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Abstract
Multiphase systems are often encountered in process industry. Widely diffused appli-
cations and operations involve the contact between different phases (gas-solid, gas-
liquid, solid liquid, etc.) for different purposes, such as chemical reactions of physical
operations (heat transfer, mass transfer). Multiphase flows are therefore one of the
most frequent applied fields in chemical engineering.
The present thesis is aimed at the development of experimental techniques for the
investigation of multiphase flow in general, with particular focus on the analysis of
gas-solid and gas-liquid systems. Notably, the development of image analysis tech-
niques is the central thread of the present contribution, and it will be shown that the
knowledge so far accumulated allowed to obtain considerable results in both fields
investigated.
The approach to multiphase systems here adopted is based on the development of
novel reliable experimental techniques for the assessment of multiphase system prop-
erties and subsequent collection of new experimental information through application
of the original techniques here developed. The techniques are mainly based on image
analysis, they are non-intrusive, capable of securing several properties simultaneously
and cost effective. In particular, the expertise in digital image processing was applied
to the investigation of two different classes of multiphase systems, i.e. gas-liquid dis-
persions and dense gas-solid systems (fluidized beds).
With reference to gas liquid dispersions, an effective experimental technique for
measuring local gas hold-up and interfacial area, as well as bubble size distribution,
was developed and subsequently exploited for collecting experimental information.
The technique, named Laser Induced Fluorescence with Shadow Analysis for Bubble
Sizing (LIF-SABS) is based on laser sheet illumination of the gas-liquid dispersion
and synchronized image acquisition, i.e. on equipment typically available within PIV
set-ups.
With reference to fluidized beds, a digital image analysis technique was developed
vi
to study the fluidization dynamics of a lab-scale two-dimensional bubbling bed. Sev-
eral significant bubble properties were simultaneously measured, ranging from overall
bed properties to bubble size and bubble velocity distributions. Moreover, since a lack
of knowledge exists on the bubbling dynamics of mixed powders, a large experimental
campaign was set up to investigate the fluidization behavior of such powder mixtures.
In the field of fluidized bed modeling, a novel linear stability criterion for the state of
homogeneous fluidization regime was developed, based on a new mathematical model
for gas-fluidized beds. A fully predictive criterion for the stability of homogeneous
fluidization state was proposed and validated with literature data.
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Part I
Mixing

1 Introduction to Gas-liquid
stirred tanks
There are many processes in which gas liquid contacting is important. Gas must be
effectively and efficiently contacted with liquid to provide mass transfer (absorption
or desorption; absorption of gas into liquid to produce a chemical reaction). Some-
times the gas merely provides energy for mixing the liquid (via buoyancy, level rise,
bubble wakes, bubble coalescence, or gas expansion). Different contexts bring differ-
ent challenges. Fermentations and effluent treatment can be at very large scale but the
product value and workup tend to be comparatively low, so mixer capital and energy
are important. Gas liquid reactions in low viscosity liquids:
• Are often also at large scale
• they have reaction selectivity issues involving the dissolved gas concentration
• they have rapid reactions with large heat generation
• they involve subsequent processing producing comparatively valuable products
So for these, scale up, liquid mixedness, and mass and heat transfer are important
while plant and energy costs are not. Chlorinations and sulfonations tend to be fast
reactions involving quite soluble gases, so high transfer is efficient, even with short
contact times. With oxidations the gas is less soluble, but selectivity is often criti-
cal. Hydrogenations involve longer contact times, often with gas recycling and solid
particles to be kept in suspension.
The processes of liquid mixing, generation of interface area, and gas liquid mass
transfer in turbulent systems are controlled primarily by the power dissipated in the
fluids and the gas volume fraction . Power dissipation (together with fluid properties)
affects bubble size. The gas is broken up into a dispersion of bubbles in high shear
zones such as the discharge from the sparger holes in bubble columns or the impeller
stream in agitated vessels, or the gas inlet and wall shear zones in static mixers. It is the
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power dissipated in such zones that controls bubble breakup processes. However, with
agitated vessels the design correlations are commonly based on the average energy
dissipation per unit mass in the vessel, P/V . Power in this expression is the sum of
the shaft power and the (mainly potential) energy introduced as a result of injecting the
gas at some depth. It may be noted that the ratio of local to average energy dissipation
rates can be large and will differ between impeller types.
Bubbles may or may not subsequently coalesce, depending on the local fluid dy-
namics and the interfacial behavior. The lack of predictability of these phenomena
makes a priori predictions of bubble size and interface area troublesome, so design
via scale-up from experiments is often preferred. The gas fraction in an agitated ves-
sel is determined by bubble size and the degree of bubble recirculation (which is in
turn a function of agitation, bubble size, and scale). For a static mixer,  is largely set
by the ratio of the average gas flow to liquid flow, but with corrections for bubble slip,
which depend on flow orientation and the bubble size.
Bulk circulation is the rate-determining step for liquid mixing (blending) in stirred
vessels. Turbulence ensures that mixing at smaller scales (mesomixing and micromix-
ing) is comparatively fast. Again, the gas presence affects liquid mixing intensity via
its effects on impeller power and in turn on its pumping efficiency. In particular, at
low gas rates the gas is entrained in the trailing vortexes behind impeller blades, with
small effects on impeller pumping efficiency, while at larger gas flow rates and im-
peller speeds, large gas cavities may form behind impeller blades that considerably
lower both pumping efficiency and required power.
Good mass transfer performance requires large interfacial areas between gas and
liquid (hence small bubble size and high gas fraction) and a high mass transfer coef-
ficient (associated with local levels of turbulence). A high gas fraction is not always
desirable however since the profitability of a reactor is largely controlled by the quan-
tity of liquid it contains. Excessive gas retention may also lead to overreaction.
The flow behavior of both gas and liquid phases can be important. When complex
reaction schemes are involved the process selectivity may be variously affected. Even
for simple gas liquid mass transfer, the gas flow pattern is critical unless a very small
proportion of the dissolvable gas is absorbed per pass. For example, if 95% of the
inlet dissolvable gas is absorbed, its mean concentration in the gas phase (and hence
its mean transfer rate to the liquid) may be up to 5.17 times larger than that for an
perfectly backmixed gas phase, depending on the closeness to plug flow conditions of
the gas.
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Here a conflict can arise in an agitated vessel. High power input per unit mass
is required to enhance mass transfer area and heat transfer coefficient, but this will
result in a high degree of gas recirculation, reducing the mean gas phase concentration
driving force for mass transfer. Local shear rates will also increase with power input.
The balance will vary with scale.
Figure 1.1: Typical stirred tank: DT = 3D; H = DT ; Z = D;WB = DT /10.
A typical arrangement of the agitator and baffles in a standard stirred tank (whose
geometry is shown in Fig.1.1), and the flow patterns generated, is shown in Fig.1.2.
Mixing occurs through the bulk flow of the liquid and, on a microscopic scale, by the
motion of the turbulent eddies created by the agitator. Bulk flow is the predominant
mixing mechanism required for the blending of miscible liquids and for solids suspen-
sion. Turbulent mixing is important in operations involving mass and heat transfer;
which can be considered as shear controlled processes.
The most suitable agitator for a particular application will depend on the type of
mixing required, the capacity of the vessel, and the fluid properties, mainly the vis-
cosity. The gas should be fed beneath the impeller such that the impeller will capture
the rising gas plume. With radial or upward flow impellers it is sufficient to use a
sparger that has a smaller diameter than the impeller itself. To provide the maximum
gas contact time, the impeller should be near the base of the vessel but not so near as
to inhibit its liquid pumping action. The bubble breakup mechanism relies on a high
relative velocity between the blades and the liquid, so wall baffles are necessary to re-
strict the circumferential motion of the liquid. They also enhance the vertical motion
of the liquid and hence the mixing of the liquid bulk and the recirculation of liquid
and gas back to the impeller, increasing the gas hold-up. For any single impeller this
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Figure 1.2: Bulk motion in buffled stirred tanks.
recirculation is favored by an aspect ratio liquid height/vessel diameter of about 1. All
of these factors lead to a recommended geometry, which is illustrated in Fig.1.1.
Agitator tasks in gas-liquid systems are:
1. breaking the gas into smaller bubbles for high interfacial areas;
2. dispersing the bubbles throughout the liquid;
3. keeping the bubbles in the liquid for sufficient time;
4. mixing the liquid throughout the vessel;
5. providing turbulent eddies to feed liquid to and from the interfaces;
In general, high levels of turbulence are required for the first task, while high flow
is required for all others. With turbines, high turbulence is created by the roll vortex
field which forms behind impeller blades.
For all the gas to flow through this region, it must enter the vessel close to the disc,
preferably underneath it. Once near the blade vortex, the centrifugal forces will draw
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the gas in. In general, to ensure that sufficient turbulence is created, a large power
input (larger than 100W/m3) must be provided to the gas-liquid mixture by the agi-
tator. Alternatively, criteria based on tip speed (piND > 1.5m/s) or Froude number
(N2D/g > 0.1) are often quoted (Harnby et al., 1992). To maximize the gas han-
dling capacity of the impeller, many blades should be used on the agitator, and they
should preferably have concave shapes. For mechanical stability, an even number of
blades not less than six, should be used. The nature of the gas inlet device is only of
secondary importance, provided that the design is such that the gas is effectively cap-
tured and dispersed by the agitator. As an example, multiple orifice ring sparger with
diameter equal to 0.75D is recommended for maximizing mass transfer coefficients,
but it is only marginally different from the performances of the same reactor equipped
with a simple open pipe placed beneath the disc.
An impeller that approximately maintains the ungassed power level when gas is
introduced will give more stable operation and minimal scale-up difficulties. Rec-
ommended types (Fig.1.3) include, for radial flow, hollow blade designs such as the
Scaba SRGT, Chemineer CD6 or BT6, Lightnin R130, or for axial flow, an upward
pumping wide-blade hydrofoil such as the Lightnin A345 or A340 or the Prochem-
Chemineer MaxfloW. Downflow hydrofoils or pitched blade turbines may be unstable
during gas liquid operation. The liquid flow induced by a downpumping impeller is
opposed to the natural tendency of buoyant gas to rise. With a single impeller this
is evidenced in the transition between indirect and direct loading that occurs as the
gas flow is increased. At certain impeller speeds there may be an accumulation of
gas below the impeller plane which can become hydrodynamically unstable. These
physical phenomena, which are independent of scale, have been found to lead to an
unpredictable loading of the impeller and a source of mechanical problems. A single
upflow hydrofoil may not be optimum in a vessel with H = T , if the D/T ratio is
larger than say 0.5 (which may occur if high P/NV is required), since recirculation
will be localized and zones of high local gas fraction will be formed.
Characterization of the flow pattern of either phase is often limited to the ideals
of perfect plug flow or fully backmixed flow. In practice, it is necessary to consider
degrees in between: many in-line mixers such as ejectors and static mixers in turbulent
flow achieve a close approximation to plug flow for both phases, but in industrial
agitated vessels a close approach to complete backmixing is rare for either phase.
If gas liquid mass transfer is the process rate-controlling step, the flow behavior of
the gas is important: typically, it has a large effect on the rate of mass transfer. If
the limiting step is reaction in the bulk liquid phase, the liquid phase flow pattern
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Figure 1.3: Impeller design.
(residence time distribution in case of continuous flow) may be important. For batch
systems a stirred vessel or loop reactor with an in-line mixer is used. Where plug flow
is required, for long residence times a cascade of stirred vessels or loop reactors is
commonly used, and for short residence times the choice will often be a static mixer.
For continuous flow systems requiring an approach to backmixed flow, stirred vessels
or loop reactors are indicated.
In the homogeneous regime in an agitated vessel, the superficial gas velocity, vS <
0.02 ÷ 0.03m/s, and the bubbles have a monomodal size distribution with a small
mean size, generally between 0.5÷4mm. Here, the impeller controls the flow pattern
and bubble size. At higher gas superficial velocities, the heterogeneous regime oc-
curs, in which the overall bubble size distribution is bimodal, with some large bubbles
(10mm or greater), and is controlled more by the gas velocity (possibly void frac-
tion) than by the agitator. In this regime the influences of impeller speed and gas rate
are different from those in the homogeneous regime. Gas flow pattern is important,
since it controls the degree of recirculation and backmixing of the gas phase, which
in turn determines the mean concentration driving force for mass transfer. It can also
profoundly affect the liquid phase macrocirculation and homogenization (Paul et al.,
2004).
The flow pattern of the gas depends on the regime of gas-impeller interaction. For
six-blade disk-turbine impellers, three regimes of flow in the vessel can be defined, as
shown in Fig.1.4:
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Figure 1.4: Typical void fraction distributions in vessels with a single impeller: (a) impeller con-
trolled regimes; (b) void fraction controlled regime (Paul et al., 2004).
• Flooding in which the impeller is overwhelmed by gas and gas liquid contact;
mixing, and so on, are very poor;
• Loading in which the impeller disperses the gas through the upper part of the
vessel;
• Complete dispersion in which gas bubbles are distributed throughout the vessel
and significant gas is recirculated back to the impeller.
These are closely related to the regimes of gas-impeller interaction: as more gas
is fed to the impeller (or speed diminishes), there is more tendency for the gas to be
accumulated in the low pressure regions behind the blades, forming ventilated cavities.
When these are large they can cause a strong reduction of the impeller power number
and hence of its performance for mixing, mass, and heat transfer. This is particularly
important for flat blade turbines with four, six, or eight blades. For six-blade disk
turbines the cavity regime is best obtained from the flow regime maps shown in Fig.1.5
since they are dimensionless and tested for several scales (Paul et al., 2004).
Given the complexity of phenomena occurring in gas-liquid dispersions, it is of
fundamental importance the development of suitable measurement techniques able to
reliably measure gas-liquid dispersion properties such as bubble size distribution, gas
volume fraction and specific interfacial area. Accurate knowledge of these dispersion
properties is in fact the basis for the setting up the reliable correlations needed for
design as well as new process development purposes.
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Figure 1.5: Flow map for single Rushton turbine (Paul et al., 2004).
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2 Experimental assessment of
gas-liquid dispersion properties
Gas-liquid contactors are widely employed as reactors and bio-reactors in the process
industry. In most of these applications, gas liquid mass transfer is the main rate-
determining step. Local mass transfer areas depend on bubble size and concentration,
and was shown to vary notably even in small stirred tanks (Calderbank, 1958; Sridhar
and Potter, 1980; Barigou and Greaves, 1992b, 1996; Laakkonen et al., 2005a). Mass
transfer area is obtained most reliably from knowledge on the bubble size distribution
(BSD) and gas hold-up. A comprehensive review of measuring techniques in gas
liquid contactors can be found in Boyer et al. (2002).
Measurement techniques can be classified according to different ways. A first
classification concerns time-averaged versus transient measurements as well as lo-
cal versus global measurement (averaged either over one- two- or three-dimensional
domains). Different types of non invasive techniques for the assessment of global and
multiphase flow characteristics have been developed. These are based on different
physical principles:
• Conductimetry: if the liquid in a gas-liquid or gas-liquid-solid reactor is elec-
trically conductive and presents a constant ionic concentration, the conductivity
between two points of the reactor is an increasing function of the liquid volume
fraction. Unfortunately, the conductivity depends also on the spatial distribu-
tion of the phases. A number of mainly empirical relations have been proposed
to correlate the dispersion properties with the conductivity in presence and in
absence of gas. It is therefore advisable to calibrate this technique by means if
independently measured data.
• Radiation attenuation: when crossing a two-phase mixture, all types of electro-
magnetic radiation are attenuated. Depending on the kind of radiation used, the
attenuation is a function of the density along the radiation path or of the interfa-
cial area. Gases, liquids and solids have for example quite different absorption
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coefficients of X-ray or γ-ray radiation or of neutron beams. By measuring the
attenuation of a radiation beam between a source and a receptor on the other
side of the reactor gives access to the integral average of the local mass density
distribution along the beam path. There are no theoretical limits to time reso-
lution; limits are, however, given by safety and/or price considerations. Space
resolution is limited by the size of the available sensors ( 10mm for γ-rays,
100µm for X-rays). These radiographic techniques are the basis of a number
of tomographic techniques. In the case of a clean transparent liquid containing
bubbles or drops, light attenuation is an increasing function of the dispersed-
phase specific interfacial area. Early applications of this technique were limited
to quite small interfacial areas and required that no multiple scattering of the
light beam by the bubbles took place (Calderbank, 1958) and the optical density
aLO (i.e. the product aLO, a being the interfacial area per unit volume and LO
the optical path length) was limited to quite small values. In any case, bubbles
have to be approximately spherical and stringent measures have to be taken to
avoid parasitic light sources, electronic noise, liquid turbidity, etc. Ultrasound-
based measurement techniques can be also adopted, and the main advantage
compared to visible radiation based techniques is that transparency of the liquid
is not required.
• Visualization techniques: these techniques can be classified into photographic
(including of course video) techniques and radiographic techniques, Particle
Image Velocimetry techniques and NMR based techniques. The aspect of the
flow as seen through the wall is an important feature, and taking pictures through
the wall is very frequent in literature. The limitations of these technique are
obvious: only the vicinity of the wall can be observed at high gassing rates,
and a transparent wall and liquid are required. Quantitative image analysis can
allow the assessment different bubble properties simultaneously. Using more
energetic kinds of radiation (e.g. Flash X-ray Radiography) to observe bubble
forms is an extension of the photographic technique. The advantage is that such
techniques may yield results even in the presence of a non-transparent fluid; as
with the photographic technique, only a single layer of bubbles can be observed
reliably.
Particle image velocimetry technique has become quite classical for the deter-
mination of velocity fields in single-phase flow. A laser sheet is used to illumi-
nate a well defined slice of the fluid containing seeding particles; two or more
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pictures of the sheet are taken at short time intervals. The distances between
the positions of seeding particles provides information on the instantaneous ve-
locity field of the liquid. Different variants have been proposed: particle streak
velocimetry (long exposure), particle tracking velocimetry (video recording of
particle motion). In recent years, a number of authors have used PIV in gas-
liquid flow to determine either the liquid velocity field or the bubble velocity
and size, or both. Reviews on this subject may be found in Chaouki et al. (1997).
When trying to adopt PIV based techniques to velocity field measurement in
multiphase flows, the problem arise of distinguish between the seeding par-
ticles used for flow field measurement and the dispersed phase. In order to
discriminate the different phases, a number of possibilities have been proposed:
using fluorescent seeding particles for the liquid and filtering the signals (Broder
et al., 2000). The same technique combined with refractive index matching has
been used by (Northrup et al., 1993) to determine interstitial velocity fields in
a fixed bed. It is also possible to use numerical techniques to exploit images
obtained with a single CDD camera as shown by Delnoij et al. (1999); the latter
authors propose an original Ensemble correlation technique to extract the rele-
vant signals from the results obtained with a CDD camera. Recently, PIV has
been applied to confirm the predictions of velocity calculations in visco-elastic
liquids around rising bubbles (Funfschilling and Li, 2001).
The possibility of isolating a well defined volume of the system, coupled with
advanced digital image processing techniques, has the potential to allow the
simultaneous measurement (in addition to flow quantities) of important disper-
sion properties such as local BSD, hold-up and interfacial area. Recent appli-
cations of PIV apparatuses also focused on the simultaneous measurement of
gas and liquid flow-field quantities by means of back lighting and macro lenses
(Sommerfeld and Broder, 2009), local BSD (Montante et al., 2007), BSD and
interfacial area distributions through laser sheet and some statistical corrections
(Laakkonen et al., 2005a), gas phase velocity in micro-reactors through fluores-
cent liquid and laser sheet (Chung et al., 2009). In many cases no well defined
control volume could be assessed so that volume dependent quantities, such as
specific interfacial area and gas hold-up, were only approximately assessed.
Nuclear magnetic resonance (NMR) imaging has been widely used in the field
of medical imaging and is more and more frequently applied to chemical engi-
neering problems. The theoretical background of these techniques is based on
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the determination voxel by voxel of the quantity of given nuclei (usually protons
1H); radio-frequency pulses and magnetic field gradient pulses interact with the
spins of the nuclei positioned in a static magnetic field.
• Laser Doppler Anemometry: the principle and the main applications of LDA
are well known and well described (Chaouki et al., 1997): if there is a relative
motion between a wave source (laser) and a wave receiver (seeding particle
of the liquid or bubble in the liquid), there is a shift of wave frequency; this
phenomenon is called the Doppler effect; measuring this frequency shift by
using interference fringes gives access to the velocity. This technique has been
applied to the determination of local velocities for some time. LDA yields well-
localized values of velocity; the measurements are very fast, so that velocity
fluctuations can be assessed. The last years have seen the application of LDA
to the determination of liquid velocities (average values and fluctuations) in
bubble columns with quite high gas throughputs (Joshi, 2001). At higher gas
velocities, it may happen that the smaller bubbles are not discriminated from the
seeding particles. This can be overcome by using fluorescent seeding particles
and by using a color filter, able to suppress the incident light wavelength, but
transparent to the light emitted by fluorescence (Broder et al., 2000). Another
pitfall may also be encountered: one of the basic assumptions of LDA is that
the seeding particles move exactly with the liquid. However, the distribution of
fine particles in the presence of bubbles may not necessarily be homogeneous in
the whole of the liquid phase: over-concentrations of particles in the immediate
vicinity of bubbles have been observed, therefore resulting into errors on liquid
phase velocity measurements.
• Radioactive tracking: Liquid mixing in bubble columns was investigated by
Chen et al. (1999a) using single neutrally buoyant spheres containing radionu-
cleides emitting γ-rays. The use of radioactive emitting tracers is also the basis
of the radioactive particle tracking (RPT or CARP) technique used by Chaouki
et al. (1997) to investigate mixing of the solid in three-phase gas-solid-liquid
dispersions. In the techniques proposed by both teams, the rays emitted by the
tracer particle are followed by a number of detectors around the column. The
reliable and rapid determination of the position of the particle from the signals
obtained by all the detectors is a demanding task since a long and complicated
calibration procedure is required, but it has been solved by both teams. The
results of these techniques are trajectories of the particles. These trajectories
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can be used to validate CFD calculations or to determine axial dispersion coef-
ficients of the solid; on the other hand, long-term averages of the velocity yields
global circulation patterns.
• Tomographic techniques: the tomographic techniques have been fully devel-
oped during the last 20 years, first for medical applications and more recently
for industrial process applications. These techniques are powerful since they
give the opportunity of obtaining the phase fraction distribution inside a reactor
or a column by a rigorously non-intrusive measurement. The general princi-
ple consists in measuring through the column a physical property that can be
related to the phase fraction. Measurements are performed at different angular
positions and deliver the average values of the property over the corresponding
diameters. By using a reconstruction algorithm, the acquired signals are then
analysed to provide the phase fraction image on a cross-section of the column.
Depending on the kind of physical property used, time and space resolution may
differ widely. For tomographic systems that need to have a complete rotation
of sensors all around the column, the measurements are not simultaneous and
the results are only time-averaged results. Different kinds of tomographic sys-
tems have been developed. Photon attenuation tomography system is based on
the attenuation measurement of photon rays such as γ- or X-rays. As such at-
tenuation is directly proportional to the material density for a given energy, the
resulting image gives the density at each pixel and then the phase fraction map.
The photon fluxes being very high with X-ray tube, the detector sensing area
can be quite reduced and spatial resolution can be as small as 1mm2. How-
ever, such photon rays have generally a rather low energy level and their use is
limited to low attenuating material or to small column diameter. With γ-rays,
the photons are more penetrating since their energy can be as high as 1 MeV,
the spatial resolution is rather lower (around 1 cm2) but remains interesting for
practical purposes.
A lot of work has been done to develop tomographic systems based on im-
pedance measurements at the wall of a column, a tank or pipe including mul-
tiphase flows These techniques are easy to implement with relatively low cost.
Their characteristic response dynamics is very fast, and therefore they can re-
liably describe rapid evolutions of flows. Nevertheless, the measured signal is
a non-linear function of the phase fractions and of the flow configuration: the
electric capacity or resistance between two separate elements at the wall de-
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pends on the whole phase repartition in the column, not only on the phases
present on a straight line between the two elements. The reconstruction calcula-
tions are not easy to perform and not yet totally satisfying; the spatial resolution
remains very poor unless a priori knowledge is included in the reconstruction
procedure. Nevertheless, these tomographic techniques give a good informa-
tion on large inhomogeneities inside a vessel or a column and they are quite
well adapted for flow configuration change detection.
2.1 Measurement of specific interfacial area
Average specific interfacial area has been investigated by means of chemical meth-
ods, such as those based on steady-state carbon dioxide absorption into sodium hy-
droxide solutions (Hassan and Robinson, 1980; Mandal et al., 2005; Mohanty et al.,
2007), while local interfacial areas have been measured by means of light scattering
probes (Calderbank, 1958), photographic techniques (Marrucci and Nicodemo, 1967;
Kawecki et al., 1967), and light-sheet based imaging techniques (Laakkonen et al.,
2005a).
Calderbank (1958) report the following equation for the estimation of specific in-
terfacial area in vessels agitated by Rushton turbines:
ai = 1.44
[
(Pg/V )0.4ρ0.2l
σ0.6
](
vs
ut
)0.5
(2.1)
where the original value adopted by the author for the bubble terminal velocity
ut = 0.265m/s should be used.
Bouaifi et al. (2001) reported the following equation as a fitting of indirect data on
specific interfacial area (computed from the measurement of gas volumetric fraction
and average bubble diameter as ai = 6/d32) in a dual-impeller stirred vessel:
ai ∝
(
Pg
V
)0.44
v0.65s (2.2)
Laakkonen et al. (2005a) measured local specific interfacial area values in agitated
vessels by means of planar laser and image analysis and reported that local values
measured correctly follow the functional dependencies of specific interfacial area on
specific power input and superficial gas velocity, but strong differences exist between
different regions of the vessel.
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2.2 Measurement of gas volume fraction
The overall gas hold-up can be easily measured from increase of liquid level with
respect to ungassed conditions by measuring the two phase pressure drop, though these
methods are generally inaccurate in the case of low hold-up systems. Several methods
have been used for local hold up measurement, such as pressure probes (Linek et al.,
1996), light sheet coupled with image analysis (Laakkonen et al., 2005a), conductivity
probes (Gao et al., 2001), hot-film anemometry (Lo and Ju, 1987), suction probes
coupled with image analysis (Kamiwano et al., 2003), optical probes (Bouaifi et al.,
2001), electrical probes (Takenaka and Takahashi, 1996; Bombac et al., 1997; Bombac
and Zun, 2000; Paglianti, 2001), optical holography (Ilchenko et al., 2002), and several
types of tomography, ranging from electrical to gamma ray (Williams et al., 1993;
Wang et al., 2000; McKee et al., 1995; Toye et al., 2005; Ford et al., 2008; Boden et al.,
2008; Chen et al., 1999b; Khopkar et al., 2005; Hampel et al., 2007). Suction probes
can also be adopted Alves et al. (2002a) by sampling gas-liquid dispersion through a
glass tube meter using a peristaltic pump: both phases are separated and the volume
of each one is measured, though results are bound to be effected by uncertainities on
the sampling efficiency of the two phases.
The general findings report a dependence of gas volume fraction on the specific
power input and gas superficial velocity:
 ∝
(
Pg
V
)a
vbs (2.3)
with both exponents ranging from 0.2 to 0.7. Notably, a tendency is reported for
the specific power input exponent to be larger for non-coalescing systems than for
coalescing systems
Bouaifi and Roustan (1998) report values of a = 0.24 and b = 0.65 for multiple
impeller systems. It is also observed that the overall gas volume fraction mainly de-
pends on the choice of the lower impeller: this is well expected since gas hold up
strongly depends on bubble size, which in turn depends on impeller type where all
other conditions were fixed.
Calderbank (1958) developed the following equation to correlate data obtained in
sparged stirred vessel by means of scattered light probes:
 =
(
vs
ut
)0.5
+ 0.000216
[
(Pg/V )0.4ρ0.2l
σ0.6
](
vs
ut
)0.5
(2.4)
where ut is the bubble terminal velocity, which is set to 0.265m/s . Although the
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bubble rise velocities actually depend on bubble size, the original value suggested by
Calderbank (1958) should be used, because this value was originally used for data
fitting. Notably, in the absence of agitation, the proposed equation reduces to  =
vs/ut.
In the work by Bombac et al. (1997); Bombac and Zun (2000), a micro-resistivity
probe is used for phase detection in a stirred vessel agitated by a single Rushton turbine
(Bombac et al., 1997) or dual-impeller turbine (Bombac and Zun, 2000). Frequency-
domain analysis of the data obtained near the impeller allow the characterization of
the fluid-dynamic regimes at the impeller from the vortex-clinging (VC) regime the
different possible large cavities regimes (depending on the number and size of large
cavities formed below the blades of a 6 blade Rushton turbine). The same authors
developed a flow-map for the prediction of the fluid-dynamic regime an for some
cases take accurately measurement of the gas volume fraction map, also putting in
evidence the main characteristics of local hold up distribution as a function of the
relevant regime, showing for example that the transition from vortex-clinging regime
to S33 regime (in which 3 large cavities are formed and 3 vortex-clinging) and to L33
(three large cavities and 3 smaller cavities) results in a considerable decrease of the
turbine pumping efficiency and therefore in a sudden decrease of the entrained gas in
the recirculation loops, especially below the impeller.
2.3 Measurement of Bubble size distribution
Many small bubbles are required in a dispersion to give large gas-liquid interfacial
area and therefore effective mass transfer. Moreover, small bubbles are more readily
entrained in the recirculating liquid inside the vessel, so giving more gas backmixing
than larger bubbles under similar hydrodynamic conditions.
Local BSD was largely investigated by means of Capillary Suction Probe tech-
niques (Greaves and Kobbacy, 1984; Barigou and Greaves, 1992a,b; Alves et al.,
2002b; Laakkonen et al., 2005b,c). This intrusive technique involves withdrawing,
by means of a vacuum system, a continuous stream of gas-liquid dispersion through
a short length calibrated capillary. Gas bubbles are transformed into elongated slugs
inside the capillary, which are then detected by a pair of LED photo-transistors. The
bubble diameter detection limit is determined by capillary diameter.
Optical imaging techniques (Calderbank, 1958; Aslan et al., 2006) or photographic
techniques were also adopted in different cases (Takahashi et al., 1992; Takahashi and
Nienow, 1993; Machon et al., 1997; Bouaifi and Roustan, 1998; Hebrard et al., 2001;
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Mandal et al., 2005; Winterton and Munaweera, 2001; Horn et al., 2007; Montante
et al., 2008).
Montante et al. (2008) used an LED background light source in a shadow imag-
ing technique to determine bubble size in a bubble column and in a stirred vessel.
Sommerfeld and Broder (2009) also applied a similar technique to study the hydro-
dynamics in the bubbly flow within a rectangular bubble column. They determined
bubble size, shape and orientation within the focal plane, as well as the gas phase ve-
locities using an in-house developed code. An array of 551 high performance LEDs
provided background diffused illumination to project bubbles situated between the
light source and camera as dark circles on the captured image. Planar measurements
were achieved by adjusting the depth of the focal plane; for example, in-plane bubbles
were recognized by their relatively thin edges whereas the contours of out-of-plane
bubbles appeared smudged. However, even with a macro camera lens setup to provide
a small depth of view, the thickness of the focal plane was only resolved down to 4
mm.
Measurements of bubble sizes in a closed stirred vessel with and without added
solid particles by means of image analysis techniques was performed by Hu et al.
(2005). A stereo microscope was linked to a digital camera with shutter frequency
synchronized to a high-energy fiber optic strobe lightby which it is possible to pro-
duce sharp images of air bubbles. The bubble diameters were measured using image
analysis.
Essadki et al. (1997) proposed an electrochemical probe as a way for measuring
bubble sizes. The apparent local mass transfer coefficient on a spherical surface was
measured in a bubble column with homogeneous bubbling regimes (bubbles of ap-
proximately equal size and uniformly distributed across the column). Thus, the char-
acteristic average frequency of the fluctuations of the diffusion-limited current de-
tected by the probe was postulated as being equal to the bubble frequency and led to a
determination of an average bubble size in a homogeneous bubbling flow.
Comparison of different techniques for local bubble size measurement can be found
in Hernandez-Aguilar et al. (2004) and Laakkonen et al. (2005c).
It was firstly show by Calderbank (1958) that the bubble size strongly depends on
the measurement position. Bubble sizes near vessel wall at the same level as the
impeller or above it were found to be more than four times larger than those in the
impeller region. Calderbank (1958) obtained the following equation for the mean sur-
face/volume diameter from measurement of interfacial area and gas volume fraction
in pure liquids (i.e. coalescing systems):
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d32 = 4.15
[
σ0.6
(Pg/V )0.4ρ0.2l
]
0.5
(
µg
µ
)0.25
+ 0.0009 (2.5)
However, it was found that small concentrations of electrolytes, surfactants, alco-
hols, oils (among others), in agitated vessels or bubble columns have a profound effect
on the average bubble size and gas volume fraction (and therefore on specific inter-
facial area), changing the empirical constant of Eqn.2.5, with effects clearly different
on agitation speed and inlet gas velocity. In general, in non-coalescing systems the
average bubble diameter is found to be considerably lower. This effect is caused by
solute concentration or temperature gradients near the gas-liquid interface, setting up
local surface tension gradients that oppose the drainage and stretching of the liquid
film between approaching bubbles and hence hinder coalescence (Lee and Meyrick,
1970). An equation is proposed by the same authors for average diameter correlation:
d32 = 4.25
[
σ0.6
(Pg/V )0.4ρ0.2l
]
0.5 (2.6)
Notably, the dependence of σ−0.6 can be theoretically obtained from the application
of Kolmogoroff’s theory of locally homogeneous isotropic turbulence. This model as-
sumes that maximum stable drops/bubbles size is controlled by breakage only and
exists when the disruptive stresses resulting from the turbulent flow of the continu-
ous phase are equal to cohesive stresses resulting from the interfacial tension. Similar
finding on the influence of electrolytes on dispersion properties in bubble columns
were found by Marrucci and Nicodemo (1967). Bubble size reduction was found to
occur even in weak solutions of electrolytes, which practically have the same interfa-
cial tension as pure water, with bubbles much smaller and much higher hold-up than
in pure water. To explain this anomaly, it has been postulated that the bubble size (and
in turn hold-up) in gas/liquid dispersions may be controlled by coalescence phenom-
ena instead of breakage, this latter being relatively unimportant. Conversely, Machon
et al. (1997) report a systematic decrease of bubble size while increasing height above
the vessel base in several coalescing and non-coalescing systems. This behavior was
justified by the authors by assuming that whilst the turbulence level away from the
impeller is relatively low, it could be still sufficient to disrupt the largest bubbles and
therefore decrease average bubble diameter. The authors support their reasons report-
ing that the many hundreds of video frames inspected never revealed a coalescence
event in any of them.
It was confirmed by Barigou and Greaves (1992b) that bubble size distribution var-
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ied widely from one region of the reactor to another, deviating considerably from a
normal distribution. In the impeller region at low gas flow rate increasing the impeller
speed caused a sharp drop of mean bubble size while, no effect was observed for high
gas flow rates, owing to the increased role of bubble coalescence. The results obtained
by Bouaifi et al. (2001) with photographic technique show that for dual-impeller sys-
tems the average Sauter diameter is affected by the power consumption but not by
gas flow rate. The Sauter diameter decreases when the power consumption increases.
This is the consequence of the simultaneous increase in shear characteristics and tur-
bulence. For the various configurations and gas flow rates studied, the following rela-
tionship was proposed by the authors for predicting bubble Sauter diameter:
d32 = 10.1 · 10−3
(
Pg
V
)−0.2
(2.7)
Parthasarathy and Ahmed (1994) analyzed theoretically the evolution of bubble size
distribution shape (typically a bimodal shape, made up of two log-normal distribu-
tions) while varying impeller speed. Alves et al. (2002a) report that the general trend
in a multiple impeller systems is for bubble size to increase along the circulation path,
which indicates that bubble coalescence prevails over breakage. Coalescence is usu-
ally observed by the same authors to be most intense in the turbine discharge stream,
which may be explained by a larger collision frequency due to higher turbulence. The
authors confirmed in their work previous findings on the dependence of average Sauter
diameter on (Pg/V ) by Barigou and Greaves (1992b)
The results obtained by Hu et al. (2005, 2006b) for a wide range of liquid phase
characteristics (i.e. liquid viscosity and surface tension) in a closed stirred vessel in
which the gas is entirely recirculated pointed out that for given fluid dynamic regime
(transitional or turbulent) the We number (ρlN2D3/σ) can be reliably adopted for
data correlation, though with an exponent quite different from the value of −0.6
predicted by applying Kolmogoroff’s theory of locally homogeneous isotropic tur-
bulence. Notably the results obtained are very different from those obtained with
aqueous solutions of electrolytes and alcohols where We does not bring results for
different surface tension fluids together (Machon et al., 1997).
Even if a number of works dealt with the measurement of the overall or local aver-
age bubble size in stirred vessels, few works are available in literature dealing with the
complete bubble size distribution. The most extensive work was done by Barigou and
Greaves (1992b), who measured local BSDs from dense dispersions in a 1m diame-
ter Rushton turbine agitated vessel and observed a significant spatial spread of BSDs
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with the measurement position and agitation conditions. They also observed the ex-
pected decrease of Sauter mean bubble diameter with the increasing stirring speed
only in the impeller discharge flow. It appears that due to higher gas hold-up the coa-
lescence had an important role in controlling bubble size in regions far away from the
impeller. Alves et al. (2002b) compared previous studies and concluded that stirred
vessels can be divided roughly into impeller and bulk regions in terms of bubble size.
They reported that coalescence was mostly completed as the flow of dispersion from
the Rushton turbine reaches the wall, although some coalescence may still occur in
the upward or downward flow near the wall.
Laakkonen et al. (2005b) analyzed local bubble size distributions in different agi-
tated vessels and different gas-liquid systems with capillary suction probe (CSP) tech-
nique. For the air-water system, bubble size varied more with the Rushton turbine than
with the flat-blade turbine (FBT) agitated vessel because of differences in flow fields.
The addition of a small amount of NaCl caused a sharp decrease of bubble size in
the vicinity of liquid surface. In the impeller discharge flow, bubble size decreased
less. The lower coalescence rates due to higher apparent viscosity likely explain the
smaller bubbles in the air-aqueous starch system than in the air-water system. In the
CO2−n− butanol system, bubbles were notably smaller compared to other systems
and bubble size decreased unexpectedly in the flow from the impeller discharge to the
liquid surface. Local BSD were found in general positively skewed in air-water sys-
tems. The effect of stirring speed found by the authors is complicated: at low stirring
speed, bubbles are found to be smaller in the central region of the vessel than close to
the wall, while at higher stirring speed, the opposite is observed above the impeller.
Below the impeller, dispersion becomes more homogeneous when stirring speed is
increased. Bubble size decreases while increasing stirring speed in the impeller dis-
charge flow, close to the wall and near the liquid surface. On the contrary, in the
central region above the impeller and below the impeller, bubble size increases while
increasing stirring speed. The better recirculation of bubbles and surface entrainment
of gas are probable explanations according to the authors.
Laakkonen et al. (2005a) used a self developed image analysis technique based
on laser sheet illumination of the gas liquid stirred tank to investigate local bubble
size distributions in several gas-liquid systems. The overall Sauter mean diameter
measured was in good agreement with the Calderbank (1958) correlation. Local BSD
measured were all positively skewed.
Montante et al. (2008) simultaneously measured bubble size distributions and liquid-
phase flow field in an agitated vessel. They found that about 50% of the measured
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bubbles are characterised by an equivalent diameter lower than 0.8mm and 90% of
them are smaller than 2mm. Similar results were obtained in the vessel upper part. A
slight increase in the gas flow rate corresponds to a moderate increase in bubble size,
that is reasonably due to coalescence. The bubble size is slightly decreased for higher
rotational speed, as one would expect due to increased stress in the impeller region.
Each procedure is affected by drawbacks. It is well known that the adoption of the
chemical method for interfacial area measurement affects system coalescence behav-
ior and in turn dispersion properties. The use of probes has several disadvantages,
i.e. the flow field is bound to be more or less affected by the probe presence and long
experimental campaigns are needed to obtain data distribution over the entire system.
If a stream of dispersion is continuously drawn from the vessel (Parthasarathy and
Ahmed, 1994), care must be taken in order to avoid changing dispersion properties
such as bubble size distribution or interfacial area, for example because of coales-
cence phenomena in the measurement circuit. Also sampling effects undermine the
accuracy of results. Classical photographic techniques are generally unable to isolate a
well defined volume of the system, even when advanced image analysis coupled with
macro-lenses are adopted. The same problem is encountered when suction probes are
adopted. Tomographic techniques are in general quite expensive and are often affected
by poor spatial resolution.
It may be concluded that there still is a need for setting up novel measuring tech-
niques, possibly able to overcome some of the above highlighted drawbacks. Part of
the present thesis was actually devoted to this purpose, as described in the following
chapters.
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3 Novel imaging technique for
gas-liquid stirred tanks
In this chapter, a novel experimental technique coupled with a self developed Digital
Images Analysis Technique is presented and discussed. The experimental technique
is based on the use of a fluorescent dye dissolved in the liquid phase, that allows
to identify in plane bubbles by means of a novel set of imaging techniques. These
techniques is able to provide with high reliability physical data on bubble cut by laser
sheets.
This novel technique, hereafter referred-to as Laser-Induced Fluorescence with
Shadow Analysis for Bubble Sizing (LIF-SABS), allows a clear identification of the
bubble surface immersed within the laser sheet. This technique ties to overcome some
of the limitation of other measurement techniques, being totally non-intrusive. More-
over, the use of images allows the simultaneous measurement of several dispersion
properties in a wide region of the vessel, thus resulting in very simple experiments.
Nevertheless, some care must be adopted in data interpretation: in fact, only the
larger intercept is in practice measured by image analysis. The technique is somewhat
similar to that proposed by (Chung et al., 2009), but a quite different out-of-plane
bubbles discarding algorithm is proposed. The ability of unambiguously identify and
size in-plane bubbles gives LIF-SABS the potential for reliable measurements of lo-
cal interfacial area, gas hold-up and BSD. Clearly, the intercept sizes are in general
different from each other, so that a visible intercept size distribution, V ISD(l), can
be experimentally assessed. This distribution is related to the actual bubble size dis-
tribution BSD(r) but clearly does not coincide with it, as the laser sheet intercepts
bubbles over non diametrical planes at random distances from bubble center. It may
be expected that the V ISD(l) is bound to be skewed to smaller sizes with respect to
the actual BSD(r) to some extent. The way to tackle the problem of correct mea-
surement of dispersion properties from planar intercept data will be widely discussed
in the following chapters.
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3.1 Experimental set-up
The experimental system here investigated was a fully baffled cylindrical vessel (di-
ameter T = 0.19m) with a flat base, stirred by a standard six-blade Rushton turbine
(diameter D = T/3) placed at T/3 from the vessel bottom. The liquid phase was
deionized water at 25◦C and the gas phase (air) was supplied through a 6mmID open
ended pipe, placed 5mm under the turbine. In the liquid phase 0.48kg/m3 of a fluo-
rescent dye (Rhodamine-B) were dissolved.
The cylindrical vessel was immersed in a water filled rectangular vessel in order to
minimize optical distortions due to the vessel geometry. The rectangular vessel front
wall was accurately placed perpendicularly to the camera.
The bubble measurements were conducted using directly the laser light re-emitted
by the bubbles and the liquid phase. For the measurements, a PIV apparatus was
conveniently employed. It consisted of a Nd − Y AG pulsed laser source (50mW
per pulse, New Wave Research Solo III, wavelength equal to 532nm), coupled with a
1280× 1024 pixel digital camera (Dantec 80C60 HiSense) and the control- synchro-
nization unit Dantec FlowMap 1500. A band-pass filter centered on the wavelength
of fluoresced light (570nm) was placed in front of the camera in order to allow only
this light to reach the CCD. The laser plane was focused in order to obtain a thin light
sheet inside the vessel, with thickness equal to 0.5mm.
Preliminary tests were conducted in order to assess the optimal rhodamine concen-
tration: in fact, higher concentrations give rise to excessive attenuation phenomena
involving the laser sheet, and therefore higher non-uniformities in the tank illumina-
tion level. Lower concentrations give rise to poor illumination of the vessel.
In Fig.3.1, a schematic representation of the experimental set-up is shown. In the
same figure, also the five regions of the vessel on which statistical data will be calcu-
lated are shown.
Several operative condition (reported in Table3.1) were investigated.
Q (l/min) N (rpm)
0.3 300
0.3 400
0.4 300
0.4 400
0.5 300
0.5 400
Table 3.1: Experimental cases investigated for the analysis of gas-liquid stirred tank properties
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Figure 3.1: Gas-Liquid experimental Set-up.
3.2 Image Analysis Technique
A typical image of the vessel obtained by the above described apparatus is shown in
Fig.3.2, where the right border coincides with the vessel axis and the impeller region is
digitally shielded in order to avoid spurious results in the subsequent image analysis.
The laser sheet entered from the left side of the image and traveled toward the right
side on a vertical plane at 45◦ between subsequent baffles. All the light observable in
Fig.3.2 is that re-emitted by the fluorescent dye, that practically turns the laser sheet
into a planar (fluoresced) light source.
In this image gas bubbles can be clearly observed. As it can be seen there are dark
bordered bubbles, clearly placed beyond the light sheet, and white bordered bubbles.
These may be either in front of the light plane or right on the light plane. These last
are however easily identified as they are the only ones that give rise to a neat straight
shadow in the image, caused by the fact that the laser light intercepted is diverted in
many directions and fails to excite the dye on the light path rear the bubble. It may be
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worth noting that the vertical dark and white lines in Fig.3.2 is are baffle borders.
Figure 3.2: Raw Image.
The use of the experimental technique described in relevant section allows the vi-
sualization of:
• white bordered bubbles: they can be either in-plane bubbles or bubbles located
rear the light plane
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• dark bordered bubbles. These are out of plane bubbles, located in front of the
light plane.
Figure 3.3: Background Image.
The main task of the imaging technique is the isolation of the in-plane bubbles,
i.e. the white bordered bubbles associated with the straight shadows due to the lack
of direct laser illumination of the fluorescent liquid phase rear the bubble. The first
processing step adopted in this work was background subtraction from the original
image. It is worth noting that the average background luminance in the presence of
gas bubbles was found to be quite different from that obtained in absence of gas,
and lead to rather noisy images if adopted. Better results were obtained using time-
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averaged images of the gassed system as the background image. In this way, given
the quite low gas flow rates investigated and correspondingly low gas hold-up, the
noise introduced in the background image is of the order of 1% of the image signal.
A typical backgroung image is shown in Fig.3.3.
(a) (b)
Figure 3.4: Closeups of bubbles in gas-liquid dispersion
In order to unequivocally identify in-plane bubbles (those white-bordered and as-
sociated with the straight shadows) and discard all other bubbles from subsequent
analysis (i.e. the assessment of dispersion properties as gas hold-up and bubble size
distribution sharply pertaining to the investigated plane) some image processing aimed
at enhancing white borders and bubble shadows was found to be advisable.
In particular once a background image had been obtained it was subtracted pixel
by pixel from the raw image. The resulting image is different depending on how
the pixels with a resulting negative luminance are treated: they may be set to zero
(hereafter referred to as simple difference) or their absolute value may be considered
(absolute difference). Notably:
• shadows have generally a luminance value smaller than the background image
and the absolute difference, by exalting the darkest pixels, will make shadows
very evident, as it can be seen in Fig.3.5(a). This last is therefore best suited for
shadows identification;
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• bubble white borders have a luminance value greater than the background image
hence the simple difference between the raw image and the background will put
them in evidence (Fig.3.5(b)). Simple difference images are therefore suited to
exactly identify bubble size and position, once their in-plane position has been
ascertained by the previous shadows elaboration.
(a) Shadow difference. (b) Bubble difference
Figure 3.5: Background elimination.
Though not strictly needed, after trial and error attempts, improvement in bubble
automatic identification was obtained by further image processing. In particular im-
ages like Figs.3.5a-b underwent 2-dimensional Wiener filtering (a pixelwise adaptive
method based on statistics estimated from a local neighborhood of each pixel, partic-
ularly suitable for noise reduction without edge blurring effects). After this transfor-
mation, different image processing routes were followed.
The first evidence from Fig.3.5(b) is that in some cases the laser light scattered
by bubbles gives straight lines whose intensity is similar to that of bubbles. In this
A. Busciglio PhD Thesis
32 3 Novel imaging technique for gas-liquid stirred tanks
case, it would be impossible to correctly distinguish bubble border from scattered
light. This phenomenon is more evident the thinner the laser plane used for the image
acquisition. This is because the thicker the light plane, the more intense is the emitted
light by the fluorescent dye inside the plane with respect to that emitted by out-of-
plane dye excited by scattered light. Unfortunately, for best data analysis, a thin laser
plane is preferable (for some aspects). On this basis, some image processing is needed
to better recognize bubble borders and damp-out the scattered light effect.
To overcome this problem, two different anisotropic top hat transforms of the origi-
nal image were performed with rectangular (20x2 and 2x20 pixel) structuring element.
This kind of transformation was shown to be suitable for enhancing out-of-background
objects, under the case of respectively horizontal and vertical noise structure (i.e. re-
spectively horizontal and vertical straight lines in original image). The result of this
transformation is reported in Fig.3.6. The square root of the pixelwise product be-
tween these two images (hereafter referred to as Anisotropically Transformed Image,
ATI), reported in Fig.3.7(b) can be adopted as the final Enhanced Bubble Image (here-
after EBI). It is possible to observe that white bordered bubbles are more clearly dis-
tinguished from scattered light.
On the other hand, the Enhanced Shadow Image (hereafter ESI) underwent a mor-
phological transform by which most of the round objects (i.e. dark bordered bubbles
in the raw image) were deleted, in order to isolate the long straight shadows. This was
achieved through the creation of suitably binarized versions of both ESI and EBI; the
threshold value was chosen in such a way as to highlight the bubbles still present in
both images (in particular white bordered bubbles visible in EBI and black bordered
bubbles that are evident in ESI). EBI underwent binarization and subsequent object
filling. The same processing was done on ESI, but two further steps were performed
(binary image dilation followed by erosion). The merging of these two binary images,
and the elimination of high aspect ratio objects (i.e. the binarized shadows clearly
visible in the binarized ESI) resulted in a suitable mask that was applied to the filtered
ESI to retain only shadows, aresulting in the image shown in Fig.3.7(a).
To better appreciate the results so obtained, in Figs.3.8-3.9, the transformation from
original to final binarized version of ATI is shown. As it can be clearly observed, any
artefact linked to light scattering has practically disappeared.
In Fig.3.10, the summary of the entire image processing route set-up for ESI and
EBI is reported.
For shadows automatic recognition in Fig.3.7(a) no standard algorithms for straight
lines (for instance based on image Fourier transforms or Hough transforms) could
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(a) Vertically filtered image. (b) Horizontally filtered image.
Figure 3.6: Components of Anisotropically transformed image.
be employed, because of: i) the diffuse border of the shadows, ii) the non-uniform
intensity of the shadows and iii) the fact that the shadows are not exactly parallel to
each other. However, as the laser behaves as a pointwise source, bubble shadows
concur to the same point, covering a certain angle range with respect to the horizontal
direction. Hence the shadow recognition algorithm employed was based on the only
invariant property of the shadows themselves, i.e. the common passage through the
laser emission point.
In particular, since the emission point and the range of angles (with respect to the
horizontal plane) included in the image are known, it is possible to isolate only the
pixel sequences lying on each possible laser ray. Each of these pixel sequences be-
haves differently whether it includes a shadow or not. Namely, the average value of
pixel luminance will be larger when a bright shadow is involved, while a smaller mean
value will be observed in the other case. Moreover, some care must be taken to recog-
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(a) Enhanced Shadows. (b) Enhanced bubbles
Figure 3.7: Final results of image processing.
nize long (projected by near wall bubbles) and short shadows (projected by near center
bubbles), and in preparing sufficiently robust algorithms to avoid influence of image
noise on shadow recognition.
In this work, a suitable vertical coordinate is used instead of the relevant angle: in
particular, each laser ray is computed by finding all pixel lying on the same line that
contains the coordinate of the center (in pixel units) and each of the pixel of the right
border of the image. By finding the pixels luminance along the line (j coordinate), it is
possible to characterize the different behavior in the case of presence or absence of the
shadow. In particular, In Fig.3.11 the pixel luminance values of final ESI are reported
in the case of a shadow along the line (Fig.3.11(a)) and in another case (Fig.3.11(b)).
It is possible to observe the noisy signal. To equally consider both long and short
shadows, a suitable integral function of luminance along i− th laser ray is computed,
defined as:
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(a) Simple Difference. (b) Vertical ATI (c) Horizontal ATI.
(d) ATI (e) Isolated ATI. (f) Binarized image
Figure 3.8: Background elimination.
ζi(j) =
Npi∑
k=j
lumi(k)
Npi − k (3.1)
where j is the pixel coordinate along the i− th laser ray andNpi is the total number
of pixel along the i− th laser ray.
With such definition, the closer is taken j to the entrance of the laser ray, the less
weight is assigned to the point; at the same time, noise is damped out because of the
cumulative sum, end-of-ray pixels (whose luminance is surely higher on average if a
shadow is included) have the maximum weight. In Fig.3.11, the relevant ζi functions
are plotted in the cases of encountered and not encountered shadow.
A simple local maxima and minima searcher was used in this work (a point is con-
sidered a peak if it is larger than its two neighbors) for first identification of all peaks
in the output function when reported as a function of the ray index. This allows the
simultaneous identification of both effective and noise peaks. To discard the latter, a
peak-area based threshold algorithm was developed. For each local maxima, the adja-
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(a) Simple Difference. (b) Vertical ATI (c) Horizontal ATI.
(d) ATI (e) Isolated ATI. (f) Binarized image
Figure 3.9: Background elimination.
cent local minima were found. This defines a single peak. Its net area (total area of the
peak minus the area subtended to the baseline) can therefore be computed. Notably,
noise peaks are generally larger in number than actual peaks, and have an area quite
smaller. On this basis, it was found mean peak area is quite effective as a threshold
value for peak identification. The peaks whose height is larger than the above pre-
sented threshold value were considered as actual peaks. Despite of the easiness of the
peak recognition algorithm, all peaks have been correctly considered, even if some
doubt exist for few peaks, as can be clearly seen in Fig.3.12. Therefore, the peaks
whose area is more than 3 times the average peak area were considered as confirmed
peaks, while all other actual peaks were considered as unconfirmed peaks.
The peaks, i.e. shadows (and in turn in-plane bubbles) could therefore be automati-
cally recognized along the selected laser ray. The identification algorithm is based on
some simple evidences: i) along each selected ray a neat change of luminance must
be found where the in-plane bubble is encountered; ii) a bubble must be present where
the change in luminance is found. By combining this information, in-plane bubbles
could be correctly identified in most of the cases, as reported in Fig.3.13, where in-
plane bubbles are identified. Clearly, the technique can further be improved by means
of more advanced image analysis technique for noise suppression or more efficient
algorithms for peak isolation in the average ζ function or for in plane bubbles identi-
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Figure 3.10: Summary of image processing procedure.
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Figure 3.11: Shadow recognition.
fication.
Remarkably, the final output of the technique here proposed is a binarized phase
matrix Φ(x, y), in which pixels belonging to in-plane gas phase are set to one and all
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Figure 3.12: Peak detection.
other pixels are set to zero. For each bubble present in the image, its area, equivalent
diameter and centroid coordinates can be computed and stored. As it will be clearer
in the following, this kind of information can be used for the assessment of typical
gas-liquid dispersion properties such as local bubble size distribution, local specific
interfacial area and local gas hold up, provided that some data elaboration is performed
to transform planar data into relevant volumetric data.
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Figure 3.13: Final image with in-plane bubbles identified.
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As shown in Chapter 3, light sheet based techniques seem to have the potential for the
development of reliable measurements of local interfacial area, gas hold-up and BSD.
One of the problems encountered when using these techniques is that, in the images
obtained, laser plane bubble intercepts are visible. The intercept sizes are in general
different from each other, so that a visible intercept size distribution, V ISD(l), can
be experimentally assessed. This distribution is related to the actual bubble size dis-
tribution BSD(r) but clearly does not coincide with it, as the laser sheet intercepts
bubbles over non diametrical planes at random distances from bubble center. It may
be expected that the V ISD(l) is bound to be skewed to the left with respect to the
actual BSD(r) to some extent.
The above defined V ISD(l) quantifies the likelihood of finding intercepts of size l
among the whole set of intercept chords, and is determined by the following factors:
• the actual bubble size distribution BSD(r);
• the conditional probability function P (l|r) of intercepting a chord of length l
from a particular bubble having a radius equal to r;
• the biased probability PB(r), that describes the probability of an r sized bubble
of being sampled when bubbles are uniformly distributed in the system. Such
probability is known as the biased probability and accounts for the circumstance
that the sampling device is more likely to sample larger bubbles than smaller
ones.
These three probability density functions are strictly independent of each other.
The relationship between BSDs and relevant chord distributions (V ISDs) has
been widely investigated in the past because of its relevance to multiphase dispersed
flowmeasurements. Such relationships are in fact needed when needle probes are used
to investigate bubble properties such as size or velocity in both gas-solid flows (Gunn
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and Al-Doori, 1985; Clark and Turton, 1988; Liu and Clark, 1995; Clark et al., 1996;
Liu et al., 1996, 1998) and gas-liquid flows (Herringe and Davis, 1976; Hobbel et al.,
1991). A number of works can be also found on the techniques needed to infer the
bubble (particle or droplet) size distribution from chord length distributions as directly
obtained by specific instruments, based on fixed or rotating laser beams, such as the
Lasentec Par-Tec 300 (Simmons et al., 1999; Langston et al., 2001) or the Lasentec
FBRM (Ruf et al., 2000; Wynn, 2003; Worlitschek et al., 2005; Li and Wilkinson,
2005; Li et al., 2005) .
In general, the probability that the sampling device intercepts a bubble at a distance
interval [x, x + dx] from bubble center can be modelled, once probe geometry and
bubble shape are known:
Prob(x, x+ dx) = P (x|r)dx (4.1)
Once the bubble and sampling device are geometrically defined, a function relating
the chord intercept length l to the position of the sampling device with respect to
bubble center can be obtained:
L = f(x, r); (4.2)
It is self evident that the probability of finding the sampling device in the interval
[x, x + dx] coincides with the probability of measuring an intercept length [l, l − dl]
(l typically decreases as x increases). This latter probability density is the conditional
probability that a bubble of size r has to give rise to a measured intercept l:
P (x|r)dx = −P (l|r)dl; (4.3)
The equality above can be rearranged as follows:
P (l|r) = P (x|r)
∣∣∣∣dxdl
∣∣∣∣ (4.4)
With such definitions, the V ISD(l) can be obtained as:
V ISD(l) =
∫ ∞
0
P (l|r)PB(r)BSD(r)dr (4.5)
It may be worth noting that the lower integration bound could have been set to
L rather than 0 considering that an intercept having length l can only derive from
bubbles having diameters greater than l itself. However no error is incurred with
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Eqn.4.5 as for r < l, P (l|r) is identically nil. When the V ISD(l) is measured, in
theory the relevant BSD(r) can be analytically inferred through Eqn.4.5, provided
that closed forms are available for P (l|r) PB(r) and V ISD(l). The analytical form
of conditional probability P (l|r) has been derived for different bubble shapes when
pierced by a needle probe (Clark and Turton, 1988) or obtained by means of Focused
Beam Reflectance Measurement (Ruf et al., 2000; Li and Wilkinson, 2005). Some
works focused on the derivation of non-analytical V ISD(l) in the case of complex
shapes such as two spheres aggregates (Gruy and Jacquier, 2008) or on the basis of
detailed optical models of a specific laser-beam instrument (Kail et al., 2009)
The dependence of the biased probability PB(r) on R2 in the case of punctual
probes was firstly addressed on the basis of bubble geometrical properties by Herringe
and Davis (1976), and subsequently formalized by Liu and Clark (1995).
In practice, two basic strategies can be adopted to tackle the problem of inferring
the BSD(r) once a measured V ISD(l) is obtained from experiment: (i) direct ma-
nipulation of conditional probability functions, and (ii) Eqn.4.5 discretization.
The first strategy, proposed by Herringe and Davis (1976), involves the manipula-
tion of Eqn.4.5, in order to obtain the inferred BSD(r) as a closed function of the
V ISD(l) and its derivative for the case of gas bubbles ascending in a liquid medium
and pierced by a needle probe. Such technique, even if the biased probability was
not accounted for in the original paper, was subsequently adopted by Liu and Clark
(1995) who applied the BSD(r) inferring technique to Rayleygh and Gamma distrib-
uted V ISD(l) while accounting for the biased probability. Clark et al. (1996) directly
transformed timing measurements (as obtained from point probes) into the relevant
BSD(r) under the hypothesis of a strict relation between bubble size and bubble rise
velocity, once again in the cases of Rayleygh and Gamma distributed V ISD(l). In
Liu et al. (1998), a similar procedure was employed to infer the BSD(r) in the case
of heterogeneously bubbling fluidized beds, i.e. systems with BSD(r) dependent on
the position of the probe, under the hypothesis of known BSD(r) variation law.
The second strategy, firstly proposed by Clark and Turton (1988), is based on the
possibility of discretizing the integral in Eqn.4.5 by defining a discretized vector rj
and relevant vector li of intercept sizes:
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Vi =
∫ li+1
li
V ISD(l)dl
=
∫ li+1
li
∫ Rmax
0
P (l|r)PB(r)BSD(r)drdl
≈
∫ li+1
li
N−1∑
j=1
P (l|rj)PB(rj)BSD(rj)dl∆r
=
N−1∑
j=1
∫ li+1
li
P (l|rj)PB(rj)BSD(rj)dl∆r
=
N−1∑
j=1
Ci,jBSD(rj)∆r (4.6)
where Vi is the probability of measuring an intercept size in the range [li, li+1],
BSD(rj) is the bubble size distribution evaluated at rj and Ci,j is a square matrix
defined by:
Ci,j =
∫ li+1
li
P (l|rj)PB(rj)dl (4.7)
in which P (l|rj) is the chord length distribution associated with the rj sized bub-
bles. Notably the Ci,j matrix is upper triangular, as a consequence of the fact that
the probability of measuring an intercept greater that bubble diameter is zero, i.e. the
terms Ci,j with i < j are zero. The discretized form of Eqn.4.5 can therefore be
written as a linear systems:
Ci,j ·BSDi = Vi (4.8)
where the dot operator indicates the usual row-by-column matrix product. Eqn.4.8
solution may follow a simple peeling algorithm (Hobbel et al., 1991).
The solution of the above linear system is guaranteed by the invertibility of the
Ci,j matrix and the non-catastrophic noise propagation during matrix inversion, as
pointed out by Wynn (2003). This approach was also adopted for ellipsoidal bubbles
by Liu et al. (1998) who compared it with other BSD reconstruction techniques. It
is worth noting however that this class of inferring techniques is known to be affected
by instability and noise problems, especially in the range of the largest diameters.
On this basis, several additional techniques were subsequently developed in order to
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increase stability: the Single Value Decomposition algorithm for non-square matrix
pseudo-inversion, that allows minimizing noise effects in the measured V ISD, or the
application of smoothing equations during the matrix inversion (Hu et al., 2006a), the
use of constrained least squares algorithms (Li and Wilkinson, 2005), the adoption
of the Parzen window estimator in order to maximize the statistical reliability of the
measured V ISD (Liu et al., 1996), the adoption of non-equispaced intervals for min-
imizing errors in V ISD(l) calculation (Wynn, 2003) and the adoption od a purposely
developed POCS solution technique (Projection Onto Convex Sets) directly based on
n-dimensional space theory (Worlitschek et al., 2005).
Apart from these, it is worth quoting the Finite Element Method proposed by Sim-
mons et al. (1999), an ensemble reconstruction method based on functional minimiza-
tion similar to that adopted in Galerkin approximation for differential equations solu-
tion, and the Probability Apportioning Method, introduced by Simmons et al. (1999)
and reviewed in Langston et al. (2001), based on an elementwise reconstruction of
the probability that each intercept chord has to derive from each of the possible radius
classes in the system and the cumulation of such probabilities in order to reconstruct
the original BSD(r).
It is worth noting that all of the above mentioned works tackled the problem of
inferring BSD(r) from unidimensional data sources, such as needle probes or laser
beams. The authors are aware of only one paper (Laakkonen et al., 2005a) dealing
with the problem of reconstructingBSD(r) from laser sheet intercepted bubble areas.
The algorithm there adopted is akin to that proposed by Clark and Turton (1988),
adapted to the special sampling device. The analysis took into account different light
sheet thicknesses, but apparently did not consider the biased probability of bubble
interception.
As discussed in chapter 2, the conditional probability density function represents
the probability that a bubble of size r randomly cut by a laser sheet gives rise to an
intercept chord length in the interval [l, l+ dl]. In this section the P (l|r) for spherical
bubbles is derived first in the case of zero-thickness (thin) light sheet and then in the
case of thick light sheets. The biased probability function is finally discussed for both
thin and thick light sheets.
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4.1 Conditional probabilities in the case of
single-sized spherical bubbles
The P (l|r), i.e. the distribution of visible intercept sizes in the simplest case of uni-
variate BSD(r) (single-sized bubbles of radius r) and zero thickness light sheet (thin
light sheet), can be estimated by stochastic methods or statistical geometry methods.
The cut plane is simply characterized by its distance xi from bubble centre, as de-
picted in Fig.4.1. Once a given cut plane has been specified, this results into a visible
intercept only if the distance between the cut plane and bubble centre is smaller than
bubble radius:
Figure 4.1: Schematic representation of a spherical bubble cut by zero thickness light sheet.
l =
√
r2 − x2i (4.9)
The analytical form of such distributions can be directly obtained from geometrical
considerations, based on the hypothesis of cut planes randomly equidistributed over
bubble radius:
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P (xi|r)dxi = −1
r
dxi (4.10)
By combining Eqns.4.4, 4.9 and 4.10, conditional probability density and relevant
cumulative density can be simply obtained:
P (l|r) = 1
r
∣∣∣∣ ddl√r2 − l2
∣∣∣∣ (4.11)
That finally results into:
P (l|r) =

l
r2
q
1−( lr )
2 if l < r
0 if l ≥ r
(4.12)
cP (l|r) =
 1−
√
1− ( lr )2 if l < r
1 if l ≥ r
(4.13)
To give an idea of the shape of the two distribution functions (Eqns.4.12 and 4.13),
these are plotted in Fig.4.2 for the case of r = 10mm. As it can be seen, the condi-
tional probability density function diverges when l approaches r, a feature from which
numerical difficulties may stem.
The typical thickness of laser sheets in PIV apparatuses is of the order of few mil-
limeters and is therefore comparable with the size of bubbles in most gas-liquid sys-
tems. Therefore the effect of laser sheet thickness on bubble properties measurement
must be properly accounted for.
In the more complex case of finite-thickness light sheet (thick light sheets), the ratio
between bubble radius and light-sheet thickness may be included as a new variable
when assessing the statistical distributions of apparent radii. Light sheet thickness is
typically known in PIV apparatuses. It will also be assumed that the camera depth of
field is larger than light sheet thickness, so that the contours of all bubbles intersected
by the laser sheet are not blurred.
Clearly a thick light sheet intersecting gas bubbles may give rise to one or two
detectable intercept radii, as depicted in Fig.4.3. The light sheet can be unambiguously
positioned with respect to the bubble by giving the distance xi of its median plane from
bubble center.
The light sheet will result into detectable intercept(s) if the distance between the
light median plane and bubble center is smaller or equal to the sum of the bubble
radius r and half of the light sheet thickness wls, as can be seen in Fig.4.3, case A.
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Figure 4.2: Probability density function and relevant cumulative density of intercept sizes for
single sized bubbles (r = 10mm) and thin light sheet.
In Chapter 3 a novel experimental technique for measuring intercept bubble sizes and
position in a gas liquid contactor was presented. With this technique, only the largest
intercept is neatly measured by image analysis.
With this detection technique, the way in which the light sheet cuts gas bubbles
gives rise to different apparent radii: if only one of the light sheet boundaries inter-
sects the bubble, only one intercept radius is detectable and no ambiguity is incurred
(case D in Fig.4.3); when both light sheet boundaries intersect the bubble in such a
way that intercepts lie on the same side with respect to the bubble diametrical plane,
two intercept radii may be detected (case B in Fig.4.3); experimental experience shows
that under such circumstances the external boundary is easier to detect than the inter-
nal one and gives rise to smaller sensitivity to image processing parameters, such as
binarization thresholding; the former is therefore adopted as the nominal intercept ra-
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Figure 4.3: Schematic representation of a spherical bubble cut by thick light sheet.
dius in such cases. Finally, when both light sheet boundaries intersect the bubble in
such a way that intercepts lie on different sides of bubble center (case C in Fig.4.3)
then the visible bubble boundary coincides with the diametrical plane.
To evaluate the P (l|r), the procedure is repeated with a statistically significant num-
ber of randomly distributed cut planes, resulting in a simulated sample of intercept
radii. Each of the light planes randomly generated is then used for the computation of
the two intercept radii corresponding to the two light sheet boundary planes:
ll =
√
r2 −
(
xi +
wls
2
)2
(4.14)
lr =
√
r2 −
(
xi − wls2
)2
The nominal intercept size is then determined on the basis of the relative position
of the light sheet median plane and the bubble diametrical plane:
l =
{
max (ll, lr) ⇔ |xi| > wls/2
r ⇔ |xi| ≤ wls/2
(4.15)
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This can be easily visualized in Fig.4.4, where the radii detected by left and right
light sheet sides are shown in the case of different values (respectively equal to 0.01,
0.1, 1, 10) of the ratio β between the thickness of the laser sheet and bubble radius.
Figure 4.4: Bubble size detection by light sheet right boundary plane (dashed line), left boundary
plane (dash-dot line) and output intercept size (solid line) as a function of light sheet median plane
position, for different values of β.
β =
wls
r
(4.16)
For thick light sheets, it is clear that the probability of finding apparent radii equal
to the effective bubble radius increases with β, since the probability of finding the
diametrical plane of the bubble inside the light sheet increases in turn. The analytical
expression for cP (l|r) in the case of thick light sheet can be obtained with a procedure
similar to that used for Eq.4.13, with the only exception that part of the planes adopted
for the bubble cut give rise to an intercept radius exactly equal to r. In particular, all
cut planes at a distance from bubble center lower than half of the light sheet thickness
will result in an intercept radius equal to r. On this basis, the fraction of intercept
planes giving rise to visible intercept radii equal to r, i.e. the probability Pd of the
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light sheet to include the diametrical plane is given by:
Pd =
wls
2r + wls
(4.17)
Conversely, all others cut planes will give rise to a statistical distribution of visible
intercept radii identical to that for thin light sheet (Eqn.4.13) multiplied by the relevant
fraction of planes Pnd = (1− Pd), thus resulting into the following equation:
cP (l|r) =
 2r2r+wls
[
1−
√
1− ( lr )2] if l < r
1 if l ≥ r
(4.18)
where
The discontinuity at l = r in Eqn.4.18 derives from the above mentioned consider-
ations on the probability of including the bubble diametrical plane into the light sheet.
Figure 4.5: Cumulative intercept probability density functions cP (l|r) for single sized bubbles
(r = 10mm)and thick light sheets.
In Fig.4.5 the cP (l|r) obtained with β values ranging from 0, to 100 are reported.
As it could have been expected, for small values of β (β = 0.1) the cP (l|r) practically
coincides with that obtained for an ideally thin laser sheet (β=0.0), while at the highest
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values of β almost only the actual bubble radius appears, since most of the light-bubble
interaction events result into the actual bubble radius to be output.
In addition to the analytical form of conditional probabilities, attention has to be
paid to the fact that when multisized bubbles dispersed in a physical space are con-
sidered, the biased probability for the light sheet to intercept each bubble depends on
bubble size. In particular, if an r sized bubble is considered in a physical space having
length equal to λ, and is cut by a light sheet having thickness equal to wls, with po-
sitions equidistributed over the length λ, the probability of the light sheet to intercept
the bubble is equal to:
PB(r) =
2r + wls
λ
(4.19)
In the followings the biased probability defined by Eqn.4.19 will be employed; this
will introduce a common proportionality factor in all subsequent calculations. This
will however be wiped out at the end, when the reconstructed BSD is normalized to
make it consistent with a probability density function (i.e. to insure that the relevant
cumulative curve tends to unity when r diverges).
4.2 From BSD to VISD and back
Once the P (l|r) is known, it is possible to tackle the problem of reconstructing the
actual BSD(r) from the relevant V ISD(l). To this end, the probability density func-
tion of actual bubble sizes is discretized by suitably defining N equispaced discrete
bubble-radius classes and associating weightsBSDj to each class, proportional to the
number nj of bubbles in each class.
Wj =
∫ rj+∆r/2
rj−∆r/2
BSD(r)dr (4.20)
=
nj
nTOT
(4.21)
It is self evident that, if each bubble size class gives its P (l|rj) independently of all
other size classes, the overall V ISD(l) can be computed as the sum of all P (l|rj)s
associated to each bubble size class, weighted on the basis of the product between
BSDj and the relevant biased probability PB(rj):
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V ISD(L) =
N∑
j=1
Wj · PB(rj) · P (l|rj) (4.22)
This is the same approach as that behind Eqn.4.6 (Clark and Turton, 1988). In
order to increase numerical stability, it is suggested here to consider the cumulative
(integral) density functions instead of the relevant probability densities:
∫ li
0
V ISD(l)dl ≈
∫ li
0
N∑
j=1
Wj · PB(rj) · P (l|rj)dl (4.23)
cV ISDi =
N∑
j=1
Wj ·
∫ li
0
PB(rj) · P (l|rj)dl (4.24)
cV ISDi =
N∑
j=1
Wj · PB(rj) · cP (li|rj) (4.25)
Since the cumulative density function of intercepts (cV ISDi) and the values of
cP (l|r) and PB(r) are known, the problem becomes that of finding the Wj values
that satisfy Eqn.4.25. SinceN equations of the same type can be written (one for each
bubble class rj), Eqn.4.25 results in a closed linear system, that, by adopting for i and
j the meaning of row and column indexes respectively, can be rewritten in compact
form as:
Bi,j ·Wi = cVISDi (4.26)
where the dot operator indicates the usual row by column matrix product, and:
Bi,j = PB(rj) · cP (li|rj) (4.27)
Eqn.4.26 can be solved by any standard linear system solution algorithm, therefore
resulting into the probability vectorWi, that may be translated into the relevant dis-
cretized probability density BSDi by simple division of its element by the relevant
sum. The common factor 1/λ is clearly wiped out by the division.
BSD(ri) =
Wi∑
Wi
(4.28)
Eqn.4.26 is akin to Eqn.4.8 from which it differs only for the use of cumulative
distribution functions in the coefficient matrix and the right hand side vector. It can be
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solved by any standard linear system solution procedure, so resulting in the BSD(ri)
discrete values of the actualBSD(r). It is worth noting that in this case none of the el-
ements of the coefficient matrix is equal to zero, because the cP (li|rj) are identically
equal to one when li ≥ rj . Therefore, the use of cumulative condititional probabili-
ties instead of probability densities has positive drawbacks on the numerical stability.
Moreover, the use of a bounded (in the interval 0 − 1) cumulative function, whose
values do not depend on the bin size adopted for the function discretization (∆r), also
adds to the algorithm robustness.
This procedure requires as an input the intercept size data set and the depth of
the laser sheet, together with analytical or numerical (discretized) expressions for the
individual cP (Li|rj). The numberN of size classes used to solve the problem should
be large enough for accurately describing the investigated bubble system.
Notably different bubble shapes can be employed for the various size classes, so
allowing to consider spherical shape for small enough bubbles (up to about 1mm
for air water-systems), ellipsoidal shapes for intermediate sizes and even spherical
cap shape for the largest bubbles. All is to be done is computing the Bi,j elements
accordingly.
4.3 Hold up and interfacial area measurement
The overall gas hold-up in gas liquid dispersions is simply defined as the ratio between
gas phase volume and overall volume (Eqn.4.29):
 =
∫
V
dVgas∫
V
dVgas +
∫
V
dVliq
(4.29)
Conversely, a local gas hold-up is more difficult to define: in fact, when infini-
tesimal volumes dV are considered, the instantaneous local hold-up is either 0 or 1
depending on the fact that the point considered is occupied by the liquid or the gas
phase respectively. Therefore the instantaneous local hold up can be expressed by
defining an instantaneous phase indicator (Eqn.4.30):
Φ (x, y) =
{
1 ⇔ Φ ∈ Vgas
0 ⇔ Φ /∈ Vgas
(4.30)
The average instantaneous hold-up over volume V may be written as:
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av =
∫
V
ΦdV∫
V
dV
(4.31)
By averaging over time:
av =
∫∫
T,V
ΦdV dt
T
∫
V
dV
(4.32)
=
1
V
∫
V
(
1
T
∫
T
ΦdT
)
dV (4.33)
and by defining the time averaged local hold-up as:
loc =
1
T
∫
T
ΦdT (4.34)
This last clearly abides by the property that:
av =
1
V
∫
V
locdV (4.35)
Equation 4.34 is therefore a perfectly consistent local hold-up definition. In dis-
cretized form, ifN time-equispaced images of the system are taken, the above defined
local hold-up can be simply computed in each image pixel:
loc (i, j) =
∑
N Φ (i, j)
N
(4.36)
In practice, upon suitable treatment of the images obtained from a light sheet cutting
the gas liquid dispersion (see Chapter 3), it is possible to discriminate the regions of
the image occupied by gas phase from those occupied by liquid phase. By assigning
to gas-phase occupied pixels a unitary luminance value, and zero luminance value to
liquid phase pixels, luminance values do exactly coincide with the gas phase indicator
defined in Eqn.4.30.
It is now possible to compute time-averaged local gas hold-ups by simply averag-
ing, pixel by pixel, a number of phase matrices. The simple procedure proposed is
therefore able to measure (with high reliability) local hold-up values in gas liquid sys-
tems. The procedure is absolutely independent of bubble shape and size distribution,
and only depends on the robustness of the image processing techniques adopted to
perform phase discrimination.
If an image area larger than a pixel is considered, e.g. a square with a λ side cor-
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responding tom pixels, then the time and area averaged hold-up will simply be given
by:
av (i, j) =
∑
loc (i, j)
m2
(4.37)
Notably, this procedures directly applies to phase matrix procedure as obtained from
experiment, regardless of the effects due to the use of a thick laser sheet. Once the
raw (uncorrected) data are available, the above described procedure may be employed
to infer the actual gas hold-up. This proof is somewhat similar to the well known
Delesse’s principle in the field of stereology (Delesse, 1847), which states that the
volumetric fraction of a phase in a mixture statistically equals the area fraction of the
same phase in a random slice of the sample.
Given the ease and reliability by which locally averaged gas hold-up may be ex-
tracted from gas-liquid dispersion images, one may wish to see whether information
on interfacial area may be easily obtained from the same images. In particular, pro-
vided that efficient bubble identification algorithms have been set up in order for in-
plane gas-phase-occupied pixels to be identified, then extracting information on the
gas-liquid interface perimeter observable in a λ by λ square is fairly straightforward.
This information may be summed over N images to get a time averaged perimeter in
the same area and by dividing it by λ2 a quantity akin to specific interfacial area is
obtained. Let us call it apparent interfacial area:
ai,a =
1
N
∑
N pi
λ2
(4.38)
where pi is the gas-liquid perimeter found in each image in the above defined region.
Equation 4.38 defines in practice the quantity that would be experimentally accessed
from LIF-SABS technique.
However , the relation with actual (volumetric) specific interfacial area is not as
plain as in the case of gas hold-up, in which volumetric and apparent phase fraction
coincide if an infinitesimally thin slice is considered. The fundamentals of this prob-
lem were stated in the Buffon’s needle problem (Buffon, 1777), whose solution was
the start of modern statistical geometry and stereology (Mandarim De Lacerda, 2003;
Stroeven and Hu, 2006). It is universally accepted that the following relation exists
between apparent and actual specific interfacial area, when bubbles of any shape in-
tercepted by infinitesimally thin light sheets are considered (see for instance Russ and
Dehoff (1999)):
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ai,a =
pi
4
ai (4.39)
In addition to these difficulties, the laser sheet thickness (that in PIV apparatuses
is generally thick, i.e. comparable with bubble size) must be accounted for. In fact,
the thicker the laser sheet, the greater the probability of including the diametrical
plane into the light sheet. Moreover, knowledge of the gas-to-dispersion volume ratio
depends on the way in which bubbles are cut. As discussed above, only the largest of
the two plane intercepts can be reliably recorded from image analysis by means of LIF-
SABS technique. In this way, the gas-to-dispersion volume ratio can be approximated
by considering cylindrical intercepts having radius equal to the recorded intercept size
and height equal to the laser sheet thickness. This identification clearly introduces
an overestimation of both gas hold up and specific interfacial area. In the following
paragraphs, a more consistent theoretical correction will be developed and validated
by comparison with Monte Carlo simulation results.
4.3.1 Hold-up and interfacial area correction
The local hold up in gas-liquid contactors via digital image analysis and thin light
sheet can be easily obtained by local time averaging of the phase indicator, as dis-
cussed earlier. Unfortunately, in the case of thick light sheet, application of the same
procedure would result in a general overestimation of the local hold up. It is worth
noting that even if both intercept diameters were known, and bubbles were spher-
ical, problems would be encountered. For instance, in all cases when bubbles are
intercepted by only one of the two light sheet boundaries there would be no way of
knowing which portion of the bubble volume is inside the light sheet.
It is therefore impossible to exactly measure local hold up by means of thick light
sheets. It is however possible to correct such measurements by means of statistical
analysis under the hypothesis of spherical bubbles.
In fact, the actual average interfacial area per unit volume of the dispersed gas can
be written as:
S
Vg
=
∑
4pir2∑
4pir3/3
= 3
∑
r2∑
r3
=
3
r32
(4.40)
As mentioned earlier, the apparent interfacial area per unit volume can be expressed
by approximating the bubble volume and area inside the light sheet with the relevant
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volume and area of a cylinder with base radius equal to the measured intercept length
l and height equal to the laser sheet thickness wls:
Sa
Va
=
∑
2wlspil∑
wlspil2
= 2
∑
l∑
l2
=
2
l21
(4.41)
On the basis of the same approximation and the above definitions (Eqn.4.40 and
4.41) it is possible to compute the actual and apparent specific interfacial area:
ai =
S
V
=
S
Vg
Vg
V
= 3

r32
(4.42)
ai,a =
Sa
VSheet
=
Sa
Va
Va
VSheet
= 2
a
l21
(4.43)
Since it is possible to directly measure, by means of digital image analysis and PIV
apparatuses, both a (by means of the pixel-wise time averaging discussed in Section
4.3) and ai,a (as the ratio between bubble intercept perimeter and image size), it is
necessary to suitably correct the measured apparent values in order to infer the actual
quantities.
In order to do this, it is necessary to model the problem by relating the actual bubble
size distributionsBSD(r) to the relevant visible intercept size distributions V ISD(l).
In general, it has been already shown in previous sections of the present Chapter that
the V ISD(l) can be expressed in integral form as:
V ISD(l) =
∫ ∞
0
PB(r)P (l|r)BSD(r)dr (4.44)
where the biased probability and the cumulative conditional intercept probability
density are respectively given by:
PB(r) =
2r + wls
λ
(4.45)
cP (l|r) =
 2r2r+wls
(
1−
√
1− l2r2
)
⇔ l < r
1 ⇔ l = r
(4.46)
where λ is the characteristic size of the investigated system area and an arbitrary
BSD(r) is considered. In the followings, the primitive function of the probability
density function (i.e. the cumulative density function) will be conveniently employed.
The correction factors needed to infer actual quantities from light sheet intercept
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data can be simply defined as follows:
f =

a
(4.47)
fai =
ai,a
ai
=
3
2
a

l21
r32
=
2
3
f
l21
r32
(4.48)
4.3.2 Estimation of the hold-up correction factor
The definition of the hold-up correction factor can be immediately expressed as a
function of the actual radii data set and the intercept data set.

a
=
∑
4pir3/3
λ3
wlsλ
2∑
wlspil2
=
4
3λ
∑
r3∑
l2
(4.49)
It is possible to substitute the sums in Eqn.4.49 with the relevant distribution mo-
ments (in the followings, all integrals are meant as definite integrals between 0 and
∞, unless otherwise indicated):

a
=
4
3λ
∫
r3BSD(r)dr∫
l2V ISD(l)dl
=
4
3λ
∫
r3BSD(r)dr∫∫
l2PB(r)P (l|r)BSD(r)drdl
(4.50)
and by introducing Eqns. 4.19 and 4.18, by simple manipulation the following
result is obtained:

a
=
4
3λ
∫
r3BSD(r)dr
1
λ
∫∫
l2(2r + wls)P (l|r)BSD(r)drdl
=
4
3
∫
r3BSD(r)dr∫
(2r + wls)BSD(r)
[∫
l2P (l|r)dl]dr
=
4
3
∫
r3BSD(r)dr∫
(2r + wls)BSD(r)
[
r2(4r+wls)
3(2r+wls)
]
dr
=
4
3
∫
r3BSD(r)dr
4
3
∫
r3BSD(r)dr + wls
∫
r2BSD(r)dr
=
4
3
1
4
3 +
wls
r32
(4.51)
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
a
=
1
1 + 3wls4r32
(4.52)
It is worth noting that is not possible to obtain a correction factor completely in-
dependent of actual bubble size distribution. Nevertheless, it has been shown that the
correction factor only depends on the ratio between the known laser sheet thickness
and the average bubble radius r32, independently of BSD shape. If one could infer
the BSD from V ISD, for example with the procedure presented in previous section
of the present Chapter, the problem would be solved.
Notably, when wls is made smaller and smaller, Eqn.4.52 correctly converges to 1::
lim
wls→0
a

= 1 (4.53)
i.e. there is no need to correct the measured bubble hold-up provided that the laser
sheet thickness is negligibly thin with respect to average bubble radius r32, as implied
in Eqn.4.36.
4.3.3 Calculation of VISD-to-BSD moment ratios
Once the correction factor f has been derived, only the value of the ratio l21/r32
is needed in order to compute fai , as shown by Eqn.4.48. Again, it is necessary to
compute the average intercepts as the ratio between relevant distribution moments:
l21 =
∫
l2V ISD(l)dl∫
lV ISD(l)dl
(4.54)
All detailed integral calculation are reported, for the sake of clarity. It is worth
noting that, by similar calculations, it is finally possible to compute the following
equalities, correlating the statistical moments of V ISD and BSD:
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l21 =
∫
l2V ISD(l)dl∫
lV ISD(l)dl
=
∫∫
l2PB(r)P (l|r)BSD(r)drdl∫∫
lPB(r)P (l|r)BSD(r)drdl
=
1
λ
∫∫
l2(2r + wls)P (l|r)BSD(r)drdl
1
λ
∫∫
l(2r + wls)P (l|r)BSD(r)drdl
=
∫
(2r + wls)BSD(r)
[∫
l2P (l|r)dl]dr∫
(2r + wls)BSD(r)
[∫
lP (l|r)dl]dr
=
∫
(2r + wls)BSD(r)
[
r2(4r+wls)
3(2r+wls)
]
dr∫
(2r + wls)BSD(r)
[
r(pir+wls)
2(2r+wls)
]
dr
=
4
3
∫
r3BSD(r)dr + wls
∫
r3BSD(r)dr
pi
2
∫
r2BSD(r)dr + wls
∫
rBSD(r)dr
(4.55)
These expressions can be directly used for obtaining the l21/r32 as a function of
BSD(r) moments only:
l21
r32
=
4
3
R
r3BSD(r)dr+wls
R
r3BSD(r)dr
pi
2
R
r2BSD(r)dr+wls
R
rBSD(r)dRR
r3BSD(r)drR
r2BSD(r)dr
(4.56)
l10
r21
=
pi
2 +
wls
r21
2 + wlsr10
(4.57)
l21
r32
=
4
3 +
wls
r32
pi
2 +
wls
r21
(4.58)
l32
r43
=
3pi
8 +
wls
r43
4
3 +
wls
r32
(4.59)
4.3.4 Calculation of interfacial area correction factor
On the basis of Eqns.4.48, 4.52 and 4.58, the following expression can be derived for
the correction factor fai :
fai =
3
2
1
1 + 3wls4r32
4
3 +
wls
r32
pi
2 +
wls
r21
(4.60)
By simple manipulation, a simpler form can be derived:
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fai =
2
pi
2 +
wls
r21
(4.61)
Equation 4.61 shows that once again it is not possible to obtain a correction factor
completely independent of bubble size distribution. Nevertheless, it has been shown
that the correction factor only depends on the ratio between the known laser sheet
thickness and average bubble radius r21, (instead of r32). Again, if one could infer the
BSD from V ISD the problem would be solved. It is worth noting that:
lim
wls→0
ai,a
ai
=
4
pi
(4.62)
i.e. in the case of negligibly thick laser sheets, and spherical bubbles of any size dis-
tribution, the apparent interfacial area is about 1.27 times the actual area, as expected
from classical stereology formulas.
4.4 Pseudo-experimental VISD(l) data sets
In order to validate the method, Monte Carlo simulations providing pseudo- experi-
mental V ISD information were run in relation to several well defined input BSDs.
The pseudo-experimental V ISD information so obtained was then processed by the
procedure here proposed, so resulting in computed BSDs that could be compared
with the known input BSDs.
The Monte Carlo approach employed involved a number of data sufficiently high to
guarantee statistical reliability. Monte Carlo fundamentals are well known [Hammer-
sley and Handscomb (1983)]. With this statistical approach, it is possible to simulate
the random cut of an actual bubble with a laser sheet and the relevant apparent radius.
The apparent radius clearly depends on the probability of the light sheet to cut the
bubble at a certain distance from the center of the bubble itself, as seen in section 4.1.
In order to simulate the behavior of the bubble sample when randomly cut by a light
sheet, a large sample (107 bubbles) obeying a given distribution was preliminarily
created by means of simple pseudo-random number generators. A random position in
the range xi = [−λ/2, λ/2] is associated to each bubble, where the maximum domain
depth λ was assumed to be ten times the maximum between laser sheet thickness and
maximum bubble size. This ensured that the bubble cutting events had the right biased
probability dependence on bubble size. The laser sheet was assumed to be centered
at xi = 0. When a bubble was intercepted by the laser sheet the relevant measured
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intercept radius (computed as discussed in section 4.1) was obtained.
By repeating this calculation for all bubbles a set of apparent radii (and relevant
V ISD(l) distributions) akin to data that could have been derived from experiment,
was obtained. The set of pseudo-experimental intercept radii so obtained was subse-
quently processed by the reconstruction procedure described in section 4.2, so result-
ing in a reconstructedBSD that could be compared with the inputBSD(r) originally
imposed to the sample.
A quite more complex Monte Carlo simulation was set-up for validation of bubble
hold-up and specific interfacial area procedure validation. In practice, a realistic bub-
ble sample (2000 bubbles) obeying a given distribution was preliminarily created by
means of simple pseudo-random number generators. A set of uniformly random bub-
ble positions in 3-dimensional space was then created. In order to realistically simulate
an image-analysis based bubble sampling, the analysis was subsequently restricted to
an inner cubic control volume (to insure uniform conditions inside the measurement
control volume and avoid border effects). The volume and surface of bubbles inside
the control volume was accurately computed.
In Figs.4.6 and 4.7, an example of bubbles obeying normalBSD (with r10 = 5mm
and 1.5mm standard deviation) represented in a simulated 3D space are reported for
the case of 5% and 10% overall hold up respectively.
Is is worth noting that after a first random bubble placement in the simulated 3D
space, overlapping bubbles were detected and randomly re-displaced, until no over-
lapped bubbles were left. The bubbles intercepted by the laser sheet were identified
and the relevant measured intercept radii were obtained. On the basis of intercept
radii and the knowledge of simulated laser sheet, the apparent hold-up and specific
interfacial area could be computed and compared with actual (volumetric) relevant
data.
4.5 Corrections viability
In order to test the viability, effectiveness and robustness of the procedure several
BSDs were used to generate the intercept data sets, namely normal, beta, gamma,
exponential, uniform and perfectly bivariate distributions, among others.
From each bubble data sample, several pseudo experimental V ISD(l) were ob-
tained, using different values of laser sheet thickness, characterized by the dimen-
sionless parameter β, defined as the ratio between laser sheet thickness and bubble
(arithmetic) average radius r10:
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Figure 4.6: Simulated dispersion with  = 5%.
β =
wls
r10
(4.63)
BSD cpdf
Beta(1) 1B(1.5,2.5)
∫ x
0
t0.5(1− t)1.5dt
Beta(2) 1B(1.5,1.0)
∫ x
0
t0.5dt
Biv. 0.6 if 6 ≤ x < 10; 1 if x ≥ 10
Close-Biv. 0.7 if 10 ≤ x < 10.5; 1 if x ≥ 10.5
Ext. Value 1− e−e(
x−8
0.5 )
Gamma 10.56Γ(6)
∫ x
0
t5.5e−t/0.5dt
Normal 1
1.5
√
2pi
∫ x
0
e−(t−5)
2/4.5dt
Uniform x−0.019.99 if 0.01 ≥ x ≤ 10
Table 4.1: Pseudo-experimental cases simulated
For the sake of brevity, the results obtained for normal BSD (average radius of
5mm), perfectly bivariate BSD (70% and 30% of the sample having radii of 6mm
and 10mm respectively) and perfectly close-bivariate (70% and 30% of the sample
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Figure 4.7: Simulated dispersion with  = 10%.
having radii of 10mm and 11.5mm respectively) are reported to assess the viability
and robustness of BSD inversion procedure. In all cases, a sample with 106 intercept
chords was simulated and subsequently processed.
A quite realistic bubble numerousness (1000 simulated images, each with 2000 bub-
bles into the control volume, at a volumetric gas hold-up value of 5%) was employed
to test the results of hold up and specific interfacial area correction factors. Intercept
data relevant to all test distributions adopted (listed in Table 4.1) were computed and
processed.
4.5.1 BSD reconstruction test
In Fig.4.8 the BSD and cBSD of the original bubble sample are reported as solid
lines, for the case of normally distributed sizes. The simulated V ISDs and cV ISD
obtained with several β values are reported as well (symbols) for comparison pur-
poses.
As it can be seen, all V ISDs underestimate the actual bubble size, as expected,
with larger V ISD deviations the smaller the value of β. In particular, the V ISD
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Figure 4.8: Monte Carlo simulated V ISD and cV ISD (symbols) obtained with different values
of β from normal BSD and cBSD (solid line)
obtained for thin light sheet and the actual BSD are the limiting distribution shapes
that V ISD curves can assume. In fact, as thicker light sheets increase the probability
of having intercept sizes coinciding with the actual bubble size, the relevant V ISDs
tend to coincide with the actual BSDs. It can also be observed that a light sheet
thickness of 0.1 times the mean bubble radius is practically sufficient to consider the
light sheet thickness as being negligible. It is worth noting however that this is not the
case of real gas-liquid contactors, where often bubble sizes are comparable with laser
sheet thickness.
Each of the simulated data sets appearing in Fig.4.8 was processed with the algo-
rithm proposed in Section 4.2, and compared with the original BSD. Results are
reported in Fig.4.9 where it can be observed that all reconstructed BSDs agree al-
most perfectly with the original BSD, thus validating the procedure employed. Not
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Figure 4.9: Comparison between reconstructed BSDs and cBSDs (symbols) and actual BSD
and cBSD (solid lines).
surprisingly the small scattering observable in the reconstructed BSDs (upper part of
Fig.4.9) is almost completely dumped out when the reconstructed cBSDs are consid-
ered (lower part of Fig.4.9).
In order to test the procedure effectiveness and robustness with harsher distribu-
tions, Monte Carlo simulation results from a perfectly bivariate BSD (Fig.4.10(a))
and the reconstructed distributions (Fig.4.10(b)) are reported. Results are shown in
the form of both probability density functions and cumulative probability functions.
As it can be seen, even with this mathematically severe (though physically unlikely)
distribution, the proposed procedure gives rise to a fully satisfactory agreement with
the original distributions, independently of the β value adopted.
Finally, in order to stress the resolution capabilities of the procedure, several close-
bivariate BSD, such as the one reported in Fig.4.11(a) were tested. Results were
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(a) V ISD (b) Reconstructed BSD
Figure 4.10: Monte Carlo simulated V ISD and cV ISD (symbols) obtained with different values
of β from perfectly bivariate BSD and cBSD (solid line) and relevant BSD reconstruction results.
always satisfactory (Fig.4.11(b)) with a closer adherence to the original distributions
the smaller the bin size. In practice, it was found that peaks separated by only 3-4 bins
are satisfactory resolved by the procedure.
As it can be seen in all the above cases the agreement between actual and recon-
structed cBSD is very good. Similar results were obtained with all the other distri-
butions tested. As a consequence, the mathematical soundness of the procedure was
considered as being fully ascertained.
4.5.2 Sensitivity analysis of BSD reconstruction method
So far a large number of bubble intercepts (106) was employed, hence a quite high
sizes resolution (100 bins) could be afforded, so allowing the procedure precision
to be properly evaluated. It is however quite difficult to collect such large samples
from real experiments, and the question arises whether a satisfactory resolution can be
obtained with more realistic sample numbers.
To estimate the number of bubble intercepts that can be obtained from usual equip-
ment, one may consider that common PIV apparatuses have an image acquisition
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(a) V ISD (b) Reconstructed BSD
Figure 4.11: Monte Carlo simulated V ISD and cV ISD (symbols) obtained with different values
of β from perfectly close-bivariate BSD and cBSD (solid line) and relevant BSD reconstruction
results.
frequency of the order of tens of Hertz. Hence, in a few minutes, thousands of images
can be collected. If one assumes that in each image 10 bubbles are intercepted, it is
possible to estimate a realistic sample numerousness in the order of tens of thousands.
In this subsection, the sensitivity of the procedure developed to both sample numer-
ousness and distribution resolution (bins number) is analyzed. In all tests, a value of
β = 0.1 was adopted. This results in a particularly stringent test of the procedure.
In fact, as previously pointed out, larger beta values give rise to more straightforward
reconstruction, since less differences exist between V ISD and BSD.
In Fig.4.12(a), the BSD reconstruction results for the same BSD case of Fig.4.9
but with a reduced number of samples of 5 ∗ 104 are reported. In order to show the
effects on reconstructed BSD resolution several bin numbers (20, 40 and 60 bins) are
shown. It can be observed that larger bin numbers increase the reconstructed BSD
noise, but the distribution shape is maintained. Also, the reconstructed cBSD is only
marginally affected by noise, with all bin numbers tested.
Often knowledge on one or more ofBSD moments, or their ratios, is what is really
needed rather than full distribution details. For instance in gas-liquid applications a
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(a) (b)
Figure 4.12: Sensitivity of reconstructed BSD and cBSD (symbols) to bins number (5 ∗ 104
intercepts, β = 0.1) and relevant analysis of reconstructed versus actual average radii
particularly important role is played by the ratio between the third and the second
moments r32 as this is immediately related to gas-liquid specific interfacial area. In
Fig.4.12(b) the main statistical average radii obtained from BSD moments (r10, r21,
r32, r43) are plotted versus the relevant values as obtained from the reconstructed
BSD. As it can be seen, in all cases the reconstructed average radii agree well within
3% with the relevant actual values.
In Fig.4.13(a), theBSD reconstruction results for normal samples with 104, 5∗104
and 105 bubbles respectively, computed with 50 bins and β = 0.1 is reported. It
can be observed that with 104 samples and 50 bins, although the distribution shape
is maintained, the reconstructed BSD noise is unacceptably high, especially for the
smallest bubble sizes. Notably, even then the reconstructed cBSD remains practically
free from noise.
As concerns average bubble sizes, these are reported in Fig.4.13(b) where it is pos-
sible to observe that 104 intercepts are practically sufficient to obtain fully converged
results.
Finally, the procedure robustness with respect to experimental errors in measured
chord lengths was investigated. In particular, to the simulated chord lengths obtained
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(a) (b)
Figure 4.13: Sensitivity of reconstructed BSD and cBSD (symbols) to sample numerousness
(50 bins, β = 0.1) and relevant analysis of reconstructed versus actual average radii
via Monte Carlo simulation, a 5% or 10% normally distributed noise was added. By
applying the present procedure to these noisy data sets, the results reported in Fig.
4.14(a) were obtained. As it can be seen, a significant noise affetcs the reconstructed
BSDs only for the case of 10% experimental error, while the relevant cBSDs practi-
cally coincide with the original curves, with negligible noise superposition.
The relevant inferred average sizes, are reported in Fig.4.14(b). In this case an in-
creasing deviation of reconstructed average sizes as compared with the actual values
is found the larger the moments involved. This is likely to depend on the fact that a
symmetrically distributed noise becomes positively skewed to the right when higher
moments are considered. Nevertheless, even in the worst case of r43 and 10% experi-
mental error, final deviations from the actual value are practically within 3%.
Altogether, it may be concluded that the procedure here proposed, when applied
to realistic data samples (in terms of number and experimental noise), is viable and
effective as well as robust.
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(a) (b)
Figure 4.14: Sensitivity of reconstructedBSD and cBSD (symbols) to experimental noise (5∗104
intercepts, 50 bins, β = 0.1) and relevant analysis of reconstructed versus actual average radii
4.5.3 Specific dispersion properties correction viability
The ratios /a obtained by Monte Carlo simulations are reported in Fig.4.15. As it
can be seen, even in the case of particularly harsh BSDs, the agreement with the the-
oretical curve reported in the same figure is perfect. The soundness of both Eqn.4.52
and the Monte Carlo procedure set-up is therefore assessed.
The specific interfacial area correction as a function of the ratio wth/r21 is reported
in Fig.4.16. Again, the theoretical correction curve is reported, and an excellent agree-
ment observed, regardless of the distribution adopted, so validating Eqn.4.61 as well
the whole numerical procedure.
It must be emphasized that the laser sheet thickness is typically known from experi-
ment, but the same does not hold true for the r32 and r21 values needed for computing
the correction factors, because only intercept sizes are directly available from image
analysis. On the other hand, Eqns.4.57 and 4.58 link r32 and r21 to l21 and l10 re-
spectively. These results can be used to approximate the correction factors by only
using functions of experimentally available quantities. In particular, it is possible to
observe that limits of Eqns.4.57 and 4.58 can be computed for wls approaching zero
and infinite. This will result in two limiting (though not bounding) values for the pro-
PhD Thesis A. Busciglio
4.5 Corrections viability 73
10−4 10−2 100 102
0
0.2
0.4
0.6
0.8
1
wls / r32
ε 
/ ε
a
 
 
Beta (1)
Beta (2)
Bivariate
Close−bivariate
Extreme Value
Gamma
Normal
Uniform
Theoretical Eqn.4.52
Figure 4.15: Hold up correction factor as a function of wls/r32 for different BSDs and theoretical
prediction.
portionality between r32 and l21 (Eqn.4.65), and for the proportionality between r21
and l10 (Eqn.4.64).
l10 =
(
pi
4
÷ r10
r21
)
r21 (4.64)
l21 =
(
8
3pi
÷ r21
r32
)
r32 (4.65)
It is worth noting that the above quoted limiting values depend on the distribution
shape. This is perfectly expected, since if an infinitely thick laser sheet is consid-
ered, only the actual bubble sizes are recorded, and therefore l10 ≡ r10. For the
case of Eqn.4.64 relevant to l10, the limits above discussed can be fully assessed in
Fig.4.18(a). Similar results are obtained analyzing the dependencies of Eqn.4.65, as
reported in Fig.4.18(b).
As a simple (but reasonably realistic) case, by substituting the lower bounding val-
ues of Eqns.4.65 and 4.64, the theoretical correction factors can be computed as fol-
lows:
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Figure 4.16: Specific interfacial area correction factor as a function of wth/r21 for differentBSDs
and theoretical prediction.
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Figure 4.17: l10 versus r21 (right) and l21 versus r32 (left).
f ∼= 11 + 0.849 3wls4l21
(4.66)
PhD Thesis A. Busciglio
4.5 Corrections viability 75
10−2 100 102
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
wls/r10
f(l 1
0)
 
 
l10/r10
l10/r21
Beta (1)
Beta (2)
Bivariate
Close−bivariate
Extreme Value
Gamma
Normal
Uniform
(a)
10−2 100 102
0.8
0.85
0.9
0.95
1
1.05
1.1
1.15
1.2
wls/r10
f(l 2
1)
 
 
l21/r21
l21/r32
Beta (1)
Beta (2)
Bivariate
Close−bivariate
Extreme Value
Gamma
Normal
Uniform
(b)
Figure 4.18: l10 (right) and l21 (left): comparison with theoretical limits with wls
fai
∼= 2pi
2 + 0.785
wls
l10
(4.67)
In Fig.4.19 and 4.20 the comparison of pseudo-experimental data and the simplified
theoretical correction curve are reported.
With these simple (yet effective) corrections, the l32 and the relevant correction
factors for hold-up and interfacial area can be calculated for each region of the vessel
image, and used for direct measurement of local gas hold-up and interfacial area from
PIV images.
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Figure 4.19: Approximated hold up correction factor as a function of wls/l21 for different BSDs.
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Figure 4.20: Approximated specific interfacial are correction factor as a function of wls/l10 for
different BSDs.
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The procedure viability was checked by processing 1600 images obtained with the
previously described experimental apparatus. It may be worth noting that collecting
the 1600 images involved only few minutes of experimentation while much longer
times were needed for the subsequent image processing The possibility of taking all
images needed for each case in a few minutes allows to minimize the risk of fluid
contamination, temperature changes, etc., therefore increasing the accuracy of the re-
sults obtained. The image processing took about 6 CPU hours for each experiment
on a Core 2 duo running at 2.33 GHz. It may be worth noting that for this type of
computation parallelization is very easily accomplished by simply subdividing the to-
tal number of images to be processed among different jobs running on each available
CPU.
In particular by merging results obtained over about 50x50 pixel areas, the relevant
local dispersion properties can be computed and reported in form of contour maps.
The merging procedure is of course needed to obtain a sufficient bubble numerous-
ness to guarantee statistical reliability of the reported datum. In particular, the vessel
image was subdivided into non-overlapping regions that did not include any portion of
masked zones (e.g. zones in which baffles or impeller were visible). For this last rea-
son, the pixel extension of each region was somewhat different here and there from the
above mentioned size of 50x50 pixel. In such a way, any disturbance to measurements
was virtually eliminated.
In Fig.5.1 data on local average intercept sizes L10 and L32 are reported for the
same gas flow rate and impeller speed of 300 and 400rpm respectively.
A large average bubble diameter near the impeller region is clearly visible in the
data distribution here reported. This is mainly due to the fact that the automated pro-
cedure can measure as a very large bubble the cavity formed in the rear-face of the
impeller. along the impeller stream it is possible to observe a bubble plume following
the up-flowing recirculation pattern towards the liquid surface and a second stream
following the liquid recirculation loop below the impeller. The first plume is slightly
skewed toward vessel center probably due to centrifugal field effects. It is worth noting
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Figure 5.1: Average intercept radii maps in the case Q = 0.3l/min
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that no appreciable bubble enlargement occurs along the up-flowing bubble path. Near
the impeller shaft, a decrease in bubble average diameter is found, due to the fact that
in this region only relatively small bubbles are successfully drawn in the down-flowing
section of the upper recirculation path. By analyzing the average bubble intercepts for
the case at Q = 0.3l/min, N = 400rpm, it is possible to observe a decrease of aver-
age bubble intercept in the whole vessel, as expected if a break-up driven mechanism
for bubble size evolution is assumed. At this impeller speed is also possible to observe
a slight bubble size increase in the recirculation loop region below the impeller height,
that is likely to be due to some coalescence due to relatively high bubble concentra-
tion in this region linked to centrifugal field directing bubbles towards the center of
the recirculation loop. It is moreover possible to observe a bubble size decrease along
the high turbulent discharge region of the impeller.
By means of the numerical procedures discussed in Chapter 4 is also possible to
infer bubble size distributions from the known VISDs. Notably, the analysis can be
applied only to macro areas of the vessel, as indicated in Fig.3.1, to have sufficient
intercept numerousness to reconstruct data.
Notably, both at 300 and 400rpm , about half of the sample has dimension lower
the 1mm, while most of the difference in bubble size distributions is in bubbles having
size larger than 2mm, as can be seen in Fig.5.2. The analysis of relevant average sizes
in the same figure confirms the previous discussion on Figs.5.1. In all cases analyzed
positively skewed distributions are found.
As it concerns gas hold-up, although in principle an extremely detailed information
can be collected (an average hold-up datum in each of the 1280*1024 pixel locations)
once again the 1600 images analyzed were insufficient for getting statistically stable
results and some data merging was needed to obtain meaningful results. In particular
by merging results obtained over ≈ 50x50 pixel areas the local gas hold-map map
shown in Fig.5.4(a) was obtained. Notably, the local correction factor reported in
Eqn.4.66 must be applied pointwise to the map reported in Fig.5.4(a), to infer the
actual volumetric hold-up map. This latter is reported in Fig.5.4(b). Two examples of
local hold up correction factors calculated for the investigated cases at 0.3l/min are
reported in Fig.5.3. As it can be seen, the correction applied modifies substantially the
relevant raw data
As it is possible to observe, the technique here proposed allows fairly detailed in-
formation on gas hold-up to be obtained, despite the suitable data binning needed to
increase statistical reliability. It is possible to observe the gas plume in the upper sec-
tion of the vessel slightly directed towards impeller shaft because of the centrifugal
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Figure 5.2: Bubble size distributions in different region of the vessel in the case Q = 0.3l/min
field, and the hold up increase in the recirculation loop below the impeller plane. The
gas leaving the impeller is not parallel to vessel bottom, but upward oriented. This is
expected when a large cavity regime occurs because of the decreased pumping effi-
ciency of the turbine. Notably, an increase of impeller velocity leads to more bubble
being recirculated in both recirculation paths placed above and below the impeller
plane. This is fully consistent with the increase of average liquid velocities in the
vessel.
The apparent local interfacial area map reported in Fig.5.5(a) was produced by ap-
plying the previously described averaging procedure to local interfacial area raw data.
After application of the relevant correction factor (Eqn.4.67) the final result reported
in Fig.5.5(b) was obtained. The same observations reported for relevant hold up maps
still applies in term of overall flux behavior. It is worth noting that when impeller
speed is increased, a more uniform distribution of specific interfacial era is achieved.
The value of interfacial era associated with bubbles in the near-impeller recirculation
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Figure 5.3: Apparent and actual hold up correction factors map in the case of Q = 0.3l/min
loop is also increased.
For the sake of a more concise comparison that can be obtained with the proposed
technique, in Figs.5.6-5.9 the overall volume averaged data about the measured dis-
persion properties are reported together with relevant literature correlations. Notably,
these results can only be qualitatively compared with the available correlations on av-
erage dispersion properties in agitated vessels, in particular with those proposed by
Calderbank (1958). In fact, even if the in-plane data could be translated to relevant
volumetric data, it should be expected that quite different distributions of gas volume
fraction or average bubble diameter exist over different diametrical planes other that
the one here analyzed. In particular, only a qualitative comparison with existing cor-
relations can be proposed, since some well known gas accumulation regions are not
considered in this analysis, e.g. the baffle regions. As the overall data reported in the
following figures were computed by assuming a perfect axial symmetry, a condition
that is actually far different from the real one.
In Fig.5.6, the average bubble diameter d32 are reported as a function of a suitable
group derived from the equation proposed by Calderbank (1958).
A fitting on experimental data show a dependence on specific power input with
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Figure 5.4: Apparent and actual hold up map measured in the case Q = 0.3l/min
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Figure 5.5: Apparent and actual interfacial area maps measured in the case Q = 0.3l/min
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exponent −0.44, that is in fair agreement with the exponent −0.4 obtained by Calder-
bank (1958), and somewhat different from that obtained by Bouaifi et al. (2001), equal
to −0.2. It is worth noting that a negligibly low exponent is found for the superficial
gas velocity (equal to 0.02).
d32 ∝
(
Pg
V
)−0.44
v0.02s (5.1)
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Figure 5.6: Comparison of average dispersion data: average Sauter diameter.
The average bubble diameter measured in different regions of the vessel is reported
in Fig.5.7. The average diameter in the NE region (upper part of the vessel near lateral
wall) shows a small dependence on gas superficial velocity (the average diameters re-
mains practically unchanged at fixed impeller speed), while a strong dependence on
impeller speed is clearly visible. In the NW region (near the shaft), the average bubble
diameter appears to increase while increasing gas superficial velocity and decrease
when increasing impeller speed. This latter phenomenon in particular depends on the
decrease of average bubble diameter in the whole vessel already discussed. Notably,
the average bubble diameter in the SE region (below the impeller plane and near the
vessel wall) decreases with superficial gas velocity and increases with impeller speed.
This can be explained by assuming that at fixed impeller speed an increase of gas flow
tends to increase the cavities size, therefore lowering the average liquid velocity, and
in turn the average size of entrained bubbles in the relevant recirculation loop. Con-
versely, an increase of impeller speed leads to an increase of average liquid velocity
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Figure 5.7: Comparison of average dispersion data: average Sauter diameter in different vessel
locations.
and in turn an increase of entrained bubble sizes. The analysis of average sizes in the
discharge regions is somewhat affected by the measurement of cavities already dis-
cussed, but a decrease of average bubble size in this region when increasing impeller
speed is clearly observable.
In Fig.5.8, the measured average specific interfacial area is reported as a function of
a suitable group derived by Calderbank (1958). By fitting the experimental data here
obtained with a power law the following dependencies on specific power input and
gas superficial velocity are obtained:
ai ∝
(
Pg
V
)0.28
v0.78s (5.2)
Notably, these exponents are different from those obtained by Calderbank (1958),
respectively equal to 0.4 for specific power input and 0.5 for superficial gas velocity.
The analysis of volume averaged gas volume fraction pointed out an unexpected
trend, i.e. a decrease of whit the specific power input, that is in contrast with previous
literature findings discussed in the relevant chapter.
Notably, this effect should be analyzed more in depth, since it possibly depends
on the procedure and hypotheses used for average value calculation: in practice, as
already mentioned, some zones of gas accumulation were not considered in this pre-
liminary test of the LIF-SABS technique.
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Figure 5.8: Comparison of average dispersion data: specific interfacial area
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Figure 5.9: Comparison of average dispersion data: gas volume fraction
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6 Concluding remarks
Concluding, a novel technique has been developed for measuring local bubble proper-
ties in gas liquid dispersions. The technique is based on the use of a fluorescent liquid
phase coupled with a laser sheet and a purposely developed digital image analysis rou-
tine. It may be regarded as being particularly reliable thanks to its ability to discard
from the analysis visible, yet out-of-plane, bubbles. It can be conveniently employed
for measuring local features of gas liquid dispersions, such as bubble size, gas hold-up
and interfacial area, provided that sufficiently dilute dispersions are investigated.
A novel reconstruction procedure has been developed for inferring actual Bubble
Size Distributions in gas-liquid contactors from images obtained by illuminating the
dispersion with laser sheets of arbitrary thickness. The procedure implies the solution
of a simple linear system and has been found to be viable, effective and robust. No-
tably, the use of thick laser sheets was found to improve the reconstruction quality.
The procedure has been tested with a number of Bubble Size Distributions, including
quite demanding cases such as perfectly bivariate distributions. A thorough sensitiv-
ity analysis was also conducted, for highlighting bubble numerousness and resolution
requirements for stable reconstruction results. The effects of adding a gaussian noise
on the experimental measurements was also successfully tested.
Moreover, a theoretical method for translating information in light sheet images of
gas-liquid dispersion into maps of local bubble hold-up and specific interfacial area
was set up. To this end, assuming that images had already been suitably analyzed
in order to recognize gas- and liquid-occupied pixels, it was shown how information
on apparent local gas hold up and interfacial area could be derived. It was also shown
that this does not coincide in general with the relevant physical properties. Theoretical
correction equations to convert the above mentioned apparent values into the relevant
physical values were obtained. The method fully accounts for light sheet thickness
and is independent of Bubble Size Distribution shape.
The whole technique viability was tested in the case of a gas-liquid stirred tank. The
preliminary results obtained were found to be in good agreement with expectations.
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Part II
Fluidization

7 Introduction to fluidized beds
Gas-solid flows are often encountered in industrial processes. Discharge from hop-
pers, pneumatic transport of large quantities of powder are some of the industrial ap-
plications, where gas-solid flows are involved. In the area of chemical processes, flu-
idization is actually a widely employed technology for continuous operation of chem-
ical reactors.
The first large-scaled, commercially significant use of fluidized beds was for the
gasification of powdered coal, invented in 1922. The early use of fluidized beds for
catalytic cracking processes expanded to applications outside of the petroleum indus-
try in the 1940s, at which point the use and development of the fluidization technology
was limited by a lack of understanding of the processes actually taking place inside
the bed. In hope of finding a combustion system suitable for low grade coal and oil
fuels that could not be burnt in conventional furnaces, fluidized bed combustion was
developed in the early 1960s, but it was not commercialized until the early 1980s. At
present, fluidization technology is widely used in a broad range of applications, e.g.
chemical and catalytic reactors, combustion and gasification of solid fuel, and the dry-
ing of granular solids; it is now of interest to extend its operational ranges and areas
of application.
The success of fluidized bed processes in chemical, petrochemical, food and phar-
maceutical industries is due to the fact that a fluidized system enables high transport
rates between the solid phase and the gas phase with respect to fixed bed operating at
the same pressure loss, giving at the same time the possibility of easy handling of the
particulates solids involved.
Fluidization may be defined as the operation by which solid particles are trans-
formed into a fluid-like state through suspension in a gas or a liquid.
The industrial adoption of fluidized beds in the process industry is mainly related
to to the following advantages:
• The smooth, liquid-like flow of particles allows continuous automatically con-
trolled operations with easy handling.
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• The rapid mixing of solids leads to close-to-isothermal conditions thought the
reactor; hence the operation can be controlled simply and reliably.
• In addition, the whole vessel of well-mixed solids represents a large thermal fly-
wheel that resists rapid temperature changes, responds slowly to abrupt changes
in operating conditions, and gives a large margin of safety in avoiding tempera-
ture runaways for highly exothermic reactions.
• The circulation of solids between two fluidized beds makes it possible to remove
(or add) the vast quantities of heat produced (or needed) in large reactors.
• It is suitable for large-scale operations.
• Heat and mass transfer rates between gas and particles are high when compared
with other modes of contacting.
• The rate of heat transfer between a fluidized bed and an immersed object is high;
hence heat exchangers within fluidized beds require relatively small surface ar-
eas.
Its disadvantages are:
• For bubbling beds of fine particles, the difficult to describe flow of gas, with its
large deviations from plug flow represents inefficient contacting. This becomes
especially serious when high conversion of gaseous reactant or high selectivity
of a reaction intermediate is required.
• The rapid mixing of solids in the bed leads to no uniform residence times of
solids in the reactor. For continuous treatment of solids, this gives a no uniform
product and poorer performance, especially at high conversion levels. For cat-
alytic reactions, the movement of porous catalyst particles, which continually
captures and release reactant gas molecules, contributes to the back mixing of
gaseous reactant, thereby reducing yield and performance.
• Friable solids are pulverized and entrained by the gas, and must be replaced.
• Erosion of pipes and vessels from abrasion by particles can be serious.
• For no catalytic operations at high temperature the agglomeration and sintering
of fine particles can require a lowering in temperature of operations, thereby
reducing the reaction rate.
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When a fluid at low superficial gas velocities passes through a bed of solid particles
placed on a porous distributor plate from the bottom, the particles lay on each other
and they are not moved by the fluid; they are said to be in fixed bed state. The height
of the bed remains constant and pressure drop over the bed linearly increases as the
inlet gas velocity increases. Fluidization occurs when the forces exerted by the fluid
to the particles counteract the particle weight. The gas superficial velocity at which
the solid particles are just individually suspended is called minimum fluidization or
incipient fluidization velocity Umf and is defined as the ratio of the fluid volumetric
flow rate Qmf divided by the cross sectional area of the fluidization column. At this
stage, the bed on the whole is just supported by the flowing gas and acquires fluid-
like properties, free to flow and deform, keeping a horizontal level when tilted and
allowing low-density objects to float on the bed surface. The pressure drop over the
fluid-bed remains constant as the gas velocity is increased and its value equals the
weight of all particles in the bed.
Fluidization of solid particles in liquids and gases leads to a variety of different
behaviors (Fig.7.1). For liquid-solid fluidization, as the liquid velocity increases be-
yond the incipient fluidization point, the solid bed continues to expand as if it were
an elastic continuum stretching under the dynamic forces of augmented flow, until,
near the terminal velocity of the particles, the solid particles are suspended sparsely.
Throughout this process of liquid velocity increase, the solid particles are dispersed
quite uniformly, fully exhibiting their discrete behavior, essentially independent of
one another. Therefore, liquid-solid fluidization was named particulate (Kwauk and
Li, 1996).
Similar particulate fluidization behavior is encountered also for gas-solid systems
in the case of relatively fine or light particles at inlet gas velocities close to the incip-
ient fluidization velocity. More often, especially when relatively coarse particles with
close size distribution are used, fluid velocity increment beyond incipient fluidization
(or, for the above mentioned aeratable gas-solid systems exhibiting smooth expan-
sion, incipient bubbling), is accompanied by the formation of bubbles, or cavities with
hardly any solid particles in them. In general, gas flow beyond incipient incipient flu-
idization or incipient bubbling mostly reports to bubble flow, thus implying that gas
velocity through the surrounding dense gas-solid bed remains essentially at the value
for incipient fluidization or bubbling. Aggregation of solid particles into a dense con-
tinuous phase, making room for the passage of most of the gas in excess of incipient
fluidization or bubbling through a bubbling discontinuous phase, bespeaks the two
phase nature of gas-solid fluidization. Such a phenomenon of gas-solid systems was
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designated aggregative.
Figure 7.1: Fluidized Bed Regimes.
Referring in particular to gas-solid fluidization, gas voids, conveniently termed bub-
bles, may have different shapes from almost spherical to wide slugs depending on the
material being fluidized, on the inlet superficial gas velocity and on the geometry of
the bed (mainly on the ratio of height to width of the vessel containing the bed). The
superficial gas velocity at which the first bubble appears is called minimum bubbling
velocity, Umb and the comparison between its value and the value of Umf is used to
distinguish between aeratable and non-aeratable particles.
For aeratable particles, the value of the Umb is greater than that of Umf , and the
fluidization proceeds as an homogeneous suspension from the minimum fluidization
velocity to the minimum bubbling velocity with the height of the bed as a function
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of the gas superficial velocity (also a typical of liquid fluidized beds). In the case
of non-aeratable particles, the fluidized bed is quite unstable (typical of gas fluidized
beds with particle size in the range of 100 to 500µm) and the bubbling regime starts
as soon as the bed is fluidized, i.e. Umb = Umf . In analyzing the behavior of bub-
bling fluidized beds, one may distinguish between the bubble phase, i.e. the gas voids
containing virtually no bed particles, and the emulsion phase, consisting of particles
fluidized by interstitial gas. A bubbling bed may be conveniently defined as a bed
in which the bubble phase occupies discontinuous regions within the emulsion phase.
When the superficial gas velocity is further increased or in fluidizing a tall, narrow
bed of solids, bubbles formed at the distributor may grow to the bed diameter to form
slugs.
For beds of fine particles, particles will rain at the bed walls around the slugs. These
are called axial slugs. At higher gas velocity and with either angular particles or rough
vessel wall, the rising slugs tend to adhere to and slide up the wall. These are called
wall slugs. With large particles (like Geldart group D powders), another mode of
slugging is seen. Here the bed separates into slices of emulsion phase separated by
gas. These slices of gas and emulsion phases rise up the bed, matched by a continuous
rainfall of solids from slice to slice. These are called flat slugs.
A further increase of the inlet gas velocity would cause the volume occupied by
the bubble phase to become higher and higher until the emulsion phase no longer
forms a continuous medium between discrete bubbles. At this point the fluid-bed is at
turbulent conditions, which are typical for risers in circulating gas fluidized beds. This
phenomenon, also referred as phase inversion, leads in practice to the formation of a
new two phase structure, with strands or clusters of solids, as a discontinuous phase
dispersed in a dilute continuous phase of a population of sparse solid particles (Kwauk
and Li, 1996).
For fine particles, the increase in gas velocity causes the bubbling action to be-
come increasingly vigorous and is accompanied by increasing pressure fluctuations,
as measured just above the distributor. These fluctuations peak decrease sharply and
level off and this progression correspond to the transition from bubbling to turbulent
fluidization.
At higher superficial gas velocities, the solid particles start to be conveyed out of
the column and this is known as hydraulic or pneumatic transport. The superficial
gas velocity, at which the pneumatic transport starts, is the so called terminal settling
velocity of one unhindered particle in that gas, i.e. ut (Bird et al., 2002). This velocity
represents the velocity at which a single particle would fall in a stagnant fluidizing
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medium when no net force is applied to the particle (i.e. the sum of buoyancy and
drag counteracts the particle weight). The unhindered conditions refer to the presence
of one particle only, completely submerged in the fluid and well far from any another
solid surface, like the walls of the vessel containing the fluid. Of course, the equilib-
rium condition experienced by a particle falling at velocity ut in a stationary gas is
equivalent to that of a motionless particle suspended in a upwardly flowing gas with
velocity ut. The operative range of inlet gas superficial velocity for fluidizing a bed of
solids may be then defined by the value of the minimum fluidization velocity, which
represents the lower limit, and by the terminal fall velocity that is the upper one.
The geometry and the size of the unit are other key points for the operation of flu-
idized beds. The relation between the fluidization behavior and the particle system
properties were investigated and classified by Geldart (1973), who proposed an em-
pirical classification in the form of a plot of density difference ρp−ρf against particle
diameter dp for air at ambient conditions. Geldart identified four typical groups of
materials fluidized with air at ambient conditions that he termed as A, B, C and D, as
shown in Fig.7.2.
Figure 7.2: Geldart classification of powders fluidized by air at ambient conditions.
C : particles, which are cohesive in any way, belong to this group. Their fluidiza-
tion is extremely difficult. Instead of fluidize, the powder tends to lift as a plug
or forms channels, i.e. the gas passes through interconnected cracks extending
from the distributor to the bed surface. The gas cannot really separate the parti-
cles and mechanical stirring or vibrations, which break up the stable channels,
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are sometimes employed in order to allow their fluidization.
A : (aeratable) ordinary cracking catalyst is a typical example of powders of this
group (dp < 70µm, ρp < 1500Kg/m3). They show a net range of homoge-
neous fluidization behavior between Umf and Umb. At gas velocity above Umb
bubbling starts to occur. A maximum bubble size dependent on the particle di-
ameter does appear to exist ad most bubble rise more rapidly than the interstitial
gas.
B : (bubbling) this group contains most of the materials of the medium-range size
and density (dp = 150 ÷ 500µm ρp = 1500 ÷ 4000Kg/m3), being sand a
typical example. Their main feature is to have Umf = Umb and therefore to
start bubbling just after being fluidized. There is no evidence of a maximum
bubble size and most bubbles rise more quickly than the interstitial gas.
D : (spoutable) is made up of large or very dense particles (dp > 500µm, ρp >
4000Kg/m3). When bubbling all but the largest bubbles rise more slowly than
the interstitial gas so providing a by pass way for the fluidizing gas. Segregation
by size is likely when the size distribution is broad, even at high gas velocities.
Figure 7.3: Kunii and Levenspiel classification of gas-solid fluidization regimes (Kunii and Leven-
spiel, 1991).
The operative range of inlet gas superficial velocity for fluidizing a bed of solids
may be then defined by the value of the minimum fluidization velocity, which rep-
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resents the lower limit, and the terminal fall velocity that is the upper limit. A clas-
sification of gas-solid fluidization regimes based on particles properties and inlet gas
velocity was proposed by Kunii and Levenspiel (1991) and reported in Fig7.3
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Industrial applications of fluidized beds utilize the high density of particle surface
area that exist in the bed for operations such as drying, heat transfer, combustion,
and chemical reaction between the gas and the particles. The high degree of mixing
between the particle and the gas flowing through them can improve significantly the
efficiency of a process. Mixing within the bed is driven by the particle-free voids of
bubbles that form when the gas flow rate exceeds the superficial velocity of minimum
bubbling. The bubbles ensure that the particles are circulated throughout the bed so
that properties and process condition may be considered as uniform. They have a
considerable importance in the fluidized solid-gas systems because they govern hy-
drodynamics and efficiency of the operation for which the bed is used, as well as
providing good heat transfer (Bokkers et al., 2004). The fluidization quality of a bed
is, therefore, highly dependent on bubble distribution and bubble physical properties
in a bed. Ideally, for there to be good quality fluidization the population of bubbles
in a bed should be large, but the bubbles should be small in size, and homogeneously
occupy the bed (Lim et al., 2007).
8.1 Measurement techniques
The gas contained within the bubbles only partially satisfy its prime purpose of in-
teracting with the materials in the bed. As a matter of fact the gas flow in excess of
that required to maintain the dense phase at minimum fluidization conditions flows
through the bed in the forms of bubbles and through flow (Johnsson et al., 1991).
Much has been written about bubbling phenomena in fluidized beds over the last
years. In fact a good understanding of the bubble hydrodynamics is necessary to un-
derstand bubble-related phenomena such as solid mixing and segregation, reaction
conversion, heat transfer tubes and particle entrainment in beds operated in the bub-
bling regime. Bubble size velocity, velocity, shapes and flow patterns are of key in-
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terest in bubbling hydrodynamics. These properties have been extensively measured
experimentally by various methods. The experimental methods and finding have been
summarized in several review articles (Davidson et al., 1985; Cheremisinoff, 1986;
Yates and Simons, 1994):
• Photographic Techniques: Cineographic and still photography are among the
most widely used techniques for studying bubble behavior. Photographic meth-
ods are generally limited to studies in two-dimensional cold models. Although
semi-cylindrical columns are a closer approximation to actual systems, pho-
tography only provides information on wall-controlled phenomenon. Despite
shortcomings in obtaining meaningful statistical properties on the bubble shape,
effective size and volume, and rise velocity that can be related to actual reactor
systems, many investigators have adopted these methods. Two key assumptions
are needed in order to evaluate an effective bubble size, namely, the shape of
any bubble observed is assumed to represent the central section, of a cylindrical
bubble, and an equivalent size must be based on the diameter of a sphere which
possesses the same volume as the bubble. These assumptions, along with wall
distortion effects, impose some limitations to data accuracy.
• X-rays techniques: In commercial reactors where photographic methods gen-
erally cannot be implemented, direct observation of bubble characteristics can
be made by using X-rays. Rowe and Partridge (1965) have employed X-rays for
measuring bubbles. The principle difficulties in extending these techniques to
measurements in commercial units are transmission limitations through thick-
walled vessels and poor resolution of superimposed bubbles over the plane of
focus. By this last point, it is meant that there are difficulties in resolving in-
dividual bubble sizes due to the superposition of bubbles at various depths of
field. Photographs obtained from beds under profuse bubbling conditions are
often distorted by this fact, preventing the determination of a statistically repre-
sentative bubble size.
• Light Transmission: Light-scattering and fiber optical methods have been suc-
cessfully applied in laboratory-scale testing. With both methods, the local bub-
ble size distribution is perceived as a probability density function of a charac-
teristic size such as the bubble radius that can be related to Maxwell-Boltzmann
statistics, assumed to be valid for the distribution of the bubble energy taken pro-
portional to its surface area. A weight fraction could be introduced to reckon
with the geometrical configuration of the light probe. Again, the assumption
PhD Thesis A. Busciglio
8.1 Measurement techniques 101
of spherical bubbles is applied to the calculation of size. The experimental de-
tection of the bubble size is based on the interaction between a horizontal light
beam and the fluidized solids. When the fluidized solids are present within the
beam, light is scattered and attenuation occurs; however, if only gas is present,
there is no attenuation of the focused light. The technique has the disadvantage
that its signal resolution is effected by bubble passage through the line of light
transmission and, hence, is subject to providing a gross measurement when the
detector and transmitter are far apart. In contrast, fiber optics, in the form of
miniaturized light probes, provide in situ localized measurements. One disad-
vantage with the above optical techniques is that they are in situ measurements,
whereby the probe distorts the flow phenomenon at the measuring point. This
may be overcome by the use of laser beams transmitted through a transparent
window of the test vessel.
• Pressure Fluctuations: Pressure fluctuations obtained from sensitive transduc-
ers located along the height of a fluid bed can provide information on the dense
bed behavior as well as give information on bed expansion. A pressure trans-
ducer provides an electrical signal that is proportional to the pressure at the tip
of the sensor. The two most important statistical properties of pressure fluctua-
tions are the power spectrum and the mean amplitude of pressure fluctuations.
The power spectrum shows the distribution of energy with the frequency and
can be described by the power density function in terms of the autocorrelation
function for the time lag of the signal. The accuracy of data and proper interpre-
tation of pressure fluctuations largely depends on the transducer sensitivity and
the sampling time interval selected for conversion of the voltage analog signals
to the digital form. The sampling interval must be specified so as to ensure a
good quality and undistorted character of the measured-bed frequencies. Both
criteria must be calibrated to the specific system under investigation.
• Electromagnetic and Acoustical Wave Transmission. There are several tech-
niques based on the transmission/attenuation of low level/short wavelength forms
of radiation. The first of these is gamma rays which are electromagnetic waves
characterized by short wavelengths and high frequencies. They are measured
in units by radiation intensity in air. The basis of this detection technique in-
volves an interaction of the radiation with the detection device to produce an
ionizing reaction. The degree of ionization can be measured by using an appro-
priate electronic scheme. Two forms of detection are employed, namely, (i) a
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measurement of the number of interactions of radiation with the detector and
(ii) measurement of the total effect of the radiation. The former is a count-
ing process in which the energy level of the radiation is ignored and, hence, is
best-suited for detecting the bubble frequency. The latter is characterized by a
mean-radiation level, which can be related to bed voidage.
• Electroresistivity Measurements: Measurable differences between air and a
packed bed of solid granulates form the basis for this technique, where point
measurements of conductivity, capacitance, resistance/impedance, or inductance
relate to the local state of fluidization. As an example, a closely packed volume
of coke particles has a measurable resistance that can be on the order of several
hundred ohms, whereas, the resistance of air is practically infinite. Unfortu-
nately, the resistance of impedance of the volume of solids is a function of the
packing arrangement of the particles. Thus, the response of an appropriately
designed sensor located in situ to the bed will be comprised of a signal that con-
tains information on both the bubble- phase and local porosity fluctuations of
the solid particles.
• Thermal Techniques: Thermal and constant-temperature anemometry tech-
niques have also been applied to indirectly detect bubbles in fluid beds. The
measurement principle is based on the fact that the probe’s heat-transfer coef-
ficient in the emulsion phase is significantly greater than in the bubble phase.
Consequently, when the probe is in the emulsion phase, its temperature de-
creases, resulting in an increase in the resistivity of the probe.
Experimental techniques are therefore applied to the study of the bubble behavior
and particulate mixing throughout the bed. Investigations of bubble properties and
dynamics are generally aimed at obtaining information on the following:
1. the onset of fluidization and the minimum bubbling state;
2. distributor dynamics, i.e. gas jet penetration and the formation of bubbles;
3. bubble interaction, i.e. bubble breakup and coalescence, its effect on mean bub-
ble residence time within the bed, and the radial and axial distributions of bubble
flow; and
4. bubble characteristics, i.e. bubble shape, bubble size distribution, and the at-
tainment of mean and maximum stable sizes. This information relates not only
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to the overall quality of fluidization and controls gas to solid exchange coeffi-
cients but establishes limits of bed expansion. Bubble characteristics depend
on the physical properties of the particulates, namely particle size distribution,
particle shape and bulk densities. Of interest within the bed are the dynamics of
particle-particle and particle-bubble interactions. Specific information to gain
understanding on are as follows:
• particle entrainment and circulation within the bubbles, this property con-
tributes to bubble breakup and particle carryover into the freeboard region;
• particle segregation-in some commercial scale reactors (e.g., coal gasi-
fiers and fluid bed shale retorts) wide size distribution particles may be
used; segregation within the bed can occur resulting in unfluidized regions
which could adversely affect reaction kinetics and create localized-bed
temperature maldistributions;
• particle-particle interaction, this often results in attrition which can cause
the fluidization regime to change, as well as contribute to higher entrain-
ment in the freeboard; the reaction kinetics of a process may not attain
steady state in a bed undergoing transient flow behavior;
• particle mixing - i.e. the movement of particles and the overall turnover
rate of solids defines their degree of mixedness which in turn provides
surface renewal for transport processes between phases;
• residence time distribution, also an indication of the degree of mixing of
solids; in particular, residence time distribution characterizes the tendency
to back-mix the flow of solids and hence affects overall reaction kinetics.
Nevertheless, there is still room in bubbling dynamics analysis: in practice, the
principal difficulty in analyzing fluidization quality and bubble dynamic is concerned
with the possibility of measuring the physical and geometrical properties of gas bub-
bles rising in a solid granular medium. In general, the use of intrusive techniques
implies an intrinsic source of error due to the presence of the measuring tool that cre-
ates some level of interference. On the contrary non-intrusive techniques can provide
good visual observation without interfering with the fluidization process.
In recent years, thanks to the continuous development of digital imaging systems
and digital image processing, a great number of researchers have chosen digital visual
methods to be applied in the field of experimental fluid dynamics (Lim and Agarwal,
1990; Mudde et al., 1994; Gera and Gautam, 1995; Boemer et al., 1998; Hull et al.,
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1999). These kinds of techniques play a fundamental role in analysis and data acqui-
sition for multiphase flows such as gas-solid, gas-liquid, solid-liquid flows, where the
observation of inter-phase boundaries is relatively simple. Digital visual methods are
limited of course to the case of bidimensional fluidized beds, as in this case bubbles
can be easily observed. Lim and Agarwal (1990) developed a novel method based
upon digital image analysis to automate the measurement of bubble properties in gas-
fluidized beds. In order to identify the bubbles, the gray-level image is segmented
by applying a global threshold. The distributions of various bubble properties (size,
velocity distribution and bubble holdup distribution of bubbles) as a function of bed
position and fluidizing velocity are presented. Results are compared with theoretical
predictions using a population balance model. Mudde et al. (1994) reported experi-
ments in a two-dimensional bubbling gas fluidized bed. The behavior of the bubbling
bed is monitored using standard video techniques. The recorded video tapes have been
analyzed using image analysis techniques. It has been shown that these techniques of-
fer the possibility to quantify local hold-up and all kind of bubble properties, such as
size, shape and velocity, as a function of the bubble height in the bed. The accuracy
of the technique is good and the results are in agreement with those reported in the
literature. Special attention is paid to determining shape properties of spherical-cap
bubbles. The contour of these bubbles is decomposed into two circles, so that determi-
nation of the wake angle and wake area is possible. Both parameters are investigated
as function of the bubble height in the bed. Hull et al. (1999) reported an experimental
data on bubble characteristics averaged size and rise velocity were obtained using dig-
ital image analysis method from two-dimensional (thin) bubbling fluidized beds with
and without simulated horizontal tube bundles. These data were used to develop semi
empirical correlations for bubble size and rise velocity. Caicedo et al. (2003) reported
an experimental study of bubbling behavior of gas-fluidized beds using digital image
analysis. These authors investigated important parameters of bubbling dynamics such
as bubble shape factor and aspect ratio. The results show that the investigated para-
meters obey to normal distribution across the operating fluid bed, and that statistical
analysis must be performed when treating fluidized beds. Goldschmidt et al. (2003)
developed an experimental technique based on digital analysis to measure bed expan-
sion and segregation dynamics in dense gas-fluidized beds, in order to validate CFD
simulation of mono-disperse and binary mixtures fluid beds. This technique allowed
the authors to measure, through the use of differently colored particles and RGB im-
ages decomposition, the extent of mixing and segregation. Extensive data on several
systems investigated have been reported. Shen et al. (2004) developed a new method
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based on image analysis to study the hydrodynamics of two-dimensional bubbling flu-
idized beds by means of a digital video camera. Simultaneous measurements of size
and velocity of gas bubbles were performed, as well as axial and radial distribution
of bubble voidage. Lim et al. (2007) used digital image analysis to investigate bubble
distribution and behavior in planar gas-solid fluidized beds.
Bokkers et al. (2004) studied the extent of mixing and segregation in a bidispersed
gas-solid fluidized bed induced by a single bubble injected in a monodispersed and
bidispersed fluidized bed at incipient fluidization and in freely bubbling fluidized beds
with both experiments and numerical simulation performed with the Discrete Particle
Model. Experiments were run with a pseudo-2D fluidized bed, front-illuminated by
halogen lamps. Fluid bed images were taken by means of a high-speed digital camera.
The Particle Image Velocimetry (PIV) technique was applied for obtaining particles
velocity fields of the experimental runs. The PIV technique adopted is the same widely
used for single phase fluid flows, with the only exception that fluid seeding is substi-
tuted by direct particle tracking. Cheng et al. (2005) used various PIV techniques to
investigate the bubbles velocity field in a bidimensional gas-liquid column operated at
high bubble density. The authors used the bubbles images of the column recorded by
a CCD camera. The images were then post processed off line applying different PIV
and PTV (Particle Tracking Velocimetry) cross correlation without any seeding of the
fluid, but using bubbles as particles to track. They showed that recursive cross corre-
lation leads to the best measurements results because of the robustness with respect to
optical and dynamic characteristic of bubbles. Zhu et al. (2005) reported a study on the
characterization of agglomerates in nano-particle fluidization. This study performed
size distribution of agglomerates at the bed surface by the use of imaging techniques.
Images were recorded by a CCD camera and post processed off line by computer
software in order to obtain detailed agglomerates size distribution charts. Wang et al.
(2006) used laser-based images to evaluate the size and dimension of aggregates in
nano-particles fluidized bed at different inlet gas velocities. To avoid distortion of the
aggregate images due to curved surfaces, the authors used a square based fluid bed,
instead of circular. The light coming from a pulsed laser was shaped as a sheet and
used to illuminate a plane on the fluidized bed, while images were acquired by high
resolution CCD camera. The commercial image processing software used allowed
the authors to count and measure all aggregates present in each image. Accurate size
distribution of aggregates at bed surface were obtained at various operating conditions.
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8.2 Overall bed behavior
The average bed expansion in an aggregative fluidized bed can be simply calculated
once the average bed voidage at incipient fluidization and during the operation (in-
cluding bubbles) is known. The values that can be calculated are averaged since bed
surface oscillates because of bubble breaking at the bed surface and bubbles formation
at the distributor plate:
Hbed
Hmf
=
1− mf
1−  (8.1)
If a constant bubble size is assumed through the bed, the bed height oscillation can
be calculated once absolute bubble velocity Ua is known, and therefore the time it
requires for traveling through the bed:
t =
Hmax
Ua
=
Hmax
(U − Umf ) + Ub (8.2)
The bed expands from the minimum height Hmf to the maximum value, with a
total bubble flow per unit cross-surface of the bed equal to (U − Umf ) if the two
phase theory holds, thus leading to the following expression:
(U − Umf )t = Hmax −Hmf (8.3)
Combining the above equations, bed expansion can be readily obtained:
Hmax −Hmf
Hmf
=
U − Umf
Ub
(8.4)
If a model for bubble growth through the is assumed like that proposed by Darton
et al. (1977), more complex expressions are obtained for bed expansion (Xavier et al.,
1978; Geldart, 1975), in which the main parameter for bed expansion characterization
is (again) the excess gas velocity with respect to incipient fluidization conditions. The
experiments conduced by Geldart (1967) firstly reported a power-law dependence of
bed expansion on excess gas velocity, mainly due to gas throughflow, that leads to
visible bubble flow being less than the relevant excess gas velocity.
Abrahamsen and Geldart (1980) have examined the effect of powder properties on
the dense phase expansion in vigorously bubbling beds of different solids with air.
In particular the collapse rate technique has been used to evaluate the average dense
phase properties in vigorously bubbling beds of fine powders. The results of experi-
ments were used to correlate the average dense phase voidage, d, with the physical
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properties of the gas and powder. In particular d increased as the particle density and
mean particle size was decrease, and as the fraction of fines < 45µm, gas viscosity
and gas density was increased. The gas velocity through the dense phase of a bubbling
fluidized bed was calculated from the relevant gas volume fraction assuming Darcy’s
law. Since it is less than the minimum bubbling velocity, the improved performance
of fluidized bed reactors when the gas/solid properties are changed so as the increase
of dense phase voidage can be attributed more to a smaller bubbles splitting and co-
alescing frequently rather than to the small amount of extra gas passing through the
dense phase.
Werther and Molerus (1973b) measured the bubble spatial distribution in cylin-
drical vessels using capacitance probes developed by the same authors (Werther and
Molerus, 1973a). They investigated the bubble spatial distribution in three-dimensional
beds under various operating conditions, containing different solids and with different
bed dimensions. It was found that close to the distributor an annulus structure with the
bubbles concentrated toward the walls of the vessel was formed. As the bubbles rose
through the bed, the diameter of this ring decreased until a single peak was formed at
the center of a bed, if it was tall enough, which can then lead to slugging. When the
bed was not sufficiently tall for a single peak to form, then solids returned to the bot-
tom of the bed not only passing near the walls, but also through the center of the bed,
indicating that the final stage of bubble distribution development was not achieved.
The authors claimed that bubble formation was favored near the walls leading to the
annular concentration of bubbles, because the packing geometry of the particle layers
near the wall was altered. The authors also proposed that the different conditions of
friction between the particles and the wall surface and within the fluidized particles in
the fluidized bed might favor bubble formation in the vicinity of the walls. A similar
analysis on bed overall behavior was reported by Lim et al. (2007) who used digi-
tal image analysis to investigate bubble spatial distribution and relevant time-series
characteristics in planar gas-solid fluidized bed. In addition, frequency domain and
statistical analyses of the bed bubble void fraction were used for the description of
bed dynamics. The authors measured a pair of narrow bands of high bubble con-
centration along either sides of the bed close to the walls near the distributor, which
gradually migrated inwards, spreading over the center of the bed higher up in it. This
created an area of bubble deprivation in the bed center near the bottom. The tapering
of bubble distribution also left the regions close to the wall in the upper part of the bed
deprived of bubbles. Although the bubble distribution profile was observed to change
with the amount of gas flow into the bed, its overall characteristics (two narrow bands
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Figure 8.1: Preferential bubble paths in low aspect ratio (left) and high aspect ratio (right) fluidized
beds
near the bottom and a single, wide band at the upper part of the bed, of high bubble
concentration regions) were preserved. When the gas supply was increased, the high
concentration bands became larger, though the position of the point of merging of the
bands appeared to be constant. The height at which the narrow bands merged was
considered by the authors as an indication of completion of development of the bub-
ble spatial distribution. The increase in the overall number of bubbles in the bed with
flow rate was because of the greater excess flow. The authors claimed that the onset
of these characteristic preferential path was mainly due to wall-constrained motion
of bubbles: in practice, when two bubbles in a fluidized bed are considered, one of
which is located near the wall and the other in the middle of the bed, the one near the
wall will either move inwards or maintain its distance from the wall, but the one away
from the wall can move inwards, not at all, or also outwards. The wall is a physical
constraint not encountered by the bubble in the middle; therefore, there is a net effect
where there is a greater probability for a trailing bubble near the wall to either main-
tain its lateral position or move inwards if it were to be involved in an interaction or
coalesce with a leading bubble placed somewhere closer to the middle to the bed. On
the other hand, the bubble in the middle has equal tendency to laterally move to either
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sides of the bed depending on their interaction with a leading bubble.
The same authors (Lim et al., 2009) described the dynamic behavior of the bubbles
in a planar gas-solid fluidized bed, reporting that the bubble void fractions measured
and shown to relate consistently to the amount of gas supply above quiescent fluidiza-
tion. Similar results are obtained by Shen et al. (2004) that measured the increases of
overall bubble volumetric fraction in 2-dimensional bed with particle size. The authors
report a characteristic dependence of bubble overall content on excess gas velocity.
8.3 Particle phase behavior
A good understanding of particle behavior is important in the design of physical and
chemical processes in bubbling fluidized beds. Particle mixing studies, combined
with gas flow analysis and the reaction mechanism provide the basis for designing
commercial fluidized bed reactors. Mixing of particles within a fluidized bed is caused
mainly by the movement of bubbles, as reported in Fig.8.2. A bubble rises, solids
close enough to the bubble enter into its cloud and are eventually drawn into its wake
and complete mixing of solids occurs in the wake where movement is generated. This
contributes only partially to the lateral mixing of particles. In addition, a bubble causes
a drift of particles to be drawn up as a spout below it. In a freely bubbling fluidized
bed, wake fragments are periodically shed and replenished as the bubbles rise through
the bed and there is a vertical displacement of the particles exclusive of the wake. At
the bed surface, the bubble eruption induces lateral dispersion of part of the wake’s
particles over a large area, and the remainder of these particles is ejected into the
freeboard.
The existence of bubble wake, the phenomenon of drift, and wake shedding have
been discussed in detail by Davidson and Harrison (1971). According to the authors,
the amount of solids induced upward by a single bubble is equal to about 0.6 times
the bubble volume, of which about 60% is due to drift action. The lateral mixing
of particles in gas-solid fluidized beds is induced by bubble movement through the
bed, bubble bursting at the bed surface, and gross particle circulation inside the bed.
Through the random walk theory, Kunii and Levenspiel (1991) derived an equation
for the lateral dispersion coefficient for lateral mixing of solids in gas-solid fluidized
beds depending on average bubble content of the bed and bubble diameter. The con-
vective solids transport and mixing can be estimated based on the bubble properties,
as suggested by Geldart (1986). The particle circulation flux in a fluidized bed can be
calculated by suitable correlation based on a corrected form of the original two-phase
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Figure 8.2: Particle mixing mechanism: wake mechanism and drift mechanism
theory of fluidization, including terms accounting for solids transported by bubbles by
means of the above presented mechanisms of wake and drift transport. Solids mixing
have been reviewed by many authors (Kunii and Levenspiel, 1991; Potter, 1971; van
Deemter, 1985; Fan et al., 1990).
In general, the combined effects of gross circulation caused by drift and wake trans-
port and small scale local mixing in bubble wakes leads to favorable axial mixing. The
extent of lateral solids mixing is much less favorable, particularly in shallow fluid beds
(height to diameter ratio H0/Dc < 0.25) where the influence of axial wake transport
is weakest. It is well known that vertical mixing in fluidized beds is many time faster
than lateral mixing. Indeed it seems likely that solids move in a net horizontal direc-
tion largely by being (a) carried-up to surface where they are dispersed sideways by
bursting bubbles and (b) carried down to, and across, the distributor by bubble-free
flows of dense phase material.
The axial and radial transports of particles within the bed can influence:
• gas-solid contact,
• thermal gradients between a reaction zone and zone in which heat transfer sur-
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face are located,
• heat transfer coefficients,
• the position and number of solids feed and withdrawal points,
• the presence and extent of dead zones at distributor level.
Mixing problems in fluid beds fall into four categories:
1. particles have uniform size and density,
2. particles have uniform size but variable density,
3. particles are all of same density but vary in size,
4. particles vary in both size and density.
In category (1) the main problem is to ensure that the overall solids transport or
circulation flux is high enough to eliminate temperature gradients; in categories (2),
(3) and (4) an additional concern is whether the local composition of the powder is
everywhere equal to the overall average. The amount of solids circulation and degree
of local mixing or segregation is primarily determined by the gas velocity, but par-
ticle shape, size, density, stickiness, and size distribution all play a part. Although
mechanisms of mixing are now better understood, there is still much to be learn and
experimentation is essential.
A variety of techniques have been used to study the vertical movement of the solids,
for example:
• following the paths of individual tagged particles for long periods of time as
they move about the bed,
• measuring the extent of intermixing of two kinds of solids, originally located
one above the other in the bed;
• measuring the vertical spread of a thin horizontal slice of tracer solid;
• finding the residence time distribution of the flowing stream in a bed with a
throughflow of solids, using a variety of a tracer techniques;
• measuring the axial heat flow in a bed with a heated top section and cooled
bottom section. This technique assumes that heat transport is caused solely by
the movement of solids. The results are most often reported in terms of the
vertical dispersion DSV.
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Valenzuela (1985) reported an experimental study of solids mixing in a freely bub-
bling two-dimensional bed using particle image analysis. Vertical and horizontal par-
ticle mixing were studied using heated particles as tracers. The steady-state temper-
ature patterns around a heated wire and the transient response to an injected pulse of
heated particles were measured. The bubbling behavior of the bed was recorded with
a high-speed video camera and an optical bubble probe. Particle motion was found to
be closely related to the random bubble motion in the bed. Mixing experiments must,
therefore, be repeated numerous times to achieve meaningful results. Vertical particle
transport is asymmetrical. Upward displacement is characterized by a mixing length
of the order of the bubble diameter, whereas downward displacement is more uniform,
and at a much lower velocity level. Horizontal solids mixing is partially due to mix-
ing in the bubble wakes. In a freely bubbling bed, horizontal mixing is considerably
augmented by the lateral motion of bubbles.
Lim et al. (1993) overcame some of the above mentioned limitations by a digital
image analysis technique which determined tracer concentrations continuously in a
two dimensional bubbling fluid bed. Yates and Simons (1994) reports a detailed re-
view of some experimental techniques using tracer particles. Shen and Zhang (1995)
and Shen and Zhang (1998) reports a study on the dynamics of solids mixing in a
two-dimensional fluidized bed taking into account both radial and vertical mixing.
Abanades and Grasa (2001) modeled both the axial and the lateral mixing of solids
in fluidized beds. Mixing experiments using coal and PVC (as a tracer) were carried
out to obtain experimental concentration maps for model validation. The experimen-
tal investigation of solid mixing was based on the application of an image-analysis
technique to mixing experiments in a 2D fluidized bed. Coal was used as the main
solid in the bed, and PVC powder was used as the optical tracer. This technique was
pioneered with other colored solids by Lim et al. (1993) who reviewed a number of
alternatives and highlighted the benefits of this technique for mixing experiments.
Bokkers et al. (2004) studied mixing and segregation induced by a single bubble
injected in a fluidized bed at incipient fluidization conditions and in freely bubbling
fluidized beds. PIV was applied to obtain the ensemble averaged particle velocity
profile in the vicinity of a bubble in dense gas- solid fluidized systems. Pallares and
F. (2006) presented a novel technique for particle tracking in 2-dimensional fluidized
beds operated under ambient conditions. The method was applied to study the mixing
mechanisms in fluidized beds and is based on tracking a phosphorescent tracer parti-
cle by means of video recording with subsequent digital image analysis. From this,
concentration, velocity and dispersion fields of the tracer particle could be obtained
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with high accuracy. The characteristic found in all runs was that the mixing pattern of
the tracer solids was structured in horizontally aligned vortexes induced by the bubble
flow. The main bubble paths always gave low concentration of tracer solids and with
the tracer moving upwards, while the downflow of tracer particles in the dense bottom
bed was found to take place in zones with low bubble density and at the sidewalls.
The amount of bed material had a strong influence on the bottom bed dynamics devel-
opment and coalescence of bubbles and, consequently, on the solids mixing process.
Local dispersion coefficients reached maximum values around the locations of bubble
eruptions, while, in the presence of a dense bottom bed, an increase in fluidization ve-
locity or amount of bed material enhanced the dispersion. Dispersion was found to be
larger in the vertical than in the horizontal direction, confirming the critical character
of lateral fuel dispersion in fluidized-bed combustors of large cross section. Winaya
and Shimizu (2007) proposed a different method to evaluate horizontal dispersion of
solids in bubbling fluidized beds based on a carbon-loaded bed material prepared us-
ing the capacitance effect (volatile matter captured by porous particles) as a tracer.
The extent of solid dispersion is evaluated by measuring the horizontal concentration
profile of CO, which was formed by the reaction of carbon in the tracers with CO2
in the fluidizing gas. Transient change in the horizontal CO concentration profile was
also measured in the freeboard and the experimental results were compared with the
theoretically calculated results of one dimensional diffusion of solids. Thereby, the
horizontal dispersion coefficient was determined.
Laverman et al. (2008) studied the hydrodynamics of an experimental freely bub-
bling, pseudo 2-D fluidized bed for different bed aspect ratios at different superficial
gas velocities by means of Particle Image Velocimetry (PIV) combined with Digital
Image Analysis (DIA). Coupling of both non-invasive measuring techniques allowed
the authors to obtain the instantaneous emulsion phase velocity profiles (in a pseudo-2-
D bed because of the required visual accessibility) together with detailed information
on the bubble phase (local bubble size and velocity distribution and bubble fraction).
This in turn allowed the authors to investigate the mutual interaction between the
bubble and emulsion phase in detail. The measured time-averaged emulsion phase
velocity profiles were measured as a function of the fluidization velocity, bed width,
and bed height. The time-averaged emulsion phase velocity profiles showed two sym-
metric vortices with their centers located at the top half of the bed, that became more
pronounced at higher fluidization velocities. Two additional smaller vortices were ob-
served close to the bottom of the bed at lower velocities, which disappeared at higher
fluidization velocities when the down-flow region extended completely to the bottom
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the bed. It was found that the time-averaged emulsion phase velocity profiles did not
depend on the bed height, when compared at the same distance from the distributor at
the same fluidization velocity.
8.4 Bubble motion
Bubble formation mechanics in fluidized bed was found experimentally to be very
similar to that in an inviscid liquid. At a very low gas flow rate, the frequency and
size of the bubbles formed are primarily governed by a balance between the surface
tension of the liquid and the buoyancy force of the bubble. The inertia of the liq-
uid moved by the rising bubbles becomes more important than the surface tension at
higher gas rates. It is in this regime that the similarity between the formation of bub-
bles in a fluidized bed and that in an inviscid liquid is most applicable, because the
surface tension in a fluidized bed is zero. Using the analogy of bubble formation in an
inviscid liquid, Davidson and Harrison (1963) derived equations for both the bubble
frequency and the bubble size (volume), assuming there is no gas leakage from the
bubble to the emulsion phase. It was found that at high gas flow rates, where the bub-
ble sizes are independent of the bed viscosity, the inviscid liquid theory can predict
the bubble sizes satisfactorily, while some underestimation of bubble size was found
at higher gas flow rates. Huttenhuis et al. (1996) reported an experimental and the-
oretical study on the effect of gas-phase density on the process of bubble formation
at a single orifice in a two-dimensional gas-fluidized bed. A detailed comparison be-
tween experimentally observed and theoretically calculated bubble growth curves was
made in the cases where the density of the gas injected through the orifice differed
significantly from the density of the main fluidizing agent (air). The measured bubble
sizes showed a satisfactory degree of agreement with predictions made using a hydro-
dynamic model based on the two fluid concept. In particular, the effect of gas-phase
density on measured bubble sizes could fully be explained in terms of its effect on
momentum transfer to the particulate phase. These models typically assume circular
(two-dimensional) or spherical (three-dimensional) bubbles and a uniform leakage ve-
locity through the bubble surface, assumptions which are critical at, respectively, the
final and the initial stage of bubble formation. Nevertheless, the approximate models
clearly have their utility due to their ability to predict the correct order of magnitude
of bubble sizes.
From computer-enhanced video images of rising bubbles in fluidized beds, Yates
et al. (1994) observed that the bubbles are surrounded by a region of emulsion phase
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in which the solids concentration is lower than that in the emulsion phase far from the
bubbles. This region of increasing voidage was called the shell. The volumetric gas
in the bubble and in the shell could be correlated as:
Vshell = 16V 0.42b (8.5)
Based on this equation, the volume of void following coalescence of two bubbles
should be about 28% larger than the volumes of the two constituent voids, because of
the incorporation of gas from the shells.
In 1961, Davidson developed a simple theory that was capable of explaining a lot
of phenomena relating to bubbles in fluidized beds observed experimentally. His de-
velopment (Davidson and Harrison, 1963) involved the following assumptions:
• The particulate phase is an incompressible fluid with a bulk density similar to
that of a fluidized bed at minimum fluidization.
• The relative velocity between the particles and the fluidizing medium is as-
sumed to be proportional to the pressure gradient within the fluid, and therefore
D’Arcy’s law is applicable.
• Fluidizing fluid is assumed to be incompressible.
• The pressure throughout the bubble is constant.
• The particulate phase behaves as an inviscid liquid.
• The bubble has a circular cross section.
Davidson solved the model equations in terms of particle motion, pressure distri-
bution within the fluidizing fluid, absolute velocities of the fluidizing fluid, and the
exchange between the bubble and the particulate phase, finding that the geometry of
the stream function is crucially affected depending whether the bubble velocity Ub is
larger or smaller than interstitial minimum fluidization velocity, Umf/mf . In par-
ticular, isolated bubbles could be characterized by two different regimes, graphically
shown in Fig.8.3:
• Fast Bubbles Regime: in this case the fluidizing fluid moves downward relative
to the bubble motion. The bubbles in the fluidized bed are accompanied by a
cloud while rising through the bed. For fast bubbles where the bubble velocity
is large, or for fluidized beds of fine powders when the minimum fluidization
A. Busciglio PhD Thesis
116 8 Literature review on bubbling fluidized beds
velocity is small, the cloud is usually very thin. In most of the fluidized beds of
practical interests, this is the case.
• Fast Bubbles Regime: in this case, the fluidizing fluid moves upward relative
to the bubble motion. This case is usual for beds of large particles and small
bubbles. The majority of the fluidizing fluid enters the void at the base and
leaves from the roof. The fluidizing fluid, in essence, uses the bubble void as
the shortcut. The fluidizing fluid penetrates the particulate phase freely from the
bubble except for a small fraction of fluid.
Figure 8.3: Fluid phase streamlines as described by Davidson model in the case of fast-bubble
regime and slow bubble regime
A dense cloud region exists nearby the bubble responsible for particles motion
through the bed and gas exchange between the emulsion phase and the bubble, as
can be seen in Fig.8.4 (Kunii and Levenspiel, 1991).
Bubbles in gas-solid fluidized beds usually are spherical-capped (3 dimensional
beds) of mushroom shaped (2-dimensional beds). The rising velocity of a single bub-
ble in a quiescent bed has been found experimentally to be related to bubble volume
(and then to bubble equivalent diameter):
Ub = 0.71g0.5V
1/6
b = φg
0.5D0.5b (8.6)
The equation experimentally found is quite similar to that obtained for large bub-
bles in liquids of small viscosity, in which the rate of rise of large bubbles depends
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Figure 8.4: Bubble-emulsion interactions in the case of Geldart group A and B particles.
primarily on inertial forces and surface tension. The viscous effect is negligible in
comparison.
Ub = 0.35÷ 0.71
√
dDb (8.7)
The value for φ was also measured by Rowe and Everett (1972) and found equal
to 0.71 for bot 2 dimensional and 3 dimensional fluidized beds. A similar analysis on
velocity coefficient is reported in Rowe and Yacono (1976), but a value in the range
0.7div1.0 is reported for fine particles.
Gera and Gautam (1995) report a theoretical study on the bubble rise velocity in
two-dimensional fluidized beds. In particular they proposed a simple model incorpo-
rating wake effect to derive the velocity of a two-dimensional gas bubble rising in a
fluidized bed. It is inferred that the bubble rise velocity is a strong function of wake
angle. In general, the bubble rise velocity can be related to its radius of curvature (a)
for circular bubble by the equation and dependent on the wake angle θ:
Ub = K
√
da (8.8)
withK(θ) in the range 0.5÷0.85. The bubble rise velocity measured by Shen et al.
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(2004) via Digital Image Analysis are well correlated if a velocity coefficient φ in the
range 0.8 ÷ 1, provided that unconstrained bubble growth occurs. Also, the bubble
velocity was found to be constant beyond the height critical height at with constrained
bubble growth starts to occur.
8.5 Bubble size evolution
The most evident phenomena in bubbling fluidized beds is the enlargement that each
bubbles exhibit along their path through the bed. The bubble growth is mainly due to
the following factors:
• The effective hydrostatic pressure decreases toward the top of the fluidized bed.
• Bubbles coalesce in the vertical direction with the trailing bubble catching up
the leading bubble, and
• bubbles coalesce in the horizontal direction with the neighboring bubbles.
The effect of the hydrostatic pressure is usually small, and the bubbles grow in size
owing largely to coalescence. This leads in turn to a subsequent decrease of bubble
number with increasing the distance above the distributor plate.
Rowe and Everett (1972) reported a study on the transition from two to three di-
mensions of undisturbed bubbles, using X-rays. In this work the average size and
the number of bubbles in a given volume were measured at a series of heights and
flow-rates in beds all 30 cm wide and increasing thickness from 1.4 to 30 cm. In all
cases the average bubble size resulted to be a simple linear function of the height and
flow-rate although the two factors interact in the thicker beds. The coefficients on the
equation changed with thickness, but achieved steady values in the thicker ones. This
transition from two-to-three dimensional behavior occurred in beds between about
5 ÷ 15 cm thick. It was found that bubble size was thickness dependent in the two
dimensional regime. Bubble number and size way obeyed at least the conditions of
continuity although volume increases with diameter at a slower rate than the square
(2-D) or (3D) law. This was because bubbles flatten as they grow in size. The rate of
change of bubble number with height followed a simple growth law reported below:
N (H + h0)
r = kf (U) (8.9)
where N is the number of bubbles in observed volume, H is height above distrib-
utor, h0 is a constant that appears equal to zero for a porous plate distributor, r is an
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empirical exponent equal to 1 in the limiting 2-D case 2 in the 3D case), U is the
superficial gas velocity.
With respect to bubble diameter evolution, Geldart (1972) reported a study on the
effect of particle size and size distribution on the behavior of gas-fluidized beds. The
author showed the fluidization behavior of many powders to be independent both of
mean particle size and particle size distribution. In particular, mean bubble size was
found to depend only upon the gas distributor, the distance above the distributor and
the excess gas velocity U − Umf . An equation relating these variables giving good
agreement with experimental data from beds using industrial type distributors was
found:
Db =
1.43 (U − Umf )0.4
N0.4g−0.2
+ 0.0027H (U − Umf )0.94 (8.10)
where N [cm−2] is the number of holes per unit area of gas distributor, H[cm] is
the distance above the distributor. The author reported also that the principal effect of
adding fines to a bed of powder was that of reducing the mean particle size and there-
fore the relevant incipient fluidization velocity. Hence, at equal values of U − Umf
an increased bed expansion and solid circulation rates was found, without decrease in
mean bubble size. Similar results were obtained in term of functional dependencies by
Rowe and Yacono (1976). In this contribution, it was shown that existing data on bub-
ble size (when this were not restricted by the vessel dimensions) could be described
by
Db =
(U − Umf )0.5 (H − h0)0.75
g0.25
(8.11)
where h0 is a measure of the initial bubble size that characterizes the distributor
(notably, h0 is effectively zero for a porous plate but may be more than a meter for
larger nozzles). In Agarwal (1985), the following expression was found to suitably fit
experimental data on bubble diameter evolution:
Db = db,0 + 0.74d0.5b,0 (H − h0)0.4 + 0.15 (H − h0)0.8 (8.12)
in which the dependence of bubble diameter on excess gas velocity is implicit in
the db,0 parameter.
Darton et al. (1977) reported a study on bubble growth due to coalescence in flu-
idized beds. A growth model based on two-phase theory by Davidson and Harri-
son (1963) was developed, where the fluidized bed was described in terms of two-
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continua: the emulsion phase, which was made up of the solid particles with gas at
the minimum fluidization conditions, and the bubble phase gas, which took up the gas
in excess of the minimum fluidization. The coalescence of bubbles in fluidized beds
leaded to growth of bubble size with distance above the distributor. In particular, it
was assumed that bubbles in a fluidized bed are lined up as close as possible, as re-
ported in Fig.8.5, and coalescence occured between bubbles of neighboring streams
by means of considerable lateral movement. The distance traveled by bubbles before
coalescence should be therefore proportional to their lateral separation. This model
was based on the well accepted observation that the mechanism of coalescence in-
volves the capture of one bubble in the wake of another, but with the exception of the
distributor region (in which vertically aligned bubbles may be formed within the range
of coalescence), the capture motion always involved a lateral movement, that could be
therefore the process determining the overall coalescence rate.
Figure 8.5: Bubble preferential path according to Darton
By assuming that coalescence occures in stages, as reported in Fig.8.5, and that
bubble rise velocity only depends on bubble diameter, the following equation was
found describing the bubble diameter evolution with height above the distributor:
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Db = 0.54 (U − Umf )0.4
(
H + 4
√
A0
)0.8
g−0.2 (8.13)
where A0 is the catchment area for the bubble stream at the distributor plate, which
characterizes different distributors, and is usually the area of the plate per orifice.
The above equation described quite quell with most of literature data on bubble size,
provided bubble growth was not limited by the presence of fine particles. For beds
containing appreciable proportions of fine particles, the above formula may not apply
because the bubbles may reach a limiting size, nor does it apply for slug flow, which
occurs when (U − Umf ) > 0.2 ∗ 0.35
√
gDb.
The Darton bubble growth model was adapted by Shen et al. (2004) to describe data
relevant to a 2-D fluidized bed. The measured bubble size and diameter, obtained by
means of digital image analysis technique where well correlated by means of
Db = 0.89
[
(U − Umf )
(
H + 3
A0
t
)] 2
3
g−
1
3
(8.14)
where t is the thickness of the two-dimensional bed. Moreover, for group B particle
and a given gas velocity U , if the bed height was sufficient, bubble diameterDb could
be able to reach a maximum value at a certain height h∗, beyond which bubbles did
not grow further and became unstable and break up. The height h∗ could be correlated
by:
h∗ =
[
A+ 3

− UUmf
]
Dt (8.15)
where A = 0.45 and Dt is the bed diameter.
Horio and Nonaka (1987) developed generalized model for gas-fluidized beds ac-
counting for bubble coalescence and splitting frequencies, in order to obtain a suitable
diameter correlation that was simultaneously applicable to coarse particles (in which
bubble size does not exhibit a limit value, provided the absence of geometrical size
constraint) and aeratable particles (that conversely exhibit an upper limit in bubble
size only dependent on particle size). The model was based on some fundamental
postulates:
• Coalescence process obeys the dynamics of an ideal fluid and is completely de-
termined by the diameters of interacting bubbles and relevant mutual positions,
similarly to the assumptions of Darton et al. (1977);
• bubble coalescence models for Geldart group B and D (in which the bubble
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splitting frequency is negligible) still hold true for group A particles;
• bubble splitting frequency only depends on particle diameter.
On this basis, the authors develop a diameter correlation for the prediction of diameter
evolution along bed height and limit bubble size for Geldart group A particles. The
correlation developed gives the Mori andWen (1975) correlation for group B particles.
This last model is in practice derived on the same postulates of the Horio and Nonaka
(1987) model with the exception of that regarding bubble splitting.
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It is the aim of the present chapter to present the technique used for the analysis of
bubbling fluidization on the basis of digital image processing. This techniques in fact
may well perform a rigorous and highly detailed assessment of experimental data and
may even be adopted for the analysis of computational results conveniently expressed
into image graphics. Of course, the stringent comparison between model and experi-
mental results is the basis to further develop and strengthen modeling works.
As already discussed, the principal difficulty in analyzing fluidization quality and
bubble dynamic is concerned with the possibility of measuring the physical and geo-
metrical properties of the gas bubbles rising in a solid granular medium. In this chap-
ter, the focus is on the development of a digital image analysis technique with the
specific task of creating a fully automated and robust procedure to purposely measure
the most significant bubble properties of two-dimensional bubbling fluidized beds. By
in-house development of a suitable software, it is possible to get a total control over
every single step of the procedure and every single parameter involved in the calcula-
tions, thus achieving a higher level of reliability of the data so far obtained. Thanks
to the high level of automation of the purposely developed procedure it is possible
to simultaneously compute a large number of bubble properties, allowing at the same
time a meaningful statistical analysis that is intrinsically necessary given the nature of
the source data.
9.1 Experimental set-up
Two different fluid-bed reactors were adopted for the present investigation. The first
one is entirely made of Perspex with dimensions equal to 800(h) × 180(width)
× 15(depth)mm. Front wall is made of glass in order to avoid wall opacization
due to attrition. The second reactor is made of aluminium and equipped with glass
walls at front and back with dimensions equal to 1200(height) × 240(width) ×
10(depth)mm. Both reactors are therefore almost two-dimensional, and allows vi-
sual observation of bubble dynamics within the bed. Sintered plastic porous distributor
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(average particle diameter 150µm, average porosity equal to 0.35 determined by SEM
analysis), with thickness equal to 10mm, is placed at the bottom of the particle bed.
The measured pressure drop along the distributor is in accordance with the well ac-
cepted Ergun equation for porous media Bird et al. (2002). Below the distributor a
wind box filled with large glass particles (2 − 5mm) allows to fully equalize the gas
flow. The hydraulic general scheme of the experimental set-up is reported in Fig.9.1.
Camera
Fluidized bed
Computer
Control panel
Front 
illumination
fluorescent 
lamps
Figure 9.1: Fluid bed experimental set-up: hydraulic scheme.
Air was used as fluidizing gas, whose flow rate was accurately measured through
a set of four flow-meters, covering the range 0 − 140 lt/min. Different kind of par-
ticulates were used for the experimental runs: silica particles with density equal to
2500 kg/m3 and size range of 212 − 250µm (i) and 500 − 600µm (ii), and corun-
dum particles with size range of 212−250µm (iii) and 500−600µm (iv) and density
equal to 4000 kg/m3. Moreover, the bubbling behavior of some corundum mixtures
were investigated. The particles were filled up to a bed height of twice the bed width.
For particle mixtures, the initial filling of the bed is made by two separate (unmixed)
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layers of particles.
The values of Umf were experimentally determined for pure components, and
found equal to 5.24 cm/s, 28.7 cm/s, 9.5cm/s and 40.1 cm/s respectively. The
Umf,mix value was found by means of literature correlation (Yang, 2003):
d¯p =
x
dp,flot
+
1− x
dp,jet
(9.1)
Ar =
gd¯p
3 (ρp − ρf ) ρf
µ2f
(9.2)
Remf,mix =
ρf d¯pumf,mix
µf
= 0.0054Ar0.78 (9.3)
Five corundum mixtures were fluidized having composition of 20%, 40%, 50%,
60%, 80% and (w/w) in the flotsam component. The investigated cases have been
summarized in Table 9.1.
Experimental data were acquired after full steady state was achieved, in order to
avoid measuring bubble behavior during the initial mixing of powders. In this thesis,
the observation was focused on the whole bed, without selecting any particular region
of interest, to allow a full field analysis of the bubbling fluidization dynamics.
Material Flotsam% Bed Width U(m/s) Fps
Corundum 0.0 0.24m 0.56, 0.64, 0.72 1, 60
Corundum 0.2 0.24m 0.56, 0.64, 0.72 1, 60
Corundum 0.4 0.24m 0.56, 0.64, 0.72 1, 60
Corundum 0.5 0.24m 0.56, 0.64, 0.72 1, 60
Corundum 0.6 0.24m 0.56, 0.64, 0.72 1, 60
Corundum 0.8 0.24m 0.56, 0.64, 0.72 1, 60
Corundum 1.0 0.24m 0.56, 0.64, 0.72 1, 60
Glass 0.0 0.18m 0.09, 0.18, 0.27, 0.36 25
Glass 1.0 0.18m 0.33, 0.38, 0.44 25
Table 9.1: Experimental cases investigated for the analysis of bubbling fluidization dynamics
The bubble-related flow structures were visualized with the aid of a back-lighting
device and recorded by a digital camcorder (mvBlueFox 121c), placed opposite to the
bed at a distance of 270 cm. Continuous high intensity uniform illumination was ob-
tained by placing six fluorescent lamps at the back side of the bed, at approximately
10 cm. A suitable ac system of fluorescent lamps was found to be best suited for
bubble measurement, to avoid non-uniform illumination when high image acquisition
A. Busciglio PhD Thesis
126 9 Image Analysis Technique
rates are used (up to 50 fps). The digital visual acquisition system allowed to col-
lect images of the bed at different frequencies, ranging from 1Hz to 60Hz. Each
experimental acquisition provides at least 500 frames. As can be seen in Fig.9.2, the
experimental system was also equipped for high intensity front-lighting of the bed, but
this last mode of operation was not used for the assessment of bubble properties.
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Figure 9.2: Fluid bed experimental set-up: optical scheme.
9.2 Image processing
The image processing routine was developed on Matlab 7.3 (The MathWorks inc.),
using the Image Processing Toolbox. Thanks to the flexibility of the Matlab environ-
ment almost all steps in image processing, data acquisition and processing could be
easily automated. The technique here adopted is based on the analysis of snapshots
of the fluidized bed. Snapshots are appropriately obtained with high intensity back-
lighting of the bed, in order to enhancing the contrast between the emulsion phase and
the bubble phase. Bubbles in the bed could be detected because they create transpar-
ent areas in the flat cross-sectional plane of the bed, through which light, emitted at
the back of the bed, can pass through and reach the camera, as can be clearly seen in
Fig.9.3.
Once recalled the image to analyze, the routine works through some simple steps:
• Image cropping: the image is cropped to allow the analysis of the fluid bed only,
excluding all surroundings from the area of interest;
• Thresholding of the original RGB image to obtain a binary image of the bed.
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Figure 9.3: Typical snapshot sequence obtained by bed back-lighting.
This allows the discrimination of the bubble phase from the dense phase of the
bed;
• Indexing of all individual regions inside the area of interest;
• Filtering of false bubbles and peripheral voids;
• Property recording of each region inside the area of interest.
Each one of these steps, except the first, requires further discussion.
The thresholding procedure is used to transform a greyscale image (in which any
pixel assumes values ranging from 0 to 1) into a binary one, suitable for object iden-
tification. This can be accomplished by the following expression, relating the pixel
luminance l(x, y) of the original greyscale image to the pixel luminance of the binary
image Φ(x, y):
Φ (x, y) =
{
1 ⇔ l (x, y) ≤ Th
0 ⇔ l (x, y) ≤ Th (9.4)
All pixels whose luminance value equals 1 are identified as bubble phase pixels,
while the others are identified as emulsion or dense phase. One of the crucial steps in
image analysis is to choose a proper thresholding value. The problem is thus converted
in finding a correlation between pixel luminance, ranging from 0.0 to 1.0 and voidage,
ranging from 0.4 to 1.0. In fact the conventional distinction between the emulsion
phase and the bubble phase is set at a voidage value of 0.80 Yates et al. (1994). If the
relation between luminance and voidage were assumed linear, a luminance threshold
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value of about 0.67 would be used. However a linear correlation does not hold true in
describing the phenomenon of light transmission across a fluid bed, where typically
a Beer-Lambert law applies Yates et al. (1994); Rizzuti and Yue (1983); Yue et al.
(1986); Brucato and Rizzuti (1997a,b); Boemer et al. (1998). On the other hand,
the very wide and flat valley between the peaks in the bimodal distribution of gray-
level, shown in Fig.9.4, ensures that the choice of any arbitrary value of luminance
threshold in the range of 0.4 ÷ 0.8 influences in a marginal way the bubble property
measurements. This is equivalent to use the so called entropy method Kapur et al.
(1985). The entropy method for thresholding an image is preferable when the two
peaks of the gray-level distribution are separated by a wide and flat valley. For the
images used in this PhD thesis, this condition holds true, and the threshold value can
be chosen using different considerations. In the left part of Fig.9.4 a typical gray-scale
bed image is shown, while a typical gray level distribution is shown in the center of
the same figure (it must be noticed that different frames of the same run or different
experimental runs give similar histograms). The threshold value, in this case can be
chosen at any point in the range of 0.3 − 0.8, resulting in negligible influence of
threshold value on bubble size measurement.
Figure 9.4: Original image (left), gray level histogram (center) and threshold image (right).
The binary image thus obtained is then subdivided (labeled) into different com-
ponents, based upon connectivity analysis. For each bubble present in the image, its
relevant area, equivalent diameter, and centroids coordinates are computed as reported
in Eqns.9.5 and 9.6. These are recorded in a particular bubble data matrix. Distances
and areas expressed in pixels can be easily converted in metric distances and areas by
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multiplying with scale factors. For each frame, the freeboard is the first region ana-
lyzed by the routine. The data relevant to the freeboard region, i.e. the freeboard area,
are stored in a different matrix from that of bubbles. Preliminarily, the measurement
device was accurately calibrated by means of a purposely generated set of still images.
Ab =
∑
b (x, y) (9.5)
Bubble centroid coordinates can be computed as follow
xc =
∫ ∫
xb (x, y) dxdy
yc =
∫ ∫
yb (x, y) dxdy (9.6)
where the integrals are extended to the area occupied by the analyzed bubble.
Equivalent diameter is then calculated from the knowledge of bubble area.
Filtering of false bubbles is necessary because of the recirculation of solid particles
inside each bubble rising through the bed. In high contrast images, this phenomenon
appears in the form of high solid concentration zones at the bottom of the bubble. In
the thresholding step this can lead to the appearance of a bubble followed by a con-
stellation of small bubbles following the first one at the same velocity. The presence
of the above mentioned false bubbles and peripheral voids, i.e. rising voids adherent
to the lateral walls and bubbles bursting at the top of the bed, have been carefully
excluded from the statistical analysis of bubble properties.
Once bubble in each frame were analyzed, it is possible to compute bubble veloc-
ity. This was accomplished by means of a in-house developed velocimetry technique
(Busciglio et al., 2008). The Lagrangian velocimetry technique (LV T ) here adopted
uses a very simple tracking algorithm to follow the displacement of each bubble in
two (or more) subsequent frames. This procedure is able to assign to each bubble a
unique number, and thus it is able to follow each bubble in different frames. With this
technique, it is possible to follow each bubble in its evolution from the formation to
coalescence with another bubble or bursting at the freeboard. The algorithm consists
of the following steps:
• All bubbles present in the first frame are sequentially numbered. This is au-
tomatically done by the processing routine. All bubbles present in the second
frame are initially not numbered.
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• For a given bubble in the first frame the procedure will locate the bubble present
in the subsequent frame exhibiting a displacement physically consistent. This is
done by finding in the subsequent frame all bubbles with a rise velocity greater
than zero but lower than the maximum expected velocity, and a lateral velocity
with absolute value lower than the maximum expected lateral velocity. To this
bubble the same number of the bubble present in the first frame is assigned.
If more than one bubble, present in the second frame, exhibits a physically
consistent displacement with respect to the bubble considered in the first frame,
then the same number of the bubble present in the first frame is assigned to the
bubble of the second frame having minimum distance from bubble of the first
frame.
• Repeat step 2 for all bubbles in frame 1;
• Assign, to all bubbles in frame 2 still not having a number, a new unique num-
ber: this is equivalent to consider these bubbles as new ones;
• Repeat the procedure for all frames.
Once all bubbles have been indexed, the data processing starts with the filtering
of bubbles that appear for less than a threshold number of frames, typically set to
3. This allows the exclusion of not statistically significant tracked bubbles. For each
bubble, accurate velocity measurement is possible, by simply evaluating the displace-
ment of its centroid between subsequent frames. For a generic bubble, indexed with
subscript i, that appears in two subsequent frames, labeled with subscript n and n+1
respectively, the displacement is computed as the difference of the bubble centroid
coordinates in two subsequent frames.
By adopting the LVT procedure it is finally possible to obtain:
• Distribution (cloud) of bubble rise velocities and average velocity as function of
equivalent diameter;
• Distribution (cloud) of bubble lateral velocities as function of equivalent diam-
eter;
• Distribution of bubble rise angle (probability plot);
• Statistical distribution of velocity coefficients φ for each bubble, where the bub-
ble velocity is given by Ub = φ(gDb)0.5.
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Once the bubbles rising up through the bed are indexed as above described, it is
possible to measure other bubble local properties and follow the time evolution of
each property for each bubble through its path along the bed.
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10 Results
As discussed in the previous chapter, the image analysis technique here developed is
able to obtain a very large amount of raw data about bubble properties inside the bed.
Notably, few kind of data are directly obtained by the image processing routine, i.e.
bubble centroid position, bubble projected area (and therefore its equivalent diameter),
bubble velocity and average bed height. This quantities alone can not be directly
used for bubbling regime characterization, but a further step of data post-processing is
needed to assess fluidized bed behavior.
In this chapter, the data obtained will be discussed in detail, together with the nu-
merical and statistical methods adopted for translation of large amount of raw data into
information useful for fluidization quality characterization. In particular, the overall
bed characteristics will be firstly analyzed such as bed height and overall bubble vol-
ume inside the bed. The main focus shall be the analysis of the relation between the
variation with time of these quantities and well accepted operative parameters used for
bubbling characterization such as the excess gas velocity with respect to the minimum
fluidization velocity.
As a part of overall bed characterization, the time averaged bubble phase maps will
be subsequently analyzed. Even if these maps report local time-averaged data, the
main focus will be the link between the way in which the bubble phase is dispersed
through the bed and the relevant fluid dynamic regime exhibited by the fluid bed.
Once analyzed all the available overall features, the bubble characteristics will be
shown and firstly assessed. Thanks to the highly automated procedure developed,
large amount of data were obtained. The first evidence is the highly dispersed cloudy
aspect of raw data on bubble evolution diameter with the elevation above the distrib-
utor. Notably, this finding is miles away from the simple evolution curves described
by the literature correlation presented in the previous chapters. Most of this chapter
is therefore devoted at finding suitable statistical treatment able to put some order in
the apparently topsy-turvy experimental data. This will be accomplished in different
ways, starting from the analysis of average diameter curves, going through the analysis
of overall bubble size distribution in the bed and evolution of average bubble number
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with the elevation above the distributor and finally leading to a detailed description
of local bubble size distributions on the basis of simultaneous existence of both coa-
lescence and break-up phenomena at all elevation of the bed. Notably, this last result
could not be achieved if a very large amount of data would not be easily obtained by
means of image analysis technique.
10.1 Bed expansion and bubble hold up
measurements
In this section, bed height and overall bubble hold up data are shown for some of
the experimental cases investigated. In particular, in Fig.10.1 data relevant to glass
ballotini fluidized at two different inlet gas velocities are reported, and in Fig.10.2
data relevant to different corundum particle mixtures fluidized at the same inlet gas
velocity. The data show the characteristic saw-tooth shaped fluctuations of the free
surface of the bed, due to the eruption of bubbles.
Bubble hold up data are computed by dividing the sum of bubble projected areas
in each frame by the total area occupied by the bed (this last being computed as the
overall image area minus the freeboard projected area). It must be observed that the
bed expansion dynamic and the relevant bubble hold-up dynamic, even if similar,
represent rather different phenomena. In fact, overall bed expansion depends on both
the extent of the bubble phase content and the average expansion of the emulsion phase
(including, for example small non-visible bubbles, and the expanded cloud region),
while bubble hold-up measures just bubbles overall content in the bed.
The mean value of bed expansion (i.e. the ratio between the mean bed height
µ(Hbed) and the settled bed heightH0) and the relevant normalized standard deviation
(i.e. the ratio between standard deviation of bed height σ(Hbed) and relevant mean
value µ(Hbed)) were computed for each case, the latter being a statistical measure
of bed height fluctuations. All available data were reported in Fig.10.3 as a function
of excess gas velocity. A power law dependence on excess gas velocity is generally
adopted in literature (Geldart, 1967) for the average bed expansion.
The analysis of standard deviations can be very helpful in assessing the amplitude
of bed height fluctuations. In fact such fluctuations are mainly due to the bubble
eruption phenomenon, i.e. bubbling intensity, which in turn depends upon bubble
eruption frequency and bubble size. In this respect the standard deviations plotted in
are a qualitative measure of the bubbling intensity.
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Figure 10.1: Experimental bed expansion and bubble hold up fluctuations at two different inlet
gas velocities (Glass, dp = 212− 250µm)
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Figure 10.2: Experimental bed expansion and bubble hold up fluctuations at two different powder
composition (Corundum, U = 0.56m/s)
The analysis of data reported in Fig.10.3 show that for each data serie (same par-
ticles and geometry, different inlet gas velocity), both mean expansion and relevant
standard deviation increase linearly. Notably, the mean expansion variation with ex-
cess gas velocity appears to be grouped in three different trends: (i) glass expansion,
show the larger increment of bed expansion with excess gas velocity; (ii) pure corun-
dum particles, show a considerably smaller increase of bed expansion with excess gas
velocity than glass particles because of larger particle density; (iii) corundum mixes,
that show an average expansion even lower than pure corundum particles. This last
evidence is probably due to the fact that the initial filling of the bed was performed
with separate particle layers of flotsam and jetsam particles. This lead to a larger
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Figure 10.3: Bed expansion overall characterization: circles, glass particles; squares, corundum
particles
mean value of bed voidage with respect of perfectly mixed condition of differently
sized particles. The analysis of standard deviations puts in evidence a slightly differ-
ent behavior: at the lowest excess gas velocities (below 0.3m/s) all data are aligned
regardless of particle type. At higher excess gas velocities, it is possible to observe
that for each composition (from pure jetsam to pure flotsam) a less steep dependence
is found on excess gas velocity: this is counterintuitive, because a stronger bubbling
would be expected, i.e. the eruption of larger bubbles. It will be shown in subsequent
sections that this behavior is perfectly expected if a regime transition starts to occur.
The analysis of bubble hold up average data and relevant standard deviations, re-
ported in Fig.10.4 show that for excess gas velocities smaller than 0.3m/s, the average
bubble hold up increases linearly with excess gas velocity with slope dependent only
on particle diameter. For higher excess gas velocities, increasing linear trends are ob-
served again with inlet gas velocity, with decreasing slope when passing from pure
jetsam to pure jetsam particles. The standard deviation values, on the other hand,
follow the same (qualitative) trend of bed height normalized standard deviation.
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Figure 10.4: Bubble holdup overall characterization: circles, glass particles; squares, corundum
particles
10.2 Local bubble hold-up distribution
Once the boundary between emulsion phase and bubble phase has been chosen, as
already discussed in relevant chapter, the bubble hold up b (or HU ) can be simply
defined as:
b =
∫
V
VbubbledV∫
V
VbubbledV +
∫
V
VemulsiondV
(10.1)
To define the local gas hold-up, it is sufficient to define a proper control volume
inside the whole system, and computing the limit for control volume towards zero.
b,loc = lim
V→0
∫
V
VbubbledV
V
(10.2)
To compute the time averaged local gas hold-up:
b,av,loc =
1
T
∫ T
0
lim
V→0
∫
V
VbubbledV
V
(10.3)
If the control volume is infinitesimal, it can not admit the contemporary presence
of both phases, thus the local hold up can be replaced with an instantaneous phase
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indicator:
Φ (x, y) =
{
1 ⇔ g ∈ Vbubble
0 ⇔ g /∈ Vbubble
(10.4)
av,loc (x, y) =
1
T
∫ T
0
g (x, y) dt (10.5)
This definition of phase indicator is immediately applicable to compute local time
averaged maps of gas hold-up by the means of digital image analysis techniques. We
have to consider the images that can be obtained by the image analysis based on bi-
narized images of the back-lighted fluidized bed already described. If we assume to
assign to gas-phase occupied pixels a unitary luminance value, and zero luminance
value otherwise, it is simple to observe that luminance value exactly coincides with
the gas phase indicator above defined.
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Figure 10.5: Local bubble hold-up maps at different inlet gas velocities (Glass, dp = 231µm).
The analysis of experimental time averaged bubble phase hold-up, shown in Fig.10.5
for the cases of glass particles, allows the visual observation of preferential bubble
paths along the bed, with a typical reverse-Y shaped pattern starting near the bottom of
the bed and developing in the upper regions of the bed. The reverse-Y shaped pattern
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is due to the coalescence-driven bubble dynamics prevailing after bubble nucleation
in the proximity of the distributor in the intermediate region of the bed. In particular,
the analysis of the maps allows the observation and quantification of systematic trends
in bubbles path characteristics. At low inlet gas velocity, bubbles appear to almost
uniformly rise through the bed. Increasing inlet gas velocity, the tendency for bubbles
to follow the reverse-Y path in the lower region of the bed increases, while the void
distribution in the proximity of the bed surface appear to be less sharp, due to more
intense eruption of bubbles. This is likely to be due to the influence of lateral walls on
bubble dynamics.
The average holdup maps reported in Figs.10.6 - 10.8 show results that qualitatively
agree with those by Lim et al. (2007), i.e. a pair of narrow bands of high bubble
concentration along either sides of the bed close to the walls near the distributor, which
gradually migrate inwards, spreading over the center of the bed higher up in it. The
tapering of bubble distribution also leaves the regions close to the wall in the upper
part of the bed deprived of bubbles. It is worth noting that the bed height at witch the
lateral bands reach the bed centerline gives indication of a fully developed bubbling
regime.
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Figure 10.6: Local bubble hold-up maps at fixed inlet gas velocity (0.56m/s) and different flotsam
compositions.
A somehow different behavior is observed when analyzing bubble hold-up maps
obtained for corundum mixtures. Increasing inlet gas velocity, the tendency for bub-
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Figure 10.7: Local bubble hold-up maps at fixed inlet gas velocity (0.64m/s) and different flotsam
compositions.
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Figure 10.8: Local bubble hold-up maps at fixed inlet gas velocity (0.72m/s) and different flotsam
compositions.
bles to follow the reverse-Y path in the lower region of the bed increases, while the
void distribution in the proximity of the bed surface appear to be less sharp, due to
more intense eruption of bubbles, as it can be seen, for example in figure from 10.6.a
to 10.6.e. When pure jetsam bed is considered (Figs.10.6.a, 10.7.a, 10.8.a), the lat-
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eral band appear to reach the bed center very close to the distributor, below 0.2m. In
agreement with Lim et al. (2007) findings, near-wall zones near the bed surface are
almost bubble free. Conversely, when increasing flotsam content, a rather different
behavior is observed, i.e. the lateral bands of bubbles formed at the distributor reach
the bed center at higher elevations, and a wide zone of high bubble content is formed
on the whole bubble width. This kind of behavior can be likely to be due to the onset
of constrained bubble growth.
Notably, the region having average bubble hold-up larger than to 0.5 seems to be
suitable for bubbling type characterization. Its shape strongly depends on both com-
position and inlet gas velocity. It changes from an almost uniform shape at lowest ve-
locity and composition (related to a relatively weak bubbling regime, see Fig.10.6.a)
to a straight I-shape at intermediate compositions and velocities (typical of partially
slugging regimes, see for example figures from 10.8.b to 10.8.d) and eventually to a
deep-U shape at the highest velocity and composition (due to the onset of a fast flu-
idization regime at least in the highest section of the bed, see for instance Fig.10.8.e).
It is worth noting that the straight-vertical path in the upper sections of the bed ap-
pear to be straighter and thinner with increasing gas velocity at fixed composition
(Figs.10.6.a, 10.7.a and 10.8.a), as a consequence of the formation of greater bubbles,
rising up undisturbed through the bed because of a less significant presence of coales-
cence phenomena, as well as increasing flotsam composition at fixed inlet gas velocity
(figures from 10.6.a to 10.6.e)
The analysis of time averaged hold-up maps is of course fully consistent with the
bed height and bubble hold-up results previously presented in Fig.10.4
10.3 Bubble size evolution
Some of the available experimental distributions of bubble equivalent diameters are
reported as function of bubble distance from distributor. The full set of data are pre-
sented in Fig.10.9 in raw cloudy form, in order to highlight the complex bubble behav-
ior along bed height. The adoption of an average curve with indication of its variance
would not account for the richness of the raw data. Conversely, the cloudy data pre-
sented allow the visualization of the small bubbles that are inside the bed even at the
highest elevations, while an average curve, even if with variance, could not show such
characteristic and complexity.
On the whole the experimental data show a characteristic increase in bubble diam-
eter, with an upper envelope of data approximately following a power law, in accor-
A. Busciglio PhD Thesis
142 10 Results
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0
0.05
0.1
0.15
0.2
0.25
H [m]
D
b 
[m
]
 
 
Raw data
D10
D21
Darton et al.[1977]
Shen et al.[2004]
(a) U = 0.18m/s
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0
0.05
0.1
0.15
0.2
0.25
H [m]
D
b 
[m
]
 
 
Raw data
D10
D21
Darton et al.[1977]
Shen et al.[2004]
(b) U = 0.36m/s
Figure 10.9: Bubble diameter evolution at two different inlet gas velocities (Glass, dp = 212 −
250µm)
dance with the analysis by Darton et al. (1977). However, the presence of a wide
distribution of bubble sizes is evident at all elevations of the bed, as a result of the
splitting and/or nucleation phenomena. At increasing gas velocities, the increase in
bubble diameter is more pronounced, as physically expected. Moreover, the pres-
ence of small bubbles in upper regions of the bed appear to be less pronounced with
increasing velocity, due to the onset of slugs in such regions. This results are in agree-
ment with the finding of Hulme and Kantzas (2004), in which large data scattering on
bubble diameter vs. distance above the distributor was shown.
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Figure 10.10: Bubble diameter evolution at two inlet gas velocities (Corundum, dp = 550µm)
Similar data trend is shown in Fig.10.10 in which the raw data on bubble diameter
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as a function of elevation above the distributor are reported for the case of coarse
corundum particles fluidized at two different velocities. When corundum particles are
adopted, a considerably larger amount of small bubbles is evident at all elevations, but
the average bubble size tends to increase with the excess gas velocity and elevation
above the distributor.
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Figure 10.11: Bubble diameter evolution at two different powder composition (Corundum, U =
0.56m/s)
A rather different behavior can be observed in Fig.10.11, in which two raw data set
obtained for two different corundum mixtures fluidized at the same inlet gas velocities
are reported. Again, the data assume the form of a wide cloud, but the number of small
bubbles is much larger at all elevations with respect to the data reported in Fig.10.9 and
10.10. This fact is due to the high inlet gas velocities adopted for these experiments
(the inlet gas velocity must overcome the final fluidization velocity of the mixture
Uff to guarantee the homogeneous composition of the bed), that leads to very strong
bubbling condition in the upper section of the bed. This regime leads to the strong
presence of small shrank bubbles at all elevations, as also reported by Hulme and
Kantzas (2004). This in turn leads to a slight decrease of the average diameter curve
slope when increasing the inlet gas velocity.
This first analysis points out that the adoption of an average curve can not fully
account for the richness of the raw data. Conversely, when raw data are presented, it is
possible to observe small bubbles that are inside the bed even at the highest elevations.
A good compromise between easiness of calculation, physical meaning and ability in
describing bubble diameter evolution dynamics along bed height is in most of the cases
given by the local value ofD21, i.e. the ratio between the second and the first moment
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of the local bubble size distribution Busciglio et al. (2010). An example of bubble
D21 variation along bed height at fixed inlet gas velocity and different compositions
is reported in Figs.10.12 and 10.13:
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Figure 10.12: D21 evolution with the elevation above the distributor for glass ballotini varying the
inlet gas velocity
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Figure 10.13: D21 evolution with the elevation above the distributor for corundum particle mix-
tures varying the powder composition
As expected, it is possible to observe in 10.12 a characteristic increase in bubble
average diameter with elevation at each velocity investigated, and a steeper increase
of bubble diameter increasing the inlet gas velocity. This is well expected and in qual-
itative agreement with literature correlations already discussed Darton et al. (1977);
Shen et al. (2004). Nevertheless, unexpected trend appears when corundum mixtures
are fluidized, as shown in Fig.10.13: in fact, it would be expected that larger bubbles
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will form when highest compositions are fluidized, once fixed the inlet gas velocity.
In fact, an increase of the flotsam content generally leads a decrease of the minimum
fluidization velocity, and would lead to a strongest bubbling regime or slugging, if the
inlet gas velocity is fixed. This can be easily explained analyzing Fig.10.11: an in-
crease of flotsam content of the fluidized powder in fact lead to an increase in number
of small bubbles at the highest elevations instead of an increase of bubble diameter
(that is eventually limited by fluid bed width). On this basis, more sophisticated sta-
tistical instruments could be applied to fully asses this complex behavior, i.e. showing
the relevant standard deviation of local average values, see Figs.10.14 and 10.15
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Figure 10.14: σ(Db) evolution with the elevation above the distributor for glass ballotini varying
the inlet gas velocity
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Figure 10.15: σ(Db) evolution with the elevation above the distributor for corundum particle mix-
tures varying the powder composition
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The unexpected effect is again clearly visible in this last figure: in particular, an
increase of standard deviation would be expected when mixtures richer in the flotsam
component are considered. Conversely, it is possible to observe that an increase of
the flotsam fraction leads to smaller-valued σ(Db) curves, with a smooth transition
from pure jetsam to pure flotsam. This can be explained by a thorough observation of
Fig10.11: in practice, in the case of pure jetsam component data, for any given inlet
gas velocity, it is possible to observe that small bubbles are present at all elevations in
the bed, but their number tends to decrease with elevations due to the coalescence with
other bubbles, as will be further discussed in subsequent sections analyzing bubble
density evolution. Different trends are observed if the ratio D21/D10 is plotted as a
function of bubble elevation above the distributor:
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Figure 10.16: D21/D10 evolution with the elevation above the distributor for corundum particle
mixtures varying the powder composition
This index acts as an indicator of polydispersity of the analyzed sample of bubble
diameters. Figure 10.16 highlight that the width of local bubble size distribution in-
crease with elevation above the distributor and with the inlet gas velocity. Notably,
this difference between the local standard deviation analysis and the local D21/D10
values puts in evidence that local bubble size distribution must have a strong positive
skewness. It was already observed that the mode of bubble diameters is quite different
from the mean bubble diameter on the overall bed (Agarwal, 1985), because of the
characteristic skewness of BSDs in fluidized beds. It was also proposed a suitable
correlation for the prediction of average bubble diameters. Horio and Nonaka (1987)
considered the bubble diameter evolution in steady-state condition as the results of
a dynamic equilibrium between coalescence and break-up frequencies. In particular,
PhD Thesis A. Busciglio
10.4 Bubble density evolution 147
the latter phenomenon is found to be related to particulate dimension instead of bubble
diameter. The equation that results from the model was an extension of the equation
proposed by Mori and Wen (1975). Nevertheless, a more in-depth data analysis and
processing is actually needed for better understanding of the phenomena involved.
10.4 Bubble density evolution
A first more in depth understanding of bubbling behaviors, in which a wide range
of operative conditions is analyzed can be performed through the analysis of bubble
numerousness as a function of the elevation above the distributor.
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Figure 10.17: Bubble density evolution at two inlet gas velocities (Glass, dp = 212− 250µm)
Figure 10.17 shows the average bubble density along the bed height for two differ-
ent glass particle systems fluidized at different inlet gas velocities. The bubble density
is computed by discretizing the whole bed height in a certain number of slices, 20
here, and calculating the number of bubble centroids falling into each slice. This pro-
cedure is repeated for each individual frame and the results are averaged over all the
frames analyzed.
A linear decay of bubble density can be easily observed in the semi-logarithmic
chart of Fig.10.17. Such a behavior for a bubbling bed can be explained by performing
a simple bubble density balance over an infinitesimal section of the bed, which gives:
Nb|z+dz = Nb|z + kbdz (10.6)
where kb is the bubble density rate of change per unit volume of bed. Rearranging:
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dNb
dz
= kb (10.7)
Assuming that the bubble density rate of change per unit volume of bed is propor-
tional to bubble density itself (first order decay rate):
dNb
dz
= KbNb (10.8)
and integrating between the bottom of the bed and the general elevation H:
ln
(
Nb
N0
)
= KbH (10.9)
one finally gets
ln (Nb) = KbH + ln (N0) (10.10)
which is in fact a first order bubble net coalescence rate. The experimental data
reported in Fig.10.17 show an almost similar behavior at all inlet gas velocities, with
a linear decay trend for all investigated cases. It is worth pointing out that the slope
of the linear tend appears to reach an almost constant value at the highest velocities.
A constant value of bubble density would be expected in the case of fully developed
slug flows, or, more in general, in the case of fully developed bubbly flows resulting
into a dynamic equilibrium condition between bubble coalescence and breakup. As a
final statement, this behavior can be summarized as follows:
ln (Nb) =
{
= kbH + ln (N0) bubbling
= ln (Ns) slugging
(10.11)
where N0 is the bubble number density at the distributor, Ns the slug number den-
sity and kb is the specific rate of coalescence.
In Fig.10.18 all fitting data obtained are reported as a function of excess gas velocity.
As it is possible to observe in Fig.10.18(a), the bubble density at the distributor N0
slightly decreases with the excess gas velocity, while the slug number Ns increase.
On overall, the bubble net coalescence rate decreases with inlet gas velocity.
The data previously discussed on bubbling characterization can be now discussed a
little more in depth: in fact, the more important characteristic of high velocity bubbling
regimes is the very small difference between N0 and Ns. This in turn lead to fully
developed bubbly flow (in which a dynamic equilibrium between bubble coalescence
and breakup) is realized with higher bubble numbers. This leads to small kb values
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Figure 10.18: Bubble decay rate fitting parameter as function of excess gas velocity: circles,
glass particles; squares, corundum particles
and large Ns values (see also Fig.10.11), with large number of small bubbles at all
elevations. This evidence can be clearly seen in Fig.10.19, where the data relevant
to corundum mixtures are reported for two different inlet gas velocities. In fact it
is possible to observe that for the pure jetsam particles a steep decrease of bubble
density is observed, at both inlet gas velocities. When passing from pure jetsam to
pure flotsam (this in turn leads to a decrease of the incipient fluidization velocity and
therefore an increase of the excess gas velocity) the bubble density decrease appears
to be less steep, and the regime bubble density Ns subsequently increase.
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Figure 10.19: Bubble decay rate fitting parameter a s function of excess gas velocity
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10.5 Bubble size distributions
A different way for bubbling characterization passes through the analysis of the overall
bubble size distribution (BSD). Some experimental distributions of bubble equivalent
size distribution on the whole bed are reported in Fig10.20. The experimental dis-
tributions show a characteristic positive skewness of the distributions at all inlet gas
velocities, in accordance with relevant literature data (Argyriou et al., 1971; Morooka
et al., 1972; Werther, 1974a,b; Rowe and Yacono, 1975; Lim and Agarwal, 1990; Liu
and Clark, 1995; van Lare et al., 1997).
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Figure 10.20: Overall BSD and relevant fitting curves at two inlet gas velocities (Glass, dp =
212− 250µm)
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Figure 10.21: Overall BSD and relevant fitting curves at two inlet gas velocities (Corundum,
dp = 212− 250µm)
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Two kind of fitting were adopted, as suggested in several literature works , i.e. the
Gamma distribution (Argyriou et al., 1971; Morooka et al., 1972; Rowe and Yacono,
1975; Liu and Clark, 1995) and the Log-normal (Werther, 1974a; van Lare et al., 1997)
distributions can be seen in Fig.10.20 and Fig.10.20.
BSDgamma = f (Db|G1, G2) = 1
GG12 Γ(G1)
DG1−1b e
−DbG2 (10.12)
BSDlogn = f (Db|L1, L2) = 1
DbL2
√
2pi
e
− (lnx−L1)2
2L22 (10.13)
It is worth noting that in general both distribution types acceptably describe experi-
mental data, with the exception of the right hand tail of the distribution. This is likely
to be due to the simultaneous presence of small bubbles (at all elevation above the
distributor) and large bubbles (formed by coalescence of smaller bubbles). Notably, it
is well expected that the number of small bubbles largely exceeds that of large bub-
bles: this in practice gives rise to the disagreement in BSD fitting shown in Fig.10.20
and 10.21. Notably, this phenomenon results less evident in Fig.10.21: in fact, as dis-
cussed in previous section, for the case of corundum particles a considerably larger
amount of small bubbles is always present at all elevation, therefore partially hiding
the large-bubble-related tail.
The parameters of Gamma distribution that best fit experimental data were plotted
in Fig.10.22 as a function of excess gas velocity, while the relevant parameters of
Lognormal distributions are reported in Fig.10.23:
It is worth reminding that, in general, the Gamma distribution is a two parameter
distribution in which the first parameterG1 acts as a shape parameter, while the second
parameter G2 act as the scale parameter. Notably, the analysis of all data reported in
Fig.10.22 points out that the smaller the excess gas velocity, the larger is the distribu-
tion shape parameter, and therefore, the distribution results more similar to a Gaussian
(non-skewed) distribution. Conversely, at higher inlet gas velocities, an almost con-
stant value of the shape parameter G1 ≈ 2 is found. A quite different dependence on
excess gas velocity is found analyzing the second distribution parameter, i.e. the scale
parameterG2: for each data serie (constant composition and type of particles, varying
inlet gas velocity), an increase of G2 with excess gas flow is found, with a steeper
dependence at the lowest excess gas velocities and almost constant values at the high-
est inlet gas velocities. This fact highlights that a wide range of bubbling behaviors
is found in the experiments, ranging from normal bubbling to highly bubbling- fast
bubbling regimes. Moreover, the evidences point out the need for different measure-
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Figure 10.22: Gamma distribution parameters: circles, glass particles; squares, corundum parti-
cles
ment approaches in order to fully characterize bubbling behaviors in a wide range of
conditions.
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Figure 10.23: Lognormal distribution parameters: circles, glass particles; squares, corundum
particles
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A quite similar discussion applies to Fig.10.23: the first parameter represent the
mean value of the logarithm of the bubble diameter sample under analysis, while the
second parameter represent its relevant standard deviation. Notably, is the bed would
exhibit a weak bubbling regime, the L1 value will increase as well as the relevant L2.
This is shown in Fig.10.23 at the lowest inlet gas velocity, while again, at the highest
inlet gas velocities, almost constant values of L1 and weakly dependent L2 values on
excess gas flow are reported.
This is of course justified if it is assumed that at the highest inlet gas velocities a
re-arrangement of bubbly flow occurs in which bubble break-up due to highly turbu-
lent bubble motion and interactions lead to the formation of a population of smaller
bubbles at all elevations, as already seen in previous sections.
10.6 Local Bubble Size Distribution
The characterization of bubble evolution through a simple average curve, even with in-
dication of its variance would not account for the richness of the raw data, as shown in
previous sections. In order to better characterize the bubbles behavior the Bubble Size
Distributions over the bed have been extensively studied. In particular, for each exper-
iment, the local non-parametric Bubble Size Distributions (BSD) can be computed.
The non-parametric BSD of the bubbles whose centroid was inside each of the ROI
(Region of Interest) investigated have been computed. Each BSD is computed by the
discretization of the whole diameter range investigated in discrete diameter classesDi
and counting for each diameter class the fraction of bubbles having diameter lower
or equal to each Di value. The curve thus obtained coincides with the cumulative
diameter distribution weighed on bubbles number. The BSD is then computed by
numerically differentiating the cumulative distribution thus obtained.
The local non-parametric distribution functions are reported in Fig.10.24 and 10.25,
for two different cases. Remarkably, the analysis of such BSDs points out a charac-
teristic bimodality at all elevations.
This shape of BSDs is likely due to the coalescence and/or break-up phenomena
occurring in the fluidized bed. It is well known that bubbles tend to grow mainly be-
cause of coalescence phenomena along bed height. If this phenomenon only is taken
into account, a monomodal local BSD would be measured, with the mean diameter
value changing with elevation. Nevertheless, our data show that in each of the ana-
lyzed ROI , a well defined fraction of bubbles having lower diameter range is found.
This feature is likely to be related to nucleation and break-up phenomena, that lead to
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the presence of small bubbles at all elevations above the distributor. The separation
between the secondary peak (i.e. the distribution peak having the larger mode) and the
primary peak (i.e. the distribution peak having the lower mode) appears to be more
pronounced with the elevation above the distributor.
The primary peak (small diameter range) is related to locally nucleated and split
bubbles, that generally give rise to split bubbles having approximately the same size.
Therefore the related peak would show mean and mode values that do not appreciably
change with elevation above the distributor. Conversely, the secondary peak is related
to the presence of coalescing bubbles. If these bubbles coalesce following (for the
sake of simplicity) the pattern proposed by Darton et al. (1977), then the mode or
the mean value of this peak would change with the elevation, following a power law
Darton et al. (1977); Shen et al. (2004).
To verify these hypotheses, the experimental local BSDs have been fitted with
weighted sums of Gamma distribution:
BSD(Db) =
∑
i=1,2
φi
Dαi−1b
βαii Γ (αi)
e
−Dbβi (10.14)
∑
i=1,2
φi = 1 (10.15)
where αi and βi are the Gamma distribution parameters for the ith peak, and the
φ parameter accounts for the fraction of bubbles in the primary peak, therefore coin-
ciding with the area of the primary deconvoluted peak. The so obtained distribution
parameters will be further analyzed in the following sections.
A detailed analysis was separately carried out on each of the component of BSD
fitting function reported in Eqn.10.14 (subsequently referred as component 1, the pri-
mary peak at lower diameter range, and component 2, the secondary peak at higher
diameter range). For each experimental case investigated, the following set of para-
meters were finally obtained:
• µi: mean value of the ith distribution component, computed as αi · βi;
• χi: mode value of the ith distribution component, computed as (αi − 1) · βi;
• σi: standard deviation value of the ith distribution component, computed as
αi · β2i ;
• Ψi: skewness value of the ith distribution component, computed as 2/√αi;
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• φ: small bubbles fraction (i.e. fraction of bubbles included in the primary peak).
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Figure 10.24: Local bubbble size distributions at two inlet gas velocities (Glass, dp = 212 −
250µm)
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Figure 10.25: Local bubble size distributions at two powder compositions (Corundum, U =
0.56m/s)
It can be easily observed that, for the case of lower elevations the experimental data
show a skewed distribution with one visible mode. This finding may be explained by
taking into account that at all elevations near the distributor the prevalent phenomenon
is the growth of almost mono-sized bubbles, with negligible break-up and coalescence.
At higher elevations the dynamic behavior of bubbles is more complex, since there
is the simultaneous presence of bubble growth and nucleation, bubble break-up and
coalescence phenomena. The effects of the latter phenomena increase with elevation,
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resulting into the data distribution to change progressively from a skewed monomodal
distribution into a skewed bimodal distribution.
The bimodal pattern evolution of BSD with elevation above the distributor can be
explained in the following way. The primary peak (small diameter range) is related to
locally nucleated and split bubbles: since it can be assumed that splitting phenomena
will give rise to split bubbles of approximately the same size, the related peak would
show mean and mode values not changing appreciably with elevation above the dis-
tributor. This assumption is justified if we consider that the analysis of BSD accounts
for the bubble number and that the bubble-shrinking splitting phenomenon is the prin-
cipal responsible for the bubbles of the primary peak. Conversely, the secondary peak
is related to coalescing bubbles: since this bubbles will coalesce following the mech-
anism hypotized by Darton Darton et al. (1977), it is expected that the mode or the
mean value of this peak would change with elevation above the distribution following
a power law somewhat similar to those proposed by Darton et al. (1977) or Shen et al.
(2004). The bimodal pattern of local BSD is a substantially new finding with respect
of the previous works regarding fluidized beds BSD, that can be easily analyzed via
Digital Image Analysis techniques because of the ability to acquire large amount of
full-field data, therefore allowing the collection of a sufficient number of bubble data
to perform such a detailed analysis.
The fitted mean values and relevant squared variances for different systems investi-
gated are reported in Fis.10.26-10.28
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Figure 10.26: Local Bubble Size distribution parameters (Glass, dp = 212− 250µm)
The statistical approach developed in this work allows a separate description of
bubbles belonging to the primary and secondary peak. Of course the link between the
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Figure 10.27: Local Bubble Size distribution parameters (Corundum, U = 0.56m/s)
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0
0.05
0.1
0.15
0.2
H [m]
µ 2
, 
µ 1
 
[m
]
 
 
x = 0.0
x = 0.2
x = 0.4
x = 0.5
x = 0.6
x = 0.8
x = 1.0
(a) Mean values
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0
0.02
0.04
0.06
0.08
0.1
0.12
H [m]
σ
2,
 σ
1 
[m
]
 
 
x = 0.0
x = 0.2
x = 0.4
x = 0.5
x = 0.6
x = 0.8
x = 1.0
(b) Squared variance
Figure 10.28: Local Bubble Size distribution parameters (Corundum, U = 0.72m/s)
primary and secondary peak is still to be assessed. To this aim, mean (µ1) and mode
(χ1) values of the primary peak together with the relevant χ2 have been plotted versus
the mean value of the secondary peak µ2, as reported in Fig.10.29. It is worth noting
that in general, both the mode and the mean value of the primary peak slightly changes
with the relevant µ2 value, but for all cases investigated a very simple dependence was
found.
Remarkably, the average value of the primary peak as a function of the relevant µ2
value was fitted with a simple power law, finally leading to:
µ1 = 0.065µ0.42 (10.16)
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Figure 10.29: Local distribution parameters as a function of µ2
χ1 = 0.029µ0.22 (10.17)
The different dependence shown by χ1 and µ1 as a function of µ2 puts in evidence
that the larger µ2, the larger the skewness of the primary peak. Conversely the sec-
ondary peak mode value χ2 is a linear function of µ2, therefore highlighting a constant
skewness of the secondary peak. A similar operation can be done for describing the
relation between the standard deviations of both component peaks, i.e. σ2 and σ1, and
the mean value of the secondary peak µ2, ans can be seen in Fig.10.30:
σ2 = 0.48µ2 (10.18)
σ1 = 0.15µ2 (10.19)
It is worth noting that a simple relation exists between the µ2 value and the relevant
D21 value, as reported in Fig.10.31, this latter being approximately 0.8 times the µ2
value.
By describing distribution parameters as an exclusive function of the µ2 value, it
would be therefore possible to estimate with sufficient reliability all the relevant di-
mensionless standard deviations, including implicitly the influence of the operating
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Figure 10.30: Local distribution width as a function of µ2
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Figure 10.31: Comparison between D21 and relevant µ2 values.
conditions (e.g. type of particulate and inlet gas velocity) and the elevation above the
distributor.
This latter point has been addressed with a highly empirical method, given the lack
of experimental relations covering so wide ranges of bubbling regimes. In particular,
two different dependencies were analyzed of µ2 on the elevation above the distributor
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and excess gas velocity, below and beyond the ecess gas velocity value of 0.3 m/s, that
was found in several results previously shown a good limit for weak bubbling regime.
On this basis, the following equation was found to best fit the data (R2 = 0.89):
µ2 =
{
0.86H0.98 (U − Umf )0.60 → (U − Umf ) < 0.3m/s
0.23H0.96 (U − Umf )−0.47 → (U − Umf ) > 0.3m/s
(10.20)
The results of the above presented fitted equation is reported in Fig.10.32, in which
the µ2 values computed by means of Eqn.10.20 are reported as a function of relevant
experimental values.
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Figure 10.32: Comparison between calculated and experimental µ2 values.
As it is possible to observe, almost all value are correctly predicted in the interval
±30%.
10.7 Bubble velocity distribution
In Fig.10.33 and 10.34, the distribution of velocity coefficient for the bubbles in the
bed in different experimental cases is reported. The velocity coefficient is defined on
the basis of a generalization of the well known empirical equation for determining
bubble rise velocity ub:
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Ub = φ
√
g Db (10.21)
Davidson and Harrison (1963) proposed a value for the velocity coefficient φ =
0.71, whereas Shen et al. (2004) proposed φ = 0.8 ÷ 1.0, specifically measured for
2-D fluidized beds.
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Figure 10.33: Velocity coefficient distribution parameters (Glass)
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Figure 10.34: Velocity coefficient distribution parameters (Corundum)
Comparisons between the experimental distributions of the bubble velocity coef-
ficient as computed by using the LV T bubble tracking data show that the velocity
coefficient distribution has a characteristic positively skewness, probably linked to the
relevant bubble size distribution. The measured skewed distributions appear to be
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larger with increasing gas velocity, therefore confirming that stronger bubble interac-
tions occur. On the contrary, the modes of the distribution appear to be negligibly
influenced by the gas velocity.
The analysis of experimental data on average rise velocity as a function of bubble
equivalent diameter reported in Fig10.35 shows a behavior different trend than expec-
tation, i.e. than that of Eqn.10.21. At smaller diameters, the average rise velocities
are larger than those predicted, while at the larger diameters the experimental data are
quite noisy. In the mid-range of diameters, the data trend follow correctly the square-
root law expected, but velocity is somewhat smaller than that deriving form a velocity
coefficient of φ = 0.71, and a velocity coefficient of φ = 0.58 should be adopted.
These findings can be all explained if the bubbling conditions adopted for experiments
are recalled. In a few word, the systems investigated ranged from poorly bubbling to
highly slugging system. The more intense the bubbling regime, the strong are bubble
bubble-to-bubble interactions within the bed. On this basis, it is easy to imagine that
small bubbles velocities are largely influenced by interaction with larger bubbles, that
tend to accelerate them toward coalescence. At the same time, it is clearly very diffi-
cult to accurately measure the velocity of large, high-interacting bubbles, because of
the chaotic motion of their boundary due to coalescence phenomena, bubble splitting
phenomena and deformation along their path along the bed.
The data presented can not be therefore easily compared with existing correlations
developed for single bubbles or bubbles in weak bubbling conditions, but, on the con-
trary, must be further investigated to better explain and model the phenomena govern-
ing bubble motion and interactions.
10.8 Overall bubble velocity fields
The experimental bubbles vector plots are reported in Figs.10.6-10.8 for all exper-
iments conduced with corundum particles. The plots are obtained by suitable time
averaging of instantaneous bubble velocity maps. In accordance to the previous dis-
cussions, bubble trajectories would be slightly oriented toward the center of the bed in
the lower part of the bed and then vertically directed in the upper section of the bed.
Moreover, the velocity field plots confirm the evidence for the local bubble hold-up
maps shown in Figs.10.6-10.8. These latter allow for the visualization of preferen-
tial bubble paths along the bed height, whereas the former relates the relevant bubble
average velocities to preferential paths.
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Figure 10.35: Bubble average rise velocities
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Figure 10.36: Velocity vector plots at fixed inlet gas velocity (0.56m/s) and different flotsam
compositions.
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Figure 10.37: Velocity vector plots at fixed inlet gas velocity (0.64m/s) and different flotsam
compositions.
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Figure 10.38: Velocity vector plots at fixed inlet gas velocity (0.72m/s) and different flotsam
compositions.
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11 Concluding remarks
A digital image analysis technique (DIAT) was developed in this PhD work to study
the hydrodynamics of a lab-scale two dimensional bubbling fluidized bed. The DIAT
allows for the simultaneous measurements of the most significant bubble properties by
means of a purposely in-house developed software. The statistical analysis performed
on the test case here presented allows to state that the highly automated technique
here developed may well be used to fully characterize the complex dynamic behavior
of freely bubbling beds, highlighting its large potential. Moreover, the present image
analysis technique may well be applied also to the case of CFD simulations of bub-
bling fluidized beds where results may be conveniently shown in terms of solid (or
gas) phase distribution maps thus being a post-processing tool particularly useful for
validation.
A thorough analysis of bubbling characteristics in fluidized bed has been performed,
highlighting the complexity of phenomena involved. In particular, a large part of the
work was devoted to the systematic analysis of bubble dynamic analysis in different
operative condition, i.e. by widely varying the inlet gas velocity and the powder com-
position, this latter aspect being poorly analyzed in the pertinent literature. A novel
full statistical analysis of bubble size distribution in 2D gas fluidized beds has been
developed. The analysis of local bubble size distributions highlighted a characteristic
bimodality that can be explained through the coalescence/splitting behavior of bubbles
inside the bed, under the hypothesis of separable effects (i.e. the split bubbles give rise
to a peak on the local BSD appreciably different from that of coalescing bubbles). The
full statistical approach for the characterization bubble population (in terms of average
values of large bubbles, relevant standard deviations and BSD shape) can be adopted
for more in depth characterization of bubbling dynamics.
The analysis of bubbling dynamics of mixed powders has shown that most of the
properties investigated can be sufficiently well explained on the basis of well accepted
parameters such as the Excess gas flow, provided that some care must be taken in data
analysis when high velocity fluidization is considered.
The work here presented is of course only a part of a more extended work on flu-
166 11 Concluding remarks
idization dynamic analysis. In particular, future developments could be aimed at the
measurement of different particle-fluid systems. On the other hand, data obtained
could be used for the development of more accurate or reliable models for the predic-
tion of fluidization dynamics.
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Part III
Fluidization Modeling

12 Introduction to linear stability
modeling
12.1 Fundamental aspects of fluidized beds
modeling
The widespread application of gas particle flow systems and fluidization in industry
demands the development of reliable and accurate mathematical models, to be vali-
dated by detailed experimental data. The recent development of mathematical model-
ing of particulate solids behavior together with the increased computing power enables
researchers to simulate the behavior of fluidized powders and to link fundamental par-
ticle properties directly to the powder behavior and predict the interaction between
particles and gaseous or liquid fluids. To this regard, computational fluid dynamics
(CFD) modeling provides a fundamental tool to support engineering design and re-
search in multiphase systems. Many authors recognize that computational modeling
in multiphase systems has the potential to increase process efficiency and reduce the
number of scale-up steps in the design of reliable commercial plants.
Gas-fluidized bed may be seen as suspension of solid particles in a gas with high to
moderate particle concentrations and so they can be regarded to as a two phase system,
in which the solid phase has a distinctive discrete nature with solid particles having
their own shape and size. On the other end, the gas phase can be assumed to form a
physical continuum. The continuum hypothesis implies that even a very small volume
of gas still remains a continuum itself, entirely filled with a large number of molecules
(Batchelor, 1973). Variations in the gas properties and variables on a molecular scale
can be ignored, since they average out over all length scales of interest.
In the general framework of multiphase flows, gas-particle flow has been character-
ized in various ways according to the different classification methods suggested in the
literature. A general classification is that of (Ishii, 1975), which divides the two phase
flows into three classes, according to the topology of the flow, i.e.: separated flows,
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mixed or transitional flows and dispersed flows.
• Separated flows are those in which each phase is materially connected and oc-
cupies a distinct region of the flow domain with a unique interface between the
two phases. On the other end, dispersed flows are flows in which one phase, the
dispersed phase, is not materially connected.
• Mixed or transitional flows are those in which the characteristics of separated
and dispersed flows are simultaneously present, as in the case of vertical droplet
annular flow with liquid droplets dispersed in a gas core and liquid film falling
on the walls.
• Dispersed flows. These in turns include a number of typical regimes, depending
on the nature of the two phase involved in the flow, i.e.: droplet flow with gas-
liquid droplets, bubbly flow with liquid-gas bubbles and particulate flow with
gas or liquid-solid particles, where the solid particles constitute the dispersed
phase. According to Ishii’s classification, particulate flow is the typical regime,
which identifies the gas-solid flow in fluidized beds. However, other more spe-
cific regimes, have been identified in order to characterize particulate flows as
well.
Flow regime classifications, as the ones aforementioned, point to the enormous phe-
nomenological richness of multi-phase flows. The fact that the structure of multi-
phase flows can take completely different forms represents one of the major difficulty
for a definitive formulation of the governing equations of motion in these systems.
In contrary to single phase fluid flow, where it is generally accepted that the Navier-
Stokes equations constitute an accurate model of the flow phenomena involved (in-
cluding turbulence, in terms of instant velocity), the physics underlying multi-phase
flows are not yet completely understood.
In general it is not possible to fully predict the flow structure from a fundamental
model; instead, the flow regime to be simulated must be born in mind in order to
formulate an appropriate multi-phase flow model. Some models are very regime -
specific, based on the particularities of each structure, while others are more general;
however, a priori knowledge of the regime seems indispensable at present.
Multi-phase models for gas solid flows can be generally classified into three types:
1. Phenomenological models that comprise algebraic equations based on simpli-
fying assumptions and mechanistic insight;
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2. Semi-fundamental models, derived from the Navier-Stokes equations trough av-
eraging procedures that, however, give rise to terms whose closure must be car-
ried out empirically;
3. Fundamental models, based on the Navier-Stokes equations, that require track-
ing of all interfaces.
Initially, hydrodynamic studies of fluidized beds focused on experimental measure-
ments and simple analytical models. The main design parameters were identified to
be the temperature, pressure, particle density, particle sizes and size distribution, flu-
idizing gas flow rate, presence of additives, as well as the dimensional characteristics
of the vessel, such diameter and height to diameter ratio. These parameters were cast
into dimensionless terms and correlated experimentally to the quantities that deter-
mine the performance of the reactor, such as slip velocity, solid circulation rate, phase
distribution and interfacial area. Due to the complexity of the phenomena underlying
multi-phase flow however, experimental correlations lack wide predictive potential
and remain tied to the equipment used for their determination. Models of the first
type were the only option at an age when differential models were too expensive to
compute; they are generally tailored for specific fluidization regimes; yet they can
sometimes be combined with a CFD code or assist in estimating parameters.
In the case of bubbling fluidization, for example, one of the first attempts to formu-
late a coherent theory for describing the flow field surrounding a rising bubble may
be traced back to the 50-60’s in the two-phase theory presented by Toomey and F.
(1952) and developed by Davidson and Harrison (1963). The two phase theory has
been widely used to correlate important parameters of the bubbling flow regime, such
as bubble size, bubble rise velocity and bed expansion from the knowledge of funda-
mental fluidization quantities such as the minimum fluidization velocity Umf and the
inlet superficial gas velocity U .
The third class of models is applicable in separated flows, or for modeling micro-
scopic phenomena in dispersed flows; in these models, a single set of Navier-Stokes
equations is used to describe a multiphase flow field. Therefore the variables exhibit
a discontinuous change at the interfaces, that must in general be implemented with
appropriate jump conditions. The main complexity in this kind of analysis arises from
the fact that the location of the discontinuities is not known a priori, and a method for
interface tracking (i.e. simulating the detailed shape of interface) is required.
Whatever the method, however, an essential prerequisite for this level of approxi-
mation is that the grid be fine enough to resolve the structure of the interface. In the
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case of gas-particle flows, these would require a sub-microscopic grid, which would
limit the use of such models only to study microscopic flow phenomena around few
particles. At present, large-scale CFD modeling of dispersed flows can only be car-
ried out with models of the second type. By applying the fundamental principles of the
conservation of mass, momentum and energy to both phases, the mathematical model
describing the gas-solid dispersed flow will result in two sets of differential equations,
one for each phase.
In setting-up the equations governing the gas-solid flow, one could alternatively de-
cide whether to use coordinates fixed in space o or coordinates that move with the solid
particle. These two procedures are known respectively as Eulerian and Lagrangian
specifications. The alternative use of the Eulerian or the Lagrangian approaches for
the solid phase has given rise to two different classes of semi-fundamentals models,
namely the Eulerian-Eulerian model and Eulerian-Lagrangian model respectively.
In both models the gas-phase is modeled as a continuum adopting an Eulerian de-
scription. On this basis, the equations of motion for the gas-phase will resemble the
single-phase counterpart, though they will be properly modified to account for the
presence of dispersed particle-phase. In the remaining, it will make some simplifying
assumptions, which limit the attention to the conservation of mass and momentum.
No mass or heat transfer between the two phases is considered and therefore isother-
mal flow with no phase change or chemical reaction is modeled. The description of
the particle phase as a fluid implies that all the fluid elements (i.e. the particles) have
the same characteristics. The choice of a spherical shape has been made since the
behavior of such spherical particles is well known experimentally and no particle size
distribution has been accounted for. However the particle diameter strongly affects
the value of the inter-phase drag coefficient as well as the terms in the particle phase
momentum balance equation, which models the particle-particle momentum transfer,
i.e. the solids stress tensor.
Two different approaches have been taken in early attempts to apply CFD model-
ing to gas-solid fluidized beds: a discrete method based on molecular dynamics (La-
grangian model); and a continuous approach based on continuum mechanics treating
the two phases as interpenetrating continua (multifluid or Eulerian-Eulerian model).
These two approaches have been compared by Gera et al. (1998).
In the Lagrangian model of two-phase flow, the Newtonian equations of motion for
each individual particle are solved with inclusion of the effects of particle collisions
and forces acting on the particles by the gas. Particle-particle collisions are modeled
by the hard sphere (Gera et al., 1998), or soft sphere approach (Kobayashi and Mori,
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2000). The distinct element method, DEM, is one of the trajectory models, which
can calculate the particle velocity and the corresponding particle trajectory to exam-
ine interactions, such as those due to multibody collisions (Kaneko et al., 1999). The
Distinct Element Method (DEM), (Cundall and Strack, 1979), allows the dynamic
simulation of the solid phase motion by tracking individual particles along the system,
whereas a CFD algorithm is commonly used to simulate the flow field of the continu-
ous fluid phase. The first application reported in literature of a combined DEM-CFD
model was by (Tsujii et al., 1993a). One of the most attractive feature of the DEM-
CFD approach is its first principles derivation, which makes it a very powerful tool for
fundamental analyses. While in the overwhelming majority of papers in the literature
bubbling fluidization is simulated and analyzed, very few of them deal with homoge-
neous gas-fluidization and, to the author’s knowledge, none of which addresses the
stability prediction problem. Several studies (Hoomans et al., 1996; Xu and Yu, 1997)
have employed the Eulerian-Lagrangian model to simulate freely bubbling and circu-
lating fluidized beds, since the first work by Tsujii et al. (1993b).
General development of TFM, as presented in Enwald et al. (1996), starts from in-
tegral conservation equation of mass, momentum and energy across phase boundaries.
By applying Gauss and Leibniz theorems, local instantaneous conservation equations
and relevant jump conditions are obtained. The subsequent step is the averaging pro-
cedure, suitably devised in order to avoid the condition of a space point in which only
one phase exists, thus eliminating the consequent difficulty in momentum transfer cal-
culation across phase boundary. An extensive literature was produced on averaging
procedures (Anderson and Jackson, 1967; Ishii, 1975; Crowe et al., 1998; Jackson,
2001; Enwald et al., 1996). Volume averaging is actually the most used in practical
application, since it is possible to verify the scale separation condition.
Once averaging procedures are applied, the complete set of partial differential con-
servation equations is obtained (consisting of one volume fraction balance, two mass
conservation equations and six momentum conservation equations to solve six veloc-
ity components, two volume fractions and pressure).
The most commonly used forms of conservation equations have been developed
by Ishii (1975) and Anderson and Jackson (1967). The Ishii model was originally
developed for liquid-liquid flows and then was adapted to describe solid-fluid flows
(Drew, 1983; Enwald et al., 1996). Conservation equations for both phases are exactly
symmetrical, and momentum equations are both Navier-Stokes alike. Conversely, the
Anderson and Jackson model was directly derived for gas-solid dispersed flows. It was
originally formulated by Anderson and Jackson (1967), and then revisited by Jackson
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alone (Jackson, 1997, 1998, 2001). The starting point is a set of local equations in
the form of Navier-Stokes equations for the fluid phase and second Newton’s law for
particles. After averaging, a set of Partial Differential Equations (PDE) is obtained,
similar to Ishii’s ones but with some remarkable differences between the fluid and
solid phases equations.
The solid-phase momentum equation contains an additional term to account for mo-
mentum exchange due to particle-particle collisions. The absence of the stress term of
the particle phase in the particulate momentum equation has led to different models
adopting different closure methods, including the kinetic theory model (Sinclair and
Jackson, 1989; Gidaspow, 1994; Hrenya and Sinclair, 1997) based on the kinetic the-
ory approach by Chapman and Cowling (1970). The interphase momentum transfer
between gas and solid phases is one of the dominant forces in the gas- and solid-phase
momentum balances.
The application of kinetic theory to model the motion of a dense collection of nearly
elastic spherical particles is based on an analogy to the kinetic theory of dense gases.
A granular temperature, θ, is defined to represent the specific kinetic energy of the
velocity fluctuations or the translational fluctuation energy resulting from the particle
velocity fluctuations. In granular flow, particle velocity fluctuations about the mean
are assumed to result in collisions between particles being swept along together by
the mean flow. The granular particle temperature equation can be expressed in terms
of production of fluctuations by shear, dissipation by kinetic and collisional heat flow,
dissipation due to inelastic collisions, production due to fluid turbulence or due to col-
lisions with molecules, and dissipation due to interaction with the fluid (Gidaspow,
1994). Numerous studies have shown the capability of the kinetic theory approach
for modeling bubbling fluidized beds, (Pain et al., 2001; Sinclair and Jackson, 1989;
Hrenya and Sinclair, 1997; Ding and Gidaspow, 1990; Gelderbloom et al., 2003). The
coefficient of restitution quantifies the elasticity of particle collisions between 1, for
fully elastic collisions, and 0 for fully inelastic collisions. It was utilized by Jenkins
and Savage (1983) to account for the loss of energy due to collision of particles, which
is not considered in the classical kinetic theory. The energy dissipated as a result of
collisions of granular inelastic particles has been calculated to obtain the ratio of the
velocity fluctuations to the mean flow as a function of the coefficient of restitution
(Lun et al., 1984). A decrease in the coefficient of restitution results in less elastic
collisions generating more fluctuating kinetic energy (Goldschmidt et al., 2001). In
dense two-phase flows, the particle interaction time may be much larger than the par-
ticle mean free flight time. Thus, the assumption that a pair of particles completes
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its interaction before interacting with another particle may be invalid as the solids
concentration increases (Zhang and Rauenzahn, 2000).
Within the class of TFMs, Gibilaro and Foscolo developed the so-called Particle
Bed Model (PBM). The PBM is originated from Wallis’ theory on the stability of
homogeneous fluidization (Wallis, 1969), where it is stated the need for a voidage-
gradient dependent term in solid phase momentum balance to correctly predict the
state of homogeneous expansion of fluidized beds. Wallis’ theory, based on fluid
bed characteristic wave velocities, was further developed by Foscolo and Gibilaro
(Foscolo et al., 1983; Foscolo and Gibilaro, 1984; Gibilaro et al., 1985, 1988; Foscolo
and Gibilaro, 1987; Foscolo et al., 1995; Gibilaro et al., 1998) who introduced the
complete formulation and theoretical bases for the elastic behaviour of the fluidized
beds. The PBM was eventually revisited by Gibilaro (2001).
In this model the particle phase is considered as non-viscous and the isotropic con-
tribution to the internal stress is considered negligible, thus eliminating the need for
complete stress tensor formulation. Moreover, inter-particle forces are also assumed
negligible. Only fluid dynamic effects due to particle concentration gradients are con-
sidered through an elastic force contribution within the momentum balance of the solid
phase. Different research groups have used the original PBM assumptions to develop
new models for the description of fluidization hydrodynamics, such as Lettieri et al.
(2001), Brandani and Zhang (2006). PBM based simulations have been compared
with relevant experimental data (Owoyemi et al., 2005; Lettieri et al., 2006; Mazzei
and Lettieri, 2006), showing promising predictivity.
In particular, Brandani and Zhang (2006) started from Foscolo and Gibilaro’s PBM
to derive a modified hydrodynamic model. They stated that the elastic term in the
solid phase momentum balance equation, defined as an inter-phase force term (i.e.
hydrodynamic interaction), does not disappear in overall momentum balance. Both
phases are treated as continua without any statement about scale separation criteria or
explicit averaging procedures. On this basis, Brandani and Zhang (2006) derived a
mathematical model in which the elastic force term is included in both fluid and solid
phase momentum balance equations.
As far as mathematical closure of the conservation equations is concerned, it is
necessary to completely specify momentum transfer between phases (drag forces).
Drag forces for dense granular phases can be computed by suitably correcting the
well-established correlations developed for isolated particle, or from pressure-drop
correlation derived for packed beds (Ergun, 1952; Gibilaro, 2001; Richardson and
Zaki, 1954; Gibilaro et al., 1985; Wen and Yu, 1966; Rowe, 1961; Gidaspow, 1994;
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Di Felice, 1994; Syamlal et al., 1993; Garside and Al-Bidouni, 1977; Li and Kuipers,
2003; Mazzei and Lettieri, 2007).
On the above grounds, the work here developed stems from original PBM (Gibilaro,
2001) and the modified formulation by Brandani and Zhang (2006), with the aim
to formulate a new criterion for the prediction of the onset of bubbling fluidization.
This will be accomplished through the development of a set of momentum equations
including suitable elastic terms, and the coupling and the linearization of momentum
equations.
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As mentioned earlier, the starting point for the derivation of the proposed stability
criterion is the formulation of suitable momentum balance equations. The approach
here adopted is that of eulerian-eulerian hydrodynamic modeling (two-fluid model),
in which both granular and fluid phases are considered as inter-penetrating fluids.
In particular, the derivation starts from taking into account only gravity, buoyancy
and drag forces, with the solid phase defined non-viscous. A discrete momentum
balance on both the fluid and the granular phase can be written in mono-dimensional
fashion (i.e. along the vertical direction), with reference to a∆z section of the bed, in
which variation of volume fraction occurs, as sketched in Fig.13.1.
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Figure 13.1: Momentum balance scheme over a finite height section of a fluidized bed.
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ρp
∂αup
∂t
= ρp
[(
αu2p
)
z
− (αu2p)z+∆z]+
+
[
(αP )z − (αP )z+∆z
]
+
−α¯ρpg∆z + F¯D∆z + P¯∆α
(13.1)
ρf
∂uf
∂t
= ρf
[(
u2f
)
z
− (u2f)z+∆z]+
+
[
(P )z − (P )z+∆z
]
+
−¯ρfg∆z − F¯D∆z + P¯∆
(13.2)
In this balance, time averaged properties are considered, and only spatial averag-
ing procedure will be explicitly performed. The momentum balance for each phase,
in classical eulerian-eulerian formulation, considers symmetrical forces acting on the
relevant control volume: momentum (ρiu2i ), hydrostatic pressure (P ) , gravitational
force (ρig), interphase momentum exchange (drag force FD) and hydrostatic pres-
sure contribution at the interphase boundary. Each term is suitably multiplied by the
relevant volume fraction. Notably, the forces acting on the interphase boundary are
considered as acting on its center. Hydrostatic pressure field is the same for both
phases. Properties which values have been considered at a suitable distance above the
control volume bottom were indicated in general as Ψ¯.
The momentum accumulation rate is intrinsically spatially averaged and therefore
does not require any further average. Conversely, all terms in the form Ψ¯ must be
evaluated at∆z/2, since a linear variation of volume fraction is assumed to occur. As
a consequence, the following equations can be written in a symmetrical form for both
particle and fluid phases.
In the past, a number of works dealt with the modeling of interparticle forces (Ri-
etema and Piepers, 1990; Rietema et al., 1993; Valverde et al., 2003b,a; Valverde and
Castellanos, 2007) and tensional stresses due to particle attrition and flow (Enwald
et al., 1996). In particular, it was shown (Jackson, 2001; Gibilaro, 2001) that the state
of homogeneous fluidization, without the inclusion of suitable extra forces acting on
the bed, is intrinsically unstable. Wallis (1969) demonstrated that the inclusion of an
elastic force acting on the granular phase can stabilize the state of homogeneous flu-
idization. Rietema and Piepers (1990) reported that elastic forces can arise from the
onset of a stable mechanical structure in homogeneously fluidized beds. Conversely,
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Gibilaro (2001) and Brandani and Zhang (2006) found that elastic forces arise from
purely fluid dynamic interactions within the bed. In the present work the latter mod-
eling approach is adopted and further developed. Of course, the need for inclusion
of further terms explicitly accounting for interparticle forces will be discussed when
presenting the results. With regard to tensional stresses, it must be reminded that the
model to be proposed is aimed at the description of the incipient bubbling state, where
granular phase motion is absent (Rietema et al., 1993; Tsinontides and Jackson, 1993;
Menon and Durian, 1997).
To accomplish the scale separation, the limit of Eqns.13.1 -13.2 for∆z approaching
to a finite value of 2δ must be considered. In addition to limit computation, average
properties included in Eqns.13.1-13.2 have yet to be estimated. On the basis of the
linear approximation considered, bed properties change linearly along z direction.
Therefore, for a generic scalar quantity evaluated at the height z + δ the following
equality can be written:
Ψ¯ = Ψ + δ
∆Ψ
∆z
(13.3)
The above expression may be adopted for each scalar quantity not yet averaged in
Eqns.13.1- 13.2; dividing by∆z, the following expression is obtained for solid phase.
ρp
∂αup
∂t
= ρp
−∆ (αu2p)
∆z
+
−∆(αP )
∆z
−
[
α + δ
∆α
∆z
]
ρpg +
[
FD + δ
∆FD
∆z
]
+
+
[
P + δ
∆P
∆z
]
∆α
∆z
(13.4)
Similar equation is obtained for fluid phase momentum balance equation.
The ratios can be now substituted with the relevant partial derivatives, being equal
to first order terms inside the control volume considered:
ρp
∂αup
∂t
= −ρp
∂(αu2p)
∂z
+
[
FD + δ
∂FD
∂z
]
+
−
[
α+ δ
∂α
∂z
]
ρpg − ∂(αP )
∂z
+ P
∂α
∂z
+ δ
∂P
∂z
∂α
∂z
(13.5)
The differential form of the momentum balance equation is finally obtained by ne-
A. Busciglio PhD Thesis
180 13 Hydrodynamic modelling
glecting the second order terms, such as that including the product of the pressure
gradient and the volume fraction gradient. By applying the same procedure to the
fluid phase discretized momentum balance, the full set of momentum conservation
equations can be derived. Drag force derivatives with respect to z coordinate are re-
ported as in the following:
∂FD
∂z
=
∂FD
∂
∂
∂z
=
∂FD
∂α
∂α
∂z
(13.6)
The final momentum balance equations (Eqns.13.8-13.7), relevant continuity equa-
tions (Eqns.13.9-13.10) and the volume fraction balance equation (Eqn.13.11) are re-
ported in the following.
ρp
(
∂αup
∂t
+
∂(αu2p)
∂z
)
= FD − α
[
ρpg +
∂P
∂z
]
+ δ
[
∂FD
∂α
− ρpg
]
∂α
∂z
(13.7)
ρf
(
∂uf
∂t
+
∂(u2f )
∂z
)
= −FD − 
[
ρfg +
∂P
∂z
]
− δ
[
∂FD
∂
+ ρfg
]
∂
∂z
(13.8)
∂
∂t
+
∂uf
∂z
= 0 (13.9)
∂α
∂t
+
∂αup
∂z
= 0 (13.10)
+ α = 1 (13.11)
With reference to right-hand side (R.H.S.) of momentum equation, it is worth noting
that, in addition to drag, gravity and buoyancy, an extra term appears. Notably, the use
of a finite length for spatial averaging, large enough to include in the control volume a
piecewise linear variation in the volume fraction along the 2δ vertical distance, leads
to the appearance of a term in momentum balance equations which is dependent on
the δ parameter and the voidage gradient. Such term is quite similar in its expression
to the extra momentum term developed by Foscolo and Gibilaro (1987) in the original
PBM,accounting for the elastic behaviour of the granular phase. Moreover, it was
demonstrated (Wallis, 1969) that the coefficient of the voidage gradient dependent
term is proportional to the square of the shock propagation velocity uD in the relevant
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phase.
The symmetrical derivation of momentum balance equations leads to the presence
of an elastic term in both solid and fluid phase equations. These elastic extra terms
are obviously dependent on the formulation of averaging length δ and drag force. The
theoretical derivation of a closed formula for estimating δ will be discussed in the next
sections.
13.1 Constitutive equations and equilibrium
conditions
The trivial steady state solution of the fluidized bed equations implies an uniform
expansion of the bed under given conditions of inlet gas velocity and particle proper-
ties. The homogeneously fluidization state is stable if any small voidage perturbation
starting in a point of the bed will decrease its intensity along its path. Otherwise,
homogeneous fluidization is an unstable condition, i.e. any voidage perturbation will
became larger along its path through the bed. On this basis, the homogeneous flu-
idization state will be subsequently regarded as the equilibrium condition, for any
given particle system and fluid velocity.
One of the fundamental relations for the description of homogeneously fluidized
bed is the well know Richardson-Zaki expansion law (Richardson and Zaki, 1954),
linking inlet gas superficial velocity U0 with particle and fluid bed characteristics
(voidage  and particle settling velocity ut):
U0 = utn (13.12)
where the exponent n was theoretically found to be bounded by the values 2.4 for
inertial regime and 4.8 for viscous regime.
In this PhD work a drag force formulation based on the Richardson-Zaki expansion
law (Richardson and Zaki, 1954) is adopted, as derived by Gibilaro (2001):
FD =
(1− )
3.8
(ρp − ρf ) g
(
U0 − up
ut
)4.8/n
(13.13)
Explicit expressions for drag force and its derivative will be needed for the for-
mulation of the stability criteria. Near-equilibrium approximations can be used to
formulate simpler linear stability analysis. The use of an equilibrium formulation can
correctly consider the instability phenomena arising from small perturbations of an
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initial equilibrium condition, nevertheless giving much simpler formulations.
The equilibrium conditions for the homogeneously fluidized bed can be written as
follows:
{
up = 0
U0 = utn.
(13.14)
Where the second equality is the Richardson-Zaki expansion law. By substituting
Eqns.13.14 into Eqn.13.13, the following expressions for near-equilibrium drag force
and relevant partial derivative with respect to voidage are obtained:
FD,ne =  (1− ) (ρp − ρf ) g (13.15)
∂FD,ne
∂
= (1− 2) (ρp − ρf ) g (13.16)
Two other drag force expressions will be considered for the purpose of comparison,
both reported by Gibilaro (2001).
FD =
3ρfU2
4dp
(
0.63 +
4.8
Re0.5p
)2
(1− )−3.8 (13.17)
FD =
ρfU
2
dp
(
0.33 +
18
Rep
)
(1− )−3.8 (13.18)
The first relation (Eqn.13.17) is the expression for single particle drag force, cor-
rected for dense bed condition (Wen and Yu, 1966), hereafter referred as DV drag.
The second relation is a modified Ergun equation developed by Gibilaro et al. (1985),
hereafter referred as ME drag (Eqn.13.18).
The expression for near equilibrium drag forces in both cases are obtained by in-
serting Eqn.13.14 respectively into Eqn.13.17 and 13.18:
FD,ne =
3ρfu2t
4dp
(
0.63 +
4.8
Re0.5t 
0.5∗n
)2 (1− )
3.8−2n
(13.19)
FD,ne =
ρfu
2
t
dp
(
0.33 +
18
Retn
)
(1− )
3.8−2n
(13.20)
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13.2 Momentum equation coupling
General two-phase coupling (Gibilaro, 2001) is achieved getting the pressure gradient
from the fluid phase momentum equation (Eqn.13.8), and then substituting it in the
particle phase momentum equation (Eqn.13.7).
The general form of pressure gradient can be obtained from from the fluid phase
momentum equation:
∂P
∂z
= −ρf
(
∂uf
∂t
+
∂(u2f )
∂z
)
− FD

− ρfg + 1

(
−∂FD
∂
− ρfg
)
δ
∂
∂z
(13.21)
This general procedure can be particularized for gas fluidization, by introducing
the negligible gas density hypothesis, i.e. any gas-density dependent term of the fluid
momentum equation is considered negligible with respect to solid-density dependent
terms. This assumption is valid in the case of gas fluidization, in which gas density
is about three order of magnitude smaller than solid density. The pressure gradient
previously derived for general phase coupling (Eqn.13.21) can be now written as in
the following:
∂P
∂z
∣∣∣∣
ρf=0
= −1

(
FD + δ
∂FD
∂
∂
∂z
)
(13.22)
In this approach inertial terms depending on gas density are neglected. Conversely,
the elastic force and the drag force affect the pressure gradient profile, and therefore
the global hydrodynamics. Such a mathematical development where the fluid-phase
elastic term is present will be hereafter referred as partial decoupling approach (PDA).
This is quite different from what could be obtained applying the same procedure to the
original PBM momentum equations (Gibilaro, 2001), since the elastic term does not
appear in the fluid phase momentum balance equation.
Equations 13.15 and 13.16 for near-equilibrium drag force can be easily substituted
into Eqn.13.22 to obtain a simple formulation of pressure gradient.
∂P
∂z
∣∣∣∣
PDA
= (1− ) (ρp − ρf ) g + (1− 2) (ρp − ρf ) g

δ
∂
∂z
(13.23)
Starting from the PDA, a further simplification can be made by the substitution of
Eqns.13.15 and 13.16 into Eqn.13.22 and neglecting the elastic term.
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∂P
∂z
∣∣∣∣
TDA
= (1− ) (ρp − ρf ) g (13.24)
The resulting equations (Eqn.13.24) will be hereafter referred as total decoupling
approach (TDA). Notably, the TDA will lead to the same results of the original PBM,
if a suitable constant value of the δ length is adopted.
In order to derive a coupled equation to describe the behavior of small voidage
perturbations traveling along the fluidized bed Eqn.13.13 and Eqn.13.11 are inserted
in the R.H.S. of the solid phase momentum balance equation (Eqn.13.7):
ρp
(
∂αup
∂t
+
∂(αu2p)
∂z
)
=
(1− )
[
(ρp − ρf ) g
3.8
(
U0 − up
ut
)4.8/n]
−
+(1− )
[
ρpg +
∂P
∂z
]
+ δ
(
∂FD
∂
+ ρpg
)
∂
∂z
(13.25)
By rearranging and putting in evidence the voidage-gradient dependent terms, the
following coupled balance equation is obtained:
ρp
(
∂αup
∂t
+
∂αu2p
∂z
)
= F + δ
(
∂FD
∂
+ ρpg
)
∂
∂z
(13.26)
The net force term F includes, in its complete non-equilibrium expression, drag,
pressure gradient and gravity terms.
Fnet = (1− )
[
(ρp − ρf ) g
3.8
(
U0 − up
ut
)4.8/n]
− (1− )
[
ρpg +
∂P
∂z
]
(13.27)
For PDA the final coupled momentum equation is obtained by substituting the rel-
evant expression of the pressure gradient (Eqn.13.23) in Eqn.13.27, and the relevant
partial derivative of drag force (Eqn.13.16) in Eqn.13.26. By rearranging, the follow-
ing is obtained:
ρp
(
∂αup
∂t
+
∂αu2p
∂z
)
= FPDA + ρpu2B
∂
∂z
(13.28)
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FPDA = (1− ) (ρp − ρf ) g
[
1
3.8
(
U0 − up
ut
) 4.8
n
− 
]
(13.29)
u2D,PDA =
(1− )

δg (13.30)
where the dynamic velocity uD,PDA appears.
The same procedure can be adopted by using the TDA equations for near-equilibrium
pressure gradient, i.e. Eqn.13.24 instead of Eqn.13.23. Eventually, equations identical
to Eqns.13.28 and 13.29 are obtained, with the only difference in the formulation of
the dynamic velocity (Eqn.13.30), as reported below:
u2D,TDA = 2 (1− ) δg (13.31)
13.3 Linear Stability Criteria
As discussed in detail elsewhere (Gibilaro, 2001), the linear stability analysis is based
on the decomposition of variables of the coupled momentum equation (Eqn.13.28). In
particular, voidage is expressed as the sum of two terms: an equilibrium value 0 plus
a deviation from equilibrium ∗; particle velocity equilibrium value is assumed to be
zero, so that particle velocity deviation value coincides with up. Under the hypothesis
of near equilibrium conditions, the relevant Taylor expansion of Eqn.13.28 leads to a
traveling wave equation for the ∗ variable. The solution of this linearized equation
reveals that all voidage perturbation wave velocities in the bed are bounded by the
kinematic wave velocity (long wave) and the dynamic wave velocity (short wave).
In general, the condition for the exponential decline of a voidage perturbation am-
plitude along the bed (necessary for stable behavior of homogeneous fluidization) is
that uD is higher than the kinematic wave velocity uk. In form of dimensionless
stability function S:
S =
uD − uk
uk

> 0 homogeneous
= 0 incipient bubbling
< 0 bubbling
(13.32)
In this work, the kinematic wave velocity expression developed by Gibilaro (2001)
is adopted:
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uk = nut (1− ) n−1 (13.33)
13.3.1 Definition of the length parameter
Both Eqns13.30 and 13.31 needs the definition of the δ length, and therefore the height
of the finite control volume. For this purpose, in mono-dimensional formulation, a
control volume can be taken in which a perturbation of the flow field starts at the bot-
tom. This perturbation needs a time interval∆t to travel through the first particle layer
of height dp, and this time interval depends on the average interstitial gas velocity. It
is computed according to the equilibrium expansion law proposed by Richardson and
Zaki (1954):
∆t =
dp
uf
=
dp
U0/
=
dp
utn−1
(13.34)
During the same time interval∆t, a voidage perturbation travels through the control
volume at the kinematic wave velocity, by assuming that the wave passage leads to an
instantaneous change of voidage from the initial equilibrium value to the final. The
kinematic wave velocity actually travels along a distance δ equal to half height of the
control volume in the time interval ∆t, as reported in the following expression:
∆t =
δ
nut (1− ) n−1 (13.35)
Under these hypotheses, the full range of states involved in voidage perturbation
initiation would occur within the whole control volume:
• the flow perturbation is located at the bottom of the control volume;
• the idealized kinematic wave is located at half height;
• the top is surely not affected by any perturbation, even if the front of the kine-
matic wave is dispersed by inertial effects.
Such definition of the control volume is certainly valid for a linear stability analysis,
where the incipient bubbling state implies the equality of characteristic wave veloci-
ties, thus avoiding any perturbation to travel faster than the kinematic waves.
Eventually, by comparing Eqn.13.34 and Eqn.13.35 the time interval∆t disappears:
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δ = (1− )ndp (13.36)
In mono-dimensional formulation, these assumptions lead to the definition of a con-
trol volume height variable with voidage. This is a substantial new result in fluidized
bed modelling, with respect to both PBM (Gibilaro, 2001) and the Brandani and Zhang
Model (Brandani and Zhang, 2006), that will be hereafter referred in the following as
BZM. Remarkably it was obtained without any particular assumption but the validity
of the Richardson and Zaki (1954) expansion law.
Once the averaging length is defined, Eqn.13.36 can be substituted in Eqns.13.30
and 13.31 to obtain the final expressions for uB in the case of TDA and PDA respec-
tively. Remarkably, the main difference of the present formulation with respect to
those by Gibilaro (2001) and Brandani and Zhang (2006) lies in the expression of the
dynamic velocity uD in terms of functional dependence from the local voidage.

u2D,TDA = 2ndpg (1− )2
u2D,PDA = ndpg (1− )2 −1
u2D,PBM = 3.2dpg (1− )
u2D,BZM = dpg (1− ) −1
(13.37)
Substituting these expressions in the stability function reported in Eqn.13.32, two
fully predictive stability criteria can be obtained, i.e. the total decoupling (TDA) and
the partial decoupling (PDA) criterion.
 TDA → mb =
(
2gdp
nu2t
) 0.5
n−1
PDA → mb =
(
gdp
nu2t
) 0.5
n−0.5
(13.38)
Formulation of both criteria does not include adjustable parameters, therefore lead-
ing to fully predictivity. The TDA-based criterion neglects the influence of the elastic
term in the fluid phase momentum balance, thus resulting analogue to the stability
criterion obtained on the basis of the PBM, with the exception derived by the use of
a voidage dependent term in averaging length. This fact lead to a notably different
behavior of the stability function, as will be extensively discussed in the next sections
of this chapter. Conversely, the PDA-based criterion includes both new assumption of
the model, i.e. the elasticity of the fluid phase, as in Brandani and Zhang (2006), and
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the use of a voidage dependent averaging length. However, in the BZM a constant
averaging length equal to dp is adopted in order to best fit literature data on minimum
bubbling voidage. In the present formulation, the averaging length is theoretically
derived and found to be dependent on local voidage.
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The two previously derived approaches will be now analyzed, i.e. the Total Decou-
pling Approach (TDA) and the Partial Decoupling Approach (PDA). The latter is the
most general criterion for the case of gas fluidization, while the former is derived un-
der the further hypothesis of negligibility of the elasticity term in the fluid phase. Both
criteria are fully predictive, and they just need a closure relationship to estimate the
Richardson and Zaki (1954) parameter n and the terminal settling velocity of parti-
cles, ut. For the sake of comparison, the correlations used in this PhD work for such
estimates are the same used by Gibilaro (2001):
Ar =
gd3pρf (ρp − ρf )
µ2f
(14.1)
n =
4.8 + 0.1042Ar0.57
1 + 0.043Ar0.57
(14.2)
ut =
µf
ρfdp
[(−3.809 + (3.8092 + 1.832Ar0.5)0.5]2 (14.3)
The original PBM formulation leads to the following stability criterion to predict
incipient bubbling voidage:
1.79
n
(
gdp
u2t
)0.5(
1−nmb
(1− mb)0.5
)
= 1 (14.4)
The stability criterion of the BZM is obtained by the substitution of δ with dp as
averaging length in the PDA formulation of the dynamic wave velocity. This leads
to a quite similar dependency on voidage with respect to the original PBM stability
criterion:
1
n
(
gdp
u2t
)0.5(
0.5−nmb
(1− mb)0.5
)
= 1 (14.5)
The influence of several physical parameters such as gas phase pressure (influencing
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mainly gas density and viscosity), temperature, particle diameter and density, strength
of gravitational field will be compared with literature data. Table 14.1 summarizes the
parameters and their relevant ranges here analyzed.
Parameter Range
Temperature, [◦C] 25÷ 900
Pressure, [bar] 1÷ 140
gs/g , [−] 1÷ 3
Particle density, [kg/m3] 500÷ 2500
Particle diameter, [µm] 20÷ 140
Table 14.1: Parameters tested in linear model validation.
The prediction of both PDA and TDA criteria have been validated with literature
data. Moreover the predictions by the original Particle Bed Model and the model pro-
posed by Brandani and Zhang (2006) will be also reported for the sake of a complete
critical analysis. MBV predictions by means of PDA using different equations for the
drag force (Eqns.13.19 and 13.20) will be reported only in a later section. Relevant
stability criteria analytical expressions are not reported here.
14.1 Temperature effect
The effect of temperature is reported in Fig.14.1. In particular, in Fig.14.1(a) exper-
imental results obtained by Rowe (1986) are shown in terms of Minimum Bubbling
Voidage (MBV) of fine FCC catalyst at temperatures between 25◦C and 500◦C. Ex-
perimental data show an increase of MBV mainly due to the increased viscosity of
the gas phase. Prediction of TDA and PDA are both correct in estimating data trends,
although an overestimate is evident. BZM also shows an overestimate which further-
more increases with temperature. Average overestimate by TDA and BZM is about
16%, while PDA shows an average discrepancy of 13%. For this data set, the PBM
predictions are the best.
In Figs.14.1(b)-14.1(c) the experimental results by Rapagná et al. (1994) are shown
for the case of a FCC catalyst at temperatures between 25◦C and 900◦C. The predic-
tions are correct for all models with PBM showing an optimal match for temperatures
up to 200◦C. TDA and PDA slightly overestimate MBV values (5%), while PBM
predictions show a slight underestimation of MBV.
Other literature data on the effect of operating temperature have been considered
(Lettieri et al., 2001; Girimonte and Formisani, 2009); they will be reported in a later
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(a) MBV of FCC catalyst (75µm) fluidized by air.
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(b) MBV of FCC catalyst (103µm) fluidized by nitrogen.
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(c) MBV of FCC catalyst (65µm) fluidized by nitrogen.
Figure 14.1: Temperature Effect on MBV (Rowe, 1986; Rapagná et al., 1994).
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section on overall model predictivity.
14.2 Pressure Effect
The pressure effect on MBV is shown in Fig.14.2. Pressure mainly influences the gas
density value, resulting in an increase of MBV with pressure. Pressure and temper-
ature are taken in ranges for which gas viscosity variations are negligible or second
order effects. In Fig.14.2(a) and Fig.14.2(b) experimental data by Jacob and Weimer
(1987) are shown (particles with dp = 44µm in the former, dp = 112µm in the
latter, fluidized with syngas H2/COvol = 0.8, P = 20 ÷ 120 bar). In Fig.14.2(a) it
is possible to observe that the prediction of MBV by TDA are in very good agreement
with experimental data, while PDA shows an average overestimate (less than 10%)
of MBV values. BZM failed to predict the transition between particulate to bubbling
fluidization, because of the sensitivity of the stability function at high voidage bub-
bling systems. The PBM appears to be less sensitive to the numerical stability of the
criterion with respect to BZM stability function, but for high MBV values this model
also appears to uncorrectly predict the fluidization regime transition.
Fig.14.2(b) shows that the predictions of MBV values by PDA and TDA slightly
underestimate (less than 7% for PDA, less than 4% for TDA) MBV values. BZM
underestimates MBV at low pressures and overestimates MBV at high pressures, PBM
systematically underestimates MBV of about 15%.
In Fig.14.2(c) the experimental results by Crowther andWhitehead (1978) are shown
(carbon powder, 63µm fluidized with CF4) with pressures ranging from 30 to 70 bar.
The systems reported exhibit high MBV at lower pressures and absence of bubbling at
higher pressures. It can be clearly observed that the TDA better predicts the behaviour
of the powder at all pressures. The PDA shows similar predictions but with higher
overestimates at lower pressures, while both the PBM and the BZM fail to predict the
transition from homogeneous to bubbling fluidization.
Other literature data on the effect of operating pressure have been tested (Vogt et al.,
2005) but they will be reported in a later section on overall model predictivity.
14.3 Gravitational field strength effect
In Fig.14.3-14.4 the data by Rietema and Mutsers (1978) on the effect of gravitational
field strength are analyzed . The Authors adopted different granular materials (FCC
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(a) MBV of carbon powder (44µm) fluidized by syngas.
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(b) MBV of carbon powder (112µm) fluidized by syngas.
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(c) MBV of carbon powder (63µm) fluidized by CF4.
Figure 14.2: Pressure Effect on MBV (Jacob and Weimer, 1987; Crowther and Whitehead, 1978).
A. Busciglio PhD Thesis
194 14 Stability criteria validation
catalyst and polypropylene particles, PP) with different gases (H2,N2) in a centrifuge
in which the gravitational field strength was varied from the normal value to three
times the normal value. The experimental results show a decreasing trend in MBV,
mainly due to an increased weight of particles, somewhat similar to an increase in
particle density.
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(a) Incremented gravity (Hydrogen).
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(b) Incremented gravity (Nitrogen).
Figure 14.3: Gravitational field strength effect on MBV of polypropylene particles (Rietema and
Mutsers, 1978).
Figure 14.3(a), in which PP/H2 data are reported, shows an underestimation (be-
tween 18% and 27%) of MBV values for all models, with TDA showing the minimum
underestimation and the PBM the maximum underestimation. Predictions for the sys-
tem PP/N2, reported in Fig.14.3(b), show that both PDA and TDA correctly pre-
dict MBV values with slight underestimates (less than 4% for TDA, less than 7% for
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(a) Incremented gravity (Hydrogen).
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(b) Incremented gravity (Nitrogen).
Figure 14.4: Gravitational field strength effect on MBV of FCC catalyst particles (Rietema and
Mutsers, 1978).
PDA), while BZM behaves differently, especially near standard gravity. Conversely
PBM predictions results in the largest underestimations of the MBV. In Fig.14.4(a) the
system FCC/H2 is shown, for which all models give correct predictions, with slight
underestimates in MBV values, larger for PBM and BZM (about 20%), and smaller
for TDA and PDA (14%). In Fig.14.4(b) data for FCC/N2 system are shown, for
which prediction of MBV by PDA and TDA are substantially overlapped and in ex-
cellent agreement with experimental data, while PBM and BZM predictions suffer
from a systematic underestimation (less than 5% and 10% respectively). It is impor-
tant to point out the evidence of a systematic disagreement exhibited by all models for
the cases of experiments conducted with hydrogen.
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14.4 Particle density effect
Figure 14.5 shows the effect of particle density on the MBV value. Data are extrapo-
lated from several literature works and reviewed by Gibilaro et al. (1988). They refer
to cases of fluidization of various particles having the same diameter with ambient air.
As expected, MBV value decreases with particle density. The PBM prediction shows
the best matching for all the systems analyzed. Conversely, BZM shows acceptable
agreement only at lower MBV values. This is probably due to the sensitivity of the
stability criterion. TDA and PDA show an overestimate over the entire density range
(less than 11% for PDA), but a qualitatively correct trend prediction is found.
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Figure 14.5: Experimental data reviewed by Gibilaro (2001) about particle density effect on MBV
of different powders (60µm) fluidized by ambient air and model predictions.
14.5 Particle diameter effect
Figure 14.6 reports experimental data to assess the particle diameter effect (Crowther
and Whitehead, 1978; De Jong and Nomden, 1974; Xie and Geldart, 1995). In par-
ticular, Fig.14.6(a) shows a system exhibiting always particulate fluidization at lower
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diameters and transition to bubbling fluidization at higher diameters. PBM and BZM
are not able to predict such transition, while TDA and PDA show the correct trend,
with fairest agreement for TDA (error less than 10%). Also for the case of the exper-
imental data reported in Figs.14.6(b) and 14.6(c) similar considerations apply. PBM
gives a good agreement only for systems with low MBV value. The BZM predictions
also follow a correct trend at low MBV values. Both PBM and BZM show in fact
significant levels of overestimation for systems with high MBV due to the numerical
sensitivity of the linear stability criterion. Coversely, TDA predictions provide bet-
ter agreement with minimum underestimate for large diameters (less than 6%) and
slightly higher overestimates for small diameters.
An effort has been made to discuss the effect of particle forces. When interparticle
bounding forces are higher than particle weights, a cohesive behavior of powders will
result, or a homogeneous expansion of particle aggregates (Valverde et al., 2003a).
For this last case, predictions of MBV result always in homogeneous fluidization.
However, when the average size and density of aggregates (Valverde et al., 2003a)
is taken into account, excellent agreement with experimental data is obtained, as it
can be seen in Fig.14.7. Notably TDA predictions give the best agreement with ex-
periments, while PDA predictions slightly underestimate the MBV. PBM predicts the
transition to bubbling only for the largest particles, while BZM predicts always ho-
mogeneous fluidization for the smallest particle sizes, and a sudden decrease of MBV
at larger particle diameters. Such results underline the crucial importance of the mod-
eling of interparticle forces for small (or light) particles ( i.e. for the prediction of
aggregates properties), and highlights that the behavior of the resulting aggregates is
fully described by the governing equations of fluid motion.
14.6 Overall predictivity
On overall, the predictions obtained by the stability criteria derived from the presented
model in its mono-dimensional formulation show good agreement of predictions with
relevant experimental data. As it can be seen in Fig.14.8, TDA and PDA give rise to
the lowest data dispersion, especially at higher MBV values (where PBM and BZM
are not able to predict the transition from homogeneous to bubbling fluidization). In
particular, PDA shows the minimum data dispersion between all models.
Each model presents its own distribution of prediction residuals (i.e. difference
between model predictions and experimental data). In particular, the mean value of
percentage residual and relevant standard deviation (STD) are used to characterize the
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(a) MBV of carbon powder fluidized by Argon at 67 bar.
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(b) MBV of alumina fluidized by air.
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(c) MBV of FCC catalyst fluidized by air.
Figure 14.6: Particle diameter effect on MBV (Crowther and Whitehead, 1978; De Jong and
Nomden, 1974; Xie and Geldart, 1995).
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Figure 14.7: Experimental data by Valverde et al. (2003a) about particle diameter effect effect on
MBV of different additivated toners fluidized by nitrogen and model predictions by using aggre-
gates average size and density measured by the same Authors.
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Figure 14.8: Comparison between MBV experimental values and model predictions.
residual distribution, as reported in Table 14.2. It is worth noting that mean residuals
are in the range of ±2% with the exception of BZM, and relevant standard deviation
lie in the range ±15%. TDA and PDA show the smaller values of both mean value
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and standard deviations, with best results obtained by PDA.
Approach %Mean % STD
PDA 0.07 8.48
TDA 1.63 9.93
PBM 1.30 14.08
BZM -6.91 11.17
Table 14.2: Model prediction evaluation.
For the sake of comparison, as an alternative to the Richardson-Zaki equation for the
drag force, overall predictions obtained by means of Eqns.13.19 and 13.20 are shown
in Fig.14.9. Unexpectedly, the such predictions lead to worse agreements, especially
for systems exhibiting high MBV. This is due to the fact that the elastic force depends
on the derivative of the drag force with respect to voidage, rather than the drag force
value itself.
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Figure 14.9: Comparison between MBV experimental values and PDA predictions when using
different drag force expressions.
It is worth noting that with reference to the literature data here analyzed, both TDA
and PDA correctly describe the behavior of particulate systems with MBV equal to
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one (i.e. those systems not showing a transition from homogeneous to bubbling flu-
idization). Conversely, PBM and BZM results in predicting values of MBV equal to
one in 7 and 14 systems here examined respectively, for systems having MBV less
than unity.
Using the stability criteria derived from TDA and PDA, a predicted Geldart chart
for fluidization with ambient air can be obtained, as shown in Fig.14.10. The separa-
tion line between group-A and group-B powders is obtained by finding the density-
diameter couples with MBV value equal to 0.40 (i.e. for which MBV is equal to
the maximum packing voidage value), while the separation line between group-B and
group-D powders is obtained by finding the density-diameter couples for which MBV
value is equal 0.1, on the base of fluidization quality considerations (Gibilaro, 2001).
It is evident from Fig.14.10 the sound agreement between model predictions and the
well-known Geldart chart.
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Figure 14.10: Experimental Geldart chart and predicted chart by TDA and PDA.
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14.7 Comparison of alternative stability functions
All functional dependencies of the stability function for TDA, PDA, PBM and BZM
were analyzed. In general the stability function for each model takes the form reported
in Eqn.13.32. Each model, in particular, is characterized by its own definition of the
dynamic wave velocity, leading to different functional dependencies of the stability
function. In the case of PBM and BZM, a characteristic asymmetrical U-shaped sta-
bility function is obtained, as it can be easily observed in Fig.14.11, where all the
stability function for a particular test case have been reported as a function of voidage
. These curves exhibit a descending section at low voidage, a plateau section and a
suddenly increasing asymptote at voidage values approaching to one. This is a marked
difference with respect to the monotone decreasing dependence of the stability func-
tion for both TDA and PDA. Different systems show different values of the stability
function, but the shape remains substantially the same.
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Figure 14.11: Typical stability function plot for Geldart-A powder.
The lower value of the two roots of the stability function is the  value corresponding
to incipient bubbling conditions. Gibilaro (2001) found that the higher value of the
two roots corresponds to the bubble phase voidage value. On this ground, the newly
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formulated models are not able to predict this second root, because of the monotonic
behavior of the relevant stability functions.
Nevertheless, the U-shaped stability functions of PBM and BZM lead to the impos-
sibility of predicting MBV values lying on the right hand side of the minimum value
of the stability function itself. This in practice cancels out the possibility of predicting
MBV values higher than 0.80 for PBM and 0.85 for the BZM.
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Figure 14.12: Influence of drag force correlation on TDA stability function plot for Geldart-A pow-
der.
It is worth noting that different expressions of near-equilibrium drag force results in
different dependencies on voidage, as reported in Fig.14.12. In particular, U-shaped
curves result for Dallavalle and Modified Ergun drag formulation. This occurrence
leads to the existence of two roots, whose physical meaning was discussed above, but
negatively affects the model predictivity at high MBV values, as seen in Fig.14.9. It
should be therefore emphasized the importance of selecting the Richardson-Zaki drag
expression (Gibilaro, 2001), which best describes the voidage dependence of drag
force for homogeneously fluidized beds.
On overall, TDA and PDA stability functions show an increased robustness for pre-
diction of MBV with respect to PBM and BZM, thanks to the monotonic dependence
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on voidage of the stability function. This feature makes possible to predict MBV val-
ues over the entire range. The information from the second root of the PBM stability
function can not be obtained by TDA and PDA, however both approaches have the
noticeable advantage of an accurate and robust fully predictivity.
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15 Concluding remarks
The developed linear stability criteria have been derived starting from the formulation
of the Particle Bed Model with the aim to purposely introduce an averaging length on
the basis of a theoretical analysis at incipient bubbling fluidization.
In particular, the stability criteria were obtained by introducing an alternative elastic
term and a new voidage dependency on the local elastic properties in both the fluid
and particle phase momentum equations. The balance equations thus obtained were
suitably coupled and linearized to derive the stability criteria. Validation of the pro-
posed model was carried out by means of a simple mono-dimensional linear stability
analysis. From such analysis two different criteria to predict the onset of bubbling
resulted. Predictions so far obtained on the base of the proposed stability criteria were
finally compared with literature data available. On overall the agreement was found
good particularly for the case of systems characterized by high values of minimum
bubbling voidage, where the previously developed models were not able to make re-
liable predictions. This is mainly due to the characteristic monotonic dependence on
voidage of the newly developed stability functions, which are markedly different from
those of previous models.
Notably, the proposed model is only at a first stage of its validation. The linear
stability analysis allowed for the validation only in terms of correct perturbation prop-
agation, while future works should be aimed at the implementation in Computational
Fluid Dynamic codes, in order to validate the ability of the model in predicting other
fundamental fluid bed characteristics, such as those already presented in previous
chapters.
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