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Abstract
Fock modules for multi-dimensional Virasoro algebras (non-central
extensions of the diffeomorphism algebra vect(N)) have recently been
reported. Using ideas from the antifield formalism, I construct new
classes of lowest-energy modules, as cohomology groups of a certain
Fock complex. The Fock construction involves a passage to p-jets prior
to normal ordering, but the abelian charges usually diverge in the limit
p → ∞. The requirement of a finite limit imposes severe restrictions
on the number of spacetime dimensions and on the order of the Euler-
Lagrange (EL) equations. Under some natural assuptions (the EL
equations are first order for fermions and second order for bosons, and
no reducible gauge symmetries appear), finiteness is only possible when
the number of spacetime dimensions N = 4.
1 Introduction
In a recent paper [10], I constructed Fock modules of non-centrally extended
diffeomorphism and current algebras in N -dimensional spacetime, i.e. the
higher-dimensional generalizations of Virasoro and affine algebras. More
precisely, I considered the DGRO (Diffeomorphism, Gauge, Reparametri-
zation, Observer) algebra DGRO(N, g), where g is a finite-dimensional Lie
algebra. The crucial idea was to first expand all fields in a multi-dimensional
Taylor series around the points on a one-dimensional curve (“the observer’s
trajectory”), and then to truncate at some finite order p. We thus obtain
a realization of vect(N)⋉map(N, g) (semi-direct product of diffeomorphism
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and current algebras)1 on the space of trajectories in the space of tensor-
valued p-jets. This space consists of finitely many functions of a single vari-
able, which is precisely the situation where the normal ordering prescription
works. After normal ordering, a Fock representation of the DGRO algebra
is obtained. Related work can be found in [1, 2, 3, 9, 10, 11, 16, 17, 18].
Cocycles of the diffeomorphism algebra were classified by Dzumadil’daev [4]
and reviewed in [12].
To progress further, one now wants to construct more interesting mod-
ules of lowest-energy type. A natural idea is to consider a complex of Fock
modules:
...
Q
←− JpF−1
Q
←− JpF0
Q
←− JpF1
Q
←− JpF2
Q
←− ...
↓ L ↓ L ↓ L ↓ L
...
Q
←− JpF−1
Q
←− JpF0
Q
←− JpF1
Q
←− JpF2
Q
←− ...
(1.1)
Here JpFg are DGRO(N, g) Fock modules, the vertical maps denote the
module action, Q2 = 0, and all squares commute. In this situation, DGRO(N, g)
will act in a well-defined manner on the cohomology groups Hg(Q), which
thus acquire a module structure.
The problem is now to find such a complex. A natural candidate is
found in the physics of gauge theories, as formulated cohomologically in the
anti-field formalism [7]. The goal of classical physics is to find the stationary
surface Σ, i.e. the set of solutions to the Euler-Lagrange (EL) equations,
viewed as a submanifold embedded in configuration space Q. Dually, one
wants to construct the function algebra C(Σ) = C(Q)/I, where I is the ideal
generated by the EL equations. For each field φα and EL equation E
α = 0,
introduce an anti-field φ∗α of opposite Grassmann parity. The extended
configuration space C(Q∗) can be decomposed into subspaces Cg(Q∗) of
fixed antifield number g, where afnφα = 0, afnφ
∗α = 1. As is well known,
the Koszul-Tate (KT) complex
0
δ
←− C0(Q∗)
δ
←− C1(Q∗)
δ
←− C2(Q∗)
δ
←− . . . , (1.2)
where δφα = 0 and δφ
∗α = Eα, yields a resolution of C(Σ); the cohomology
groups Hg(δ) = 0 unless g = 0, and H0(δ) = C(Q)/I [7].
The idea in this paper is to consider not just functions on the stationary
surface, but all differential operators on it. The KT differential δ can then
1In previous writings, I have denoted the diffeomorphism algebra, or algebra of vector
fields, vect(N) by diff(N).
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be written as a bracket: δF = [Q,F ], where the KT charge Q =
∫
Eαπ∗α
and π∗α is the canonical momentum corresponding to φ
∗α. If we pass to
the space of p-jets before momenta are introduced, the Fock construction
applies. Since the KT charge consists of commuting operators, it does not
need to be normal ordered, and we recover precisely the situtation in (1.1);
the cohomology groups are well-defined DGRO(N, g) modules of lowest-
energy type.
An outstanding problem is to take the jet order p to infinity, because
infinite jets essentially contain the same information as the original fields.
This limit is problematic, because the abelian charges diverge with p. How-
ever, it was noted in [13] that if we have several independent jets, of order
p, p − 1, ..., p − r, we can arrange so that the leading terms cancel, and
the abelian charges are finite in N = r dimensions (they vanish in N < r
dimensions). This situation applies here, because the anti-fields correspond
to lower-order jets; the order depends on the order of the EL equations. A
set of consistency conditions can therefore be formulated. These conditions
are very restrictive, and natural solutions exist in four dimensions only.
Hence quantum diffeomorphism symmetry is only possible provided that
spacetime is four-dimensional.
2 DGRO algebra
Let ξ = ξµ(x)∂µ, x ∈ R
N , ∂µ = ∂/∂x
µ, be a vector field, with commuta-
tor [ξ, η] ≡ ξµ∂µη
ν∂ν − η
ν∂νξ
µ∂µ. Greek indices µ, ν = 1, 2, .., N label the
spacetime coordinates and the summation convention is used on all kinds of
indices. The diffeomorphism algebra (algebra of vector fields, Witt algebra)
vect(N) is generated by Lie derivatives Lξ. In particular, we refer to dif-
feomorphisms on the circle as reparametrizations. They form an additional
vect(1) algebra with generators Lf , where f = f(t)d/dt, t ∈ S
1, is a vector
field on the circle. Let map(N, g) be the current algebra corresponding to
the finite-dimensional semisimple Lie algebra g with basis Ja, structure con-
stants fabc, and Killing metric δ
ab. The brackets in g are [Ja, Jb] = ifabcJ
c.
A basis for map(N, g) is given by g-valued functions X = Xa(x)J
a with
commutator [X,Y ] = ifabcXaYbJ
c. Finally, let Obs(N) be the space of lo-
cal functionals of the observer’s tractory qµ(t), i.e. polynomial functions of
qµ(t), q˙µ(t), ... dkqµ(t)/dtk, k finite, regarded as a commutative algebra.
Obs(N) is a vect(N) module in a natural manner.
The DGRO algebra DGRO(N, g) is an abelian but non-central Lie al-
3
gebra extension of vect(N)⋉map(N, g)⊕ vect(1) by Obs(N):
0 −→ Obs(N) −→ DGRO(N, g) −→ vect(N)⋉map(N, g)⊕ vect(1) −→ 0.
The brackets are given by
[Lξ,Lη ] = L[ξ,η] +
1
2πi
∫
dt q˙ρ(t)
{
c1∂ρ∂νξ
µ(q(t))∂µη
ν(q(t)) +
+c2∂ρ∂µξ
µ(q(t))∂νη
ν(q(t))
}
,
[Lξ,JX ] = JξX ,
[JX ,JY ] = J[X,Y ] −
c5
2πi
δab
∫
dt q˙ρ(t)∂ρXa(q(t))Yb(q(t)),
[Lf ,Lξ] =
c3
4πi
∫
dt (f¨(t)− if˙(t))∂µξ
µ(q(t)), (2.1)
[Lf ,JX ] = 0,
[Lf , Lg] = L[f,g] +
c4
24πi
∫
dt(f¨(t)g˙(t)− f˙(t)g(t)),
[Lξ, q
µ(t)] = ξµ(q(t)),
[Lf , q
µ(t)] = −f(t)q˙µ(t),
[JX , q
µ(t)] = [qµ(s), qν(t)] = 0,
extended to all of Obs(N) by Leibniz’ rule and linearity. The numbers c1−c5
are called abelian charges. In previous papers, I considered a slightly more
complicated extension which depends on three additional abelian charges
c6 − c8, but they vanish automatically when g is semisimple. The DGRO
algebra is the natural higher-dimensional generalization of the Virasoro and
affine Kac-Moody algebras.
3 Koszul-Tate cohomology
3.1 Classical representations of vect(N)⋉map(N, g)
Let Ja = (Jαaβ ) and T
µ
ν = (T
αµ
βν ) be matrices satisfying g and gl(N), respec-
tively, where the brackets in gl(N) are
[T µν , T
ρ
σ ] = δ
ρ
νT
µ
σ − δ
µ
σT
ρ
ν . (3.1)
It is straightforward to verify that Lξ = ξ
µ∂µ + ∂νξ
µT νµ and JX = Xa(x)J
a
satisfy vect(N)⋉map(N, g). This implies that its modules are tensor densi-
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ties valued in g modules. The vect(N)⋉map(N, g) action is given by
[Lξ, φα(x)] = −ξ
µ(x)∂µφα(x)− ∂νξ
µ(x)T βναµφβ(x),
(3.2)
[JX , φα(x)] = −Xa(x)J
βa
α φβ(x),
Let Q = Q(φ) denote the module spanned by all φα(x), x ∈ R
N . In physics
terms, Q is our configuration space.
3.2 KT complex for functions of x
Clearly, vect(N) ⋉ map(N, g) acts not only on Q but also on the space of
local functionals on Q; denote this space C(Q). This module is highly
reducible; eg., C(Q) = ⊕∞n=0Cn(Q), where Cn(Q) consists of functionals
that are homogeneous of degree n in φ.
An interesting submodule of C(Q) can be constructed as follows. Let
S =
∫
dNx £(φ) be an invariant action (in the sense of physics) and £(φ)
the associated Lagrangian. The Lagrangian is a local functional of φ, i.e. a
function of φα(x) and its derivatives ∂µφα(x), ∂µ∂νφα(x), etc., up to some
finite order, all evaluated at the same point x. In practice, the Lagrangian
only depends on first-order derivatives. The Euler-Lagrange (EL) equations,
Eα(x) ≡
δS
δφα(x)
=
∂£
∂φα
(x)− ∂µ
∂£
∂µφα
(x) = 0, (3.3)
generate an ideal I ⊂ C(Q), and the factor space C(Q)/I is still a vect(N)⋉
map(N, g) module due to the invariance assuption. This factor space is most
conveniently described as a resolution of a certain Koszul-Tate (KT) com-
plex. For each field φα(x), introduce an antifield φ
∗α(x) transforming as the
corresponding EL equation Eα(x). We then consider the extended configu-
ration space Q∗ as the span of φα(x) and φ
∗α(x). Now consider the space of
local functionals on Q∗: C(Q∗) = C(Q) ⊗ C(φ∗), where C(φ∗) denotes the
space of local functionals of φ∗(x). If φ is bosonic (C(Q) consists of sym-
metric functionals), then φ∗ is fermionic (C(φ∗) consists of anti-symmetric
functionals), and vice versa.
Define the anti-field number by afnφα = 0, afnφ
∗α = 1. C(Q∗) can be
decomposed into subspaces Cg(Q∗) of fixed antifield number g:
C(Q∗) = ⊕∞g=0C(Q)⊗ C
g(φ∗) ≡ ⊕∞g=0C
g(Q∗). (3.4)
The KT complex takes the form
0
δ
←− C0(Q∗)
δ
←− C1(Q∗)
δ
←− C2(Q∗)
δ
←− . . . (3.5)
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where the KT differential δ is defined by
δφα(x) = 0, δφ
∗α(x) = Eα(x). (3.6)
By a standard argument [7], the cohomology groups Hg(δ) = 0 unless g = 0,
and H0(δ) = C(Q)/I. H0(δ) can be thought of as the space C(Σ) of
functions on the stationary surface Σ, i.e. the set of solutions to the EL
equations, embedded as a submanifold in Q.
Introduce canonical momenta πα(x) = δ/δφα(x) and π
∗
α(x) = δ/δφ
∗α(x)
satisfying
[πα(x), φβ(y)] = [π
∗
β(x), φ
∗α(y)] = δαβ δ(x − y), (3.7)
and all other brackets vanish. The antifield number is afnπα = 0, afn π∗α =
−1. The KT differential can then be written as a bracket: δF = [Q,F ],
where
Q =
∫
dNx Eα(x)π∗α(x). (3.8)
Let P be the phase space corresponding to Q, i.e. the span of φα(x) and
πα(x), and let P∗ be the enlarged phase space, i.e. the span of φα(x), φ
∗α(x),
πα(x) and π∗α(x). The expression (3.8) defines a differential, also denoted
by Q, which acts on the space C(P∗) of local functionals on P∗. Note that
C(P∗) is a non-commutative algebra, which can be thought of as the algebra
of differential operators on Q∗. The decomposition into subspaces of fixed
antifield number now extends indefinitely in both directions:
C(P∗) = ⊕∞g=−∞C
g(P∗). (3.9)
Accordingly, we obtain the two-sided complex
. . .
Q
←− C−1(P∗)
Q
←− C0(P∗)
Q
←− C1(P∗)
Q
←− . . . (3.10)
The cohomology group H0(Q) can be thought of as the space of differential
operators on the stationary surface Σ. However, I do not know if (3.10) is a
resolution, i.e. if the other cohomology groups vanish.
There is a problem: the EL equations may be dependent, i.e. there may
be relations of the form
ra(x) = raα(x)E
α(x) ≡ 0, (3.11)
where raα(x) is some functional of φα(x). ThenH
1(Q) 6= 0, because raα(x)φ
∗α(x)
is KT closed: [Q, raα(x)φ
∗α(x)] = 0. The standard way to kill this unwanted
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cohomology is to introduce a second-order antifield ba(x). Let [Q, ba(x)] =
raα(x)φ
∗α(x), which makes the latter expression exact and thus makes it van-
ish in cohomology. To obtain the explicit expression for Q, introduce the
second-order antifield momentum ca(x), with the non-zero bracket [ca(x), b
b(x)] =
δbaδ(x − y). The full KT differential is now
Q =
∫
dNx (Eα(x)π∗α(x) + r
a
α(x)φ
∗α(x)ca(x)). (3.12)
There can in principle be relations also among the raα(x) of the form Z
A(x) =
ZAa (x)r
a
α(x) ≡ 0. If so, it is necessary to introduce higher-order antifields
to eliminate the unwanted cohomology. However, we will assume that the
gauge symmetries are irreducible, i.e. that no non-trivial higher-order rela-
tions exist, since this is the case in all experimentally established theories of
physics.
The situation is summarized in the following table:
g Field Momentum Ideal
0 φα(x) π
α(x) −
1 φ∗α(x) π∗α(x) E
α(x) ≈ 0
2 ba(x) ca(x) r
a
α(x)φ
∗α(x) ≈ 0
(3.13)
3.3 KT complex for functions of x and t
In [10] Fock representations of DGRO(N, g) were constructed. Its classical
modules consist of g-valued tensor fields which also transform as densities
under reparametrizations:
[Lξ, φα(x, t)] = −ξ
µ(x)∂µφα(x, t)− ∂νξ
µ(x)T βναµφβ(x, t),
[JX , φα(x, t)] = −Xa(x)J
βa
α φβ(x, t), (3.14)
[Lf , φα(x, t)] = −f(t)∂tφα(x, t)− λ(f˙(t)− if(t))φα(x, t).
Denote the linear span of φα(x, t) by Q(t) and the corresponding phase space
by P(t). The EL equations now read Eα(x, t) = 0; they are obtained from
(3.3) by replacing φα(x) by φα(x, t) everywhere. The KT charge (3.12) is
replaced by
Q =
∫
dNx dt (Eα(x, t)π∗α(x, t) + r
a
α(x, t)φ
∗α(x, t)ca(x, t)). (3.15)
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Since the space C(Q(t)) is larger than C(Q), we must factor out a larger
ideal to obtain a resolution of the same space C(Σ). It is easy to see that
the necessary additional requirement is ∂tφα(x, t) ≈ 0; to implement this
constraint in cohomology, we introduce the antifield φα(x, t) with canonical
momentum πα(x, t). Since Eα(x, t) depends on φα(x, t) only, we now have
∂tE
α(x, t) = 0, which generates unwanted cohomology. This is eliminated
by introducing a second-order antifield φ∗α(x, t). Finally, the other second-
order antifield ba(x, t), associated with the gauge symmetry, is now reducible.
Correct this by introducing a third-order antifield ba(x, t). The situation is
summarized in the following table:
g Field Momentum Ideal
0 φα(x, t) π
α(x, t) −
1 φ∗α(x, t) π∗α(x, t) E
α(x, t) ≈ 0
1 φα(x, t) π
α(x, t) ∂tφα(x, t) ≈ 0
2 ba(x, t) ca(x, t) r
a
α(x, t)φ
∗α(x, t) ≈ 0
2 φ∗α(x, t) π∗α(x, t) ∂tφ
∗α(x, t) ≈ 0
3 ba(x, t) ca(x, t) ∂tb
a(x, t) ≈ 0
(3.16)
The full KT differential becomes
Q =
∫
dNx dt (Eα(x, t)π∗α(x, t) + r
a
α(x, t)φ
∗α(x, t)ca(x, t) (3.17)
+∂tφα(x, t)π
α(x, t) + ∂tφ
∗α(x, t)π∗α(x, t) + ∂tb
a(x, t)ca(x, t)).
As before, we obtain resolutions of C(Q(t))/I(t) = C(Σ) and C(P(t))/I(t),
where I(t) is the totality of all relevant ideals.
3.4 KT complex in jet space
The crucial idea in [10] is to introduce a priviledged curve qµ(t) ∈ RN in
spacetime (“the observer’s trajectory”) and to expand all fields and antifields
in a Taylor series around this curve, before introducing canonical momenta.
Hence e.g.,
φα(x, t) =
∑
|m|6p
1
m!
φα,m(t)(x− q(t))
m, (3.18)
where m = (m1,m2, ...,mN ), all mµ > 0, is a multi-index of length |m| =∑N
µ=1mµ and m! = m1!m2!...mN !. Denote by µ a unit vector in the µ
th
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direction, so that m+ µ = (m1, ...,mµ + 1, ...,mN ), and let
φα,m(t) = ∂mφα(q(t), t) = ∂1..∂1︸ ︷︷ ︸
m1
.. ∂N ..∂N︸ ︷︷ ︸
mN
φα(q(t), t) (3.19)
be the |m|th order derivative of φα(x, t) on the observer’s trajectory q
µ(t).
Such objects transform as
[Lξ, φα,m(t)] = ∂m([Lξ, φα(q(t), t)]) + [Lξ, q
µ(t)]∂µ∂mφα(q(t), t)
≡ −
∑
|n|6|m|
T βnαm(ξ(q(t)))φβ,n(t),
[JX , φα,m(t)] = ∂m([JX , φα(q(t), t)]) (3.20)
≡ −
∑
|n|6|m|
Jβnαm(X(q(t)))φβ,n(t),
[Lf , φα,m(t)] = −f(t) ˙φα,m(t)− λ(f˙(t)− if(t))φα,m(t),
where
Tm
n
(ξ) ≡ (Tαmβn (ξ))
=
(
n
m
)
∂n−m+νξ
µT νµ +
(
n
m− µ
)
∂n−m+µξ
µ − δm−µ
n
ξµ, (3.21)
Jm
n
(X) ≡ (Jαmβn (X)) =
(
n
m
)
∂n−mXaJ
a,
and (
m
n
)
=
m!
n!(m− n)!
=
(
m1
n1
)(
m2
n2
)
...
(
mN
nN
)
. (3.22)
Here and henceforth we use the convention that a sum over a multi-index
runs over all values of length at most p. Since Tn
m
(ξ) and Jn
m
(X) vanish
whenever |n| > |m|, the sums over n in (3.20) are in fact further restricted.
Denote the space spanned by qµ(t) and {φα,m(t)}|m|6p by J
pQ. φα,m(t)
will be referred to as a p-jet, where p is the trunctation order2. This space
is not a DGRO(N, g) module, because diffeomorphisms act non-linearly
2p-jets are usually defined as an equivalence class of functions: two functions are equiv-
alent if all derivatives up to order p, evaluated at qµ, agree. However, each class has a
unique representative which is a polynomial of order at most p, namely the Taylor ex-
pansion around qµ, so we may canonically identify jets with Taylor series. Since qµ(t)
depends on a parameter t, we deal in fact with trajectories in jet space, but these will also
be called jets for brevity.
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on the trajectory, as can be seen in (2.1). However, the space C(JpQ) of
functionals on JpQ (local in t) is a module, because the action on a p-jet
can never produce a jet of order higher than p. Equivalently, there is a
non-linear realization of the DGRO algebra on the jet space JpQ.
Expand also the EL equations and the anti-fields in multi-dimensional
Taylor series. Set Eα,m(t) = ∂mE
α(q(t), t) and φ∗α,m(t) = ∂mφ
∗α(q(t), t). What
must be noted is that we can only define Eα,m(t) for |m| 6 p−oα, where oα is
the order of the EL equation Eα(x). This is because Eα,m(t) is a function of
φα,n(t) for all |n| 6 |m|+ oα, and φα,n(t) is undefined for |n| > p. Similarly,
the relations (3.11) and the corresponding second-order anti-fields ba(x) give
rise to the jets ra,m(t) = ∂m(r
a
α(q(t), t)φ
∗α(q(t), t)) and ba,m(t) = ∂mb
a(q(t), t),
respectively. If the relations raα are of order ςa in the derivatives, r
a
,m(t) and
ba,m(t) is only defined for |m| 6 p− ςa.
The conditions of type ∂tφα(x, t) give rise to additional constraints:
Dtφα,m(t) ≡ ˙φα,m(t)− q˙µ(t)φα,m+µ(t) ≈ 0,
Dtφ
∗α
,m(t) ≡
˙φ∗α,m(t)− q˙
µ(t)φ∗α,m+µ(t) ≈ 0, (3.23)
Dtb
a
,m(t) ≡
˙ba,m(t)− q˙
µ(t)ba,m+µ(t) ≈ 0.
These conditions are eliminated in cohomology by the introduction of further
(second and third order) anti-fields φα,m(t), φ
∗α
,m(t) and b
a
,m(t). The condi-
tions in (3.23), and hence the barred antifields, are only defined for one order
less than the corresponding unbarred antifield, since |m+ µ| = |m|+ 1.
Add dual coordinates (jet momenta) pµ(t), π
α,m(t), π∗,mα (t), c
,m
a (t),
πα,m(t), π∗,mα (t) and c
,m
a (t)), which satisfy
[pµ(s), q
ν(t)] = δνµδ(s − t),
[πα,m(s), φβ,n(t)] = δ
α
β δ
m
n
δ(s − t),
[π∗,mα (s), φ
∗β
,n (t)] = δ
β
αδ
m
n
δ(s − t),
[c,ma (s), b
b
,n(t)] = δ
b
aδ
m
n
δ(s − t), (3.24)
[πα,m(s), φβ,n(t)] = δ
α
β δ
m
n
δ(s − t),
[π∗,mα (s), φ
∗β
,n (t)] = δ
β
αδ
m
n
δ(s − t),
[c,ma (s), b
b
,n(t)] = δ
b
aδ
m
n
δ(s − t),
and all other brackets vanish. Denote the phase space spanned by all jets
and jet momenta by JpP∗ and the space of local functionals on JpP∗ by
C(JpP∗); alternatively, this space may be considered as the differential oper-
10
ators on JpQ∗. The KT differential acting on the space of C(JpP∗) becomes
Q =
∫
dt
( ∑
|m|6p−oα
Eα,m(t)π
∗,m
α (t) +
∑
|m|6p−ςa
ra,m(t)c
,m
a (t)
+
∑
|m|6p−1
Dtφα,m(t)π
α,m(t) +
∑
|m|6p−oα−1
Dtφ
∗α
,m(t)π
∗,m
α (t)
+
∑
|m|6p−ςa−1
Dtb
a
,m(x, t)c
,m
a (x, t)
)
. (3.25)
The situation is summarized in the following table:
g Field Momentum Order Ideal
0 φα,m(t) π
α,m(t) p −
1 φ∗α,m(t) π
∗,m
α (t) p− oα E
α
,m(t) ≈ 0
1 φα,m(t) π
α,m(t) p− 1 Dtφα,m(t) ≈ 0
2 ba,m(t) c
,m
a (t) p− ςa r
a
,m(t) ≈ 0
2 φ∗α,m(t) π
∗,m
α (t) p− oα − 1 Dtφ
∗α
,m(t) ≈ 0
3 ba,m(t) c
,m
a (t) p− ςa − 1 Dtb
a
,m(t) ≈ 0
(3.26)
3.5 KT complex for the observer’s trajectory
Until now we have not been very explicit about the set of fields. In this
subsection we will assume that among the fields φα(x) is a metric gµν(x),
either as a fundamental field or expressed in terms of vielbeine. We can then
construct the following derived quantites:
1. The Levi-Civita` connection Γνστ (x, t) =
1
2g
νρ(x, t)(∂σgρτ (x, t) +
∂τgσρ(x, t)− ∂ρgστ (x, t)).
2. The einbein e(t) =
√
gµν(q(t), t)q˙µ(t)q˙ν(t).
3. The reparametrization connection Γ(t) = −e−1(t)e˙(t).
Consider the geodesic operator
Gµ(t) = e
−1(t)gµν(t)(q¨ν(t) + Γ(t)q˙ν(t) + Γ
ν
στ (t)q˙
σ(t)q˙τ (t)), (3.27)
11
where gµν(t) and Γ
ν
στ (t) are the zero-jets corresponding to the metric and
Levi-Civita` connection, respectively. If we define the proper time derivative
by
dφ
dτ
(t) = e−1(t)
d
dt
(e(t)φ(t)), (3.28)
(3.27) takes on the suggestive form
Gµ(t) = gµν(t)(
d2qν
dτ2
(t) + Γνστ (t)
dqσ
dτ
(t)
dqτ
dτ
(t)). (3.29)
It is straightforward to check that the geodesic equation Gµ(t) = 0 trans-
forms homogeneously under DGRO(N, g):
[Lξ,Gν(t)] = −∂νξ
µ(q(t))Gµ(t),
[JX ,Gν(t)] = 0, (3.30)
[Lf ,Gν(t)] = −f(t)G˙ν(t)− f˙(t)Gν(t).
It can therefore be used to eliminate the observer’s trajectory, apart from
initial conditions. To implement this constraint in cohomology, we introduce
the trajectory antifield q∗µ(t), with momentum p
∗µ(t). They obey the non-
zero anticommutation relation
[p∗µ(s), q∗ν(t)] = δ
µ
ν δ(s − t), (3.31)
which is fermionic since Gν(t) is bosonic. The contribution to the KT dif-
ferential is
Q =
∫
dt Gµ(t)p
∗µ(t). (3.32)
4 Quantization
The KT complexes constructed in the previous section were all classical in
the sense that the abelian charges of the DGRO algebra vanish. To quantize
the theory, we introduce a Fock vacuum annihilated by all negative Fourier
modes; see [10] for an explicit description on how this is carried out. To avoid
ill defined expressions acting on the Fock vacuum, all expressions must be
normal ordered with respect to frequency; this is denoted by double dots
( : : ). It follows immediately from (3.20) that the following operators define
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a realization of DGRO(N, g) in Fock space:
Lξ =
∫
dt
{
:ξµ(q(t))pµ(t): +
∑
|n|6|m|
T βnαm(ξ(q(t))) :φβ,n(t)π
α,m(t):
}
=
∫
dt
{
:ξµ(q(t))pµ(t): − ξ
µ(q(t))Pµ(t) +
+
∑
|n|6|m|6p
(
m
n
)
∂m−nξ
µ(q(t))Em
n+µ(t)
}
+ Tdξ ,
Tdξ =
∫
dt
∑
|n|6|m|6p
(
m
n
)
∂m−n+νξ
µ(q(t))Tmν
nµ (t), (4.1)
JX =
∫
dt
∑
|n|6|m|
Jβnαm(X(q(t))) :φβ,n(t)π
α,m(t):
=
∫
dt
∑
|n|6|m|6p
(
m
n
)
∂m−nXa(q(t))J
ma
n
(t),
Lf =
∫
dt f(t)L(t) + λ(f˙(t)− if(t))E(t),
where
Pµ(t) =
∑
|m|6p
Em
m+µ(t),
L(t) = − : q˙µ(t)pµ(t): + F (t),
Em
n
(t) = :πα,m(t)φα,n(t): ,
(4.2)
Jma
n
(t) = Jβaα :π
α,m(t)φβ,n(t): ,
Tmν
nµ (t) = T
βµ
αν :π
α,m(t)φβ,n(t): ,
F (t) =
∑
|m|6p
:πα,m(t) ˙φα,m(t):
13
and T µν = (T
αµ
βν ) and J
a = (Jαaβ ) are matrices that generate gl(N) and g,
respectively. The currents in (4.2) satisfy an algebra of the form
[Tmµ
nν (s), T
rρ
sσ (t)] = ...+
1
2πi
(k1δ
µ
σδ
ρ
ν + k2δ
µ
ν δ
ρ
σ)δ
m
s
δr
n
δ˙(s− t),
[Tmµ
nν (s), E
r
s
(t)] = ...+
k3
2πi
δµν δ
m
s
δr
n
δ˙(s − t),
[Tmµ
nν (s), J
rb
s
(t)] = ...+ 0,
[Jma
n
(s), Jrb
s
(t)] = ...+
k5
2πi
δabδm
s
δr
n
δ˙(s− t),
[Jma
n
(s), Er
s
(t)] = ...+ 0,
(4.3)
[Em
n
(s), Er
s
(t)] = ...+
k4
2πi
δm
s
δr
n
δ˙(s− t),
[F (s), F (t)] = ...+
c
24πi
(
N + p
N
)
(
...
δ (s− t) + δ˙(s− t)),
[F (s), Em
n
(t)] = ...+
d0
4πi
δm
n
(δ¨(s − t) + iδ˙(s− t)),
[F (s), Jma
n
(t)] = ...+ 0,
[F (s), Tmµ
nν (t)] = ...+
d1
4πi
δµν δ
m
n
(δ¨(s− t) + iδ˙(s − t)).
Here I have not written down regular terms explicitly; they form an open
algebra which is described in [13].
Let ̺ be a gl(N) representation and M a g representation. Define num-
bers u,v,w,x,y by
tr 1 = x, tr T µν T στ = uδ
µ
τ δσν + vδ
µ
ν δστ ,
tr T µν = wδ
µ
ν , tr JaJb = yδab,
(4.4)
where the trace is taken in the g⊕gl(N) representation M⊕̺. The relation
to the numbers k0(̺), k1(̺), k2(̺), and yM defined in [10] is
u = k1(̺) dim M, x = dim ̺ dim M,
v = k2(̺) dim M, y = dim ̺ yM , (4.5)
w = k0(̺) dim M,
provided that ̺ and M are irreducible. The values of the abelian charges
were given in [10], Theorems 1 and 3, and again in [13], Theorem 1. They
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depend on the central extensions in (4.3):
c1 = 1− k1
(
N + p
N
)
− k4
(
N + p+ 1
N + 2
)
,
c2 = −k2
(
N + p
N
)
− 2k3
(
N + p
N + 1
)
− k4
(
N + p
N + 2
)
,
c3 = 1 + d1
(
N + p
N
)
+ d0
(
N + p
N + 1
)
, (4.6)
c4 = 2N − c
(
N + p
N
)
,
c5 = k5
(
N + p
N
)
.
For the Fock module, we have
k1 = ∓u, k2 = ∓v, k3 = ∓w, k4 = ∓x,
(4.7)
k5 = ∓y, d0 = ∓x, d1 = ∓w, c = ∓x.
The upper signs apply to bosons and the lower signs to fermions. Note that
I have used the assumption that g is semisimple to put k6 = k7 = k8 = 0.
The DGRO(N, g) representations obtained in this fashion are well de-
fined for all finite values of the jet order p. In order to reconstruct the
original field by means of the Taylor series (3.18), one must take the limit
p → ∞. A necessary condition for taking this limit is that the abelian
charges have a finite limit. Taken at face value, the prospects for succeeding
appear bleak. When p is large,
(
m+p
n
)
≈ pn/n!, so the abelian charges (4.6)
diverge; the worst case is c1 ≈ c2 ≈ p
N+2/(N + 2)!, which diverges in all
dimensions N > −2. In [13] I devised a way out of this problem: consider a
more general realization by taking the direct sum of operators corresponding
to different values of the jet order p. Take the sum of r+1 terms like those
in (4.2), with p replaced by p, p− 1, ..., p − r, respectively, and with ̺ and
M replaced by ̺(i) and M (i) in the p− i term.
Such a sum of contributions arises naturally from the KT complex, be-
cause the antifields are only defined up to an order smaller than p (e.g.
p − oα or p − ςa). Summing the contributions from the various entries in
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subsections 3.4 and 3.5, (4.1) is replaced by
Lξ =
∫
dt
{
:ξµ(q(t))pµ(t): − ∂νξ
µ(q(t)) :q∗µ(t)p
∗ν(t): +
+
∑
|n|6|m|6p
T βnαm(ξ(q(t))) :φβ,n(t)π
α,m(t): +
−
∑
|n|6|m|6p−oα
T βnαm(ξ(q(t))) :φ
∗α
,n (t)π
∗,m
β (t): +
+
∑
|n|6|m|6p−ςa
T bnam(ξ(q(t))) :b
a
,n(t)c
,m
b (t): +
(4.8)
+
∑
|n|6|m|6p−1
T βnαm(ξ(q(t))) :φβ,n(t)π
α,m(t): +
−
∑
|n|6|m|6p−oα−1
T βnαm(ξ(q(t))) :φ
∗α
,n (t)π
∗,m
β (t): +
+
∑
|n|6|m|6p−ςa−1
T bnam(ξ(q(t))) :b
a
,n(t)c
,m
b (t):
}
,
and similar contributions to JX and Lf . Here T
βn
αm(ξ) and T
bn
am(ξ) are matri-
ces in the two different gl(N) representions acting on fields and second-order
antifields, respectively; the action on first order antifields is dual to the field
action, because this is how the EL equations transform.
Denote the numbers u, v, w, x, y in the modules ̺(i) and M (i), defined
as in (4.4), by ui, vi, wi, xi, yi, respectively. Of course, there is only one
contribution from the observer’s trajectory. Then it was shown in [13],
Theorem 3, that
c1 = −U
(
N + p− r
N − r
)
, c2 = −V
(
N + p− r
N − r
)
,
c3 =W
(
N + p− r
N − r
)
, c4 = X
(
N + p− r
N − r
)
, (4.9)
c5 = Y
(
N + p− r
N − r
)
,
where u0 = U , v0 = V , w0 = W , x0 = X and y0 = Y , provided that the
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following conditions hold:
i ui +
i−2∑
j=0
j∑
ℓ=0
xℓ = (−)
i
(
r
i
)
U,
ii vi +
i−1∑
j=0
(2wj +
j−1∑
ℓ=0
xℓ) = (−)
i
(
r
i
)
V,
iii wi +
i−1∑
j=0
xj = (−)
i
(
r
i
)
W,
iv xi = (−)
i
(
r
i
)
X,
(4.10)
v yi = (−)
i
(
r
i
)
Y,
vi
r∑
i=0
(2wj +
i−1∑
ℓ=0
xℓ) = 0,
vii
r∑
i=0
xi = 0,
viii
r−1∑
i=0
i∑
j=0
xj = 0.
The abelian charges diverge if N > r and vanish if N < r. When N = r,
the they are independent of p and in general non-zero.
Define
αi =
i−2∑
j=0
j∑
ℓ=0
(−)ℓ
(
r
ℓ
)
,
βi =
i−1∑
j=0
(−)j
(
r
j
)
, (4.11)
γi =
i−1∑
j=0
j−1∑
ℓ=0
(−)ℓ
(
r
ℓ
)
.
Using the recurrence formula(
n
i
)
=
(
n
i− 1
)
+
(
n− 1
i− 1
)
(4.12)
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and a straightforward induction argument, it can be shown that
αi = γi = (−)
i
(
r − 2
i− 2
)
, βi = −(−)
i
(
r − 1
i− 1
)
. (4.13)
The conditions (4.10) become
i ui + αiX = (−)
i
(
r
i
)
U,
ii vi + 2βiW − γiX = (−)
i
(
r
i
)
V,
iii wi + βiX = (−)
i
(
r
i
)
W, (4.14)
iv xi = (−)
i
(
r
i
)
X,
v yi = (−)
i
(
r
i
)
Y.
The remaining conditions follow immediately from the identities αr+1 =
βr+1 = 0.
There is another, simpler way to arrive at (4.14). Ignoring the finite
contributions from the observer’s trajectory, (4.6) can be rewritten as
c1 = uA(p) + xC(p− 1),
c2 = vA(p) + 2wB(p − 1) + xC(p− 2),
c3 = −wA(p) + xB(p− 1), (4.15)
c4 = xA(p),
c5 = −yA(p),
where
A(p) =
∑
|m|6p
1 =
(
N + p
N
)
,
B(p) =
∑
|m|6p
(m1 + 1) =
(
N + p+ 1
N + 1
)
, (4.16)
C(p) =
∑
|m|6p
(m1 + 1)(m2 + 1) =
(
N + p+ 2
N + 2
)
.
As discussed in [13], the numbers arise from sums over multi-indices length
|m| 6 p of certain components. The restriction to finite length can be viewed
18
as a regularization, with the nice property that diffeomorphism invariance
is preserved. Another possible regularization is to introduce the fugacity
ζ = (ζ1, ..., ζN ), and consider the expressions
A(ζ) =
∑
|m|
ζm =
N∏
i=1
1
1− ζ i
,
B(ζ) =
∑
|m|
(m1 + 1)ζ
m = (ζ1
∂
∂ζ1
+ 1)A(ζ) =
1
1− ζ1
A(ζ) (4.17)
C(ζ) =
∑
|m|
(m1 + 1)(m2 + 1)ζ
m = (ζ1
∂
∂ζ1
+ 1)(ζ2
∂
∂ζ2
+ 1)A(ζ)
=
1
1− ζ1
1
1− ζ2
A(ζ).
If we now put all ζi = ζ, we obtain
A(ζ) =
1
(1− ζ)N
, B(ζ) =
1
(1− ζ)N+1
, C(ζ) =
1
(1− ζ)N+2
. (4.18)
The limit p→∞ is replaced by ζ → 1.
However, it is not B(p) and C(p) that appear in (4.15), but rather B(p−
1), C(p− 1), and C(p− 2). If
A(p) ∼
p∑
k=0
akζ
k → A(ζ) (4.19)
then
A(p− 1) ∼
p∑
k=0
ak−1ζ
k =
p−1∑
ℓ=0
aℓζ
ℓ+1 → ζA(ζ). (4.20)
More generally, A(p− k) ∼ ζkA(ζ).
Equation (4.15) contains the contributions from a single, fermionic jet
of order p. With several jets of order p, ..., p − r, the term uA(p) becomes
u0A(p)+u1A(p−1)+...+urA(p−r), so we must replace the parameter u with
the function u(ζ) =
∑r
i=0 uiζ
i, Taking this into account, (4.15) corresponds
to
c1 = u(ζ)A(ζ) + x(ζ)ζC(ζ),
c2 = v(ζ)A(ζ) + 2w(ζ)ζB(ζ) + x(ζ)ζ
2C(ζ),
c3 = −w(ζ)A(ζ) + x(ζ)ζB(ζ), (4.21)
c4 = x(ζ)A(ζ),
c5 = −y(ζ)A(ζ).
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Now demand that
c1 = U, c2 = V, c3 = −W, c4 = X, c5 = −Y, (4.22)
in the limit ζ → 1. The simplest way to achieve this is to require that (4.22)
holds for all ζ. This leads to
u(ζ) = U(1− ζ)N −Xζ(1− ζ)N−2,
v(ζ) = V (1− ζ)N + 2Wζ(1− ζ)N−1 −Xζ2(1− ζ)N−2,
w(ζ) = W (1− ζ)N −Xζ(1− ζ)N−1, (4.23)
x(ζ) = X(1 − ζ)N ,
y(ζ) = Y (1− ζ)N .
Equation (4.14) is recovered after an expansion in ζ. E.g.,
x(ζ) =
r∑
i=0
xiζ
i = X(1− ζ)N =
N∑
i=0
(−)i
(
N
i
)
Xζ i, (4.24)
leading to xi = (−)
i
(
N
i
)
X and r = N .
5 Solutions to the constraint equations
5.1 Original constraint equations
Let us now consider the solutions of (4.10) for the numbers xi, which can
be interpreted as the number of fields and anti-fields. First assume that the
field φα,m(t) is fermionic with xF components, which gives x0 = xF . We
may assume, by the spin-statistics theorem, that the EL equations are first
order, so the bosonic antifields φ∗α,m(t) contribute −xF to x1. The barred
antifields φα,m(t) are also defined up to order p− 1, and so give x1 = −xF ,
and the barred second-order antifields φ∗α,m(t) give x2 = xF . Further assume
that the fermionic EL equations have xS gauge symmetries, i.e. the second-
order antifields ba,m(t) give x2 = xS . In established theories, xS = 0, but
we will need a non-zero value for xS . Finally, the corresponding barred
antifields give x3 = −xS.
For bosons the situation is analogous, with two exceptions: all signs are
reversed, and the EL equations are assumed to be second order. Hence
φ∗α,m(t) yields x2 = xB and the gauge antifields b
a
,m(t) give x3 = −xG. Ac-
cordingly, the barred antifields are one order higher.
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The situation is summarized in the following tables, where the upper half
is valid if the original field is fermionic and the lower half if it is bosonic:
g Field Order x
0 φα,m(t) p xF
1 φα,m(t) p− 1 −xF
1 φ∗α,m(t) p− 1 −xF
2 φ∗α,m(t) p− 2 xF
2 ba,m(t) p− 2 xS
3 ba,m(t) p− 3 −xS
0 φα,m(t) p −xB
1 φα,m(t) p− 1 xB
1 φ∗α,m(t) p− 2 xB
2 φ∗α,m(t) p− 3 −xB
2 ba,m(t) p− 3 −xG
3 ba,m(t) p− 4 xG
(5.1)
If we add all contributions of the same order, we see that relation iv in (4.14)
can only be satisfied provided that
p : xF − xB = X
p− 1 : −2xF + xB = −rX,
p− 2 : xB + xF + xS =
(
r
2
)
X,
p− 3 : −xB − xS − xG = −
(
r
3
)
X, (5.2)
p− 4 : xG =
(
r
4
)
X,
p− 5 : 0 = −
(
r
5
)
X, ...
The last equation holds only if r 6 4 (or trivially if X = 0). On the other
hand, if we demand that there is at least one bosonic gauge condition, the
p − 4 equation yields r > 4. Such a demand is natural, because both the
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Maxwell/Yang-Mills and the Einstein equations have this property. There-
fore, we are unambigiously guided to consider r = 4 (and thus N = 4). The
specialization of (5.2) to four dimensions reads
p : xF − xB = X
p− 1 : −2xF + xB = −4X,
p− 2 : xB + xF + xS = 6X, (5.3)
p− 3 : −xB − xS − xG = −4X,
p− 4 : xG = X.
Clearly, the unique solution to these equations is
xF = 3X, xB = 2X, xS = X, xG = X. (5.4)
5.2 Reduced constraint equations
The barred antifields, associated with the constraints (3.23), can conve-
niently be eliminated first. For each field or antifield of order p−oα, there is
a corresponding barred antifield of opposite Grassmann parity and one order
lower. E.g., for the field φα,m(t) at order p, we have the antifield φα,m(t) at
order p−1, and for φ∗α,m(t) at order p−oα, we have φ
∗α
,m(t) at order p−oα−1.
Thus, if xi has a contribution x
′
i from an unbarred (anti-)field, then xi+1
has the contribution −x′i. In particular, x
′
r = 0. This means that the total
value for c4 in (4.6) becomes
c4 =
r∑
i=0
xi
(
N + p− i
N
)
=
r−1∑
i=0
x′i
(
N + p− i
N
)
−
r∑
i=1
x′i−1
(
N + p− i
N
)
(5.5)
=
r−1∑
i=0
x′i
{(N + p− i
N
)
−
(
N + p− i− 1
N
)}
=
r−1∑
i=0
x′i
(
N − 1 + p− i
N − 1
)
.
We recognize that this expression is of the same form as the original ex-
pression, with the replacements xi → x
′
i, N → N − 1, and r → r − 1. The
finiteness conditions for the original parameters xi are thus equivalent to
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the same conditions for the reduced parameters x′i in one dimension less.
Henceforth we only consider the reduced parameters, and skip the primes
to avoid unnecessarily cumbersome notation.
The tables (5.1) are replaced by (fermions first, bosons second)
g Field Order x
0 φα,m(t) p xF
1 φ∗α,m(t) p− 1 −xF
2 ba,m(t) p− 2 xS
0 φα,m(t) p −xB
1 φ∗α,m(t) p− 2 xB
2 ba,m(t) p− 3 −xG
(5.6)
The reduced version of (5.2) becomes
p : xF − xB = X
p− 1 : −xF = −rX,
p− 2 : xB + xS =
(
r
2
)
X, (5.7)
p− 3 : −xG = −
(
r
3
)
X,
p− 4 : 0 =
(
r
4
)
X, ...
If we sum the first three equations, we obtain xS = (r
2−3r+2)X/2. Thus the
only case where we can avoid the fermionic gauge symmetries is if r = 2, i.e.
N = 3. However, if we put r = 2, we get from the fourth equation xG = 0,
which means that there are no bosonic gauge symmetries either. But this
can not be the case, assuming that the Einstein equation is included among
our EL equations, and thus r > 2. However, the last equation is clearly
impossible to satisfy if r > 4. For r = 3, i.e. N = 4, (5.7) becomes
p : xF − xB = X
p− 1 : −xF = −3X,
(5.8)
p− 2 : xB + xS = 3X,
p− 3 : −xG = −X.
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The solution to these equations is of course still given by (5.4).
The solutions to the other conditions in (4.10) follow by analogous con-
siderations. Assume that there are xF fermions that contribute xF , yF , uF ,
vF , wF to parameters x, y, u, v, w, respectively. The contributions from the
xB bosons, xS fermionic gauge conditions, and xG bosonic gauge conditions
are denoted analogously. Since we have already excluded N 6= 4, we limit
ourselves to this case. We also use the reduced parameters and hence we set
r = 3. The numbers αi and βi in (4.11) are
i αi βi γi
0 0 0 0
1 0 1 0
2 1 −2 1
3 −1 1 −1
(5.9)
By following exactly the same arguments as for xi above, we see that the
reduced version of (4.14) becomes
p : xF − xB = X yF − yB = Y
p− 1 : −xF = −3X −yF = −3Y
p− 2 : xB + xS = 3X yB + yS = 3Y
p− 3 : −xG = −X −yG = −Y
p : uF − uB = U vF − vB = V
p− 1 : −uF = −3U −vF = −3V − 2W
p− 2 : uB + uS = 3U −X vB + vS = 3V + 4W +X
p− 3 : −uG = −U +X −vG = −V −W −X
p : wF − wB =W
p− 1 : −wF = −3W −X
p− 2 : wB + wS = 3W + 2X
p− 3 : −wG = −W −X
(5.10)
24
The solutions are given by
xB = 2X yB = 2Y
xF = 3X yF = 3Y
xS = X yS = Y
xG = X yG = Y
uB = 2U vB = 2V + 2W
uF = 3U vF = 3V + 2W
uS = U −X vS = V + 2W +X
uG = U −X vG = V + 2W +X
wB = 2W +X
wF = 3W +X
wS =W +X
wG =W +X
(5.11)
This is our main result. It expresses the twenty parameters xB − wG in
terms of the five parameters X, Y , U , V , W . For this particular choice of
parameters, the abelian charges in (4.9) are given by (4.22), independent of
p. Hence there is no manifest obstruction to the limit p→∞.
5.3 Comparison with known physics
All experimentally known physics is well described by quantum theory, grav-
ity, and the standard model in four dimensions. We have already seen that
quantum general covariance more or less dictates that spacetime has N = 4
dimensions (5.2). It is therefore interesting to investigate to what extent
the particle content matches (5.4); recall that x = tr 1 equals the number of
field components.
The bosonic content of the theory is given by the following table. Stan-
dard notation for the fields is used, and one must remember that it is
the na¨ıve number of components that enters the equation, not the gauge-
invariant physical content. E.g., the photon is described by the four com-
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ponents Aµ rather than the two physical transverse components.
Field Name EL equation xB
Aaµ Gauge bosons DνF
aµν = jaµ 12 × 4 = 48
gµν Metric G
µν = 18πT
µν 10
H Higgs field gµν∂µ∂νH = V (H) 2
(5.12)
Gauge condition xG
DµDνF
aµν = 0 12 × 1 = 12
∂νG
µν = 0 4
The total number of bosons in the theory is thus xB = 48 + 10 + 2 = 60,
which implies X = 30 by (5.4). The number of gauge conditions is xG = 16,
which implies X = 16. There is certainly a discrepancy here.
The fermionic content in the first generation is given by
Field Name EL equation xF
u Up quark D/u = ... 2× 3 = 6
d Down quark D/d = ... 2× 3 = 6
e Electron D/ e = ... 2
νL Left-handed neutrino D/νL = ... 1
(5.13)
The number of fermions in the first generation is thus xF = 6+6+2+1 = 15.
Counting all three generations and anti-particles, we find that the total
number of fermions is xF = 2× 3 × 15 = 90, which implies X = 30. There
are no fermionic gauge conditions, so xS = 0, which implies X = 0.
It is clear that the predictions for X (30, 16, 30, 0) are not mutually
consistent. However, to cancel the leading terms, of order p and p − 1,
it is only necessary that 2xF = 3xB , which is indeed the case in known
physics. It is therefore tempting to speculate that known physics is a first
approximation of a more elegant theory, which has the same field content
but more gauge conditions, including fermionic ones. This issue will be
addressed in the discussion.
It is important to check that the results remain the same if the same
physical situation is described with a different, but equivalent, set of fields.
Typically, such spurious degrees of freedom have algebraic EL equations.
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Denote the original (bosonic, say) xB fields by φα,m(t) and let ψi,m(t) be
xA spurious fields, defined for |m| 6 p. The contribution to x0 from the
bosonic fields is thus xB + xA. There are also xA new EL equations E
i
,m(t),
defined for |m| 6 p because they are algebraic; Ei,m(t) contains ψj,n(t) for
all |n| 6 |m|, but not of higher order. The corresponding anti-fields ψ∗i,m(t)
add −xA to x0. The total result is x0 = xB + xA − xA = xB, as before.
An example is given by the gravitational field in vielbein formalism. In-
stead of the 10 components of the metric gµν = gνµ we have the 16 vielbeine
eiµ. However, the requirement that the metric gµν = e
i
µeiν be symmetric
gives rise to 6 algebraic conditions, so the contribution to x0 is still 10.
6 Discussion
There are two key lessons to be learnt from twentieth century physics:
• General relativity teaches us the importance of diffeomorphism invari-
ance. Physics is fully relational; there is no background stage over
which physics takes place. Rather, geometry itself participates ac-
tively in the dynamics. Note that this is very different from mere
coordinate invariance, because there is no compensating background
metric.
• Quantum theory teaches us the importance of projective lowest-energy
representations; the passage from Poisson brackets to commutators
makes normal ordering necessary. E.g., to study angular momentum
from a quantum perspective, it is not sufficient to limit oneself to
proper (integer spin) representations of the rotation group SO(3); one
must also include the projective (half-integer spin) representations.
For finite-dimensional groups such as SO(3), projectivity only man-
ifests itself on the group level, but in the infinite-dimensional case
already the Lie algebra is modified. Algebras of linear growth acquire
central extensions, e.g. the Virasoro and affine Kac-Moody algebras,
whereas algebras of polynomial but non-linear growth acquire abelian
but non-central extensions.
The successful construction of a quantum theory of gravity will probably
combine these two insights. It seems obvious that the correct way to com-
bine diffeomorphism invariance and projective representations is to consider
projective representations of the diffeomorphism group, which on the Lie
algebra level gives rise to the DGRO algebra. To even think about quan-
tum gravity without understanding DGRO(N, g) seems to be a doomed
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project. It would be like doing classical gravity without tensor fields (=
proper representations of the diffeomorphism group), or like doing quantum
theory without spinors (= projective representations of SO(3)). Hence it
seems appropriate to refer to DGRO algebra symmetry as quantum gen-
eral covariance. In fact, the Fock modules considered in [10] automatically
solve some of the outstanding problems in quantum gravity. By definition,
it clarifies the role of diffeomorphisms, and there are no causality problems,
because the theory only involves events on the observer’s trajectory and such
events are always causally related [14].
With the introduction of the Koszul-Tate cohomology in the present pa-
per, dynamics has entered representation theory, presumably for the first
time. Since the classical KT cohomology is equivalent to standard formu-
lations of classical physics, and the presence of Virasoro-like cocycles sig-
nals quantization, the construction in the present paper can be regarded as
a novel quantization method, although the relation to other quantization
schemes is unclear. An important feature is that abelian extensions pose no
problem, as long as they are finite in the p→∞ limit.
The existence of this limit may be viewed as a requirement on objective
reality; the p-jets living on the observer’s trajectory can be extended to
fields defined throughout spacetime by means of a Taylor expansion, only
if the limit p → ∞ is well defined. This imposes severe constraints on
the field content. As we saw in Section 5.3, most of these conditions are in
qualitative agreement with established theories of physics, in particular with
the standard model. We find both fermions and bosons, with EL equations
of first and second order, respectively, and bosonic gauge constraints of third
order. Moreover, spacetime must have four dimensions provided that there
are no reducible gauge conditions.
However, there is also sharp disagreement on the number of gauge con-
ditions. Quantum general covariance predicts the existence of fermionic
gauge freedom of second order, and additional bosonic gauge freedom at
third order. This points toward some kind of modification, maybe involving
superalgebras. An interesting possibility is to consider a gauge theory based
on the exceptional Lie superalgebra mb(3|8), which is the simple vectorial su-
peralgebra of maximal depth 3 [8, 19]. Classically, the corresponding gauge
algebra map(N,mb(3|8)) acts on functions φα(x, y), valued in modules of
the grade zero subalgebra sl(3)⊕ sl(2)⊕ gl(1), i.e. the non-compact form of
the symmetries of the standard model. Here x = (xµ) ∈ RN is a spacetime
coordinate and y = (yi) ∈ C3|8 is a coordinate in internal space. I have
recently attempted to generalize the standard model to a gauge theory with
mb(3|8) symmetry, and extra conditions on the fermionic fields do indeed
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arise [15]. However, the considerations in that paper are purely classical.
It is clear that quantization in the spirit of the present paper can be car-
ried out (map(N,mb(3|8)) ⊂ vect(N + 3|8)), but this task has not yet been
undertaken.
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