An extensible messageoriented offload model for high-performance applications by Patricia Gilfeather & Arthur B. Maccabe
An Extensible Message-Oriented Ofﬂoad Model for
High-Performance Applications
￿
Patricia Gilfeather and Arthur B. Maccabe
Scalable Systems Lab
Department of Computer Science
University of New Mexico
pfeather@cs.unm.edu, maccabe@cs.unm.edu
Abstract
In this paper, we present and verify a new
model designed to capture the beneﬁts of protocol
ofﬂoad in the context of high performance com-
puting systems. Other models capture the beneﬁts
of ofﬂoad or the performance of parallel applica-
tions. However, the extensible message-oriented
ofﬂoad model (EMO) is the ﬁrst model to empha-
sizethe performanceof the network protocol itself
and models it in a message-oriented rather than
ﬂow-oriented manner. EMO allows us to consider
beneﬁts associated with the reduction in message
latency along with beneﬁts associated with reduc-
tion in overhead and improvementsto throughput.
In order to verify EMO, we use the tool to
model a very common ofﬂoad technique, inter-
rupt coalescing. We discuss the assumptions of
our model and show the modeled ofﬂoad and la-
tency performance of interrupt coalescing and no
interrupt coalescing. We then present preliminary
results to verify that our model is accurate.
￿
Los Alamos Computer Science Institute SC R71700H-
29200001
1 Introduction
Network speeds are increasing. Both Ethernet
and Inﬁniband are currently promising 40 Gb/s
performance, and Gigabit performance is now
commonplace. Ofﬂoading all or portions of com-
munication protocol processing to an intelligent
NIC (Network Interface Card) is frequently used
to ensure that beneﬁts of these technologies are
available to applications. However, determining
what portions of a protocol to ofﬂoad is still more
of an art than a science. Furthermore, there are
few tools to help protocol designers choose ap-
propriate functionality to ofﬂoad.
Currently, there are no models that address the
speciﬁc concerns of high-performance comput-
ing. We create a model that explores ofﬂoad-
ing of commodity protocols for individual mes-
sages which allows us to consider ofﬂoading per-
formance for message-oriented applications and
libraries like MPI.
In this paper, we ﬁrst brieﬂy outline our new
model, the extensible message-oriented ofﬂoad
model (EMO),thatallowsustoevaluateand com-
pare the performance of network protocols in a
message-oriented ofﬂoadedenvironment. [2] pro-
vides an in-depth introduction to EMO, along
with a comparison of this model to other popu-
lar performance models, LAWS [4] and LogP [1]
1and a case study for using the model to develop
new ofﬂoaded network protocols. Second, we use
EMO to model the latency and overhead of mes-
sages using no interrupt coalescing, using default
interrupt coalescing and using maximum default
interrupt coalescing. Third, we discuss the meth-
ods used to measure the actual latency and over-
head of various aspects of a protocol. Finally,
wepresent our preliminary results in verifying the
model by comparing modeled latencies for inter-
rupt coalescing with actual results.
2 Extensible Message-Oriented
Ofﬂoad Model
We wanted a performance model that is not
speciﬁc to any one protocol, but our choices were
informed by our understanding of MPI over TCP
over IP.
Figure 1showsthe communication architecture
used for EMO. The latency and overhead that is
necessary to communicate between components
must include the movement of data when appro-
priate.
Host OS
Protocol overhead = C_h
Protocol overhead = C_a
Latency = L_ha
Overhead = O_ha
Application
Latency = L_na
Overhead = O_na
Overhead = O_nh
Latency = L_nh
CPU rate = R_h
CPU rate = R_n
NIC
Protocol overhead = C_n
Figure 1. The Extensible Message-oriented
Ofﬂoad Model
The variables for this model are as follows:
￿ CN
￿ # cycles of protocol processing on NIC
￿ RN
￿ Rate of CPU on NIC
￿ LNH
￿ Time to move data and control from
NIC to Host OS
￿ CH
￿ #cyclesofprotocol processingonHost
￿ RH
￿ Rate of CPU on Host
￿ LHA
￿ Time to move data and control from
Host to App
￿ LNA
￿ Time to move data and control from
NIC to App
￿ CA
￿ # cycles of protocol processing at Ap-
plication
￿ ONH
￿ # host cycles to move data and con-
trol from NIC to Host OS
￿ OHA
￿ # host cycles to move data and con-
trol from Host OS to App
￿ ONA
￿ # host cycles necessary to communi-
cate and move data from NIC to Application
2.0.1 Extensibility
The model allows for extensibility with respect
to protocol layers. We hope this model can be
useful for researchers working on ofﬂoading parts
of the MPI library (like MPI MATCH) or parts
of the matching mechanisms for any language or
API. We constructed the model so that it can grow
through levels of protocols. For example, Our
model can by extended, or telescoped, to include
ofﬂoading portions of MPI. We simply add Cm,
Lam and Oam to the equations for overhead and
latency.
22.0.2 Overhead
EMO allows us to explore the fundamental cost
of any protocol, its overhead. Overhead occurs at
the per-message and per-byte level. Our model al-
lows us to estimate and graphically represent our
understanding about overhead for various levels
of protocol ofﬂoad.
Overhead is modeled as
Overhead
￿ ONH
￿ CH
￿ OHA
￿ CA
￿ ONA
. However, all methods will only use some of the
communication patterns to process the protocol.
Traditional overhead, for example, will not use
the communication path between the NIC and the
application and does no processing at the applica-
tion.
Traditional Overhead
￿ ONH
￿ CH
￿ OHA
2.0.3 Gap
Gap is the interarrival time of messages to an ap-
plication on a receive and the interdeparture time
of message from an application on a send. It
is a measure of how well-pipelined the network
protocol stack is. But gap is also a measure of
how well-balanced the system is. If the host pro-
cessor is processing packets for a receive very
quickly, but the NIC cannot keep up, the host pro-
cessor will starve and the gap will increase. If the
host processor is not able process packets quickly
enough on a receive, the NIC will starve and the
gap will increase. If the network is slow, both the
NICand hostwill starve. Gap is ameasure of how
well-balancedthe system is. As weminimizegap,
we balance the system.
Gap
￿ max
￿
CN
RN
￿
CH
RH
￿
LW
￿
￿ min
￿
CN
RN
￿
CH
RH
￿
LW
￿
2.0.4 Latency
Latency is modeled as
Latency
￿
CN
RN
￿ LNH
￿ CH
RH
￿ LHA
￿ LNA
￿ CA
RH
￿ LW
. However, all methods will only use some of the
communication patterns to process the protocol.
Traditional network protocols, for example, will
not use the communication path between the NIC
and the application and does no processing at the
application.
Traditional Latency
￿
CN
RN
￿ LNH
￿ CH
RH
￿ LHA
3 Interrupt Coalescing using EMO
There are several options for reducing interrupt
pressures due to communication. Most conserva-
tively, one can coalesce interrupts. The use of al-
gorithms to reduce (or coalesce) the number of
interrupts has been widespread. In this approach,
the receiving NIC only interrupts the host after a
speciﬁed amount of time or number of arriving
packets. We model the latency and overhead of
a message when there is no interrupt coalescing
occurring, when an ideal interrupt coalescing pat-
tern is occurring and when the speciﬁed number
of packets to wait before an interrupt is very high.
3.1 Overhead
Figure 2 graphically represents the protocol
processing overhead for traditional UDP using no
interrupt coalescing and for UDP using maximum
interrupt coalescing.
Recall that traditional overhead is modeled as
Traditional Overhead
￿ ONH
￿ CH
￿ OHA
Interrupt coalescing amortizes the cost of the
ONH over many messages. In order to model
advantages of interrupt coalescing in EMO, the
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Figure 2. Extensible Message-Oriented Of-
ﬂoad - overhead
overhead is measured in the limit as ONH ap-
proaches zero.
Interrupt coalescing Overhead
￿ CH
￿ OHA
Interrupt coalescing still requires the copy be-
tween the operating system and the application
and so overhead is still linear in the size of the
message.
3.2 Latency
Figure 3 graphically represents the latency of
traditional UDP, and provides a range of latencies
for UDP messages with interrupt coalescing.
Interrupt Coalescing decreases the overhead by
waiting to interrupt the operating system until a
number of messages have arrived for processing.
While this decreases the amount of protocol pro-
cessing overhead, it actually increases latency.
Figure 3 graphically represents the best case la-
tency for the interrupt coalescing method as the
same as the latency of a message processed using
a traditional UDP stack. Another latency for in-
terrupt coalescing is also represented. Here, the
slope of the line remains the same but the exact
offset from the traditional latency will depend on
the amount of time the interrupt coalescing mech-
anism waits before interrupting the host. Thus,
(worst case)
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Figure 3. Extensible Message-Oriented Of-
ﬂoad - Latency
Lnh will depend on the implementation of the in-
terrupt coalescing mechanism.
4 Model Veriﬁcation - Initial Results
We measured latencies by creating a ping-pong
test between Host A and Host B. Host A remains
constant throughout the measurements. Host A
is a 933 MHz Pentium III running an unmodiﬁed
Linux 2.4.25 kernel with the Acenic Gigabit Eth-
ernet card set to default values for interrupt coa-
lescing and transmit ratios. Host B is the same
machine connected to Host A by cross-over ﬁber.
Host B also runs an unmodiﬁed version of the
Linux 2.4.25 kernel.
We measured overhead by modifying our ping-
pong test. Host A continues the ping-pong test,
but Host B includes a cycle-soaker that counts
the number of cycles that can be completed while
communication is in progress.
4.1 Latency
In order to verify the model for latency, we
measured actual latency and approximated mea-
surements for the various parts of the sum for our
4equation:
Traditional Latency
￿
CN
RN
￿ LNH
￿ CH
RH
￿ LHA
Our model is veriﬁed to the extent that the sum
of the addends approximates the actual measured
latency.
4.1.1 Application to Application Latency
In order to measure the traditional latency, we ran
a simple UDP echoserver in user space on Host
B. Host A simply measures ping-pong latency for
various size messages. We measured this latency
from 100 byte messages through 8900 byte mes-
sages. We wanted to remain within the jumbo
frame size to avoid fragmentation and reassembly
or multiple packets, but we wanted to exercise the
crossing of page boundaries. The page size for
the Linux 2.4.25 kernel is 4KB.
We conﬁgured two 933 MHz, Linux 2.4.0(re-
lease) servers with version 0.49 of Jes Sorenson’s
Acenic driver (patched only to support trace-
dumps). The machines were connected by a
cross-over ﬁber cable (with no switch).
The Acenic driver has four conﬁgurable pa-
rameters, the receive-side interrupt threshold,
the send-side interrupt threshold, the receive-
side maximum interrupt inter-arrival time and the
send-side maximum interrupt inter-arrival time.
The default parameters were used for the default
interrupts. To disable interrupt coalescing, the
receive-side interrupt threshold and the send-side
interruptthresholdweresetto0andthemaximum
interrupt inter-arrival times were set to 0. For
maximum interrupts, the receive-side and sender-
side interrupt thresholds were set to 1000 and the
maximum interrupt inter-arrival times were set to
100µs.
4.1.2 Application to NIC Latency
In order to measure application to NIC latency
we moved the UDP echo server into the Acenic
ﬁrmware. This allows us to measure the latency
of a message as it travels through Host A, across
the wire, and to the NIC on Host B. This la-
tency should not reﬂect the cost of the interrupt
on Host B, the cost of moving through the ker-
nel receive or send paths on Host B, nor the cost
of the copy of data into user space on Host B.
The UDP echoserver exercises all of the code in
the traditional UDP receive and send paths in the
Acenic ﬁrmware with the exception of the DMA
to the host. Because of the structure of the Acenic
ﬁrmware, we had to include a bcopy (byte copy)
of the entire message from the receive buffer to
a transmit buffer. This copy is performed at the
speed of the Acenic processor (88 MHz). We
assume that the application to NIC latency mea-
surement includes both the copy of entire mes-
sage and the CN
RN portion of the latency calcula-
tion. It is important to note that the startup time
for the DMA engine on the Acenic cards is ap-
proximately 5mus. This will be accounted for in
the LNH portion of the calculation.
4.1.3 Application to Kernel Latency
For our initial results, we chose to measure the la-
tency between an application on Host A and the
kernel on Host B using the UDP echo server util-
ity already provided by the inetd daemon. This
should give a reasonable approximation of the
latency between the application and the kernel.
While the UDP echo message does not travel the
exact code path as a UDP message in the kernel,
it does exercise the same IP path and very similar
code at the level above IP. The UDP echo server
does not perform a copy of data to user space and
does not perform a route lookup.
The application to kernellatency was measured
with an unmodiﬁed Host A with default interrupt
coalescing and with Host B with default inter-
rupt coalescing, no interrupt coalescing, and max-
imuminterruptcoalescing. Weexpectthatthedif-
ferences between interrupt coalescing and no in-
terrupt coalescing should be present at this level.
54.1.4 Results
We want to verify EMO in two ways. First, we
want to show that the assumptions we have made
about the variables in our latency equation are ac-
curate. Second, we want to verify that our com-
parison of interrupt coalescing schemes is accu-
rate.
Figure 4 represents our veriﬁcation that the
overall latency is reﬂected in the variables of its
equation and shows the minimum latency of var-
ious parts of the protocol using default interrupts
on both Host A and Host B. The ToNIC latency
includes the bcopy of data from the receive buffer
on the Acenic to the transmit buffer. The pro-
jected ToNIC latency is calculated by determin-
ing the approximate usec required to perform the
bcopy and subtracting that from the actual la-
tency. We assumed the number of cycles needed
per byte to perform the copy was 4.
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Figure 4. Latency with Default Coalescing
The latency represented in the results can be
modeled through EMO as:
X
￿ CN
RN
￿ LNH
￿ CH
RH
￿ LHA
where X is the latency of the message as it trav-
els the protocol stack during send and receive on
Host A and as it travels the wire. The projected
ToNIC latency includes both the processing on
the NIC, CN
RN, and the time on Host A and the wire,
X. The difference between the projected ToNIC
latency and the the ToKernel latency is LNH and
CH
RH and the difference between the ToKernel la-
tency and the ToApp latency is LHA. As we ex-
pected, the slope of the ToNIC and ToKernel are
the same since we expect the interrupt latency to
be constant. Also as we expected, the slope of the
ToApp latency increases more quickly as it is de-
pendant on the message size during the crossing
of the wire X which is reﬂected in the ToKernel
slope and on the copy from kernel to user space
LHA. The model, and the assumptions we made
about the variables, are veriﬁed by the results.
Figure 5 represents our veriﬁcation that the
comparison of ofﬂoad schemes using EMO is ac-
curate. The expectation is that the average latency
will be generally smaller when there is no inter-
rupt coalescing. This is shown in our model. In-
terrupt coalescing can be seen as a move to de-
crease the overhead effect of the interrupt ONH at
the cost of the time that an interrupt will reach
the host. This means we expect that LNH is the
variable affected. Figure 5 shows that generally
latency is slightly lower when Host B disables in-
terrupt coalescing and the latency for messages is
higher when the maximum interrupt coalescing is
enabled.
Moreover, Figure 6 further isolates this phe-
nomenon by measuring the ping-pong measure-
ment without the ﬁnal move from kernel to ap-
plication space. If we let X be the latency of all
communication on Host A, the wire and the NIC
on Host B, then Figure 6 represents a comparison
between:
X
￿ LNH
￿ CH
RH
and the interrupt coalescing latency
X
￿ L
￿NH
￿ CH
RH
4.2 Overhead
In order to verify the model for overhead, we
measuredactualoverheadandapproximatedmea-
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Figure 6. Application to Kernel Latency
surements for the various parts of the sum for our
equation:
Traditional Overhead
￿ ONH
￿ CH
￿ OHA
Our model is veriﬁed to the extent that the sum
of the addends approximates the actual measured
overhead.
4.2.1 Application to Application Overhead
Wemeasured theamountof cycle-soakworkHost
B can do without any communication occurring.
Thenwemeasuredtheamountofcycle-soakwork
Host B can do with standard ping-pong com-
munication of various sized messages occurring
between an application on Host A and a UDP
echoserver on Host B. The difference between
these to amounts of work is the overhead associ-
ated with the communication. It is the the number
of cycles being taken away from calculation.
We measured the overheadof application to ap-
plication communication with default interrupts
on Host A and with default interrupts on Host B,
no interrupt coalescing on Host B, and maximum
interrupt coalescing on Host B. We expect that the
overhead of application to application communi-
cation when Host B is using interrupt coalescing
will be lower than when Host B is not using inter-
rupt coalescing.
4.2.2 Kernel to Application Overhead
In order to measure the overhead for kernel to ap-
plication communication, Host A ran a ping ﬂood
onHostBandHostBranthecycle-soakworkcal-
culation. We expect that interrupt coalescing will
still make a difference at this level of communi-
cation so that Host B with no interrupt coalescing
will have higher overhead than Host B with de-
fault interrupt coalescing. However, we do not
expect the size of the message to make as much
of a difference in the communication overhead at
this level as it does at the application to applica-
tion communication level.
4.2.3 NIC to Application Overhead
In order to measure the overhead for applica-
tion to NIC communication, Host B is run with
the modiﬁed Acenic ﬁrmware with the UDP
echoserver at the NIC level. Host A runs the UDP
ping-pong test and Host B runs the cycle-soak
work calculation. We expect quite low overhead
on Host B as there is no host involvementwith the
communication and therefore no communication
overhead.
74.2.4 Results
As expected, there was no communication over-
head when the UDP echoserver runs at the NIC
level. This veriﬁed our modeled expectations.
We expected that the overhead for communiction
would be lower when Host B employed interrupt
coalescing. Figure 7 shows that the difference is
negligible at best, but this reﬂects general results
regarding interrupt coalescing and its efﬁcacy in
lowering overhead[3]. Moreover, Figure 7 shows
that this effect occurs at thekernel to application
communication path as expected since the inter-
rupt is still present in this path. As the size of
the message approaches 9000 bytes, the number
of interrupts decreases and so the overall commu-
nication processing overhead also decreases. This
is true for all schemes but the maximum interrupt
coalescing scheme which utilizes large delays in
processing interrupts to ﬂatten out the overhead
curve.
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Figure 7. Kernel to Application Overheads
Figure 8 shows the gap that represents OHA in-
creases as the size of the message increases as
expected. This veriﬁes the assumptions in our
EMO model. However, the overall overhead for
application to application messages remains con-
stant. We expect that as messages become larger,
the increase cost of overhead associated with the
copy of data to the application (OHA) is just offset
by the decrease cost of overhead associated with
fewer interrupts (ONH). Measurements for much
larger messages should reveal application to ap-
plication overheadsthat begin toslope up with the
size of the message, especially since the savings
in interrupts in maximized at 9000 bytes. These
results should also bring a more clear understand-
ing of the role of the memory subsystem in EMO.
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5 Conclusions and Future Work
The extensible message-oriented ofﬂoad model
(EMO) allows us to explore the space of net-
work protocol implementation from the applica-
tion messaging layers through to the NIC on a
message by message basis. This new language
gives us a fresh understanding of the role of of-
ﬂoading in terms of overhead, latency and gap in
high-performance systems.
The preliminary work begins to verify the
EMO model and its assumptions. Generally, both
the latency and the overhead equations are veri-
ﬁed by actual measurements. Also, the compari-
son between various interrupt coalescing schemes
further veriﬁes EMO. Future work will include
veriﬁcation through gap measurements and over-
head measurements for large messages.
8EMO as a language for exploring ofﬂoad de-
sign is already being used. We plan on us-
ing EMO to bound the resource requirements for
NICs or TCP ofﬂoad engines at 10Gb/s and 40
Gb/s speeds. We plan also to extend EMO to in-
clude memory management considerations such
as caching.
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