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Abstract 
We examine the radioactive decay of iodine in terms of its Kolmogorov entropy, observing a consistency 
with the presence of a regime of deterministic chaos in the vacuum dynamics. 
 
1. Introduction 
 
The direct observation that the universe appears to be expanding at an increasing rate [1], and Wilkinson 
Anisotropy Probe observation [2], fit well with the assumption that the universe is dominated by dark energy in 
the form of a cosmological constant. Although the nature of dark energy is currently unknown, it is often 
associated with the properties of the physical vacuum. Among the various models of a possible physical vacuum 
structure and its associated energy, a fractal-like structure has been proposed [3,4]. 
The expression “fractal structure” can be understood within two different contexts. The first is the real 
world, in which objects such as trees, blood circulatory system, lungs, etc. demonstrate a fractal structure. Their 
characteristic feature is a so-called self-similarity as described in Ref. [5]. The second is in a phase space, 
wherein the structure is a result of dynamics which is able to modify a simple attractor system into a “strange 
attractor” system accompanied by a regime of deterministic chaos [6,7]. The existence of such non-random 
chaotic dynamics in climate systems has been shown by Lorenz [8] and others [9,10]. A parameter providing a 
measure of a deterministic chaos presence in a dynamical system is the maximal Lyapunov exponent (max), for 
which max > 0 is found for systems exhibiting a deterministically chaotic behaviour and max = 0 for “usual” 
stochastic chaos caused by a large number of degrees of freedom. Further details concerning deterministic noise 
and characteristic exponents in dynamical systems are given in Ref. [11]. 
Although the influence of a fractal-like vacuum structure should be imprinted on all physical processes, it is 
natural to expect that the observable effects are many orders of magnitude below our experimental possibilities. 
Typical systems where one could possibly search for such signatures are those with extreme mass-energy 
concentrations, like compact object (neutron star or black hole) mergers. Smaller but still very high mass-energy 
density objects are atomic nuclei.  
It is evident that direct observation of a physical vacuum structure is not possible at this time, neither highly 
probable in the future. The sufficient requisite of nontrivial vacuum dynamics would be to determine, for some 
process influenced by the vacuum, whether it belongs to the category of deterministic chaos or to simple 
stochastic chaos. The decay of radioactive nuclei has previously been experimentally examined for deviations 
from exponentiality and possible “new-physics” [12,13]. We here examine the Kolmogorov entropy of 
radioactive decay as an indicator of a possible fractal-like dynamics of the underlying physical vacuum, using a 
time series of more than 3x105 individual decay measurements of radioactive 131I.  
 
2. Experimental and basic data treatment 
 
A radioactive source of 131I in liquid form as a solution of sodium iodide in water was used. Only gamma 
radiation from the daughter 131Xe was measured, using a proportional counter (NPGD 02, Bitt Technology) in an 
energy window of 60-1600 keV. The bias (amplifier) stability was 50 ppm, with a bias voltage source stability of 
6‰ at 1700 V. The count-rate stability was better than 1%, with an overall detection efficiency of 1%. The 
measurement duration for each data segment was 1 s, with the observed counting rate continuously decreasing 
from approx. 1600 to 1100 events/s due to the relatively short 131I lifetime. The average background in the 
selected energy window was 4 events/sec.  
The raw experimental signal is not appropriate for the intended cross correlation search between the 
individual measurements, due to the decreasing number of events in the intervals. Application of a correlation 
search method to such a signal would generate artificial correlation sums in the form of step-like functions. The 
data was therefore first transformed into a quasi-stationary dataset by removing the time-dependent part of the 
signal via fitting the measurements with an exponential decay. The fitted half-life was T1/2 = (710.620.39)x10
3 
s, i.e. slightly longer than the tabulated value [14] for the 131I -decay source, but in excellent agreement with the 
source populating several 131Xe excited levels, including the longer-lived (11.84 day) 163.9 keV level. 
The differences between experimental event rates and the fit value, or residues, showed maximal excesses 
of up to 174 events, and deficits of up to -166 events, over totals of > 1000 events.  
If the data treatment modified the dataset properties, the residue average should deviate from zero: while the 
average is -4.7 x 10-4 with a most probable deviation of 6.8 x 10-2, i.e. the data treatment up to this point satisfies 
the requirement of preserving the statistical properties of the original dataset. 
 
3. Correlations in analyzed signal and deduced Kolmogorov entropy 
 
Several methods to distinguish between the two kinds of chaos exist. They are based on either a direct 
evaluation of max [15], or on attractor reconstruction techniques, mainly implemented in Belousov-Zhabotinskii 
chemical reactions dynamics studies [16,17]. Here we follow an alternative method based on correlated 
statistical measure. The correlation integral C(r) is defined as [18,19] 
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where (r) is a Heaviside function. The correlation integral C(r) is also proportional to the power of r as 
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where  is closely related to the fractal (Hausdorf) dimensionality D as   D. 
For real physical processes, further refinement of the correlation integral, based on Kolmogorov entropy (K) 
estimates, has been proposed [20]. This approach distinguishes random (K = ), deterministically chaotic 
(constant K  0), and ordered (K = 0) systems directly from experimental data represented by a time series of 
individual measurements, assuming  
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where the parameter K2  < K, d is an integer correlation order, and  is the time separation between individual 
data values. 
Correlation integrals Cd() for the refined dataset were calculated as: 
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where xi represent the number of events in each interval, and  = 1,2,...xmax . To simplify numerical part of 
analysis the whole studied dataset was shifted towards positive integer values with xmax=340 in our case. 
The results of the individual correlation integrals calculated for the dataset, presented as a function of  are 
shown in Fig. 1. We obtain the expected random correlation at low , but also a series of straight lines in the 
scaling region ( > 240) with a slope of  = 2.19  0.20. This represents a lower limit for the fractal 
dimensionality of the system [18]. 
The K is estimated following Ref. [20]: the set of 2nd order Renyi entropies K2,d was computed as 
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which are related to K2 as 
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To approximate K2 according to Eq. (6), we use the Renyi entropy calculated at ln(ε) = 5.5, i.e. at the lowest 
point of the scaling region. As apparent from Fig. 2, K2,d at this point converges towards K2 ~ 0.1. Since both the 
correlation sums and consequently also the calculated K2,d values are exact numbers, the possible error in K2 is 
estimated from the spread of values at the highest dimension d to be ~ 0.03. Observed K2 > 0 represents a 
sufficient condition for the presence of a deterministic chaotic mode in the system [20], which is the central 
point of the analysis. 
 
4. Discussion 
 
Our calculated parameters  is also surprisingly close to the corresponding parameter of a Mackey-Glass 
system, described by a nonlinear time delay ( = 23) differential equation ( = 2.4) [20] and known to possess 
complex dynamics including a regime of deterministic chaos. It is also near the above-mentioned Lorenz climate 
system [8] with the Ljapunov exponents (i) derived from the Kaplan-Yorke equation [21] D = 2.05  0.01 (for 3 
dimensional systems). 
Our analysis of a radioactive decay process, based on an event number correlation search between 
individual measurements, supports the idea that the process is not entirely random (uncorrelated), and in fact 
exhibits the presence of a deterministic chaotic mode. It is important to stress, however, that the calculated  and 
K2 might be severely influenced by many sources of error not associated with radioactive decay itself. Any finite 
nonzero K2 value could be produced as a result of the combined effect of purely deterministic (K2 = 0) and purely 
random (K2 = ) processes. Unavoidable variations of the detector amplifier gain (or bias voltage), in a 
predictable repeatable pattern, would artificially increase the calculated correlation. Conversely, the influence of 
any purely stochastic noise source (e.g. a purely random background) would reduce the effect of a correlation 
presence in the real signal. 
 
5. Conclusions 
 
We measured in time sequences the radioactive decay of 131I and determined the related power-law 
exponent of the correlation integrals to be  = 2.19  0.20, i.e. much less than the infinite value for purely 
random processes. The estimated non-zero value of the Kolmogorov entropy suggests that the underlying 
dynamics of the physical vacuum which influences radioactive decay statistics should exhibit a deterministic 
chaotic mode and consequently should be fractal-like. At this point, this work should be considered as only 
preliminary, since several possible noise classes remain to be investigated. Future experiments utilizing simpler 
decay schemes and more advanced, thoroughly characterized, detector systems are required to clarify these 
observation. If confirmed, this would strengthen the general belief that the long-sought “theory of everything” 
might be sensible, since a regime of deterministic chaos in the dynamics of a system requires the existence of 
related deterministic equations to describe its dynamics.  
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FIG. 1  Natural logarithm of correlation integral Cd() vs. natural logarithm of  for the whole dataset. 
The values of d are d = 2 (top curve), 4, 6, ... 20 (down to bottom curve). There are no errors 
indicated, since calculated correlation sums are exact values. 
 
FIG. 2  The 2nd order Renyi entropy K2,d as a function of dimension d calculated at several points near the 
edge of the scaling region. 
