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This dissertation pertains to the development of an imaging and counting system for a high
resolution multibeam sonar. A mathematical model for the operation of the multibeam
sonar is derived. The computational model is developed into a simulator for the multibeam
sonar in MATLAB. It is noted that the simulator is capable of producing synthetic data
for various scenarios. The signal processing needed to extract information from the data
is then studied and implemented. Pulse compression and beamforming are applied to the
data to form (2D) sonar images of the azimuth-range plane of the submarine environment.
A threshold is determined to discriminate between peaks that arise as a result of targets
and those that arise as a result of relatively bright secondary maxima and noise. The
threshold is derived by means of statistical hypothesis testing in the resolution cells of the
image. A false alarm probability not to be exceeded is set and a threshold is calculated
based on the noise statistics in the sonar images. A peak detection algorithm is then
used to estimate the number of peaks -that arise as a result of targets- in the sonar
images. Phase interferometry -subtraction of complex sonar images formed from two
receiver subarrays- is then performed to determine the angle of arrival of the targets in
elevation. Further, the parameters estimated and the geometry of the ABACUS system
are used to solve a system of equations to determine the location of the targets in the 3D
coordinate system. We then evaluated the simulator, imaging and counting system with
respect to the variables such as noise, sonar target strength and target position in the
submarine environment. It is concluded that the ABACUS is capable of high resolution
imaging of targets. Moreover, we also conclude that the system performed reasonably well
in the high resolution counting of targets at moderate to high densities. Lastly, preliminary
processing of real data showed that the simulator and counting system developed can
potentially be used to obtain estimates of counts of sh from pelagic surveys.
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SONAR (Sound Navigation and Ranging) is a means to detect targets and estimate
parameters of these targets such as range and bearing [18, 4]. The active sonar operates
by transmitting a wave of known shape and then intercepting echo signals from the targets
and obstacles in the scene. The transmitted wave can be a pure tone signal or have its
frequency, phase or amplitude modulated.
A simple model of the operation is now described. The received echo signal is modied by
propagation and reection from the targets and obstacles (assumed to be point scatterers)
in the scene. Further, the echo signals are contaminated by noise (often modeled as
white Gaussian noise in the frequency band used), which include thermal noise from the
receiver and ambient noise from the medium. Therefore, if the target is stationary, the
intercepted echo signal is a noisy replica of the transmitted signal, shifted in time, with
a delay corresponding to the two-way sonar path and modied by a complex coecient
due to attenuation from the propagation and reection from the target, and from the
corresponding phase shift. In the case of a target moving at constant velocity, the signal
would also be frequency shifted.
As mentioned earlier, the aim is to detect targets and/or to estimate their parameters.
Hence, the echo signal which is impaired needs to be processed to extract useful infor-
mation about the scene or form images of the scene. The processing of the signals is an
inverse problem to estimate parameters of the scene.
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1.2 Multibeam sonars
Multibeam sonars are instruments that can map several locations of the submarine en-
vironment with one ping. They are extensively used in ocean mapping for bathymetry,
hydrographic, and sub-bottom applications.
1.2.1 Operation of multibeam sonars
A multibeam sonar generally consists of a transmitter and receiver array arranged per-
pendicular to each other [2]. The transmitter sends an acoustic pulse in -all directions
perpendicular to the axis of the array- the submarine environment. As the sound waves
from the array propagate and spread, the amplitude of pressure eld produced, varies as
a function of angle. A simplied geometry of the beam pattern (amplitude variation as a
function of space) generated by the transmitter array is depicted in Figure 1.1. It is noted
that the beam can be steered to insonify other regions of the underwater environment.
Echo signals reected from the targets in the insonied volume, or from the sea oor are
recorded by each element of the receiver array. The data at the array are then combined
-summed in phase- in software (or in hardware1) to form a narrow beam (beamforming)
pointing in a specic direction (as shown in Figure 1.1), such that sound is received pref-
erentially in that direction. Further, the beam can be steered to scan several directions
and thus, receive echos from several locations. In this way, the multibeam sonar is capable
of resolving the angle of arrivals from several directions simultaneously, in one ping.
1radar systems
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Figure 1.1: Multibeam sonar operation
1.2.2 Mills Cross Technique
It is to be noted that the transmitter and receiver arrays are arranged perpendicular
to each other, in an L or T conguration. If the transmitter and receiver arrays were
arranged parallel to each other, the transmitter array would ensonify a volume of the
ocean and the receiver array would receive echo signals from the same volume, therefore,
there would be no way of telling where, in that volume, the echo signals were coming
from.
When the transmitter and receiver arrays are arranged perpendicular to each other, the
volume ensonied by the transmitter intersects the volume observed by the receiver array.
The dimensions of the intersection volume are dened by the beamwidths of the transmit-
ter beam (in elevation) and receiver beam (in azimuth). Hence, even though echo signals
can occur from anywhere in the volume insonied by the transmitter and signals received
from anywhere in the volume observed by receiver, the signals recorded at the receiver
will only be echos of the transmitted signal from the intersection volume (or resolution
cell) as depicted in Figure 1.1. This arrangement of the receiver and transmitter is called
the Mills Cross [2].
The multibeam sonar is generally mounted on the hull of a ship, so that contiguous
volumes (as the one indicated in Figure 1.1) can be mapped as the ship moves along its
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path. In this way, large areas of the sea can be mapped for various applications.
1.2.3 Visualisation of multibeam sonar data
In this section, the imaging capabilities of a stationary multibeam sonar are briey dis-
cussed. In multibeam sonar systems, the receiver can be linear, planar, or annular. In
general, a linear receiver array produces a 2-D image (range and one angle) depicting a
plane of the landscape. Planar arrays are capable of resolving the two orthogonal angles
of arrival of echo signals, thus producing 3-D volumetric images. It is noted that we have
assumed a single element transmitter.
It is mentioned that one can also produce a 3-D image with a linear transmitter array
and linear receiver array, by steering the transmitter beam in multiple pings to scan
several directions. Other antenna congurations to produce 3-D volumetric images of the
underwater environment are discussed in [39].
1.3 Applications of Multibeam Sonars as sheries tools
As mentioned previously, multibeam sonars are extensively used in ocean mapping for
several applications. Multibeam sonars have recently been recognised as a tool for sheries
applications as well. Multibeam sonars oer several comparative advantages over the other
survey equipments such as conventional echo sounders. Indeed, the multibeam sonars are
capable of covering larger volumes of the ocean in relatively shorter times, and oer higher
resolution (imaging) of the submarine environment. Those capabilities make multibeam
sonars the equipment of choice to -survey widely dispersed and fast moving schools of sh-
to obtain biomass and density estimates for stock assessment and to study sh behaviour
and their distribution.
The research done on the application of multibeam sonars as a sheries tool is briey
reviewed. The department of Zoology, at the University of New Hampshire has worked
on the development of a multibeam sonar as a sheries tool to study the behaviour
and estimate the abundance of sh. The high resolution multibeam sonar (EM 3002),
operating at 300 kHz is used in conjunction with two split-beam2 echosounders (EK 60)
operating at 38 and 120 kHz. Fish were placed in a conned and controlled environment.
2A split beam sonar has its receiving transducer divided into four quadrants. The signal received
from a single target is measured separately at each quadrant. The phase dierences between two pairs
of quadrants are used to determine the two orthogonal angles of arrival of the target. The sonar target
strength of the target is subsequently determined by compensating for the beam pattern in the angular
directions of arrival. Note that it is assumed that the sonar has been calibrated.
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Estimates for the number of sh targets and density are to be derived from the sonar
target strengths and the echo signal amplitudes by several methods. For the split-beam
sonars, echo counting and echo integration are to be used. For the multibeam sonar, the
echo signals are rst to be compensated for the beam patterns. The experiments were
ground truthed by underwater cameras. It is mentioned that the sonars were calibrated
with metallic spheres. The report indicated that the detection of sh targets is possible
using the multibeam sonar. The sonar data can be used to derive reliable estimates of
the number of sh, once the sonar target strength is derived [14].
Further Gerlotto et al., in their study, demonstrate the multibeam sonar (RESON SEABAT
6012) as an advanced tool, which is capable of identifying and counting individual sh
targets. The paper also points out the capabilities and advantages -over the other survey
methods used- of the multibeam sonar to obtain quantitative estimates of sh: coverage
of large volumes; capability of spatial description of sh targets (high resolution); and
the fact that multibeam sonars don't inuence sh behaviour as much as the classical
methods such as trawl surveys and the use of single beam echo sounders in which case
the movement and engines of ship scare the sh away [12].
It was also shown by Misund et al. that a multibeam sonar operating at 95 kHz (SIMRAD
SA950) validates the abundance estimates of sh, while enabling better mapping of the
targets, obtained from conventional echo-integration methods [25].
This was further enforced by Melvin et al who compared data from a high frequency (200
kHz) multibeam sonar (SM 2000) sonar to that of a conventional echo sounder. It was
concluded that the multibeam sonar can replace a single-beam or split beam sonar for
acoustic surveys of sh [13].
The literature review indicates the multibeam sonar is a well suited equipment for sheries
surveys as it enhances the capacity to visualise and quantify sh targets.
1.4 Objectives of project
The estimation of sonar target strength is only eective at low target densities using
conventional split-beam sonars, those instruments are limited as they have low resolution
at frequencies (20-100 kHz) for which estimates are needed. The proposed solution (by
Mike Soule and Ian Hampton) to that limitation is to use a high frequency multibeam
sonar to obtain sh counts/ density estimates at high densities. The density estimated
is then to be used in conjunction with data output from an echo integrator/split-beam
sonar, gated at the same depth as the multibeam sonar, to derive the sonar target strength
of squid targets indirectly [34].
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1.5 The ABACUS System
The multibeam sonar (ABACUS -Advanced Beamformer for Acoustic Counting of Under-
water Scatterers) was developed by the Marine and Coastal Management (MCM), Cape
Town, South Africa in the early 1990's. The aim was to obtain high resolution images
of sh targets for biomass estimation and species identication. The project was then
brought to Associate Professor Andrew Wilkinson at the University of Cape Town. The
latter supervised two projects which aimed to develop the ABACUS into a counting sys-
tem. In the rst project, by Ferdinand Ng, the ABACUS hardware was revived and a
data capture system for the sonar was developed [22]. The second project, by Etienne
Eccles, pertained to some aspects of signal processing as he demonstrated the use of su-
perresolution algorithms to obtain high resolution sonar images from ABACUS-like data
[10].
1.6 Scope of project
This dissertation pertains to the high resolution imaging and counting of targets (squids).
The thesis involves the development of a mathematical model of the sonar system and the
submarine environment so that we are able to simulate scenarios that would be otherwise
be impossible to capture in real life, and to make up for the absence of the ground truthing
of data. Further, surveys -ship and manpower- are expensive. Simplifying assumptions, for
environmental data unavailable and the modeling of some aspects of the system (analytic
target strength model)3 is outside the scope of this thesis. A simulator, based on the
model developed, has been created in the MATLAB package to test and benchmark the
signal processing steps that are applied. The aim is to estimate the squid density in dense
aggregations, with the existing limitations.
1.7 Structure of thesis
This dissertation is structured in the following way:
In Chapter 2, mathematical models for the ABACUS sonar, sound propagation and the
underwater environment are derived.
Chapter 3 details the operation and parameters of the ABACUS simulator.
3A simplistic stochastic model in incorporated in the simulator
1.7 Structure of thesis 8
Chapter 4 pertains to the processing of the echo signals to resolve the spatial -angular and
range- locations of the possible targets to form and display images of the azimuth-range
plane of the landscape (2-D complex images).
In Chapter 5, the detection theory needed to determine a threshold to discriminate be-
tween targets and noise is studied, and a peak detecting algorithm to count the number
of targets in the images is implemented.
In Chapter 6, phase interferometry methods are applied to resolve the angular location
of detected targets in elevation, thereby determining the 3-D location of targets. The
targets outside a dened counting volume are to be subsequently subtracted from the
target count estimates.
In Chapter 7, the performance of the detection and counting system using synthetic data
generated from the simulator are assessed. Real sonar data obtained from pelagic surveys
are then processed to obtain the required statistics of squid count and density. The model
is further extended to derive sonar target strengths for squids.
In Chapter 8, some work that can be done in the future if the project is to be ameliorated
is proposed.
Chapter 2
Mathematical Modeling of Multibeam
Sonar System
This chapter pertains to the development of a mathematical model that simulates the
working of a multibeam sonar system, in particular the ABACUS. The model includes the
sonar transmitter and receiver, the acoustics (sound transmission and propagation), and
the environment. We want to be able to simulate various scenarios and create synthetic
sonar data that are to be used to develop and evaluate signal processing techniques.
Evidently, the aim is to derive and validate the appropriate signal processing needed to
process data obtained from a pelagic survey to achieve an optimum counting system. It
is to be noted that the model is developed with several simplifying assumptions. The
modeling of a comprehensive and complete model is beyond the scope of this project.
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2.1 Multibeam Sonar Model
The general operation of a multibeam sonar has been detailed in sections 1.2.1 and 1.2.2.
The multibeam sonar model treated in this thesis is based on the ABACUS. The ABACUS
operates mounted on the hull of a stationary ship. The ABACUS transmitter is made up
of 16 elements ganged together, acting like a single element transmitter. The receiver has
two subarrays, each of which consists of 16 elements. It is mentioned that the elements
of the transmitter and receiver are not arranged in linear fashion, but are staggered. The
eects of that arrangement are studied during the course of this thesis. The simplied
geometry of the volume ensonied and the beam steering operation are depicted in Figure
2.1.
(a) Resolution cells formed by the intersection of orthogonal transmit and receive
beams
(b) axis
Figure 2.1: Multibeam sonar operation
2.1.1 Geometry of the system
The scene is associated to a xed reference (O,x,y,z) of a three dimensional coordinate
system. The transmitter and emitter arrays are also referred to the origin O, as indicated
in Figure 2.2.
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Figure 2.2: Coordinate system associated to the scene
The symbols used are thus dened:
P : arbitrary point target scatterer
r : radial distance from the reference point (origin)
θ: horizontal or azimuth angle: θ is measured anticlockwise from the z axis
φ : vertical or elevation angle: φ is measured upwards from the x-z plane
The positive z direction is dened as the look direction (boresight)
2.2 Sound Propagation model
We now develop a model to compute the acoustic pressure eld distribution generated
from a linear array [32, 42, 43]. We aim to study the beam directivity of the array. The
beam directivity functions is generally a measure of the direction of beam propagation. In
particular, we investigate the eects on the beam directivity -how the main lobes to side
lobes ratio are aected- by the staggering and oset in the positions of the elements of the
ABACUS's transmitter and receiver arrays. It has been postulated that the ABACUS's
receiver and transmitter design improves the directivity patterns as the side lobes are
suppressed.
The model developed is based on Huygen's principle, which states that each point on an
advancing wave can be considered as a source of secondary waves, which spread spherically
in an isotropic medium [32]. Hence, the pressure eld at a point P can be modeled as the
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superposition of the pressure eld from several sources, with properly selected phase and
amplitude to represent the physical situation of the system.
The model starts by deriving the pressure eld at a point generated by the single element
of an array. A brief mathematical development is treated in the following sections.
2.2.1 Point source
A quantitative measure of the acoustic pressure from a point source (spherical) is obtained

















with r dening the radial distance from the source, p is the acoustic pressure at the point
P, c is the speed of sound in water1. The geometry is shown in Figure 2.3.
The solution to the wave equation gives the pressure at the point P as:
p(r, t) = P0
r0
r
exp [j (ωt− kr)] (2.2)
where ω is the angular frequency, k is the wave number2, P0 is the rms pressure at the
reference distance r0 (given as 1m).
Figure 2.3: Geometry to show acoustic pressure at a point P due to point source
1We note that Equation 2.1 assumes constant c and spherical spreading
2ωt is the angular phase and kr is the spatial phase
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2.2.2 Single rectangular element
Now, to derive the pressure eld at a point due to a single rectangular element, we start
by determining the pressure eld generated by a line of (spherical) point sources. The
geometry displayed in Figure 2.4 shows N point sources covering a width w along the x
axis.
Figure 2.4: Geometry to show the pressure eld at point P due to a line of point sources.
Referring to section 2.2.1 and the geometry in Figure 2.4, the pressure generated by the




exp [j (ωt− kRn)] (2.3)





Hence the range Rn can be approximated
3 to be:




where θ is the horizontal angle.
3The approximation mathematically implies that we are considering plane waves, as the higher power
terms in the binomial expansion to compute Rn are dropped. In literature, this approximation is also
referred to as the Fraunhofer or far eld approximation.
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where 1/Rn w 1/r is factored out of the summation.
Evaluation of the above summation and simplication gives the pressure at point P due










exp [j (ωt− kr)] (2.7)
where P0 = NP0n is the rms pressure of the line source at r0.
Now for a rectangular element, shown in Figure 2.5 in which all the point sources are in
















exp [j (ωt− kr)] (2.8)
where l and w are the length and width of the rectangular element.
Figure 2.5: Geometry to show the pressure eld due to a single rectangular element
The above generalisation can be justied mathematically, since the treatment is the same
for the pressure contribution for point sources along the y axis as for the x axis, and the
two angles θ and φ are orthogonal.
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2.2.3 Linear Phased Arrays
We now compute the acoustic pressure eld at a point, from an array of rectangular
elements by using a similar approach that was used to derive the pressure eld from one
rectangular element. Therefore, using Huygen's principle to sum the contribution of the
pressure eld from each element and referring the geometry depicted in Figure 2.6, the
pressure as a function of horizontal and vertical angles can be expressed as4:





















exp [j (ωt− kRn)] (2.9)
The time dependence is common for all the sources, hence, the temporal phase ωt can be
dropped from the above equation, which simplies to:





















exp [j (−kRn)] (2.10)
Figure 2.6: Geometry to show the pressure eld due to an array of rectangular elements
Figure 2.6 shows the schematic to compute the acoustic pressure eld at point P (r, θ, φ)
4The expression is not further simplied, since the staggering and oset in the ABACUS's transducer
conguration makes the maths rather complicated.
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from a linear array. θ and φ are the horizontal and vertical angles with respect to the
origin O of the global coordinate system. r denotes the radial distance of the point P




n denote the horizontal and vertical angles with respect
to O', the origin of the local coordinate system of an element.
This simple result is used to simulate the beam patterns of the transmitter and receiver
arrays.
2.2.4 Directivity function (Beam Pattern)
The directivity function is dened as the as the normalised pressure amplitude as a func-
tion of the horizontal and vertical angles. The directivity function provides an indication
of the beam propagation characteristics of the ABACUS system. The simple result de-
rived in section 2.2.3 is used to simulate the beam patterns of the transmitter and receiver
arrays of the ABACUS. We also study the beam pattern to understand the relative merits























2.3 Sound Attenuation in Water
Attenuation loss in water consists of absorption and geometrical spreading losses.
2.3.1 Absorption loss
The absorption loss is a consequence of the fact that sound energy is converted to heat
as the sound waves propagate. The absorption loss is a function of frequency and obeys
the law in Figure 2.7. It is measured in decibels per metres. Therefore the loss in dB is
given as αr where α is the absorption coecient and r is the distance. From the loss in
dB, we deduce that the sound pressure decreases exponentially at a rate of [18, 37, 32]:
dB loss = −20 log10
p
pi




where pi is the rms pressure at ri = 0m.
5/max(E(θ, φ))
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Figure 2.7: Losses by absorption in the ocean[18]
2.3.2 Geometrical spreading (divergence loss)
The signal is also attenuated due to divergence losses. The wave equation solution dened
by Equation 2.2 indicates that the pressure eld is inversely proportional to r.
2.3.3 Assumptions and Simplications
In the development of our mathematical model, we have assumed spherical spreading,
which further implies that we have assumed an isotropic homogeneous medium. We note
that wave equation can only be solved if the sound speed is assumed to be constant [18, 32]
However, it is to be noted that in real situations in submarine acoustics, the speed of
sound varies as a function of depth. The sea is a multilayered medium with a variable
refractive index. The sound ray path technique is generally used to calculate accurately
the divergence loss [18]. The typical proles of temperature and velocity are shown in
Figure 2.8.
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Figure 2.8: Typical sea water temperature and sound speed proles [18]
2.4 Underwater Environment model
2.4.1 Sonar target strength model
The received signal is a modication of the transmitted wave, as the latter is reected
from targets in the scene. This implies that the nature of the received signal is determined
by the interaction between the transmitted signal and the targets. This in turn suggests
that the properties of the received signal depend on the physical characteristics (shape,
material, size) of the target. Therefore, we generally need a physical model for the wave-
target interaction to derive a (received) signal model. In sonar systems, this model is
often extremely complex.
The backscattering coecient is generally termed as the sonar target strength (TS) in
sonar systems. It is the equivalent of the Radar Cross Section (RCS) in radar systems.
The sonar target strength is dened as ratio of the sound intensity reected from the
target, in the direction of the receiver, measured at 1m from the target, to the sound









where Ii and Ir denote the incident and reected sound intensities respectively. Pi and
Pr denote the incident and reected pressure amplitudes.
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There are several analytical methods to model the wave-target interaction, and subse-
quently, the sonar target strength, discussed in literature. These models are based on
geometrical and physical acoustics and ray theory. The development of those models
are rather complex and outside the scope of this project. However, there are also some
simpler, albeit less accurate, empirical modeling methods in literature. The models are
namely: the multiple-scatterers model and the stochastic model. The development of
those models are detailed in [18].
In this project, we use a stochastic model for the sonar target strength. The backscatter-
ing coecient of the targets is modeled by a Rayleigh stochastic process. This is justied
as we assume a target to have a large number of point like scatterers each characterised
by an amplitude and phase as backscattering coecient. Hence, the central limit theorem
suggests that the backscattering coecient is a Gaussian random process. Further, the
ABACUS system being coherent, implies that the resultant of the normal random pro-
cesses on the quadrature and in-phase channels produces a Rayleigh process at the output.
The model is further endorsed by [8]. Moreover, we rene the model as we set lower and
upper bounds to the backscattering coecient. The setting of the lower bound factors in
the fact that it is very unlikely for the pressure backscattered from a target6 to be zero. A
upper bound on the stochastic process excludes the possibility of an unrealistically high
backscattering coecient.
Literature also suggests that extensive research has been carried out to model the backscat-
tering coecient of squid targets. The studies have shown that sonar target strength
depends on various physical properties of squids: body length and shape; ensonifying
frequency; structural components of the body and their physical parameters (density and
sound speed); orientation and behaviour; swimming movement [3]. The analytic models
developed by [Arnaya et al.] are situation specic and extending the model to determine
accurate values for the sonar target strength of squids for the ABACUS system would be
very complex.
Hence, we use the aforementioned stochastic model to derive our signal model.
6The targets being referred to, are assumed to be squids.
2.4 Underwater Environment model 20
2.4.2 Noise
Noise can be dened as unwanted signals. It is a major limiting factor in sonar systems as
it hampers the detection of targets, or the estimation of their parameters. Noise present
at the receiver has dierent origins. Indeed, noise from the submarine environment is
caused by the wind, waves, turbulence, and animals communicating. Further, there are
articial noise sources such as shing vessels, seismic surveys, and military sonars. There
has been several comprehensive studies on noise in the submarine environment. The graph
in Figure 2.9 from Wenz, indicates that at around 400 kHz (the operating frequency of the
ABACUS), the ambient sea noise is predominantly due to thermal noise (due to motion
of water molecules), and less of sea state, ship and turbulent noise [9]. Yet, it is to be
pointed out that there can be various spurious signals such as reverberation (reection of
sound signals from other objects) or other sonars operating at around the same frequency
of the ABACUS. Reverberation modeling is a complex process, and is outside the scope
of this project. In addition to noise from the submarine environment, thermal noise of
the receiver (generally caused by the mixer and the rst amplier) is also present. It is
assumed7 that the ambient sea noise and the thermal noise of the receivers can be modeled
as white and additive Gaussian (zero mean) noise in the frequency band, uncorrelated to
the signal being considered. It is noted that the spurious signals and reverberation can
also be treated as noise, albeit, colored noise. We therefore model the complex white
noise noise, limited to the bandwidth of the receivers [-Fmax,+Fmax] as [18]:
n(t) = b(t)ejω0t (2.14)
where the auto-correlation function is dened as:
B(t) = N0 sinc(2Fmaxt)sinc(t) =
sin(πt)
πt
N0 = E {| b (t) |2}
(2.15)
where N0 is the power spectral density of the noise.
7A loose justication for this assumptions is the Central Limit Theorem which states the the sum of
the pdfs of a very very large number of noise sources will add up to a Gaussian pdf.
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Figure 2.9: General characteristics of ambient noise in the sea. The separated curves
represent the variation of ambient noise according to weather conditions and the level of
shipping activity. [9]
2.5 Signal Model
We now derive a model for the received signal using the models of the components of the
sonar system that we have developed thus far.
2.5.1 Linear model
We start by deriving a linear signal model for the transmitted wave and echo signal
intercepted in a noisy medium. Let us assume a point target scatterer and refer to the
geometry of an elementary sonar system depicted in the diagram in Figure 2.10.
Figure 2.10: Elementary sonar geometry
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The echo signal intercepted is given by:














20 s(t− τ) + n(t) (2.16)
where




) are the directivity functions of the transmitter and receiver respec-
tively. The angular coordinates of the receiver are denoted by primes.





20 are the divergence and absorptions losses.
ρ(r, θ, φ) is the backscattering coecient of the point target scatterer in terms of pressure,
as explained in Section 2.4.1.
n(t) is the noise at the receiver.
Note that the echo signal intercepted is spatially distributed across the receiver array. The
signal received at an element is therefore given as an modication of 2.16 and is given as:














20 s(t− τn) + nn(t) (2.17)
where n is the nth element of the receiver.

















20 s(t− τn))drdθdφ+ nn(t)
(2.18)
For the purposes of digital processing, we assume that the landscape is discrete and we






















20 s(t− τn)) + nn(t)
(2.19)
From 2.19, it can be implicitly assumed that the system is linear time invariant, as it is
suggested that the echo signal modeled for an extended target is the superposition of the
individual discrete points that make up the target.
2.5.2 (Complex) Analytic model
We now look into the complex (analytic) model, widely cited in sonar signal processing
literature [33], for it facilitates mathematical manipulations. An analytic signal is one
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which has no negative frequency components. Any real signal x(t) can be converted to an
analytic signal, by constructing a Hilbert lter Ht(x), which shifts all the sinusoids in the
real signal by π/2 . In fact, the positive frequency components are shifted by −π/2 and
the negative components by π/2. The analytic signal of the form z(t) = x(t) + jHt(x) is
formed as the negative frequency components in x(t) and jHt(x) cancel out.
Let the signal transmitted be a narrowband signal (In loose terms, a signal with all energy
centred about a single carrier frequency). The concept will be discussed in more depth
later in this dissertation.
The analytic model of the sent signal is then:
s(t) = u(t)ejω0t (2.20)
where u(t) is the complex envelope
ω0 is the carrier frequency.
Referring to Equation 2.16, the received signal (at an arbitrary sensor) is then given by:














20 ρ(r, θ, φ)u(t− τ)u(t)ejω0(t−τ) + nn(t)(2.21)
= ζu(t− τ)ejω0t (2.22)
where ζ is the complex coecient that accounts for the following factors: position of the














20 ), the backscattering coecient, in terms of pressure, of the
target (ρ(r, θ, φ)), and the phase shift due to the two-way propagation (arg(e−jω0τ )). We
therefore dene the complex attenuation coecient as:














20 ρ(r, θ, φ)e−jω0τ (2.23)
2.5.3 Signal
The waveform transmitted is a pulse with linear frequency modulation (chirp). The
aforementioned pulse is often referred to as a pulse compression waveform and is very
commonly used in radar and sonar signal processing [18]. The merits and choice of this
pulse will be motivated further along this dissertation.
The signal is modulated linearly in frequency over the duration T , between the frequencies
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f0 − B2 and f0 +
B
2








with K = B
T
.
f0 is the centre frequency and B is the bandwidth of the pulse. From the denition in
Equation 2.24, we deduce that the instantaneous frequency -the derivative of the phase-
is given by:
f(t) = f0 +Kt (2.25)
and is displayed in Figure 2.11.
Figure 2.11: Instantaneous frequency of a linear chirp pulse
The pulse is characterised by its dispersion factor, which is also known as the time-
bandwidth product [28]:
D = BT (2.26)
The higher the product, the better is the Fourier spectrum dened. In other words, the
higher the percentage of energy of the pulse in the band [28]. This will be illustrated
further along this report.











Note that the bandwidth of the transmitted pulse is given by the frequency deviation
caused by the modulation.
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2.5.4 Echo signal
Referring to the model for the received signal (Equation 2.22) and Equations. 2.27, the
echo signal intercepted from a point target scatterer, when a LFM pulse is transmitted,










where ζ is the complex attenuation coecient and τ is the two-way propagation delay.
2.6 Limitations of the existing model
Simplifying assumptions have been made in modeling the environment. Moreover, a
simplistic stochastic model has been used for the sonar target strength of targets.
Chapter 3
ABACUS Simulator
In the previous chapter, we developed a mathematical model for the operation of a multi-
beam sonar. The model shows how data is determined by the transducers, antenna system,
sonar target strength, and environmental parameters. This computational model is now
used to develop software in the MATLAB package to simulate the physical behaviour of
ABACUS. We also study the eect the conguration of ABACUS' receive and transmit
arrays have on the directivity functions. We point out that the simulator is a quick and
easy way to generate ABACUS-like data for various scenarios. Moreover, the simulator
also oers exibility to vary one parameter of the model and study the eects. This helps
to test and benchmark signal processing techniques, asses the system's performances, and
verify hypotheses.
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3.1 Transmitter and Receive antennas


















Figure 3.1: The physical layout of the ABACUS receive transmit/receive transducer arrays
In Figure 3.1, we see the perpendicular arrangement of ABACUS ' transmitter (Tx)
and receiver arrays (Rx). The 16 identically-sized transmitter elements of dimension
0.012 × 0.020 m each, are ganged together and arranged along the y-axis. The elements
at the extremities have dierent orientations and the elements are oset -right and left
alternately- horizontally. The receiver subarrays (A and B) are arranged parallel to each
other and consists of 16 elements of dimension 0.012 × 0.020 m each. The elements
in each subarray are oset -up and down alternately- vertically. The beam pattern of
the transmitter and receiver arrays are simulated and studied in section 3.3. Further
information on the dimensions, calibration details and conguration can be obtained from
the calibration manual for ABACUS [6].
3.2 Transmitted pulse
As mentioned in Section 2.5.3, the transmitted pulse is a linear frequency modulated
pulse. The signal is apodized with a raised cosine based window (Hanning window)
[34]to suppress the levels of sidelobe1 [29]. The price of apodization is an increase in
the beamwidth. ABACUS transmits at 420 kHz, which is relatively frequency for sonar
systems. This oers the possibility of a wide bandwidth for the transmitted signal, and
eventually higher resolution. The signal parameters are indicated in Table 3.1.
1A mathematical explanation of this statement will be given at a latter stage of this report.
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Signal Parameters
pulse duration, T 7 ms
pulse bandwidth, B 20 kHz
centre frequency, f0 420.375 kHz
wavelength, λ 0.00364 m
Table 3.1: Transmitted signal parameters
The chirp pulse and its Fourier Transform are shown in Figure 3.2. And the eect of
apodization is displayed in Figure 3.3.

















T = 7 ms, B = 20 kHz
(a) Linear Frequency modulated pulse
















(b) Fourier Transform of linear chirp pulse
Figure 3.2: LFM pulse and its Fourier Transform

















T = 7 ms, B = 20 kHz
(a) Linear Frequency modulated pulse weighted by
Hanning window














(b) Fourier Transform of apodized chirp pulse
Figure 3.3: Apodized LFM pulse and its Fourier Transform
From Figures 3.2 and 3.3, we deduce that weighting the transmitted signal by a window
function reduces spectral leakage.
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3.3 Beam pattern simulation
The mathematical model developed in Chapter 2 was used to simulate and investigate the
directivity functions (beam patterns) of ABACUS' Tx and Rx arrays. Studied is whether
the ABACUS' conguration improves the directivity by increasing the main-lobe-to-side
lobe ratio2, compared with generic linear phased arrays.
The beam patterns of a generic linear transmitter were simulated. The eect of changing
the orientation -from horizontal to vertical- of the elements at the extremities are analysed.
Further, we investigate the eect of osetting the elements horizontally from the y-axis.
The simulations, based on the mathematical model developed in Section 2.2.4, are per-
formed in the MATLAB package.
3.3.1 Beam Patterns of Generic Transmitter array
In this section, the beam directivity patterns or directivity functions of a generic linear
transmitter, illustrated in Figure 3.4, are simulated.











Figure 3.4: Layout of a generic transmitter
The simulated beam patterns in azimuth and elevation are depicted in Figure 3.5.
2It is veried whether this modication has the eect of aperture weighting to reduce sidelobes.
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(a) Directivity function of generic Tx in azimuth






















(b) Directivity function of generic Tx in elevation
Figure 3.5: Directivity functions of generic transmitter
3.3.2 Eect of changing the orientation of elements at the ex-
tremities of the transmitter
We now change the orientation of the topmost and bottommost three elements from
horizontal to vertical as shown in Figure 3.7 and investigate the eects this change has
on the beam patterns.











Figure 3.6: Generic transmitter layout with the orientation of elements at the extremities
changed
The simulated beam patterns for the transmitter layout in Figure 3.6 are depicted in
Figure 3.7 below.
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Tx with vert. ele
(a) Eect changing the orientation of the elements in
azimuth
































Tx with vert. ele
(b) Eect changing the orientation of the elements in
elevation
Figure 3.7: Eect of changing the orientation of the elements at the extremities of the
generic Tx on the directivity functions.
Observing the beam patterns in Figure 3.7, it is deduced that changing the orientation of
the elements at the extremities produces a marked reduction in the sidelobe levels both
in azimuth and elevation. However, we also note an increase in beamwidth in azimuth3.
3.3.3 Eect of horizontal osets (staggering)
We now oset the elements from the y-axis. The elements are oset alternately to the
right and left by 0.015m as can be seen in the Figure 3.8 below.











Figure 3.8: Transmitter array with its elements horizontally oset
3A larger beamwidth means lower angular resolution. The angular resolution is the smallest separation
needed to distinguish between point targets in the angular dimension.
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The simulated beam patterns of this transmitter arrangement are shown in Figure 3.9
below.

























Tx with hor. offset
(a) Eect horizontally osetting the elements in az-
imuth

























Tx with hor. offset
(b) Eect horizontally osetting the elements in eleva-
tion
Figure 3.9: Eect of horizontally osetting the elements of the generic Tx on the directivity
functions.
We note a decrease in the sidelobe levels in azimuth from this arrangement, relative to
the generic array conguration. But there is no improvement in elevation.
3.3.4 Beam Patterns of the ABACUS Transmitter











Figure 3.10: Layout of the ABACUS transmitter
We have seen that the alterations aforementioned, made from the transmitter congu-
ration of a generic linear transmitter array, has the eect of reducing the sidelobes in
both azimuth and elevation. Indeed, changing the orientation of the elements at the ex-
tremities, has the eect of decreasing the sidelobes in both azimuth and elevation. The
horizontal oset of the elements reduces the sidelobes in azimuth, but has no eect on the
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beam pattern in elevation. The simulation results of the combination of those two eects
are displayed in Figure 3.11 below.


























(a) Directivity functions of generic & ABACUS Tx in
azimuth


























(b) Directivity functions of generic & ABACUS Tx in
elevation
Figure 3.11: Directivity functions of the ABACUS transmitter compared to those from
the generic transmitter
3.3.5 Beam Patterns of a generic array receiver
We now simulate the beam patterns of the ABACUS receiver subarrays. As was done
for the ABACUS transmitter array, we use the mathematical model developed in Section
2.2 to generate the patterns. Along the way, we also study the eects of the staggering
(vertical osets) of the receiver elements.
The beam patterns of a generic phased array shown in Figure 3.12 are displayed in Figure
3.13.














Figure 3.12: Layout of generic receiver
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(a) Directivity function of generic receiver in azimuth






















(b) Directivity function of generic receiver in elevation
Figure 3.13: Directivity functions of a generic receiver
3.3.6 Beam Patterns of the ABACUS receiver subarrays
As can be seen from the layout of the ABACUS receiver arrays in Figure 3.14, the receiver
elements are oset from the horizontal, alternately up and down. From the simulations
results derived in the preceding sections for the ABACUS transmitter, we can postulate
that the oset has no eect on the beam pattern in azimuth but reduces the sidelobes in
elevation.
















Figure 3.14: Layout of the ABACUS receiver arrays
This is veried from the simulation results in Figure 3.15.
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(a) Directivity functions of generic and ABACUS Rx in
azimuth


























(b) Directivity functions of generic and ABACUS Rx in
elevation
Figure 3.15: Directivity functions of the ABACUS receiver compared to those from the
generic receiver
3.3.7 Beam Patterns of receiver subarrays in interferometric mode
Although ABACUS consists of two receiver subarrays with 16 elements each, in interfer-
ometric mode4, only eight elements from each subarray are sampled. This is due to the
sampling card of the ABACUS system being presently limited to 16 channels only, instead
of the possible 32.
















Figure 3.16: Layout of ABACUS receiver in interferometric mode
4The concept will be elaborated in the latter sections of this dissertation.
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(a) Directivity functions in azimuth


























(b) Directivity functions in elevation
Figure 3.17: Directivity functions of the ABACUS receiver in interferometric and normal
modes
From Figure 3.17, it can be deduced that the angular resolution in azimuth deteriorates,
for only eight elements are used, as opposed to 16. This reduction in receiver length
decreases the angular (azimuth) resolution, which is determined by the receiver length in
the horizontal dimension according to: θa =
λ
L
, where λ is the wavelength, L is the receiver
dimension in the horizontal dimension, and θa is the angular resolution in azimuth.
3.3.8 Summary of beam patterns
The beamwidths of the directivity functions of the transmitter and receiver patterns are






Table 3.2: Beamwidths of the generic and ABACUS transmitters
The 10 dB beamwidths of the transmitted beam are 17.75◦in azimuth and 1.47◦ in eleva-
tion.
Generic ABACUS normal mode ABACUS interferometric mode
θ3dB (
◦) 0.78 0.78 1.56
φ3dB (
◦) 9.33 8.80 8.80
Table 3.3: Beamwidths of the generic and ABACUS receivers
Referring to Figure 2.1, which depicts the operation of a phased-array sonar, a resolution
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cell (part of scene being observed) is dened by the steerable receiver beam5 in azimuth
and the transmitted beam in elevation. The resolution cell is dened by the 3 dB beams,
thus giving the resolution cell of the ABACUS system to be 1.56◦×0.86◦ in interferometric
mode.
It is therefore deduced that vertical osets (stagger) in the conguration of ABACUS'
receiver oers no discernible advantage (sidelobe level reduction6 or smaller beamwidth)
to the system but, as predicted, in interferometric mode, ABACUS system' resolution in
azimuth is reduced by a factor of two.
Further, the transmitted beam is improved (higher mainlobe to sidelobe ratio) in elevation
by changing the orientation of the elements on the ends of the Tx. This is benecial in that
sidelobe levels are reduced, thus suppressing strong targets that are outside the ensonied
resolution cell.
3.4 Receiver
The geometry of the receiver elements has been detailed in section 3.1. Echoes from
targets in the scene are received by elements of the two receiver subarrays (A and B).
3.4.1 Sampling
The signals are bandpass ltered, and amplied before being digitised. The digitisation
is done by 12 bit ADCs, and the sampling rate is determined by the Nyquist Theorem for
bandpass signals. It states that the minimum sampling frequency, for a bandpass signal,
is dependent on its bandwidth instead of its highest frequency. The theory indicates
that in sampling bandpass signals, we can make ecient use of the frequency spectrum
by maximising the number of replicas that are inserted between the original spectral
densities. This leads to the minimum requirement for the sampling rate to being between
twice and four times the bandwidth, if we are to sample at uniform time intervals. Further,
it is given that the minimum sampling rate requirement tends to, twice the bandwidth as
the centre frequency increases[35]. The ABACUS system's sampling rate is 45.455 kHz
which is slightly higher than twice the bandwidth of 20 kHz, therefore, allowing for some
spectral leakage.
5The beam is steered by the process of beamforming implemented in software.
6The low sidelobe levels reduce echoes from targets outside the resolution cell, as indicated by Equation
2.16.
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The output of the 12 bit ADCs produces 212 = 4096 states or range samples. This
amounts to dt×4096 = 1
Fs
×No of samples = 1
45455
×4096 = 90 ms, in observation time.
We note that dt is the time sampling interval. ABACUS records data for a period of 90
ms. Now, it would be ideal to send pulses at intervals of slightly more than 90 ms for an
optimum observation of the undersea environment, in time. However, the ABACUS data
system was set to a PRF of 1 Hz. It is noted that the system can sample at a faster rate.
The time of observation is translated to a range, r, of observation using the (two-way delay
equation) r = cτ
2
, where τ is the two-way propagation time. Hence, the maximum range
that the ABACUS system is capable of observing is approximately 1530×90e−3
2
= 68m.
In the above calculations, the transmitter and receiver are assumed to be at the same







The ADC is synchronized to start sampling at the same time the pulse is transmitted.
The implication is that we cannot record the received data during that duration, due
to the transmitted pulse being much higher in amplitude than the received echo signals,
thus saturating the receiver via direct coupling or reections. The pulse length can be
shortened, to allow closer in imaging (if required).
ABACUS' data capture system can, presently, only sample 16 channels. This limitation
denies the ABACUS its full potential in terms of angular resolution. Alternatively, we
have the choice of several congurations:
1. To use the middle eight elements of each subarray to form two images. This con-
guration is the focus of this dissertation as we use the two complex images formed
from each subarray for phase interferometry. This conguration is shown in Figure
3.16.
2. To use the 16 elements of either subarray A or B to form an image. This congu-
ration would oer optimum angular resolution.
3. To use the middle eight elements from each subarray to form one image. In this
mode, we can study whether we can extend the azimuth span (scanning dimension
of landscape in azimuth), which is limited by grating lobes.
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Figure 3.18: Receive elements mapped to data capture system in interferometric mode
The Table 3.4 summarises the system parameters.
System Parameters
Number of channels, N 16
sampling rate, Fs 45.455 kHz
Number of samples 4096
PRF 1 Hz
range sampling interval, ∆r (m) 0.0168
observation range (m) 10.5-68
Table 3.4: ABACUS system parameters
The system parameters of the ABACUS detailed above are to be input in our software
development for the simulator.
3.5 Submarine Environment
The ABACUS simulator denes the 3-D volume of the sea being ensonied by the trans-
mitter beam. Further, the ocean volume is represented by a cuboid, the dimensions of
which can be specied in the simulator. Targets simulated are conned to this region.
Figure 3.19 shows a simplied geometry of the volume being ensonied.7
The simulator developed oers the options of placing any number of targets in specied
positions, or alternatively the random positioning of point targets in the volume depicted
in Figure 3.19.
7In Figure 3.19, we depict the simplied geometry of the transmitter beam pattern. Boundaries are
dened by the 10 dB beamwidth of the transmitter beam.
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Figure 3.19: Submarine environment model
3.5.1 Noise
As explained in Section 2.4.2, the time signal for the noise model is dened by a zero
mean Gaussian distribution with a standard deviation σ, which determines the noise level
(ambient sea noise and receiver noise) in the simulator at each channel (output of ADC).
Figure 3.20 shows the simulated noise time signal simulated and its distribution at one
of the receivers8. Accurate noise measurements and environmental parameters are not
available. Therefore, to simulate accurately realistic noise levels at the receivers, the
noise levels (σ) were estimated from parts of the data obtained from pelagic surveys,
where it is assumed no targets were present.
8The standard deviation has been set to an arbitrary value to produce the gures.
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standard deviation = 0.01
(a) Noise time signal at one receiver
















standard deviation = 0.01
(b) Gaussian random process
Figure 3.20: Noise time signal and its pdf
3.5.2 Point Target Scatterers
In the simulator, we dene targets as pointlike reectors with: either unit reectivity
(sonar target strength of one); or with a sonar target strength from the Rayleigh distri-
bution modeled in section 2.4.1.
3.6 Synthetic data
We now simulate the received signal, for a chirp reected from targets in the scene. Recall
that the received signal is determined by the antenna system, transducers, the position
of the targets relative to the receiver and transmitter, the sonar target strength and
environmental parameters as modeled in Section 2.5. Figure 3.21 shows the data |r(t, n)|
at one of the channels, obtained from simulating the received signal from two pointlike
unit reectors in the scene. The data has been scaled by a factor k that maps the voltage
across the transmitter terminals to the quantised receiver voltage (signed 12 bit number),
for the synthetic data to be of the same order of magnitude as the data obtained from
pelagic surveys of sh. It is deduced that the received echo signal bears information about
the scene, which is not discernible until the signals are processed.
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Figure 3.21: Received signal r(t) at one of the output of channels
Chapter 4
Signal Processing
In the previous chapters, we developed a mathematical formulation and simulated echo
signals intercepted by the ABACUS receiver from the submarine environment. It was
shown how the signals are received by the transducers, sensor layout, and more impor-
tantly by the targets and other environmental parameters in the scene being ensonied.
The process is generally referred to as the forward problem [4]. We deduce that the
signals bear information about the scene, but are impaired by noise and other interfering
factors. In this chapter, we review and detail the signal processing techniques that are
applied to the echo signals to extract information about the scene. The process is known
as the inverse problem. We perform time processing -pulse compression- to estimate the
range and space processing -digital beamforming- to nd the angular location of possi-
ble targets. Those parameters are then used to form a 2-D image of the scene. It is to
be noted that digital beamforming is performed only in azimuth. Therefore, the image
only displays the bearing as a function of range and azimuth angle. As mentioned in
Section 3.1, there are only two receiver elements in the y-axis (elevation), which implies
that beamforming in elevation would result in very poor angular resolution. As a means
of overcoming this limitation, we use the technique of phase interferometry to resolve
the elevation angle of arrival. We perform phase subtraction on the two complex images
formed from the two receive subarrays to determine the angle of arrival in elevation. We
thus resolve the three dimensional bearing of the targets detected.
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4.1 Pulse compression
According to the model developed in Chapter 2, the intercepted signal is a delayed replica
of the transmitted signal. Moreover, the signal is multiplied by a complex attenuation
coecient and contaminated by additive white Gaussian noise. Assuming that the target
and sonar are xed relative to each other, frequency shifts can be ignored. Hence, it is
deduced that the received signal contains information on the target range by its delay
relative to the transmitted signal. We need to solve the basic problem of measuring the
delay. Theory suggests that the accuracy of the measurement depends, amongst other
parameters of the transmitted signal, on the duration T of the signal, the width of the
frequency band B it uses and the modulation index m of the signal, which is zero if the
signal is only modulated in amplitude. The concepts will be elaborated further along this
discussion. We now delve into the theory and concepts involved in measuring the range
[18].
The measurement of target range is achieved by pulse compression. In general, radars or
sonars that use a modulation of the transmitted pulse are referred to as pulse compres-
sion systems. The ABACUS transmitter modulates the frequency of the pulse so that
the modulation index is not zero, as detailed in Section 2.5.3. The pulse compression
term originates from the fact that the receiver lter produces a compressed -shorter in
duration- pulse at its output. This becomes obvious in the treatment of the receiver con-
cept which follows. Pulse compression can be achieved using a matched lter or an ideal
reconstruction lter [40].
It is important to note that in general, in sonar systems there are some performance
metrics to consider:
1. the signal-to-noise ratio χ which determines detection performance1 and location
accuracy. To achieve a high signal-to-noise ratio and detection performance, for
a simple pulse (of amplitude A and duration T ), we ideally want to have a long
duration T , since the energy of the pulse is proportional to its duration.
2. the range resolution δr, which is the closest distance between which we can dis-










1This will be elaborated in latter chapters, where the detection of targets is treated.
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which implies that the shorter a signal, the wider the bandwidth.
To summarise, we want as long a duration as possible to maximise signal-to-noise ratio,
but a low duration (implying wide B) to maximise the range resolution. We see that the
two metrics are linked and it is not possible to maximise both of them using a simple
pulse.
The above treatment is a justication for the use of a frequency modulated pulse, as will
be explained in the following section.
4.1.1 Matched lter
The matched lter at the receiver is generally implemented to estimate the parameters
of a signal of known form and unknown amplitude and phase in the presence of additive
white Gaussian noise. An important characteristic of the matched lter receiver is that
it optimises the signal-to-noise ratio in the presence of white noise [29]. It is given that
the frequency and impulse responses of the lter that maximises the signal to noise ratio
are given as [29]2:
H(ω) = X∗(ω)
h(t) = x∗(−t) (4.4)
where X(ω) is the frequency response of the input signal (which is the received signal r(t)
in the ABACUS system) to the lter. It is assumed that the overall frequency response of
the ABACUS has a band limited spectrum with a bandwidth equal or just greater than
the bandwidth of the transmitted pulse (shown in Figure 3.3). It is to be noted that the
impulse response of the lter is a time-reversed and conjugated replica of the complex
transmitted waveform. Hence, the name matched lter. The optimum signal-to-noise





where E is the energy of the pulse and N0
2
is the spectrum of the white noise.
2The derivation of the frequency response to achieve optimum signal to noise ratio is given in [29].
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Now for the case where the input signal to the matched lter is the -delayed replica of




s(t− τ − κ)s∗(−κ)dκ (4.7)
Equation 4.7 suggests that matched ltering is a cross correlation of the sent signal with
the received signal. Further, we deduce that the cross correlation function in Equation
4.7 peaks when t− τ − κ = −κ ⇒ t = τ , which is the two-way propagation delay. Thus
we have shown that matched ltering enables us to measure the range of the target.
We point out that, in the case of a simple pulse (modulation index of zero) of duration
T, the output of the matched lter is of duration 2T . In the next section, we study the
use of frequency modulation of the pulse helps compress the duration of the output of the
ltering process.
We further note that if the received signal contains echoes from several point like reectors,
the matched lter output, by the superposition principle, will have several responses at
peaks corresponding to the respective ranges.
We now follow the implementation of the matched lter mathematically, in the ABA-
CUS system and see how the frequency modulated pulse helps achieve pulse compression
through matched ltering.
Following our signal model, the received signal r(t) (input to matched lter) from a point
target scatterer is given as in Eq 2.22:
r(t) = ζu(t− τ)ejω0t (4.8)
We recall that the output of the matched lter is given as:
Y (ω) = H(ω)X(ω) (4.9)
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= ζU∗(ω − ω0)U(ω − ω0)e−jωτ
= ζ |U(ω − ω0)|2 e−jωτ (4.10)
It is noted that the Wiener-Khinchin theorem, U∗(ω − ω0)U(ω − ω0) = |U(ω − ω0)|2, is
used to obtain Equation 4.10.
In the case of the ABACUS system, the envelope u(t) is the linear frequency modu-
lated pulse (chirp pulse). The magnitude of the Fourier Transform of the LFM pulse is
approximated as [40]:








Therefore, if we insert the Fourier Transform of the chirp pulse in equation 4.10, we have:





















The above treatment and Equation 4.13 indicate that matched ltering -in a pulse com-
pression system- of a frequency modulated pulse produces Sa impulse with a peak at
t = τ for of a point like reector at range r. We note that the Rayleigh resolution of
the Sa function is approximately 1
B
, which is an improvement by a factor of BT over
the resolution of the matched ltered output of a single unmodulated pulse, which is T
(the duration of the signal). Therefore, it has been shown that matched ltering has en-
abled pulse compression. Frequency modulation eectively increases the time-bandwidth
product to much greater than one.BT = 1 for unmodulated pulseBT  1 for modulated pulse (4.14)
Thus, frequency modulation enables the separate control of the two performance met-
rics aforementioned, pulse energy or SNR (through its duration) and range resolution
(through its bandwidth). In short, frequency modulation enables the optimisation of
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both performance metrics.
It is noted that Figure 3.21 shows the received signal from two point target scatterers
located at coordinates 〈17, 0.7◦, 0◦〉 and 〈21,−1.4◦, 0◦〉. For case of development the syn-
thetic data displayed in Figure 3.21 is to be processed to illustrate the signal processing
concepts along the course of this chapter.














Figure 4.1: Range prole
Figure 4.1 shows that pulse compression, achieved through matched ltering enables the
measurement of the range of the point targets.
4.2 Demodulation
The receiver demodulates the received signal to baseband. In terms of our analytic model,
we derive the baseband signal:
z(t) = r(t)e−j2πf0t (4.15)
This mathematical operation is also referred to as coherent detection. In fact, in terms of
hardware, which deals with real valued signals, the receiver is split into an in-phase and a
quadrature channel to measure the phase unambiguously. We now study the demodulated
received signal.












Referring to Eq 2.23, the complex attenuation coecient ζ comprises of the phase shift
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due to the two-way propagation delay. Hence, the phase shift is:


















Hence, it can be deduced that the phase of the demodulated response from a pointlike
reector, is constant over a range sampling interval. This can be veried in Figure 4.2 .
Further, it is to be noted that a change of λ
4
in range causes an 180◦ phase shift. Figure
4.2 indicates that the phase wraps. This is due to the fact that the the phase is conned
to the range [−π, π] , which is the principle argument of the arctan function.























Figure 4.2: Range prole (zoomed in, at r = 17 m) at baseband
4.3 Range side lobe control
From Section 4.1, pulse compression systems produce Sinc like function responses with
high unwanted sidelobes. This is a consequence of the rectangular nature of the Fourier
Transform of linear frequency modulated signals with relatively high BT 3. The sidelobes
are a limiting factor in situations of multiple targets that are close in range. Targets which
produce weaker echoes are masked by the high sidelobes of stronger targets. Hence, it
is essential to minimise the sidelobes to improve the reliability of detection. We briey
3The phenomenon is referred to as the Gibbs phenomenon in Fourier series theory.
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review the methods described in literature used to reduce the sidelobe levels and detail
the method used in the ABACUS system.
4.3.1 Matched ltering frequency response shaping
The frequency response of the matched lter is modied by multiplication of a window
function. The matched lter response is then given by [29]:
H
′
(ω) = W (ω)X∗(ω) (4.19)
This has the eect of tapering the ends of the rectangular spectrum of the correlation
in the frequency domain, which translates to lower sidelobes in the time signal response.
The extent of the sidelobes reduction will be discussed further in this section.
The lter response is not exactly matched to the transmitted pulse. The discussion in Sec-
tion 4.1.1 implies that the signal-to-noise ratio is no longer optimised. Further, windowing
the lter response eectively reduces the frequency band the response uses, therefore the
range resolution (δr ≈ c
2B
) deteriorates. This is demonstrated as the broadening of the
main lobe of the Sinc impulse.
4.3.2 Waveform Spectrum Shaping
The frequency response shaping technique is limited in that the signal-to-noise ratio is not
optimised. An alternative technique is to design pulse compression waveforms that assume
a tapered spectrum (window like spectrum), and hence inherently have low sidelobes [29].
This is generally achieved by either:
1. amplitude modulation, where the signal amplitude is reduced at the pulse edges,
while keeping the frequency modulation linear.
2. or using non-linear frequency modulation, where the frequency is swept faster at the
edges (implying shorter time spent in spectral interval at the edges), while keeping
the amplitude constant.
This technique reduces the signal energy and eventually the signal-to-noise ratio, but the
latter is still optimised.
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4.3.3 Range sidelobe control in the ABACUS system
The ABACUS implements waveform spectrum shaping. A window function is superim-
posed on the linear frequency modulated chirp pulse transmitted, shown in Figure 3.3a.
This function tapers the amplitude at the pulse edges. The window function is the square
root of a Hanning window and is given by [26]:
w[n] =
sqrt(0.5− 0.5cos(2πn/M)), 0 ≤ n ≤M0, otherwise (4.20)
where n an integer denoting the sample number of the discrete-time signal and M is
the total number of samples. The choice of the Hanning window was motivated by the
fact it forces the pulse edges to zero, which translates to the frequency spectrum being
forced to zero. This minimises spectral leakage as can be deduced from Figures 3.2 and
3.3. This exercise is particularly important in the context of the ABACUS system which
implements a sub-sampling scheme.
An alternative signal processing step can be implemented to reduce sidelobes in range.
A window function can be applied to the range prole in the frequency domain to shape
(taper) the spectrum at each end. The window function is chosen by the desired reduction
in sidelobes level, constrained by the broadening of the mainlobe (deterioration in range
resolution). A comparison of commonly used windows is indicated in Figure 4.3. For the
ABACUS system, we propose a Hamming window which is dened as:
whamming[n] =
0.54− 0.46cos(2πn/M), 0 ≤ n ≤M0, otherwise (4.21)
Figure 4.3: window functions for sidelobe suppression (Skolnik 1981, and other sources)
[39]
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4.4 Time-Domain Interpolation by Zero-Padding in the
Frequency Domain
The ABACUS system is limited to 4096 samples per channel by the 12 bit ADCs. In the
case of a range prole, with Sa pulses, a range resolution interval δr is only dened by
δr
dr
≈ 2 samples, where dr is the range sampling interval. Hence, the time signals at each
channel are interpolated to increase the number of sample points so that their graphical
representation is enhanced and the accuracy of the subsequent digital beamforming op-
eration is improved4. The technique used to interpolate the time signals is referred to as
Bandlimited Interpolation, for it corresponds to the use of an ideal low-pass lter. The
technique consists of extending the spectrum of the time signal with zeros and then taking
the Inverse Discrete Fourier Transform (IDFT) of the extended spectrum.
'Zero padding' in one domain corresponds to an 'increased sampling rate' in the other
domain. It is common signal processing practice to append zeros to a time signal to
increase the sampling rate in the frequency domain. In other words, to make the frequency
sampling spacing ner and displaying more sample points [20].
To interpolate the time signals at each channel, we proceed as follows:







X[k] is the spectrum of the time signal. One of the properties of the DFT (Discrete
Fourier Transform) is that it is periodic. Hence, it needs only be dened in the range
[0, Fs], where Fs is the sampling frequency. The spectrum is stored in the computer
array such that the positive frequency components are in the rst half and the negative
frequency components in the second half of the array. Moreover, another property of
the spectrum (DFT) is that of conjugate symmetry if the time signal is real. Hence, the
above properties suggest that we need to zero pad the middle of the spectrum X[k]. For
example, to interpolate by a factor of four, we create an array of length 4N with data in
the rst N/2 array elements of the X[k] array, zeros in the next 3N elements, and insert
the elements N/2 + 1 to N from the X[k] array.
The last step is to compute the Inverse Discrete Fourier Transform (IDFT ) of the zero-
padded vector by taking a 4N points IFFT .
4Interpolation lls in more detail, thus more accurate sample value can be obtained. This is will be
elaborated on, in the following section.
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The result is a time signal with four sample points for each sample point of the original
time signal. No new information has been added to the signal, but more sample points are
displayed. Figure 4.4 shows the 'interpolated' range prole with ner sampling intervals
than the intervals in Figure 4.2.























Figure 4.4: Interpolated range prole, zoomed in at r = 17.0 m
4.5 Angular Location
In the previous sections, we measured the range of a target by its relative delay to the
transmitted signal. The signal model suggested that the received signal is also modied
by the angular position of a target in the volume insonied. In practice, the angular
position is unknown and needs to be measured by the sonar. This section delves into the
general concept, adapted to the specics of the ABACUS system, to resolve the angle of
arrival of targets in azimuth (horizontal angle). The ABACUS receiver, consisting of two
one-dimensional linear arrays, limits the system to being able to resolve only one angular
dimension.
Assume a point target is located at long range r at angle θ from the receiver arrays such
that r ≫ L. L is the dimension of the receive array in the azimuthal plane (along x -
axis).
From the geometry depicted in Figure 4.5, it is deduced that all sensors receive the same
signal delayed or phase shifted proportionally to -multiples of d, the horizontal separation
between two array elements- position of the elements on the x-axis.
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Figure 4.5: Angular reception in azimuth: Geometry
The phase shift and time equivalence only holds true strictly for the centre frequency f0(of
the carrier) or under the narrowband assumption. The narrowband condition is treated
in detail in section 4.5.7, and for now it is assumed that the condition is satised in the
ABACUS system. When the signal occupies a frequency band ∆f, the phase shift varies
for each frequency component [18]. Referring to our signal model, and the geometry in
Figure 4.5, the received signal (after carrier demodulation and pulse compression) at each
sensor is:











where γn = ζne
j2πf0τn and τn is the two-way propagation delay at each element of the
array.
The delay with which the received signal reaches the nth element, relative to the rst
element is dened as τdelayn . Thus we have:
τn = τref + τdelayn (4.24)
where τref is the two-way propagation delay at the rst element. Therefore, Equation
4.23 can be re-written as:











ν(t, n) = a(t, n)e−j2πf0τdelayn











As mentioned above, under the narrowband assumption, we can equate the τdelayn to a






for n = [0, N − 1].
Figure 4.5 depicts the geometry to calculate phase shift at each receiver relative to the
rst element, as in the ABACUS's system signal model. The phase shift is given relative
to the rst element.5
Thus, the signal at the nth sensor can be alternatively given as:




for n = [0, N − 1].
The term 2π
λ
ndsinθ is the spatial frequency kθ in cycles at each element [29]. Hence,
resolving the target location in azimuth involves processing the signals at each element,
at time t = τn, based on their spatial frequency content. This is referred to as spatial
processing [18].
4.5.1 Digital beamforming
Section 4.1.1 presented the matched lter as a general solution to estimating the parameter
(two-way propagation delay) of a signal of known shape, but unknown amplitude and
phase, in the presence of white Gaussian noise. This solution can be extended to a function
of two variables (time and sensor position on the x−axis), so we can estimate the angular
location as well. Hence, referring to Equation 4.27, the matched lter (Conventional or

































5The phase shifts are given relative to the rst element. However, we use the centre of the array as
the reference in the ABACUS system.
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This 'beamforming' operation is accomplished in software. The combination of the signals
at each sensor with correct adjustments for the phase dierences at an angle θ, due to the
path dierences between elements, is equivalent to steering the beam in the direction of
angle θ. In general, in sonar systems, the beam is steered to scan dierent directions in
consecutive steps (angular sample spacing ∆θ).
Further, the receiver takes into consideration, for a given scanning direction, only the
signals coming from this direction [18]. The summation in Equation 4.29 is equivalent to
angular ltering around the θ direction.




















)(sinθ−sinθ0) sin [Nπ(d/λ)(sinθ − sinθ0)]
sin [π(d/λ)(sinθ − sinθ0)]
, (4.32)
where |B(θ)| is the directivity of the phased-array. The antenna pattern of the receiver
array is the product of the array directivity and the directivity of a single element, both




)∣∣, where w is the dimension of










)∣∣∣× ∣∣∣∣sin [Nπ(d/λ)(sinθ − sinθ0)]sin [π(d/λ)(sinθ − sinθ0)]
∣∣∣∣ (4.34)
The last term of Equation 4.34 estimates the main lobe of the antenna pattern.
|A(θ)| is maximum at θ = θ0, the target location 4.6, indicating the measurement of
angular position of the target in azimuth.
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Figure 4.6: The receiver antenna pattern of the ABACUS for a target located at θ0 = 2
◦.
4.5.2 Formation of sonar image
To form a 2-D image of the azimuth-range plane of the scene, shown in Figure 4.8, the
receive antenna beam is steered to scan several directions in azimuth in steps of ∆θ,









where −Θ/2 ≤ θm ≤ Θ/2, Θ is the angular span; m is an integer in the range [0,M − 1],
with M being the number of scanning directions (beams); and i is an integer in the range
[0, Ns− 1], where Ns is the number of samples in the range (or time) vector.
The Θ is limited by grating lobes (see Section 4.5.6) andM is chosen such that the angular
sample spacing ∆θ = Θ
M−1 is small enough to satisfy the Nyquist criterion. Beam steering
enables the simultaneous reception of signals from dierent directions.
4.5 Angular Location 58
Figure 4.7: Azimuth-range plane of scene scanned
The two linear operations, time and spatial processing, are thus used to form a 2-D image
of the scene. The sonar image formed from one of the subarrays, for two targets placed at
(spherical) coordinates 〈17, 0.7◦, 0◦〉 and 〈21,−1.4◦, 0◦〉 , is displayed in Figure 4.8. The


























Figure 4.8: Sonar image of the azimuth-range plane of the scene formed from one subarray
4.5.3 Digital Beam Steering/Formation of sonar image imple-
mentation by Fast Fourier Transform
From Eq 4.35, scans of M azimuth directions require M × N operations for each range
sampling interval. Therefore M × N×Ns operations are required for a sonar image [2].
The following describes a much faster computational alternative algorithm. The digital
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beamforming operation is similar to the Discrete Fourier Transform (DFT) as can be













nd(sinθm) m ε [−N/2, N/2− 1] Digital Beamforming(4.37)
Therefore, digital beamforming can be achieved by a Fast Fourier Transform (FFT) across

















The FFT limits the scanning directions to discrete levels dened by Eq 4.39 which are de-
pendent on the variables λ, d, and the number of elements in the array N . This limitation
is generally overcome by zero padding the vector across each range bin, ideally by powers
of 2 to make use of the radix-2 FFT). The zero padding adds virtual array elements with
no data. Equation 4.39 shows that this adds exibility in the scanning directions and also
increases the beam density.
In summary, an FFT of the zero-padded array at each range bin, is equivalent to beam-
forming at a much faster rate than conventional digital beamforming.
The phase of the image in an angle bin must be consistent with the discussion in Section




) is constant as the
data is focussed with respect to the centre of the array. However, the phase at the output
of the FFT varies linearly (with spatial frequency). This variation results from the data
in the spatial domain being shifted by half the horizontal dimension of the array (N−1)d
2
,
which in the Transform domain (spatial frequency) is equivalent to the Fourier Transform
being multiplied by e−j2πfm
(N−1)d




where m ε [−N/2, N/2− 1] (4.40)
The output of the FFT is multiplied by ej2πfm
(N−1)d
2 to negate the phase variation in an
angle bin.
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4.5.4 Angular resolution
The angular resolution δθ of the receive antenna is usually dened, in similar fashion to
range resolution, as the smallest angular spacing between two targets such that they can
still be resolved. The angular resolution usually corresponds to the 3-dB width of the
main lobe of the receive antenna pattern. The receiver antenna pattern of a (continuous)




From Eq 4.41, the angular resolution [18] is:

















The antenna pattern is a sinc function, therefore has unwanted sidelobes which could
potentially mask weak targets that are close to relatively stronger targets in azimuth.
Moreover, high sidelobes can be mistakenly interpreted as targets (false detections). As
in Section 4.3, an array shading function (Hamming window) is applied to reduce the
sidelobes of the antenna pattern. This degrades the angular resolution as the mainlobe










The previous section discussed the spatial processing of the received signals by the receive
antenna array. This implies that the sensors sample the signal received by the array.




6This is with only half the length of the array (eight elements used)
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Grating lobe ambiguities
The disadvantage of a phased array antenna compared to a continuous antenna of the
same dimension is the grating lobe eect. If the receiver antenna elements are not spaced
at d < λ
2
, the antenna pattern has other principal maxima (grating lobes) in addition to
its main lobe. The grating lobes cause targets outside the scene to appear in the sonar
image formed, as ghost images. Moreover, the grating lobes limit the angular span of
the scene. In the case of ABACUS where the spatial sampling criterion is not satised
(d = 0.015 m is greater than λ
2
= 0.00182), and referring to the last term of Equation 4.32













where p is an integer. In ABACUS, the rst grating lobe appears at θgl = 14
◦(Figure
4.9). Additionally grating lobes occur at angles that cause the phase between two adjacent



































Figure 4.9: The receiver antenna pattern of ABACUS
For a forward looking array (ABACUS), the scanning span must be limited to Θ = θgl and
thus scan only between the directions (−Θ/2,Θ/2). This is because for a target located
at range r and azimuth location θ0 =
−θgl
2
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sonar image, as the received signals at two adjacent elements will have a phase dierence
of π.



































Figure 4.10: Sonar image showing ghost target
Another problem is that targets located at θ = θ0 ± θgl , outside the scanning span, will
appear at θ0 in the sonar image. Assume that θ0 lies in the range (−Θ/2,Θ/2). If θ0 = 1◦,
such that a target is placed at θ = 1◦ + 14◦ = 15◦, 〈17, 15◦〉 a ghost target appears at
〈17, 1◦〉 as shown in Figure 4.11. The brightness of the ghost target is relatively low, since

























Figure 4.11: Sonar image showing ghost target at 〈17, 1◦〉, for a target placed at 〈17, 15◦〉
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Therefore, it is essential for the transmitter not to insonify outside the range (−Θ/2,Θ/2).
Referring to Table 3.2, we see that the ABACUS does not insonify outside the aforemen-
tioned range.
4.5.7 Simplifying assumptions in digital beamforming for the ABA-
CUS system
Narrowband assumption
The equivalence of time delay and phase shift is assumed at the array elements (Section
4.5). This is only true,strictly, at the centre frequency f0 of the carrier. For a given time
delay, the phase shift varies over the frequency band (bandwidth) ∆f from one frequency





Literature [16, 18] suggests that the narrowband criterion is satised if the phase variation,
∆ϕ 2π for the extreme case Lsin(900), that is over the antenna dimension and at the






















= 0.252. Therefore, digital beamforming is justied under narrowband
assumption for ABACUS.
Far-eld assumption
Assume that the acoustic waves impinging on the receive array are planar, as displayed in
Figure 4.12. In other words, the echo signal from a point target radiates spherically until
the wavefronts are essentially planar, i.e array dimension L  radius of propagation.
For plane waves, the time delays or phase shifts between array elements are independent
of range.
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= 7.72 m. ABACUS' receiver is only valid for targets in the
range exceeding 11m. Therefore, the plane wave approximation is valid for ABACUS.
Figure 4.12: Receive array in far eld [31]
Propagation assumptions
Within the operating region of the sonar, the propagation medium is modeled as ho-
mogeneous and non-dispersive. Assuming acoustic waves in seawater are non dispersive,
k = 2π/λ for all frequencies (hence, all signal frequencies travel at the same speed). Fur-
ther, the medium being homogeneous means that we are disregarding any change in the
velocity of the acoustic signals with temperature, salinity and pressure (depth). Therefore,
we assume a uniform propagation in all directions with constant speed c = 1, 500m× s−1.
Noise correlation
Assumed the zero mean white noise and signals are uncorrelated at each channel [36].
Therefore, digital beamforming, eectively coherent integration, increases the signal-to-
noise ratio by a factor N , the number of receive elements.
4.5.8 Wideband situations
There are two approaches to digital beamforming in situations where relatively wide
bandwidths are used:
1. The angular analysis is performed by using time delays rather than phase shifts [18].
2. Transform the received time signals at each channel to the frequency domain (Fourier
Transform) to generate narrowband components (subbands). Then, narrowband
spatial analysis is performed on each subband. Eventually, the subbands are co-
herently summed (Inverse Fourier Transform) to recover the time signal for each
direction [1, 18].
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Detailed explanations on ecient, frequency domain algorithms to perform beamforming
on digital signals from a linear array of elements are given in [21, 11]. [7] treats the
implementation of a wideband beamforming technique using time delays. Further, [1]
outlines the time domain beamforming implementation by a time delay network, to bring
the signals in phase, between the receiver elements and the coherent summation of signals
for each scan direction.
4.6 Display
The 2-dimensional images formed are a function of the range and azimuth location of the
targets, and dened I(r, θ). Digital beamforming in azimuth was performed in the plane
dened by φ = 0◦. The images are then translated to be a function of the Cartesian
coordinates (x,z) of the targets, similarly dened as I(x, y), where -z denes the depth.
Since φ = 0◦: x = rsinθz = rcosθ (4.51)
Hence, the resolutions in the transverse and radial directions are given as:δx = δrsinδθδz = δrcosδθ (4.52)
Therefore, the sampling intervals in the transverse and radial directions of the image
I(x, y) need to be much smaller than the resolutions dened in Equation 4.52 to satisfy
Nyquist criterion. Thus, because the sampling intervals in image I(x, y) are smaller than
those in the image I(r, θ), the data needs to be interpolated. A bi-linear interpolation
function (MATLAB) is used. A fan beam image shows the Cartesian coordinates of the
targets in the horizontal plane of the scene (Figure 4.13).




























Figure 4.13: Fan beam (Cartesian) image formed from one of the subarrays
4.7 Phase Interferometry
Pulse compression and digital beamforming enables the formation of high resolution im-
ages from the two receiver subarrays. The 2-dimensional images of the scene show the
horizontal angle and range of the possible targets. Digital beamforming in elevation re-




= 8.65◦, because the vertical dimension (Lv)
of the receiver is small (only two elements). Phase interferometry methods can be used
to estimate the elevation angles [30].
4.7.1 Introduction
Phase interferometry method is used in interferometric synthetic-aperture radar (IFSAR)
to generate digital terrain elevation maps. A pair of high resolution images formed from
two subarrays or apertures are used for that purpose.
4.7.2 Measuring Elevation angle of arrival
To relate the phase measurements to the elevation angle of arrival, equations are derived
from the geometry of ABACUS (Fig 4.14).
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Figure 4.14: Geometry for estimating phase dierence between signals at ABACUS sub-
arrays
Basic interferometric multibeam sonar relationship
The signal processing steps so far have output two complex valued two-dimensional images
(both amplitude and phase for a pixel) from the receiver subarrays. Considering the phase
in an image cell with a peak that has resulted from a single point target scatterer at an
arbitrary location (r, θ).
The signals at each sensor were summed in phase and focused with respect to the centre






where C(τn, n) is the real-valued amplitude of the data at each sensor, at t = τn.
τref is the two-way propagation delay (time for a signal to travel from the transmitter
to the point target and the echo signal to reach the phase centre of the subarray). The
phase of the pixel or cell in the image at the location of the, point target, peak will then
be:
ψ(r, θ) = arg {I(r, θ)}
= −2πf0τref (4.54)
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−j2πf0τrefB image formed from subarray B
The dierence in phase at the centre of the two subarrays is, using Equation 4.54:
ψAB(r, θ) = ψA(r, θ)− ψB(r, θ) = −2πf0 (τrefA − τrefB) (4.55)
where ψAB(r, θ) is referred to as the interferometric phase dierence (IPD).
Equation 4.55 can be re-written as a function of path length dierence from the point
target to the two subarrays. Referring to Figure 4.14:























where δr = RrefA −RrefB is the path length dierence.
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Eect of elevation angle of arrival on phase dierence
Figure 4.15: Angular reception in elevation






sinφ = bsinφ (4.57)
Hence, a change in angular elevation results in a change in phase dierence. In other
words, phase dierence is a function of angular elevation.













Measuring interferometric phase dierence
The interferometric phase dierence is measured in the MATLAB package by computing
the interferogram:
IAB(r, θ) = IA(r, θ)I
∗
B(r, θ) (4.60)
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Hence,
arg {IAB(r, θ)} = ψA(r, θ)− ψB(r, θ)
= ψAB(r, θ) (4.61)
The phase of the pixels or cells in an image will, in general, be many radians since the
range will be many multiples of the carrier wavelength. The phase is:
ψA = 2πkA + ψ̃A (4.62)
where kA is an integer and ψ̃A is the principal value of ψA and lies in the range [−π, π].






where Q and I are the in-phase and quadrature components of the phasor. Therefore,
computing the interferogram and taking its argument is eectively the phase subtraction
of the wrapped phases ψ̃A − ψ̃B of the cells in the two images:
ψ̃A − ψ̃B = ψA − 2πkA − ψB + 2πkB
= ψA − ψB + 2π(kB − kA) (4.64)





= W [ψA − ψB + 2π(kB − kA)]
= W [ψA − ψB]
= ˜ψAB (4.65)
The Interferometric Phase Dierence data obtained by phase subtraction of the two
sonar images formed, for the two targets at (spherical) coordinates 〈17, 0.7◦, 0◦〉 and
〈21,−1.4◦, 0◦〉 is displayed in Figure 4.16.


























Figure 4.16: Wrapped interferometric phase data ˜ψAB.
The problem of phase unwrapping (for ψAB) is not an issue in the ABACUS because for
















= 4.33◦. The 10 dB beamwidth
of the transmitted beam of the ABACUS in elevation ∼ 1.47◦. This suggests that targets
with elevation angles beyond the range (−0.74, 0.74) will not appear in the sonar images
formed, or will not produce bright peaks, thus mitigating the issue of phase wrapping.
Assumption
The discussion so far indicates that the elevation angle can be computed for a target
declared present in the 2-dimensional image formed. This assumes that there is only one
target in one azimuth-range cell, since the technique of interferometry is incapable of
discriminating multiple targets from dierent elevation angle of arrivals, but with same
azimuth and range positions.
Chapter 5
Target detection and counting
5.0.3 Problem statement
The signal processing steps in the previous sections have generated an image of the ob-
served scene in the azimuth-range (horizontal) plane. The sonar image is comprised of
azimuth-range cells with sinc functions peaks located at the positions of possible targets.
The brightness of the peaks in the sonar image varies with parameters of the targets such
as: the angular location of the target 〈θ, φ〉 in the volume insonied by the transmitted
beam, the range r, and sonar target strength. The responses are characterised with more-
or-less bright secondary maxima (sidelobes). The sonar images are also contaminated by
noise. Moreover, there is also the possibility of weak ghost targets appearing in the sonar
images.
The problem is to judge if the peaks are from targets or noise, and to estimate the
number of targets in the sonar images. A algorithm to detect peaks in the sonar image
was established. Next is a brief overview of detection theory, and a sensitivity analysis to
estimate a threshold to ascribe peaks to targets and noise.
5.1 Peak detection using the zero crossing of the rst
derivative
Two-dimensional images of the scene in the azimuth-range plane depicts peaks located at
the positions of possible targets. The peaks due to point targets are bright with secondary
maxima. The aim is to nd the peaks in the sonar image using the zero-crossing of the
rst derivative of the image [24]. For a positive peak, the rst derivative changes from
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positive to negative, crossing zero at the position of the peak. The gradient at each
azimuth-range cell in the sonar image is given by:






A peak is present at an azimuth-range cell if the gradient is zero:
∇I(r, θ) = 0 (5.2)
The peak detection algorithm is limited by the bright secondary maxima and noise in the
sonar image. Those are rejected using a threshold. Target peaks exceed a set threshold.
5.2 Detection theory and threshold determination
Detection problem
As mentioned in Section 5.1, we need to set a threshold to determine whether the peaks
detected resulted from the presence of targets (signal + noise) or from noise alone. The
aim is to ensure that we correctly determine what causes the peak, as often as possible.
In radar and sonar systems, the detection decision can be applied at any of the stages of
signal or data processing. In ABACUS system, the 2-D sonar images I(r, θ) are tested
for the presence of a target at each azimuth-range cell [18].
5.2.1 Statistical Hypothesis
Statistical signal models are used to characterise noise and the received signal echoes
in radar and sonar systems. Therefore, the detection problem is a choice between two
hypotheses based on the levels (brightnesses) of the peaks detected in the sonar image
[18]:
H1 : the peak is a result of signal + noise
H0 : the peak is a result of noise only
In practice, the probability of the errors that can be made is the criterion to select one of
the two hypotheses. The two errors are:
1. Deciding that there is a target (H1) when only noise is present (H0) (false alarm).
2. Deciding there is no target (H0), when there actually is one (H1) (non detection).
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The hypotheses and errors are summarised in a binary decision table 5.1 indicating prob-
abilities associated with each of the decisions.
signal+noise (H1) noise (H0)
signal detection (Pd) non detection (1− Pd)
noise false alarm (Pfa) miss (1− Pfa)
Table 5.1: Binary decision table
The detection problem is based on a statistical description of the probability distribution
functions of the noise, and signal plus noise. The false alarm probability is specied.1
Then, according to the Neyman Pearson criterion, the detection probability is maximised:Pfa = αMax Pd (5.3)
This leads to a likelihood ratio test, where a threshold T validates one of the two hy-
potheses.
The pdfs of the received signal and noise must be characterised to perform the likelihood
ratio test to maximise the Pd for a set Pfa. For ABACUS, it is not possible to characterize
the pdf of the signal prior to detection. The pdf of the received echo signals depends on
the range, bearing, and sonar target strength of the targets [30]. Some of those parameters
i.e., sonar target strength and elevation angle are unknown prior to detection . Moreover,
the sonar target strength, modeled as a random variable, uctuates.2 Hence, we are
unable to apply the maximum likelihood test to estimate a threshold that maximises the
Pd for a specied Pfa. The noise statistics to restrict the false alarm probability to a set
value, without maximising the probability of detection Pd [15].
5.2.2 Optimising the threshold
The detection problem in ABACUS is therefore solved by setting a reasonable false alarm
probability that is not to be exceeded for a sonar image (Pfa≤ 10−7). Since the thresh-
olding decision is to be performed on each cell of the image, the Pfa is calculated for each
azimuth-range cell of the sonar image under test. Using the noise statistics, a threshold
is identied that satises the false alarm limit set.
The level of noise is assumed to be constant. In the case of the noise level varying over time
(pings), an adaptive threshold detection must be be implemented (CFAR- Continuous
1A false alarm probability Pfa, acceptable for the specic situation, is set.
2We note that it is possible to do so for the ABACUS simulator.
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False Alarm Rate detection) as suggested in [18, 29]. Varying noise precludes the use of
a threshold estimated a priori.
5.2.3 Noise model (probabilistic model)
Estimate of noise level in ABACUS simulator
The noise was modelled as bandlimited (bandwidth of receivers), white, with normal
distribution, as detailed in Section 2.4.2. The envelope of the sum of two quadrature
components (in a coherent system such as ABACUS), with Gaussian distribution, obeys a
Rayleigh distribution. Hence, the noise in the sonar images follows a Rayleigh distribution.
This is veried in the ABACUS simulator by estimating the noise levels in the azimuth-
range cells of an image in which there are no targets. The mean value of the noise levels
is thus obtained.
Estimate of noise level in sonar images formed from real data
In the processing of real data, the noise level is estimated from regions in a sonar image
where there are no targets present. It is postulated that the statistics of the noise esti-
mated from the real data ts the noise model (i.e., Rayleigh pdf at the point of detection).
It is assumed that the noise level does not vary over pings.
5.2.4 Pfa for each azimuth-range cell
A reasonable false alarm probability is to be specied for a sonar image. From that, the
false alarm probability for each azimuth-range cell is derived. The false alarm probability







From Section 5.2.1, a false alarm is the error when deciding that there is a target (selecting
hypothesis H1) when only noise is present (H0). Therefore, the false alarm probability
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where T is the threshold and Px/H0(x) is the probability density of x (where x represents
noise) given that only noise is present (H0).






Pfacell = 1− FX(T ) (5.7)
The above result allows the threshold to be estimated for a required false alarm probability,
when the noise statistics are known.
For the case when the noise obeys a Rayleigh distribution (ABACUS):
Pfacell = e
−T 2/2σ2 (5.8)
where σ is the standard deviation of the Rayleigh pdf.













We compare the brightness level of each cell of the image where a peak is detected to the
above threshold and declare a target present if the threshold is exceeded.
I(r, θ) ≷ T (5.10)
5.3 Target Location in 3D
5.3.1 Problem denition
The aim of the project is to estimate the number of targets in a volume, the sh aggre-
gations. We have treated the detection of targets in the sonar images which depict the
azimuth-range (horizontal) plane of the scene. The 3-D locations of the detected targets
indicate whether they are in the pre-dened counting volumes (For ABACUS, the count-
ing volume's boundaries are dened by the 3-dB beamwidths of the transmitted beam).
The estimated ranges and azimuths of the targets detected, and interferometric phases at
those coordinates, indicate the 3-D locations of the targets detected.
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The 3-D geometry of ABACUS is incorporated into a set of equations including the
measured parameters. The solutions to the system of equations are the 3-D location of
the targets detected [41].
5.3.2 Vector geometry of ABACUS
The geometry of ABACUS for the 3-D vector analysis is depicted in Figure 5.1.
Figure 5.1: 3-D vector geometry of ABACUS
Figure 5.1 depicts a point target in the frame of ABACUS. The system components and
the point target are dened by vectors in Cartesian coordinates, relative to the origin.
Referring to the vector diagram:
~P = 〈x, y, z〉 denes the location of the point target scatterer;
~A denes the location of the phase centre of receiver subarray A;
~P − ~A denes the vector from the phase centre of subarray A to the point target; and
the baseline vector ~b is the vector from the phase centre of receive subarray A to subarray
B.
~u is a unit vector along the x axis.
5.3.3 System of vector equations
Inspecting the geometry and considering the parameters measured (range r, azimuth angle
θ, and IPD ψAB), the following set of equations are derived:
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1. Performing a scalar projection (scalar product) of vector ~P − ~A onto the x-z plane




∣∣∣(~P − ~A)∣∣∣ |~u| cos(π
2
− θ) (5.11)
where θ is the azimuth location. This is veried in the Figure 5.2.
Figure 5.2: Scalar projection on horizontal plane









∣∣∣(~P − ~A)∣∣∣ ∣∣∣~b∣∣∣ sinφ (5.12)
where φ is the elevation angle of arrival. Referring to Figure 5.1, the baseline vector
is -slightly oset as a result of the receive subarray B being oset in the horizontal
direction- not exactly aligned with the (negative) y-axis. The oset is not signicant,
therefore the scalar product in Equation 5.12 is still valid. This is depicted in Figure
5.3
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3. The vector diagram in Figure 5.1 shows that the two-way propagation delay (relative
to subarray A) can be dened in terms of vectors as:
τ =
∣∣∣~P ∣∣∣+ ∣∣∣(~P − ~A)∣∣∣
c
(5.14)
5.3.4 Solutions of location of simultaneous equations
The system of three equations can be solved for the three unknowns 〈x, y, z〉, the Carte-
sian coordinates indicating the position of the point target scatterer (dened by vector
~P ). The solutions to the set of equations are computed by the solve function in the
(Matlab,Symbolic Maths Toolbox ), but could be solved by an analytical solution (beyond
the scope of this dissertation).
5.3.5 Accuracy of solutions
The two-dimensional sonar images and interferograms are rectangular grids of pixels de-
ned at discrete sampling intervals ∆r in range and ∆θ in azimuth. Hence, the accuracy
5.3 Target Location in 3D 80
of the coordinates used to solve the system of equations is limited to the nearest ∆r
and ∆θ intervals. This error can be reduced by interpolating (zero padding in frequency
domain) the images, thus making the sampling intervals ner.
Chapter 6
System performance
The previous sections pertained to the detection of targets in the sonar images, formed
from synthetic data obtained from the ABACUS simulator. Now assessed is the perfor-
mance of the system in detecting, locating, and counting targets, in relation to parameters
such as target position, sonar target strength and noise level in the underwater environ-
ment.
The system's performance systematically: rst testing the performance of the counting al-
gorithm; then assessing the counting system against each of the variables: target position,
sonar target strength and noise level. Studied also are the limitations of the ABACUS
system. The mainlobe to sidelobe ratio of the response from the point target in a sonar
image is examined as high sidelobes levels of the response can be a potential source of
false alarms. Further, the occurrence of ghost targets in the sonar images are examined.
The assessment of the system is then used to estimate target densities from pelagic survey
data.
It is noted that a sequence of images obtained from simulated data are shown in Appendix
B. Further, the targets detected in the sonar images are highlighted to illustrate how the
counting system works. Moreover, the 3-D locations of the detected targets, along with
the other targets simulated, are also depicted. Further, in Appendix C, fan beam images
obtained from processing real data are shown. Along with those images, the location of
the detected targets are shown from dierent perspectives to illustrate how target counts




The secondary maxima of the response from a point target can be a cause of false alarms.
The sidelobe characteristics of the ABACUS system (Figures 6.1) show the response from
a point target located at 〈19.5, 0, 0〉.



























(a) Point target response in azimuth



























(b) Point target response in elevation
Figure 6.1: Point target response of ABACUS
It is noted that the mainlobe to sidelobe ratio is ' 0.02 in azimuth and ' 0.05 in range.
6.1.2 Grating lobe ambiguities (ghost targets)
Additional ghost targets can be present in the sonar images because: the vertical stag-
gering of the ABACUS receiver elements eectively causes a subarray to behave as two
subarrays, with each element a horizontal distance 2d apart. Referring to Section 4.5.6,









Thus, the target oset from boresight in elevation, causes a phase dierence between the
signal at the two subarrays resulting in ghost targets. This phenomenon was investigated
in the study of the image formed for a target located at 〈24, 3.5◦, 1.0◦〉.
6.2 Simulator parameters 83
 
 
X: 24 Y: 3.387
Index: 885.9









X: 24 Y: −3.387
Index: 55.37
RGB: 0, 0, 0.813

















Figure 6.2: Ghost target produced at 〈24,−3.4◦〉
The claim is veried as a ghost target is present at 〈24,−3.4◦〉 in the sonar image. The
brightness of the ghost target is relatively small compared to the brightness of the peak
due to the actual target. Further, displacing a target o boresight in elevation moves it
out of the transmitter beam, therefore mitigating the ghost target occurrence.
6.1.3 Noise level
6.2 Simulator parameters
An arbitrary number (100) of pings was simulated. The counting volume's boundaries
were dened by the transmitter's 3 dB beamwidths in azimuth and elevation, as shown
in Figure 6.3. Surrounding the counting volume is a cuboid representing a volume of the
ocean in which targets are to be uniform randomly distributed.
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Figure 6.3: The insonied volume of the submarine environment
The simulator, signal processing, and detection parameters used for the development of
results are detailed in Tables 6.1, 6.2, and 6.3.
Simulation parameters
depth of targets/m 15 to 25
Number of targets 15
volume of cuboid (submarine environment)/m3 40.984
density of targets / number of targets per m3 0.37
sonar target strength model on/o
Noise model on/o
Noise level simulated σ 126.68
k 16384
Table 6.1: Simulation parameters
Signal Processing/digital beamforming parameters
sonar image range dimensions/m 13 to 26
sonar image azimuth dimensions/◦ -7 to 7
Number of beams 32
range sampling interval ∆r 0.0168
azimuth sampling interval ∆θ 0.45
window function Hamming window
Table 6.2: Signal Processing parameters
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Detection parameters
Probability of false alarm for image Pfaimage ≤ 10−7
counting range in azimuth/◦ -5.15 to 5.15 (3 dB beam)
counting volume1 13.8
Estimate of noise level µ 139.0
Probability of false alarm for cell Pfacell ≤ 6.5× 10−4
T 680
Table 6.3: Detection parameters
6.3 Performance of the counting system
First assessed was the capacity and eciency of the system and peak nding algorithm to
count the number of targets in sonar images formed- evaluate the peak nding algorithm.
Fifteen point like unit reectors (sonar target strength=1) are randomly placed well inside
the counting volume and it is assumed there is no noise in the system, as shown in Figure
6.4.
Figure 6.4: Simulation Scenario
For this simplistic evaluation (no noise), the threshold which was 15% 2 of the maximum
peak in the image. The number of targets per ping is displayed in Figure 6.5 .
2A sonar image depicts the range from 13m to 26 m and counting is limited to the 3 dB beamwidth
of the transmitted beam in azimuth. The attenuation factor of the level of the response due to two-way




Hence, the response due to a target in an image will drop at most by 17% . Further, the worst sidelobe
level to mainlobe level ratio in the image is 5%. Therefore, a threshold 15 % of the brightest peak in the
image is justied.
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No. of targets located in the counting volume
No. of targets detected in the sonar image
Figure 6.5: Graph showing the number of targets declared present in sonar image.
The error which is dened as the dierence in the number of targets generated in the
counting volume and the number of targets declared present in the sonar images formed
is studied. The errors obtained from processing 100 pings are displayed in Figure 6.6

























Error before phase interferometry
Error after phase interferometry
Figure 6.6: Graph indicating the dierence between the number of targets generated in
the counting volume and the number of targets counted in the sonar image.
6.3.1 Shortcomings
In the shallow regions, the inherently higher target density can lead to there being more
than one target within the same resolution cell. Hence, as indicated in Figure 6.6, the
system occasionally undercounts.
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6.3.2 Eect of target location on the performance of counting
system
Next assessed was the eciency of the counting system when the point-like unit reectors
are randomly distributed in the ocean volume. Some parameters of the simulator were
changed: the number of targets was increased to 100; and the volume of the submarine
environment was enlarged to encompass the regions insonied by the sidelobes of the
transmitted beam, as summarised in Table 6.4.
Number of targets 100
volume of cuboid (submarine environment)/m3 215.6
density of targets / number of targets per m3 0.46
Table 6.4: Simulation parameters changed
The scene is depicted in Figure 6.7.
Figure 6.7: The underwater environment
A threshold which is 15% of the maximum peak in the image was used. The results from
the imaging and counting system are displayed in Figures 6.8 and 6.9.
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No. of targets located in counting volume 
No. of targets detected in sonar image
No. of targets determined to be in counting volume
Figure 6.8: The number of targets versus ping number, as a function of target position.

























Error prior to phase interferometry
Error after phase interferometry
Figure 6.9: The error in the number of targets detected in the counting volume, before
and after phase interferometry.
From Figure 6.9, the number of targets detected in the sonar images is an overestimate of
the actual number of targets. This is because targets outside the 3-dB beam boundaries,
in elevation, of the counting volume also appear in the image. The graph showing the
error after phase interferometry indicates that phase interferometry enables those targets
to be ltered, resulting in an accurate estimate of the number of targets in the counting
volume.
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6.3.3 Performance of the counting system versus sonar target
strength
A stochastic sonar target strength model is incorporated into the simulator, instead of
using unit target reectivity. The sonar target strength is model has a Rayleigh pdf with
an arbitrary mean and limits [0.25, 1.25]. There is no noise and the same basic threshold
as before. The scene is similar to that displayed in Figure 6.4. The simulation results are
displayed in Figure 6.10 and the errors shown in Figure 6.11.

















No. of targets located in counting volume  
No. of targets detected in sonar image
No. of targets determined to be in counting volume
Figure 6.10: Number of targets versus ping number, as a function of stochastic sonar
target strength model.


















Error prior to phase interferometry
Error after phase interferometry
Figure 6.11: Error in the number of targets detected in the counting volume, before and
after phase interferometry.
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Figure 6.11 indicates that ABACUS undercounts for this simulation scenario. This is ex-
pected as the stochastic sonar target strength reduces the level of the echo signal strength.
Therefore, lowering the threshold to T= 10 % of the maximum peak of a sonar image
would negate the undercount. This is veried in Figure 6.12, similar to Figure 6.6 .


















Error prior to phase interferometry
Error after phase interferometry
Figure 6.12: Errors after the threshold is lowered.
6.3.4 Performance of the counting system versus noise
To study the eect of noise on the system, the simulator was set for no targets, only
band-limited white Gaussian noise. The data was then processed and the noise level µ in
the sonar image was estimated. The PDF of the µ estimated in the image cells follows a
Rayleigh distribution. This is conrmed in Figure 6.13.








Estimate of noise level
Figure 6.13: PDF of noise level estimated in sonar image
6.3 Performance of the counting system 91
The probability of false alarm was set to Pfa≤ 10−7 so that it would not be exceeded.
From the parameters in Tables 6.1 and 6.2, the number of azimuth sampling intervals =
5.15−−5.15
∆θ
≈ 23. Number of range sampling intervals = 26−13
∆r
≈ 774. Therefore, the number
of hypotheses (image cells) to be tested were ≈ 23 × 774 = 17802. Using Equation 5.4,
the probability of false alarm for a cell of the image was Pfacell = 9.05× 10−4.
The mean µ from a sonar image was estimated to be 139.8. The mean noise level was
assumed to be constant over pings. The threshold was estimated according to Equation
5.9 to be ≈ 670. The parameters calculated for the detection of targets are summarised
in Table 6.5 and the results from processing 100 pings are displayed in Figure 6.14.
Detection parameters
Probability of false alarm for image Pfaimage ≤ 10−7
counting range in azimuth/◦ -5.15 to 5.15 (3 dB beam)
Estimate of noise level µ 139.8
Probability of false alarm for cell Pfacell ≤ 9.05× 10−4
Threshold T 670
Table 6.5: Detection parameters























No. of targets located in counting volume
No. of targets detected in sonar image
No. of targets determined to be in counting volume
Figure 6.14: Number of targets versus ping number, as a function of noise.
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Error prior to phase interfermetry
Error after phase interferometry
Figure 6.16: Error in the number of targets detected in counting volume, before and after
phase interferometry (T=700)























Error prior to phase interferometry
Error after phase interferometry
Figure 6.15: Error in the number of targets detected in the counting volume, before and
after phase interferometry.
Figure 6.15 indicates an overestimate of the actual number of targets. In the shallow
regions, the relatively high sidelobes of the response, to which noise is added, exceeds the
threshold causing false alarms.
Phase interferometry rejects some of the false alarms.
Increasing the threshold, which was previously just clearing the minimum threshold cal-
culated, should negate the over-estimation, and this is veried in Figure 6.16.
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Error prior to phase interferometry
Error after phase interferometry
Figure 6.17: Error in the number of targets detected in counting volume, before and after
phase interferometry (T=730)
6.3.5 Performance of ABACUS versus all simulation variables
The performance of the detection and counting system was evaluated for a simulated
pelagic survey. All the variables (position, sonar target strength and noise) were as in
Tables 6.6 and the scenario is depicted in Figure 6.7.
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Simulation parameters
depth of targets/m 15 to 25
Number of targets 100
volume of cuboid (submarine environment)/m3 215.6
density of targets / number of targets per m3 0.46
sonar target strength model on
Noise model on
Noise level simulated σ 126.68
k 16384
(a) Pelagic survey simulation parameters
Detection parameters
Probability of false alarm for image Pfaimage ≤ 10−7
counting range in azimuth/◦ -5.15 to 5.15 (3 dB beam)
counting volume3 13.8
Estimate of noise level µ 140.16
Probability of false alarm for cell Pfacell ≤ 9.05× 10−4
T 670
(b) Detection parameters for pelagic survey simulation
Table 6.6: Simulation and detection parameters
The results for the number of detected and counted targets are displayed in Figure 6.18
and the errors are shown in Figures 6.19, 6.20 and 6.21.



















No. of targets located in counting volume 
No. of targets detected in sonar image
No. of targets determined to be in counting volume
Figure 6.18: The number of detected and counted targets versus the number of pings
(T=670)
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Error prior to phase interferometry
Error after phase interferometry
Figure 6.19: The error in the number of targets detected in the counting volume, before
and after phase interferometry (T=670)




















Error prior to phase interferometry
Error after phase interferometry
Figure 6.20: The error in the number of targets detected in the counting volume, before
and after phase interferometry (T=700)
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Error prior to phase interferometry
Error after phase interferometry 
Figure 6.21: The error in the number of targets detected in the counting volume, before
and after phase interferometry (T=730)
From the graphs displaying the errors for the various thresholds, the number of detected
and counted targets follow the number of targets located in the counting volume, with no
apparent bias. However, the system might be sensitive to the threshold.
6.3.6 Sensitivity of system to threshold
To explore the counting system's performance versus threshold, the average error was
calculated for dierent thresholds. A graph plotting the average error against threshold
is displayed in Figure 6.22.




























Figure 6.22: Average error of the system versus threshold
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6.22indicates that there is a plateau of constant, near zero average errors for thresholds
between 600 and 2000. Therefore, a slightly higher threshold than the one calculated
(T=670) should improve the performance.
6.4 Estimate of target counts from real sonar data
Real ABACUS data were processed to conrm the simulator results. The noise statistics
for the real data set were obtained, by a visual analysis of sonar images, from regions in
the images where no targets were deemed to be present 4. The noise probability density
function is displayed in Figure 6.23.












Brightness level of cells in sonar image with no targets
Figure 6.23: PDF of the estimate of the noise in a sonar image with no targets present.
It is observed that the distribution is Rayleigh, which agrees with theory. Therefore, the
threshold was calculated in the same way as for the simulator. For this particular data
set, the threshold was determined to be T w 610. The estimate of the number of squid
targets versus ping number is displayed in Figure 6.24.
4We point out that for the particular real data set processed, no recordings were taken with the
transmitter o.
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No. of targets detected in sonar image 
No. of targets determined to be in counting volume
Figure 6.24: The number of targets versus ping number (T=610)
The estimate of the count for real data is a non stationary process.
6.5 Density of squid targets
One of the potential uses of ABACUS is the estimation of the sonar target strength of
in-situ squid. ABACUS provides estimates of squid counts per unit volume (density),
which can be used in conjunction with an echo-integrator to achieve the aim. Figure 6.25
displays the average density as a function of time, conrming that the ABACUS and the
developed counting system can indeed be used to achieve the aim.


























Figure 6.25: The estimated average density of targets versus ping number.
Chapter 7
Conclusion and Future Work
7.1 Conclusion
A mathematical model has been developed for the operation of ABACUS. The model is
limited by simplifying assumptions regarding noise, sound attenuation, and sonar target
strength models. The computational model was used to develop a simulator for ABACUS
in MATLAB. The simulator provided synthetic data for various operating scenarios of
the sonar. The eect ABACUS'S antenna arrangement has on the directivity functions
and the performance of the system was studied. Most of the variants ABACUS's anten-
nas relative to a linear array, did not yield measurable benets. However, changing the
orientation of the elements at the extremities of the transmitter improves the mainlobe
to sidelobe ratio of the imaging resolution cell in elevation.
Further, the relevant signal processing needed to estimate the location of targets was
studied. The range was estimated by pulse compression, using a matched lter. The
azimuth location was obtained using beamforming. Simplifying assumptions about the
propagation of sound in the submarine environment were made to simplify the signal
processing. The received beam was steered in software to scan a volume of the scene,
thus obtaining 2D images of the azimuth-range plane of the underwater environment.
ABACUS is capable of high resolution imaging of targets. Sidelobe control was applied
in range, and spatial windowing in azimuth, to reduce sidelobes and consequently to
enhance the capacity of the system to image weak targets in proximity of strong ones.
This improvement was made at the expense of resolution. The formation of ghost images
in ABACUS was studied and their eect on the counting system is minimal. Phase
interferometry was used in conjunction with the geometry of ABACUS to estimate the
elevation angle of arrival of targets. Phase wrapping is not an issue, and it was assumed
that there is only one target in an azimuth-range cell of the sonar image formed.
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Some aspects of detection theory were reviewed to estimate the number of targets in the
sonar images. The sonar images were contaminated by noise. The response of the targets
in a sonar image is a sinc type function with more-or-less bright secondary maxima.
Moreover, the brightness of the peaks varied as a function of range, bearing, and sonar
target strength. The sonar target strength also varies. Therefore, a statistical hypothesis
was formulated to optimise a threshold to discriminate targets from sidelobes and noise
in the sonar images. A threshold was calculated by setting the probability of false alarm
not to be exceeded for the images. Assuming that the noise level does not vary over time,
the number of peaks above the threshold was estimated by an algorithm based on the
zero crossing of the rst derivative of the peaks in the image. Further, the parameters of
the targets and the geometry of ABACUS were considered to solve a system of equations
to resolve the locations of the targets in 3-D.
The performance of the imaging and counting system was then evaluated. The counting
algorithm was quite ecient in counting the number of peaks in the images. However,
there were some undercounts in regions of high target density. The performance of the
imaging and counting system was then evaluated with respect to each of the following
variables: target position, noise and sonar target strength. With position as the only
variable, the system overcounted the number of targets in the counting volume prior to
phase interferometry. After phase interferometry, the mean error of the number of targets
estimated to be in the counting volume was close to zero. Therefore, phase interferom-
etry and the target location determination worked well in discarding targets outside the
counting volume. With noise as the only variable, the system overcounted, as expected.
Evidently, increasing the threshold reduced the average error of the estimated counts.
With sonar target strength ,modeled to follow a Rayleigh distribution, as the only vari-
able, the system undercounted and this bias was mitigated by decreasing the threshold.
Therefore the system could be sensitive to the chose threshold. All the variables were
set in the simulator and the average errors were calculated for various thresholds.There
is a range of thresholds that ensure minimum error, indicating that the system was quite
robust. The ABACUS is capable of high resolution counting of targets at moderate to
high densities. Processing of real data also indicated that ABACUS and the counting
system developed can be used to obtain reliable estimates of counts of sh from pelagic
surveys.
7.2 Future Work
ABACUS should be upgraded so that all the 32 receiver elements can be sampled, in-
creasing the resolution by a factor of two in interferometric mode.
7.2 Future Work 101
A more comprehensive model for the sonar target strength of squid should be implemented
in the simulator. This should a more optimal threshold and thus more accurate estimate
of counts.
For real data, noise should be measured with the transmitter o so as to obtain more
accurate results.
The sh densities measured by ABACUS should be validated with independent observa-





The layout of the imaging and counting system developed in the MATLAB package is
given below.
Figure A.1: ABACUS System Block Diagram
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Appendix B
In Appendix B, images obtained from processing simulated data from a number of pings



























































(b) No. of targets are counted in the sonar image = 9
(c) Phase interferometry methods locate the targets detected
as shown by dots in green. Number of targets in counting
volume = 2.


































































(b) No. of targets are counted in the sonar image = 10
(c) Phase interferometry methods locate the targets detected
as shown by dots in green. Number of targets in counting
volume = 4.













image formed from subarray B
 
 




















































(b) No. of targets are counted in the sonar image = 9
(c) Phase interferometry methods locate the targets detected
as shown by dots in green. Number of targets in counting
volume = 4.








































































(b) No. of targets are counted in the sonar image = 14
(c) Phase interferometry methods locate the targets detected
as shown by dots in green. Number of targets in counting
volume = 5.













image formed from subarray B
 
 

















































(b) No. of targets are counted in the sonar image = 9
(c) Phase interferometry methods locate the targets detected
as shown by dots in green. Number of targets in counting
volume = 5.
Figure A.6: Results from ping 5
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Appendix C
In Appendix C, images from processing a few pings of real ABACUS data out of the total












image formed from subarray B
 
 






















(a) Fan beam image of horizontal plane
(b) Targets located in the horizontal plane of counting volume
(c) Targets located in the horizontal plane of counting volume













image formed from subarray B
 
 

















(a) Fan beam image of horizontal plane
(b) Targets located in the horizontal plane of counting volume
(c) Targets located in the horizontal plane of counting volume













image formed from subarray B
 
 



















(a) Fan beam image of horizontal plane
(b) Targets located in the horizontal plane of counting volume
(c) Targets located in the horizontal plane of counting volume
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(a) Fan beam image of horizontal plane
(b) Targets located in the horizontal plane of counting volume
(c) Targets located in the horizontal plane of counting volume
Figure A.10: Results from ping 81
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