Weakly stationary processes with non–positive autocorrelations by Došlá, Šárka & Anděl, Jiří
Kybernetika
Šárka Došlá; Jiří Anděl
Weakly stationary processes with non–positive autocorrelations
Kybernetika, Vol. 46 (2010), No. 1, 114--124
Persistent URL: http://dml.cz/dmlcz/140055
Terms of use:
© Institute of Information Theory and Automation AS CR, 2010
Institute of Mathematics of the Academy of Sciences of the Czech Republic provides access to digitized
documents strictly for personal use. Each copy of any part of this document must contain these
Terms of use.
This paper has been digitized, optimized for electronic delivery and stamped
with digital signature within the project DML-CZ: The Czech Digital Mathematics
Library http://project.dml.cz
KYBERNET IKA — VOLUME 4 6 ( 2 0 1 0 ) , NUMBER 1 , PAGES 1 1 4 – 1 2 4
WEAKLY STATIONARY PROCESSES WITH
NON–POSITIVE AUTOCORRELATIONS
Šárka Došlá and Jiř́ı Anděl
We deal with real weakly stationary processes {Xt, t ∈ Z} with non-positive autocor-
relations {rk}, i. e. it is assumed that rk ≤ 0 for all k = 1, 2, . . . . We show that such
processes have some special interesting properties. In particular, it is shown that each such
a process can be represented as a linear process. Sufficient conditions under which the
resulting process satisfies rk ≤ 0 for all k = 1, 2, . . . are provided as well.
Keywords: non-positive autocorrelations, linear process
Classification: 62M10, 62H20, 60K995
1. INTRODUCTION
Let {Xt, t ∈ Z} be a real weakly stationary process with finite second order moments
and an autocorrelation function {rk, k ∈ Z}. We deal with processes with non-
positive autocorrelations, i. e. it is assumed that
rk ≤ 0 holds for all k = 1, 2, . . . . (1)
In particular, we are interested in the non-trivial cases where at least one of the
inequalities in (1) is sharp, i. e. there exists k0 such that rk0 < 0. The condition (1)
then reflects some kind of negative dependence among all the variables {Xt, t ∈ Z}.
The class of processes with non-positive autocorrelations involves a number of various
well-known processes, namely particular ARMA models, a fractional Gaussian noise
with the Hurst exponent H ∈ (0, 1/2), see [1, Chap. 2], and others. Furthermore,
processes with the correlation structure (1) might arise in some practical situations,
and therefore it is desirable to investigate their properties, see [2]. Bernoulli processes
satisfying (1) have some special practical applications mentioned in [6].
It is easy to characterize Gaussian processes {Xt} with the autocorrelation struc-
ture (1). It is shown in [2] that a sequence of real numbers {rk, k ∈ Z} such that
r0 = 1, r−k = rk for k ∈ Z, and rk ≤ 0 for k ≥ 1 is the autocorrelation function of
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Moreover, an autocorrelation function is always positive semidefinite, and this im-
plies that the inequality (2) holds for any weakly stationary process {Xt} with rk ≤ 0
for k ≥ 1.
The inequality (2) is crucial and has several consequences. For instance, if (1)
holds for {rt} then (2) implies
∑∞
k=1 |rk| < ∞. This means that a process with
the correlation structure (1) has always a short memory (see [1, p. 6]). It further
follows that processes satisfying (1) have some special properties which we derive
in Section 2. In particular, it is shown that such a process can be represented as
a linear process. In Section 3 we further provide some sufficient conditions for the
coefficients of the MA(∞) representation under which the resulting process has the
desirable property (1). A construction in the spectral domain is discussed as well.
2. GENERAL PROPERTIES
In this section we investigate properties of general weakly stationary processes
{Xt, t ∈ Z} with the autocorrelation structure (1). We can assume without loss
of generality that EXt = 0. Since the autocorrelations are well-defined, we have
varXt > 0. Recall that the negativeness of the correlations {rk} indicate that the
variables {Xt} are somehow negatively dependent. The quantity
∑∞
k=1 rk further
reflects “the strength” of the dependence. The following proposition shows how the
minimal value −1/2 in (2) can be attained.
Proposition 2.1. Let {Xt, t ∈ Z} be a weakly stationary process with the auto-
correlation function {rk, k ∈ Z} such that (1) holds. Then there exists a continuous
spectral density f of the process {Xt} and
∞∑
t=1
rt = −1/2 holds if and only if f(0) = 0. (3)
P r o o f . Let {Rk} be the autocovariance function of {Xt}. The inequality (2)
implies that
∑∞




−ikλRk. This Fourier series is absolutely summable, and
therefore f is continuous on the interval [−π, π]. We have∑∞k=1 Rk = πf(0)−R0/2
which gives
∑∞
k=1 rk = πf(0)/R0 − 1/2 ≥ −1/2. Obviously, the bound −1/2 is
reached if and only if f(0) = 0. 
The proof of Proposition 2.1 shows that the statement (3) holds for a general
autocorrelation function {rt} such that
∑∞
t=1 |rt| < ∞. It is then easy to derive
conditions under which the equality
∑∞
t=1 rt = −1/2 holds for ARMA processes. Let




j=0 bjεt−j, where {εt, t ∈ Z} is
a white noise with var εt = σ
2. Suppose that the zeros of
∑m
k=0 akz
k = 0 lie outside
the unit disc. Then {Xt} is a weakly stationary process, and its spectral density f





−ikλ∣∣−2. Hence, the equality
in (2) is reached if and only if
∑n
j=0 bj = 0. This holds if and only if 1 is a root of the




j. This demonstrates that the equality in (2) is reached
neither for autoregressive sequences nor for an invertible ARMA process.
We have obtained conditions for the parameters of an ARMA model such that∑∞
t=1 rt = −1/2 holds. However,
∑∞
t=1 rt = −1/2 does not imply rt ≤ 0 for all
t ≥ 1. The process Xt = εt−2εt−1+εt−2 is an example. It is much more difficult to
specify conditions under which the autocorrelation function an ARMA(m,n) process
satisfies (1). We show such restrictions for a simple ARMA(1, 1) model.
Let {Xt, t ∈ Z} follow an ARMA(1,1) model Xt + aXt−1 = εt + bεt−1 with
a ∈ (−1, 1), b ∈ [−1, 1], a 6= b, a, b 6= 0. Then {Xt} is stationary, and it is well-
known that r1 = [(1 − ab)(b − a)]/(1− 2ab+ b2) and rk = −ark−1 = (−a)k−1r1 for
k ≥ 2. The condition rt < 0 for t ≥ 1 is satisfied if and only if −1 ≤ b < a < 0
holds. Define g(a, b) =
∑∞
t=1 rt = (1− ab)(b− a)/[(1 − 2ab + b2)(1 + a)]. For any
given a, b satisfying −1 ≤ b < a < 0 we have g(a, b) ≥ g(a,−1) = g(0,−1) = −1/2.
This illustrates the above conclusion that the minimum −1/2 is reached whenever 1
is a root of the MA polynomial.
We were able to derive conditions under which rt ≤ 0 for all t ≥ 1 holds for a
stationary ARMA(1, 1) process. However, the situation becomes considerably more
complicated for higher order ARMA models, and therefore this approach cannot be
used. Since each stationary ARMA process can be represented as a linear process,
one can equivalently investigate conditions for the MA(∞) parameters under which
the resulting process satisfies (1). This approach turns out to be more convenient.
In the following we justify its use for general stationary processes.
Theorem 2.2. Let {Xt, t ∈ Z} be a real weakly stationary process with the auto-
correlation function {rk, k ∈ Z} such that (1) holds. Then the spectral density f of
{Xt} satisfies ∫ π
−π
ln f(λ) dλ > −∞. (4)
P r o o f . We can assume without loss of generality that varXt = 1, and then
{rk} is the autocovariance function of {Xt}. Recall that the inequality (2) holds.
Assume first that
∑∞
t=1 rt > −1/2. The spectral density of {Xt} is given as
f(λ) = [1/(2π)] [1 + 2
∑∞
t=1 rt cos(tλ)] which implies that
2πf(λ) = 1 + 2
∞∑
t=1
rt cos(tλ) = 1− 2
∞∑
t=1
|rt| cos(tλ) ≥ 1− 2
∞∑
t=1
|rt| > 0 (5)
holds for all λ ∈ [−π, π]. In this case f(λ) is positive and continuous on [−π, π], and
therefore ln[f(λ)] is continuous on [−π, π]. Hence, the integral in (4) is finite.
Now let
∑∞
t=1 rt = −1/2. Then we can write
2πf(λ) = 1− 2
∞∑
t=1




Since |rt| ≥ 0 and 1−cos(tλ) ≥ 0 for all t ≥ 1, the equality (6) implies that f(λ) = 0
if and only if |rt|[1 − cos(tλ)] = 0 for all t ≥ 1. This is always satisfied for λ = 0,
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and thus λ = 0 is always a zero point of f(λ) (cf. Proposition 2.1). Furthermore,
λ ∈ [0, π] is a root of f(λ) = 0 if and only if cos(tλ) = 1 for all t ≥ 1 such that
rt 6= 0. Recall that we assume that
∑∞
t=1 |rt| = 1/2 which eliminates the trivial case
rt = 0 for all t ≥ 1.
Let f(λ) > 0 for all λ ∈ (0, π], i. e. λ = 0 is the only root of f(λ) = 0 in the
interval [0, π] (this assumption is removed in the next step). Since f is even we
can write
∫ π
−π ln[f(λ)] dλ = 2
∫ π
0 ln[f(λ)] dλ. The function ln[f(λ)] is continuous on
(0, π], and therefore it suffices to investigate its behavior in a neighborhood of the
point 0. Let δ > 0 be sufficiently small and take T ∈ N such that Tδ < π/2. We
can assume that there exists rt 6= 0 for some 1 ≤ t ≤ T (otherwise, we would choose
smaller δ). Define A(λ) =
∑T
t=1 |rt|[1−cos(tλ)] and B(λ) =
∑∞
t=T+1 |rt|[1−cos(tλ)].
Then πf(λ) = A(λ) + B(λ). Obviously, B(λ) ≥ 0 for all λ ∈ [0, π]. Furthermore,





|rt| t2 < A(λ).
Denote C =
∑T
t=1 |rt| t2. Then C > 0. We have obtained the inequality f(λ) >




for all λ ∈ (0, δ). Hence,∫ δ
0 ln[f(λ)] dλ converges and so does
∫ π
0 ln[f(λ)] dλ.
Finally, let λ0 6= 0 be a root of f(λ) = 0 in the interval [0, π]. It follows from (6)
that cos(tλ0) = 1 for all t such that rt 6= 0. In other words, rt = 0 for all t such
that tλ0 is not a multiple of 2π. Obviously, λ0 must be of the form λ0 = lπ/s for
some l, s ∈ N, 1 ≤ l ≤ s such that the greatest common divisor of l and s equals 1.
Otherwise we would get rt = 0 for all t ≥ 1, and this is not possible. It further
follows that if l is odd then rt = 0 for all t such that t 6= 2sk for all k ∈ N, k ≥ 1.
Similarly, if l is even then rt = 0 for all t such that t 6= sk for all k ∈ N, k ≥ 1.





Since cos[2sk(lπ/s − λ)] = cos(2skλ) = cos[2sk(lπ/s + λ)] the behavior of f(λ) in
a neighborhood of the point lπ/s is the same as in a neighborhood of the point 0.
The previous conclusions imply that
∫ π
0
ln[f(λ)] dλ converges. 
Remark 2.3. Let us point out some properties of the spectral density f that are
derived in the foregoing proof. We have shown that if
∑∞
t=1 rt > −1/2 then f has
no zero points. Furthermore, if
∑∞
t=1 rt = −1/2 and r1 6= 0 then λ = 0 is the only
root of f(λ) = 0 on the interval [−π, π]. On the other hand, if λ0 ∈ (0, π] is a root
of f(λ) = 0 then rt = 0 for all t such that tλ0 is not a multiple of 2π. In particular,
if
∑∞
t=1 rt = −1/2 and f(π/s) = 0 for some s ≥ 1, s ∈ N, then f(lπ/s) = 0 for all
l = 1, . . . , s and rt = 0 for all t ≥ 1 such that t 6= 2ks for all k ∈ Z. For s = 1 it
follows that if f(π) = 0 then rt = 0 for all odd t ∈ Z.
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Theorem 2.4. Let {Xt, t ∈ Z} be a real weakly stationary process with the auto-
correlation function {rk, k ∈ Z} such that rk ≤ 0 for all |k| ≥ 1. Then {Xt} can be










k < ∞. The white noise {εt, t ∈ Z} belongs to the space
generated by all the values of {Xt, t ∈ Z}.
P r o o f . It is shown in [4, p. 288] that a weakly stationary process can be represented
as a linear process (7) if and only if its spectral distribution function is absolutely
continuous and its spectral density f satisfies the condition (4). Hence, the assertion
follows from Theorem 2.2. 
The representation (7) of the process {Xt} is not unique in general. However,
there exists a unique linear process (7) such that c0 > 0 and the zeros of the function∑∞
j=0 cjz
j do not lie in the interior of the unit disc, see [4, p. 289]. In the following
we always consider such representation due to a possible invertibility of the linear
process. The coefficients ck from this representation can be obtained as follows




eikλ ln[f(λ)] dλ = 2
∫ π
0































k < ∞ and a0 = h(0) = 1, see [5, Sec. III.3]. The coefficients {ck}
from (7) are then given as ck =
√
2πPak for k ≥ 0.
The linear process (7) in Theorem 2.4 is standardized in the way that var εt = 1.
However, it is sometimes useful to work with the representation (7) where c0 is set to
be 1. The following theorem presents some properties of the coefficients from such
representation.
Theorem 2.5. Let {Xt, t ∈ Z} satisfy the assumptions of Theorem 2.4. Then
{Xt} can be represented as a linear process Xt =
∑∞
k=0 akεt−k such that a0 = 1,∑∞
k=0 a
2
k < ∞, and the zeros of
∑∞
k=0 akz
k do not lie in the interior of the unit
disc. The process {εt, t ∈ Z} is a white noise that belongs to the space generated




−π ln f(λ) dλ
}
,
0 < σ2 < ∞.
Weakly Stationary Processes with Non-Positive Autocorrelations 119
The coefficients {ak}∞k=0 satisfy 0 ≤
∑∞


















k=0 ak = 0 if and only if
∑∞
k=1 rk = −1/2, and
∑∞
k=0 ak = 1
if and only if rk = 0 for all k ≥ 1 (and so ak = 0 for all k ≥ 1).
P r o o f . Recall that {Xt} can be represented as (7) with ck =
√
2πPak, where ak, P
are defined in (8), and the zeros of
∑∞
k=0 ckz
k do not lie in the interior of the unit
disc. Equivalently, we can write Xt =
∑∞
k=0 akε̃t−k, where {ε̃t} is a white noise such
that ε̃t =
√
2πPεt. Then var ε̃t = σ









k=0 ak ≥ 0 follows from the fact that a0 = 1 and the zeros of∑∞
k=0 akz
k do not lie in the interior of the unit disc. The continuous spectral density
f of the process {Xt} satisfies f(λ) = [σ2/(2π)]
∣∣∑∞
k=0 ake
−ikλ∣∣2 for all λ ∈ [−π, π].





































k ≥ 1, it then follows from (9) that
∑∞






k=0 ak ≤ 1 holds we show that f(0) ≤ σ2/(2π). If
∑∞
k=1 rk = −1/2
then f(0) = 0, and the inequality holds trivially. If
∑∞
k=1 rk > −1/2 it follows











≥ exp {ln f(0)} = f(0).
Hence, f(0) = [σ2/(2π)] (
∑∞
k=0 ak)
2 ≤ σ2/(2π), and thus∑∞k=0 ak ≤ 1. The equality
holds if and only if f(λ) = f(0) for all λ ∈ [−π, π]. This is the case only for rt = 0
for all t ≥ 1 (the process {Xt} is a white noise). 
Obviously, the relationship between the autocorrelations rk and the coefficients
ck (or ak) is not trivial, and it is not possible to express ck (or ak) directly from rk
only using algebraic operations.
Let us present an example. Let {Xt, t ∈ Z} be a stationary process with varXt =
4 and rt = −1/(t2 − 1) for even |t| ≥ 2 and rt = 0 for odd t. The spectral density f
of {Xt} is given as f(λ) = | sin(λ)| for λ ∈ [−π, π]. Let us compute the coefficients
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The process {Xt} can be represented as a linear process Xt =
∑∞
k=0 akεt−k with
var εt = π. Notice that ak ≤ 0 for all k ≥ 1. Furthermore, we have
∑∞
t=1 rt = −1/2
and
∑∞
k=0 ak = 0 which illustrates the conclusion of Theorem 2.5.
Finally, let us remark that in view of the well-known Wold’s decomposition theo-
rem, see e. g. [3, p. 187], Theorem 2.4 claims that a process with the autocorrelation
structure (1) is always purely non-deterministic.
3. SUFFICIENT CONDITIONS
In this section we give some sufficient conditions under which the resulting pro-
cess have non-positive autocorrelations, i. e. it satisfies (1). These conditions are
formulated for a construction in the time domain as well as in the spectral domain.
Let us start with the construction in the time domain. Theorem 2.5 shows that
the class of weakly stationary processes with non-positive autocorrelations is a subset
of a class of all linear processes of the form Xt =
∑∞
k=0 akεt−k, where {ak}∞0 is a




k < ∞, and {εt} is a white noise
with var εt = σ
2 > 0. Moreover, Theorem 2.5 claims that except the trivial case




ak < 0. (10)
The first inequality in (10) is due to the fact that we always choose the representation
such that the zeros of
∑∞
k=0 akz
k do not lie in the interior of the unit disc. The second
inequality follows from the properties of a spectral density of a process satisfying (1).
Hence, these constraints are necessary for {ak}∞k=0 to define
∑∞
k=0 akεt−k a process
with non-positive autocorrelations. The following theorem provides some sufficient
conditions for {ak}∞k=0.
Theorem 3.1. Let a0 = 1 and let {ak}∞k=1 be a non-decreasing sequence of real
numbers such that ak ≤ 0 for all k ≥ 1 and
∑∞
k=1 ak ≥ −1 holds. Then the
autocorrelation function {rt} of the process Xt =
∑∞
k=0 akεt−k satisfies rt ≤ 0 for
all t ≥ 1. Moreover,∑∞t=1 rt = −1/2 holds if and only if
∑∞
k=1 ak = −1.
P r o o f . The autocovariance function of {Xt} is given as Rt = σ2
∑∞
k=0 akat+k.




at+kak for all t ≥ 1. (11)
According to the assumptions we have −ak = |ak|, and the sequence {|ak|}∞k=1
is non-increasing, i. e. |ak| ≥ |at+k| holds for all k ≥ 1. We get
∑∞
k=1 akat+k =∑∞
k=1 |ak||at+k| ≤ |at|
∑∞
k=1 |ak| ≤ |at| for all t ≥ 1. Hence, (11) holds. Since∑∞
k=0 ak = 0 if and only if
∑∞
k=1 ak = −1, the rest of the assertion follows from
Theorem 2.5. 
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The assumptions of Theorem 3.1 can be very easily verified, and we are able to
construct linear processes with non-positive correlations.
Let us briefly discuss the assumptions of Theorem 3.1. Recall that we always
consider only linear processes
∑∞
k=0 akεt−k such that the zeros of the function∑∞
k=0 akz
k do not lie in the interior of the unit disc. Under this condition it is shown
in Theorem 2.5, see also (10), that
∑∞
k=1 ak ≥ −1 holds. Furthermore,
∑∞
k=1 ak ≤ 0
holds for all processes with non-positive correlations, see (10). In comparison to this
Theorem 3.1 works with a stronger assumption ak ≤ 0 for all k ≥ 1. Finally, the
monotonicity of the sequence {ak}∞k=1 is only a sufficient condition. We have already
presented an example where ak = 0 for all odd k and ak 6= 0 otherwise.
Let us remark that the condition ak ≤ 0 for all k ≥ 1 alone in general does not
imply rt ≤ 0 for all t ≥ 1. Consider an invertible MA(3) processXt with a1 = −5/66,
a2 = −13/22 and a3 = −5/33 as an example (here R1 = 85σ2/1452 > 0). However,
for invertible MA(2) processes the condition rt ≤ 0 for t = 1, 2 is equivalent to at ≤ 0
for t = 1, 2. Indeed, for MA(2) we have R2 = a2 and R1 = a1 + a1a2 = a1(1 + a2).
The process is invertible and therefore, a(z) = 1 + a1z + a2z
2 6= 0 for all |z| ≤ 1.
In particular, a(1) = 1 + a1 + a2 > 0 and a(−1) = 1 − a1 + a2 > 0. It follows that
1 + a2 > 0, and therefore Rt ≤ 0 if and only if at ≤ 0, t = 1, 2.
The requirement rt ≤ 0 for all t ≥ 1 can be expressed in terms of the spectral
density of the process {Xt} as well. Recall that we have shown in Proposition 2.1
that there always exists a continuous spectral density. Let us first summarize some
of its general properties.
Theorem 3.2. Let {rt}∞0 be a sequence of real numbers such that r0 = 1, rt ≤ 0
for all t ≥ 1 and ∑∞t=1 rt ≥ −1/2. Let f(λ) = [1/(2π)] [1 + 2
∑∞
t=1 rt cos(tλ)] for
λ ∈ [−π, π].
1. The function f is continuous, non-negative and has a global minimum at the
point λ = 0. If
∑∞
t=1 rt 6= 0 then 0 is also a strong local minimum.
2. If f(0) = f(π) = 0 and f(λ) > 0 for all λ ∈ (0, π) then f is symmetric around
the point π/2, i. e. f(λ) = f(π − λ) for all λ ∈ [0, π].
3. If rk = O(k−2−ε) for some ε > 0 then f is differentiable, its derivative f ′ is
continuous on [−π, π] and is given as f ′(λ) = −∑∞k=1 krk sin(kλ). In particular,
f ′(0) = 0.
P r o o f . 1. The inequality f(λ) ≥ f(0) holds for all λ ∈ [−π, π], see (5). If there
exists t0 ≥ 1 such rt0 6= 0 then there exists ε > 0 such that −|rt0 | cos(t0λ) > −|rt0 |
for all λ ∈ (−ε, ε) r {0}. Hence, it follows from (5) that f(λ) > f(0) holds for
λ ∈ (−ε, ε)r {0}.
2. It follows from Remark 2.3 that rt = 0 for all odd t ∈ Z, and thus f(λ) =
[1/(2π)] [1 +
∑∞
k=1 r2k cos(2kλ)]. The assertion follows from the equality cos[2k(π−
λ)] = cos(2kλ).
3. If rk = O(k−2−ε) then
∑∞
k=1 krk converges, and
∑∞
k=1 krk sin(kλ) converges
uniformly for all λ ∈ [−π, π]. It follows from the theory of Fourier series, see for
instance [7, p. 40], that f ′(λ) = −∑∞k=1 krk sin(kλ) for λ ∈ [−π, π]. 
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In the following we provide some sufficient conditions for the spectral density f
such that the corresponding autocorrelations satisfy rt ≤ 0 for all t ≥ 1. These
conditions are formulated in Theorem 3.6.
Lemma 3.3. Let g be a measurable non-negative and non-increasing function on
[0, π] and let n ∈ N, n 6= 0. Then
∫ π
0
g(x) sin(nx) dx ≥ 0.
P r o o f . Assume first that n is even. Then
∫ π

































Since sin(y) ≥ 0 for y ∈ (0, π) and g is non-increasing, the inequality Ii ≥ 0 holds
for all i = 0, . . . , n/2− 1. Hence,
∫ π
0 g(x) sin(nx) dx ≥ 0.
Let n be odd. Then we get
∫ π
0 g(x) sin(nx) dx =
∑(n−3)/2
i=0 Ii + J , where J =∫ π
(n−1)π/n g(x) sin(nx) dx and Ii are defined as before. We have shown that Ii ≥ 0
holds. The inequality J ≥ 0 follows from the non-negativeness of g and due to the





Corollary 3.4. Let f be a differentiable function on (0, π] such that its derivative
f ′ is non-negative and non-increasing on (0, π). Then for any n ∈ N, n 6= 0, the
inequality
∫ π
0 f(x) cos(nx) dx ≤ 0 holds.
P r o o f . Integration by parts gives
∫ π
0











f ′(x) sin(nx) dx.
The first term is equal to 0, and the assertion follows from Lemma 3.3 
Corollary 3.5. Let f be a measurable function on (0, π) such f(λ) = f(π − λ) for
all λ ∈ [0, π]. Let f be differentiable on (0, π/2) such that the derivative f ′ is non-
negative and non-increasing on (0, π/2). Then for any n ∈ N, n 6= 0, the inequality∫ π
0 f(x) cos(nx) dx ≤ 0 holds.
P r o o f . The property f(λ) = f(π − λ) implies that
∫ π
0 f(x) cos(nx) dx = 0 for
all odd k and
∫ π
0 f(x) cos(nx) = 2
∫ π/2
0 f(x) cos(nx) dx for even k. The proof that
ck ≤ 0 for even k is then a simple analogy to the proof of Corollary 3.4. 
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Theorem 3.6. Let f̃ ≥ 0, f̃ 6≡ 0, satisfy the assumptions of Corollary 3.4 or 3.5.
Then the function f defined as f(λ) = f̃(|λ|) for λ ∈ [−π, π] is a spectral density of
a process with non-positive autocorrelations.
P r o o f . Since f ≥ 0 on [−π, π], the function f is a spectral density of a weakly sta-
tionary process {Xt}. It follows from Corollary 3.4 and 3.5 that the autocovariances




f(λ) dλ = 2
∫ π
0




f(λ)eitλ dλ = 2
∫ π
0
f̃(λ) cos(tλ) dλ ≤ 0 for t ≥ 1.
The autocorrelations of {Xt} are well-defined, and they satisfy the condition (1). 
Theorem 3.6 gives a clue how a stationary process with the desirable property
rt ≤ 0 for all t ≥ 1 can be constructed in a spectral domain. The choice of f̃ such
that f̃(0) = 0 further ensures that
∑∞
t=1 rt = −1/2.
A simple example of a spectral density f constructed using Theorem 3.6 (with f̃
satisfying the assumptions of Corollary 3.4) is the function f(λ) = k|λ|α for k > 0
and α ∈ (0, 1]. For instance, if f(λ) = |λ| then R(0) = π2 and rk = −4/(π2k2) for
odd k and rk = 0 for even k. An example of f constructed from f̃ , which satisfies
the assumptions of Corollary 3.5, is the function f(λ) = k| sinλ|, k > 0. The case
k = 1 has been already discussed at the end of Section 2.
Let f̃ ≥ 0 satisfy the assumptions of Corollary 3.4. This means that f̃ is dif-
ferentiable, non-decreasing and concave on (0, π]. If g is a non-decreasing concave
function such that g ◦ f̃ is differentiable on (0, π] then g ◦ f̃ satisfies the assumptions
of Corollary 3.4 as well. This is the case for example for g = log if f̃(λ) 6= 0 for all
λ ∈ (0, π]. In particular, if f̃(λ) ≥ 1 for all λ ∈ [0, π] then log(f̃(|λ|)) is a spectral
density of a process with non-positive autocorrelations as well.
Corollary 3.5 considers a function symmetric around the point π/2 and non-
decreasing on (0, π/2). It is shown in the proof that
∫ π
0
f(λ) cos(nλ) 6= 0 if and only
if t is even. One could proceed even further and divide the interval [0, π] into more
pieces. For instance consider a function f̃ defined on [0, π/3] and differentiable on
(0, π/3) with f̃ ′ non-negative and non-increasing. Take f(λ) = f̃(λ) for λ ∈ [0, π/3],
f(λ) = f̃(|λ − 2π/3|) for λ ∈ (π/3, π]. Then
∫ π
0




f(λ) cos(nλ) 6= 0 if and only if n = 3k for some k ∈ Z. Similarly, we could
consider f̃ defined on [0, π/4] etc. Using this approach we are able to construct for
a fixed j ∈ N a process {Xt} with autocorrelations rt ≤ 0 for all t ≥ 1 such that
rt 6= 0 only for t = kj, k ∈ Z.
Finally, let us remark that if f̃ satisfies the assumptions of Corollary 3.4 then f
is concave and increasing on (0, π) and concave and decreasing on (−π, 0). Hence,
f ′(0) does not exist. It then follows from Theorem 3.2 that rk = O(k−β) for some
1 < β ≤ 2. The same conclusion is obtained for f̃ satisfying the assumptions of
Corollary 3.5. Hence, if one wants to obtain a process with autocorrelations {rk}
such that rk ≤ 0 for all k ≥ 1 and rk = O(k−β) for β > 2 then the generating
procedures cannot be based on Theorem 3.6.
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