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REGULARITY OF SOLUTIONS OF LINEAR SECOND ORDER
ELLIPTIC AND PARABOLIC BOUNDARY VALUE PROBLEMS
ON LIPSCHITZ DOMAINS
ROBIN NITTKA
Abstrat. For a linear, stritly ellipti seond order dierential operator in
divergene form with bounded, measurable oeients on a Lipshitz domain
Ω we show that solutions of the orresponding ellipti problem with Robin and
thus in partiular with Neumann boundary onditions are Hölder ontinuous
for suiently L
p
-regular right-hand sides. From this we dedue that the
paraboli problem with Robin or Wentzell-Robin boundary onditions are well-
posed on C(Ω).
1. Introdution
In this artile we show that solutions of ellipti Robin boundary value problems
on a Lipshitz domain Ω ⊂ RN are Hölder regular if the right-hand side is smooth
enough in an Lp-sense. In partiular, this result applies to Neumann boundary
onditions.
More preisely, let L be a stritly ellipti operator in divergene form
Lu = −
N∑
j=1
Dj
( N∑
i=1
aijDiu+ bju
)
+
N∑
i=1
ciDiu+ du. (1.1)
with bounded, measurable oeients. We onsider ellipti problems that formally
take the form 

Lu = f0 −
N∑
j=1
Djfj on Ω,
∂u
∂νL
+ βu = g +
N∑
j=1
fjνj on ∂Ω,
(1.2)
where we set
∂u
∂νL
:=
N∑
j=1
( N∑
i=1
aijDiu+ bju
)
νj ,
and ν denotes the outer normal on ∂Ω. We assume β to be bounded and measurable,
but make no assumptions on the sign of β.
In Setion 2 we explain what it meant by a weak solution of (1.2). Setion 3 is
devoted to Lp-regularity and Hölder regularity results for solutions of (1.2), whih
are summarized in Theorem 3.14. The main idea is to extend weak solutions by
reetion at the boundary, to show that this extension again solves an ellipti
problem, and then to apply interior regularity results due to de Giorgi, Nash, and
Moser. This strategy is known, see for example [Tro87, Setion 2.4.3℄ or [BH91,
Remark 3.10℄, but it seems that until now it has not been exploited to this extent.
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In partiular, it will follow that if f0 ∈ L
p/2(Ω), fj ∈ L
p(Ω), j = 1, . . . , N and
g ∈ Lp−1(∂Ω) for p > N , then every solution u of (1.2) is Hölder ontinuous on Ω.
Weaker versions of this result an be found in [BH91, War06, Dan09, AR97℄. On
the other hand, a stronger version of this result has been obtained in [GR01℄, but
by onsiderably more diult methods. Thus I believe that the simpliity of this
approah has still its own appeal.
Using the ellipti regularity result we attak paraboli problems in spaes of
ontinuous funtions in Setion 4. More preisely, we onsider the initial value
problems 

u˙(t, x) = −Lu(t, x), t > 0, x ∈ Ω,
∂u
∂νL
(t, z) + βu(t, z) = 0, t ≥ 0, z ∈ ∂Ω,
u(0, x) = u0(x), x ∈ Ω,
(1.3)
i.e., Robin or Neumann boundary onditions, and


u˙(t, x) = −Lu(t, x) t > 0, x ∈ Ω,
−Lu(t, z) + ∂u(t,z)∂νL + βu(t, z) = 0, t > 0, z ∈ ∂Ω,
u(0, x) = u0(x), x ∈ Ω,
(1.4)
i.e., Wentzell-Robin boundary onditions. These equations give rise to strongly
ontinuous semigroups in appropriate Hilbert spaes. These semigroups have ex-
tensively been studied, see for example [AtE97, Dan00a, Dan00b, AW03, AMPR03,
CFG
+
08℄. In speial ases, it is known that the solution operators for these equa-
tions dene strongly ontinuous semigroups also in the spae of ontinuous funtions
on Ω, see [BH91, FT95, FGGR02, Eng03, War06℄. We extend these results to the
ase of arbitrary strongly ellipti dierential operators with bounded, measurable
oeients.
For simpliity we onsider seond order linear equations only. We will work
with bounded, real-valued oeients and pure Robin boundary onditions, i.e., we
do not allow for Dirihlet or mixed boundary onditions. We will not investigate
whether the operators generate semigroups on spaes of Hölder ontinuous funtions.
In the generation results for Wentzell-Robin boundary onditions we will in addition
assume that the rst order oeient of the ellipti operator is Lipshitz ontinuous.
Probably the methods and main ideas of this artile still apply without the above
restritions, and I will attempt to generalize the theorems aordingly in a future
publiation.
I express my gratitude to my advisor Prof. Wolfgang Arendt for suggesting the
problem, hinting towards the methods I used, and in general for his valuable advises.
2. Preliminaries
In the whole artile Ω will always denote a Lipshitz regular subset of RN , i.e., Ω
is an open, bounded set that is loally the epigraph of a Lipshitz regular funtion.
When we work with Lebesgue spaes Lp(∂Ω), we always equip ∂Ω with the natural
surfae measure, whih oinides the (N−1)-dimensional Hausdor measure. Sine
Ω is Lipshitz regular, there exists a bounded trae operator from H1(Ω) to L2(∂Ω),
and we denote the trae of u ∈ H1(Ω) by u|∂Ω or simply by u, if misunderstandings
are not to be expeted.
We onsider linear dierential operators L in divergene form ating on funtions
on Ω, i.e., L is (formally) given by (1.1). We assume throughout that the oeients
aij , bj , ci and d are bounded and measurable and that L is stritly ellipti, i.e., that
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there exists α > 0 suh that
N∑
i,j=1
aij(x)ξiξj ≥ α|ξ|
2
(2.1)
holds for all ξ ∈ RN and almost every x in Ω. Moreover, we restrit ourselves to
the ase N ≥ 2 for simpliity.
For L as in (1.1) and β ∈ L∞(∂Ω), dene the bilinear form aL,β via
aL,β(u, v) :=
N∑
i,j=1
∫
Ω
aijDiuDjv dλ+
N∑
j=1
∫
Ω
bjuDjv dλ
+
N∑
i=1
∫
Ω
ciDiuv dλ+
∫
Ω
duv dλ+
∫
∂Ω
βuv dσ
(2.2)
for u and v in H1(Ω).
Given funtions fj ∈ L
1(Ω), j = 1, . . . , N , and g ∈ L1(∂Ω), we onsider u ∈
H1(Ω) that satisfy
aL,β(u, v) =
∫
Ω
f0v dλ+
N∑
j=1
∫
Ω
fjDjv dλ+
∫
∂Ω
gv dσ for all v ∈ C1(Ω). (2.3)
This orresponds formally to the ellipti Robin problem (1.2) with a distributional
right-hand side.
If (2.3) holds maybe not for all v ∈ C1(Ω), but at least for all smooth funtions
v ∈ C∞c (Ω) with ompat support in Ω, we say that u ∈ H
1(Ω) solves the problem
Lu = f0 −
∑N
j=1Djfj . Note that this ondition does not depend on β.
In the proofs, we will frequently need Sobolev embedding theorems, whih an
be found for example in Grisvard's book [Gri85, Theorems 1.5.1.3 and 1.4.4.1℄.
3. Ellipti Problems
3.1. Neumann boundary onditions. In this setion we onsider (2.3) in the
speial ase β = 0, i.e., ellipti problems with Neumann boundary onditions. We
will see that for suiently regular right hand sides, every solution admits a Hölder
ontinuous representative.
Let Ω ⊂ RN be Lipshitz regular. By denition, for every z ∈ ∂Ω we an
hoose an orthogonal matrix O, a radius r > 0, a Lipshitz ontinuous funtion
ψ : RN−1 → R and
G :=
{
(y, ψ(y) + s) : y ∈ B(0, r) ⊂ RN−1, s ∈ (−r, r)
}
suh that
O(Ω− z) ∩G =
{
(y, ψ(y) + s) : y ∈ B(0, r) ⊂ RN−1, s ∈ (0, r)
}
.
Convention 3.1. Sine the assumptions of Setion 2 are invariant under isometri
transformations of RN , for loal onsiderations we may without loss of generality
assume that O = I and z = 0.
Dene T (y, s) := (y, ψ(y)+ s) for y ∈ RN−1 and s ∈ R. Then T is a bi-Lipshitz
mapping from B(0, r) × (−r, r) to G with derivative
T ′(y, s) =
(
I 0
∇ψ(y) 1
)
and T ′(y, s)−1 =
(
I 0
−∇ψ(y) 1
)
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almost everywhere. Moreover, dene the reetion S : G→ G at the boundary ∂Ω
by S(T (y, s)) := T (y,−s). Then
S′(T (y, s)) = T ′(y,−s)
(
I 0
0 −1
)
T ′(y, s)−1 =
(
I 0
2∇ψ(y) −1
)
almost everywhere. Note that S(Sx) = x, S′ is bounded, detS′(x) = −1 and
S′(x)−1 = S′(x). Moreover, S′(y, s) does not depend on s, whene S′(Sx) = S′(x).
Notation 3.2. We write U for G ∩ Ω and V for S(U) = G \ Ω. For a funtion
w dened on D ⊂ G, dene w∗ by w∗(x) := w(Sx) on S(D). If a funtion w is
dened on U , dene w˜ on G by
w˜(x) :=
{
w(x), x ∈ U,
w∗(x), x ∈ V.
on G. In the following it will not matter that w˜ is not dened on ∂Ω ∩G sine we
will apply this notation only to Lp-funtions and the set has measure zero.
For the rest of the setion we x a linear, stritly ellipti dierential operator L
in divergene form and write a for the matrix (aij) and b and c for the vetors (bj)
and (ci), respetively. Moreover, dene
aˆ(x) :=
{
a(x), x ∈ U,
S′(x)a∗(x)S′(x)T , x ∈ V,
bˆ(x) :=
{
b(x), x ∈ U,
S′(x)b∗(x), x ∈ V,
cˆ(x) :=
{
c(x), x ∈ U,
S′(x)c∗(x), x ∈ V.
Lemma 3.3.
(i) If w is in H1(D), then w∗ is in H1(S(D)), and∇w∗(x) = ∇w(Sx)S′(x) almost
everywhere.
(ii) If w is in H1(U), then w|∂U = w
∗|∂V on ∂Ω ∩G.
(iii) If w is in H1(U), then w˜ is in H1(G), and ∇w˜ = ∇w 1U +∇w
∗ 1V .
(iv) For any p ∈ [1,∞], the extension operator w 7→ w˜ is ontinuous from Lp(U)
to Lp(G).
(v) The funtions aˆ, bˆ, cˆ and d˜ are measurable and bounded on G.
Proof. Assertion (i) follows from [Zie89, Theorem 2.2.2℄. Assertion (ii) is obvious if
w is in addition ontinuous up to the boundary. Sine U is Lipshitz regular, those
funtions are dense in H1(U) and the laim follows by approximation. Let ϕ be a
test funtion on G. The divergene theorem [EG92, 4.3℄ shows that∫
G
w˜ Diϕ dλ =
∫
∂U
wϕ νi dσ −
∫
U
Diw ϕ dλ+
∫
∂V
w∗ϕ νi dσ −
∫
V
Diw
∗ ϕ dλ
The boundary integrals anel due to (ii) sine the boundaries ∂V and ∂U have
opposite orientations. This proves (iii). Assertion (iv) follows from [EG92, 3.4.3℄,
and assertion (v) is obvious. 
Lemma 3.4. There exists a onstant αˆ > 0 suh that ξT aˆ(x)ξ ≥ αˆ|ξ|2 for all
ξ ∈ RN and almost every x ∈ G.
Proof. Let w ∈ RN−1 be an arbitrary row vetor and dene W :=
(
I 0
w −1
)
. Given
a positive denite matrix M :=
(
A b
c d
)
∈ RN×N , the matrix
WMWT =
(
A AwT − b
wA− c wAwT − wb− cwT + d
)
is positive denite as well. In fat, it sues to hek that the leading prinipal
minors are positive. SineM is positive denite, all minors ofM are positive. Hene
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the rst N − 1 leading prinipal minors of WMWT are positive and, moreover,
detM > 0. Thus det(WMWT ) > 0 by the multipliativity of the determinant
sine detW = detWT = −1, whih proves the laim.
By what we have shown, the least eigenvalue λ1(WMW
T ) ofWMWT is positive
whenever M is positive denite. Sine λ1 depends ontinuously on the entries of
the matrix this shows that λ1(WMW
T ) ≥ δ for some δ > 0 as M ranges over
a ompat subset of the set of all positive denite matries, and w ranges over a
ompat subset of RN−1.
Reall that a matrix A ∈ RN×N satises ξTAξ ≥ α|ξ|2, α > 0, for all ξ ∈ RN if
and only if λ1((A +A
T )/2) ≥ α. Thus by assumption (2.1)
1
2
(
a(x) + a(x)T
)
∈ K1 :=
{
M ∈ RN×N : M = MT , λ1(M) ≥ α, ‖M‖ ≤ c
}
for some onstant c and for almost all x ∈ U . The set K1 is a ompat subset of the
positive denite matries. Let K2 ⊂ R
N−1
be a losed ball whose radius is larger
enough suh that 2∇ψ(y) ∈ K2 for almost all y.
Using the rst part of this proof, we see that there is δ > 0 suh that
λ1
(
1
2S
′(x)
(
a(Sx) + a(Sx)T
)
S′(x)T
)
≥ δ
for almost every x ∈ U . Thus ξT aˆ(x)ξ ≥ δ|ξ|2 almost everywhere on V , from whih
the laim follows with αˆ := min{α, δ}. 
Lemma 3.5. Let Lˆ denote the dierential operator on G for the oeients aˆ, bˆ,
cˆ and d˜. Assume that there exists p > N suh that f0 ∈ L
p/2(Ω), fj ∈ L
p(Ω),
j = 1, . . . , N , and g ∈ Lp−1(∂Ω). Assume that u ∈ H1(Ω) is a solution of (2.3)
(reall that we allow only for β = 0 in this setion). Then there exist s > N and
funtions h0 ∈ L
s/2
and hj ∈ L
s
, j = 1, . . . , N , that satisfy
aLˆ,0(u˜, v) =
∫
G
h0v dλ+
N∑
i=1
∫
G
hi Div dλ (3.1)
for every funtion v ∈ C∞c (G).
Proof. By denition of a solution of (2.3) we have that
N∑
i,j=1
∫
U
aˆijDiu˜Djv dλ+
N∑
j=1
∫
U
bˆju˜Djv dλ+
N∑
i=1
∫
U
cˆiDiu˜v dλ+
∫
U
d˜u˜v dλ
=
∫
U
f0v dλ+
N∑
j=1
∫
U
fjDjv dλ+
∫
∂U
gv dσ
holds for every v ∈ C∞c (G).
Using part (i) of Lemma 3.3 and the hange of variables formula [EG92, 3.4.3℄,
replaing x by Sx, we obtain∫
V
(∇u˜)aˆ(∇v)T dλ+
∫
V
u˜(∇v)bˆ dλ+
∫
V
(∇u˜)cˆv dλ+
∫
V
d˜u˜v dλ
=
∫
V
∇u(Sx)S′(x)S′(x)a(Sx)S′(x)T (∇v(x))T dx
+
∫
V
u(Sx)∇v(x)S′(x)b(Sx)dx +
∫
V
∇u(Sx)S′(x)S′(x)c(Sx)v(x)dx
+
∫
V
d(Sx)u(Sx)v(x)dx
=
∫
U
∇u(x)a(x)S′(x)T (∇v(Sx))T dx+
∫
U
u(x)∇v(Sx)S′(x)b(x)dx
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+
∫
U
∇u(x)c(x)v(Sx)dx +
∫
U
d(x)u(x)v(Sx)dx
=
∫
U
∇u(x)a(x)(∇v∗(x))T dx+
∫
U
u(x)∇v∗(x)b(x)dx
+
∫
U
∇u(x)c(x)v∗(x)dx +
∫
U
d(x)u(x)v∗(x)dx
=
∫
U
f0v
∗ dλ+
N∑
j=1
∫
U
fjDjv
∗ dλ+
∫
∂U
gv∗ dσ
=
∫
U
f0(x)v(Sx)dx +
N∑
j=1
∫
U
fj(x)
N∑
i=1
Div(Sx)(S
′(x))ijdx+
∫
∂U
gv∗ dσ
=
∫
V
f∗0 v dλ+
N∑
i=1
∫
V
N∑
j=1
(S′)ijf
∗
j Div dλ+
∫
∂U
gv dσ,
for every v ∈ C∞c (Ω), where we have used that u is solution of (2.3).
Adding these two equations and dening fˆj ∈ L
p(G) by
fˆj(x) :=
{
fj(x), x ∈ U,∑N
i=1(S
′(x))jif
∗
i (x), x ∈ V,
we obtain
aLˆ,0(u˜, v) =
∫
G
f˜0v dλ+
N∑
j=1
∫
G
fˆjDjv dλ+ 2
∫
∂U
gv dσ. (3.2)
Sine g is in Lp−1(∂U) and the trae operator is bounded from W 1,r(G) to
L(N−1)r/(N−r)(∂U) for every r ∈ (1, N) the mapping
C∞c (G)→ R, v 7→ 2
∫
∂U
gv dσ
extends to a ontinuous linear funtional on W 1,r00 (G) for r0 :=
(p−1)N
(p−2)N+1 . Thus
there exist funtions (kj)
N
j=0 in L
r′0(G) suh that
2
∫
∂U
gv dσ =
∫
G
k0v dλ+
N∑
j=1
∫
G
kjDjv dλ
holds for every test funtion v, f. [Zie89, Theorem 4.3.3℄. Note that by assumption
r′0 =
(p−1)N
N−1 is larger than N . Hene (3.1) follows from (3.2) by setting h0 := f˜0+k0
and hj := fˆj + kj for j = 1, . . . , N . 
Proposition 3.6. Let Ω ⊂ RN be Lipshitz regular, p > N . There exist γ > 0 and
a onstant c with the following property. If f0 ∈ L
p/2(Ω), fj ∈ L
p(Ω), j = 1, . . . , N ,
and g ∈ Lp−1(∂Ω), then every solution u of (2.3) (reall that at the moment we
allow only for β = 0) is in C0,γ(Ω) and satises
‖u‖C0,γ(Ω) ≤ c
(
‖u‖L2(Ω) + ‖f0‖Lp/2(Ω) +
N∑
j=1
‖fj‖Lp(Ω) + ‖g‖Lp−1(∂Ω)
)
. (3.3)
Proof. Fix z and G as at the beginning of this setion. By Lemma 3.5 there exists
s > N and funtions h0 ∈ L
s/2(G) and hj ∈ L
s(Ω), j = 1, . . . , N , suh that the
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extension u˜ ∈ H1(G) of u solves the problem
Lˆu˜ = h0 −
N∑
j=1
Djhj .
By Lemmata 3.3 and 3.4, the dierential operator Lˆ on G satises the assumptions
of Setion 2. Thus it follows from results about interior regularity [GT01, Theo-
rem 8.24℄ for every ω ⋐ G there exists γ0 > 0 suh that u˜ is in C
0,γ0(ω) and satises
an estimate of the same kind as (3.3). Thus u is in C0,γ(ω ∩ Ω) and satises an
appropriate estimate.
Sine ∂Ω is ompat, we an over ∂Ω by nitely many suh sets. Using the
result about interior regularity one again to ontrol u in the remaining part of Ω,
the result follows. 
3.2. Robin Boundary Conditions. In this setion we will apply Proposition 3.6
to obtain similar results also for Robin boundary onditions, i.e., for solutions
of (2.3) if β does not neessarily equal 0. As a stepping stone, we investigate the
Lp-regularity of these solutions also in ases where the data satises fewer regularity
assumptions than in Proposition 3.6. Thus even for β = 0, the results of this setion
are more general than those of the previous one.
As before, let Ω ⊂ RN be Lipshitz regular and L be a linear, stritly ellipti
dierential operator on Ω. Moreover, let β be an arbitrary funtion in L∞(∂Ω).
For ω ∈ R we introdue the forms aωL,β, whih are dened via
aωL,β(u, v) := aL,β(u, v) + ω
∫
Ω
uv dλ (3.4)
for u and v in H1(Ω). We onsider the funtions u ∈ H1(Ω) that satisfy
aωL,β(u, v) =
∫
Ω
f0v dλ+
N∑
j=1
∫
Ω
fjDjv dλ+
∫
∂Ω
gv dσ for all v ∈ C1(Ω). (3.5)
This is a generalized version of (2.3), and these two problems oinide for ω = 0.
The advantage of the more general form is that for large ω the problem (3.5) is
uniquely solvable.
Lemma 3.7. Let N ≥ 3. There exist ω ∈ R and a onstant c with the following
property. If f0 ∈ L
2N/(N+2)(Ω), fj ∈ L
2(Ω), j = 1, . . . , N , and g ∈ L2(N−1)/N (∂Ω),
then problem (3.5) has a unique solution u ∈ H1(Ω), and
‖u‖H1(Ω) ≤ c
(
‖f0‖L2N/(N+2)(Ω) +
N∑
j=1
‖fj‖L2(Ω) + ‖g‖L2(N−1)/N(∂Ω)
)
. (3.6)
Proof. By [Dan09, Corollary 2.5℄ there exist η > 0 and ω ∈ R suh that
aωL,β(u, u) ≥ η‖u‖
2
H1(Ω).
Thus, by the Lax-Milgram theorem [GT01, Theorem 5.8℄ there exists a onstant c1
with the following property. For every ψ ∈ H1(Ω)′ there exists a unique funtion
u ∈ H1(Ω) that satises
aωL,β(u, v) = ψ(v) for all v ∈ H
1(Ω), (3.7)
and for this u we have
‖u‖H1(Ω) ≤ c1‖ψ‖H1(Ω)′ . (3.8)
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Sine H1(Ω) embeds into L2N/(N−2)(Ω) and the trae operator maps H1(Ω)
into L2(N−1)/(N−2)(∂Ω), there exists a onstant c2 with the following property. For
f0 ∈ L
2N/(N+2)(Ω), fj ∈ L
2(Ω), j = 1, . . . , N , and g ∈ L2(N−1)/N (∂Ω),
ψ(v) :=
∫
Ω
f0v dλ+
N∑
j=1
∫
Ω
fjDjv dλ+
∫
∂Ω
gv dσ (3.9)
denes a ontinuous linear funtional ψ on H1(Ω) that satises
‖ψ‖H1(Ω)′ ≤ c2
(
‖f0‖L2N/(N+2)(Ω) +
N∑
j=1
‖fj‖L2(Ω) + ‖g‖L2(N−1)/N(∂Ω)
)
. (3.10)
Now let f0 ∈ L
2N/(N+2)(Ω), fj ∈ L
2(Ω), j = 1, . . . , N , and g ∈ L2(N−1)/N(∂Ω)
be arbitrary. Dene ψ as in (3.9), and let u be as in (3.7). Then u is a solution
of (3.5). Sine C1(Ω) is dense in H1(Ω), every solution of (3.5) satises (3.7).
Hene the solution of (3.5) is unique. Estimate (3.6) follows with c := c1c2 by
ombining (3.8) and (3.10). 
Lemma 3.8. Let N = 2 and q > 1. There exist ω ∈ R and a onstant c with the
following property. If f0 ∈ L
q(Ω), fj ∈ L
2(Ω), j = 1, . . . , N , and g ∈ Lq(∂Ω), then
problem (3.5) has a unique solution u ∈ H1(Ω), and
‖u‖H1(Ω) ≤ c
(
‖f0‖Lq(Ω) +
N∑
j=1
‖fj‖L2(Ω) + ‖g‖Lq(∂Ω)
)
. (3.11)
Proof. The proof is similar to the proof of Lemma 3.7. Here, however, we use that
H1(Ω) embeds into Lr(Ω) for every r <∞, and that the trae operator mapsH1(Ω)
into Lr(∂Ω) for every r <∞. 
Remark 3.9. It should be noted that in Lemmata 3.7 and 3.8 we an take any
ω ∈ R suh that (3.5) has a unique solution for some right hand side. In fat,
let A be the operator from H1(Ω) to H1(Ω)′ dened by 〈Au, v〉 := aL,β(u, v).
Considering H1(Ω) as a subspae of H1(Ω)′ via the salar produt in L2(Ω), A is
a densely dened, losed operator on H1(Ω)′. The resolvent of A is ompat sine
H1(Ω) is ompatly embedded into L2(Ω). For ω ∈ R, the Fredholm alternative
asserts that either there exists u ∈ H1(Ω) suh that (ω + A)u = 0, whih means
preisely that the solution of (3.5) is not unique, or ω + A is boundedly invertible,
whih implies estimate (3.6) or (3.11), respetively.
Now, as an interlude, we ome bak to the Neumann problem. Afterwards, the
following propositions will be generalized to over Robin problems as well.
Lemma 3.10. Let p > N , and let ω be as in Lemma 3.7 or Lemma 3.8, respetively.
Assume β = 0. Then there exist γ > 0 and a onstant c with the following property.
If f0 ∈ L
p/2(Ω), fj ∈ L
p(Ω), j = 1, . . . , N , and g ∈ Lp−1(∂Ω), then the unique
solution u of (3.5) is in C0,γ(Ω) and satises
‖u‖C0,γ(Ω) ≤ c
(
‖f0‖Lp/2(Ω) +
N∑
j=1
‖fj‖Lp(Ω) + ‖g‖Lp−1(∂Ω)
)
.
Proof. By Lemma 3.7 or Lemma 3.8, respetively, the solution is unique, and
by (3.6) or (3.11) there exists a onstant c1 suh that
‖u‖L2(Ω) ≤ c1
(
‖f0‖Lp/2(Ω) +
N∑
j=1
‖fj‖Lp(Ω) + ‖g‖Lp−1(∂Ω)
)
.
Thus the result follows from Proposition 3.6. 
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Lemma 3.11. Let N ≥ 3, 2NN+2 ≤ q <
N
2 , ε > 0, and let ω be as in Lemma 3.7.
Then there exists a onstant c with the following property. If f0 ∈ L
q+ε(Ω), fj ∈
LNq/(N−q)+ε(Ω), j = 1, . . . , N , and g ∈ L(N−1)q/(N−q)+ε(∂Ω), then the unique
solution u of (3.5) satises u ∈ LNq/(N−2q)(Ω) and u|∂Ω ∈ L
(N−1)q/(N−2q)(∂Ω),
and
‖u‖LNq/(N−2q)(Ω) + ‖u‖L(N−1)q/(N−2q)(∂Ω)
≤ c
(
‖f0‖Lq+ε(Ω) +
N∑
j=1
‖fj‖LNq/(N−q)+ε(Ω) + ‖g‖L(N−1)q/(N−q)+ε(∂Ω)
)
Proof. Pik p > N . It will turn out at the end how lose to N we have to pik p,
but this ondition will depend only on N and q, hene the argument is not irular.
To simplify the notation of the proof we introdue the Banah spaes
Lr,s,t := Lr(Ω)⊕ Ls(Ω)N ⊕ Lt(∂Ω) and Lx,y := Lx(Ω)⊕ Ly(∂Ω).
Note that the omplex interpolation spaes [Lr0,s0,t0 , Lr1,s1,t1 ]θ and [L
x0,y0 , Lx1,y1 ]θ,
θ ∈ [0, 1], are by the natural isomorphism isomorphi to Lr,s,t and Lx,y, respetively,
where
1
r =
1−θ
r0
+ θr1 ,
1
s =
1−θ
s0
+ θs1 ,
1
t =
1−θ
t0
+ θt1 , (3.12)
1
x =
1−θ
x0
+ θx1 ,
1
y =
1−θ
y0
+ θy1 .
This follows from [Tri95, 1.18.4℄ and the observation that[
X0 ⊕ Y0, X1 ⊕ Y1
]
θ
∼=
[
X0, X1
]
θ
⊕
[
Y0, Y1
]
θ
holds for all Banah spaes X0, X1, Y0 and Y1, whih is a diret onsequene of the
denition of the omplex interpolation funtor [Tri95, 1.9℄.
For f0 ∈ L
2N/(N+2)(Ω), fj ∈ L
2(Ω), j = 1, . . . , N , and g ∈ L2(N−1)/N(∂Ω) we
denote by R(f0, (fj)
N
j=1, g) the unique solution u ∈ H
1(Ω) of (3.5). It is lear that R
is a linear map. Let γ > 0 be as in Lemma 3.10. If we onsider H1(Ω) and C0,γ(Ω)
as subspaes of L2,2 via the injetion u 7→ (u, u|∂Ω), then the Sobolev embedding
theorems and Lemmata 3.7 and 3.10 show that R maps L2N/(N+2),2,2(N−1)/N into
L2N/(N−2),2(N−1)/(N−2) and in addition Lp/2,p,p−1 into L∞,∞.
Using [Tri95, Theorem 1.9.3(a)℄ for
θ := Nq+2q−2Nq(N−2) ,
we obtain that R maps Lrp,sp,tp into LNq/(N−2q),(N−1)q/(N−2q), where rp, sp and
tp are dened as in (3.12) for
r0 =
2N
N+2 , s0 = 2, t0 =
2(N−1)
N ,
r1 =
p
2 , s1 = p, t1 = p− 1.
It is easy to see that the dependene of rp, sp and tp on p is ontinuous and that
rN = q, sN =
Nq
N−q and tN =
(N−1)q
N−q .
Thus there exists p > N suh that
rp < q + ε, sp <
Nq
N−q + ε and tp <
(N−1)q
N−q + ε.
The result follows if we start the whole argument with suh a value for p. 
Remark 3.12. We exlude N = 2 in Lemma 3.11 beause the admissible range
for q is empty in that ase. However, if we take N = 2 and q = 1 and adopt
the onvention that
1
0 be ∞, Lemma 3.11 is a speial ase of Lemma 3.10. More
generally, this is true also for N ≥ 3 in the boundary ase q = N2 .
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Now we ome bak to Robin boundary onditions. The following bootstrap-
ping argument allows us to dedue regularity results for Robin problems from the
orresponding results for Neumann problems.
Lemma 3.13. Let N ≥ 3, 2NN+2 ≤ q ≤
N
2 and ε > 0. Then there exist ε˜ > 0 and
a onstant c with the following property. If f0 ∈ L
q+ε(Ω), fj ∈ L
Nq/(N−q)+ε(Ω),
j = 1, . . . , N , and g ∈ L(N−1)q/(N−q)+ε(∂Ω), then every solution u ∈ H1(Ω) of (2.3)
satises u ∈ Lq+ε˜(Ω), u|∂Ω ∈ L
(N−1)q/(N−q)+ε˜(∂Ω) and
‖u‖Lq+ε˜(Ω) ≤ c
(
‖u‖L2(Ω) + ‖f0‖Lq+ε(Ω) +
N∑
j=1
‖fj‖LNq/(N−q)+ε(Ω)
+ ‖g‖L(N−1)q/(N−q)+ε(∂Ω)
)
.
Proof. Dene by indution
q0 :=
2N
N+2 , and qn+1 := min
{
q, NqnN−2qn
}
,
where we adopt the onvention that 1/0 :=∞. Note that there exists n0 ∈ N0 suh
that qn = q, sine otherwise we would have
qn =
Nqn−1
N−2qn−1
≥ NN−2qn−1 ≥ · · · ≥
(
N
N−2
)n
q0 →∞ (n→∞)
whih is not possible sine qn ≤ q for all n ∈ N by denition.
For n ∈ N0, we say that (Pn) is fullled if there exist εn > 0 and a onstant cn
with the following property. If f0 ∈ L
q+ε(Ω), fj ∈ L
Nq/(N−q)+ε(Ω), j = 1, . . . , N ,
and g ∈ L(N−1)q/(N−q)+ε(∂Ω), then every solution u ∈ H1(Ω) of (2.3) satises
u ∈ Lqn+εn(Ω), u|∂Ω ∈ L
(N−1)qn/(N−qn)+εn(∂Ω) and
‖u‖Lqn+εn (Ω) ≤ cn
(
‖u‖L2(Ω) + ‖f0‖Lq+ε(Ω) +
N∑
j=1
‖fj‖LNq/(N−q)+ε(Ω)
+ ‖g‖L(N−1)q/(N−q)+ε(∂Ω)
)
.
(3.13)
The statement (P0) is obviously true. So now assume that (Pn) is true for some
n ∈ N0. If qn = q, then (Pn+1) is trivially fullled sine it is the same statement
as (Pn). Thus we may assume qn < q without loss of generality. Let ω be as in
Lemma 3.7 or Lemma 3.8, respetively, and note that every solution u ∈ H1(Ω)
of (2.3) satises
aωL,β(u, v) =
∫
Ω
(ωu+ f0)v dλ+
N∑
j=1
∫
Ω
fjDjv dλ+
∫
∂Ω
gv dσ (3.14)
for all v ∈ C1(Ω), i.e., u solves (3.5) for a dierent right-hand side that involves u.
Thus Lemma 3.11 applied to a value q˜ suh that qn < q˜ < min{q, qn + εn} implies
that there exist onstants c˜ and εn+1 > 0 suh that
‖u‖Lqn+1+εn+1(Ω) ≤ c˜
(
‖u‖Lqn+εn (Ω) + ‖f0‖Lq+ε(Ω) +
N∑
j=1
‖fj‖LNq/(N−q)+ε(Ω)
+ ‖g‖L(N−1)q/(N−q)+ε(∂Ω)
)
.
Using (Pn) to estimate ‖u‖Lqn+εn(Ω) as in (3.13), we have proved (Pn+1). By
indution, (Pn) is true for every n ∈ N0. Sine the statement of the lemma is
equivalent to (Pn0) for some n0 ∈ N0 suh that qn0 = q, this nishes the proof. 
The following theorem summarizes (and extends) all previous results in this
setion with the exeption of Lemmata 3.7 and 3.8, whih are slightly sharper. As
always, we assume that Ω ⊂ RN , N ≥ 2, is Lipshitz regular and that L is a stritly
ellipti dierential operator with bounded oeients.
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Theorem 3.14. Let
2N
N+2 ≤ q ≤
N
2 , ε > 0. Then there exist γ > 0 and a onstant
c with the following property. If f0 ∈ L
q+ε(Ω), fj ∈ L
Nq/(N−q)+ε(Ω), j = 1, . . . , N ,
and g ∈ L(N−1)q/(N−q)+ε(∂Ω), then every solution u ∈ H1(Ω) of (2.3) satises
(i) if q < N/2, then u ∈ LNq/(N−2q)(Ω), u|∂Ω ∈ L
(N−1)q/(N−2q)(∂Ω), and
‖u‖LNq/(N−2q)(Ω) + ‖u‖L(N−1)q/(N−2q)(∂Ω)
≤ c
(
‖u‖L2(Ω) + ‖f0‖Lq+ε(Ω) +
N∑
j=1
‖fj‖LNq/(N−q)+ε(Ω) + ‖g‖L(N−1)q/(N−q)+ε(∂Ω)
)
;
(ii) if q = N/2, then u ∈ C0,γ(Ω), and
‖u‖C0,γ(Ω) ≤ c
(
‖u‖L2(Ω) + ‖f0‖LN/2+ε(Ω) +
N∑
j=1
‖fj‖LN+ε(Ω) + ‖g‖LN−1+ε(∂Ω)
)
.
Moreover, if the solution is unique, then it satises
(iii) if q < N/2, then u ∈ LNq/(N−2q)(Ω), u|∂Ω ∈ L
(N−1)q/(N−2q)(∂Ω), and
‖u‖LNq/(N−2q)(Ω) + ‖u‖L(N−1)q/(N−2q)(∂Ω)
≤ c
(
‖f0‖Lq+ε(Ω) +
N∑
j=1
‖fj‖LNq/(N−q)+ε(Ω) + ‖g‖L(N−1)q/(N−q)+ε(∂Ω)
)
;
(iv) if q = N/2, then u ∈ C0,γ(Ω), and
‖u‖C0,γ(Ω) ≤ c
(
‖f0‖LN/2+ε(Ω) +
N∑
j=1
‖fj‖LN+ε(Ω) + ‖g‖LN−1+ε(∂Ω)
)
.
Proof. We an onsider solutions of (2.3) as solutions of a problem of the kind (3.5)
as in (3.14), where ω is as in Lemma 3.7 or Lemma 3.8, respetively. For N ≥ 3,
Lemma 3.13 asserts that for this equation the assumptions of Lemma 3.11 (q < N/2)
or Proposition 3.6 (q = N/2) are satised and that we an estimate the norm of
‖u‖Lq+ε(Ω) appropriately, whereas for N = 2 this is obvious. From this we obtain (i)
and (ii).
For (iii) and (iv) it only remains to show that ‖u‖L2(Ω) an be estimated aord-
ingly if the solution is unique. This an be proved using the Fredholm alternative,
see Remark 3.9. 
4. Paraboli Problems
Again, let Ω ⊂ RN be Lipshitz regular and assume that L is a stritly ellipti
dierential operator on Ω as dened in Setion 2. It has been shown in [War06℄
that −L = ∆ with Robin or Wentzell-Robin boundary onditions generates a C0-
semigroup on C(Ω), although the alulations ontain a small mistake that over-
simplies the arguments. We employ similar ideas to show the result is true for
general operators.
4.1. Neumann and Robin boundary onditions. Let A be the operator on
L2(Ω) assoiated with the form aL,β dened in (2.2). It follows from the theory of
forms that −A generates a positive, ompat, holomorphi C0-semigroup (T (t))t≥0
on L2(Ω), f. for example [Ouh05℄. The trajetories of this semigroup are the unique
mild solutions of the paraboli problems (1.3) with Robin boundary onditions,
ompare [EN00, VI.5℄.
It is known that eah T (t) is a kernel operator with a bounded kernel k(t, ·, ·)
whih has Gaussian estimates [Dan00a, Corollary 6.1℄. Thus (T (t))t≥0 extrapo-
lates to a family of holomorphi semigroups on Lp(Ω), p ∈ [1,∞], whih have the
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same angle of holomorphy, and all operator T (z) for Re z > 0 are kernel operators
satisfying a Gaussian estimate [AtE97, Theorem 5.4℄.
We start this setion by an investigation of the regularity of these kernels. In
partiular it follows from the next theorem that the kernels are jointly ontinuous in
the time variable (away from t = 0) and in the spae variables (up to the boundary
of Ω).
Theorem 4.1. The funtion t 7→ k(t, ·, ·) is analyti from (0,∞) to C0,γ(Ω×Ω) for
γ as in Theorem 3.14. In partiular, k ∈ C0,γ([τ1, τ2]×Ω×Ω) for 0 < τ1 ≤ τ2 <∞.
Proof. Let ω be so large that aωL,β is oerive. Then in partiular λ := −ω ∈ ̺(A).
By Theorem 3.14 there exists m ∈ N and γ > 0 suh that
R(λ,A)mL2(Ω) ⊂ C0,γ(Ω).
Sine (T (t))t≥0 is holomorphi, this implies that T (t) maps L
2(Ω) boundedly to
C0,γ(Ω) for every t > 0.
Let ϕhol be the setor of holomorphy of (T (t))t≥0 and x 0 < θ < ϕhol. Let
k(z, ·, ·) denote the kernel of T (z) for z ∈ Σθ, and let 0 < τ1 < τ2. Dene
Σθ,τ1,τ2 := {z ∈ C : z − τ1 ∈ Σθ and |z| < τ2}.
Sine k(t, ·, ·) ∈ L∞(Ω × Ω), there exists a onstant K > 0 that depends only on
the semigroup and the set Σθ,τ1,τ2 suh that for all z ∈ Σθ,τ1,τ2 and almost every
y ∈ Ω we have
‖k(z, ·, y)‖C0,γ (Ω) =
∥∥T ( τ12 )T (z − τ1)k( τ12 , ·, y)∥∥C0,γ (Ω)
≤
∥∥T ( τ12 )∥∥L (L2(Ω),C0,γ (Ω)) ‖T (z − τ1)‖L (L2(Ω)) ∥∥k( τ12 , ·, y)∥∥L2(Ω)
≤ K
Using a duality argument, we an estimate ‖k(z, x, ·)‖C0,γ(Ω) in a similar manner,
possibly inreasing the value of K appropriately. Thus
|k(z, x, y)− k(z, x¯, y¯)| ≤ K|x− x¯|γ +K|y − y¯|γ ≤ 2K
∣∣( x−x¯
y−y¯
)∣∣γ
∞
(4.1)
for almost every x, x¯, y and y¯ in Ω, whih shows that {k(z, ·, ·) : z ∈ Σθ,τ1,τ2} is a
bounded subset of C0,γ(Ω× Ω).
Sine (T (z))z∈Σθ is holomorphi on L
2(Ω),
(T (z)1A | 1B)L2(Ω) =
∫
Ω×Ω
k(z, x, y)1A×Bd(x, y)
is holomorphi for all measurable subsets A and B of Ω. Considering integration
against 1A×B as a funtional on C
0,γ(Ω×Ω), we see that the mapping z 7→ k(z, ·, ·)
is holomorphi from Σθ,τ1,τ2 to C
0,γ(Ω×Ω), beause the linear ombinations of suh
indiators separate the points of C0,γ(Ω × Ω), ompare [ABHN01, Theorem A.7℄.
Sine τ1 and τ2 are arbitrary, the rst assertion follows. The seond assertion is an
easy onsequene of the rst. 
Next we show that (T (t))t≥0 restrits to a C0-semigroup on C(Ω). For this we
need the following density result.
Lemma 4.2. Assume that aL,β is oerive and let γ be as in Theorem 3.14. For
all v ∈ C∞(Ω) and all ε > 0 there exists ψ ∈ C∞(Ω) suh that the unique solution
u of (2.3) for the right-hand side f0 := ψ, fj := 0, j = 1, . . . , N , and g := 0 satises
‖u− v‖C0,γ (Ω) < ε.
Proof. Let ε˜ > 0 and p > N be arbitrary, and let hd be in C
∞(RN ;RN) suh that
hd · ν ≥ 1 almost everywhere on ∂Ω. Suh a vetor eld hd exists, see [Dan09,
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Lemma 3.2℄. By the Stone-Weierstrass theorem we an nd a smooth vetor eld
h ∈ C∞(RN ;RN) suh that ∥∥h− βvhdhd·ν ∥∥Lp(∂Ω;RN ) < ε˜.
Hene g˜ := h · ν − βv satises ‖g˜‖Lp(∂Ω) < ε˜. Sine the test funtions are dense in
Lp(Ω), there exist k0, k1, . . . , kN in C
∞
c (Ω) suh that the funtions
f˜0 := k0 −
N∑
i=1
ciDiv − dv, f˜j := −hj − kj −
N∑
i=1
aijDiv − bjv,
j = 1, . . . , N , satisfy ‖f˜j‖Lp(Ω) < ε˜ for j = 0, . . . , N . Dene ψ ∈ C
∞(Ω) by
ψ := k0 +
N∑
j=1
Djkj + div(h),
and let u be the unique solution of (2.3) as desribed in the laim. By the divergene
theorem,
∫
Ω
ψϕ dλ =
∫
Ω
k0ϕ dλ+
∫
∂Ω
(h · ν)ϕ dσ −
N∑
j=1
∫
Ω
(hj + kj)Djϕ dλ
for every ϕ ∈ C1(Ω), hene
aL,β(u− v, ϕ) =
∫
Ω
ψϕ dλ− aL,β(v, ϕ)
=
∫
Ω
f˜0ϕ dλ+
N∑
j=1
∫
Ω
f˜jDjϕ dλ+
∫
∂Ω
g˜ϕ dσ
for all ϕ ∈ C1(Ω). Thus part (iv) of Theorem 3.14 implies that
‖u− v‖C0,γ(Ω) ≤ c(N + 2)ε˜
for some onstant c that does not depend on v, ψ, ε or ε˜. Now if we pik ε˜ small
enough suh that c(N + 2)ε˜ < ε, the laim follows. 
Theorem 4.3. The restrition of (T (t))t≥0 to C(Ω) is a positive, ompat, holo-
morphi C0-semigroup.
Proof. Let ω be suh that aωL,β is oerive. Then in partiular λ := −ω ∈ ̺(A). By
Theorem 3.14 there exists m ∈ N and γ > 0 suh that
R(λ,A)mL2(Ω) ⊂ C0,γ(Ω).
Sine (T (t))t≥0 is holomorphi, this implies that T (t) maps L
2(Ω) boundedly to
C0,γ(Ω) for every t ≥ 0. In partiular, the subspae C(Ω) is invariant under T (t),
and fatoring through L2(Ω) we see that T (t) is a ompat operator on C(Ω).
Positivity follows from the positivity on L2(Ω).
As was already remarked, the restrition of (T (t))t≥0 to L
∞(Ω) is a holomorphi
semigroup in the sense of [ABHN01, Denition 3.7.1℄. Its generator is the part of
A in L∞(Ω). Sine C∞(Ω) is dense in C(Ω), Lemma 4.2 shows that the part of
A + ω in C(Ω) and hene also the part of A in C(Ω) is densely dened. Thus,
by [ABHN01, Proposition 3.7.4 and Remark 3.7.13℄, the restrition of (T (t))t≥0 to
C(Ω) is a holomorphi C0-semigroup, whose generator is the part of A in C(Ω). 
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4.2. Wentzell-Robin boundary onditions. Let A be the operator on the Hilbert
spae H := L2(Ω)⊕ L2(∂Ω) that is assoiated with the form
aL,β((u, u|∂Ω), (v, v|∂Ω)) := aL,β(u, v)
with the dense form domain
V := {(u, u|∂Ω) : u ∈ H
1(Ω)} ⊂ H.
It follows from the theory of forms that −A generates a positive, ompat, holomor-
phi C0-semigroup (T (t))t≥0 onH. This semigroup, or more preisely its restrition
to V , desribes the solutions of the evolution problem (1.4) with Wentzell-Robin
boundary onditions, ompare [AMPR03℄.
We need to show that (T (t))t≥0 extrapolates to C(Ω). An easy suient on-
dition is quasi-L∞-ontrativity, i.e., to assume that the semigroup (e−ωtT (t))t≥0
is L∞-ontrative for some ω ∈ R. However, this annot be expeted in general,
even if Ω is an interval and L is formally self-adjoint and has regular seond-order
oeients, as the following example shows.
Example 4.4. Consider the operator
(Lu)(x) = −(u′(x) + sgn(x)u(x))′ + sgn(x)u(x)
on Ω = (−1, 1) with Wentzell-Robin boundary onditions, i.e., a = 1, b = c = sgn,
d = 0, and β arbitrary. There exists no ω ∈ R suh that the semigroup e−ωtT (t)
onsists of ontrations on L∞(Ω)⊕ L∞(∂Ω).
Proof. Assume that e−ωtT (t) is ontrative on L∞(Ω)⊕L∞(∂Ω) for all t ≥ 0. This
semigroup omes from the form a
ω
L,β, whih is dened by
a
ω
L,β((u, u|∂Ω), (v, v|∂Ω))
:=
∫ 1
−1
(
u′(x)v′(x) + sgn(x)u(x)v′(x) + sgn(x)u′(x)v(x) + ωu(x)v(x)
)
dx
+
(
β(−1) + ω
)
u(−1)v(−1) +
(
β(1) + ω
)
u(1)v(1)
for (u, u|∂Ω) and (v, v|∂Ω) in V . Assume that there exists ω ∈ R suh that e
−ωtT (t)
is L∞-ontrative for all t ≥ 0. By [Ouh05, Theorem 2.15℄ this implies that
a
ω
L,β
(
(v, v|∂Ω), (w,w|∂Ω)
)
≥ 0 with v := (1 ∧ |u|) sgn(u) and w := (|u| − 1)+ sgn(u)
for all (u, u|∂Ω) ∈ V , hene in partiular∫ 1
−1
(
sgn(x)u′(x) + ωu(x)
)
1{u≥1}dx ≥ 0
for all u ∈ H1(−1, 1) satisfying u(−1) = u(1) = 0 and u ≥ 0. For un(x) :=
2(1− x2)n we thus obtain for αn := (1− 2
−1/n)1/2
0 ≤
∫ 1
−1
(
sgn(x)u′n(x) + ωun(x)
)
1{un≥1}dx
= −un
∣∣0
−αn
+ un
∣∣αn
0
+ ω
∫ αn
−αn
undλ ≤ −2 + 4ωαn.
This is a ontradition sine αn → 0 as n→∞. 
However, if we assume some regularity of the oeients we obtain a quasi-
submarkovian semigroup, i.e., a semigroup suh that (e−ωtT (t))t≥0 is positive and
L∞-ontrative for some ω ∈ R, as we show next.
Proposition 4.5. . If bj ∈ W
1,∞(Ω) for j = 1, . . . , N , then the Wentzell-Robin
semigroup (T (t))t≥0 is quasi-submarkovian on H.
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Proof. It follows from [Ouh05, Theorem 2.6℄ that (T (t))t≥0 is positive. By assump-
tion, there exists k ≥ 0 suh that |b| ≤ k and div(b) ≤ k almost everywhere. Pik
ω larger than ‖d‖∞ + k and ‖β‖∞ + k. Sine Dju
+ = Dju1{u≥0}, we obtain from
the divergene theorem that for all (u, u∂Ω) ∈ V satisfying u ≥ 0 we have
a
ω
L,β
(
(1 ∧ u, 1 ∧ u|∂Ω), ((u − 1)
+, (u|∂Ω − 1)
+)
)
=
∫
Ω
b∇(u− 1)+ dλ+
∫
Ω
(d+ ω)(u− 1)+ dλ+
∫
∂Ω
(β + ω)(u− 1)+ dσ
=
∫
∂Ω
(u − 1)+ b · ν dσ −
∫
Ω
(u− 1)+ div(b) dλ
+
∫
Ω
(d+ ω)(u− 1)+ dλ+
∫
∂Ω
(β + ω)(u− 1)+ dσ
≥
∫
Ω
(u − 1)+(ω − ‖d‖∞ − k) dλ+
∫
∂Ω
(u− 1)+(ω − ‖β‖∞ − k) dσ ≥ 0.
It follows from [Ouh05, Corollary 2.17℄ that (e−ωtT (t))t≥0 is submarkovian. 
We need a density result, whih is similar to Lemma 4.2, in order to show that
(T (t))t≥0 restrits to a C0-semigroup on C(Ω).
Lemma 4.6. Assume that aL,β is oerive and let γ be as in Theorem 3.14. For
all v ∈ C∞(Ω) and all ε > 0 there exists ψ ∈ C∞(Ω) suh that the unique solution
u of (2.3) for the right-hand side f0 := ψ, fj := 0, j = 1, . . . , N , and g := ψ|∂Ω
satises ‖u− v‖C0,γ (Ω) < ε.
Proof. Let p > N and ε˜ > 0 be arbitrary. By the Stone-Weierstrass theorem there
exists k˜0 ∈ C
∞(Ω) suh that g˜ := (k˜0 − βv)|∂Ω satises ‖g˜‖Lp(∂Ω) < ε˜. Now pik
test funtions kj ∈ C
∞
c (Ω), j = 1, . . . , N suh that
f˜0 := k˜0 + k0 −
N∑
i=1
ciDiv − dv, f˜j := kj −
N∑
i=1
aiDiv − bjv
satisfy ‖f˜j‖Lp(Ω) < ε˜ for j = 0, . . . , N . Dene
ψ := k˜0 + k0 +
N∑
j=1
kj ∈ C
∞(Ω)
and let u be the unique solution of (2.3) as desribed in the laim. Then
aL,β(u− v, ϕ) =
∫
Ω
ψϕ dλ+
∫
∂Ω
ψϕ dσ − aL,β(v, ϕ)
=
∫
Ω
f˜0ϕ dλ+
N∑
j=1
∫
Ω
f˜jDjϕ dλ+
∫
∂Ω
g˜ϕ dσ
for all ϕ ∈ C1(Ω). Thus part (iv) of Theorem 3.14 implies that
‖u− v‖C0,γ(Ω) < c(N + 2)ε˜
for some onstant c that does not depend on v, ψ, ε or ε˜. If we pik ε˜ small enough
suh that c(N + 2)ε˜ < ε, the laim follows. 
Theorem 4.7. Assume bj ∈ W
1,∞(Ω) for all j = 1, . . . , N . Then the restrition
of (T (t))t≥0 to C := {(u, u|∂Ω) : u ∈ C(Ω)} is a positive, ompat C0-semigroup.
Proof. Pik ω ≥ 0 large enough suh that aωL,β and hene in partiular a
ω
L,β is
oerive. Then λ := −ω is in ̺(A), where A denotes the generator of (T (t))t≥0.
16 ROBIN NITTKA
Using Theorem 3.14, one an show as in the proof of Lemma 3.13 that there
exists m ∈ N suh that
R(λ,A)mH ⊂ C 0,γ :=
{
(u, u|∂Ω) : u ∈ C
0,γ(Ω)
}
.
Sine (T (t))t≥0 is analyti, eah T (t), t > 0, is a bounded operator from H to C
0,γ
.
In partiular, C is invariant under eah T (t), t > 0.
By Proposition 4.5, the restrition of (T (t))t≥0 to C is a semigroup in the sense
of [ABHN01, Denition 3.2.5℄. Its generator is the part of A in C . Sine C∞(Ω)
is dense in C(Ω), the part of A in C is densely dened by Lemma 4.6. Thus,
by [ABHN01, Corollary 3.3.11℄, the restrition of (T (t))t≥0 to C is a C0-semigroup.
Sine T (t) is positive on H, it is also positive on C . Sine V is ompatly
embedded into H by the Sobolev embedding theorems, T (t) is ompat on H for
every t ≥ 0. Compatness of the semigroup on C follows by fatorization through
H. 
Remark 4.8. Typially one identies the semigroup (T (t))t≥0 on C of Theorem 4.7
via the isometri isomorphism
C → C(Ω), (u, u|∂Ω) 7→ u
with a positive, ompat C0-semigroup on C(Ω) and alls that one the Wentzell-
Robin semigroup.
In the proof of the preeding theorem we used the regularity assumption on the
oeients only to ensure that the operator norm of T (t) on L∞(Ω) ⊕ L∞(∂Ω)
is bounded for small t. There seems to be no simple argument that assures the
boundedness in the general ase. For example, as we have seen in Example 4.4, we
annot expet the semigroup to be quasi-ontrative.
However, the situation is dierent for the Lp-spaes, 1 < p < ∞. By diret
estimates, Daners [Dan00a℄ proved that under rather general regularity assumptions
that the Robin semigroup is quasi-Lp-ontrative for every p ∈ (1,∞). Although
a similar proof still works for the Wentzell-Robin semigroup in the produt spae
Lp(Ω)⊕Lp(∂Ω), as the last result in this artile we show how suh an estimate an
be obtained by redution to the Robin ase, whih extends the result in [FGGR08℄.
Proposition 4.9. There exists a δ0 that depends only on the oeients of the
dierential operator L suh that for every p ∈ (1,∞) we have
‖T (t)u‖p ≤ e
ωpt‖u‖p
for all t ≥ 0 and all u ∈ H that are in Lp(Ω) ⊕ Lp(∂Ω). Here we write ωp for the
quantity max{p, p′}δ0, where p
′
denotes the dual exponent to p.
Proof. Let p ∈ (1,∞). Denote by B the intersetion of H and the unit ball of
Lp := Lp(Ω)⊕ Lp(∂Ω). By Fatou's lemma, B is losed in H, and B is onvex. Let
P denote the orthogonal projetion of H onto B.
Sine in the speial ase L = −∆ and β = 0 the orresponding semigroup
(S(t))t≥0 is quasi-submarkovian by Proposition 4.5, we obtain from the Riesz-
Thorin interpolation theorem that there exists ω > 0 suh that (e−ωtS(t))t≥0 leaves
B invariant. Thus
PV ⊂ V (4.2)
by [Ouh05, Theorem 2.2℄, sine V is the form domain of aω−∆,0.
Let (R(t))t≥0 denote the Robin semigroup for the form aL,β. Let B denote the
intersetion of L2(Ω) and the losed unit ball in Lp(Ω), and let P be the orthogonal
projetion of L2(Ω) onto B. By [Dan00a, Theorem 5.1℄, (e−ωptR(t))t≥0 maps B
into itself. Thus
a
ωp
L,β(u, u− Pu) ≥ 0 for all u ∈ V := H
1(Ω) (4.3)
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by [Ouh05, Theorem 2.2℄. Sine we already know that P maps V into V , it is easy
to see that
P(u, u|∂Ω) = (Pu, (Pu)|∂Ω) for all u ∈ H
1(Ω). (4.4)
By denition of a
ωp
L,β, it follows from (4.3) and (4.4) that
a
ωp
L,β
(
(u, u|∂Ω), (I − P)(u, u|∂Ω)
)
≥ 0 for all u ∈ H1(Ω). (4.5)
Again by Theorem [Ouh05, Theorem 2.2℄ it follows from (4.2) and (4.5) that B
is invariant under the semigroup (e−ωptT (t))t≥0. This is preisely the statement we
wanted to prove. 
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