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Abstract. Let F be an irreducible binary form attached to a number field K
of degree ≥ 3. Let  6∈ {−1, 1} be a totally real unit of K. By twisting F with
the powers a of , (a ∈ Z), we obtain an infinite family Fa of binary forms.
Let m ∈ Z. We give an effective bound for max{|a|, log |x|, log |y|} when a, x, y
are rational integers satisfying Fa(x, y) = m with xy 6= 0.
Re´sume´. Soit F une forme binaire irre´ductible attache´e a` un corps de nom-
bres K de degre´ ≥ 3. Soit  6∈ {−1, 1} une unite´ totalement re´elle de K.
En tordant F par les puissances a de , (a ∈ Z), nous obtenons une famille
infinie Fa de formes binaires. Soit m ∈ Z. Nous donnons une borne ef-
fective pour max{|a|, log |x|, log |y|} quand a, x, y sont des entiers rationnels
satisfaisant Fa(x, y) = m avec xy 6= 0.
Mots clefs: e´quations de Thue, formes binaires, e´quations diophantiennes,
bornes effectives.
1. Le re´sultat principal
Soit α un nombre alge´brique de degre´ d ≥ 3 sur Q. On de´signe par K le corps
de nombres Q(α), par f ∈ Z[X] le polynoˆme irre´ductible de α sur Z et par Z×K le
groupe des unite´s de K. a` chaque unite´ ε ∈ Z×K dont le degre´ r = [Q(αε) : Q] est
≥ 3, on attache le polynoˆme irre´ductible fε(X) ∈ Z[X] de αε sur Z (de´fini de fac¸on
unique quand on impose que le coefficient directeur soit > 0) et par Fε la forme
binaire irre´ductible
Fε(X,Y ) = Y
rfε(X/Y ) ∈ Z[X,Y ].
On de´signe par h la hauteur logarithmique absolue. Rappelons la conjecture 1 de
[4].
Conjecture 1.1. Il existe une constante effectivement calculable κ1 > 0, ne
de´pendant que de α, telle que, pour tout m ≥ 2, toute solution (x, y, ε) ∈ Z×Z×Z×K
de l’ine´galite´
|Fε(x, y)| ≤ m, avec xy 6= 0 et [Q(αε) : Q] ≥ 3,
satisfait
max{|x|, |y|, eh(αε)} ≤ mκ1 .
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2 CLAUDE LEVESQUE AND MICHEL WALDSCHMIDT
Au cours de cet article, nous nous proposons de prouver le cas particulier de
cette conjecture ou` on restreint les solutions (x, y, ε) a` un ensemble Z× Z× U , ou`
U est un sous-groupe de rang 1 de Z×K engendre´ par une unite´ totalement re´elle.
Soit α un nombre alge´brique de degre´ d ≥ 3. Soit  une unite´ d’ordre infini
du corps de nombres Q(α). Quand a est un nombre entier tel que Q(αa) = Q(α),
on de´signe par Fa ∈ Z[X,Y ] la forme binaire irre´ductible de degre´ d telle que
Fa(α
a, 1) = 0 et Fa(1, 0) > 0. Avec les notations de la conjecture 1.1 on a Fa = Fa .
Ainsi, en de´signant par Φ l’ensemble des plongements de K dans C, le polynoˆme
irre´ductible de α sur Z est
F0(X, 1) = a0
∏
ϕ∈Φ
(
X − ϕ(α))
avec a0 = F0(0, 1), tandis que le polynoˆme irre´ductible de α
a sur Z est
Fa(X, 1) = a0
∏
ϕ∈Φ
(
X − ϕ(αa)).
Le the´ore`me que nous de´montrons est le suivant.
The´ore`me 1.2. Soit α un nombre alge´brique de degre´ d ≥ 3. Soit  une unite´
totalement re´elle du corps Q(α). Il existe une constante effectivement calculable
κ2 > 0, ne de´pendant que de α et , telle que, pour tout m ≥ 2, tout triplet
(x, y, a) ∈ Z3 satisfaisant
|Fa(x, y)| ≤ m, avec xy 6= 0 et Q(αa) = Q(α),
ve´rifie
max{log |x|, log |y|, |a|} ≤ κ2 logm.
L’e´nonce´ suivant a e´te´ utilise´ dans [5].
Corollaire 1.3. Supposons le corps K = Q(α) cubique. Soit  une unite´ de
K. Il existe une constante effectivement calculable κ3 > 0, ne de´pendant que de α
et , telle que, pour tout m ≥ 2, tout triplet (x, y, a) ∈ Z3 satisfaisant
|Fa(x, y)| ≤ m, avec xy 6= 0 et Q(αa) = Q(α),
ve´rifie
max{log |x|, log |y|, |a|} ≤ κ3 logm.
Ce corollaire se de´duit du the´ore`me 1.2 dans le cas ou` le corps cubique Q(α)
est totalement re´el. Dans le cas contraire, le rang du groupe des unite´s de Q(α)
est 1, ce corps cubique n’admet qu’un plongement re´el, et le corollaire 1.3 se de´duit
alors des re´sultats de [3].
La section 2 est consacre´e a` un lemme e´le´mentaire qui sera utilise´ plusieurs fois
dans la de´monstration. La de´monstration du the´ore`me 1.2 se trouve au §3. Au §4,
nous donnerons des familles d’exemples.
L’outil principal de notre texte est une ine´galite´ diophantienne e´nonce´e au
lemme 3.1, et la de´monstration ressemble a` celle du lemme 3 de [4].
Le pre´sent texte repose sur les re´sultats et sur les de´monstrations de [4]. Nous
utilisons les notations de cet article, en pre´cisant quand nous devons les modifier.
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2. Un lemme e´le´mentaire
On utilisera le lemme suivant avec t = 4, 5 ou 6.
Lemme 2.1. Soient t un entier ≥ 3, x1, . . . , xt des nombres re´els, δ et µ deux
nombres re´els positifs satisfaisant
0 < δ ≤ 1
t− 2 −
1
µ
·
On suppose x1 + · · ·+ xt = 0 et
|xi| ≤ δmax{|x1|, |x2|} pour i = 3, . . . , t.
Alors
|x1 + x2| ≤ µδmin{|x1|, |x2|}.
De´monstration. Par syme´trie, on peut supposer |x1| ≤ |x2|. Si x1 = 0, alors
les hypothe`ses impliquent x2 = 0 et le lemme est vrai. Supposons donc x1 6= 0.
Posons
s =
x3 + · · ·+ xt
x2
·
On a x1 = −x2(1 + s), d’ou` on de´duit
x2
x1
+ 1 =
s
1 + s
·
Comme
|s| ≤ (t− 2)δ < 1,
on peut e´crire ∣∣∣∣ s1 + s
∣∣∣∣ ≤ |s|1− |s| ≤ (t− 2)δ1− (t− 2)δ ≤ µδ.

Nous utiliserons ce lemme 2.1 avec µ = t, de sorte que l’hypothe`se sur δ devient
0 < δ ≤ 2
t(t− 2) ·
D’autres choix sont licites mais ne modifient pas le re´sultat, dans la mesure ou` nous
ne cherchons pas a` expliciter les constantes.
3. De´monstration du the´ore`me 1.2
Dans cette section, on suppose que le corps K = Q(α) est totalement re´el mais
on ne se restreint pas au cas cubique. On utilise les notations et re´sultats de [4],
a` ceci pre`s que, par rapport a` [4], nous remplac¸ons les notations τa par τα, σa par
σα, Ta(ν) par Tα(ν), Σa(ν) par Σα(ν). Il n’y aurait pas de conflit de notations
a` conserver les notations τb, σb, Tb(ν) et Σb(ν), mais par souci de syme´trie nous
remplac¸ons les indices b par des β.
Ainsi nous notons σα (resp. σβ) un plongement de K dans C tel que |σα(αε)|
(resp. |σβ(β)|) soit maximal parmi les e´le´ments |ϕ(αε)| (resp. parmi les e´le´ments
|ϕ(β)|) pour ϕ ∈ Φ. Donc
|σα(αε)| = αε et |σβ(β)| = β .
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Ensuite nous de´signons par τα (resp. τβ) un plongement de K dans C tel que
|τα(αε)| (resp. |τβ(β)|) soit minimal parmi les e´le´ments |ϕ(αε)| (resp. parmi les
e´le´ments |ϕ(β)|) pour ϕ ∈ Φ. Donc1∣∣τα ((αε)−1)∣∣ = (αε)−1 et ∣∣τβ (β−1)∣∣ = β−1 .
Soit ν un nombre re´el dans l’intervalle ouvert ]0, 1[. Nous de´signons par Σα(ν),
Σβ(ν), Tα(ν), Tβ(ν) les ensembles de plongements de K dans C satisfaisant les
conditions 
Σα(ν) = {ϕ ∈ Φ | |σα(αε)|ν ≤ |ϕ(αε)| ≤ |σα(αε)|} ,
Σβ(ν) = {ϕ ∈ Φ | |σβ(β)|ν ≤ |ϕ(β)| ≤ |σβ(β)|} ,
Tα(ν) = {ϕ ∈ Φ | |τα(αε)| ≤ |ϕ(αε)| ≤ |τα(αε)|ν} ,
Tβ(ν) = {ϕ ∈ Φ | |τβ(β)| ≤ |ϕ(β)| ≤ |τβ(β)|ν} .
On se place sous les hypothe`ses de la conjecture 1.1, mais en se restreignant a` un
sous-groupe de rang 1 du groupe des unite´s de K = Q(α). On fixe donc une unite´ 
d’ordre infini de K (ce qui implique [K : Q] ≥ [Q(α) : Q] ≥ 3) et l’e´le´ment ε de [4]
devient ici a. On suppose de plus que nous sommes dans une situation ou` l’unite´
 est totalement re´elle. Les constantes κi qui suivent ne de´pendent que de α et .
On utilisera le lemme 3.1 avec diffe´rentes valeurs de λ qui pourront de´pendre de α
et , mais qui seront inde´pendantes de a, x, y et m.
Premie`re e´tape. On conside`re un quadruplet (x, y, a,m) d’entiers ve´rifiant
|Fa(x, y)| ≤ m avec xy 6= 0, Q(αa) = K, m ≥ 2.
Quitte a` remplacer α par α−1,  par −1 et a` permuter x et y, on peut supposer
1 ≤ |x| ≤ |y| et a ≥ 0.
Comme dans [4], on de´signe par 1, . . . , r des unite´s de K dont les classes modu-
lo K×tors forment une base du groupe abe´lien libre Z
×
K/K
×
tors. Au §3 de [4], on a
introduit deux parame`tres A et B relie´s a` la hauteur logarithmique absolue de αa
et de β = x− αay respectivement. Pour cela on a e´crit
ε = ζa11 · · · arr , β = ρb11 · · · brr
avec des entiers rationnels a1, . . . , ar, b1, . . . , br, avec ζ ∈ K×tors et avec ρ ∈ ZK
ve´rifiant h(ρ) ≤ κ4 logm. Alors
A = max{1, |a1|, . . . , |ar|} et B = max
{
1, |b1|, |b2|, . . . , |br|
}
.
Ici, on peut remplacer A par κ5a. Les lemmes 4 et 5 de [4] donnent
κ6A ≤ B ≤ κ7A et |y| ≤ eκ8B .
Nous allons voir que si κ9 de´signe une constante suffisamment grande, les minora-
tions
(3.1) A ≥ κ9 logm et B ≥ κ9 logm
(cf. e´quation (8) de [4]) entraˆınent une contradiction. Cette contradiction terminera
donc la de´monstration.
1Ceci corrige deux fautes de frappe a` la page 128 de [4]
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Les e´quations (9) de [4] donnent ici qu’il existe des constantes positives effec-
tivement calculables κ10 et κ11, ne de´pendant que de α et , telles que
(3.2)

eκ11A ≤ |σα(αa)| ≤ eκ10A,
eκ11B ≤ |σβ(β)| ≤ eκ10B ,
e−κ10A ≤ |τα(αa)| ≤ e−κ11A,
e−κ10B ≤ |τβ(β)| ≤ e−κ11B .
Comme α est diffe´rent de ±1, un de ses conjugue´s est en valeur absolue > 1, un
autre est en valeur absolue < 1; donc
(3.3) |τα()| < 1 < |σα()|.
Les ine´galite´s dans (3.2) concernant τα et σα sont e´quivalentes a` celles de (3.3).
Deuxie`me e´tape. L’e´nonce´ qui suit est une variante du lemme 3 de [4], dans
lequel λ = −1.
Lemme 3.1. Soit λ un e´le´ment non nul de Q(α). Il existe une constante po-
sitive effectivement calculable κ12, de´pendant non seulement de α et  mais aussi
de λ, ayant la proprie´te´ suivante. Soient ϕ1, ϕ2, ϕ3, ϕ4 des e´le´ments de Φ tels que
ϕ1(α
a)ϕ2(β) 6= −λϕ3(αa)ϕ4(β). Alors∣∣∣∣ϕ1(αa)ϕ2(β)ϕ3(αa)ϕ4(β) + λ
∣∣∣∣ ≥ exp(−κ12(logm) log(2 + A+Blogm
))
.
De´monstration. La de´monstration ressemble a` celle du lemme 3 de [4]. On
e´crit
− 1
λ
· ϕ1(α
a)ϕ2(β)
ϕ3(αa)ϕ4(β)
sous la forme γc11 · · · γcss avec s = r + 2, et
γj =
ϕ2(j)
ϕ4(j)
, cj = bj (j = 1, . . . , r), γr+1 =
ϕ1()
ϕ3()
,
cr+1 = a, γs = − 1
λ
· ϕ1(αζ)ϕ2(ρ)
ϕ3(αζ)ϕ4(ρ)
, cs = 1.
On a h(γs) ≤ κ13 logm. On utilise enfin la proposition 2 de [4] avec
H1 = · · · = Hr+1 = κ14, Hs = κ14 logm, C = 2 + A+B
logm
·
Le lemme 3.1 en re´sulte. 
Troisie`me e´tape. Montrons que l’on a τα 6= τβ .
Supposons τα = τβ . On de´signe par ϕ un e´le´ment de Φ distinct de σα tel que
ϕ() 6= ±τα(). L’existence de ϕ est claire si [Q() : Q] ≥ 4; elle est vraie aussi si
Q() est un corps cubique: dans ce cas il suffit de prendre ϕ 6= σα et ϕ 6= τα car
la somme de deux conjugue´s d’un nombre alge´brique de degre´ impair n’est jamais
nulle2.
2Si un nombre alge´brique non nul γ est conjugue´ de −γ, le polynoˆme irre´ductible P de γ sur
Q s’annule au point −γ, donc P (X) = ±P (−X). Comme P (0) 6= 0, on a P (X) = P (−X), par
conse´quent il existe un polynoˆme Q tel que P (X) = Q(X2). En particulier, le degre´ de P est pair.
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D’apre`s le lemme 6 de [4], on peut supposer ϕ 6∈ Tβ(ν). D’apre`s le corollaire 1
de [4], on peut supposer ϕ 6∈ Σα(ν). On e´crit maintenant l’e´quation (7) de [4]
(3.4) u1v2 − u1v3 + u2v3 − u2v1 + u3v1 − u3v2 = 0
avec {
u1 = ϕ(α
a), u2 = σα(α
a), u3 = τα(α
a),
v1 = ϕ(β), v2 = σα(β), v3 = τα(β).
On utilise les ine´galite´s de (3.2) et (3.3). On en de´duit d’abord
|u3|
|u2| =
|τα(αa)|
|σα(αa)| ≤ e
−κ15A.
Comme ϕ() 6= ±τα() et que l’unite´  est totalement re´elle, on a
|ϕ()| > |τα()|,
d’ou`
|u3|
|u1| =
|τα(αa)|
|ϕ(αa)| =
|τα(α)|
|ϕ(α)| ·
( |τα()|
|ϕ()|
)a
≤ e−κ16A.
Comme τα = τβ et que ϕ 6∈ Tβ(ν) et σα 6∈ Tβ(ν), on a encore
|v3|
|v1| =
|τβ(β)|
|ϕ(β)| ≤ e
−κ17B et
|v3|
|v2| =
|τβ(β)|
|σα(β)| ≤ e
−κ18B .
On veut utiliser le lemme 2.1 avec t = µ = 6, δ ≤ 112 · On a 6 termes ±uivj (i 6= j)
de somme nulle. On prend pour x1 et x2 les deux termes u1v2 et −u2v1, respec-
tivement. Il nous faut donc nous assurer que
|xi|
max{|x1|, |x2|} ≤ δ, (i = 3, 4, 5, 6).
En utilisant les majorations que nous venons d’e´tablir pour les modules de
u3v1
u2v1
=
u3
u2
,
u3v2
u1v2
=
u3
u1
,
u1v3
u1v2
=
v3
v2
,
u2v3
u2v1
=
v3
v1
,
le lemme 2.1 avec t = 6 nous donne alors une borne supe´rieure pour |x1 + x2|, a`
savoir
|x1 + x2| ≤ 6δmin{|x1|, |x2|},
de sorte que ∣∣∣∣x1x2 + 1
∣∣∣∣ ≤ 6δ.
Graˆce a` l’e´galite´
u1v2
u2v1
=
ϕ(αa)σα(β)
σα(αa)ϕ(β)
,
on de´duit du lemme 2.1 que∣∣∣∣ϕ(αa)σα(β)σα(αa)ϕ(β) − 1
∣∣∣∣ ≤ e−κ19 min{A,B}.
Utilisons maintenant le lemme 3.1 avec λ = −1 et avec ϕ1 = ϕ4 = ϕ, ϕ2 = ϕ3 = σα.
L’hypothe`se
ϕ(αa)σα(β) 6= σα(αa)ϕ(β)
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de ce lemme 3.1 est ve´rifie´e: c’est la remarque juste avant le lemme 3 de [4] avec
σ = σα. On obtient alors∣∣∣∣ϕ(αa)σα(β)σα(αa)ϕ(β) − 1
∣∣∣∣ ≥ exp{−κ20(logm) log(2 + A+Blogm
)}
et par conse´quent,
min{A,B} ≤ κ21(logm) log
(
2 +
A+B
logm
)
,
ce qui donne une contradiction lorsque la constante κ9 de (3.1) est suffisamment
grande. Donc nous avons τα 6= τβ .
Quatrie`me e´tape. Montrons3 que nous avons τα() 6= ±τβ().
On e´crit l’e´quation de Siegel (e´quation (7) de [4]) pour les trois plongements τβ , σα
et τα. Autrement dit, on pose{
u1 = τβ(α
a), u2 = σα(α
a), u3 = τα(α
a),
v1 = τβ(β), v2 = σα(β), v3 = τα(β).
La relation (3.4) est encore ve´rifie´e. On conserve ces notations pour toute la suite
de la de´monstration. On de´duit du lemme 7 de [4] que τβ 6∈ Σα(ν); donc
|τβ()| < |σα()|
et par conse´quent
|u1|
|u2| =
|τβ(αa)|
|σα(αa)| ≤ e
−κ22A.
Comme τα 6= τβ (deuxie`me e´tape), le lemme 6 de [4] livre τα 6∈ Tβ(ν) = {τβ}; d’ou`
|v1|
|v3| =
|τβ(β)|
|τα(β)| ≤ e
−κ23B .
On en de´duit
|u3v1|
|u2v3| =
|τα(αa)τβ(β)|
|σα(αa)τα(β)| ≤ e
−κ24(A+B).
Supposons maintenant τα() = s1τβ() avec s1 ∈ {−1, 1}. On a τα(α)u1 =
sa1τβ(α)u3. Posons
λ1 = −1 + sa1
τβ(α)
τα(α)
,
de sorte que u1 − u3 = λ1u3. Comme τα 6= τβ , on a u1 6= u3, donc λ1 6= 0.
L’e´quation (3.4) devient
(3.5) u2v3 + λ1u3v2 − u1v3 − u2v1 + u3v1 = 0.
On utilise le lemme 2.1 avec t = 5. Les deux premiers termes u2v3 et λ1u3v2 sont
x1 et x2. Il s’agit de majorer, pour chaque i = 3, 4, 5, soit |xi|/|x1|, soit |xi|/|x2|,
au choix. Il s’ave`re que nous avons majore´ pre´ce´demment les modules de
u1v3
u2v3
=
u1
u2
,
u2v1
u2v3
=
v1
v3
,
u3v1
u2v3
·
On de´duit
|u2v3 + λ1u3v2| ≤ e−κ25 min{A,B}|u2v3|.
3La deuxie`me e´tape nous a permis de supposer τα 6= τβ , mais cela n’implique pas τα() 6=
τβ() car nous n’avons pas suppose´ que  e´tait un ge´ne´rateur du corps de nombres K = Q(α).
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Comme λ1 6= 0, on peut e´crire la majoration pre´ce´dente sous la forme∣∣∣∣u2v3u3v2 + λ1
∣∣∣∣ ≤ e−κ26 min{A,B}.
La conclusion du lemme 3.1 (que l’on utilise avec λ = λ1) n’est pas compatible
avec cette majoration; donc l’hypothe`se de ce lemme selon laquelle le membre de
gauche est non nul n’est pas satisfaite. Autrement dit,
u2v3 + λ1u3v2 = 0.
Dans l’e´quation (3.5), une somme de deux des cinq termes du membre de gauche
e´tant nulle, la somme des trois autres termes est e´galement nulle:
u1v3 + u2v1 − u3v1 = 0.
Or on a ∣∣∣∣u1v3u2v1 + 1
∣∣∣∣ = |u3v1||u2v1| = |u3||u2| = |τα(α
a)|
|σα(αa)| ≤ e
−κ27A
avec
u1v3
u2v1
=
τβ(α
a)τα(β)
σα(αa)τβ(β)
·
Par conse´quent, ∣∣∣∣ τβ(αa)τα(β)σα(αa)τβ(β) + 1
∣∣∣∣ ≤ e−κ28 min{A,B}.
Utilisant encore une fois le lemme 3.1 avec λ = +1, ainsi que la formule (3.1) avec
une constante κ9 suffisamment grande, on en de´duit u1v3+u2v1 = 0, d’ou` u3v1 = 0,
ce qui n’est pas possible. Nous avons donc τα() 6= ±τβ().
Cinquie`me e´tape. Montrons que l’on a
(3.6) σα(α
a)τα(β) + τβ(α
a)σα(β) = 0.
La de´finition de τα implique |τα(αa)| ≤ |τβ(αa)|. La quatrie`me e´tape implique
τα(
a) 6= ±τβ(a). Comme l’unite´  est totalement re´elle et que τα() 6= ±τβ(), on
de´duit
(3.7) |τβ()| > |τα()|.
De l’ine´galite´ (3.7) on de´duit
|u3|
|u1| =
|τα(αa)|
|τβ(αa)| =
|τα(α)|
|τβ(α)| ·
( |τα()|
|τβ()|
)a
≤ e−κ29A.
Conside´rons
u2v3
u1v2
=
σα(α
a)τα(β)
τβ(αa)σα(β)
·
On utilise l’e´galite´ (3.4), les estimations du de´but de la quatrie`me e´tape, ainsi que
le lemme 2.1 avec t = 6 pour de´duire∣∣∣∣σα(αa)τα(β)τβ(αa)σα(β) + 1
∣∣∣∣ ≤ e−κ30 min{A,B}.
Graˆce une nouvelle fois au lemme 3.1 avec λ = +1, ϕ1 = ϕ4 = σα, ϕ2 = τα, ϕ3 = τβ ,
en utilisant (3.1) avec une constante κ9 suffisamment grande, on en de´duit
u2v3 + u1v2 = 0,
ce qui est (3.6).
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Sixie`me e´tape. Montrons que l’on a
(3.8) |σα()τα()| = |τβ()|2.
La cinquie`me e´tape montre qu’une somme de deux termes dans le membre de gauche
de l’e´quation (3.4) est nulle, donc la somme des quatre autres termes est e´galement
nulle:
(3.9) u2v1 + u1v3 + u3v2 − u3v1 = 0,
c’est-a`-dire
σα(α
a)τβ(β) + τβ(α
a)τα(β) + τα(α
a)σα(β)− τα(αa)τβ(β) = 0.
On suppose |σα()τα()| 6= |τβ()|2. On pose
x1 = u2v1 = σα(α
a)τβ(β), x4 = −u3v1 = −τα(αa)τβ(β),
et
(x2, x3) =
{
(τα(α
a)σα(β)), τβ(α
a)τα(β) si |σα()τα()| > |τβ()|2,
(τβ(α
a)τα(β), τα(α
a)σα(β)) si |σα()τα()| < |τβ()|2.
On a x1 + x2 + x3 + x4 = 0 et
|x4|
|x1| =
|u3|
|u2| =
|τα(αa)|
|σα(αa)| ≤ e
−κ31A.
On utilise (3.6). Si |σα()τα()| > |τβ()|2, on a
|x3|
|x2| =
|τβ(α)|2
|σα(α)τα(α)|
∣∣∣∣ τβ()2σα()τα()
∣∣∣∣a ≤ e−κ32A.
Si |σα()τα()| < |τβ()|2, on a
|x3|
|x2| =
|σα(α)τα(α)|
|τβ(α)|2
∣∣∣∣σα()τα()τβ()2
∣∣∣∣a ≤ e−κ33A.
Dans les deux cas on peut utiliser le lemme 2.1 avec t = 4 pour en de´duire∣∣∣∣x1x2 + 1
∣∣∣∣ ≤ e−κ34A.
Graˆce encore une fois au lemme 3.1 avec λ = +1, ϕ1 = σα, ϕ2 = τβ ,{
ϕ3 = τα, ϕ4 = σα si |σα()τα()| > |τβ()|2,
ϕ3 = τβ , ϕ4 = τα si |σα()τα()| < |τβ()|2
et (3.1) avec une constante κ9 suffisamment grande, on en de´duit x1 +x2 = 0. Mais
alors x3 + x4 = 0. Montrons que ce n’est pas possible. D’apre`s le lemme 6 de [4],
on a σα 6∈ Tβ(ν). Utilisant (3.7), on trouve
|x4|
|x3| ≤ max
{ |v1|
|v2| ,
|u3v1|
|u1v3|
}
≤ e−κ35 min{A,B} < 1.
Donc x3 + x4 6= 0. Ceci de´montre (3.8).
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Septie`me e´tape. Fin de la de´monstration.
Graˆce a` l’hypothe`se que  est une unite´ totalement re´elle, l’e´quation (3.8) s’e´crit
σα()τα() = s2τβ()
2
avec s2 ∈ {−1, 1}. En combinant avec l’e´quation (3.6)
u2v3 = −u1v2,
on trouve
u1v3
u3v2
= − u
2
1
u2u3
= − τβ(α
a)2
σα(αa)τα(αa)
= −sa2
τβ(α)
2
σα(α)τα(α)
,
d’ou`
u1v3 + u3v2 = λ2u3v2 avec λ2 = 1− sa2
τβ(α)
2
σα(α)τα(α)
·
Comme u2 6= u3, l’e´quation (3.9), qui s’e´crit maintenant
u2v1
u3v2
+ λ2 =
v1
v2
,
entraˆıne λ2 6= 0. Comme
u2v1
u3v2
=
σα(α
a)τβ(β)
τα(αa)σα(β)
et que
0 <
|v1|
|v2| =
|τβ(β)|
|σα(β)| ≤ e
−κ36B ,
on peut utiliser une dernie`re fois le lemme 3.1 avec
λ = λ2 6= 0, ϕ1 = ϕ4 = σα, ϕ2 = τβ , ϕ3 = τα
pour obtenir la contradiction finale avec (3.1). Ceci termine la de´monstration du
the´ore`me 1.2 .
4. Familles d’exemples
Soit α un nombre alge´brique de degre´ d ≥ 3 et soit  une unite´ totalement re´elle
6∈ {−1, 1} du corps de nombres K = Q(α). De´signons par A l’ensemble des entiers
a ∈ Z tels que αa est de degre´ d. Le the´ore`me 1.2 donne la majoration
max{log |x|, log |y|, |a|} ≤ κ2 logm
pour tout triplet (a, x, y) ∈ A× Z× Z satisfaisant
|Fa(x, y)| ≤ m, avec xy 6= 0.
Pour a ∈ Z, la forme binaire Fa s’e´crit
Fa(X,Y ) =
∏d
i=1
(
X − σi(αa)Y
)
= Xd − U1(a)Xd−1Y + · · ·+ (−1)d−1Ud−1(a)XY d−1 + (−1)dUd(a)Y d,
ou` σ1, . . . , σd de´signent les e´le´ments de l’ensemble Φ des plongements de K dans C.
Les coefficients U1(a), . . . , Ud(a) des formes binaires Fa sont donne´s par
Uh(a) =
∑
1≤j1<···<jh≤d
σj1(α
a) · · ·σjh(αa) (h = 1, . . . , d).
En particulier,
Ud(a) = NK/Q(α
a).
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Si δ ∈ {−1, 1} de´signe la norme absolue de  et ν le degre´ de K sur Q(), alors on a
Ud(a) = δ
νUd(a− 1) avec Ud(0) = NK/Q(α).
Pour h = 1, . . . , d − 1, la suite (Uh(a))a∈Z ve´rifie une relation de re´currence
line´aire faisant intervenir le polynoˆme irre´ductible de . Nous allons pre´ciser ces
re´currences quand l’unite´  est quadratique (§4.1 et §4.2) et quand  est cubique
(§4.3 et §4.4).
4.1. Extensions de corps quadratiques re´els. Nous supposons ici que le
corps K contient un corps quadratique re´el k et que  est une unite´ de k. Notons
 le conjugue´ galoisien de . La norme absolue de  est δ =  ∈ {−1, 1}.
Soit h ∈ {1, . . . , d − 1}. Comme σj1() · · ·σjh() peut s’e´crire ` h−` avec 0 ≤
` ≤ h, la suite (Uh(a))a∈Z est une combinaison line´aire des h+ 1 suites(
(` h−`)a
)
a∈Z, ` = 0, . . . , h.
Donc
(
Uh(a)
)
a∈Z est une suite re´currente line´aire d’ordre h + 1 dont le polynoˆme
caracte´ristique est
h∏
`=0
(T − ` h−`).
En e´crivant
Fa(X,Y ) = δ
ad/2NK/Q(α)
d∏
i=1
(
Y − σi(α−1−a)X
)
,
on voit que
(
Uh(a)
)
a∈Z est aussi une suite re´currente line´aire d’ordre d−h+1, dont
le polynoˆme caracte´ristique est
d−h∏
`=0
(T − δd/2−`−d+h+`).
Pour h = 1, la suite
(
U1(a)
)
a∈Z est re´currente line´aire d’ordre 2, son polynoˆme
caracte´ristique e´tant le polynoˆme irre´ductible de ; noter que
U1(a) = TrK/Q(α
a).
De meˆme, pour h = d − 1, la suite (Ud−1(a))a∈Z est re´currente line´aire d’ordre 2,
son polynoˆme caracte´ristique e´tant le polynoˆme irre´ductible de δd/2−1; noter que
Ud−1(a) = Ud(a)TrK/Q
(
α−1−a
)
.
Pour h = 2, le polynoˆme caracte´ristique de la re´currence line´aire d’ordre 3 ve´rifie´e
par la suite
(
U2(a)
)
a∈Z est
(T − δ)(T − 2)(T −  2).
Les suites
(
U2(a+ 2)
)
a∈Z,
(
U2(a+ 1)
)
a∈Z,
(
U2(a)
)
a∈Z et
(
δa
)
a∈Z sont line´airement
de´pendantes, donc
(
U2(a)
)
a∈Z ve´rifie aussi une relation de re´currence de la forme
U2(a+ 2) = c1U2(a+ 1) + c2U2(a) + c3δ
a (a ∈ Z),
ou` c1 et c2 sont de´termine´s par
T 2 − c1T − c2 = (T − 2)(T −  2),
tandis que c3 est de´termine´ par les conditions initiales U2(−1), U2(0), U2(1).
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4.2. Exemples d’extensions de corps quadratiques re´els. Nous explici-
tons les formules du §4.1 dans le cas particulier de corps de nombres conside´re´s par
L. Bernstein et H. Hasse (voir [1]), a` savoir les corps K = Q(ω) ou` ωm = Dm ± d
avec D ∈ N, d ∈ Z, d|D, pour lesquels ils ont exhibe´ les unite´s
1
d
(ωt −Dt)m/t ou` t|m avec 1 ≤ t < m.
Ici nous allons conside´rer la famille de corps K de degre´ 2n de´finie par
K = Q(ω) ou` ω = 2n
√
D2n + c > 1 avec D ∈ N, n ≥ 2, c ∈ {−1, 1}
et utiliser les deux unite´s inde´pendantes de K donne´es par
α = D + ω et  = Dn + ωn,
l’unite´ α e´tant de degre´ 2n et l’unite´  quadratique.
Proposition 4.1. Soit
Fa(X,Y ) = X
2n − U1(a)X2n−1Y + U2(a)X2n−2Y 2 − · · ·
−U2n−1(a)XY n−1 + U2n(a)Y 2n
la version homoge´ne´ise´e du polynoˆme minimal Fa(X, 1) de α
a. Cette forme binaire
s’e´crit
Fa(X,Y ) =
(
(X − aD)n − naωnY n)((X −  aD)n +  naωnY n).
De plus, les proprie´te´s suivantes sont ve´rifie´es.
(i) On a l’e´galite´ U2n(a) = (−c)na+1.
(ii) Pour 1 ≤ h ≤ 2n, la suite (Uh(a))a∈Z ve´rifie une relation de re´currence
line´aire d’ordre min{h+ 1, 2n− h+ 1}.
(iii) Pour h = 1 on a
U1(a) = nD(
a +  a).
On en de´duit
U1(a+ 2) = 2D
nU1(a+ 1) + cU1(a),
avec les conditions initiales
U1(0) = 2nD, U1(1) = 2nD
n+1.
(iv) Pour h = 2n− 1 on a
U2n−1(a) = (−c)(n−1)anDn−1
(
Dn(a +  a) + (−1)n−1ωn(a −  a)).
On en de´duit
U2n−1(a+ 2) = 2(−c)n−1DnU2n−1(a+ 1) + cU2n−1(a)
avec les conditions initiales
U2n−1(0) = 2nD2n−1, U2n−1(1) =
{
2nDn−1 si n est pair,
2nDn−1(2D2n + c) si n est impair.
(v) Pour h = 2 on a
U2(a) =
4D
2(−c)a + 2a +  2a pour n = 2,
n2D2(−c)a + n(n− 1)
2
D2(2a +  2a) pour n ≥ 3.
La suite
(
U2(a)
)
a∈Z ve´rifie donc la relation de re´currence line´aire
U2(a+ 3) = (4D
2n + c)U2(a+ 2) + (4cD
2n + 1)U2(a+ 1)− cU2(a)
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avec les conditions initiales
U2(0) = n(2n− 1)D2{
U2(−1) = 2D2(4D4 + c), U2(1) = −6cD6 pour n = 2,
U2(−1) = U2(1) = 2n(n− 1)D2n+2 − cnD2 pour n ≥ 3.
On en de´duit la relation de re´currence line´aire non homoge`ne
U2(a+ 2) = 2(2D
2n + c)U2(a+ 1)− U2(a) + 4cn2D2(D2n + c)(−c)a.
De´monstration. Le polynoˆme irre´ductible de α est
F0(X, 1) = (X −D)2n −D2n − c =
2n−1∑
h=0
(−1)h
(
2n
h
)
DhX2n−h − c,
ce qui donne
Uh(0) =
(
2n
h
)
Dh (1 ≤ h ≤ 2n− 1).
En particulier,
U1(0) = 2nD, U2(0) = n(2n− 1)D2, U2n−1(0) = 2nD2n−1.
Le polynoˆme
(X − aD)n − naωn,
de degre´ n, est a` coefficients dans l’anneau Z[] et s’annule au point αa. Le conjugue´
galoisien de ωn est −ωn, celui de  est  = Dn − ωn. Le produit(
(X − aD)n − naωn)((X −  aD)n +  naωn)
est a` coefficients dans Z et s’annule au point αa: c’est le polynoˆme Fa(X, 1).
De´finissons les suites
(
Vh(a)
)
a∈Z et
(
Wh(a)
)
a∈Z pour 0 ≤ h ≤ 2n par
(X − aD)n(X −  aD)n =
2n∑
h=0
(−1)hVh(a)X2n−h
et
(X − aD)n na − (X −  aD)nna =
2n∑
h=0
(−1)hWh(a)X2n−h.
On a
U0(a) = V0(a) = 1, Wh(a) = 0 (0 ≤ h ≤ n− 1),
V2n(a) = (−c)naD2n, W2n(a) = 0,
Uh(a) = Vh(a) +Wh(a)ω
n (0 ≤ h ≤ 2n− 1),
Vh(a) = D
h
∑
0≤i,j≤n
i+j=h
(
n
i
)(
n
j
)
ai aj (1 ≤ h ≤ 2n)
et, pour n ≤ h ≤ 2n− 1,
Wh(a) = (−1)n−1(−c)(h−n)a
(
n
2n− h
)
Dh−n
(
a(2n−h) −  a(2n−h)).
(i) La norme absolue de  est δ =  = −c, sa norme de K sur Q est δn =
(−c)n ∈ {−1, 1}. La norme de α est −c, celle de αa est donc U2n(a) = (−c)na+1.
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(ii) La remarque au de´but du §4.1 montre que la suite (Uh(a))a∈Z ve´rifie la
relation de re´currence line´aire d’ordre h+ 1 de polynoˆme caracte´ristique
h∏
`=0
(T − ` h−`)
ainsi que la relation de re´currence line´aire d’ordre 2n − h + 1 de polynoˆme carac-
te´ristique
2n−h∏
k=0
(
T − (−c)n−hk 2n−h−k).
(iii) Pour 1 ≤ h ≤ n− 1, on a Uh(a) = Vh(a), ce qui donne
Uh(a) = D
h
∑
0≤i,j≤n
i+j=h
(
n
i
)(
n
j
)
ai aj .
On en de´duit U1(a) = nD(
a +  a). La relation de re´currence line´aire pour la suite(
U1(a)
)
a∈Z re´sulte de
(T − )(T − ) = T 2 − 2DnT − c.
(iv) On a  V2n−1(a) = (−c)
(n−1)anD2n−1(a +  a),
W2n−1(a) = (−1)n−1(−c)(n−1)anDn−1(a −  a),
U2n−1(a) = V2n−1(a) +W2n−1(a)ωn.
Pour a = 1 on trouve
V2n−1(1) = 2(−c)n−1nD3n−1, W2n−1(1) = 2cn−1nDn−1ωn.
La relation de re´currence line´aire pour
(
U2n−1(a)
)
a∈Z re´sulte de(
T − (−c)n−1)(T − (−c)n−1) = T 2 − 2(−c)n−1DnT − c.
(v) Comme
2 = 2D2n + c+ 2Dnωn,
la trace de 2 est 2(2D2n + c), sa norme est 1, et son polynoˆme irre´ductible est
T 2 − 2(2D2n + c)T + 1.
Le polynoˆme caracte´ristique de la relation de re´currence homoge`ne satisfaite par la
suite
(
U2(a)
)
a∈Z est
(T − 2)(T −  2)(T + c) = T 3 − (4D2n + c)T 2 − (4cD2n + 1)T + c.
Lorsque n ≥ 3,
U2(a) = V2(a) = (−c)an2D2 + n(n− 1)
2
D2(2a +  2a).
Il reste a` conside´rer le cas particulier n = 2. L’unique sous-corps quadratique
de K est Q(ω2). Pour tout a ∈ Z on a Q(αa) = K; donc ici A = Z. Les conjugue´s
de αa sont
a(ω +D),  a(iω +D), a(−ω +D),  a(−iω +D);
donc
U1(a) = 2D(
a +  a), U2(a) = (−c)a4D2 + 2a +  2a.
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Les conjugue´s de α−1−a sont
c−a+1(ω −D), c −a+1(iω −D), c−a+1(−ω −D), c −a+1(−iω −D);
donc
U3(a) = −cTrK/Q(α−1−a) = 2D(−a+1 + −a+1).
En conclusion, nous avons
Fa(X,Y ) = X
4 − U1(a)X3Y + U2(a)X2Y 2 − U3(a)XY 3 − cY 4,
alors que
U1(a+ 2) = 2D
2U1(a+ 1) + cU1(a)
avec U1(0) = 4D, U1(1) = 4D
3,
U2(a+ 2) = (4D
4 + 2c)U2(a+ 1)− U2(a)− (−c)a+116D2(D4 + c)
avec U2(0) = 6D
2, U2(1) = −6cD2,
U2(a+ 3) = (4D
4 + c)U2(a+ 2) + (4cD
4 + 1)U2(a+ 1)− cU2(a)
avec U2(0) = 6D
2, U2(1) = −6cD2, U2(2) = −8cD6 − 2D2,
U3(a+ 2) = −2cD2U3(a+ 1) + cU3(a)
avec U3(0) = 4D
3, U3(1) = 4D.

4.3. Extensions de corps cubiques totalement re´els. Nous e´tudions main-
tenant le cas particulier du the´ore`me 1.2 ou`  est une unite´ cubique totalement
re´elle.
On suppose donc que le corps de nombres K = Q(α) contient un corps cubique
totalement re´el k. Soit  une unite´ de K diffe´rente de 1,−1; notons 1, 2, 3 les
conjugue´s galoisiens de  avec 1 = . La norme absolue de  est
δ = Nk/Q() = 123 ∈ {−1, 1}.
Soit h ∈ {1, . . . , d− 1}. Comme σj1() · · ·σjh() peut s’e´crire
`11 
`2
2 
`3
3 avec `1 + `2 + `3 = h,
la suite
(
Uh(a)
)
a∈Z est une combinaison line´aire des
(
h+2
2
)
suites(
(`11 
`2
2 
`3
3 )
a
)
a∈Z, `1 + `2 + `3 = h.
Donc
(
Uh(a)
)
a∈Z est une suite re´currente line´aire d’ordre
(h+1)(h+2)
2 , dont le polynoˆme
caracte´ristique est ∏
`1+`2+`3=h
(
T − `11 `22 `33
)
.
Notons
T 3 − rT 2 + sX − δ
le polynoˆme irre´ductible de  sur Q. Le fait que ce polynoˆme soit irre´ductible s’e´crit
r − s 6= 1− δ et r + s 6= −1− δ.
Pour a ∈ Z on a{
U1(a) = α1
a
1 + α2
a
2 + α3
a
3 ,
U1(a+ 3) = rU1(a+ 2)− sU1(a+ 1) + δU1(a).
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Notons que δd/3 = δd. Comme Ud(a) = δ
adNK/Q(α) et comme le polynoˆme
irre´ductible de δd−1 est
T 3 − δd+1sT 2 + δrT − δd+1,
on a aussi, pour a ∈ Z,{
Ud−1(a) = Ud(a)
(
α−11 
−a
1 + α
−1
2 
−a
2 + α
−1
3 
−a
3
)
,
Ud−1(a+ 3) = δd+1sUd−1(a+ 2)− δrUd−1(a+ 1) + δd+1Ud−1(a).
Conside´rons le cas particulier ou` α est de degre´ 3. Noter que dans ce cas,
l’ensemble Z \ A contient au plus un e´le´ment. On a
Fa(X,Y ) = X
3 − U1(a)X2Y + U2(a)XY 2 − U3(a)Y 3
avec U3(a) = δ
aNK/Q(α). E´crivons les conditions initiales pour la suite re´currente
line´aire
(
U1(a)
)
a∈Z. Des relations
1 + 2 + 3 = r, 12 + 13 + 23 = s,
nous de´duisons
21 + 
2
2 + 
2
3 = r
2 − 2s
et
31 + 
3
2 + 
3
3 = r
3 − 3rs+ 3δ.
E´crivons
α = A+B+ C2.
Alors 
U1(−1) = Aδs+ 3B + Cr,
U1(0) = 3A+Br + C(r
2 − 2s),
U1(1) = Ar +B(r
2 − 2s) + C(r3 − 3rs+ 3δ).
Dans le cas particulier α = , c’est-a`-dire A = 0, B = 1, C = 0, les calculs se
simplifient et les conditions initiales deviennent
U1(−1) = 3, U1(0) = r, U1(1) = r2 − 2s
et de meˆme
U2(−1) = 3, U2(0) = s, U2(1) = s2 − 2δr.
4.4. Exemples de corps cycliques cubiques. Conside´rons la famille des
corps cubiques cycliques des plus simples de Shanks [5]. Soit n ∈ Z. De´signons par
λ (de´pendant de n) une racine du polynoˆme
f(X) = X3 − (n− 1)X2 − (n+ 2)X − 1.
Les racines de f sont
λ1 = λ, λ2 = − 1
λ+ 1
, λ3 = −λ+ 1
λ
·
Le groupe des unite´s de K (modulo {−1, 1}) est engendre´ par deux unite´s quelcon-
ques de {λ1, λ2, λ3}.
Soient b1, b2, c1, c2 des entiers rationnels avec b1c2 6= b2c1. En prenant  =
λb11 λ
b2
2 et α = λ
c1
1 λ
c2
2 , nous sommes dans la situation de la section 4.3 et nous
pouvons appliquer le corollaire 1.3 au polynoˆme minimal de
αa = λab1+c11 λ
ab2+c2
2 (a ∈ Z).
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Pour donner un exemple explicite, prenons b1 = c2 = 0, b2 = c1 = 1. La famille
infinie Fa(X,Y ) de formes binaires est donc obtenue en tordant la version ho-
moge´ne´ise´e F (X,Y ) de f(X) par les puissances λa2 de λ2, (a ∈ Z).
Le polynoˆme minimal Fa(X, 1) de λ1λ
a
2 fait intervenir les suites re´currentes
line´aires (sa)a≥0 et (ta)a≥0 d’ordre 3 de´finies par
sa = λ1λ
a
2 + λ2λ
a
3 + λ3λ
a
1 , ta = λ
−1
1 λ
−a
2 + λ
−1
2 λ
−a
3 + λ
−1
3 λ
−a
1 .
On a
Fa(X,Y ) = (X − λ1λa2Y ) (X − λ2λa3Y ) (X − λ3λa1Y )
= X3 − saX2Y + taXY 2 − Y 3
avec
sa = TrK/Q(λ1λ
a
2), ta = TrK/Q(λ
−1
1 λ
−a
2 ) = TrK/Q(λ1λ
−a+1
3 ).
En particulier,
s2 = TrK/Q(λ3λ
2
1) = TrK/Q(−(λ1 + 1)λ1) = TrK/Q(−λ1 − λ21) = −n2 − n− 4
et
t2 = TrK/Q(λ3λ
−1
2 ) = TrK/Q((λ1 + 1)
2/λ1) = TrK/Q(λ1 + 2 + λ
−1
1 ) = 3.
Ainsi
s0 = n− 1,
s1 = −n− 2,
s2 = −n2 − n− 4,
sa+3 =(n−1)sa+2+(n+2)sa+1+sa,

t0 = −n− 2,
t1 = n− 1,
t2 = 3
ta+3 =−(n+2)ta+2−(n−1)ta+1+ta,
pour a ∈ Z.
Le corollaire 1.3 affirme qu’il existe une constante effectivement calculable κ3 >
0, ne de´pendant que de n (donc de λ), ayant la proprie´te´ suivante: Pour tout m ≥ 2,
tout triplet (a, x, y) ∈ Z3 satisfaisant
|Fa(x, y)| ≤ m, avec xy 6= 0,
ve´rifie
max{log |x|, log |y|, |a|} ≤ κ3 logm.
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