How the same DNA sequences can function in the three-dimensional architecture of interphase nucleus, fold in the very compact structure of metaphase chromosomes, and go precisely back to the original interphase architecture in the following cell cycle remains an unresolved question to this day. The solution to this question presented here rests on the correlations that were found to hold between the isochore organization of the genome and the architecture of chromosomes from interphase to metaphase. The key points are the following: (1) The transition from the looped domains and subdomains of interphase chromatin to the 30-nm fiber loops of early prophase chromosomes goes through their unfolding into an extended chromatin structure (probably a 10-nm "beads-on-a-string" structure); (2) the architectural proteins of interphase chromatin, such as CTCF and cohesin subunits, are retained in mitosis and are part of the discontinuous protein scaffold of mitotic chromosomes; and (3) the conservation of the link between architectural proteins and their binding sites on DNA through the cell cycle explains the reversibility of the interphase to mitosis process and the "mitotic memory" of interphase architecture.
How the same DNA sequences can function in the three-dimensional architecture of interphase nucleus, fold in the very compact structure of metaphase chromosomes, and go precisely back to the original interphase architecture in the following cell cycle remains an unresolved question to this day. The solution to this question presented here rests on the correlations that were found to hold between the isochore organization of the genome and the architecture of chromosomes from interphase to metaphase. The key points are the following: (1) The transition from the looped domains and subdomains of interphase chromatin to the 30-nm fiber loops of early prophase chromosomes goes through their unfolding into an extended chromatin structure (probably a 10-nm "beads-on-a-string" structure); (2) the architectural proteins of interphase chromatin, such as CTCF and cohesin subunits, are retained in mitosis and are part of the discontinuous protein scaffold of mitotic chromosomes; and (3) the conservation of the link between architectural proteins and their binding sites on DNA through the cell cycle explains the reversibility of the interphase to mitosis process and the "mitotic memory" of interphase architecture.
The organization of the eukaryotic genome and the architecture of eukaryotic chromosome were the subjects of several Cold Spring Harbor Symposia on Quantitative Biology over the past 60 years. This can be understood if one considers the biological relevance of these very difficult problems. Here I will propose a solution that is based on many years of research on genome and chromosome organization as well as on current investigations on interphase chromatin from many laboratories. As an introduction, I will briefly describe the approach used to study genome organization, some basic results, and then move on to the correlations between genome organization and chromosome architecture through the cell cycle.
The approach used, compositional genomics, is a minimalist, top-down strategy based on short-sequence frequencies in human DNA and/or GC levels as a proxy. In fact, because short sequences determine the fine structure of the double helix and the interactions of DNA with proteins (e.g., histones to build nucleosomes, transcription factors to interact with regulatory sequences), compositional genomics is based on genome structure and function. The approach initially relied on the fractionation of DNA in Cs 2 SO 4 density gradient ultracentrifugation as run in the presence of sequence-specific ligands, such as Ag þ (Corneo et al. 1968) , and on DNA sequences as soon as they became available in the late 1990s.
Compositional genomics, in its original ultracentrifugation approach, led to an unexpected discovery, namely the compositional compartmentalization of a mammalian genome (Filipski et al. 1973) . Indeed, DNA molecules 10 -20 kb in size could be fractionated into a small number of families characterized by different base composition and different short-sequence frequencies (DevillersThiery 1974) . This compartmentalization was then also found in all the other eukaryotic genomes tested . Moreover, the 10-20-kb DNA fragments were shown to derive by degradation during preparation from much larger, compositionally fairly homogeneous DNA regions characterized by different compositions, the isochores , the basic elements of the compositional mosaic of the eukaryotic genome (Bernardi et al. 1985) .
Isochores can be easily visualized as regions at least 200 kb in size by scanning the compositional profiles of chromosomes with a nonoverlapping window of 100 kb the compositional profiles of chromosomes (see Fig. 1 ). If isochores from the human genome are binned according to their GC levels, five families, L1, L2, H1, H2, and H3, ranging from 33% to 59% GC appear in the case of the human genome (see Table 1 ; Fig. 2 ). An analysis of isochores revealed the first rule of what was called the genomic code (Bernardi 1990 ; see also Bernardi and Bernardi 1991) , a rule concerning the existence of strong correlations between the GC levels of contiguous coding and noncoding sequences as well as of the three codon positions of coding sequences (for review, see Bernardi 2004) .
The second rule of the genomic code was that the GC levels of isochores are correlated with all tested structural/functional properties of the genome. Indeed, the L1, L2, and H1 families are different from the H2 and H3 families in many properties, such as gene density, replication timing, open/closed chromatin (see Table 2 for a longer, yet nonexhaustive list). In fact, the gene-rich compartment, called the genome core, and the gene-poor one, the genome desert, are characterized by opposite properties.
INTERPHASE CHROMOSOMES AND ISOCHORES
It is well established that (1) chromosomes occupy distinct territories in the interphase nucleus of eukaryotic cells (Cremer and Cremer 2010) ; (2) GC-rich, early replicating, transcriptionally active chromatin regions are located in the nuclear interior (Sadoni et al. 1999) ; and (3) the gene-richest regions display a much more spreadout, open conformation compared with the closed one of the gene-poorest regions (Saccone et al. 2002; Gilbert et al. 2004) . Moreover, superresolution microscopy established the existence of a higher-order chromatin organization, the 1-Mb chromatin domains that may comprise smaller subdomains (Cremer and Cremer 2010) .
These results were confirmed and expanded through other approaches. Indeed, the development of chromosome conformation capture (3C) technology (Dekker et al. 2002) and its variants led to a new insight into the three-dimensional chromatin organization of the interphase nucleus. The spatial proximity maps provided evidence for numerous domains that fall into two subchromosomal compartments, A and B, characterized by open and closed chromatin, respectively (LiebermanAiden et al. 2009 ).
At a lower size range, it appears that the three-dimensional structure of chromatin at interphase begins to be well understood as the result of investigations on mammalian cells and Drosophila concerning (1) the "laminaassociated domains" (LADs) and their borders (Guelen et al. 2008; Meuleman et al. 2013 ); (2) the different "chromatin states" of mammalian cells (Ernst and Kellis 2010; Julienne et al. 2013 ); (3) the different "chromatin types" of Drosophila (Filion et al. 2010 ); (4) the "topological domains" and the "topologically associating domains" (TADs) and their boundaries (Dixon et al. 2012; Nora et al. 2012) , as well as the corresponding "physical domains" of Drosophila and their borders (Hou et al. 2012; Sexton et al. 2012) ; and (5) the subcompartments and the contact domains defined by the interaction patterns detected by in situ Hi-C (Rao et al. 2014 ; for reviews, see Ong and Corces 2014; Dekker and Heard 2015; Sexton and Cavalli 2015) .
The architecture of interphase chromatin may be schematically visualized, at least for the purpose of this work, as a set of looped domains and boundaries, the TADs. In turn, looped domains essentially consist of subdomains, most of which are anchored by CTCF and by cohesin subunits (as shown in Fig. 3A) .
Although the focus of the investigations just mentioned concerned the connections between chromatin structure and gene expression/regulation, here the main interest (Pavlicek et al. 2002) . DNA stretches from isochore families L1 to H3 are represented here in different colors-deep blue, light blue, yellow, orange, and red, respectively. The ordinate values are the minima GC values (valleys) between isochore families. The red horizontal line at 41% GC separates the two (GC-poor and GC-rich) genome compartments. (B) Isochore profile of chromosome 21 using the IsoSegmenter program (Cozzi et al. 2015) . Compiled from data of Costantini et al. 2006 . Values in bold are total amounts of L1 þ L2 þ H1 and H2 þ H3 families, the genome desert, and the genome core.
was on the correlations between chromatin structure and compositional genome features in view of solving the mystery of the changes of chromosome architecture during the cell cycle.
The results mentioned above are compared in Table 3 with the properties associated with the genome core and the genome desert. (In fact, several properties of the genome core listed in Table 2 could be added to the right column of Table 3 .) This comparison leads to the conclusion that the properties of compartments and subcompartments, as well as those of chromatin domains and boundaries, match those of the isochores from the genome desert and the genome core, respectively, despite not always completely overlapping with each other because they are defined on the basis of different approaches. Indeed, although domain boundaries generally correspond to GC-rich isochores anchored by architectural proteins, such as CTCF and cohesin ( present as a ring structure or as cohesin subunits), looped domains correspond to GC-poor isochores.
Interestingly, the interphase chromatin architecture is conserved across mammalian species (Dixon et al. 2012; Rao et al. 2014 ) and in syntenic regions (Vietri Rudan et al. 2015) . These observations parallel the conservation of compositional landscapes of syntenic regions (Bernardi 2007) and of isochore families in mammalian genomes ). These findings indicate precise correlations between interphase chromatin architecture and the corresponding compositional landscapes and suggest that the loops and boundaries of interphase chromatin are correlated with the GC levels of isochores (K Jabbari and G Bernardi, in prep.) .
INTERPHASE CHROMATIN TO PROPHASE BANDS
To understand the complex connection between isochores and chromosomal bands, a new approach was developed, compositional mapping (Bernardi 1989 (Bernardi , 1995 (Bernardi , 2004 . This approach was initially based on assessments of GC levels around genome landmarks (e.g., genes localized on the physical map) of metaphase chromosomes Figure 2 . Isochore families. The histogram displays the isochores from the human genome as pooled in bins of 1% GC. The Gaussian profile shows the distribution of isochore families, which are represented in different colors as in Figure 1 . Gene densities (and all other structural and functional properties tested; see Table 2 ) define a genome desert, isochore families L1, L2, H1, and a genome core, isochore families H2, H3 (separated by a vertical broken red line). (From Bernardi 2015.) In general, the properties of the genome core are just opposite to those of the genome desert. þ/2 signs indicate positive/negative differences of the properties of the genome core compared with those of the genome desert. Nucleosome positioning patterns (Frenkel et al. 2011 ) and chromatin states (Ernst and Kellis 2010; Julienne et al. 2013 (see Bernardi 2004) , then on in situ hybridization of DNA from L1 and H3 isochores on metaphase and prometaphase chromosomes (Saccone et al. 1992 (Saccone et al. , 2001 , and finally on human genome sequences (Costantini et al. 2006 (Costantini et al. , 2007 . The latter results provided detailed information on the sizes and GC levels of isochores, of prometaphase bands, and of metaphase bands for all human chromosomes. Here, a new analysis of the supplementary data (approximately 120 pages) of these investigations (Costantini et al. 2006 (Costantini et al. , 2007 was done, leading to new results and to a model for the critical transition from interphase chromatin to early prophase bands, which are presented below. 1. At the beginning of mitosis the three-dimensional organization of interphase chromatin disappears (Naumova et al. 2013), as expected, and is replaced in early prophase of human chromosomes by more than 3000 bands (Yunis 1981) . This number approximately matches the number of isochores, about 3200 (Costantini et al. 2006 ). This preliminary indication that early prophase bands may correspond to individual isochores is now definitely supported by the observation (Fig. 4) that single-isochore bands represent 8% of metaphase bands, 25% of prometaphase bands, and 50% of mid-prophase bands. Indeed, the three relative amounts just quoted indicate, by extrapolation, that single-isochore bands represent the totality of early prophase bands when the number of the latter is approximately 3400, a value close to the total number of isochores (see Fig. 4 ). 2. The very early decrease in band numbers in early prophase (see Fig. 4 ) indicates a coalescence of the 30-nm fiber loops (a conventional definition because of a current debate) that form the bands. Obviously, the transition from the loops of interphase chromatin to the 30-nm fiber loops of early prophase needs a transient intermediary step. This can be visualized as the opening up of the three-dimensional structure of interphase chromatin (Fig. 3A) into an extended, essentially two-dimensional chromatin configuration, probably a 10-nm "beads-on-a-string" structure (the "beads" corresponding to nucleosomes), in which GC-rich and GC-poor isochores alternate (Fig. 3B ).
In the example of Figure 3 , the anchors of an interphase chromatin domain (Fig. 3A) are opened up into two GC-rich isochores flanking a GC-poor isochore, the cohesin ring, if present, also being opened into its subunits. This opening process also concerns the anchors of the subdomains and the corresponding architectural proteins, CTCF and cohesin subunits (Fig. 3B ). 3. The folding process of the extended chromatin structures into the 30-nm fiber loops just described does not take place at random locations on chromosomes. Indeed, the alternance of the GC-rich and the GC-poor bands in early prophase indicates that the folding specifically involves GC-rich and GC-poor isochores, respectively. This raises a question concerning which signals demarcate the GC-rich and the GC-poor isochores of the extended chromatin structures. The answer proposed here is that the signals are the same architectural proteins that were demarcating the anchors of the loops-CTCF and cohesin subunits, the former still being associated with their binding sites in mitotic chromosomes. This demarcation seems to apply differentially to the architectural proteins located at domain boundaries and to those that are associated with subdomains (see Zuin et al. 2014) . In the first case (see Fig. 3 ), the two GC-rich isochores of the domain boundary may be folded in single loops, whereas the GC-poor isochore of the chromatin domain is folded in multiple loops that originate from the subdomains (see Fig. 3C,D) . Interestingly, the initial formation of chromatin loops may correspond to the packing of the linear array of nucleosomes of early prophase into a double helix of two interwound helical stacks with a straight linker DNA between successive nucleosomes, as observed by cryo-electron microscopy in reconstituted chromatin (Song et al. 2014 , Travers 2014 see Fig. 5 ). 4. The single-isochore bands (whether single-or multiple-loop) start coalescing very early into multiple-isochore bands, as indicated by the early decrease of band numbers (see Fig. 3 ). This coalescence appears to follow a precise rule in that it involves an odd number of single-isochore bands (most often three; Fig. 3E ), to keep the GC alternation of bands in the increasing number of multiple-isochore bands. The bands originating by the coalescence process just mentioned will be G or R bands according to a "majority rule," namely according to the number of G or R bands in the coalesced bands (see Fig. 3E ). 5. A key point of this model is that the architectural proteins, CTCF and cohesin subunits, are retained after the interphase to mitosis transition, like a number of other proteins (see the section Metaphase to Interphase). This model is interesting for three main reasons: (i) the 30-nm fiber loops of chromosomes were estimated to be in the 100-kb range, a range that is approached by the median size of all chromatin loops, 185 kb (Rao et al. 2014) ; and (ii) the band coalescence may be driven by the increasing interactions among the architectural proteins, that, in fact, contribute to form the protein scaffold of mitotic chromosomes; and (iii) the model explains the recovery of the original three-dimensional architecture of interphase chromatin at the exit from mitosis.
PROPHASE TO PROMETAPHASE AND METAPHASE BANDS
A detailed analysis of the banding process leading from prophase to prometaphase and to metaphase bands is presented elsewhere , so here only a few important points will be mentioned. 1. The progressive compaction from prophase to metaphase bands can be visualized as due to the coalescence of consecutive 30-nm loops (in agreement with Naumova et al. 2013 ). 2. The process is possibly driven by the increasing interactions of the discontinuous scaffold of architectural and other proteins. 3. The present model of metaphase chromosomes is a "loops-on-a-scaffold" model (Paulson and Laemmli 1977) in which, however, the chromatin loops are linked to the scaffold by architectural proteins, themselves part of the scaffold, and not by AT queues (,35% GC), 0.7 kb to several kilobases in size (Saitoh and Laemmli 1994) , that simply do not exist in the H1, H2, and H3 isochores that form the R bands (see .
METAPHASE TO INTERPHASE
Although the transition from the three-dimensional architecture of interphase chromosomes to the increasingly compact one of metaphase chromosomes can be (wrongly) visualized just as a stochastic folding process, the reverse transition from metaphase to interphase is much more difficult to explain in simple terms. The reason is that the architecture of the new interphase chromosomes is such as to allow a quick reactivation of the original cell-specific programs, which implies that the original chromatin loops and anchors are precisely reformed. In fact, recent investigations have shown how sensitive chromatin functions are to changes in interphase architecture (Deng et al. 2014; Chandra et al. 2015; Dixon et al. 2015) .
The model presented in Figure 2 can, however, solve this problem if read in the reverse from mitotic to interphase chromosomes. Needless to say, this explanation relies on the idea that architectural proteins, such as CTCF and cohesin subunits, remain associated with chromosomes during mitosis. This idea is totally acceptable if one takes into consideration that not only H3K9me3, H3K27, and Polycomb group proteins but also a fraction of transcription factors and of chromatin binding proteins (including cohesin; Yanagida 2009) are retained in mitotic chromosomes (Egli et al. 2008; Blobel et al. 2009; Follmer et al. 2012; Kadauke et al. 2012; Deng et al. 2014; Zaret 2014) . It is then reasonable to believe that the "mitotic memory" of the interphase architecture concerns the entire three-dimensional architecture of interphase chromosomes, which allows the same cell-specific expression programs of the mother cells to be achieved thanks to the conserved link between architectural proteins and the corresponding binding sites on DNA. In fact, at the proof stage, it was found that evidence for the retention of CTCF in mitotic chromosomes was available (Burke et al. 2005) .
CONCLUSION
This investigation leads to two major conclusions. The first one concerns the explanation of the reversible chang- es of chromosome architecture through the cell cycle. The second has to do with the connection between genome organization and chromosome architecture.
Our understanding of chromosome architecture at interphase has recently made remarkable advances, essentially thanks to the development of chromosome conformation capture (3C) and derived approaches. In contrast, the old mystery surrounding the transitions of chromosome architecture from interphase to mitosis and from mitosis to interphase at the beginning of the following cycle has been waiting for a solution for a long time.
This mystery has now been solved by using a strategy that took advantage of our previous knowledge of genome organization in a critical size range (hundreds to thousands of kilobases) that encompasses isochores, interphase chromatin domains, and boundaries and chromosomal bands. A key point was to understand that the same architectural proteins, such as CTCF and cohesin subunits, not only could play a role at interphase but also could be retained in mitotic chromosomes and be reused in the interphase chromatin loops of the new cell cycle. The model of Figure 3 explains a most remarkable property of chromosome architecture through the cell cyclenamely, reversibility-that is, the fact that at the end of mitosis, the original interphase chromatin loop structure can be precisely recovered thanks to the retention of architectural proteins. Needless to say, the process is possible because it relies on unchanged genome sequences and on the consequent conserved locations of protein binding sites.
As far as the link between chromosome architecture and genome organization is concerned, we already knew that correlations existed (1) between the GC levels of contiguous coding and noncoding sequences and of the three codon positions and (2) between the GC levels of isochores and all structural/functional properties of the genome. These findings supported the idea that the genome is an integrated ensemble of isochores. A new, important point is now added to these correlations, which were called the genomic code, by finding that correlations also exist between the compositional properties of isochores and the structural properties of chromosomes through the cell cycle. The most remarkable correlation is that between the architecture of interphase chromatin and the isochore organization of the genome (G Bernardi, in prep.), because this new point considerably extends the significance of the genomic code and leads to a unifying view of genome organization and chromosome architecture. In fact, the genomics code is the fourth and last pillar of Molecular Biology, the first three being (1) the double helical structure of DNA (1951 DNA ( -1953 ; (2) the regulation of gene expression in Escherichia coli and the discovery of messenger RNA (1957 RNA ( -1961 ; and (3) the genetic code (1961 -1966) . The genomic code was a much more difficult problem as indicated by the fact that it took 55 years (1960 -2015) to be solved against 15 years for the other three issues together.
In general terms, the present results fulfill the old prophecy that "order must be in chromosomes" (Rabl 1885) , confirm the notion that isochores represent "a fundamental level of genome organization" (Eyre-Walker and Hurst 2001), and represent a break through in our understanding of the eukaryotic genome. There is some overlap in content between the two publications; however, there are also differences in focus and scope. While the PLOS submission was under consideration, Professor Bernardi informed PLOS of his intention to publish another manuscript in SQB that put the work in a larger perspective. Professor Bernardi informed the publisher of SQB of the article submitted to PLoS One, he cited the PLoS One article, and he attributed the reproduced figures to the PLoS One article in the figure legends.
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