Abstract In order to clarify the tension between estimates of the Hubble Constant (H 0 ) from local (z ≪ 1) and global (z ≫ 1) measurements, Lima and Cunha (LC) proposed a new method to measure H 0 in intermediate redshifts (z ≈ 1), which were obtained H 0 = 74.1 ± 2.2 km s −1 Mpc −1 (1σ), in full agreement to local measurements via Supernovae/Cepheid dataset. However, Holanda et al. (2014) affirm that a better understanding of the morphology of galaxy clusters in LC framework is needed to a more robust and accurate determination of H 0 . Moreover, that kind of sample has been strongly questioned in the literature. In this context, (i) we investigated if the sample of galaxy clusters used by LC has a relevant role in their results, then (ii) we perform a more accurate and competitive determination of H 0 in intermediate redshifts, free of unknown systematic uncertainties. First, we found that the exclusion of the sample of galaxy clusters from the determination initially proposed by LC leads to significantly different results. Finally, we performed a new determination in H 0 , where we obtained H 0 = 68.00 ± 2.20 km s −1 Mpc −1 (1σ) with statistical and systematic errors and H 0 = 68.71 +1.37 −1.45 km s −1 Mpc −1 (1σ) with statistical errors only. Contrary to those obtained by LC, these values are in full harmony with the global mea-
Introduction
Even with the remarkable advent of modern cosmology, the existing tension between the Hubble Constant measurements (H 0 ) via local (via SNe Ia and Cepheids data) and global (via CMB data) measurements has been intensified in recent years. A significant and persistent tension between those two measurements may suggest evidence for a new fundamental physics beyond the standard model and for General Relativity or non-zero curvature [48] . Therefore, the comparison between measurements of H 0 raised from different methods provides a test for the standard cosmological model ΛCDM, which takes into account the cosmic dynamics dominated by the cosmological constant (Λ) and cold dark matter (CDM).
Local estimates of H 0 are basically based on distance measurements with Cepheids and Type Ia Supernovae (SNe Ia). A recent estimate of H 0 based on this method is presented by A. G. Riess et al. (2016) [48] , where they obtained H 0 = 73.24 ± 1.74 km s −1 Mpc −1 in 1σ c.l., corresponding to a relative uncertainty of 2.4% (including statistical and systematic uncertainties). The most important aspect of this method is the fact that all observables are obtained in low redshifts (z ≪ 1) and, therefore, the values measured are almost completely independent of cosmological model.
The most current restrictive estimates of H 0 are obtained by global measurements which are based on Cosmic Microwave Background (CMB) observations, that is, they are measured in high redshifts (z ∼ 1000). These measures are related to H 0 by assuming or inferring a cosmological model. Considering the standard flat ΛCDM model, Planck Collaboration (2016) [43] obtained H 0 = 66.93 ± 0.62 km s −1 Mpc −1 in 1σ c.l., corresponding to a relative uncertainty of only 0.93%.
As the uncertainties associated with these two estimates are relatively small, the tension between them is approximately 3.4σ [17] ,
As well as previous tensions, for example, that of approximately 2.4σ between the estimates of A. G. Riess et al. (2011) [47] and Planck Collaboration (2014) [42], whose obtained respectively H 0 = 73.8±2.4 e 67.3±1.2 km s −1 Mpc −1 in 1σ c.l., this latest of 3.4σ has instigated several studies in order to define evidence of new physics or systematic errors hidden in the measurements of H 0 . For having discarded the small possibility of coincidence, these measurements are the most frequent explanations for these tensions.
In this context, J. A. S. Lima and J. V. Cunha (2014) [31] (from now on LC) proposed a new method capable to measure H 0 in intermediate redshifts (z ≈ 1) in order to clarify a little bit more the problem mentioned before. The advantage of cosmological tests in intermediate redshifts is its independence from local calibrators [46] , as well as to be free from local and global effects, due to the distinct zone from the one where the anisotropies of the CMB are analyzed and the defined methods of the cosmic distance scale (Cepheids, SNE Ia, etc).
In LC determination, the authors used four different observables, they are i) angular diameter distance (ADD) to galaxy cluster based on the combination of Sunyaev-Zel'dovich effect and X-ray surface brightness of each galaxy cluster (SZE/X-ray technique), ii) ages of old high-redshift galaxies (OHRG), iii) observational measurements of the Hubble parameter (H(z)) and iv) baryon acoustic oscillations (BAO) peak. According to the authors, the cooperative interaction between these observables signicantly reduces the errors on H 0 = 74.1± 2.2 km s −1 Mpc −1 in 1σ c.l., that is, a relative uncertainty of approximately 3%. As the authors mentioned, this determination clearly favors local methods.
In their analysis, the authors (LC) used the ADD sample compiled by M. Bonamente et al. (2006) [8] , where the plasma distribution and dark matter were analyzed assuming the non-isothermal spherical double-β model. However, the standard spherical geometry has been questioned due to the incompatibility with the so-called cosmic distance duality relation (CDDR) [26, 27, 36, 28] and the observations from Chandra and XMM-Newton telescopes have shown that galaxy clusters exhibit a preferably elliptical X-ray surface brightness [21, 30, 33] .
However, the robustness of the results obtained by LC has already been questioned in the literature by R. F. L. Holanda et al. (2014) [25] . Thus, these authors searched for possible hidden systematic errors by testing different hypotheses via the incubation time t inc (used in OHRG analysis), different cosmological models 1 and, besides the one used by LC, two other ADD samples compiled by E. D. Filippis et al. (2005) [19] , the isothermal β-elliptical and isothermal β-spherical models, which describe the same galaxy cluster with different assumptions. They concluded that the estimated value for H 0 is weakly dependent on the cosmological models analyzed and the different hypotheses for the t inc . However, even taking into account statistical and systematic errors, the authors found that the estimated value of H 0 varies considerably when the ADD sample is changed, which use different hypotheses about the properties of the galaxy clusters. for tests with the ADD sample whose cluster morphology was described by an isothermal β-elliptical model and an isothermal β-spherical model, respectively. In Appendix A, we present more information about these threes ADD sample and a brief discuss how the assumption of different gas distributions of the clusters can affect the measurement of ADD and, therefore, the estimates of H 0 .
Therefore, a better understanding of the clusters morphology is necessary to transform the proposed determination by LC into a powerful tool to check H 0 . In the absence of a better comprehension or consensus on the morphology of these clusters, it is natural to think about their exclusion from the estimation H 0 . In this paper, we remove the ADD sample from the determination initially proposed by LC. Thus, the two main goals of this paper are: (i) to know if it has a relevant role under the results obtained by LC and (ii) to obtain a more accurate estimate for H 0 free from unknown systematic uncertainties. In addition, in order to obtain a more competitive estimate, we added new measurements of H(z) and BAO peak, where we obtain H 0 = 68.00±2. 20 This paper is organized as follows. In section 2 we present the basic equations, the samples and the methodology used in our analyses. In section 3 we show the results and some discussions about them. Last but not least, in section 4 we present the conclusions.
2 Basic equations, samples and methodology
Basic equations
In the flat ΛCDM model scenario, the Hubble parameter is usually expressed as
where Ω M is the current dimensionless parameter of matter density and H 0 the Hubble constant, generally expressed in terms of the dimensionless parameter h ≡ H 0 /(100 km s −1 Mpc −1 ) . Assuming this model, it is easy to show that the age of the universe in a given redshift can be expressed by [3] 
The cosmological perturbations excited sound waves in the relativistic plasma in the early universe, such waves left printed a scale of preferred length in the photons and baryons distribution [40, 16] which, when analyzed through the powers spectrum of the baryonic matter, manifests itself as a series of oscillations [6] called the baryons acoustic oscillations (BAO). The residual BAO peak can be described by a dimensionless parameter A(z), defined by D. J. Eisenstein et al. (2005) [16] , and for a flat universe, we obtain
where E(z) ≡ H(z)/H 0 is the dimensionless Hubble parameter.
Samples
Hubble Parameter: This sample consists of 40 observational measurements of H(z) in the range of redshift 0.070 < z < 2.3. Thus, all 40 measurements of H(z) are presented in Table 1 related to each respective redshifts z, uncertainties σ H(z) , references and methods used to obtain them. Among the 40 measures, the 18 measurements used by LC in their tests are indicated by the symbols †. [6] . According to C. Blake et al. (2011) [6] these last three measures are the most appropriate to be used in cosmological parameter estimates because, for the SDSS data, the value of A(z) is obtained from the use of fiducial cosmological parameters and the same fractional error (for more details, see section 4.5 of Ref. [16] ). However, the chisquare statistic for the WiggleZ data in any cosmological model is obtained by multiplying the matrices + t inc . In some tests developed in this work, in addition to the statistical errors, we have also added systematic errors in quadrature. The technique used to date the OHRG is the comparison of the galaxy spectrum with the theoretical models of stellar population, whose systematic uncertainties, according to R. Jimenez et al. (2004) [29] , are not greater than 10% − 15%, since S. M. Percival et al. (2009) [41] considers uncertainties around 20%, as well as LC we adopted 15% for OHRG measurements. On the other hand, we can observe in Table 1 that most of the measurements of H(z) are obtained by the difference of age of galaxies (DA),
Baryon acoustic oscillation peak:
And according to D. Stern et al. (2010) [53], this method presents from 2% to 3% of systematic uncertainty. However, as done as LC we will be conservative and use 8% for the H(z) measures.
Methodology
The statistical analysis is performed by the construction of the χ 2 function,
where
represents the observational value with σ i being its respective uncertainty, F th i is the corresponding theoretical predictions, N is the total number of observational measurements and α is the set of free model parameters. From the χ 2 function we are able to construct the probability density function (PDF),
where A is the normalization factor. In the flat ΛCDM scenario, we have only two free parameters, H 0 and Ω M . Thus, as the parameter H 0 is the most interest parameter here, we generally make use of marginalization in Ω M ,
In our first analysis, we estimated H 0 by using the following χ 2 ,
This is identical to the one proposed by LC, but except for the ADD data of galaxy clusters. Thus, we search to know if that sample has a relevant influence or role under the results found by LC. On the other hand, for the second analysis, we use the following χ
Here we include new H(z) and the BAO peak measurements, but just like the previous one, we do not use the samples of ADD from galaxy clusters due to the reasons presented before. Therefore, we seek from this analysis to obtain a more competitive and accurate estimate for H 0 in intermediate redshift.
Results and discussions
In Fig. 1 and Fig. 3 , it is shown the contours 1σ and 2σ c.l. of the h and Ω M parameters. Thus, the contours represented by dashed blue lines refer to the analysis using only A(z), the ones represented by the solid red lines refer to the analysis using H(z) + t(z) and, therefore, the contours filled in the green colors are referring to the joint analysis H(z) + t(z) + A(z), where the best fit is represented by the black circle. In addition, the white square and circle with the error bars correspond to the estimates of h in 1σ c. The Fig. 3 was produced by using the χ 2 from Eq. (11), where we added new measures of H(z) and we also used three measurements of the parameter A(z) from the WiggleZ final set data, in addition to the 11 OHRG data used by LC. For the joint analysis, Fig. 3 , we obtain h = 0.6814 Table 2 . Although, it does not agree with to the results obtained by LC. From the χ 2 function defined in Eq. (11), we might marginalize over H 0 and obtain the PDF value for Ω M , which results in Ω M = 0.293 ± 0.024 in 1σ c.l. with statistical and systematic errors. Therefore, using Eq. (2) and Eq. (3) with the uncertainties propagation and the values here estimated for H 0 (68.00 ± 2.20) and Ω M (0.293 ± 0.024), we obtain in 1σ c.l. the Hubble Parameter value and the age and universe in function of z, as well as shown in the Fig. 5 and Fig. 6 , respectively. Note that, the current age of the universe (t 0 ) is obtained by writing z = 0 in the Eq. (3), so we might obtain t 0 = 13.96 ± 0.52 Gyr in 1σ c.l. (shaded region of Fig. 6 in z = 0). As well as expected, this value is very close to the one obtained by Planck Collaboration (2016) [43] , which is t 0 = 13.826 ± 0.025 Gyr in 1σ confidence level. Using the same process, we are able to estimate, among other parameters, the deceleration parameter (q 0 ), which is obtained by q 0 = 3Ω M /2−1 in the flat ΛCDM model [51] , resulting q 0 = −0.560±0.036 1σ c.l., which clearly indicates an accelerating expanding universe. Riess (1 ) Planck (1 ) LC ( Table 1 .
Conclusion
In this work, we propose to investigate if the ADD clusters sample has a relevant influence on the results found by LC. In addition, we perform a competitive and more accurate estimate of H 0 in intermediate redshifts.
Excluding the samples of ADD from galaxy clusters from the determination proposed by LC, pointed in the literature as a source of systematic error, we obtain H 0 = 70.30 ± 2.80 (70.03 Fig. 2 ). Thus, we might conclude that the ADD clusters sample used by LC has a significant influence on their results.
By aiming for a more accurate and competitive estimate, free of unknown systematic uncertainties, we improved the initial determination proposed by LC excluding the samples of ADD from galaxy clusters and adding new measurements of H(z) and the BAO Peak. Thus, we obtained H 0 = 68.00 ± 2.20 (68.71 Table 2 ). In addition, contrary to the results obtained by LC, ours clearly favor the global measurements of H 0 (see Fig. 4 and Table 2 ).
In addition, we marginalize H 0 to constrain Ω M , where obtained Ω M = 0.293 ± 0.024 in 1σ c.l. with statistical and systematic errors. Thus, using the flat ΛCDM model equations, uncertainties propagation and our estimates of H 0 and Ω M , we estimate the current age of the universe, t 0 = 13.96 ± 0.52 Gyr, and the deceleration parameter, q 0 = −0.560 ± 0.036, both in 1σ confidence level. Finally, we have shown the good adjustment of the H(z) and age of OHRG data with the Eq. (2) and Eq. (3) assuming our estimate for H 0 and Ω M .
A Samples of ADD from galaxy clusters
In this appendix, we shall present some important comments about the three samples of ADD from galaxy clusters obtained from the Sunyaev-Zel'dovich Effect and X-ray (the socalled ESZ / X-ray technique) observations and discuss how the assumption of different profiles of clusters can affect the measure of ADD and consequently the estimate of H 0 .
A. [19] formed two 25 DDA samples in the range of redshift 0.023 < z < 0.784, using two distinct models to describe the morphology of the same clusters, which are the isothermal elliptical β-model and the isothermal spherical β-model.
The isothermal spherical β-model is the simplest model existing in the literature, for this reason its main advantage of providing integrals with analytical solutions. For this model, the medium intraclusters (MIA) is considered isothermal and it is described by a spherical geometry with the following intracluster gas electronic density profile [11, 19] :
where n e0 is the electronic density profile at the center of the MIA, r is the radius from the center of the cluster, r c is the core radius of MIA and β is the power law index. 
where e proj is the axial ratio between the largest and the smallest axis projected in the plane of the sky, θ c,proj is the angular radius of the core projected in the sky and θ i is the angular coordinates that describe the projected positions.
A.2 Bonamente et al. (2006): non-isothermal spherical double-β model
Assuming the non-isothermal spherical double-β model to describe the plasma distribution of the clusters, Bonamente et al. (2006) [8] compiled a sample composed by 38 galaxy clusters ADD in the range of redshift 0.14 < z < 0.89. The function that describes the hot gas density in the MIA using this model is given by [8] :
n e (r) = n e0
where f is the fractional contribution of each portion (0 ≤ f ≤ 1), r c1 and r c2 are the two core radius which describe the shape of the inner and outer portions of the density distribution, respectively. However, observations realized by Chandra and XMMNewton Telescopes suggest that clusters do not have a spherically symmetric density profile, that is, they preferably exhibit elliptic surface brightness maps [21, 50, 19, 33] . Another verification obtained from the XMM-Newton and Chandra telescopes is that the MIA is not isothermal [5] . Thus, a more realistic model to describe the temperature profile of the MIA should be non-isothermal. In general, different gas profiles of the clusters do not affect the glow of the inferred central surface (S X0 ) or the central Sunyaev-Zel'dovich decrement (∆T 0 ), but it gives different values for the core angular radius, θ c (see Figure 1 of Ref. [19] 
where θ c,ell and θ c,circ are the core angles obtained by the means of an isothermal elliptical β-model and an isothermal spherical isothermal β-model, respectively. This is an important detail because as the DDA is ∝ 1/H 0 and ∝ 1/θ c (see Eq.(2.2) and Eq.(3.8) of the Ref. [24] , respectively), different measurements of the core angular radius affect the ADD obtained by using the ESZ/X-ray technique and, consequently, the estimates of H 0 . Therefore, the H 0 obtained by the spherical model is overestimated when compared to the one obtained by the elliptical model.
