Runtime verification (RV) is a pragmatic and scalable, yet rigorous technique, to assess the correctness of complex systems, including cyber-physical systems (CPSs). Modern RV tools also allow to measure the distance of a CPS behavior from a given formal requirement, thus, to quantify the robustness of a CPS with respect to perturbations caused by the physical environment. In this paper, we propose algebraic RV (ARV), a general, semantic framework for correctness and robustness monitoring. ARV implements an abstract monitoring procedure, in which the specification language (STL) can be instantiated with various qualitative and quantitative semantics. This allows us to expose the core aspects of RV, by separating the monitoring algorithm from the concrete choice of the STL and its semantics. We demonstrate the effectiveness of our framework on two examples from the automotive domain.
extends metric temporal logic [36] with predicates over real-valued variables. The monitoring algorithms for STL were first developed in [37] and [38] and implemented in a tool [42] , giving thus STL a practical purpose in the analysis of realistic CPS.
In a CPS context, RV measures the satisfaction robustness of a CPS run with respect to a specification [1] , [5] , [22] . Most measures were associated to STL specifications [1] , [5] , [22] [23] [24] [25] [26] , [29] and to its variants or extensions [3] , [13] . The general approach was to first develop the measure, based on the STL syntax, and then use the measure for monitoring. This resulted in a plethora of measures, assessing space [25] , [29] , time [25] , and averaging [3] robustness, respectively. A discrete-time, weighted, edit-distance measure was proposed in [35] , and a space-robustness measure for signal regular expressions (SREs) in [6] .
The proliferation of measures reflects the needs of various applications, and the limitations of STL-based measure definitions. We propose algebraic RV (ARV), as a general, semantic approach to correctness and robustness monitoring of CPS. ARV simplifies and unifies qualitative and quantitative approaches to the RV of CPS. It exposes the core of the RV problem, and its underlying structure, allowing us to develop an abstract monitoring algorithm, that we instantiate with different specification languages (STLs), as well as qualitative and quantitative semantics. The use of automata, admits semantic, and precise monitoring procedures, that are invariant to different syntactic representations of the same specification. It also enables flexible code generation that can directly translate the abstract monitoring procedure into real-time monitors, implemented in SW, embedded SW, or HW.
ARV starts from a regular specification formalism that admits an effective translation into symbolic automata. It then decorates the symbolic acceptor with weights and associates a semiring to the resulting symbolic weighted automaton (SWA). The weights in the SWA measure the distance at a given point in time between the current trace observation and the constraints induced by the specification. ARV defines the monitoring procedure over the SWA as a dynamic programming algorithm that computes the shortest path induced by an input trace. By instantiating the semiring, it provides various qualitative and quantitative semantics to the monitoring procedure without changing the underlying algorithms. We study the basic properties of our generic ARV framework and evaluate it with two case studies from the automotive domain.
The rest of this paper is organized as follows. In Section II, we discuss related work. In Section III, we introduce the theoretical background for formalizing ARV in Section IV. Section V, evaluates our approach on two examples from the automotive domain, and illustrates the precision of ARV compared to tools that implement syntactic-based robustness degree. In Section VI, we draw conclusions and discuss numerous possibilities for future work.
II. RELATED WORK
The theoretical and practical concerns regarding symbolic automata and transducers are studied in [18] and [49] . Our ARV framework is based on the theory developed for symbolic automata.
An algebraic framework for the basic properties of the weighted automata is investigated in [40] . The shortest distance problem in weighted automata is studied in [39] . It generalizes the Bellman-Ford algorithm [11] to nonidempotent semirings. We are interested in a Hausdorff measure and hence restrict our attention to additively idempotent semirings. In contrast to fixed edge weights, we use SWA with weights which depend on current trace valuation.
Qualitative monitoring for temporal specifications has been a well-studied problem in the RV community. Bauer et al. [10] proposed an automata-based approach to monitoring linear temporal logic (LTL) and its real-time extension TLTL with the three-valued semantics. Another automata-based approach to online monitoring of LTL for Java SW instrumented with AspectJ is presented in [48] . Barringer et al. [7] presented a rule-based SW monitoring framework for LTL and metric LTL. In the context of HW, monitors synthesis from temporal specifications, such as property STL, has been extensively studied in the last years, resulting in tools FoCs [15] and MBAC [12] . Finkbeiner and Kuhtz [31] presented a procedure for synthesizing monitor circuits from LTL, while in [34] we provide a framework to generate HW runtime monitors implementing the qualitative semantics of STL in field programmable gate arrays. Offline monitoring for STL with qualitative semantics was developed in [37] and [38] . In contrast to these works, which aim at developing optimal monitoring procedures for specific settings, our primary focus in this paper is to develop a general framework that unifies RV of qualitative and quantitative semantics.
Quantitative semantics for temporal logics based on the uniform-norm were studied in [25] , [29] , and [44] . Spatial robustness monitoring is implemented in S-TaLiRo [5] and Breach [23] tools. The spatial robustness was complemented with time robustness in [25] and with a combined time-space robustness based on ( , τ )-similarity in [2] . Akazaki and Hasuo [3] extended STL with averaged temporal operators. In contrast to this paper, these approaches consider STL interpreted over continuous time. Continuous and discrete time interpretations of temporal logic specifications are complementary, and the relation between the two was studied in [28] . Determining robustness of hybrid systems using selfvalidated arithmetics is shown in [30] . The weighted Hamming and edit distances between behaviors are proposed in [47] , where Samanta et al. used it to develop procedures for reasoning about the Lipshitz-robustness of Mealy machines and string transducers. D'Angelo et al. [16] proposed an online monitoring procedure, where semantics describe the relation between input and output streams. Bartocci et al. [8] have introduced an algebraic approach to define the robustness for a spatio-temporal extension of STL. Although their framework enables also to plugin different (both multiplicative and additively) idempotent semirings generating different semantics, here we show that the use of additively idempotent semirings requires to take into account important considerations. Furthermore, the implemented monitoring procedure in [8] operates inductively on the structure of the formula, with the consequence to produce different results when we interpret quantitatively formulas that are logically equivalent.
Similarly to this paper, [45] explores different interpretation of TL operators. However, these interpretations are applied directly on the syntax and semantics of the logic, aiming to demonstrate a relation between TL operators and convolution. We mention the work on quantitative languages [14] over infinite words, complementary to ours.
The problem of online robustness monitoring was studied more recently in [20] and [21] . Dokhanchi et al. [21] proposed a predictor-based online monitoring approach, in contrast to our black-box view of monitoring. Deshmukh et al. [20] proposed an interval-based approach of online evaluation that allows estimating the minimum and the maximum robustness with respect to both the observed prefix and unobserved trace suffix. Instead, ARV gives the distance of the trace prefix from the specification at every point in time.
III. BACKGROUND
We first introduce the background needed to develop our ARV algorithm: semirings, metric spaces and distances, STLs, symbolic automata and their weighted extension.
A. Semirings
Semirings are one of the most important algebraic structures, laying the foundation to both continuous and discrete mathematics. They help finding similarities between the two domains, even in places, where these are not at all obvious.
Definition 1 (Semiring): A semiring S is a tuple (S, ⊕, ⊗, e ⊕ , e ⊗ ), where S is a set with two binary operations, addition (⊕) and multiplication (⊗), and two identity elements, e ⊕ and e ⊗ . 1) (S, ⊕, e ⊕ ) is a commutative monoid with identity element e ⊕ . 2) (S, ⊗, e ⊗ ) is a monoid with identity element e ⊗ . 3) ⊗ distributes over ⊕. 4) e ⊕ is an annihilator element for ⊗. We say that a semiring is commutative if the ⊗multiplication operation is commutative. A semiring is said to be additively (multiplicatively) idempotent if for all s ∈ S, we have that s ⊕ s = s (s ⊗ s = s). We say that a semiring is idempotent if it is both additively and multiplicatively idempotent. We say that a semiring is bounded if e ⊗ is an annihilator element for ⊕. We note that a bounded semiring is also additively idempotent [39] .
Example 1: We depict in Table I several examples of semiring structures that we use in this paper. We note that the Boolean, MinMax, and powerset semirings are both commutative and idempotent. The tropical semiring is commutative and additively idempotent. All four semirings are bounded. Probability semiring is neither multiplicatively not additively idempotent. Note that we use a nonstandard definition of the Boolean and MinMax semirings, in which ⊕ corresponds to ∧ and min, while ⊗ corresponds to ∨ and max.
In this paper, we restrict our study to additively idempotent semirings. In addition, we are motivated by CPS applications in which behaviors are sequences of real values. As a consequence, we consider semirings that are defined over sets that can be embedded in the set of reals. In particular, we focus on the Boolean, MinMax, and tropical semirings from Table I in the remainder of this paper.
Definition 2 (Natural Order on S): Let (S, ⊕, ⊗, e ⊕ , e ⊗ ) be an additively idempotent semiring. We define the natural order on S as the relation
Lemma 1 [39] : Let (S, ⊕, ⊗, e ⊕ , e ⊗ ) be an additively idempotent semiring. The natural order on S defines a partial order.
We now define the monotonicity of semirings, an important property that will allow us factoring and simplifying RV operations.
Definition 3 (Negative and Monotonic Semirings): Let (S, ⊕, ⊗, e ⊕ , e ⊗ ) be a semiring. We say that S is negative if e ⊗ e ⊕ . We say that S is monotonic if for all a, b, c ∈ S.
Lemma 2 [39] : Let S be an additively idempotent semiring (S, ⊕, ⊗, e ⊕ , e ⊗ ) equipped with the natural order on S. Then S is both negative and monotonic.
Lemma 3: Let S = (S, ⊕, ⊗, e ⊕ , e ⊗ ) be an additively idempotent, negative, and monotonic semiring. Then, for all a ∈ S, e ⊗ a e ⊕ .
Proof: Consider an arbitrary a ∈ S. By Definition 3 and assumption that S is negative, we have that e ⊗ e ⊕ . By Definition 3 and assumption that S is monotonic, we have that e ⊗ ⊗a e ⊕ ⊗a and e ⊗ ⊕a e ⊕ ⊕a. By Definition 1, e ⊗ a and a e ⊕ , which concludes the proof.
B. Metric Spaces and Distances
A metric space is a set M possessing a distance among its elements. The distance d(m 1 , m 2 ) between two elements m 1 , m 2 ∈ M is a positive real value in R + .
Definition 4 (Metric Space and Distance): Given a set S,
Since we reason about real-valued behaviors and the distances between them, we are interested in semirings defined over (subsets of) reals, see Example 1. Given m ∈ M and M ⊆ M, we can lift the above definition to reason about the distance 1 between an element m of M and the subset M of M to define a Hausdorff-like measure. In this extension, we extend the set of reals with the infinity ∞ element. We use the ⊕-addition to combine individual distances between m and the elements in M and fix e ⊗ to 0. We also need a special value when we compare m to an empty set and define d(m,
We define the robustness degree ρ(m, M) of m with respect to the set M as
C. Traces and Specification Languages
Let X denote a set of variables defined over a domain D. We denote by v : X → D the valuation function that maps a variable in X to a value in D. We denote by τ = v 1 , . . . , v n a trace over X and by T (X) the set of all traces over X.
A specification ϕ over a set of variables X, regardless of the formalism used, defines a language L(ϕ) ⊆ T (X) that partitions the set of all traces over X.
Definition 5 (Trace-Specification Distance): Let v and v be two valuations over D |X| , τ , and τ two traces over X of size m and n and ϕ a specification over X. We then have
In this paper, we consider STLs defined over discrete time and real-valued variables that are regular. Examples of STLs that fall into this category are STL and SRE, both interpreted over discrete time. 2 Due to the page limit, we recall only the syntax of STL and SRE at this point.
We consider STL with both past and future operators interpreted over digital signals of final length. We assume that D is a metric space equipped with a distance d. The syntax of a STL formula ϕ over X is defined by the grammar
The other standard (Boolean and temporal) operators are derived from the basic 1 Since d(m, M) is comparing an element to a set, strictly speaking it is not a distance. 2 STL and TRE interpreted over discrete time are not more expressive than LTL and regular expressions (REs) augmented with predicates over real variables.
ones. For instance, eventually I ϕ is defined as U I ϕ, while always I ϕ corresponds to ¬ I ¬ϕ.
The syntax of an SRE formula ϕ over X is defined by the grammar
Although we interpret SRE over discrete time, we interpret its operators following the style of continuous time TRE. As a consequence, a signal segment that matches a predicate, such as x ≤ 5 means that it matches it for a strictly positive duration. The time duration operator ϕ I is matched by a segment if it has a duration in I. STL and SRE semantics are given in [6] and [37] .
Example 2: Consider the requirement "There must be a point in time within the trace where 1) x is smaller or equal than 3 and 2) both x is smaller or equal than 5 and y is greater or equal than 6 for the duration of at least two time steps." We formalize the above requirement as the STL specification
D. Symbolic and Symbolic Weighted Automata
In this section, we first recall the definition of symbolic automata as the automata with transitions labeled by predicates over rich alphabet theories (a fragment of linear arithmetic over reals in this paper) and then define their weighted extension.
We start by defining a predicate. Let D = R be the domain of reals and X the set of variables defined over D. We now define predicates over variables in X.
Definition 6 (Predicate): We define the syntax of a predicate ψ over X with the following grammar:
We denote by (X) the set of all predicates over X. We say that a valuation v models the predicate ψ, denoted by v |= ψ, iff ψ evaluates to true under v.
We note that x k plays the role of basic propositions. In our framework, the predicates come from specifications, hence we allow predicates in arbitrary form. In order to define the subsequent RV algorithms, we need to transform arbitrary predicates into (minimal) disjunctive normal form (DNF).
Definition 7 (Predicate in DNF): A predicate in DNF is generated by the grammar
where ∈ {<, ≤}, x ∈ X, and k ∈ D. The predicate has the structure
where h is the number of clauses, each clause i is a conjunction of m(i) literals and each literal can be either a basic proposition, its negation, true or false.
We lift the definition of a distance between two valuations to the distance between a valuation and a predicate by ⊕summing the distances between the valuation and the set of valuations defined by a predicate.
Definition 9 (Valuation-Predicate Distance): Given a valuation v ∈ D |X| and a predicate ψ ∈ (X), we have that
This completes our definitions for computing the distance between an observation and a specification at a single point in time. We now concentrate on the dynamic (temporal) aspect of the specification. We first define symbolic and symbolic weighted automata.
Definition 10 (Symbolic and Symbolic Weighted Automata): A symbolic automaton (SA) A is the tuple W = (X, Q, I, F, ), where X is a finite set of variables defined over a domain D, Q is a finite set of locations, I ⊆ Q is the set of initial states, F ⊆ Q is the set of final states, and
In the following, we assume that the weights are elements of the semiring (S, ⊕, ⊗, e ⊕ , e ⊗ ). We use ⊗ to compute the weight of a path by ⊗-multiplying the weights of the transitions taken along that path. We use ⊕ to ⊕-sum the path weights induced by an input trace. We now formalize the above notions.
A path π in A is a finite alternating sequence of locations and transitions π = q 0 , δ 1 , q 1 , . . . , q n−1 , δ n , q n such that q 0 ∈ I and for all 1
We denote by (τ ) = {π | π ∈ F and τ induces π in A} the set of all accepting paths in A induced by trace τ .
Definition 11 (Path and Trace Value): The path value μ(τ, π) of a path π induced in A by a trace τ is defined as:
IV. ALGEBRAIC MONITORS FOR CORRECTNESS AND ROBUSTNESS
In this section, we develop ARV, a novel procedure for abstract computation of the robustness degree of a discrete signal with respect to a specification ϕ. The proposed methods consists of several steps, illustrated in Fig. 1 . We first translate the specification ϕ into an SA A ϕ that accepts the same language as the specification. The automaton A ϕ treats timing constraints from the formula in an enumerative fashion, but keeps symbolic guards on data variables. We then decorate A ϕ with weights on transitions as explained in Section IV-A, thus obtaining the SWA W ϕ . We propose an abstract algorithm for computing the distance between a trace τ and a specification ϕ by reducing it to the problem of finding the shortest path in W ϕ induced by τ . Computing the robustness degree between the trace τ and the specification ϕ follows from combining the computed distance from the specification ϕ and its negation ¬ϕ.
A. From Specification to SWA
We assume in this paper an effective translation T of a regular STL ϕ to symbolic automata A ϕ that accepts the language of ϕ, i.e., L(ϕ) = L(A ϕ ). For STL and SRE defined over discrete time, such translation is a moderate adaptation of standard methods that translate LTL or RE to automata, including on-the-fly tableau construction [32] and temporal testers [43] . For the sake of saving space, we do not elaborate further on the well-known translations from specifications to automata. During the translation, we decorate the transitions in the SA with weight functions that measure the distance between observed valuations and the predicate ψ associated to the transition, i.e., we instantiate the weight function λ to
Example 4: We illustrate this step on specifications ϕ 1 and ϕ 2 from Example 2: [1, 1] ) · . In Fig. 2 we depict the SWA for languages of ϕ 1 and ϕ 2 . The ∧-minimal predicates are shown in the boxes above the transitions.
B. Valuation-Predicate Distance Computation
We propose an effective procedure for computing the distance between a valuation v and a predicate ψ. The procedure is shown in Algorithm 1 and works as follows. The input to the procedure is a valuation v and a predicate ψ in DNF. The computation of the distance between v and ψ is done inductively in the structure of ψ. In the base case when ψ is an atomic if (v(x) |= ψ) then return e ⊗ 5:
predicate, the distance between v and ψ is e ⊗ if v satisfies ψ, and it is equal to d(v(x), k) otherwise. We compute logic operations ∨ and ∧ by interpreting them as ⊕-addition and ⊗-multiplication.
The procedure presented in Algorithm 1 indeed computes the distance from Definition 9 for 1) idempotent semirings and 2) additively idempotent semirings with the predicate given in ∧-minimal DNF. The transformation of arbitrary predicates to DNF is standard, while we present the ∧-minimization of a predicate in DNF in Algorithm 2. In the following example, we give intuition why predicates must be in ∧-minimal DNF if the semiring is only ⊕-idempotent.
Example 5: Consider the term x ≤ 3 ∧ x ≤ 5 from the transition δ 1 in Fig. 2 that defines the set of valuations {v(x) | v(x) ≤ 3}, its semantically equivalent ∧-minimal representation x ≤ 3 and the valuation v(x) = 6. It is clear that
Let us consider the tropical semiring and the computation of vpd. We illustrate the need for the ∧-minimal predicate in Fig. 3 
Due to the nonminimality of the term and the additive nature of +, we incorrectly accumulate the distance from v(x) to the atomic predicate x ≤ 5.
The following theorem states that the procedure vpd(v, ψ) described in Algorithm 1 correctly computes the the distance d(v, ψ) between an observation v and a predicate ψ for idempotent (Boolean, MinMax) semirings. In the case of semirings that are only additively idempotent, such as the tropical semiring, the predicate must be in addition translated with the application of Algorithm 2 to the ∧-minimal form. We use this theorem to show that we properly generate weights on the transitions of the SA. 
Proof (Sketch): The proof is inductive in the structure of the predicate. We first prove the theorem for an arbitrary term ψ c and then prove it for general DNF predicate ψ. The proof of the base case follows directly from the definitions of the distance and Algorithm 1. The proof for a term ψ c is more intricate when ψ c contains two literals of the form x ≤ c 1 and x ≤ c 2 . In case that ⊗ is idempotent, such a term does not pose the problem. However, when ⊗ is not idempotent, we need to assume that ψ c is ∧-minimal which ensures that ψ c does not contain both x ≤ c 1 and x ≤ c 2 . The proof for the disjunction of terms is straightforward from the definitions, due to the assumption that ⊕ is idempotent.
C. Trace Value Computation
In this section, we present a dynamic programming procedure (see Algorithm 3) for computing the value of a trace τ = v 1 , . . . , v n in an SWA W. We assume that the weights are defined over a semiring S. The algorithm first assigns to every state q the initial cost, depending whether q is initial or not. At every step i ∈ [1, n] and for every state q of W, the procedure computes the cost of reaching q with the i-prefix of τ . The procedure uses the ⊗-multiplication to aggregate the valuation-predicate distances collected along every path π induced by τ and thus compute the path weight and the ⊕-addition to combine the weights of all the accepting paths induced by τ .
We now state that Algorithm 3 correctly computes the value of τ in W, which corresponds to the distance d(τ, ϕ). Then we build the monitor that measures the robustness degree between the trace τ and a specification ϕ by computing the value of τ in W ϕ and W ¬ϕ . This procedure is summarized in Algorithm 4 that trivially implements the robustness measure ρ. We show that our abstract computation of ρ is sound and complete.
The following theorem states the main result of this paper-Algorithm 4 correctly computes the distance between a specification ϕ and a trace τ . We note that the theorem works for any W that has the same language as ϕ. In particular, the theorem implies that val is invariant to different syntactic, semantically equivalent, representations of the specification, and of the associated automaton.
Theorem 2: Given a specification ϕ, the automaton A ϕ such that L(ϕ) = L(A ϕ ), its associated SWA W ϕ defined over a semiring S and a trace τ , we have that val(τ, W ϕ ) = α(τ, W ϕ ) = d(τ, ϕ).
Algorithm 3 val(τ, W)
1: for all q ∈ Q do 2: c(q, 0) ← (q ∈ I) ? e ⊗ : e ⊕ 3: end for 4: for i = 1 to n do 5: c(q, i) ← ⊕ (s,ψ,q)∈ (c(s, i − 1) ⊗ vpd(v i , ψ)) 6: end for 7: return ⊕ q∈F c(q, n) Algorithm 4 rob(τ, ϕ) 6: return v 2 7: else return −v 1 8: end if Proof: The proof follows from the monotonicity of the natural order in additively idempotent semirings. This property allow us to merge the values of all paths π induced by a prefix of size n of the trace τ , and ending in a location q into a single representative value that we represent as the cost c(q, n) of the location at time n and that is used to compute the value of all the extensions. (we recall that for all a, b, c ∈ S, if a b, then a ⊗ c b ⊗ c). Following the definition of the trace value, the cost c(q, n + 1) of q at time n + 1 is then the ⊕-summation of the individual effects of taking all possible transitions (s, ψ, q) from s to q with the new valuation v n+1 (the cost c(s, n) ⊗-multiplied by the predicate-value distance vpd(v n+1 , ψ)).
Theorem 3 establishes the relation between the (quantitative) robustness degree measurement and the (qualitative) satisfaction relation. The theorem states that the sign of ρ(τ, ϕ) determines the satisfaction status of the formula. It also states that if τ satisfies ϕ, then any other trace τ whose distance from τ is smaller than the robustness of τ from ϕ also satisfies ϕ.
Theorem 3: Given traces τ and τ , a specification ϕ and distances d(τ, τ ), d(τ, ¬ϕ) defined over a bounded semiring S
Proof: The proof for the first two implications is trivial from the definitions of ρ(τ, ϕ) and d(τ, ϕ). We prove the third implication by contradiction. Assume that τ |= ϕ, d(τ, τ ) < ρ(τ, ϕ) and τ |= ϕ. Since by assumption τ |= ϕ, we have that ρ(τ, ϕ) = d(τ , ¬ϕ). Then, by definition of the distance, we have that d(τ , ¬ϕ) = e ⊗ . By the additive idempotence of S and the definition of d(τ , ¬ϕ), there exists τ |= ¬ϕ such that d(τ , τ ) = e ⊗ , hence τ = τ . However, in that case we reach a contradiction with d(τ, τ ) = d(τ, ¬ϕ).
We first observe that if ρ(τ, ϕ) = 0, then we do not know (only from that number) whether τ satisfies ϕ. We illustrate this observation with the formula x > 0 and the trace τ = 0 of size one. It is clear that τ |= ϕ but the actual distance between the element in {v | v > 0} that is the closest to 0 and 0 is infinitesimally close to 0. In order to have both directions of the implications in the soundness proof and to guarantee that the robustness degree is never equal to 0, we would need to introduce nonstandard reals. Note that even with the current setting, we can easily say whether τ |= ϕ, even when ρ(τ, ϕ) = 0. Second, we do not need to explicitly compute the complement automaton W ¬ϕ if W ϕ is deterministic.
In that case, it is sufficient to apply a slight modification of Algorithm 3 on W ϕ only. The modification consists in reporting either the minimum value of an accepting or the minimum value of a nonaccepting location, depending on whether the trace satisfies ϕ.
D. Instantiating Monitors
In Sections IV-B and IV-C, we presented an abstract monitoring procedure that measures a robustness degree of a trace τ with respect to a specification ϕ. We give concrete semantics to these monitors by instantiating the semiring and the distance function. Here, we consider three instantiations of the procedure.
1) Boolean semiring with d(a, b) = 1 if a = b and 0 otherwise. 2) Minmax semiring with d(a, b) = |a − b|.
3) Tropical semiring with d(a, b) = |a − b|. The instantiation 1 gives the monitors classical qualitative semantics, where the distance of τ from ϕ is 0 if τ is in the language of ϕ and 1 otherwise. The instantiation 2 gives the computation of the robustness degree based on the infinity norm, similarly as defined (see Section V-C) in [29] . The instantiation 3 gives the computation of the robustness degree based on the Hamming distance lifted to the sets.
Example 6: We illustrate our monitoring procedure instantiated to different semantics in Table II . We choose the trace τ = (4, 2) · (5, 3) · (2, 5) · (3, 5) that violates the specifications ϕ 1 and ϕ 2 from Example 2. We instantiate Algorithm 3 to the specific semirings and apply each instantiation to the τ and W from Fig. 2 . We mark in bold the accepting state and the trace value.
We note that by Theorem 2, our computation of robustness is precise with respect to the semantics of the specification regardless of the instantiated semiring. This is in contrast to the syntactic approaches to robustness [25] , [29] that under-approximate the robustness value. In case we instantiate MinMax semiring in ARV, we do not demonstrate imprecision shown in Examples 17, 18 from [29] . The comparison results from Section V-A confirm this observation.
E. Implementing Monitors
The ARV framework that we develop in this paper admits an effective and straightforward implementation of both offline and real-time monitors. Algorithms 3 and 4 describe the offline monitoring procedure in which we assume the availability of the entire input trace τ . We use this assumption solely to simplify the presentation. This monitoring procedure is directly extended to its online variant by processing new inputs as they arrive and by updating the costs of the automaton locations in an on-the-fly fashion.
The size of the automaton W obtained from a specification ϕ is in O(2 b|ϕ| ), where b is the largest constant appearing in timed modalities [a, b] of ϕ [4] . We note that this is the worst case upper bound. We conjecture that the discrete time adaptation of more recent translations from real-time temporal logics to timed automata [27] , [41] yields automata with size that is exponential in the ratio between the lower bound a and the upper bound b. This significantly reduced the size of automata for many classes of specifications. For example, the automaton associated to [0,b] p has the size in O(b). On the other hand, translating a punctual formula, such as [b,b] p without any assumption on the variability of p results indeed into an automaton that reaches the worst case size in O(2 b ).
By definition of Algorithm 3, it is clear that the number of operations required to compute the trace value at every time step is linear in 1) the size of the automaton; 2) the maximum number of incoming transitions that any location in the automaton can have; and 3) the maximum size of the predicates appearing in the transitions of the automaton. More specifically, the number of operations at every time step remains constant with the length of the observed prefix. This results in a predictable monitoring procedure with real-time guarantees that is well-suited for an online implementation.
Algorithm 3 needs to store at every point in time 2n real values, where n denotes the number of locations in the automaton-the current and the previous cost for each location. In our theoretical setting, both inputs and costs range over reals. In any practical implementation, the observation of the monitored CPS during its operation is limited by the resolution of the measurement device, which typically quantizes the observed values into a finite set of integer values [0, k]. We assume that we use the binary representation of integers. It follows that every value stored in a monitor instantiated with the Boolean or the MinMax semiring is bounded by k and can be represented by log k bits. As a consequence, Algorithm 3 instantiated with qualitative or infinity-based norm quantitative semantics has memory requirements that are constant in the size of the input trace, another important property for the implementation of real-time monitors.
In the case of monitors instantiated with the tropical semiring, the situation is slightly more involved, since costs are accumulated over time. It follows that for such monitors, the memory requirements grows logaritmically with the length of the input trace. A real-time implementation of such monitors can address this logarithmic growth by using a large enough number of bits for integers that will guarantee correctness for sufficiently long input traces.
V. EXAMPLES
We implemented our approach (ARV) in a prototype tool in Java. We used an adaptation of the temporal testers approach [43] to translate STL specifications into symbolic automata. In order to determine satisfiability of SWA transition constraints, we used the Z3 solver [19] . We provide a preliminary evaluation of our framework as a proof of concept on two examples from the automotive domain: 1) the autonomous vehicle (AV) control stack model [46] and 2) the automatic transmission system model [33] . We also demonstrate on a concrete example the precision of ARV compared to relevant syntax-based tools developed by the RV community.
A. Autonomous Vehicle Control Stack
The first benchmark is a model of an AV control stack, which is used to solve the trajectory planning problem. The stack consists of three layers, starting from the top: 1) behavioral planner (BP); trajectory planner (TP); and 3) trajectory tracker (TT). The BP provides the coarse-grain trajectory waypoints for the AV, and supplies them to the underlying TP which calculates fine grain trajectory points, using cubic spline trajectory generation. The lowest layer is the TT which actuates the AV based on the trajectory points in order to steer it toward the requested path.
The benchmark supports three distinct layouts: 1) a room with obstacles; 2) a curved road; and 3) a roundabout. The obstacles and undesired areas are determined by assigning the specific cost. The AVs can simulate four scenarios: parallel driving, paths crossing without collision and collision avoidance by either the first or the second vehicle. We ran the scenario of AVs performing parallel driving on roundabout layout and we obtained the traces for the speed v x and Robustness
acceleration a x . We specified two requirements, which model normal operation (with respect to acceleration) and traffic rules (speed limit).
In Fig. 4 , we demonstrate various robustness degrees for the following requirement: "The ego vehicle travels at a velocity less than or equal to the speed limit." We formalize the requirement in STL: ϕ 1 = (v ego ≤ v limit ). In Fig. 5 , we monitor the requirement: "If the AV started to accelerate, then it will not start decelerating in the very near future." We formalize the requirement in STL: ϕ 2 = ((a x ≥ θ) → (0, ] ¬(a x ≤ 0)). We select θ = 5 and = 3. For the clarity of Fig. 4 , values are scaled.
B. Automatic Transmission System
We first consider the automatic transmission deterministic model [33] as our system-under-test. It is a model of a transmission controller that exhibits both continuous and discrete behavior. The system has two inputs-the throttle u t and the break u b . The break allows the user to model variable load on the engine. The system has two continuous-time variablesspeed of the engine ω (RPM), speed of the vehicle v (mph) and active gear g i .
The system is initialized with zero vehicle and engine speed. It follows that the output trajectories depend only on the input signals u t and u b , which can take any value between 0 and 100 at any point in time. The Simulink model contains 69 blocks including 2 integrators, 3 look-up tables, 2 2-D lookup tables and a Stateflow chart with 2 concurrently executing finite state machines with 4 and 3 states, respectively. The benchmark [33] defines eight STL formalized requirements that the system must satisfy.
We select the following requirement: "The engine and the vehicle speed never reach ω max and v max ." We use STL to formalize this requirement as follows:
We translate ϕ 3 into am SWA and instantiate it with three semirings-Boolean, MinMax, and Tropical, thus obtaining monitors for qualitative, ∞-norm and Hamming distancebased quantitative semantics. We note that the qualitative semantics yields the binary verdicts. In contrast, the quantitative semantics based on the ∞-norm is obtained by instantiating MinMax idempotent semiring. Therefore, the robustness degree based of this semantics relies on maximum pointwise distance, without accumulating it over time. For this reason we find it useful for performing worst-case analysis. Finally, the quantitative semantics based on Tropical semiring accumulates the pointwise distances over the entire trace due to nonidempotent ⊗ (addition). Thus, the robustness degree in each time instance depends on the robustness of the entire trace prefix, ensuring that no information on robustness is lost over time.
We can finally observe that all the quantitative semantics are consistent with qualitative semantics, as stated in Theorem 3. This is observable in Fig. 6 , before time reaches 200.
C. Comparison With S-TaLiRo and Breach
We now compare our approach to the widely used S-TaLiRo [5] and Breach [23] tools. Both S-TaLiRo and Breach implement robustness monitoring algorithms, measured using infinity norm. The algorithms implemented in these tools work inductively on the structure of the formula without passing via automata. We note that in contrast to our setting, these two tools work with continuous time. In order to enable the comparison, we instantiate our monitors to the MinMax semiring and we simulate the AV control stack model with fixed sampling, thus ensuring that the discrete versus continuous discrepancy does not affect the results.
We first observe that S-TaLiRo and Breach use a different notion of robustness from ARV: the robustness is defined inductively in both time and the structure of the specification, and assigns a robustness degree at every point in time to each subformula. In contrast, we adopt a more global and semantic definition in which robustness is the distance between the observed trace and the boundary of the set of traces that satisfy/violate the specification.
In contrast to ARV, S-TaLiRo, and Breach support a fixed STL with specific quantitative semantics. For instance, adding support for RE is not a trivial task. It requires developing new inductive robustness definition for regular expression operators [6] . In contrast, adding RE to ARV only requires an effective procedure that translates the expressions to symbolic automata. In addition, ARV allows pluggingin accumulative semantics without changing the underlying algorithms. We do not see an easy way to adapt the existing algorithms in S-TaLiRo and Breach to accommodate for accumulative quantitative semantics.
We now compare the robustness values obtained by S-TaLiRo, Breach, and ARV for semantically equivalent specifications as well as for specifications that are contradictions. In ψ 1 and ψ 2 from Table III we test the sensitivity of the robustness degree algorithm with respect to the minimal set representation. The formula ψ 1 defines the acceptable range [−30, 30] of values for a, while ψ 2 is a semantically equivalent formula that represents the same set as a disjoint union [−30, 0) ∪ [0, 30]. Similarly, ψ 3 and ψ 4 represent two semantically equivalent temporal formulas. Finally, both ψ 5 and ψ 6 represent formulas that are unsatisfiable.
We can observe that our approach produces results that are invariant to the syntactic representation of the formula. In particular, our monitoring algorithm is able to detect unsatisfiable formulas. In contrast, neither S-TaLiRo nor Breach can detect unsatisfiable specifications. We can also observe that in some cases, these two tools are also sensitive to the syntactic representation of the specification. This is visible in the computation of the robustness for ψ 1 and ψ 2 , where S-TaLiRo computes the inconclusive result 0 for a specification that is satisfied by the trace, while Breach correctly finds that the formula is satisfied, but assigns it a very low robustness degree. These results directly follow from the different ways to define robust semantics in the two approaches.
The flexibility of our approach comes at a price. In contrast to S-TaLiRo and Breach that admit monitoring procedures that are linear in length of the input trace and exponential in the size of the formula [24] , ARV requires translating specifications to symbolic automata, and in case of STL it results in a monitoring algorithm that is linear in the length of the trace and exponential in the size of the specification, but also in the largest constant appearing in the formula.
VI. CONCLUSION
We presented ARV, a generic algebraic approach to monitor correctness and robustness of CPS applications. We demonstrated the flexibility of ARV with respect to STLs and semantics. We showed that ARV, which relies on the use of automata, enables a precise robustness measurement of a trace with respect to a specification. The definition of the abstract RV algorithm over the automaton structure facilitates code generation of real-time monitors for various platforms, including SW and field-programmable gate array (FPGAs).
We believe that our approach may open many new research and development avenues. Currently we have an enumerative approach to real-time. We will investigate the effect of symbolic representation of time to our automata-based approach.
We have seen that the precision of our semantic approach comes at a price-an exponential blow up in the size of the specification, but also in the largest constant appearing in the formula. In this paper, we sketched the worst-case complexity of our translation. We believe that for many interesting and relevant specifications the effective translation will yield monitors that are much smaller than the worst case. This requires further theoretical and experimental investigations. On the theoretical side, we will study the tight bounds for an optimal translation from STL to symbolic automata with enumerative time. On the experimental side, we will optimize our prototype implementation. To achieve this goal, we will explore different optimization strategies, including the use of the algorithms implemented in the symbolic automata library, 3 such as its minimization procedure [17] . We will integrate our robustness monitoring approach to the existing falsification testing frameworks and quantify the improvements due to the preciseness of our algorithms. We will implement several code generators (interpreted Java, Simulink S-functions, embedded C, FPGA, etc.) and investigate the reuse of specifications and monitors across stages in the development cycle.
In this paper, we restricted ourselves to Hausdorff-like measures, and additive idempotent semirings. We would like to study in the future, the extension of our framework to nonidempotent ⊕-addition, and its application to RV: e.g., to a probabilistic semiring. We would also like to investigate if we can use our approach to support other types of semantics. We will study whether we can generalize ARV to enable measuring weighted edit distance measure between a trace and a specification as proposed in [35] .
