Abstract Influence Maximization (IM) deals with finding influential users for viral marketing in social networks, whereas Reverse Influence Maximization (RIM), a new research direction in the influence-maximization domain, deals with seeding cost, also known as opportunity cost. The IM estimates a small seed set in such a way that by targeting those seed nodes, the influence is maximized in the network. Generally, the seed nodes are assumed to be activated initially in the IM problem. However, we argue that seed nodes need to be influenced by some of their in-neighbor nodes in a similar way how an activated node influences its out-neighbors to be activated. The RIM problem finds the seeding cost, which is defined by the minimum number of nodes that must be activated in order to activate all the seed nodes. In this paper, we propose an Active Reverse Path-based Reverse Influence Maximization (ARP-RIM) model to find the minimum seeding cost. Our model is based on the voting model and the classic Independent Cascade model. We simulate our model with three real datasets of three popular social networks. The experimental result shows that the ARP-RIM model outperforms existing RIM models.
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Introduction
Social Networks not only gain a potential research interest in recent years but also become an attractive medium in business applications (e.g. viral marketing) due to their increasing popularity and proliferation. In viral marketing, identifying influential users in the network is essential and the influence is defused in the social network from user to user in word-of-mouth [1] effect. The Influence Maximization (IM) problem calculates such a small set of influential seed users that maximizes the spread of influence in the network [1] .
In IM, the seed nodes are assumed to be activated initially and then the activated nodes try to activate their inactive out-neighbors to take some decision (e.g. purchase any product or service). However, most of the studies do not analyze the cost of activating the seed users. Thereafter, Talukder et al. [2] , [3] introduce and extend the novel Reverse Influence Maximization (RIM) problem which estimates the optimized opportunity cost [4] or seeding cost. However, their method fails to handle major RIM challenges which include handling basic network structures (BNC), stopping criterion, and insufficient influence.
Thus, in this paper, we propose an Active Reverse Path-based RIM (ARP-RIM) model which is based on Independent Cascade (IC) model [1] , Voting model [5] and Greedy approach. The proposed model handles the challenges of the RIM problem in a better way as compared to the existing models. We evaluate the performance of the proposed model using the datasets of three real networks and the results show that the model outperforms existing algorithms.
The organization of the rest of the paper is as follows: Section II describes literature overview.
Section III and IV state problem formulation and the ARP-RIM model, respectively. Performance analysis is stated in Section V. Finally, Section VI presents conclusion and future scope.
Literature Review
The seminal work in influence maximization is conducted by Kempe et al. [1] who formulate two classical models named Linear Threshold (LT) and Independent Cascade (IC) models to maximize influence in social networks. They show both the LT and IC-based IM problems to be NP-Hard and they employ the sub-modularity technique to solve the optimization problem.
Leskovec et al. [6] propose the Cost Effective Lazy Forward (CELF) model, an approximation model that uses the heuristic technique for outbreak detection. A simple path-based model is proposed by Goyal et al. [7] and the model shows better performance than many existing models in terms of seed quality, memory utilization, and running time. Chen et al. [8] introduce a heuristic model in which nodes with the higher degrees are chosen first as seed nodes. The model enhances the accuracy of the classical models [1] and the running time of the CELF model [6] simultaneously.
Barbieri et al. [9] propose Topic-aware IC model (TIC) and Topic-aware LT model (TLT) which have high accuracy in influence calculation. Kim et al. [10] formulate a time-critical influence model and their IC-based model gives good quality seeds and outperforms baseline greedy models.
However, none of the previous studies addresses the problem of optimizing the opportunity cost or seeding cost which is the cost of activating seed nodes given by the minimum number of nodes that must be motivated in order to activate a given set of target nodes. Generally, all of the IM models assume that the seed nodes are initially activated whereas some authors propose free sample product for seed activation [11] , [12] . Thereafter, a Reverse Influence Maximization (RIM) model is proposed to compute the opportunity cost or seeding cost [2] . The authors argue that the seed users must be activated by some other influential users they follow, likewise the IM process. Further, they mention several RIM challenges such as stopping criteria, handling three Basic Network Structures (BNC), and insufficient influence. The IM problem finds a small set  of  seed nodes that maximizes the influence, , in the network and the influence is given by the number of nodes that are activated by the seed users when the seed nodes are set initially activated [1] . The seed set of the IM problem is considered to be the target set in the RIM problem [2] . The RIM problem estimates the seeding cost, , which is defined by the minimum number of nodes that must be motivated in order to activate the target nodes. We find Active Reverse Path (ARP) for all the reverse paths by using IC model [1] applied in reverse order. Every inactive node on the reverse path is given a single chance to be activated by its activated neighbors, with a biased coin toss with a probability. If the toss results in head, the node is activated, and node remains inactive otherwise. The probability, , may be a constant value [1] , [13] , chosen randomly from a range  or can be calculated by Weighted Cascade Model [1] , [13] , [14] , e.g.       , where   is the degree of . However, we employ the Tri-valency Model [13] , [14] , [15] , which suggests  to have a value randomly chosen from a set, e.g. .
Now, we compute the cost set of each ARP,    ,
given by the size of the path, in turn, which is measured by the number of nodes that it connects as shown in the Eq. (1).
In the next step, we compute the seeding cost set of each node   ∈  i n (see Fig. 2 ) by combining the seeding cost sets of all the active reverse paths starting at   and is given by:
Algorithm 1: ARP-RIM Model
Input: ,  Output: 
1.
  ∅  ∅Pr  
2.
for each ∈  i n do 3.
InsertQ u

4.
  ∪u
5.
while  ≠∅ do 6.
DeleteQ u
7.
if  is activated by at least one ∈  in with probability ∈Pr then 8.
InsertQ w
9.
end if
10.
  ∪w
11.
end while
12.
end for
13.
  ∅
14.
for  to ⌊      i n ⌋  do
15.
  argmin  ∈   in ∪u  v
16.
  ∪u 
We compute marginal seeding cost of a target node, , by combining all the marginal seeding costs, , ∈  , and is given by:
We apply the greedy approach to choose the nodes instead of subset problem and this improves the running time by reducing the exponential time problem to a linear time problem. 
C. Seeding Cost of the Target Set
The seeding cost set, , is computed by combining the marginal seeding cost sets of all ∈ and is given by:
The final seeding cost, , of the target set  is given by: 
20.
for each ∈ do 21.
  ∪
22.
23.
  
24.
return 
Performance Evaluation
We evaluate the performance of the proposed ARP-RIM model using real datasets of three popular networks: ego-Facebook, ego-Twitter, and web-Google as shown in Table 1 
Conclusion
In this paper, we introduce an Active Reverse 
