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This thesis focuses on the protein structure prediction problem, one of the most important prob-
lems tackled by bioinformatics and molecular biology. The basic problem consists of predicting
the three-dimensional structure of a protein from its amino-acid sequence. Specifically, in this
work a parallel multiobjective ab-initio approach at an atomic conformation level for protein
structure prediction is proposed.
The proposed model incorporated several existing software tools combined with others developed
by us. Experiments were carried out over a set of different proteins (1ROP, 1PLW, 1UTG, 1CRT
and 1ZDD) to validate the model obtaining very promising results. The most important features
of the experimental framework are: i) A trigonometric representation was chosen to represent
and compute the backbone and side-chain torsion angles of a protein; ii) The Chemistry at
HARvard Macromolecular Mechanics (CHARMm) function was used in order to evaluate the
structure of protein conformations; iii) The multi-objective genetic algorithm (NSGA-II) was
used to evolve protein conformations directed by an atom-interaction scoring function; iv) An
island model of the evolutionary algorithm was developed to speed up the process and to improve
the effectiveness of the algorithm.
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Abstract
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by David Camilo Becerra Romero
La tesis se enfoca en el problema de la prediccio´n de estructuras de prote´ınas, uno de los
problemas ma´s importantes abordados por la bionforma´tica y la biolog´ıa molecular. El problema
ba´sico consiste en la prediccio´n de la estructura tridimensional de una prote´ına dada su secuencia
de amino-a´cidos. De forma particular, en e´ste trabajo se presenta una aproximacio´n ab-initio,
multi-objetivo y paralela para la prediccio´n de estructuras de prote´ınas a un nivel ato´mico.
El modelo propuesto incorporo´ diferentes herramientas de software combinadas con otras her-
ramientas desarrolladas por nosotros. Algunos experimentos se llevaron a cabo sobre un conjunto
de cinco diferentes prote´ınas (1ROP, 1PLW, 1UTG, 1CRT y 1ZDD) para validar el modelo, obte-
niendo resultados prometedores. Las caracter´ısticas ma´s importantes del marco experimental
son: i) Se escogio´ una representacio´n trigonome´trica para representar y computar los a´ngulos
de torsio´n del backbone y la cadena lateral de una prote´ına; ii) La funcio´n de potenciales de
energ´ıa The Chemistry at HARvard Macromolecular Mechanics (CHARMm) es utilizada para
evaluar en te´rminos energe´ticos la estructura de las conformaciones de prote´ınas; iii) El algo-
ritmo gene´tico multi-objetivo (NSGA-II) es utilizado para evolucionar las conformaciones de
prote´ınas dirigidas por una funcio´n de puntajes de interacciones ato´micas; iv) Un modelo de
islas del algoritmo evolutivo fue desarrollado para acelerar el proceso de co´mputo y mejorar la
efectividad del algoritmo.
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Chapter 1
Introduction
For decades scientists have studied the complex processes that determine the structure, prop-
erties and functionality of proteins. Nowadays, many of these research topics converge to the
protein folding problem, in which extremely challenging and complex issues still remain.
Information encoded in the DNA contains the instructions needed to construct proteins. Pro-
cessing of DNA information is carried out by cells in a process that consists of two phases:
transcription and translation (See. Figure 1.1). In transcription, the genetic information in-
cluded in the DNA is transcribed into the messenger RNA (mRNA). This molecule is segmented
into codons - three consecutive nucleotides that encode an amino acid - which are then trans-
lated into an amino acid sequence. In prokaryotes the mRNA is directly generated from DNA,
meanwhile, in eukaryotes two types of DNA segments exist in the nucleus, namely, introns
(non-coding segments) and exons (coding segments). Subsequently, introns are discarded and
exons are concatenated into mRNA, in order to reach the cytoplasm. Once the mRNA is in
the cytoplasm, the translation of each codon takes place. However, this translation is based
on the capacity of the codons to form 64 possible encodings (each nucleotide has four different
conformations), only 20 standard amino acids which will be used by cells in protein biosynthesis
are represented. Thus, a protein primary structure is reached after codons have been translated
into amino acids and included in the current sequence [1].
An amino acid is a molecule that contains an amine and a carboxile group; amino acids are
the proteins’ building blocks. Based on the differences in structure, size, electric charge and
solubility in water of the amino acids side chains, they can be classified as either hydrophobic,
hydrophilic or amphipathic. Hydrophilic amino acids are able to have hydrogen bonds with
other amino acids, with polar organic molecules and with water. Hydrophobic amino acids
interact by Van der Waals bonds and they are generally located in the core of the protein trying
to reside in a non-aqueous environment. Specifically the R group of these amino acids is non-
polar and non-charge, making them insoluble in water. Amphipathic amino acids have both
polar and non-polar characteristics and they tend to serve as interfaces between hydrophobic
and hydrophilic molecules [1].
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Figure 1.1: The central dogma of molecular biology (picture taken from
http://www.iusd.k12.ca.us/uhs/cs2/images/centraldogma.gif)
Proteins are linear polymers composed by a sequence of amino acid residues that are connected
by peptide bonds. Proteins are formed by several amino acids in a folding process from which
a three-dimensional structure is obtained. This three-dimensional structure is highly important
because it determines the function of the protein. In order to understand protein structure and
formation, it is convenient to consider four structural levels. Primary structure consists of the
order of the amino acids in the sequence. Secondary structure consists of regular components
like α-helices, β-sheets and β-turns, that contribute to the stabilization of the protein folding.
In tertiary structure, the elements of secondary structure are folded forming an almost solid
compact structure that is stabilized by weak interactions that involve polar and nonpolar groups;
the three-dimensional structure of the amino acids is obtained after proteins fold into their native
state; it is important to stress that at this level proteins become functional. In the quaternary
structure, several polypeptides chains with tertiary structure are joined by weak connections
- non-covalent - to form a protein complex; in other words, different polypeptide chains with
tertiary structure interact to build a protein complex [2] (See Figure 1.2)
Although the three dimensional structure of a protein can be precisely determined using empir-
ical and experimental methods, an enormous amount of money and time should be invested in
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Figure 1.2: Protein Structures (picture taken from [1])
these methods before any results could be achieved. Then a significant amount of effort have
been given in the development of efficient and effective computational models. The protein
folding problem is one of the most important open interdisciplinary problems and it consists of
determining the tertiary protein structure from its amino acid sequence [1]. The protein fold-
ing problem is considered as one of the most compelling puzzles and questions facing scientists
today. According to science magazine [3], the prediction of protein folding is one of the 125 big
questions that face scientific inquiry over the next quarter-century. Understanding the complex
processes that determine the structure, properties and functionality of proteins is important
mainly for the following reasons:
• Proteins carry out a wide variety of vital functions, for example, proteins are involved in
the catalysis of cellular chemical reactions, transport of molecules, signal transduction,
segregation of genetic material and production and use of energy [2].
• Significant progress in understanding protein folding mechanisms will represent advances
in drug design, treatments for many hereditary and infectious diseases.
• Classical methods for protein structure analysis such as X-ray crystallography and nuclear
magnetic resonance (NMR) [4] are very time consuming, error prone and expensive. Then,
improvements in the accuracy of protein folding prediction methods may save money and
time. Additionally, the existent gap between sequence (number of known protein se-
quences) and structure (three-dimensional structures) protein information could decrease
[5].
The protein folding problem presents numerous challenges to other fields of study, including com-
puter science, biochemistry, medicine, biology, engineering and scientific disciplines [6]. Specif-
ically, molecular biology focuses on understanding how protein three-dimensional structures
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are achieved, meanwhile computer science is concerned with developing efficient algorithms to
predict such three-dimensional structures.
It is important to emphasize the difference between the protein folding problem (PF) and the
protein structure prediction problem (PSP). The first one is interested in determining a protein
tertiary structure from its amino acid sequence trying to understand the folding path which
leads the folding process. On the other hand, the aim of protein structure prediction is at
determining the configuration of a folded protein regardless of the folding process, i.e., the PSP
is not concerned with the folding process, but only with the final three dimensional structure
[7].
Protein structure prediction methods are based on two groups of principles and theories: the first
group is the laws of physics, biology and chemistry; and the second the theory of evolution. Each
set of principles that apply to natural protein sequences gave rise to a class of protein structure
prediction methods [8]. Comparative models and fold recognition methods are based on the first
group, and ab-initio methods are based on the second one. Comparative methods rely on the
folding similarity between a target protein and known protein structures. A three-dimensional
model is built for a protein whose structure is unknown (the target) based on related proteins
of known structure (the templates) [9]. In contrast, ab-initio methods use primary principles
to predict a protein structure from its amino acid sequence without relying on similarity at the
fold level between a target structure and a set of templates [7].
Although ab-initio methods are highly demanding from a computational point of view, they are
very important because they overcome the inherent problems of comparative methods:
• Ab-initio methods could be applied when it is not possible to find homologous or similar
structures related to a target protein. In a general way, such methods can be used on any
amino acid sequence because the information used only refers to the physical properties
of the amino acid atoms.
• Ab-initio methods can discriminate between correct and incorrect assumptions of the
model and have a deeper understanding of protein folding mechanisms [10].
Anfinsen thermodynamic hypothesis and Lenvinthal’s paradox are two key concepts that sup-
port the ab-initio methods. Based on some laboratory experiments over an active RNase en-
zyme, Anfinsen showed that the sequence of amino acids in a peptide chain determines the
folding pattern. Then, the protein folding process can be explained entirely by the physical
and chemical interaction among the amino acids [11]. Anfisten also stablished that the native
or natural conformation occurs because this is thermodynamically the most stable shape or
conformation in a particular intracellular environment [12]. On the other hand Levinthal fo-
cused on the contradiction between the small quantity of time taken by a protein in the folding
process with respect to the time used in the search of the most stable (minimum energy) con-
formation from all the possible spacial conformations. Specifically, he focused on the fact that
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many naturally-occurring proteins fold reliably and quickly to their native states despite the
astronomical number of possible configurations. Then it was stablished that finding the native
folded state of a protein by a random search among all possible configurations will never succeed
[13].
Several folding models could be used based on the protein characteristics and the scope of
the specific research. The main goal of these models is to avoid the Levinthal’s paradox and
to provide closer folding paths to those present in natural conditions. There are mainly four
folding models: hydrophobic collapse, framework model, nucleation-condensation and energy
landscapes (funnel or novo model). The hydrophobic collapse hypothesises that the native pro-
tein conformation forms by rearrangement of a compact collapsed structure and it is based on
the observation that a hydrophobic core of nonpolar amino acids is found in the protein’s inte-
rior, meanwhile the polar residues which are thought to stabilize folding intermediates (molten
globule) are found on the exposed protein surface [14]. The framework model represents a
step-wise mechanism to narrow the conformation search and involves a hierarchical assembly.
In this process the secondary structure is formed according to the primary structure. Then
these elements collide to form the tertiary structure [15]. In the nucleation-condensation model
an early formation of a diffuse protein-folding nucleus catalyses further folding. The nucleus
consists of few adjacent residues with secondary structure interactions. This nucleus (large
proteins may have several nuclei) is stable only in the presence of correct tertiary structure
interactions [16]. In the energy landscape model proteins are thought to have globally funneled
energy landscapes that are directed towards the native state. This model explains when and
why are unique behaviors in protein folding [17]. Figure 1.3 and Figure 1.4 depict the main
ideas of these models.
There are two main issues to face in the de novo protein structure model. i) The formulation of
an energy function to model the different local and global interactions contributing to protein
folding and ii) The size of the space of possible conformations, which as mentioned before, cannot
be explored exhaustively. Then, substantial improvement in the accuracy of this model crucially
relies on the progress both in the design of appropriate energy functions and the development
of specialized efficient sampling methods.
There are four main tasks that should be considered in the development of an ab-initio model.
1. Representation of the conformations:
2. Cost functions:
3. Search conformation procedures:
4. Metrics to evaluate the similarity:
To represent the conformations and to overcome the high complexity in sampling protein con-
formations, most of the methods need a significant reduction of the complexity. Methods for
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Figure 1.3: a- Framework Model, b-) Hydrophobic collapse Model, c-) Nucleation-
condensation Model (image taken from http://www.pitb.de/nolting/prot00/models.gif)
reducing protein structure to discrete low-complexity models can be divided into two major
classes: lattice and off-lattice models [7].
Spatial lattices or grids models can be used to represent amino acid space and to allow folding
having discrete degrees of freedom (See Figure 1.5). In lattice models the evaluation of the
energy function and methods involving exhaustive searches of the available conformations can
be achieved quite efficiently. However, even such models have fundamental theoretical relevance,
they cannot be directly applied to real proteins; this is due to the fact that, typically, they have
a restricted ability to represent subtle geometric considerations and to reproduce the backbone
with enough accuracy.
Most off-lattice models fix the degrees of freedom and the bond lengths of the polypeptide side
chain. Although some algorithms use multiple representations, a few of them are commonly
used: all-atom three dimensional coordinates, all-heavy-atom coordinates, backbone atom co-
ordinates plus side-chain centroids, Cα coordinates, and backbone and side-chain torsion angles
[7]. The atomic representation is a lower level of abstraction of the real protein conformations.
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Figure 1.4: A schematic energy landscape for protein folding (image taken from
http://www.nature.com/nature/journal/v426/n6968/images/nature02261-f1.2.jpg)
Figure 1.5: Example of HP lattice model
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Once a protein representation model that sufficiently reduces the complexity of the confor-
mational search is chosen, a scoring, energy or potential function that works in the chosen
low-complexity space must be defined. The potential energy functions or force fields allow the
evaluation of the structure of protein conformations returning a value for the energy based on
the conformation of the protein. The energy function must adequately represent the forces
responsible for protein structure; also, this energy function should be efficiently calculated, be-
cause it needs to be intensively computed in the exploring of the search conformational space
[18]. Quantum mechanics provides the natural set of principles to built an energy function, but
its computational complexity makes it impractical to use in modelling complex systems.
The next task in determining a protein’s native state is the search of the lowest energy confor-
mation in a vast conformational space. All algorithms currently used for native state prediction
combine domain information and local search techniques in order to reduce the complexity of
the search on high-dimensional conformation spaces. Evolutionary methods have been com-
monly used as search methods of conformations in an energy landscape. Specifically, genetic
algorithms, which are systematic methods based on biological evolution used to solve search and
optimization problems, have been widely used. The protein folding problem (PF) and the pro-
tein structure prediction problem (PSP) have been considered as large optimization problems
that use a single-objective potential energy function; however, those problems can be tackled
as multi-objective optimization problems that involve more than one single objective funtion.
The final task in the devolopment of ab-initio methods is the use of some metrics to evaluate the
similarity between the predicted and the native conformations. One of the most used metrics is
the root mean square deviation (RMSD). Specifically, RMSD measures the similarity of atomic
positions with respect to two superposed conformations.
Figure 1.6: Stages of the methodology for the proposed model
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MOEA INSTANCE MOEA INSTANCE
MOEA INSTANCEMOEA INSTANCE
Migration rates.
Number of solutions to migrate
Mechanism to select emigrating solutions
Mechanism to select solutions to be replaced
Island topology (number of islands, connections)
Mutation Rates
Cross-over Rates
Selection Mechanism
Population size
Number of evaluations
Multi-objective algorithms: 
(NSGA-II, SPEA2, PAES, PESA-II,OMOPSO, MOCell, AbYSS, MOEA/D, Densea, CellDE, GDE3, FastPGA, IBEA)
Potential Energy Functions: 
Amber (ff94, ff96, ff98 and ff99), CHARMM (19 and 27), MMFF, AMOEBA, 
Allinger MM (MM2-1991 and MM3-2000), OPLS (OPLS-UA, OPLS-AA and OPLS-AA/L))
Multi-objective with two or three objectives:
Figure 1.7: Parameters to define in the proposed model
The proposed research project focuses on the exploration of a multi-objective approach as a
suitable methodology to model the protein folding prediction problem. The proposed method is
based on the hypothesis that the protein folding problem can be formulated as a multi-objective
optimization problem and that this focus would have significant benefits when compared to
single-objective approaches. The hypothesis are mainly based on the ideas that the PF problem
involves multiple objectives where different 3D conformations may produce a trade-off in the
funnel landscape among different objectives [7] and on the idea that the folded state is a small
ensemble of conformational structures compared to the conformational entropy present in the
unfolded ensemble [19]. Then, a multi-objective genetic algorithm is used to evolve protein con-
formations directed by an atom-interaction scoring function. Figure 1.6 depicts in a squematic
manner the stages of the methodology for the proposed model.
The proposed model is implemented incorporating many existing software tools along with oth-
ers that have been developed by us. This fact makes the proposed approach flexible respect
to the use of different parameters. For example, the score functions CHARMM (19 and 27)
AMBER (ff94, ff96, ff98 and ff99), Allinger MM (MM2-1991 and MM3-2000), OPLS (OPLS-
UA, OPLS-AA and OPLS-AA/L), Merck Molecular Force Field (MMFF) and AMOEBA can
be used to evaluate the structure of protein conformations. The MOEA algorithms NSGA-
II, SPEA2, PAES, PESA-II, OMOPSO, MOCell, AbYSS, MOEA/D, Densea, CellDE, GDE3,
FastPGA, IBEA can be used to evolve protein conformations. A different number of policies
such as number of islands, percentage of migrations, percentage of population involved in mi-
grations, to name some, can be used toward the proposed parallel implementation. The parallel
implementation is mainly used to speed up the computations and improve the effectiveness of
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Figure 1.8: The PSP proposed model
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the algorithm discovering what solutions arise from simultaneous executions of multiple protein
folding instances. The relation of these parameters can be depicted in Figure 1.7.
This thesis develops a protein folding prediction model. Specifically, a parallel multiobjective
ab-initio approach at an atomic conformation level is presented (see Figure 1.8 for a scheme
of the proposed model). This presentation has been divided in six parts; each part presents a
component of the proposed model and the protein folding problem, but seen as a whole this
thesis presents a clear methodology to develop an ab-initio method for the protein structure
prediction problem.
The first part introduces the problem and defines the proposed approach. The second part is
a comprehensive review of the ab-initio protein structure prediction methods. The third part
explore in detail the proposed approach. Specifically, four main tasks, namely representation
of the conformations, cost functions, search conformation procedures and metrics to evaluate
similarity, are considered. The fourth part focuses in the proposed parallel implementation. The
fifth part addresses and presents a complete experimental framework of the porposed model over
different benchmark proteins. The concluding remarks and further work form the last part of
the thesis.
Chapter 2
Protein Folding Prediction: A
survey
2.1 Abstract
Though there has been extensive work on understanding and modeling the complex processes
that determine the structure, properties and functionality of proteins, there are extremely chal-
lenging and complex issues that still remain. The protein structure prediction problem is an
interdisciplinary open problem that consists of determining the tertiary structure of a protein
from its amino-acid sequence trying to understand the folding paths. In this work, a compre-
hensive review of the protein structure prediction problem is described. Specifically the main
methods, their essential features, advantages and limitations are summarized.
2.2 Introduction
Protein folding understanding and modeling is an open interdisciplinary problem which consists
of determining the tertiary protein structure from its amino-acid sequence; a proteins three-
dimensional conformation allows it to carry out its function.
Understanding the complex processes that determine a proteins’ structure, properties and func-
tionality is important because proteins carry out a wide variety of vital functions of living
organisms. This understanding will definitely facilitate drug and vacuum design and may help
to find the cures and treatments for several diseases. In addition, improvements in the accuracy
of protein folding prediction methods may potentially save money, time, and technical personnel
currently invested in experimental methods and it will decrease the gap between sequence and
structure protein information.
The protein folding problem represents a big challenge to the scientific community from different
fields, not only because of its inherent difficulty, but because it is a interdisciplinary problem.
A significant amount of work has been devoted to the protein folding problem, however, most
12
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research has tackled the problem using a very particular point of view. Some of the work
and even survey papers are highly influenced by a particular scientific field such as physics,
biochemistry, medicine, biology or computer science. Thus a comprehensive perspective of the
protein structure prediction problem may not appear very clear. Accordingly, the main goal
of this survey is to give a comprehensive survey of the protein folding problem. Therefore, a
general review of the main ab-initio protein folding methods is provided. Figure 2.1 shows the
proposed taxonomy map.
2.3 Problem Presentation
The protein folding problem is one of the most important scientific open problems, and it
presents many challenges to different fields of study, including computer science, biochemistry,
medicine, biology, engineering and scientific disciplines. Meanwhile molecular biology focuses
on understanding how protein three-dimensional structures are achieved, computer science is
concerned about developing efficient algorithms to predict such three-dimensional structures.
Computational methods for protein folding prediction are very important for two main reasons.
Classical methods for protein structure analysis such as X-ray crystallography and nuclear
magnetic resonance (NMR) are very time consuming, error prone and expensive [4, 20]. The
second reason is the need to decrease the existing gap between the number of known protein
sequences and protein three-dimensional structures [5].
It is important to emphasize the difference between the protein folding problem (PF) and the
protein structure prediction (PSP). The first one is interested in determining a protein tertiary
structure from its amino-acid sequence trying to understand the folding path which leads the
folding process. On the other hand, the aim of protein structure prediction is at determining
the configuration of a folded protein without understanding and regarding the folding process,
i.e., the PSP is not interested in the folding process, but only in the final three dimensional
structure [21].
Protein structure prediction methods are based on two groups of principles and theories: the
laws of physics, biology and chemistry; and the theory of evolution [8]. Each set of principles
that apply to natural protein sequences gave rise to a class of protein structure prediction
method. Meanwhile comparative models and fold recognition methods are based on the first
group, ab-initio methods are based on the second one. Comparative methods rely on the folding
similarity between a target protein and known protein structures. A three-dimensional model is
built for a protein whose structure is unknown (the target) based on related proteins of known
structure (the templates) [8, 9, 22]. In contrast, ab-initio methods use the laws of science to
predict a protein structure from its amino-acid sequence [8] without relying on similarity at the
fold level between a target structure and known structures [7].
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Figure 2.1: Taxonomy of the Protein Folding problem
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C.A. Floudas [23] proposed that protein structure prediction methods may be classified into
four main groups: i) comparative models; ii) fold recognition; iii) primary principle methods
with database information; and iv) first principle methods without database information (ab-
initio). Most successful methods for protein structure prediction are comparative modeling and
fold recognition based on homology [24]. The methods that predict secondary structures and
local motifs are the most successful prediction methods when homologous sequences of known
structure are not available [25, 26]. On the other hand, the accuracy and reliability of ab-initio
methods is much lower than comparative models based on alignments with sequence identity
higher than 30%; but the basic structure of a protein can in several cases be reasonably predicted
[5].
If a sequence identity higher than 30% exists, then comparative methods are the best option
to choose; but if the sequence has little or no primary sequence similarity to any sequence with
a known structure and some model from the structure library represents the true fold of the
sequence then threading methods are the best option. If any of the conditions described above
are assured then ab-initio methods should be the choice. (See Figure 2.2)
Richards [27] stated ”In theory, all one needs to know in order to fold a protein into its biologi-
cally active shape is the sequence of its constituent amino-acids. Why has nobody been able to
put theory into practice?”, For ab-initio methods the answer to this question could be highly
influenced by the fact that current potential functions have limited accuracy and the confor-
mational space is huge. On the other hand, protein structure modeling based on homology is
influenced by similarity measures between a target sequence and template structures, and the
alignments between them.
2.4 Comparative Methods
Comparative methods and threading rely on detectable similarity between the modeled sequence
and at least one known structure [8]. When the structure of a protein in a protein family has
been determined by experiments, other proteins in the same family can be modeled based on
aligning them to the known structure. Comparative approaches are based on the hypothesis
that a small change in the protein sequence usually results in a small change in its 3D structure
[28] and that the protein structures in the same family are more conserved than their primary
sequences [29].
The usefulness of comparative modeling has been improved due to the increasing number of
experimentally determined protein structures reported in specialized data bases. On november
2009, the RCS PDB protein data bank had approximately 61418 structures [30]. The accuracy
of comparative methods is closely related to the percentage of sequence identity on which the
methods are based on; particularly, they correlate the sequence and structural similarity of two
proteins [31]. Comparative models with high accuracy are based on more than 50% sequence
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Figure 2.2: Protein Squence Flow
identity to their templates and they have about 1Ao root mean square deviation (RMSD) error
for the main-chain atoms, which is comparable to the accuracy of a medium-resolution nuclear
magnetic resonance (NMR) structure or a low-resolution X-ray structure. Medium-accuracy
comparative models are based on 30% to 50% sequence identity. These models have about 90%
of the main-chain modeled with 1.5Ao RMSD error. Finally, low-accuracy comparative models
are based on less than 30% sequence identity, where alignment errors rapidly increase below
this sequence identity threshold [32].
In [8] Andrea´s Fiser et. al. determined five main steps in comparative model methods. The
first step consists of searching for structures related to the target sequence. Comparative mod-
eling usually starts by searching for known protein structures in the PDB [33] using the target
sequence as a query. This search is generally done by comparing the target sequence with the
sequence of each structure in the database. In this first step, either a pairwise sequence-sequence
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or multiple sequences comparison could be performed. The second step consists of selecting tem-
plates from biological data bases using search methods. The reliability of a template increase
with the sequence similarity to the target and decrease with the number and length of gaps in
the alignment. The third step is the alignment of the target sequence with one or more struc-
tures found in the data base. Therefore, once the templates are selected, an alignment method
should be used to align them with the target sequence. The fourth step consists of building
the model. In order to do this, the modeling by assembly of rigid bodies method [9, 34], or
modeling by segment matching or coordinate reconstruction [25, 35] or modeling by satisfaction
of spatial restraints [36] are mainly used. The final step is evaluating the model in order to
check for possible errors. There are two types of evaluations which can be carried out. The
internal evaluation checks whether a model satisfies the constraints used to calculate it or not.
The external evaluation relies on information that was not used in the calculation of the model
[37].
However, different factors such as the environment, influence the accuracy of a model. It could
be thought that a sequence identity above 30% is a relative good predictor with the expected
accuracy. But if the target-template sequence identity falls below 30%, the sequence identity
becomes significantly less reliable as a measure of expected accuracy of a single model and the
first purpose of an evaluation should be to test whether or not a correct template was used [8].
Methods based on knowledge for predicting protein structures have been widely criticized be-
cause they do not provide information about the mechanisms and forces that direct the formation
of such structures. Additionally, when homolog structures related with the target protein in
a repository are not found, or the target protein has unique structural features or different to
those characteristics that have been reported, there is no possibility to use those methods [23].
In other cases, when the similarity in sequence between the target and template proteins is
lower than 30%, it is not advisable to use these methods because the alignment errors increase
rapidly and become the most substantial origin of errors in comparative models. Kihara et. al.
in [5] argue that other factors such as template selection and alignments usually have a larger
impact on the accuracy of the model; Specially for models based on less than 40% sequence
identity to the templates. Figure 2.3 depicts a flow graph of the comparative modeling steps.
2.5 Threading Methods
Fold recognition methods are based on the hypothesis that proteins often adopt similar folds
despite no significant sequence similarity is found, this hypothesis is explained given that pro-
tein structure is more conserved than protein sequence [28, 38] and that nature is apparently
restricted to a limited number of protein folds [39, 40].
Threading methods have characteristics of both homology modeling and ab-initio methods, for
example, as homology modeling, threading methods use known protein structures as templates
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Figure 2.3: Steps in Comparative Modeling
for sequences of unknown structure; As ab-initio methods threading methods try to optimize a
score function to measure the fit of the sequence in a spatial configuration.
Fold recognition methods can be generally divided into methods that derive a 1-D profile for each
structure in the fold library and align the target sequence to these profiles and into methods that
consider the full 3-D structure of the protein template. In an 1-D profile-based representation,
the structures of proteins are modeled as chains of residue positions which do not interact. In
a 2-D representation the model also includes interacting pairs of residue positions. In [41], an
1-D model of a protein structure is a sequence of states representing the residue as if it was
embedded in a 3-D structural environment. There are two distinct types of features frequently
used to characterize a state; structural features and amino-acid sequence features. 2-D models
try to capture the contribution of interactions between pairs of residues. Particularly, these
models overlay representations of pairs of residues that are neighbors in the native structure.
On the other hand, 3-D models attempts to identify regularities of structures that can not be
represented by considering amino-acid pairs.
The general procedure of a fold recognition method consists of taking the amino-acid sequence
of a protein and evaluates how well it fits one of the known three-dimensional protein structures
or structural elements that have been experimentally observed. This procedure is complemented
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with scoring functions that determine the fit of a sequence to a given fold. The scores are sorted
and the sequence adopts the structure with the best score. These functions are usually built
using a database of well-resolved structures. The main difference with respect to the comparative
modeling is that the prediction is determined by assembling small structural components, where
assembly is guided by an energy function [42].
In [41], it is established that predictions by threading require choosing both the correct structural
model from a library and the correct alignment from the space of possible sequence-structure
alignments. Once chosen, the alignment establishes a correspondence between amino-acids in
the sequence and spatial positions in the model. Assigning each aligned amino-acid to its
corresponding spatial position places the sequence into the three-dimensional (3D) protein fold
represented by the model.
As an example of threading procedures, in [43] an approach to fold recognition is presented,
whereby sequences are matched directly onto the backbone coordinates of known protein struc-
tures. The method for protein fold recognition involved automatic modelling of protein struc-
tures using a given sequence, and was based on the frameworks of known protein folds. Addi-
tionally, it was considered as the first time that the term threading was coined.
The quality of sequence-structure fit is typically evaluated using inter-residue potentials of mean
force or other statistical parameters [44]. Then generally protein threading methods require a
representation of the sequence, a library of structural models, an objective function, a method
of aligning the sequence to the model, and a method of selecting a model from the library.
2.6 Ab-Initio Methods
Ab-initio methods try to directly predict the three-dimensional structure without structural
information of the target protein’s family. Based on [10], it is possible to state that although
such methods are very demanding at a computational level, they are extremely important
because they overcome the inherent problems of comparative methods. In other words, Ab-
initio methods could be applied when it is not possible to find homologous structures related to
a target protein, and in a general way they can be used on any amino-acid sequence because the
information makes only reference to the physics properties of the amino-acids atoms. Moreover
they can discriminate between correct and incorrect assumptions of the model and have a deeper
understanding of protein folding mechanisms.
The transition between a folded and un-folded protein was considered as a process of two
states where it should be represented the native conformation and the unfolded conformation.
Although, thanks to kinetic studies, which were developed to explain the Levinthal paradox,
the existence of intermediated states was demonstrated [45]. Then, two main models of folding
could be used based on the characteristic of a protein and the scope of a study, the first is called
a simple model and it is used in small and globular proteins having two states. Specifically,
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it has an intermediate state where the free energy is higher than the minimum free energy of
a spontaneously state. In more complex folding models (second class) there are more than
one intermediate state which explain in a detailed way the folding process under real biological
conditions.
There are four main basic models to explain the folding process, the hydrophobic collapse, the
framework, the nucleation and the energy-landscape models. The hydrophobic collapse model
hypothesizes that the native protein conformation is formed by a rearrangement of a compact
collapsed structure [46, 47]. The hydrophobic collapse (determined by hydrophobic forces) is a
result of the repulsion between hydrophobic side chains of the protein and the hydrophilic water
molecules of the environment. This model is generally used to describe the initial stage of protein
folding. This model introduces the term ’molted globule’ that is defined as a compact, partially
folded protein that has native-like secondary structure and backbone folding topology, but lacks
the extensive, specific side-chain packing interactions of the native structure [48]. According to
this model after the apparition of the molted globule the protein suffer some re-arrangements
in the structure to generate the native structure.
The framework model explains the protein folding process as a hierarchical process where it
describes a step-wise mechanism to greatly narrow the conformational search [49, 50]. This
involves an assembly where local elements of secondary structure are formed according to their
primary structure, but independent from tertiary structure. This model consists of four main
steps; the first step is represented by the unfolded chain, next the secondary structures are
formed and fluctuate around its native position, next the secondary structures interact with
each other and a native-like secondary structure and a folding pattern are found, finally the
native 3D structure is obtained.
The third model is the nucleation theory model; it establishes that in the early stages of folding
there are possible folding nuclei in the protein structure, which initiate the folding. These
nuclei are usually those parts of the protein, which have residues very close to each other not
only sequentially, but also structurally in the native protein structure. The nucleation model
describes the continual formation of distinct unstable structures which are formed as fast as
they are destroyed, although at certain point a sufficiently stable structure is formed to develop
the native structure [16].
A recent unified model called the new view in which protein folding is represented for different
paths in a landscape has been proposed. These landscapes could have a funnel shape and a
high level of irregularity. In this model, the folding is closer to a native state if it is lower
in the landscape. Different theories and experimental contributions have been carried out to
corroborate the model [51]. Those experiments have also shown the evolution of the process as a
function of the folding energy and represents the different thermodynamic and kinetic variations
in the landscape, then different variations in energy will let us get closer to the native state of
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the protein. The postulate deviated markedly from the old pathway doctrine and improved our
understanding at the conceptual level [52].
The new vision has replaced progressively the ideas of folding paths. The metaphor of landscape
provides us a conceptual frame to understand both kinetics of folding: two and multiple states.
Experimental results support the new vision theory and prove that the polypeptide chain (ini-
tially unfolded) folds through of an heterogeneous population of intermediate folded structures
in a fluctuant equilibrium [45, 51]. If it is assumed that proteins adopt a native conformation
or a unique three-dimensional structure that is near to a global free-energy minimum [53], the
problem of finding a native conformation could be divided into two different but complementary
sub-problems. The first one consists of developing an accurate potential energy function used
to evaluate possible conformations and the second is developing an efficient protocol to search
conformations in an energy landscape. In [32], it is stated that in order to allow a rapid and
an efficient search in the conformational space, only a subset of the atoms in the protein chain
should be explicity represented; the potential functions must then include terms that reflect the
averaged-out effects of the omitted atoms and solvent molecules.
Bonneau et. al. [7] stated that in spite of the big progress and evolution that ab-initio methods
have had, many issues must still be resolved if a reliable prediction scheme is developed. For
example no one method performs consistently across all classes of proteins, the accuracy and
reliability of models produced by de novo methods is much lower than that of comparative
models based on alignments with more than 30% sequence identity, all methods do not have
good prediction scores trying to predict sequences longer than 150 residues in length. On the
other hand, in [5], for roughly 40% of proteins shorter than 150 amino-acids that were examined,
one of the five most commonly recurring models generated by Rosetta has sufficient global
similarity to the true structure to recognize it in a search of the protein structure database.
Then they concluded that reasonable models can, in some cases, be produced for domains of
even very large proteins by using multiple sequence alignments to identify domain boundaries.
Additionally, it is concluded that the accuracy of de novo models is too low for problems requiring
high-resolution structure information. Instead, the low-resolution models produced by these
methods can reveal structural and functional relationships between proteins not visible from
their amino-acid sequences and provide a framework for analyzing spatial relationships between
evolutionarily conserved residues or between residues shown experimentally to be functionally
important.
2.6.1 Conformation Representations
To overcome some of the sampling conformation problems, most of the methods for protein
structure prediction involve some significant complexity reduction. Methods for reducing protein
structure to discrete low-complexity models can be divided into two major classes: lattice and
off-lattice models [7].
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2.6.1.1 Lattice Models
Lattice models have a fundamental theoretical relevance due to their analytical and computa-
tional simplicity [46]. Specifically the evaluation of energies on a lattice can be achieved quite
efficiently, and methods involving exhaustive search of the available conformational space be-
come feasible [54, 55, 56]. Although these methods cannot be applied directly to real proteins
due to their restricted ability to represent subtle geometric considerations and to reproduce the
backbone with accuracy greater than approximately half the lattice spacing [57], when carefully
parameterized lattice models can be applied to structure prediction and can give encouraging
results [58, 59]. The form of the potential and the use of a lattice leads to a highly oversimpli-
fied model, but the results of such simulations have provided important information on possible
protein folding scenarios [60, 61].
One of the most used lattice models is the HP model, which takes into account hydrophobic
interactions as the main driving forces in protein folding, involving only attraction-interaction
[62]. In the HP model [63], each amino-acid is represented as a bead, and connecting bonds
are represented as lines. Then a protein is composed of a specific sequence of only two types of
beads, H (bead-Hydrophobic/non-polar) or P (bead- hydrophilic/Polar); in other words, the 20
amino-acids can be divided into two classes: H and P.
In the essence of lattice models an automated procedure that reduces the dimensionality of
protein structure by simplifying the representation of the primary sequence is performed. Ex-
plicitly HP models transform the 20 letter AA alphabet into a two letter hydrophobic/polar
(HP) alphabet [63]. Although restrains to the residue location of the target protein on a lat-
tice could be performed [64], sometimes they are applied to real non-constrained proteins. In
[59], the performance of several learning methods applied to predicting the coordination num-
ber for lattice-based proteins, over real proteins with either HP alphabet or AA alphabet, was
compared, as a result, it was reported that the gap between the performance in HP and AA
alphabets is significant.
In [18], authors recognize two types of lattice model simulations, aimed at two distinct objectives.
The first type [65] was designed to understand the basic physics governing the protein folding
process, where a key feature of this type of lattice model is its simplicity. Through lattice model
simulations, Wolynes and coworkers [16, 51] postulated their hypothesis about the existence of
a funnel-like energy landscape which guides the proteins toward their native structures. Using
lattice models Dill et. al. [46] emphasized the importance of hydrophobic interactions. The
second class of lattice models have the characteristic of have been used with real folds and
they are parameterized using real proteins as templates by statistical sampling of the available
structures [66, 67] and are referred to statistical potentials or knowledge based potentials. Some
of the most representative examples of these models can be found in [59, 67].
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Among the most popular candidates to lattice based on space filling, the cubic, hex prism,
truncated octahedron, cube octahedron and truncated octahedron are the most used models
(See Figure 2.4). Regarding the vector based models, the face centered cube (FCC), side plus
FCC and the extended FCC could be mentioned [68, 69]. The ideal attributes for these models
are, a edge length of 3.8Ao, minimum distance between any two vertices of 3.8Ao, supporting
mainly 90o and 120o angles.
Figure 2.4: Common lattice models
2.6.1.2 Off-lattice Methods
Most off-lattice reduced complexity models fix all side chain degrees of freedom and all bond
lengths. Although some algorithms use multiple representations, there are few conformation-
representations which are commonly used [21]: all-atom three-dimensional coordinates [70, 71];
all-heavy-atom coordinates; backbone atom coordinates plus side-chain centroids [72, 73]; Cα
coordinates; and backbone and side-chain torsion angles [21].
Developing methods which are able to reliably differentiate native states from non-native ones
has been a clearly necessity in the computational study of protein folding process [18]. In
protein structure prediction the most used approaches have been based on residue-level models
with statistical potentials obtained from the PDB [30]. A growing tendency in the community
has been the development of atomic-level statistical potentials [74, 75] in attempts to improve
the accuracy. An improved level of accuracy has been obtained through a combination of an
all-atom representation of protein and a continuum model of solvent [71]. These models find
a good equilibrium between the accuracy of the representation and the computational cost
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because they can significantly reduce the number of particles included in the calculation even
after considering the overhead due to the added complexity of the continuum solvent model. An
all atom representation is a lower level of abstraction of the real protein conformation because it
guarantees the generality and allows further extension. Generally, their parameters are obtained
through high-level quantum mechanical calculations on short peptide fragments [18], where the
availability of more accurate quantum mechanical methods allows further refinement.
Direct simulation of protein folding using an all-atom model has been called the ”holy grail”
because it tries to elucidate the folding mechanism and the necessary protein processes to reach
their native state [76]. In[77], it is enunciated that complementary approaches are essential
to obtain a detailed understanding of the events occurring during the folding of even a simple
protein. Given the inherent complexity of all-atom simulations, both with implicit and explicit
solvent, they generally focus on specific problems [78].
2.6.2 Scoring Functions
In [18], it is emphasized that once a model for representing the protein that sufficiently reduces
the complexity of the conformational search is chosen, a scoring or energy function that works
in the chosen low-complexity space must be developed. The energy function must adequately
represent the forces responsible for protein structure. Additionally, they must be efficient making
it computationally feasible (given the huge number of energy evaluation needed in exploring the
search conformation space).
To come up with some good functions it would be natural to use quantum mechanics, but it is
too computationally complex to be practical in modeling large systems, then classical physics
is a common approach to overcome the computational limitations [21].
Computational approaches to potential energy may be divided into two broad categories: quan-
tum mechanics [79] and molecular mechanics [80]. In the same way two different types of force
fields have been widely studied, low and high resolution methods. The basis for the division of
computational approaches depends on the incorporation of the Schro¨dinger equation or it’s ma-
trix equivalent, where these methods support one another attempting to understand chemical
and biological behavior at a molecular level. The determination of feasibility of the meth-
ods is mainly determined by the complexity of the problem, its time constraints, its computer
requirements, among other limiting factors [81].
In [82], it has been stated that the application of computer-based models using analytical
potential energy functions within the framework of classical mechanics has proven to be an
increasingly powerful tool for studying molecules of biochemical and organic chemical interest.
Most typical all atom energy functions have the form shown in Equation 2.6.2, where R is the
vector representing the conformation of the molecule, typically in Cartesian coordinates or in
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torsion angles, and [others] refer to specific terms such as hydrogen bonding in biochemical
systems.
E(R)=
∑
bondsB(R) +
∑
anglesA(R) +
∑
torsions T (R) +
∑
non−bondedN(R) + [others] (2.1)
Most molecular mechanic equations are similar in the terms they contain. However, there are
some differences in the forms of the equations that can affect the choice of a force field and
parameters for the systems of interest [81]. The sum of terms which describes the total energy
can be relatively simple or extremely complex. AMBER [83, 84] and CHARMm [85] are two
famous molecular mechanic equations for biological molecules.
In [86], it is clearly stablished that low resolution solvation-based scoring schemes favors place-
ment of hydrophobic amino-acids at buried positions and of hydrophilic acids at exposed posi-
tions. Then, these uncomplicated scoring schemes can be functional in the prediction of small
hydrophobic cores. In [86], it is determined that most low-resolution potential-scoring functions
utilize an empirically derived pair potential in place of or in addition to the residue-environment
term. Although, the most common of these potentials are functions of position of a single center
per residue, Cα or centroid/united atom center, all-atom functions have also been used .
Sequence independent scoring functions can also be used to explain several protein features
(association of beta strands as sheets). Multiple sequence alignments on homologous sequences
available for protein families could be used, followed of a contact prediction based on covariance
patterns in these alignments. In [18] authors stated that low-resolution methods try to nar-
row the possible conformations from an exponentially large number to a number small enough
that more computationally expensive methods can be applied. However, reduced complexity
approaches cannot be expected to consistently generate predictions with resolutions of better
than 3-7 Ao, it is necessary to make some improvements in high-resolution potentials to achieve
significant progress in the field of ab initio protein fold prediction.
2.6.3 Search Conformational Methods
The task of determining a protein’s native state can be treated as a search for the lowest energy
structure in a vast conformational space. Several algorithms currently used for protein structure
prediction combine domain information with local search techniques to avoid the complexity
of high-dimensional conformation spaces. Table 2.1 (taken from [87]) reports a comparison of
different protein folding models.
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Table 2.1: A comparison of protein folding models
Approach Landscape Paths Path Quality Comp. Time Native-St needed
Molecular dynamic No 1 Good Long No
Monte Carlo No 1 Good Long No
Statistical Model Yes 0 N/A Fast Yes
PRM-based Yes Many Approx Fast Yes
Lattice Models N/A N/A N/A N/A N/A
2.6.3.1 Molecular Dynamics
Molecular dynamics (MD) methods attempt to predict protein structure by simulating the
folding process that occurs in nature [88]. This is achieved by simulating the interactions of all
forces acting between atoms of the protein and a solvent. The interactions are modeled using
Newton’s law at time steps equivalent to atomic thermal vibrations [89].
Molecular dynamics [90, 91] relies on information about atomic physiochemical interactions, in
conjunction with a simulation of the equations of motion of the entire physical system [92, 93].
Specifically, molecular dynamics methods use the values of the energy and its analytical first
derivative to simulate the motion of the atoms in the presence of thermal energy numerically
integrating Newton’s equations of motion for the polypeptide chain.
Molecular dynamics yield information about the amplitudes and rates of atomic motion on
the picoseconds time-scale, and it has been shown that MD performs an anneal process of
conformations in which the unfavorable interactions that remain after energy minimization are
removed using the thermal energy to hop over small energetic barriers [93]. Subsequent energy
minimization is then able to reach a lower energy value [94].
The folding trajectories obtained by molecular dynamics simulations are generally in agreement
with experimental evidence. MD problems significantly reduce the likelihood that the native
state will be found at the global free-energy minimum using current potentials. Although MD
methods have been used for a long time, MD methods have applicability in current research
where encouraging progress has been made in the active application of molecular dynamics
simulations to study the folding process.
In [89], it is clearly stated that evaluating the forces acting upon all molecules at every time
step of a folding protein is biologically accurate, but computationally prohibitively expensive.
Advances in simulation strategies and the increasing computer power have considerably extended
simulation times; for example the IBM’s Blue Gene project [95] has implemented some software
and hardware technologies in order to overcome the inherent problems of MD.
Like other local search techniques, MD is susceptible to spend a significant amount of compu-
tation in local minima. To escape from a minimum, thermal vibrations must sample a state
outside of the minimum. A second and perhaps a more serious problem to overcome is the inad-
equacy of current potential functions for macromolecules in water and derived in an uncertainty
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of the parameters used in molecular mechanics potentials. Given the fundamental importance
of water in protein folding, the explicit representation of both proteins and solvent is expected
to play an increasingly role in our understanding of protein folding mechanisms. Another prob-
lem is the representation of electrostatics, where the large difference in the dielectric properties
of the solvent and the protein, and the uncertainties in the magnitude and location of atomic
partial charges are considerable challengers [86].
With the promise of even more accurate models and considerably faster computer speed, to-
gether with the advancement of experimental approaches, the goal of understanding the folding
of proteins must be achievable in the near future [18], but even with the continued exponential
increase in computational power, it is unlikely that MD will be a practical solution to protein
folding for several decades. Currently the best use of MD methods may be in refining and
discriminating among models produced by lower-resolution methods.
2.6.3.2 Statistical Mechanics
The mechanical methods could be thought of a feed back to physics where proteins are com-
pletely described by the physico-chemical properties of their constituent atoms and bonds.
Computational statistical mechanics is in charge of calculating the dynamics by repeated in-
tegration of the forces acting on each atom, and as the other methods, a minimum energy
conformation is assumed to be the native state. The determination of functions that describe
the forces acting on the atoms, the use of numerical integration methods to calculate the motion
of the atoms due to the forces acting on them and the long time propagation of the equations
of motion are the three main aspects of mechanical methods.
However, statistical mechanical methods have also been successful in studying protein folding
and they have provided estimates of the transition state ensemble, folding rates, and phi-values,
approaches applied to analyze the folding assume extremely simplified molecular interactions
and are limited to studying global averages of folding kinetics. For example in the study of large
protein a very simplified energy function that depends only on the topology of the protein’s
native state and, hence, are not as accurate as the distance from the native state increases.
Given that the determination of the density of states of the given protein is a very difficult task
with conventional methods, the main task in the statistical mechanical treatment of protein
folding is the determination of that density [96].
2.6.3.3 Monte Carlo Methods
In [97], the term Monte Carlo method is defined as any member of a very large class of com-
putational methods that use randomness to generate ’typical’ instances of a problem under
investigation. Additionally, authors stated that typical instances are generated because it is im-
practical or even impossible to generate all instances, where a set of typical instances is supposed
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to help us learn something about a problem of interest. The expression ’Monte Carlo method’
is actually very general, but it could be established that they are stochastic techniques (mean-
ing that they are based on the use of random numbers and probability statistics to investigate
problems).
The term Monte Carlo Method was initially coined in [98] by S. Ulam and Nicholas Metropolis
in reference to games of chance, a popular attraction in Monte Carlo, Monaco. Since then
Monte Carlo techniques have been widely used in different problems where the protein folding
problem has not been the exception. Monte Carlo methods are the most commonly used search
methods of conformations in an energy landscape. Many improvements as the replica Monte
Carlo [99], multiplexed-replica exchange method [100], parallel tempering [101], jump walking
[102], multi-canonical jump walking [103], smart walking [104], the multi-canonical ensemble
method [105], local energy flattening [106], importance sampling [107], sampling-importance
resampling [108], methods based on weighted histograms [109], entropic sampling [110], space
annealing [111], tabu search [112], simulated annealing [113], genetic algorithms [55, 58], and
others have been proposed.
Some of the Monte Carlo methods are inspired in biological theory and use simulated evolution
processes to find the solution or an approximately one to NP-complete or complicated compu-
tational problems that are difficult to solve using deterministic or conventional methods. Two
of those methods are genetic algorithms and artificial immune systems which have been used in
the protein folding problem.
Genetic algorithms are systematic methods based on biological evolution used to solve search
and optimization problems. A population of individuals that typically represent the solutions
to a particular problem is evolved, based on the survival of the fittest principle and intro-
ducing genetic variation in the individuals of the population. Thus individuals are encoded
as chromosomes, and genetic operators are applied over them to introduce changes that al-
low an exploration of the solution search space. The individuals compete among them, and
the environment that consists of other possible solutions produces a selective pressure over the
population to favor survival of the fittest individuals. Genetic information in the chromosomes
will be preserved and transmitted to the next generations [114, 115]. Some variants of genetic
algorithms used in protein folding are simple genetic algorithm (sGA), messy GA (mGA), fast
messy GA (fmGA), linkage learning GA (LLGA) and Multiobjective fmGA (MOfmGA). The
different complexities estimate for serial GAs is shown in the Table 2.2 taken from [15], where l
is the length of chromosome, n is the size of population, q is group size for tournament selection,
g is the number of generations.
In [116], an artificial immune systems is defined as the use of immune system components and
processes as inspiration to construct computational systems. Moreover in [62], it is detailed that
artificial immune systems represent a field of biologically inspired computing that attempts to
exploit theories, principles, and concepts of modern immunology to design immune system-based
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Table 2.2: Complexities estimate for serial GAs
Phase sGA ssGA mGA fmGA
Initialization O(ln) O(ln) O(lk) O(l)
Recombination O(g ∗ n ∗ q) O(g) O(lk) O(l)
Primordial O(0) N/A O(0) O(l2)c
Juxtapositional N/A N/A O(l log l) O(l log l)
Overall mGA O(ln) O(ln) O(lk) O(l2)
applications in science and engineering. The artificial immune system is applied in a protein
folding problem to try to solve or to find approximate solutions to the NP-complete problem of
search in the space of conformations of the landscape. Then, the idea is to use an evolutionary
approach with different evolutionary operators as cloning, hypermutation, hypermacromutation,
aging and others to find low-energy conformations of peptides [117].
2.6.3.4 Probabilistic Road Maps
The roadmap is a global approach to build a representation of the connectivity of a configuration
space as a network of curves [118]. Probabilistic roadmap (PRM) methods try to capture the
connectivity of a high dimensional space via random sampling using a graph. A major strength
of PRM is that they are simple to apply, even for problems with highdimensional configuration
spaces, requiring only the ability to randomly generate points in C-space, and then test them
for feasibility.
PRM methods try to accomplish the motion planning’s goal of computing a sequence of valid
intermediate states that transform a given initial state into some desired final state. Then,
the search of conformation space in the protein folding problem could be simulated using PRM
because it could generate an ensemble of pathways rather than an individual one to be consistent
with the protein folding kinetics, where it replaces a single folding pathway with an energy
landscape and a folding funnel. The general idea of PRM method for protein folding is to build
an approximate map of a protein’s potential energy landscape. This map contains thousands
of feasible folding pathways to the known native state enabling the study of global landscape
properties [119].
In robotics, given a description of the environment and a robot, the motion planning goal con-
sists of finding a feasible path that takes the robot from a given starting point to a given goal
configuration. This problem is different from the protein structure prediction PRM approach in
that in PF the traditional collision-free constraint is replaced by a preference for low energy con-
formations favoring the transitions from configurations with higher potential to configurations
with lower potential. It is also different by the fact that in PF it is not sufficient to find any
feasible path connecting the start and goal configurations, it should find the most energetically
favorable paths [120].
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In [87, 121] the authors give a general description of how a probabilistic road map method
to protein structure prediction works. First some points should be sampled in the protein’s
conformation space where the sampling is biased to increase density near the known native
state. Then, these points are connected to form a graph or the roadmap. Weights are assigned
to directed edges to reflect the energetic feasibility of transition between the conformations
corresponding to the two end points. Finally, folding pathways are extracted from the roadmap
using standard graph search techniques.
Finally, in [122] it is claimed that PRM methods obtain a better statistically characterization
of molecular motion properties and they allow scientists to study some important properties of
the folding process, such as secondary structure formation order, and kinetic measures such as
folding rates or population kinetics.
Chapter 3
The Proposed Multi-objective
Ab-Initio Approach
As stated before, there are four main tasks that should be considered in the development of an
ab-initio model.
1. Representation of the conformations
2. Cost functions
3. Search conformation procedures
4. Metrics to evaluate similarity
The following subsections deal with each of these tasks, and explain in detail the proposed
schemes.
3.1 Representation of the conformations
The tertiary structure of a protein is the spatial structure of its polypeptide chains. In principle,
this structure is given by the spatial coordinates of the centers of all atoms in the protein. The
tertiary structure of a protein depends on the shape of its backbone and the positions of the R
groups relative to the backbone chain. Then, in general, the degrees of freedom in a structural
representation are the backbone and side-chain torsion angles (φ, ψ, χ, ω).
Lattice and off-lattice models are used to represent the conformations and to overcome the high
complexity in sampling protein conformations. Given that this thesis is proposed to work in an
atomic level, the off-lattice models are the obvious option to choose. In off-lattice models few
conformation-representations are commonly used:
• All-atom three dimensional coordinates.
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• All-heavy-atom coordinates.
• Backbone atom coordinates plus side-chain centroids.
• Cα coordinates.
• Backbone and side-chain torsion angles
Additionally, there are four main formats to implement the chosen structural representations.
Each one of them may have its own advantages in representing certain types of structural data
or computing the structure with certain types of methods (see Figure 3.1).
1. Algebraic Representation: Cartesian coordinates.
The algebraic representation makes reference to computing three coordinates (x,y,z) for
each atom. This is the most straightforward method to represent a molecular structure.
This is a useful method because the potential energy functions can be expressed, evaluated,
or minimized more easily when a structure has been defined in terms of cartesian coordi-
nates. Moreover, structural changes or dynamics are described in terms of the coordinates
of the atoms as well.
2. Geometric Representation: Interatomic distances.
The geometric representation is based on the computation of the inter-atomic distances
between protein’s atoms. The main advantage of this representation consists of the fact
that inter-atomic distances are known for certain pairs of atoms, such as the bond lengths
between the bonded atoms, where the distances between hydrogen atoms can be detected
by experimental methods. Then, it is clear that a protein structure could be determined
if the distances between all pairs of atoms are given.
3. Trigonometric Representation: Dihedral angles.
The trigonometric representation is based on the idea that the distances and the angles
could determine the structure of a protein. The main advantage of the trigonometric
representation relies on the fact that each residue type requires a fixed number of torsion
angles to fix the three-dimensional coordinates of all atoms in a protein.
4. Probabilistic Representation: Electron density distribution.
The probabilistic representation uses entropy methods as a tool for the reconstruction of
the electron density function based on information obtained from the X-ray crystallogra-
phy technique.
The trigonometric representation was chosen to model and compute the backbone and
side-chain torsion angles of a protein. The internal coordinate representation (torsion angles)
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Figure 3.1: Formats of structural representation
was chosen based on the fact that each residue requires a fixed number of torsion angles to fix the
three-dimensional coordinates of all atoms. Additionally, the trigonometric implementation was
used given its facility to simulate conformational features (geometry of the peptide bond) and
steric constrains. Furthermore, this is the easiest and cheapest (with respect to computational
resources) manner to represent a protein conformation in the chosen search space method. For
example, for a single aminoacid as tryptophan, 7 dihedral angles are neccesary at most in the
trigonometric representation, meanwhile, using cartesian or geometric representation, a top of
27 atoms or 26 distances must be computed, respectively.
Even if in the proposed approach, the trigonometric respresentation was the chosen represen-
tation model, an algorithm to convert from trigonometric to cartesian models was used. This
algorithm is necessary given two main facts: i) The used potential energy functions are evalu-
ated based on cartesian coordinates. ii-) The final protein conformations are reported using a
file format based on cartesian coordinates (i.e., PDB).
The tertiary structure of a protein rely on the shape of its backbone, which depends on the geom-
etry of the peptide bonds and Cα atoms. The conventional definitions and notation concerning
the geometry of amino acids and peptide bonds are presented in Figure 3.2 [1].
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Figure 3.2: The planar peptide group
To specify the conformation of an amino acid unit in a protein chain, it is necessary to specify
torsion angles about both of the two single bonds provided for the Cα to the chain. These torsion
angles are indicated by the symbols φ (around Cα − N bond) and ψ (around Cα − Cobond).
By convention, both φ and ψ are defined as 180o when the polypeptide is in its fully extended
conformation and all peptide groups are in the same plane.
Even if an astronomical number of possible conformations is generated by the rotation of the
protein torsion angles, there are some steric constraints on the torsion angles of a polypeptide
backbone that limit the number of permissible conformations. One of the most common con-
straints is the fact that no two atoms may approach one another more closely than it is allowed
by their van der Waals radii, i.e., φ and ψ can have any value between −180o and +180o, but
many values are prohibited by steric interference between atoms in the polypeptide backbone
and amino acid side chains.
The whole range of possible combinations of φ and ψ are plotted (φ versus ψ) in a conformational
map (see Figure 3.3) indicating the allowable combinations of the two angles within the blocked
areas.
In Figure 3.3, the shaded dark blue areas reflect conformations that involve no steric overlap and
thus are fully allowed; medium blue indicates conformations allowed at the extreme limits for
unfavorable atomic contacts; the lightest blue area reflects conformations that are permissible
if a little flexibility is allowed in the bond angles. The asymmetry of the plot results from the
L stereochemistry of the amino acid residues.
In the internal coordinate representation the degrees of freedom in the conformations were fixed
to handle the φ, ψ and χi torsional angles. The ω angle is not taken into account because
its bond lengths and angles are fixed at their ideal values. The bond angles and interactomic
distances used in this work are shown in Table 3.1 and Table 3.2 respectively. The number of
χ angles used depends on the residue type (see Table 3.3).
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Figure 3.3: Ramachandran plot
Table 3.1: Ideal Values of Bond Angles
Bond Angles Radians
O − C −N 2.1457
C −N − Cα 2.1293
Cα −N −O 2.0245
Cα − C −O 2.108
Table 3.2: Ideal Values of Interatomic Distances
Atomic Bond Distance (Armstrongs)
O − C 1.231
O −N 1.33
N − Cα 1.45
O − Cα 1.52
Table 3.3: Number of χ angles
Residue χ angles
GLI, ALA, PRO main chain
SER, CYS, THR, VAL χ1
ILE, LEU, ASP, ASN, HIS, PHE, TYR, TRP χ1, χ2
MET, GLU, GLN χ1, χ2, χ3
LYS, ARG, χ1, χ2, χ3, χ4
In order to reduce the size of the conformational space, backbone torsion angles are bounded
in regions derived from secondary structure prediction. Also, side-chain torsion angles are
constrained in regions derived from a backbone-independent rotamer library. The protein con-
formations are still greatly flexible under these constraints, and the structure can take on various
conformations that are vastly different between them, and the native conformation.
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3.1.1 Secondary Structure Prediction
Secondary structure can be described as the local conformation of the polypeptide backbone.
This local conformation plays a crucial role in the formation of a protein native structure. There
are two main frequent backbone configurations named α-helix and β-sheet. In tertiary structure,
the elements of secondary structure are folded forming an almost solid compact structure that
is stabilized by weak interactions that involve polar and nonpolar groups; the three-dimensional
structure of amino acids is obtained after proteins fold into their native states.
An α-helix is formed by hydrogen bonds between residues that are close to each other in the
sequence. In contrast, β-sheets are formed by hydrogen bonds between two parts of the polypep-
tide chain that come close to each other in the three dimensional space, but may be far away
from each other in the sequence.
Secondary structure prediction methods can be categorized in four different generations. First
generation methods were based on propensities of single residues, i.e., they were based on single
amino acid propensities for finding a specific amino acid in a specific structural element. Second
generation methods were based on propensities of segments as opposed to isolated amino acids.
In third generation methods, information from homologue sequences to the query sequence
and state of the art machine learning methods were used. In fourth generation approaches, a
matching between secondary and tertiary protein structure was used; in other words, informa-
tion about 3D protein conformation was added to secondary structure predictive methods (see
Figure 3.4).
Predicting a protein secondary structure consists of the classification of its amino acids as
belonging to either helices(H) or sheets (E) or coils (C). In the proposed approach the PSIPRED
(Protein Structure Prediction Server) [123] was used to obtain the secondary structure of the
proteins. PSIPRED is a highly accurate method for protein secondary structure prediction, and
it is one of the best performing prediction methods. PSIPRED uses information from sequences
that are homologues of the query sequence (third generation methods). Specifically, PSIPRED
incorporates two feed forward neural networks which perform an analysis on output obtained
from PSI-BLAST.
In this thesis, backbone torsion angles are bounded in regions derived from secondary structure
prediction as it is shown in Table 3.4.
Table 3.4: Secondary Structure Constraints
Structures φ ψ
H (α− helix) [−39o,−67o] [−16o,−57o]
E (β − strand) [−130o,−110o] [110o, 130o]
C (coil) [−180o, 180o] [−180o, 180o]
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Figure 3.4: Secondary Structure Prediction Approach
3.1.2 Rotamer Libraries
Rotamers are conformers arising from restricted rotation about one single bond. Then, rotamers
are usually defined as low energy side-chain conformations. A library of rotamers is a source of
rotamer torsion values and probabilities. For given phi and psi (φ and ψ) angles of the backbone
of a specific residue, the rotamer library contains the rotamers which have been observed in some
collection of crystal structures, along with the frequency at which they are observed. Rotamers
are generated by a systematic conformational search, where different side-chain conformations of
a particular amino-acid are generated. Side-chain conformations are generated by systematically
rotating bonds in a side-chain by discrete increments.
The core assumption for using a rotamer library, in protein structure methods, is that there is
enough data in the PDB for each side-chain conformation to attempt statistical determination
of conformation preferences. Then, the exponential growth of the number of sequences reported
in the PDB and the growth in the number of predicted high-resolution protein structures have
been fundamental to improve the accuracy of the rotamer libraries.
In protein structure prediction methods, the use of a rotamer library allows a structure to
be determined or modeled trying the most likely side-chain conformations, saving time and
producing a structure that is more likely to be correct. In this thesis two rotamer libraries were
considered. Specifically, the libraries reported in [124] and [125] were studied to generate the
rotamers reported in Table 3.5.
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Table 3.5: Rotamer library values
Residue χ1 χ2 χ3 χ4
ARG [−177o, 62o] [−167o, 180o] [−65o, 180o] [−175o, 180o]
LYS [−177o, 62o] [−68o, 180o] [−68o, 180o] [−65o, 180o]
MET [−177o, 62o] [−65o, 180o] [−75o, 180o] N/A
GLU [−177o, 70o] [−80o, 180o] [−60o, 60o] N/A
GLN [−177o, 70o] [−75o, 180o] [−100o, 100o] N/A
ASP [−177o, 62o] [−60o, 65o] N/A N/A
ASN [−177o, 62o] [−80o, 120o] N/A N/A
ILE [−177o, 62o] [−60o, 170o] N/A N/A
LEU [−177o, 62o] [65o, 175o] N/A N/A
HIS [−177o, 62o] [−165o, 165o] N/A N/A
TRP [−177o, 62o] [−105o, 95o] N/A N/A
TYR [−177o, 62o] [−85o, 90o] N/A N/A
PHE [−177o, 62o] [−85o, 90o] N/A N/A
PRO [−30o, 30o] N/A N/A N/A
THR [−177o, 62o] N/A N/A N/A
VAL [−60o, 175o] N/A N/A N/A
SER [−177o, 62o] N/A N/A N/A
CYS [−177o, 62o] N/A N/A N/A
3.2 Cost Functions (Potential Energy Functions)
It is difficult to perform a detailed study of the relationship between protein structure and
function using three dimensional structures from experimental techniques (such as X-ray crista-
lography and NMR). These structures are predominately presented as static in nature where
only a minimum of information concerning the relationship of structure to energetics is experi-
mentally accessible. Then, it is claimed that theoretical studies of proteins based on empirical
force field calculations can overcome those limitations [126].
A potential energy function is an equation that relates mainly structure to energy. In order
to be effective, the parameters that have to be input into the equations have been optimized
to represent real chemical systems. After that step, the force field could be used for energy
minimization and MD simulations.
The use of a cost or energy function is necessary in order to evaluate the structure of a confor-
mation. In terms of the searching process (in the energy landscape), a cost function is necessary
to compare any new solution with the solutions found at the moment. This comparison is
performed using the values returned by the energy function based on the conformation of the
molecule. These returned values attempt to represent the actual physical forces and chemi-
cal reactions occurring in a protein in an atomic detail. Furthermore, this empirical functions
provide information about the relationship of protein structure and function.
Most typical all atom energy functions have the form shown in Equation 3.2, where R is the
vector representing the conformation of the molecule, typically in Cartesian coordinates or in
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torsion angles and [others] refers to specific terms such as hydrogen bonding in biochemical
systems.
E(R)=
∑
bondsB(R) +
∑
anglesA(R) +
∑
torsions T (R) +
∑
non−bondedN(R) + [others] (3.1)
In general, equation 3.2 could be separated into two groups, mainly, the internal terms, including
the bond, angle, and dihedral contributions, and the non-bonded or external terms that include
the electrostatic (or coulombic) and van der Waals (vdW) terms. Then, molecular mechanics
is an approach to represent the energy surface for bond and non-bonded interactions with a
simple, analytical and easily differentiable energy function.
Although an accurate measure of protein conformation must imply considering quantum me-
chanics principles, it is a too computationally complex method to become practical. Numerous
approximations are introduced which lead to certain limitations. However, the simulations be-
come much more tractable when turning to empirical potential energy functions, which are
much less computationally demanding.
In this work, the molecular modeling package TINKER is used (available at http://dasher.
wustl.edu/tinker/). Tinker is a general package for molecular mechanics and dynamics.
Tinker makes available the use of any of several force fields such as Amber (ff94, ff96, ff98 and
ff99), CHARMm (19 and 27), Allinger MM (MM2-1991 and MM3-2000), OPLS (OPLS-UA,
OPLS-AA and OPLS-AA/L), Merck Molecular Force Field (MMFF), Liam Dang’s polarizable
potentials, and their own AMOEBA polarizable atomic multipole force field. From those, there
are two widely used molecular mechanics equations, CHARMm and Amber.
3.2.1 CHARMm
The value of the energy in the Chemistry at HARvard Macromolecular Mechanics (CHARMm)
function is calculated as a sum of internal terms, which describe the bonds, angles and bond
rotations in a molecule, and a sum of external terms, which account for interactions between
non-bonded atoms or atoms separated by 3 or more covalent bonds. The CHARMm energy
function has the form shown in following equation.
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ECharmm =
∑
bonds
kb(b− b0)2 +
∑
UB
kUB(S − S0)2 +
∑
angles
kθ(θ − θ0)2 +
∑
torsion
kχ[1 + cos(nχ− δ)]
+
∑
impropers
kimp(φ− φ0)2 +
∑
non−bond
εij
[(
Rminij
rij
)12
−
(
Rminij
rij
)6]
+
qiqj
erij
where
• b is the bond length, b0 is the bond equilibrium distance and kb is the bond force constant.
• S is the distance between two atoms separated by two covalent bonds, S0 is the equilibrium
distance and kUB is the Urey Bradley force constant.
• θ is the valence angle, θ0 is the equilibrium angle and Kθ is the valence angle force constant.
• χ is the dihedral or torsion angle, kχ is the dihedral force constant, n is the muliplicity
and δ is the phase angle.
• φ is the improper angle, φ0 is the quilibrium improper angle and kimp is the improper
force constant.
• εij is the Lennard Jones well depth, rij is the distance between atoms i and j, Rminij
is the minimum interaction radius, qi is a partial atomic charge and e is the dielectric
constant.
3.2.2 Amber
AMBER-99 is the third generation update to AMBER-94, including updated parameters for
both amino and nucleic acids. The primary changes for peptides/proteins is in the torsional
potentials. Amber represents a class of minimalist functions, where the bond and angles repre-
sented by a simple diagonal harmonic expression, the VDW interaction represented by a 6-12
potential, electrostatic interactions modeled by a Coulombic interaction of atom-centered point
charges, and dihedral energies represented with a simple set of parameters, often only specified
by the two central atoms. The amber energy function has the form depicted in the following
equation.
Etotal =
∑
bonds
Kr(r − req)2 +
∑
angles
Kθ(θ − θeq)2 +
∑
dihedrals
Vn
2
[1 + cos(nφ− γ)]
+
∑
i<j
[
Aij
R12ij
− Bij
R6ij
+
qiqj
Rij
]
+
∑
H−bonds
[
Cij
R12ij
− Dij
R10ij
]
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3.3 Search Conformation Procedure
Numerous problems encountered in computational biology can be formulated as optimization
problems. Traditionally, optimization is conducted with respect to a single objective function,
but the possibility of optimizing multiple objectives simultaneously has become of great interest.
In [127] a categorization based on the different types of contexts in which a multi-objective
approach may be usefully exploited in biological problems is presented.
The protein structure prediction problem has been usually approached as a single-objective
optimization problem using a single-objective potential energy function. In this work a multi-
objective approach is proposed in order to evaluate the suitability of facing the PSP problem
as a multi-objective optimization problem (MOOP).
3.3.1 Multi-objective Optimization
The task of finding one or more optimal solutions in an optimization problem, where the problem
involves more than one objective function is known as a multi-objective optimization problem.
Typically, the objectives estimate very different, incommensurable and often in conflict aspects
of the solution. A general multi-objective optimization problem can be defined as follows:
Definition 3.1 (a multi-objective optimization problem – MOOP). Finding a vector
x = [x1, x2, . . . , xn]
T which:
i) satisfies the r equality constraints, hi(x) = 0, 1 ≤ i ≤ r,
ii) is subject to the s inequality constraints, gi(x) ≥ 0, 1 ≤ i ≤ s,
iii) and which optimizes the vector function, z = f(x) = [f1(x), f2(x), . . . , fm(x)]
T
Then, it is clear that an MOOP problem is focused on searching for the optimal values of the
decision variables (vector x) that minimize/maximize the objective functions (vector f(x)) while
satisfying the constraints. The vector x is an n-dimensional decision vector or solution and X
is the decision space, i.e., the set of all expressible solutions. z = f(x) is an objective vector
that maps X into <m, where m ≥ 2 is the number of objectives. The image of X in objective
space is the set of all attainable points Z (See Fig. 3.5).
A concept of dominance is important in multi-objective optimization algorithms. Then, two
solutions are compared on the basis of whether one dominates the other solution or not.
Definition 3.2 (Dominance). A vector solution x is said to dominate a solution x′, denoted
by x ≺ x′, iff z = f(x) is partially less than z′ = f(x′), i.e. ∀i : zi ≤ z′i, ∧ , ∃i : zi < z′i, for
1 ≤ i ≤ m.
In other words, x ≺ x′ if the solution x is no worse than x′ in all objectives, and x is strictly
better than x′ in at least one objective. Note that if solution x does not dominate solution x′,
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Figure 3.5: The n-dimensional parameter space maps to the m-dimensional objective space.
this does not imply that x′ dominates x. Furthermore, there are three possible outcomes of this
relation: x dominates x′; x is dominated by x′; or x and x′ do not dominate each other.
The Pareto optimal set X of solutions consists of all those that it is impossible to improve in any
objective without a simultaneous worsening in some other objective. Then, a Pareto optimum
solution can be defined as:
Definition 3.3 (Pareto Optimum Solution). A solution x ∈ X is said to be a Pareto
optimum solution if and only if there is no x′ ∈ X such that x′ ≺ x.
There are two invariant relations that are preserved in optimum sets, i) Any two solutions of
non-dominated set must be non-dominated with respect to each other, and ii) Any solution not
belonging to non-dominated set is dominated by at least one member of the non-dominated set.
It is clear that a Pareto optimal set can contain more than one element given that there exist
different trade-off solutions to the problem with different compromises with respect to the
objectives. Then, a higher making decision level is involved to choose a solution that is Pareto
optimal. Figure 3.5 shows the principles in an ideal multi-objective optimization procedure
[128]. Step 1 has multiple tradeoff solutions. Thereafter, in Step 2, higher level information is
used to choose one solution from Step 1.
A multi-objective optimization evolutionary algorithm (MOEA) is a stochastic, population-
based computational procedures that mimics nature’s evolutionary principles to drive its search
towards an optimal solution of problems with multiple objectives. Evolutionary algorithms
are usually suitable to solve MOPs, because, in each iteration, they deal with a set of possible
solutions, instead of a single one. Since a population of solutions are processed, several members
of the Pareto optimal set in a single run of the algorithm, instead of having to perform a series
of separate runs as in classical search and optimization algorithms. Additionally, evolutionary
algorithms are less susceptible to the shape or continuity of the Pareto front.
In this thesis a multi-objective evolutionary algorithm called Elitist Non-Dominated Sorting
Genetic Algorithm (NSGA-II) was used in the experimental framework.
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Figure 3.6: Schematic of an ideal multi-objective optimization procedure.
3.3.1.1 The Multi objective evolutionary algorithm
This algorithm was suggested in 2000 by Deb. et. al. [129]. NSGA-II uses an elite-preservation
strategy and an explicit diversity-preserving mechanism. A schematic graph of NSGA-II is
depicted in Figure 3.7 and the NSGA-II procedure is outlined in the following [128].
NSGA-II:
• Step 1: Combine parent and offspring population and create Rt = Pt
⋃
Qt.
Perform a non-dominated sorting to Rt and identify different fronts: Fi, i=1, 2, . . .,etc.
• Step 2: Set new population Pt+1 = 0. Set a counter i = 1.
Until |Pt+1|+ Fi < N , perform Pt+1 = Pt+1
⋃
Fi and i = i+ 1
• Step 3: Perform a crowding-sort procedure and include the most widely spread (N −
|Pt+1|) solutions by using the crowding distance values in the sorted Fi to Pt+1.
• Step 4: Create offspring population Qt+1 from Pt+1 by using the crowded tournament
selection, crossover and mutation operators.
Respect to the algorithm complexity analysis, it could be stablished that Step 1 requires at most
O(MN2) computations performing a non-dominated sorting of a population of size 2N . The
crowded tournament selection in Step 4 requires the crowding distance computation O(N log
N) of the complete population Pt+1 of size N. This requires O(MN log N). Clearly the overall
complexity of the algorithm is determined by Step 1. Therefore, the overall time complexity of
NSGA-II is bounded by O(MN2).
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Figure 3.7: Schematic of the NSGA-II procedure
The use of no extra niching parameter in the introduction of diversity (using crowding distance)
among non-dominated solutions is one of the main advantages of NSGA-II. Additionally, the
crowding distance can be calculated either, in the objective or variable space. The main disad-
vantage of the algorithm is that it loses its converge properties when the crowded distance is
used to restrict the population size.
In this work, the NSGA II algorithm is used as the method to evolve the protein conformations.
Specifically, an object-oriented Java-based framework called jMetal was used at the development,
experimentation, and study of multi-objective algorithm for solving the PSP problem. (jMetal
is available for download at http://jmetal.sourceforge.net/)
3.3.2 The Multi-objective Formulation
In any multi-objective problem, two spaces should be defined: the decision space (the set of all
expressible solutions), and the objective space (the space where the image of the solutions is the
set of all attainable solutions). In general, to model any specific problem as a MOOP, three
basic sets should be modeled, namely, a set of objective functions, a set of decision variables
and a set of equality/inequality constrains.
For the problem under discussion, the energy of the protein conformation should be minimized.
Moreover, more than one possible energy interacton which compute different kind of interactions
could be defined. Then, we have:
• Decision Space [decision variables] In the design of a genetic algorithm, a chromosome
is a set of parameters that represent a solution to the problem that the genetic algorithm is
trying to solve. In multi-objective genetic algorithms (as NSGA-II) this set of parameters
is equivalent to the variable space.
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In this work and in order to represent the protein conformations, a trigonometric respre-
sentation was chosen to represent and compute the backbone and side-chain torsion angles
of a protein. Additionally, backbone torsion and side-chain angles are bounded in regions
derived from structure prediction and rotamer libraries, respectively (See section 3.1 for
further detail).
Figure 3.8 depicts in a schematic way the coding that was used in the proposed approach.
Note that each amino acid will have a maximum of six positions (ex. LYS) and a minimum
of two (ex. GLY). Then, the length of the chromosome depends on the number and the
class of residues of the target protein. Figure 3.9 shows how the primary structure of the
Met-enkephaline peptide is represented by the proposed approach.
• Objective space [objective functions] In the proposed approach, the different terms of
the potential energy functions were transformed into several objectives to fit the multi-
objective evolutionary optimization formulation of the PSP problem. Therefore, a problem
with two objectives and another with three are considered.
In the two objective problem, the bonds, angles and torsion interactions between atoms (i.e.,
local interaction) were considered as the first objective, the second objective is composed by
all the interactions between all the atoms not connected by chemical bond, which are atoms
separated by at least three or more covalent bonds (i.e., non-local interaction). Then, these
cost energy equations have the following form.
f1 = Ebond =
∑`
k=1Ek
f2 = Enon−bond =
∑C
k=`Ek
(3.2)
Where the bond energy takes into account the interactions between aminoacids that are
neighbors along the primary structure. The non-bond term represents the interaction be-
tween residues that are separate in the primary sequence by at least two aminoacids. ` is the
number of sums in the potential energy functions that characterizes the bond interactions,
and C is the total number of interactions characterized by the potential function.
In the three objective problem, the Van Der Wall energy term is separated in a new objective.
This is due to the fact that this term has higher change range than the other non-bond
energy terms. Thus, a cost function with three objectives is used to optimize the energy of
the conformation appropriately. Then, these cost energy equations have the following form.
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f1 = Ebond =
∑`
k=1Ek
f2 =
∑c−1
k=`Ek
f3 =
∑c
k=c−1Evdw
(3.3)
• Feasible regions [equality/inequality constrains] Therefore, the constraints which rep-
resent unfeasible regions are the steric constrains. This constraints are modeled based on
the cost function and not as optimization constraints.
Figure 3.8: Chromosome used in the genetic algorithm
Figure 3.9: Chromosome used to represent the Met-enkephaline primary structure
3.3.3 Decision-making Phase
As stated, an multi-objective evolutionary algorithm called NSGA II is used to evolve protein
conformations in the reported experimental framework. These methods requires an high level
information phase in order to select one solution from the final dominance set. This phase could
be hard to accomplish when the number of objectives and solutions is large.
In this work four different implementations of the decision-making phase based on the Pareto
knees were computed. The knees are solutions of the Pareto front where a small improvement
in one objective leads to a deterioration in at least one other objective. In [130], the authors
presented two algorithms for finding the knees in the Pareto front: an angle-based and an
utility-based method.
In the angle-based method the trade-offs in either direction can be estimated by the slopes of
the two lines through an individual and its four closest neighbours. The angle between these
slopes can be regarded as an indication of whether the individual is at a knee or not. Figure
3.10 depicts an illustration of this fact. Specifically, note that the larger the angle α, β, γ or δ
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between the lines, the worse the trade-offs in either direction, and the more clearly the solution
can be classified as a knee [130].
Figure 3.10: Four neighbors to calculate the maximum of α, β, γ, δ
The expected marginal utility that a specific solution provides to a decision maker is the second
presented method to measure the relevance of this solution. The individuals marginal utility is
defined as the additional cost that must be accepted if a particular individual (the best one)
would not be availabe and the second best individual must be chosen. Formally, this idea can
be expressed in the following manner.
U
′
(xi, λ
′
) =
{
minj 6=iU(xj , λ
′
)− U(xi, λ′)) if i = argmin U(xj , λ′)
0 otherwise
where U(xi, λ
′
) =
∑
λ
′
ifi(x) is a linear utility function with
∑
λ
′
i = 1.
The expected marginal utilities can be approximated by sampling. Specifically, the marginal
utility for all individuals for a number of randomly chosen utility functions is calculated, next
the average as expected marginal utility is taken.
Based on these algorithms, in this work four different decision-making schemes were adopted.
1. First, detect the solution, which is a knee of the Pareto front, using the angle-based
method. Then, select the solution with the largest angle.
2. First, detect the solution, which is a knee of the Pareto front, using the angle-based
method. Then, select the solution with the lowest energy function value from these sam-
ples.
3. First, detect the solution, which is a knee of the Pareto front, using the utility-based
method. Then, select the solution with the biggest utility.
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4. First, detect the solution, which is a knee of the Pareto front, using the utility-based
method. Then, select the solution with the lowest energy function value from these sam-
ples.
3.4 Root Mean Square Deviation
The root mean square deviation (RMSD) is a well known metric to evaluate how similar the
predicted protein conformation is to the native one (i.e., structural similarity). When an optimal
superposition of the two structures that are compared is computed, the RMSD measures the
average distance between their backbones.
Low RMSD values between the predicted conformation and the native protein are best, zero
indicates exact equality. RMSD is given by the following equation.
RMSD(a,b)=
√√√√√ n∑
i=1
|rai − rbi|2
n (3.5)
where rai and rbi are the positions of atom i of structures a and b, respectively, and where
structures a and b have been optimally superimposed.
RMSD values do not depend only on conformational differences but also on other features, for
example the dimensions of the structures that are compared, best alignments do not always
mean minimal RMSD values, significance of RMSD depends on the size of the structures and
it can vary with protein type.
In this work, the program RmsCalc from the BioShell suite of tools is used (available at http:
//bioshell.chem.uw.edu.pl/rmscalc.html). RmsCalc calculates crmsd distances between a
bunch of target and template structures in PDB or XYZ format, and calculate crmsd distance
between any target and any template. Two different parameter were used for this program,
’-allatom’ which uses all atoms from both structures for distance calculations, and ’-caonly’
which uses only CA atoms from both structures for distance calculations.
Chapter 4
The Proposed Parallel
Implementation
4.1 Introduction
Parallel computing refers to the simultaneous computation of instructions to solve a single
problem. The processing elements of the computation can be diverse and include resources
such as a single computer with multiple processors, several networked computers, specialized
hardware, or a combination of the above. Parallel computing has been used to model difficult
scientific and engineering problems found in the real world. Optimization problems are among
the most interesting and challenging, and they are suitable for the use of parallel techniques.
Therefore they have received an increasing amount of attention in the research and industry
community in last decades.
Parallel and distributed computing has been widely used in the design and implementation of
multi-objective optimization algorithms to speed up the search process. They have also been
used to improve the precision of the model, the quality of the obtained Pareto fronts, the
robustness of the obtained solutions, and to solve large scale problems.
In addition, parallelization techniques have always been a focus of research in evolutionary
algorithms for single objective optimization problems because of their population-based na-
ture. As a natural extension, parallelization techniques have also been used for evolutionary
multi-objective optimization. Thus, different parallel approaches applied to single objective
optimization problems have been widely suited and reported, particularly, their modeling, per-
formance and behavior have been investigated. However, a modest insight has been given to
parallel approaches to solve multi-objective optimization problems. Different parallel models
have been proposed in the design of multi-objective optimization algorithms, but only a few
of the reported parallel approaches are accessible to compare the performance of those imple-
mentations. Then, determining the efficiency and effectiveness of parallel implementations is
usually difficult.
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In the early work by Veldhuizen et al. [131, 132], they presented the benefits of parallelizing
an MOEA. Additionally, some design issues and considerations were explored and analyzed on
a real-world application, particularly, the protein structure prediction problem. Also, a perfor-
mance analysis in a cluster of an MOEA algorithm was carried out in [133] and extended by
the same authors in [134]. This analysis was developed using benchmark functions to evaluate
the algorithms in different ranges of features such as convexity, discreteness, multimodality and
uniformity. On the other hand, in [135], Streicher proposed a divide and conquer approach
to parallelize MOEAs, this work aimed at improving the speed of convergence beyond a par-
allel island MOEA with migration. Additionally, a clustering based parallelization scheme for
MOEAs was suggested and compared on standard multi-objective test functions. Recently, in
[136] a comprehensive overview of parallel approaches for multi-objective optimization was pre-
sented. Particularly, the design aspect of the algorithms as well as the implementation aspects
on different parallel and distributed architectures is discussed.
The advances in the use of multi-objective evolutionary approaches for real-world applications,
containing multiple objectives and high dimensionality, have led to the exploitation of the inher-
ent parallelism of such algorithms. Since the protein structure prediction problem is a complex
NP-hard, CPU time consuming process, hence these features make it a perfect candidate to
be solved using a parallel model. Then, the efficiency (i.e., how well it performs computation-
ally) and effectiveness (i.e. how good its reported solutions are) of PSP could be improved if
increasing the number of processors allocated to it.
Given that an MOEA approach for the PSP problem was already implemented, the main goal
of this work is to study how a parallelization model can improve the performance of an MOEA.
Specifically, the focus of the proposed approach in this work is to improve the effectiveness of
the algorithm discovering what solutions arise from simultaneous execution of multiple PSP
instances.
Accordingly, some groups or categories can be defined based on common features of the al-
gorithms. Specifically, the parallel evolutionary algorithms can be included in one of three
categories: master-slave, islands and diffusion models. In the master-slave model the objective
function evaluations are distributed among several slave processors, while a master processor
executes the MOEA and other overhead functions. In an island model, MOEAs populations
are relatively isolated from each other but individuals within some particular island occasion-
ally migrate to another one. As in the master-slave model, the diffusion model deals with one
conceptual population, except that each processor holds only a few individuals [132]. Clearly,
in all these models a different trade-off between exploration and exploitation of the search space
is required.
In this chapter, the proposed parallel implementation for the PSP problem is explained in
detail. The outline of the chapter is as follows: The next section provides the background
details necessary to understand the essential features of the implementation. Specifically, this
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section is devoted to giving a brief review of the used parallel paradigm (i.e., island models),
and an explanation of the JavaSpaces technology. Then, the proposed parallel implementation
is described in the next section.
4.2 Background
The proposed parallel version of PSP was modeled and implemented using the JavaSpaces
technology. JavaSpaces was the chosen high-level coordination tool for gluing processes together
into our distributed application because it allowed the development of a simple design and
implementation.
In addition, the proposed approach uses an island MOEA model as its parallel paradigm. Par-
ticularly, a master processor was used for management tasks and several slave processors to
execute the MOEA algorithm. Accordingly, the master processor generates tasks, writes them
into a space and collects results from the space.
A background necessary to understand the parallel implementation of the MOEA to solve the
PSP problem is presented in this section. Specifically, the next subsections briefly summarize
the JavaSpaces technology and explain the parallel paradigm called island models.
4.2.1 JavaSpaces
The construction of distributed applications usually demand passing messages between processes
or invoking methods on remote objects. Therefore, several technologies can be used to build
these applications, including low-level sockets, message passing, and remote method invocation
(RMI). In contrast, in JavaSpaces applications, the processes do not communicate directly, but
their activities are coordinated by exchanging objects through persistent object exchange areas
(i.e. space or shared memory). Then, JavaSpaces provides a different programming model
that views an application as a collection of processes cooperating via the flow of objects into
and out of one or more spaces. This approach can simplify the design and implementation of
sophisticated distributed applications. Hence, a process can write new objects into a space, take
objects from a space, or read (make a copy of) objects in a space, as depicted in Figure 4.1
[137].
JavaSpaces technology has a significant number of java-interfaces and java-classes that provide
a valuable set of tools for developers. One of these tools is the compute-server implementation,
which is an implementation of an all-purpose computing engine using a JavaSpace. A compute-
server provides a service that accepts tasks, computes them, and returns results. The server
itself is responsible for computing the results and managing the resources that complete the
job. The service may use multiple processors or special-purpose hardware to compute the tasks
faster than a single-CPU machine. The typical space-based compute-server is depicted in Figure
4.2.
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Figure 4.1: Processes use spaces and simple operations to coordinate activities (figure taken
from http://java.sun.com/developer/Books/images/javaspacesil.gif)
Figure 4.2: A space-based compute-server (Figure taken from [137])
4.2.2 Island Models
The island paradigm is based on the biological evolution of natural populations in relative
isolation, such as those that might occur within an ocean island chain with limited migration.
Then, in the island model, every processor runs an independent MOEA using a separate sub-
population. The processors might cooperate by regularly exchanging migrants which are good
individuals in their sub-populations [138].
The island models can be categorized into two main groups, cooperating subpopulations and
a multi-start approach [136]. The first methods (cooperating subpopulations) are based on
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the partition of the search space. In this group, the population is divided into subpopulations
and the algorithms attempt to distribute the task of finding the complete Pareto optimal front
among the available islands. This way each processor is destined to find a particular portion
of the Pareto-optimal front. In the multi-start approach, each processor independently runs
an optimization algorithm. In [136] it is stated that the basic idea of using such a model is
that running several optimization algorithms with different initial seeds is more valuable than
executing only one single run for a very long time.
The island paradigm is termed coarse-grained parallelism because each island contains a large
number of individual solutions. Rings, meshes, toruses, triangles, and hypercubes (see Figure
4.3) are some of the logical or physical structures in which communication backbones can connect
processors. The communication backbone, the island model architecture (as the number of
islands) and the migration policies (such as how often migration occurs, the number of solutions
to migrate, how to select emigrating solutions, and which solutions are replaced by immigrants)
are some of the key issues that should be faced when an island model is implemented.
Figure 4.3: A space-based compute-server
4.3 The proposed parallel implementation
As mentioned earlier, the proposed approach is based on an island model as parallel paradigm
and on a compute server model with regard to the JavaSpace implementation. The proposed
implementation performs three main tasks: initiating work and slave registration, handling
migrations, and finishing work and sending and collecting results. Figure 4.4 depicts the main
components of the JavaSpace technology. Note that the arrows represent one of the three actions
(write, take or read) that can be performed by the different clients (either master or slave) in
order to communicate and synchronize through the shared JavaSpace area.
4.3.1 Initiating work and slave registration
The proposed implementation requires that the master keeps an updated list of the slaves
working for it at any time so it can properly synchronize them. In order to accomplish this, all
the clients must register with their master.
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Figure 4.4: JavaSpace technology components
Once a master starts, the first step consists of writing (W) an entry (InitEntry) into the JavaS-
pace. This entry will then be taken by slaves that can perform the task. This entry is read (R)
by the slaves, as seen in Figure 4.5. Note that the entry must only be read (instead of being
taken) by the slaves, this is because the entry ”Init” must be kept in the JavaSpace during all
the processes so that new slaves can be added at any time.
Figure 4.5: Initiating work phase
Subsequently, once a slave receives the InitEntry, it requests registration from the master. The
slave then writes an unapproved SlaveEntry. Then, the master takes this entry. This process is
depicted in Figure 4.6.
Figure 4.6: Slave Registration phase. The master takes the unapproved slave entry
Notice that the master writes the same entry that was taken before. The only difference is that
this entry has been approved by the master.
In the last step, as shown in Figure 4.7, the slave takes this entry, and writes it back; the reason
for this rewriting is that the slave must be the author of the entry in the space in order to keep
its lease alive. The lease of this entry lease is renewed in the background by the slave (see Figure
Chapter 4. The Proposed Parallel Implementation 55
4.8) so that the master can know when the slave is not working on the task anymore, either
because it completed the task successfully or due to an unexpected error, such as a network
error or unavailability of the entry.
At the end of this step, the master has a list of all the slaves that are working for him. The
master will periodically check the status of its current slaves; it will also repeat this process to
receive new slaves.
Figure 4.7: Slave Registration phase. The slave takes the approved entry
Figure 4.8: The master will periodically check the status of its current slaves
4.3.2 Handling Migrations
At a given point of the execution of the algorithm a migration will occur, and each of the
slaves will send EmigrantEntries to JavaSpace, as depicted in Figure 4.9, and then wait for an
ImmigrantEntry to be sent to it by the master.
Figure 4.9: Handling migrations phase: slaves send EmigrantEntries to JavaSpace.
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The master will then collect all EmigrantEntries that are sent out by its slaves and will store
them, as shown in Figure 4.10.
Figure 4.10: Handling migrations phase: master takes all EmigrantEntries.
After all slaves have sent their emigrants, the master creates an ImmigrantEntry for each one
of its slaves based on the emigrant populations that it has collected in the previous step, and,
as shown in Figure 4.11, it will write all of them to the JavaSpace.
Figure 4.11: Handling migrations phase: master writes all ImmigrantEntries
Finally, each slave is able to take its corresponding immigrant and continue the execution of its
task, i.e., the MOEA. See Figure 4.12
4.3.3 Finishing work and sending results
When a slave client has reached the maximum number of evaluations in the MOEA algorithm,
it writes a ResultEntry into the JavaSpace. These entries are then taken by the master, which
adds them into his final result set. When the first ResultEntry is taken by the master, it also
cancels the InitEntry, so that no new slaves begin working on it past this point in time. After
this point the master waits for its slave list to empty, either because the slaves complete their
work or due to an unexpected error that prevented that slave from finishing its computation.
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Figure 4.12: Handling migrations phase: each slave takes its corresponding ImmigrantEntry.
Once this occurs, the master presents its final result set, comprised of all the results received.
The aforementioned process is presented in Figure 4.13.
Figure 4.13: Finishing and sending results phase.
Chapter 5
Experimental Framework
In this chapter, an experimental framework to report the results obtained using the parallel
multi-objective approach is presented. Specifically, an analysis of the results obtained over the
set of proteins shown in Table 5.1 is provided. This set of proteins has been used as a benchmark
given that it contains some of the most studied proteins both theoretically and experimentally.
The proposed algorithm was compiled using java software and the open source IDE Eclipse.
The experiments run on a work-station equipped with two Quad Core Intel Xeon Processor
X5450 (2.33GHz,2X6M L2,1333), with 32GB, DDR2 SDRAM FBD Memory, 667MHz.
The main goal of the experiments presented in this chapter was to evaluate the behavior of
the proposed model in the protein structure prediction problem. However, the proposed model
allows the use of different parameters, such as number of islands, number of migrations, percent-
age of migrated population, the MOEA algorithm, the MOEA’s mutation and crossover rates,
number of objectives etc. Some parameters were fixed and several experiments were carried
out using those values. Understanding the role of the different parameters and policies in their
impact on MOEA outcomes are left for further studies.
In the experiments, a model with four identical islands (same parameters) evolving synchronously
was used. The number of individuals in the system was set to 100, the number of evaluations
was set depending on the target protein. The used MOEA was a standard NSGA-II algorithm,
so the results could later be used to further study the use of islands in MOEA approaches.
A real value representation was used (the length of the chromosome depends on the protein
target). A crossover and a mutation operator at rates of 0.7 and 0.01 were used, respectively.
Migrations ocurred every 100000 (one hundred thousand) evaluations, and their size was ten
percent of the population. A ring topology was used for the island model. During migrations,
an exchange between two neighboring island is carried out.
For each experiment, seven different analyses were performed.
• The computation of the rmsdCα and energy value were computed over different protein
conformations. These conformations are obtained from different evaluations of the MOEA
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approach using the four implemented decision-making algorithms. The results are gener-
ally reported as a table. These results give us important information about how different
is the predicted protein conformation with respect to its native counterpart. Additionally,
we will observe the output of the algorithm as an energy minimization process.
• A visualization of the protein conformations is depicted using the molecule viewer soft-
ware JMOL. Different styles in the visualization are used in order to facilitate the visual
inspection of the predicted protein conformation with respect to its native counterpart.
• The computation of the minimum rmsdCα obtained for each island is plotted and ana-
lyzed. As explained in chapter 3 and 4, the final sets of the different and independent
MOEA instances are merged together in islandT. Specifically, islandT reports a solution
set (with the same length of the population parameter) obtained from the MOEA’s final
sets. The analysis of the minimum rmsdCα obtained for each island is important be-
cause it give us valuable information about the behavior of the MOEA algorithm and the
behavior of the decision-making implementations.
• The behavior of each island, with respect to the maximum, minimum and average rmsdCα
found in different stages of the algorithm is also studied. Then, a plot showing the dy-
namics of these three values is shown and discussed.
• Given that the average values could be affected by very high or low rmsdCα errors, a
plot reporting the frecuency histograms of these errors in specific intervals is provided. In
previous graphs, the dynamic of the rmsdCα was already studied. Then, this analysis is
particularly important because it allows to precisely determine if the number of good solu-
tions (i.e., protein conformations with low rmsdCα errors) is increased along the evolution
of the populations.
• The next analysis corresponds to the dynamic of the Pareto fronts. These plots depict
the Pareto fronts of each island in different stages of the algorithm. This analysis is
important because it allows the study of the muliobjective algorithm and the different
objectives chosen for the experimentation. Moreover, these plots allow an understanding
of the decision making methods, given that these methods are based on the geometry
of the Pareto front. The impact and performance of the parallel implementation can be
understood analyzing the fronts after migrations have occurred.
• The low correlation between the energy of a conformation and its rmsdCα error is one
of the main factors why ab-initio protein structure prediction methods have low accucary
prediction rates. Then, even if a configuration with minimum energy is found by the
algorithm, this conformation usually is not close to the optimum conformation in nature.
The analysis of the energy versus rmsdCα errors tries to unveil the relationship of these
factors in the multi-objective algorithm.
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Table 5.1: Experimental Test Proteins
PDB-ID Length (aa) Molecule Method Resolution (Ao)
1PLW 5 Met-enkephalin 1 Solution NMR N/A
1ZDD 35 Protein A domain Solution NMR N/A
1CRN 46 Crambin X-Ray Difraction 1.5
1ROP 63 ROP protein X-Ray Difraction 1.7
1UTG 70 Uteroglobin X-Ray Difraction 1.34
Table 5.2: Island architecture, migration policies and MOEA’s parameters for PSP
Parameter or Policie Value
Island Topology Ring
Number of islands 4
Migration rates every 100000 generations
Population to be migrated 10%
Number of evaluations 2000000
Population size 100
SBX Crossover ηc = 5, pc = 0.9
Polynomial Mutation ηm = 10, pm = 0.01%
5.1 Test proteins suits
5.1.1 Repressor of primer 1ROP
ROP is a small four-helix bundle protein formed by the antiparallel interaction of two helix-
turn-helix identical monomers of 56 residues. The protein data bank ID for this protein is
1ROP. This protein is found in bacteria (it is expressed in Escherichia coli) and its role is to
regulate the number of copied genes of plasmids. The ROP protein’s structure has been solved
at a resolution of 1.7Ao. In general, the 1ROP protein is a highly used test suit in de novo
protein design and in the novo protein prediction, given that its conformational characteristics
(four-helix bundle) allow the understanding of the the relationship between amino acid sequence
and structure.
Based on the decision-making methods described in chapter 3, the algorithm matches the crystal
structure with an rmsdCα of 3.7754 A
o and energy -626.75 kcalmol−1 (see Figure 5.1). Table 5.3
reports the computed structures in different iterations of the algorithm; specifically, it shows a
comparison between the structures in the final archives in different iterations based on different
decision-making criteria.
A more detailed inspection of the conformations with minimum RMSD for different iterations
of the algorithm in each island is depicted in Figure 5.2. We would like to underline the fact
that even if island 1 and island 2 evolve in worst protein conformations, the general procedure
that combines the results (island T) is not affected by this fact. Then, the proposed parallel
implementation provides an adequate cover of the search space improving the precision of the
model and the quality of the obtained Pareto fronts. The conformation with minimum RMSD
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(a) Native conformation (schematic structure) (b) Predicted conformation (schematic struc-
ture)
(c) Native conformation (cord structure) (d) Predicted conformation (cord structure)
Figure 5.1: Native and predicted conformations for 1ROP protein
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Table 5.3: Computed protein conformation for the 1ROP protein target
Iterations Decision Maker rmsdCα Energy (
kcal
mol )
500000 Utility 3.9550 -212.9578
Utility + Energy 3.9550 -212.9578
Angles 3.9802 -225.442
Angles + Energy 3.9802 -225.442
1000000 Utility 3.9156 -476.0725
Utility + Energy 3.9117 -477.2129
Angles 3.9259 -477.7539
Angles + Energy 3.9259 -477.7539
1500000 Utility 3.8063 -584.0034
Utility + Energy 3.8063 -584.0034
Angles 3.8016 -583.8831
Angles + Energy 3.8187 -532.0886
2000000 Utility 3.8265 -656.4
Utility + Energy 3.8235 -656.4
Angles 3.7754 -626.7585
Angles + Energy 3.8265 -656.1283
evolved by the algorithm has an rmsdCα error of 3.3935A
o, which is significatively better than
the minimum reported errors for this protein. A more detailed plot of the minimum, maximum
and average rmsdCα values at different time-steps of the algorithm is presented in Figure 5.3.
Given that the mean values could be affected by very high or low RMSD errors. Figure 5.4
shows the frequency histograms of these errors in specific intervals.
Note that Figure 5.4 depicts the amount of individuals belonging to a specific rmsdCα interval.
This measure is highly important because it allows to understand the role of the evolution in
the minimization of the RMSD errors without propensities to outlier values. Specifically, from
Figure 5.4 (e) can be concluded that the number of protein conformations belonging to the
interval [3A, 5A] is close to the fifty percent of the population. Notice that the number of
conformations belonging to this interval at the beginning of the evolution was less than two
percent of the population. Figure 5.4 stresses the importance of the parallel model. The plot
marked as Final Results maintains the good behavior of island 3 and it is not very sensitive to
the behaviors of the other islands.
Figure 5.5 shows the different Pareto fronts found by the algorithm in different iterations. It
should be stressed that, although the NSGA-II algorithm finds well distributed fronts and it
emphasizes the convergence, there are some individuals in the optimal set that present high
energy levels. Typically these individuals show a marked difference in the objectives tradeoff.
Note that the Pareto front reported in Figure 5.5 (e) Final results, is the set of dominant
solutions of joining the Pareto fronts of islands one, two, three and four.
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Figure 5.2: Behavior of the minimum RMSD in each island
In the plot of Figure 5.6, the correlation between the energy and the rmsdCα for conformations
sampled by the MOEA algorithm in each island is shown. From this plot it is worth to note
that it is possible to produce structures with lower energy than that of their reported native
structure. It is an important point because even if a minimum energy conformation is found by
the algorithm, this conformation usually is not close to the native conformation.
5.1.2 Disulphide-stabilized mini protein A domain 1ZDD
The 1ZDD protein is a two-helix peptide of 34 residues. This protein defines 192 torsional angles
and it has 71% helical (2 helices, 25 residues) with respect to the reported DSSP secondary
structure.
The 1ZDD protein has been considering an interesting test bed to better understand how a given
folding algorithm works on a problem with a considerable number of variables. In this thesis it
is a very nice test protein to understand the performance of the algorithm with respect to three
main challenges and features. There are no knees on the Pareto front of 1ZDD protein, the
secondary structure prediction used by other methods is generally performed by the SCRATCH
software, and there is one aminoacid that is not recognized in the .fasta file. These characteristics
are used in this subsection to analyze the impact of these features in the proposed approach.
Specifically, the same running parameters that have been used so far are kept for the 1ZDD
experiments. In other words, the same secondary structure prediction method (PSIPRED)
instead of the SCRATCH method was used, the not recognized amino-acid was resigned from
be included in the experiments, and the same decision-making methods were used even if there
are not knees on the Pareto fronts.
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(a) Island 1
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(b) Island 2
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(c) Island 3
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(e) Final Results
Figure 5.3: Minimum, average and maximum RMSD in each island (1ROP)
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Figure 5.4: Histrogram of RMSD ranges (1ROP)
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Figure 5.5: Pareto Fronts in each island (1ROP)
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Figure 5.6: Relationship between Energy and RMSD (1ROP)
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The performance of the proposed approach was measured in terms of the rmsdCα with respect to
the structure stored in PDB (1ZDD): the results are reported in Table 5.4. The conformation
with minimum rmsdCα matches the crystal structure with a coordinate root mean square
deviation value of 3.8135Ao.
Table 5.4: Computed protein conformation for the 1ZDD protein target
Iterations Decision Maker rmsdCα Energy (
kcal
mol )
500000 Utility 3.8023 -1185.1286
Utility + Energy 3.8023 -1185.1286
Angles 3.8023 -1185.129
Angles + Energy 3.7980 -1185.462
700000 Utility 3.8618 -1202.807
Utility + Energy 3.8618 -1202.807
Angles 3.8588 -1200.944
Angles + Energy 3.8213 -1187.277
900000 Utility 10.5937 -1231.737
Utility + Energy 10.5937 -1231.737
Angles 7.5044 24477.172
Angles + Energy 10.5937 -1231.737
1100000 Utility 10.6401 -1250.410
Utility + Energy 10.6401 -1250.410
Angles 3.8135 -1218.566
Angles + Energy 10.6401. -1250.410
A detailed inspection of the conformations with minimum RMSD for different iterations of the
algorithm in each island is shown in Figure 5.7. It is important to stress that three out of four
islands are initialized with protein conformations having a lower rmsdCα with respect to their
final rmsdCα. This fact suggests the presence of multiple local minima in the 1ZDD energy
landscape and a weak correlation between the minimum energy conformations and these inital
protein conformations. Note that, the elitist algorithm as NSGA-II was not able to keep the
initial good conformations for subsequent generations.
A more detailed plot of the minimum, maximum and average rmsdCα values at different time-
steps of the algorithm is presented in Figure 5.8. In this plot it could be noted that the behavior
of the minimum values is not shared for the maximum and average values. Those values show
a decrease in its rmsdCα errors through the evolution of their conformations. Island 2 appears
to have the most stable conformations. This fact can be observed in Figure 5.9. Particularly,
in this graph it could be noted how in general the quantity of individuals with higher RMSD
errors decrease as the populations evolve. Island 4 presents a contrary behavior with respect to
the ideas stated before. This island increase the number of higher RMSD conformation in the
evolution process. This suggest that this island was trapped in a local mimima from which it
could never escape. Those ideas can be contrasted and proved analyzing Figure 5.11.
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Figure 5.7: Behavior of the minimum RMSD in each island
The fact that there are no knees on the Pareto front of 1ZDD protein can be noted by inspecting
Figure 5.10 and can be confirmed by different works [21]. In this thesis the same decision-making
methods are used even if they are based on the presence of knees. The reason is that it is difficult
for the algorithm to determine when a Pareto front contains or not knees. Then, no additional
heuristic information is used in this thesis and the behavior of these methods are evaluated
under these conditions.
In the plot of Figure 5.11, the correlation between the energy and the rmsdCα for conformations
sampled by the MOEA algorithm in each island is shown. From this plot it is worth to notice
that it is possible to produce structures with lower energy than that of their reported native
structure. It is an important point because even if a minimum energy is found by the algorithm,
this conformation usually is not close to the optimum conformation for the nature. This fact
is underlined in the general procedure that combine the results (island T), where the algorithm
gets stuck in a set of minimum energy conformations with high rmsdCα values (see Figure 5.11).
Particularly, one of the energy groups in the 1100000 evaluations presents a very good value
with respect to its energy but a bad value with respect to its RMSD error. This energy group
was inherited from island four and correspond to the local mimima from where this island keep
trapped.
In this experiment, the NSGA-II algorithm was not able to find a good relationship between the
best energy structure and the best RMSD conformation in the different stages of the algorithm.
In other words, the algorithm was not able to produce an ensemble of good quality structures
even if it made a high sampling of the conformational search space. Additionally, it should be
stressed that the algorithm was highly influenced by the three stated features of this protein
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Figure 5.8: Minimum, average and maximum RMSD in each island (1ZDD)
Chapter 5. Experimental Framework 71
 0
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
100000 300000 500000 700000 900000 1100000
I n
d i
v i d
u a
l s
Evaluations
1ZDD Island 1
[3A-6A]
[6A-9A]
[9A-)
(a) Island 1
 0
 10
 20
 30
 40
 50
 60
 70
100000 300000 500000 700000 900000 1100000
I n
d i
v i d
u a
l s
Evaluations
1ZDD Island 2
[3A-6A]
[6A-9A]
[9A-)
(b) Island 2
 0
 10
 20
 30
 40
 50
 60
 70
 80
100000 300000 500000 700000 900000 1100000
I n
d i
v i d
u a
l s
Evaluations
1ZDD Island 3
[3A-6A]
[6A-9A]
[9A-)
(c) Island 3
 0
 10
 20
 30
 40
 50
 60
 70
 80
 90
100000 300000 500000 700000 900000 1100000
I n
d i
v i d
u a
l s
Evaluations
1ZDD Island 4
[3A-6A]
[6A-9A]
[9A-)
(d) Island 4
 0
 10
 20
 30
 40
 50
 60
 70
100000 300000 500000 700000 900000 1100000
I n
d i
v i d
u a
l s
Evaluations
1ZDD Island T
[3A-6A]
[6A-9A]
[9A-)
(e) Final Results
Figure 5.9: Histrogram of RMSD ranges (1ZDD)
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Figure 5.10: Pareto Fronts in each island (1ZDD)
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Figure 5.11: Relationship between Energy and RMSD (1ZDD)
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mentioned above. Even if the minimization process got better results with respect to the
reported energy, no correlation with the rmsdCα was observed.
5.1.3 Met-enkephalin 1PLW
Met-enkephalin is a very small neuropeptide with only five amino-acids (TYR-GLY-GLY-PHE-
MET), 22 torsional angles and 75 atoms. The peptide Met-enkephalin is part of an important
class of molecules to study, mainly because it is difficult to obtain experimental information
about them. From an optimization point of view, this penta-peptide has become a standard
test given that it is a paradigmatic example of multiple minima problem (having more than 1011
locally optimal conformations). A substantial amount of in silico experiments and a considerable
number of computational studies using different conformational search methodologies have been
done.
Figure 5.12 shows the predicted and the native structure of the peptide 1PLW. This struc-
ture matches the crystal structure of 1PLW with an rmsdall−atoms = 2.5816 and rmsdCα =
1.2629. Additionally, this structure has the lowest energy value of the overall final Pareto front,
−22.732kcalmol . Table 5.5 shows more information about other found conformations in the dy-
namics of different number of evaluations. The knee-based decision making methods have been
applied in these cases to select the conformation among the set of solutions in the Pareto front
after executing the corresponding migration procedure.
Table 5.5: Computed protein conformation for the 1PLW protein target
Iterations Decision Maker rmsdCα rmsdall Energy (
kcal
mol )
200000 Utility 1.2482 3.5678 2653.610
Utility + Energy 1.2482 3.5678 2653.610
Angles 1.3175 2.610 -19.020
Angles + Energy 1.3175 2.610 -19.020
400000 Utility 1.3024 2.5475 -19.945
Utility + Energy 1.3024 2.5475 -19.945
Angles 1.2821 3.6680 4312.663
Angles + Energy 1.3161 2.6200 -19.588
600000 Utility 1.2629 2.5816 -22.732
Utility + Energy 1.2629 2.5816 -22.732
Angles 1.2605 3.6282 3884.746
Angles + Energy 1.2627 2.6207 -22.179
As in previous experiments, a more detailed study of the conformations with minimum RMSD
for different number of evaluations of individuals in each island (see Figure 5.13) is carried
out. From these plots it can be stablished that good RMSD structures are generated in all the
islands since the beginning of the experimentation. After a significant number of evaluations
the energy and the RMSD value of those conformations start to be stable. Clearly, one of the
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(a) Native conformation 1PLW (b) Predicted conformation
Figure 5.12: Native and predicted conformations for 1PLW protein
most stable conformations are presented in the islandT proving the advantage of the proposed
parallel implementation as stated in previous experiments. Note that the information of this
dynamic is depicted for the optimal solution set built after the migrations have occurred.
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Figure 5.13: Behavior of the minimum RMSD in each island for the 1PLW protein
A more detailed plot of the minimum, maximum and average rmsdCα values at different time-
steps of the algorithm is presented in Figure 5.14. Given that the mean values could be affected
by excessively low or high RMSD errors, Figure 5.15 plots the frecuency histograms of these
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errors in specific intervals. These histograms show that a significant quantity of good conforma-
tions is kept by the algorithm through the evolution process. A good relationship between the
energy structure and the RMSD conformation in the final archive was observed. By carefully
inspecting the final conformation, good values both in terms of RMSD and energy are found for
them. Then, for 1PLW protein, the algorithm was able to produce an ensemble of good quality
structures.
Figure 5.16 depicts the dynamic of the found Pareto fronts in different stages of the algorithm.
Notice that the graph plotted as 1PLW final results is the outcome of the procedure that define
the minimum-energy conformation set based on the results given by each of the four islands.
Notice that this found set keeps the diversity of the Pareto front meanwhile it preserves only
the best individuals.
In the plot of Figure 5.17, the correlation between the energy and the rmsdCα for conformations
sampled by the MOEA algorithm in each island is shown.
5.1.4 Crambin 1CRN
Crambin is a 46-residue protein that is found in the plant seeds of Abyssinian cabbage. Its
biological function is unknown and it is not related to any human diseases. It has two alpha-
helices and two beta-strands forming an anti-parallel sheet. Additionally, it has six cysteine
residues, accounting for 13% of the structure. It has three disulphide bonds, whose constrains
are not taken into account in this research. 1CRN is a peptide that has been studied extensively
both theoretically and experimentally, because crystals of crambin diffract well.
The best computed structure, using the proposed computational method, matches the crystal
structure with and rmsdCα = 7.3214 and energy 262.675
kcal
mol . The best computed structure was
found in the last generation of the algorithm as in the previous experiments. It is important
to note that the PSIPRED method was used to predict the protein secondary structure. This
protein could be correctly modeled using supersecondary structure prediction methods (which
are not used in the proposed approach). In Figure 5.18, the native and the predicted protein
conformations are plotted using the software JMOL. This graph allows a visual inspection of
the two compared conformations. Specifically, an identification of the secondary structures can
be understood. A wrong secondary structure prediction was made in the 1CRN protein: a beta-
strand forming the anti-parallel sheet was not predicted by the PSIPRED method. Although,
the algorithm was able to build a β -Strand, the algorithm was not able to reach a native like
structure.
As in the previous experiments, a more detailed study of the conformations with minimum
RMSD for the dynamic of different evaluations of the individuals in each island is shown in
Figure 5.19. Additionally the information of this dynamic is depicted for the optimal solution
set built after the migrations have occurred. It is interesting to note that the minimum errors
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Figure 5.14: Minimum, average and maximum RMSD in each island (1PLW)
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Figure 5.15: Histrogram of RMSD ranges (1PLW)
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Figure 5.16: Pareto Fronts in each island (1PLW)
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Figure 5.17: Relationship between Energy and RMSD (1PLW)
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Table 5.6: Computed protein conformation for the 1ZDD protein target
Iterations Decision Maker rmsdCα Energy (
kcal
mol )
500000 Utility 7.5838 357.921
Utility + Energy 7.5838 357.921
Angles 8.0975 355.255
Angles + Energy 8.0951 351.992
700000 Utility 8.0869 353.476
Utility + Energy 8.0869 353.476
Angles 7.6694 360.125
Angles + Energy 8.0951 351.992
900000 Utility 7.3932 288.728
Utility + Energy 7.3932 288.728
Angles 7.3895 291.810
Angles + Energy 7.3895 291.810
1100000 Utility 7.3355 256.843
Utility + Energy 7.3355 256.843
Angles 7.3214 262.675
Angles + Energy 7.3356 257.353
(a) Native conformation 1CRN (b) Predicted conformation 1CRN
Figure 5.18: Native and predicted conformations for 1CRN protein
stay stable during the dynamic of evaluations. The minimum RMSD value was found in the
initial population and it can be considered as an effect of the chance (the initial population was
built at random). The island number four is the MOEA instance with minimum RMSD error,
although it barely crossed the threshold of 7 Armstrongs. Then, that suggest that the algorithm
was not able to make a complete exploration of the energy landscape, this fact could be due to
a wrong secondary structure prediction.
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Figure 5.19: Behavior of the minimum RMSD in each island for the 1CRN protein
A more detailed plot of the minimum, maximum and average RMSD values at different time-
steps of the algorithm is presented in Figure 5.20. From these plots it can be stablished that
the most stable value correspond to the minimum, and the island with the best behavior (see
the average tendence) corresponds to island four as stated before. These conclusions can be
shown in Figure 5.21. Given that the mean values could be affected by very high or low RMSD
errors, Figure 5.21 plots the frecuency histograms of these errors in specific intervals. In this
plot, it is clear that island four has the biggest number of protein conformation belonging to
interval one (i.e., [0A, 7A)). Unfortunately, this same behavior is not shared by islandT, where
the number of individuals which belongs to the first interval rarely cross the 20% threshold.
This fact suggests that there is not a good correlation between the RMSD error and the two
energy (i.e., bond and non-bond interactions) objectives. Despide of this lack of correlation, the
decision-making methods were able to choose the best individuals with respect to their RMSD
errors.
Figure 5.22 depicts the dynamic of the found Pareto fronts in different stages of the algorithm.
At the beggining of the evolution process, the Pareto front solutions tend to be grouped into
three individual clusters of non-dominated compact solutions, however, after several evaluations
the distinction of these clusters is not obvious. It is worth noting that the graph plotted as 1CRN
final results is the outcome of the procedure that define the minimum-energy conformation set
based on the results given by each of the four islands. Notice that, this set keeps the diversity
of the Pareto front meanwhile it preserves only the best individuals. A clear relation between
the Pareto front of the last iteration and the energy versus RMSD plot could not be determined
for 1CRN protein.
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Figure 5.20: Minimum, average and maximum RMSD in each island (1CRN)
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Figure 5.21: Histrogram of RMSD ranges (1CRN)
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Figure 5.22: Pareto Fronts in each island (1CRN)
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In the plot of Figure 5.23, the correlation between the energy and the rmsdCα for conforma-
tions sampled by the MOEA algorithm in each island is shown. Note that island 1 got better
individuals with respect to its energy terms than island four. However, island four found better
individuals with respect their RMSD errors. Given that the process of combining the solutions
(island T) is based on the energy terms, the final solution lost some of the good individuals
generated by island 1.
5.1.5 Uteroglobin 1UTG
Uteroglobin is a protein with 70 residues, this protein presents a four helix secondary struc-
ture. Uteroglobin is a progesterone binding protein that inhibits the enzyme phospholipase A2
(PLA2). Initially, Uteroglobin was found to be secreted by the lining of the uterus in rabbits.
Uteroglobin appears as one of the most extensively studied proteins, particularly its physico-
chemical properties, including its crystal structure and its gene.
The best computed structure, using the proposed computational method, matches the crystal
structure with and rmsdCα = 10.7731 and energy 1383445
kcal
mol . Contrary to the previous
experiments, the best computed structure was not found in the last generation of the algorithm
but after 1500000 evaluations. Another important result of this experiment is the fact that
the best computed structure has a high value of energy. In general, and contrary to the former
experiments there is not a closed relation between the conformations found by the four decision-
making methods.
The results obtained in this experiments are not as good as expected. Some good conformations
were considered through the population evolution (conformations with less than 6, 5Ao RMSD
error), but these conformations were lost in the selection procedures. This fact suggest a lack of
correlation between the energy of the conformations and their RMSD. Another possible expla-
nation of the results is that the algorithm needs more iterations to find better conformations.
This last point opens an important question: how to determine the stopping criteria of the
algorithm?.
Table 5.7 depicts more information about other found conformations in the dynamics of different
number of evaluations. The knee-based decision making methods have been applied in these
cases to select the conformation among the set of solutions in the Pareto front after excecuting
the corresponding migration procedure.
Given the native conformation of the 1UTG protein, we think that better results could be ob-
tained if this protein were modeled using supersecondary structure prediction methods. How-
ever, in this work, the PSIPRED method was used to predict secondary structures, which does
not predict supersecondary structures.
A study of the conformations with minimum RMSD for the dynamic of different evaluations of
the individuals in each island is depicted in Figure 5.24. From this plot, it can be seen that
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Figure 5.23: Relationship between Energy and RMSD (1CRN)
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conformation with RMSD errors lower than 7Ao are produced by island3 and islandT before one
million evaluations. Then, these conformations are lost by the pressure selection mechanism.
At the end of the two million iterations only island2 contains conformations with RMSD errors
lower than 8Ao. From Figure 5.24 it is clear that the behaviour of islandT is totally influenced
by island3. This fact can be explained making an exploration of Figure 5.27, where the different
Pareto fronts are depicted.
A detailed plot of the minimum, maximum and average RMSD values at different time-steps of
the algorithm is presented in Figure 5.25. These plots confirm the behaviours stated before. In
the first one million iterations the island with the best behavior (with respect to the minimum
tendence) corresponds to island three. From one million to two million iterations the island
with the best behavior (with respect to its minimum values) corresponds to island two. The
behavior of IslandT is very similar to that of island3 during all the evaluations.
Table 5.7: Computed protein conformation for the 1UTG protein target
Iterations Decision Maker rmsdCα Energy (
kcal
mol )
500000 Utility 13.4578 578.839
Utility + Energy 13.4578 578.839
Angles 13.6797 588.896
Angles + Energy 13.7082 581.971
1000000 Utility 13.1114 265.1213
Utility + Energy 13.1114 265.1213
Angles 13.2902 310591
Angles + Energy 14.0841 651.1969
1500000 Utility 12.3560 164.3547
Utility + Energy 12.3560 164.3547
Angles 10.7731 1383446
Angles + Energy 12.4517 174687
2000000 Utility 12.6578 91.5209
Utility + Energy 12.6578 91.5209
Angles 12.0989 2782151.915
Angles + Energy 12.4559 136808
Given that the mean values could be affected by excessively high or low RMSD errors, Figure 5.26
plots the frecuency histograms of these errors in specific intervals. In this plot it is clear that
island three has the highest number of protein conformation belonging to interval one (i.e., [0A,
11A)) during the first one million evaluations. After the threshold of one million evaluations is
crossed, island two has the biggest number of protein conformation belonging to interval one
(i.e., [0A, 11A)). From this plot it is clear that islandT has in a fewer scale the same behaviour
than island3.
Figure 5.27 depicts the dynamic of the found Pareto fronts in different stages of the algorithm.
These plots are useful to corroborate the ideas stated before. The Pareto front with minimum
energy belongs to island three. In Figure 5.27 c) it is clear that the axis X got energy values
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Figure 5.24: Behavior of the minimum RMSD in each island for the 1UTG protein
close to 600kcalmol , meanwhile the other islands barely got values close to 200
kcal
mol . Then, it is clear
now why the behaviour of islandT is reasonably similar to the behaviour of island2. Specifically,
in the moment that a dominant-based algorithm is applied over the four population resulting
from the migrations, the resulting population will contain more individual from island2 than
from the other islands.
In the plot of Figure 5.28, the correlation between the energy and the rmsdCα for conformations
sampled by the MOEA algorithm in each island is shown. Specifically, for the 1UTG protein
this correlation is not clear. This is one of the reasons why the scale in the axis is bigger
than the scales of previous experiments. In this analysis of correlation, it is not clear that the
island2 is the MOEA instance with the best performance as stated before. The reason is that
the conformations with better RMSD value have high energy values that are not plotted in
Figure 5.28.
5.1.6 Comparisons with other approaches
In this section, the results of the proposed approach are compared to other works in the litera-
ture. Given the differences between the approaches, it is not possible to get a final conclusion
about the performance of the proposed approach, but it presents a useful numeric comparison
with respect to some of the reported protein structure prediction methods. Also, there is not
a ”best” protein structure method reported in the literature. Even if some servers for protein
structure prediction methods are considered as good methods (according to the recent experi-
ments and competitions as CASP), there is not a consensus of a standard method to solve the
PSP problem. This fact can be explained by the huge folded space represented by the proteins.
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Figure 5.25: Minimum, average and maximum RMSD in each island (1UTG)
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Figure 5.26: Histrogram of RMSD ranges (1UTG)
Chapter 5. Experimental Framework 92
-200
 0
 200
 400
 600
 800
 1000
 1200
 1400
 580  590  600  610  620  630  640  650
N
o n
- B
o n
d  
( k c
a l /
m o
l )
Bond (kcal/mol)
1UTG Island 1
100000 evaluations
500000 evaluations
1000000 evaluations
1500000 evaluations
2000000 evaluations
(a) Island 1
-200
 0
 200
 400
 600
 800
 1000
 1200
 1400
 580  590  600  610  620  630  640  650
N
o n
- B
o n
d  
( k c
a l /
m o
l )
Bond (kcal/mol)
1UTG Island 2
100000 evaluations
500000 evaluations
1000000 evaluations
1500000 evaluations
2000000 evaluations
(b) Island 2
-600
-400
-200
 0
 200
 400
 600
 580  590  600  610  620  630  640  650
N
o n
- B
o n
d  
( k c
a l /
m o
l )
Bond (kcal/mol)
1UTG Island 3
100000 evaluations
500000 evaluations
1000000 evaluations
1500000 evaluations
2000000 evaluations
(c) Island 3
-200
-100
 0
 100
 200
 300
 400
 500
 600
 700
 580  590  600  610  620  630  640  650
N
o n
- B
o n
d  
( k c
a l /
m o
l )
Bond (kcal/mol)
1UTG Island 4
100000 evaluations
500000 evaluations
1000000 evaluations
1500000 evaluations
2000000 evaluations
(d) Island 4
-600
-400
-200
 0
 200
 400
 600
 580  590  600  610  620  630  640  650
N
o n
- B
o n
d  
( k c
a l /
m o
l )
Bond (kcal/mol)
1UTG FINAL RESULTS
100000 evaluations
500000 evaluations
1000000 evaluations
1500000 evaluations
2000000 evaluations
(e) Final Results
Figure 5.27: Pareto Fronts in each island (1UTG)
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Figure 5.28: Relationship between Energy and RMSD (1UTG)
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As expected, the homology methods will predict the foldings with more accuracy than the ab-
initio methods. Then, in the following comparisons we will not include pure homology and
threading methods in the following tables.
Table 5.8 reports the comparison of the proposed approach versus other approaches for Met-
enkephalin peptide. Table 5.9, Table 5.10, Table 5.11 and Table 5.12 report the comparison of
the proposed approach versus other approaches for Crambin, Disulphide-stabilized, Represor of
Primer proteins and Uteroglobin, respectively.
Table 5.8: Proposed approach versus other approaches for Met-enkephalin peptide
Algorithm rmsdCα(A
o) rmsdall−atom(Ao)
OUR 1.2629 2.5816
Calvo et al. [139] (2 obj) N/A 2.650
REGAL (real cod.) [140] N/A 3.23
Lamarkian (binary cod.) [140] N/A 3.33
I-PAES [21] 1.740 3.605
Baldwinian (binary cod.) [140] N/A 3.96
SGA (binary cod.) [140] N/A 4.51
Table 5.9: Proposed approach versus other approaches for Crambin protein
Algorithm rmsdCα(A
o)
OUR 7.3214
NSGA-II (low-level operators) [21] 10.34
NSGA-II (high-level operators) [21] 6.447
HC-GA (with hydrophobic term) [141] 5.6
HC-GA (no hydrophobic term) [141] 6.8
I-PAES [21] 4.43
Dadekar et al.-GA [142] 5.4
Scatter [143] 9.43
HC-GA (with hydrophobic term) [141] 5.6
MD [144] 3.94
(1+1)-PAES1[145] 6.18
(1+1)-PAES2[145] 7.89
Table 5.10: Proposed approach versus other approaches for Disulphide-stabilized protein
Algorithm rmsdCα(A
o)
OUR 3.8135
OUR (DSSP) 2.8527
Hybrid Method [146] ≈ 5.00
GAdecoy[147] 3.27
GPS [148] 3.87
MADS [148] 13.486
I-PAES [21] 2.27
The proposed approach outperform the good RMSD values obtained by different techniques
in the Met-enkephalin peptide. This fact is highly important because it may be the most
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Table 5.11: Proposed approach versus other approaches for Represor of Primer
Algorithm rmsdCα(A
o)
OUR 3.7754
I-PAES [21] 3.70
Scatter [143] 17.25
HC-GA (with hydrophobic term) [141] 5.6
Bhageerath [149] 4.3
CReF [150] 7.1
(1+1)-PAES1[145] 6.31
(1+1)-PAES2[145] 8.665
Table 5.12: Proposed approach versus other approaches for Uteroglobin
Algorithm rmsdCα(A
o)
OUR 10.77
I-PAES [21] 4.60
(1+1)-PAES1[145] 6.04
(1+1)-PAES2[145] 5.56
CReF [150] 11.7
MD [151] 8.30
FF [152] 5.4
Rosseta [153] 4.6
ABLE [154] 8.44
studied and used peptide in the protein structure prediction. It is also important, because it
is the most standard peptide (no secondary structure prediction is performed over it) to study
the performance of algorithms. The approach also shows very good results in the Represor of
Primer protein, which is a difficult and big protein to predict. The proposed approach does not
outperform the better results in the 1ZDD and 1CRN tests.
As stated before, it is clear that the proposed model is a good protein folding predictor, although,
more work needs to be done to improve the quality of the energy function and the policies and
parameters used by the model. Additionally, more experiments over different protein must be
performed in order to cover a bigger part of the folding space.
In order to study the proposed model thoroughly, several specific parameter were fixed and
some experiments were performed over a set of five benchmark proteins. Those parameters were
fixed given the huge number of possibilities to combine these parameters. In the experimental
framework these parameters were kept constant without relevance of the tested protein and
no heuristic or additional information was taken into account for the evaluation of the model.
Better results over the test proteins suits could be obtained if those parameter were optimized,
but this task is not a main goal in the performed experimental framework. It should be stressed
that in this thesis, the fixed parameters are not proposed or concluded as the optimum set
of parameters to be used in the modeling of an ab-initio PSP, those parameter are simply a
well-known set of options from the huge number of possibilities.
Chapter 6
Conclusions and Further Work
The protein structure prediction problem is an open problem that joins biological and computa-
tional concepts. Currently, there is not a best or even standard method to find protein solutions
using ab-initio methods. Although scientists have worked on this problem for more than five
decades, there is still a lot of work to do to find acceptable solutions to the PSP problem for
proteins of realistic sizes.
This thesis contributes to the PSP research field dealing with a novel procedure for protein
structure prediction based on a parallel multiobjective ab-initio approach at an atomic confor-
mation level. Additionally, in this research several important concepts regarding the modeling
of an ab-initio model are taking into account. An introduction, A comprehensive review of the
state of the art respect to ab-initio methods, an the modelling of the ab-initio problem and its
parallel implementation were deeply studied.
This work presents a complete methodology to develop ab-initio methods for the PSP problem.
In a similar manner, this work can be seen as a bioinformatics tool for the protein structure
prediction problem. This tool was implemented incorporating several existing software tools
along with others developed as part of this work. The software developed allows the use of
different score functions to evaluate the energy of protein conformations, as well as the use of
different MOEA algorithms to evolve protein conformations. All these features can be computed
over a parallel implementation based on an island model as the parallel paradigm and JavaSpaces
as its implementation model. The bioinformatics tool is currently being implemented as a web
service to allow its use by different research groups. This fact is highly important because it
will allow to get a feedback about the advantages and disadvantages of the proposed model for
further improvements.
The proposed model is a good protein folding predictor, although, additional work may be
needed to improve the quality of the energy functions and the policies and parameters used
by the model. The proposed approach can certainly benefit from other improvements, such
as refinement of the MOEA algorithm and parallel implementation and the addition of new
features including amino acid specific information and biological heuristic information.
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With respect to the ab-initio modeling it can be concluded that:
• The trigonometric representation is a computational feasible spatial representation that
facilitates the implementation of the chromosome in a genetic-based approach. Addition-
ally, this spatial representation has biological significance allowing to model secondary
structures and some spatial characteristic of the protein such as torsion and bond angles.
This spatial representation also allows the reconstruction of the protein conformations
and their representation in cartesian coordinates. In conclusion, the trigonometric rep-
resentation allows a reduction in the number of variables that an MOEA algorithm has
to manange without losing flexibility in the search process and without losing biological
significance.
• From the experimentation it could be stated that even though there is not a clear cor-
relation between energy and structures, the energy functions could be used to lead the
evolution of the conformations in a MOEA approach. It is necessary to make some im-
provements in high-resolution potentials to achieve significant progress in the field of ab
initio protein fold prediction.
• A multi-objective evolutionary algorithm was capable of finding a good set of three-
dimensional conformations inside a protein folded state. The use of bond and non-bond
interactions are appropriate as the objectives to optimize in the MOEA. They can be
considered as the main forces to direct the folding towards the native state.
• The use of secondary structure information is fundamental for the accuracy of the pre-
dicted structures, given the importance of those conformations in the protein folding
process present in nature. In protein structure prediction methods, the use of a rotamer
library allows a structure to be determined or modeled trying the most likely side-chain
conformations, saving time and producing a structure that is more likely to be correct.
The use of these two heuristics highly decreases the search space, however, they have a
big impact in the accuracy of the model if wrong predictions are computed.
This thesis has proposed and implemented a novel model to one of the most important, open,
and interdisciplinary problems; the protein structure prediction problem. As a whole, we believe
that this work makes a valuable contribution to the field because it presents a clear methodology
to develop ab-initio methods. Additionally, a complete review of the state of the art in the
problem is also presented.
This thesis is a small contribution respect to the long distance that must be covered to find
a final solution to the PSP problem, but it is an important step that could help to direct
the problem toward new unexplored roads. The obtained results correspond to the expected
outcomes for an ab-initio method. It is clear that the task that ab-initio methods correctly find
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protein structures, even for small proteins, is still not achieved. But due to new algorithms to
use the available computer power and novel algorithms to tackle the protein structure prediction
problem, much progress is being made to solve the main difficulties.
We believe that this work will have a considerable impact and influence in local research com-
munity. Though the results obtained in this work were very encouraging, further exploration is
still necessary. With respect to the future work, this work has opened different research areas
where valuable contributions can be done. This work will follow two main lines: one to improve
the quality of the solutions and another to explore closely related research problems based on
the proposed approach.
• A more complete study of the different parallelization alternatives, parameters and poli-
cies, including their performance and scalability behavior for more complex proteins need
to be studied.
• Additional work can be done on the MOEA. This optimization cannot only be restrained to
the genetic operators, but also different MOEA algorithms and different energy functions
in the PSP problem can be explored.
• Also, future work will focus on the use of this research to predict 20 polypeptides as part
of the research on developing synthetic vaccines at the Colombia Institute of Immunology
(FIDIC).
• Additional work needs to be carried out to evaluate the proposed approach, thus, we are
planning to participate in CASP9. CASP (Critical Assessment of Techniques for Pro-
tein Structure Prediction), a community-wide experiment for protein structure prediction
which takes place every two years since 1994. CASP establishes the current state of
the art in protein structure prediction methods and it identifies what progress has been
made based on the prediction of a set of known structures using different approaches and
techniques of research groups worldwide.
Appendix A
Web Service on a computer cluster
This appendix present, in a general way, the services and content which will be available on
the web server of the protein structure prediction project. To date, the design and part of the
implementation are ready. Some more work must be perfomed in the implementation of the
proposed approach and in the test of the web services. The web service implementation will be
ready soon in the following site http://ungrid.unal.edu.co/services/pfs-index.htm.
Web services and service-oriented architectures usually refer to services that are usable by
machines. In this appendix the services provided to humans will be presented. On the other
hand, the services provided to automatic servers or applications (as the necessary services to
participate in CASP competition) will be tackled in future works.
Figure A.1 depicts the used framework (service-oriented architecture) to provide the bioinfor-
matic services (protein structure prediction ) to human users.
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Figure A.1: Web service framework architecture
The architecture is based on an enhanced version of a standard client-server architecture. A
standard web browser can be used in the client side. In the server side, the new high-performance
computing cluster obtained for the National University of Colombia will be used to perform the
computation of the MOEA instances. Specifically, the computation of the fitness functions of the
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individuals for each island will be excecuted in parallel on the grid, therefore achieving significant
speed-up in the predictor. This speed-up is highly important given the time constrains imposed
to participated in the CASP meeting, and to improve the service to the human clients (waiting
less time for a predicted conformation).
The main service that the application will offer to human clients is the prediction of a protein
structure given its amino-acid sequence. Then, the main task performed by the web service
could be listed as follows.
• Protein Structure Prediction: A file with extension .pdb must be generated with the
information about the predicted structure based on the amino-acid sequence entry (.fasta
file).
• Molecular viewer: A visualization of the predicted protein conformation must be generated
using the software JMOL.
• Amino-acid sequence entry: The human user must have at least two different ways to
bring the amino-acid sequence. Write down the complete sequence or bring a .fasta file.
• Outcome report: An outcome report must be generated if the user checked that option.
Additional information about the performance of the algorithm and the used parameters
and policies could be expanded.
• Publications: Some information about the publications refering the protein predictor must
be depicted.
Figure A.2 depicts the general use case model for the implemented web service. As depidted by
the figure, there are four main services performed by the server.
• Registration: This function will allow the human user to be part of the system, giving to
him a user account and a unique password. In this manner, the human user will have user
privileges and will be able to ask for services.
• Session start: This case will allow the user to access the application services through the
logging with his username and password.
• Services: In this case, the user run the protein structure predictor. The user must define
the parameters used by the algoithm running.
• Outcome: After an user has requested a service and the protein structure predictor has
finished its iterations, the system must send the outcomes of the service (.pdb file and
another information requested by the user) to his/her registered email account.
• References: The user must be able to have information about the bioinformatic group
publications.
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Figure A.2: Web service use case model
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