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1. Introduction
By a digraph Γ , we shall mean an ordered pair (V , A) where V = V( Γ ) is a non-empty set and A =
A( Γ ) ⊆ V × V is an arbitrary binary relation on V . We shall refer to V and A in a graph theoretical
fashion as the vertex-set and the arc-set, and call their elements vertices and arcs of Γ , respectively.
A digraph Γ is called a graph when the relation A( Γ ) is symmetric and is said to be asymmetric
provided that the relation A( Γ ) is asymmetric. We will assume throughout the paper that digraphs
are ﬁnite, that is, that V is a ﬁnite set.
An s-arc in a digraph Γ is a sequence α = (v0, . . . , vs) of s + 1 vertices of Γ such that each three
consecutive vertices in the sequence are pairwise distinct and such that (vi−1, vi) is an arc of Γ for
every i ∈ {1, . . . , s}.
An automorphism of Γ is a permutation of V( Γ ) which preserves the relation A( Γ ). Let G be a
subgroup of the full automorphism group Aut( Γ ) of Γ . We say that Γ is G-vertex-transitive or G-
arc-transitive provided that G acts transitively on V( Γ ) or A( Γ ), respectively. Similarly, we say that
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G in the above notation is usually omitted.
One of the oldest and most studied questions in algebraic graph theory is about the order and
structure of the vertex-stabiliser Gv in a ﬁnite connected G-arc-transitive graph. It is somewhat
surprising that, under some additional assumptions, the order of the vertex-stabiliser can often be
bounded by a function of the valence. For example, a beautiful result of Tutte [13] shows that |Gv |
is bounded by 48 in the case of G-arc-transitive graphs of valence 3, and, by a result of Weiss [17],
it follows that a similar bound exists for arc-transitive graphs of any prime valence. This was further
generalised in a long series of papers by Troﬁmov (see [14] for a summary), in which he proved the
existence of a function f with the property that |Gv |  f (d) for any connected (G,2)-arc-transitive
graph of valence d. Existence of such a function was conjectured by Weiss [16] for any locally primi-
tive graph (a G-arc-transitive graph Γ for which Gv acts primitively on the neighbourhood Γ (v)).
The situation is quite different in the case of asymmetric G-arc-transitive digraphs, where the
order of the vertex-stabiliser Gv cannot be bounded by a function of the out-valence even when it is
assumed that the permutation group G
Γ +(v)
v induced by the action of Gv on the out-neighbourhoodΓ +(v) is regular.
To see this, consider the family of the wreath digraphs W (n,k), deﬁned as the lexicographic product
Cn[Kk], of the directed cycle Cn on n  3 vertices with the empty graph on k  2 vertices (i.e. the
digraphs with vertex-set Zn ×Zk and arcs of the form ((i, j), (i+1, j′)) for i ∈ Zn and j, j′ ∈ Zk). Note
that the full automorphism group of W (n,k) is isomorphic to the wreath product Zn  Sk and contains
an arc-transitive subgroup G isomorphic to Zn  Zk with vertex-stabiliser Gv ∼= Zn−1k . Even though the
group G
Γ +(v)
v is cyclic of order k (and thus regular), the vertex-stabiliser Gv has order k
n−1, and is
therefore not only arbitrary large, but even grows exponentially with the number of vertices of the
digraphs W (n,k).
This example suggests that, in the context of arc-transitive digraphs, the correct question is not
whether the order of the vertex-stabiliser can be bounded by a constant, but, rather, whether it can
be bounded by a reasonably tame function (polynomial, say) of the number of vertices. The wreath
digraphs show that such a bound does not exist in the class of all arc-transitive digraphs (even when
restricted to prime out-valence and cyclic local action). However, as the theorem below states, if we
exclude a particular family of “problematic” digraphs (denoted by Plr( W (n, p)) and deﬁned precisely
in Section 2.2) the existence of such a bound can indeed be proved.
Theorem 1.1. Let Γ be a ﬁnite connected asymmetric G-arc-transitive digraph of prime out-valence p, let v
be a vertex of Γ and suppose that G Γ +(v)v is a cyclic group of order p. Then one of the following holds.
(i) Γ ∼= Plr( W (n, p)) for some n 3 and r  0, or
(ii) |Gv | |V( Γ )|3 .
Let us mention at this point that the assumption on Γ being ﬁnite connected and G-arc-transitive
implies that it is vertex-transitive and strongly connected (see for example [19, Section 4.4] for the
deﬁnition of strong connectivity of digraphs, and [10, Lemma 2] for the proof of the latter fact).
Note that for each graph Plr( W (n, p)), there exists a group of automorphisms G acting arc-
transitively with G
Γ +(v)
v a cyclic group of order p such that, for ﬁxed r, |Gv | grows exponentially
with the number of vertices, in sharp contrast with case (ii) of the theorem.
It is quite probable that the bound in case (ii) of the theorem is not tight. The best lower bound
known when p = 2 is due to Gardiner and Praeger [2]. All the graphs considered in their paper have
a natural orientation as digraphs. Using this orientation, one of their construction easily yields an in-
ﬁnite family of Gi-arc-transitive digraphs Γi with out-valence 2, where |V( Γi)| = i3i , and |(Gi)v | = 2i .
Using standard arguments, one can easily show that in the context of Theorem 1.1 the vertex-
stabiliser Gv is a p-group of order ps where s is the largest integer such that G acts transitively on
the set of s-arcs of Γ (see Lemma 5.4). Moreover, if g is an element of G mapping v into a neigh-
bouring vertex u, then Gv and Gu are p-subgroups of G , conjugate via g , with the property that
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by Glauberman. His results (in particular [4, Section 3]) immediately imply the following theorem.
Theorem 1.2. Let Γ and G be as in Theorem 1.1 and let s be the largest integer such that G acts transitively on
the set of s-arcs of Γ . Then the vertex-stabiliser Gv is a group of order ps. Moreover, there exist constants α, κ
and ε(ι, δ) ∈ {0,1, . . . , p − 1} satisfying 23 s α  12 (α + s) κ  s such that
Gv =
〈
x0, x1, . . . , xs−1





1, if 1 j − i  α − 1,
xε(0, j−i)i+s−α · · · xε( j−i−2s+2α, j−i)j−s+α , if α  j − i  κ − 1,
xε(0, j−i)i+κ−α · · · xε( j−i−2κ+2α, j−i)j−κ+α if κ  j − i  s − 1.
In particular, the nilpotency class of Gv is at most 3. Furthermore, if p = 2, then κ = s and the nilpotency class
of Gv is at most 2. The group G is generated by the vertex-stabiliser Gv and an element g, such that x
g
i−1 = xi
for all i ∈ {1, . . . , s − 1}.
We should mention that in the case when κ 	= s not all the groups with the above presenta-
tion can occur as vertex-stabilisers Gv . Further restrictions on the constants ε(ι, δ) can be found
in [4, Proposition 3.6].
Note also that the above theorem for the case p = 2 appeared also as Theorem 1.1 in [7], where a
slight misprint occurred at the end of line (R3); instead of the term τ ε( j−i,2d−2h+ j−1)
(h−d+i)+2d−2h+ j−1, one should
have τ ε( j−i,2d−2h+ j−i)
(h−d+i)+2d−2h+ j−i .
Let us point out that, in many ways, our paper follows Tutte’s ingenious approach [13] to cubic
arc-transitive graphs, which was later used and improved by several authors (see for example [1,3,4,
12,16]). The essence of this approach is perhaps best captured in a purely group theoretical lemma of
Glauberman [3, Lemma 1]. One of the side results of our paper is a modiﬁcation (proved in Section 6)
of this lemma, where one of the original conditions is substituted with one which seems to be easier
to check in practice. Since this modiﬁcation might prove useful elsewhere, we state it as a separate
theorem.
Theorem 1.3. (Compare with [3, Lemma 1].) Let x and g be elements of a group G. Put xi = xgi = g−i xgi for
i ∈ Z and deﬁne Hi = 〈x1, . . . , xi〉 for each i  1. Let H0 = 1. Suppose that x has prime order p, let t be the
largest integer such that |Ht | = pt and let n be the smallest integer such that Ht+n = Ht+n+1 . Suppose that
Ht contains no nonidentity normal subgroup of 〈Ht , g〉. Then t  3n and t 	= 3n − 1. Moreover, if n = 2 and
p = 2, then t  4.
We have tried to prove partial results of the paper in as general a form as possible. The proofs of
the main theorems are thus broken up into several lemmas, where the assumptions on the digraphs
appearing in these lemmas vary from very weak to the full assumptions of Theorem 1.1. To facilitate
smooth reading, we have also included an extended summary (Section 2), where a casual reader can
see the main steps and ideas of the proofs without going into much details. This allows us to use a
slightly drier style in the rest of the paper, where exact proofs of the results can be found.
We now conclude this section with a few deﬁnitions needed in the rest of the paper. Let Γ be
a digraph. If (u, v) is an arc of Γ , then we say that v is an out-neighbour of u and that u is an in-
neighbour of v . We also say that u is the tail and v the head of (u, v), respectively. The symbols Γ +(v)
and Γ −(v) will denote the set of out-neighbours of v and the set of in-neighbours of v , respectively.
A vertex without out-neighbours is called a sink and a vertex without in-neighbours a source of Γ .
The digraph Γ is said to be of out-valence k if | Γ +(v)| = k for every v ∈ V( Γ ).
A successor of an s-arc (v0, v1, . . . , vs) of Γ is an s-arc (v1, . . . , vs, vs+1) such that (v0, . . . ,
vs, vs+1) is an (s + 1)-arc of Γ .
500 P. Potocˇnik, G. Verret / Journal of Combinatorial Theory, Series B 100 (2010) 497–509If R is an equivalence relation on V( Γ ), then we can construct a quotient digraph Γ /R , the vertices
of which are the equivalence classes of R , with two equivalence classes U and V of R forming an arc
(U , V ) in Γ /R whenever there exist (u, v) ∈ A( Γ ) with u ∈ U and v ∈ V .
2. Summary
2.1. Concerning alterexponent
The main tool which enabled us to extend the existing results about the size of the vertex-
stabilisers in arc-transitive digraphs is the notion of the alterexponent of a digraph. In this subsection,
we will summarise some relevant deﬁnitions and results pertaining to this topic, and refer the reader
to [9] for details and proofs.
Let Γ be a digraph. A walk of length n in Γ is a sequence W = (v0,a1, v1,a2, . . . ,an, vn) of
vertices vi and arcs ai of Γ such that, for any i ∈ {1, . . .n}, either ai = (vi−1, vi) or ai = (vi, vi−1). In
the ﬁrst case, we say that the arc ai is positively oriented in W . We say that it is negatively oriented in
the second case. In many cases (for example if Γ is asymmetric), no ambiguity arises if we omit the
reference to the arcs and simply list the vertices of a walk.
The sum s(W ) of a walk W is the difference between the number of positively oriented arcs in the
walk and the number of negatively oriented arcs in the walk. The kth partial sum sk(W ) of the walk
W is the sum of the initial walk (v0,a1, v1,a2, v2, . . . , vk−1,ak, vk) of length k. By convention, we let
s0(W ) = 0.
The tolerance of a walk W is the set {sk(W ): k ∈ {0,1, . . . ,n}}. Observe that the tolerance of a
walk is always an interval of integers containing 0. We say that two vertices u and v of Γ are alter-
equivalent with tolerance I if there is a walk from u to v with sum 0 and tolerance J ⊆ I and denote
this by uAI v .
It transpires that the relation AI is an equivalence relation for any interval I containing 0, and
is invariant under any automorphism of Γ . The equivalence class containing the vertex v will be
denoted by AI (v). For an integer i ∈ Z ∪ {±∞} we will abbreviate and write Ai instead of A[0,i] (if
i  0) or instead of A[i,0] (if i  0).
Since we assume that Γ is a ﬁnite digraph, there exists an integer e  0 such that Ae =Ae+1 (and
then Ae =A∞). The smallest such integer is called the alterexponent of Γ and denoted by exp( Γ ).
Note that exp( Γ ) = 0 is equivalent to the fact that | Γ −(v)| 1 for all vertices v ∈ V( Γ ).
Several properties of the alterexponent can be proved (see [9] and Corollary 4.2). For example,
if Γ is connected and G-vertex-transitive, then exp( Γ ) is the smallest positive integer e such that
the setwise stabiliser GAe(v) is normal in G . The group GAe(v) is the group generated by all vertex-
stabilisers in G , G/GAe(v) is a cyclic group, and the quotient digraph Γ /Ae is isomorphic to a directed
cycle Cn for some n 1.
2.2. Concerning alternets and partial line digraphs
We now introduce two, in some sense inverse, operations on digraphs. They generalise the no-
tions of partial line graph and anti-partial line graph operators, introduced in [6] and used in [5,7]
to study tetravalent 12 -arc-transitive graphs. They are closely related to the notion of alternets, intro-
duced in [18] as a generalisation of alternating cycles [8].
Let Γ be a digraph. We say that two arcs a and b of Γ are related if they have a common tail or
a common head. Let R denote the transitive closure of this relation. The alternet of Γ (with respect
to a) is the subdigraph of Γ induced by the R-equivalence class R(a) of the arc a (i.e. the digraph
with vertex-set consisting of all heads and tails of arcs in R(a) and whose arc-set is R(a)).
If the alternet with respect to a contains a successor of a, then this alternet is called degenerate.
It is not hard to see that, if Γ is connected, asymmetric, G-arc-transitive and has a degenerate alter-
net, then exp( Γ ) = 1 and Γ has only one alternet (such digraphs were called alternating-connected
in [15]). If, in addition, G Γ +(v) is regular, then the arc-stabiliser Guv is trivial and hence is uninterest-
ing from our point of view.
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the ﬁrst bipartition set is A1(u) and consists only of sources while the second bipartition set is
A−1(v) and contains only sinks. An important case occurs when this alternet is in fact a complete
bipartite digraph in which case we will simply say that the alternet is complete bipartite.
We say that Γ is loosely attached if Γ has no degenerate alternets and the intersection of the set of
sinks of one alternet intersects the set of sources of another alternet in at most one vertex (in other
words, A1(v) ∩A−1(v) = v for all vertices v).
We deﬁne the digraph of alternets Al( Γ ) of Γ as the graph the vertices of which are the alternets
of Γ and with two alternets A and B forming an arc (A, B) of Al( Γ ) whenever the intersection of the
set of sinks of A with the set of sources of B is non-empty. We note that, if Γ has no sinks and no
degenerate alternets, then Al( Γ ) could be equivalently deﬁned as the quotient digraph Q( Γ ) = Γ /A1
(see Lemma 3.1).
Finally, let the partial line digraph of Γ , denoted by Pl( Γ ), be the digraph the vertices of which are
the arcs of Γ with two arcs a1 = (x, y) and a2 = (w, z) forming an arc (a1,a2) of Pl( Γ ) whenever
y = w and (x, y, z) is a 2-arc of Γ . It is not diﬃcult to see that, under very mild assumptions (see
Lemma 3.2), Q(Pl( Γ )) ∼= Γ , and, if Γ is loosely attached and the alternets of Γ are complete bipartite,
then also Pl(Q( Γ )) ∼= Γ (see Lemma 3.3).
The importance of the Pl and Q operators for the study of arc-transitive digraphs of prime out-
valence is revealed in the following fact (see Corollary 5.2). If Γ is an asymmetric G-arc-transitive
digraph of prime out-valence p, then Γ ∼= Plr( Γ ′) for some r  0, where either Γ ′ = Qr( Γ ) is a G-
arc-transitive digraph of out-valence p with alternets not complete bipartite, or Γ ′ ∼= W (n, p) for
some n 3.
2.3. Concerning certain combinatorial and group theoretical parameters
Throughout this section, we will assume that p is a prime and that Γ is a connected asymmetric
G-arc-transitive digraph of valence p, such that G
Γ +(v)
v
∼= Zp , for some v ∈ V( Γ ).
Let s be the largest integer such that G acts transitively on the set of all s-arcs of Γ . Let g be
any element of G such that (vg , v) is an arc of Γ and, for i ∈ Z, let vi = vg−i . Clearly, for every
i  0, (v0, v1, . . . , vi) is an i-arc of Γ . Moreover, the assumption that Gv acts regularly on Γ +(v)
implies that the s-arc-stabiliser G(v0,...,vs) is trivial and G(v0,...,vs−1) is a cyclic group generated by
some element x of order p. For i ∈ Z, let xi = xgi and, for i  0, let
Hi = 〈x0, . . . , xi−1〉.
For i  s, one can follow the approach of Tutte [13] or Sims [12] and show that the group Hi has
order pi and coincides with the (s − i)-arc-stabiliser G(v0,...,vs−i) .
In this paper, we also consider the group Hi for i  s. In fact, we show that, for i  s, the group Hi
coincides with the setwise stabiliser GAi−s(vs−i) of the equivalence class Ai−s(vs−i). To summarize,
we show that (see Lemma 5.4)
Hi =
{
G(v0,...,vs−i) for i  s,
GAi−s(vs−i) for i  s.
This result enables us to characterise the alterexponent of the digraph Γ in a purely group theoret-
ical language. In particular, it follows from Lemma 4.2 and Lemma 5.4 that the following statements
are equivalent.
(i) e = exp( Γ );
(ii) e is the smallest integer such that Hs+e = Hs+e+1;
(iii) e is the smallest integer such that Hs+e is normal in G;
(iv) e is the smallest integer such that Hs+e = 〈Gu: u ∈ V( Γ )〉.
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such that either Qr( Γ ) ∼= W (n, p) for some n 3 or the alternets of Qr( Γ ) are not complete bipartite.
By Corollary 5.2, such an integer r always exists. We will call this integer r the height of Γ . On the
other hand, let t be the largest integer such that |Ht | = pt . Then either t = s + r, or Γ ∼= Plr( W (n, p))
for some n 3, in which case t = s + r + 1 = s + e.
This reduction shows that the case when alternets are not complete bipartite is crucial. In this
case, it can be shown that s  3e and s 	= 3e − 1. Moreover, if p = 2 and e = 2, then s  4 and, if
e = 1, then s = 1 (see Theorem 7.1).
3. Digraphs of alternets and partial line digraphs
In this section, most of the deﬁnitions from Sections 2.1 and 2.2 will be needed. In particular,
recall that, for a digraph Γ , we deﬁne Q( Γ ) = Γ /A1. Since A1 is an Aut( Γ )-invariant partition of
V( Γ ), there is a natural action of Aut( Γ ) on V(Q( Γ )) which preserves the arcs of Q( Γ ). This action
is clearly faithful whenever Γ is loosely attached, which is the ﬁrst claim of the following lemma.
Lemma 3.1. Let Γ be a digraph. Then the following holds.
(i) If Γ is loosely attached and G  Aut( Γ ), then also G  Aut(Q( Γ )).
(ii) If Γ has no sinks and no degenerate alternets, then the mapping which sends the alternet of an arc (u, v)
of Γ toA1(u) is an isomorphism between the digraphs Al( Γ ) and Q( Γ ).
(iii) For all n  1, we have that Γ /An ∼= Q( Γ /An−1), where an isomorphism is given by An(v) →
A1(An−1(v)). In particular, Γ /An ∼= Qn( Γ ).
(iv) exp(Qn( Γ )) = exp( Γ ) − n for all n exp( Γ ). In particular, exp(Qn( Γ )) = 0 for all n exp( Γ ).
(v) If Γ is connected and vertex-transitive, then Γ /Aexp( Γ ) is a directed cycle of length m 1.
Proof. The proof of part (i) and (ii) are straightforward and left to the reader. Let us now prove (iii).
The mapping θ : V( Γ /An) → V(Q( Γ /An−1)) deﬁned by θ(An(v)) =A1(An−1(v)) is clearly surjective.
To show that it is well deﬁned and injective, we must show that, for any two vertices u, v ∈ V( Γ ), we
have An(u) =An(v) if and only if A1(An−1(u)) =A1(An−1(v)). In other words, we must show that
v ∈An(u) if and only if An−1(v) ∈A1(An−1(u)).
Let v ∈ An(u) and let W = (w0, . . . ,w) be a walk from u = w0 to v = w of sum 0 and tol-
erance [0,n]. Let 0 = x0 < x1 < · · · < xk =  be the indices for which wxi ∈ An(u). We will show
that An−1(wxi ) ∈A1(An−1(u)) by induction on i ∈ {0, . . . ,k}. This is clearly true for i = 0. Suppose it
is true for integers smaller than i. Note that, since wxi ∈An(u), then wxi−1 ∈An−1(wxi−1+1), hence
An−1(wxi ) ∈A1(An−1(wxi−1 )) =A1(An−1(u)), by the induction hypothesis. We have thus shown that
v ∈An(u) implies An−1(v) ∈A1(An−1(u)).
Conversely, let v be a vertex of Γ such that An−1(v) ∈A1(An−1(u)) and let W = (An−1(w0), . . . ,
An−1(w)) be a walk from An−1(w0) = An−1(u) to An−1(w) = An−1(v) of sum 0 and tolerance
[0,1] in Γ /An−1 (note that  must be even). Clearly, for every w ∈An−1(w1), there is a walk in Γ
from u to w of sum 1 and tolerance [0,n]. This implies that for every w ∈An−1(w2), there is a walk
in Γ from u to w of sum 0 and tolerance [0,n]. One can thus show by induction that there is a walk
from u to w of sum 0 and tolerance [0,n] for every w ∈An−1(w j), j even. In particular, v ∈An(u).
This proves that θ is a well deﬁned bijection.
Next, we need to show that θ maps the arcs of Γ /An bijectively onto arcs of Q( Γ /An−1). By the
deﬁnition of quotient graphs it follows that (An(u),An(v)) is an arc of Γ /An if and only if there
exists an arc (u′, v ′) in Γ such that u′ ∈ An(u) and v ′ ∈ An(v). By what we have proved above,
the latter is equivalent to An−1(u′) ∈ A1(An−1(u)) and An−1(v ′) ∈ A1(An−1(v)). Hence, An(u) ∼
An(v) if and only if there exists u′′, v ′′ such that An−1(u′′) ∼ An−1(v ′′), An−1(u′′) ∈ A1(An−1(u))
and An−1(v ′′) ∈A1(An−1(v)), if and only if A1(An−1(u)) ∼A1(An−1(v)), if and only if θ(An(u)) ∼
θ(An(v)). This shows that θ is an isomorphism. The last claim of part (iii) now follows by induction
on n.
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deﬁnition and above, e is the smallest integer such that Qe( Γ ) = Qn( Γ ) for all n  e, while e′ is the
smallest integer such that Qe
′
(Q( Γ )) = Qn(Q( Γ )) for all n e′ . Hence e′ = e − 1.
It follows from (iii) and (iv) that exp( Γ /Ae) = 0. If Γ is connected and vertex-transitive, then so
is Γ /Ae and hence Γ /Ae must be a directed cycle. 
Recall that the partial line digraph Pl( Γ ) of Γ is the digraph the vertices of which are the arcs of
Γ with two arcs a1 = (x, y) and a2 = (w, z) forming an arc (a1,a2) of Pl( Γ ) whenever y = w and
(x, y, z) is a 2-arc of Γ . More generally, for n  0, we denote by Pln( Γ ) the digraph the vertices of
which are the n-arcs of Γ with two n-arcs a1 and a2 forming an arc (a1,a2) of Pl( Γ ) whenever a2 is
a successor of a1 in Γ . Then Pl0( Γ ) = Γ and Pl1( Γ ) = Pl( Γ ).
Lemma 3.2. Let Γ be an asymmetric digraph without sinks and sources. Then the following holds.
(i) For all n 1, we have that Pln( Γ ) ∼= Pl(Pln−1( Γ )), where an isomorphism is given by
(v0, . . . , vn) →
(
(v0, . . . , vn−1), (v1, . . . , vn)
)
for any n-arc (v0, . . . , vn) of Γ .
In particular, Pln( Γ ) ∼= Pln( Γ ) for all n 0.
(ii) Q(Pl( Γ )) ∼= Γ , where an isomorphism is given byA1(u, v) → v for any (u, v) ∈ A( Γ ).
(iii) Aut( Γ ) Aut(Pl( Γ )). Moreover, if Γ is (G, s)-arc-transitive for some G  Aut( Γ ) and s 1, then Pl( Γ )
is (G, s − 1)-arc-transitive.
Proof. The proofs of parts (i) and (iii) are straightforward and left to the reader. Let us now prove
part (ii). To show that the mapping from the statement of (ii) is well deﬁned and bijective, observe
that, in Pl( Γ ), the equivalence class A1(u, v) of a vertex (u, v) of Pl( Γ ) consists of all the arcs of Γ
ending in v . Note that the arcs of Q(Pl( Γ )) are precisely the pairs of the form (A1(w,u),A1(u, v))
where (w,u, v) is an arbitrary 2-arc of Γ . Hence arcs of Q(Pl( Γ )) map onto arcs of Γ , completing
the proof. 
We have seen that Q is a left-inverse of Pl. We now show that, under certain circumstances, it is
also a right-inverse. Note that vertices of Pl(Q( Γ )) are arcs of Q( Γ ), hence of the form (A1(u),A1(v))
for some (u, v) ∈ A( Γ ).
Lemma 3.3. Let Γ be an asymmetric digraph such that its alternets are complete bipartite. Then Q( Γ ) is also
asymmetric. Moreover, if Γ has no sources and is loosely attached, then Pl(Q( Γ )) ∼= Γ , where an isomorphism
is given by (A1(u),A1(v)) → v for (u, v) ∈ A( Γ ).
Proof. We ﬁrst show that Q( Γ ) is also asymmetric. Suppose, by contradiction, that both
(A1(u),A1(v)) and (A1(v),A1(u)) are arcs of Q( Γ ). Then there exists (w, x) and (y, z) arcs of Γ
such that w, z ∈A1(u) and x, y ∈A1(v). Since alternets are complete bipartite, this implies that both
(x, z) and (z, x) are arcs of Γ , which is a contradiction.
We now assume that Γ has no sources and is loosely attached and show that the mapping
θ : V(Pl(Q( Γ ))) → V( Γ ) given in the statement is a well deﬁned bijection. Let (u, v) and (x, y) be
arcs of Γ such that A1(u) =A1(x) and A1(v) =A1(y). Together with A1(u) =A1(x), the fact that
(u, v) and (x, y) are arcs of Γ imply that A−1(v) =A−1(y). Since Γ is loosely attached, it follows
that y = v . This shows that θ is well deﬁned. Since Γ has no sources, θ is surjective. If u,w ∈ Γ −(v),
then A1(u) =A1(w) and hence θ is injective.
It remains to show that θ is an isomorphism. Let (u, v) and (w, y) be two arcs of Γ . Since Q( Γ )
is asymmetric, ((A1(u),A1(v)), (A1(w),A1(y))) is an arc of Pl(Q( Γ )) if and only if A1(v) =A1(w).
Since the alternets of Γ are complete bipartite, the latter is equivalent to (v, y) being an arc of Γ . 
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Recall the deﬁnition of the tolerance of a walk, alterexponent and the relations AI from Sec-
tion 2.1.
The following lemma and its corollary may be viewed as a generalisation of the folklore result
stating that, in a connected, bipartite G-arc-transitive graph, the group generated by the vertex sta-
bilisers of two adjacent vertices coincides with the index-2 subgroup of G preserving each bipartition
set.
Lemma 4.1. Let Γ be an asymmetric G-arc-transitive digraph and let (v0, . . . , vs) be an s-arc of Γ . For j ∈
{1, . . . , s}, let R j−1 be a subgroup of Gv j−1 acting transitively on Γ +(v j−1) and let L j be a subgroup of Gv j
acting transitively on Γ −(v j). For m ∈ {0, . . . , j}, let Tm = 〈R0, L1, . . . , Rm−1, Lm〉. Then vTit =A[−t,i−t](vt)
for any i ∈ {1, . . . , s} and t ∈ {0, . . . , i}. In particular, vTi0 =Ai(v0).
Proof. Let i ∈ {1, . . . , s}. We will ﬁrst show that vTit ⊆A[−t,i−t](vt) for any t ∈ {0, . . . , i}. It suﬃces to
show that the equivalence class A[−t,i−t](vt) is preserved by Ti .
Let g ∈ Gv j for some j ∈ {0, . . . , i}, let w ∈A[−t,i−t](vt), and consider the walk (vt , vt±1, . . . , v j∓1,
v j, v
g
j∓1, . . . , v
g
t ). This is clearly a walk of sum 0 and tolerance contained in the interval [−t, i − t],
showing that vtA[−t,i−t]vgt . Since the relation A[−t,i−t] is preserved by every automorphism of Γ ,
we also see that vgt A[−t,i−t]wg , and thus vtA[−t,i−t]wg . This shows that A[−t,i−t](vt) is preserved
setwise by every Gv j , j ∈ {0, . . . , t}. But since Ti is generated by subgroups of these vertex-stabilisers,
this implies that Ti preserves A[−t,i−t](vt), as required.
Let us now show that A[−t,i−t](vt) ⊆ vTit for any t ∈ {0, . . . , i}. Suppose this is not the case. Note
that A[−t,i−t](vt) is precisely the set of those vertices w for which there exists a walk from v0 to
w of tolerance [0, i] and sum t (see [9, Lemma 3.6]). Hence, by our assumption, the set of walks
W of tolerance [0, i], starting in v0 and ending in a vertex not in vTis(W ) is non-empty. Choose a
walk W = (w0,w1, . . . ,wn) of shortest length in this set and let t = s(W ). If n = 0, then wn = v0,
t = 0, and hence wn ∈ vTit , contradicting our choice of W . If n  1, then consider the walk W ′ =
(w0, . . . ,wn−1), the sum of which is clearly t ± 1 for some choice of the sign. By minimality of the
length n, it follows that wn−1 ∈ vTit±1. Note that both t = s(W ) and t ± 1 = s(W ′) are contained in
[0, i] and hence Γ ∓(vt±1) ⊆ vTit . It follows that Γ ∓(wn−1) ⊆ vTit , and thus wn ∈ vTit , contradicting
our choice of W . 
Corollary 4.2. Let Γ be a strongly-connected G-arc-transitive digraph. For any i ∈ N, let (v0, . . . , vi) be an i-
arc of Γ . Then Ti = 〈Gv0 , . . . ,Gvi 〉 is the setwise stabiliser ofAi(v0). In particular, e = exp( Γ ) is the smallest
integer such that Te is normal in G. Moreover, Te coincides with the group generated by all vertex-stabilisers
Gv , v ∈ V( Γ ).
Proof. Let e = exp( Γ ). Note that, since Γ is strongly-connected and G-arc-transitive, it is also G-
vertex-transitive. Using Lemma 4.1 with Ri = Li = Gvi yields that vTi0 =Ai(v0). Since Ti contains a
vertex-stabiliser, it follows that Ti is precisely the setwise stabiliser of Ai(v0).
It follows that Ti  Te for any i ∈ N. Since Γ is strongly-connected, the path (v0, . . . , vi) can be
extended to include every vertex of Γ and hence Te is precisely the subgroup of G generated by all
vertex-stabilisers Gv , v ∈ V( Γ ). In particular, Te is normal in G .
Suppose now that 0 i  e is any integer such that Ti is normal in G (for example i = e). Since Ti
contains Gv0 , the normality of Ti and vertex-transitivity of G imply that Ti = Te , and so the normality
of Ti and Lemma 4.1 imply that Ai(v) =Ae(v) for all v ∈ V( Γ ). But then i = e by the deﬁnition of
the alterexponent. 
We remark that the group generated by all the vertex-stabilisers was studied in some detail also
in [11].
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From now on, we will restrict ourselves to asymmetric arc-transitive digraphs of prime out-valence.
Continuing with the theme of Lemma 3.3, we show that the case when alternets are complete bipar-
tite is particularly well behaved.
Lemma 5.1. Let Γ be a connected asymmetric G-arc-transitive digraph of prime out-valence p such that the
alternets of Γ are complete bipartite. Then either
(i) Γ = W (n, p) is a wreath digraph with n 3, or
(ii) Q( Γ ) is also a connected asymmetric digraph of prime out-valence p on which G acts faithfully and arc-
transitively and Pl(Q( Γ )) ∼= Γ .
Proof. Clearly, Q( Γ ) is a connected digraph. By Lemma 3.3, it is asymmetric. Since Γ is G-arc-
transitive, alternets of Γ are non-degenerate and must intersect in either 1 or p vertices. In the
latter case, Γ is a wreath digraph W (n, p) with n 3. In the former case, Γ is loosely connected and
it follows that Q( Γ ) has out-valence p. By Lemma 3.1, G acts faithfully and arc-transitively. Finally,
Pl(Q( Γ )) ∼= Γ follows from Lemma 3.3. 
In other words, when the alternets of Γ are complete bipartite, we either have a wreath digraph
or we can get a reduced graph Q( Γ ), from which Γ can be reconstructed. Note that, under the
hypothesis of Lemma 5.1, we have that |V(Q( Γ ))| = |V( Γ )|/|A1(v)| |V( Γ )|/p. Hence, repeating this
procedure must terminate. This is the content of our next result.
Corollary 5.2. Let Γ be a connected asymmetric G-arc-transitive digraph of prime out-valence p. Then there
exists some r  0 such that Qr( Γ ) is also a connected asymmetric digraph of prime out-valence p on which
G acts faithfully and arc-transitively and such that either the alternets of Qr( Γ ) are not complete bipartite, or
Qr( Γ ) = W (n, p) is a wreath digraph with n 3. Moreover, Plr(Qr( Γ )) ∼= Γ .
If Qr( Γ ) is a wreath digraph W (n, p) with n  3, then Γ is isomorphic to Plr( W (n, p)). Hence,
it is natural to now turn our attention to the other case, that is when alternets are not complete
bipartite.
Lemma 5.3. Let Γ be a connected asymmetric G-arc-transitive digraph of prime out-valence p. Let v be a ver-
tex of Γ , let e = exp( Γ ) and let (v0, . . . , ve) be an e-arc of Γ . If alternets of Γ are not complete bipartite, then
the pointwise stabiliser ofAe(v) is trivial and Gv contains no nonidentity normal subgroup of 〈Gv0 , . . . ,Gve 〉.
Proof. We show that the pointwise stabiliser H of Ae(v) is trivial. In view of Lemma 3.1(v), we know
that Γ /Ae is isomorphic to a directed cycle Cm on m vertices for some m 1. Let w ∈ Γ +(v) and let
x ∈Ae(w). Clearly H ﬁxes all in-neighbours of x.
Let X be the set of vertices y such that Γ −(x) = Γ −(y). Clearly, |X |  p. Moreover, since Γ is
arc-transitive, |X | must divide p. Since alternets are not complete bipartite, we must have |X | = 1.
It follows that H must ﬁx x. Hence H ﬁxes Ae(w) pointwise. Repeating the argument yields that H
ﬁxes every vertex pointwise, hence H is trivial.
We now show that Gv contains no nonidentity normal subgroup of Te = 〈Gv0 , . . . ,Gve 〉. By Corol-
lary 4.2, Te is the setwise stabiliser of Ae(v). Let K  Gv be a normal subgroup of Te . Since K is
normal in Te , it ﬁxes every vertex in the orbit of v under Te , namely Ae(v). By the previous claim,
this shows that K = 1. 
In the next lemma, we prove some basic results about the stabiliser of an i-arc in asymmetric arc-
transitive digraphs of prime out-valence p. For some of them, we require that the vertex-stabiliser
acts regularly (in particular, cyclically) on the p out-neighbours of the vertex.
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exp( Γ ), let s be the largest integer such that Γ is (G, s)-arc-transitive and letα = (v = v0, . . . , vs) be an s-arc
of Γ . Let g ∈ G such that αg−1 = (v1, . . . , vs, (vs)g−1 ) is a successor of α. For 0 i  s, let Gi = G(v0,...,vs−i)
be the pointwise stabiliser of (v0, . . . , vs−i). Then there exists an element x ∈ G1 of order p. Let H0 = 1 and
let Hi = 〈x, xg , . . . , xgi−1 〉 for i  1.
(i) |Gi | = pi |G0|, for 0 i  s. In particular, |Gv | = ps|G0|.
(ii) If q is a prime dividing |G0|, then q < p.
(iii) Gi = 〈Hi,G0〉 for 0 i  s.
If we also assume that G
Γ +(v)
v is a cyclic group of order p, then
(iv) Gs−1 = G(v0,v1) ﬁxes the alternet of (v0, v1) pointwise.
(v) G0 = 1. In particular, |Gv | = ps and Gi = Hi for 0 i  s.
(vi) For n 0, Hs+n = 〈Gv , . . . ,Gvgn 〉. In particular, Hs+n is the setwise stabiliser ofAn(v−n).
(vii) |Ai(v)| pi for 0 i  e.
Proof. Let us ﬁrst prove (i). For 1  i  s, Gi acts transitively on the p successors of (v0, . . . , vs−i).
In particular, |Gi | = p|Gi−1|. Induction completes the proof. Note that it follows that there exists an
element x ∈ G1 of order p.
Let us now turn to the proof of (ii). Suppose that there exist y be an element of G0 of prime order
q  p. If y acts transitively on Γ +(vs), then G is (s + 1)-arc-transitive, contradicting the assumption.
Since q p, it follows that y ﬁxes Γ +(vs) pointwise. Repeating the argument and using connectivity
shows that y must ﬁx all vertices.
We show (iii) by induction on i. This is clear for i = 0. Note that, by (ii), x ﬁxes vs−1 but not vs .
Hence, for 0 i  s, xgi−1 ﬁxes vs−i but not vs−i+1. In particular, for 0 i  s, xg
i−1
is in Gi but not
in Gi−1. By the induction hypothesis, we have that 〈Hi,G0〉 = 〈Hi−1, xgi−1 ,G0〉 is contained in Gi but
is different from Gi−1. Since the latter has index p in the former, this shows that Gi = 〈Hi,G0〉.
To prove (iv), observe that, in this case, Guv ﬁxes any arc a in the alternet of uv .
Let us now prove (v). Since G
Γ +(v)
v is a regular permutation group, and since Γ is a strongly
connected graph, it may be easily deduced that G acts regularly on the set of s-arcs of Γ . In particular,
G0 = 1.
Note that (vi) is clear for n = 0. By induction, we have that Hs+n+1 = 〈Hs+n, Hgs+n〉 = 〈Gv , . . . ,
Gvgn ,Gvgn+1 〉. The second statement follows from Corollary 4.2.
The proof of (vii) is by induction on i. The claim is vacuous for i = 0. Suppose that 0 < i  e
and |Ai−1(v)|  pi−1. Now, let (v0, . . . , vi) be an i-arc starting at v = v0. By (v), Gvi is a p-group.
By Corollary 4.2, it ﬁxes Ai(v) setwise but, since i  e, it does not ﬁx Ai−1(v) setwise. Hence, the
orbit of Ai−1(v) under Gvi has size at least p. It follows that |Ai(v)|  p|Ai−1(v)|. The induction
hypothesis completes the induction step. 
6. On a lemma of Glauberman
As announced in the introduction, one of the side results (as well as a step toward the proof of
Theorem 1.1) is a modiﬁcation of the following lemma due to Glauberman.
Lemma 6.1. (See [3, Lemma 1].) Let x and g be elements of a group G. For i ∈ Z, let xi = xgi = g−i xgi and, for
i  1, let Hi = 〈x1, . . . , xi〉. Let H0 = 1. Suppose that x has prime order p and that there exist positive integers
n and t such that
(i) 〈Ht , g〉 = G,
(ii) |Hi : Hi−1| = p for 1 i  t,
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(iv) Ht contains no nonidentity subgroup of Z(Ht+n).
Then t  3n and t 	= 3n − 1. Moreover, if n = 2, p = 2, and t = 6, then Ht contains a nonidentity normal
subgroup of H8 .
We will now show that, if condition (iv) is replaced by (iv′): |Ht+1 : Ht | 	= p and (iv′′): n is the
smallest integer such that Ht+n = Ht+n+1, then a conclusion even stronger than condition (iv) holds.
More precisely, we prove the following.
Lemma 6.2. Let x and g be elements of a group G. For i ∈ Z, let xi = xgi = g−i xgi and, for i  1, let Hi =
〈x1, . . . , xi〉. Let H0 = 1. Suppose that x has prime order p, let t be the largest integer such that |Ht | = pt
and let n be the smallest integer such that Ht+n = Ht+n+1 . Suppose that Ht contains no nonidentity normal
subgroup of 〈Ht , g〉. Then Ht contains no nonidentity normal subgroup of Ht+n. Moreover, |Ht+1 : Ht | > p.
Proof. We may assume without loss of generality that G = 〈Ht , g〉 = 〈x, g〉. Since the order of
H1 = 〈x〉 is p, it follows that t  1. Further, since by hypothesis Ht is not normal in G , we see that
n 1.
Clearly, Ht−1  Ht ∩ (Ht)g−1  Ht . Since Ht is not normal in 〈Ht , g〉 and Ht−1 is maximal in Ht ,
the equality Ht−1 = Ht ∩ (Ht)g−1 holds.
Now consider the coset digraph Γ = Γ (G, Ht , g−1), that is, the digraph Γ with V( Γ ) = G/Ht =
{Ht y: y ∈ G} and A( Γ ) = {(Ht y, Ht g−1hy): h ∈ Ht , y ∈ G}. The group G then acts by right multi-
plication on Γ vertex-transitively and arc-transitively, and since Ht contains no nonidentity normal
subgroup of G , also faithfully. Since G is generated by Ht and g , Γ is connected.
Let u denote the vertex Ht ∈ G/Ht , and let v = Ht g−1 ∈ G/Ht . Then Gu = Ht , Gv = Hg
−1
t , and
Guv = Ht ∩ (Ht)g−1 = Ht−1. In particular, |Gu : Guv | = p, implying that Γ has out-valence p and
G
Γ +(u)
u is a cyclic group of order p.
If Γ is a graph, then the fact that G Γ +(u)u acts regularly on Γ +(u) = Γ −(u), together with the con-
nectivity of Γ , implies that Guv = 1. But then t = 1, and the claim of the lemma follows immediately.
We may thus assume that Γ is asymmetric.
Let us now determine the alterexponent e = exp( Γ ). For i  0 let vi = ug−i . Then v0 = u, v1 = v ,
and (v0, v1, . . . , vs) is an s-arc of Γ for any s  0. By Corollary 4.2, the equivalence class As(v0)
coincides with the orbit vTs0 under the group Ts = 〈Gv0 ,Gv1 , . . . ,Gvs 〉, and thus |As(v0)| = |Ts : Gv0 |.
Therefore e is the minimal integer s such that Ts = Ts+1. On the other hand,




t , . . . , H
g−s
t
〉= 〈x1−s, x2−s, . . . , xt〉 = Hg−st+s ,
and therefore e = n. Since |A1(v0)| = |T1 : Gv0 | = |Ht+1 : Ht |, which, by deﬁnition of t , is not p,
it follows that the alternets of Γ are not complete bipartite. Furthermore, since |A1(v0)|  p, this
implies that |Ht+1 : Ht | > p.
To conclude the proof, we may now use Lemma 5.3, which states that the vertex-stabiliser Gv = Ht
contains no nontrivial subgroups which are normal in 〈Gv0 , . . . ,Gve 〉 = Hg
−s
t+n = Ht+n . 
We now have all the tools to prove our main results. Theorem 1.3 follows directly from the previ-
ous two lemmas. It remains only to prove Theorem 1.1.
7. Proof of Theorem 1.1
We ﬁrst need the following result.
Theorem 7.1. Let Γ be a connected asymmetric G-arc-transitive digraph of prime out-valence p and let v be
a vertex of Γ . If G Γ +(v)v is a cyclic group of order p and, in addition, alternets of Γ are not complete bipartite,
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e = 2, then s 4 and, if e = 1, then s = 1.
Proof. Let s be the largest integer such that Γ is s-arc-transitive and let α = (v = v0, . . . , vs) be an
s-arc of Γ . Let g ∈ G such that αg−1 = (v1, . . . , vs, (vs)g−1 ) is a successor of α. By Lemma 5.4, the
pointwise stabiliser of (v0, . . . , vs−1) has order p. Let x be one of its generator. Let H0 = 1 and let
Hi = 〈x, xg , . . . , xgi−1 〉 for i  1. Again, by Lemma 5.4, Gv = Hs has order ps . But, by Corollary 4.2,
Hs+1 = 〈Hs, Hgs 〉 = 〈Gv ,Gvg 〉 is the setwise stabiliser of A1(v). In particular, |Hs+1 : Hs| = |A1(v)|
and hence |Hs+1 : Hs| > p since alternets are not complete bipartite. It follows that s is the largest
integer such that |Hs| = ps .
By Corollary 4.2, Hs+n = 〈Gv ,Gvg , . . . ,Gvgn 〉 is the setwise stabiliser of An(vg
n
). In particular, e
is the smallest integer such that Hs+n = Hs+n+1. Clearly G = 〈g, Hs〉 and Hs contains no nonidentity
normal subgroup of G . Use Theorem 1.3 with t = s and n = e to conclude, leaving only the case where
e = 1.
If e = 1, then Lemma 5.3 implies that the pointwise stabiliser of A1(v) is trivial. It follows from
Lemma 5.4 that Gvw ﬁxes A1(v) pointwise and hence Gvw = 1 and s = 1. 
Let Γ be a ﬁnite connected asymmetric G-arc-transitive digraph of prime out-valence p, let v be
a vertex of Γ and suppose that G Γ +(v)v is a cyclic group of order p. Then Theorem 1.1 claims that
either Γ ∼= Plr( W (n, p)) for some n 3 and r  0, or |Gv | |V( Γ )|3. We now prove this.
Let e = exp( Γ ). The fact that |V( Γ )|  |Ae(v)|  pe follows from Lemma 5.4. By Corollary 5.2,
there exists some r  0 such that Γ ∼= Plr( Γ ′), where Γ ′ = Qr( Γ ) is also a ﬁnite connected asymmet-
ric digraph of prime out-valence p on which G acts faithfully and arc-transitively and such that either
the alternets of Γ ′ are not complete bipartite, or Γ ′ is a wreath digraph. Note that, by Lemma 3.1,
e′ = exp( Γ ′) e. Also, |V( Γ ′)| |V( Γ )| from which it follows that |Gv | |Gv ′ | for any vertex v ′ of Γ ′ .
If the alternets of Γ ′ are not complete bipartite, then, by Theorem 7.1, |Gv ′ | divides p3e′ . It follows
that |Gv | |Gv ′ | p3e′  p3e  |V( Γ )|3. This concludes the proof.
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