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ABSTRACT 
In this paper, we proposed a novel hybrid group method of data handling least squares support vector machine 
(GLSSVM) algorithm, which combines the theory a group method of data handling (GMDH) with the least squares 
support vector machine (LSSVM). With the GMDH is used to determine the inputs of LSSVM method and the 
LSSVM model which works as time series forecasting.  The aim of this study is to examine the feasibility of the 
hybrid model in tourism demand forecasting by comparing it with GMDH and LSSVM model. The tourist arrivals 
to Johor Malaysia during 1970 to 2008 were employed as the data set.   The comparison of modeling results 
demonstrate that the hybrid model outperforms than two other nonlinear approaches GMDH and LSSVM  models. 
 
Keywords: LS-SVM, GMDH, hybrid, tourism, time series, forecasting. 
 
1. INTRODUCTION  
In the past few decades, the tourism industry has emerged as the fastest growing sector, and has spread widely 
around the world. Tourism expenditure has become an important source of economic activity, employment, tax 
revenue, income and foreign exchange. Therefore, every country needs to understand its international visitors and 
tourism receipts, to help formulate responsive policies on tourism quickly. More accurately forecasting tourism 
demand would facilitate for assisting managerial, operational and tactical decision making of both the private and 
the public sector. Therefore the selection of forecasting model is the important criteria that will influence to the 
forecasting accuracy.  
Recently, the support vector machine (SVM) method, which was first suggested by Vapnik in 1995 [1], has recently 
been used in various applications such as in data mining, tourism, classification, regression and time series 
forecasting [2],[3],[4]. The ability of SVM to solve nonlinear regression estimation problems makes SVM successful 
in time series forecasting. It has become a hot topic of intensive study due to its successful application in 
classification and regression tasks.  However, the major drawback of SVM its higher computational burden because 
of the required constrained optimization programming. Recently, many SVM algorithms have been discussed, such 
as LIBSVM [5]), BSVM [6],  and LSSVM [7]). Extensive empirical studies [8]) have shown that LSSVM is 
comparable to SVM in terms of  generalization performance. LSSVM is an improved algorithm based on SVM.  
Another efficient modeling technique is the GMDH algorithm. The GMDH algorithm has been successfully used to 
deal with uncertainty, linear or nonlinearity of systems in a wide range of disciplines such as economy, ecology, 
medical diagnostics, signal processing, fossil power plant process, electric power industry and control systems 
[9],[10],[11], [12],[13]. Some simplified approximations, such as the two-direction regressive GMDH [14]) and the 
revised GMDH algorithms [15],[16]), have been introduced to model dynamic systems in flood forecast and 
petroleum resource prediction with some success.  
Several hybrid models involved GMDH algorithm are introduced and modified. More recently, combing GMDH-
type with neural networks (NN) were explored for modeling highly nonlinear dynamic system Simulation results of 
nonlinear time series show that the proposed method is much more accurate than the GMDH and NN algorithm.   
In this paper, a novel hybrid GMDH-type algorithm is proposed by integrating simple GMDH with LSSVM. The 
hybrid model combines GMDH and LSSVM into one methodology. The main purpose of this study is to investigate 
the applicability and capability of the new hybrid model for time series forecasting. To verify the application of this 
approach, the tourist arrival data in the state of Johor, Malaysia is chosen as the case study. Three modeling 
techniques, GMDH and SVM are used to generate the single model and hybrid methods namely GLSSVM are 
applied in order to explore the efficiency of combining forecasts in forecasting tourist arrival. 
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2. METHOD 
2.1 LS-SVM for time series prediction 
LSSVM is a new technique for regression. The LSSVM predictor is trained using a set of time series historic 
values as inputs and a single output as the target value. In the following, we briefly introduce LSSVM, which can be 
used for time series forecasting. 
Consider a given training set of n data points n
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patterns) and output Ryi  . SVM approximate the function in the following form 
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where )(x represents the high dimensional feature spaces, which is nonlinearly mapped from the input space x. In 
LSSVM for function estimation the following optimization problem is formulated: 
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This finally leads to the following LSSVM model for function estimation: 
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where 
i
 , b are the solution to the linear system. The RBF kernel )/||exp(),( 22 jiji xxxxK  is used in this work. 
There are only two parameters to be tuned: the kernel setting and  , which are selected using cross-validation. 
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2.2 Group of Method Data Handling(GMDH) 
The algorithm of Group Method of Data Handling (GMDH) was first developed by Madala and Ivakhnenko in 
1994,[17] as a multivariate analysis method for modeling and identification of complex systems. The GMDH 
method was originally formulated to solve for higher order regression polynomials specially for solving modeling 
and classification problem. General connection between inputs and output variables can be expressed by a 
complicated polynomial series in the form of the Volterra series, known as the Kolmogorov-Gabor polynomial): 
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In this case, x  represents the input to the system, n is the number of inputs and a are coefficients or weights. 
However, for most application the quadratic form are called as partial descriptions (PD) for only two variables is 
used in the form  
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to predict the output. To obtain the value of the coefficients a for each m models, a system of Gauss normal 
equations is solved. The coefficient 
i
a  of nodes in each layer are expressed in the form 
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and M is the number of observations in the training set. 
The basic steps involved in the conventional GMDH modeling by Nariman-Zadeh in 2002,[18] are follows: 
Step 1:  First N observations of regression-type data are taken. The collected load data are first normalized with 
respect to their individual base value in order to restrict the variation of data within the same level. Those 
normalized data are denoted by },...,,{
21 M
xxx  where M is the total number of input. These observations are 
divided into two sets: the training set and testing set.  
Step 2:  Select !2)!2/(!2  MMC
M  new input variables according to all possibilities of connection by each pair of 
inputs in the layer. Construct the regression polynomial for this layer by forming the quadratic expression 
which approximates the output y in equation (7).  
Step 3: Identify the single best input variable out of these of these 2C
M  input variables, iyx ˆ'  according to the 
value of mean square error (MSE). The MSE is defined  by 
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The input of variables that give the best results in the first layer, are allowed to form second layer candidate model 
of the equation (7).  Set the new input }',,...,,{
21
xxxx
m
 and 1 MM . Models of the second layer are evaluated for 
compliance by using MSE, and again the input variables that give best results will proceed to form third layer 
candidate models. This procedure is carried out as long as the MSE for the test data set decrease compared with the 
value obtained at the previous one. After the best models of each layer have been selected, the output model is 
selected by the MSE. The model with the minimum value of the MSE is selected as the output model.  
2.3. Hybrid Model 
In the proposed method, the GMDH and LS-SVM are applied to enhance the capability of hybrid model. As input 
variables are selected by the decision made by GMDH and LSSVM model is used as time series forecasting. The 
hybrid model procedure is carried out in the following step: 
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Step 1 :  The normalized data are separated into the training and testing sets data. 
Step 2 :  All combinations of two input variables ),(
ji
xx are generated in each layer. The number of input variables 
are 
!2)!2(
!
2 
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M
MMC . Construct the regression polynomial for this layer by forming the quadratic expression 
which approximates the output y in equation (7). The coefficient vector of the PD is determined by the least 
square estimation approach. 
Step 3 : Determine new input variables for the next layer. The output 'x  variable which give the smallest of mean 
square error (MSE) for the train data set is selected as the new input }',,...,,{
21
xxxx
M
 with M = M +1.  
Step 4 : In the output layer, the new input }',,...,,{
21
xxxx
M
of the neurons in the hidden layers are use as input for 
the LSSVM model. The LSSVM model with the minimum value of the MSE is selected as the output 
model.  
Step 5 : The lowest value of MSE using LSSVM model for the test data set at each layer obtained during this 
iteration is compared with the smallest value obtained at the previous one. If an improvement is achieved, 
one goes back and repeats step 2 to 4, otherwise the iterations terminate and a realization of the network 
has been completed. Once the final layer has been determined, only the one node characterized by the best 
performance is selected as the output node. The remaining nodes in that layer are discarded. And finally, 
the GLSSVM model is obtained.  
 
3. EXPERIMENT 
3.1 Description of Data 
In order to validate the GLSVM forecasting model for tourist arrival in the state of Johor,Malaysia, the data were 
collected from Johor Tourism Action Council Johor, Malaysia. These data is ranging from January, 1999 to 
December 2008. The time series plot is given in Figure 1.  
 
Figure 1: Visitors arrival in Johor (1999-2008) 
To assess the forecasting performance of different models, each data set is divided into two samples. The first series 
was used for training the network (modeling the time series) and the remaining were used for testing the 
performance of the trained network (forecasting). We take the data from 1999 to 2008 producing 108 observations 
for training purpose and the remainder as the output sample data set with 12 observations for forecasting purpose.  
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The performances of the each model for both the training data and forecasting data are evaluated according to the 
mean-square error (MSE) and mean absolute error (MAE), which they are widely used for evaluating results of time 
series forecasting. The MAE and MSE are defined as 
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where ty  and tyˆ  are the observed and  the forecasted rice yields at the time t, N equals the number of observations 
The criterions to judge for the best model are relatively small of MSE and MAE in the modeling and forecasting. 
3.2. Results and discussion 
GMDH works by building successive layers with complex connections that are created by using second-order 
polynomial function. The first layer created is made by computing regressions of the input variables and then 
choosing the best ones. The second layer is created by computing regressions of the best value in the first layer 
along with the input variables. Again, only the best are chosen by the algorithm. This process continues until a pre-
specified selection criterion is met. In designing the GMDH model, one must determine the following variables: the 
number of input nodes and the number of layers. The selection of the number of input corresponds to the number of 
variables play important roles for many successful applications of GMDH.  
The issue of determining the optimal number of input nodes is a crucial yet complicated one. There is no theory that 
can used to guide the selection the number of input and the number of hidden layers. To make the GMDH and the 
hybrid model simple and reduce some computational burden, only six levels of input nodes 2 4, 6, …, 12, and five 
hidden layers from 1 to 5 are selected for experiment. 
There is trade-off in amount of data that can be used as input to LSSVM. The proposed architecture is trained by 
using LSSVM with 2 to 12 inputs. In order to obtain the optimal model parameters of the LSSVM, as was 
mentioned earlier, a grid search algorithm was employed in the parameter space. LS-SVM model and the grid search 
algorithm [19] were performed by using the MATLAB software version 8.  
The precision and convergence of LSSVM is also affected by ),( 2 . Cross-validation is a popular technique for 
estimating generalization performance. To get good generalization ability, we conduct a validation process to decide 
parameters. In order to better evaluate the performance of the proposed approach, we consider a grid search of 
),( 2  with  in the range 10 to 1000 and 2  in the range 0.01 to 1.0.  For each hyperparameter pair ),( 2 in the 
search space, 5-fold cross validation on the training set is performed to predict the prediction error. Thus, a robust 
model was obtained by selecting those optimal parameters that give the lowest MSE in the subarea. 
The proposed hybrid learning architecture is composed of two stages. In the first layer, GMDH is used to 
determine the inputs of LSSVM method. The second layer consists of LSSVM which work as time series 
forecasting. The hybrid model algorithm that is proposed in this paper is constructed in exactly the same manner as 
the standard GMDH algorithm except the new input variables is used for the LSSVM model. 
Table 1 shows the final results of modelling and forecasting precision among the three different approaches based on 
RMSE and MAE. In Table 1, the lowest RMSE and MAE are found with the SVM in training and the hybrid model 
in forecasting. The results demonstrating that the hybrid model provides a better approach for forecasting the 
tourism time series. 
Table 1: Comparison of GMDH, SVM and GLSSVM in training and forecasting 
  GMDH SVM Hybrid 
Training RMSE 0.0114 
 
0.0065 0.0062 
 MAE 0.0687 0.0491 0.0478 
Forecasting RMSE 0.0051 0.005 0.0044 
 MAE 0.0584 0.0554 0.0545 
  
Figure 2 illustrates the comparison of errors between generated and observed values in the forecasting data domain. 
Similar to the performance in the forecasting process, the modelled error line generated from hybrid is much closer 
to the zero-value-line and flatter than the error lines from GMDH and LSSVM.  
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Figure 2: Comparison of errors of predictions (differences from the observed and tested values) 
4.  CONCLUSION 
This study applied a novel hybrid model GLSSVM to the forecasting fields of tourism time series. The hybrid model of algorithm 
developed here combines the GMDH theory with the LSSVM approach. With the GMDH is used to determine the inputs of 
LSSVM method and the LSSVM algorithm which work as time series forecasting.  The case study on the tourism time series data 
testing demonstrated that the fitting accuracy of hybrid model algorithm is superior to those of the GMDH and LSSVM. 
Generally, the hybrid algorithm is robust in the forecasting of nonlinear time series. 
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