Eigenfunctions of the Airyʼs integral transform: Properties, numerical computations and asymptotic behaviors  by Karoui, Abderrazek et al.
J. Math. Anal. Appl. 389 (2012) 989–1005Contents lists available at SciVerse ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Eigenfunctions of the Airy’s integral transform: Properties, numerical
computations and asymptotic behaviors
Abderrazek Karoui ∗,1, Issam Mehrzi, Taher Moumni
University of Carthage, Department of Mathematics, Faculty of Sciences of Bizerte, Jarzouna 7021, Tunisia
a r t i c l e i n f o a b s t r a c t
Article history:
Received 13 September 2011
Available online 29 December 2011
Submitted by S. Fulling
Keywords:
Airy’s function
Airy’s integral transform
Eigenfunctions and eigenvalues
Gaussian quadrature method
WKB method
Asymptotic behaviors
This paper is devoted to the study of the spectrum of the integral operator with Airy’s
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1. Introduction
Prolate spheroidal wave functions (PSWFs), were ﬁrst known as the eigenfunctions of the following differential operator,
see [20],
Lc(ϕ)(x) =
(
1− x2)d2ϕ
dx2
− 2xdϕ
dx
− c2x2ϕ. (1)
80 years later, D. Slepian, H. Landau and H. Pollack, see [14,15,24] have shown that the previous differential operator
commutes with the following integral operator
Fc( f )(x) =
1∫
−1
sin c(x− y)
π(x− y) f (y)dy. (2)
This last property was the origin of many fundamental results in the area of the PSWFs. Among these results, we cite the
explicit analytic extension of the PSWFs to the whole real line and the unique properties of the PSWFs to form an orthogonal
basis of L2([−1,1]), an orthonormal system of L2(R) and an orthonormal basis of Bc, the Paley–Wiener space of c-band-
limited functions deﬁned by Bc = { f ∈ L2(R), support f̂ ⊂ [−c, c]}. Here, f̂ denotes the Fourier transform of f . We should
mention that the PSWFs have already found interesting applications in a wide range of scientiﬁc area, such as numerical
analysis, signal processing, physics, see for example [4,5,7,17,18,29,30]. Also, the PSWFs have found important applications
in the theory of random matrices, see [9].
* Corresponding author.
E-mail address: abderrazek.karoui@fsb.rnu.tn (A. Karoui).
1 This work was supported by a DGRST research Grant 05/UR/15-02.0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.12.036
990 A. Karoui et al. / J. Math. Anal. Appl. 389 (2012) 989–1005The circular prolate spheroidal wave functions, a kind of generalization of the PSWFs and denoted by CPSWFs, are deﬁned
as the eigenfunctions of the ﬁnite Hankel transform. That is
1∫
0
√
cxy Jν(cxy)ψ
ν
n,c(y)dy = γn,ν(c)ψνn,c(x), ν > −1, x ∈ (0,+∞). (3)
For more details on these functions and their computational methods, the reader is referred to [25]. Recently, a variety of
new eﬃcient and practical methods have been developed for computing the PSWFs or the CPSWFs, see for example [12,13,
27,31]. As it is done in the case of the PSWFs, Slepian has proved that the following differential operator
Lc(ϕ)(x) =
(
1− x2)d2ϕ
dx2
− 2xdϕ
dx
+
(
−c2x2 + ν
2 − 1/4
x2
)
ϕ (4)
commutes with the ﬁnite Hankel transform. Note here, that both differential operators Lc and Lc are used to give the
asymptotic behavior of the PSWFs as well as CPSWFs, by the use of the WKB method, see [3].
Recently, in [28], the authors have given a new extension of the PSWFs that generalizes the Gegenbauer polynomials to
an orthogonal system with an intrinsic tuning parameter c > 0. These generalized PSWFs denoted by GPSWFs are deﬁned
as the eigenfunctions of a Sturm–Liouville problem Dx, that commutes with an integral operator Fαc . These operators are
deﬁned as follows
Dxu = −
(
1− x2)−α d
dx
((
1− x2)α+1 d
dx
)
+ c2x2, α > −1, c > 0, x ∈ (−1,1),
F (α)c (ϕ)(x) =
1∫
−1
eicxtϕ(t)
(
1− t2)α dt.
The authors have shown that the GPSWFs have properties similar to those satisﬁed by the PSWFs. Also, they have presented
a number of analytic and asymptotic formulae for the GPSWFs and the associated eigenvalues, and introduced eﬃcient
algorithms for their evaluations. For more details, the reader is refereed to [28].
In this paper, we study the following integral operator called the Airy’s transform deﬁned over L2([0,+∞[), by
T c∞ f (x) =
+∞∫
0
Ai(x+ y + c) f (y)dy, x 0, (5)
where Ai(·) is the Airy function of the ﬁrst kind and c > 0 is a positive real number. We should note that the eigenfunctions
of T c∞ are closely related to those of a similar operator Gc∞, deﬁned as follows
Gc∞ f (x) =
+∞∫
c
Ai(x+ z) f (z)dz, x 0. (6)
In fact, if Φn,c denotes the n-th eigenfunction of Gc∞, associated with the eigenvalue μn, then by using in (6), the substitu-
tions y = z − c, X = x− c, one gets
Gc∞Φn,c(X + c) =
+∞∫
0
Ai(X + y + 2c)Φn,c(y + c)dy = μnΦn,c(X + c). (7)
Comparing (5) and (7), one concludes that if Ψn,2c denotes the n-th eigenfunction of T 2c∞ , then we have
Ψn,2c(x) = Φn,c(x+ c), x 0. (8)
Moreover, the n-th eigenvalues of T 2c∞ coincides with the corresponding eigenvalue of Gc∞. Note that from (8), the computa-
tion, properties and behaviors of the Ψn,2c are obtained from those of the Φn,c and vice versa. Note that the eigenvalues and
eigenfunctions of Gc∞ have found important applications in the area of random matrices, see for example [26]. Moreover,
in [10], the authors have shown that the following differential operator
L f (x) = d
dx
(
x
d
dx
f
)
− x(x+ c) f , (9)
commutes with Gc∞ . Here, we provide the reader with some methods of computing the eigenfunctions of T c∞ or Gc∞ as well
as their associate eigenvalues. Moreover, we shall use the WKB method and give different asymptotic approximation of the
eigenfunctions of Gc∞ in terms of some classical special functions.
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used in this work. In Section 3, we give two different methods of computing the eigenfunctions and eigenvalues of T c∞ .
The ﬁrst method uses the differential operator L given by (9). The second method uses a Gaussian quadrature method to
approximate the spectrum of T c∞ by a convenient discretization of this later. Section 4 is devoted to study via the WKB
method, the asymptotic behaviors of the eigenfunctions of Gc∞ for ﬁxed c and large order n as well as for ﬁxed n and
large c. Finally, in Section 5, we provide the reader with some numerical examples that illustrate the results of this work.
2. Mathematical preliminaries and properties
In this section, we ﬁrst list some mathematical preliminaries on the Airy function of the ﬁrst kind denoted by Ai(·) and
on some of its properties. Then, we give some important properties of the eigenfunctions of T c∞. The Airy’s function Ai(·)
satisﬁes the differential equation, see [22]
y′′ − xy = 0. (10)
It is well known that Ai(·) and its derivative decay exponentially to 0 as x goes to +∞. More precisely, the following
inequalities hold [22]
∣∣Ai(x)∣∣ e −23 x3/2
2
√
πx1/4
, x > 0, (11)
∣∣Ai′(x)∣∣ x1/4e −23 x3/2
2
√
π
(
1+ 7
72x3/2
)
, x > 0. (12)
The ascending series of Ai(·), see [21], is given by,
Ai(t) =
+∞∑
j=0
c jt
j, c j =
⎧⎪⎪⎨⎪⎪⎩
Ai(0)( 13 ) j
3 j
(3 j)! if j ≡ 0[3],
Ai′(0)( 23 ) j
3 j
(3 j)! if j ≡ 1[3],
0 if j ≡ 2[3]
(13)
where the Pochhammer symbol (a)n is deﬁned by
(a)0 = 1, (a)n = Γ (a + n)
Γ (a)
= a(a+ 1)(a+ 2) · · · (a+ n− 1). (14)
It is well known that the Laguerre polynomials un = Ln(x) satisfy the following differential equation, see [1]
xu′′n + (1− x)u′n + nun = 0, n 0. (15)
The associated orthogonal function
v = hn = e−x/2Ln(x), x 0 (16)
is the bounded solution of the following Sturm–Liouville eigenvalue equation, see [8]
d
dx
(
x
d
dx
v
)
+
(
1
2
− x
4
)
v + nv = 0. (17)
It is well known that Laguerre polynomials satisfy the following recurrence relation, see [1]
(k + 1)Lk+1 = (2k + 1− x)Lk(x) − kLk−1(x), (18)
and hence the Laguerre functions (hk)k satisfy the same recurrence relation.
Next, it is clear that T c∞ is a Hilbert–Schmidt operator. For c  1, the Hilbert–Schmidt norm of T c∞ is trivially bounded
as follows
∥∥T c∞∥∥2HS =
+∞∫
0
+∞∫
0
∣∣Ai(x+ y + c)∣∣2 dxdy  1
4π
√
c
+∞∫
0
+∞∫
0
e−
4
3 (x+y+c)3/2 dxdy
 1
4π
√
c
+∞∫ +∞∫
e−
4
3 (x+y+c) dxdy = 9
64π
√
c
e−4/3c. (19)0 0
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+∞∫
0
Ai(x+ y + c)Ψn,c(y)dy = Γn,cΨn,c(x). (20)
Note here that Ψn,c and Γn,c depend both on c. Also, we will adopt the following normalization of Ψn,c
+∞∫
0
∣∣Ψn,c(x)∣∣2 dx = Γ 2n,c. (21)
The following proposition lists some important properties of the Ψn,c .
Proposition 1. Under the above notation and assumption, for any real number c > 0, we have:
(P1) For any integer n 0, Ψn,c(x) decay exponentially to 0. More precisely, we have the following inequality
∣∣Ψn,c(x)∣∣ √3
4
e
−2
3 (x+c)√
π
, ∀x 1. (22)
(P2) The set B = {Ψn,c, n ∈ N} is an orthogonal basis of L2(0,+∞).
Proof. To check (22), it suﬃces to combine (11), (20), (21) and the Schwartz inequality, to get
∣∣Ψn,c(x)∣∣= 1|Γn(c)|
∣∣∣∣∣
+∞∫
0
Ai(x+ y + c)Ψn,c(y)dy
∣∣∣∣∣
 1|Γn(c)|
( +∞∫
0
(
Ai(x+ y + c))2 dy)1/2( +∞∫
0
(
Ψn,c(y)
)2
dy
)1/2
 1
2
√
π
( +∞∫
0
e
−4
3 (x+y+c)3/2√
x+ y + c dy
)1/2
 e
−2
3 (x+c)
2
√
π
( +∞∫
0
e
−4
3 y dy
)1/2
=
√
3
4
e
−2
3 (x+c)√
π
.
To prove (P2), we ﬁrst remark that the operator T c∞ is a self-adjoint Hilbert–Schmidt operator. Hence B is an orthogonal
basis of L2(0,+∞) ∩ (kerT c∞)⊥ . Moreover, from [16], we can deduce that the operator T c∞ is one-to-one and consequently
B is an orthogonal basis of L2(0,+∞). 
3. Numerical computation of the eigenfunctions and the eigenvalues of the Airy’s transform
In this section, we describe two methods for the computation of the eigenfunctions and the eigenvalues of the opera-
tor T c∞. The ﬁrst method is based on the use of the differential operator L, formula (17), together with a series expansion
of the Φn,c with respect to the Laguerre functions basis. This is the subject of the following paragraph.
3.1. A differential operator based method for computing the eigenfunctions of Gc∞
As we have previously mentioned, it has been mentioned in [10], that the differential operator Lx given by
Lx f = d
dx
(
α(x)
d
dx
f
)
+ β(x) f , (23)
where α(x) = x and β(x) = −x(x + c), commutes with Gc∞ . Hence, Lx and Gc∞ have the same eigenfunctions, Φn,c . In the
sequel we denote by χn(c) the n-th eigenvalue of −Lx associated to Φn,c . That is
LxΦn,c = xΦ ′′n,c + Φ ′n,c − x(x+ c)Φn,c = −χn(c)Φn,c. (24)
To compute Φn,c , we use the same technique that has been used in [6] for the computation of the prolate spheroidal
wave functions. This technique was also used in [25] for the computation of the circular prolate spheroidal wave functions.
The Fourier series expansion of Φn,c with respect to {hn, n ∈ N}, is given by
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+∞∑
k=0
ankhk(x), x 0 (25)
where ank =
∫ +∞
0 Φn,c(t)hk(t)dt. The following proposition gives a recurrence relation satisﬁed by the sequence (a
n
k)k .
Proposition 2. Under the above assumptions and notations, the sequence (ank)k is given by the following recurrence relation
ank−2k(k − 1) − ank−1
[(
c − 1
4
)
k + 4k2
]
+ ank
[
6k2 +
(
13
2
+ 2c
)
k + 9
4
+ c + χn(c)
]
+ ank+1
(
4k − 1
4
+ c
)
k + ank+2(k + 1)(k + 2) = 0. (26)
Proof. By substituting (25) in (24), we obtain
+∞∑
k=0
ank
(
xh′′k + h′k
)− (χn(c) + x(x+ c))+∞∑
k=0
ankhk = 0. (27)
By combining the previous equality and (17), one gets
+∞∑
k=0
ankx
2hk +
+∞∑
k=0
ank
(
c − 1
4
)
xhk +
+∞∑
k=0
ank
(
1
2
+ k + χn(c)
)
hk = 0. (28)
Note that from equality (18) one concludes that
xhk = −(k + 1)hk+1 + (2k + 1)hk − khk−1. (29)
By multiplying (29) by x, one gets
x2hk = (k + 1)(k + 2)hk+2 − 4(k + 1)2hk+1 +
[
(k + 1)2 + (2k + 1)2 + k2]hk
− 4k2hk−1 + k(k − 1)hk−2, ∀k 2. (30)
Combining (29) and (30), the equality (28) is written as follows
an0x
2h0 + an1x2h1 + an0
(
c − 1
4
)
xh0 + an1
(
c − 1
4
)
xh1 + an0
(
1
2
+ χn
)
h0 + an1
(
3
2
+ χn
)
h1
+
+∞∑
k=4
ank−2k(k − 1)hk −
+∞∑
k=3
ank−1
[(
c − 1
4
)
+ 4k
]
khk +
+∞∑
k=2
ank
[
6k2 +
(
13
2
+ 2c
)
k + 9
4
+ c + χn(c)
]
hk
+
+∞∑
k=1
ank+1
(
c − 1
4
− 4k
)
khk +
+∞∑
k=0
ank+2(k + 1)(k + 2)hk = 0. (31)
From (31), one can easily conclude that the coeﬃcients (ank)k and the eigenvalue χn(c) of L are solutions of the following
eigensystem
ank−2k(k − 1) − ank−1
[(
c − 1
4
)
k + 4k2
]
+ ank
[
6k2 +
(
13
2
+ 2c
)
k + 9
4
+ c + χn(c)
]
+ ank+1
(
4k − 1
4
+ c
)
k + ank+2(k + 1)(k + 2) = 0.  (32)
Note here that the previous equality can be written in the matrix form Ma = −χna, where a is the vector with compo-
nents (ank)k∈N and M = [bk,l]k,l1 is the matrix with entries
bk,k = 6(k − 1)2 +
(
13
2
+ 2c
)
(k − 1) + 9
4
+ c, bk,k+1 =
(
4k − 1
4
+ c
)
k, bk,k+2 = k(k + 1),
bk+1,k = bk,k+1, bk+2,k = bk,k+2, and b j,k = 0 otherwise.
The above method has the advantage to provide an explicit inﬁnite series expansion of the Φn,c . In practice, the inﬁnite
matrix M required to compute the series expansion coeﬃcients (ank)k has to be truncated to a submatrix of a suﬃciently
large value order K . The n-th eigenvector ( a˜nk)k∈N of the truncated matrix M˜ is then used as the approximate values
of (ank)k∈N. Numerical evidences show that for moderate values of the integer n, good approximations of the true and
signiﬁcant values of the (ank)k are obtained by using moderate and reasonable values of the truncation order K . A second
eﬃcient and practical method for computing the spectrum of the Airy’s transform is the subject of the next paragraph.
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Let us ﬁrst introduce the integral operator TM deﬁned on L2(0,+∞) by
TM f (x) =
M∫
0
Ai(x+ y + c) f (y)dy, (33)
where M  1 is a positive real number. A bound of the Hilbert–Schmidt norm of the operator T c∞ − TM is simply given as
follows
∥∥T c∞ − TM∥∥2HS =
+∞∫
0
+∞∫
M
(
Ai(x+ y + c))2 dy dx 1
4π
+∞∫
0
+∞∫
M
e
−4
3 (x+y+c)3/2√
x+ y + c dy dx
 1
4π
+∞∫
0
+∞∫
M
e
−4
3 (x+y+c)√
x+ y + c dy dx
9e− 43 (c+M)
64π
√
M + c . (34)
Our purpose, in this subsection is to compute the eigenfunctions ϕn,c and the eigenvalues γn,c given by the following
integral equation
TMϕn,c(x) =
M∫
0
Ai(x+ y + c)ϕn,c(y)dy = γn,cϕn,c(x), (35)
where M is a positive real number. Note that ϕn,c and γn,c depend both on M . In the sequel, we will adopt the following
normalization of ϕn,c
M∫
0
(
ϕn,c(x)
)2
dx = γ 2n,c. (36)
To proceed further, we remark that since T c∞ and TM are self-adjoint compact operators, then T c∞ − TM is also a self-
adjoint and compact operator. Hence by using (34) and a well-known result on the spectral radius of a self-adjoint compact
operator, one gets the following approximation error of the eigenvalues of T c∞,
sup
n∈N
|Γn,c − γn,c|
∥∥T c∞ − TM∥∥ 9e− 43 (c+M)64π√M + c . (37)
Note that the ϕn,c have some properties that are similar to those satisﬁed by the classical PSWFs, see [24]. More precisely,
we have the following properties:
Proposition 3. Let B = {ϕn,c, n ∈ N}, then under the above notation and assumption, we have:
(P1) B is an orthogonal basis of L2(0,M).
(P2) B is an orthonormal basis of AB = { f ∈ L2(R), supp(Ac( f )) ⊂ [0,M]}, where Ac( f )(x) =
∫
R
Ai(x+ y + c) f (y)dy.
Proof. To prove (P1), we ﬁrst remark that the operator TM is a self-adjoint Hilbert–Schmidt operator. Hence B is an orthog-
onal basis of L2(0,M)∩ (kerTM)⊥ . Moreover, from [23], we can deduce that the operator TM is one-to-one and consequently
B is an orthogonal basis of L2(0,M).
To prove (P2), we ﬁrst note that as an integral taken in a Cauchy principal value sense, the Airy integral transform A0 is
its proper inverse, see [23]. Hence, Ac is also its proper inverse. Consequently, by using (35), we conclude that ϕn,c belongs
to AB. More precisely, we have
Ac(ϕn,c)(x) =
∫
R
Ai(x+ y + c)ϕn,c(y)dy
= 1
γn,c
∫
Ai(x+ y + c)
M∫
Ai(x+ z + c)ϕn,c(z)dzdyR 0
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γn,c
∫
R
Ai(x+ y + c)
∫
R
Ai(x+ z + c)ϕn,c(z)χ[0,M](z)dzdy
= 1
γn,c
ϕn,c(x)χ[0,M](x).
Next, let f ∈ AB, then there exists g ∈ L2(0,M) such that
f (x) =
M∫
0
Ai(x+ y + c)g(y)dy. (38)
Since, g ∈ L2(0,M) and B is an orthogonal basis of L2(0,M) then there exists (an)n∈N ∈ l2(N) such that
g(y) =
∑
n∈N
anϕn,c(y). (39)
Let substitute g in (38) by the series given by (39) and remark that (anγn,c) ∈ l1(N) and get
f (x) =
M∫
0
Ai(x+ y + c)
∑
k∈N
anϕn,c(y)dy =
∑
k∈N
an
M∫
0
Ai(x+ y + c)ϕn,c(y)dy
=
∑
k∈N
anγn(c)ϕn,c(x).
To conclude, it suﬃces to check the orthonormality of the ϕn,c . This done as follows∫
R
ϕn,c(x)ϕm,c(x)dx = 1
γn,cγm,c(c)
∫
R
M∫
0
Ai(x+ y + c)ϕn,c(y)dy
M∫
0
Ai(x+ z + c)ϕm,c(z)dzdx
= 1
γn,cγm,c(c)
M∫
0
ϕn,c(y)
∫
R
Ai(x+ y + c)
∫
R
Ai(x+ z + c)ϕm,c(z)χ[0,M](z)dzdxdy
= 1
γn,cγm,c(c)
M∫
0
ϕn,c(y)Ac ◦ Ac(ϕm,cχ[0,M])(y)dy
= δmn. 
To proceed further, we ﬁrst remark that all the successive derivatives of the Airy function of the ﬁrst kind decay expo-
nentially to zero as x goes to +∞. Now, using this remark we can easily check that the eigenfunctions of T c∞ are C∞ . For
the computation of ϕn,c and its corresponding eigenvalues, we introduce the following set of shifted Legendre polynomials
given by the following Rodriguez formula
Pn(x) = cn(−1)n d
n[xn(x− M)n]
dxn
, (40)
where cn is a normalization coeﬃcient to be determined in the sequel. Straightforward computations show that
M∫
0
Pn(x)Pm(x)dx = (−1)n(cn)2M2n+1(2n)!B(n − 1,n − 1)δmn. (41)
Here, B(x, y) is the Beta function given by B(x, y) = Γ (x)Γ (y)
Γ (x+y) . Hence, the normalized polynomials are given by
Pn(x) =
√
(2n + 1)!
n!Mn+1/2
dn[xn(M − x)n]
dxn
. (42)
It is interesting to mention that ∀n 0, Pn has n zeros inside [0,M]. These zeros denoted by (xi)0in are simply given as
the eigenvalues of the following tri-diagonal matrix D
D = [di, j]1i, jn, d j, j = M2 , d j, j+1 = d j+1, j =
jM√
2
, (43)
2 4 j − 1
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= j − 1, j, j + 1. For more details, see [2]. Also, it is well known, see [2], that if f ∈ C2n([0,M];R), then we
have the following Gaussian quadrature formula for estimating the following integral
M∫
0
f (x)dx =
n∑
k=1
wk f (xk) + 1
a2n
f (2n)(η)
(2n)! , 0 η M, (44)
where an =
√
2n+1
Mn+1/2n! is the highest coeﬃcient of Pn and wk = −
an+1
an
1
Pn+1(xk)P ′n(xk)
.
In [11], the author has developed a Gaussian quadrature method for the accurate approximations of the classical PSWFs
and their eigenvalues. In the sequel, we will generalize the techniques given in [11] to the case of the ﬁnite Airy’s integral
transform TM . We ﬁrst note that since Ai(·) satisﬁes the following differential equation Y ′′ = xY , then for all k 3, we have
Y (k) = xY (k−2) + Y (k−3). (45)
Let us introduce the following function f (x, y, z) = Ai(x + y + c)Ai(z + y + c), where x, y, z ∈ (0,+∞). By using the expo-
nential decay of the Airy’s function and its derivative, the equality (45) as well as the Leibnitz differentiation rule, it is easy
to see for any integer m 0, there exists a positive constant αm(M) such that
sup
x,y,z∈[0,M]
∣∣∣∣∂2m f (x, y, z)∂ y2m
∣∣∣∣ αm(M). (46)
The following theorem provides us with a discretization scheme of the eigenvalue problem (35) as well as an interpolation
formula for the eigenfunctions of this later. Moreover, it provides us with an error analysis of the approximation of the
spectrum of TM by the spectrum of a ﬁnite order matrix.
Theorem 1. Under the above assumptions and notations, for any integer n 1 and a given  > 0, we have
sup
x∈[0,M]
∣∣∣∣∣ϕn,c(x) − 1γn,c
N∑
p=1
wpAi(x+ xp + c)ϕn,c(xp)
∣∣∣∣∣ , (47)
where N = inf{m ∈ N, M2m+3/2(m!)2(2m+1)! αm(M) < |γn,c|}. Also, let K  1, be a positive integer and assume that
sup
1n,pK
∣∣∣∣∣ϕn,c(xp) − 1γn,c
K∑
j=1
w j Ai(xp + x j + c)ϕn,c(x j)
∣∣∣∣∣ , (48)
and that the matrix B = [ϕl(xp)]1l,pK is nonsingular. Then, we have
max
0 jK−1
∣∣γ j,c(TM) − γ j,c(AK )∣∣ 3√Ke−2/3c
8
√
πc1/4
. (49)
Here,
AK =
[
ω jAi(xi + y j + c)
]
1i, jK . (50)
Proof. Since for x 0, we have
ϕn,c(x) = 1
γn,c
M∫
0
Ai(x+ y + c)ϕn,c(y)dy = 1
γ 2n,c
M∫
0
Ai(x+ y + c)
M∫
0
Ai(y + z + c)ϕn,c(z)dzdy,
then, ∀x 0, and any integer K  1, one gets∣∣∣∣∣ϕn,c(x) − 1γn,c
K∑
p=1
wpAi(x+ xp + c)ϕn,c(xp)
∣∣∣∣∣
 1
γ 2n,c
M∫
0
∣∣∣∣∣
M∫
0
Ai(x+ y + c)Ai(y + z + c)dy −
K∑
p=1
wpAi(z + xp + c)Ai(x+ xp + c)
∣∣∣∣∣ϕn,c(z)dz.
By combining the above inequality with (44) and (46) and taking into account the normalization of ϕn,c, one concludes that
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K∑
p=1
wpAi(x+ xp + c)ϕn,c(xp)
∣∣∣∣∣ 1γ 2n,c αK (M)(2K )!a2K
M∫
0
∣∣ϕn,c(z)∣∣dz
 1
γ 2n,c
(K !)2M2K+1αK (M)
(2K )!(2K + 1)
√
M
( M∫
0
∣∣ϕn,c(z)∣∣2 dz)1/2
 1
γn,c
M2K+3/2(K !)2
(2K + 1)! αK (M).
Next, to prove (49), we use a technique similar to the one, we have used in [11] for the classical PSWFs case. Deﬁne a
K -dimensional Hilbert space FK by FK = Span{ϕ1,ϕ2, . . . , ϕK }. Deﬁne two Hermitian operators LK , L˜K : FK → RK by
LK ( f ) =
[ M∫
0
Ai(x j + y + c) f (y)dy
]t
1 jK
, L˜K ( f ) =
[
K∑
k=1
wkAi(xi + xk + c) f (yk)dy
]t
1 jK
.
If for 1 i  K , Φi = [ϕ1,c(x1), . . . ,ϕi,c(xK )]t ∈ RK , then we have
LK (Φi) = γiΦi, ∀1 i  K . (51)
Moreover, since the matrix B is nonsingular, then B = {Φ1, . . . ,ΦK } is a basis of RK . Also, it is easy to see that LK (ϕi,c) =
AKΦi , 1  i  K . Hence, AK is nothing but the matrix representation of L˜K with respect to the basis B. Next, if ‖ · ‖HS
denotes the Hilbert–Schmidt norm, then we have
‖LK − L˜K‖2  ‖LK − L˜K‖2HS
=
K∑
j=1
|γ j,c|2 ·
K∑
p=1
[
ϕ j(xp) − 1
γ j,c
K∑
k=1
wkAi(xp + xk + c)ϕ j(xk)
]2
 K2
∑
j1
|γ j,c|2 = K2‖TM‖2HS  K2‖T∞‖2HS. (52)
By combining (19) and (52), one gets
‖LK − L˜K‖ 3
√
Ke−2/3c
8
√
πc1/4
. (53)
Finally, to get (49), it suﬃces to use (53) together with the Weyl’s perturbation theorem. 
Remark 1. The previous theorem tells us that the eigenvalues of AK is an approximate of a ﬁnite subset of the eigenvalues
of the operator TM given by (35). Also, note that for any integer 0  n  K , the eigenvector U˜n corresponding to the
approximate eigenvalue γ˜n is given by U˜n = [ϕ˜n(xi)]1iK . Finally, to provide approximate values ϕ˜n(x) of ϕn(x) along the
interval [0,M], we use the following interpolation formula,
ϕ˜n(x) = 1
γ˜n
K∑
j=1
ω jAi(x+ y j + c)ϕ˜n(y j), 0 x M. (54)
4. Asymptotic behaviors of the Φn,c by the WKB method
In this section, we study by means of the WKB, the asymptotic behaviors of the Φn,c, for the case where n is ﬁxed and
c is large, as well as for the case where c is ﬁxed and n is suﬃciently large. The WKB method is well described in [19]. It
can be brieﬂy described as follows. Consider the second order differential equation
d
dx
[
k(x)
dψ
dx
]
+ λr(x)ψ = 0, x ∈ ]a,b[. (55)
Here, k(x) and r(x) are continuous functions on [a,b] and λ is a real parameter. Under the assumption that k(x) has a simple
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s(x) =
x∫
a
√
r(t)/k(t)dt · 1[a,η](x) +
c∫
x
√
r(t)/k(t)dt · 1]η,c](x) +
x∫
c
√−r(t)/k(t)dt · 1]c,b](x). (56)
For large enough values of the parameter λ, a bounded solution of (55) is given by
Φ(x) = U (s(x))
(k(x)r(x))
1
4
. (57)
Here, U (·) is the solution of the following more classical differential equation,
U ′′
(
s(x)
)+ [λ − q(s)]U(s(x))= 0, (58)
with
q
(
s(x)
)= −[k(x)ϕ′(x)]′
k(x)ϕ(x)
= k(x)
4r(x)
[(
k′
k
+ r
′
r
)′
+
(
3
4
k′
k
− 1
4
r′
r
)(
k′
k
+ r
′
r
)]
, (59)
wherever, k(x), r(x) = 0. A similar formula is obtained at a point x0, with k(x0) = 0 or r(x0) = 0, see for example [19].
Hence, by solving the more classical equation (58) for λ  1 and using the relation (57), one gets the asymptotic behavior
of (55). For more details on the WKB method, applied to a more general cases of the functions k(x) and r(x), the reader is
referred to [19].
4.1. Asymptotic of Φn,c for ﬁxed n and large c
Consider the following differential equation
xΦ ′′n,c + Φ ′n,c +
(
χn(c) − x(x+ c)
)
Φn,c = 0, x 0, (60)
where the χn(c), n 0 are the eigenvalues of the differential operator:
Lx f = −xd
2 f
dx2
− df
dx
+ x(x+ c) f ,
and c is a strictly positive real parameter. In the sequel, we assume that n is a ﬁxed positive integer and c is a large enough
real number. We ﬁrst rewrite (60) as follows
d
dx
(
k(x)
dΦn,c
dx
)
+ crn(x)Φn,c = 0, (61)
where k(x) = x and rn(x) = χn(c)c − xc (x+ c). Note that the functions k(x), rn(x) have x= 0, x = βn = 2χn(c)c+√c2+4χn(c) as respec-
tive zeros on [0,+∞[. Consequently, we propose to apply the WKB method, separately on the following three subintervals
[0, βn − 1/c], [βn − 1/c, βn] and ]βn,+∞[.
First case: Let 0 x an = βn − 1/c and consider the substitution
Φn,c(x) = U (sn(x))
(x(χn(c)−x(x+c)c ))1/4
, sn(x) =
x∫
0
√
rn(t)
k(t)
dt. (62)
By combining (62) and (61), it is easy to see that the function U (·) satisﬁes the following differential equation,
U ′′
(
sn(x)
)+ (c − h(sn(x)))U(sn(x))= 0, x ∈ [0,an], (63)
where
h
(
sn(x)
)= 1
x
1
4rn(x)
{−1
4
+ x
2
r′n
rn
+ x2
[(
r′n
rn
)′
− 1
4
(
rn′
rn
)2]}
= −1
16xrn(0)
+ 1
16x
[
1
rn(0)
− 1
rn(x)
]
+ 1
4rn(x)
{
1
2
r′n
rn
+ x
[(
r′n
rn
)′
− 1
4
(
r′n
rn
)2]}
= −1 + f1(x),16xrn(0)
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f1(x) = 1
16x
[
1
rn(0)
− 1
rn(x)
]
+ 1
4rn(x)
{
1
2
r′n
rn
+ x
[(
r′n
rn
)′
− 1
4
(
r′n
rn
)2]}
is a continuous function over [0,an]. The following lemma provides us with a useful estimate of the elliptic integral sn(x).
Lemma 1. Let n 0 be a positive integer. For any x ∈ [0, βn], we have
sn(x) = 2
√
χn(c)
c
√
x+ n(x),
∣∣n(x)∣∣ 1√
cχ
(
2
3
c + 2
5
x
)
x3/2. (64)
Moreover, there exists a constant A > 0 such that for any c  A, we have
sup
x∈[0,βn]
∣∣∣∣n(x)sn(x)
∣∣∣∣< 1. (65)
Proof. We ﬁrst write sn(x) as follows
sn(x) = 1√
c
x∫
0
√
χn(c)
t
dt + 1√
c
x∫
0
√
χn(c) − ct − t2 −
√
χn(c)√
t
dt = s˜n(x) + n(x), (66)
where s˜n(x) = 2
√
χn(c)
c
√
x and n(x) = 1√c
∫ x
0
−t2−ct
(
√
χn(c)−ct−t2+
√
χn(c))
√
t
dt. It is easy to see that
∣∣n(x)∣∣ 1√
cχ
x∫
0
(
ct1/2 + t3/2)dt  1√
cχn(c)
(
2
3
cx3/2 + 2
5
x5/2
)
, ∀x ∈ [0, βn]. (67)
Hence,
sup
x∈[0,βn]
∣∣∣∣sn(x) − 2
√
xχn(c)
c
∣∣∣∣ 1√cχn(c)
(
2
3
cβ3/2n + 25β
5/2
n
)
. (68)
Since βn <
χn(c)
c and χn(c) = O (c1/2) for ﬁxed n and c  1, then, by combining (66) and (68), one concludes that there
exists A > 0 such that for all c > A, the inequality (65) holds. 
Next, from (66), we have x = c4χn(c) (sn(x) − n(x))2. Hence, h(sn(x)) is written as follows
h(sn) = −1
16r(0)
4χn(c)
c
1
(sn(x) − n(x))2 + f1(x) =
−1
4s2n(x)
+ F (sn(x)),
where by (65), F (sn(x)) is a continuous function over [0, βn]. Therefore, Eq. (63) is written as follows
U ′′(z) +
(
c + 1
4z2
)
U (z) = F (z)U (z), z = sn(x) ∈
[
0, sn(an)
]
. (69)
It is well known, see [1], that the homogenous equation associated with (69) has the following two independent solutions
U1(z) =
√√
cz J0(
√
cz) and U2(z) =
√√
czY0(
√
cz),
where J0(·) and Y0(·) are the Bessel functions of the ﬁrst and the second kind and of order zero, respectively. Consequently,
the general solution of (69) is given as follows
U (z) = AnU1(z) + BnU2(z) + Rc(z), Rc(z) =
z∫
0
K (z, t)F (t)U (t)dt (70)
where An, Bn are real constants and K (·,·) is a continuous kernel deﬁned over [0, S(βn)] × [0, S(βn)] by
K (z, t) = 1
W (U1,U2)(t)
· [U1(z)U2(t) − U1(t)U2(z)]
=
√
czt [
J0(
√
cz)Y0(
√
ct) − J0(
√
ct)Y0(
√
cz)
]
, (71)W (U1,U2)(t)
1000 A. Karoui et al. / J. Math. Anal. Appl. 389 (2012) 989–1005and
W (U1,U2)(t) = U1(t)U ′2(t) − U ′1(t)U2(t) =
2
√
c
π
, (72)
is the Wronskian of U1(·) and U2(·). Recalling that z = sn(x) and by combining (62), (70), one gets
Φn,c(x) = A
√√
csn(x) J0(
√
csn(x))
x1/4(χn(c)−x(x+c)c )1/4
+ B
√√
csn(x)Y0(
√
csn(x))
x1/4(χn(c)−x(x+c)c )1/4
+ Rc(sn(x))
x1/4(χn(c)−x(x+c)c )1/4
. (73)
Since
sup
z0
√
z
(∣∣ J0(z)∣∣+ ∣∣Y0(z)∣∣)< ∞,
then one concludes that the kernel K (·,·) is uniformly bounded on [0, βn]2. Using Schwarz Inequality, (70) and the conti-
nuity of F (·), we ﬁnd that∣∣∣∣∣π2
sn(x)∫
0
K
(
sn(x), t
)
F (t)U (t)dt
∣∣∣∣∣ MF sn(x)1/2. (74)
Here MF is a uniform constant, depending on F (·). Note that from (64), we have
lim
x→0
√
sn(x)
x1/4
= √2
(
χn(c)
c
)1/4
. (75)
Let us prove now that Bn = 0. Since ψ extends continuously to 1, the function
U (sn(x))√
sn(x)
= Φn,c(x)
(
x
sn(x)2
)1/4
×
(
χn(c) − x(x+ c)
c
)1/4
remains bounded for x tending to 0 and the same is valid for U (s)/
√
s for s tending to 0. On another side, J0(s) re-
mains bounded while Y0(s) is not bounded for s tending to 0. This forces Bn to be 0. Since for large enough c, we have
(
χn(c)−x(x+c)
c )
1/4  c−1/4, then by combining (70), (72), (73), (74) and (75), we conclude the proof of the following theorem
that provides us with a uniform approximation of Φn,c(x).
Theorem 2. Under the above notation, let n 0 be a ﬁxed integer. There exists a constant A > 0 such that for any c  A, we have
sup
x∈[0,βn−1/c]
∣∣∣∣Φn,c(x) − An√csn(x) J0(√csn(x))(x(χn(c) − x(x+ c)))1/4
∣∣∣∣ M2c1/4 , (76)
for some constant M2 and normalization constant An.
Second case: Let βn − 1/c < x βn, and consider the substitution Φn,c(x) = ϕn(x)V (tn(x)), where
tn(x) =
βn∫
x
√
rn(t)
k(t)
dt, ϕn(x) = 1
(k(x)rn(x))1/4
= 1
(x(χn(c)−x(x+c)c ))1/4
. (77)
By using the substitution z = tn(x) and applying techniques similar to those applied in the ﬁrst case, one obtains the
following differential equation
V ′′(z) +
(
c + 5
36z2
)
V (z) = z −43 F1(z)V (z), (78)
where F (tn(x)) is a continuous function on [βn − 1/c, βn].
It is well known that V1(z) = √cz J 1
3
(cz) and V2(z) = √cz J− 13 (cz) are solutions of the homogeneous equation associated
with (78). By using the classical method of variations of constants, the solution of (78) is given by
V (z) = V˜ (z) + Rc(z) = An
√
cz J 1
3
(cz) + Bn
√
cz J− 13 (cz) + Rc(z), Rc(z) =
z∫
0
K (z, t)t−
4
3 F (t)U (t)dt. (79)
Here,
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√
cz J 1
3
(cz)
√
ct J− 13 (ct) −
√
ct J 1
3
(ct)
√
cz J− 13 (cz)
W (
√
c· J 1
3
(c·)√c· J− 13 (c·))(t)
,
where, W (·,·) is the Wronskian of √c· J 1
3
(c·) and √c· J− 13 (c·).
It is well known that W ( Jν, J−ν)(t) = − 2 sin(νπ)πt , see [1]. Consequently, we have
W
(√
c·, J 1
3
(c·)√c· J− 13 (c·)
)
(t) = −2 sin(
π
3 )
π
c. (80)
Hence,
Rc(z) = − π
2 sin(π3 )c
z∫
0
(√
cz J 1
3
(cz)
√
ct J− 13 (ct) −
√
ct J 1
3
(ct)
√
cz J− 13 (cz)
)
t−
4
3 F (t)U (t)dt. (81)
The general solution of (78) over [βn − 1/c, βn] is given by
Φn,c(x) = V (tn(x))
(k(x)rn(x))
1
4
= V˜ (tn(x))
(k(x)rn(x))
1
4
+ Rc(tn(x))
(k(x)rn(x))
1
4
. (82)
It can be easily shown that the quantity V˜ (tn(x))
(k(x)rn(x))
1
4
given in (82) is bounded on [βn − 1/c, βn] for any given constants
An, Bn = 0. Also, since the sum and the difference of V1(·) and V2(·) are also solutions of the homogeneous equation
associated with (78) and since for all x 0, we have
Ai(−x) = 1
3
√
x
(
J 1
3
(ξ) + J− 13 (ξ)
)
, Bi(−x) = 1
3
√
x
(
J− 13 (ξ) − J 13 (ξ)
)
, (83)
where ξ = 23 x
3
2 and Ai(·),Bi(·) denote the usual Airy functions, see [1], then
Φn,c(x) = Cn c
1/4(ctn(x))1/6Ai(−( 32 ctn(x))2/3)
(x(χn(c) − x(x+ c)))1/4 + Dn
c1/4(ctn(x))1/6Bi(−( 32 ctn(x))2/3)
(x(χn(c) − x(x+ c)))1/4 +
Rc(tn(x))
(k(x)rn(x))
1
4
. (84)
Here, Cn, Dn are two constants. By using the behavior of the Φn,c on ]βn,+∞[, that we will study in the next paragraph,
as well as a continuity argument at x = βn, one concludes that an appropriate choice of Dn is given by Dn = 0. To estimate
the remainder term Rc(tn(x))
(k(x)rn(x))
1
4
, we use the following useful inequalities, see for example [2]
∣∣√cz J±ν(cz)∣∣ {k(cz)±ν+ 12 if cz 1,
M1 if cz > 1.
(85)
Here, M1 > 0 is a positive constant. Since
∣∣Rc(tn(x))∣∣= π
(sin π3 )c
∣∣∣∣∣
tn(x)∫
0
(√
ctn(x) J 1
3
(
ctn(x)
)√
ct J− 13 (ct)
− √ct J 1
3
(ct)
√
ctn(x) J− 13
(
ctn(x)
))
t−
4
3 F (t)U (t)dt
∣∣∣∣∣. (86)
Since the functions F (·), V (·) are continuous on [0, tn(βn − 1/c)], then by using (85) and straightforward computations, one
concludes that for any x ∈ [βn − 1/c, βn], there exists a constant M(βn, x) such that
1
[k(x)rn(x)]1/4
∣∣Rc(tn(x))∣∣ M(βn, x)
c
.
Collecting everything together, one gets the following behavior of Φn(·) over the subinterval [βn − 1/c, βn],∣∣∣∣Φn,c(x) − Cn c1/4(ctn(x))1/6Ai(−( 32 ctn(x))2/3)(x(χn(c) − x(x+ c)))1/4
∣∣∣∣ M(βn, x)c , x ∈ [βn − 1/c, βn]. (87)
Here, Cn > 0 is a normalization constant.
1002 A. Karoui et al. / J. Math. Anal. Appl. 389 (2012) 989–1005Third case: Let x> βn and rewrite (60) as follows
d
dx
(
k(x)Φ ′n,c(x)
)− cr1n(x)Φn,c = 0, (88)
where k(x) = x, r1n(x) = −rn(x) = −χn(c)+x(x+c)c . Then, consider the substitution Φn,c(x) = ϕn,c(x)Z(τn(x)), where
τn(x) =
x∫
βn
√
r1n(t)
k(t)
dt, ϕn,c =
(
r1n(x)k(x)
)−1
4 . (89)
Inserting (89) in (88), one obtains the following differential equation satisﬁed by Z(·),
Z ′′(s) −
(
c + 5
36s2
)
Z(s) = s −43 F2(s)Z(s), s > 0, (90)
where s = τn(x). It is well known that the functions √csI 1
3
(cs) and
√
csI− 13 (cs) are a solutions of the homogeneous differ-
ential equation associated with (90) where I± 13 are the modiﬁed Bessel functions of order ±
1
3 . Also, since
I−ν = Iν + 2
π
sinνπ Kν, ν > −1, Ai(x) =
√
1
3
xK 1
3
(ξ), Bi(x) =
√
1
3
x
(
I 1
3
(ξ) + I− 13 (ξ)
)
,
where ξ = 23 x
3
2 , then we have
√
csI− 13 (cs)) =
√
3
(
2
3
) 1
3
(cs)
1
6 Ai(s1),
√
cs
(
I 1
3
(cs) + I 1
3
(cs)
)= √3(2
3
) 1
3
(cs)
1
6 Bi(s1), (91)
where s1 = ( 32 cs)
2
3 . If
Z1(s) =
√
3
(
2
3
) 1
3
(cs)
1
6 Ai(s1), Z2(s) =
√
3
(
2
3
) 1
3
(cs)
1
6 Bi(s1), (92)
then, the general solution of (90) is given by
Z(s) = A1n Z1(s) + B1n Z2(s) +
s∫
0
K (s, t)t−
4
3 F2(t)Z(t)dt, (93)
K (s, t) = Z1(s)Z2(t) − Z1(t)Z2(s)
W (Z1, Z2)(t)
, W (Z1, Z2)(t) = −2c sin(πν)
π
. (94)
Also, since Bi(·) is unbounded over [0,+∞[, then B1n = 0 in (93). By collecting everything together and as in the previous
case, we conclude that for a given x> βn, there exists a constant Cβn,x such that∣∣∣∣Φn,c(x) − A1n c1/4(cτn(x))1/6Ai(−( 32 cτn(x))2/3)(x(−χn(c) + x(x+ c)))1/4
∣∣∣∣ Cβn,xc , x > βn. (95)
Here, A1n > 0 is a normalization constant. Finally, by combining (76), (87) and (95), one concludes that for ﬁxed positive
integer n and for large enough values of positive real number c, the asymptotic behavior of Φn,c(x) is summarized as follows
Φn,c(x) ≈
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
An
√
csn(x) J0(
√
csn(x))
(x(χn(c)−x(x+c)))1/4 if x ∈ [0, βn − 1/c],
Cn
c1/4(ctn(x))1/6Ai(−( 32 ctn(x))2/3)
(x(χn(c)−x(x+c)))1/4 if x ∈ ]βn − 1/c, βn],
A1n
c1/4(cτn(x))1/6Ai(−( 32 cτn(x))2/3)
(x(−χn(c)+x(x+c)))1/4 if x > βn.
(96)
As it is done in the literature, the normalization constants An and A1n can be expressed in terms of the constant Cn by
using a continuity argument of the approximate solution at the points x1 = βn − 1/c and x2 = βn.
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Values of γn(c), M = 15.
n γn(1) γn(5) γn(10)
0 1.0602051980E−02 1.7141736175E−11 1.8784071585E−28
5 1.3989344890E−10 4.1181578135E−22 6.3162481841E−41
10 6.4693847906E−18 4.0493366806E−31 2.1754798476E−51
15 4.1377916910E−25 1.3406149996E−39 4.2779228630E−61
20 3.1206595842E−32 8.6149947486E−48 6.2042153066E−69
Fig. 1. Graphs of the ﬁrst ﬁve eigenfunctions of Φn,c with c = 1.
4.2. Asymptotic of Φn,c for ﬁxed c and large n
In this paragraph, we brieﬂy show that the asymptotic behaviors of the Φn,c in the case of ﬁxed c and large n can be
deduced directly from the previous case that is the case c ﬁxed and n is large enough. More precisely, we ﬁrst write the
differential equation satisﬁed by Φn,c(x) as follows
d
dx
(
k(x)Φ ′n,c(x)
)+ χn(c)ρn(x)Φn,c = 0, (97)
where k(x) = x and ρn(x) = 1− x(x+c)χn(c)(c) . By comparing (61) and (97), one concludes that in (97), the parameters χn(c) and c
play the reverse roles as played in (61). Hence, by applying the same techniques of the previous paragraph, one gets the
following asymptotic behaviors of the Φn,c for large n and ﬁxed c,
Φn,c(x) ≈
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
An
√
χn(c)sn(x) J0(
√
csn(x))
(x(1−x(x+c)))1/4 if x ∈ [0, βn − 1/c],
Cn
χn(c)1/4(
√
χn(c)tn(x))1/6Ai(−( 32
√
χn(c)tn(x))2/3)
(x(χn(c)−x(x+c)))1/4 if x ∈ ]βn − 1/c, βn],
A1n
χn(c)1/4(
√
χn(c)τn(x))1/6Ai(−( 32
√
χn(c)τn(x))2/3)
(x(−χn(c)+x(x+c)))1/4 if x > βn.
(98)
Here, βn = 2χn(c)
c+
√
c2+4χn(c)
and sn(x) =
∫ x
0
√
ρn(t)
k(t) dt , tn(x) =
∫ βn
x
√
ρn(t)
k(t) dt , τn(x) =
∫ x
βn
√−ρn(t)
k(t) dt. To get the quality of approx-
imation of the previous approximate formula, it suﬃces to apply computations similar to those used to get the quality of
approximations given by (76), (87) and (95). We leave the details to the reader.
5. Numerical results
In this paragraph, we give some examples that illustrate the different results of this paper. We ﬁrst use our described
quadrature method for computing a ﬁnite set of the eigenvalues of the integral operator TM that constitute highly approx-
imate values of corresponding eigenvalues of the operator T∞ . For this purpose, we have considered the truncation order
K = 80 and the value of M = 15, then we have constructed the ﬁnite order matrix AK given by (50). The eigenvalues of A
1004 A. Karoui et al. / J. Math. Anal. Appl. 389 (2012) 989–1005Fig. 2. (a) Graphs of Φn,c (black) and Φ˜n,c , (blue), (b) graph of the error approximation Φn,c − Φ˜n,c . (For interpretation of the references to color in this
ﬁgure legend, the reader is referred to the web version of this article.)
provides us with the accurate approximations of the ﬁrst K eigenvalues of TM . Table 1 gives the numerical values of γn(c)
obtained by this method for different values of c and n. Also, we should note that these numerical results coincide with
those obtained by using larger values of K ,M, given by K = 100, M = 20.
Next, to illustrate some of the results of Section 3, we have considered the value of the bandwidth c = 5, and different
values of n. Then, we have applied the computational method of the Φn,c, given by Proposition 2 and formula (25) truncated
to the order K = 70. Fig. 1 shows the graphs of the ﬁrst ﬁve eigenfunctions Φn,c . Also, we have applied the quadrature based
method for computing the Φn,c, by using K = 80 quadrature nodes and the truncation order of the inﬁnite integral M = 15.
As expected, this second method has provided us with similar high accurate approximations of the Φn,c .
Finally, to illustrate the asymptotic behaviors of the Φn,c for ﬁxed n and large c, given by (96), computed highly approx-
imate approximation of Φn,c with c = 25 and n = 4. Then, we have computed an approximation Φ˜n,c by using formula (96).
The constant An has been chosen in such a way that Φn,c(0) = Φ˜n,c(0), and the remaining constants are obtained by a
continuity argument as previously explained. Fig. 2 shows the graphs of Φn,c(x) and Φ˜n,c(x) as well as the graph of the
relatively small approximation error Φn,c(x) − Φ˜n,c(x).
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