Applying lossy data compression to climate model output is an attractive means of reducing the enormous volumes of data generated by climate models. However, because lossy data compression does not exactly preserve the original data, its application to scientific data must be done judiciously. To this end, a collection of measures is being developed to evaluate various aspects of lossy compression quality on climate model output. Given the importance of data visualization to climate scientists interacting with model output, any suite of measures must include a means of assessing whether images generated from the compressed model data are noticeably different from images based on the original model data. Therefore, in this work we conduct a forcedchoice visual evaluation study with climate model data that surveyed more than one hundred participants with domain relevant expertise. In addition to the images created from unaltered climate model data, study images are generated from model data that is subjected to two different types of lossy compression approaches and multiple levels (amounts) of compression. Study participants indicate whether a visual difference can be seen, with respect to the reference image, due to lossy compression effects. We assess the relationship between the perceptual scores from the user study to a number of common (full reference) image quality assessment (IQA) measures, and use statistical models to suggest appropriate measures and thresholds for evaluating lossily compressed climate data. We find the structural similarity index (SSIM) to perform the best, and our findings indicate that the threshold required for climate model data is much higher than previous findings in the literature.
Introduction
Climate model simulations greatly contribute to understanding and predicting the Earth's climate system. Recent advances in highperformance computing have enabled such simulations to run with higher resolutions and higher throughput, resulting in increasingly large data volumes that many climate research computing centers are struggling to store (e.g., [ in size for a single model. In general, scientists must be increasingly cognizant of data volumes when designing experiments and make difficult decisions in terms of running fewer or shorter simulations, using lower resolutions, or outputting data less frequently.
Our particular interest in this work is in applying data compression to reduce data volumes from the Community Earth System Model (CESM™) [HHG ⇤ 13], a popular climate model whose development is led by the National Center for Atmospheric Research (NCAR).
We focus on lossy data compression schemes to reduce climate data storage requirements, as it is well known that lossless compression schemes (i.e., schemes that exactly preserve the data when decompressed) are relatively ineffective on floating-point simulation data (e.g., [LI06, LSE ⇤ 11, LLW ⇤ 13]). We note that there have been a number of studies advocating lossy data compression for climate data in particular, such as [WMB ⇤ 11, HWK ⇤ 13, KKL16,
. The use of lossy data compression requires care: we must ensure that its effects on the original data do not affect scientific conclusions drawn from the data. To this end, striking a balance between effectively reducing data volume and preserving the quality of the climate simulation data is critical. Unfortunately, evaluating whether "data quality" has been preserved is an ill-defined and non-trivial task that requires determining how to quantify the loss of information due to compression. Simple measurements such as the mean squared error (MSE) appear to be insufficient for detecting lossy compression-induced artifacts of interest to climate scientists (e.g., [ While post-processing analysis of CESM data takes a variety of forms, visual assessments are ubiquitous in post-processing workflows. In fact, visualizations as diagnostics are quite important to climate scientists and typically provide their first interaction with the simulation output data. Visualizations generated by the Atmosphere Working Group Diagnostics Package (AMWG-DP) and the Climate Variability Diagnostic Package (CVDP) [PDF14] are particularly popular with climate scientists and are typically included with the public releases of large CESM simulation data sets, such as the CESM Large Ensemble Community Project [KDP ⇤ 15] . As an example, the AMWG-DP generates on the order of 1300 diagnostic images for a typical CESM simulation, and this number only represents images for the atmospheric model component (additional diagnostic packages exist for the other CESM components, such as the land, ocean, and sea-ice components). CESM scientists often view these diagnostic images from new simulations right away so as to verify that the data looks reasonable and/or meets their expectations in some sense before proceeding with further analysis. The work in [BHM ⇤ 16] suggests that a goal in responsibly applying lossy compression to output data from CESM is that the reconstructed and original data be indistinguishable during analyses. Given the importance of diagnostic images to most climate scientists (particularly when initially engaging with a new dataset), and more generally, the importance of visualization in climate research, it seems reasonable to require that the diagnostic images generated not be noticeably different. Indeed, by providing assurance that the loss of information due to data compression does not negatively affect the diagnostic images, we aim to reduce the climate modeling community's hesitancy to fully adopting lossy data compression (e.g., see [BHM ⇤ 16] knowledge that further research is required to confidently select one for CESM images. Beyond the selection of an applicationappropriate threshold, we add that further research should also be undertaken to determine whether SSIM is really the most useful IQA measure in this context.
In this work, we address the selection of an appropriate IQA (and corresponding threshold) that can be used to indicate whether climate scientists would be able to detect a difference in CESM diagnostic images after lossy compression. We note that because the original data is used in other proposed quality measures, we limit our investigation to full-reference IQA measures. We design a visual evaluation study to determine when scientists start to perceive visual differences between the original and reconstructed images. We then evaluate a number of popular IQA algorithms in the context of the scores from the user study to determine which is most applicable to the CESM model data images. It is important to note that in choosing an IQA measure and threshold, we are not attempting to determine whether or not the difference in images matters in terms of drawing conclusions from the climate simulation data, but rather answering the easier -and more conservative -question as to whether any difference between images is noticeable. This paper is organized as follows. In Section 2, we introduce the IQA measures that we evaluate. In Section 3, we describe the particular CESM data that we include in the study as well as the chosen lossy data compressors. In Section 4, we describe the setup of the user study. We present the results of our analysis in Section 5 and provide concluding remarks in Section 6.
Image quality measures
Our interest is in so-called full reference (FR) IQA measures, which require the original, or reference, image for comparison. In this study, the reference image is the CESM image generated with the original (unaltered) model output data and is readily available. The altered image is the CESM image generated from the reconstructed data (data that has undergone lossy compression, followed by decompression). While the mean-squared error (MSE), or the related peak signal-to-noise ratio (PSNR), have long been used to evaluate image quality, recent decades have seen the introduction of a number of arguably more comprehensive FR-IQA methods that enjoy wide popularity, such as the SSIM (e.g., [WBSS04, WB09, Wan11] Table 1 were either publicly available from the internet (e.g., the authors' website) or, in the case of SSIM, PSNR, and MSE, available from the MATLAB Image Processing Toolkit™ (IPT).
We include the simple mean-square error (MSE) and peak signal-to-noise (PSNR) measures, as these approaches are still popular in many application areas. Additionally, we calculate the normalized absolute error (NAE), which is simply the sum of the absolute errors at each location, normalized by the values in the original image. We note that PSNR, MSE, and NAE all use the scaled images resulting from MATLAB's im2double() function. Our measures also include the popular SSIM method [WBSS04], which evaluates the image structure, and its variant multi-scale SSIM (MS-SSIM) [WSB03] , which is designed to evaluate structures at different scales. The visual information fidelity (VIF) [SB06] index represents a different type of approach that uses an information theory framework to quantify how much information is preserved between images. In addition, the most apparent distortion (MAD) [LC10] method is interesting as it uses a combination of two different model strategies to evaluate quality: detectionbased and appearance-based. We also evaluate the feature similarity index (FSIM) [ZZMZ11] , which uses gradient information to examine low-level features, as well as the more recent gradient magnitude similarity deviation (GMSD) [XZMB14] approach, which also focuses on local gradient similarities. Finally, we include the recently developed normalized Laplacian pyramid distance (NLP-dist), which is essentially a root mean-square error (RMSE) in a multi-scale decomposition or "normalized Laplacian" domain [LBBS16] . We note that our primary interest in this evaluation is to find an IQA that most agrees with the perceptual scores from our user study (described in the following section) on CESM data, and thus we ignore the cost of applying the IQA measures at this time.
Data and compression methods
To determine which of the objective IQA measures described in the previous section are most consistent with visual evaluations by climate scientists and other domain relevant experts, we designed a two-alternative forced choice experiment (Section 4). In that experiment, participants with domain relevant expertise compare reference and reconstructed CESM diagnostic images to determine when differences due to compression are visible. In this section, we explain our choices for which CESM data to evaluate as well as the lossy compression methods applied.
CESM version, setup, and variables
Data for this study was obtained from the CESM 1.1 series public release. We investigate output data from the atmospheric component (the Community Atmosphere Model, or CAM5) using a spectral-element dynamical core on a grid with a resolution of approximately 1-degree (i.e., ne = 30). The global grid is a cubedsphere, with 48,602 horizonal grid points output as a 1D array and 30 vertical levels. Note that while CESM computations are performed in double-precision, data for the CESM history files (timeslices) are truncated to single-precision when the NetCDF format output file is written. As this work is motivated by the use of SSIM in [BXH ⇤ 17] to evaluate compression artifacts in CESM images, we use the same CESM version and setup as in that study, the same compression methods (Section 3.2), as well as a subset of the socalled representative variables examined in detail in [BXH ⇤ 17]. In particular, we chose the following four variables in our study:
• TS: surface temperature (2D)
• FSNTC: clear sky net solar flux at the top of model (2D)
• NUMLIQ: grid box averaged cloud liquid number (3D)
• PRECCDZM: convective precipitation rate (2D)
These particular four variables were chosen from the variables in [BXH ⇤ 17] primarily because (1) they are quite different in their characteristics, and (2) their behavior varies under the two types of compression used in this study. TS is a variable of interest to nearly all climate study disciplines, in particular, atmospheric and ocean modellers. TS diagnostics are almost always examined in a first look at new simulation output. Further, because TS data are relatively smooth, with a modest dynamic range of values, and no zeros, TS can be compressed relatively easily and effectively by most compression approaches. In contrast, NUMLIQ data are nearly half zeros and have a very large dynamic range (20 orders of magnitude), which makes NUMLIQ difficult to compress for the two compression methods applied (only lossless compression passed the measures proposed in [BXH ⇤ 17]). Note that because NUMLIQ is a 3D variable, we only include an image from a single level in the study. Precipitation data is also typically included in a first look at simulation data, and thus we included PRECCDZM as it is one of two precipitation-related variables studied in [BXH ⇤ 17] (the other, PRECSC, contains more than 75% zeros and is challenging for one of the compression approaches in the study). Additionally, both PRECCDZM and NUMLIQ contain many zero or near zero values, which leads to more white space in the visualization (an attribute that potentially affects how easy it is to notice differences). Finally, we include the FSNTC variable as top of the model fluxes are of interest for initial energy balance concerns. FSNTC is more easily compressed than both NUMLIQ and PRECCDZM, but more difficult than TS.
The visualizations of each of the four uncompressed variables can be seen in the top panels of Figures 1, 2, 3, and 4, which also contain a comparison visualization(s) from compressed data (to be discussed in later sections). To ensure that the study images and colormaps felt familiar to those typically evaluated by CESM scientists, the images were created with the NCAR Command Lan-
The surface temperature variable, TS, is visualized for the uncompressed data (top) and for speck_4 compression (bottom). User study responses for this example were fairly evenly split with about 60% seeing no difference and 40% seeing a difference. Note that axes and legends have been removed to allow participants to focus on the visualizations. guage (NCL) [UCA17] . NCL is a popular post-processing utility for the Earth science community (and CESM scientists in particular) and is used to create the images in the aforementioned CVDP and AMWG-DP post-processing tools (see Section 1). As will be emphasized in the next section, our interest in this work is in detecting differences in the visualizations (and not in quantifying values), and for that reason, we did not include any axes, text, or colormaps in the figures that would impact the visual assessment. Also note that because the dynamic ranges of the four variables are different, the colormaps are different for each variable (but kept fixed for all images from the reconstructed data for each variable). For reference, all visualizations included in the user study can be found in the supplemental material.
Lossy compression approaches
As volumes of floating-point scientific data have exploded across scientific modeling disciplines in recent years, lossy compression methods are increasingly receiving more attention, and a number of state-of-the art methods have been developed. Transform methods are a popular type of lossy approach, modeling the data with wavelets or discrete cosine transforms, for example, and reducing the data size by retaining only a subset of the transform coefficients. Such approaches include the well-known JPEG2000, the more recent ZFP [Lin14] compressor, and SPECK (a discrete wavelet tranform with the set partitioned embedded block coder algorithm) [IP98] . The so-called predictive lossy approaches are widely used map the 1D array of grid points output by CESM (in space-filling curve ordering) onto the six 2D faces of the cubed-sphere and apply compression to each face separately. This mapping step improves the spatial coherence of the data (and increases its dimension to 2D to match a natural latitude-longitude ordering), which greatly improves the transform method's compression ratios. For the FPZIP compressor, we use fpzip_N to denote FPZIP, where N is the number of bits retained before quantization. In this study, we use N 2 {12, 16, 20, 24, 28, 32}, noting that fpzip_32 is lossless as we are compressing single-precision data. Table 2 contains the compression ratio (CR) for each of the four CESM variables for each compressor variant. We define the CR as the ratio of the size of the compressed file to that of the original file, meaning that a smaller number indicates greater compression.
User study
In image quality measures, subjective evaluation -in the form of mean opinion scores (MOS) -is often considered the ground truth [SWH16, SSB06] to measure the effect of a "deformation" or change to an image. In this work, any changes to the images are due to increasing levels of compression, and the classic psychophysical two-alternative forced-choice approach (2AFC) [CW12] can be used to provide an objective evaluation of the impact for each level of compression.
In this difference-threshold experiment, the research question asks which standard image quality measure most closely models the ability of domain relevant experts to see a difference in climate data visualization due to lossy compression. Participants were shown two images simultaneously -the uncompressed baseline image as the standard stimulus and a test stimulus chosen from the set of images derived from the independent study variables, the two different types of compression (SPECK and FPZIP) and the multiple levels of compression for each compression type. The dependent variable was the two alternative choices in this experimental design: to see a difference or to not see a difference. The experiment used a between-subject approach where each participant saw a limited number of trials to minimize any learning effect and to ensure the study was short enough to encourage participation.
Method
The experimental stimuli images mirrored the images used to calculate the image quality measures. These images were cropped to remove text, axes, and color map. Because we are only interested in whether participants can detect a difference, not in quantifying variables, removing the axes and color map allowed participants to focus on the visual differences. The study was implemented using Qualtrics survey software, and the two stimuli images were presented vertically using a modified version of the 2AFC module from the Evaluation Toolkit [TBRA17] . Each image was 890 px in width and 450 px in height. The study included a screen size check to ensure participants could see both images on the screen at the same time. A hidden check also prevented participants from using a mobile device.
A brief introduction included a description of the study and a series of example images highlighting subtle differences due to compression. The example images were FSNTC images that had been further cropped (to minimize potential learning effects). Each participant saw a randomized subset of 16 comparisons drawn from the possible compression types and variables. In order to avoid participant learning effects, each participant saw only four images from each variable type. To ensure that each participant would see significant compression effects for each variable, one of these four images (for each variable) was from speck_1 compression, which is very aggressive. The other three images were then randomly selected from the remaining compression levels, which were divided into high and low compression categories as shown in Table 3 , with two images randomly selected from the low compression category and one randomly chosen image from the high compression category. This randomization approach increased the number of trials for the low compression levels, where differences were more diffi- User study responses for this example were fairly uniform with about 96% seeing a difference. Note that axes and legends have been removed to allow participants to focus on the visualizations. cult to detect, while still showing participants at least a few comparisons with obvious differences.
High Compression
Low Compression speck_2 fpzip_12 speck_8 fpzip_16 speck_4 speck_12 fpzip_20 speck_24 fpzip_24 speck_32 fpzip_28 fpzip_32 Table 3 : The high and low compression categories used to determine the randomized set of image comparisons seen by each participant. One image was chosen from the high compression set and two from the low compression set. Note that speck_1 (which would be considered high compression) is not listed as it was seen by all participants for each variable.
The study question was given as: You will see a series of comparisons of two images, one of which is uncompressed. Your task will be to decide if they appear IDENTICAL or DIFFERENT. Since the images were arranged vertically, the two button options were arranged horizontally to avoid biasing the viewer. IDENTICAL was the left button; DIFFERENT was the right button. In addition to the button choice, the amount of time spent on each stimuli set was saved.
Figure 3: Three images are shown for PRECCDZM (convective precipitation rate). The top is the visualization from the uncompressed data. The middle image has the speck_4 compression applied and the bottom has fpzip_12 applied. Despite the two "high compression" approaches (speck_4 and fpzip_12) resulting in nearly identical compression ratios, there are a number of obvious differences particularly near the equator. In this example, the speck_4 image is closer to the original (e.g., see Table 5 ), and 42% of the study participants noticed a difference. For fpzip_12, 100% of the study participants noted a difference.
Participants
In order to ensure maximum engagement on the part of participants, the participant pool was solicited (through email) from the ranks of people familiar with and comfortable viewing scientific data. Participants included people with backgrounds in climate science, computer science, biological and physical sciences, statistics, and mathematics. A plurality (45%) had backgrounds in climaterelevant sciences. Participants were assigned a random identification number. In all, there were 113 participants with 85 male (72.2%), 27 female (23.9%), and one declining to answer. The participants ranged in age from 19 to 67 with a median age of 41 for those choosing to answer the age question. There were three participants (2.7%) without a college degree (students). The majority (59.3%) of participants had a doctoral or other professional degree and another 26.5% had a master's level degree.
Visual Acuity Checks
When doing online presentation of studies where color is critical, it is important to minimize the potential for contamination of the subject pool by participants with visual acuity issues or color vision deficiencies (CVD). In this study, this was done both via selfidentification and through online testing for CVD. Each participant was asked if they had any visual acuity issues or color vision deficiencies and, if so, was asked to describe those issues. Any participant self-identifying with CVD or visual acuity issues was removed from the participant pool, regardless of their result on the CVD test. Each subject completed an online presentation of the Farnsworth D-15 (FD-15) color cap arrangement test for CVD [CJJ93] . In the FD-15, a subject is required to order a standard set of 15 color patches. While each type of CVD has somewhat typical presentations of incorrectly ordered results, the spectrum of CVD can result in a wide range of errors. Taking a conservative approach, any participant whose FD-15 ordering included more than one set of flipped patches was excluded from the participant pool. The set of people self-identifying with CVD or a visual acuity issue or failing the CVD test was 17 people (15.0%). While this is larger than might be expected from the general populace, it does reflect a quite conservative approach to minimizing CVD effects. The median time spent on the full study was 16 minutes.
Study data
Figures 1 and 2 show example visualizations for TS and FSNTC, respectively. For TS in Figure 1 , study participants were fairly evenly split as to whether the images were identical or not. For FS-NTC in Figure 2 , nearly all study participants noticed a difference. For reference, we include Table 5 , which lists the IQA measure values (in the same order as in Table 1 ) for each image and compression level, followed by the user study responses for each image. Before discussing our modeling and analysis in the next section, we note that many interesting observations can be made by visual inspection of the raw data in Table 5 together with the CR values from Table 2 (reproduced in Table 5 ), and we discuss a few here.
First, we observe that speck_1 is quite aggressive; its CR = .03 represents a roughly 33x reduction in the size of the data. (Recall that we specifically chose to show speck_1 to each participant for each variable.) The fpzip_12 approach is similarly aggressive (in terms of CR) on variables TS and FNSTC (which are the two "easier-to-compress" variables), and the user study results indicate that the resulting images were obviously different as all but a single participant noted the differences for these two variables (with speck_1 and fpzip_12). On the other hand, variables PREC-CDZM and NUMLIQ are compressed by speck_1 about 4x more aggressively than by fpzip_12. But despite fpzip_12's more conservative rate, all study participants correctly identified differences in the resulting images. However, with speck_1, differences in the images were not uniformly identified by participants, particularly for NUMLIQ. This result for the images is somewhat in conflict with the assertion made in [ The PRECCDZM variable additionally highlights how differently the two types of lossy approaches can affect the visualization. Consider the images for speck_4 and fpzip_12 in Figure 3 , both of which are categorized as "high compression" in Table 3 and have the same CR = .11. While the speck_4 image (middle) has few minor features that differ from the original image (top), the fpzip_12 image (bottom) has quite obvious differences.
Another point to note is the difference in how quickly FPZIP reaches the "ideal" IQA measure value relative to SPECK for the two easy-to-compress variables, TS and FNSTC -not the case for the remaining "difficult" variables. The reason for this is that FPZIP performs lossy compression by discarding least significant bits. For variables TS and FNSTC, which are smooth and have modest dynamic ranges, the least significant bits are truly unimportant (and are likely small-scale noise). Even though transform methods are known to work well on smooth data, they achieve lossy compression by eliminating coefficients of the least important basis functions. It follows then that this strategy affects more than just the most aggressive levels of SPECK compression. We do not mean to imply by this observation that the transform approach is inferior, but simply that it has different implications for the visualization. In contrast, the transform approach appears superior in the context of the previous discussion of the PRECCDZM and NUMLIQ variables.
Analysis of survey data
Our goal is to identify which of the IQA measures best describes the data from the user evaluation study. For practical considerations in an operational implementation, we are looking to use a single measure, rather than a combination. Once identified, we can then determine a threshold best-suited for this measure to ensure that visual renderings of the compressed climate model data are indistinguishable from renderings of the original data. The selected measure (and its threshold) can then be incorporated in the suite of measures used to safeguard against compression negatively affecting the scientific integrity of the climate model output.
Methods
To model the relationship between the responses by the participants and each of the candidate measures, we employ generalized linear model regression (see [MN89] for an overview). We model the responses shown in the last two column of Table 5 as coming from a binomial distribution, which provides the flexibility to model proportions rather than direct counts. This way we can incorporate the varying sample sizes for each image resulting from our randomized Figure 4 : Example visualizations are shown for NUMLIQ, the grid box averaged cloud liquid number. The top image is from the uncompressed data. The middle image has the fpzip_20 compression applied to the data, and no study participants noticed the difference. The bottom image has speck_8 applied to the data, and while the resulting image is equivalent to the original image, one participant noted a difference.
setup. When modeling proportions, the response should be in the range from 0 to 1, which is achieved by using specific link functions in the regression setup. The canonical link function for the binomial distributions is the logit function, which we test in addition to the probit and complementary log-log link functions. A detailed discussion of link functions for the binomial distribution can be found in [Col02] .
Given the size and range of the measures, we model each predictor using its original values as well as a log-transformed version. (Note that because MSE, PSNR, and NAE are highly correlated, we limit our evaluation to NAE.) For consistency between measures, we subtract the measures having 1 as their identical value (see Table 1 ) from 1. For the log-transformed version, we also add a small number, namely the closest power of 10 below the lowest value occurring in the data, to avoid numerical issues with the log Table 4 : Deviance as a function of predictor and link function.
being undefined at zero. Deviance is used as the main criterion for model fit. Alternatively, we also evaluate the Anscombe residuals (discussed in Chapter 5 in [Col02] ) as a secondary means of model diagnostics. The only form of quality control we perform on the participant data is imposing a forced zero for any "DIFFERENT" values for those images where the sum of the absolute differences between the original and the compressed images is zero. Clearly, if there is truly no difference and all measures are accordingly, and correctly, at their identical value, it is not sensible to try to model those images as anything other than identical.
Results
The models based on the log-transformed measures perform universally better, and we will from here onwards limit our discussion to the model results based on the log-transformed predictors. Deviance and Anscombe residuals led to the exact same ranking between measures and within link function choices. For succinctness, only the deviance results are shown in Table 4 . The best fitting model, corresponding to the lowest deviance value, is using the log-transformed SSIM as a predictor and the logit link function. A visualization of the fit for the model using SSIM for all three link functions along with the observed responses are shown in Figure 5 . For comparison, the visualization of the fit for the model using MAD, which corresponds to the highest deviance value (for the logit link function), is shown in Figure 6 . (Images of the fits for all the IQA measures can be found in the supplemental material.) We note that neither the MAD measure nor the others are unreasonable, but the SSIM performs the best with regard to our study data. While it would be interesting (and useful) to understand the underlying reason as to why SSIM performs better than the others, we do not have a hypothesis at this time.
Given these results, it is interesting to note that the SSIM threshold used in [ 
Concluding remarks and future work
In this manuscript, we describe the results of a large-scale user study conducted with domain relevant participants to evaluate a number of well-known image quality measures in the context of lossy compressed climate model data. While all the measures that we evaluate show reasonable predictive ability to gauge when expert users perceive differences, the SSIM IQA measure performs best. It is interesting to note that the SSIM values at which scientific users perceive differences are much higher than what was previously found in the literature. Consider an SSIM value of 0.98, which appears to be considered a normal to conservative threshold in the medical literature. However, virtually all scientists in our study perceive a difference in climate model output. Our findings indicate that using an SSIM threshold on the order of 0.99995 might be required for climate model output to ensure visually identical data.
For lossy compression to be accepted and adopted by the CESM modeling community, users must have confidence in the data. While ensuring that visualizations in the post-processing workflow are not noticeably altered may seem quite conservative, this step should positively contribute to user confidence. However, it is important to note that "passing" a visual check alone, even with a full reference IQA, is not sufficient to determine that a particular compression type and level is acceptable for a certain climate model variable. For example, consider the NUMLIQ variable images, shown in Figure 4 . Both speck_8 and fpzip_20 had a similar CR value (.22 and .21, respectively), and their corresponding images are nearly identical in terms of the IQA measures (e.g., Table 5 confidence and willingness to use lossy compression.
The methodology used in this paper can be applied across a wide range of data types, compression approaches, and potentially be improved by considering other color maps. However, this work did require certain design choices. We chose a single climate data set and four variables. The variables were chosen to represent common variables as well as variables that are challenging to compress (e.g., cloud liquid and precipitation), and to explore both fields with many zeros (so less happening visually) and fields with no zeros (surface temperature). Therefore, we expect that the threshold and measure recommended would be appropriate for most of the CESM atmospheric model output variables (as with the other non-visual measures recommended in [BXH ⇤ 17]). Further, the two lossy compression algorithms used in this study (SPECK and FPZIP) are quite different, but represent the two most commonly used categories of lossy compression approaches: transform and predictive methods. Because our IQA measure (and threshold) recommendations are applicable to both of these disparate approaches, we have no reason to believe that they would not be appropriate for any lossy method belonging to these two popular categories.
We made the choice to use the rainbow color map because of its familiarity to climate and computational scientists (domain relevance). We acknowledge the perceptual limitations of the rainbow color map. However, a cursory count of the data sets in the NCAR Climate Data Guide [NCA] still has a majority of thumbnails using a rainbow-based color map, and the color map used in the study images represents typical output for diagnostic images produced by CESM tools. That said, the question of color map choice is certainly an avenue for future work. Using a more perceptually uniform color map or one with higher discriminative power may well push the threshold for visually identical data to a higher level. Our work here indicates that the SSIM metric is well-suited for the type of diagnostic images commonly evaluated by climate scientists. As far as applicability beyond climate data, the higher threshold recommendation for SSIM may be desirable for other types of model simulation data where visualization is important in post-processing workflows and any detectable artifacts from compression are undesirable. We note that this criteria is more stringent than, for example, the "diagnostically lossless" requirement (see, for example, [SoRE11, KUBW ⇤ 14]) often desired in the medical literature, where the goal is to reach the same diagnosis/conclusion from the data -not necessarily avoid any visual differences. Further research is needed to determine whether different types of simulation data would require different IQA measure thresholds for evaluating compression and if generalizations can be drawn. Table 1) for the resulting diagnostic image. In the rightmost two columns, we list the user study responses ("Identical" or "Different") for each image. The compression levels are listed from highest compression to lowest compression ratio.
