[1] This study demonstrates the efficacy of a recently developed, impact crater "excavation flow properties model" (EFPM) that accomplishes the following goals: (1) uses hydrodynamic streamline theory to develop the expressions that extend the classic impact ejecta scaling relationships into regions near the crater rim, where target strength and/or gravity bring crater excavation flow to a halt; (2) links this new, general ejecta position/velocity scaling relationship to the existing general crater size/volume scaling relationship, including the transition region between gravity-and strength-dominated cratering; (3) provides a means for estimating impact ejecta plume mass-density and ejecta blanket thickness, as a function of azimuth and distance from the impact site, in conditions ranging from low to high target strength; and (4) brings in our experimentally derived knowledge of impact ejection angles and the effects of oblique impact to develop a useful 2-D and 3-D model of both leading-edge and trailing-edge ejecta plume behavior. In this work, this excavation flow properties model is used to simulate the images and data produced by three laboratory impact studies which utilized modern, laser-based, non-intrusive means to investigate ejecta plume formation, expansion, and fallout from three different perspectives.
Introduction
[2] Over the past twelve years, a number of impact laboratories have published investigations of the time evolution of impact ejecta plumes using newly developed, non-intrusive techniques. These studies all utilize a plane (or "sheet") of laser light to sharply illuminate a two-dimensional profile of the ejecta plume produced by a given laboratory impact (shot), and record its changing morphology using high speed, time-lapse imaging. These laser-plane recording techniques mark a significant improvement over previously developed mechanical means for collecting impact ejecta data because they permit the ejecta plume to form, expand, and fall out naturally, without interference from flat panes, baffles, screens, foils, or other devices. As such, we now have a much more detailed picture of the excavation stage of crater formation and the behavior of the ejecta plume produced thereby. Three separate investigations have thus far been conducted utilizing these new techniques, with each study taking a unique twodimensional view of ejecta plume evolution.
[3] These laser-plane imaging techniques were first pioneered at the NASA Johnson Space Center impact laboratory by Cintala et al. [1999] , in which a vertical plane of laser light was used to illuminate the outside or "leadingedge" of the expanding ejecta plume produced by a given laboratory impact, as viewed along a radial plane to the impact site. That is, in a cylindrical coordinate system with the origin at the impact site and z-axis aligned with the gravity vector, the laser light-plane illuminated an external radial profile of the ejecta plume. In this setup, the laser itself was strobed at a frequency of 500 Hz, with a camera (positioned along a normal to the laser light-plane) recording the event in one, open-shutter exposure. This technique not only recorded the time-evolution of the leading-edge of the contiguous ejecta plume, but it also permitted individual ejecta particles to be tracked over time, allowing their ejection velocities (speeds and angles) to be determined [Cintala et al., 1999] .
[4] The complimentary study to the above was recently performed at the University of Tokyo Vertical Gun Range by Barnouin-Jha et al. [2007] , in which a vertical plane of laser light was used to illuminate the inside or "trailingedge" of the expanding ejecta plume produced by a given laboratory impact, as viewed along a radial plane to the impact site. That is, the laser light-plane illuminated an internal radial profile of the ejecta plume. In this setup, the laser light-plane remained on continuously, and a highspeed video camera (again positioned along a normal to the laser light-plane) monitored the event at a frame rate of 400 fr/s. This technique not only recorded the time evolution of the trailing-edge of the contiguous ejecta plume, but it also permitted the time evolution of the crater cavity itself to be monitored [Barnouin-Jha et al., 2007] .
[5] A third study, performed at the NASA Ames Vertical Gun Range by Anderson et al. [2003 Anderson et al. [ , 2004 , used a horizontal plane of strong laser light to illuminate a complete horizontal cross-section through the ejecta plume produced by a given laboratory impact, at a set height above the target surface. That is, the laser light-plane illuminated a full azimuthal cross-section through the ejecta plume, both interior and exterior. Unlike the previous two studies, each impact produced only a single "snapshot" or "time-slice," which was recorded by a sophisticated 3-D Particle Image Velocimetry (PIV) system, in which the velocity and trajectory of individual ejecta particles could be determined at that point and time in the ejecta plume's evolution. The full time evolution of the ejecta plume was constructed by performing a series of nearly identical shots, and taking a PIV "snapshot" at successively increasing times after each impact. Because this setup covers all 360 degrees of plume azimuth, it permitted the investigation of the asymmetrical effects of oblique impact on ejecta plume evolution, with regard to both particle ejection angles and velocities [Anderson et al., 2003 [Anderson et al., , 2004 .
[6] The purpose of this work is to unite these three separate views of impact ejecta plume evolution within one scaling relationship-based model, to give us a better overall view of the mechanics involved as well as better, predictive modeling power when analyzing the results of experimental impacts. This scaling relationship-based model has its roots in the seminal work published by Housen et al. [1983] , which was expanded by Richardson et al. [2007] into both (a) low ejecta inertia regions near the transient crater rim, and (b) cratering regimes where both target strength and gravity play an important role and neither is clearly dominant. This extension of the classic ejecta scaling relationships was originally performed in order to aid in the analysis of the ejecta plume produced by Deep Impact, but as shall be shown, it has direct and useful applications to laboratoryscale impacts as well.
Analytical Modeling of Impact Ejecta Properties
[7] The heart of this "excavation flow properties model" (EFPM) is based upon hydrodynamic streamline theory [Maxwell and Seifert, 1974; Maxwell, 1977] and an energy balance equation performed at the point of particle ejection from the expanding crater cavity during the "excavation stage" of the impact cratering process. This expression is then placed in terms of the impact cratering scaling relationships [Housen et al., 1983; Holsapple, 1993] , to produce a set of scalable analytical expressions that predict particle ejection speeds and times at a given distance from an impact site for a given impactor and target scenario. The detailed, theoretical development of this model is described by Richardson et al. [2007] . As such, we have only included the more important expressions here in Appendix A, and readers are referred to the previous work for the full derivation and explanations. The following section describes an application of the basic, analytical portion of the model.
Comparison to Laboratory Impacts I
[8] The central analytical expression of the EFPM (equation (A1) in Appendix A) describes the particle ejection velocity as a function of radial distance from the impact site, all the way out to the transient crater rim. In Figure 9 of Richardson et al. [2007] , a set of plots are shown comparing this relationship to a series of laboratory experiments described by Cintala et al. [1999] . These early experiments did not, however, resolve the end of crater growth very well; that is, they barely entered into the zone wherein ejection velocities are slowed to zero and the predictions of the EFPM come into full significance. Fortuitously, a few years later and using the same facility and experimental setup, Anderson et al. [2007] performed a similar set of experiments which did track particle motion as close to the end of crater growth as possible. Two fits to these new data are shown in Figure 1 , which exhibit very good agreement between the data and model all the way to the end of crater growth. In these fits, adjusting the material constant m changes the log-log slope of the velocity curve, while adjusting material constant K 1 changes its horizontal position, and the granular target is assumed to be strengthless ( Y = 0 Pa). Table 2 lists the key parameters for this experimental setup, along with matching model parameter values over a roughly 1-sigma error range (changes in these parameters generally produce non-linear results, hence ranges are shown rather than error bars). It is interesting to note that the derived values for m are rather high (0.55-0.66), consistent with a rock target material (see Table 1 ) while the values for the cratering efficiency factor K 1 (0.025-0.060) are quite low, consistent with a very poorly coupled, porous material. The actual target material used was a very coarse, large-grained blasting sand [Cintala et al., 1999] , which made the tracing of individual particles possible within the strobe-imaged ejecta plume exterior [Cintala et al., 1999] .
Particle Ejection Angles and the Effects of Oblique Impact
[9] In addition to a theoretically derived model framework, we have also added a set of empirically derived expressions in order to more properly simulate (a) the changes in particle ejection angles during crater excavation, and (b) the effects of oblique impact on ejecta behavior. There are currently no theoretical relations available to describe these effects. For the normal-incidence impacts modeled in the work of Richardson et al. [2007] we made use of two of the laboratory-based, laser-sheet ejecta plume studies examined in this work [Cintala et al., 1999; Anderson et al., 2003 ] to empirically develop a useful expression describing the particle ejection angle y (measured from the horizontal target surface) as a function of distance r from the impact site (see section A2). Moreover, the obliqueness of an impact can affect the resulting crater and its ejecta flow quite dramatically, and because most naturally occurring impacts are oblique, including these effects is important [Gilbert, 1893; Shoemaker, 1962] . Such an oblique impact will affect the cratering event in four basic ways: (1) the transient crater volume and size will be smaller; (2) particle ejection angles will be lower on the downrange side of the ejecta plume; (3) particle ejection velocities will be higher on the downrange side of the ejecta plume; and (4) the ejecta plume massdensity will be shifted toward the downrange side [Richardson et al., 2007] . These four effects can be reasonably approximated (in phenomenological fashion) and included in the ejecta plume model.
[10] With regard to point (1), only the vertical component of the impactors velocity (v i sin ) is used in the scaling relations listed in section A1: see Richardson et al. [2007] for a detailed discussion. With regard to how much ejection angles and speeds change with impact obliqueness (points 2 and 3), there are again only direct experimentation and some three-dimensional impact hydrocode models [Elbeshausen et al., 2009 ] to draw upon. In the work of Richardson et al. [2007] , we therefore made use of the published experimental data on ejection velocities contained by Anderson et al. [2003] , Anderson et al. [2004] , and Schultz et al. [2005] to produce an empirical, best-fit rule for use in our model (see section A2).
[11] An additional effect which will be qualitatively included in this new work is the downrange shift in ejecta plume massdensity that is seen both in experiments and in its effect on the ejecta blankets of existing simple craters [Melosh, 1989; Pierazzo and Melosh, 2000] . Below impact angles of about = 50-60°, the ejecta plume (and resulting ejecta deposit) becomes increasingly asymmetrical and begins to develop a gap in its up-range side, called the "zone-of-avoidance." This gap becomes larger at lower impact angles, and at very low impact angles ( < 10°), the ejecta plume also develops a downrange gap, which produces a "butterfly" pattern in the resulting ejecta blanket [Gault and Wedekind, 1978; Pierazzo and Melosh, 2000] . For example, the Deep Impact event (impacting at = 34°± 5°above the regional horizon) produced a noticeable asymmetrical ejecta distri- Figure 1 . A best-fit comparison of the final ejecta velocity model (equation (A1)) with two laboratory shots described by Anderson et al. [2007] (data points plotted as solid blue circles), where adjusting m changes the log-log slope of the velocity curve, adjusting K 1 changes its horizontal position, and the granular target is assumed to be strengthless ( Y = 0 Pa). These data venture much further into the region where ejection velocities are slowed and excavation flow is brought to a halt, compared to those shown in Figure 9 of Richardson et al. [2007] , and do a better job of testing the model. Legend: thin solid line, emergence velocity curve v e (equation (A2)); thin dotted line, overturn-flap function v o (equation 42 of Richardson et al. [2007] ), hinged at the computed gravity-dominated crater radius R g ; thick solid line, zero-strength (gravity-dominated) effective velocity curve v ef (equation (A1)); thin dashed line, computed gravity-dominated crater radius R g . bution, with clear signs of an up-range gap seen in the ejecta plume images, as well as a downrange directed concentration (or ray) of material [Schultz et al., 2007] . Originally, such changes in ejecta plume mass-density were thought to be due entirely to the changes in ejection angles and velocities associated with oblique impact (described above). However, recent experimental investigations [Herrick et al., 2008] and modeling investigations [Richardson et al., 2007] , which only included the angle and speed effects described so far, have shown that ejection angle and speed changes alone are not enough to explain the mass-density effects of oblique impact seen in ejecta plume and ejecta blankets, particularly in regard to the development of an up-range gap.
[12] In order to include this effect in a generic, first-order fashion, we again make use of the published experimental image data on ejection angles and velocities contained by Anderson et al. [2003 Anderson et al. [ , 2004 and Schultz et al. [2005 Schultz et al. [ , 2007 , which display mass-density effects as well. Additionally, this empirically based, best-fit function has been developed to be consistent with the qualitative descriptions of ejecta blanket morphology and planforms (as a function of impact angle) described by Gault and Wedekind [1978] , Schultz [1992] , Pierazzo and Melosh [2000] , and Herrick [2001] . As with equations (A10) and (A11), this function uses an altitude-azimuth coordinate system, where r is the particle distance from the impact site, is the particle azimuth as measured from the direction of the incoming projectile, and is the impact angle of the projectile (normal incidence occurs at = 90°):
À cos 2 4 cos 2
where the "sgn" function extracts the algebraic sign of its argument (−1 or +1), and m n (r, ) is the normalized massdensity at radius r and azimuth , ranging from 0.0 to 2.0 in value with total ejected mass conservation taken into account. Numerical integrations of this function from = 0 to 2p give values of 1.0000 ( = 90°) to 1.0013 ( = 0°). An example of the use of equation (1) in this model is shown in Figure 2 . Note that a downrange gap in ejecta distribution, which develops at very low impact angles, is not included in the above empirically based function, therefore limiting its use to impact incidence angles of > 10°. Determination of the normal-incidence, uncorrected amount of ejected mass emerging at a given radius r from the impact site, for which this new function acts as a correction factor, is discussed by Richardson et al. [2007] and Richardson [2009] .
[13] Admittedly, this first-order, qualitative approach to a mass-density function is a bit unsatisfying. All three of these oblique impact expressions (equations (A10), (A11), and (1)) represent purely empirical, inverse-model fits to the available data and observations and as such, lack physical rational for their current forms. The author would like to strongly encourage further experimental efforts to understand these oblique impact effects, such as those described by Anderson et al. [2003 Anderson et al. [ , 2004 and Herrick et al. [2008] .
Ejecta Plume Behavior in Two Dimensions
[14] Up to this point, we have utilized only the mathematical portion of the model to establish the initial ejection conditions for the impact ejecta. In this section, we begin to make use of the dynamic portion of the model, which determines the forces on individual particles once ejected, and traces their flight over time to either landing or escape. The simplest form of this ejecta behavior model is one which operates in two spatial dimensions (horizontal and vertical motion only), under the influence of a uniform gravity field. This permits us to use the standard equations of motion for ballistic flight to simulate the ejecta behavior produced by small, vacuum-chamber, laboratory experiments done on Earth. This form of the model is described in section 3.1 of Richardson et al. [2007] and readers are referred to this previous work for a more detailed explanation. In essence, the analytical model expressions discussed in section 2 and listed in Appendix A are used to launch two sets of 10 4 tracer particles, evenly spaced between the impact site and the transient crater rim, one set to represent the leading-edge of the ejecta plume and one set to represent the trailing-edge. Following launch, the flight paths of the individual tracer particles are then tracked as a function of time until landing. RICHARDSON: IMPACT EJECTA PLUME MODELING E12004 E12004
Comparison to Laboratory Impacts II
[15] Looking first at the exterior behavior of an impact ejecta plume, Figure 3 shows a comparison of this 2-D form of the model to a laboratory shot described by Cintala et al. [1999] , with the key parameters listed in Table 2 . The figure shows the best-fit match obtained between the model and the plume profiles imaged in the strobed photograph of shot 4035, with excellent agreement. Both model and image show only the leading-edge of the ejecta plume as it advances from left to right at 2 ms intervals; that is, the image from Cintala et al. [1999] does not show a cross section of the ejecta plume: any "thickness" is due to motion of the plume's leading-edge during the 0.2 ms exposure to the laser sheet. This fit was obtained by overlaying transparent, scaled, plume profile plots produced by the model simulation on top of the high-resolution, strobed image of the experimental shot. Model parameters (m, K 1 , y o , and psi d ) were adjusted until a best visual fit was achieved with regard to plume horizontal position, shape, and profile angle for all time steps simultaneously. As such, the best-fit model of shot 4035 uses scaling constant values of m = 0.55, K 1 = 0.1, and ejection angle values of initial angle y o = 55°a nd a gradual launch angle decrease with distance from the impact site of y d = 20°, consistent with the values found in section 2.1.
[16] The similarity between the shape of the ejecta plume's leading-edge and the shape of a linearly plotted curve of effective ejection speed v ef (equation (A1)), shown in the left-hand panels of Figure 1 , is not coincidental. The ejecta particles which make up the leading-edge of the excavation flow field all begin their flight immediately following impact shock-wave (and rarefaction-wave) passage; that is, immediately upon establishment of the excavation flow field. This occurs so rapidly in comparison to the excavation flow itself, that flow field establishment can be treated, in this model, as having occurred instantaneously at time t = 0 (the time of impact). Thus, all particles making up the leading-edge of the ejecta plume erupt from the target simultaneously at time t = 0, and their initial radial profile in flight will directly reflect their radial velocity distribution, bent over by their emergence at some angle y f (equation (A10)) rather than straight up. (1), used to roughly model the asymmetrical distribution of ejected mass (as a function of r and ) under conditions of oblique impact, shown at r = d i (one impactor diameter) and at impact incidence angles of = 15°, 30°, 45°, 60°, 75°, and 90°, moving from thickest to thinnest line in the plot. Normal impact incidence ( = 90°) produces a constant value of 1.0 (the thinnest line). (bottom) An example of equation (1) used within the three-dimensional ejecta plume model (section 4), here used to simulate the ejecta blanket produced by a small (roughly 1/2 kilometer diameter) Lunar crater, AS15-9337(P), whose impact occurred at an incidence angle of between = 10°-20°(the model uses = 15°), with the impactor entering from the bottom in this image orientation (Lunar north is to the left).
[17] Moving to the interior of an impact ejecta plume, Figure 4 shows a comparison of this 2-D form of the model to a laboratory shot described by Barnouin-Jha et al. [2007] . The key parameters for this experiment are listed in Table 2 , along with their matching model values over a roughly 1-sigma error range. The figure shows the best-fit match obtained between the model and the plume profile data collected from shot 50504-02, with reasonable agreement [1999] , where the leading-edge of the impact ejecta plume is illuminated from the right by a vertical sheet of laser light, which was turned on for 0.2 ms at 2 ms intervals. The large arrow marks the approximate location of the transient crater rim, while small arrows mark the ballistic path of a few large particles. (right) A model recreation of shot 4035 [Cintala et al., 1999] , with the position of the ejecta plume's leading-edge shown at 2 ms intervals. The bold line marks the position of the plume at crater formation time T g . All distances in these plots are normalized to the crater radius R g . Figure 4 . (left) A series of crater cavity and ejecta plume trailing-edge outlines produced from shot 50504-02 of Barnouin-Jha et al. [2007] , where the interior surface of the impact ejecta plume was illuminated from above by a vertical sheet of laser light and imaged by high-speed video at 2.5 ms intervals. (right) A model recreation of shot 50504-02 [Barnouin-Jha et al., 2007] , with the position of the ejecta plume's trailing-edge shown at 2.5 ms intervals (the growing crater cavity is not modeled). The bold line marks the position of the plume at crater formation time T g . All distances in these plots are normalized to the crater radius R g . Note that the crater cavity, upturned crater rim, and ejecta blanket formation are not included in the model.
(the data also shows the growth and partial collapse of the crater cavity). Both model and data show only the trailingedge of the ejecta plume as it advances from left to right at 2.5 ms intervals. This match was obtained by (least squares) fitting both the experimental plume profile and numerical model plume profile at each time step with a polynomial, and then producing a "goodness of fit" measure by taking the square root of the sum of the squares of the differences between the two sets of polynomial coefficients obtained at each time step. A "goodness of fit" parameter could thus be produced for each time step individually, or for a combination of many time steps (by adding additional time steps to the summation). Model parameters (m, K 1 , y o , and psi d ) were then adjusted to minimize this fitting parameter and best match the observed plume advancement rate, plume angle, and rough plume shape, with the best fits occurring during the first ten times steps (25 ms) or 80% of crater growth and deteriorating somewhat from there, particularly with regard to plume shape (advancement rate and overall angle remained reasonable).
[18] Due to the very low speed of this shot, 160 m/s, the crater growth is governed entirely by the impactor's momentum (and not its kinetic energy), resulting in a low value of m = 0.38-0.39, with a correspondingly steep ejection speed distribution (see equation (A2)). In addition, the low impact speed and glass-bead target material results in very small inelastic collision losses (that is, little impactor/ target heating or material crushing), and therefore the event has a very high cratering efficiency of K 1 ≈ 1.0 and a corresponding large transient crater size R g (effective target strength Y = 0 Pa). Best-fit ejection angles parameters of y o = 60°and y d = 35°were obtained, indicating initially high ejection angles, but a severe drop in those angles with radial distance from the impact site. This dramatic ejection angle behavior is indicative of a target material possessing a very low angle of friction, of order 0.25 [Collins and Wünnemann, 2007] , consistent with the glass bead target material used in this experiment. The increased mismatch that occurred between data and model in the later stages of crater growth is most likely due to the fact that crater collapse began prior to the end of complete crater excavation (discussed below), something that the model does not take into account.
[19] One interesting observation from the data produced by Barnouin-Jha et al. [2007] shot 50504-02 is that the onset of crater collapse (the "modification stage" of crater growth) begins before the excavation stage has fully completed expanding the crater cavity [Elbeshausen et al., 2009] . As such, the resulting overlap between these stages produces some inaccuracy in determining the formation time and radius/diameter of the transient crater from this shot. Barnouin-Jha et al. [2007] identify the end of transient crater growth by the beginning of crater collapse at the crater's rim (see their Figure 4 ), which occurs at 52.5 ms after impact at a crater radius diameter of 5.38 cm. However, the crater volume continues to expand for another 10 ms, and reaches its maximum extent at 62.5 ms and a crater radius of 5.69 cm: the actual end of the excavation stage. The case illustrates the fact that the "classical" stages of impact crater formation, the so-called coupling, excavation, and modification stages, are primarily for our own convenience in describing a continuous and complex process, with only general "boundaries" between each stage [Melosh, 1989] .
The Effects of Target Strength
[20] If it takes much more energy to loft the target material out of the crater bowl (against the force of gravity g) than it takes to crush pore spaces and break the material apart (against its effective yield strength Y ), then the cratering event is said to be "gravity-dominated." Inversely, if it takes more energy to crush pore spaces and break the material apart (against its effective yield strength Y ) than it takes to loft the target material out of the crater bowl (against the force of gravity g), then the cratering event is said to be "strength-dominated." On the small, laboratory scale on Earth, the transition strength Y t (equation (A5)) between gravity-and strength-dominated cratering is quite low (a few kPa), such that gravity-dominated cratering only occurs when the target material has little to no cohesive strength and relatively low porosity (<30-40%). As an example, Figure 5 shows the above impact crater-size scaling relationship (equations (A6) and (A7)) applied in the case of a "typical" Earth-based, laboratory-scale impact, and plotted at a variety of effective target strengths Y . Note the severe effect that increasing the effective target strength has on crater diameter when the small impactor sizes typically (Table 1) at an impactor diameter of about 50 m (for an impact velocity v i of 15 km/s 2 ), such that all craters greater than about 1 km diameter are gravity-dominated during formation on Earth.
[21] With regard to ejecta behavior, our previous two laboratory shot examples looked only at the leading-and trailing-edges of the ejecta plume, respectively. We can now combine these two in the model to create full cross-section, radial profiles of ejecta plume formation, expansion, and fallout, and thus utilize these profiles to illustrate the dramatic effect of adding effective yield strength Y to the target material. Figure 6 shows another model recreation of Cintala et al. [1999] shot 4035, this time showing both the leading-and trailing-edges of the ejecta plume, along with the trajectories of some individual tracer particles, under conditions of both gravity-and strength-dominated cratering. The model does an excellent job of displaying the evolution of the ejecta plume shape throughout crater growth, without having to model the streamline flow below ground level: for comparison, see Figure 6 of Richardson et al. [2007] .
[22] Under the Cintala et al.
[1999] laboratory setup, the transition strength Y t (equation (A5)), between gravity-and strength-dominated cratering, occurs at about Y t = 1.24 kPa. The middle and lower panels of Figure 6 use model inputs of Y = 10 kPa and Y = 100 kPa, respectively. As such, these model runs depict the effects of target strength on crater size and ejecta production at one and two orders of magnitude above the gravity-to-strength transition point. The most noticeable effect is the increasing thinness of the ejecta plume with increasing target strength, as the plume massdensity decreases with the rapidly decreasing crater volume. Note also that although "stretched" thin, the ejecta plume remains in contact with the target surface throughout its advancement and fallout. This is in marked contrast with our own early predictions for the effects of strength on the Deep Impact ejecta plume [Richardson et al., 2005] , in which we erroneously expected the ejecta plume to detach from the target surface with increasing strength. Fortunately, experimental results presented by Holsapple and Housen [2006] , which showed continued ejecta plume attachment to the target with increasing target strength, led us to revisit and completely revise our ejecta plume model to the more correct form presented here and in our post-impact analysis of Deep Impact [Richardson et al., 2007] .
[23] Note also that while the mass-density in the ejecta plume is significantly decreased with increasing target strength, resulting in a thinner ejecta plume in the simulation, the advancement rate of the plume along the surface is not significantly affected (although the starting point is displaced due to the changing radius of the crater rim). This is because the particles which make up the plume in its later advancement stages are ejected early enough in the process [Cintala et al., 1999] , in which both leading-and trailing ejecta plume edges are modeled (and filled between). Dotted lines mark the ballistic path of the particles in nine individual streamlines. All times are normalized to the crater formation time T g . (middle) A model of the same shot, but with Y = 10 kPa of strength added to the target. Although this creates a crater of about half the diameter as before, and a much thinner ejecta plume, the plume advances at roughly the same rate. (bottom) A model of the same shot again, but with Y = 100 kPa of strength added to the target. Note that the extremely thin ejecta plume produced remains attached to the target surface throughout its advancement. to have a high inertia (kinetic energy) and are not significantly affected by either strength or gravity in equation (A1) [Richardson et al., 2007] .
[24] Following up on the above example, we can quantify this effect further by computing the ejecta blanket thickness as a function of distance from the transient crater rim, using the numerical method detailed by Richardson [2009] . Figure 7 shows an example of computed ejecta blanket thicknesses, plotted as a function of landing distance from the impact site, for the crater produced by a 5 mm diameter spherical glass impactor striking an Earth-based laboratory target surface at 1.0 km/s, normal (vertical) incidence, and shown for a variety of effective surface target strengths Y . As also demonstrated in Figure 5 , target strength has a severe effect in the small-scale laboratory impacts of interest in this work. Note that this figure shows the ejecta blanket thickness right up to the lip of the transient crater, which subsequently collapses, such that the ejecta blanket thickness seen on the lip of the final crater will be significantly less due to the power law nature of these curves. In fact, this "pile up" of ejecta near the lip of the transient crater contributes significantly toward destabilizing the slope there and producing its subsequent inward collapse. Also note that in the (bold) gravity-dominated cratering case, the ejecta blanket thickness declines with distance from the crater rim at a log-log slope of −2.8, within the error bars of the commonly accepted value of −3.0 ± 0.5 [Melosh, 1989; McGetchin et al., 1973] .
[25] The extreme thinning of both ejecta plume and ejecta blanket that occurs when crater growth is limited by target strength rather than gravity should give strength-dominated craters a characteristic morphology with regard to their surrounding ejecta blankets (or lack thereof). There are two mitigating factors, however, that tend to limit the number of naturally occurring strength-dominated craters. First, as mentioned above, strength-dominated cratering only occurs at the lowest end of the impactor size scale, such that on the Earth, for example, only craters less than 1 km diameter have the chance to fall into that category. Secondly, such small impactors have correspondingly low penetration depths, and therefore are less likely to penetrate through the uppermost, often loose regolith layers on the target surface to get to the intact bedrock below. As such, these small impacts usually occur in relatively low strength or loose, cohesionless materials and are therefore still likely to produce a gravity-dominated cratering event even if the impactor size is small enough. The above holds true even for small solar system bodies, such as asteroids, where their small sizes and gravities would cause all impacts to be strength-dominated were their surfaces composed of intact rock. Instead, because these bodies tend to posses significant regolith layers underlain by fractured rock [Sullivan et al., 1996; Richardson et al., 2005] , most craters on their surfaces still tend to be gravity dominated, except for the very largest events. As such, naturally occurring strength-dominated cratering events tend to be rather rare, except on micrometeoroid impact scales [Melosh, 1989] .
[26] Complicating this matter further are the experimental [Housen and Holsapple, 2003 ] and numerical modeling [Wünnemann et al., 2006] results which indicate that cratering events in porous materials likewise produce significantly less regolith than in gravity-dominated events. Thus, a noticeably thin or non-existent ejecta blanket around a particular crater could be indicative of either strength-dominated or porous-target cratering, such that additional information about the target and its composition are necessary to distinguish between these two. The crater morphology itself may also aid in distinguishing the type of cratering that occurred, although not enough is known about these two less common type of cratering to make that distinction a clear one. As a result, strength-dominated craters tend to be the least recognized type on spacecraft-observable scales, and where noticeably thin or missing ejecta blankets are observed, they are generally assumed to be the result of porous target materials [e.g., Chapman et al., 1999] : an assumption which may not always be correct.
Ejecta Plume Behavior in Three Dimensions

The Ejecta Plume as a Polygon Shape-Model
[27] To bring the ejecta plume model into three dimensions, we introduce the concept of modeling the ejecta plume as a polygon shape-model. That is, rather than using thousands of randomly placed tracer particles to mark the ejecta plume, we instead launch two networks of 1800 tracer particles, one network to depict the leading-edge of the ejecta plume, and one to depict the trailing-edge of the ejecta plume. The tracer particles in each network are connected to form the vertices of triangular polygons which are, in turn, connected to form a continuous surface for both leading-and trailing sides of the plume. An opacity (or transparency) is computed for each plume polygon at each time step in the simulation, which is a function of three parameters: (a) its mass-density, (b) its surface area, and (c) the ejecta particle size distribution (PSD). That is, as the ejecta plume expands and the mass of ejecta represented by a given plume polygon is spread out over a much larger area, the opacity of that polygon will decrease. A detailed derivation of the methods used to this three-dimensional plume model is contained in section 3.2 of Richardson et al. [2007] and as such, will not be presented here.
[28] Figure 8 shows a demonstration of this threedimensional polygon-plume ejecta model for two simulated laboratory experiments: one at normal incidence, and one Figure 8 . A three-dimensional model of a laboratory shot from Anderson et al. [2003] , for both (top) normal-impact incidence = 90°and (middle) oblique-impact incidence = 30°. The projectile enters from the far-right (135°East azimuth from the camera) in the oblique simulations. Note the effects of the oblique impact, which produces a smaller crater size, less overall ejecta, a downrange shift in ejection angles and velocities, and an asymmetrical ejecta plume mass distribution, including an up-range gap. The above two model runs are presented in cross-sectional, profile views in Figure 9 . The middle image model views also display quite similar ejecta plume morphology to (bottom) the lower images, taken from an oblique impact experiment performed by Peter Schultz (Brown University) at the NASA Ames Vertical Gun Range for the Deep Impact mission, despite differing impactor, target, and impact parameters. RICHARDSON: IMPACT EJECTA PLUME MODELING E12004 E12004
at oblique incidence (displaying the effects described in section 2.2). The oblique impact produces a crater that is smaller, and the resulting ejecta plume is therefore thinner and less opaque than the one produced by the impact at normal incidence. In both cases, a fine grade (0.5-1.0 mm diameter grain) sand target was simulated, with a PSD power law exponent of b = 1.0 and a grain density of r p = 2500 kg m −3 .
Comparison to Laboratory Impacts III
[29] As described in section 1, Anderson et al. [2003 Anderson et al. [ , 2004 used a horizontal plane of strong laser light to illuminate a complete horizontal cross-section through the ejecta plume produced by a given laboratory impact (see Table 2 for a list of the key parameters), at a set height above the target surface. Two time series were presented by Anderson et al. [2003] , one taken at normal impact incidence and one at = 30°incidence, which were simulated (modeled) as part of this study. Conventional, camera-like views of these two impact simulations are shown in Figure  8 . Model parameters were specifically selected to not just provide best fits, but to also be consistent with the impactor, target, and impact parameters of these experiments, with values of m = 0.47-0.53, K 1 = 0.08-0.12, y o = 55°-60°, and y d = 20°-30°providing the most consistent results.
[30] Slicing the Figure 8 ejecta plumes into planes, the left-hand side of Figure 9 displays the data presented in Figures 3 and 4 of Anderson et al. [2003] , showing the ejecta particle positions and vector velocities recorded by their system for these two impact sequences. The right-hand side of Figure 9 displays 3-D plume model simulations of these same experimental sequences, in both a horizontal (azimuthal) cross-section view, matching the PIV data, and a vertical (radial) cross-section view. The horizontal crosssections (both PIV data and model) display a 6 mm thick azimuthal slice through the ejecta plume, positioned at 8.4 cm above the target surface. In the model simulations, the impactor enters from the left side, rather than from the upper right as in the PIV experiment displays. Note also that the model displays only the leading-and trailing-edges of the ejecta plume, which produces two concentric rings in the azimuthal slices, rather than the collection of particles shown in the experiments. The model simulations also combine the information contained in the PIV data displays, by color coding the plume model according to current particle speed, with the color-scaling based upon all non-zero particle speeds present in the entire model plume (not just the thin, visible slice). It should also be noted that in the oblique impact, the up-range gap is much more pronounced in the PIV data than in the model, indicative of the rather simplistic manner in which this effect is currently implemented (equation (1)).
[31] Table 3 lists a comparison between the PIV measured velocities from the experiments and those produced at the same locations and approximate time in the model simulation. The most notable difference between the two is that the early stage (5 ms) experiment plume in the oblique impact series shows more elliptical elongation and more mass-density differential than that shown in the model. After that, however, the two generally match up quite well. Admittedly, there is a bit of self-fulfilled prophecy going on here, since the Anderson et al. [2003] results were used (in part) to derive the expressions needed for modeling the effects of oblique impact in the simulations (section 2.2). As such, we should expect good agreement with these particular experiments. Nevertheless, this exercise still serves as both a demonstration and a verification of the final 3-D model construction, including both normal-and oblique-incidence impact ejecta behaviors. A successful application of the final 3-D model to the ejecta plume produced by the Deep Impact mission can also be found in the work of Richardson et al. [2007] .
Conclusion
[32] The primary purpose of this work has been to demonstrate the efficacy of an extension to the classic impact ejecta scaling relationships [Housen et al., 1983] that achieves the following:
[33] 1. Using hydrodynamic streamline theory [Maxwell and Seifert, 1974; Maxwell, 1977] , develops the expressions needed to extend the ejecta position/velocity scaling relationships into regions near the crater rim, where target strength and/or gravity bring crater excavation flow to a halt (section A1).
[34] 2. Links this general scaling relationship solution for ejecta position/velocity to the existing general scaling relationship solution for crater size/volume given by Holsapple Figure 9 . A comparison between the experiments used to produce Figures 3 and 4 of Anderson et al. [2003] , reproduced on the left, and a plume model simulation of these same experiments, shown on the right. (top) Impacts at normal incidence ( = 90°). (bottom) Impacts at oblique incidence ( = 30°). The experimental PIV data on the left are displayed in two forms: (1) gray scaled ejecta particle positions; and (2) color-scaled velocity vectors. The matching plume model simulations on the right are displayed in two forms, each color-scaled by particle velocity: (1) an azimuthal cross-section through the plume, with the horizontal plane positioned vertically to match the PIV data; and (2) a radial cross-section through the plume, crossing through the impact site. Note that in these radial cross-sections, modeled ejecta particle sizes have been artificially reduced to increase plume opacity and make the full profile visible even within the low mass density, up-range gap region. Note also that the experimental oblique impacts show the impactor entering in from the upper right, while the model oblique impacts show the impactor entering in directly from the left, to avoid interference with scale-bar and caption.
[1993], such that the full spectrum from gravity-to strengthdominated cratering is covered (section A1).
[35] 3. Provides a means for estimating impact ejecta plume mass-density [Richardson et al., 2007] and the resulting ejecta blanket thickness [Richardson, 2009] , as a function of azimuth and distance from the impact site, under conditions ranging from low to high target strength (section 3.2).
[36] 4. Brings in our current experimentally derived knowledge of impact ejection angles and oblique impacts (section 2.2) to develop a useful model of both leading-edge and trailing-edge ejecta plume behavior, in both two and three dimensions.
[37] In this work, our part theoretical (1 and 2 above) and part empirical (3 and 4 above) ejecta behavior model was used to simulate the images and data produced by three notable laboratory impact studies which utilize modern, laser-based, non-intrusive means to investigate ejecta plume formation, expansion, and fallout: each study taking a unique view, or perspective. In all three cases (sections 2.1, 3.1, and 4.1) the model does an excellent job of demonstrating the behavior observed in these experiments, as well as duplicating the published numerical data.
[38] It should be noted, however, that all three of these experiments utilized granular targets which lacked cohesion, such that all three took place in the gravity-dominated cratering regime: which produced the largest possible craters and densest ejecta plumes. Thus, these experiments and simulations test only one end-member of the overall model presented in this paper. In considering future experimental work, the author would strongly encourage future investigations of the transition-region and strength-dominated cratering regimes, such as those started by Holsapple and Housen [2006, 2007] , which would permit further testing and development (if needed) of this general ejecta plume model. Additionally, as suggested by Herrick et al. [2008] , investigations into numerically quantifying the effects of oblique impact on ejecta plume mass-density (as a function of azimuth around the impact site: section 2.2) would be most welcome. Finally, the topic of cratering in porous targets, not addressed in the model presented here, needs a great deal of further work, by both experimentalists [see Housen and Holsapple, 2003] and theorists/modelers [see Wünnemann et al., 2006; Collins and Wünnemann, 2007] , particularly as our exploration of the outer solar-system continues to expand and we encounter increasing numbers of small bodies upon which cratering in a highly porous environment is the dominant surface feature.
where we assume that the transient crater depth H is roughly 1/3 its diameter D: in experiments this is somewhat variable, between 1/4 and 1/3 [Schmidt and Housen, 1987; Melosh, 1989] .
[43] The above expressions yield only a transient crater size; that is, the crater's momentary diameter prior to gravitational collapse. In order to compute a final crater diameter D f from the transient crater diameter D t , the expression for small, simple craters is linear, D f = K tf D t , where K tf ≈ 1.05-1.35 [Croft, 1985; Chapman and McKinnon, 1986; Holsapple, 1993; Melosh, 1989] .
[44] In the two-and three-dimensional versions of this model, the set of tracer particles used to mark the position of the trailing-edge of the ejecta plume (also the lip of the expanding crater cavity), are ejected sequentially at time t(r), which is derived by Richardson et al. [2007] as:
A2. Particle Ejection Angles With Oblique Impact
[45] With regard to normal-incidence impacts, we adopt a simple, linearly decreasing ejection angle y n as a function of distance r from the impact site (from sections 2.4 and 2.5 of Richardson et al. [2007] ):
where the values for the starting angle y o and total drop y d are generally adjusted over the course of model iterations to match a particular laboratory experiment. As a starting point, we use the seven laboratory shots described by Cintala et al. [1999] , which in their linear, least squares fits show starting angles of y o = 52.4°± 6.1°and total angular drops of y d = 18.4°± 8.2°, using 2s errors [Richardson et al., 2007] .
[46] With regard to oblique-incidence impact, the above simple relationship is modified with an empirically based function that uses an altitude-azimuth coordinate system, where r is the particle distance from the impact site, is the particle azimuth as measured from the direction of the incoming projectile, and is the impact angle of the projectile (normal incidence occurs at = 90°):
The change in the particle ejection speeds as a result of oblique impact is determined directly from the above change to its ejection angle (equation (A10)), assuming that all of this ejection angle change is the result of an addition made to the horizontal velocity component of the particle due to momentum transfer from the impactor. The final ejection speed v f at oblique-impact incidence, as a function of the final ejection angle y f , is thus given by [Richardson et al., 2007] :
