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ABSTRACT 
Preliminary studies were conducted on the application of the TOPMODEL to the 
3.1.6 me Stillwater River watershed in the Wachusett reservoir basin. TOPMODEL is a 
physically based - semi distributed hydrological model, which simulates rainfall runoff at 
a daily or sub-daily time steps. TOPMODEL, version 95.02 was used for the modeling 
studies. This version of TOPMODEL assumes an exponential transmissivity function for 
the soil and a first order hyperbolic recession curve for the baseflow. TOPMODEL 
estimates runoff as the sum of base flow, inflltration "excess overland flow and saturation 
excess overland flow. Inflltration excess overland flow is modeled using the Green-Ampt 
model. 
TOPMODEL predicts saturated areas based on a topographic index of similarity, 
represented as In(a/tan~), where 'In' is the natural logarithm, a is the upslope area per unit 
contour length and tan~ is the slope gradient; 'a' reflects the tendency of water to 
accumulate at any point in the catchment and 'tanW reflects the tendency of gravitational 
forces to move that water downwards. Topographic index were calculated using a digital 
terrain analysis program called GRIDATB and required digital elevation information for 
the catchment as input data. 
In this study, TOPMODEL was applied on both daily and hourly time steps; thus 
requiring daily as well as hourly input data for precipitation, evapotranspiration (ET) and 
the stream discharge for the calibration of the model. Real time 15-minute precipitation 
and stream discharge data may be obtained from the United States Geological Society 
11 
(USGS). However, records of the ET data do not exist for the Stillwater River basin or 
any other nearby locations. 
Hargreave's Equation and FAO Penman-Monteith Model were tested for the 
modeling of the ET data for the Stillwater River basin. Modeled daily ET data were 
obtained from the Northeast Regional Climatic Center for the study site. For hourly 
simulation of rainfall runoff, these daily data were distributed to hourly values using a 
simple daily sinusoidal curve. 
TOPMODELis physically based, in the sense that its parameters can be obtained 
from field measurements. However, the developers (Beven, K.J. and Kirkby, M., 1979) 
of the model notes that the actual parameters may differ from the optimum parameters. In 
this study, measured/estimated parameters were used for runoff simulations. Attempts 
were made to calibrate the parameters manually using a trial and error method. Use of 
automated calibration processes such as Monte Carlo simulation or GLUE methodology 
are recommended for future studies. 
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1.0 INTRODUCTION 
Quabbin and Wachusett Reservoir watersheds provide safe drinking water to 2.2 
million people in eastern Massachusetts, the majority of who live in the metropolitan 
Boston area. Quabbin Reservoir is fed mainly by the Swift River while the main inflows 
for the Wachusett Reservoir are the Stillwater and Quinapoxet Rivers. Both the reservoirs 
are sources of high quality unfiltered water supply and are owned and operated by 
Massachusetts Water Resources Authority (MWRA) and Department of Conservation 
and Recreation (DCR), Water Supply Division, formerly known as the Metropolitan 
District Commission (MDC). 
The Surface Water Treatment Rule (SWTR) published in 1989 by the 
Environmental Protection Agency (EPA) requires filtration and disinfection treatments to 
all public water systems that use as a source water either surface water or groundwater 
under direct influence of surface water. Systems that were able to demonstrate 
compliance with the stringent source water quality criteria, meet the contact time 
requirements for disinfection, and maintain an effective watershed control program are 
exempted from filtration requirements. 
Over the past four years, University of Massachusetts, Amherst, has collected data 
and initiated modeling efforts in order to examine the influence of land use on water 
quality, and thus to better understand the effects of various watershed management 
strategies on water quality within the reservoirs. The long-term goal of the project is to 
develop watershed models that predict spatial and temporal changes in both concentration 
1-1 
and loading of various water quality parameters to the reservoirs. The initial efforts have 
focused on watersheds draining to the Wachusett Reservoir with an emphasis on natural 
organic matter (NOM). 
Natural organic matter (NOM) in the water may combine with disinfectants such 
as chlorine to form carcinogenic disinfection byproducts (DBPs) in the drinking water 
supply. NOM may also enhance bio-growth in water and contribute to color, taste, and 
odor issues. Close monitoring and control of NOM can thus ensure better source water 
quality, and hence continuation of the filtration waiver for the Wachusett source water. 
Watershed models can provide information on a11thropogenic contributions to nonpoint 
source pollution, transport pathways, travel time, and water quality parameter loading 
rates. Full-scale watershed models may help to guide both long term and day-to-day 
reservoir operations, particularly when linked with reservoir models. For example, such 
models may be used to estimate the effects of land use change, hydrologic variation, and 
best management practices on water quality. A key aspect for such models is accurate 
simulation of rainfall-runoff processes. This report focuses on implementation and 
calibration of a watershed scale hydrologic model and its subsequent application to model 
NOM levels along the Stillwater watershed. 
1.1 Study Area 
The Wachusett Reservoir is the most downstream source of water for the city of 
Boston water supply and its watershed is approximately 300 square kilometers (117 
square miles) in area. The general layout of the watersheds owned and operated by the 
1-2 
DCR division of water supply and the communities served are shown in Figure 1-1 
(Source internet: http://www.mwra.state.ma.us). The Wachusett Reservoir watershed 
includes portions of Boylston, Clinton, Holden, Hubbardston, Leominster, Paxton, 
Princeton, Rutland, Sterling, West Boylston, Westminster and Worcester counties (Figure 
1-2) . 
• 
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Figure 1-1: DCR-DWMIMWRA water supply system (Source: internet, 
http://www.mwra.state.ma.us) 
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Figure 1-2: Location ofWachusett Reservoir watershed 
The Wachusett Reservoir, located in Clinton county is approximately 15.5 square 
kilometers (6 square miles) in area and has a storage capacity of 0.24 km3 (64 billion 
gallons). Approximately 20 % of its total water volume is contributed by Stillwater River 
27% by the Quinapoxet River, 33% by Quabbin aqueduct and the remainder by several 
smaller watersheds (Takiar, 2001), Table 1-L 
Table 1-1: Volumes contributed by various watersheds to Wachusett Reservoir 
Watershed Percentage contribution 
Quabbin 33 
Quinapoxet 27 
Stillwater 20 
Waushacum 6 
DRA 6 
Malden 3 
French 2 
MaIagasco 1 
Muddy 1 
Gates 1 
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The DCR Water Supply Division protects the reservoir water quality by managing 
and controlling the activities occurring within and near the watershed areas. DCR 
manages a 120,000-acre watershed and reservoir system including the Ware River, 
Quabbin Reservoir, and Wachusett Reservoir (internet, http://www.mass.gov/envir/water/ 
waterresources ). 
As part of their management activities, the DCR collects water quantity and 
quality data within the three (Quabbin, Ware, and Wachusett) watersheds. The United 
States Geographic Survey (USGS) maintains two streamflow and rain gage monitoring 
sites within the Wachusett Reservoir watershed - at the outlet of the Stillwater and 
Qilinapoxet sub-basins. These gages have collected 15-minute streamflow data since 
April 1994 and November 1996, respectively. Both are available in real-time from the 
USGS website. In addition, the DCR has monitoring stations at major tributaries of the 
watershed, as listed in Table 1-2. The water quality parameters monitored and their 
frequency are provided in Table 1-3. 
Table 1-2 - Major tributaries of the Wachusett Reservoir watershed and location of 
monitoring sites (Source: Cameron, 2002) 
Major Tributaries DCR monitoring USGS monitoring 
site site 
Stillwater River ./ ./ 
Quinapoxet River ./ ./ 
Gates Brook ./ 
Malagasco Brook ./ 
Malden Brook ./ 
Muddy Brook ./ 
W.Boylston Brook ./ 
Boylston Brook ./ 
French Brook ./ 
Waushacum Brook ./ 
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Table 1-3: Sampling Frequency at DCR Monitoring Stations (Source: Cameron, 2002) 
Monthly 
Monthly 
Major sub basins of the watershed and both the USGS and DCR monitoring 
locations are shown in Figure 1-3. Moreover, UMass has been collecting samples at 
various locations in the Wachusett Reservoir to measure NOM concentrations since the 
year 1999, Figure 1-4. Additional studies have been conducted to monitor bacteria (Pei, 
2003). 
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Figure 1-4: UMass Sampling locations at Stillwater watershed 
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The Stillwater River watershed which has an area of about 31.6 mi2 (82 km2), 
watershed was selected as the site to develop and calibrate a watershed scale hydrologic 
model due to the following reasons: 
> Stillwater River is one of the major contributing source waters to Wachusett 
watershed. 
> A large and continuous data base of hydrologic and water quality parameters 
recorded by USGS, DCR and UMass exists for the Stillwater River watershed. 
> UMass has several NOM sampling sites along the Stillwater River stream. 
> Stillwater River watershed is medium sized, which is neither too large nor too 
small for calibration purposes. 
1.2 Land use Characteristics of the Stillwater River watershed 
Land use types for Stillwater River were analyzed using GIS data downloaded 
from the Massachusetts GIS website. Land use characteristic for all of the towns 
comprising the Stillwater River watershed were laid over the Stillwater River watershed 
boundary using ArcView GIS (Version 3.2) and the areal coverage of each land use type 
was calculated. Thirty-seven different types of land uses were established by Mass GIS . 
. Table 1-4 represents the percentages of each land use type for the Stillwater River sub 
basin. These 37 land use categories were aggregated into five general categories (as listed 
in Table 1-5). Figure 1-5 shows the schematic representation of the land use 
characteristics of the Stillwater River watershed. 
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Table 1-4 : Percentages of different land use types of Stillwater River watershed 
Land use code Description Land use percentage 
1 Crop land. 5.8 
2 Pasture 1.4 
3 Forest 73.8 
4 Wetland 0.88 
5 Mining 0.45 
6 Open land 1.78 
7 Participation, Recreation 0.38 
10 Residential, RO 0.17 
12 Residential, R2 1.77 
13 Residential, R3 9.39 
15 Commercial 0.07 
16 Industrial 0.02 
17 Urban open 0.15 
18 Transportation 0.83 
19 Waste disposal 0.05 
20 Water 1.59 
24 Powerlines 0.26 
26 Golf 0.1 
31 Urban public 0.09 
34 Cemeteries 0.02 
35 Orchard 0.95 
36 Nurserv 0.05 
II Forest 
111 Crop land 
iB Pasture 
rn Urban/de-.eloped 
BlWater 
Figure 1-5: Land use percentage of Stillwater River watershed 
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Table 1-5: Aggregated landuse categories 
Land Use Category Land Use Types Included 
Cropland Cropland; nursery; orchard 
Pasture Pasture 
Forest Forest 
Urban/Developed Mining; open land; participation recreation; spectator recreation; 
residential (all classes); commercial; industrial; urban open; 
transportation; waste disposal; powerlines; golf; urban public; 
transportation facilities; cemeteries 
Open WaterlWetiand Water; wetland 
Approximately 75 % of the Stillwater River watershed is covered with forest or 
wetland. This indicates that Stillwater River watershed is fairly undeveloped, and thus 
can be a key case study for watershed management options. 
1.3 Purpose and Scope 
The ultimate purpose of this research is to develop a NOM model based on 
topography, land use, and hydrological characteristics of the Stillwater River watershed. 
Lack of data and appropriate models severely limit even approximate estimation of NOM 
loading rates. This research can be divided into two parts: 1) calibration of a watershed 
scale rainfall-runoff II!-0del for the Stillwater basin and 2) use the runoff components to 
develop a simple CSTR model for calculating NOM levels in the streams. The first part 
of the study is given in this report. In order to calibrate and apply a hydrological model to 
the Stillwater River basin, the following tasks were completed: 
>- Perform a topographical study of the Stillwater River watershed using GIS 
derived topography data. 
>- Collect hourly hydrological data such as precipitation and runoff for the 
watershed. 
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);> Create hourly evapotranspiration (ET) data, based on available climatological 
parameters using FAO Penman - Monteith Equations and Hargreave's model. 
);> Check the validity of hourly evapotranspiration data by comparing it to the 
daily model data developed by the National Climatic Data Center (NCDC). 
);> Distribute daily ET data obtained from NCDC to hourly values. 
);> Get / estimate actual or measured values for the selected hydrological model 
(TOPMODEL) parameters. 
);> Calibrate TOPMODEL parameters for the Stillwater basin using topography, 
soil characteristics, and hydrological characteristics of the watershed. 
);> Quantify different components of stream flow, including basefow and 
overland flow. 
);> Determine the applicability of TOPMODEL in the watershed by comparing 
the modeled and observed runoff. 
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2.0 BACKGROUND AND LITERATURE REVIEW 
To simulate rainfall runoff for the Stillwater River basin, a topography based semi 
distributed model "TOPMODEL" was used. The concepts of hydrological modeling, 
·different modeling strategies adopted by various researchers, model evaluation and 
selection criteria are discussed in this chapter. The theory underlying the TOPMODEL is 
described in Section 2.2. 
2.1 Hydrological Modeling 
"Hydrology is the study of water in all its forms and from all its origins to all its 
destinations on the earth" (Bras, 1990). Hydrologic models are symbolic or mathematical 
representations of various components of the hydrologic cycle. Hydrologists have been 
developing rainfall-runoff models based on different concepts and perceptions for over 
three decades. Hydrological modeling is a powerful technique for hydrological system 
investigation both for research and for management of water resources. However, the 
complexity of hydrological measurement techniques and lack of measurements in space 
and time may limit the applicability of some commonly accepted models. 
2.1.1 Conceptual models of catchment hydrology 
A conceptual model of catchment hydrology is the summary of our perception of 
how the catchment responds to rainfall under various conditions. There are many 
conceptual examples available in literature; different processes may dominate in different 
climatic conditions and in catchments with different topography, soil, vegetation, 
geologic and land use characteristics. 
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During low flow periods, stream flow is generated by movement of water from 
the saturated subsurface zone into the stream channel. During high flow periods 
(precipitation events), a number of concepts have been used to explain stream flow 
generation. The main concepts are described below. Rainfall-runoff generation processes 
can be thought of as a combination of one or more of these components. Even within a 
particular catchment, the dominant runoff production mechanism may vary based on 
storm characteristics and antecedent conditions (Dunne, 1978). 
2.1.1.1 InfIltration excess overland flow 
Streamflow generated by overland flow is produced when precipitation rates 
~xceed infiltration rates at the ground surface. Such runoff infiltration excess overland 
flow. Infiltration excess overland flow is also known as Hortonian flow. In the original 
concept of infiltration excess overland flow, Horton (1933) assumed that during 
precipitation events streamflow was produced by overland flow generated throughout the 
entire area of a watershed. Since soils tend to be locally heterogeneous, infiltration 
capacities and thus rates of overland flow generation can exhibit high spatial variation. 
To represent this, Betson (1964) proposed that on some watersheds, infiltration excess 
overland flow is produced on only a small part of the watershed area. This concept is 
known as the "partial area-concept". Infiltration excess mechanism dominates runoff 
production in semi-arid or desert areas where soil structure is not porous enough to let the 
. water percolate easily. It may also be an important runoff generating mechanism in 
humid environments during extreme rainfall (Sturdevant-Rees et aI., 200 I). 
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2.1.1.2 Saturation excess overland flow 
Overland flow may also occur due to saturation excess. When the soil becomes 
saturated, all subsequent rainfall becomes runoff. Surface runoff on such a saturated area 
may occur not only due to rainfall but may also be due to a return flow of subsUrface 
water. Saturation occurs first on areas where either the antecedent soil moisture deficit is 
smallest or storage capacity of the soil is limited. Saturation may also easily occur on low 
permeability and low slope areas that will tend to stay wet during recession periods 
(Beven, 2000). Saturation excess, also known as the Dunne mechanism after Dunne and 
Black (1970), is common in humid and vegetated areas with shallow water tables. 
Topographic and hydro-geologic characteristics affect saturated contributing areas. 
2.1.1.3 Subsurface stormflow 
When saturation starts to build up at the base of the soil over relatively 
impermeable bedrock, water will start to flow downslope after satisfying some initial 
depression storage. Catchments with deep soil and high infIltration capacities may have 
responses dominated by subsurface stormflow (Beven, 2000). 
2.1.1.4 Variable source area concept 
The variable source area concept introduced by Hursh (1936) states that stream. 
flow during precipitation events is generated on saturated surface areas, called 'source 
areas'. These source areas are believed to occur in places where the water table rises to 
the ground surface. The rise in water table is caused by infIltration of precipitation into 
the soil and its subsequent downslope movement in the saturated subsurface zone. 
Saturated land surface areas commonly first develop near existing stream channels and 
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then expand to other areas (Figure 2-1). This concept of stream flow generation is valid in 
areas where the infiltration rates are higher than the precipitation rates. According to this 
concept, the stream flow is generated on variable source areas as a result of overland flow 
and subsurface flow. Saturation overland flow is generated if the hydraulic transmissivity 
of the subsurface soil is less and if the slopes are gentle and convergent. Saturation 
overland flow also results from direct precipitation on saturated land surface areas or 
from the return flow of subsurface water to the surface in saturated areas. Subsurface 
storm flow is generated if the near-surface soil has large saturated hydraulic conductivity 
and if the terrain is steep. 
land surface 
lnftltration 
Unsaturated 
upper soil 
zone 
Waler 
Drainago 
$a.b.Jrated 
su~urfa::e 
zone 
NOTTOSCALE 
.Macropore flow 
Evapotranspiration 
Source aroa 
Stream channel 
Overland flow 
Subsurface flow 
Total flow 
Figure 2-1: Water fluxes as represented in variable source area conceptual model 
(Wolock, 1995) 
2.1.2 Model classification 
Hydrological models are classified in different ways. The two generic classes are: 
1) deterministic or stochastic models and 2) lumped or distributed models. 
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2.1.2.1 Deterministic Vs stochastic models 
A deterministic model is one in which hydrological processes are modeled based 
on physical laws and no uncertainties in prediction due to model input or parameter 
values are determined. Deterministic models thus have no components with stochastic 
behavior, i.e. the variables are free from random variation and have no distribution in 
probability. As such, deterministic models permit only one outcome from a simulation 
with one set of inputs and parameter values. Stochastic models, while still based on 
physical laws account for uncertainty in model predictions due to uncertainty in input 
variables, boundary conditions andlor parameter values. If the output values are single 
valued at any time step, the model can be considered as deterministic; if the model output 
variables are associated with some variance, it is considered to be stochastic. Most of the 
models used in rainfall-runoff modeling are deterministic in nature. Uncertainty may be 
determined by running the model with a variety of input or parameter values, such as in a 
Monte-Carlo simulation. 
2.1.2.2 Lumped Vs distributed models 
Lumped models treat the watershed asa single unit; model parameters represent 
the average value over the catchment area. These models were originally developed to 
simulate discharge at the outlet of catchment basins. Lumped model parameters are not 
necessarily related to hydrological process description and hence they do not necessarily 
have any physical meaning. Such models are calibrated using actual discharge data. Lack 
of measured discharge data thus limits the application of lumped models. Since lumped 
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models tend to have a simple structure and are computationally efficient, development 
and application of these models is still in practice. 
Both lumped-distributed and physically based distributed models exist. Lumped 
distributed models divide a large watershed into sub units; each unit is then modeled 
using a lumped modeL Physically based distributed models divide the entire catchment 
into small elements or grid squares. Parameter values are specified for each element; 
model output is derived from equations describing the physical laws governing rainfall-
runoff production, applied to each element. Physically based distributed models are 
typically run for a limited number of characteristic flow regimes, or on an event basis, 
using high resolution spatially distributed data. As computing power has increased, 
running p~ysically based distributed models in continuous mode has become feasible. In 
general, distributed models allow the description of spatial variability in watershed 
characteristics and rainfall at a resolution depending on model capability and 
configuration in addition to the available resolution of input data. Distributed models can 
be considered as lumped conceptual models at the element scale (Beven, 1989). 
2.1.2.3 Semi distributed model 
Semi distributed models lie in-between physically based distributed models and 
lumped-distributed models. These types of models do not make calculations for every 
point in the catchment, but for a distribution function of characteristics. Semi distributed 
models are based on distribution functions derived from: 
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}- A purely statistical description of conceptual stores without considering the 
physical characteristics that control the distribution of responses. This 
approach does not require any formal definition of similarity for different 
points in the catchment such as the probability density Model (PDM) of 
Moore and Clark (1981). 
}- GIS derived hydrological response units (HRUs) as such as the variable 
infiltration capacity (VIC) model 
}- Simplified physical reasoning leading to a distribution of an index of 
hydrological similarity such as TOPMODEL of Beven and Kirkby (1979). 
2.1.3 Model alternatives 
Some of the available models used to predict hydrological response of a 
catchment are described below including lumped, semi-distributed, and distributed 
models. Advances in computational techniques and increasing availability of spatial data 
enabled accurate representation of watershed characteristics when determining runoff 
response to rainfall input. With the advent of Digital Elevation Model (DEM) data and 
Geographic Info=ation System (GIS) software, distributed hydrologic modeling is 
becoming more and more feasible. Wide varieties of recent distributed hydrological 
models have the capability of accepting input data generated by GIS modules. Such 
models are amongst those described below. 
2.1.3.1 ESMA models 
Explicit soil moisture accounting (ESMA) models (Dawdy and O'Donnell, 1965) 
are classified as lumped conceptual models. These models vary in the number of storage 
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elements used, and in the number and type of parameters required. ESMA model 
parameters are effective catchment scale parameters calibrated by comparing observed 
and predicted discharges. The Stanford Watershed model developed by Crawford and 
Ray Linsely at Stanford University was one of the frrst and the most successful ESMA 
models (Beven, 2000). The model has up to 35 parameters and it still exists with the 
addition of water quality components in the form of the United States (US) 
Environmental Protection Agency's (EPA) Hydrological Simulation Program-
FORTRAN (HSPF) (Beven, 2000). ESMA models can be quite acceptable both in 
modeling discharges and in soil moisture defrcit provided adequate data are available to 
calibrate the parameters (Liang et al., 1996). 
The Variable Infiltration Capacity (VIC) model also known as Xinanjiang (Zhao 
and Liu, 1995) or Arno (Todini, 1996) model is another example of an ESMA type 
model. The idea for this class of models was originated in China in the 1970's and later 
adapted for a flood forecasting system for the Arno River in Italy by Todini (1996). The 
VIC model is based on the assumption that infIltration capacity is distributed in space 
according to a power law distribution. The model calculates actual evapotranspiration 
using the Penman - Monteith equation considering wet and dry canopies as well as 
storage in upper and lower soils. Applications of the VIC model to the Mississippi basin 
(Liston et al., 1994), Arkansas Red River basin (Abdullah et al., 1996), and Weser River 
(Lohmann et al., 1998b) are amongst those have been reported. 
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2.1.3.2 SHE model 
The SHE (Systeme Hydrologique Europeen) model is a fully distributed grid-
element based model. The development of SHE was started in 1977 as a joint project 
between Institute of Hydrology in UK, The Danish Hydraulics Institute and SOGREAH 
(Societe Grenobloise d'Etudes et d'Applications Hydrauliques) consultants in France; but 
now it has been developed separately. An early description of the model can be found in 
Beven et al. (1980). SHE has been developed as a fully modular system comprised of six 
components for mathematical description of the hydrological cycle. The six components 
are: a one-dimensional interception and evapotranspiration model; a two-dimensional 
overland flow model; a one-dimensional unsaturated zone flow model; a two-dimensional 
saturated flow model; a one dimensional snowmelt model and a two dimensional 
irrigation model. Each hillslope grid element has a specified surface elevation and 
appropriate model components. The grid elements are linked by surface runoff and 
groundwater components. The model can predict infiltration excess runoff, saturation 
excess runoff, groundwater flow, and subsurface contribution to the hydrograph. 
Application of SHE model requires thousands of effective parameter values at the grid 
element scale. An explanation of the modeling philosophy was provided by Abbot et al 
(1986a, b). Summaries of various applications of SHE are given in Refsgaard and Storm 
(1995), Abbot and Refsgaard (1996), Bathrust et al. (1995) and Bathrust and Cooley 
(1996). 
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2.1.3.3 Modular Modeling System - Precipitation Runoff Modeling System 
(MMS/PRMS) 
MMS began as a cooperative research effort between the U.S. Geological Survey 
(USGS) and the University of Colorado's Center for Advanced Decision Support for 
Water and Environmental Systems (CADSWES). "MMS is an integrated system of 
computer software that has been developed to provide the research and operational 
framework needed to support the development, testing and evaluation of physical-process 
algorithms and to facilitate the integration of user-selected sets of algorithms into an 
operational model" (Leavesly, 2002). MMS is a flexible framework consisting of pre~ 
and post-process components that may be readily coupled with a variety of physical 
process models. The pre-process component includes tools to prepare, analyze, and input 
spatial and temporal data through the use of GIS tools; they have the ability to 
accomplish the following tasks 
~ Delineate and characterize the watershed subbasin areas. 
~ Estimate selected model parameters using Digital Elevation Model (DEM) 
data and the digital databases of physical features such as soil, vegetation, and 
geology. 
~ Generate an MMS input parameter file from the above estimates. 
The databases that store the. input data serve as the interface between pre-process 
and model modules. The tools in the model component build the model by selectively 
linking process modules from the module library. The post-processing component 
contains analytical and graphical tools as well as user developed special tools to analyze 
2-10 
model results. Two of the currently available post-processing capabilities are parameter 
optimization and sensitivity analysis. A GIS interface provides an animation tool to 
display spatially distributed model results and to enable visualization of variation in the 
simulated state variables during the model run (Leavesely et aI., 1996). 
Precipitation Runoff Modeling System (PRMS) provides a library of modules to 
model various hydrological phenomena such as excess precipitation accounting, 
infiltration, and snowmelt. By using MMS, these modules can be linked together in 
different ways, modified, and linked with other modules developed independently of 
PRMS. PRMS has been applied to a variety of watersheds since its development in mid 
1980's (ASCE task committee, 1999). 
2.1.3.4 The Watershed Modeling System (WMS) 
WMS is a graphically based, comprehensive hydrological modeling environment 
that has been developed to take advantage of the watershed data produced and stored in 
GIS. It was originally developed by Environmental Modeling Research Laboratory 
(EMRL) of Brigham Young University. WMS is capable of creating, reading, and writing 
GIS data layers using shape file format. WMS is a unique model which can be used 
stand-alone and also as an interface for several different models (ASCE task committee, 
1999). The WMS interface can directly access data from both the ARCIINFO and 
GRASS (Geographic Resource Analysis Support System) GIS systems. WMS is capable 
of automated basin delineation, geometric parameter calculations, cross-section 
extraction from the terrain data and GIS overlay computations such as curve number 
(CN), rainfall depth, roughness coefficients etc. WMS version 7 supports hydrologic 
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modeling with traditional hydrological models such as HEC-l, and TR-55 and TR-20. 
(internet, http://www.ems-i.comlWMS). HEC-l is a flood hydrograph model developed 
by Hydrologic Engineering Center (HEC) of U.S. Army Corps of Engineers. Technical 
Release 55 (TR-55) presents simplified procedures to calculate storm runoff volume, 
peak rate of discharge, hydrographs, and storage volumes based on National Resources 
Conservation Center (NRCS), formerly known as Soil Conservation Services (SCS) 
curve number (internet, http://www.hydrocad.netltr-55.htm). The Technical release (TR-
20) is a physically-based event model that calculates peak discharges, their times of 
occurrence, water surface elevations, and duration of flows and discharge hydro graphs. 
The programs TR-20 and TR-55 were originally developed by the hydrology branch of 
the NRCS in cooperation with the Hydrology Laboratory, Agricultural Research Service 
(ARS) (internet, http://www.scisoftware.com/products/wms_tr-20). 
2.1.3.5 Hydrologic model CASC2D 
CASC2D (CASCaded 2 Dimensional) is a physically based, distributed parameter 
hydrological model was developed at the Colorado State University. The research was 
funded by U.S. Army Research Office (ARO) and U.S. Army Corps of Engineers 
Waterways Experiment Station (USACEWES) in 1989 (Julien et ai., 1995). The original 
version of CASC2D has been significantly enhanced under funding from ARO and the 
U.S. Army Corps of Engineers Waterways Experiment Station (USACEWES). CASC2D 
was selected by USACEWES as its premier two-dimensional surface water hydrologic 
model, and is one of the surface-water hydrologic models supported by WMS. Major 
components of this model include continuous soil-moisture accounting, rainfall 
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2.1.3.6 A Semi distributed model- TOPMODEL 
TOPMODEL is a physically based, variable source area hydrological model that 
bases its distribution function on topography. TOPMODEL simulates the variable source 
area concept of stream flow generation. The model, developed by Beven and Kirkby 
(1979) recognizes topography as an important factor in determining stream flow response 
of the catchment area to precipitation. TOPMODEL represents catchment topography by 
means of a topographic index, in(altanfJ), where a is the area draining through a grid 
square per unit length of contour and tao~ is the average outflow gradient from the 
square. TOPMODEL is not considered as a single model structure; rather, it is a set of 
conceptual tools that can be used to simulate hydrological processes in a relatively simple 
way (Ambroise et a1.1996). The user is free to select the prevailing runoff generation 
mechanism in their watershed. An overview of the TOPMODEL applications in various 
locations may be found in Beven et al.(1984); Hornberger et al. (1985); Beven (1986); 
Wood et ai. (1988); Robson et ai. (1992); Quinn and Beven (1993). 
Different versions of TOPMODEL have been developed based on the level of 
spatial complexity and the specific processes represented in each version (Wolock, 1995). 
Some versions of TOPMODEL have snowmelt and snow-accumulation algorithms 
(W olock et a1.1989). Some processes such as evapotranspiration may be represented in 
different ways in different versions of the model. Detailed description of the model is 
given later in the chapter. Digital Elevation Model (DEM) data of the catchment 
topography, catchment average hourly rainfall, and hourly evapotranspiration are the 
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input data required by the model. The model simulates continuous hourly runoff from the 
whole catchment. 
2.1.4 Model evaluation and model selection 
The above models were evaluated in terms of their applicability for simulation of 
discharge at the outlet of Stillwater River basin. As a first step, all lumped conceptual 
models were ruled out due to their inefficiency in considering the spatially varied nature 
of the watershed topography and rainfall input. Hortonian only models were also not 
considered since infiltration excess stormflow generation was not anticipated to be the 
major runoff generation mechanism in the Stillwater River basin. At the time of this 
project, the following distributed data sets were lacking for the Stillwater basin: spatially 
distributed precipitation and evapotranspiration data, spatially distributed soil moisture 
status, vertical soil transmissivity, and spatially varied saturated hydraulic conductivity 
values. Hence, a semi distributed model offering the simplicity of a lumped conceptual 
model yet additional precision based on spatial variation in available data sets was 
determined to be ideal for modeling purposes. Considering all of these factors, the semi 
distributed, GIS based TOPMODEL was chosen to simulate rainfall runoff in the 
Stillwater River basin. Key TOPMODEL characteristics are listed below. 
>- TOPMODEL offers the flexibility of selecting the applicable rainfall runoff 
generation mechanisms. 
>- It is simple to use and, mathematically efficient. 
>- Variation in watershed topography and topographic influence on runoff 
generation are taken into consideration. 
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}- TOPMODEL is readily available and free of cost. 
}- TOPMODEL has been applied successfully in many watersheds for over 
twenty-five years. 
}- The model is parametrically efficient and hence relatively easy to calibrate. 
}- The model is physically based and requires few field measurements. 
}- In TOPMODEL, runoff can be compartmentalized into overland flow and sub 
surface flow, ideal for its subsequent application for organic carbon modeling. 
}- TOPMODEL allows the calculations to be mapped back into the catchment. 
However, it is not expected that the predictions are correct in space. 
}- TOPMODEL is semi distributed and generally the calculations are made for 
20 to 30 increments of topographic index. 
2.2 TOPMODEL - Background Theory 
TOPMODEL is a physically based semi distributed rainfall-runoff model based 
on an analysis of catchment topography. The model simulates both saturation and 
infiltration excess surface runoff processes and subsurface storm flow using the variable 
source area concept of stream flow generation. The model was first developed by Beven 
and Kirkby in 1979 and has subsequently evolved to accommodate advancing rainfall 
runoff generation theories. TOPMODEL consists of a set of conceptual tools used to 
simulate hydrological processes occurring in a watershed, based on the dynamics of 
surface and subsurface contributing areas. "TOPMODEL represents an attempt to 
combine the computational and parametric efficiency of a distribution function approach 
2-16 
with the topographic elevation of each pixel stored in a matrix node. The location of each 
point in the matrix is implicit from the row and column number within the matrix 
provided the boundary coordinates are known. Triangular irregular networks (TINs), 
which store the X-Y location as well as elevation of the points at irregularly spaced 
nodes. In TIN structures, a continuous surface is generated from interconnected triangles 
with known elevation values at the vertices of the triangles. Lastly, contour based storage 
structures which store vector data along contour lines. 
Square grid DEMs are simple, easy to process, and computationally efficient. 
Disadvantages of these types of data include grid size dependency of landscape 
parameters and inability to adjust the grid size to changes in the size of landscape 
characteristics. TINs overcome these disadvantages to some extent, but computation of 
the landscape attributes from them is more complex. Contour-based structures provide 
better outlines of the landscape features than grid structures and are well suited to define 
streamlines and stream tubes of surface runoff. However, representation of one-
dimensional contour-based features requires considerably more data than by grid DEMs.· 
In TOPMODEL the contributing area is predicted by the topography-soil index as 
In( afT otan~). If the spatial variability of transmissivity of the subsurface soil (To) is 
neglected, the index is called topographic index and is represented as in In( aftan~) where 
'In' is the natural logarithm, a is the upslope area per unit contour length and tan ~ is the 
slope gradient; 'a' reflects the tendency of water to accumulate at any point in the 
catchment and 'tanW, as an approximate hydraulic gradient, reflects the tendency of 
gravitational forces to move that water down wards (Quinn et al.,1991). Application of 
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TOPMODEL requires computation of the topographic index distribution for the basin 
based on topographic data such as DEM. This index is considered an index of 
hydrological similarity, since every point with the same index value will have the same 
predicted response for equivalent local inputs. Calculations are made for a number of 
discrete increments (usually 20 or 30) of the index. 
As noted earlier, in TOPMODEL, it is assumed that the spatial distribution of the 
index approximates the spatial distribution of the depth to water table or storage deficit. 
The local values of storage deficit identify contributing areas at each time step. Points 
with higher index values will be wetter and may be saturated more frequently compared 
to other points in the catchment. 
2.2.1.1 Topographic index calculations 
In early applications of TOPMODEL, the In (a/tan~) was calculated manually 
using contour data (Quinn et ai., 1995). The advent ofDEM has allowed this procedure 
automated and simple. TOPMODEL has been applied using DEMs with grid sizes 
between 1 and 50 m. A grid size of around 100 m is considered to be too large for 
calculating the In(a/tan~) index, since finer grid resolution is needed to adequately depict 
the topographical form of individual hill slopes (Quinn et ai., 1995). 
For a Grid DEM, the upslope area, 'A' is the area contributing to each pixel and 
may be estimated as the product of the number of upstream pixels draining through the 
pixel of interest and the grid pixel area. The specific catchment area, 'a', is estimated as 
NL, where, L is the effective contour length. 
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Single flow direction algorithm (O'Callaghan and Mark, 1984) and Multiple flow 
direction algorithm (Quinn et al., 1991) are two commonly employed methods for Digital 
Terrain Analysis (DTA). 
The single flow direction algorithm is the earliest and simplest method for 
apportioning flow direction and is also known as steepest descent method. In this method, 
flow direction is assigned from each pixel to one of its eight neighbors, either adjacent or 
diagonal, in the direction with the steepest slope. This method is also known as the D8 
method, since eight possible flow directions have to be .checked to determine the 
direction of steepest descent. In single flow direction algorithms, contour length is 
assumed to be equal to the grid square length while the slope angle (tan/3) is the greatest 
slope angle for any downslope direction. The disadvantage of the D8 method is in 
constraining the flow into only one of the possible eight directions, separated by 45°. 
Most surface flow pathway analyses using gridded elevation data in the past have 
assigned a single flow direction based on the local direction of greatest slope (e.g. Band, 
1986; Morris and Heerdegen, 1988). Conventional wisdom suggests that the single flow 
direction method can be accurately applied with 50 m or finer grid scales. For coarser 
grid scales, this method may give rise to local inaccuracies (Quinn et ai, 1991). 
Quinn et al. (1991) developed a multiple flow direction algorithm to calculate 
accumulated contributing areas across adjacent pixels. This method allows multiple flow 
directions, cardinal, and diagonal, from a single grid cell by fractionally allocating flow 
to each lower neighbor in proportion to the slope between the grid elements. All eight 
directions would be utilized for a local internal peak in the catchment. 
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Figure 2-2 shows the flow - apportioning algorithm for an example Digital 
Terrain Model (DTM) of 1 unit. The postulated contour length depends on the flow 
direction. Flow lengths along the cardinal direction (Ll) and the diagonal direction (L2) 
are given a weighting of 0.5 and 0.354 respectively. The fraction of the area draining 
through each grid element to each downslope direction is also assumed to be proportional 
to the gradient of the flow path. By this assumption, the steeper gradients will have more 
of the accumulated area. All the contributing downslope cells are summed up to produce 
a series of weighted flow proportions. The current accumulated area in each cell is then 
passed to its neighbors using these calculated proportions (Quinn et al., 1995). 
A subsection of the DIM 
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Figure 2-2: Flow partitioning using the multiple flow direction algorithm (Quinn et a!., 
1991) 
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The method used to calculate the topographic index in multiple flow directions as 
described in Quinn et al (1991) is illustrated in Figure 2.2. The amount of flow passed 
onto the ith downhill cell, AAi is deduced from Equation (2.1) 
LlAi = A tan f3iLi 
n 
Equation 2.1 
I (tan fiLJ) 
1=1 
where 
A the total upslope area accumulated in the current cell. 
tan tangent function 
. ~i gradient calculated as difference in elevation divided by the distance 
between the elevation values in the ith downhill direction 
Li contour length of the ith direction either Cardinal (Ll) or Diagonal (L2) 
Lj downslope flow length of the jth neighbor 
n =8 
If a variable 'c' is defined as Equation (2.2), 
C= A 
n I (tan /3JLJ) 
j=i Equation 2.2 
then, the amount of flow received by each downhill cell, LlAi, can be re-written as 
Equation (2.3). 
LlAi = C tan f3iLi Equation 2.3 
The representative local slope angle, tan jJ, for the current cell may be calculated as the 
weighted average of all the downhill slope angles as shown in Equation 2.4. 
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tanfJ = t (tan/hLi) 
i·1 ~ L.,Li 
jel 
Equation 2.4 
The topographic index, In( a/tan~) for the current cell is the total area draining across a 
contour length equal to the sum of all downhill contour lengths divided by the weighted 
average tanfJ value. 
a 
A Equation 2.5 
n L Li 
j=I 
Combining Equations 2.4 and 2.5 the index _a_can be represented as in Equation 2.6. 
tanfJ 
a A C Equation 2.6 
tanfJ n Ltan/hLi 
j=1 
And: 
In( ra: fJ ) = In( C) Equation 2.7 
The distribution of index values calculated from the single flow direction 
algorithm may be different from those calculated using the multiple flow direction 
algoritlnn. The mUltiple flow direction method is more realistic and suitable in predicting 
contributing area on a hill slope portion of the catclnnent (Quinn et ai., 1991). On valley 
bottoms, the cumulative area tends to braid hack and forth as per this algorithm, thus the 
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single flow direction method may give rise to sharper flow channels once the flow has 
entered a pennanent drainage system (Quinn et at., 1995). 
2.2.L2 Model structure 
The model structure reflects the topographic characteristics together with 
infiltration rates, overland and channel flow velocities and soil characteristics. The model 
is develop'ed based on a sub-basin model shown in Figure 2-3. 
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Figure 2-3: Schematic representation of TOPMODEL structure (Source: Beven and 
Kirkby, 1979). 
As shown in Figure 2-3 the model has following components: 
}- A variable contributing area component related to sub surface soil water 
storage. Rain falling on the contributing area, Ao will immediately become 
overland flow. 
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}- A surface interception and depression store, S\, with maximum value SD, 
which must be filled before infiltration can take place from it. Evaporation 
takes place from this store at the estimated potential rate until it is empty. 
}- A near surface infiltration store S2; constant leakage io is assumed from this 
store to the sub surface store, S3. If the rainfall rate exceeds infiltration rate; 
excess rainfall is considered to reach the outlet by a surface route (infiltration 
excess overland flow). Under extreme conditions, if the maximum value of 
near surface storage is exceeded, excess water is assumed to reach the outlet 
by a surface route; this overland flow is termed as saturation excess overland 
flow. Further loss from the infiltration store occurs at a decreased rate from 
the infiltration store. 
}- A non-linear subsurface saturated soil water store, which provides the delayed 
(base) flow, Qb. The model assumes a simple exponential store for this. 
TOPMODEL is premised upon the following basic assumptions (Beven, 1997): 
}- The dynamics of the saturated zone can be approximated by successive steady 
state representations of the saturated zone on an area 'a' draining to a point on 
a hillslope. 
}- The hydraulic gradient of the saturated zone can be approximated by local 
surface topographic slope, tan~, where ~ is the local slope angle. This is 
equivalent to assuming that the water table is essentially parallel to the surface 
and thus the effective hydraulic gradient is equal to local surface slope. In this 
assumption the tangent function is used rather than sine function since it is 
2-25 
plan (projection in a horizontal plane) distance velocity that is required when 
all storages are expressed in tenus of depths per unit plan (projection in a 
horizontal plane) area. 
}- Distribution of down slope transmissivity with depth (T) is an exponential 
function of storage deficit or depth to the water table. This can be 
mathematically represented by Equation (2.8). 
( -Di) T = To exp -;;:; Equation 2.8 
where 
To lateral (horizontal) transmissivity when the soil is just saturated 
Di local storage deficit at any point i 
m model parameter controlling rate of decline of transmissivity in the soil 
profile 
Under these assumptions, at any point i on a hillslope, the down slope saturated 
subsurface flow rate per unit contour length, qi. may be described by the following 
equation: 
qi = To tanj3exp( - ~) Equation 2.9 
where 
Di local storage deficit per unit area (depth to water table) at any point i 
tan~ elevation change per unit distance 
The down slope saturated subsurface flow rate may also be defined as: 
qi= R a· , Equation 2.10 
where 
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R spatially homogeneous recharge rate entering the water table 
ai catchment area draining to the point i 
This relation holds if it is assumed that at any time, quasi-steady state flow exists 
throughout the soiL If dry out is long, then only over short time frames does the quasi-
steady state condition exists. Hence TOPMODEL has limited application for watersheds 
having long dry out periods. 
By combining Equations (2-.9) and (2-10) a relation between the local water table 
depth and the In (altan)3) index can be derived: 
D; = -mln[ To:' ,8J Equation 2.11 
An expression for mean storage deficit (D) can be obtained by integrating Equation 
(2.11) over entire area of the catchment that contributes to the water table. If the recharge 
rate, R, is assumed to be a constant, InR may be eliminated from the expression and the 
relation between mean water table depth and the local water table depth can be obtained 
as follows: 
Di = D+m[r- ln(To t:,8i) J Equation 2.12 
where 
D mean water table depth 
Di local water table depth at point i 
y average topographic index for the entire catchment area (A) as 
represented by Equation (2.13) 
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y= ~Lln(To~P) Equation 2.13 
2.2.2 Model outputs 
TOPMODEL predicts saturation excess overland flow, infiltration excess 
overland flow, base flow, as well as total runoff based on the topographic index 
distribution of the catchment as obtained from the Digital Terrain Analysis program. 
2.2.2.1 Saturation excess overland flow 
TOPMODEL predicts that any rain falling .upon the saturated source area will 
reach the stream by a surface or subsurface route. Local moisture deficit at each pixel in 
the watershed at every time step is calculated to determine the location and extent of the 
saturated land surfaces. Local soil moisture values are updated by modifying the local 
depth to water table to include capillary fringe effects, evapotranspiration through the 
root zone and recharge through the unsaturated zone. A pixel in the watershed area is 
considered fully saturated if the local deficit at the point 'i' (DD is less than or equal to 
zero. Saturation excess overland flow is calculated by multiplying the fraction of land 
surface area that is saturated at any given time by the precipitation intensity at that time. 
Pixels having higher In( altan13) (higher upslope draining area and lower slope) values 
have a greater potential for development of saturation. The model can predict very 
different contributing areas for the same areal average precipitation amount depending on 
catchment characteristics, storm rainfall distribution, and antecedent conditions 
(Hornberger et al., 1985). 
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2.2.2.2 Base flow 
Base flow decreases naturally during dry periods. The decrease in base flow under 
the condition of no recharge is typically called the recession curve. For many catchments, 
the recession curve could be fitted by very simple functions of time t. The two commonly 
observed functions are exponential and second order hyperbolic (Amborise et aI, 1996). 
The exponential function, which is typical of little incised streams draining to thick 
aquifers, is represented by Equation (2-14). The second order hyperbolic function, typical 
of shallow aquifers that are well drained by the stream, may be represented by Equation 
(2-15). 
Qb = Qo exp (-tlto) 
Qb = Qo (tltO)"2 
Equation 2.14 
Equation 2.15 
The scaling time, to is related to the specified reference discharge Qo. In the 
original form of TOPMODEL, exponential profile transmissivity assumptions (along 
with the other assumptions); give rise to a simulated baseflow recession curve that is a 
first order hyperbolic function of time as represented by Equation (2-16) (Amborise et aI, 
1996). 
Qb = Qo (tlto)"! 
In terms of storage deficit, this is equivalent to 
Qb=Qoexp(-D/m) 
where 
Qb subsurface (base) flow 
Equation 2.16 
Equation 2.17 
Qo subsurface flow when there is no vertical recharge 
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D mean storage deficit over the catchment area 
m model parameter controlling rate of decline in soil transmissivity 
If it is assumed that the effective hydraulic gradients for the subsurface flow do not 
change with time, Qo can be derived as equal to Equation (2.18): 
Qo=Ae-r Equation 2.18 
where 
A catchment area 
y mean value of the topographic index over the catchment area as 
defmed in Equation 2.13 
2.2.2.3 Unsaturated zone fluxes 
For TOPMODEL applications, the unsaturated zone is divided into two stores: 
» A store including interception storage and the root zone (RZ), for which actual 
evapotranspiration is calculated. 
» A drainage store (UZ), which controls recharge to the saturated zone. 
Figure 2-4 schematically represents the prediction of saturated zone, SZ (where 
depth to water table, D=O) as well as the unsaturated zone fluxes for each of the i 
topographic index class. The shaded area in the figure represents the soil moisture. Figure 
2-4 (b) is the representation of an individual topographic index class and the soil 
transmissivity (T) profile. 
The symbols used in Figure 2-4 are listed below: 
D total depth to bed rock 
Di depth to water table for the topographic index class i 
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T average soil transmissivity 
To soil transmissivity when the soil is just saturated 
Dbar average depth to water table 
RZ root zone 
UZ drainage store (unsaturated zone) 
SZ saturated zone 
Q total runoff 
(0) 
o 
To l -" 
o 
Figure 2-4: Schematic diagram of prediction of saturated area using increments of 
topographic index distribution (Beven, 2000) 
The model further makes the following assumptions for calculating unsaturated 
zone fluxes: 
}- The root zone store for each topographic index value is depleted only by 
evapotranspiration. 
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}- Water is added to the unsaturated zone drainage store only after the root zone 
reaches field capacity. 
}- The drainage from the unsaturated zone to saturated zone is vertical. 
The vertical drainage flux, qv, can be calculated for each topographic index class 
(Beven and Wood, 1983). At any point i, vertical drainage flux qvi can be calculated from 
Equation 2.19 
Suz 
qvi= Di*TD 
Suz storage in the unsaturated zone [L 1 
Di local saturated zone deficit [L 1 
Equation 2.19 
TD mean residence time for vertical flow per unit of deficit [TL·1] 
qvi vertical drainage flux at any point 'i' [LT"l]. 
The flux of water entering the water table at any time at point "i" is qvi. To account for 
the catchment average water balance, all local recharges are summed up. Total recharge 
to the water table (Qv) at a given time step, t: 
N 
Q'v = Lq:iAi 
j""l Equation 2.20 
where 
N number of topographic index classes and Ai is the area associated with 
the topographic index class i. 
2.2.3 TOPMODEL parameters 
TOPMODEL predicts the difference between average and local water table depths 
as a function of topographic index, transmissivity (To) and the rate of decline in 
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transmissivity (m). Table 2-1, at end of this section, lists calibrated values of parameters 
m and To as found in the literature. Parameter values along with the corresponding mean 
topographic index ('A) as well as the grid spacing ofDTM (ill() are also given in the table. 
The parameter m is a soil depth parameter representing how quickly discharge 
falls off with depth. Values of the parameter m can be estimated from a rainless winter 
recession period when the effects of the evapotranspiration and snowmelt are minimum. 
Solution of Equation 2.17 for a pure recession, in which the recharge is assumed 
negligible, shows that the discharge has a first order hyperbolic relationship with time as 
represented in Equation 2.16 (Beven, 2000). 
1 I t 
-=-+-
Qb Qo m 
Equation 2.21 
If an exponential transmissivity assumption is applicable for the catchment, a plot of IIQb 
against time should plot as a straight line with slope 11m and intercept IIQo. Figure 2-5 
shows an ideal baseflow recession curve and IIQb transform. 
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Figure 2-5: Derivation of an estimate of parameter m using recession curve 
analysis under exponential transmissivity profile assumption (Beven, 2000) 
The parameter To is very important for model calibration. TOPMODEL has failed 
to correctly simulate discharges during long recession periods due to incorrect 
assumption related to the soil transmissivity profile (Ambrose, et al., 1996). Lack of 
proper data severely limits the inclusion of spatial variability of soil transmissivity in 
TOPMODEL studies. Most of the studies have developed a catchment average value of 
transmissivity through calibration. The calibrated average transmissivity parameter is 
often larger than measured average transmissivity values. Beven, 1997 gives the 
following the reasons for this observation: 
~ The parameter To used in TOPMODEL is the transmissivity when the soil is 
just saturated. However, transmissivity measurements are done over finite 
depths and for vertical flow. For soils in which the downslope transmissivity 
decreases rapidly with depth to water table, the appropriate value might thus 
be higher than the measured value. 
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> Studies (Beven and Binely, 1992) have shown that using the actual TO values 
in Darcian finite element simulations would mean that it takes an 
unrealistically long time for a reasonably long slope to drain following a storm 
input. A higher calibrated value for transmissivity results in more realistic 
recessIOn curves. 
> For catchments with downslope preferential flow pathways, down slope 
transmissivity values may be very high. 
> Calibrated transmissivities may reflect the effective wave speeds in the 
catchment more than the mean velocities of the flow. In near saturated soils, 
wave speeds may be much faster than the Darcian velocities, resulting in 
higher calibrated transmissivity values. 
> In the combined Soil-Topographic index, In (alTo tan ~), a high To value can 
compensate for any over estimation in the effective a value. 
Lateral conductivity of the soil, KD, at any storage deficit D, is given by Equation 
KD = (Qo/m) exp (-Dim) Equation 2.22 
where 
Qo is the discharge per unit width at saturation on unit slope gradient. 
At the soil surface, assuming saturation (or D = 0) conditions, the soil conductivity 
parameter, XKo can be represented as Equation 2.23: 
XKo = Qo/m Equation 2.23 
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The parameters, Qo and XKo are the initialization parameters. The parameter XKo 
decreases exponentially with depth. 
Parameter T D represents the mean residence time for vertical flow per unit storage 
deficit. The constant DtT D, as expressed in the denominator of Equation 2-19, increases 
as the depth to the water table increases. Beven (2000) notes that there is no physical 
justification for this functional form. However, it allows longer residence times and 
slower drainage rates for lower values of the topographic index, where the predicted 
depth to water table (Di) is higher. Studies have shown that modeling results are not very 
sensitive to this parameter (Beven, 2000). This parameter is used to calculate the vertical 
recharge to the water table. 
Losses due to evapotranspiration are accounted for in TOPMODEL predictions 
with the help of two parameters. TOPMODEL calculates actual evapotranspiration, Ea, 
from potential evapotranspiration, Epo using root zone moisture storage parameters Srz and 
Sr max· Evapotranspiration occurs at its full potential rate from the unsaturated zone and 
from saturated areas. Once this gravity drainage store is exhausted, evapotranspiration is 
assumed to continue at a lower rate, termed actual evapotranspiration, from the root zone 
store: 
S", Ea=Ep -'-
Srmru< 
where 
Srz the root zone storage [L] 
Sf max maximum available root zone storage [L]. 
2-36 
Equation 2.24 
Sr max can be estimated approximately using the Equation (2-25) if some effective root 
zone depth, Zrz, is assumed. 
Scma, =Z" (8 f, -Bw p ) 
where 
Zrz depth of root zone 
efe moisture content at field capacity 
ewp moisture content at wilting point 
Equation 2.25 
Beven (2000) notes that an effective value of Sr max might be greater than that suggested 
by Equation (2.25) due to capillary rise of water into the root zone under dry conditions. 
Surface and subsurface runoff production at each time step is uniformly 
distributed over a number of time steps controlled by a specified maximum channel flow 
distance and a constant channel wave velocity. In the original TOPMODEL formulation 
(Beven and Kirkby, 1979) a simple overland flow routing routine was included based on 
topography and a constant overland flow velocity (V). Time taken to reach the sub basin 
outlet (t) from any point 'i' within the contributing area is given by Equation 2.26: 
N X. 
t= I.V~j3i 
i=l 
Equation 2.26 
where, 
Xi length of ith flow path segment having the slope tan J3i 
N number of segments between the point and the outlet 
V overland flow velocity 
The effect of the channel network becomes important for basins larger than 10 
km2, since the travel time through it becomes as long as for infiltration phase (Beven and 
2-37 
Table 2-1: Review of parameters m and TO for Different TOPMODEL applications 
Catchment Area km2 DTMl0<,m A m To(m2/h) Reference 
Gardsjon GI, Sweden 0.0063 4 4.1 0.077 - Seibert et aI., 1997 
Siapton Wood, UK 1 10 7.87 0.004-0.24 0.Q1-30 Fisher and Beven, 1996 
Corbassieri, Switzerland 1.84 10 7.4 0.031 0.64 lorgulescu and Jordan, 1994 
Imnavit Creek, Alaska 2.1 20 6.74 0.003 6 Ostendorf, 1996 
Hafren, Wales 3.4 40 6.8 0.013-0.018 3-40 Robson et al.,1992 
Sleeper's River, W3, VT, USA 3.9 30-90 6.46-8.41 0.04-0.06 0.0009-0.0038 Wolock and McCabe, 1994 
Lehstenbach, Germany 4.2 10 8.29 0-0.01 0-2.0 Ostendorf and Mandershied, 1997 
White Oak Run, VA. USA 4 * 4.32 0.0104 0.0012 Beven and wood, 1983 
White Oak Run, VA, USA 4 30 6.04-6.08 0.02700 0.0007-0.0012 Wolock and McCabe, 1994 
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Kirkton, Balquhidder,UK 6.84 100 7.78 0.018 0.97 Robson et aI., 1993 
Mahatango Creek WE38,USA 7.2 30 4.03 0.016 0.76 Troch et aI., 1993 
Wye, UK 10.4 40 7.6 0.0093 8.27 Quinn and Beven, 1993 
Wye, UK 10.4 10-100 4.0-9.8 0.0093 0.223-27.11 Quinn et aI., 1995 
Real Collobrier, France 70 60 7.31 0.017 .1764 Obled et aI., 1994 
Davidson, NC, USA 104 * 6.48 0.0344 0.404 Beven and Wood, 1983 
North Fork Rivanna, VA, USA 446 * 7.64 0.0092 11.74 Beven and Wood, 1983 
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3.0 TOPMODEL: MODEL AVAILABILITY AND INPUT DATA 
3.1 Model Availability 
As previously noted, TOPMODEL is a semi distributed rainfall runoff model 
based on a distribution function representing hydrological similarity. Many versions of 
TOPMODEL have evolved since its first introduction in 1979. Wolock (1995) classifies 
these versions into two categories based on the level of complexity and selection of 
specific processes. The USGS version of TOPMODEL has a snowmelt module, which 
accounts for the snowmelt effects on runoff generation. Several demonstration versions 
of the model for different operating systems are available free of charge at internet 
http://www.es.lancs.ac.uklhfdgltopmodel.html. These include: 
>- TOPMODEL for Windows 
>- TOPMODEL for DOS 
>- TOPMODEL source codes in FORTRAN 77 
TOPMODEL software comes with another program to calculate the topographic 
index from DTM data, called GRIDATB. DTM analysis is also available for windows 
and DOS operating systems. Available source codes for the TOPMODEL include: 
>- Single catchment version with! without infiltration excess calculations. 
>- Multiple sub catchment versions with/without infiltration excess calculations. 
>- Single subcatchment version with interactive parameter calibration. 
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The TOPMODEL program thus allows single or mUltiple sub catchment 
calculations with or without manual parameter updating. Due to data limitations, the 
single subcatchment version that requires single average rainfall and potential 
evapotranspiration inputs was used for this study. In this program discharges are routed to 
the catchment outlet using a linear routing algorithm with a constant main channel and 
internal subcatchment routing velocities. The program requires In (a/tan~) distributions 
for the catchment. This may be calculated using the GRIDATB program which requires 
raster elevation data as input. It is recommended (Beven, 2000) that these data be of 50 m 
or better resolution. 
For this study, the DOS version the TOPMODEL, TOPMODC 9502, a single 
subcatchment version with infiltration excess and saturation excess runoff calculations 
was used. The effects of snowmelt on runoff were avoided by calibrating and simulating 
the model only during summer and fall periods, as the snowmelt module was not readily 
available. Tables 3-1 and 3-2 below summarizes key aspects of the modeling assumptions 
used for this study. 
Table 3-1: Key processes of TOPMODEL and the list of corresponding parameters 
Process Parameter Description Included in 
this Project 
Evapotranspiration S", initial value for root zone deficit yes 
Srmax the root zone available water capacitv 
Saturation excess m parameter controlling rate of decline of yes 
runoff transmissivitv 
To Transmissivity of the soil at saturation i 
Infiltration excess XKo Surface hydraulic conductivity yes I 
runoff HF wetting front suction 
DTH Water content change 
Snowmelt TCUT Temperature cut off for snowpack no 
accumUlation 
---- -------
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3.2 Data for TOPMODEL 
The success of a hydrological model heavily depends on the availability of data 
for calibration. The basic data required to run the DTM analysis program in order to 
determine topographic index distribution is a DEM for the catchment. TOPMODEL also 
requires rainfall and evapotranspiration data as basic input. Discharge data is required to 
validate the model. Use and availability of each of these input parameters are described in 
the following sessions. 
3.2.1 Digital Elevation Model Data 
DEM data can be visualized by means of GIS and evaluated with specialized 
numerical algorithms such as the GRIDATB program provided by Prof. Keith 
TOPMODEL website (internet, http://www.es.lancs.ac.uklhfdgltopmodel.html); DEM 
data is a viable alternative to traditional field surveys and manual evaluation of 
topographic maps. Landscape features such as slope, aspect, flow length, contributing 
areas, drainage divides, and channel network can be rapidly and reliably determined from 
DEMs. 
Digital elevation models are generally produced from stereo-photo pairs, stereo-
satellite images, or interpolation of digitized elevation data. The most widely produced 
DEM structures are square-grid DEMs and contour digital line graphs (DLGs). Two 
important aspects in the selection of DEM data for hydrologic modeling are quality and 
resolution. Quality refers to the accuracy of the elevation data and resolution refers to the 
horizontal grid spacing and vertical elevation increment. DEM selection for a particular 
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application is generally driven by data availability, judgment, experience, and 
application. 
DEM data are classified into one of the three levels of quality. Level 1 
classification is generally reserved for data derived from national high - altitude 
photography program scans, national aerial photography program scans, or equivalent 
photography. A vertical Root Mean Square Error (RMSE) of 7 meters is the targeted 
accuracy standard, and a RMSE of 15 meters is the maximum pennitted (ASCE task 
committee, 1999). Levell DEM produced by the USGS has a horizontal resolution of 30 
m and vertical resolution (most subtle elevation difference represented on data) of 1m. 
Level 2 classification is for elevation data sets that have been processed or 
smoothed for consistency and edited to remove identifiable systematic errors and they are 
produced from existing map contour data. A RMSE of the one half of the original map 
contour interval is the maximum permitted (ASCE task committee, 1999). The USGS 
Level 2 data has a horizontal resolution of 30 m and vertical resolution of 1 foot. 
DEM data used for this study was obtained from the USGS National Elevation 
Dataset (NED) website (internet, http://seamless.usgs.gov). The .USGS NED was 
developed by merging the highest-resolution, best-quality elevation data available across 
the United States into a seamless raster format. NED is the result of USGS effort to 
provide 1:24,000-scale DEM (I-arc second or 7.5 minute resolution, approximately equal 
to a grid spacing of 30 m by 30 m) data for the conterminous US. The Seamless Data 
Distribution System offers seamless data for a user-defmed area, in a variety of formats. 
The data use a geographic coordinate reference system based on the North American 
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Datum 1983 (NAD83) horizontal datum and North American Vertical Datum 1988 
(NA VD88). Geographic coordiante system is a reference system using latitude and 
longitude to define locations of points. USGS 30 by 30 meters DEM data used to develop 
NED are level 1 or level 2 in terms of quality. 
Massachusetts Geographic Information System (MassGIS), created in late 1980's, 
IS the state agency that collects, stores and disseminates geographic data for 
Commonwealth of Massachusetts. MassGIS maintains a huge database of physical and 
geographic features' of. the state. Geographic data such as streams, roads, and landuse 
were obtained from Massachusetts Geographic Information Systems (Mass GIS), 
Commonwealth of Massachusetts Executive Office of Environmental affairs (internet, 
http://www.ma.us/mgis) and were registered in Massachusetts State Plane coordinate 
system, Mainland zone. The state plane coordinate system uses the Universal Transverse 
Mercator (UTM) projection for DEM data and Lambert Conformal Conic projection to 
represent geographic features. Lambert projection portrays shape more accurately than 
area. 
The GIS applications used in this research to process DEM and other geographic 
data were ArcView 3.2 and ArcMap. ArcMap is an ArcView 8.1 application that supports 
map making and analysis. In ArcView 3.2, the DEM data were re-projected to spatially 
align with the MassGIS data. ArcMap supports on-the fly projection; data in different 
projections and units are automatically displayed correctly provided enough information 
about the current layer's coordinate system is available. 
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recording rain gauges such as tipping bucket; if the tips start to occur too rapidly the 
bucket starts to bounce. 
Ground based radar rainfall measurement techniques have led to the availability 
of more routinely recorded data that reflects spatial and temporal variation more 
accurately. Much of Europe and of the United States are now routinely monitored by 
radars. There are 158 operational NEXRAD (Next generation radar) systems deployed 
throughout the United States and at selected overseas locations. NEXRAD is a joint effort 
of the United States Departments of Commerce (DOC), Defense (DOD), and 
Transportation (DOT). Th~ controlling agencies are the National Weather Service 
(NWS), Air Weather Service (AWS), and Federal Aviation Administration (FAA), 
respecti vel y (internet, http://www.ncdc.noaa. g<w loalradar/radar resources.htrnl). 
Ground based radars send electromagnetic pulses at a low angle into the 
atmosphere. A detector measures the intensity (reflectivity measured in decibels) of the 
return signal, which is strongly dependent on the intensity of the precipitation in the path 
of the radar beam at different distances from the measuring site. A calibration function 
then allows the intensity of rainfall at each distance to be estimated. There are some 
limitations to this process: 1) Radar does not measure the rainfall at ground level but at 
some distance above the ground, 2) the signal returns far from the source may be 
significantly attenuated by rainfall nearer to the source, thus the pattern of the signals 
may be corrected for this attenuation effect and, 3) calibration of the radar depends on the 
rainfall intensity as well as precipitation characteristics such as drop size distribution and 
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River stage and discharge values have been affected by backwater from beaver dams 
since approximately August 1, 2003. The USGS attempts to correct the discharge values 
during backwater conditions by making periodic discharge measurements and adjusting 
the stage-discharge relation to the measured discharge. However, backwater conditions 
may increase or decrease between discharge measurements. Rapid drops in stage and 
discharge may occur when beaver dams are removed. During periods of backwater the 
adjusted discharge values may be in error by 50 percent or more. Discharge records for 
periods of backwater are considered poor. For all other times, discharge records are 
considered fair (internet, http://nwis.waterdata.usgs.gov/ma). Fifteen minute real time 
data (daily value is equivalent to that for a 24 hour period starting from l2.00am 
midnight) are available from the USGS web site for a period of 31 days. Historical data 
are available upon request. 
DCR monitors nutrient cone at the Stillwater USGS location biweekly when they 
collect water samples. Details are given in Tablel-3. The nearest site to Stillwater River, 
where hourly rain data as well as all other weather and radiation data required for 
estimating hourly ET are available is the Worcester Regional Airport (ORR) in 
Worcester County, MA. This sampling location is owned and operated by National 
Oceanic and Atmospheric Administration (NOAA), National Climatic Data Center 
(NCDC). The location and other details of ORR and Stillwater sampling sites are given 
in Table 3-2. 
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Table 3-2: Real time data collection locations for the Stillwater basin 
Station Name Operated by Coop ID Latitude LonQitude Data availability 
Worcester NOAA 15-minute precipitation Regional National 42°16'N 71° 43' W 
data as well as hourly 
Airport (ORH), Climatic Data 199923 radiation and weather (Worcester Center related data were County) obtained. 
15-minute discharge 
USGS data is obtained. 15-
Stillwater minute precipitation data is available. River, Sterling 01094220 42° 24' 39" N 71° 47' 30" W (Worcester 
County) 
Nutrients data DCR 
available. 
3.2.2.1.1 Comparison of daily rainfall volume between Stillwater rain gauge and the 
-L , 
Worcester rain gauge 
--- Majo( b"'$ins 
stillwater 
Figure 3-1: Relative locations of Stillwater River outlet monitoring station and ORR 
weather station 
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Table 3-3: Comparison of daily precipitation for Stillwater and Worcester sites for the 
year 2001 
Monthly Total Rainfall, mm i 
USGS Stillwater NOAA NCDC Worcester Difference, mm I 
Regional Airport, ORH (ORH-Stillwater) 
January 38.61 42.93 4.32 
• February 58.42 59.436 1.016 I 
March 163.32 190.246 26.926 I 
April 16.51 33.782 17.272 
May 50.29 54.864 4.574 
June 154.18 148.082 -6.098 I 
J~ 43.69 56.896 13.206 
August 55.37 100.584 45.214 
September 88.39 110.24 21.85 I 
October 16.26 18.29 2.03 
November 30.48 27.94 -2.54 
December 69.09 70.36 1.27 
TOTAl 784.61 913.64 129.03 
3.2.3 Discharge data 
TOPMODEL does not require discharge data for model predictions. However, 
availability of discharge data is important for calibration and validation of the model. As 
noted above, fifteen-minute discharge data for the Stillwater River is recorded by the 
USGS and can be obtained by request. Fifteen minute real time discharge data obtained 
from USGS was formatted to hourly discharge data and was used for the model 
calibration. 
3.2.4 Evapotranspiration (ET) data 
Hourly ET data is one of the two major input data required for TOPMODEL 
simulations. Evapotranspiration is the main cause (more than 90 % of the total 
precipitation) of the water loss in arid-semi arid catchments. In Northeastern United 
States about 40 % of the average annual rainfall is lost due to ET (Hanson, 1991). Hence, 
for longer periods of rainfall-runoff simulation, evapotranspiration estimates are 
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necessary. The easiest method for estimating ET is by converting evaporation data to ET 
using some coefficients. Evaporation can be directly measured from pan evaporation 
(using class A-Evaporation pans-stainless steel pans having 47.5 inches of diameter and 
10 inches of depth) and lysimeter (a canister containing 'natural' soil, installed at ground 
level) techniques. Evaporation from an open water surface (E) is usually estimated from 
the pan evaporation (Ep) as: 
E=KE p Equation 3.1 
where 
K pan coefficient. 
Similar expressions are also used in practice to estimate potential 
evapotranspiration from pan data. NCDC of U.S. Weather Bureau has only limited 
number of evaporation pans in the north east of United States. Pan evaporation is often a 
poor indicator of ET due in part to pan boundary effects and limited heat storage. 
Evaporation is not being continuously monitored at the Stillwater River watershed or 
nearby locations. Hence, we have to rely on models to simulate a continuous data set. The 
ET process has been studied in detail and various methods were tested for its applicability 
in the study area. A detailed description of the selection and evaluation of ET models are 
presented in Chapter 4.0. 
3.2.5 STATSGO Soil Data 
The U.S. Department of Agriculture'S Natural Resources Conservation Services 
(NRCS) leads the National Cooperative Soil Survey (NCSS) and is responsible for 
collecting, storing, maintaining, and distributing soil survey information for privately 
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owned lands in the United States. Soils data for the Stillwater basin has been retrieved 
from the NRCS State Soil Geographic (STATSGO) data Base. The STATSGO data base 
was designed for regional, multi state, river basin, state, and multi county resource 
planning management and monitoring. STATSGO data are not detailed enough to make 
representations at a county leveL Stillwater River Soil maps for Lyman, Wood bridge and 
Windsor counties are shown in figures 3-3 to 3-6. Figure 3-3 shows minimum and 
maximum values for the range in depth to water table. The average depth to water table 
for the basin is 5.5 inches. Average depth to bed rock is 22 inches. Soil permeability 
ranges from 0.6 to 6 inches per hour. 
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Figure 3-3: Minimum and Maximum values for range in depth to water table expressed in 
feet, for the Stillwater River basin. 
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Figure 3-4: Minimum and Maximum values for range in depth to bed rock, expressed in 
inches for Stillwater River basin 
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Figure 3-5: Minimum and Maximum values for the range in permeability rate for the soil 
layer in Stillwater River basin expressed in incheslhour 
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3.3 Summary of Input data 
Fifteen minute precipitation data was obtained for Stillwater River as well as 
Worcester Regional Airport. Hourly Precipitation and climate data (temperature, cloud 
cover, daylight hours etc.) for Worcester are available since January, 1946 from 
NOAAfNCDC. The USGS. has continuous database of precipitation and temperature 
records for the Stillwater location since April, 1994. Since ET data can be 
obtained/modeled only for the Worcester location (due to atmospheric data availability 
limitations), Stillwater precipitation data were used for model calibration in daily time 
steps. Fifteen minute discharge data was obtained for Stillwater location from USGS. Soil 
parameters were calculated using the STATSGO soil data for the Stillwater basin. Table 
3-4 provides the summary of all input data required for TOPMODEL calibration. It also 
provides the temporal resolution of existing data as well as that required by the model. 
Table 3-5 shows the output data and its temporal resolution obtainable by TOPMODEL. 
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Table 3-4: Summary of input data for TOPMODEL 
TOPMODEL Source Period Location Temporal Temporal 
required data of data Resolution Resolution for 
available required for the data set 
TOPMODEL 
NOAA Worcester National 1946 - Regional hourly Climatic hourly 
Data present Airport, 
Center. MA Precipitation 
Still water 
USGS 1994- River near hourly IS-minute present Sterling, 
MA 
Still water 
Discharge USGS 1994 - River near hourly IS-minute present Sterling, 
MA 
aerial average 
United Stillwater of soil States 
watershed, permeability Soil data Department Present Sterling, NA and 
of MA transmissivity, Agriculture root zone 
depth 
2000, Worcester NRCS Regional Evapotranspiration 
model 2001, Airport, hourly daily 2002 MA 
Table 3-5: Summary ofTOPMODEL Out put data 
TOPMODEL output data Temporal resolution 
obtainable by the model 
Overland flow daily/sub-daily 
Base flow dailv/sub-dailv 
Total runoff daily/sub-daily 
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4.0 EVAPOTRANSPIRATION 
4.1 Hydrologic cycle and Evapotranspiration 
Movement of water between the atmosphere, land surface, subsurface soil, and 
ground water is called the hydrologic cycle. The hydrologic cycle (Figure 4-1) starts with 
water evaporating from the ocean to the atmosphere. This water vapor condenses and reaches 
the ground as precipitation in the form of rain, snow, sleet, or hail. Precipitation may be 
intercepted before reaching the surface or stored in small surface depressions or lakes. 
Precipitation reaching the land surface either infiltrates into the soil or flows over the land as 
surface runoff. The six major processes of the hydrologic cycle are thus: condensation, 
precipitation, evaporation, transpiration, infiltration, and run-off. 
Figure 4-1: Hydrologic Cycle (Source: internet, http://royal.okanagan.bc.calmpidwirnlwater 
resources/hydrocycle.html) 
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The combination of evaporation and transpiration processes is termed 
evapotranspiration (ET). ET is a critical link between the earth's snrface and atmosphere and 
it is thus very important to the hydrologic system. Evapotranspiration is highly variable both 
spatially and temporally and hence very difficult to measnre. Methods for quantifying 
evapotranspiration are discussed in this chapter. An overview of the evapotranspiration 
models and the methods evaluated for the Stillwater River basin are presented in this chapter. 
4.1.1 Evapotranspiration (ET) Process 
Evapotranspiration refers to all the processes by which water is changed from its 
liquid to vapor phase. The term ET includes evaporation from water bodies, soils, and 
vegetative surfaces. Water loss from an open body of water is termed as evaporation and that 
from vegetative surface is lmown as transpiration. Solar radiation provides the energy 
required for this phase change. When water vapor pressnre at the evaporating surface is 
greater than that of the surrounding atmosphere, water vapor is released into the air. This 
process continues until the vapor pressnres at the two surfaces are in equilibrium. 
Evapotranspiration rates are normally expressed in millimeters or inches per unit time. 
4.1.2 Rates of Evapotranspiration 
Evapotranspiration rates are often estimated as potential evapotranspiration (PET) or 
reference crop evapotranspiration (ETo). Potential evapotranspiration is the rate at which 
Evapotranspiration would occnr under the following conditions: 
~ The evaporating surface is fully covered with growing vegetation 
~ Vegetation has access to an unlimited supply of water 
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~ Negligible energy is stored in the vegetation/soil 
~ Net input energy flux associated with inflows and outflows of water (water-
advected energy) is negligible 
~ Energy transported by horizontal airflow to or from the air above the 
evapotranspiring region (air-advected energy) is also negligible 
Reference crop evapotranspiration is the rate of evapotranspiration from an idealized 
grass crop with a fixed crop height of 0.12 m, an albedo of 0.23, and a surface resistance of 
69.0 s mol (Maidment, 1993). 
If an unlimited supply of water in the root zone is assumed, potential transpiration 
would be a function of climate and plant physiology. Actual transpiration, under water 
limiting conditions, depends on the ability of the plant to extract moisture from partially 
saturated soil with limited ability to transmit water. 
4.2 Evapotranspiration and Rainfall- Runoff modeling 
Quantitative estimation of evapotranspiration is very important in understanding the 
hydrologic cycle. About 62 percent of the precipitation received by the earth is 
evapotranspired; 97 percent of this total evapotranspiration occurs from land surfaces while 
the rest occurs from open-water surfaces (Dingman, 1993). IIi the conterminous U.S ET 
averages about 67 percent of the average annual precipitation and ranges from 40 percent of 
the precipitation in the Northwest and Northeast to about 100 percent of the precipitation in 
the Southwest (Hanson, 1991). Hence, modeling rainfall-runoff requires accurate estimation 
of evapotranspiration occurring over shorter (sub-day) intervals. 
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4.3 Evapotranspiration models: An overview 
The rate of evaporation depends on climatological parameters such as wind speed, 
solar radiation, temperature, and humidity of the air. Evaporation from the soil surface is a 
function of the degree of shading by the crop canopy, the amount of water available to the 
plants and the crop characteristics. Some of the ET models such as Thornthwaite's method, 
Penman Method, Penman-Monteith method and the FAO modified Penman-Monteith 
method are described in this section. The FAO modified Penman- Monteith model simulates 
ET for hourly time steps, which is the temporal resolution of ET data required for 
TOPMODEL application in hourly time steps. Methods and fo=ulas presented below may 
be found in most standard hydrology text books. 
4.3.1 Thornthwaite's Method 
One of the most widely used ET model is that of Thornthwaite, developed in 1948. 
This method calculates the monthly potential evapotranspiration rate based on mean monthly 
temperature (Ti) using Equation 4.1. The notations used here follow that of DeGaetano et al., 
1994. 
ETPi = l.f~iJ Equation 4.1 
where 
ETPi the potential evapotranspiration in centimeters 
a is given by Equation 4.2. 
a=6.74xl0-7(I3) 7.71xl0'" (12) + 1.79x 10.2 (1)+0.49 Equation 4.2 
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The heat index, I, can be calculated from the mean monthly temperature, Ti, using Equation 
4.3. 
1= I(Ti)1.514 
,.1 5 
Equation 4.3 
Thomthwaite's method uses mean temperature as a surrogate to net radiation. This method 
leads to significant errors if used over periods shorter than a month (DeGaetano et at, 1994). 
4.3.2 Hargreave's Equation 
Hargreave's equation to calculate reference crop evapotranspiration (ETo) is 
empirical in nature and is based on temperature and radiation data. ETo is given by Equation 
4.4. 
ETo = O.0023SoOr(T + 17.8) Equation 4.4 
where 
ETo reference crop evapotranspiration (mm1day) 
OT (Tmax-Tmin)O.5; Tmax and Tmin are daily maximum and minimum 
temperatures (0C) 
T average daily temperature (0C) 
So water equivalent of extraterrestrial radiation (mmlday) given by Equation 
(4.5) 
So = 15.392d,(u)'sin ¢sino + cos¢ coso sin w,) Equation 4.5 
where 
¢ latitude ofthe site in radians 
dr relative distance between sun and earth on any Julian day J, given by 
Equation 4.6 
Ols sunset hour angle given by Equation 4.7 
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b solar declination in radians given by Equation 4.8 
d, = (1 + 0.033CO{::S J)) 
0), = arccos(- tantjJtanS) 
S = OA093Sin( 27! J -lA05) 365 
433 Penman Method 
Equation 4.6 
Equation 4.7 
Equation 4.8 
The Penman method calculates evaporation rates for daily intervals usmg more 
meteorological input data such as sunshine, temperature, humidity, and wind speed. 
Penman's equation (penman, 1948) for estimating daily evaporation from open water is 
represented in Equation 4.9. 
E=(Mn+fEa) 
(Mr) . Equation 4.9 
where 
E the daily evaporation from open water surface 
/:, the slope of the saturation vapor pressure curve at the mean air 
temperature 
Rn estimate of net radiation 
y the psychrometric constant. 
The parameter Ea depends on saturation vapor pressure eg, actual vapor pressure ea, and the 
mean wind speed, u. Ea can be mathematically estimated using Equation 4.10. 
Ea = 0.35(e, -e.)(1+u x 10-2 ) Equation 4.10 
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4.3.4 Penman - Monteith Method 
Monteith introduced a physically based model to estimate evapotranspiration in 
1963's by combining the Penman and Monteith methods. The Penman-Monteith model was 
developed to estimate evapotranspiration from crop surfaces by introducing resistance factors 
such as aerodynamic resistance and surface resistance. Evapotranspiration, as given by the 
Penman-Monteith model is represented in Equation (4.11). The notations and typical values 
used here follow that of Allen et aI, 1998 
es-ea !::..(Rn-G)+Pa CP - r a 
2ET= [J 
!::..+ r 1+ ~: 
where 
A 
ET 
Rn 
G 
( es-ea) 
pa 
cp 
!::.. 
y 
rs 
ra 
latent heat of vaporization 
rate of water loss from the crop surface 
the net radiation 
the soil heat flux 
the vapor pressure deficit of the air 
the mean air density at constant pressure 
the specific heat of air 
the slope ofthe saturation vapor pressure curve 
psychrometric constant 
surface resistance 
aerodYnamic resistance 
Equation 4.11 
Resistance offered to the water vapor flow during evapotranspiration can be classified 
as surface resistance and/or aerodynamic resistance. The aerodynamic resistance term, ra 
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represents the friction from air flowing over the vegetative surface and can be 
mathematically represented by Equations 4.12 through 4.15. 
In[Zm -d]ln[Zh -d] 
zorn Zoh 
ra = 2 k U z 
Equation 4.12 
where 
ra aerodynamic resistance [s m-)] 
2m height of wind measurements [m] 
d zero plane displacement height [m] 
Zorn roughness length governing momentum transfer [m] 
Zoh roughness length governing transfer of heat and vapor [m] 
k Von Karman's constant, 0.41 
Uz wind speed at height Z [m s-)] 
In addition d, Zorn and Zoh are related to crop height, h and can be approximately calculated as 
below. 
d = 2/3 h 
Zom =0.123 h 
Zoh = 0.1 zorn 
Equation 4.13 
Equation 4.14 
Equation 4.15 
The surface resistance parameter, rs describes the 'bulk' resistance from stomata 
openings, total leaf area, and the soil surface and can be mathematically represented by 
Equation 4.16. 
r, 
r = 
S LAIactive 
where 
fs the bulk surface resistance [sm- i ] 
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Equation 4.16 
rl the bulk stomatal resistance of the well-illuminated leaf [sm-l]. 
The parameter LAIae'ive represents the sunlit leaf area index which is the leaf area per unit 
area of the soil below it. Values of 3-4 are most common for mature crops. Generally, LAI 
active is assumed to be equal to 0.4* LAI, and for clipped grass, LAI is approximately equal to 
24 *h, where h is the crop height. Bulk stomatal resistance, rI, is the average resistance of an 
individual leaf and is influenced by climate and water availability. Under well watered 
conditions, a single leaf would have a stomatal resistance value of about 100 s m-l. 
4.4 FAO Penman - Monteith Model 
The Food and Agricultural Organization (FAO) modified the Peuman-Monteith 
method by combining the original Penman-Monteith equation (Equation 4.11) and the 
resistance Equations (Equation 4.12 through 4.16) for a hypothetical reference crop. This 
reference crop was assumed to have a crop height of 0.12 m and a surface resistance of 70 m-
1 and an albedo of 0.23. Aerodyoamic resistance of this crop is approximately equal to 
208/U2, where Uz is the wind speed in m S·l at 2 m above the ground surface. By substituting 
the values for ra and rs in Equation 4.11, the FAO Penman Monteith model for daily time step 
can be derived as represented by Equation 4.17 The notations and typical values used in this 
section follow that of Allen et al, 1998. 
900 0.408Ll.(R,-G)+ r U2(es-ea) 
ETo=T+273 
Ll. + r(1 + 0.34U2) Equation 4.17 
where 
ETo reference crop evapotranspiration [mm day'l] 
Rn the net radiation [MJ m-2 day'l] 
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G the soil heat flux [MJ m-2 day-I] 
the vapor pressure deficit of the air [kPa] ( es-ea) 
/:,. 
y 
the slope of the saturation vapor pressure curve [kPa°C-I] 
psychrometric constant [kPa°C-I] 
Calculation of ETo based on this method requires site location (latitude, longitude, and 
elevation from sea level), climatological records of solar radiation, air temperature, humidity, 
and wind speed as input data. 
For areas experiencing substantial changes in wind speed, or cloudiness during the 
. day, hourly ETo estimation is generally better than daily estimates. For most applications, the 
FAO Penman-Monteith equation with 24-hour mean weather data produces accurate results 
(Allen et aI, 1998). The FAO Penman - Monteith method is considered as the standard 
method for estimating reference crop evapotranspiration from climatological data (Allen et 
aI, 1998). 
FAO Penman- Monteith equation for hourly time step is given in Equation 4.18. 
Hourly weather data is required for accurate, hourly distribution of daily ET estimates. Based 
on the Penman - Monteith Equation, ET follows the radiation curve. The basic radiation 
concepts used in the ET estimation are discussed in Section 4.4. A detailed description of the 
other components ofFAO Penman-Monteith equation is given in Section 4.5. 
37 0.408Ll.(Rn - G) + u2(e,(Thr) - eo) 
ETc = Thr + 273 
Ll. + r(1 + O.34u2) Equation 4.18 
where 
ETo reference evapotranspiration [mm hour-I] 
Rn net radiation at the grass surface [MJ m-2 hour- l ] 
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G soil heat flux density [MJ m-2 hour- l ] 
T mean hourly air temperature [0C] 
y psychrometric constant [kPa °Cl ] 
;';. slope of saturation vapor pressure curve at T(hr) [kPa °C- l ] 
e, (T hr) saturation vapor pressure at air temperature T(hr) [kPa] 
ea average hourly actual vapor pressure [kPa] 
U2 average hourly wind speed at 2m above surface [m S-l] 
Equations 4.17 and 4.18 differ only in temporal resolution of dependent variables 
such as temperature, wind speed, net radiation, actual pressure, and saturation vapor pressure . 
. For Equation 4.17, e, is computed as the mean between the saturation vapor pressure at the 
daily maximum and minimum air temperature; whereas e, (T hr) in Equation 4.18 is the 
saturation vapor pressure calculated for that hour. The relation between air temperature and 
saturation vapor pressure is shown in Equation 4.36 in Section 4.5.2. 
4.5 Radiation Concepts in ET Calculation 
Basic types of radiation data required to estimate the ET are discussed in this section. 
The outlet of Stillwater River is located at the latitude of 42°24'39" N and longitude of 
71°47'30" W with an elevation of 400 feet above the sea leveL The nearest station recording 
hourly climatological data including temperature, cloud cover, and wind speed is the 
Worcester Regional Airport located at latitude 42°16' N and longitude 71°43' W with an 
elevation of 985 (300.5 m) feet above the sea leveL Real time hourly shortwave radiation, R" 
is not available for either this location or any other regional locations. Equations and typical 
values used in this section follow that of Allen et ai., 1998. 
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4.5.1 Extraterrestrial Radiation (Ra) 
The radiation striking the atmosphere of the earth perpendicular to the sun's rays is 
called extraterrestrial radiation (Ra). As season changes, the position of the sun, length of the 
day and hence, Ra change. Ra varies hourly and daily, but remains the same from year to year 
since it is a function of latitude and date and time of the day only. Ra can be calculated for 
hourly period using the Equation 4.19 
Ra = 12(60) G&,[(w2 -OJI)sintqJ)sin(5)+costqJ)costqJ)(sin02)-sin0JI»]Equation 4,19 
7J: 
where 
Ra extraterrestrial radiation in the hour [MJm,2hour,l] 
Gsc solar constant = 0.0820 MJm,2min,I 
dr inverse relative distance Earth-Sun 
o solar declination [rad] 
<p latitude of the location [rad] 
(01 solar time angle at the beginning of period [rad] 
(02 solar time angle at end of period [rad] 
The solar time angles at the beginning and end of the period are given by Equations 4.20 and 
4.21. 
7J: * tl 
WI =w-T4 
7J: * t OJ = OJ + __ 1 
2 24 
where 
tl the length of the calculation period [hour] and 
Equation 4.20 
Equation 4.21 
(0 the solar time angle at midpoint of hourly or shorter period, given by 
Equation 4.22. 
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71: 
(j) = -let + 0.06667(Lz- Lm) + Sc) -12] 
12 
where 
Equation 4.22 
t the standard clock time at the midpoint of the period [hour]. 
Lz the longitude of the centre of the local time zone. For example, Lz is equal 
to 75, 90, 105, and 1200 for the Eastern, Central, Rocky Mountain and 
Pacific time zones respectively. 
Lm the longitude of the measurement location. 
Sc the seasonal correction for the solar time [hour] is given by Equation 4.23 
Sc= 0.145sin(2b) - 0.1245cos(b) - 0.025 sin(b) Equation 4.23 
where 
b solar time angle, can be calculated for any Julian day, j, as: 
b= 271:(j-81) 
365 
Equation 4.24 
4.5.2 Solar or Shortwave Radiation (R,) 
Not all of the extraterrestrial radiation reaches the earth's surface. As the radiation 
enters the atmosphere, it is scattered, reflected, and absorbed by the atmospheric particles. 
The amount of radiation reaching a horizontal plane at the earth's surface is known as the 
solar.or shortwave radiation R,. For a cloudless day, R, is roughly 75% of the extraterrestrial 
radiation. As the day becomes more and more cloudy, the fraction of extraterrestrial radiation 
reaching the horizontal plane decreases. With extremely dense cloud cover, about 25% of the 
extraterrestrial radiation makes its way towards the earth's surface (Allen, et aI, 1998). Solar 
radiation is also referred to as global radiation, since it is the sum of direct shortwave 
radiation from the sun and diffuse sky radiation from all upward angles. 
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If the measured value for the solar radiation, Rs, is not available, it can be estimated 
from extraterrestrial radiation using the Angstrom formula as shown in Equation 4-25. 
n 
Rs={a, +b, N}Ra 
where 
Rs solar or shot wave radiation [MJ m-2day-l] 
n actual duration of sunshine 
N maximum possible duration of sun shine. 
R. extraterrestrial radiation [MJ m-2day-l] 
Equation 4.25 
as, bs constants related to the fraction of extraterrestrial radiation reaching the 
earth 
If extraterrestrial and solar radiation data are available for a location for a particular 
time period, calibration can be carried out to find out optimum values for as and bs. Where no 
solar radiation data are available, and no calibration has been carried out for improved as and 
bsparameters, the values as =·0.25, and bs = 0.50 are recommended (Allen, et al, 1998). In the 
case of hourly estimation of Rs, the ratio nIN can be considered equivalent to the sky 
conditions (cloud cover) at that hour. 
4.5.3 Clear Sky Solar Radiation (Rso) 
The clear sky radiation, Rso, is the solar radiation reaching the earth surface on a 
cloudless day. When calibrated values for as and bs are available, it can be calculated using 
Equation 4.26. 
R,o =(a, +b,)Ra Equation 4.26 
When calibrated values of as and bs are not available, Rso is estimated as: 
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Rso = (0.75 + 2 *10-4 z) Ra 
where 
Rso the clear sky radiation [MJm·Zday"l 
z the station elevation above sea level[ m 1 
4.5.4 Net Radiation (Rn) 
Equation 4.27 
The net radiation, Rn, is the difference between incoming short wave (Rns) radiation 
and outgoing long wave (Rnl) radiation (Equation 4.28). Net radiation represents the total 
energy absorbed, reflected, and emitted by the earth's surface. Rn is normally positive during 
the daytime and negative during the night time. 
Rn =Rns -Rnl Equation 4.28 
Net short wave radiation, Rns is the fraction of the solar radiation, Rs that is not reflected from 
the surface having an albedo, u. 
R =(I-a)*R ns , Equation 4.29 
Albedo is the fraction of the solar radiation reflected by the surface. It varies with the type 
and slope of the surface. For fresh snow it can be as high as 0.95 and for wet bare soil it can 
be as small as 0.05 (Allen et ai, 1998). Vegetation cover is assumed to have an albedo of 
0.20-0.25. For green grass reference crop, the albedo is assumed to have a value of 0.23. A 
forest albedo of 0.16 (Maidment, 1993) was assumed for the Stillwater catchment. 
A fraction of solar radiation absorbed by the earth is emitted as radiative energy with 
wavelengths longer than those from the SUll. The emitted long wave radiation is absorbed by 
the atmosphere or is lost into space. The long wave radiation received by the atmosphere 
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causes an increase in temperature and it radiates energy of its own. Part of this radiated 
energy is returned to the earth surface as long wave radiation. The difference between 
outgoing and incoming long wave radiation is called the net long wave radiation, Rnl. For 
hourly time steps, Rnl is estimated using average hourly temperature, Th" using Equation 
4.30. 
Rnl = (j*Thr'(0.34-0.l4~~1.35 :0 -0.35} Equation 4.30 
where 
Rn 
Rns 
Rnl 
(J 
Thr 
ea 
R,/Rso 
net shortwave Radiation at the surface [MJ m-2 hour-I] 
net shortwave Radiation at the surface [MJ m-2 hour-I] 
net long wave Radiation at the surface [MJ m-2 hour-I] 
Stefan-Boltzman constant [2.043 10-10 MJm-2 hour-I] 
average hourly temperature [OK] 
average hourly actual vapor pressure 
relative shortwave radiation 
For daily time periods, Thr is replaced with (Tmax+Tmin)/2; where, Tmax is the daily maximum 
temperature and T min is the daily minimum temperature. 
Figure 4-2 shows the distribution of hourly net long wave radiation and net shortwave 
radiation as estimated using Equation 4.29 and 4.30 for an arbitrarily selected time period 
(July, 2000). Short wave radiation, Rs was estimated using Equation 4.25, assuming 3,;=0.25, 
and bs=0.50. A forest albedo of 0.16 was used when estimating net shortwave radiation. Net 
shortwave radiation varies between 1.5 and 3.0 kPa and long wave radiation varies from 0.0 
to 0.25 kPa. Figure 4-2 shows net long wave radiation and net short wave radiation modeled 
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for July, 2000. Figure 4-3 represents modeled hourly distribution of net radiation received by 
the. earth for July, 2000 as calculated using Equation 4.28. 
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Figure 4-2 Modeled hourly net shortwave (Equation 4.29) and net long wave radiation 
(Equation 4.30) for July, 2000. 
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Figure 4-3: Modeled net radiation for July 2000 (Equation 4.28) 
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4.5.4.1 Relative shortwave radiation (RJRso) 
The relative shortwave radiation is the ratio of the solar radiation (R,) to the clear sky 
solar radiation (Rso). It is an approximation of the cloudiness of the atmosphere. As the 
cloudiness increases, the ratio decreases. The ratio is approximately 0.33 for an extremely 
cloudy day and it is about 1 for clear sky conditions. Relative shortwave radiation is assumed 
to vary between 0.4 and 0.6 during night time periods in humid and semi humid climates 
(Allen et aI, 1998). 
4.6 Hourly ET Model- Estimation of Components 
Methods and equations to compute components of FAO modified Penman-Monteith 
model (Equation 4.18) are depicted in this section. These components include net radiation, 
soil heat flux, atmospheric parameters, and climatological parameters. All the equations 
provided in this section follow the notations of Allen et ai, 1998. 
4.6.1 Soil Heat Flux (G) 
The soil heat flux, G, is the energy that is utilized in heating the soil. G is positive 
when the soil is warming and negative when it is cooling. The soil heat flux is assumed to be 
negligible compared to the net radiation for daily time steps (Allen et aI, 1998). Energy 
gained or lost by the soil, should theoretically be subtracted or added to Rn when estimating 
evapotranspiration, but typically for daily ET estimation, the soil temperature can be assumed 
to follow air temperature, and thus soil heat flux, G, can be calculated using the Equation 
4.31. 
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Ii+Ii-1 & 
G=c, At 
where 
G soil heat flux [MJm-2day-l] 
Cs soil heat capacity [MJm-3 °Cl] 
Tj air temperature at time i [DC] 
Tj_l air temperature at time i-I [DC] 
At length of time interval [ day] 
Az effective soil depth [m] 
Equation 4.31 
However, for hourly or shorter ET calculations, soil heat flux is important and it 
cannot be accurately correlated with air temperature. Soil heat flux for shorter time intervals 
is assumed to be a certain fraction of net radiation at that hour, Rn (hr). During daylight 
hours, it can be represented as Equation 4.32 and during nighttime, it can be represented as 
Equation 4.33. 
G(hr)daytime=O.IRn (hr) 
G(hr)nighttime=O.5Rn (hr) 
4.6.2 Hourly Climatological Data 
Equation 4.32 
Equation 4.33 
Hourly climatological data required for the estimation of reference crop 
evapotranspiration using the Penman-Monteith Equation include average air temperature, 
wind speed, and relative humidity. 
Relative humidity (RH) is a measure of the degree of saturation of the air and it is 
represented as the ratio of actual vapor pressure, eo to the saturation vapor pressure, eo(T) at 
the same temperature, T. Relative humidity changes substantially with temperature. Hourly 
RH measurements are available for Worcester Regional Airport weather station. If RH data is 
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not available it can be estimated based on actual vapor pressure and temperature data. 
Saturation vapor pressure can be calculated from air temperature, T using Equation 4.34. If 
RH is known, actual vapor pressure can be estimated using Equation 4.35. 
eo(T) = 0.6108exp( 17.27T J 
T + 237.3 
ea 
RH = 100 eo(T) 
Equation 4.34 
Equation 4.35 
Wind speed is required for ET computations and it is represented as an 
average over a given time interval at an appropriate height above the surface. Wind speed is 
measured using anemometers. Wind speed is slowest at the surface due to surface friction 
and it increases with height. Anemometers are placed at 10 m above the surface in 
meteorology and 2 or 3 m above ground surface in agrometeorology. For ET measurements, 
wind speed measured at 2 m above the ground surface is used and this can be computed 
using a logarithmic profile as: 
4.87 
u2 =Uz-----In(67.8z - 5.42) Equation 4.36 
where 
Uz wind speed at 2 m above ground surface [m S·I] 
Uz measured wind speed at z m above ground surface [m S·I] 
z height of wind speed measurement above surface [m] 
Slope of saturation vapor pressure is the relationship between saturation vapor 
pressure and temperature, at a given temperature, and can be represented as: 
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[ 0.6108exp( 17.27T J] D. = 4098 T + 237.3 
(T + 237.3)2 Equation 4.37 
where 
D. [kPa°C-1] is the slope of Saturation vapor pressure at air temperature, T 
(lC] 
Table 4-1 shows hourly climatological data available for Worcester Regional Airport 
and Table 4-2 represents hourly climatological data required for the application of FAO 
Penman-Monteith model. Real time hourly average temperature,. wind speed and relative 
humidity data for an arbitrarily selected time period, July 2000 are shown in Figures 4-4 and 
4-5. Mean saturation vapor pressure (Equation 4-34) and actual vapor pressure (Equation 4-
35) were estimated using hourly temperature and relative humidity data for the same time 
period and shown in Figure 4-6. For the month of July, temperature was typically between 
15-25 DC; wind speed varied between 0 and 10 mlh. Relative humidity varied from 35 to 
100%. 
Table 4-1: Climatological data available for Worcester Regional Airport 
Data Temporal resolution 
Sky conditions hourly 
Visibility hourly 
Dry bulb temperature hourly 
Wet bulb temperature hourly 
Dew point temperature hourly 
Relative humidity hourly 
Wind speed hourly 
Wind direction hourly 
Station pressure hourly 
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Table 4-2: Climatological data required for the application ofFAO Penman-Monteith Model 
Data Source Temporal resolution I 
Wind speed NCDC, NOAA hourly I 
Relative humidity NCDC, NOAA hourly 
Average temperature NCDC, NOAA hourly 
Cloud cover NCDC, NOAA hourly 
Explanation of the· sky condition contractions are given in Table 4-3. The numbers 
following the contractions are the base height in hundreds of feet. Cloud cover data was used 
to assign a value for n!N in Equation 4-25 and RJRso in Equation 4-30. During night time, 
n!N was assigned a value of 0.5 regardless of the sky conditions. For day time the cloud 
cover data was assigned to vary from 1.0 to 0.33 as the sky changes from clear to overcast. 
Microsoft Excel function "Look up" was used to automatically generate the n!N values 
corresponding to sky condition contractions. 
Table 4-3: Estimation of relative sunshine duration (nIN) from the cloud cover data 
Sky condition Description Assigned n/N 
contractions value 
CLR Clear below 12000 feet 1 
FEW Few clouds: 0/8 - 218 Sky cover 0.875 
SCT Scattered: 3/8 - 4/8 Sky cover 0.75 
BKN Broken: 5/8 - 7/8 Sky cover 0.54 
OVC Overcast: 8/8 Sky cover 0.33 
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Figure 4-4: Real time hourly temperature and wind speed for July, 2000. 
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Figure 4-5: Modeled hourly Actual and Saturation Vapor Pressure for July, 2000. 
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Figure 4-6: Hourly relative humidity plot for Worcester location for July, 2000 
4.6.3 Atmospheric Parameters 
Atmospheric pressure is the pressure exerted by the weight of the earth's atmosphere. 
Evaporation at high altitudes is influenced by the lower atmospheric pressure. The 
psychrometric constant, 'Y, can be computed from Equation 4.38 for each location. 
GP(z) 
r SA 
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Equation 4.38 
where 
Cp specific heat at constant pressure, 1.013 x 10-3 [MJ kg_1°C-I] 
P(z) atmospheric pressure at elevation z 
A latent heat of vaporization, 2.44 [MJ kg-I] 
s ratio, molecular weight of water vapor/dry air = 0.622 
Y psychrometric constant [kPa 0C-1] = 0.664 X 10-3 P(z) 
Atmospheric pressure, P [kPa], at a given altitude, z [m] can be calculated by utilizing ideal 
gas law under standard conditions: 
P(z) = 101.3(293 - 0.0065ZJ526 
293 
4.7 Developing ET data for the Stillwater basin 
Equation 4.39 
Application of TOPMODEL requires continuous hourly potential evapotranspiration 
data. Various methods (Table 4-4) were applied for Stillwater to simulate both daily and 
hourly ET. Discussion of each ofthese methods are given in this section. 
Table 4-4: Methods adopted to estimate ET for the Stillwater basin 
ET methods Time Resolution Output type 
Evap.For hourly potential ET 
Hargreave's Method daily reference crop ET 
FAO Penman-Monteith hourly reference crop ET. 
Model 
NRCC model (Modified daily actual and potential ET 
British MORECS) 
Sinusoidal distribution of hourly potential ET 
daily NRCC ET values 
4.7.1 EVAP.FOR 
Prof. Keith Beven of Lancaster University, UK developed an algorithm to calculate 
approximate distribution of sub-daily potential evapotranspiration in the case of lack of 
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climatological and solar radiation data. This algorithm, written in FORTRAN 77, and named 
"EV AP.FOR", is available from the internet, http://www.es.lancs.ac.uklhfdg/topmodel.html 
and is based on the winter low and sunnner high temperatures. This method makes use of an 
annual sine curve for mean daily ET as used in soil moisture deficit modeling of Calder et al 
(1983), and a daily sine curve in which the effective day length also changes seasonally. The 
sum of the sub daily PET values (E) is equal to the mean daily values generated using the 
equation: 
E = E min+ 0.5(E mox- E min {I + SIN {27r( 3~5) -7r / 2} J Equation 4.40 
where 
Ennn mean daily PET at the winter low 
Emax mean daily PET at the summer high 
J the day number after I st January (Julian day) 
Annual maximum and minimum ET are the input data required by this algorithm. It was 
assumed that the maximum ETo occurs on the day when temperature is maximum and that 
the minimum ETo occurs on the day when the temperature minimum. Beven's algorithm 
distributes maximum and minimum evapotranspiration using annuaJ and daily sinusoidal 
curves. The program prompts the user for the start day, the number of days of data required, 
time step in hours, values of Emax and Emin and a file name for the output data. The time step 
should be less than or equal to 24 hours. The output from the program is a file of PET values 
having a temporal resolution specified by the user. 
Hargreave's model (Equation 4.4) was used to simulate ETo for the year 2000 
(Section 4.7.2). As per this model, a sunnner maximum and winter minimum ET were 4.8 
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mmldayand 0.08 mm/day respectively. Maximum and minimum evapotranspiration values 
were sinusoidally distributed based on solar declination and day light hours. Source code for 
EV AP.FOR program is given in Appendix A. Modeled hourly evapotranspiration for the year 
2000 is shown in Figure 4-7 and this represents the annual sinusoidal curve. Figure 4-8 
represents the daily sinusoidal curves for July, 2000. 
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Figure 4-7: Hourly potential evapotranspiration for the year 2000 using annual and daily 
sinusoidal curves and Hargreave's Equation (EVAP.FOR) 
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4.7.2 Hargreave's Model 
Hargreave's equation (Equation 4.4) as described in Section 4.3.2 was applied for the 
Stillwater basin for the year 2000. Input data required for this equation is given in Table 4-5. 
Daily maximum aod minimum temperature were retrieved from the hourly data base 
obtained from NCDC. Data preparation was done by creating a visual basic program, which 
is shown in Appendix B. This program reads the hourly temperatures, retrieves the maximum 
aod minimum temperatures of a day, aod writes them into aoother file. The output from 
Hargreave's model is daily reference crop evapotraospiration values. The steps involved in 
the estimation of ETo are summarized in Table 4-6. An example worksheet is given in 
Appendix F. 
Table 4-5: Data requirement for Hargreave's model 
Input data Temporal Resolution Source 
Maximum temperature daily NCDC,NOAA 
Minimum temperature daily NCDC,NOAA 
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Table 4-6: Steps in estimating reference crop ET using Hargreave's Equation 
Steps Equation 
Calculate solar declination for each day 4-8 
Estimate sunset hour angle for that day 4-7 
Calculate relative distance between the sun and earth on that day 4-6 
Estimate extraterrestrial solar radiation in mm/day 4-5 
Estimate ETo in mm/day for that day 4-4 
Simulated ET values for the Stillwater basin for the year 2000 are plotted in Figure 4-
9. Maximum simulated daily ET was 4.79 mmlday in the month of May and minimum 
simulated value was 0.08 mmlday in the month of January. As per this model, ET values are 
higher for the summer months and lower for winter period. 
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Figure 4-9: Daily ET model using Hargreave's equation (Equation 4-4) for the year 2000 
4.7.3 FAO modified Penman-Monteith Model 
As described in Section 4.3.5, this ET depends on net radiation, vapor pressure, wind 
speed, and average temperature. As previously noted, real time radiation data are not 
available for either the Stillwater River watershed or Worcester NCDC station. Hourly values 
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for vapor pressure, wind speed, average atmospheric temperature, and cloud cover data can 
be obtained from NCDC, NOAA for the Worcester Regional Airport. 
National Renewable Energy Laboratory (NREL) had recorded hourly radiation data 
from 1960 to 1990. However, Typical Meteorological Year (TMY) data are available for 
hourly extraterrestrial radiation (Ra) and solar radiation (R,) data. A typical meteorological 
year is a data set of hourly values of solar radiation and meteorological elements for a I-year 
period. TMY data sets were derived from the 30-year (1961-1990) National Solar Radiation 
Data Base (NSRDB). It consists of months selected from individual years and put together to 
form a complete year. The data is intended for use in computer simulations of solar energy 
conversion and building systems. A TMY serves as the standard for hourly data for solar 
radiation and other meteorological elements. The currently available TMY data version is 
known as TMY2. TMY2's were derived from the NSRDB, Version 1.1, which was 
completed in March 1994 by the NREL. The NSRDB contains hourly values of measured or 
modeled solar radiation and meteorological data for 239 stations for the 30-year period from 
1961-1990. For Massachusetts, TMY2 data exists for Boston and Worcester locations. The 
Worcester location was selected for retrieving typical solar radiation data for this study. 
Equations and parameters required to model ET using the FAO Penman-Monteith 
(Equation 4-11) model, are listed in Table 4-6. Hourly climatological data required for the 
model are listed in Table 4-2. Values of the constants used in the model are listed in Table 4-
7. Latitude, longitude, elevation from sea level and atmospheric pressure of the monitoring 
location are also required by the model. Values of these parameters are listed in Table 4-8. 
- 4-30-
Table 4-7: Equations and parameters used to calculate ET 0 by F AO Penman-Monteith Model 
Components of Reference crop ET Equations used Parameters required 
Net Radiation, R, Equation 4-28 R"", R" 
Net shortwave radiation, R,s Equation 4-29 Global horizontal radiation, (Rs), albedo 
Extraterrestrial Radiation, R. Equation 4-19 Modeled data can be retrieved from 
TMY dataset (NSRDB). 
Global horizontal radiation, Rs Equation 4-25 as, b , cloud cover data, R. 
Net long wave radiation, Rnl Equation 4-30 Average hourly temperature, Actual 
vapor pressure, total cloud cover 
Soil heat flux, G Equation 4-33, 4-34 Net radiation 
Actual vapor pressure, e. Equation 4-36 Saturation vapor pressure, Relative 
humidity 
Saturation vapor pressure, eo(Thr) Equation 4-35 AverarJe hourly temperature 
Slope of saturation vapor pressure Equation 4-38 Average hourly temperature 
curve, f1 
Table 4-8: Constants and their values as used in FAO Peruhan- Monteith model 
Constants Description Value Units i 
a Albedo 0.16 Nil I 
a Stefan Boltzmann constant 2.043 x 10-10 MJm-2hr-1 
y Psychrometric constant Equation 4-40 kPaOC-1 
cp Specific heat at constant pressure 1.013 x 10-3 MJkg-1 
E Ratio of molecular weight of water to 0.622 Nil 
dry air 
A Latent heat of vaporization 2.44 MJkfL-1 
Table 4c9: Data related to the location of the station 
Data Description Value 
z Elevation of the station above sea level 300.5 m 
<p Latitude of the station 42016'N 
Lm Longitude of the station 71053' W 
P(z) Atmospheric pressure at elevation z 97.798 kPa 
I 
Reference crop evapotranspiration, using a forest albedo of 0.16 was estimated by 
FAO modified Penman-Monteith equation for the month of July, 2000. The worksheet for 
calculating hourly ET via FAO Penman Monteith method is given in Appendix G. Hourly 
ETo values are plotted in Figure 4-10. 
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Figure 4-10: Hourly Evapotranspiration data for July, 2000 using FAO Penman - Monteith 
. Model 
4.7.4 Daily ET Model by NRCC for Northeastern United States 
An evapotranspiration model to estimate daily ET was developed by Northeast 
Regional Climate Center (NRCC) based on the British Meteorological Office Rainfall and 
, 
Evaporation Calculation System (MORECS). MORECS is used operationally in Britain to 
obtain weekly and monthly estimates of average evaporation and soil moisture deficits over 
40 Ian x 40 Ian grid squares. The NRCC modified and validated MORECS for use in the 
Northeastern United States. This model gives potential ET from grass, evaporation from bare 
soil and standard evaporation pans as well as actual ET from grass and deciduous tree-
covered surfaces. 
4.7.4.1 Model description 
The British MORECS is based on the Penman-Monteit~ Equation (Equation 4-11) 
and relies on daily meteorological data as input for modeling ET for different surfaces such 
as open water, bare soil, grass, deciduous crops, conifers, and other types of crops. 
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Calculation of ET using Equation 4-11 requires real time solar radiation data. This 
measurement is not widely available in the Northeast. Hence the model calculates the net 
radiation based on Equation 4-28 and net shortwave radiation based on Equation 4-29. For 
net long wave radiation, Equation 4-30 has been modified by assuming constant cloud cover 
of five tenths and is shown in Equation 4-41. This equation is the same as that proposed by 
Linacre (1968) and requires only saturation vapor pressure and temperature as input data. 
Rnl = BaT 4 {1.35(e,IT)o.143 -IKO.6) 
where' 
Rnl net long wave Radiation at the surface [W m-2 ] 
Ci Stefan-Boltzman constant [5.67xl0-8 Wm-2 °K-4] 
, T average temperature [OK] 
es saturation vapor pressure [mb] 
Equation 4.41 
The soil heat flux density G for day time (Gd), needed as input to Equation 4.11 to calculate 
Penman-Montieth ET, is calculated as: 
Gd = (0.3 - 0.03L)R nd Equation 4.42 
where 
, L the leaf area index 
Rnd daytime net radiation. 
For grass, L varies from 2.0 during winter (December-February) to 5.0 in summer 
(July-September). However, L is assumed to be 3.33 when calculating Gd. The leaf area 
index used to calculate Gd for deciduous trees varies linearly from 0.1 during dormancy to 
6.0 at full leaf. A similar linear decrease in leaf area index is assumed during senescence. For 
bare soil L= 0.0. At night, an estimate of G, Gn is given by: 
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G n =(DGd P)!(24-D) Equation 4.43 
where 
D number of daylight hours 
P average daily heat storage in soil 
Monthly values of P determined by Wales-Smith and Arnott (1980) are given in Thompson 
et aI., 1981. In the model, it is assumed that British heat.storage (P) values are suitable for 
use in the northeastern U.S. For pan evaporation measurements, G is set to 0.0. 
The aerodynamic resistance term, ra (Equation 4.12 in Penman-Monteith model) is 
modified, using logarithmic wind profile and assuming neutral stability as: 
ra = 6.25ln(~)ln(~) 
u Zo Zo 
Equation 4.44 
where 
u the wind speed (ms·l ) at 10 m above the ground 
Zo is the roughness height. 
Assumed roughness lengths for various surfaces are given in Table 4-10 (DeGaetano et 
al.,1994). 
Table 4-10: Roughness lengths for various surfaces as adopted by the NRCC model 
Type of surface Roughness length, Zo (m) I 
Grass 1.5x10-" 
Bare soil 5.0 x 10" 
Water 5.0 x 10 
Deciduous Autumn linearly decreased from 1.0 to 0.0015 
trees Spring ( starting the period of bud linearly increased from 0.2 to 1.0 
break) 
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In MORECS, the surface resistance term, rs (Equation 4-16 in Penman-Monteith 
model) incorporates resistances due to soil and the crop· type while the Penman-Monteith 
model considers only crop resistance. Day time values of surface resistance in MORECS is 
thus given by: 
rcroprsoil 
rsday = ----'-------
r,oa(1- A) + r"opA Equation 4.45 
where 
A 0.7L 
L is the leaf area index. 
At night, when stomata are closed, rs is given by: 
2500r,oa 
YS(lIKill = 
r,oirL + 2500 
Equation 4.46 
MORECS assumes two soil moisture reservoirs. Water in the top reservoir is freely 
available for ET, while water in the second reservoir becomes increasingly difficult as the 
soil moisture decreases. Each of the soil reservoirs can be replenished by rainfall and dew 
deposition. In the case of trees, runoff is also assumed to occur if the daily rainfall exceeds 
1.00 inch. For other surfaces, runoff is assumed to be equal to zero until the soil moisture 
reservoirs are at capacity. Resistance offered by soil, rsoib and that by the crop, rerop, are 
estimated using equations developed based on these concepts. A detailed description of 
resistance factors and complete set of equations can be found in DeGaetano et at., 1994. 
4.7.4.2 Modifications for winter conditions 
MORECS was originally developed for a climate in which snowfall is uncommon. 
Modifications were made to adapt the model for use in the Northeastern U.S. In the 
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MORECS model, precipitation is assumed to fall in liquid form throughout the year. 
Therefore, the liquid water in the snowfall is assumed to immediately replenish the soil 
moisture reservoirs, giving rise to over estimated values for individual soil moisture. Hence it 
was assured that soil moisture conditions are correctly initialized at the start of the growing 
season. The surface resistance is set to 0.0 on days with snow cover, because the presence of 
snow implies that any evaporation will occur from an open, although frozen, water surface. 
At temperatures below 30° F, the value of A. (latent heat of vaporization in Equation 4-11) is 
assigned the latent heat of sublimation (2.799 x 106 Jkg-1). 
4.7.4.3 Validation. of modified MORECS 
Accuracy of the ET and soil moisture values estimated by the model are assessed by 
comparing output values with observations made at several sites in the northeastern United 
States. Since soil moisture observations are scarce for the region, validation analysis was 
based on daily pan evaporation measurements. Pan evaporation measurements were obtained 
from four sites in the region and compared with the corresponding model estimates of open 
water evaporation. Mean errors (ME), mean absolute errors (MAE) and root mean square 
errors (RMSE) were computed at each site and the results are shown in Table 4-11 (source: 
DeGaetano et aI., 1994). Errors have units of inches. The daily average observed pan 
evaporation (PAN), period of record (Years) and number of daily observations (OBS) are 
given in the table. 
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Table 4-11: 8unmary of validation of modeled pan evaporation at the indicated sites 
Station ME MAE RMSE PAN Years OBS 
Beltsville,MG 0.00 0.04 0.06 0.19 1985 -1990 1043 
Emmaus, PA 0.01 0.05 0.07 0.17 1985 -1991 1278 
Ithaca, NY 0.00 0.03 0.05 0.15 1984 -1990 1277 
New Brunswioek, NJ 0.01 0.04 0.05 0.17 1985 -1990 1003 
All stations 0.00 0.04 0.06 0.17 4601 
Validation study (Table 4-11) indicated close agreement between the observed and 
modeled evaporation 'Values. On an average, individual evaporation estimates deviate from 
the observed value by approximately ± 0.04 inches. This and the RMSE values are 
remarkably consistent among the four stations. Model-derived soil moisture. estimates under 
grass were verified using weekly data collected at Rock Springs, PA (McKee, 1983). Figure 
4-11 compares actual and model-derived soil moisture under grass during 1977. From the 
figure, it is apparent that modeled values quite closely follow the observed values. Soil 
moisture observations taken in Hubbard Brook Experimental Forest in New Hampshire were 
also compared with the corresponding model generated soil moisture data. Figure 4-12 shows 
the comparison for !be year 1971 and 1972. During this period of study, mean errors 
averaged -0.07 inche~ while the MAE and the RMSE were 0.28 and 0.33 inches respectively 
(DeGaetano et al., 199-4). 
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Figure 4-12: Comparison of modeled and observed soil moisture under a deciduous forest 
during (a) 1971 and (b) 1972. 
In short, it has been concluded that adopting the NRCC model to estimate potential ET at the 
deciduous forest within the Stillwater River watershed is acceptable. 
Actual and potential ET modeled data were obtained from NRCC for the years 2000, 
2001 and 2002. These data were generated for a deciduous forest assuming medium water 
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holding capacity for the soil. The model used radiation and meteorological data recorded at 
Worcester Regional AiIport. 
Actual and Poten.tial ET are plotted in Fign.res 4-13, 4-14, and 4-15. Potential ET is 
highest around 4-5 mmJday, during summer months (June to September). Actual ET is 
highest around 3-4 mmJday during the months April and May. During winter months, 
September - February, 1the PET and Actual ET vary from 0.0 to 1.0 mm. During winter 
months there is not much.. difference between potential and actual evapotranspiration values. 
Adual and Potential Btapotranspira~ion for the year 2000 
--Fbtential ET --ActuaIET 
:~I ------~~----~ 
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Fign.re 4-13: NRCC model ET data for the Stillwater basin for the year 2000 
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Figure 4-14: NRCC model ET data for Stillwater basin for the year 2001 
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Figure 4-15: NRCC model ET data for Stillwater basin for the year 2002 
4.7.5 Hourly Distribution of Daily NRCC ET Data 
Daily potential ET values for the Stillwater basin was distributed on an hourly basis, 
using a ·daily sinusoidal curve based on length of the day. The equation for this curve is 
similar to the one used by Prof Beven in the EV AP.FOR algorithm. Start of the day (Dstart) 
and length of the day (Dlen) for any Julian day, J, were calculated using the Equations 4.48 
and 4.49. ET is set to zero for hours before and after the daylight. Total daily ET was 
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distributed sinusoidally for the rest of the hours in the day. Fraction for this distribution was 
calculated as the ratio between hours passed the start of the day and total length of the day. 
The algorithm to perform the hourly distribution of daily NRCC values was written in Visual 
Basic 6.3 and is provided in Appendix C. 
Dstart = 10 - 2.5(1 + SIN(27r~- 7r )) 
365 2. 
Dlen = 6 +4(1 + SIN(27r~- 7r)) 
365 2 
Equation 4.47 
Equation 4.48 
This program was used to generate homly potential ET data for the years 2000, 2001 
and 2002 from the daily PET values from the NRCC model. The hourly PET values for July, 
2000 were plotted and shown in Figure 4-16. To show the hourly variation better, two days 
(one in winter and one in summer) were arbitrarily selected and their PET distribution were 
plotted. The hourly PET values for July IS" 2000 is shown in Figure 4-17 and January 3rd is 
shown in Figure 4-18. For July, 1st total PET was 4.318 mmJday and it was distributed for 
a15 hour period. For January 3rd the total PET was 0.508mmJday and majority of it were 
modeled to occur in a 7 hour period. The sinusoidal distribution of NRCC does not 
accurately represent the hourly variation in evapotranspiration since it is not considering the 
hourly variation in sky conditions, wind speed, or relative humidity. However, to use with 
TOPMODEL, this distribution is assumed to be apposite. 
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Figure 4-16: Hourly distribution of daily NRCC potential evapotranspiration values for July, 
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Figure 4-18: Hourly distribution of daily NRCC potential evapotranspiration values for 
January, 3rd 2000 
4.8 Validation ofET Models 
A comparison study of different models employed in this work is discussed in this 
section. NRCC model was assumed to give the most acceptable values for daily potential 
evapotranspiration for the Stillwater basin, since this model has been validated for 
Northeastern United States (Section 4.7.4.3). 
4.8.1 Hargreave's Model and NRCC model 
Hargreave's' daily model was compared to NRCC model for two winter months 
(January and February 2000), Figure 4-19 and three summer months (June, July and August 
2000), Figure 4-20. Error estimates for the year 2000 are shown in Table 4-12. These error 
estimates indicate modeled Hargreave's ET and NRCC ET are not in close agreement. 
However, the mean errors (Hargreave's ET- NRCC ET)do not vary muph for the winter 
months. For winter months, Hargreave's ETs are generally higher than NRCC ETs. For 
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summer months, NRCC ET estimates were typically higher than Hargreave's equation 
estimates. As shown in Table 4-11, the error estimates were as follows for the year 2000: the 
mean error (ME), 0.47 mmlday; mean absolute error(MAE), 0.77 mm/day; and the root mean 
square error (RMSE), 1.48 mmlday. 
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Figure 4-19: Comparison of dailyNRCC model and Hargreave's model for January and 
February, 2000 
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Figure 4-20: Comparison of daily NRCC model and Hargreave's model for June, July, and 
August, 2000 
Table 4-12: Summary of comparison ( error estimates) of daily NRCC model and Hargreave's 
model for the year 2000 
Month Mean Error Mean Absolute Error RMSE No. of Values 
January 0.72 0.75 0.9 31 
February 0.73 0.73 1.03 29 
March 0.69 0.70 1.31 31 
April 0.67 0.79 1.38 30 
May 0.42 0.70 1.61 31 
June -0.07 0.79 2.06 30 
July -0.29 0.75 2.06 31 
August 0.10 1.04 2.15 31 
September 0.40 0.73 1.67 30 
October 0.77 0.82 1.54 31 
November 0.78 0.78 1.15 30 
December 0.70 0.70 0.88 31 
All months 0.47 0.77 1.48 366 
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4.8.2 FAO Penman-Monteith Model (Daily) and NRCC Model. 
In order to validate FAO model, hourly FAO ET values were summed up to daily ET 
values and plotted against the NRCC model data for the Stillwater basin. The NRCC model 
and the F AO model are based on the data from the Worcester Regional Airport weather 
station. Figure 4-21 shows the daily ET values for the Stillwater basin for July 2000 based on 
FAO model as well as NRCC model. Mean error (FAO model-NRCC model), mean absolute 
error (MAE), and root mean square error (RMSE) were calculated for July 2000 and are 
given in Table 4-12. The average ET as per the NRCC model for the month of July was 3.31 
mmlday. Error estimates indicated a mean error of 0.82 mm1day, which indicates that the ET 
data produced by the FAO method is not in close agreement (about 25% of error on an 
average) with the NRCC data. This discrepancy may partly due to the fact that we are 
comparing two different types of ET estimates; reference crop evapotranspiration from the 
FAO model and potential evaporation (for forest) data from the NRCC model. 
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Figure 4-21: Modeled daily ET values for the Stillwater basin for July, 2000 
Table 4-l3: Comparison ofNRCC model andFAO daily model for July 2000 (ET values and 
errors are iu mm/day) 
Average ET as per FAO model 4.13 
Average ET as per NRCC model 3.31 
Mean error 0.82 
MAE 1.23 
RMSE 2.73 
4.9 Conclusion 
For Stillwater basin, daily ET data were developed using Hargreave's model and 
hourly data were developed using FAO modified Penman-Monteith modeL Modeled 
potential and actual ET data for the Worcester Regional Airport location were obtaiued from 
NRCC. The NRCC model has been validated for its application iu the Northeastern United 
States. ET data simulated using Hargreave's Equation and FAO Penman Monteith model 
were found to be higher than the NRCC values. For July 2000, ET modeled by Hargreave's 
equation has a mean absolute error (MAE) of 0.75; whereas FAO Penman-Monteith model 
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has a MAE value of 0.82. In the case of unavailability ofNRCC ET data, Hargreave's model 
based on average atmospheric temperature is recommended for daily time steps. This model 
is comparatively simple to use and requires less atmospheric data as input. 
NRCC data were distributed to hourly time steps using a daily sinusoidal curve. The 
continuous hourly ET data thus generated for the Stillwater River basin is recommended for 
the use within the TOPMODEL to simulate hourly rainfall-runoff. It is recommended that 
monthly correction factors for Hargreave's model and FAO Pemnan-Monteith model be 
developed so that the ET data generated by these models agree with the NRCC model. The 
corrected models thus may give ET values that will closely agree with the NRCC data. 
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5.0 DTM ANALYSIS AND MODEL SET UP 
TOPMODEL requires the frequency distribution of topographic index, 1n(altanf3) 
values, of the catchment as input in order to simulate rainfall-runoff. The parameter a in the 
topographic index represents upslope contributing area and the tanf3 is the local slope angle, 
calculated as the ratio of the difference in elevation to the distance between the elevation 
values in the downhill direction. A detailed description of the topographic index may be 
found in Section 2.2.1. Topographic index values can be derived from a regular raster grid of 
elevation values (DEM). The programs (GRIDATB and DTM 9501) to derive the 
distribution of topographic index values may be found at internet 
http://www.es.lancs.ac.uklhfdglTop modeLhtmL The algorithms in DTM analysis written in 
FORTRAN-77, called "GRIDATB" was used in this work. This program derives a 
distribution of topographic index values from the DEM data using the multiple flow direction 
algorithm of Quinn et al. (1995). The original program could handle only a 200 by 200 
elevation matrix. For the current application of the model, this limit has been increased to a 
500 by 500 matrix by altering the code. 
The GRIDATB algorithm requires elevations of points within the catchment as input. 
All other values in the matrix are set to a value greater than 9999). In this study, a value of 
10000 has been assigned for all the points outside the catchment. The topographic index 
distribution is dependent on the resolution of the elevation data used (Quinn et aI., 1991). 
The DEM data having 30 m resolution was obtained from USGS Seamless data distribution 
system (internet, http://seamless.usgs.gov). Different distributions may result in different 
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effective parameter values for a given catchment (Wolock and Price, 1995). GRlDATB 
algorithm calculates In(a/tan~) values of each elevation point and distributes them into 30 
classes. Output from this program is a list of 30 different classes of In( a/tan~) values and 
corresponding frequencies. 
5.1 Structure of the input elevation fIle 
The input elevation file should have the following form: 
>- Title : Descriptive title for catchment or elevation grid 
>- NX,NY,DX : Number of columns, number of rows, grid size (m) 
>- ((E(I,J),I=I,NX),J=I,NY): Elevation values ordered row by row (m) 
The program requires one input file in which elevations in meters are listed in order 
from the bottom left hand (south west) comer of the map, row by row, working northwards 
(left to right across the row). The first line of the file must contain an 80-character title; the 
second line the number of columns, the number of rows, and the grid spacing in meters. All 
elevations greater than 9999.0 are considered as points outside the catchment. Sections 5.11 
through 5.1.3. discuss the steps required to prepare the DEM to feed into the GRlDATB 
algorithm. The procedure to calculate the index is given in Section 5.2. 
5.1.1 Clipping the DEM 
DEM data for central Massachusetts was obtained from the USGS Seamless Data 
Distribution System (internet, http://seamless.usgs.gov). The Stillwater River watershed 
boundary was retrieved from Mass GIS (internet, http://www.state.ma.us/mgis/ftplus.htrn). 
DEM data was clipped to the Stillwater River basin boundary using Arc View 3.2 after 
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5.1.3 Conversion of Grid elevation fIle to ASCII fIle and changing the NODATA value 
After filling pits using TauDEM, the file was then converted to ASCII file using the 
ARCINFO conversion tool. All values outside the catchment had a value of zero. These 
values, outside the boundary of the Stillwater River basin are considered as NODATA values 
in ARCINFO. All the NODATA points were converted to 10000.0 as required by GRIDATB 
program using the ARCINFO functions. The resulting elevation matrix contained 334 rows 
and 474 columns. The Grid size was found to be 30.95m. The header information of the 
ASCII file was deleted and the input file was prepared as per the required structure for 
GRIDATB. 
5.2 Topographic Index Distribution Calculation 
Upon running the GRIDATB algorithm in FORTRAN 77, the program prompts the 
user for the name of the input file and two different output files; one for the index values of 
all the points in the catchment and the other one for the frequency distribution. In this 
program, an iterative calculation procedure is carried out to determine the downslope flow 
pathways. The first loop through the elevation nodes checks for any surrounding elements 
that do not yet have a/tan ~ values. If missing elements are detected, then the calculations for 
this element are done as follows: I) the number of downslope elements from the eight 
possible neighboring cells are determined; 2) a proportion of the accumulated contributing 
area to that point is distributed to each downslope element proportionally to tau~*contour 
length; 3) weight is given depending on whether it is a cardinal (contour length is 0.5 * grid 
cell length) or diagonal (contour length is 0.354 * grid cell length) flow direction; 4) the 
algorithm used to perform these calculations is termed "multiple flow direction algorithm" 
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and was described in detail in Section 2.6.4. The GRIDATB algorithm is given in Appendix 
D 
The Stillwater River and tbe corresponding catchment area are shown in Figure 5-1. 
Total area of tbe watershed is 31.6 mile2 (81.8 Jan2). The clipped digital elevation model of 
tbe watershed is shown in Figure 5-2. The In(a/tan~) distribution map is shown in Figure 5-3. 
The histogram showing tbe resulting In( a/tan~) distribution is represented in Figure 5-4 and 
the distribution of index values are tabulated in Table 5-1. The topographic index ranged 
between 4 and 20, witb most of the index falling between 5 and 14 for the Stillwater River 
watershed. The catchment average value for tbe topographic index distribution (Ie) was found 
to be 8.33. Typical Ie values were found to range between 4.0 and 10.0 for some oftbe studies 
using TOPMODEL (Table 2-1 in Chapter 2.0). For tbe Ringlebach catchment study by 
Ambroise et al., 1996 the topographic index distribution were in the range of 3.5-11.5. 
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Figure 5-4: Topographic index distribution histogram for the Stillwater River basin 
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Table 5-1: Ln(a/tan~) distribution table as obtained from GRIDATB program 
Frequency Index 
0.00000 22.48198 
0.00001 21.84797 
0.0000 21.21397 
0.00001 20.57996 
0.00003 19.94596 
0.00004 19.31195 
0.00005 18.67794 
0.00016 18.04394 
0.00025 17.40993 
0.00049 16.77593 
0.00069 16.14192 
0.00161 15.50791 
0.00241 14.87391 
0.0038 14.2399 
0.0062 13.6059 
0.00896 12.97189 
0.01364 12.33788 
0.01935 11.70388 
0.02698 11.06987 
0.03808 10.43587 
0.05389 9.80186 
0.07451 9.16785 
0.104 8.53385 
0.14706 7.89984 
0.17954 7.26584 
0.16028 6.63183 
0.10058 5.99782 
0.04597 5.36382 
0.01053 4.72981 
0.00088 4.09581 
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6.0 MODEL CALIBRATION AND VALIDATION 
TOPMODEL 9502 (internet, http://www.es.lancs.ac.uklhfdg/topmodel.html) was 
calibrated using the previously described real time precipitation and evapotranspiration data. 
Hourly precipitation data was prepared from the I5-minute real time data from the USGS for 
Worcester Regional Airport. Daily ET data obtained from NRCC were distributed to hourly 
data using the daily sinusoidal curVe based on day length as discussed in Section 4.7.5. Input 
data and their availability are discussed in detail in Chapter 3.0. Input files required to run the 
DOS version of the TOPMODEL 9502 are discussed below. 
6.1 Input Data Files 
The following files are required to run the model. 
1. TOPMOD.RUN - This file contains a run title in line 1, then the file names for inputs, 
sub catchment data, parameters, and output files on successive lines. An example file is 
shown below: 
stillwater River Catchment 
INPUTS.dat 
SUBCAT.dat 
PARAMS.dat 
2. <INPUTS> - This file contains the number of time steps for the model simulation and the 
time step in hours in line 1 and the rainfall, evapotranspiration and discharge data one 
line per time step from the second line onwards. 
3. <SUB CAT> - Catchment data file has the following form: 
Line I 
6-I 
NSC, IMAP, lOUT 
NSC 
IMAP 
rOUT 
o 
1 
2 
Number of subcatchments 
Map output on or off (Ion, 0 off) 
Level of output detail 
Illllllmum 
medium 
full time step output 
In this study, single subcatchment version of TOPMODEL with no map out put was 
used. Hence, for the detailed time step output, the first line of the catchment data file 
contained: 
1 
Line 2 
Line 3: 
o 2. 
Name for the sub catchment 
NAC,AREA 
NAC 
AREA 
Number of In( a/tan~) increments for the subcatchment, 
Sub catchment area ITotal area. 
In this work the third line is: 
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Then for each NAC increment: 
Ac(1), ST (1) 
Acel) Fractional area associated with each In( a/tan~) class, 
ST(I) In (a/tan~) value (large to small). 
ST(I) is the maximum value so that Acel) should be set to zero. These lines are the output 
from the GRIDATB program. 
Then for the routing calculations: 
NCH: Number of distance increments 
And for each distance increment J, 
ACH(J), D(J): 
ACH(J) Cumulative area of the subcatchment (0-1) 
D(J) Distance from the catchment outlet with ACH(I) = o. 
In this study, the three distance increments (NCR) used are as follows: 
0.0 O. 
0.28 7500 
1. 0 14000 
The distance (m) from the outlet and the corresponding cumulative sub catchment area were 
measured using Arc GIS. 
4. <PARAMS> :A free format file of parameter values for the catchment in the 
following form: 
6-~ 
Line 1 
The subcatchment name (upto 80 characters) 
Line 2 
m,TO,TD,CHV,RV,SRMAX,QO,SRO,INFEX,XKO,HF,DTH 
Section 6.3 explains the means of selecting initial values for these parameters. 
6.2 Structure or the TOPMODEL program 
The TOPMODEL program has six subroutines called INPUTS, TREAD, INIT, 
TOPMOD, EXPINF, and RESULTS. The subroutine INPUTS reads in rainfall, potential 
evapotranspiration and the observed discharges for the given time period. The Subroutine 
TREAD reads the SUBCAT file and calculates the areal integral of In( a/tan~) distribution. 
Subroutine INIT reads the parameter file (P ARAMS) as well as the SUBCAT file and 
calculates the maximum routing delay. The subroutines TOPMOD and EXPINF are 
described in Sections 6.2.1 and 6.2.2 respectively. The final subroutine RESULTS calculates 
1 
the sum of squared errors (Fl), sum of absolute errors (F2) and the Nash and Sutcliffe 
efficiency (E) of the model in simulating rainfall runoff. E can be calculated as (1-
FIN ARQ2), where the V ARQ is the variance of the observed discharges. The structure of 
the main program is given below: The entire algorithm may be found in Appendix E. 
C READ IN RAINFALL, PE, QOBS INPUTS 
CALL INPUTS 
C START LOOP ON SUBCATCHMENTS IN SUBCATCHMENT VERSION 
DO 10 I = 1,NSC 
C 
C READ IN SUBCATCHMENT TOPOGRAPHIC DATA 
CALL TREAD 
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C 
C INITIALISATION FOR THIS SUBCATCHMENT 
CALL INIT 
C 
C RUN MODEL FOR THIS SUBCATCHMENT INCLUDING ROUTING CALCULATIONS 
CALL TOPMOD 
C CALLS EXPINF for infiltration excess 
C END LOOP ON SUBCATCHMENTS 
C 
10 CONTINUE 
C CALL RESULTS ROUTINE 
CALL RESULTS 
STOP 
END 
6.2.1 The main TOPMODEL subroutine 
The subroutine TOPMOD carries out the calculations for the catchment including 
saturation excess, infiltration excess and the linear routing calculations. The calculations are 
made for areal subdivisions based on the NAC In( a/tan~) increments. The saturation deficit 
for each subdivision is calculated from SBAR (catchment average depth to water table) at the 
start of each time step. 
Each In(a/tan~) increment also has a root zone storage (SRZ) deficit which is 0 at 
'field capacity' and becomes more positive as the soil dries out; and an unsaturated zone 
storage (SUZ) which is zero at field capacity and becomes more positive as storage increases. 
SUZ has an upper limit of the local saturation deficit SD The local contributing area is where 
(SD - SUZ) is less than or equal to zero. For long (daily) time steps contributing area 
depends on the initial value of SBAR together with any volume filling effect of daily inputs. 
Baseflow at the start of a time step is used to update SBAR at the end of the time step. 
For each class (IA) ofln(a/tan~ ) index, saturation excess flow is modeled to occur if 
EX IA >0 Equation 6.1 
e-§ 
where 
EX IA =SUZ IA-SDIA Equation 6.2 
where 
SUZIA unsaturated zone drainage for the index increment IA 
SDIA local drainage deficit for the increment IA given by Equation 6.3 
SD IA = SBAR + SZM (,1,-ln(a/tan,B)IA) Equation 6.3 
where 
value of the parameter m SZM 
SBAR 
'A 
initial mean subcatchment deficit given by Equation 6.4 
mean In(a/tan~) index for the catchment 
SBAR = -SZM In(lb...-) 
SZQ 
where 
QO initialization parameter (initial discharge) 
SZM value of the parameter m 
Equation 6.4 
SZQ is calculated as exp(TO-'A); where TO is the transmissivity parameter 
6.2.2 InfIltration excess calculations: EXPINF sub routine 
Infiltration excess calculations are carried out using the EXPINF routine based on 
Green-Ampt infiltration in a soil with conductivity declining exponentially with depth. The 
algorithm is set so that if infiltration excess does occur, it will do so over the entire 
catchment, due to the homogeneous soil assumption. The basic assumption behind the Green-
Ampt model is that the infiltrating wetting front forms a sharp jump from a constant initial 
moisture content to saturation. This assumption allows a simple form of Darcy's law to be 
used to represent the infiltration rate. The additional parameters required to perform 
a-a 
infiltration excess calculations are the wetting front suction (HF) and the water content 
change across the suction front (DTH). 
6.3 TOPMODEL Parameters 
The total number of parameters to be calibrated for the model, version 95.02 is 
twelve. These parameters are listed in Table 6.1. Among these, Qo and SRo are the 
initialization parameters and INFEX is a. program control parameter. If INFEX = 1, 
infiltration excess calculations are included and parameters XKo, HF and DTH are required. 
Table 6-1 List of parameters required for TOPMODEL calibration 
Representation Description 
m rate of decline in transmissivitv of soil 
To The mean catchment value of In(To); where To is the soil transmissivity in 
m2/h 
TD the unsaturated zone time delay per unit storage deficit (h) 
CHV the main channel routinq velocity (m/h) 
RV the intemal subcatchment routing velocity (m/h) 
Srmax The root zone available water capacity (m) 
S", initial value of root zone deficit (m) 
0 0 initial stream discharge, can be first observed discharge (m/h) 
INFEX program control: INFEX - 1, to include infiltration excess calculations; INFEX 
= 0, not to include infiltration excess 
XKo Surface hvdraulic conductivity, Ks (Ks declines exponentially with depth (m/h) 
HF Wetting front suction (m) 
DTH Water content change across the wetting front 
6.3.1 Initializing the parameters 
If the transmissivity of the soil decreases exponentially with depth, as assumed .by 
TOPMODEL, parameter m can be estimated from a recession curve analysis of a rainless 
winter period as described in Section 2.6.6.1. 
For Stillwater River, the recession curves were prepared for winter 2000 and 2001. 
However, long-term recession was not observed for the river discharge. For December 2001, 
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maximum daily temperatures were normally below freezing. Stillwater River discharge for 
that month (Figure 6-1) was. found to fluctuate considerably with precipitation even when the 
temperatures were less than zero degrees Celsius. This may be due to ground water effects, 
sunlight melting snow, or ripening of snow pack. 
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Figure 6-1: Daily precipitation, maximum temperature and River discharge for Stillwater 
River watershed (December 2001). 
However, the decrease in the base discharge was found to be exponential for the first 
weeks of January and February, 2000. Recession curve analyses were carried out for these 
periods to get an approximate starting value for the parameter m. Figure 6-2 shows the 
recession curve for the first week of January, 2000; the curve has a slope of 0.007. Figure 6-3 
represents the recession curve for the first week of February, 2000; it has a slope of 0.01. 
Taking average of these two values, the parameter m was found to be 0.0085. Beven (2000) 
notes that even though the parameters are physically based, the calibrated values may be 
e-g 
different from the calculated or measured values. A value of 0.0085 was assigned for the 
parameter m for the initial calibration of the modeL 
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The transmissivity parameter was calculated from the STATSGO soil map for the 
Stillwater River basin. The catchment average value of the soil permeability is 0.05 mIh. 
13-9 
Transmissivity of the soil is the product of average soil permeability and the soil depth. 
Assuming average soil depth as 1.5 m, soil transmissivity was calculated as 0.075 m21h. The 
parameter To, the natural logarithm of average soil transmissivity was calculated as -2.59. 
ill - stream dye tests were conducted by DCR during dry (no rain) as well as wet 
(rainy) conditions for the Stillwater River watershed in order to determine travel times to the 
Wachusett Reservoir shoreline. Stream velocities in the main stream and its major tributaries 
were estimated from corresponding travel times. For calibration purposes it is assumed that 
the measured travel times represent those to the Stillwater outlet, which is further upstream to 
the Wachusett Reservoir shoreline. Data showed that mainstream velocity and the tributary 
velocities are almost similar in magnitude. During wet conditions, the stream velocity ranges 
between 1500 and 1700 m/h and during dry conditions it varies from 250 to 300m/h. For use 
within the TOPMODEL, it was assumed that the mainstream and tributary channel velocities 
are the same. For initial calibration purposes, channel velocity (CRV) parameter and the 
routing velocity (RY) parameter were assumed to be equal to 700 m/h. Model sensitivity 
towards the stream velocity was assessed using channel velocities ranging from 250 to 2000 
m/h 
Parameter T D, the time delay in the unsaturated zone response per unit deficit was 
calculated from the average soil depth (assumed 1.5 m) and the soil permeability of 2.0 
incheslhour (0.05 m/h) as 30 h. 
The root zone available water capacity (Srmax) is the capacity of the soil to hold water 
for use by most plants. It is commonly defined as the difference between the amount of soil 
water at field moisture capacity and the amount at wilting point. It is expressed as inches of 
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water per inch of soiL Soil data was obtained from USDA SCS, 1985. the publication, Soil 
Survey of Worcester County, MA published by United States Department of Agriculture Soil 
Conservation Service (Issued on December, 1985) for Worcester County. If it is assumed 
that, a 60 inch profile of soil can hold approximately 5.2 inches of water and the root zone 
depth is 0.75 m, and the water content at wilting point is neglected, Srmax can be calculated as 
0.065 using Equation 2-25. 
Table 6-2: Soil properties (ranges and assumed values) for the study site 
Soil Properties Value (USDA SCS, Assumed average value 1985) for the catchment 
Moderately slow 0.2-0.6 inch 
Permeability 
expressed as Moderate 0.6-2.0 inches 2 inches 
inches/hour 
Moderately rapid 2.0-6.0 inches 
Water holding capacity Moderate 3.2-5.2 inches 
expressed as inches 5.2 inches (9cm /100cm soil 
per 60 inches of soil High More than 5.2 inches depth) profile 
Root zone depth 1.5 - 3.0 feet 0.75m (0.45 - 0.90 m) 
Model initialization parameter Qo is taken as the discharge at the start of the time step 
and initial value for the root zone deficit parameter, Sro is assumed equal to half of the 
available root zone capacity and was assigned a value of 0.03. Using Equation 2-23, XKo, the 
surface hydraulic conductivity parameter was calculated as 0.15. 
For Infiltration excess calculations, using the Green-Ampt Model, the wetting front 
suction (HF) parameter and water content change across the wetting front (DTH) parameter 
were necessary. For sandy loam soils, the wetting front suction, HF is assumed to be equal to 
0.01 m (internet, http://www.alanasmith.com). DTH is the difference between effective 
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porosity and initial moisture content. For Sandy loam soils effective porosity can be assumed 
to be equal to 0.412 (internet, http://www.alanasmith.com) and the initial moisture can be 
assumed to be equal to Sro. Thus DTH was calculated as 0.382. fuitial values adopted for the 
parameters are tabulated in Table 6.3. 
Table 6-3: Parameter values for TOPMODEL calibration 
Parameter Value 
m 0.0085 
To -3.16 
TD 30 
CHV 700 
RV 700 
SRmax 0.065 
0 0 0.001241 
SRO 0.03 
INFEX 1 
XKO 0.15 
HF 0.01 
DTH 0.382 
6.4 Model Runs 
TOPMODEL was calibrated for the Stillwater River basin using daily and hourly 
precipitation and evapotranspiration data for May, June and July, 2001. The predicted 
discharge was compared with the observed discharge and the parameters were adjusted to get 
a good fit. The daily model run and the hourly model run with the initial set of parameters as 
given in Table 6-3 are discussed in section 6.4.1 and 6.4.2 respectively. Section 6.4.3 deals 
with the calibration of the TOPMODEL for daily inputs. 
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6.4.1 Daily Model 
Figure 6-3 shows daily precipitation and evapotranspiration data for the months of 
May, June, July in the year 2001. Figure 6-4 represents the simulated discharges from the 
initial run of the model using the parameter values as given in Table 6-3. Figure 6-5 shows 
the base flow as estimated by the model for the same time period. The model calculates 
overland flow as the sum of saturation excess and infiltration excess flows. The overland 
flow as simulated by the initial TOPMODEL run is shown in Figure 6-6. Total runoff (Figure 
6-4) is the sum of base flow and the Overland flow adjusted for the time delay to catchment 
outlet. 
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run) 
Modeled discharges from the TOPMODEL initial run (before calibration of the 
parameters) are compared with the observed stream discharges in Table 6-4. For the 
hydro graph peaks shown in Table 6-4, the model predicts "the time to peak" one day earlier 
thao the actual data. Simulated discharges are 100 to 200 % more thao the observed 
discharges. From tbis data, it is inferred that ao optimum set of parameters are need to be 
found via calibration of the model. 
Table 6-4: Hydrograph comparison of Simulated aod observed stream discharges 
(TOPMODEL initial run) 
Hydrograph Time to Peak % Error in Peak 
peak No. _peak discharge discha~ge 
Model data 6/3/2001 0.012 
1 Observed data 6/4/2001 0.0035 243 
Model data 6/17/2001 0.0206 
2 Observed data 6/18/2001 0.0088 134 
Model data 7/1/2001 0.0043 
3 Observed data 7/2/2001 0.0018 139 
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6.4.2 Hourly Model 
TOPMODEL was run for May, June and July 2001 in hourly time steps. The 
parameters used were the same as given Table 6-1 except the initial discharge parameter Qo. 
Qo was changed from 0.001241 m/day to 0.000126 mIh. Figure 6-7 shows the total hourly 
runoff as simulated by the model and the observed hourly stream discharges. The model 
could simulate only two hydrograph peaks out of approximately 10 peaks. The parameters 
were adjusted and the model was calibrated using trial and error method. The final calibrated 
model and the optimum set of parameters are given in Section 6.4.3 
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Figure 6-8: Hourly simulated and observed discharges for May, June and July 2001 using 
TOPMODEL using initial set of parameters as given in Table 6-1. 
6.5 Calibration of daily TOPMODEL 
TOPMODEL was calibrated for the three months (May, June, and July) in the year 
2001. Figure 6-9 shows the modeled and observed runoff for the Stillwater River watershed. 
Different calibration runs were carried out and the two of those runs, (named as calib 1 and 
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calib2) having better efficiency in simulating rainfall runoff for the Stillwater River 
catchment are discussed in sections 6.5.1 and 6.5.2. 
6.5.1 Calibl' 
. The calibrated parameters are compared with the original parameters in Table 6-5. The 
calibration of Topmodel parameters To, TD, and XKo are found to achieve a 'better fit' to the 
observed discharges. The parameter m obtained from the recession curve analysis is found to 
be the best so far in terms of the slope of the recession. By increasing transmissivity and 
decreasing the time delay parameters could increase the vertical recharge to the base flow. 
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Table 6-5: Comparison of actual and calibrated TOPMODEL parameters 
Parameter Actual values Calibrated values 
m 0.0085 0.0085 
To -2.59 1.25 
TD 30 0.3 
CHV 700 700 
RV 700 700 
Srmax 0.065 0.065 
0 0 0.001241 0.001241 
Sro 0.03 0.03 
INFEX 1 1 
XKO 0.15 0.0015 
HF 0.01 0.01 
DTH 0.382 0.382 
Figure 6-10 shows the descretization of baseflow and overland flow components in 
the total runoff. The figure indicates that most of the runoff reaches the stream as sub surface 
flow, as is expected for Stillwater River catchment partially due to its bigger size. The model 
calibrated using the parameters given in Table 6-5 were not sensitive to the small amount of 
initial rain received by the catchment. This behavior may be reasoned as follows: Stillwater 
River watershed is approximately 82 km2 in area; however, the watershed has only one 
precipitation gage located at the mouth of the Stillwater River. Hence the precipitation data 
used in the model as input, do not represent the catchment average rainfall as required by the 
model. 
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Figure 6-10: Baseflow, Overland flow and the total runoff as predicted by TOPMODEL 
(Parameters are given in Table 6-5). 
6.5.2 Calib2 
Figure 6-11 shows the model calibration using the parameter values given in column 
4 of Table 6-6. By reducing the maximum soil moisture capacity and the initial soil moisture 
deficit to half the original value, the model over-predicted the initial response of the 
catchment to rainfall by a factor of three. However, the model became sensitive to the light 
initial rainfall received by the catchment. Figure 6-12 and figure 6-13 indicate the overland 
flow and the baseflow as predicted by the topmodel for this model run. 
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Figure 6-11: Calibrated Topmodel using parameters as given in Table 6-6 (Calib2). 
Table 6-6: Comparison of actual and calibrated TOPMODEL parameters 
Parameter Actual parameters Calib1 Calib2 
m 0.0085 0.0085 0.0085 
To -2.59 1.25 1.25 
To 30 0.3 0.15 
CHV 700 700 1200 , 
RV 700 700 500 
Srmax 0.065 0.065 0.03 
0 0 0.001241 0.001241 0.001241 
Sro 0.03 0.03 0.005 
INFEX 1 1 1 
XKO 0.15 0.0015 0.0015 
HF 0.01 0.01 0.01 
DTH 0.382 0.382 0.382 
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Figure 6-13: Modeled base flow for the Stillwater River watershed (Calib2) 
6.6 Conclusion 
Initial calibration studies for the Stillwater River basin were carried out for a three 
month period in the year 2001. Model was found to be sensitive to the parameters m, To, 
SRMAJ(, SRo, and TD. However, automatic calibration methods are suggested for getting 
optimum parameter values. TOPMODEL calculates the model efficiency by estimating three 
different objective functions, namely Fl, F2, and E. Fl is the sum of squared errors andF2 is 
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the sum of squared absolute errors. The function E represents the Nash Sutcliff Efficiency. 
Table 6-7 represents the error estimates for Calib 1 and Calib2. The efficiency function, E 
goes to 1 and the other two objective functions approach to zero as the fit improves. The 
maximum efficiency obtained for the model calibration so far is 76 %. It is anticipated that 
automatic calibration techniques could improve the model efficiency in predicting the runoff 
response of for the Stillwater River watershed. 
Table 6-7 : Objective function comparison for the TOPMODEL calibration runs 
F1 F2 E 
Initial run 0.0006 0.033 -4.6 
Calib 1 0.0002 0.004 0.76 
Calib 2 0.00009 0.129 0.17 
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7.0 SUMMARY AND FUTURE WORK 
7.1 Summary of the work 
This research was carried out in two parts: I) estimate evapotranspiration data for the 
Stillwater River basin and 2) calibrate the TOPMODEL using hydrological, topographical, as 
well as geophysical characteristics of the Stillwater River watershed. TOPMODEL was 
evaluated for its efficiency in simulating rainfall runoff and its ability to discretize the 
overland flow and base flow components. The runoff components as obtained by 
TOPMODEL may be used to derive a simple organic carbon model. 
ET data modeled by the Hargreave's equation and the FAO modified Penman-
Monteith model were compared against the daily ET model developed and validated for 
. Northeastern United States by Northeast Regional Climate Center (NRCC). For daily 
rainfall-runoff simulations, NRCC ET data was used. Hourly TOPMODEL simulations used 
daily NRCC ET estimates distributed to hourly values using a daily sinusoidal curve. 
TOPMODEL simulations were carried out for a 3-month period; May, June and July, 
200 I both for daily time steps and hourly time steps. Runoff simulations indicated better 
model performance for daily time steps if measured/actual TOPMODEL parameters were 
used. For hourly simulations, a good fit was not found from the initial calibration runs. 
TOPMODEL parameters were calibrated for daily time steps to achieve an optimum set of 
parameters. The model was found to be sensitive towards the parameters m, To, TD, SRMAX, 
and S&. Preliminary calibration results indicated the Nash and Sutcliff efficiency of76% for 
the simulation of rainfall run off for the Stillwater River watershed. 
';q 
7.2 Recommendations for Practice 
TOPMODEL is a simple and mathematically and parametrically efficient semi 
distributed rainfall runoff model. This requires the catchment average rainfall and 
evapotranspiration data for the stream discharge simulations. Preliminary studies indicate the 
efficiency of the daily model is approximately 76 %. However, calibration and validation 
studies of the model may be carried out for a longer time period to achieve optimum 
parameter set for maximum efficiency. Calibrated TOPMODEL can be applied to the other 
watersheds contributing to the Wachusett Reservoir on daily time steps. 
Currently, the watershed has only one precipitation gage located at the mouth of the 
Stillwater River. The precipitation data recorded by this downstream gage is not anticipated 
to be the representative rain fall data for the catchment due to the size and shape of the 
catchment. The catchment do not record the meteorological data required for the simulation 
of ET. Hence the data from the Worcester station (which is 12 miles downstream from the 
Stillwater River outlet) was used for the application of ET models to the catchment. By 
monitoring the rairlfall at various locations of the catchment, a representative catchment 
average rainfall can be estimated for the use within the TOPMODEL. It is recommended that 
the DCR should collect more hydrological irlformation of the catchment on a daily and sub-
daily time steps. 
7.3 Future Work for Research 
Future work may include: 
7-2 
~ Developing monthly correction factors based on NRCC data for Hargreave's 
model and FAO Penman Monteith model, so that daily and hourly 
evapotranspiration data which closely agree with the NRCC data can be generated 
for future use (If purchasing ET data from NRCC is not opted). 
~ Improving the topographic index calculation by introducing an optimum Channel 
Initiation Threshold (CIT) and a power factor (h) to calcuiate the amount of flow 
in any downslope direction. 
~ It is recommended to use other versions of TOPMODEL such as the multiple 
subcatchment version and the USGS version with snow melt component for the 
Stillwater River basin and other watersheds in .the Wachusett Reservoir 
watershed. 
~ Model calibration and validation studies are to be carried out for longer time 
period to obtain an optimum set of parameters which can also be extended for 
other water sheds in the Wachusett reservoir basin. 
~ Using calibration algorithms such as Monte Carlo Simulations or GLUE 
(Generalized Likelihood Uncertainty Estimation) methodology (Beven and 
Binely, 1992) to achieve better calibration of the TOPMODEL parameters. 
~ Using the calibrated TOPMODEL to simulate the rainfall-runoff in other 
watersheds in the Wachusett Reservoir watershed. 
~ Using flow components derived from the TOPMODEL to develop a simple CSTR 
model (Boyer et al.,1996) to predict organic carbon levels in the streams. 
'7-'}, 
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APPENDIX A 
This program calculates hourly evapotranspiration from the summer maximum and 
the winter minimum daily ET values using an annual and daily sinusoidal curves. This 
program was compiled in Lahey Fortran by Prof. Keith Beven and can be obtained from the 
TOPMODEL internet website: http://www.esJancs.ac.uk/hfdgltopmodeL htmL 
dimension e(240) 
character*15 evapfile 
write(6,1002) 
1002 FOrmat(///lx, 'EVAP version: 95.01'//// 
llx, 'Centre for Research on Environmental systems and 
statistics'/ . 
21x, 'Lancaster University, Lancaster LAl 4YQ, UK') 
wri te (6,602) 
602 format(jlx,' Press return to 
continue'/) 
Read(5,*) 
write(6,600) 
600 Format(' . 
*****************************************************1/ 
*'/ 
1 '* Potential Evapotranspiration Generation program 
1 , 
*'/ 
* Based on anual and daily sine curves 
1 , * 
*'/ 
1 , * 
*'/ 
Keith Beven, Lancaster university, 1995 
1 
*****************************************************1II 
') 
1 'Input Start Day Number from January 1st (1 - 365) 
Read(5,*)NStart 
write(6,501) 
Format(' Input Number of Days to be generated: ') 
Read(5,*)Ndays 501 
wri te(6, 502) 
Format(' Input Length of Time step in hours : ') 
Read(5,*)DT 502 
If(DT.GT.24.)GOTo 498 
wri te(6, 503) 
503 Format(' Input Daily PET at summer maximum in mm/day ') 
Read (5, *) Emax 
write(6,504) 
Format(' Input Daily PET at winter minimum im mm/day ') 
Read(5,*)Emin 
504 
I 
* 
30 write(6,SOS) 
505 Format(' Input name of output file: ') 
Read(S,*)Evapfile 
open(8,File;Evapfile, status;'New',Err;499) 
NT ; INT(24.01/DT) 
Iday ; NStart - 1 
CumPE ; O. 
DO 10 I ; 1, NDays 
Iday ; Iday + 1 
Fac ; 1 + SIN(6.28318S*Float(Iday)/36S. - 1.570796) 
DET ; Emin + O.S*(Emax-Emin)*Fac 
DStart ; 10 - 2.S*Fac 
Dlength ; 6 + 4*Fac 
DFin ; DStart + DLength 
If(NT.EQ.1)Then 
write(8,800)DET 
CumPE ; cumPE + DET 
Else 
Start loop on time steps in each day 
Cum ; -1 
CumE ; O. 
DO 20 IT ; 1, NT 
If(IT*DT.LT.DStart-0.01.0R.IT*DT.GT.DFin+0.01)Then 
E(IT);O. 
Else 
Frac ; (IT*DT-DStart)/DLength 
CUMT ; - cos(Frac*3.141S9) 
E(IT) ; 0.5 * DET*(CUMT - CUM) 
CUME ; CUME + E(IT) 
CUM ; CUMT 
Endif 
20 Continue 
CUMPE ; CUMPE + CUME 
write(6,606)I, DET, CUME, CUMPE 
606 Format(I6, 3E12.S) 
write(8,800)(E(IT),IT;1,NT) 
800 Format(FlO.S) 
Endif 
10 CONTINUE 
Emean ; CumPE / Ndays 
write(6,607)Ndays, NStart, CumPE, Emean, Evapfile 
607 Formate' ****************************************'/ 
1 'After ',16,' days starting at day' ,16/ 
1 cumulative Potential ET is ',F10.2/ 
1 At a mean daily rate of ',F10.3/ 
1 File name is : " A/ 
1 ****************************************') 
Stop 
498 write(6,609)DT 
609 Formate' *******************************************'/ 
1 ' Input value of DT is ',f8.2,' hours'/ 
2 
1 
1 
1 
Stop 
• Must be less than or equal to 24 ...... ·11 
• Failing gracefully! Do try again ..... ·1 
I *******************************************1) 
499 write(6,608) 
608 Format(' *******************************************'/ 
1 '·1 1 d . I . '1 Fl e a rea y eXlsts. Try agaln .......... . 
1 *******************************************') 
GoTo 30 
End 
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APPENDIXB 
Visual basic algorithm to calculate maximum and minimum daily temperatures from 
the hourly average temperature data base. 
This program calculates daily minimum and maximum temperature required for ET 
estimation by Hargreave's model. This algorithm requires date, hour of the day and average 
hourly temperature in three columns of an excel worksheet as the input data. Upon running 
this macro, a uew worksheet is created with month, date, maximum, minimum, and average 
temperatures. 
sub MaxMinO 
Dim 
Dim 
Dim 
Dim 
Dim 
selRange As Range 
Refcell As Range 
sourcecell As Range 
Startcell As Range 
Endcell AS Range 
sheets(13).Activate 
Cells.Clear 
Range("A1").value = "Month" 
Range("B1").value = "Date" 
Range("cI").value = "Max Temp" 
Range("D1").value = "Min Temp" 
Range("El").value = "Avg Temp" 
Set Refcell = Range("A2") 
For MonthRow = 1 To 12 
sheets(MonthRow).Activate 
Range("A2").Activate 
Set sourcecell = Activecell 
While Not ISEmpty(SourceCell) 
Set StartCell = sourcecell 
set EndCell = StartCell 
while StartCell.value = Endcell.value 
Set Endcell = Endcell.offset(l, 0) 
wend 
Set selRange = Range(startcell .offset(O, 2), 
EndCell.Offset(-l. 2)) 
Refcell.value = Activesheet.Name 
Refcell.Offset(O, I).value = SourceCell.value 
4 
RefCell.Offset(O, 2).value = 
Application.worksheetFunction.Max(selRange) 
Refcell.offset(O, 3).value = 
Application.worksheetFunction.Min(selRange) 
Refcell.offset(O, 4).value = 
Application.worksheetFunction.Average(selRange) 
Next 
End Sub 
Set sourcecell = Endcell 
Set Refcell = Refcell.offset(l, 0) 
wend 
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APPENDIXC 
Algorithms to distribute daily PET values to hourly values. 
This program was written in Visual basic 6.0 and is uses a daily sinusoidal curve 
based on length of the day to distribute daily PET values. Program (1) requires an excel chart 
of date and daily PET values as input data. Upon running this macro, daily values are 
distributed into hourly values and are shown in the corresponding row in 24 columns. These 
hourly values shown in columns can be transposed into a single column using program (2). 
Upon running this macro three columns and 24 rows are generated; namely date, hour and 
PET. Hourly PET values are displayed along the corresponding date and time of the day. 
Program (1) 
sub calc_HourlY_Evap() 
pi = 3.14159265 
Dim Base As Range 
Range("A2").select 
Set Base = Activecell 
Do While Not ISEmpty(Activecell) 
DET = Activecell.offset(O, 3).value 
FAC = Activecell.offset(O, 4).value 
DStart = Activecell.offset(O, 5).value 
Dlen = Activecell.offset(O, 6).value 
DFin = Activecell.offset(O, 7).value 
ActiveCell.offset(O, 8).select 
For it = 1 To 24 
If it < DStart Or it > DFin Then 
E = ° El se 
Frac = (it - DStart) / Dlen 
CumT = -1 * cos(Frac * pi) 
E = 0.5 * DET * (cumT + 1) 
End If 
Activecell.value = E 
Activecell.offset(O, 1).Select 
6 
, 
Next it 
Base.offset(l, G).select 
Set Base = Activecell 
Loop 
End Sub 
Program (2) 
Sub TranposeO 
Dim StartCell As Range 
Dim EndCell AS Range 
DataRow = 2 
TransRowStart = 2 
sheets("Trans").Activate 
Cells.clear 
cells(l, I).value = "Date" 
Cells(l, 2) .value = "Hour" 
cells(l, 3) .value = "E" 
sheets("Data").Activate 
Activesheet.Cells(DataRow, I).select 
Do While Not IsEmpty(Activecell) 
selection.copy 
sheetS("TranS").Activate 
TranSRowEnd = TranSRowStart + 23 
Set StartCell = cells(TransRowStart, 1) 
Set Endcell = cell s(TransRowEnd , 1) 
Range(startcell, Endcell).select 
Activesheet.Paste 
Set startcell = cells(TransRowStart, 2) 
Set EndCell = cells(TransRowEnd, 2) 
startcell.value = 1 
Range(startcell, Endcell).select 
selection.DataSeries Rowcol:=xlcolumns, Type:=xlLinear, 
Step:=1, Stop:=24, Trend:=False 
sheets("Data").Activate 
Set StartCell = cells(DataRow, 5) 
Set Endcell = cells(DataRow, 28) 
Range(Startcell, Endcell).select 
selection. copy 
sheets("Trans").Activate 
Activesheet.cells(TransRowStart, 3).select 
7 
selection.pastespecial paste:=xlpastevalues, 
operation:=xlNone, skipBlanks:=False, TranSpOSe:=TrUe 
TransRowStart = TransRowEnd + 1 
DataRow = DataRow + 1 
sheetsC"Data").Activate 
Activesheet.cellsCDataRow, l).Activate 
LoOp 
SheetsC"Trans").Activate 
Columns("c:C") .Select 
selection.NumberFormat = "0.0000" 
cells.Select 
cells.Entirecolumn.AutoFit 
RangeC"Ai").Activate 
End Sub 
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APPENDIXD 
·GRIDATB FORTRAN source code 
c***************************~************************************** 
***** 
C 
C 
C 
C 
C 
C 
C 
C 
C 
GRIDATB 
PROGRAM TO CALCULATE A/TANB VALUES FROM GRIDDED ELEVATION DATA 
VERSION 95.01 
for MS-DOS PC with EGA graphics and maths co-processor 
compiled using Lahey Fortran77 and Grafmatic Graphics 
C originally written by Keith Beven 1983, revised for distribution 
C 1993,1995 
c****************************************************************** 
***** 
C 
C 
This program is distributed freely with only two conditions. 
C 1. 
C 
In any use for commercial or paid consultancy 
suitable royalty agreement must be negotiated 
university (contact Keith Beven) 
purposes a 
with Lancaster 
C 
C 
C 2. In any publication arising from use for research purposes the 
C source of the program should be properly acknowledged and a 
C pre-print of the publication sent to Keith Beven at the 
address 
C below. 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
All rights retained 1993 
Keith Beven 
Centre for Research on Environmental systems and Statistics 
Institute of Environmental and Biological Sciences 
Lancaster university, Lancaster LA1 4YQ, UK 
Tel: (+44) 1524 593892 Fax: (+44) 1524 593985 
Email: K.Beven@UK.AC.LANCASTER 
c**************************************************************** 
* 
* 
* 
CHARACTER*15 ELEVFILE,ATBFILE,MAPFILE 
CHARACTER*80 TITLE 
COMMON/MAP/NX,NY,E(200,200),ATB(200,200),A(200,200) 
DIMENSION AC(30),ST(30),Y(30) 
Write(6,1002) 
1002 Format(/////,lx, 'GRIDATB version: 95.01'///////// 
11x, 'Centre for Research on Environmental systems and 
statistics'/ 
21x, 'Lancaster university, Lancaster LA1 4YQ, UK'/////) 
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write(6,602) 
602 formatC/1x,' Press return to 
continue'/) 
Read(S,*) 
* Read in and open data files 
WRITE (6 , 610) 
610 Format(lx, 'Input name of raw elevation file : ') 
READ(S,*)ELEVFILE 
WRITE(6,611) 
611 Format(lx, 'Input name of output In(a/tanB) map file: ') 
READ(S,*)MAPFILE 
WRITE(6,612) 
612 Format(lx, 'Input name of output and In(a/tanB) ditn file ') 
READ(S,*)ATBFILE . 
OPEN(4,file=elevfile,status='old' ,err = 499) 
OPEN(7,file=mapfile) 
OPEN(8,file=atbfile) 
* 
* READ IN ELEVATION DATA 
READ(4,"(A)")TITLE 
READ(4,*)NX,Ny,DX 
write(7,700)title 
write(8,700)title 
* 
* 
700 format(A) 
write(7,701)NX,Ny,DX 
701 format(2i6,f6.1) 
DO 9 J=l,NY 
READS ELEVATIONS BY ROWS STARTING 
READ(4,*)(E(I,J),I=1,NX) 
9 CONTINUE 
c 400 FORMAT(2I6,F6.1) 
c 401 FORMAT(8F10.1) 
* 
FROM BOTTOM LEFT HAND CORNER 
* SET ALL NON-CATCHMENT A/TANB VALUES TO 99999 AND ALL CATCHMENT 
VALUES 
* TO -9.9. SET ALL A VALUES TO DX*DX 
NATB=O 
* 
* 
* 
DO 10 I=l,NX 
DO 10 J=l,Ny 
A(I,J)=DX*DX 
IF(E(I,J).GE.9999.)THEN 
NATB=NATB+1 
ATB(I, J)=E(I, J) 
ELSE 
ATB(I,J)=-9.9 
ENDIF 
10 CONTINUE 
* CALCULATE A/TANB VALUES FOR CATCHMENT GRID SQUARES 
CALL ATANB(DX,NATB) 
* 
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* 
c 
c 
c 
calculate ATANB histogram for use in TOPMODEL 
NAC = 30 
find limits 
atbmax = o. 
atbmin = 9999. 
do 20 i=l,nx 
do 20 j=l,ny 
if(atb(i,j).lt.9999.)then 
if(atb(i,j).gt.atbmax)atbmax = atb(i,j) 
if(atb(i,j).lt.atbmin)atbmin = atb(i,j) 
endif 
20 continue 
datb = (atbmax-atbmin)j(NAc-l) 
c Initialise histogram count 
do 15 i = 1,NAC 
c 
* 
* 
* 
* 
15 y(i) = O. 
total = o. 
do 30 i=l,nx 
do 30 j=l,ny 
if(atb(i,j).lt.9999.)then 
index = int((atb(i,j)-atbmin)jdatb)+l 
if(index.gt.nac-l)index=nac-l 
y(index)=y(index)+l 
total = total + 1 
endif 
30 continue 
ac(l)=O. 
st(l)=atbmax 
do 40 i=2,nac 
ac(i)= y(nac-i+l)jtotal 
st(i)=atbmax-(i-l)*datb 
40 continue 
write(8,800)nac 
800 format(i 6) 
Write(8,80l)(AC(i),ST(i),i=1,NAC) 
801 format(2flO.5) 
STOP 
499 write(6,604) 
604 fa rmat (Ix I ,,(,'(***************************************** I / 
1 lx, 'Input Elevation File does not exist -'j 
2 lx,' Failing gracefully! 'j 
3 lx,'******************************************'/) 
STOP 
END 
SUBROUTINE ATANB(DX,NATB) 
COMMONjMAPjNX,NY,E(200,200),ATB(200,200),A(200,200) 
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* 
* 
* 
DIMENSION ROUTE(9),TANB(9) 
DX2=1/(1.4l4*DX) 
DX1=l!DX 
NSINK=O 
ITER=O 
write(6,698) 
698 Format(lx, 'subroutine ATB - counting iterations ...... ·) 
50 CONTINUE 
ITER=ITER+l 
write(6,699)iter 
699 format(i8} 
* LOOP THROUGH GRID SQUARES ... CHECK IF THERE IS AN UPSLOPE ELEMENT 
THAT 
* DOES NOT HAVE AN ATANB VALUE ..... IF SO, THEN CANNOT CARRY OUT 
ELEMENT 
* CALCULATIONS. CONTINUE ITERATIONS UNTIL NATB=NX*NY 
* 
* 
* 
DO 10 I=l,NX 
DO 10 J=l,NY 
* SKIP NON-CATCHMENT GRID SQUARES 
IF(E(I,J).GE.9999.)GO TO 10 
* 
* SKIP SQUARES ALREADY DONE 
IF(ATB(I,J).GT.-9.)GO TO 10 
* 
* CHECK THE 8 POSSIBLE FLOW DIRECTIONS FOR UPSLOPE ELEMENTS 
WITHOUT 
* AN ATANB VALUE 
IF(I-l.GE.l)THEN 
IF(J-l.GE.l)THEN 
IF(E(I-l,J-l).GT.E(I,J).AND.ATB(I-l,J-l).LT.O.)GO TO 10 
ENDIF 
IF(E(I-l,J).GT.E(I,J).AND.ATB(I-l,J).LT.O.)GO TO 10 
IF(J+1.LE.NY)THEN 
IF(E(I-l,J+l).GT.E(I,J).AND.ATB(I-l,J+1).LT.0.)GO TO 10 
ENDIF 
ENDIF 
IF(J-l.GE.1.)THEN 
IF(E(I,J-l).GT.E(I,J).AND.ATB(I,J-1).LT.0.)GO TO 10 
ENDIF 
IF(J+l.LE.NY)THEN 
IF(E(I,J+l).GT.E(I,J).AND.ATB(I,J+1).LT.0.)GO TO 10 
ENDIF 
IF(I+1.LE.NX)THEN 
IF(J-l.GE.l)THEN 
IF(E(I+l,J-l).GT.E(I,J).AND.ATB(I+l,J-l).LT.O.)GO TO 10 
ENDIF 
IF(E(I+l,J).GT.E(I,J).AND.ATB(I+l,J).LT.O.)GO TO 10 
IF(J+l.LE.NY)THEN . 
IF(E(I+l,J+1).GT.E(I,J).AND.ATB(I+l,J+1).LT.0.)GO TO 10 
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* 
ENDIF 
ENDIF 
* THERE ARE NO UPSLOPE ELEMENTS WITHOUT AN A/TANB VALUE ..... START 
* CALCULATIONS USING CURRENT VALUE OF A 
* 
* FIND THE OUTFLOW DIRECTIONS AND CALCULATE THE SUM OF WEIGHTS 
USING 
* (TANB *CONTOUR LENGTH) WHERE CONTOUR LENGTH IS O.5*DX FOR 
CARDINAL 
* DIRECTIONS AND O.354*DX FOR DIAGONAL DIRECTIONS 
* SUM=O. 
DO 12 K=1,9 
12 ROUTE(K)=O. 
NROUT=O 
IF(I-1.GE.1)THEN 
IF(J-1.GE.1)THEN 
IF(E(I-1,J-1).LT.E(I,J))THEN 
TANB(1)=(E(r,J)-E(I-1,J-1))*DX2 
ROUTE(1)=O.354*DX*TANB(1) 
SUM=SUM+ROUTE(l) 
NROUT=NROUT+1 
ENDIF 
ENDIF 
IF(E(I-1,J).LT.E(I,J))THEN 
TANB(2)=(E(I,J)-E(I-1,J))*DX1 
ROUTE(2)=O.5*DX*TANB(2) 
SUM=SUM+ROUTE (2) 
NROUT=NROUT+1 
ENDIF 
IF(J+1.LE.NY)THEN 
IF(E(I-1,J+1).LT.E(I,J))THEN 
TANB(3)=(E(I,J)-E(I-1,J+1))*DX2 
ROUTE(3)=O.354*DX*TANB(3) 
SUM=SUM+ROUTE(3) 
NROUT=NROUT+1 
ENDIF 
ENDIF 
ENDIF 
IF(J-1.GE.1)THEN 
IF(E(I,J-1).LT.E(I,J))THEN 
TANB(4)=(E(I,J)-E(I,J-1))*DX1 
ROUTE(4)=O.5*DX*TANB(4) 
SUM=SUM+ROUTE(4) 
NROUT=NROUT+1 
ENDIF 
ENDIF 
IF(J+1.LE.NY)THEN 
IF(E(I,J+1).LT.E(I,J))THEN 
TANB(6)=(E(I,J)-E(I,J+1))*DX1 
ROUTE(6)=O.5*DX*TANB(6) 
SUM=SUM+ROUTE(6) 
NROUT=NROUT+1 
ENDIF 
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* 
ENDIF 
IF(I+l.LE.NX)THEN 
IF(J-l.GE.l)THEN 
IF(E(I+l,J-1).LT.E(I,J))THEN 
TANB(7)=(E(I,J)-E(I+1,J-1))*DX2 
ROUTE(7)=0.354*DX*TANB(7) 
SUM=SUM+ROUTE(7) 
NROUT=NROUT+1 
ENDIF 
ENDIF 
IF(E(I+1,J).LT.E(I,J))THEN 
TANB(8)=(E(I,J)-E(I+1,J))*DX1 
ROUTE(8)=O.5*DX*TANB(8) 
SUM=SUM+ROUTE(8) 
NROUT=NROUT+1 
ENDIF 
IF(J+1.LE.Ny)THEN 
IF(E(I+1,J+1).LT.E(I,J))THEN 
TANB(9)=(E(I,J)-E(I+1,J+1))*DX2 
ROUTE(9)=O.354*DX*TANB(9) 
SUM=SUM+ROUTE(9) 
NROUT=NROUT+1 
ENDIF 
ENDIF 
ENDIF 
IF(NROUT.EQ.O)THEN 
* NO DOWNSLOPE DIRECTION MUST BE AN INTERNAL SINK OR AN OUTFLOW 
NODE ON 
* THE BOUNDARY 
WRITE(8,601)I,J 
C 
601 FORMAT(lX, 'SINK OR BOUNDARY NODE AT' ,216) 
NSINK=NSINK+1 
* ASSUME THAT THERE IS A CHANNEL OF LENGTH DX RUNNING MIDWAY 
THROUGH 
* THE SINK OR BOUNDARY NODE. TAKE AVERAGE INFLOW SLOPE ANGLE TO 
REPRES 
* TANB AND A/(2DX) TO REPRESENT a. 
SUMTB=O. 
NSLP=O. 
IF(I-1.GE.1)THEN 
IF(J-1.GE.l)THEN 
IF(E(I-1,J-1).LT.9999.)THEN 
SUMTB=SUMTB+(E(I-1,J-1)-E(I,J))*DX2 
NSLP=NSLP+1 
ENDIF 
ENDIF 
IF(E(I-1,J).LT.9999.)THEN 
SUMTB=SUMTB+(E(I-1,J)-E(I,J))*DX1 
NSLP=NSLP+1 
ENDIF 
IF(J+1.LE.NY)THEN 
IF(E(I-l,J+1).LT.9999.)THEN 
SUMTB=SUMTB+(E(I-1,J+1)-E(I,J))*DX2 
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* 
NSLP=NSLP+1 
ENDIF 
ENDIF 
ENDIF 
IF(J-1.GE.1)THEN 
IF(E(I, J-1). LT. 9999. )THEN 
SUMTB=SUMTB+(E(I,J-1)-E(I,J))*DX1 
NSLP=NSLP+1 
ENDIF 
ENDIF 
IF(J+1.LE.NY)THEN 
IF(E(I,J+1).LT.9999.)THEN 
SUMTB=SUMTB+(E(I,J+1)-E(I,J))*DX1 
NSLP=NSLP+1 
ENDIF 
ENDIF 
IF(I+1.LE.NX)THEN 
IF(J-1.GE.1)THEN 
IF(E(I+1,J-1).LT.9999.)THEN 
SUMTB=SUMTB+(E(I+1,J-1)-E(I,J))*DX2 
NSLP=NSLP+1 
ENDIF 
ENDIF 
IF(E(I+1,J).LT.9999.)THEN 
SUMTB=SUMTB+(E(I+1,J)-E(I,J))*DX1 
NSLP=NSLP+1 
ENDIF 
IF(J+1.LE.NY)THEN 
ENDIF 
ENDIF 
IF(E(I+1,J+1).LT.9999.)THEN 
SUMTB=SUMTB+(E(I+1,J+1)-E(I,J))*DX2 
NSLP=NSLP+1 
ENDIF 
* CALCULATE AVERAGE INFLOW SLOPE ANGLE 
SUMTB=SUMTB/NSLP 
IF(SUMTB.GT.O.000001)THEN 
ATB(I,J)=A(I,J)/(2*DX*SUMTB) 
ATB(I,J)=ALOG(ATB(I,J)) 
ELSE 
ATB(I,J)=9999.9 
ENDIF 
NATB=NATB+1 
* THESE NODES ARE IGNORED IN ATANB CALCULATIONS 
GO TO 10 
ENDIF 
* 
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APPENDIXE 
TOPMODC 95.02 Source code 
C TOPMODEL D.EMONSTRATION PROGRAM VERSION 95.02 
C 
C 
C compiled using Lahey Fortran?? and Grafmatic Graphics C . 
C This version by Keith Beven 1985 
C Revised for distribution 1993,1995 
C 
c**************************************************************** 
C This program is distributed freely with only two conditions. 
C 
C 1. 
C 
C 
C 
In any use for commercial or paid consultancy 
suitable royalty agreement must be negotiated 
university (Contact Keith Beven) 
purposes a 
with Lancaster 
C 2. In any publication arlslng from use for research purposes the 
C source of the program should be properly acknowledged and a 
C pre-print of the publication sent to Keith Beven at the 
address 
C below. 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
All rights retained 1993, 1995 
Keith Beven 
Centre for Research on Environmental systems and Statistics 
Institute of Environmental and Biological sciences 
Lancaster university, Lancaster LA1 4YQ, UK 
Tel: (+44) 1524 593892 Fax: (+44) 1524 593985 
Email: K.Beven@UK.AC.LANCASTER 
c**************************************************************** 
C 
C 
C 
SIMPLE SUBCATCHMENT VERSION OF TOPMODEL 
C This program allows single or multiple subcatchment calculations 
C but with single average rainfall and potential 
evapotranspiration 
C inputs to the whole catchment. 
routed 
subcatchment discharges are 
C to the catchment outlet using a linear routing algorithm with 
C constant main channel velocity and internal subcatchment 
C routing velocity. The program requires In(a/tanB) distributions 
C for each subcatchment. These may be calculated using the 
C GRIDATB program which requires raster elevation data as input. 
C It is recommended that those data should be 50 m resolution or 
C better. 
C 
C 
C 
NOTE that TOPMODEL is not intended to be a traditional model 
package but is more a collection of concepts that can be used 
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C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
**** where appropriate ****. It is up to the user to verify that 
the assumptions are appropriate (see discussion in 
Beven et al.(1994). This version of the model will be 
best suited to catchments with shallow soils and moderate 
topography which do not suffer from excessively long dry 
periods. Ideally predicted contributing areas should be 
checked against what actually happens in the catchment. 
It includes infiltration excess calculations and parameters 
based on the exponential conductivity Green-Ampt model of 
Beven (HSJ, 1984) but if infiltration excess does occur it 
does so over whole area of a subcatchment. Spatial variability 
in conductivities can however be handled by specifying 
Ko parameter values for different subcatchments, even if they 
have the same In(a/tanB) and routing parameters, ie. to 
represent different parts of the area. 
Note .that time step calculations are explicit ie. SBAR 
at start of time step is used to determine contributing area. 
Thus with long (daily) time steps contributing area depends on 
initial value together with any volume filling effect of daily 
inputs. Also baseflow at start of time step is used to update 
SBAR at end of time step 
Current program limits are: 
Number of time steps = 2500 
Number of subcatchments = 10 
Number of In(a/tanB) increments = 30 
Number of subcatchment routing ordinates = 10 
Number of time delay histogram ordinates = 20 
size of subcatchment pixel maps = 100 x 100 
C Limits are mostly set in Common blocks in file TMCOMMON.FOR 
C***************************************************************** 
c 
C This version uses five files as follows: 
C Channel 4 "TOPMOD.DAT" contains run and file information 
c channel 7 <INPUTS$> contains rainfall, pe and qobs data 
C channel 8 <SUBCAT$> contains subcatchment data 
C Channel 9 <PARAMS$> contains parameter data 
C channel 10 <OUTPUT$> is output file 
C In addition 
C channel 12 <MAPFILE$> is used to read subcatchment 
In(a/tanB) 
C maps if IMAP = 1 
C 
C 
c***************************************************************** 
C 
c INCLUDE TMCOMMON.FOR 
CHARACTER*80 SUBCAT,TITLE 
COMMON/FLOW/NSTEP,DT,Q(2500),QOBS(2500),R(2500),PE(250O),CA(2500) 
17 
COMMONjPARAMjCHV,SZQ,SZM,TO,TD,SRMAX,XKO,HF,DTH,INFEX 
COMMONjTOPOGjTITLE,SUBCAT,NAC,TL,AREA,AC(31),ST(30),ACMAX 
COMMONjSTOREjSBAR,SUZ(30) ,SRZ(30) ,SD(30) ,BAL 
COMMONjSUBCjNCH,ND,NR,AR(20),ACH(10),D(10) 
COMMONjSINITjSRBAR,SRLIM,Al,Bl,SD1,A2,B2,SD2,SRO,QO 
COMMONjMAPjIMAP,IOUT,NX,NY,ATB(100,100),ihour(30),ihrof 
CHARACTER*15 INPUTS,SUBCAT,PARAMS,OUTPUT 
OPEN(4,FILE="TOPMOD. RUN" , STATUS="OLD") 
READ(4,"(A)")TITLE 
READ(4,"(A)")INPUTS 
READ(4,"(A) ")SUBCAT 
READ(4,"(A)")PARAMS 
READ (4 ,"(A) ")OUTPUT 
OPEN(7,FILE="INPUTS.DAT",STATUS="OLD") 
OPEN(8,FILE="SUBCAT.DAT",STATUS="OLD") 
OPEN(9, FILE=" PARAMS. DAT" ,STATUS="OLD") 
OPEN(10, FILE="OUTPUT") 
OPEN(l1,FILE="rainData.dat") 
OPEN(12,FILE="ET.dat") 
OPEN(13,FILE="Qobs.dat") 
WRITE(10,1001)TITLE 
1001 FORMAT(lx,A) 
write(*,1002)title 
1002 FOrmat(jjjlx , 'TOPMODEL version: TMOD95.02'jjjj 
llx, 'This run :'jlx,Ajjjjjjjjjj 
llx,'Centre for Research on Environmental systems and 
Statistics'j 
21x,'Lancaster university, Lancaster LAl 4YQ, UK') 
Wri te (* , 602) 
602 format(jlx,' Press return to 
continue'j) 
Read(5,*) 
C 
C READ IN DT and RAINFALL, PE, QOBS INPUTS 
CALL INPUTS 
C 
C READ IN SUBCATCHMENT TOPOGRAPHIC DATA 
READ(8,*)NSC,IMAP,IOUT 
write(*,*)NSC,IMAP,IOUT 
C 
C OPEN PARAMETER FILE 
C START LOOP ON SUBCATCHMENTS 
C 
DO 10 ISC=l,NSC 
If(iout.ge.2)Write(10,600)ISC 
600 Format(lx,'Starting subcatchment' ,I6) 
C INITIALISATION FOR THIS SUBCATCHMENT 
CALL TREAD 
CALL INIT 
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C 
C RUN MODEL FOR THIS SUBCATCHMENT INCLUDING LINEAR ROUTING 
CALCULATIONS 
CALL TOPMOD 
C 
C END LOOP ON SUBCATCHMENTS 
C 
10 CONTINUE 
C CALL RESULTS ROUTINE: if IRUN = 0 on return stop 
CALL RESULTS 
c IRUN Disabled at present 
CLOSE(5) 
C 
C 
C 
CLOSE(7) 
CLOSE(8) 
CLOSE(9) 
CLOSE(10) 
STOP 
END 
SUBROUTINE TOPMOD 
c INCLUDE TMCOMMON.FOR 
CHARACTER*80 SUBCAT,TITLE 
COMMONjFLOWjNSTEP,DT,Q(2500),QOBS(2500) ,R(2500) ,PE(250 0),CA(2500) 
COMMONjPARAMjCHV,SZQ,SZM,TO,TD,SRMAX,XKO,HF,DTH,INFEX 
COMMONjTOPOGjTITLE,SUBCAT,NAC,TL,AREA,AC(31),ST(30),ACMAX 
COMMONjSTOREjSBAR,SUZ(30),SRZ(30),SD(30),BAL 
COMMONjSUBCjNCH,ND,NR,AR(20) ,ACH(lO) ,0(10) 
COMMONjSINITjSRBAR,SRLIM,A1,B1,SD1,A2,B2,SD2,SRO,QO 
COMMONjMAPjIMAP,IOUT,NX,NY,ATB(100,100),ihour(30),ihrof 
DIMENSION EX(30) 
C 
c***************************************************************** 
C 
C THIS ROUTINE RUNS TOPMODEL FOR ONE SUBCATCHMENT, INCLUDING THE 
C LINEAR CHANNEL ROUTING CALCULATIONS. 
C 
C 
C 
C 
C 
C 
C 
C 
C 
at 
C 
C 
C 
C 
The calculations are made for areal subdivisions based on the 
NAC In(ajtanB) subdivisions. The saturation deficit for each 
subdivision is calculated from SBAR at the start of each time 
step. 
Each increment 
is 0 at 'field 
dries out; and 
also has a root zone storage (SRZ) deficit which 
capcacity' and becomes more positive as the soil 
an unsaturated zone storage (suz) which is zero 
field capacity and becomes more posltlve as storage increases. 
SUZ has an upper limit of the local saturation def.icit SO. 
The local contributing area is where SO - suz is less than or 
equal to zero. 
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C 
C REMEMBER SBAR,SD AND SRZ VALUES ARE DEFICITS; SUZ IS A STORAGE. 
C 
****************************************************************** 
C 
IROF=O 
REX=O. 
CUMF=O. 
ACMAX=O. 
SUMP=O. 
SUMAE = O. 
SUMQ=O. 
C Initialise contributing area counts 
IHROF = 0 
write(*,*) NAC 
do 5 ia = 1, NAC 
5 ihour(ia)=O 
C 
C START LOOP ON TIME STEPS 
If(IOUT.ge.2)write(10,101) 
C 
C 
C 
101 format(lx,' it p ep 
l' Q sbar qof') 
DO 10 IT=1,NSTEP 
QOF=O. 
QUZ=O. 
EP=PE(IT) 
P=R(IT) 
SUMP = SUMP + P 
Q(it) 
C SKIP INFILTRATION EXCESS CALCULATIONS IF INFEX = 0 
IF(INFEX.EQ.1) THEN 
C 
quz I, 
C**************************************************************** 
C INFILTRATION EXCESS CALCULATIONS USING EXPINF ROUTINE BASED ON 
C GREEN-AMPT INFILTRATION IN A SOIL WITH CONDUCTIVITY DECLINING 
C EXPONENTIALLY WITH DEPTH (REF. BEVEN, HSJ, 1984) 
C 
C NOTE THAT IF INFILTRATION EXCESS DOES OCCUR IT WILL DO SO OVER 
C THE WHOLE SUBCATCHMENT BECAUSE OF HOMOGENEOUS SOIL ASSUMPTION 
C 
C ALL PARAMETERS AND VARIABLES ON INPUT MUST BE IN M/H 
C 
C THIS SECTION CAN BE OMITTED WITHOUT PROBLEM 
c************************************************************8*** 
C 
C 
IF(P. GT. O. )THEN 
Adjust Rainfall rate from m/time step to m/h 
RINT = P/DT 
CALL EXPINF(IROF,IT,RINT,DF,CUMF) 
20 
C DF is volumetric increment of infiltration and is returned in 
m/DT 
REX = P - DF 
P= P - REX 
If(IROF.EQ.l)IHROF = IHROF + 1 
ELSE 
REX=O. 
IROF=O 
CUMF=O. 
ENDIF 
ENDIF 
c**************************************************************** 
C 
C P IS RAINFALL AVAILABLE FOR INFILTRATION AFTER SURFACE CONTROL 
C CALCULATION 
C 
ACM=O. 
C START LOOP ON A/TANB INCREMENTS 
DO 30 IA=l,NAC 
ACF=0.5*(AC(IA)+AC(IA+l)) 
Uz=o. 
EX(IA)=O. 
C 
C CALCULATE LOCAL STORAGE DEFICIT 
SD(IA)=SBAR+SZM*(TL-ST(IA)) 
IF(SD(IA).LT.O.)SD(IA)=O. 
C 
C ROOT ZONE CALCULATIONS 
C 
SRZ(IA) = SRZ(IA) - P 
IF(SRZ(IA).LT.O.)THEN 
SUZ(IA) = SUZ(IA) - SRZ(IA) 
SRZ(IA) = O. 
ENDIF 
C UZ CALCULATIONS 
IF(SUZ(IA).GT.SD(IA))THEN 
EX(IA) = SUZ(IA) - SD(IA) 
SUZ(IA)=SD(IA) 
ENDIF 
C 
C CALCULATE DRAINAGE FROM SUZ 
C 
IF(SD(IA).GT.O.)THEN 
UZ=SUZ(IA)/(SD(IA)*TD*DT) 
IF(UZ.GT.SUZ(IA))UZ=SUZ(IA) 
SUZ(IA)=SUZ(IA)-UZ 
IF(SUZ(IA).LT.0.0000001)sUZ(IA)=0. 
QUZ=QUZ+UZ*ACF 
ENDIF 
c*************************************************************** 
C CALCULATE EVAPOTRANSPIRATION FROM ROOT ZONE DEFICIT 
C 
EA=O. 
IF(EP.GT.O.)THEN 
EA=EP*(l - SRZ(IA)/SRMAX) 
21 
C 
IF(EA.GT.SRMAX-SRZ(IA))EA=SRMAX-SRZ(IA) 
SRZ(IA)=SRZ(IA)+EA 
ENDIF 
SUMAE = SUMAE + EA * ACF 
SAE = SAE + EA *ACF 
c*************************************************************** 
C 
C 
C CALCULATION OF FLOW FROM FULLY SATURATED AREA 
C This section assumes that a/tanB values are ordered from high to 
low 
C 
OF=O. 
IF(IA.GT.l)THEN 
IB=IA-l 
IF(EX(IA).GT.O.)THEN 
c Both limits are saturated 
OF=AC(IA)*(EX(IB)+EX(IA))/2 
ACM=ACM+ACF . . 
ihour(ib) = ihour(ib) + 1 
ELSE 
c check if lower limit saturated (higher a/tanB value) 
IF(EX(IB).GT.O.)THEN 
ACF=ACF*EX(IB)/(EX(IB)-EX(IA)) 
OF=ACF*EX(IB) /2 
ACM=ACM+ACF 
ihour(ib) = ihour(ib) + 1 
ENDIF 
ENDIF 
ENDIF 
QOF=QOF+OF 
C 
C set contributing area plotting array 
CA(IT) = ACM 
IF(ACM.GT.ACMAX)ACMAX=ACM 
C 
C END OF A/TANB LOOP 
30 CONTINUE 
C 
C ADD INFILTRATION EXCESS 
QOF=QOF+REX 
IF(IROF.EQ.l)ACMAX=l. 
C 
C CALCULATE SATURATED ZONE DRAINAGE 
QB=SZQ*EXP(-SBAR/SZM) 
SBAR=SBAR-QUZ+QB 
QOUT=QB+QOF 
SUMQ=SUMQ+QOUT 
C 
C CHANNEL ROUTING CALCULATIONS 
C allow for time delay to catchment outlet NO as well as 
C internal routing array 
22 
C 
DO 40 IR=l,NR 
IN=IT+ND+IR-l 
IF(IN.GT.NSTEP)GO TO 10 
Q(IN)=Q(IN)+QOUT*AR(IR) 
40 CONTINUE 
qof 
If(IOUT.ge.2) write(lO,lOO)it, p, ep, Q(it) , quz, qb, sbar, 
100 format(lx,i4,7elO.3) 
C END OF TIME STEP LOOP 
10 CONTINUE 
C 
C CALCULATE BALANCE TERMS 
SUMRZ = O. 
* 
SUMUZ = O. 
DO SO IA=l,NAC 
ACF=0.5*(AC(IA)+AC(IA+l)) 
SUMRZ = SUMRZ + SRZ(IA)*ACF 
SUMUZ = SUMUZ + SUZ(IA)*ACF 
SO CONTINUE 
BAL = BAL + SBAR +SUMP - SUMAE - SUMQ + SUMRZ - SUMUZ 
Write(10,650)SUBCAT,SUMP,SUMAE,SUMQ,SUMRZ,SUMUZ,SBAR,BAL 
WRITE(6,650)SUBCAT,SUMP,SUMAE,SUMQ,SUMRZ,SUMUZ,SBAR,BAL 
650 FORMAT(LX, 'Water Balance for subcatchment : ',A/ 
llx, 'SUMP SUMAE SUMQ SUMRZ' 
2 'SUMUZ SBAR BAL'/7ell.4) 
If(IOUT.ge. l)WRITE(lO, 65l)ACMAX 
651 FORMAT(LX, 'Maximum contributing area " e12.5) 
RETURN 
END 
c*************************************************************** 
* SUBROUTINE INPUTS 
* 
c INCLUDE TMCOMMON.FOR 
CHARACTER*80 SUBCAT,TITLE 
COMMON/FLOW/NSTEP,DT,Q(2500) ,QOBS(2500) ,R(2500) ,PE(250 0),CA(2500) 
COMMON/PARAM/CHV,SZQ,SZM,TO,TD,SRMAX,XKO,HF,DTH,INFEX 
COMMON/TOPOG/TITLE,SUBCAT,NAC,TL,AREA,AC(3l) ,ST(30) ,ACM AX 
COMMON/STORE/SBAR,SUZ(30) ,SRZ(30),SD(30) ,BAL 
COMMON/SUBC/NCH,ND,NR,AR(20) ,ACH(lO) ,D(lO) 
COMMON/SINIT/SRBAR,SRLIM,Al,Bl,SD1,A2,B2,SD2,SRO,QO 
COMMON/MAP/IMAP,IOUT,NX,NY,ATB(100,100),ihour(30),ihrof 
* 
* 
* 
" 
This subroutine must read in rainfall, pe and. observed 
discharges for T = 1,NSTEP with time step DT hoursl 
READ(7,*)NSTEP,DT 
READ(7,*) (R(I) ,PE(I) ,QOBS(I) ,I=l,NSTEP) 
CLOSE(7) 
23 
DO 10 IT = 1,NSTEP 
10 Q(IT)=O. 
write(ll,*)NSTEP 
write(12,*)NSTEP 
write(13,*)NSTEP 
DO 19 I = 1,NSTEP 
write(ll, *)R(I) 
write(12,*)PE(I) 
19 write(13,*)QOBS(I) 
close(ll) 
close(12) 
close(13) 
RETURN 
END 
C 
C************************************************************** 
C 
SUBROUTINE TREAD 
C 
c INCLUDE TMCOMMON.FOR 
CHARACTER*80 SUBCAT,TITLE 
COMMON/FLOW/NSTEP,DT,Q(2500),QOBS(2500) ,R(2500) ,PE(250 0),CA(2500) 
COMMON/PARAM/CHV,SZQ,SZM,TO,TD,SRMAX,XKO,HF,DTH,INFEX 
COMMON/TOPOG/TITLE,SUBCAT,NAC,TL,AREA,AC(31) ,ST(30) ,ACM AX 
COMMON/STORE/SBAR,SUZ(30),SRZ(30),SD(30),BAL 
COMMON/SUBC/NCH,ND,NR,AR(20),ACH(10),D(10) 
COMMON/SINIT/SRBAR,SRLIM,A1,B1,SD1,A2,B2,SD2,SRO,QO 
COMMON/MAP/IMAP,IOUT,NX,NY,ATB(100,100),ihour(30),ihrof 
C 
* 
* 
READ(8,"(A)")subcat 
write(10,1010)subcat 
1010 Format(lx, 'subcatchment : ',A) 
READ(8,*)NAC,AREA 
NAC IS NUMBER OF A/TANB ORDINATES 
AREA IS SUBCATCHMENT AREA AS PROPORTION 
READ(8,*)(AC(J),ST(J),J=1,NAC) 
OF TOTAL CATCHMENT 
* 
* 
AC IS DISTRIBUTION OF AREA WITH LN(A/TANB) 
ST IS LN(A/TANB) VALUE 
* 
tarea = AC(l) 
do 10 j=2,NAC 
tarea = tarea + AC(j) 
10 continue 
* CALCULATE AREAL INTEGRAL OF LN(A/TANB) 
* NB. a/tanB values should be ordered from high to low with ST(l) 
* as an upper limit such that AC(l) should be zero, with AC(2) 
representing 
* the area between ST(l) and ST(2) 
TL=O. 
Ac(l)=AC(l)/tarea 
SUMAC=AC(l) 
24 
* 
* 
* 
* 
* 
* 
* 
DO 11 J=2,NAC 
AC(J)=AC(J)/tarea 
SUMAC=SUMAC+AC(J) 
TL=TL+AC(J)*(ST(J)+ST(J-1))/2 
11 CONTINUE 
AC(NAC+1)=0. 
READ CHANNEL NETWORK DATA 
READ(8,*)NCH 
READ(8,*)(ACH(J),D(J),J=1,NCH) 
ACH IS CUMULATIVE DISTRIBUTION OF AREA WITH DISTANCE D 
FROM OUTLET. D(l) is distance from subcatchment outlet 
ACH(l) = O. 
600 
If(IOUT.ge.1)write(10,600)TL, SUMAC 
Format(lx, 'TL = ',f8.Z,/'SUMAC = " f8.Z) 
RETURN 
END 
c*************************************************************** 
* 
* 
SUBROUTINE INIT 
DIMENSION TCH(10) 
c INCLUDE TMCOMMON.FOR 
CHARACTER*80 SUBCAT,TITLE 
COMMON/FLOW/NSTEP,DT,Q(2500),QOBS(Z500) ,R(Z500) ,PE(250 0),CA(Z500) 
COMMON/PARAM/CHV,SZQ,SZM,TO,TD,SRMAX,XKO,HF,DTH,INFEX 
COMMON/TOPOG/TITLE,SUBCAT,NAC,TL,AREA,AC(31) ,ST(30) ,AC MAX 
COMMON/STORE/SBAR,SUZ(30) ,SRZ(30),SD(30) ,BAL 
COMMON/SUBC/NCH,ND,NR,AR(20),ACH(10),D(10) 
COMMON/SINIT/SRBAR,SRLIM,A1,B1,SD1,AZ,B2,SDZ,SRO,QO 
COMMON/MAP/IMAP,IOUT,NX,NY,ATB(100,100),ihour(30),ihrof 
* 
* 
* 
* 
* 
* 
* 
* 
** 
READ PARAMETER DATA 
READ(9,"(A)")SUBCAT 
READ(9,*)SZM,TO,TD,CHV,RV,SRMAX,QO,SRO,INFEX,XKO,HF,DTH 
Convert parameters to m/time step DT 
with exception of XKO which must stay in m/h 
QO is already in m/time step 
TO is input as Ln(To) 
RVDT = RV * DT 
CHVDT = CHV * DT 
TODT = TO + ALOG(DT) 
calculate SZQ parameter 
SZQ = EXP(TODT-TL) 
" CONVERT DISTANCE/AREA FORM TO TIME DELAY HISTOGRAM ORDINATES 
* 
TCH(l) = D(l)/CHVDT 
DO 15 J = Z,NCH 
25 
* 
TCH(J) = TCH(I) + (D(J) - D(I))/RVDT 
15 CONTINUE 
NR = INT(TCH(NCH)) 
IF(FLOAT(NR).LT.TCH(NCH))NR=NR+l 
ND = INT(TCH(I)) 
NR = NR - ND 
DO 20 IR=I,NR 
TIME = ND+IR 
IF(TIME.GT.TCH(NCH))THEN 
AR(IR)=1.0 
ELSE 
DO 21 J=2,NCH 
IF(TIME.LE.TCH(J))THEN 
AR(IR)=ACH(J-l)+(ACH(J)-ACH(J-l))*(TIME-TCH(J-l))/ 
1 (TCH(J)-TCH(J-l)) 
GOTO 20 
ENDIF 
21 CONTINUE 
ENDIF 
20 CONTINUE 
Al= AR(I) 
SUMAR=AR(I) 
AR(I)=AR(I)*AREA 
IF(NR.GT.l)THEN 
DO 22 IR=2,NR 
A2=AR(IR) 
AR(IR)=A2-Al 
Al=A2 
SUMAR=SUMAR+AR(IR) 
AR(IR)=AR(IR)*AREA 
22 CONTINUE 
ENDIF 
If(IouT.ge.l)write(10,603)szq 
603 format(lx, 'szQ ',eI2.5) 
If(IOUT. ge.l)wRITE(10, 604)TCH(NCH) ,SUMAR,(AR(IR) ,IR=I, NR) 
604 FORMAT(lX, 'SUBCATCHMENT ROUTING DATA'/ 
1 lX,'Maximum Routing Delay ',EI2.5/ 
2 lX, 'Sum of histogram ordinates ',fl0.4/(lX,5EI2.5)) 
* INITIALISE SRZ AND QO VALUES HERE 
* SRO IS INITIAL ROOT ZONE STORAGE DEFICIT BELOW FIELD CAPACITY 
* QO IS THE INITIAL DISCHARGE FOR THIS SUBCATCHMENT 
* 
* INITIALISE STORES 
c 
DO 25 IA=I,NAC 
SUZ(IA)=O. 
25 SRZ(IA)=SRO 
SBAR=-SZM*ALOG(QO/SZQ) 
c Reinitialise discharge array 
SUM=O. 
DO 29 I=I,ND 
29 Q(I) = Q(I) + QO*AREA 
DO 30 I=I,NR 
SUM=SUM+AR(I) 
26 
· IN = ND + I 
30 Q(IN)=Q(IN)+QO*(AREA-SUM) 
* 
* Initialise water balance. BAL is positive for storage 
BAL = - SBAR - SRO 
If(IouT.ge.l)write(10,60S)BAL,SBAR,SRO 
605 Format (lx, 'Initial Balance BAL ',e12.Sj 
1 lx, 'Initial SBAR ',e12.Sj 
Z 1x,'Initial SRO ',e12.S) 
* 
RETURN 
END 
C 
c************************************************************** 
C 
SUBROUTINE EXPINF(IROF,IT,RINT,DF,CUMF) 
C 
C INCLUDE TMCOMMON.FOR 
CHARACTER*80 SUBCAT,TITLE 
COMMONjFLOWjNSTEP,DT,Q(ZSOO) ,QOBS(ZSOO) ,R(ZSOO) ,PE(2S0 0),CA(2S00) 
COMMONjPARAMjCHV,SZQ,SZM,TO,TD,SRMAX,XKO,HF,DTH,INFEX 
COMMONjTOPOGjTITLE,SUBCAT,NAC,TL,AREA,AC(31),ST(30),ACMAX 
COMMONjSTOREjSBAR,SUZ(30),SRZ(30),SD(30),BAL 
COMMONjSUBCjNCH,ND,NR,AR(20) ,ACH(10) ,D(10) 
COMMONjSINITjSRBAR,SRLIM,A1,B1,SD1,AZ,B2,SD2,SRO,QO 
COMMONjMAPjIMAP,IOUT,NX,NY,ATB(100,100),ihour(30),ihrof 
DOUBLE PRECISION CONST,SUM,FC,FUNC,CD,SZF,XKF 
DATA EjO.00001j 
c******************************************************~****** 
C 
C SUBROUTINE TO CALCULATE INFILTRATION EXCESS RUNOFF USING THE 
C EXPONENTIAL GREEN-AMPT MODEL. 
C 
C************************************************************** 
C 
C 
C Note that HF and DTH only appear in product CD 
CD=HF*DTH 
SZF = l.jSZM 
XKF = XKO 
IF(IROF.EQ.1)GO TO 10 
C PONDING HAS ALREADY OCCURRED - GO TO EXCESS CALCULATION 
C 
IF(CUMF.EQ.O.)GOTO 7 
C FIRST TIME STEP, OVERFLOW IF CUMF=O, GO DIRECT TO FZ CALCULATION 
C INITIAL ESTIMATE OF TIME TO PONDING 
F1=cUMF 
RZ=~XKF*SZF*(CD+F1)j(1-EXP(SZF*F1)) 
IF(R2.LT.RINT)THEN 
C PONDING STARTS AT BEGINNING OF TIME STEP 
TP=(IT-l.)*DT 
IROF=l 
F=CUMF 
27 
DFUNC=(EXP(SZF*F)-1)/(XKF*SZF*FC) 
DF=-FUNC/DFUNC 
F=F+DF 
IF(ABS(DF).LE.E)GO TO 15 
14 CONTINUE 
WRITE(6,600) 
15 CONTINUE 
IF(F.LT.CUMF+RINT)THEN 
DF=F-CUMF 
CUMF=F 
C SET UP INITIAL ESTIMATE FOR NEXT TIME STEP 
F=F+DF 
RETURN 
ENDIF 
20 CONTINUE 
C THERE IS NO PONDING IN THIS TIME STEP 
IROF=O 
C 
C 
DF = RINT*DT 
CUMF=CUMF+DF 
RETURN 
END 
C************":*****"c******************-f:*************1:*********** 
C 
SUBROUTINE RESULTS 
c INCLUDE TMCOMMON.FOR 
CHARACTER*80 SUBCAT,TITLE 
COMMON/FLOW/NSTEP,DT,Q(2500) ,QOBs(2S00),R(2S00) ,PE(250 0),CA(2500) 
COMMON/PARAM/CHV,SZQ,SZM,TO,TD,SRMAX,XKO,HF,DTH,INFEX 
COMMON/TOPOG/TITLE,SUBCAT,NAC,TL,AREA,AC(31),ST(30),ACMAX 
COMMON/STORE/SBAR,Suz(30) ,SRZ(30) ,sD(30) ,BAL 
COMMON/SUBC/NCH,ND,NR,AR(20) ,ACH(10) ,D(10) 
COMMON/SINIT/SRBAR,SRLIM,Al,Bl,SDl,A2,B2,SD2,SRO,QO 
COMMON/MAP/IMAP,IOUT,NX,NY,ATB(lOO,100),ihour(30),ihrof 
C 
C OBJECTIVE FUNCTION CALCULATIONS 
c 
Fl=O. . 
F2=0. 
SUMQ=O. 
SSQ=O. 
DO 60 IT=1,NSTEP 
SUMQ=SUMQ+QOBS(IT) 
sSQ = sSQ + QOBS(IT)*QOBS(IT) 
F1=F1 + (Q(IT)-QOBS(IT))**2 
F2=F2 + ABS(Q(IT)-QOBS(IT)) 
60 CONTINUE 
QBAR = SUMQ / NSTEP 
VARQ = (SSQ/NSTEP - QBAR*QBAR) 
VARE = Fl/NSTEP 
E=1-VARE/VARQ 
c add objective function values to output file 
29 
c 
c 
c 
c 
write(6,62l)fl,e,f2,qbar,varq,vare 
write(lO,62l)fl,e,f2,qbar,varq,vare 
621 format(//lx,'objective function values'/ 
1 lx, 'Fl ',e12.5,' E ',f12.5,' F2 'e12.51/ 
2 lx, 'Mean obs Q ',e12.5,' Variance obs Q ',e12.5/ 
3 ' Error variance',e12.5) 
RETURN 
END 
C************************************************************** 
c 
30 
Paula L. Studervant Rees 
From: 
Sent: 
To: 
tom walsh [tkwalsh@ubwpad.org] 
Thursday, December 23, 2004 9:18 AM 
'Paula l. Studervant Rees' 
Cc: 'Jennifer Donais' 
Subject: RE: Extension of end date of current UBWPAD grant 
All; 
This will extend the referenced contract to the end of our fiscal year, June 30, 2005. 
Please let me know if you need or a letter. 
Tom Walsh 
Upper Blackstone WPAD 
Tel 508 755 1286 
Fax 508 755 1289 
-----Original Message-----
From: Paula L. Studervant Rees [mailto:rees@ecs.umass.edu] 
Sent: Wednesday, December 22, 2004 11:35 AM 
To: 'tom walsh' 
Cc: 'Jennifer Donais' 
Subject: Extension of end date of current UBWPAD grant 
Hi Tom -
We still have some funds, mostly travel, left in the most recent UBWPAD grant. This is set 
to expire on 12/31/04. Could you send a "reply to all" to this email approving extending 
the end date to say 5/31/04? 
I'll get Jim's salary for spring to OGCA in a new grant next week. 
Thanks! 
Paula 
*********************************************************************** 
Paula L. Sturdevant Rees, PhD 
Assistant Professor 
Dept. of Civil and·Environmental Engineering 
18 Marston Hall 
University of Massachusetts 
Amherst, MA 01003-5205 
voice: 
fax: 
413.577.2337 
413.545.2202 
email: rees@ecs.umass.edu 
*********************************************************************** 
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