In this paper, a hierarchical context definition is added to an existing clustering algorithm in order to increase its robustness. The resulting algorithm, which clusters contexts and events separately, is used to experiment with different ways of defining the context a language model takes into account. The contexts range from standard bigram and trigram contexts to part of speech five-grams. Although none of the models can compete directly with a backoff trigram, they give up to 9% improvement in perplexity when interpolated with a trigram. Moreover, the modified version of the algorithm leads to a performance increase over the original version of up to 12%.
Introduction
The task of a language model is to calculate p(wiI&), the probability of the next word being wi given the current context &. Language models differ in the way this probability is modelled and how the context & is defined. A quite general model proposed in [4] makes use of a state mapping function S and a category mapping function G . The idea behind the state mapping S : c-> sc = S(c) is to assign each of the large number of possible contexts c E C to one of a smaller number of context-equivalent states. Similarly, the category mapping G : w -> gw = G ( w ) assigns each of the large number of possible words w E V to one of a smaller number of categories (similar to parts of speech). The Probability of the next word is then calculated as In [6], a heuristic version of a clustering algorithm was presented, which can be used to calculate S and G automatically. In this paper, the algorithm is extended to deal with a hierarchy of contexts, which increases its robustness (Section 2.). It is then used to experiment with Merent ways of defining the context, including the use of parts of speech information. The Merent models are evaluated in terms of perplexity on the Wall Street Journal Corpus (Section 4.).
Clustering Algorithm
The initial clustering algorithm used to determine S and G automatically is shown in Figure 1 . It is a greedy, hill- A major drawback of the algorithm becomes apparent when it is used for wider contexts. Since S clusters individual contexts, many of these contexts have occurred only infrequently in the training data. It is therefore very difficult to assign them to a meaningful cluster. In fact, the algorithm doesn't attempt to mwe elements which have occurred less than a minimal number of times (the empirically determined value of 6 was used for this threshold in our experiments). Depending on the number of elements for which this is true, this can lead to poor performance. In the trigram case, for example, 85% of the distinct contexts seen during training have occurred less than 6 times.
The main idea to improve upon this situation is as follows.
Rather than moving individual contexts, the algorithm first moves groups of contexts together. Each group will have oc- words ( w ; -* , w ; -~) . Initially, the algorithm moves all contexts which have the same wi-1 together (e.g. identical bigram contexts). Subsequently, it proceeds by moving pairs of words.
In more general terms, we can represent the groupings of the contexts in terms of a tree T. 
Test Corpus and Clustering Times

Results
In a first set of experiments, the clustering algorithms were compared to the standard bigram and trigram models. The results are shown in Table 1 . First, one can compare our Table 2 gives the results for various models using this part of speech information. As the size of the context window increases, the tree based version of the algorithm gives an increasing gain in performance . When moving from a window size of three to four, the standard version of the clustering algorithm does not lead to an improvement (by looking at one extra digit, one can see that it decreases from 304.6 to 305.0). This is presumably because of the data sparseness problem mentioned in Section 2. The performance of the tree based version, however, continues to increase.
In a third set of experiments, the clustering of words G produced by the algorithm was used to define the context. Compared to using the linguistic parts of speech, this has the advantage that the number of classes can be determined almost at will. The perplexities for a model that uses 1000 different classes are shown in Table 3 . One can again see the benefit of using the tree based version. Moreover, it is interesting to note that the resulting perplexity comes quite dose to that of a clustered trigram.
In a final set of experiments, some of the previously inves- Table 4 . One can see that the interpolation with the backoff trigram leads to an improvement of up to 9% over the backoff trigram by itself.
. Conclusion
An existing clustering algorithm was extended to deal with a hierarchical definition of contexts. This lead to a significant perplexity improvement of up to 12%. The resulting algorithm was used to experiment with different ways of defining the contexts. Although none of the models outperform a backoff trigram, they lead to a perplexity improvement of up to 9% when interpolated with a trigram.
