Abstract. If f is a function of n variables that is locally uniformly approximable by a sequence of smooth functions satisfying local L 1 bounds on the determinants of the minors of the Hessian, then f admits a second order Taylor expansion almost everywhere. This extends a classical theorem of A.D. Alexandrov, covering the special case in which f is locally convex.
Introduction
A.D. Alexandrov [2] proved that if f : U → R is a locally convex function on a domain U ⊂ R n then f "admits a second derivative almost everywhere", in the sense that for a.e. x ∈ U there is a second order Taylor expansion for f at x. In the present article we extend this conclusion to a much larger class of functions. Let us say that f is twice differentiable at x if there is a quadratic polynomial Q x : R n → R such that whenever K ⊂⊂ U and I, J ⊂ {1, . . . , n} have the same cardinality. Then f is twice differentiable at a.e. x ∈ U .
(If n = 1 then f is approximable in this way iff it is expressible as the difference of two convex functions; but this is not the case for n ≥ 2, as we show below.)
Alexandrov's theorem is a special case: if f is convex then such a sequence f k may be obtained by convolution with an approximate identity. But Theorem 1.1 is significantly stronger: even though a convex function f may fail to have first derivatives in the usual sense on a dense set, it has been observed (cf. [1] ) that such f admits a multiple-valued differential everywhere, whose graph transforms into the graph of a Lipschitz function under the canonical linear change of variable (x, y) → (x + y, x − y) of T * R n R n × R n . From this point of view, Alexandrov's theorem appears as a consequence of Rademacher's theorem on the almost everywhere differentiability of Lipschitz functions. On the other hand, there exist functions f satisfying the hypothesis of Theorem 1.1 such that the graph of the differential of f is dense in T * R n . In fact, such functions include the Sobolev space W 2,n loc (U ) of functions with second distributional derivatives in L n loc (U ): convolution with an approximate identity yields a sequence of smooth functions with bounded local W 2,n norms converging to f in W 2,n loc . By Hölder's inequality, the local bounds imply that the resulting sequence satisfies the bounds (2) , and the Sobolev embedding theorem implies that the convergence to f is locally uniform. Meanwhile, Hutchinson-Meier [9] observed that if n ≥ 2 then
f HM (x) := x 1 sin log log |x|
belongs to W 2,n (U ) for sufficiently small neighborhoods U of 0, while ∇f HM oscillates infinitely often between (±1, 0, . . . , 0) + o(x) as x → 0 along the x 1 axis. This implies first of all that f HM cannot be expressed as a difference of two convex functions. Furthermore, by cutting off, translating and multiplying by suitable constants, it is easy to construct a W 2,n (R n )-convergent sum whose differential has a graph that is dense in T * R n . As a final introductory remark, we note that this class of functions is a subset of the class of "Monge-Ampère functions" introduced by Jerrard in [10, 11] (extending the class defined in [5] ). It is natural to conjecture that Theorem 1.1 applies to this nominally larger class as well. However, this is just one of many perplexing questions about Monge-Ampère functions: for example, we do not even know that such functions are necessarily continuous, or even locally bounded. On the other hand, it seems highly plausible that every Monge-Ampère function satisfies the hypotheses of Theorem 1.1.
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Basic facts
2.1. Some measure theory. Recall that if µ is a Radon measure on U ⊂ R n then its upper density at x ∈ U is Θ * (µ, x) := lim sup r↓0 µ(B(x, r)) ω n r n , and its density is Θ(µ, x) := lim r↓0 µ(B(x, r)) ω n r n , if the limit exists. In fact the limit exists for a.e. x ∈ U with respect to Lebesgue measure, and defines a Lebesgue-integrable function of x, whose integrals yield the absolutely continuous part of µ with respect to the Lebesgue decomposition into absolutely continuous and singular parts (cf. [4] , Thm. 3.22).
2.2.
Absolute Hessian determinant measures. From now on we fix an open set U ⊂ R n , a function f : U → R, and an approximating sequence f 1 , f 2 , · · · → f as in the hypothesis of Theorem 1.1. In particular, f is itself continuous. For d = 0, . . . , n, and k = 1, 2, . . . , we define the measures ν d,k on U by
Taking subsequences, we may assume that the each sequence ν d,k , k = 1, 2, . . . , converges weakly to a Radon measure ν d , d = 0, . . . , n. We will refer to the ν d as absolute Hessian determinant measures for f . The following lemma is obvious. For quadratic polynomials Q : R n → R, put Q to be the maximum of the absolute values of the coefficients.
Lemma 2.1. Let Q be a quadratic polynomial. Then f + Q and the approximating sequence f 1 +Q, f 2 +Q, . . . also satisfy the hypothesis of Theorem 1.1. Furthermore the resulting absolute Hessian determinant measuresν d for f + Q satisfy
2.
3. An inequality from multivariable calculus. The key fact that makes the main theorem work is the extension of the following elementary classical inequality about C 2 functions to our larger class. Put ω n for the volume of the unit ball in
Proof. By the triangle inequality, this is a weaker form of the corresponding statement with f replacing |f |, which in turn follows easily from the corresponding statement in the smooth case (cf. [7] , Lemma 9.2). To emphasize the point we give a complete proof.
then the left hand side is positive, and f k − λ has interior local maximum in W , at which df k = λ. Thus for k ≥ k 0 the image of W under df k includes the ball of radius
, and by the area formula and the properties of weak convergence of measures,
by (7), and the lemma follows letting ↓ 0.
In fact we will need to apply Lemma 2.2 to affine subspaces as well.
Corollary 2.3. Given d < n, let M ⊂ R n be a linear subspace of codimension d. For each x ∈ M , denote by P x the affine d-plane orthogonal to M and passing through the point
where the integrand is understood to be zero if
By dominated convergence,
Taking W = W 1 , W 2 , . . . to be an exhaustion of V , dominated convergence implies that the left hand side converges to the corresponding expression for V .
An extension of a special case of a theorem of Calderón and Zygmund
We say that f admits an approximate second derivative at x if (1) holds with f replaced by the restriction f | E, where E is some measurable set with density 1 at x. We say that f admits a kth derivative in the L 1 sense at x if there exists a polynomial Q x of degree k such that
as r ↓ 0. An easily proved equivalent formulation for first derivatives may be stated as follows.
Lemma 3.1. The function g is differentiable at 0 in the L 1 sense iff the oneparameter family of functions g r (x) := rg(r
The following is also obvious. Lemma 3.2. If f admits a second derivative in the L 1 sense at x, then f admits an approximate second derivative at x.
The next proposition generalizes a result of Calderòn-Zygmund [3] . The original result of [3] (or rather the very special case of it that we have in mind) states that a function with distributional second derivatives in L 1 loc admits a second derivative in the the L 1 sense a.e. By a straightforward adaptation of the argument of [3] we prove that this conclusion is true if the distributional second derivatives are only locally finite signed measures. We recall that the space BV loc (U ) of functions of locally bounded variation consists of all locally integrable functions whose distributional gradients are (vector) measures (cf. [8] ).
Proof. By [4] , Thm. 3.22, in the Lebesgue decomposition of the distributional gradient ∇g into its singular and absolutely continuous parts with respect to Lebesgue measure, the singular part has density zero at a.e. x ∈ U . Let x = 0 be such a point, and assume further that 0 is a Lebesgue point for g and for the absolutely continuous part of ∇g. We may assume without loss of generality that g(0) = 0. By the BV compactness theorem (cf. [8] , Theorem 1.9), for some sequence
. Furthermore the distributional gradients ∇G i converge weakly to the constant ∇g(0). Therefore λ is the linear function λ(x) := n i=1 ∂g ∂xi (0)x i . Since this conclusion is independent of the sequence r i , in fact rg(r 
which gives the result.
Proof of Theorem 1.1
To prove Theorem 1.1 we use induction on the dimension n. For n = 1, the result follows at once from Alexandrov's theorem and the parenthetical remark following the statement of the Theorem 1.1. Alternatively, it is also easy to prove by direct integration that f is twice differentiable at every point at which f is differentiable in the L 1 sense. Supposing this to be true at 0, we may assume that the L 1 second derivative at 0 is 0, so the relation (9) yields
i.e. (1) holds at 0 with Q 0 = 0.
4.1.
Setting up the inductive step. Put H for the space of all hyperplanes in R n , not necessarily passing through the origin, and I := {(x, P ) ∈ R n × H : x ∈ P } R n × RP n−1 . Thus I admits the double fibration Furthermore I admits a measure µ, invariant with respect to euclidean motions, expressible in local coordinates for either bundle structure as the product of invariant measures on the base and the fiber.
Lemma 4.1. Put E for the set of pairs (x, P ) ∈ I such that f |P is twice differentiable at x. Then E is a Borel subset of I.
Proof. For i, j, k ∈ N, define
We claim first that each E ijk is a closed subset of I. Suppose E ijk (x m , P m ) → (x 0 , P 0 ) and x 0 ∈ P 0 , |x 0 − x 0 | < 1 j . Let Q m be a quadratic polynomial as in the definition of E ijk for (x m , P m ). We may assume that the sequence of the Q m converges to a quadratic polynomial Q 0 with Q 0 ≤ k. Clearly there exist points x m ∈ P m with |x m − x m | < 1 j and x m → x 0 (e.g., for large m we may take x m to be the orthogonal projection of x 0 to P m ) so
Thus (x 0 , P 0 ) ∈ E ijk . Next we claim that
which is sufficient to establish the desired conclusion. That E ⊂ F is obvious. To prove that F ⊂ E, suppose (x, P ) ∈ F . Since Q(· − x) ≤ (1 + 2|x| + |x|
2 ) Q , we may suppose that x = 0. Fix k, and suppose that (0, P ) ∈ i j E ijk . Then for each i there is j i such that (0, P ) ∈ E ijik ; let Q i be the quadratic polynomial in the corresponding defining condition. Clearly the restrictions Q i | P all agree to first order at 0, and
Altering the Q i off of P if necessary, we may assume that this is true for all v ∈ R n . Thus the Q i converge to a quadratic polynomial Q 0 , and for x ∈ P, |x | <
It follows that f | P is twice differentiable at 0, with second order Taylor expansion Q 0 , which establishes the claim.
Assume the conclusion of Theorem 1.1 is true for dimension n − 1, and let x 0 ∈ R n be a point at which f is approximately twice differentiable-this is true for a.e. x 0 ∈ U by Lemma 3.2 and Prop. 3.3. We may assume further that f |P is twice differentiable at x 0 for almost every hyperplane P passing through x 0 : it is clear that for a.e. P , the hypotheses of Theorem 1.1 hold for some subsequence f k |P → f |P , hence f |P is twice differentiable a.e. in P by induction. Thus by Lemma 4.1 and Fubini's theorem, the set {(x, P ) : f |P is twice differentiable at x} has full measure in I. Applying Fubini's theorem again, we find that for a.e. x ∈ R n , the set {P : f |P is twice differentiable at x} has full measure in the space of hyperplanes passing through x. We will show that if x 0 is such a point, and if f does not admit a second order Taylor expansion at x 0 , then at least one of the absolute Hessian determinant measures ν 0 , . . . , ν n has upper density Θ * (ν i , x 0 ) = ∞ at x 0 . This will conclude the proof.
We may assume that x 0 = 0. We may assume also that the second order approximate Taylor expansion Q of f at 0 is identically zero: otherwise, in light of Lemma 2.1, we may replace f by f − Q. With these assumptions we have Lemma 4.2. For a.e. hyperplane P passing through 0, the second order Taylor expansion Q P of f | P at 0 is zero.
Proof. Let E ⊂ U be the subset of density 1 at 0 in the definition of the approximate second derivative at the beginning of section 3. Since f is continuous, we may assume that E is closed. We claim that a.e. line l through 0 meets E at points lying arbitrarily close to 0, i.e. l ∩ B(0, r) ∩ E − {0} = ∅ for all r > 0. In other words, putting A r := {l : l ∩ B(0, r) ∩ E − {0} = ∅} for r > 0 and A 0 := r>0 A r , where A r ↓ A 0 as r ↓ 0, we claim that A 0 has full measure in the space of lines through 0. If this were not the case then there would exist some r 0 > 0 such that A r0 does not have full measure, from which it follows that for r < r 0
which is a contradiction. Now, if l ∈ A 0 then lim inf v→0,v∈l
Hence if v ∈ l ⊂ P , and f | P is twice differentiable at 0, then Q P (v) = 0. But, by basic integral geometry, a.e. P through 0 has the property that a.e. line l ⊂ P through 0 belongs to A 0 . Therefore Q P ≡ 0 on a dense subset of P , and therefore Q P ≡ 0 by continuity.
4.2.
The main lemma. For > 0 we consider the open sets
The approximate twice differentiability hypothesis means that each V has density 0 at 0. The statement that f is twice differentiable at 0, with zero 2nd order Taylor expansion there, is equivalent to the statement that for each > 0 the set V ∩ B(x, r) = ∅ for all sufficiently small r > 0. Proof of Lemma 4.3. Put I 0 for the space of hyperplanes through 0. By Lemma 4.2, for a.e. P ∈ I 0 there exists r = r(P ) > 0 such that
For r > 0, put (13) Π r := {P : P ∈ I 0 , P ∩ V ∩ B(0, r) = ∅}.
Thus the family of subsets Π r ⊂ I 0 is decreasing as r ↓ 0, with
where µ 0 is the invariant probability measure on I 0 .
Now consider the spherical open sets
(15) W r, := {v ∈ S n−1 : there exists r ∈ (0, r) such that r v ∈ V }, i.e. W r, is the spherical projection of B(0, r) ∩ V . Thus P ∈ Π r iff P ∩ W r, = ∅. It now follows from (14) and elementary integral geometry (cf. [12] ) that the supremum of the spherical diameters of the components of W r, converges to 0 as r ↓ 0 ( fixed) To complete the proof of the lemma, it is now enough to show that the "radial diameter" sup C |x| − inf C |x| = o(r) for any component C of B(0, r) ∩ V . Let δ < π 6 be given, and take r 0 > 0 small enough that (1) each component of W 2r 0
⊂ S n−1 is included in a spherical ball of radius δ, and (2) Let C be any component of V ∩ B(0, r 0 ), and C the component of V /2 ∩ B(0, 2r 0 / √ 3) that includes C. Assumption (1) above guarantees that there is a spherical ball of radius δ that includes the spherical projection of C . Let v 0 be its center and put for t ∈ R P t := {x : x, v 0 = t}.
Finally, let (a, b) := {t ∈ (0, r 0 ) :
By assumption (1), t ≤ |x| < t sec δ < 2t √ 3 .
In particular, if P t ∩ B(0, r 0 ) = ∅ (i.e. if t < r 0 ) then C ∩ P t ⊂⊂ B(0, 2r 0 / √ 3), and in particular |f (x)| = |x| → ∞ as i → ∞ since is fixed. Therefore the upper density of ν n at 0 is infinite.
4.4.
A concluding remark. In fact our proof yields a slightly more general statement than Theorem 1.1: besides continuity, the only properties of f that we have used are the existence of the absolute Hessian determinant measures, the transformation law of Lemma 2.1, and their role in Lemmas 2.2 and 2.3.
