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Abstract 
The purpose of this study is to propose an original method that enables the recognition of a swinging motion. Furthermore, 
we apply the method for supporting skill development.  In this study, we use an optical-motion capture system to monitor a 
human's motion. The captured data are transformed into series of symbols by using a feature quantity. The feature quantity 
is height of hands. The symbol sequence is learned and recognized by a Hidden Markov Model (hereinafter HMM). An 
evaluation was performed with five subjects. The target motions are the batting and pitching of a baseball and, the motor 
actions of tennis, such as swinging in service, forehand and backhand. The accuracy of evaluation with the dataset is more 
than 80% recognition. 
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1. Introduction 
Motion capture is sometimes adopted in the interdisciplinary domain of human computer interaction. In 
concrete, supporting motor skill development and its analysis are typical research field for motion capture 
[1][2]. In motor skill development and analysis, to detect similar motion is important because various 
supporting functions are available to be designed by the detection. Therefore, the system that plays a roll in 
data-modulation is required. Motion capture data consists of a set of three dimensions at the position of all 
markers. The data becomes a query to the supporting system. Therefore the method to find the similar motion is 
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to compare the query motion capture data and other motion capture data for all dimensions in all data. However, 
the method is complex and difficult, because an enormous number of the data and a motion capture data is a 
kind of the time-series. Namely the motion capture data are high dimensional. Therefore features extraction is 
necessary. In this study we focus on swinging motion that is characteristic in the hand position. High 
dimensional data are transformed to one symbol time-series data by detected features. It is necessary to 
calculate similarity different lengths vectors. In this study the method of calculation base on a Hidden Markov 
Model (hereinafter HMM). We apply general HMM to the specific field for all motions. It also calculates 
similarity by forward algorithm.    
2. Brief illustration of HMM 
HMM is the automaton that has probable state transition and probable symbols [3]. The state transition 
series, which generate symbols, cannot be restored uniquely. HMM is defined by M= (, Σ ,  A ,  B , π).  
 
 Q = {q1,…,qN }:The finite set of a state 
 Σ = {o1, ..., on}: The finite set of string 
 A = {aij }: The probability distribution of state transition 
aij is the probability that the state qi is changed to state qj. 
 B = {bi(ot)}: The probability distribution of symbol 
bi(ot) is probability which the state qi outputs symbol o. 
 π = {πi}: The finite set of final state 
 
2.1 Evaluation problem 
When the model M and the symbols “o” are given, we must calculate the probability that the model M will 
output symbols “o”. The calculation is called the evaluation problem. There are efficient algorithms for solving 
evaluation problem. One of the efficient algorithms is forward algorithm. “α” in equation (1) is important for 
forward algorithm. “α” is the probability that the model M will output o and the state is qi at the time t. “α” is 
called forward probability. The calculation of the probability using "forward probability" is called "forward 
algorithm". 
The procedure of forward algorithm is as follows. 
 
1. Forward probability is initialized to each state i = 1,,N. 
)()( 11 obi iiπα =
  
(1) 
2. Forward probability is recursively calculated about each time t = 1,,T-1 and each state j = 1,,N. 
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2.2 Presumed problem 
 When the model M and the symbols “o” are given, we must calculate the parameter maximizing the 
probability. The calculation is called the presumed problem. Since we cannot observe state transition series in 
model M, we cannot calculate a parameter directly. Therefore the parameter is presumed by the repetition 
algorithm, which is called Exception Maximization algorithm (hereinafter EM algorithm). Re-presumption of a 
parameter uses the following equation. In equation (4), Eij represents a number of expected values that the state 
qi is changed the state qj. Ei represents a number of expected values that the state is changed from qi. Ek in (5) 
equation represents a number of expected values that the state qi outputs symbol k. Ei represents a number of 
expected values that the state is qi. 
 
aij =
Eij
Ei
 
(4) 
bi =
Ek
Ei
 
(5) 
How to calculate a parameter using such a re-estimate equation is called forward-backward algorithm or 
Baum-Welch algorithm. Baum-Welch algorithm has the following procedure. 
1. The parameter π, aij, and bi(k) is set for a suitable initial value. 
2. π'i, a’ij, and b’i(k) are calculated using a re-estimate equation(4)(5). 
3. The parameters are updated by ππ'i , aij = a’ij , bi(k) = b’i(k). 
4. This 1,2,3 procedure is repeated until converging of the parameters. 
3. Method Proposal 
3.1. Motion capture 
We try to monitor the human motion using motion capture system. There are several types of motion capture 
system such as optical, magnetic or mechanical system. We adopt the optical-motion capture. Using an optical- 
motion capture system, we can measure a wide range of body parts. Furthermore we can measure the intense 
motion. When we use the optical-motion capture, we have to combine multiple cameras. For the object we 
want to get the motion, we should attach the markers on the several body positions that reflect infrared light. 
The camera captures the infrared light reflected from the markers. We can get the coordinates of each marker. 
The camera gets the position of the markers every 0.01sec. In motor skill development, we compare the 
monitored motion capture data with other stored data. We discover features, or the difference between the 
motion capture data. We need to record whole body movement. The position of each marker should be located 
near the characteristic bone and joint. Fig1 illustrates positions of markers in the body.  
In Fig1 we have fifteen IDs. The concrete position for each ID is designed as follows; ID1 is head, ID2 is 
neck, ID3 is right shoulder, ID4 is right elbow, ID5 is left shoulder ID6 is left elbow, ID7 is right hand, ID8 is 
left hand, ID9 is waist, ID10 is right knee, ID11 is left knee, ID12 is right heel, ID13 is left heel, ID14 is right 
toe, ID15 is left toe. 
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Fig. 1. Positions of markers on the body 
3.2. Feature extraction 
We detect the difference between motions using a text file. We define 'F' as the total number of files and 
define 'N' as the total number of frames. We define 'M' as the total number of markers. The number of 
operations becomes 3 × M × N × F. It is not a realistic way in computational complexity. Furthermore, in the 
same motion, we must consider the various speeds of each motion. In order to solve the problem of various 
speed of each motions, in this study, the recognition algorithm is adopted as a discrete HMM. Therefore we 
must convert motion capture data into discrete symbol sequence. Our belief is that individual motion such as 
arm swinging is characterized by the relative position of hands. The feature of the motion is changes of the 
position of the hands. We use the following features extraction. We set the hip marker as the origin of 
coordinates. We set the head marker as the y-positive-axis. We divide the length from the head to the waist into 
three parts. We give 0,1,2 index to lower middle higher parts respectively. The posture of a certain time can be 
assigned to the sign of 3 x 3 =9 in the combination of a right index and a left index. Thus, we change motion 
capture data into the one-dimensional symbols that can be treated by the discrete HMM.  
Fig2 illustrates an example that a posture of a certain time is assigned to a symbol. There four symbols, 
which are assigned as 3,6,13,1 respectively based on our definition. This example indicates the series of a 
motion for the throwing a ball in a baseball. Likewise, most of gross motor skill are analyzed and made into 
codes. Hence, the order of calculation and the quality of HMM are improved. If performers identify which part 
should be improved for the target motor actions applying by this method, they can learn by themselves as a 
self-regulation [4]. 
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Fig. 2. (a)The posture is assigned to “3” by the method; 
(b)The posture is assigned to “6” by the method; 
(c)The posture is assigned to “13” by the method; 
(d) The posture is assigned to “1” by the method; 
These symbols are given to HMM at the time of recognition. If the symbols become long, the numerical 
value treated at the time of calculation will become small exponentially. When we actually calculate something 
by a computer, calculating underflow breaks out. When there is a continuous symbols, the original symbols are 
compressed to be around 100 using equation (6). In equation (6), l represents the length of series of symbols, T 
represents the length of total symbols.  
T
lsymbols continuous a oflength  The =      (6) 
 
3.3. Use of HMM in motion recognition 
Motion capture data are transformed into one-dimensional symbols by the feature extraction of this study. If 
we think rules of classifying symbols for every category, the number of rules will increase immediately. We 
have to extract a rule from the sample for every category mechanically. This is the same as solving the 
presumed problem described in Chapter 3. HMM parameters are calculated for every motion by solving a 
presumed problem. Further, the recognition of a motion can be performed by the generation probability is 
calculated for all HMM(s). Therefore there are "posture of swinging", "point of contact with an object", "start 
of swinging", "finishing shaking", and "follow-through" state in a swinging motion. In a swinging motion, the 
state does not return from "follow-through" to "posture of swinging. In total, the number of states in model M 
using in this study is five from s0 to s4 in Fig3. Therefore we adopt a left to right model. The Fig3 illustrates 
the model in this study. Using EM algorithm, the parameter is optimized by repeating learning. In this study, 
the number of parameter learning is 20 times.  
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Fig. 3. left to right model; 
 
A parameter learning system consists of a fm function, a forward_algorithm function, and a init_parameter 
function. The Fig4 illustrates the flow of processing of a recognition system. (1) A motion capture file to be 
analyzed is symbolized using fm function. The fm function is a function, which performs feature extraction. (2) 
The parameter in a database for every category is read using an init_parameter function. (3) The system 
calculates each generation probability from HMM using a forward_algorithm function. (4) The system repeats 
this calculation until that generation probability is calculated about all the HMM(s) which exist in a database. 
The system specifies HMM which outputs the maximum probability. A parameter learning system is different 
from a recognition system. A parameter learning system consists of an fm function, a forward algorithm 
function, a backward algorithm function, a calc_gamma function. The Fig5 illustrates the flow of processing of 
a parameter learning system. (1’) A motion capture file to be analyzed is symbolized using fm function. (2’) 
The forward probability is calculated using forward algorithm function. The backward probability is calculated 
using backward algorithm function. (3’) The number of expected values calculated using calc_gamma function. 
(4’) The parameter is updated using make_new_A and make_new_b functions. (5’) The system repeats this 
calculation for 20 times. 
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Fig. 4. Flow of recognition; 
 
 
Fig. 5. Flow of parameter learning; 
 
4. Evaluation 
4.1. Organization 
The data in our database consists of 5 categories by 5 subjects respectively. Details of the motions are 
provided in Table 1.  When the motion Mi of subject X is given to the system as an input, the result is checked 
whether the output of the system is the subject's X and motion Mi. Based on the obtained result, the recognition 
rate about each model of each subject is shown. In equation (7), r represents the number of right recognition 
result and w represents the number of trials to a recognition system. 
w
rraten recognitio The =  (7) 
The motion file used for parameter learning indicates the motion file described in section 3.1. We prepared 
about 100 files per each category. A result is shown in the following Table2. The average accuracy of the 
recognition rate was 82.24. 
 
1119 Keita Yamada et al. /  Procedia Computer Science  22 ( 2013 )  1112 – 1120 
Table 1. The dataset of recognition experiment 
 Batting  Pitching Forehand Backhand  Serve  Height Weight 
Subject A 100 motions 100 motions 100 motions 100 motions 100 motions 170cm 52kg 
Subject B 100 motions 100 motions 100 motions 100 motions 100 motions 167.5cm 80kg 
Subject C 100 motions 100 motions 100 motions 100 motions 100 motions 182cm 100kg 
Subject D 100 motions 100 motions 100 motions 100 motions 100 motions 178cm 75kg 
Subject E 100 motions 100 motions 100 motions 100 motions 100 motions 163cm 48kg 
 
Table 2. The result of recognition experiment 
 Batting Pitching Forehand Backhand Serve 
Subject A 96/100 97/100 100/100 100/100 100/100 
Subject B 94/100 46/100 46/100 76/100 89/100 
Subject C 88/100 83/100 81/100 25/100 56/100 
Subject D 87/100 95/100 81/100 45/100 94/100 
Subject E 100/100 81/100 91/100 96/100 93/100 
 
4.2. Cause of incorrect recognition 
The resulting value of "the forehand of tennis" and "the backhand of tennis" is not better than other results. 
The reason for this result seems that the motions have little changes of the height of a hand. Therefore, we think 
that the recognition rate of “the forehand of a tennis” and “the backhand of tennis” improves by increasing the 
number of segmented regions at the time of feature extension. 
4.3. The subject for the improvement in a recognition rate 
  The concrete HMM applying in this study is a left to right model. With this model, the changes of states at the 
next time are divided into only two directions. Furthermore, a state changes only in the direction of the end 
state. The HMM seems suitable for the recognition condition of the motion with a clear start and a clear end. 
However, there are some human motions repeating same motion. For example, they are skipping rope, running, 
and so forth.  In order to recognize such repetitive exercises, it is necessary to make a possible change of state 
learning. 
4.4. Application of this study 
We apply HMM using the comparative data of the person who acquired a motor skill. For a motor skill of a 
person, motion capture data for the motor skill is given to a system. From the generation probability, we 
believe that a student's skill acquisition level can be presumed. In this study, the model of a certain motion is 
made from two or more samples. The model is extracting the feature of a motion. If the distance between each 
1120   Keita Yamada et al. /  Procedia Computer Science  22 ( 2013 )  1112 – 1120 
model can be detected, the similarity between different motions or a least common denominator may be able to 
be calculated. 
Furthermore, we propose an application for a motor skill development using self-control process cycle that 
Zimmerman remarked [5]. This process has the forethought phase, performance phase and self-reflection phase. 
In self-reflection phase, we can apply the proposed method. The b of the parameter extracts the feature in each 
state. Therefore, it is effective that the leaner knows the b in the self-reflection phase. 
5. Concluding remarks 
In this study, in motion recognition, the posture in a data frame is transformed into the one-dimensional 
symbol for every frame using the position of a hand as a feature quantity. The data of the (15 x 3 x total frame) 
dimension is transformed into the data of the (1 x total frame) dimension. Since this feature quantity is time 
series data, the motion of the database is modeled by HMM. At the time of the recognition of input data, the 
maximum of the probability where each input data from HMM will be generated is calculated. For the 
evaluation, we conducted a trial use by five subjects they performed five common category of gross motions. 
As a result, the recognition rate at this time was 82.14%. This paper described that the recognition of a motion 
has been possible by using by using HMM the feature quantity above mention. 
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