Abstract: Length bias in survival data occurs in observational studies when, for example, subjects with shorter lifetimes are less likely to be present in the recorded data. In this paper, we consider estimating the causal exposure (treatment) effect on survival time from observational data when, in addition to the lack of randomization and consequent potential for confounding, the data constitute a length-biased sample; we hence term this a double-bias problem. We develop estimating equations that can be used to estimate the causal effect indexing the structural Cox proportional hazard and accelerated failure time models for point exposures in double-bias settings. The approaches rely on propensity score-based adjustments, and we demonstrate that estimation of the propensity score must be adjusted to acknowledge the length-biased sampling. Large sample properties of the estimators are established and their small sample behavior is studied using simulations. We apply the proposed methods to a set of, partly synthesized, length-biased survival data collected as part of the Canadian Study of Health and Aging (CSHA) to compare survival of subjects with dementia among institutionalized patients versus those recruited from the community and depict their adjusted survival curves.
Introduction
In many observational studies, logistic or other constraints may render recruitment of disease-free patients for follow-up studies infeasible. In such cases, subjects who already experienced the initiation of the disease prior to recruitment (i.e. prevalent cases) are sampled. It is well known that subjects so recruited do not form a representative sample from the target population because subjects with longer survival time have greater chance to be recruited into the study. When the disease has stationary incidence, the induced bias in sampling is called length bias [1, 2] . This bias in sampling can lead to bias in the estimation of an exposure effect of interest.
Length-biased sampling can affect the sampling distribution of the covariates, such that covariates associated with the longer survivors have a higher chance of being selected. Recently, Bergeron et al. [3] , Shen et al. [4] , Qin and Shen [5] and Ning et al. [6] studied analysis of covariates under biased sampling. Studies on lengthbiased sampling can be traced as far back as Wicksell [7] , Fisher [8] , Neyman [9] , Cox and Lewis [1] , Zelen and Feinlein [2] and Patil and Rao [10] . An updated review of the subject can be found in Asgharian et al. [11] .
A second source of potential bias in estimation of treatment or exposure effects encountered in observational studies is confounding. In the simple case of binary exposure, when exposure is influenced by other predictors, individuals in each exposure group may have different characteristics, which yielding imbalanced covariate distributions across the different groups. If the predictors also influence outcome (say, survival time) this may also lead to bias in the estimated exposure effect. Under an assumption of no unmeasured confounding, a consistent exposure effect estimator can be obtained by two well-known methods: Inverse probability of treatment weighting (IPTW) and propensity score regression (PSR). Weighted proportional hazard (PH) models for right censored data were introduced by Binder [12] and Lin [13] in the survey sampling literature. Pugh, Robins, Lipsitz and Harrington [14] also presented a weighted PH estimation equation to adjust for missing covariates [15] [16] [17] [18] .
In a recent article, Ertefaie et al. [19] developed a method for estimating the propensity score in the presence of length-biased sampling. In this paper, we address estimation of total causal effects in the presence of both length-biased sampling and confounding, which we term the double-bias problem, in the analysis of survival data. Specifically, we develop augmented estimating equations based on PH and accelerated failure time (AFT) models that can be used to estimate the exposure effect. In both cases, the augmentation spaces are formed using the censoring mechanism to improve the efficiency.
The rest of this paper is organized as follows. In Section 2, we introduce concepts and notation used in the manuscript. Section 3 presents our proposed estimating equation for estimating the propensity score when data are subject to length-biased sampling. In Sections 4 and 5, we present our estimating equations to deal with length-biased sampling and confounding under PH and AFT modeling assumptions, respectively. Also, the large sample properties of the estimators derived from the proposed estimation procedure are presented. We examine the performance of the proposed approach via simulation, and, in Section 7, apply our method to analyze a set of length-biased right-censored survival data collected as part of the Canadian Study of Health and Aging (CSHA) investigating the effect on survival of institutionalization; see Wolfson et al. [20] .
2 Length-biased sampling
Notation
Our notation is similar to that of Ertefaie et al. [19] . Our data comprise n i.i.d samples of ðX; Y; D; A; C; RÞ where D and X are the binary treatment variable and the vector of covariates, respectively. A is the time from the onset of the disease to the recruitment time and R covers the time from the recruitment time to the event (residual life time). Accordingly, the observed lifetime is defined as T ¼ A þ R. In the presence of right censoring, C is the censoring time measured from the recruitment to the loss to follow up. The observed survival time is Y ¼ A þ minðR; CÞ. The variables with superscript pop represent the population variables; variables without pop denote the observed truncated variables. Figure 1 illustrates the different random quantities introduced in this section. The symbols and Â denote a censored lifetime and an observed failure, respectively.
Let F and f be the distribution and density of T pop , respectively. If the onset times are generated by a stationary Poisson process (the so-called stationarity assumption), then if F LB has a corresponding absolutely continuous density f LB , where μ is the mean survival time under F. Equation (1) is derived under a uniform truncation assumption. For t > 0, we define the process fNðtÞg by NðtÞ ¼ ðY < t; δ ¼ 1Þ where δ is the censoring indicator (δ ¼ 1 indicating failure). We use small letters to refer to the possible values of the corresponding capital letter random variable. Throughout the manuscript, we make the following standard assumptions: -A1. The variable ðT pop ; D pop ; X pop Þ is independent of the calendar time of the onset of the disease.
-A2. The disease has stationary incidence, i.e. the disease incidence occurs at a constant rate.
-A3. The censoring time C is independent of ðA; R; D; XÞ.
Counterfactual outcomes
We define the causal effect of interest using the counterfactual framework introduced by Rubin [21] . Assumption 1 means that the counterfactual outcome of a treatment corresponds to the actual outcome if assigned to that treatment. Assumption 2 means that within levels of X, treatment D is randomized. Assumption 3 insures that there is enough overlap between treated and untreated groups for each possible value x. In what follows, we assume that these identifiability assumptions hold.
3 Propensity score estimation under length-biased sampling Rosenbaum and Rubin [24] adjust for differences between exposed and unexposed groups using a scalar function of the measured covariates, the propensity score, which removes the bias induced by differences between these two groups of units. The propensity score, πðxÞ, for binary exposure D is defined by πðxÞ ¼ PðD ¼ 1jxÞ, where x is a p-dimensional vector of covariates. In general, the propensity score πðxÞ is unknown and needs to be estimated; it has also been shown that even if the propensity score is known, one may gain efficiency in estimating the average treatment effect (ATE) by estimating πð:Þ using the data available [25] . However, estimating the propensity score using a length-biased sample does not lead to a balancing score or create the desired pseudo-population in which the exposure is independent of covariates; indeed, it may induce even more bias than leaving the confounders unadjusted [19] .
Assuming a logit model for the propensity score in the target population, we have
where α is a p Â 1 vector of parameters. Cheng and Wang [26] develop a method that consistently estimates the parameters of the propensity score from prevalent survival data. Their method requires correct specification of the conditional hazard model given the treatment and covariates. Ertefaie et al. [19] show that under assumptions A1-A3 this requirement can be removed, and propose the following estimating equation [19] show that
where lðy i ; c i ; a i ; d i ; x i Þ is the augmentation element [18] . In this manuscript, we use eq. (3) to estimate the parameters of the propensity score. The term lðy i ; c i ; a i ; d i ; x i Þ augments the failure time of the censored subjects using the observed failure times. We present the form of this augmentation term in Appendix B.
Cox PH models
The hazard ratio (HR) is defined as the ratio of hazards in the exposed and unexposed groups. Qin and Shen [5] introduce a set of estimating equations to assess the effect of covariates on the survival time in the presence of length-biased sampling. Our proposed estimating equation is an adaptation of the estimating equation introduced by Qin and Shen [5] (under the PH model) which adjusts for the confounding as well as length-biased sampling. We derive an estimating equation which estimates the marginal treatment effect without the need of estimating the effect for other covariates on the survival time.
Under A1-A3 and identifiability assumptions, the density of a counterfactual failure time observed in the study under exposure d can be expressed as
where 
In Appendix D, we show that eq. (4) corresponds to a score function of a pseudo-partial likelihood which can be presented as In the proof of Theorem 1 in the Appendix, we show that Uðβ; αÞ can also be written as where
The stochastic process MðuÞ can be estimated by replacing the wð:Þ and Λ 0 ð:Þ by their estimates, b wð:Þ and b Λ 0 ð:Þ, respectively. In the proof of Theorem 1 given in the Appendix B, we show that this stochastic process has mean zero.
The following theorem addresses the asymptotic properties of the estimator β obtained by the estimating eq. (6) 
where S R ðuÞ is the survival function of the residual life time.
Theorem 1 Let b β
Cox be the exposure effect estimator obtained as the root of
ðD j ¼d j Þ pðD j ¼d j jX j ;b αÞ e βD j δ j ðY j ! uÞ=b wðY j Þ where ζ ðβ; αÞ is defined in Appendix B. Also, the estimating function b Uðβ; αÞ converges in probability to Proof See Appendix B.
In the absence of length-biased sampling, augmented partial likelihood estimators have been proposed in Robins et al. [27] and van der Laan and Robins [28] . The function U Ã in eq. (8) generalizes this idea to length-biased sampling settings. Note the second part of the summation in U Ã is the augmentation element.
Remark: Parameter β measures the marginal association between the exposure and the hazard, which is not necessarily equal to the conditional association due to non-collapsibility.
Accelerated failure time models
Inspired by the AFT models introduced by Cox and Oakes [29] , we consider a general form of AFT models, where we do not assume a known error distribution. Assuming the AFT model for the counterfactual survival time, we have
and the parameter β 0 can be interpreted as a total treatment effect. Under causal identifiability assumptions and by the balancing property of the propensity score, the above model can be written in terms of the observed data as follows
We refer to this model as the AFT propensity score regression (AFTPSR) model [30] . Higher order and interaction terms can also be included in the model if needed. While AFT models may suffer from lack of robustness with respect to the log transformation, they are often more interpretable [31] .
AFT-weighted estimating equations
Another approach for correcting the bias induced by non-random assignment was suggested by Horvitz and Thompson [32] and Hájek and Dupač [33] who introduced estimators which weight the observed outcomes. The IPTW estimator adjusts for confounding by assigning a weight to each individual proportional to their chance of receiving the exposure they actually received [34, 35] . We generalize the IPTW estimator to account for length-biased sampling. In our setting, the weights are the reciprocal of the probability of being in the exposure group to which each individual is observed to belong. The estimating equation corresponding to IPTW is given by
where p n is the empirical average. This is a version of the complete case influence function introduced by Tsiatis [36] modified to take into account the censoring weight wðYÞ.
Augmented IPTW (AIPTW), which is a more efficient version of IPTW, was introduced by Scharfstein et al. [37] and Lipsitz et al. [38] . The causal effect estimator corresponding to an influence function in U AFT AIPTW is called a double robust (DR) estimator in the sense that the estimator is consistent if either the propensity score model or the conditional response mean model is correctly specified [28, 36, 39, 40] . The influence function (11) is a member of the class of AIPTW influence functions and it has been shown that it is more efficient than eq. (10) [18] . In the proof of Theorem 2, we show how U AFT AIPTW has been derived.
Asymptotic properties of the WEE estimator
Theorem 2 presents the asymptotic properties of the DR treatment effect estimator obtained by eq. (11) in the presence of length-biased sampling using the AFT models when both the treatment assignment and wð:Þ are replaced by their estimated values. Proof See Appendix B.
Simulation studies
We examine the performance of the proposed estimating equations for the Cox and the AFT models. In both cases, we simulate 1,000 datasets consisting of 200, 400 and 800 observations to study the performance of the proposed estimating equations for estimating the unmediated causal effect. Here, the censoring variable C is generated from a uniform distribution in the interval ð0; τÞ where the parameter τ is set such that it results in a desired censoring proportion. To create length-biased samples, we generate a variable A from a uniform distribution ð0; ρÞ and ignore those whose generated unbiased failure time is less than A.
Cox model
We generated the population failure times from the hazard model hðtjd; xÞ ¼ 0: We consider three different unadjusted scenarios: Unadjusted lc is an estimator for which neither the lengthbiased nor the confounding is adjusted, Unadjusted c is obtained by adjusting for the length-biased sampling but leaving the confounding unadjusted, and Unadjusted l is carried out by adjusting for the confounding while the length-biased sampling is left unadjusted. The estimating equations for these unadjusted cases are listed in Appendix E. 
AFT model estimation
We consider a nonlinear failure time model and include the exposure effect modifier by adding the interaction term between the treatment and a confounder (x 2 ) as follows,
where " is uniformly distributed on (-1,1), X 1 is uniformly distributed on (0,1), X 2 ,Bernoullið0:5Þ, and
The estimated treatment effects and their standard errors are listed in Table 2 . Similar to the previous section, we consider three different unadjusted scenarios. We have used a correct conditional mean model in the DR estimating equation. The DR estimator dominates the two other estimators in terms of the standard deviation and the MSE. Increasing the censoring proportion increases the bias in the PSR, IPTW and DR estimators while maintaining the unbiasedness. All the unadjusted estimators are biased and in our parameter setting it seems that the failure to account for the length-biased sampling leads to a more biased estimator compared to the Unadjusted c . The estimating equations for the unadjusted cases are listed in Appendix E.
7 Real data analysis: the Canadian study of health and aging
The CSHA, initiated in 1989, is a nationwide study on aging in Canada. One of the objectives of CSHA was to study dementia. The CSHA included three phases in 1991, 1996 and 2001. In the first phase, 10,263 individuals aged 65 or over were sampled at random across Canada, from both rural and urban areas, from communities and institutions for the elderly. Among the participants, 1,132 people were diagnosed with dementia. The ages of dementia onset were assessed from each individual's medical history. We analyze the data collected during the first phase of the study which began in 1991 by sampling prevalent cases and examining the types of dementia: probable Alzheimer's disease, possible Alzheimer's disease and vascular dementia. The age of death or censoring were recorded for each subject from the time of screening, while the age at onset was ascertained retrospectively using CAMDEX from caregivers (Wolfson et al. [20] ). Gender, level of education and the types of dementia are available as baseline covariates. The timescale for survival is set in years.
Exposure of interest: institutionalization
One of the collected covariates is the dichotomous institutionalization (exposure) indicator, which takes the value one if the subject is institutionalized at the time of sampling, and zero otherwise. We are interested in comparing survival of institutionalized subjects with dementia and subjects recruited from the community. Since there are some covariates which confound the effect of the exposure on the survival time, the crude difference estimator will be biased. We estimate the effect of this covariate while having confounding and length-biased sampling as two sources of estimation bias using Cox PH, and semiparametric AFT models. Our data include 818 subjects (after excluding patients with missing information), of which 180 subjects were right censored [20] . The validity of the stationarity assumption has been shown to be reasonable by Addona and Wolfson [41] and Asgharian et al. [42] . 
A. Ertefaie et al.: Double Bias
In order to estimate the causal effect of institutionalization, we need to ignore those individuals that their date of institutionalization is after their onset of the disease. However this information was not recorded in the dataset. We address this limitation using a multiple imputation approach to generate synthetic data on which the estimating equations can be used. Using an informed model, we generate a binary variable, Z, conditional on the age at onset, X 1 , and the gender, X 2 , that attempts to reveal whether institutionalization occurred prior to onset. Specifically, we used the model logitðZ ¼ jx 1 ; x 2 Þ ¼ À2 þ 2 ðx 1 > 85Þ þ 0:65 ð74 < x 1 < 84Þ þ 0:15x 2 to generate Z, and then ignored patients with Z ¼ 0, i.e. those patients that whose date of institutionalization is after their onset time. We parametrized the above model such that older patients and females, x 2 ¼ 1, have more chance to be institutionalized before the onset of dementia. The value of the parameters are extracted from Carrière and Pelletier [43] . These authors estimate the relationship between sociodemographic characteristics and institutionalization of citizens of Canada. One of the limitations of our logistic model for Z is that we do not have all the covariates that are used in Carriere and Pelletier [43] such as income and marital status. We use the above model to fill the missing variable repeatedly and create a collection of 20 imputed data sets [44] .
Semiparametric AFT models
We have estimated the institutionalization effect on survival time using the semiparametric estimating equation proposed in Section 5. Table 3 presents the estimated institution effect using the semiparametric estimating equations proposed in Section 5 under the AFT model. PSR is the estimator based on eq. (9), AWE is the weighted estimator based on eq. (10) and DR is the estimator based on eq. (11) The results reveal that the institutionalization have a significant positive effect on the survival time when estimated using AWE and PSR while it has a positive effect at the 10% level using DR estimator. The unadjusted estimator shows a small negative effect. In other words, without adjusting for either the lengthbiased sampling or the treatment adjustment, we might incorrectly conclude that institutionalized subjects tend to have a shorter survival time.
Cox PH model
Although the residual analysis shows that AFT is a suitable model for this data set (Bergeron et al. [3] , we have also estimated the marginal institutionalization effect using the weighted estimating equation proposed for Cox models (Table 4 ). The proposed estimating equation for Cox models can be fitted using standard software, and equivalent to the following command in R for the observed subset of data, δ i ¼ 1 for i ¼ 1; :::; m, Table 3 : CSHA data analysis (semiparametric AFT): estimation of the institutionalization effect on the survival time.
coxphðSurvðy; delÞ,d þ offsetðÀlogðhatwyÞÞ; weights ¼ wpi; subset ¼ ðdel ¼¼ 1ÞÞ
where y is the observed survival time, wpi is b $ c ¼ d=b π þ ð1 À dÞ=ð1 À b πÞ and hatwy is b wðyÞ is the KaplanMeier estimate for the distribution of the censoring variable. In this parameterization, the coefficients estimated indicate the increase/decrease in the hazard while in the AFT model coefficients indicate an decrease/increase in the survival time, and hence the opposite sign of the coefficients in the AFT and PH model have the same interpretation. To determine whether a fitted Cox model adequately describe the data, we looked at the scaled Schoenfeld residuals plot, Figure 2 , for the Cox model. There appears to be a trend in the scaled Schoenfeld residuals for the institution indicator variable which indicates violation of the assumption of PH.
Survival curves
We compute adjusted and unadjusted survival curves to compare survival with dementia in the course of time between the exposure groups ( Figure 3 ). Several methods have been proposed to adjust for the lengthbiased sampling such as the nonparametric maximum likelihood estimator [45] [46] [47] , the truncation productlimit estimator [48] and the maximum pseudo-partial likelihood estimator [49] . Here, we use the method introduced by Huang and Qin [50] which incorporates the information from the marginal distribution of the 
A. Ertefaie et al.: Double Bias truncation time from disease onset to recruitment time. The bias induced by confounding can be adjusted by creating a pseudo-population using the inverse probability of being in the group that the individuals actually belong to [51] [52] [53] . The adjusted survival curves show that the institutionalized patients tend to live longer while the survival curves cross when unadjusted (Figure 3) . Moreover, leaving the length-biased sampling unadjusted may lead to overestimate the survival times which is shown in Figure 4 . This figure clearly depicts that the survival curve of the institutionalized individuals is always higher than those recruited from the community. 
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Concluding remarks
We have presented two different approaches to estimate the exposure effect from right-censored lengthbiased samples. The estimating equations adjust for two different types of bias at the same time. Our simulation and real data analysis results highlight the importance of adjusting for the two sources of bias; failure to adjust for either the length-biased sampling or the confounding may lead to misleading results. We have focused on the stationary case. It would, however, be of interest to extend the method to the general left truncation where the left truncation distribution is unknown. This latter approach is robust against departure from stationarity, though it is less efficient when the stationarity assumption holds [45, 46, 54] .
Appendix
Here, we present the assumptions and proofs of the main and other auxiliary results.
Appendix A
The regularity conditions required for the Cox and the weighted AFT models:
Þ is bounded away from zero and one (γ < πð:Þ < 1 À γ where γ > 0).
C ðtÞS R ðtÞÞdS C ðtÞ < 1 and Condition C.1 is a smoothness assumption of the mean function. C.1-C.2 are termed positivity assumptions, meaning that there is a positive chance that a subject falls in either the treatment or the control groups and being not censored, respectively. C.3 is an identifiability condition [54] and C.4-C.5 are required to obtain an estimator with a finite variance. 
We have the following estimating equation when wðyÞ is replaced by its estimate, b wðyÞ, Using the strong consistency of b wðyÞ to wðyÞ [55] , we have
and following the martingale integral representation ffiffiffi n p ðb wðYÞ À wðYÞÞ introduced by Shen et al. [4] where Y Ã is independent of and identically distributed to Y. Now we can derive the asymptotic variance of our proposed estimator when α is replaced byα in the propensity score model. Notẽ
where
Hence, using the Taylor expansion and 
The first expectation on the RHS of eq. (14) is Appendix C: Misspecified propensity score or mean model
In this appendix, we study the performance of the DR AFT estimator (11) when either the propensity score or the mean model is misspecified. We use the same simulation model as in Section 6.2 with only changing the treatment assignment model to D,Bernoulli expitf2 À 3x 1 À 3x 2 g ð Þ . Our misspecified propensity score ignores the confounder X 1 . Table 5 shows results based on 500 data sets of sizes 200 and 800 with 0, 20 and 30 percent censoring. The superscript m1 and m2 represent the propensity score and mean model misspecifications, respectively. The misspecified propensity score ignores the variable x 1 and the misspecified mean model ignores the interaction term dx 2 (see Section 6.2). The results confirm that our estimator is doubly robust.
Appendix D: Derivation of the score function s β The score function s β derived from the following pseudo-partial likelihood after adjusting the risk sets for the confounding and the length-biased sampling where Iðy j ! y i ! a j Þ=pðD j ¼ d j jx j Þ represents the adjusted risk set for both length-biased sampling and confounding. Followed by Shen et al. [4] and Qin and Shen [5] , we estimate the denominator by where the focus is on the uncensored subjects and the risk set is inversely weighted by wðy j Þ. Note, under assumptions A1-A3, we have 
