Abstract. We compute the asymptotic expansion of a function commented on by Ramanujan and show the expansion suggested in his last letter to hardy is asymptotic and non convergent. This offers some explanation as to why Ramanujan says this series in question "has an unclosed form at the singularities"
Introduction
In Ramanujan's famous last letter to Hardy, he ponders the definition of what he calls mock theta functions [1] . In a truly scientific fashion, he communicates a loose definition and lists the well-known 13 positive examples of what he thinks a mock theta function ought to be and at least one negative example of what a mock theta function is not. The positive examples have been extensively studied and have been a part of a vibrant research program in modular forms and number theory [19] . However, the one particular negative example appears to not be nearly as well studied. This is the function (1 − zq m ), (q) m =: (q; q) m denote the q-pochhammer symbol. Quoting Ramanujan, he states that he believes F (q) has "an unclosed form at the singularities." Focusing specifically on the q = 1 singularity, he states the following asymptotic development as s → 0, For the rest of this paper, we fix s = −Log (q) . Several prominent mathematicians have provided commentary on Ramanujan's work over the years [15, 17, 16, 3, 4, 5, 6] . In particular, both Andrews and Watson [17, 16] have provided commentary on this letter. While Andrews focus is on explaining the difference between theta series, false theta series, and mock theta series, Watson makes some attempt explaining Ramanujan's comment by resorting to a heuristic interpolation argument but nothing rigorous was stated. As of now, there is little rigorous work on this non example. This work will attempt to quantify the bad behavior of F (q) at the main root of unity q → 1. We will do this through a simple observation; F (q) is the dot product of two well known q-binomial objects. This leads to a constant term argument which, after unpacking notation, reveals an everywhere divergent power series expansion for F (e −s ).
Remark 1. The method chosen for this paper was the constant term method. However, it was suggested by Larry Rolen that that one might be able to rewrite
which allows one to use the Euler Maclaurin summation formula to analyze F (q) as s → 0. Here Γ q (z) denotes the q-gamma function as was studied and approximated by Zhang [20] (or in a less direct way) McIntosh [12] . A successful Euler Maclaurin analysis should then yield a proof which is elementary and independent of complex analysis.
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Statement of Results
This paper will confirm the comments of Ramanujan in [1, page 93-94] if we will take McIntosh's [13] interpretation of closed. That is, we will prove Theorem 3.1. As s → 0,
for infinitely many nonzero c j .
Remark 2. We focus on the main singularity q → 1 but the methods of the paper should be capable of being extended to all roots of unity. We will remark during the proof of where the estimates need to change for this to occur.
We will prove something slightly stronger. For contradiction, if we suppose that Theorem 3.1 were false and then
where the series expansion of R(s) ∼ exp (p(s)) where p(s) is some polynomial in s. This function is an entire function, and the "down stairs" power series must converge everywhere when s ∈ C. This contradicts the main technical theorem of our paper which is listed below.
Theorem 3.2. The asymptotic development for F (q) is given by
The series
This theorem will follow from two propositions about R(s). The first one is the integral representation of R(s) stated here. Recall the polylogarithm [18] Li s (z) =:
and define
Using [18, we have the first few E k ,
denote an asymptotic series and J N (s, v) denote the truncation of J (s, v) up to k = N term.
Proposition 3.3. For every N ∈ N fixed and s → 0,
Rephrasing Proposition 3.3, we have the asymptotic series (as in [14, Definition 1.1]) when we take N → ∞ in terms of ascending powers of s,
Integrating the series term by term, we obtain
Then at the end we will use the divergence of J to force a contradiction. We last have one loose end to tie up. To our best knowledge, c 1 = b 1 has never been formally computed. So as an example of how to use our theorem, we will compute b 1 . . We compute the formal series expansion. Computing the terms that have s degree ≤ 1, in j we obtain
We then expand the exponential of J and compute the projection
To apply equation (3.7) we need the two integrals
Proof of Proposition 3.3
The key idea observation for producing asymptotics is that F (q) is the dot product of two sequences
We can write F (q) as the constant term of the product of well-understood functions. For this, define R(z, q) =: Using the constant term method, we can write
and we can write this as an integral transform via Cauchy's theorem
where Γ will be chosen to be a circle of radius φ −1 . ) ; e −s ∞ dv.
We need estimates for the pochhammer symbols so we require a few variants of the theorems in [12] . The first theorem follow almost verbatim from [12, page 213] paying careful attention to the dependence on v ∈ R. To control the v dependence, one must use the inequality [10, Page 245]
on the error on R n in the proof of that theorem. All other steps should be the same or similar. This holds because A n (z) is the generating function for Eulerian numbers and hence is a positive (natural number) coefficient polynomial. 
Also we require the [12, Lemma 2] in its asymptotic version.
Lemma 4.2. For every w < 1, N > 0, ℓ ∈ Z, and x ∈ X ⊂ C compact
Proof. It follows from the series definition of the polylogarithm
and hence the lemma is just a application of Taylor's theorem from calculus.
These lemmas allow us control over the "major" and "minor" arcs in our computation. 
Taking the derivative of the right hand side we obtain
which can only be zero if v = 0, π. Inspection shows that for [0, π] our function is decreasing and is increasing otherwise. Hence, we can we can bound using Lemma 4.2 with N = 2, and E n defined in equation (3.2)
Substituting inequality (4.6) into equation (4.2) completes the proof.
We require one last Lemma from [12] . With the adjustments made by Lemma 4.2 and Lemma 4.1 this proof follows verbatim from the cited version. 
Remark 3. To generalize this work to all roots of unity, all one needs to do is extend the work of McIntosh [12] to all roots of unity. It is already known that such an extension exists (see [8] for the main term for example). Given the usefulness of [12] for studying non modular q-series, it would be of independent interest to have such a generalization.
Applying Lemma 4.4 and using the identity
Where
. Directly applying Lemma 4.4, we get Log −φe
. Adding the two terms and using equations (3.2-3.5) we now calculate
We therefore have
where
Now make a variable transformation u = 4 √ 5 √ sv and u(±s
We now require one last lemma to complete the calculation. Proof. Since N is fixed and finite, it suffices to show for k ≥ 2,
which completes the proof. −5
We have
This completes the proposition.
Proof of Theorem 3.1
We begin with a lemma Lemma 5.1. As n → ∞,
Proof. In [9, equation (13)] we have
Substituting µ = Log (φ) , πi−Log (φ) and adding the two terms produces the lemma.
We also require a proposition.
Proof. It turns out that the function J N (s, v) diverges factorially. However, the notation obscures things a bit so to prove Proposition 5.2 we will have to do some notational unpacking. After things get written in a clearer way, the Proposition will be obvious. For the Bernoulli polynomials we need [11, Theorem 1] , and [2, pg 16,165],
We can decompose a term of J N (s, v) using [7, page 275, Exercise 15],.
To make expressions more concise we change units and let s = 2πLog (φ) α. Using Lemma 5.1, and equations (5.1), (5.2)
We wish to do a bit more work before we obtain our simpler notation. Break up cos(z) =
Here we use .
