The HGARCH model allows long-memory impact in volatilities. A new HGARCH model with time-varying amplitude is considered in this paper. We show the stability of the model as well. A score test is introduced to check the time-varying behavior in amplitude. Some value-at-risk tests are applied to evaluate the forecastings. Simulations are provided which provide further support to the proposed model. We have also have shown the competative performance of our model in forecasting, by compairing it with HGARH and FIGARCH models for some period of SP500 indices.
Introduction
Determining the volatility structure is the main step in measuring risk in financial time series.
The GARCH models (Engle, 1982; Bollerslev,1986 ) are widely used for modeling volatility. Two kinds of structure are recognized for GARCH models as geometric and hyperbolic decaying that can be described as some kinds of short-memory and long-memory respectively. Long-memory property is present in the volatility of many financial data (Kwan et al., 2011) . As a hyperbolicmemory model, HYGARCH (Davidson, 2004 ) is the most popular one and has shown good performance in modeling long-memory behavior for many financial time series (Davidson, 2004; Tang and Shieh, 2006) . The conditional variance of HYGARCH model is a convex combination of the conditional variances of GARCH (Bollerslev, 1986) and FIGARCH (Baillie, 1996) . The FIGARCH also shows hyperbolic-memory but has infinite variance. Li et al. (2015) argued that the conditional variance of the HYGARCH model has an unnecessarily complicated form. This motivated them to propose a new hyperbolic GARCH (HGARCH) model which is as simple as FIGARCH but has finite variance.
Financial time series often have time-varying volatilities which in many cases follow long memory in effect of exogenous and endogenous shocks. Thus models with time-varying structure are more appropriate for many financial time series. We consider a HGARCH model with logistic time-varying amplitude to impose a more flexible behavior which we call TV-HGARCH.
This time-varying amplitude allows the conditional variance to be more sensitive to the last observation. So when a sudden shock influences the volatilities the TV-HGARCH permits the magnitude of variations in the conditional variance changes and so make more dynamical behavior. We show under some regularity conditions the moments of the model are bounded.
Maximum likelihood estimators (MLEs) of the parameters are derived. We develop a score test to check the presence of the time-varying amplitude in the proposed TV-HGARCH structure.
The asymptotic behavior of MLEs and score test is verified by simulation. Value-at-risk (VaR) is a useful measure for quantifying the risk which depends directly on the volatility. The forecasts from various volatility models are evaluated and compared on the basis of how well they fore- Conclusions are presented in the last section.
The model
Let {y t } follows a HGARCH(q, d, p) model as
where { t } are identically and independently (i.i.d.) random variables with mean 0 and variance
in which 0 < d < 1. Let Υ t−1 be the information up to t-1 then h t is the conditional variance as, V ar(y t |Υ t−1 ) = h t . The parameter w is called the amplitude parameter that determines the magnitude of variations in the conditional variance (Kwan et al., 2012) . For w = 1 the model will reduce to the FIGARCH. In this model the h t has fixed form by enriching the HGARCH model with a time-varying amplitude we provide a more dynamical model for describing the volatilities.
The Time-Varying HGARCH Model
Let {y t } follows the TV-HGARCH(q, d, p) model as We considerỹ t = y 2 t−1 so the amplitude changes with the size of the last observation and hence the magnitude of the last shock cause of the smooth changes of the conditional variance.
Moment properties
Now we study the moments of the {y t }. Let ϕ = (γ, β 1 , ..., β p , δ 1 , ..., δ q , d) , we can rewrite model (2.2) into the form:
where the φ i 's for i = 0, 1, 2, ... are functions of ϕ. Denote
, assuming that φ i ≥ 0 and using the fact that 0 ≤ w t ≤ 1 it holds that
...
By the law of iterated expectations,
Using Holder's inequality, it holds that 
.
After some calculations it holds that
and therefore
. Thus the (δ +g 1 )+ ∞ i=2 (g i −δg i−1 ) < 1 is sufficient for the existence of the second-order moment of the y t ; i.e. M < ∞.
Estimation
Let θ = (ϕ , η) denotes the parameter vector of the TV-HGARCH model defined in relations (2.2) -(2.3) and h t (θ) refers to the conditional variance of the y t when the true parameters in TV-HGARCH model are replaced by the corresponding unknown parameters. Suppose the y 1 , ..., y T are a sample from the TV-HGARCH model. By assuming the normality on t , the conditional log likelihood function is L(θ) = −0.5 T t=1 l t (θ) where
The derivatives of L(θ) with respect to the parameters are given as follows:
where θ (i) refers to the i − th element of the θ. The partial derivatives of h t (θ) are obtained as:
Here we need some numerical approaches such as quasi-Newton algorithms to find the maximum likelihood estimator of the θ (Chong and Zak, 2001). 
Testing Time-Varying Amplitude
At following the ∼ indicates the maximum likelihood estimator under H 0 .
∂l t (θ) ∂θ is the average score test vector and I(θ) is the population information matrix. Consider θ 0 = (ϕ 0 , 0) as true parameter vector under H 0 . The score test statistic is defined as follows:
∂l t (ϕ, η) ∂ϕ and
and
Under normality, the population information matrix equals to negative expected value of the average Hessian matrix:
Note (4.1) depend on the unknown parameter value θ 0 so it is useless. It is common to evaluate the I −1 (θ 0 ) at theθ to get a usable statistic. Hence
then by substituting (4.2) -(4.5) in (4.2) the score test statistic can be obtained as
Hence ifθ = (φ , 0) is asymptotically normal then under H 0 : η = 0 the λ s will asymptotically follows the chi-squared distribution with 1 degree of freedom under some regularity conditions (Li et al., 2011).
Simulation Study
This section conducts two simulation experiments to investigate the consistency of the MLEs (section 3) and the asymptotic behavior of the score test (section 4). We consider three sample sizes, n=300, 500 and 1000 in two experiments, and there are 1000 replications for each sample size. In each generated sequence the first 1000 observations have been discarded to avoid the initialization effects, so there are 1000+n observations generated each time. We simulate the data from a TV-HGARCH(1,d,1) model as follows:
where { t } are iid standard normal variables.
In the first experiment the value of the parameter vector is θ = (γ, β, δ, d, η) = (.3, .4, .2, .7, 1) .
The MLE values in section 3 are calculated, the biases (Bias) and the root mean squared error (RMSE) are summarized in Table 1 . It is observed that both Bias and RMSE are generally small and decrease as the sample size increases. The empirical rejection rates are reported in Table 2 . It can be seen that the empirical sizes are all close to the nominal values and this closeness increases as the sample size increases also empirical powers are increasing function of the sample size and of the η.
VaR Forecasting
In order to investigate the ability of the TV-HGARCH model in forecasting the future behavior of the volatilities, we study the VaR forecasts. The one-day-ahead VaR with probability ρ, V aR(ρ), is calculated by V aR t (ρ) = F −1 (ρ)σ t , where F −1 (ρ) is the inverse distribution of standardized observation (y t /σ t ) and σ t = V (y t |Υ t−1 ). Due to the importance of VaR in management risk, the accuracy of the VaR forecasts from different models is evaluated based on some likelihood ratio (LR) tests (Ardia, 2009; Brooks and Persand, 2000) .
Unconditional Coverage test
The Kupiec test (Kupiec, 1995) , also known as the unconditional coverage (UC) test, is designed to test whether VaR forecasts cover the pre-specified probability. If the actual loss exceeds the VaR forecasts, this is termed an "exception," which is a Bernoulli random variable with probability ξ. The null hypothesis of the UC test is H 0 : ξ = ψ. Then the LR statistic of the unconditional coverage (LR U C ) is defined as
Where T is the number of the forecasting samples, n is the number of the exceptions andξ = n T is the MLE of the ξ under H 1 . Then under H 0 the LR U C is asymptotically distributed as a χ 2 random variable with one degree of freedom.
Independent Test
If the volatilities are low in some periods and high in others, the forecasts should respond to this clustering event. It means that, the exceptions should be spread over the entire sample period independently and do not appear in clusters (Sarma et al., 2003) . Christoffersen (1998) designed an independent (IND) test to check the clustering of the exceptions. The null hypothesis of the IND test assumes that the probability of an exception on a given day t is not influenced by what happened the day before. Formally, H 0 : ξ 10 = ξ 00 , where ξ ij denotes that the probability of an i event on day t − 1 must be followed by a j event on day t where i, j = 0, 1. The LR statistic of the IND test (LR IN D ) can be obtained as
Where n ij is the number of observations with value i followed by value j (i, j = 0, 1), ξ 01 = n 01 n 00 + n 01 and ξ 11 = n 11 n 10 + n 11 . Under H 0 , the LR U C is asymptotically distributed as a χ 2 random variable with one degree of freedom.
Conditional Coverage test
Also Christoffersen (1998) proposed a joint test: the conditional coverage (CC) test, which combines the properties of both the UC and IND tests. The null hypothesis of the CC test checks both the exception cluster and consistency of the exceptions with VaR confidence level.
The null hypothesis of the test is H 0 : ξ 01 = ξ 11 = ρ. The LR statistic of the CC test (LR CC ) is obtained as
Under H 0 , LR CC is asymptotically distributed as a χ 2 random variable with two degrees of freedom. It is a summation of two separate statistics, LR U C and LR IN D .
Empirical Data
In this section, we apply the TV-HGARCH ( Table 3 . We observe the negative skewness and excess kurtosis of these returns. To compare the empirical performance of the models from both fitting and forecasting the whole sample is divided into two parts. The first part contains 1,000 observations and is used as in-sample data to conduct fitting and the second part is used as out-of-sample data to evaluate model forecasting. The models are then applied to the first part of data. The MLE values are reported in Table 4 . Also the score test in section 4 is performed and the value λ s = 6.44 is obtained, so the critical value 3.84 shows that at 5% significance level the data possesses a time-varying amplitude. To evaluate the performance of the models in computing true conditional variances that are measured by squared returns, we considered the root mean squared error (RMSE) and the log likelihood value (LLV) for in-sample and out-of-sample data.
As out-of-sample performance, the one-day-ahead forecasts are computed using estimated models. The results are given in Table 5 . It is observed that the TV-HGARCH model has the best performance. The HGARCH model outperforms the FIGARCH model, and has a lower RMSE and a higher LLV. To clarify the out-performance of the TV-HGARCH model, we plot the forecasting conditional variances and true conditional variances for some of the data in Figure 2 . It can be seen that the TV-HGARCH follows the shocks very well. Figure 3 shows the absolute forecasting errors between different models and the true conditional variances for some of the data, it can be observed that the TV-HGARCH model has the smallest absolute error. Based on the out-of-sample data, one-day-ahead VaR forecasts at a level risk of ρ = 0.05, 0.10 for the models are calculated and the accuracy tests are performed. The results are reported in Table 6 .
The first and second rows show the number of expected exceptions (Ex.e) and empirical excep- and FIGARCH models for some of S &P 500 daily log-returns. HGARCH is a hyperbolic-memory process. In this study we have generalized it by introducing TV-HGARCH model to have a better description of the dynamic volatilities. Our proposed model exploits a time-varying amplitude to update the structure of the volatility using logistic function of last observation. We show under some conditions the moments of model are bounded. One of the privilege of this work is implying of score test to check existence of the time-varying structure. Simulation evidences showed that empirical performance of test is competitive. The empirical example of some periods of S &P 500 indices showed that the TV-HGARCH model
gives better forecasting of volatilities and more accurate VaR than HGARCH and FIGARCH.
