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A human hand recognition system is introduced. First, a simple preprocessing technique which extracts the palm, the four fingers,
and the thumb is introduced. Second, the eigenpalm, the eigenfingers, and the eigenthumb features are obtained using a fast incre-
mental principal non-Gaussian directions analysis algorithm, called IPCA-ICA. This algorithm is based on merging sequentially
the runs of two algorithms: the principal component analysis (PCA) and the independent component analysis (ICA) algorithms.
It computes the principal components of a sequence of image vectors incrementally without estimating the covariance matrix (so
covariance-free) and at the same time transforming these principal components to the independent directions that maximize the
non-Gaussianity of the source. Third, a classification step in which each feature representation obtained in the previous phase is
fed into a simple nearest neighbor classifier. The system was tested on a database of 20 people (100 hand images) and it is compared
to other algorithms.
Copyright © 2007 Issam Dagher et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
Biometrics is an emerging technology [1, 2] that is used to
identify people by their physical and/or behavioral character-
istics and, so, inherently requires that the person to be iden-
tified is physically present at the point of identification. The
physical characteristics of an individual that can be used in
biometric identification/verification systems are fingerprint
[3, 4], hand geometry [5, 6], palm print [7–9], face [4, 10],
iris [11, 12], retina [13], and the ear [14].
The behavioral characteristics are signature [12], lip
movement [15], speech [16], keystroke dynamics [1, 2], ges-
ture [1, 2], and the gait [1, 2].
A single physical or behavioral characteristic of an in-
dividual can sometimes be insuﬃcient for identification.
For this reason, multimodal biometric systems—that is,
systems that integrate two or more diﬀerent biometrics
characteristics—are being developed to provide an accept-
able performance, and increase the reliability of decisions.
The human hand contains a wide variety of features, for ex-
ample, shape, texture, and principal palm lines—that can be
used by biometric systems. Features extracted by projecting
palm images into the subspace obtained by the PCA trans-
form are called eigenpalm features, whereas those extracted
by projecting images of fingers and thumb are called eigen-
finger and eigenthumb features. This paper merges sequen-
tially two techniques based on principal component analysis
and independent component analysis.
The first technique is called incremental principal com-
ponent analysis (IPCA) which is an incremental version of
the popular unsupervised principal component technique.
The traditional PCA [17] algorithm computes eigenvectors
and eigenvalues for a sample covariance matrix derived from
a well-known given image data matrix, by solving an eigen-
value system problem. Also, this algorithm requires that
the image data matrix be available before solving the prob-
lem (batch method). The incremental principal component
method updates the eigenvectors each time a new image is
introduced.
The second technique is called independent component
analysis (ICA) [18]. It is used to estimate the independent
characterization of human hand vectors (palms, fingers, or
thumbs). It is known that there is a correlation or depen-
dency between diﬀerent human hand vectors. Finding the
independent basic vectors that form those correlated ones
is a very important task. The set of human hand vectors is
represented as a data matrix X where each row corresponds
to a diﬀerent human hand. The correlation between rows
of matrix X can be represented as the rows of a mixing
matrix A. The independent basic vectors are represented as
rows of source matrix S. The ICA algorithm extracts these
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independent vectors from a set of dependent ones using
X = A · S. (1)
When the dimension of the image is high, both the com-
putation and storage complexity grow dramatically. Thus,
the idea of using a real time process becomes very eﬃcient
in order to compute the principal independent components
for observations arriving sequentially. Each eigenvector
or principal component will be updated, using FastICA
algorithm, to a non-Gaussian component. In (1), if the
source matrix S contains Gaussian uncorrelated elements
then the resulting elements in the mixed matrix X will be
also Gaussian but correlated elements.
The FastICA method does not have a solution if the ran-
dom variables to estimate are Gaussian random variables.
This is due to the fact that the joint distribution of the ele-
ments of X will be completely symmetric and does not give
any special information about the columns of A. In this pa-
per, S is always a non-Gaussian vector. It should be noted that
the central limit theorem states that the sum of several inde-
pendent random variables, such as those in S, tends towards
a Gaussian distribution. So xi = a1s1 + a2s2 is more Gaussian
than either s1 or s2. The central limit theorem implies that if
we can find a combination of the measured signals in X with
minimal Gaussian properties, then that signal will be one of
the independent signals. OnceW is determined it is a simple
matter to invert it to find A.
Each image x, represented by an (n,m) matrix of pixels,
will be represented by a high-dimensional vector of n×m pix-
els. These image vectors will be the rows of X and the result-
ing uncorrelated components will be the rows of S. There-
fore, each column ofA, calledw, will be a direction that max-
imizes the non-Gaussianity of the projection of the depen-
dent images x into w. The raw features that are sent to this
algorithm are the grayscale levels of every pixel in the image
without using any geometric features or wavelet-based fea-
tures.
It should be noted that the batch method no longer sat-
isfies an up coming new trend of signal processing research
in which all visual filters are incrementally derived from very
long online real-time video stream. Online development of
visual filters requires that the system perform while new sen-
sory signals flow in. When the dimension of the image is
high, both the computation and storage complexity grow
dramatically. Thus, the idea of using a real time process be-
comes very eﬃcient in order to compute the principal in-
dependent components for observations (faces) arriving se-
quentially.
2. SYSTEM DESCRIPTION
The multimodal biometric identification system consists of
the following phases.
(i) The image-acquisition phase: a hand image is taken us-
ing a low-cost scanner; the spatial resolution of the im-
ages is 180 dots per inch (dpi) and 256 gray levels.
(ii) The preprocessing phase: three regions of interest are
localized: a palm region, four-finger region, and the
thumb region.
(iii) The processing phase: the three normalized regions
are transformed by the sequential PCA-ICA algorithm
into three spaces called eigenpalm space, eigenfinger
space, and eigenthumb space. The feature spaces are
spanned by a certain number of the largest eigenvec-
tors. The outputs of the feature-extraction modules,
for the sample x, are three feature vectors.
(iv) The recognition phase: the matching between the cor-
responding vectors and the templates from a database
is performed.
3. PREPROCESSING PHASE
Images of the right hand are scanned at 180 dpi/256 gray lev-
els using a low-cost scanner. The user puts his/her hand on
the scanner with the fingers spread naturally; there are no
pegs, or any other hand-position constrainers.
Figure 1 shows the separation the hand image of all users
into three diﬀerent regions.
The regions are the thumb image (Figure 1(e)), the palm
(Figure 1(d)), and the remaining four fingers (Figure 1(c)).
Figure 1(b) shows that the calculations of the regions is
quite simple and requires no hard or long processing time,
simply the four-fingers region is separated from the other
two by taking a horizontal line at 45 percent of the original
image. Then, the palm region is obtained by a vertical line at
70 percent of the subimage obtained before.
The method described above is applied to all users’ im-
ages since the entire scanned are acquired having 1020× 999
pixels.
After acquiring and obtaining three regions, a geometry
normalization is also applied and the “four-fingers” region is
normalized to 454×200 pixels, the “palm” region to 307×300
pixels, and the “thumb” region to 180× 300 pixels.
4. DERIVATION OF THE IPCA-ICA ALGORITHM
Each time a new image is introduced, the non-Gaussian vec-
tors will be updated. They are presented by the algorithm in
a decreasing order with respect to the corresponding eigen-
value (the first non-Gaussian vector will correspond to the
largest eigenvalue). While the convergence of the first non-
Gaussian vector will be shown in Section 4.1, the conver-
gence of the other vectors will be shown in Section 4.2.
4.1. The first non-Gaussian vector
4.1.1. Algorithm definition
Suppose that the sample d-dimensional vectors, u(1); u(2);
. . ., possibly infinite, which are the observations from a cer-
tain given image data, are received sequentially. Without loss
of generality, a fixed estimated mean image is initialized in
the beginning of the algorithm. It should be noted that a
simple way of getting the mean image is to present sequen-
tially all the images and calculate their mean. This mean







Figure 1: (a) original image. (b) original image with regions of in-












Figure 2: IPCA-PCA algorithm description.
can be subtracted from each vector u(n) in order to ob-
tain a normalization vector of approximately zero mean. Let
C = E[u(n)uT(n)] be the d × d covariance matrix, which
is not known as an intermediate result. The IPCA-ICA algo-
rithm can be described as follows.
The proposed algorithm takes the number of input im-
ages, the dimension of the images, and the number of de-
sired non-Gaussian directions as inputs and returns the im-
age data matrix, and the non-Gaussian vectors as outputs. It
works like a linear system that predicts the next state vec-
tor from an input vector and a current state vector. The
non-Gaussian components will be updated from the previ-
ous components values and from a new input image vector
by processing sequentially the IPCA and the FastICA algo-
rithms. While IPCA returns the estimated eigenvectors as a
matrix that represents subspaces of data and the correspond-
ing eigenvalues as a row vector, FastICA searches for the in-
dependent directions w where the projections of the input
data vectors will maximize the non-Gaussianity. It is based
on minimizing the approximate negentropy function [19]
given by J(x) = ∑i ki{E(Gi(x))− E(Gi(v))}2 using Newton’s
method. Where G(x) is a nonquadratic function of the ran-
dom variable x and E is its expected value.
The obtained independent vectors will form a basis
which describes the original data set without loss of infor-
mation. The face recognition can be done by projecting the
input test image onto this basis and comparing the resulting
coordinates with those of the training images in order to find
the nearest appropriate image.
Assume the data consists of n images and a set of k non-
Gaussian vectors are given, Figure 2 illustrates the steps of the
algorithm.
Initially, all the non-Gaussian vectors are chosen to de-
scribe an orthonormal basis. In each step, all those vectors
















Figure 3: IPCA-ICA algorithm block diagram.
will be updated using an IPCA updating rule presented in
(7). Then each estimated non-Gaussian vector will be an in-
put for the ICA function in order to extract the correspond-
ing non-Gaussian vector from it (Figure 3).
4.1.2. Algorithm equations
By definition, an eigenvector x with a corresponding eigen-
value λ of a covariance matrix C satisfies
λ · x = C · x. (2)
By replacing in (2) the unknown C with the sample covari-
ance matrix (1/n)
∑n
i=1 u(i) · uT(i) and using v = λ · x, the





u(i) · uT(i) · x(i), (3)
where v(n) is the nth step estimate of v after entering all the
n images.
Since λ = ‖v‖ and x = v/‖v‖, x(i) is set to v(i−1)/‖v(i−
1)‖ (estimating x(i) according to the given previous value of





u(i) · uT(i) · v(i− 1)∥∥v(i− 1)∥∥ . (4)
Equation (4) can be written in a recursive form:
v(n) = n− 1
n





∥v(n− 1)∥∥ , (5)
where (n− 1)/n is the weight for the last estimate and 1/n is
the weight for the new data.
To begin with, let v(0) = u(1) the first direction of data
spread. The IPCA algorithm will give the first estimate of the
first principal component v(1) that corresponds to the max-
imum eigenvalue:
v(1) = u(1)uT(1) v(0)∥∥v(0)∥∥ . (6)
Then, the vector will be the initial direction in the Fas-
tICA algorithm:
w = v(1). (7)




v(1) ·G′(wT · v(1))]− E[G′′(wT · v(1))] ·w,
(8)
whereG′′(x) is the derivative of the functionG′(x) (equation
(10)). It should be noted that this algorithm uses an approxi-
mation of negentropy in order to assure the non-Gaussianity
of the independent vectors. Before starting the calculation of
negentropy, a nonquadratic functionG should be chosen, for
example,















In general, the corresponding non-Gaussian vectorw, for







)]− E[G′′(wT · vk(n)
)] ·w.
(11)
4.2. Higher order non-Gaussian vectors
The previous discussion only estimates the first non-Gauss-
ian vector. One way to compute the other higher order vec-
tors is following what stochastic gradient ascent (SGA) does:
start with a set of orthonormalized vectors, update them us-
ing the suggested iteration step, and recover the orthogonal-
ity using Gram-Schmidt orthonormalization (GSO). For real-
time online computation, avoiding time-consuming GSO is
needed. Further, the non-Gaussian vectors should be orthog-
onal to each other in order to ensure the independency. So,
it helps to generate “observations” only in a complementary
space for the computation of the higher order eigenvectors.
For example, to compute the second order non-Gaussian
vector, first the data is subtracted from its projection on the
estimated first-order eigenvector v1(n), as shown in:









where u1(n) = u(n). The obtained residual, u2(n), which is
in the complementary space of v1(n), serves as the input data
to the iteration step. In this way, the orthogonality is always
enforced when the convergence is reached, although not ex-
actly so at early stages. This, in eﬀect, better uses the sample
available and avoids the time-consuming GSO.
After convergence, the non-Gaussian vector will also be
enforced to be orthogonal, since they are estimated in com-
plementary spaces. As a result, all the estimated vectors wk
will be
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For i = 1 : n
img = input image from image data matrix;
u(i) = img;
for j = 1 : k




vj(i) = i− 1
i







∥ ; (vector update)







∥ ; (to ensure orthogonality)
end
w = vj(i);






)]− E[G′′(wT · vj(i)
)
] ·w;
(searching for the direction that
maximizes non-Gaussianity)
end




(i) Non-Gaussian according to the learning rule in the al-
gorithm,
(ii) independent according to the complementary spaces
introduced in the algorithm.
4.3. Algorithm summary
Assume n diﬀerent images u(n) are given; let us calculate the
first k dominant non-Gaussian vectors vj(n). Assuming that
u(n) stands for nth input image and vj(n) stands for nth up-
date of the jth non-Gaussian vector.
Combining IPCA and FastICA algorithms, the new algo-
rithm can be summarized as shown in Algorithm 1.
4.4. Comparison with PCA-ICA batch algorithm
The major diﬀerence between the IPCA-ICA algorithm and
the PCA-ICA batch algorithm is the real-time sequential pro-
cess. IPCA-ICA does not need a large memory to store the
whole data matrix that represents the incoming images. Thus
in each step, this function deals with one incoming image
in order to update the estimated non-Gaussian directions,
and the next incoming image can be stored over the previous
one. The first estimated non-Gaussian vectors (correspond-
ing to the largest eigenvalues) in IPCA correspond to the vec-
tors that carry the most eﬃcient information. As a result, the
processing of IPCA-ICA can be restricted to only a specified
number of first non-Gaussian directions. On the other side,
the decision of eﬃcient vectors in PCA can be done only af-
ter calculating all the vectors, so the program will spend a
certain time calculating unwanted vectors. Also, ICA works
usually in a batch mode where the extraction of independent
components of the input eigenvectors can be done only when
these eigenvectors are present simultaneously at the input. It
is very clear that from the time eﬃciency concern, IPCA-ICA
will be more eﬃcient and requires less execution time than
PCA-ICA algorithm. Finally, IPCA-ICA gives a better recog-
nition performance than batch PCA-ICA by taking only a
small number of basis vectors. These results are due to the
fact that applying batch PCA on all the images will give the
m noncorrelated basis vectors. Applying ICA on the n out of
these m vectors will not guarantee that the obtained vectors
are the most eﬃcient vectors. The basis vectors obtained by
the IPCA-ICA algorithm will have more eﬃciency or contain
more information than those chosen by the batch algorithm.
5. EXPERIMENTAL RESULTS AND DISCUSSIONS
To demonstrate the eﬀectiveness of the IPCA-ICA algorithm
on the human hand recognition problem, a database con-
sisting of 100 templates (20 users, 5 templates per user) was
utilized. Four recognition experiments were made. Three of
them were made using features from only one hand part
(i.e., recognition based only on eigenpalm features, recog-
nition based only on eigenfinger features, and recognition
based only on eigenthumb features). The final experiment
was done using a majority vote on the three previous recog-
nition results.
The IPCA-ICA algorithm is compared against three fea-
ture selection methods, namely, the LDA algorithm, the PCA
algorithm, and the batch PCA-ICA. For each of the three
methods, the recognition procedure consists of (i) a feature
extraction step where two kinds of feature representation of
each training or test sample are extracted by projecting the
sample onto the two feature spaces generalized by the PCA,
the LDA, respectively, (ii) a classification step in which each
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Table 1: Comparison between diﬀerent algorithms.
Palm Finger Thumb Majority time (s)
PCA vectors = 60 82.5 % 80 % 47.5 % 84 % 40.52
PCA vectors = 20 80 % 75 % 42.5 % 82 % 40.74
LDA vectors 90.5% 88.5% 65% 91.5% 52.28
Batch PCA-ICA 88% 85.5% 60% 88% 54.74
IPCA-ICA
(users = 20) 92.5% 92.5% 77.5% 94% 45.12
feature representation obtained in the first step is fed into a
simple nearest neighbor classifier. It should be noted at this
point that, since the focus in this paper is on feature extrac-
tion, a very simple classifier, namely, nearest Euclidean dis-
tance neighbor, is used in step (ii). In addition, IPCA-PCA
is compared to batch FastICA algorithm that applies PCA
and ICA one after the other. In FastICA, the reduced num-
ber of eigenvectors obtained by PCA batch algorithm is used
as input vectors to ICA batch algorithm in order to generate
the independent non-Gaussian vectors. Here FastICA pro-
cess is not a real time process because the batch PCA requires
a previous calculation of covariance matrix before processing
and calculating the eigenvectors. Notice here that PCA, batch
PCA-ICA, and PCA-ICA algorithms are experimented using
the same method of introducing and inputting the training
images and tested using also the same nearest neighbor pro-
cedure.
A summary of the experiment is shown below.
Number of users = 20.
Number of images per user = 5.
Number of trained images per user = 3.
Number of tested images per user = 2.
The recognition results are shown in Table 1.
For the PCA, LDA, the batch PCA-ICA, the maximum
number of vectors is 20∗ 3 = 60 (number of users times the
number of trained images).
Taking the first 20 vectors for the PCA will decrease the
recognition rate as shown in the second row of Table 1.
The IPCA-ICA with 20 independent vectors (number of
users) yields better recognition rate than the other 3 algo-
rithms.
It should be noted that the execution training time in sec-
onds on ourmachine Pentium IV is shown in the last column
of Table 1.
Figure 4 shows the recognition results for the palm as a
function of the number of vectors.
It should be noted that as the algorithm precedes in time,
more number of non-Gaussian vectors are formed and the
recognition results get better.
6. CONCLUSION AND FUTURE WORK
In this paper, a prototype of an online biometric identifi-
cation system based on eigenpalm, eigenfinger, and eigen-
thumb features was developed. A simple preprocessing tech-
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Figure 4: Recognition results for the palm as a function of the num-
ber of vectors.
ducing constraints on the hand (using pegs especially at the
thumb) will definitely increase the system performance. The
use of a multimodal approach has improved the recognition
rate.
The IPCA-ICA method based on incremental update of
the non-Gaussian independent vectors has been introduced.
The method concentrates on a challenging issue of comput-
ing dominating non-Gaussian vectors from an incrementally
arriving high-dimensional data stream without computing
the corresponding covariance matrix and without knowing
the data in advance.
It is very eﬃcient inmemory usage (only one input image
is needed at every step) and it is very eﬃcient in the calcula-
tion of the first basis vectors (unwanted vectors do not need
to be calculated). In addition to these advantages, this algo-
rithm gives an acceptable recognition success rate in compar-
ison with the PCA and the LDA algorithms.
In Table 1, it is clear that IPCA-ICA achieves higher av-
erage success rate than the LDA, the PCA, and the FastICA
methods.
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