Purpose: To develop and evaluate a noise-robust method for reconstruction of water and fat images for spoiled gradient multi-echo sequences. Methods: The proposed method performs water-fat separation by using a graph cut to minimize an energy function consisting of unary and binary terms. Spatial smoothing is incorporated to increase robustness to noise. The graph cut can fail to find a solution covering the entire image, in which case the relative weighting of the unary term is iteratively increased until a complete solution is found.
Introduction
The idea of utilizing the property of chemical shift for separation of the water and fat signal in MRI was first introduced by Dixon [1] . The most difficult aspect of the signal separation is to take the amplitude of the static field (B 0 ) inhomogeneity into account. This inhomogeneity, known as the off-resonance, will cause a spatially dependent phase shift that varies linearly with time. The set of the off-resonance of all the voxels forms a field map. Typically, two reasonable off-resonance candidates can be calculated for each voxel, with one of them being correct. In the simple model employing only one fat peak and assuming equal effective transverse relaxation rates for water and fat, choosing the wrong off-resonance will result in the signal from the water being swapped with the signal from the fat in the calculated images. Therefore, this error is known as water-fat swaps. Choosing the correct offresonance is necessary to calculate correct water and fat images.
Since Dixon's original paper was published, many similar methods have been developed to perform water and fat signal separation of images. In the original paper, two spin echoes were used, and the fat signal was modeled as a single peak. Today, spoiled gradient echo sequences are often used, and many methods have been developed that can make use of arbitrarily many echoes (multi-echo methods) [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . Additionally, a multi-peak fat spectra [3] [4] [5] [6] [7] [8] [9] [10] [11] [14] [15] [16] [17] may be employed for improved signal separation.
Several different methods have been developed for finding the correct off-resonance, based on the assumption of a smooth field map. The enforcement of spatial smoothness has been performed using region growing [2] [3] [4] 14, [18] [19] [20] [21] [22] , which operates locally. One problem with region growing approaches is that when swaps do occur, they typically propagate well beyond the voxels where they originate [5] . A potentially more robust alternative to region growing are graph cuts [6] [7] [8] [9] [10] [11] 15, 16] , which can optimize entire slices or whole volumes at once.
The graph cut method quadratic pseudo-Boolean optimization (QPBO) [23] has previously been used to find which off-resonance out of two candidates is correct for each voxel [7, 10, 15] . In these methods, an energy function is minimized using QPBO. The energy consists of a unary cost for each voxel based on how well the signal model fits to the data, and a binary cost enforcing spatial smoothness of the field map. For the voxels where QPBO finds a solution, it is guaranteed to be part of an optimal global solution. It is, however, not guaranteed to find a solution for each voxel. In [7] , this was resolved by choosing the voxel with the lowest unary cost. In [10] , this method was improved by using a multi-scale approach. For voxels where no solution was found, the field map value found at a lower spatial resolution was used. This guaranteed a solution for all voxels and improved robustness towards noise.
Iterated conditional modes (ICM) [24] , which converges locally, has been used on its own [12] or in conjunction with other methods [7, 10] to optimize the water-fat separation.
In this paper, a method for reconstruction of spoiled gradient multiecho scans with a constant echo time spacing, expanding upon the method in [7] , is proposed and evaluated. We show that by consistently minimizing an energy function, similar to the one used in [7] , at a decreased resolution, a greater robustness towards noise is achieved, without deteriorating the solution at low noise levels. Some insight is given as to why the method in [10] performs well at high noise levels in some cases, and fails in others. Noise is a problem at higher resolutions and one of the problems in highly accelerated scans.
Methods

Signal model
The signal model for an arbitrary voxel in a spoiled gradient echo sequence can be expressed as:
where S n is the expected signal of echo n, excluding noise, in the voxel. The noise is expected to be additive complex Gaussian. W and F are the complex signals for water and fat in the voxel at the time of excitation. a n is:
where α m are the relative magnitudes of the M different fat peaks and δ m are their corresponding chemical shifts relative to water. These values are set to be the same as in the reference signal model of the 2012 ISMRM challenge [17] . That is: δ m = −3.8, −3.4, −2.6, −1.94, −0.39, and 0.6 ppm; with corresponding α m = 87, 693, 128, 4, 39, and 48. The remaining parameters are: t n , the time of echo n, ω, the offresonance shift of the voxel, and R 2 * , the effective transverse relaxation rate of the voxel. The gyromagnetic ratio of 1 H is denoted by γ.
Under the assumption of equally spaced echoes, Eq. (1) can be written as:
, with a n, 1 = 1 and a n, 2 = a n , and
Δt is the echo time spacing. Note that in this formulation e iωt1 has been merged into W and F. This influences the phase of these values, but not their amplitudes, and should therefore not be of concern.
Parameter estimation
Two complex, W and F, and two real, ω and R 2 * , parameters are to be estimated, meaning a minimum of three complex echoes are needed. The parameter estimation is similar to that of [7] , but expands upon it in ways detailed in the Section 4.
For given values of R 2 * and ω, the least-squares estimates of W and F,  W and  F , can be calculated as: 
The values of R 2 * and ω are unknown. They can be estimated jointly or decoupled [13] . In a joint estimation, both parameters would be estimated at the same time, while in a decoupled estimation, one parameter is estimated after the other. A joint estimation of the parameters could result in a marginally smaller residual, but for the method to be computationally efficient, they are estimated decoupled as follows: At first, Eq. (5) is minimized with respect to ω, under the assumption of R 2 * = 40 s −1
. Thanks to the assumption of equally spaced echoes, the residual is periodic with respect to ω, with a period of Ω = 2π/Δt. The residual is evaluated at 100 equally spaced values of ω over one period, and the two smallest local minima are considered as candidates. For each voxel, one candidate is chosen by minimizing a global energy (E). Let Q be the set of all voxels, N the set of all voxel pairs in the 4-, for 2D images, or 6-, for 3D images, -neighborhood of each other, and ω the set of ω for all voxels, then define:
The unary residual term, J q (R 2 * = 40 s
, ω q ), will assert data fidelity, while the binary term, V(ω p , ω q ), imposes spatial smoothness of the field map. It is defined as:
The weights w p,q are defined as:
where d p,q is the Euclidian distance between the voxels p and q in millimeters. This measure is included in the weight to decrease the influence of neighboring voxels by their distance. The double prime symbol (ʺ) represents the second derivative with respect to ω. These derivatives are included to have both the unary and the binary terms scale with the signal strength. The superscript of ω min indicates that it is the value of ω resulting in the smallest minimum of Eq. (5). The term λ q is a regularization parameter that can be spatially varying. It is initially set to 10 for all voxels, which has empirically been found to be a good value [10] .
To minimize the energy function in Eq. (6), QPBO [23] is used. The energy function is non-submodular [23] . Unlike certain graph cut optimization methods [25] , QPBO can minimize non-submodular energies. QPBO is guaranteed to find the solution, or label, that minimizes the energy for all voxels where it succeeds, but may fail to produce labels for some voxels. A novel approach is used in this work this work to resolve this problem [15] . If there are any unlabeled voxels after running QPBO, the regularization parameter, λ q , for these voxels is doubled, which modifies the unary cost locally, and QPBO is run again. This process is repeated iteratively until all voxels have become labeled.
To be more robust to noise, a spatial Gaussian smoothing is applied on the residuals before running QPBO. The standard deviation of the Gaussian kernel, σ, is defined per millimeter, and used to decide the degree of smoothing. The amount of smoothing to apply was determined using the first four included cases. Reconstructions with σ set to 0, i.e. no smoothing, and 25 values logarithmically spaced from 0.125 to 8 mm
, were performed. The value resulting in the lowest average percentage of swaps, calculated as described in Section 2.3., over all tested noise levels, also described in Section 2.3., was used for all further reconstructions.
After this, the solution is fine-tuned using 10 iterations of ICM [24] , for the same values of ω and the same assumption of R 2 * as above.
Candidates of ω are checked in order of proximity to the previous solution. In each iteration, ω is restricted to be within Ω/10 from its value in the previous iteration. ICM is performed using the original residuals, which lessens the impact of the Gaussian smoothing of the residuals on the resulting images. Additionally, the regularization parameter, λ q , is set to its original value, since there is no risk of not finding a solution.
Once a value of ω has been chosen for each voxel, Eq. (5) is minimized with respect to R 2 * . The equation is extremely likely to only have one minimum for R 2 * outside of background [6, 7] .
The residual is minimized under the assumption of a single minimum. Beginning at R 2 * = 0, the value is increased by 1 s −1 until a local minimum is found, or the maximal considered value, R 2 * = 144
, is reached. If needed the maximal considered value can be increased, resulting in a small increase of the total runtime.
Evaluation
The proposed method was evaluated against the publically available dataset provided for the 2012 ISMRM challenge on water-fat reconstruction [26] . Performance was compared to two previously published methods [9, 10] at varying noise levels. A total of 17 cases are provided in the challenge set from varying vendors, protocols, field strengths, and anatomies. Multi-echo images, foreground masks, and reference fat fraction images are provided. The reference fat fraction images were calculated using an expanded data set with additional echos. Case #3 had to be excluded since the proposed method assumes equally spaced echoes, which was not fulfilled for that case. Case #9 had varying center frequencies between its slices, and was therefore reconstructed slicewise, all other cases were reconstructed in 3D. Since no voxel sizes were provided, they were assumed to be 1.5 × 1.5 × 5 mm 3 for all cases.
To evaluate for robustness towards noise, complex Gaussian noise was added to the cases. The noise was generated using a pseudorandom number generator. Noise was added at different noise levels, defined as the standard deviation of the added noise divided by the median of the sum of the magnitude of all the echoes of a case within the provided foreground mask. Noise levels from 0 to 0.2 were used, in increments of 0.025.
To measure the quality of the reconstructions, the percentage of swapped voxels in the foregrounds of the images were calculated. Fat fraction (FF) images were calculated as
. Voxels were considered to be swapped if both the calculated fat fraction differed > 10 percentage points from the reference fat fraction, and if the dominant species differed.
The noise sensitivity of the proposed method was compared to two previously published graph cut methods. These methods will be referred to as multi-scale graph cut algorithm (MSGCA) [10] , and globally optimal surface estimation (GOOSE) [9] . These were the two most accurate methods for the 2012 ISMRM challenge on water-fat reconstruction [26] when compared with several others [10] . For both methods, the implementations provided by the authors, and the accompanying default parameters, were used.
Statistical comparisons between the different methods were performed using Wilcoxon signed-rank test. P-values < 0.05 were considered significant.
Implementation
The proposed algorithm was implemented in MATLAB R2016b (MathWorks, Natick, MA), except for QPBO which was called using a C++ MEX file [23] . The code is available online at https://github.com/Snubben-B/FW-Recon-Spatial-Smoothing. All reconstructions were performed on a computer using an Intel Core i7-3770 CPU with 3.40 GHz.
Reconstruction times were measured, excluding the time taken to read and write the data.
Results
Optimization of the parameter σ
By calculating the average percentage of swaps for the first four included cases over all tested noise levels, the value of σ producing the least swaps was found to be 1.68 mm −1 . Therefore, this value was used for all further reconstructions. In Fig. 1 , a plot of the percentage of swapped voxels can be seen for the different amounts of smoothing.
Noise sensitivity
In Fig. 2a , a box plot is shown, showing the percentage of swaps for all the included cases for GOOSE, MSGCA, and the proposed method at the different noise levels. The box plot in Fig. 2b shows percentage of swaps for GOOSE respectively MSGCA, minus the percentage of swaps for the proposed method, calculated for each dataset. The percentage of swapped voxels when using the proposed method compared to MSGCA was reduced by a statistically significant amount for noise levels 0.1 and higher (P < 0.003 for all). When compared to GOOSE, the proposed method produced fewer swaps for all noise levels (P < 0.02 for all).
In Figs. 3 and 4 , examples are shown with resulting fat fraction maps using MSGCA and the proposed method. Fig. 3 shows the case where the proposed method performed the worst compared to MSGCA at noise level 0.2, with 0.3 percentage points more swaps, which is difficult, if not impossible, to notice by visual inspection. Fig. 4 shows the case where the proposed method performed the second best compared to MSGCA at noise level 0.2, with 6.1 percentage points less swaps, which is clearly visible. Also shown are the reference fat fraction images and level maps, which shows at which resolution MSGCA found its solution. The concept of the different resolutions of MSGCA is 0 .125 . 25 . discussed in Section 4. In the level maps, black represents the finest resolution, i.e. at the voxel level, and increasingly bright colors represent increasingly coarse resolutions. Details about the dimensions of the different resolutions have previously been described [10] . In Fig. 5 , reconstructions of the fat fraction using MSGCA and the proposed method are shown for noise levels 0.1, 0.15, and 0.2, together with the reference fat fraction image. It can be seen that there is an increased number of swapped patches with increased noise level for the images reconstructed using MSGCA, but no swapped patches are seen for the proposed method.
In Fig. 6 , reconstructions of the fat fraction using MSGCA, GOOSE, and the proposed method are shown for noise level 0.2, together with the reference fat fraction image. It can be noticed that the reconstruction performed using MSGCA has several smaller patches that have been swapped, GOOSE has one large swapped patch, and the proposed method has no major swapped patches. 
Computation times
All reconstructions with the proposed method were performed in < 75 s. The average reconstruction took 31 s, with a standard deviation of 16 s.
Discussion
We have developed a reasonably fast, noise-robust method for reconstruction of water and fat images for spoiled gradient multi-echo sequences. The method has been evaluated against a fat-water challenge dataset provided by ISMRM, and has been compared to two previously published methods, MSGCA and GOOSE, at different noise levels. The proposed method produced better results than GOOSE at all tested noise levels, and better results than MSGCA at moderate to high noise levels, while maintaining MSGCA's good performance at lower noise levels. The proposed method improves upon the same method that MSGCA expands upon [7] in two ways.
The main improvement of the proposed method is the spatial smoothing of the residuals, which decreases the influence of noise. The method has also been improved in that it locally updates the unary cost of the energy function in Eq. (6) iteratively when QPBO fails to label all voxels, until all voxels are labeled. This increases the enforcement of spatial smoothness, as compared to simply choosing the label corresponding to the smallest residual for the unlabeled voxels, as was done in [7] .
As a comparison, MSGCA expands upon the method in [7] by the way it acts when QPBO fails to find a solution. To solve the problem with unlabeled voxels, a multi-scale approach was employed. Whenever a voxel would not be labeled, the residuals would be scaled down in a Cartesian fashion, and the energy would be minimized using QPBO at the new resolution. This would be iterated until all voxels would have been assigned an off-resonance frequency. For voxels where off-resonance frequencies were assigned at several resolutions, the value at the finest of these was used. In essence, this multi-scale approach is a coarse form of smoothing.
The good performance at lower noise levels of MSGCA is maintained with the proposed method. The proposed method is shown to be less sensitive to noise than MSGCA, especially the worst cases were greatly improved. MSGCA was in turn shown to be superior at higher noise levels compared to the method it expands upon [7] , that uses a singlescale graph cut algorithm. In the cases where MSGCA resulted in fewer swaps than the single-scale graph cut algorithm, this was due to QPBO not finding a solution at the voxel level, since the solution would otherwise be identical. In these cases, a solution found at a lower resolution was used.
In Fig. 3 , an example is shown where MSGCA did not find a solution at the voxel level for most of the image, as can be seen in the level map. Instead, solutions were found at lower resolutions. This resulted in a correct reconstruction that is very similar to the one obtained with the proposed method. In Fig. 4 , an example is shown where MSGCA did find a solution at the voxel level for most of the image. This resulted in several swaps, as can be seen in Fig. 4a . However, the proposed algorithm produced a proper reconstruction, as seen in Fig. 4c .
This tells us that MSGCA can provide good results at high noise levels if no solution is found at the finer resolutions. However, since a global minimization of the energy in Eq. (6) is not necessarily optimal for correct water-fat separation, especially at higher noise levels, QPBO risks finding solutions that result in swaps. This means that, at higher noise levels, if solutions are found at the finer resolutions, swaps are likely to follow. This effect is mitigated in the proposed method by always applying Gaussian smoothing to the residuals, which decreases the influence of noise on the energy.
In the proposed method, the ICM step is performed on residuals that have not been smoothed, i.e. they are at full resolution. As mentioned in Section 2.2., this lessen the impact of the Gaussian smoothing of the residuals on the resulting images. It might seem counterintuitive to do this considering that a global minimization of the energy might result in swaps. However, the ICM is merely a fine-tuning step, converging to a local minimum, and should therefore not cause any swaps. In the proposed method, the QPBO and ICM optimization algorithms are performed at different resolutions, the proposed method can therefore be considered to be a multi-scale method.
The proposed method required at least three echoes, although many reconstruction methods, including two-echo methods, could likely be combined with some kind of spatial smoothing, and any method utilizing QPBO could use the same method as presented to iteratively update the energy if not all voxels are labeled.
The proposed method has only been evaluated on one challenge set. While the set contains images from varying vendors, protocols, field strengths, and anatomies, it does not necessarily cover all potential challenges found in clinical practice. Furthermore, the value chosen for the degree of spatial smoothing was chosen using only four of the cases, and might not be optimal in practice.
Gaussian noise was added to evaluate the method's performance in more challenging settings. It can be noted that the more extreme noise levels that the method was evaluated at are not expected to be encountered in a clinical setting, although an improvement is seen already at the clinically more relevant lower noise levels. Moreover, the noise is likely more spatially invariant in reality than the added noise, for example in parallel imaging where it varies with the g-factor.
Conclusions
The proposed method is robust to noise and runs reasonably fast. It outperforms GOOSE on the ISMRM challenge dataset at all tested noise levels. It also outperforms MSGCA at moderate and high noise levels, while having the same good performance at lower noise levels. 
