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Abstract-A modified BDF scheme is proposed for the numerical integration of the ordinary 
differential equations that arise in the method of lines solution of time dependent partial differential 
equations. It is to be expected that this new approach wil1 be superior to the use of BDF for at 
least three important classes of problems, namely for sdvection diffusion problems where advection 
dominates and here we expect very large gains in efficiency, for problems where high accuracy is 
required and for problems where function evaluations are very expensive. Some analytic and numerical 
results are given to confirm these expectations. 
Keywords-Method of lines, Parabolic equations, Stiffness, MEBDF. 
1. INTRODUCTION 
A very popular way of numerically solving time dependent partial differential equations of the 
form 
c(x,t)- = -r x,t,u ” .jy  ( , g> + f (XAU> 2) 7 
(1) 
(2, t) E cl = [a, b] x [O, T] 
is by the numerical method of lines (MOL). To avoid any problems with singular behavior we 
assume that there exist constants cl, c2 such that 
0 < Cl < c(x, t) < c2, qx, t) E cl. (2) 
We wil1 further assume that the boundary conditions are given in the form 
ga (t, u(%t)) = gb (t, u(b, t)) = 0 (3) 
and that the initial condition is given as 
4x, 0) = uo( x E [u,b]. (4) 
The extension of the MOL approach to systems of PDEs, or to problems with Neumann or mixed 
boundary conditions, is straightforward [ll. The MOL approach is an extremely powerful and 
versatile one which bas been very widely used in genera1 purpose software for the solution of 
(l)-(4) and in what follows we wil1 briefly describe the genera1 ideas behind it. 
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In the method of lines for the solution of (l), the space domain is first divided into a finite, 
discrete mesh. The spatial derivatives appearing in (1) are then approximated at each point in 
the mesh, typically by the use of finite differences, spectra1 methods or finite element techniques. 
This results in a system of initial value problems taking one of the two forms 
or 
2 = f (C u(t)> 7 u(0) = uo 
A(t, 42 = g (6 u(t)) > u(0) = 240. 
Systems of the form (5) typically occur when finite differencing or finite elements with mass 
matrix lumping is used to discretize the space variables, and we wil1 be solely concerned with 
systems of this form in the present paper. 
Typical MOL software consists of two distinct components; one which discretizes the space 
derivatives to produce (5) and the other which integrates (5) in time to give v(t). In the earliest 
MOL software the user was typically required to specify a spatial mesh at the start of the 
integration and normally this mesh was held constant for al1 time. More recent work has focussed 
on the balancing of temporal and spatial errors [2-51 and some of the more modern packages, 
such as SPRINT [6], attempt to modify the spatial mesh dynamically as the time integration 
proceeds. 
Very often the system of equations (5) arising from the use of MOL is stiff and, as a result, 
the BDF are one of the most widely used classes of formulae for integrating (5). Often the form 
of the boundary conditions gives rise to a system of differential/algebraic equations and in this 
case a suitable modification of LSODE such as LSODI [7] or DASSL [8] should be used instead. 
In this paper we wil1 not seek to contribute, in any way, to algorithms for the determination of 
the spatial mesh. Instead we wil1 be solely concerned with the presentation of an algorithm for the 
integration of (5) in the special context of time dependent PDEs. It is envisaged, therefore, that 
om integration routine can be used as a direct replacement for those used in existing packages 
such as in [9]. It is, however, the case that we are unable at present to deal with systems of the 
form (6) but we hope that such a modification to deal with differential/algebraic equations wil1 
soon be forthcoming. 
The flexibility required by time integrators in the MOL solution of PDEs bas been extensively 
discussed by Hindmarsh [lO] and as a background to the present paper we refer the reader 
to [lol. Despite the great popularity of BDF based codes, however, there are important classes 
of problems for which BDF are notoriously inefficient and we consider some of these in the next 
section. 
2. AN EVALUATION OF BDF 
As explained in the previous section, the time dependent system (5) arising from the MOL 
solution of (1) is often very stiff. In view of this it is desirable to use an A-stable formula, or 
preferably a whole class of such formulae, for the time integration of (5). The two obvious classes 
of formulae that might be considered to carry out this task are implicit Runge-Kutta formulae 
and linear multistep methods. However most classes of A-stable implicit Runge-Kutta formulae 
have proved to be very expensive to implement and, as a consequente, they have not been widely 
used in the MOL solution of PDEs (see however [ll] which is a particularly promising Runge- 
Kutta based approach). The difficulty of basing the time integration on linear multistep formulae 
is that they can be A-stable up to a maximum order 2. The BDF, for example, have the property 
that they are A-stable for orders 1 and 2 and are stiffly stable, as wel1 as A(a)-stable, up to 
order 6. The regions of absolute stability of BDF are fully analyzed and described in [12,13]. 
In al1 popular BDF codes the formulae are implemented in variable order/variable step mode 
using orders 1-5. There are two important consequences of the lack of stability of BDF. The 
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first concerns the positioning of the eigenvalues of 2. If these eigenvalues are real then the BDF 
wil1 normally perform in a satisfactory manner. This is evidenced by the wide use of BDF for 
parabolic problems where the eigenvalues of the Jacobian lie on, or near to, the negative real 
sxis. If, however, some of the eigenvalues of the matrix af are complex, have large modulus and 
lie close to the imaginary axis, then the BDF are notoriously inefficient. This inefficiency is very 
widely documented with a classic example being when the MOL is applied to advection diffusion 
problems where advection dominates. In such cases the resulting ODE system (5) is typically 
characterized by weakly damped but strongly oscillating modes. What is often seen in practice 
when solving such problems is that the BDF code selects high order methods with very smal1 time 
steps. Although many attempts have been made to alleviate this problem [13-161 they have not 
been particularly succes&1 and currently available implementations of BDF do not have a check 
for this particular problem (see, however, [13]). A second consequente of BDF being restricted 
to order 5 is that they are often not very efficient when a high degree of accuracy is required. In 
many cases it is not necessary to integrate (5) to very high accuracy and BDF may be perfectly 
adequate. However high accuracy may be appropriate when the integration is carried out over a 
very long time interval [0, TF] since the global error wil1 often build up in proportion to TF. 
An alternative approach for dealing with this stability problem, rather than attempting to 
modify the implementation of BDF, is to use a completely different class of formulae for the 
integration of (5). Indeed one of the major advantages of the MOL approach is that it can 
benefit from the vast amount of experience that bas been gained in the numerical integration 
of (5) and so it is possible, in theory, to pick an integration method which is specially tailored to 
the particular application in mind. 
However when choosing a numerical method for (5) in the MOL context it is important to 
understand clearly what testing has been done in the validation of codes for the integration 
of initial value problems. The first point we need to emphasize is that numerical testing is a 
notoriously difficult pursuit with its main purpose being to eliminate weak codes. Because of 
this, it is not possible to rank good codes in order of performance since any conclusion must 
necessarily be problem dependent . Furthermore the performance of a particular code wil1 be 
critically dependent on the relative tost of different operations in the solution of (5). To explain 
this we consider the implementation of a BDF of order 1: 
yn+i - yn = hy;+,. (7) 
When this is applied to the nonlinear stiff system (5) it 
algebraic equations 
is necessary to solve the system of 
Y~+I - kf (tn+l, ~n+d = Y7l (3) 
for the required solution yn+r. This is normally done using a variant of the Newton iteration 
scheme 
[I-h$+&$)] AynP!l=-yTPt,+hf(t~+l,ynP1l)+Yn< 
\ I 
y($;) = A Y$l+ Y($l 71 7 p = 0,1,2 >.... 
In an attempt to achieve rapid convergente, an explicit predictor is normally used to compute 
Yc$r. The algorithm for generating the required solution Y$>~’ involves the computation of the 
Jacobian matrix $$, the LU factorization of the iteration matrix 
I - hg (tn+l,~$..,) 7 
the function evaluation f(tn+r, Y”,) and a forward elimination 
linear system of the form 
LUAy$ = -F 
( tn+irYzi > . 
and back substitution to solve a 
(10) 
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The efficiency of a code for the solution of (5) wil1 therefore be critically dependent on the relative 
tost of these operations. When deriving numerical algorithms for the integration of stiff initial 
value problems it is usual to assume, for example, that the LU decomposition of the iteration 
matrix is very expensive compared with the other operations. Because of this, a great deal of 
care is taken to keep these evaluations to a minimum both in the derivation of an algorithm and 
in its implementation. Indeed in the widely used BDF code LSODE there is the possibility of 
keeping the Jacobian matrix, and hence the iteration matrix, frazen for up to 20 steps. In this 
case the iteration matrix in (10) is replaced by 
LU = I - hg (tn+~-r,~:$-r) where 0 < T I 20 
and iteration (9) is replaced by 
(11) 
If the Jacobian matrix is large and dense then the assumptions that we have just made are per- 
fectly valid. However the ODE systems arising from the MOL solution of time dependent PDEs 
are special and some account needs to be taken of their characteristic structure. If, for exam- 
ple, centered three point finite differences are used to approximate the spatial derivatives in (1) 
then the Jacobian matrix, and hence the iteration matrix appearing in (9), wil1 be tridiagonal. 
Furthermore, for the solution of the simple heat equation 
du d2U - 
dt = 8x2 
which wil1 semidiscretize into the constant coefficients equation 
(12) 
the tost of function and Jacobian evaluations wil1 be relatively small, often less than the tost of 
solving (11) once L and U have been computed. Indeed for the particularly simple problem (12) 
it may wel1 be the overhead which is the dominant computational tost. It could be argued 
however that such problems can be solved relatively cheaply by a variety of methods and we 
should concentrate on probiems where f and 2 are expensive to compute since it is here that 
we can make the greatest savings. 
In conclusion, it is clear from the discussion in this section that the relative performance of 
time integration codes for use in the MOL wil1 be critically dependent on 
(1) the size and positioning of the eigenvalues of the matrix g in (5), and 
(2) the relative tost of the various operations in the solution process defined by (9)-(11). 
In particular, BDF wil1 be particularly inefficient when some eigenvalues of $$ are large, complex 
and lie close to the imaginary axis. In the next section we wil1 discuss a class of methods which 
is able to deal efficiently with such problems. 
3. THE MEBDF ALGORITHM 
Two particular classes of formulae which have been shown to be competitive with BDF for 
general stiff initial value problems are MEBDF [17] and DES1 [ll] methods. DES1 methods seem 
to be particularly promising for linear PDEs [ll] and are at present being extended to nonlinear 
problems. In this section we wil1 discuss the use of MEBDF for the numerical solution of (5). 
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We first describe the exact way in which MEBDF are implemented. Assuming that the data 
(x n+i, gn+i) is known, 0 5 i 5 k - 1, the (n + k)th step of an MEBDF is defined by the following 
stages: 
(1) Compute a solution gn+k from the kth order formula 
k 
c “jYn+j = f@k.fn+k. 
j=O 
(2) compute &+k+l from 
k-2 
&+k+l + ak-l%+k + c QjYn+j+l = hPk.fn+k+l, 
j=o 
(3) Evaluate fn+k = f(%+k&+k)r Tn+k+l = f(%+k+l&+k+d 
(4) Compute a (k + l)th order solution from 
k 
c”j%+j = h ($k+lf,+k+l + Pk.fn+k f pk - Bk f (^ )-n+k), 
j=o 
At a first glance, this approach looks like it wil1 be considerably more expensive than BDF (in 
fact, stage 1 is exactly a BDF step). This wil1 indeed be the case if backsolves dominate the 
overall tost since stages 1, 2, and 4 al1 require backsolves to compute the respective solutions. 
However if function evaluations or Jacobian evaluations dominate the overall tost which is the 
normal case then the above algorithm is likely to be comparable in tost with BDF since: 
(a) In stage (1) we already have a good approximation to ?jn+k as wel1 as to the corresponding 
function evaluation fn+k from stage (2) of the (n + k - l)th step. 
(b) Stage (2) wil1 be about the same tost as a standard BDF step. 
(c) In stage (4) we already have an (excellent) approximation to ?&+k and fn+k from stage (1). 
Practica1 experience bas shown that stages (1) and (4) often simply require a backsolve to compute 
gn+k, ‘&+k, respectively. As mentioned previously, the tost of stage (2) is about the same as for 
a BDF step. One major advantage of using MEBDF is that they have much better stability than 
BDF. For example, MEBDF are A-stable up to order 4 and A(a)-stable up to order 9. Hence they 
provide US with the very attractive possibility of having a class of reasonably accurate integration 
formulae which are A-stable for al1 orders. This is of course not possible with linear multistep 
methods. Extensive numerical testing with MEBDF [17] h as shown that, compared with BDF, 
they often use fewer integration steps, fewer Jacobian evaluations, fewer function evaluations but 
more backsolves than BDF. Based on this numerical and analytical evidente we can draw the 
following tentative conclusions: 
(1) 
(2) 
(3) 
(4) 
MEBDF are clearly superior to BDF when some of the eigenvalues of the Jacobian g 
of (5) are complex, large in modulus and lie close to the imaginary axis. Examples of 
such problems are advection-diffusion problems where advection dominates, e.g., in the 
chemical flooding problem [18] and in the problems considered in a recent paper by Ascher 
et al. [lg]. 
MEBDF tend to be superior to BDF on problems where function evaluations and/or 
Jacobian evaluations are very expensive. 
MEBDF wil1 not be competitive with BDF when backsolves are expensive compared with 
other operations. 
MEBDF are often superior when high accuracy is requested. This might be appropriate 
when the integration is carried out over a very long time interval since the overall error 
often builds up with time. 
We wil1 give some numerical evidente to illustrate these points in the next section. 
74 J. Ft. CASH AND Y. PSIHOYIOS 
We conclude this section by posing an intriguing problem, the solution of which would represent 
a major step forward both in the numerical solution of stiff initial value problems and in the MOL 
solution of PDEs. We note that the first stage of our algorithm is simply a BDF step, In the 
MEBDF approach we add on extra stages in order to get better accuracy snd stability. Sometimes 
this is vita1 to the efficiency of the method but sometimes it is not worthwhile. We would like to 
derive an algorithm which could determine dynamically, as the integration proceeds, whether it 
is more efficient to stop after stage (1) (BDF) or to go on to complete stage (4) (MEBDF). This 
is at present an open problem. 
4. NUMERICAL RESULTS 
In this section we present some numerical results to demonstrate the performance of our 
MEBDF approach on some practica1 problems. As explained earlier in this paper, we wil1 be 
particularly interested in diffusion advection problems where advection dominates. It is normally 
the case that when such problems are solved using the method lines the Jacobian of the resulting 
ODE system bas large complex eigenvalues lying close to the imaginary axis. For such problems 
BDF based codes such as LSODE tend to be very inefficient and the purpose of the first set of 
results is to demonstrate the clear superiority of MEBDF on these problems. 
The first problem we consider is an advection-diffusion PDE which models the chemical flooding 
problem [18]: 
-4=ga2u -4 
at 6x2 dx ’ 
-2 5 x < 2. (14a) 
The initial condition is ~(2, 0) = e-“’ and the boundary conditions are (14b) 
U(-2, t) = -(2+t)2/(l+4Dt) > 
u(2,t) = -(2-t)2/(1+4Dt) 
With these boundary and initial conditions the true solution to (14a) is 
u(x,t) = 
&me 
-(x-t)2/(1+4Dt) 
To solve (14) using the method of lines we used a uniform mesh spacing of N + 1 points (so that 
Ax = 4/N) and applied standard centra1 differente approximations for the spatial derivatives. 
This reduces the problem to a linear system of ODES having the form 
The eigenvalues of the matrix A are complex when the PECLET number 
exceeds unity. The eigenvalues of A in this case are given by 
xj = 20 [-1+ i@Ycos8”] 
where 6, are the roots of the equation 
Ptm Nej + ej = 0. 
We solved this problem using LSODE and MEBDF for the following two cases. 
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CASE 1. 
N = 2000, D = 2 x 10-5 so P = 100. 
CASE 2. 
N = 50000, D = 8 x 10-6 so P = 5. 
For Case 1 the BDF based code LSODE wil1 experience stability problems when it tries to use 
order greater than 2 while similar problems wil1 occur with Case 2 when an order greater than 3 
is used. The results for Case 1 are given in Table 1. The problem was run for 0 5 t < 2.0, the 
times given in the tables are for runs in double precision on an RS6000, Tol denotes the local 
tolerante that was specified, and Max Error is the maximum global error while end error is the 
maximum error at t = 2. The results obtained are exactly as expected and are similar to the 
results obtained for many other advection dominated problems. When low accuracy is requested 
LSODE does wel1 since it is able to perform the task efficiently using only low order formulae. 
Consequently there is no stability restriction. As higher accuracy is requested the LSODE code 
becomes very inefficient since it tends to use high order formulae with a smal1 time step. A plot 
of either maximum error or endpoint error against time taken reveals the efficiency of MEBDF 
at al1 but very low tolerances. It is also of interest to examine the results obtained when LSODE 
is restricted to a maximum order 2 while MEBDF is restricted to order 4. In both cases the 
codes no longer have problems with stability. The results obtained for Cases 1 and 2 are given 
in Tables 2 and 3 and again we see the efficiency of MEBDF for al1 but very low tolerances. A 
specimen result from Table 2 is that in order to achieve maximum error of 0.3 x 10M5 and end 
error of 0.5 x 10e6 the LSODE code takes 323.11 seconds while MEBDF takes 19.86 seconds. 
Table 1. Results for MEBDF and LSODE for Case 1. 
Tol Fns Jacs Steps Time Max Error End Error 
LSODE 
10-2 22 3 20 1.56 ,231 x 10-1 .117 x 10-1 
10-3 56 3 33 3.37 ,170 x 10-2 ,106 x lO-’ 
10-4 59 4 48 4.23 ,377 x 10-3 ,135 x 10-3 
10-5 1159 60 1027 87.82 .605 x lO-s ,605 x 10-3 
10-6 2925 142 2678 225.29 ,796 x lO-* ,342 x 10-4 
MEBDF 
10-2 42 6 23 4.73 ,327 x lO-* ,799 x 10-3 
10-3 57 5 34 7.11 ,164 x 10-3 ,602 x 10-4 
10-4 73 7 45 10.09 ,850 x lO-’ ,396 x 10-5 
10-5 136 12 67 16.67 ,265 x 10-4 ,254 x 10-4 
10-6 247 22 149 36.48 ,331 x 10-5 ,517 x 10-6 
It is also of interest to see the performance of LSODE for Case 2 when the order is not restricted. 
These results are given in Table 4. Again we see the classic performance of LSODE being efficient 
at low accuracy but “blow up” occurring when higher accuracy is requested. 
Finally we give some results to show the typical performance on a relatively expensive problem 
where there are no stability restrictions. The problem considered is the artificial one 
where s = xf=, cos ix exp( -i2t). The boundary conditions are 
u(x,O) = ECOSiX, 
i=l 
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Table 2. Results for MEBDF and LSODE with restricted order. Case 1. 
1 Tol Fns Jacs SteDs Time Max Error End Error 
I LSODE 
10-2 24 4 22 2.20 ,373 x 10-1 ,198 x 10-1 
10-3 45 4 40 3.74 ,977 x 10-2 .440 x 10-2 
10-4 90 6 82 7.74 .217 x 10-2 ,793 x 10-3 
10-5 185 10 172 15.35 ,474 x 10-3 ,161 x 10-3 
10-6 391 20 364 32.83 ,105 x 10-3 .347 x 10-4 
10-7 833 40 779 69.53 .243 x 10-4 .776 x 10-5 
10-8 1787 85 1673 150.37 ,700 x 10-5 ,202 x 10-5 
10-9 3845 181 3601 323.11 .326 x 10-5 ,786 x 10-6 
MEBDF 
10-2 42 6 23 6.36 ,372 x 10-2 ,799 x 10-3 
10-3 57 5 34 9.87 ,164 x 10-3 .602 x 10-4 
10-4 77 7 49 13.23 ,198 x 10-4 ,709 x 10-5 
10-5 107 8 72 19.86 ,297 x 10-5 .480 x 10-6 
Table 3. Results for MEBDF and LSODE with restricted order. Case 2. 
Tol Fns Jacs Steps Time Max Error End Error 
LSODE 
10-2 22 3 20 39.85 ,230 x lO-1 ,112 x 10-1 
10-3 36 4 32 63.14 ,462 x 10-2 ,167 x 10-2 
10-4 60 5 54 105.26 ,752 x 10-3 .306 x 10-3 
10-5 100 8 91 175.13 ,148 x 10-3 ,583 x 10-4 
10-6 182 11 158 306.78 ,253 x 10-4 ,103 x 10-4 
10-7 699 35 619 1186.77 ,241 x 10-4 .241 x 10-4 
10-8 13090 611 12130 22506.76 ,272 x 10-5 ,931 x 10-6 
MEBDF 
10-2 42 6 23 120.17 ,323 x lO-’ ,731 x 10-3 
10-3 57 5 34 180.59 ,161 x 10-3 ,565 x 10-4 
10-4 77 7 49 259.77 ,208 x 10-4 ,681 x 10-5 
10-5 107 8 72 379.07 ,254 x 10-5 ,741 x 10-6 
10-6 156 9 108 566.46 .293 x 10-6 ,780 x 10-7 
Table 4. Results for LSODE with maximum order = 5 for Case 2. 
Tol Fns Jacs Steps Time Max Error End Error 
LSODE 
10-2 22 3 20 39.51 ,230 x lO-’ ,112 x 10-1 
10-3 37 4 31 67.26 ,328 x 10-2 ,555 x 10-3 
10-4 59 4 48 104.85 .376 x 10-3 .131 x 10-3 
10-5 6923 328 6332 12437.14 .935 x 10-3 .490 x 10-3 
u(0, t) = 2 exp(-i2t), 
i=l 
P 
u(1,t) = ~cosiexp(-Pt). 
i=l 
By steadily increasing the value of the integer p, a profile of the performance of MEBDF against 
LSODE can be obtained as the problem becomes more expensive. A typical performance can be 
seen from Table 5 where we have taken p = 20 and have integrated in a range 0 5 t 5 5. If we plot 
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“max error” against “time” we see that as the tolerante decreases, MEBDF becomes considerably 
more efficient than LSODE. This superiority is much more marked if we plot “end error” against 
“time.” These results are exactly what would be expected since MEBDF use order up to 8, as 
opposed to BDF which go up to order 5. Hence as stricter tolerances are imposed we would 
expect the higher order MEBDF to become more efficient and this is exactly what we are seeing 
in Table 5. Here N = 50,000. 
Table 5. Results for MEBDF and LSODE on problem (16) 
1 Tol Fns Jacs SteDs Time Max Error End Error 
LSODE p = 20 
10-2 76 16 60 499.30 ,104 x 10-1 ,114 x 10-4 
10-X 113 18 93 734.91 ,167 x 10-2 ,680 x 10-5 
10-4 162 24 134 1068.84 ,152 x 10-3 ,816 x 10-5 
10-!’ 199 28 168 1310.44 ,211 x 10-4 .362 x 10-6 
10-1; 289 31 240 1844.37 ,160 x 10-5 ,455 x 10-7 
10-” 438 38 351 2737.91 ,381 x 10@ ,461 x lO-’ 
10-8 687 62 526 4276.63 .103 x 10-6 ,273 x 10-s 
10-‘2 1000 89 761 6234.35 ,743 x 10-7 ,235 x 10-” 
MEBDF p = 20 
10-2 85 15 57 671.63 ,188 x 10-2 ,113 x 10-5 
10-.3 135 18 91 1102.49 ,110 x 10-3 ,206 x lO-” 
10- i 182 21 128 1562.33 ,242 x 10-5 .312 x 10-7 
10- j 242 24 165 2096.71 ,444 x 10-6 ,150 x 10-” 
10-5 287 26 205 2617.58 .703 x 10-7 ,890 x 10-l” 
The results presented in this section indicate that MEDBF have a useful role to play in the MOL 
solution of time dependent PDEs. Of particular interest are advection diffusion problems where 
advection dominates and problems where a high degree of accuracy is required. However we fee1 it 
relevant to point out that we are comparing codes. The BDF code LSODE bas been used for many 
years and it bas evolved in the light of considerable computation experience. In contrast we have 
relatively limited experience with MEBDF and we can expect this code to improve significantly in 
the light of further practica1 experience. Further examples of the use of MEBDF are given in [20]. 
The MEBDF code can be obtained by anonymous ftp to cato.ma. ic.ac.uk (155.198.192.82). 
Codes are in /pub/jeff and www:http//www.ma.ic.ac.uk/“baxter/jeff/readme.html. 
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