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Abstract
We prove long-time existence of solutions for the equations of atomistic elastody-
namics on a bounded domain with time-dependent boundary values as well as their
convergence to a solution of continuum nonlinear elastodynamics as the interatomic
distances tend to zero. Here, the continuum energy density is given by the Cauchy-
Born rule. The models considered allow for general finite range interactions. To control
the stability of large deformations we also prove a new atomistic Gårding inequality.
1 Introduction
The dynamic behavior of an elastic material is classically described by continuum mechan-
ics in terms of a deformation mapping that satisfies the second-order, nonlinear, hyperbolic
partial differential equations of elastodynamics subject to given initial and boundary condi-
tions. The precise equations are given by Newton’s second law of motion. For hyperelastic
materials, the internal forces are obtainable as the first variation of an elastic energy that
depends in a local but nonlinear way on the deformation gradient.
At the same time, on a microscopic level, crystalline solids consist of many atoms, e.g.
on a part of a Bravais lattice, and can be described directly by their interaction. The
interatomic forces can effectively be modeled in terms of classical interaction potentials.
Using again Newton’s second law of motion, we arrive at a very high dimensional system
of ordinary differential equations.
The classical connection between atomistic and continuum models of nonlinear elasticity
is provided by the Cauchy-Born rule: The continuum stored energy function associated to
a macroscopic affine map is given by the energy per unit volume of a crystal which is
homogeneously deformed with the same affine mapping. In particular, this entails the
assumption that there are no fine scale oscillations on the atomistic scale. We will call this
function the Cauchy-Born energy density in the following. Note though, that it is not clear
a priori whether the Cauchy-Born hypothesis is true or not.
In the previous work [BS16], Schmidt and the author rigorously discuss existence and
convergence of solutions as well as the Cauchy-Born rule in the case of elastostatics. We also
refer to the introduction of [BS16] for a more exhaustive account of recent mathematical
progress in this field with an emphasis on static equilibrium problems.
Our aim in this work is to establish a rigorous link between atomistic models and
the corresponding Cauchy-Born continuum models for the elastodynamic behavior of crys-
talline solids accounting for body forces, boundary values, and initial conditions. We will
prove such a connection in the asymptotic regime where the interatomic distance ε goes to
0 and will even consider long times and large deformations.
In more detail, we will show that as long as the continuum solution exists and satis-
fies certain stability conditions, there are solutions of the corresponding atomistic initial-
boundary value problems with lattice spacing ε that converge to the continuum solution
uniform in time as ε→ 0. Or to look at it from the other direction: We will give sufficient
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conditions on the body forces, initial conditions, and boundary conditions in the atomistic
model such that there are solutions that follow a continuum solution as ε → 0 and thus
obey the Cauchy-Born rule.
Recent publications ([EM07b], [EM07a], [OT13]) already provide results of this type
for small displacements on a flat torus and for the full space problem with a far-field
condition, respectively. But naturally the question arises if such an analysis is possible for
a material occupying a general finite domain, on the boundary of which there might also
be prescribed time-dependent boundary values. To cite Ericksen [Eri08, p. 207] “Cannot
someone do something like this for a more realistic case, say zero surface tractions on
part of the boundary and given displacements on the remainder?” In [BS16], Schmidt
and the author have given a positive answer to this question for the static problem with
given displacements on the full boundary. Implicitly, results under mixed or pure traction
boundary conditions are largely included. Here, we want to extend these results to the
dynamic case. For this we will make use of some of the estimates proven in [BS16].
Such a treatment of arbitrary domains and general displacement boundary conditions is
of interest not only from a theoretical perspective but also with a view to specific situations
that are of interest in applications, that can use our results as a starting point. Besides
discussing elastic behavior, our results can also be used to discuss questions of stability
and even the onset of instabilities, since the stability assumptions we make are designed
to be quite sharp.
While equilibrium situations play an important role in mechanics, in many situations
the material behavior decisively depends on inertial effects and, as a consequence, static
or quasistatic descriptions are insufficient. Mathematically, the dynamic equations are
considerably more challenging. Already in the continuum description, we have to discuss a
quasi-linear, second-order, hyperbolic system under time-dependent boundary conditions.
While the problems have natural energies that are conserved, they are of limited use in the
analysis since level sets are typically unbounded in relevant norms and can contain regions
where there is a loss of stability.
In view of the recent results by other authors mentioned above, it should be pointed
out that the treatment of the boundary value case is not a straightforward extension of the
previous results. Let us just mention some of the difficulties. An important but subtle point
in our main theorem is the condition posed on the atomistic boundary data. The atomistic
boundary values can not be arbitrary but have to be chosen in a precise range to reflect
the continuum boundary values while at the same time ensuring that there are no surface
effects, so that the Cauchy-Born rules holds up to the boundary. Indeed, for arbitrary
atomistic boundary values, one expects surface effects and a failure of the Cauchy-Born
rule. A precise and rigorous mathematical treatment of such surface relaxation effects
is currently still out of reach (but cf. [The11]). In order to allow for as many atomistic
boundary conditions (and body forces) as possible, we consider general convergence rates
εγ in our main theorem, Theorem 5.4, and only restrict γ as much as necessary. While
smaller γ will lead to a larger variety of atomistic boundary values, the maximal γ = 2
gives optimal convergence rates. Furthermore, there are several more technical problems.
Most importantly, certain methods which are available on the flat torus or on the whole
space do not translate to our setting. E.g., quasi-interpolations do not preserve boundary
conditions. Instead, we use a different and more robust approach to the residual estimates
that works in all cases and does not require any more regularity than the dynamical result
in [OT13].
For the atomistic equations of elastodynamics, besides considering boundary conditions,
there is an additional open question of considerable importance. Is it possible to establish
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the existence of atomistic solutions that satisfy the Cauchy-Born rule and their link to
the continuum solutions not just for small times and deformations close to a stable affine
configuration but for long times and large deformations?
In [EM07a], E and Ming only prove a short time result. An extension is not obvious,
since their methods were restricted to small displacements. In [OT13], Ortner and Theil
are indeed aware of this restriction that also applies to their results. They proposed that
one could indeed extend the results to long times if one were to establish an atomistic
version of the Gårding inequality.
The need for such an inequality can be understood as follows. For small displacements
it is sufficient to stay close enough to a given stable affine deformation to ensure that the
second variation of the potential energy is positive uniformly in H10 . For large deformations
this is, in general, false. Even if at each point the gradient corresponds locally to a stable
affine deformation, the second variation can still be negative globally. A Gårding inequality
helps to work around this situation. It states that one can still get uniform positivity in
H10 from the local stability if one is willing to add a large constant times a lower order
term (more precisely, the square of the L2-norm). While a Gårding inequality alone is
not sufficient to treat large deformations for the static equations, this inequality is key to
the dynamic equations. In the continuum case the Gårding inequality is indeed part of
a well-established theory. In the discrete case such a Gårding inequality is more subtle.
Already the question of what constitutes a ‘locally stable deformation’ requires a deeper
analysis in the atomistic case, as we will discuss in Section 3. In particular, the local
stability assumption from the continuum case turns out to be insufficient. Additionally,
in the continuous case the continuity of the coefficients and the deformation gradient is a
crucial assumption for the Gårding inequality. This assumption has to be replaced by a
more quantified version that is adapted to the discrete nature of the atomistic problem. In
this spirit we will indeed establish an atomistic Gårding inequality, Theorem 5.2.
To give a short overview, we will start by giving a precise description of our models
in Section 2. Next we will shortly discuss in Section 3 the different concepts of stability
and cite some important results about the stability constants. A crucial ingredient in the
proof of our main theorem will be the observation that a smooth solution of the Cauchy-
Born continuum equations solves the atomistic equations up to a small residuum. Still in
Section 3, this is made rigorous with the residual estimates that we can cite from [BS16]. In
Section 4, we will use existing short time results, as well as different ideas about hyperbolic
regularity, optimal elliptic regularity under weak assumptions, and a fine discussion of
compositions and products in Sobolev spaces, to prove a result on the maximal existence
time of solutions to the continuum equations of elastodynamics.
But the main results in this work can be found in Section 5 where we will state and
prove the atomistic Gårding inequality, Theorem 5.2, as well as our main theorem, Theorem
5.4. It states that as long as the continuum solutions exists and is atomistically stable,
there exists a solution to the atomistic equations close to it. We also quantify the required
conditions on the atomistic body forces, boundary values, and initial values in relation to
their continuum counterparts.
Lastly, in the appendices we collect and prove a few technical lemmata concerning
elliptic and hyperbolic regularity as well as the multiplication of many Sobolev functions.
Some of these results might already be (implicitly) known to experts in the field but they
do not seem to be available in the literature.
3
2 The Models
2.1 The Continuum Model
We consider a bounded, open set Ω ⊂ Rd, a time interval [0, T ), deformations y : Ω ×
[0, T ) → Rd, an energy density Wcont : Rd×d → (−∞,∞], initial positions h0 ∈ H1(Ω;Rd),
initial velocities h1 ∈ L2(Ω;Rd), a body force f ∈ L2(Ω×[0, T );Rd), and Dirichlet boundary
data g ∈ L2([0, T );H1(Ω;Rd)). We then consider the potential energy
E(y; f)(t) =
ˆ
Ω
Wcont(∇y(x, t))− y(x, t)f(x, t) dx,
whenever it is well-defined.
In the static case the relevant deformations are the local minimizers of the potential
energy. In the dynamic case, we use Newton’s second law of motion where the forces are
given by the first variation of the potential energy. The reference body is assumed to have
constant density ρ. By choice of units we can just take ρ ≡ 1. That means we are looking
for (weak) solutions to the initial boundary value problem


y¨(x, t)− div(DWcont(∇y(x, t))) = f(x, t) in Ω× (0, T ),
y(x, t) = g(x, t) on ∂Ω × (0, T ),
y(x, 0) = h0(x) in Ω,
y˙(x, 0) = h1(x) in Ω.
The assumptions on Wcont should be weak enough to be consistent with typical in-
teratomic interaction potentials, e.g., Lennard-Jones potentials. Therefore, we should not
assume global (quasi-)convexity or growth at infinity and Wcont should be allowed to have
singularities. Still one can solve the problem quite generally, as long as the energy density
and all the data are sufficiently smooth and as long as the energy density is well-behaved
at the initial datum.
2.2 The Atomistic Model
We will mostly use the same notation as in [BS16]. We consider the reference lattice εZd,
where ε > 0 is the lattice spacing. This partitions Rd into the cubes {z}+ (− ε2 , ε2]d with
z ∈ εZd. Given x ∈ Rd, we then define xˆ ∈ εZd to be the midpoint of the corresponding
cube and Qε(x) the cube itself.
The actual position of the atoms are described by a deformation map y : (Ω ∩ εZd) ×
[0, T ) → Rd. We want to look at a general finite range interaction model, i.e., there is
a finite set R ⊂ Zd\{0} denoting the possible interactions. We will always assume that
spanZR = Zd and R = −R. In the energy, the atom marked by x, x˜ ∈ εZd then can only
interact directly if there is a z ∈ εZd with x, x˜ ∈ z + εR. Furthermore, we assume our
system to be translationally invariant such that the interaction can only depend on the
matrix of differences DR,εy(x) = (
y(x+ερ)−y(x)
ε
)ρ∈R with x ∈ εZd, where we already use
the natural scaling that has an optimal interatomic distance on scale ε. The site potential
Watom : (R
d)R → (−∞,∞] is then assumed to be independent of ε. Compare [BLL02] for
a detailed discussion of this scaling.
As a mild symmetry assumption on Watom, we will assume throughout that
Watom(A) = Watom(T (A))
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for all A ∈ (Rd)R, where
T (A)ρ = −A−ρ.
This is indeed a quite weak assumption. In a typical situation this just means that we
have partitioned the overall energy in such a way, that the site potential is invariant under
a point reflection at that atom combined with the natural relabeling.
In particular, if Watom is sufficiently smooth, we have
DkWatom((Bρ)ρ∈R)[T (A1), . . . , T (Ak)] = DkWatom((Bρ)ρ∈R)[A1, . . . , Ak].
Letting Rmax = max{|ρ| : ρ ∈ R} and R0 = max{Rmax,
√
d
4 }, the discrete gradient DR,εy
is surely well-defined on the discrete ’semi-interior’
sintεΩ = {x ∈ Ω ∩ εZd : dist(x, ∂Ω) > εR0}.
Additionally, the definition of R0 implies that
Ωε =
⋃
z∈intε Ω
Qε(z) ⊂ Ω
which will be used later on. The energy is then defined by a sum over sintεΩ, such that any
variations should only change these gradients. Hence, variations should only be allowed on
the full discrete interior
intεΩ = {x ∈ Ω ∩ εZd : dist(x, ∂Ω) > 2εR0}
and the boundary values should be prescribed on the boundary layer ∂εΩ = Ω∩εZd\ intεΩ.
Indeed, we consider a boundary datum gatom : ∂εΩ × [0, T ) → Rd and define the set of
admissible deformations for a fixed time as
Aε(Ω, g) = {y : Ω ∩ εZd → Rd : y(x) = g(x) for all x ∈ ∂εΩ}.
Given a body force fatom : intεΩ× [0, T ) → Rd we will look at the potential energy
Eε(y; fatom)(t) = ε
d
( ∑
x∈sintε Ω
Watom(DR,εy(x, t))−
∑
x∈εZd∩Ω
y(x, t)fatom(x, t)
)
.
The scaling ensures that affine deformations have an energy independent of ε (up to lower
order terms) and, more generally, sufficiently smooth deformations have a finite and non-
trivial energy in the limit, cf. [BLL02].
For later use, we define the atomistic (semi-)norms
‖y‖2ℓ2ε(intε Ω = ε
d
∑
x∈intε Ω
|y(x)|2
‖y‖2h1ε(sintε Ω) = ε
d
∑
x∈sintε Ω
|DR,εy(x)|2.
Note in particular the norm equivalency
sup
x∈sintε Ω
|DR,εy(x)| ≤ ε− d2 ‖y‖h1ε(sintε Ω)
which will play a crucial role later on.
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Given g : ∂εΩ→ Rd, y : Ω∩εZd minimizes ‖y‖h1ε(sintε Ω) under the constraint y(x) = g(x)
for all x ∈ ∂εΩ if and only if (y, u)h1ε(sintε Ω) = 0 for all u ∈ Aε(Ω, 0) and y(x) = g(x) for
all x ∈ ∂εΩ. Thus, for every g : ∂εΩ→ Rd there is precisely one such y, it depends linearly
on g and is the unique solution to divR,εDR,εy = 0 with boundary values g. We write
y = Tεg. Accordingly, we define the semi-norm
‖g‖∂εΩ,0 = ‖Tεg‖h1ε(sintε Ω).
This norm on the boundary does not play such an important role in the dynamic case as in
the static case, but we will later define the more important ‖g‖∂εΩ,dyn in the same spirit.
In the static case one is interested in finding local minimizers. In the dynamic case
we additionally have an initial configuration h0,atom : (Ω ∩ εZd) → Rd and initial velocities
h1,atom : (Ω∩ εZd)→ Rd such that the compatibility conditions h0,atom ∈ Aε(Ω, gatom(·, 0))
and h1,atom ∈ Aε(Ω, g˙atom(·, 0)) hold true. At last, let us assume that all atoms have the
same mass mε = ε
dρ. This scaling ensures that the macroscopic reference body has a finite
positive mass density ρ. As remarked before, we can assume ρ = 1. Note that the scaling
of the potential energy and the masses only affects the scaling of time. With our choice
the time will not be rescaled and remains a macroscopic quantity. For the body forces, this
scaling corresponds to a macroscopic acceleration of each atom (e.g. through gravity).
Again we apply Newton’s second law of motion and arrive at the initial boundary value
problem


y¨(x, t)− divR,ε
(
DWatom(DR,εy(x, t))
)
= fatom(x, t) in intεΩ× (0, T ),
y(x, t) = gatom(x, t) on ∂Ωε × [0, T ),
y(x, 0) = h0,atom(x) in Ω ∩ εZd,
y˙(x, 0) = h1,atom(x) in Ω ∩ εZd
where DWatom(M) =
(∂Watom(M)
∂Miρ
)
1≤i≤d
ρ∈R
for M = (Miρ)1≤i≤d
ρ∈R
∈ Rd×R ∼= (Rd)R and we
write
divR,εM(x) =
∑
ρ∈R
Mρ(x)−Mρ(x− ερ)
ε
for any M : Ω∩ εZd → Rd×R ∼= (Rd)R. There are, of course, no actual derivatives in space
involved here. These are just our short notations for the finite difference operators.
2.3 The Cauchy-Born Rule
As described in detail in the introduction, it is a fundamental problem to identify the
correct Wcont that should be taken for the continuous equation so that one can hope for
atomistic solutions close by as ε becomes small enough. The classical ansatz to resolve this
question by applying the Cauchy-Born rule, leads to setting Wcont = WCB, where in our
setting the Cauchy-Born energy density has the simple mathematical expression
WCB(A) := Watom((Aρ)ρ∈R).
In the following we will only consider Wcont = WCB, where Watom is given. One of our
main goals is to justify this choice rigorously.
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3 Preparations
3.1 Stability
First we want to discuss the question of stability. We will only give a short summary. All
proofs can be found in [BS16] and even more details in [Bra16].
For the continuous equations the correct notion of stability for a A ∈ Rd×d is given
by the positivity of the Legendre-Hadamard stability constant, which for any nonempty,
open, bounded U ⊂ Rn is given by
λLH(A) := inf
u∈H10 (U ;Rd)\{0}
´
U
D2WCB(A)[∇u(x),∇u(x)] dx´
U
|∇u(x)|2 dx
= inf
ξ,η∈Rd\{0}
D2WCB(A)[ξ ⊗ η, ξ ⊗ η]
|ξ|2|η|2
While this condition is the correct notion to ensure existence and uniqueness of solutions
to the continuous equation, it turns out that it is to weak to guarantee that there is a
solution to the atomistic problem close by.
For fixed ε > 0, a tensor K ∈ R(d×R)×(d×R), and a bounded, open, and non-empty
Ω ⊂ Rd we set
λε(K,Ω) = inf
y∈Aε(Ω,0)
y 6=0
εd
∑
x∈sintε Ω
K[DR,εy(x),DR,εy(x)]
εd
∑
x∈sintε Ω
|DR,εy(x)|2 .
We then define the atomistic stability constant by
λatom(K) = lim
ε→0
λε(K,Ω) = inf
ε>0
λε(K,Ω).
In particular, we are interested in the cases K = D2Watom(A) for A ∈ Rd×R and K =
D2Watom((Aρ)ρ∈R) for A ∈ Rd×d. In either case we will just write λatom(A).
The limit in the definition exists, converges to the infimum as claimed, and is indepen-
dent of Ω, cf. [BS16, Prop. 3.2]. Furthermore, one can show that looking at larger and
larger boxes with periodic boundary conditions gives the same quantity, cf. [BS16, Prop.
3.1]. In this way the notion of stability here can be shown to be equivalent to the notion
in [HO12]. The only difference is a choice of equivalent norms.
One can also give a characterization in spirit of the Legendre-Hadamard condition
λatom(K) = inf
{
K[ξ ⊗ c(k), ξ ⊗ c(k)]
|ξ|2(|c(k)|2 + |s(k)|2)
+
K[ξ ⊗ s(k), ξ ⊗ s(k)]
|ξ|2(|c(k)|2 + |s(k)|2) :
ξ ∈ Rd\{0}, k ∈ [0, 2π)d\{0}
}
,
where c(k)ρ = cos(ρk) − 1 and s(k)ρ = sin(ρk), cf. [BS16, Cor. 3.7]. In the case K =
D2Watom((Aρ)ρ∈R) it is very easy to see, by looking at the liminf as k → 0 instead of the
full infimum, that λatom(A) ≤ CλLH(A) for A ∈ Rd×d. The constant C, again, is just a
consequence of the choice of equivalent norms. Since here k is indeed a wave number, this
is a quite intuitive property: For a crystalline material to be stable, it has to be stable by
perturbations on all wave lengths. In contrast, for the continuous equations the stability
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under long wave length perturbations is sufficient, which corresponds to the long wave
length limit k → 0.
We also note, that the stability constants λatom(A) and λLH(A) depend continuously
on A as long as Watom ∈ C2.
In [BS16] we also give criteria for atomistic stability that are simpler to check but not as
sharp. Additionally, we discuss examples analytically and, in particular, give an example
that λatom(A) < 0 < λLH(A) can indeed occur.
3.2 Residual Estimates
Here we just want to state the crucial residual estimate as well as two results on approxima-
tions. These results have been proven in [BS16]. To avoid stronger regularity assumptions,
it is important to not just estimate the residuum at the atom sites by using the continuum
equations there. Instead, one uses the continuum equations at every point and gets rid
of certain error terms by averaging. Additionally, the norms in the error terms can be
improved with a regularization of the continuum solution.
Proposition 3.1. Let V ⊂ Rd×R be open and Watom ∈ C4b (V ). Let f ∈ L2(Ω;Rd) and set
f˜(x) =
 
Qε(x)
f(a) da
for x ∈ intεΩ. Furthermore let ε ∈ (0, 1] and y ∈ C3,1(Rd;Rd) with
co{DR,εy(xˆ+ εσ), (∇y(x)ρ)ρ∈R} ⊂ V
for all x ∈ Ωε and σ ∈ R ∪ {0}. Then we have∥∥− f˜ − divR,ε (DWatom(DR,εy))∥∥ℓ2ε(intε Ω)
≤ ‖−f − divDWCB(∇y)‖L2(Ωε;Rd) + Cε2
∥∥∥‖∇4y‖L∞(BεR(x))
+ ‖∇3y‖
3
2
L∞(BεR(x))
+ ‖∇2y‖3L∞(BεR(x)) + ε‖∇3y‖2L∞(BεR(x))
∥∥∥
L2(Ωε)
,
where Ωε =
⋃
z∈intε ΩQε(z), R = 2Rmax +
3
√
d
2 and C = C(d,R, ‖D2Watom‖C2(V )) > 0.
These residual estimates are particularly strong if we combine them with the following
two approximation results:
Proposition 3.2. For any R > 0, k, d ∈ N, p ≥ 1, there is a C = C(R, d, p) > 0 such that
for any U ⊂ Rd measurable and y ∈W k,p(U +B(R+1)ε(0);Rd) we have∥∥∥‖∇k(y ∗ ηε)‖L∞(BεR(·))
∥∥∥
Lp(U)
≤ C‖∇ky‖Lp(U+B(R+1)ε(0)),
where ηε is the standard scaled smoothing kernel.
Proposition 3.3. Let d ∈ {1, 2, 3, 4}, Ω ⊂ Rd open and bounded with Lipschitz boundary,
V ⊂ Rd×R be open and Watom ∈ C5b (V ). Then, there is a C > 0 such that for all ε ∈ (0, 1]
and all y ∈ H4(Ω +Bε(0);Rd) with
inf
x∈Ω
inf
t∈[0,1]
dist((1 − t)(∇y(x)ρ)ρ∈R + t(∇(y ∗ ηε)(x)ρ)ρ∈R, V c) > 0,
we have
‖divDWCB(∇y(x))− divDWCB(∇(y ∗ ηε)(x))‖L2(Ω)
≤ Cε2(‖∇2y‖L4(Ω+Bε(0))‖∇3y‖L4(Ω+Bε(0)) + ‖∇4y‖L2(Ω+Bε(0)))
where ηε is the standard scaled smoothing kernel.
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4 Continuum Elastodynamics
Before we can discuss the atomistic equations, we have to discuss the continuous Cauchy-
Born problem. We are not only interested in existence and uniqueness, but also in the
maximal existence interval and higher order regularity. The most important part of the
result is the short time existence, already contained in [DH85]. But, since we want to
discuss the atomistic equations for long times, it is important that extend this short time
result to a result about the maximal existence time. This will still require a considerable
amount of work. Furthermore, there are two key regularity theorems that are only stated
and used in [DH85]. Their proofs were left out by the authors. Since we will also need these
statements in our proof directly, we will prove them in the appendix. Theorem A.2 is about
additional regularity for solutions of second order hyperbolic equations, while Theorem C.3
is about higher order elliptic regularity under very weak assumptions on the coefficients.
If we want to achieve higher regularity for such a second order hyperbolic initial-
boundary-value problem, compatibility conditions on f, g, h0, h1 are crucial. We say that
f, g, h0, h1 satisfy the compatibility conditions of order m, if
uk :=
∂k
∂tk
(y − g)|t=0 ∈ H10 (Ω;Rd)
for all k ∈ {0, . . . ,m− 1} as computed formally using the equation in terms of f, g, h0, h1.
This can be written explicitly and, even though the expressions are quite nasty, we still
want to do so in order to be able to discuss some regularity issues in more detail.
If m − 1 > d2 , h0 ∈ Hm(Ω;Rd), h1 ∈ Hm−1(Ω;Rd), ∂k−2t f(·, 0) ∈ Hm−k(Ω;Rd) for
2 ≤ k ≤ m−1, ∂kt g(·, 0) ∈ Hm−k(Ω;Rd) for 0 ≤ k ≤ m−1 andWCB ∈ C2m−2 on an open set
containing {∇h0(x) : x ∈ Ω}, then we define u0(x) = h0(x)−g(x, 0), u1(x) = h1(x)−g˙(x, 0),
u2(x) = f(x, 0)− g¨(x, 0) + div
(
DWCB(∇h0(x))
)
and recursively, for 3 ≤ k ≤ m− 1,
(uk(x))i = ∂
k−2
t fi(x, 0) − ∂kt gi(x, 0)
+
d∑
j,q,r=1
DEij+EqrWCB(∇h0(x))
(
∂xr∂xj∂
k−2
t gq(x, 0) + ∂xr∂xj (uk−2)q(x)
)
+
d∑
j,q,r=1
k−2∑
n=1
∑
β∈Nd×d0
1≤|β|≤n
n∑
s=1
∑
ps(n,β)
(k − 2)!
(k − 2− n)!D
β+Eij+EqrWCB(∇h0(x))
·
( s∏
l=1
(∂γlt ∇g(x, 0) +∇uγl(x))λl
λl!(γl!)λl
)(
∂xr∂xl∂
k−2−n
t gq(x, 0) + ∂xr∂xl(uk−2−n)q(x)
)
,
where
ps(n, β) =
{
(λ1, . . . , λs; γ1, . . . , γs) : λl ∈ Nd×d0 , γl ∈ N0,
0 < γ1 < · · · < γs, |λl| > 0,
s∑
l=1
λl = β,
s∑
l=1
γl|λl| = n
}
,
and Eij is the matrix with (Eij)ij = 1 and zeros everywhere else. The following result
shows that uk ∈ H10 (Ω;Rd) is only a condition on the boundary values and not on the
regularity.
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Proposition 4.1. If m − 1 > d2 , h0 ∈ Hm(Ω;Rd), h1 ∈ Hm−1(Ω;Rd), ∂k−2t f(·, 0) ∈
Hm−k(Ω;Rd) for 2 ≤ k ≤ m − 1, ∂kt g(·, 0) ∈ Hm−k(Ω;Rd) for 0 ≤ k ≤ m − 1 and
WCB ∈ Cm on an open set containing {∇h0(x) : x ∈ Ω}, then uk ∈ Hm−k(Ω;Rd) for all
0 ≤ k ≤ m− 1.
Proof. This is clear for k = 0, 1. For k = 2 this follows directly from the arguments in
Lemma B.4. If k ≥ 3, inductively, the same arguments showDβ+Eij+EqrWCB◦∇h0 ∈ Hm−1
and then one can apply Lemma B.1 with M = m − 1 and N = 0 +∑ γj|λj | + (k −
l − 1) = k − 1 to estimate the product and gives the desired result. Actually, for this
to be completely true, we would need the stronger assumption WCB ∈ C2m−2 so that
Dβ+Eij+EqrWCB ◦∇h0 ∈ Hm−1. To reduce this assumption to WCB ∈ Cm, we note that in
the application of Lemma B.1 we only take the α-th derivative of v = Dβ+Eij+EqrWCB◦∇h0
with 0 ≤ |α| ≤ m − k = M − N and then have to know that Dαv ∈ Lq for a certain q
formerly coming from the Sobolev embedding of Hm−1−|α|. Now we have to prove this
estimate differently. From Corollary B.3 we know that
|Dαv(x)| ≤ C
|α|∑
r=1
|Dr+2+|β|WCB(∇h0(x))|
∑
l1,...,lr≥1
l1+···+lr=|α|
r∏
j=1
|D(lj+1)h0(x)|,
if WCB ∈ Cm and h0 ∈ C1+|α|. But of course this extends to h0 ∈ Hm once we estimate
the product on the right hand side suitably. These estimates, which also give the desired
integrability of Dαv follow along the lines of the proof of Lemma B.1.
If we already have a solution and use it as a starting point, then the compatibility
conditions are automatically satisfied and the uk are indeed directly given by y − g.
Proposition 4.2. Let m ∈ N with m > d2 + 1, δ > 0, let Ω ⊂ Rd be an open, bounded set
with ∂Ω of class Cm, V ⊂ Rd×d open, WCB ∈ Cm+1b (V ),
f ∈ Cm−1(Ω × [−δ, δ];Rd),
g ∈ Cm+1(Ω× [−δ, δ];Rd), and
y ∈
m⋂
k=0
Ck
(
[−δ, δ];Hm−k(Ω;Rd)) with
{∇y(x, t) : x ∈ Ω, t ∈ [−δ, δ]} ⊂ VLH.
Furthermore let y be a solution of the equations. If we now set h0 = y(0) and h1 = ∂ty(0),
then we have
uk =
∂k
∂tk
(y − g)|t=0 ∈ H10 (Ω;Rd)
for all k ∈ {0, . . . ,m− 1}.
Proof. Since y−g ∈ Cm−1([−δ, δ];H1(Ω;Rd)), H10 (Ω;Rd) is a closed subspace of H1(Ω;Rd)
and y(t)− g(t) ∈ H10 (Ω;Rd) for all t ∈ [−δ, δ], we clearly find
∂k
∂tk
(y − g)|t=0 ∈ H10 (Ω;Rd).
Let us now proof uk =
∂k
∂tk
(y− g)|t=0 by induction over k. By definition this is true for
k = 0, 1. k = 2 follows from the equation. If now 3 ≤ k ≤ m − 1, we have to show that
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the recursion formula for the uk also holds for the derivatives of y − g. Clearly we have
∂kt (y − g) = ∂k−2t
(
f − ∂2t g + div(DWCB(∇y))
)
= ∂k−2t f − ∂kt g + ∂k−2t div(DWCB(∇y)).
If y were smooth the last term can be written explicitly with the chain rule, the Leibniz
rule, as well as the generalized Faà di Bruno formula, Lemma B.2. We first get
div(DWCB(∇y))i =
d∑
j,q,r=1
DEij+EqrWCB(∇y)∂xr∂xjyq,
then
∂k−2t div(DWCB(∇y))i =
d∑
j,q,r=1
k−2∑
n=0
(
k − 2
n
)
∂nt (D
Eij+EqrWCB(∇y))∂k−2−nt ∂xr∂xjyq,
and finally
(∂kt (y − g))i = ∂k−2t fi − ∂kt gi
+
d∑
j,q,r=1
DEij+EqrWCB(∇y)∂xr∂xj∂k−2t yq
+
d∑
j,q,r=1
k−2∑
n=1
∑
β∈Nd×d0
1≤|β|≤n
n∑
s=1
∑
ps(n,β)
(k − 2)!
(k − 2− n)!D
β+Eij+EqrWCB(∇y)
·
( s∏
l=1
(∂γlt ∇y)λl
λl!(γl!)|λl|
)
∂xr∂xl∂
k−2−n
t yq,
where
ps(n, β) =
{
(λ1, . . . , λs; γ1, . . . , γs) : λl ∈ Nd×d0 , γl ∈ N0,
0 < γ1 < · · · < γs, |λl| > 0,
s∑
l=1
λl = β,
s∑
l=1
γl|λl| = n
}
.
Due to the bounds discussed in Proposition 4.1 and Lemma B.1 this still holds under the
given weaker regularity assumption on y. Inductively, we thus have proven the claim.
In the following, for V ⊂ Rd×d open and WCB ∈ C2(V ) we write
VLH = {A ∈ V : λLH(A) > 0},
which is again an open set, since λLH is continuous.
Let us start with a local existence result.
Theorem 4.3. Let m ∈ N with m > d2 + 2, T0 > 0, let Ω ⊂ Rd be an open, bounded set
with ∂Ω of class Cm, V ⊂ Rd×d open and WCB ∈ Cm+1b (V ). Given a body force f , initial
data h0, h1 and boundary values g such that
f ∈ Cm−1(Ω × [0, T0];Rd)
g ∈ Cm+1(Ω× [0, T0];Rd)
h0 ∈ Hm(Ω;Rd)
{∇h0(x) : x ∈ Ω} ⊂ VLH
h1 ∈ Hm−1(Ω;Rd)
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and such that the compatibility conditions of order m are satisfied (see above).
Then, for all sufficiently small T ∈ (0, T0] the problem has a unique solution
y ∈
m⋂
k=0
Ck
(
[0, T ];Hm−k(Ω;Rd)
)
and we have
{∇y(x, t) : x ∈ Ω, t ∈ [0, T ]} ⊂ VLH.
Proof. This follows from [DH85, Thm. 5.1] by setting u0 = h0 − g(·, 0), u1 = h1 − g˙(·, 0),
g(x, t, u, p,M)k = f(x, t)k − g¨(x, t)k +
∑ ∂2WCB
∂aki∂alj
(M +∇g(x, t)) ∂
2gl
∂xi∂xj
(x, t)
and
(Aij)kl(x, t, u, p,M) = χ(M+∇g(x, t)) ∂
2WCB
∂aki∂alj
(M+∇g(x, t))+(1−χ(M+∇g(x, t)))δklδij ,
where χ : Rd×d → [0, 1] is a smooth cutoff with χ(M) = 1 for M ∈ W1 and χ(M) = 0 for
M /∈W2 and W1,W2 are open sets such that
{∇h0(x) : x ∈ Ω} ⊂⊂W1 ⊂⊂W2 ⊂⊂ VLH.
We then set y = u + g and reduce the existence time T enough to ensure ∇y(x, t) ∈ W1
for all (x, t) ∈ Ω× [0, T ].
We can use this local result to construct a maximal solution.
Theorem 4.4. Let m ∈ N with m > d2 + 2, T0 > 0, let Ω ⊂ Rd be an open, bounded set
with ∂Ω of class Cm, V ⊂ Rd×d open and WCB ∈ Cm+1(V ). Given a body force f , initial
data h0, h1 and boundary values g such that
f ∈ Cm−1(Ω × [0, T0];Rd)
g ∈ Cm+1(Ω× [0, T0];Rd)
h0 ∈ Hm(Ω;Rd)
{∇h0(x) : x ∈ Ω} ⊂ VLH
h1 ∈ Hm−1(Ω;Rd)
and such that the compatibility conditions of order m are satisfied.
Then there are unique Tcont > 0 and
y ∈
m⋂
k=0
Ck
(
[0, Tcont);H
m−k(Ω;Rd)
)
,
such that
{∇y(x, t) : x ∈ Ω, t ∈ [0, Tcont)} ⊂ VLH,
y is a solution on [0, Tcont) and at least one of the following conditions is true:
(i) Tcont = T0,
(ii) lim inft→Tcont dist
(
V cLH, {∇y(x, t) : x ∈ Ω}
)
= 0,
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(iii) lim supt→Tcont‖y(t)‖Hm(Ω;Rd) + ‖∂ty(t)‖Hm−1(Ω;Rd) =∞.
Proof. Let Tcont be the supremum of all 0 < T ≤ T0 such that there is a
y ∈
m⋂
k=0
Ck
(
[0, T ];Hm−k(Ω;Rd)
)
with
{∇y(x, t) : x ∈ Ω, t ∈ [0, T ]} ⊂ VLH
that solves the problem on [0, T ]. Theorem 4.3 ensures that there is at least one such T . If
we take any of these solutions and t0 ∈ (0, T ) then h0 = y(t0), h1 = ∂ty(t0) as well as the
translated f and g can be used in Theorem 4.3 to show existence and uniqueness in some
[t0, t0 + δ], δ > 0. This is possible since the new uk satisfies uk =
∂k
∂tk
(y − g)|t=t0 ∈ H10 by
Proposition 4.2.
The uniqueness ensures in particular, that all these y are equal pairwise on the inter-
section of their existence intervals. Therefore, we have a
y ∈
m⋂
k=0
Ck
(
[0, Tcont);H
m−k(Ω;Rd)
)
with
{∇y(x, t) : x ∈ Ω, t ∈ [0, Tcont)} ⊂ VLH
that solves the problem on [0, Tcont).
Now assume Tcont < T0,
lim inf
t→Tcont
dist
(
V cLH, {∇y(x, t) : x ∈ Ω}
)
> 0
and
lim sup
t→Tcont
‖y(t)‖Hm(Ω;Rd) + ‖∂ty(t)‖Hm−1(Ω;Rd) <∞.
Then
y ∈ L∞(0, Tcont;Hm(Ω;Rd)) ∩W 1,∞(0, Tcont;Hm−1(Ω;Rd)).
We claim that
∂kt y ∈ L∞(0, Tcont;Hm−k(Ω;Rd))
for 0 ≤ k ≤ m. We already know this k = 0, 1. For 2 ≤ k ≤ m we represent the derivatives
of y as we did in Proposition 4.2 and then argue inductively as in the proof of Proposition
4.1.
In particular, the limit h˜k := limt→Tcont ∂kt y(t) exists strongly in Hm−k−1(Ω;Rd) and
weakly in Hm−k(Ω;Rd) for 0 ≤ k ≤ m− 1. Since Hm−1(Ω;Rd) →֒ C1(Ω;Rd) we also have
the convergence y(t) → h˜0 in C1(Ω;Rd). In particular,
{∇h˜0(x) : x ∈ Ω} ⊂ VLH.
Now we want to use the local existence result, Theorem 4.3, with shifted f, g and initial
conditions h˜0, h˜1. All we have to do, is to check that the compatibility conditions of order
m are satisfied. For k = 0 or k = 1, we clearly have
uk = h˜k − ∂kt g(·, Tcont) = lim
t→Tcont
∂kt (y(·, t)− g(·, t)) ∈ H10 .
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For 2 ≤ k ≤ m − 1, we know that ∂kt (y − g)(t) converges to h˜k − ∂kt g(·, Tcont) strongly in
Hm−k−1(Ω;Rd) and weakly in Hm−k(Ω;Rd). Therefore, h˜k − ∂kt g(·, Tcont) ∈ H10 (Ω;Rd).
Now we just have to argue inductively that uk = h˜k − ∂kt g(·, Tcont). If this is already true
for all l < k, we know in particular that ∂lt(y − g)(t) ⇀ ul in Hm−l(Ω;Rd). Expressing
∂kt (y − g)(t) with the equation in terms of ∂lt(y − g), 0 ≤ l ≤ k − 2 as in Proposition
4.2, we can thus conclude that ∂kt (y − g)(t) → uk at least in some weaker sense, e.g. in
Hm−k−1(Ω;Rd). To see this one needs to combine the arguments in Proposition 4.1 with
the statement on weak-to-strong continuity in Lemma B.1 with M = m − 1, N = k − 1,
L = m− k− 1. Therefore, f(·, Tcont+ ·), g(·, Tcont + ·), h˜0, and h˜1 satisfy the compatibility
conditions of order m.
Hence, we can use Theorem 4.3 to find a δ > 0 and an extension of y to [0, Tcont + δ],
such that
y ∈
m⋂
k=0
Ck
(
[Tcont, Tcont + δ];H
m−k(Ω;Rd)
)
,
y is a solution of the equation on (Tcont, Tcont + δ) with y(Tcont) = h˜0 and y˙(Tcont) =
h˜1. Here, y˙(Tcont) is to be understood in terms of the values on [Tcont, Tcont + δ] alone.
Furthermore, we have
{∇y(x, t) : x ∈ Ω, t ∈ [Tcont, Tcont + δ]} ⊂ VLH.
We have to take a closer look at what happens in Tcont. We clearly have
uk = lim
t→T+cont
∂kt (y(·, t)− g(·, t))
strongly inHm−k(Ω;Rd). But we already saw that uk = h˜k−∂kt g(·, Tcont) for 0 ≤ k ≤ m−1.
So the weak derivatives are continuous, which directly implies the strong differentiability
y ∈
m−1⋂
k=0
Ck
(
[0, Tcont + δ];H
m−k−1(Ω;Rd)
)
.
Furthermore, we have one more strong derivative outside of Tcont which extends to the entire
interval including Tcont as a weak derivative. By continuity it is bounded on [Tcont, Tcont+δ]
and we have already shown the boundedness on [0, Tcont). Therefore,
y ∈
m⋂
k=0
W k,∞
(
[0, Tcont + δ];H
m−k(Ω;Rd)
)
.
Additionally, by compactness and identification ∂kt y is continuous in H
m−k(Ω;Rd) with
respect to the weak topology for all 0 ≤ k ≤ m− 1.
Now, we want to use the ideas of [Str66] to get the missing additional regularity. The
key is to use that y solves an equation.
Clearly v := ∂m−1t (y− g) satisfies v ∈ L∞(0, Tcont + δ;H10 (Ω;Rd)) with weak derivative
∂tv ∈ L∞(0, Tcont + δ;L2(Ω;Rd)). We claim that it also has a weak second derivative in
L∞(0, Tcont + δ;H−1(Ω;Rd)). To that end, we calculate
∂m−1t (DWCB(∇y)ij) = D2WCB(∇y)[∇v,Eij ] +D2WCB(∇y)[∂m−1t ∇g,Eij ]
+
∑
β∈Nd×d0
2≤|β|≤m−1
m−1∑
s=1
∑
ps(m−1,β)
(m− 1)!Dβ+EijWCB(∇y)
s∏
j=1
(∂
γj
t ∇y)λj
λj!γj !|λj |
=: D2WCB(∇y)[∇v,Eij ] +Rij .
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We can now use Lemma B.1 withM = m−2 and N =∑|λj|(γj−1) = m−1−|β| ≤ m−3
to see that
s∏
j=1
(∂
γj
t ∇y)λj ∈ L∞(0, Tcont + δ;H1(Ω;Rd)).
Since
Dβ+EijWCB(∇y) ∈ L∞(0, Tcont + δ;W 1,∞(Ω;Rd)),
we obtain
R ∈ L∞(0, Tcont + δ;H1(Ω;Rd×d))
and
F := ∂m−1t f − ∂m+1t g + divR ∈ L∞(0, Tcont + δ;L2(Ω;Rd)).
Defining A(t) : H10 (Ω;R
d)→ H−1(Ω;Rd) by
A(t)u = − div(D2WCB(∇y(·, t))[∇u]),
we can use a weak formulation (in time and space) of the equation to see that indeed ∂2t v
exists as a weak derivative in L∞(0, Tcont + δ;H−1(Ω;Rd)) and satisfies
∂2t v(t) +A(t)v(t) = F (t).
Let us look more precisely at A. Since ∇y ∈ C([0, Tcont + δ] × Ω;Rd×d), the coeffi-
cients D2WCB(∇y(x, t)) are uniformly bounded, uniformly continuous and have a positive,
uniform Legendre-Hadamard constant. Therefore, it is well known that A(t) satisfies a
Gårding-inequality uniformly in time, see Theorem C.1. I.e., there are λ1 > 0, λ2 ∈ R such
that
〈A(t)v, v〉H−1 ,H10 ≥ λ1‖v‖H10 − λ2‖v‖L2
for all t and all v ∈ H10 (Ω;Rd). Given v1, v2 ∈ H10 (Ω;Rd), 〈A(t)v1, v2〉H−1,H10 has weak
derivative 〈A′(t)v1, v2〉H−1,H10 , where
A′(t)u = − div(D3W (∇y(·, t))[∂t∇y(·, t),∇u]).
Since D3W (∇y)[∂t∇y] ∈ L∞([0, Tcont + δ]×Ω;Rd×d×d×d), we see that A′ is bounded with
values in L(H10 (Ω;R
d),H−1(Ω;Rd)). Therefore, we can use Theorem A.2 to conclude that
∂mt y ∈ C([0, Tcont + δ];L2(Ω;Rd))
and
∂m−1t y ∈ C([0, Tcont + δ];H1(Ω;Rd)).
For 1 ≤ k ≤ m− 2, taking k time derivatives in the equation we find
∂kt y = (A(t) + λ Id)
−1(−∂k+2t y + λ∂kt y + ∂kt f + divS).
Here
S = ∂kt (DWCB(∇y))−D2WCB(∇y)[∂kt ∇y]
=
∑
β∈Nd×d0
2≤|β|≤k
k∑
s=1
∑
ps(k,β)
k!Dβ+EijWCB(∇y)
s∏
j=1
(∂
γj
t ∇y)λj
λj !γj !|λj |
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and A(t)+λ Id : Hm−k∩H10 → Hm−k−2 is invertible for λ large enough because of Theorem
C.3, where we use that D2WCB(∇y) ∈ L∞([0, Tcont+δ],Hm−1(Ω;Rd)) according to Lemma
B.4. Theorem C.3 also gives a time independent bound on ‖(A(t)+λ Id)−1‖L(Hm−k−2,Hm−k).
According to Lemma B.4, B 7→ D3WCB ◦ B is a bounded map from Hm−2 to Hm−2.
Therefore, we can use Lemma B.1 with M = m − 2 to see that A′(t) : Hm−k → Hm−k−2
is well defined with
‖A′(t)‖L(Hm−k ,Hm−k−2) ≤ C
uniform in t. Since
(A(t) + λ Id)−1 − (A(s) + λ Id)−1 = −(A(t) + λ Id)−1(A(t)−A(s))(A(s) + λ Id)−1,
we obtain
‖(A(t) + λ Id)−1 − (A(s) + λ Id)−1‖L(Hm−k−2,Hm−k∩H10 ) ≤ C|t− s|.
Using that ∂γt ∇y is weakly continuous inHm−1−γ , we can use Lemma B.1 and its additional
statement with M = m− 2, N = k− |β|, L = m− k− 1 < M −N and λk = γj − 1 to find
that S is (strongly) continuous with values in Hm−k−1.
Putting all of this together we find inductively, starting at k = m and k = m− 1, that
∂kt y ∈ C([0, Tcont + δ];Hm−k(Ω;Rd))
for 1 ≤ k ≤ m.
For k = 0 we can no longer use the theory for linear systems in divergence form.
Instead, we look at the operator
(A(t)u)i = −
∑
k,j,l
(D2WCB(∇y(·, t)))ijkl ∂
2uk
∂xj∂xl
.
Now we have
y = (A(t) + λ Id)−1(∂2t y + λy − f).
But Theorem C.3 also holds in non-divergence form, hence
(A(t) + λ Id)−1 : Hm−2(Ω;Rd) → Hm(Ω;Rd) ∩H10 (Ω;Rd)
is well defined and bounded independently of t since m − 2 > d2 gives a bound on
D2WCB(∇y(·; t)) in W 1,∞. The continuity then follows along the same lines as for k ≥ 1.
Having established the additional regularity, we have a contradiction to the definition
of Tcont. This proves the existence of a Tcont with the desired properties. But due to the
local uniqueness of solutions, any smaller T cannot satisfy either one of (i), (ii) or (iii).
Therefore, Tcont is unique.
5 Atomistic Elastodynamics
The main theorem of this paper is the existence of a solution to the atomistic equations (for
ε small enough), for as long as the corresponding solution to the Cauchy-Born continuum
equations exists and is atomistically stable. But before we state and prove the theorem, let
us prove two auxiliary theorems that are already interesting on their own. In both cases
we will prove more general versions than what we will actually need for the main theorem.
We start with a theorem on local existence and uniqueness.
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Theorem 5.1. Let d ∈ {1, 2, 3, 4}, V ⊂ Rd×R, Watom ∈ C2b (V ) and set Vatom = {A ∈
V : λatom(A) > 0}. Let ε0 > 0, C1 > 0, r0 > 0 and γ ∈
[
d
2 , 2
]
, such that 4C1ε
γ− d
2
0 ≤ r0.
Furthermore, let 0 < ε ≤ ε0, T0 > 0 and fix fatom, gatom, yref with
fatom(x, ·) ∈ L2((0, T0);Rd) for all x ∈ intεΩ,
gatom(x, ·) ∈ H2((0, T0);Rd) for all x ∈ ∂εΩ,
yref(x, ·) ∈ H2((0, T0);Rd) for all x ∈ Ω ∩ εZd,
such that
dist(DR,εyref(x, t), V catom) > r0
in sintεΩ× [0, T0] and
sup
t
‖yref(t)− gatom(t)‖∂εΩ,0 ≤ C1εγ .
Then there exists a time T > 0 which may depend on all the previous quantities, including
ε, such that the following holds:
Given any t0 ∈ [0, T0) and hatom,0 ∈ Aε(Ω, gatom(·, t0)), hatom,1 ∈ Aε(Ω, g˙atom(·, t0)), such
that
‖hatom,1 − y˙ref(·, t0)‖2ℓ2ε(intε Ω) + ‖hatom,0 − yref(·, t0)‖
2
h1ε(sintε Ω)
≤ C21ε2γ ,
there is a unique solution y ∈ H2((t0,min{t0 + T, T0});Rd)Ω∩εZd to the discrete initial-
boundary-value problem on [t0,min{t0 + T, T0}].
Proof. This is basically the Picard-Lindelöf Theorem. But we want to quantify the depen-
dence on the initial conditions. We look at the set
KT,b,z0 =
{
(z1, z2) : z1, z2 ∈ C([t0,min{t0 + T, T0}]; ℓ∞(Ω ∩ εZd))
z1(t) ∈ Aε(Ω; 0), z2(t) ∈ Aε(Ω; 0)
sup
t
‖z(t) − z0‖ℓ∞(Ω∩εZd) ≤ b
}
,
with the metric induced by ‖z‖ = supt‖z(t)‖ℓ∞(Ω∩εZd). Here we substituted
z(t) =
(
y(t)− yref(t)− Tε(gatom(t)− yref(t))
y˙(t)− y˙ref(t)− Tε(g˙atom(t)− y˙ref(t))
)
and
z0 =
(
hatom,0 − yref(t0)− Tε(gatom(t0)− yref(t0))
hatom,1 − y˙ref(t0)− Tε(g˙atom(t0)− y˙ref(t0))
)
.
The equation can be written as z˙(t) = F (t, z(t)), where F1(t, z1, z2) = z2 and
F2(t, z1, z2)(x) = fatom(x, t) − y¨ref(x, t)− Tε(g¨atom(t)− y¨ref(t))
+ divR,ε
(
DWatom(DR,εyref(x, t) +DR,εTε(gatom(t)− yref(t))(x) +DR,εz1(x))
)
for x ∈ intεΩ, but F2(t, z1, z2)(x) = 0 for x ∈ ∂εΩ. Since we do not even claim strong
differentiability, it is best to look at the fixed point equation of
G(z)(t) = z0 +
ˆ t
t0
F (s, z(s)) ds.
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Clearly,
sup
t
‖yref(t)− gatom(t)‖∂εΩ,0 ≤ C1εγ
implies
|DR,εTε(gatom − yref)(x, t)| ≤ ε−
d
2 ‖DR,εTε(gatom − yref)(t)‖h1ε
= ε−
d
2 ‖gatom − yref(t)‖∂εΩ,0
≤ C1εγ−
d
2
uniformly in x and t. Now, if 0 < b ≤ εr0
8|R| 12
then for any z ∈ KT,b,z0
|DR,εTε(gatom − yref)(x, t) +DR,εz1(x, t)|
≤ |DR,εTε(gatom − yref)(x, t)| + |DR,ε(z1(x, t)− z01(x))|+ |DR,εz01(x)|
≤ C1εγ−
d
2 +
2b|R| 12
ε
+ |DR,εz01(x)|
≤ 3C1εγ−
d
2 +
2b|R| 12
ε
≤ r0.
Therefore F (s, z(s)) is well defined. Furthermore,
sup
t
sup
x∈Ω∩εZd
|G(z)(x, t) − z0(x)|
≤ sup
t,x
ˆ t
t0
|F1(s, z(s))|+ |F2(s, z(s))| ds
≤ bT + TC1εγ−
d
2 + T‖Tε(g˙atom − y˙ref)‖L∞(0,T0;ℓ∞) + T
2|R|
ε
‖DWatom‖∞
+
√
T
(‖f‖L2(0,T0;ℓ∞) + ‖y¨ref‖L2(0,T0;ℓ∞) + ∥∥Tε(g¨atom − y¨ref)∥∥L2(0,T0;ℓ∞)
)
.
In particular, for T small enough
sup
t
sup
x∈Ω∩εZd
|G(z)(x, t) − z0(x)| ≤ b.
Since G(z) also has the correct boundary values, G : KT,b,z0 → KT,b,z0 is well defined.
Given z, z˜ ∈ KT,b,z0 we calculate
sup
t
sup
x∈Ω∩εZd
|G(z)(x, t) −G(z˜)(x, t)| ≤ T sup
t
‖F (t, z(t)) − F (t, z˜(t))‖ℓ∞(Ω∩εZd)
≤ T ( sup
t
‖z2(t)− z˜2(t)‖ℓ∞(Ω∩εZd) + |R|
3
2
4
ε2
‖D2Watom‖∞ sup
t
‖z1(t)− z˜1(t)‖ℓ∞(Ω∩εZd)
)
≤ T (1 + |R| 32 4
ε2
‖D2Watom‖∞
)
sup
t
‖z(t)− z˜(t)‖ℓ∞(Ω∩εZd)
≤ 1
2
sup
t
‖z(t) − z˜(t)‖ℓ∞(Ω∩εZd),
if we also require
T ≤ 1
2 + 2|R| 32 4
ε2
‖D2Watom‖∞
.
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Now we can use the Banach fixed point theorem. If b and T satisfy the constraints above,
then G has a unique fixed point z ∈ KT,b,z0 . Setting y = z1 + yref + Tε(gatom(t)− yref(t)),
we have
y ∈ H2((t0,min{t0 + T, T0}); ℓ∞(Ω ∩ εZd))
and y solves the discrete initial-boundary-value problem in the absolutely continuous
sense on [t0,min{t0 + T, T0}]. Now conversely, if y is any solution in H2((t0,min{t0 +
T, T0}); ℓ∞(Ω ∩ εZd)) that satisfies
DR,εy(x, t) ∈ V
for all t and x ∈ sintεΩ, we can substitute back to z and calculate
‖z(t)− z0‖ℓ∞(Ω∩εZd) ≤
ˆ t
t0
‖z(s)− z0‖ℓ∞(Ω∩εZd) ds+
2R‖DWatom‖∞
ε
(t− t0)
+
√
t− t0
(‖f‖L2(0,T0;ℓ∞) + ‖y¨ref‖L2(0,T0;ℓ∞) + ∥∥Tε(g¨atom − y¨ref)∥∥L2(0,T0;ℓ∞)
)
≤
ˆ t
t0
‖z(s)− z0‖ℓ∞(Ω∩εZd) ds+ C1
(
(t− t0) +
√
t− t0
)
Using Grönwall’s inequality we thus get
‖z(t) − z0‖ℓ∞(Ω∩εZd) ≤ C1(t− t0 +
√
t− t0)et−t0
≤ 2C1
√
TeT
≤ b
if we additionally assume T ≤ 1 and T ≤ b2C1e . Therefore, z ∈ KT,b,z0 , and the uniqueness
of the solution follows.
Although this lemma already gives us a local solution, the time T depends heavily on ε
and is not necessarily bounded from below as ε goes to 0. One of our main goals is to show
existence on an ε-independent time interval. Actually, we even want to go one step further.
We will show that the atomistic solution exists as long as the solution to the continuous
problem exists and is atomistically stable.
As mentioned in the introduction establishing an atomistic Gårding inequality is key
to provide control of the stability of solutions for long times and large deformations. There
are some differences to the continuous Gårding inequality (Theorem C.1). Unsurprisingly,
we need to require atomistic stability. Due to the discreteness of the problem we also need
to track the variation of the coefficients and the dependence on ε more explicitly.
Theorem 5.2. Let d ∈ N, Ω ⊂ Rd open and bounded, and λ1,Λ, ε0 > 0. Consider a family
Aε : sintεΩ → Rd×R×d×R, for 0 < ε ≤ ε0, with λatom(Aε(x)) ≥ λ1 for all x ∈ sintεΩ and
0 < ε ≤ ε0. Assume also that supε‖Aε‖∞ ≤ Λ and that there are rε ≥ ε such that
sup
0<ε≤ε0
sup
x,x′∈sintε Ω
|x−x′|≤2rε+2εRmax
|Aε(x)−Aε(x′)| ≤ λ1
4
,
then there is a λ2 = λ2(λ1,Λ, d,R), such that
εd
∑
x∈sintε Ω
Aε(x)[DR,εu(x),DR,εu(x)] ≥ λ1
2
‖u‖2h1ε(sintε Ω) −
λ2
r2ε
‖u‖2ℓ2ε(intε Ω)
for all u ∈ Aε(Ω, 0) and 0 < ε ≤ ε0.
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Remark 5.3. In this paper we will only use the theorem in the case where rε is independent
of ε. This corresponds to Aε only changing on the macroscopic scale. We will still prove
the more general version since the theorem has some interest itself.
Proof. By the definition of atomistic stability we have
εd
∑
x∈sintε Ω
Aε(z)[DR,εu(x),DR,εu(x)] ≥ λ1‖u‖2h1ε(sintε Ω)
for every z ∈ sintεΩ, every ε > 0, and every u ∈ Aε(Ω, 0).
Now, choose countable many zj ∈ Rd and ηj ∈ C∞c (Rd; [0, 1]) such that
∑
j η
2
j (x) = 1
for every x ∈ Rd, supp ηj ⊂ Brε(zj), |∇ηj| ≤ C(d)rε , and the decomposition is locally finite
in the sense that
|{j : Brε(zj) ∩BR(x) 6= ∅}| ≤ C(d)
(
1 +
R
rε
)d
for all x ∈ Rd and R > 0. Whenever Brε+εRmax(zj) ∩ sintεΩ 6= ∅ fix a point xj,ε ∈
Brε+εRmax(zj) ∩ sintεΩ. By assumption we then have |Aε(xj,ε) − Aε(x)| ≤ λ14 for every
x ∈ Brε+εRmax(zj) ∩ sintεΩ. Now, since
(DR,ε(ηju)(x))ρ = ηj(x)(DR,εu(x))ρ + u(x+ ερ)(DR,εηj(x))ρ
for any δ > 0 we can calculate with Young’s inequality
εd
∑
x∈sintε Ω
Aε(x)[DR,εu(x),DR,εu(x)]
= εd
∑
j
∑
x∈sintε Ω
Aε(x)[ηj(x)DR,εu(x), ηj(x)DR,εu(x)]
≥ εd
∑
j
∑
x∈sintε Ω
Aε(x)[DR,ε(ηju)(x),DR,ε(ηju)(x)]
− δεd
∑
j
∑
x∈sintε Ω
n2j(x)|DR,εu(x)|2
− Λ(1 + Λ
δ
)εd
∑
j
∑
x∈sintε Ω
∑
ρ
|u(x+ ερ)|2
∣∣∣ηj(x+ ερ)− ηj(x)
ε
∣∣∣2
≥ εd
∑
j
∑
x∈sintε Ω
Aε(xj,ε)[DR,ε(ηju)(x),DR,ε(ηju)(x)]− λ1
4
|DR,ε(ηju)(x)|2
− δεd
∑
x∈sintε Ω
|DR,εu(x)|2
− Λ(1 + Λ
δ
)εd
∑
j
∑
x∈sintε Ω
∑
ρ
|u(x+ ερ)|2
∣∣∣ηj(x+ ερ)− ηj(x)
ε
∣∣∣2.
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Using the atomistic stability at xj,ε, we can continue in the spirit to find
εd
∑
x∈sintε Ω
Aε(x)[DR,εu(x),DR,εu(x)]
≥ εd 3
4
λ1
∑
j
∑
x∈sintε Ω
|DR,ε(ηju)(x)|2
− δεd
∑
x∈sintε Ω
|DR,εu(x)|2
− Λ(1 + Λ
δ
)εd
∑
j
∑
x∈sintε Ω
∑
ρ
|u(x+ ερ)|2
∣∣∣ηj(x+ ερ)− ηj(x)
ε
∣∣∣2
≥ εd(3
4
λ1 − 2δ)
∑
x∈sintε Ω
|DR,εu(x)|2
−
(
Λ(1 +
Λ
δ
) +
3
4
λ1(1 +
3λ1
4δ
)
)
‖u‖2ℓ2ε(intε Ω)C(d,R)
1
r2ε
(
1 +
εRmax
rε
)d
Now, choosing δ = λ18 and using rε ≥ ε, we indeed get
εd
∑
x∈sintε Ω
Aε(x)[DR,εu(x),DR,εu(x)]
≥ λ1
2
εd
∑
x∈sintε Ω
|DR,εu(x)|2 − C(λ1,Λ, d,R) 1
r2ε
‖u‖2ℓ2ε(intε Ω).
Let us make some last preparations for our main theorem. We will show that there are
atomistic solutions close to the extended and regularized reference configuration
yref = ηε ∗ (Eycont)
where ycont is a solution of the continuous problem, ηε(x) denotes the standard scaled
mollifying kernel, and E denotes the Stein extension which is an extension operator for all
Sobolev spaces requiring only very little regularity of the boundary, cf. [Ste70, Chapter
VI].
The conditions that we will pose on the time-dependent atomistic boundary conditions
can be formulated much easier with the following norm. Given g : ∂εΩ × [0, T0], such that
g(x, ·) ∈ H2(0, T0) for all x ∈ ∂εΩ, we look at the (quadratic) functional
F(z) = ‖z(0)‖2ℓ2ε(intε Ω) + ‖z(0)‖
2
h1ε(sintε Ω)
+ ‖z˙(0)‖2ℓ2ε(intε Ω)
+
ˆ T0
0
‖z(τ)‖2h1ε(sintε Ω) + ‖z˙(τ)‖
2
h1ε(sintε Ω)
+ ‖z¨(τ)‖2ℓ2ε(intε Ω) dτ
for z : Ω∩εZd× [0, T0], such that z(x, ·) ∈ H2(0, T0) for all x ∈ Ω∩εZd and z|∂εΩ×[0,T0] = g.
Clearly the functional is lower semi-continuous and coercive inH2 and thus has a minimizer.
By strict convexity this minimizer is unique and it is also given as the unique solution to
0 = (z(0), w(0))2ℓ2ε + (z(0), w(0))
2
h1ε
+ (z˙(0), w˙(0))2ℓ2ε
+
ˆ T0
0
(z(τ), w(τ))2h1ε + (z˙(τ), w˙(τ))
2
h1ε
+ (z¨(τ), w¨(τ))2ℓ2ε dτ
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for all w ∈ H2 with w|∂εΩ = 0. In particular, the mapping Kε that maps g to this minimizer
is linear. Furthermore, ‖g‖∂εΩ,dyn :=
(F(Kεg)) 12 is a norm. Besides dominating the norms
used in its definition, we will also use that
‖Kεg‖L∞(0,T0;h1ε) ≤ ‖g‖∂εΩ,dyn
and
‖Kεg‖W 1,∞(0,T0;ℓ2ε) ≤ C(T )‖g‖∂εΩ,dyn.
We will then require
‖yref − gatom‖∂εΩ,dyn ≤ Cgεγ ,
in our main theorem below for some convergence rate γ ∈ (d2 , 2].
While this specific norm is mainly chosen to satisfy certain inequalities in the proof,
it is not at all surprising. The terms at the starting time are obviously required by the
convergence estimate we want to prove uniformly in time (see below). The terms controlling
the h1ε-norm are crucial. Among other things, they ensure the uniform convergence of the
gradients. Therefore, at the boundary, the atomistic boundary conditions enforce not only
the correct asymptotic boundary values but also the correct asymptotic (normal) derivative
and thus suppress surface relaxation effects. This is important for the Cauchy-Born rule to
hold near the boundary. At last, a difference in the second time derivatives has a similar
effect as a difference in the body forces and thus, unsurprisingly, we want both terms to
be small in the same norm.
Theorem 5.4. Let d ∈ {2, 3} and m ∈ N, m ≥ 4. Let T0 > 0 and let Ω ⊂ Rd be an open,
bounded set with ∂Ω of class Cm. Let V ⊂ Rd×R be open and Watom ∈ Cm+1b (V ). Let f
be a continuous body force, h0, h1 initial data and g boundary values such that
f ∈ Cm−1(Ω × [0, T0];Rd)
g ∈ Cm+1(Ω× [0, T0];Rd)
h0 ∈ Hm(Ω;Rd)
{(∇h0(x)ρ)ρ∈R : x ∈ Ω} ⊂ V ∩ {A : λatom(A) > 0}
h1 ∈ Hm−1(Ω;Rd)
and such that the compatibility conditions of order m are satisfied. Furthermore, assume
that the unique solution of the Cauchy-Born problem ycont from Theorem 4.3 exists until
T0 and satisfies
ycont ∈
m⋂
k=0
Ck
(
[0, T0];H
m−k(Ω;Rd)
)
,
as well as
{(∇ycont(x, t)ρ)ρ∈R : x ∈ Ω, t ∈ [0, T0]} ⊂ V ∩ {A : λatom(A) > 0}.
Now let Cg, Cf , Ch > 0 and γ ∈ (d2 + 1m−1 , 2]. Then there is an ε0 > 0 such that the
following holds for every 0 < ε ≤ ε0.
Given atomistic data fatom : intεΩ×[0, T0] → Rd, gatom ∈ H2((0, T0);Rd)∂εΩ, hatom,0 ∈
Aε(Ω, gatom(·, 0)), and hatom,1 ∈ Aε(Ω, g˙atom(·, 0)) with
‖yref − gatom‖∂εΩ,dyn ≤ Cgεγ ,
‖hatom,1− y˙ref(0)‖2ℓ2ε(intε Ω)+‖hatom,0−yref(0)‖
2
ℓ2ε(intε Ω)
+‖hatom,0−yref(0)‖2h1ε(intε Ω) ≤ C
2
hε
2γ ,
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‖fref − fatom‖L2(0,T0;ℓ2ε(int Ω)) ≤ Cfεγ ,
where
fref = f˜ + y¨ref − ¨˜ycont.
Then there is a unique y ∈ H2((0, T0);Rd)Ω∩εZd that solves the atomistic equations with
body force fatom boundary values gatom and initial conditions hatom,0, hatom,1. Furthermore,
we have the convergence estimate
‖y˙ − y˙ref‖ℓ2ε(intε Ω) + ‖y − yref‖h1ε(sintε Ω) + ‖y − yref‖ℓ2ε(intε Ω)
≤ CeCt(Cg + Ch + Cf + ε2−γ)εγ
for some C = C(R, V,Watom, ycont,Ω,m, γ) > 0.
Remark 5.5. Remember that
f˜(x) =
 
Qε(x)
f(z) dz.
If ycont ∈ H2(0, T ;C1,γ−1(Ω;Rd)), the more natural choice fref = f˜ suffices since then
‖y¨ref − ¨˜ycont‖L2(0,T0;ℓ2ε(intΩ)) ≤ C(ycont)εγ .
This condition is automatically satisfied if m ≥ 6.
Proof. First let us prove that Eycont and yref inherit the atomistic stability from ycont as
long as we stay in or close to Ω. Given R > 0 and x ∈ Ω + BεR(0), take x′ ∈ Ω with
|x− x′| ≤ Rε. Then we directly see
|∇Eycont(x)−∇ycont(x′)| ≤ ‖∇2Eycont‖L∞Rε
≤ C(Ω)Rε‖∇2ycont‖L∞
since ycont ∈ H4(Ω), which embeds into W 2,∞ and even C2 for d ≤ 3. It immediately
follows that
|∇yref(x)−∇ycont(x′)| ≤ C(Ω)(R+ 1)ε‖∇2ycont‖L∞
and
|DR,εyref(x)− (∇ycont(x′)ρ)ρ∈R| =
(∑
ρ
∣∣∣
ˆ 1
0
∇yref(x+ sερ)ρ−∇ycont(x′)ρ ds
∣∣∣2)
1
2
≤ C(Ω,R, R)ε‖∇2ycont‖L∞
= C(Ω,R, R, ycont)ε
Since the stability constant is continuous, the set {A ∈ V : λatom(A) > 0} is open. On the
other hand, {(∇ycont(x, t)ρ)ρ∈R : x ∈ Ω, t ∈ [0, T ]} is compact. Therefore,
{(∇ycont(x, t)ρ)ρ∈R : x ∈ Ω, t ∈ [0, T ]} +BεC(0) ⊂ {A ∈ V : λatom(A) > 0}
for all ε ≤ ε0 if ε0 = ε0(R,Ω, ycont, R, V,Watom) is chosen small enough.
For a time dependent atomistic deformation we define the norm-energy
E(t) = ‖u˙‖2ℓ2ε(intε Ω) + ‖u‖
2
h1ε(sintε Ω)
+ ‖u‖2ℓ2ε(intε Ω),
where u = y− yref −Kε(gatom − yref). Note that this energy is well-defined and continuous
on [a, b] if u ∈ H2((a, b);Rd)Ω∩εZd .
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For B > 0 to be defined later, let Tε be the supremum of all times T ≤ T0 such that a
solution y exists on [0, T ) and
E(t) ≤ B2ε2γ
for t ∈ [0, T ].
Note that
sup
t
‖yref(t)− gatom(t)‖∂εΩ,0 ≤ ‖yref − gatom‖∂εΩ,dyn ≤ Cgεγ .
Choosing ε0 so small that
4(max{Cg, Ch}+ 1)εγ−
d
2
0 ≤ infx,t dist(DR,εyref(x, t), V
c
atom)
we can apply the local result, Theorem 5.1. If furthermore B >
√
2C2g + 2C
2
h, which will
be the case in our choice of B, then we indeed see that Tε > 0. The uniqueness part of
Theorem 5.1 implies that all such solutions agree on the intersection of their domains of
definition. Putting these solutions together we thus have a y on (0, Tε) such that for every
0 < T < Tε it holds that y ∈ H2(0, T ) and y is a solution of the problem. If we choose ε0
even smaller, such that
4(
√
2B2 + 2C2g + 1)ε
γ− d
2
0 ≤ infx,t dist(DR,εyref(x, t), V
c
atom)
we can again apply Theorem 5.1 with t0 ∈ (0, Tε) and initial conditions y(t0), y˙(t0), since
‖y˙(t0)− y˙ref(t0)‖2ℓ2ε(intε Ω) + ‖y(t0)− yref(t0)‖
2
h1ε(sintε Ω)
≤ 2E(t) + 2C2g ε2γ
≤ (2B2 + 2C2g )ε2γ .
We thus get a solution on (t0,max{t0 + Tloc, T0}) for some Tloc independent of t0. Again
by uniqueness all solutions fit together. Therefore, y ∈ H2(0, Tε) and y is a solution of the
problem on (0, Tε). Additionally, we know that Tε = T0 or the solution exists on a larger
intervall than (0, Tε). In the second case we must have E(Tε) = B2ε2γ . To ensure that we
are in the first case it thus suffices to estimate the energy on [0, Tε]. This is what we will
do in the rest of the proof.
The energy bound implies
‖DR,εy −DR,εyref‖∞ ≤ (Cg +B)εγ−
d
2 .
Choosing ε0 even smaller, now also depending on Cg, B and γ, by continuity of the stability
constant, we can find a λ0 = λ0(ycont, V,Watom) > 0 such that
λatom(M) ≥ λ0 and M ∈ V
for all M with |M −DR,εyref | ≤ (Cg +B)εγ−
d
2
0 for any x, t. In particular, we see that this
is true for M = DR,εy or M = sDR,εy + (1− s)DR,εyref , s ∈ [0, 1] as long as t < Tε.
Setting
Aε =
ˆ 1
0
D2Watom
(
DR,εyref + s(DR,εy −DR,εyref)
)
ds,
we see that for |x− x′| ≤ 2r + 2εRmax
|Aε(x)−Aε(x′)| ≤ ‖D3Watom‖∞
(‖D2yref‖∞|x− x′|+ 2(B + Cg)εγ− d2 )
≤ C(r + ε+ (B + Cg)εγ−
d
2 ).
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If again ε0 is small enough we can therefore use the atomistic Gårding inequality from
Theorem 5.2 with r = r(ycont,Watom, λ0) small enough and independent of ε to get
E(t) ≤ ‖u‖2ℓ2ε(intε Ω) + ‖u˙‖
2
ℓ2ε(intε Ω)
+max{2, λ0
2
}‖u‖2h1ε(sintε Ω)
≤ C‖u‖2ℓ2ε(intε Ω) +max{
4
λ0
, 1}‖u˙‖2ℓ2ε(intε Ω)
+max{ 4
λ0
, 1}εd
∑
x∈sintε Ω
Aε(x, t)[DR,εu]2
≤ C‖u‖2ℓ2ε(intε Ω) +max{
8
λ0
, 2}
(1
2
‖u˙‖2ℓ2ε(intε Ω) +
1
2
εd
∑
x∈sintε Ω
Aε(x, t)[DR,εu]2
)
for some C = C(ycont,Watom, λ0,R). If we rewrite this in terms of the initial conditions
and take absolute values, we get
E(t) ≤ C
(
‖hatom,1 − y˙ref(0)− ∂
∂t
Kε(y − yref)(0)‖2ℓ2ε(intε Ω)
+ ‖hatom,0 − yref(0)−Kε(y − yref)(0)‖2ℓ2ε(intε Ω)
+ ‖hatom,0 − yref(0)−Kε(y − yref)(0)‖2h1ε(sintε Ω)
+
∣∣∣
ˆ t
0
(u, u˙)ℓ2ε dτ
∣∣∣
+
∣∣∣
ˆ t
0
(u˙, u¨)ℓ2ε + ε
d
∑
x∈sintε Ω
Aε(x, τ)[DR,εu,DR,εu˙]
+
1
2
εd
∑
x∈sintε Ω
A˙ε(x, τ)[DR,εu]2 dτ
∣∣∣).
Using our assumptions at t = 0 and for the boundary conditions we can continue by
E(t) ≤ C
(
(C2g + C
2
h)ε
2γ +
ˆ t
0
E(τ) dτ +
∣∣∣
ˆ t
0
εd
∑
x∈sintε Ω
A˙ε(x, τ)[DR,εu]2 dτ
∣∣∣
+
∣∣∣
ˆ t
0
(
u˙,
∂2
∂t2
Kε(gatom − yref)
)
ℓ2ε
dτ
∣∣∣
+
∣∣∣
ˆ t
0
εd
∑
x∈sintε Ω
Aε(x, τ)[DR,εKε(gatom − yref),DR,εu˙] dτ
∣∣∣
+
∣∣∣
ˆ t
0
(u˙, y¨ − y¨ref)ℓ2ε + εd
∑
x∈sintε Ω
Aε(x, τ)[DR,ε(y − yref),DR,εu˙] dτ
∣∣∣)
=: C
(
(C2g + C
2
h)ε
2γ +
ˆ t
0
E(τ) dτ) + I1 + I2 + I3 + I4
Clearly,
I2 ≤ C
(ˆ t
0
E(τ) dτ + C2gε2γ
)
.
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For I4 we can use the estimates from the static case. Indeed, partial summation gives
I4 ≤ C
(ˆ t
0
E(t) dτ +
ˆ t
0
‖y¨ − y¨ref − divR,ε(Aε(x, τ)DR,ε(y − yref))‖2ℓ2ε(intε Ω) dτ
)
= C
(ˆ t
0
E(t) dτ
+
ˆ t
0
‖y¨ − y¨ref − divR,ε(DWatom(DR,εy)−DWatom(DR,εyref))‖2ℓ2ε(intε Ω) dτ
)
As we showed at the beginning of this proof, we have
co{DR,εyref(xˆ+ εσ), (∇yref(x)ρ)ρ∈R} ⊂ V
for all x ∈ Ωε and σ ∈ R ∪ {0}. We are therefore in a position to apply Proposition 3.1.
‖y¨−y¨ref − divR,ε(DWatom(DR,εy)−DWatom(DR,εyref))‖ℓ2ε(intε Ω)
= ‖fatom − y¨ref + divR,εDWatom(DR,εyref)‖ℓ2ε(intε Ω)
≤ ‖fatom − y¨ref + ¨˜ycont − f˜‖ℓ2ε(intε Ω)
+ ‖−¨˜ycont + f˜ + divR,εDWatom(DR,εyref)‖ℓ2ε(intε Ω)
≤ ‖fatom − fref‖ℓ2ε(intε Ω) + ‖−y¨cont + f + divDWCB(∇yref)‖L2(Ωε;Rd)
+ Cε2
∥∥∥‖∇4yref‖L∞(BεR(x)) + ‖∇3yref‖
3
2
L∞(BεR(x))
+ ‖∇2yref‖3L∞(BεR(x))
+ ε‖∇3yref‖2L∞(BεR(x))
∥∥∥
L2(Ωε)
,
where C and R just depend on d,R and ‖D2Watom‖C2(V ). Now, remember that yref =
ηε ∗ (Eycont). Hence, we can apply Proposition 3.2 and Proposition 3.3 and get
‖y¨−y¨ref − divR,ε(DWatom(DR,εy)−DWatom(DR,εyref))‖ℓ2ε(intε Ω)
≤ ‖fatom − fref‖ℓ2ε(intε Ω)
+ Cε2
(‖∇4Eycont‖L2(Ωε+B(R+1)ε(0)) + ‖∇3Eycont‖
3
2
L3(Ωε+B(R+1)ε(0))
+ ‖∇2Eycont‖3L6(Ωε+B(R+1)ε(0)) + ε‖∇
3Eycont‖2L4(Ωε+B(R+1)ε(0))
+ ‖∇2Eycont‖L4(Ω+Bε(0))‖∇3Eycont‖L4(Ω+Bε(0)) + ‖∇4Eycont‖L2(Ω+Bε(0))
)
≤ ‖fatom − fref‖ℓ2ε(intε Ω) + Cε2‖ycont‖H4(Ω;Rd)(1 + ‖ycont‖2H4(Ω;Rd)),
where in the last step we used standard embedding theorems with d ∈ {2, 3}, as well as
the fact that E is a continuous extension operator on all Sobolev spaces. Hence, we find
I4 ≤ C
( ˆ t
0
E(t) dτ + C2fε2γ + ε4
)
.
Now let us look at the nonlinearity I1. Evaluating the time derivative, we see that we
can control it in terms of (some power of) the energy. But the resulting estimates are not
good enough in ε. The idea is to improve the estimates with a specific scheme of partial
integrations in time. Indeed, it turns out that the estimates improve by εγ−
d
2 with each
step. For this let us extend the definition of Aε = Aε,2 to
Aε,k =
ˆ 1
0
DkWatom
(
DR,εyref + s(DR,εy −DR,εyref)
)
ds.
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Furthermore, let us write for k ≥ 2
Bk(t) =
ˆ 1
0
εd
∑
x∈sintε Ω
A˙ε,k−1[DR,εu]k−1sk−3 ds,
Ck(t) =
ˆ 1
0
εd
∑
x∈sintε Ω
Aε,k[DR,εu]k−1[DR,εy˙ref ]sk−3 ds,
Dk(t) =
ˆ 1
0
εd
∑
x∈sintε Ω
Aε,k[DR,εu]k−1[DR,εu˙]sk−2 ds,
Ek(t) =
ˆ 1
0
εd
∑
x∈sintε Ω
Aε,k[DR,εu]k−1[DR,ε(Kε(gatom − yref))·]sk−2 ds,
Fk(t) =
ˆ 1
0
εd
∑
x∈sintε Ω
Aε,k[DR,εu]ksk−2 ds.
In this notation, we have
I1 = C
∣∣∣
ˆ t
0
B3(τ) dτ
∣∣∣
and, for 3 ≤ k ≤ m+ 1, by partial integration in time,ˆ t
0
Bk(τ) + (k − 1)Dk−1(τ) dτ = Fk−1(t)− Fk−1(0),
as well as
Bk(t) = Ck(t) +Dk(t) + Ek(t)
by evaluating the time derivative. We claim to have relatively good estimates on the Ck,
Ek, and Fk. At the same time we will prove estimates on the Dk that get better with
increasing k. Due to the two equations above this is sufficient. We just need to control all
the Ck, Ek, and Fk, as well as Dm+1. Since
|DR,εu| ≤ ε−
d
2 ‖u‖h1ε(sintε Ω) ≤ Bεγ−
d
2 ,
we have the following estimates:
∣∣∣
ˆ t
0
Ck(τ) dτ
∣∣∣ ≤ C(Bεγ− d2 )k−3‖ycont‖C1(0,t;H3(Ω))
ˆ t
0
E(τ) dτ,
∣∣∣
ˆ t
0
Ek(τ) dτ
∣∣∣ ≤ C(Bεγ− d2 )k−2(
ˆ t
0
E(τ) dτ + C2gε2γ
)
,
|Fk(0)| ≤ C(Bεγ−
d
2 )k−2(C2g + C
2
h)ε
2γ ,
|Fk(t)| ≤ C(Bεγ−
d
2 )k−2E(t).
Furthermore,
∣∣∣
ˆ t
0
Dm+1(τ) dτ
∣∣∣ ≤ C(Bεγ− d2 )m−1
ˆ t
0
‖u‖h1ε(sintε Ω)‖u˙‖h1ε(sintε Ω) dτ
≤ Cε−1(Bεγ− d2 )m−1
ˆ t
0
‖u‖h1ε(sintε Ω)‖u˙‖ℓ2ε(intε Ω) dτ
≤ Cε−1(Bεγ− d2 )m−1
ˆ t
0
‖u‖2h1ε(sintε Ω) + ‖u˙‖
2
ℓ2ε(intε Ω)
dτ
≤ Cε−1(Bεγ− d2 )m−1
ˆ t
0
E(τ) dτ.
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Choosing ε0 small enough, such that Bε
γ− d
2 ≤ 1, we can combine these estimates from
k = 3 up to k = m+ 1 to get
I1 ≤ C
(ˆ t
0
E(τ) dτ + (C2g +C2h)ε2γ +Bεγ−
d
2 E(t) +Bm−1ε(m−1)(γ− d2 )−1
ˆ t
0
E(τ) dτ
)
for some C = C(ycont,Watom, V,R,Ω,m). Choosing ε0 even smaller, we can ensure that
CBεγ−
d
2 ≤ 13 and Bm−1ε(m−1)(γ−
d
2
)−1 ≤ 1, since γ > d2 + 1m−1 by assumption. Therefore,
I1 ≤ 1
3
E(t) + C
(ˆ t
0
E(τ) dτ + (C2g + C2h)ε2γ
)
.
The additional error term I3 coming from the boundary conditions can be handled in a
similar way. We now set
Bk(t) =
ˆ 1
0
εd
∑
x∈sintε Ω
A˙ε,k−1[DR,εKε(gatom − yref)][DR,εu]k−2sk−3 ds,
Ck(t) =
ˆ 1
0
εd
∑
x∈sintε Ω
Aε,k[DR,εKε(gatom − yref)][DR,εu]k−2[DR,εy˙ref ]sk−3 ds,
Dk(t) =
ˆ 1
0
εd
∑
x∈sintε Ω
Aε,k[DR,εKε(gatom − yref)][DR,εu]k−2[DR,εu˙]sk−2 ds,
Ek(t) =
ˆ 1
0
εd
∑
x∈sintε Ω
Aε,k[DR,εKε(gatom − yref)][DR,εu]k−2
[DR,ε(Kε(gatom − yref))·]sk−2 ds,
Fk(t) =
ˆ 1
0
εd
∑
x∈sintε Ω
Aε,k[DR,εKε(gatom − yref)][DR,εu]k−1sk−2 ds
Gk(t) =
ˆ 1
0
εd
∑
x∈sintε Ω
Aε,k[DR,ε(Kε(gatom − yref))·][DR,εu]k−1sk−2 ds.
In analogy to before, we have
I3 = C
∣∣∣
ˆ t
0
D2(τ) dτ
∣∣∣
and, for 3 ≤ k ≤ m+ 1,ˆ t
0
Bk(τ) + (k − 2)Dk−1(τ) +Gk−1(τ) dτ = Fk−1(t)− Fk−1(0),
as well as
Bk(t) = Ck(t) +Dk(t) +Ek(t).
Again, we have the estimates∣∣∣
ˆ t
0
Ck(τ) dτ
∣∣∣ ≤ C(Bεγ− d2 )k−3‖ycont‖C1(0,t;H3(Ω))
(ˆ t
0
E(τ) dτ + C2gε2γ
)
,
∣∣∣
ˆ t
0
Ek(τ) dτ
∣∣∣ ≤ C(Bεγ− d2 )k−2C2gε2γ ,
∣∣∣
ˆ t
0
Gk(τ) dτ
∣∣∣ ≤ C(Bεγ− d2 )k−2(
ˆ t
0
E(τ) dτ + C2gε2γ
)
,
|Fk(0)| ≤ C(Bεγ−
d
2 )k−2(C2g + C
2
h)ε
2γ ,
|Fk(t)| ≤ C(Bεγ−
d
2 )k−2(E(t) + C2gε2γ).
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Furthermore,
∣∣∣
ˆ t
0
Dm+1(τ) dτ
∣∣∣ ≤ Cε−1(Bεγ− d2 )m−1(
ˆ t
0
E(τ) dτ + C2gε2γ
)
.
As before this implies
I3 ≤ 1
3
E(t) + C
(ˆ t
0
E(τ) dτ + (C2g + C2h)ε2γ
)
Overall we proved
E(t) = 3(E(t)− 2
3
E(t))
≤ C
(
(C2f + C
2
g + C
2
h + ε
4−2γ)ε2γ +
ˆ t
0
E(τ) dτ
)
for some C = C(ycont,Watom, V,R,Ω,m, γ), all ε ≤ ε0(ycont,Watom, V,R,Ω,m, γ,B) and
t ∈ [0, Tε).
Grönwall’s inequality then yields
E(t) ≤ C(C2f + C2g + C2h + ε4−2γ)ε2γeCt
≤ B
2
2
ε2γ ,
where we have finally chosen B :=
(
2C(C2f + C
2
g + C
2
h + 1)e
CT0
) 1
2
. In particular, with
C ≥ 1 we satisfy the condition B >
√
2C2g + 2C
2
h, that we required at the beginning.
In particular, E(Tε) ≤ B22 ε2γ and therefore Tε = T0 for ε ≤ ε0.
The convergence estimate immediately follows from the energy estimate and the esti-
mate we assumed for the boundary conditions. Uniqueness follows directly from the local
uniqueness in Theorem 5.1.
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A Additional Regularity of Weak Solutions to Second Order
Hyperbolic Equations.
Lemma A.1. Let V be a real reflexive Banach space. Let T > 0 and A,A′ : [0, T ] →
L(V ;V ′) be bounded such that for every v1, v2 ∈ V the map t 7→ 〈A(t)v1, v2〉V ′,V is abso-
lutely continuous with derivative 〈A′(t)v1, v2〉. Furthermore, assume that A(t) is symmetric.
Let u ∈W 1,1(0, T ;V ). Then
g : t 7→ 〈A(t)u(t), u(t)〉V ′,V
is absolutely continuous with derivative
g′(t) = 〈A′(t)u(t), u(t)〉V ′,V + 2〈A(t)u(t), u′(t)〉V ′,V .
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Proof. Let 0 ≤ t0 < t1 ≤ T . For k ∈ N we write ε = t1−t0k and for any map f defined on
[t0, t1] we set
f˜k(t) = f
(
t0 + (l +
1
2
)ε
)
if t ∈ t0 + [lε, (l + 1)ε)
f+k (t) = f
(
t0 + (l +
1
2
)ε
)
if t ∈ t0 + [(l − 1
2
ε, (l +
1
2
)ε)
f◦k (t) = f
(
t0 + lε
)
if t ∈ t0 + [(l − 1
2
ε, (l +
1
2
)ε)
f−k (t) = f
(
t0 + (l − 1
2
)ε
)
if t ∈ t0 + [(l − 1
2
ε, (l +
1
2
)ε)
whenever t ∈ t0 + [lε, (l + 1)ε). With this notation one easily calculates
ˆ t1
t0
〈A′(t)u˜k(t), u˜k(t)〉V ′,V dt = −2
ˆ t1− ε2
t0+
ε
2
〈A◦k(t)u(t), u′(t)〉V ′,V dt
〈A(t1)u−k (t1), u−k (t1)〉V ′,V − 〈A(t0)u+k (t0), u+k (t0)〉V ′,V
− 2
ˆ t1− ε2
t0+
ε
2
〈A◦k(t)
(u+k (t) + u−k (t)
2
− u(t)), u′(t)〉V ′,V dt.
Since ‖u′‖ ∈ L1(0, T ), standard theory of absolutely continuous functions gives
∥∥u+k + u−k
2
− v∥∥
L∞(t0+
ε
2
,t1− ε2 ;V )
→ 0
as k → ∞. Since also A◦k is uniformly bounded, the last integral goes to 0 as k → ∞.
The middle terms converge to 〈A(t1)u(t1), u(t1)〉V ′,V − 〈A(t0)u(t0), u(t0)〉V ′,V due to the
continuity of u. The integrand in the first term of the right hand side (extended by 0 if
necessary) converges pointwise, since s 7→ 〈A(s)u(t), u′(t)〉V ′,V is continuous. Therefore
the limit function is measurable and the integral converges by Lebesgue’s theorem to
ˆ t1
t0
〈A(t)u(t), u′(t)〉V ′,V dt.
The left hand side, also converges by Lebesgue’s theorem. In particular, the map t 7→
〈A(t)u(t), u′(t)〉V ′,V is measurable and
ˆ t1
t0
〈A(t)u(t), u′(t)〉V ′,V + 2〈A(t)u(t), u′(t)〉V ′,V dt
= 〈A(t1)u(t1), u(t1)〉V ′,V − 〈A(t0)u(t0), u(t0)〉V ′,V
Theorem A.2. Let V →֒ H →֒ V ′ be a real Gelfand triple with a reflexive Banach space V .
Let T > 0 and A,A′ : [0, T ] → L(V ;V ′) be bounded such that for every v1, v2 ∈ V the map
t 7→ 〈A(t)v1, v2〉V ′,V is absolutely continuous with derivative 〈A′(t)v1, v2〉. Furthermore,
assume that A(t) is symmetric and satisfies the uniform Gårding inequality
〈A(t)v, v〉V ′,V ≥ c1‖v‖2V − c2‖v‖2H
for some constants c1 > 0, c2 ∈ R and all t, v. Let u ∈ L∞(0, T ;V ) such that the weak
derivatives u′ ∈ L∞(0, T ;H) and u′′ ∈ L1(0, T ;V ′) exist and we have u′′ + Au =: F ∈
L1(0, T ;H).
Then u ∈ C([0, T ];V ) ∩ C1([0, T ];H).
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Proof. The basic result goes back to [Str66] and we follow their ideas. Note though, that
we have weaker assumptions on A and A′. We also want to fix some small flaws in their
proof.
Our main claim is that the energy
E(t) = ‖u′(t)‖2H + 〈A(t)u(t), u(t)〉V ′,V
is continuous in [0, T ] even though u′ does not necessarily take values in V as in Lemma
A.1. For the moment, let us assume this claim is true and show that it proves the theorem.
Let tn → t. Clearly, u ∈ C([0, T ];H) ∩ C1([0, T ];V ′). Therefore, u(tn) → u(t) in H
and u′(tn) → u′(t) in V ′. Since we also have u ∈ L∞(0, T ;V ) and u′ ∈ L∞(0, T ;H) and
since V is reflexive, we get u(tn) ⇀ u(t) in V and u
′(tn) ⇀ u′(t) in H. The continuity
of the energy now ensures that this weak convergence is actually strong convergence. In
more detail,
‖u′(t)− u′(tn)‖2H + 〈A(t)(u(t) − u(tn)), u(t) − u(tn)〉V ′,V
= E(t) + E(tn)− 2(u′(t), u′(tn))H − 2〈A(t)u(t), u(tn)〉V ′,V
→ 0.
Therefore, u′(tn)→ u′(t) in H and, using the Gårding inequality, u(tn)→ u(t) in V .
Now we come to the main part of the proof. We have to show that the energy is
continuous in [0, T ]. Actually, we will even show that E is absolutely continuous with
E′(t) = 〈A′(t)u(t), u(t)〉V ′,V + 2(F (t), u′(t))H .
Fix 0 ≤ t0 < t1 ≤ T , let δ, ε > 0 with 2δ < t1 − t0 and define a continuous cutoff θδ
by setting θδ(t) = 1 for t ∈ [t0 + δ, t1 − δ], θδ(t) = 0 for t /∈ [t0, t1] and affine on each
of the two remaining intervals. Let η be the standard smoothing kernel and as always
ηε(t) = ε
−1η( t
ε
). Set w1 := ηε ∗ (θδu′) ∈ C∞c (R;H) and w2 := ηε ∗ (θδu) ∈ C∞c (R;V ). If
we extend A by A(0) to the left and A(T ) to the right with A′(t) = 0 outside of [0, T ], we
can use Lemma A.1 on some larger interval and get
0 =
ˆ
R
2(w1(t), w
′
1(t))H + 〈A′(t)w2(t), w2(t)〉+ 2〈A(t)w2(t), w′2(t)〉 dt.
That is,
0 =
ˆ
R
2(ηε ∗ (θδu′), η′ε ∗ (θδu′))H + 〈A′ηε ∗ (θδu), ηε ∗ (θδu)〉V ′,V
+ 2〈Aηε ∗ (θδu), η′ε ∗ (θδu))〉V ′,V dt.
Since
η′ε ∗ (θδu′) = ηε ∗ (θ′δu′) + ηε ∗ (θδu′′)
pointwise in V ′, we see that ηε ∗ (θδu′′) actually takes values in H and is even bounded in
L∞(R;H) for fixed ε and varying δ, since θδ and θ′δ are bounded in L
1(R). Similarly,
η′ε ∗ (θδu) = ηε ∗ (θ′δu) + ηε ∗ (θδu′)
and ηε ∗ (θδu′) is bounded in L∞(R;V ) for fixed ε and varying δ.
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Thus, we can rewrite the above equality and get
0 =
ˆ
R
2(ηε ∗ (θδu′), ηε ∗ (θ′δu′))H + 2〈ηε ∗ (θδu′′), ηε ∗ (θδu′)〉V ′,V
+ 〈A′(ηε ∗ (θδu)), ηε ∗ (θδu)〉V ′,V + 2〈A(ηε ∗ (θδu))− ηε ∗ (θδAu), η′ε ∗ (θδu))〉V ′,V
+ 2〈ηε ∗ (θδAu), ηε ∗ (θ′δu))〉V ′,V + 2〈ηε ∗ (θδAu), ηε ∗ (θδu′))〉V ′,V dt.
Now we want to let δ → 0. Since θδ → χ[t0,t1] in the (L∞, L1)-Mackey topology, we have
ηε ∗ (θδu) → ηε ∗ (χ[t0,t1]u) in L∞(R;V )
ηε ∗ (θδu′) → ηε ∗ (χ[t0,t1]u′) in L∞(R;H)
ηε ∗ (θδF ) → ηε ∗ (χ[t0,t1]F ) in L∞(R;H)
ηε ∗ (θδAu) → ηε ∗ (χ[t0,t1]Au) in L∞(R;V ′)
η′ε ∗ (θδu) → η′ε ∗ (χ[t0,t1]u) in L∞(R;V ).
Therefore, we have
0 = lim
δ→0
ˆ
R
2(ηε ∗ ηε ∗ (χ[t0,t1]u′), θ′δu′)H + 2(ηε ∗ (χ[t0,t1]F ), ηε ∗ (χ[t0,t1]u′))H
+ 〈A′(ηε ∗ (χ[t0,t1]u)), ηε ∗ (χ[t0,t1]u)〉V ′,V
+ 2〈A(ηε ∗ (χ[t0,t1]u))− ηε ∗ (χ[t0,t1]Au), η′ε ∗ (χ[t0,t1]u))〉V ′,V
+ 2〈ηε ∗ ηε ∗ (χ[t0,t1]Au), θ′δu)〉V ′,V dt.
The maps
t 7→ (ηε ∗ ηε ∗ (χ[t0,t1]u′)(t), u′(t))H
and
t 7→ 〈ηε ∗ ηε ∗ (χ[t0,t1]Au)(t), u(t)〉V ′,V
are continuous in [t0, t1] as a product of a continuous and a weakly continuous function
and as a product of a continuous and a weak-∗ continuous function, respectively. Plugging
in the actual values of θ′δ, we therefore get
0 = 2(ηε ∗ ηε ∗ (χ[t0,t1]u′)(t0), u′(t0))H − 2(ηε ∗ ηε ∗ (χ[t0,t1]u′)(t1), u′(t1))H
+ 2〈ηε ∗ ηε ∗ (χ[t0,t1]Au)(t0), u(t0)〉V ′,V − 2〈ηε ∗ ηε ∗ (χ[t0,t1]Au)(t1), u(t1)〉V ′,V
+
ˆ
R
2(ηε ∗ (χ[t0,t1]F ), ηε ∗ (χ[t0,t1]u′))H
+ 〈A′(ηε ∗ (χ[t0,t1]u)), ηε ∗ (χ[t0,t1]u)〉V ′,V
+ 2〈A(ηε ∗ (χ[t0,t1]u))− ηε ∗ (χ[t0,t1]Au), η′ε ∗ (χ[t0,t1]u))〉V ′,V dt.
Next, we want to send ε → 0. For any v ∈ C1c (R;V ), we have εη′ε ∗ v → 0 in L2(R;V ).
Therefore, for any such v,
lim sup
ε→0
‖εη′ε ∗ (χ[t0,t1]u)‖L2(R;V ) ≤ ‖η′‖L1(R)‖χ[t0,t1]u− v‖L2(R;V ).
Hence, εη′ε ∗ (χ[t0,t1]u) → 0 in L2(R;V ). At the same time
‖A(ηε ∗ (χ[t0,t1]u))− ηε ∗ (χ[t0,t1]Au)‖L2(R;V ′) ≤ ε‖A′‖L∞‖ηε ∗ (χ[t0,t1]u)‖L2(R;V ′)
and so the last term in the integral goes to 0.
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Now ηε ∗ηε ≥ 0 with
´∞
0 ηε ∗ηε dt = 12 . Therefore, by Lebesgue’s theorem and the weak
continuity of u′ in H,
(ηε ∗ ηε ∗ (χ[t0,t1]u′)(t0), u′(t0))H =
ˆ ∞
0
(u′(t0 + εs), u′(t0))H η ∗ η(s) ds
→
ˆ ∞
0
(u′(t0), u′(t0))H η ∗ η(s) ds
=
1
2
(u′(t0), u′(t0))H .
Similar results hold for the other terms and we conclude that
E(t1)−E(t0) =
ˆ t1
t0
2(F, u′)H + 〈A′u, u〉V ′,V dt
for any 0 ≤ t0 < t1 ≤ T .
B Multiplication of Sobolev Functions
The following Lemma is very useful to control products of Sobolev functions with the same
integrability exponent p.
Lemma B.1. Let 1 ≤ p < ∞ and K,M ∈ N, such that K ≥ 1 and M > d
p
and let
λk ∈ N0 for 1 ≤ k ≤ K with
∑K
k=1 λk =: N ≤ M . Let Ω ⊂ Rd be open and bounded
with ∂Ω Lipschitz. Then there is a C > 0 such that for any fk ∈ WM−λk,p we have∏K
k=1 fk ∈WM−N,p(Ω) with
∥∥ K∏
k=1
fk
∥∥
WM−N,p(Ω)
≤ C
K∏
k=1
‖fk‖WM−λk,p(Ω).
Additionally, the product mapping is continuous even from the weak topologies on the
WM−λk,p(Ω) to the strong topology on WL,p(Ω) if either L < M − N or L = M − N
and λk < N for all k.
In particular, WM,p(Ω) is a Banach algebra.
Proof. By density, it suffices to consider functions in C∞(Ω). Furthermore, by the product
rule, it suffices to prove
∏K
k=1 fk ∈ Lp(Ω) with
∥∥ K∏
k=1
fk
∥∥
Lp(Ω)
≤ C
K∏
k=1
‖fk‖WM−λk,p(Ω).
Standard embedding theorems give WM−l,p →֒ L∞ for M − l > d
p
, WM−λ,p →֒ Lq for any
1 ≤ q < ∞ and M − l = d
p
and WM−l,p →֒ Lq for M − l < d
p
and q ≤ dd
p
−(M−l) . Let us
write
A = {k : λk > M − d
p
}
B = {k : λk = M − d
p
}.
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Hölder’s inequality now establishes the claim if either B = ∅ and ∑k∈A
d
p
−M+λk
d
p
≤ 1 or
B 6= ∅ and ∑k∈A
d
p
−M+λk
d
p
< 1. This is trivially true if A = ∅ or if |A| = 1 and B = ∅. If
now |A| = 1 but B 6= ∅, writing A = {k0}, we find that λk0 ≤ N − (M − d2) < N ≤M and
the condition is satisfied. Finally, if |A| ≥ 2 then
∑
k∈A
d
2 −M + λk
d
2
≤ |A|(
d
2 −M) +N
d
2
≤ 2(
d
2 −M) +M
d
2
= 1− M −
d
2
d
2
< 1.
For the additional claim, note that, even after taking up to L derivatives with the product
rule, we always have λk < M , so that all the functions are embedded into some space
of lower differentiability. The embeddings were already compact if M − λk ≥ dp . To
control the other case we just have to make sure that we always have the strict inequality∑
k∈A
d
p
−M+λk
d
p
< 1. This was only unclear in the case |A| = 1, B = ∅. But since λk < M ,
we now have a strict inequality in this case too.
We also need the following multivariate version of the Faà di Bruno formula:
Lemma B.2. Let n, d, k, l ∈ N. Let Ω ⊂ Rd open, g ∈ Cn(Ω;Rk) and f ∈ Cn(Rk;Rl).
Then f ◦ g ∈ Cn(Ω;Rl) with
Dα(f ◦ g)(x) =
∑
β∈Nk0
1≤|β|≤|α|
Dβf(g(x))
|α|∑
s=1
∑
ps(α,β)
α!
s∏
j=1
(Dγjg(x))λj
λj !(γj !)|λj |
for all x ∈ Ω and α ∈ Nd0 with 1 ≤ |α| ≤ n, where
ps(α, β) =
{
(λ1, . . . , λs; γ1, . . . , γs) : λj ∈ Nk0 , γj ∈ Nd0,
0 ≺ γ1 ≺ · · · ≺ γs, |λj | > 0,
s∑
j=1
λj = β,
s∑
j=1
γj |λj| = α
}
and γ1 ≺ γ2 if and only if |γ1| < |γ2| or |γ1| = |γ2| and, for some j,
(γ1)1 = (γ2)1, . . . , (γ1)j−1 = (γ2)j−1 and (γ1)j < (γ2)j .
Proof. Even though it is quite possible that the result itself is much older, it can be found
in [CS96].
As a corollary we get the following statements.
Corollary B.3. Let n, d, k, l ∈ N. There are C = C(n, d, k, l) > 0 such that the following
holds. Let Ω ⊂ Rd open, g ∈ Cn(Ω;Rk) and f ∈ Cn(Rk;Rl). Then
|Dn(f ◦ g)(x)| ≤ C
n∑
s=1
|Dsf(g(x))|
∑
l1,...,ls≥1
l1+···+ls=n
s∏
j=1
|D(lj)g(x)|,
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for all x ∈ Ω. Furthermore, if f and all its derivatives are uniformly continuous and
h ∈ Cn(Ω;Rk) then
|Dn(f ◦ (g + h))(x) −Dn(f ◦ g)(x)|
≤ C
n∑
s=1
∑
l1,...,ls≥1
l1+···+ls=n
ωDsf (|h(x)|)
s∏
j=1
|Dljg(x)|
+ C
n∑
s=1
∑
l1,...,ls≥1
l1+···+ls=n
s∑
m=1
|Dsf(g(x) + h(x))|
m∏
j=1
|Dljh(x)|
s∏
j=m+1
|Dljg(x)|
Lemma B.4. Let m ∈ N0, d < 2m + 2 and let Ω ⊂ Rd be an open, bounded set with
Lipschitz boundary. Let V ⊂ Rd×R be open and Watom ∈ Cm+2(V ).
Now define the operator F : B 7→ DWCB ◦B. Then
{B ∈ Hm+1(Ω;Rd×d) : inf
x∈Ω
dist((B(x)ρ)ρ∈R, V c) > 0}
is open in Hm+1(Ω;Rd×d) and
F : {B ∈ Hm+1(Ω;Rd×d) : inf
x∈Ω
dist((B(x)ρ)ρ∈R, V c) > 0} → Hm+1(Ω;Rd×d)
is well-defined, continuous and bounded. Furthermore, if Watom ∈ Cm+3(V ), then F is C1
with
DF (B)[H](x) = D2WCB(B(x))[H(x)].
Proof. This is for the most part contained in [Val88, I. Thm.3.1] and [Val88, II. Thm.4.1].
Only the boundedness is not explicitly mentioned, but it follows along the same lines.
C Elliptic Regularity with Sobolev Coefficients
We need a result on higher order regularity for linear systems that are elliptic in the
Legendre-Hadamard sense. To be useful for quasilinear equations it is crucial that the
regularity assumptions on the coefficients are not too strong. In the standard literature
the typical assumption for W k+2,p-regularity of the solution is A ∈ Ck,1 = W k+1,∞ or,
more rarely, A ∈W k+1,p if p > d. We will reduce the last assumption to the much weaker
condition p(k + 1) > d. It is no coincidence that this assumption corresponds to what is
needed for A to be continuous. Actually, this is known to be the critical case. It seems
reasonable that the case p(k+1) = d can be included, as there are regularity results where
the coefficients are not continuous but only have vanishing mean oscillation, but we will
not investigate this question here.
For the sake of generality we will consider the general case 1 < p < ∞ but we are
mostly interested in the case p = 2. Even though it seems quite possible that this kind of
result has been proven before, it does not seem to be available in the standard literature.
It is largely, but not quite, contained in [SS09] and, of course, builds heavily on the famous
classical work [ADN64].
We consider a differential operator in divergence form
(Lu)i = (− div(A∇u) + b∇u)i = −
∑
j,k,l
∂
∂xj
(Aijkl
∂uk
∂xl
) +
∑
k,l
bikl
∂uk
∂xl
.
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In particular, we are interested in the cases b = 0 and, if A is Lipschitz, bikl =
∑
j
∂Aijkl
∂xj
.
The second case corresponds to an operator in non-divergence form
(Lu)i =
∑
j,k,l
Aijkl
∂2uk
∂xj∂xl
.
On some open set Ω ⊂ Rd define the corresponding bilinear form
B(u, v) =
ˆ
Ω
∑
i,j,k,l
Aijkl
∂vi
∂xj
∂uk
∂xl
+
∑
i,k,l
biklvi
∂uk
∂xl
dx.
whenever it is well-defined.
Let us first recall the classical Gårding inequality:
Theorem C.1. Let Ω ⊂ Rd be an open and bounded set and λ0 > 0 such that∑
i,j,k,l
Aijkl(x)ξiηjξkηl ≥ λ0|ξ|2|η|2
for all x ∈ Ω, ξ ∈ RN , η ∈ Rd. Furthermore, assume that A is bounded and uniformly
continuous with modulus ω and b ∈ L∞(Ω).
Then there exists a λ1 = λ1(‖A‖∞, λ0,Ω, ω, ‖b‖∞) ≥ 0, such that
λ0
2
ˆ
Ω
|∇u|2 dx ≤ B(u, u) + λ1
ˆ
Ω
|u|2 dx
for all u ∈ H10 (Ω;RN ).
If A is constant and b = 0, we can take λ1 = 0 and can even achieve λ0 instead of
λ0
2
as the constant on the left side.
We have the following a priori estimates:
Theorem C.2. Let k ∈ N0 and let Ω ⊂ Rd be open and bounded with Ck+2 boundary. Let
1 < p <∞ and assume that (k + 1)p > d. Let λ,Λ > 0 and let A ∈W k+1,p(Ω;Rd×d×d×d),
such that ‖A‖W k+1,p(Ω) ≤ Λ and
A(x)[ξ ⊗ η, ξ ⊗ η] ≥ λ|ξ|2|η|2
for all ξ, η ∈ Rd and x ∈ Ω. Then there is a C = C(Ω, λ,Λ, p, k) such that for all
r ∈ {0, . . . , k} and u ∈W r+2,p(Ω;Rd) we have
‖u‖W r+2,p(Ω) ≤ C(‖div(A∇u)‖W r,p(Ω) + ‖u‖Lp(Ω)).
We also have the estimate in non-divergence form
‖u‖W r+2,p(Ω) ≤ C
(∥∥∥(∑
j,k,l
Aijkl
∂2uk
∂xj∂xl
)
i
∥∥∥
W r,p(Ω)
+ ‖u‖Lp(Ω)
)
.
Proof. In [SS09] this has been proven in the case r = k in divergence form based on the
estimates of [ADN64] for constant coefficients. But all other cases follow mostly along
the same lines. This includes the case in non-divergence form since the proof is based on
approximating A locally by a constant. The case of smaller r follows along the same lines
as well, since the Agmon-Douglis-Nirenberg estimates are still valid. The only difference
36
in all these cases is that one can no longer use the tame estimate of Moser. Instead one
has to use the following finer estimates for multiplications in Sobolev spaces, namely
‖J∂lu‖W r+1,p(Ω) ≤ ε‖J‖W k+1,p(Ω)‖u‖W r+2,p(Ω) + Cε‖J‖W k+1,p(Ω)‖u‖Lp(Ω)
+C‖J‖L∞(Ω)‖u‖W r+2,p(Ω)
and
‖J∂j∂lu‖W r,p(Ω) ≤ ε‖J‖W k+1,p(Ω)‖u‖W r+2,p(Ω) + Cε‖J‖W k+1,p(Ω)‖u‖Lp(Ω)
+ C‖J‖L∞(Ω)‖u‖W r+2,p(Ω)
for all J ∈ W k+1,p(Ω), u ∈ W r+2,p(Ω), ε > 0, 0 ≤ r ≤ k, j and l with constants that may
depend on p, k and Ω. Both inequalities can be proven rather easily using the product rule,
the Sobolev and Rellich–Kondrachov embedding theorems, as well as Ehrling’s lemma.
Theorem C.3. Let k ∈ N0 and let Ω ⊂ Rd be open and bounded with Ck+2 boundary.
Let 1 < p < ∞, r ∈ {0, . . . , k} and assume that (k + 1)p > d and p ≥ 2d
d+2(r+1) . Let
λ,Λ1,Λ2 > 0 and let A ∈W k+1,p(Ω;Rd×d×d×d), such that ‖A‖W k+1,p(Ω) ≤ Λ1 and
A(x)[ξ ⊗ η, ξ ⊗ η] ≥ λ|ξ|2|η|2
for all ξ, η ∈ Rd and x ∈ Ω. Consider
L1,µ, L2,µ : W
r+2,p(Ω;Rd) ∩H10 (Ω;Rd)→W r,p(Ω;Rd)
defined by
L1,µu = − div(A∇u) + µu,
(L2,µu)i = −
∑
j,k,l
Aijkl
∂2uk
∂xj∂xl
+ µui.
There is a µ1 = µ1(Ω, k, p,Λ1, λ) such that for all µ ≥ µ1 L1,µ is an isomorphism. If
additionally we have A ∈ W 1,∞(Ω;Rd×d×d×d) with ‖A‖W 1,∞ ≤ Λ2, then there is a µ2 =
µ2(Ω, k, p,Λ1,Λ2, λ) such that for all µ ≥ µ2 L2,µ is an isomorphism. Furthermore, we
have the estimates
‖L−1i,µ‖ ≤ Ci,
where C1 = C1(Ω, λ,Λ1, p, k, µmax) > 0 and C2 = C2(Ω, λ,Λ1,Λ2, p, k, µmax) > 0 and
µi ≤ µ ≤ µmax.
Proof. We argue by continuity. Set (At)ijkl = tAijkl+(1− t)δikδjl for t ∈ [0, 1] and denote
by Lt1,µ, L
t
2,µ the corresponding operators. Since (k + 1)p > d, these operators are well
defined by Lemma B.1 with
‖Lti,µ‖L(W r+2,p(Ω),W r,p(Ω)) ≤ 1 + |µ|+ C(Ω, k, p)‖A‖W k+1,p(Ω)
for all t, i, µ.
Claim 1: There are µi, i = 1, 2, such that L
t
i,µ is one-to-one for all µ ≥ µi.
We can apply Theorem C.1. Note that the modulus ω can be chosen only dependent
on Ω, k, p,Λ. If Lt1,µu = 0, we can apply Theorem C.1 with b = 0 to obtain
λ
2
ˆ
Ω
|∇u|2 dx ≤ 0
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and thus u = 0, whenever µ ≥ µ1 = µ1(Ω, k, p,Λ1, λ). If Lt2,µu = 0, we can apply Theorem
C.1 with bikl = −
∑
j
∂Aijkl
∂xj
to obtain
λ
2
ˆ
Ω
|∇u|2 dx ≤ 0
and thus u = 0, whenever µ ≥ µ2 = µ2(Ω, k, p,Λ1,Λ2, λ).
Claim 2: There are constants C1, C2 > 0 with C1 = C1(Ω, λ,Λ1, p, k, µmax) and C2 =
C2(Ω, λ,Λ1,Λ2, p, k, µmax) such that for all t ∈ [0, 1], u ∈ W r+2,p(Ω;Rd) ∩ H10 (Ω;Rd),
i ∈ {1, 2} and µi ≤ µ ≤ µmax we have
‖u‖W r+2,p(Ω) ≤ Ci‖Lti,µu‖W r,p(Ω).
We argue by contradiction. If there were no such C, then there exist tn, µn, un, An such
that
1 = ‖un‖W r+2,p(Ω) > n‖Ltni,µn(An)un‖W r,p(Ω).
Furthermore,
An(x)[ξ ⊗ η, ξ ⊗ η] ≥ λ|ξ|2|η|2
for all ξ, η ∈ Rd and x ∈ Ω and ‖An‖W k+1,p ≤ Λ1. Then we find a subsequence (not
relabeled), such that tn → t, µn → µ and un ⇀ u in W r+2,p and An ⇀ A in W k+1,p.
In particular An → A uniformly, A is still elliptic with constant λ and un → u strongly
in W r+1,p and weakly in H10 . If i = 1 we easily deduce that L
tn
1,µn
(An)un → Lt1,µ(A)u
in distribution. If i = 2 we additional have ‖An‖W 1,∞ ≤ Λ2. By uniform convergence
we also have ‖A‖W 1,∞ ≤ Λ2. We also have directly Ltn2,µn(An)un ⇀ Lt2,µ(A)u in Lp. But
in both cases we also now that ‖Ltni,µn(An)un‖W r,p(Ω) → 0. Hence, Lti,µ(A)u = 0 with
u ∈ W r+2,p(Ω;Rd) ∩H10 (Ω;Rd) and thus u = 0 by claim 1. Now we use Theorem C.2 to
find
1 = ‖un‖W r+2,p(Ω) ≤ C
(
‖Ltni,µn(An)un‖W r,p(Ω) + |µn|‖un‖W r,p(Ω) + ‖un‖Lp(Ω)
)
.
Since the right hand side goes to 0, we have a contradiction.
Claim 3: For µ ≥ µi the sets
Ii,µ = {t ∈ [0, 1] : Lti,µis onto}
are closed in [0, 1].
Given tn → t, tn ∈ Ii,µ and f ∈W r,p(Ω;Rd), there are un ∈W r+2,p(Ω;Rd)∩H10 (Ω;Rd)
such that Ltni,µun = f . By claim 2 the un are bounded in W
r+2,p(Ω;Rd). On a subsequence
(not relabeled) we thus find un ⇀ u in W
r+2,p(Ω;Rd) and easily deduce Ltni,µun → Lti,µu in
the sense of distributions. Hence, Lti,µu = f and t ∈ Ii,µ.
Claim 4: For µ ≥ µi the sets
Ii,µ = {t ∈ [0, 1] : Lti,µis onto}
are open in [0, 1].
Let t ∈ Ii,µ. Then Lti,µ is continuous, onto and one-to-one and therefore an isomorphism
by the closed graph theorem. Set
δ =
1
2‖(Lti,µ)−1‖(‖L1i,µ‖+ ‖L0i,µ‖)
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and let s ∈ [0, 1] with |s − t| < δ. Let f ∈ W r,p(Ω;Rd) and let u0 = (Lti,µ)−1f . We have
to find a u ∈ W r+2,p(Ω;Rd) ∩H10 (Ω;Rd) with Lsi,µu = f which is equivalent to finding a
fixed point of
Gs(u) = (L
t
i,µ)
−1(Lti,µu− Lsi,µu+ f).
We claim that Gs : Br(u0) → Br(u0) is well defined and a contraction for r = ‖u0‖. Indeed,
since
‖Lti,µ − Lsi,µ‖ ≤ δ(‖L1i,µ‖+ ‖L0i,µ‖),
we find
‖Gs(u)− u0‖ ≤ ‖(Lti,µ)−1‖‖Lti,µu− Lsi,µu‖ ≤ 2rδ‖(Lti,µ)−1‖(‖L1i,µ‖+ ‖L0i,µ‖) ≤ r
and
‖Gs(u)−Gs(v)‖ ≤ ‖(Lti,µ)−1‖‖Lti,µ − Lsi,µ‖‖u− v‖ ≤
1
2
‖u− v‖.
Banach’s fixed point theorem gives the desired result.
Claim 5: For µ ≥ µi, we have 0 ∈ Ii,µ.
This is just the (scalar) Laplacian in each component. This is a well known result.
E.g., this is a special case of results in [GT01].
Since [0, 1] is connected, we have shown that Ii,µ = [0, 1] for µ ≥ µi. In particular, L1,µ
and L2,µ are isomorphisms. The estimates follow from claim 2.
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