Abstract. Let Ω ⊂ R N with N ≥ 2. We consider the equations
Introduction
The purpose of this paper is to answer two of the questions left open in [2] . Recall that that paper began the study of the boundary value problem u a u xx + u b u yy + p(x) = 0, (1.1) u| ∂Ω = 0, (1.2) in a smooth bounded convex domain Ω in R 2 . Here a and b are non-negative, but are not equal, and the function p was positive and continuous on the closure of Ω.
There were two motivations for the study of this equation. First, there was a large and interesting literature in the isotropic case where a = b, even for domains in higher dimensions. (See, for example [5, 6, 3, 9, 10] for references.) When (1.1)-(1.2) arose naturally from discussions involving fluid dynamics [1] , it was natural to wonder how much of the existing theory would carry over to the anisotropic case.
The short answer to this question was that not much did. It was proved that a classical solution exists, but Ω had to be made convex and restricted to R 2 . Monotone iteration techniques in the usual treatment of semilinear elliptic equations fail in this case. The solution has to be extracted by a compactness argument. The proof in [2] made use of an interior estimate that is valid only in two dimensions. More seriously, the convex domain assumption is crucial in the construction of an upper solution satisfying the boundary condition. This ensures that the constructed solution will satisfy the boundary conditions.
In this paper, we remedy two of the basic flaws in the earlier paper. First, we remove the restriction that the dimension be restricted to two, even though in this case, we retain the convexity condition, and show that a classical solution still exists.
Let Ω ⊂ R N with N ≥ 2. We therefore consider the equations The second flaw in the earlier paper is that the existence result is restricted to convex domains. This we improve with a result about non-convex domains. Perhaps what is most interesting about this result is what we don't prove. Given the previous discussion, one might expect that we would prove theorem 1 in the case of non-convex domains. Instead, we prove a weak version of theorem 1, namely
Theorem 2. Let all the assumptions in theorem 1 hold, except for the requirement on the convexity of Ω. Then there exists a function
Here ψ is the solution to equations (1.5)-(1.6).
Our final theorem is a very partial result which tries to reconcile theorems 1 and 2. In this case, we show that if the dimension is restricted to 2, and severe retrictions are imposed on the degeneracy, it is possible to get full classical solutions in the non-convex case.
Theorem 3. Let all the assumptions in theorem 1 hold, except that Ω is a nonconvex bounded smooth domain in
In section 2 we will study a regularized problem which approximates equations (1.3)-(1.4). In section 3 we will describe a comparison principle for quasilinear elliptic problems. In section 4, results from the previous two sections are employed to prove theorem 1, which is valid in convex domains. We deal with non-convex domain in section 5, and theorem 2 is proved. In section 6, we show that theorem 3 is true, using a Harnack type inequality. In section 7, we summarise what remains to be done on this problem.
For simplicity we denote the first (N −1) coordinates by x and the last coordinate x N by y.
Since Ω is bounded, we can make a translation of the domain so that it lies in the interior of the strip
Define ψ as the solution of the ordinary differential equation
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By the main theorem in [5] (which is restated in theorem 2 in [2] ), a unique positive solution ψ of (1.
An approximation problem
We want to study a regularized equation which approximates equation (1.3) in some sense. Let r i = a i − a N for i = 1, 2, ..., N − 1. Therefore r i ≥ 0 and r 1 > 0. For any > 0, consider the equation
subject to the boundary condition
But to study this quasilinear approximation problem, we have to first introduce a related semilinear equation
Hence S is a closed bounded convex set in C(Ω). Given v ∈ S, we consider the semilinear equation Proof. The monotone iteration technique works in W 2,q for our case. This is well known and is a slight modification of the proof in [8] . We include a brief outline here. The details are similar to the discussion leading to p.26 in [8] .
Since ϕ = 0 is a lower solution and ψ as defined by equations (1.5)-(1.6) is an upper solution, monotone iteration [8] still works because the Aleksandrov maximum principle (theorem 9.1 in [4] ) can be used to replace the classical maximum principle when q ≥ N . Starting from the lower solution, we have a monotone increasing sequence w n ∈ W 2,q , q > 1, with a uniform upper bound. Here w 0 = ϕ = 0 and, for n = 0, 1, 2, ...,
where λ = bM/ b+1 . Without loss of generality we let ≤ 1. Let w n → w in a pointwise sense. From the L q theory of elliptic equations, this sequence will have a uniform bound in W 2,q (Ω) for any N ≤ q < ∞. By taking q > N, the Sobolev theorem on compact embedding will ensure that a subsequence converges in the Hölder norm of C β (Ω) for β = 1 − N/q, and hence converges uniformly. But it has a unique limit w. Thus the original sequence (not only a subsequence) must converge uniformly to w. Hence {w n } is a Cauchy sequence in the uniform norm. Elliptic regularity of equations (2.6) ensures that {w n } will be a Cauchy sequence in W 2,q for any q > N. Thus it converges to w in W 2,q . Since q > N, therefore w ∈ C(Ω). Thus there exists a w ∈ W 2,q which satisfies equations (2.3) and (2.4). Moreover, 0 ≤ w ≤ ϕ by the construction. Furthermore, the Aleksandrov maximum principle will ensure that this equation has a unique non-negative solution.
By treating the nonlinear term in equation (2.3) as a given source term, the equation becomes linear. We then note that w ∈ W 2,q (Ω) ∩ W 1,q 0 (Ω) (see theorem 9.15 on p. 241 of [4] ). We can now employ lemma 9.17 on p. 242 of [4] to conclude that
whereC( , δ, q) and C( , δ, q) are positive constants which can depend on , the modulus of continuity δ of v, and q. This completes the proof of lemma 1.
We now return to study the equations (2.1)-(2.2).
Lemma 2. Let Ω be a bounded domain in R N with smooth boundary ∂Ω (of class
Proof. Define T : S → S such that for all v ∈ S, T v = w as defined by equations (2.3)-(2.4). Since for any given > 0 the equation (2.3) is uniformly elliptic with
and the nonlinear source term p/(w + )
, it follows that we can employ the global Hölder's estimate (corollary 9.29 on p. 252 of [4] ) to conclude that
where 0 < β < 1 and k are positive constants which can depend on , but are uniform for all v ∈ S. The estimate implies that T is a compact operator.
Deferring the proof of the continuity of T , we can employ the Schauder fixed point theorem in the closed bounded convex set S to conclude that there is a fixed point u of T . Treating the nonlinear term as an L ∞ source term and employing L q elliptic regularity, we see that the solution u ∈ W 2,q for any 1 < q < ∞. By taking q large, we see that the solution u ∈ C 1+α (Ω) for any 0 < α < 1. An application of Schauder's estimate gives u ∈ C 2+α (Ω). This completes the proof of lemma 2, provided we establish the continuity of T . This is done as follows.
For simplicity we rewrite the equation (2.3) as
Note that a ij (v) and a ij (v m ) can be bounded by the same ellipticity constants in equation (2.7), which depend only on and M . On subtracting one equation from the other, we have, using mean value theorem on g,
where h ≥ 0 for all x and is bounded. Since T v − T v m satisfies the zero Dirichlet boundary condition and is in W 2,q with q > N, we can apply the Aleksandrov maximum principle (theorem 9.1 on p. 220 of [4] ) to obtain
because of the estimate (2.5). Here C is a constant which depends on through the elliptic constants for a ij (v m ). Hence T v m converges to T v uniformly. Thus T is continuous.
A comparison lemma
In this section, using the maximum principle we will establish a comparison lemma on a class of quasilinear elliptic equations. This allows us to obtain L ∞ bounds on the solutions to this class of equations, using the method of upper and lower solutions. The proof is similar to that of lemma 1 in [2] , and hence will be skipped.
Lemma 3. Given the equation
subject to the boundary condition 
Further, we make the following assumptions:
on Ω, and ϕ|
on Ω, and ψ|
is any solution of equations (1.5) and (1.6) with u > 0 on Ω, then
on Ω.
All remarks 1 to 3 in [2] hold. In particular we have the following. 
Proof of Theorem 1
In order to extract a solution to equations (1.3)-(1.4) from the sequence {u }, we need to show that the sequence is bounded away from zero in any compact subset of Ω. We prove this fact by our comparison lemma. Without loss of generality, we let ≤ 1 and R ≤ 1 in the following.
For any x 0 ∈ Ω, we take an open ball S centered at x 0 with S ⊂⊂ Ω. Without loss of generality we can regard x 0 as the origin. Letting the radius of S be R and δ > 0, we then define
Hence ϕ| ∂S = 0, ϕ > 0 on S, and ∂ 2 ϕ/∂x , a 1 , ..., a N ) sufficiently small. Hence ϕ is a strict lower solution for equation (2.1). Thus, employing lemma 3 on the ball S, we conclude that
on any ball S of radius R for any , provided S ⊂ Ω.
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We now restrict our attention to the domain 3S/4, which is the ball centered at the origin with radius 3R/4. We treat equations (2.1)-(2.2) as a linear equation. From equation (4.2), inside the ball 3S/4 the equation is uniformly elliptic with
We can now apply the interior Hölder estimate to equation (2.1) in the ball S/2 (corollary 9.24 on p. 250 of [4] ) to get
for some positive constants 0 < γ < 1 and C 1 , which can depend on R but are independent of . Further bootstrapping using the interior Schauder estimate (theorem 6.2 on p. 90 of [4] ) in the ball S/4, we can obtain
where C 2 can depend on the C γ (S/2) bound on u , and In order for v to qualify as a classical solution of equations (1.3)-(1.4), we have to show that v ∈ C(Ω) and v| ∂Ω = 0. This is the case for a convex domain.
Let Ω be convex in the rest of this section. Then for any x ∈ ∂Ω, there is a tangent plane T x passing through x with Ω lying on one side of T x . We can also construct another plane T x parallel to T x such that Ω is contained in the semiinfinite strip enclosed by T x and T x . By translation we can let the origin lies in T x . Take coordinate axes X 1 , ...., X N −1 and y 1 so that the y 1 axis is perpendicular to T x . Let β i be the angle that the y 1 axis makes with the x i axis for i = 1, ..., N − 1, and β be the angle that the y 1 axis makes with the y axis. It can be checked that
We will distinguish two cases. Case (i): The y axis and the y 1 axis are not perpendicular to one another. Thus β = π/2 or 3π/2. Throughout case (i), β will be fixed.
Define φ = φ(y 1 ) such that it solves 
Hence by lemma 3 (and remark 1 in section 3), we have u ≤ φ onΩ. By remark 2, we can take the limit as → 0 to obtain 
Weak solution in non-convex domains
For non-convex domains, we cannot construct an upper solution φ as in the last section. Hence an energy estimate is performed to establish the existence of a weak solution. This result has been stated in theorem 2.
Remark 3. It may be tricky to construct an upper solution which forces our constructed solution to attain a value of zero at the boundary. Consider the approximation problem (see equations (2.1)-(2.2)) (u + )u xx + u yy + 1 = 0 in the annulus domain {(x, y) ∈ R 2 : 1 < x 2 + y 2 < 4}. If the upper solution φ is smooth up to the boundary, then at the point (0, 1) we require φ xx ≤ 0 according to condition (U) in the comparison lemma. However, since φ = 0 at this point, it attains its minimum in the x-direction there, and hence φ xx ≥ 0 at (0, 1). Thus φ xx = 0 at (0, 1). These impose stringent requirements on φ.
Proof of theorem 2. From lemma 2, we have a sequence of positive solutions {u } ∈ C 2+α (Ω) which satisfy
(Ω), and the sequence {u } has a uniform L ∞ (Ω)
bound. Let n(x) be the unit outward normal at x ∈ ∂Ω, and + = N i=1,ai>0 , to simplify our notation.
We perform an integration by parts on equations (5.1)-(5.2) to obtain
Since at any x ∈ ∂Ω, u attains its minimum value 0, it follows that ∂u ∂xi n i ≤ 0 for each i = 1, ..., N . We therefore have
This gives
We now claim that u γ1 has a uniform bound in Combining cases (1) and (2), we establish a uniform bound on the H 1 0 (Ω) bound on {u γ1 }.
By the H 1 norm uniform bound that we just established, there exists a w ∈ H 
Boundary continuity of solutions
In the last section a weak solution was constructed for equations (1.3)-(1.4) in smooth bounded non-convex domains. This solution is smooth in the interior and satisfies the boundary conditions only in a weak sense. In some special cases we are able to show that it is continuous up to the boundary and hence is a classical solution.
Let N = 2 and a ≡ a 1 + a 2 < 1. From lemma 2 there is a solution u ∈ C 2+α (Ω) that satisfies
Recall from remark 2 that u → v in C 2 (Ω) and v satisfies equation (1.3). We would like to show that v(x) → 0 as x → ∂Ω.
We will use a Harnack type inequality to show this fact. It is essentially the same calculations as in the proof of theorems 9.20 and 9.26 in [4] . The only difference is that we are dealing with the case that the equation is not uniformly elliptic and have to bookkeep the important coefficients accordingly. For simplicity we write equation ( 
where C is a positive constant which depends on Λ, M and K, but is independent of R and .
Proof. We follow the procedures for theorem 9.20 on p. 244 of [4] . Without loss of generality, we can assume that 2R = 1 and y is the origin. The general case will be recovered by the transformation x → (x − y)/2R.
On the ball B 1 , we define η = (1 − |x| 2 ) 2 and v = ηu . Direct calculations give Furthermore it can be checked that
Hence on the contact set Γ 
In what follows we use C to denote any generic constant which may depend on Λ, M and K. Thus, combining the previous two equations,
where the last inequality follows because of the uniform L ∞ bound on u . With
the proof of lemma 4 is now complete.
With balls centered at ∂Ω, one can argue as in the proof of theorem 9.26 on p. 250 of [4] by extending u to be zero outside Ω, and obtain the following key boundary estimate:
2 be a bounded domain with smooth boundary ∂Ω (of class C 2+α , 0 < α < 1), and let y ∈ ∂Ω. Then for any ball B 2R (y), we have
Take a ball of radius R. Since the boundary is C 2 , there exists an R 0 such that if R ≤ R 0 then for any y ∈ ∂Ω, the ball lies insideΩ and touches the boundary of Ω only at the point y. Hence from equation (4.2), we know that for all x such that dist(x, ∂Ω) ≤ R 0 , there exists a δ 1 > 0 such that Thus v is continuous up to the boundary. The proof of theorem 3 is now complete.
What's left
The most significant omission of this paper is the absence of any results on uniqueness. Although this is not a problem in the isotropic case, there is almost nothing known in the nonisotropic case. The only result, for a very restricted class of domains and a restricted class of functions p, occurs in [7] .
The second outstanding problem is to reconcile the various existence results with the different hypotheses. It is natural to conjecture that the results of theorem 3 are true without restriction on the geometry of the domain, the size of the "degeneracy coeffients" a i , or the dimension of the space.
Finally, one should expect results which allow for more general degenerate quasilinear operators and a less restricted class of functions p.
