Abstract. In this short note, we derive a precise tail expansion for Gaussian multiplicative chaos (GMC) associated to the 2d GFF on the unit disk with zero average on the unit circle. More specifically, we show that to first order the tail is a constant times an inverse power with an explicit value for the tail exponent as well as an explicit value for the constant in front of the inverse power; we also provide a second order bound for the tail expansion. The main interest of our work consists in two points. First, our derivation is based on a simple method which we believe is universal in the sense that it can be generalized to all dimensions and to all log-correlated fields. Second, in the 2d case we consider, the value of the constant in front of the inverse power is (up to explicit terms) nothing but the Liouville reflection coefficient taken at a special value. The explicit computation of the constant is then made possible thanks to our recent rigorous derivation with Kupiainen of the DOZZ formula [9, 10] ; to our knowledge, it is the first time one derives rigorously an explicit value for such a constant in the tail expansion of a GMC measure. The paper is voluntarily very short to emphasize the method and also self-contained so that it becomes a toolbox for computing tails in GMC theory.
in Kahane's 1985 seminal work [7] . If Ω is some open subset of R d then the theory of GMC enables to define random measures of the form
where dx denotes the Lebesgue measure, X is a log-correlated Gaussian field, i.e. a centered Gaussian field with covariance (1.2) E[X(x)X(y)] = ln 1 |x − y| + f (x, y) with f some smooth and bounded function. Of course, definition (1.1) is only formal since X is not defined pointwise hence the measure M γ can only be defined via a regularization procedure. More specifically, the measure M γ is defined via the limit in probability of the sequence
where (X ǫ ) ǫ>0 is a reasonable family of smooth Gaussian fields converging towards X when ǫ goes to 0: see Berestycki's very simple and elegant approach [2] for an introduction to GMC and an account on the above issues of convergence. Kahane [7] proved in 1985 that the measure M γ is different from 0 if and only if γ 2 < 2d
1
; moreover, a standard result in GMC theory is the following condition on existence of moments: if O is some nonempty and bounded open subset then
In view of (1.4), it is natural to seek the exact tail behaviour of M γ (O). This was achieved in the beautiful work by Barral and Jin in [1] in the 1d case and for a kernel of the form E[X(x)X(y)] = ln Unfortunately, it is not obvious how to generalize the work [1] to higher dimensions and other kernels of the type (1.2) because the exact shape of their kernel underlies a geometric 1d cone construction, which produces an exact functional relation on which their argument is based. Moreover, the approach of Barral and Jin does not provide an explicit value for the constant C ⋆ . Let O denote an open subset of R d with a C 1 boundary
2
. The aim of this work is to introduce a simple method to compute the tail of M γ (O) which is robust in the dimension and the kernel. Moreover, our method provides an exact value for the constant in the leading order term in the case of dimension 2. Since we want to emphasize the simplicity of the method and avoid boring technical difficulties, we will consider the case of the the unit disk D equipped with a Gaussian Free Field (GFF) X with vanishing mean over the unit circle. Indeed, though we believe our method can be generalized to all dimensions and all kernels, we stick to the 2d GFF setting to keep this note rather short. We further mention that some material in this note is inspired by the work of Duplantier-Miller-Sheffield [4] and also by the tail estimates which appear in our recent proof with Kupiainen of the DOZZ formula [9, 10] . In fact, our main result (Theorem 2.1 below) can be seen as a strengthening of the convergence results which underly the construction of the so-called quantum sphere in [4] . However, let us stress that this note is mostly self-contained and requires no a priori knowledge of the aforementioned papers: we will recall the basic material in the next subsection. 1 We will only consider this case in this note though there has been much progress recently in understanding the critical case γ 2 = 2d.
2 Our techniques could handle more general cases but for the sake of simplicity we consider only the case of a smooth boundary.
More precisely, before stating the main result, we recall the definition of the reflection coefficient of Liouville conformal field theory (LCFT hereafter).
1.1. The Liouville reflection coefficient. In this subsection, we introduce the (unit volume) reflection coefficient of LCFT. It was defined in [10] where it plays an important role in the proof of the DOZZ formula. In order to introduce the reflection coefficient, we first recall basic material introduced in [4] . Let γ ∈ (0, 2) and Q = s ) s 0 are two independent standard Brownian motions with negative drift α − Q and conditioned to stay negative. We also consider an independent centered Gaussian field Y defined in the complex plane with covariance
We introduce the integrated chaos measure with respect to Y (1.9)
This is a slight abuse of notation since the process Z s is not a function (for γ √ 2) but rather a generalized function; in this setup, Z s ds is a stationary 1d random measure. Now, we define the (unit volume) reflection coefficientR(α) for all α ∈ ( γ 2 , Q) by the following formula
.
Notice that the condition α ∈ ( Finally, one of the main results of [10] is an integrability result forR. Indeed, one has the following remarkable explicit formula forR
where Γ is the standard Gamma function and l(x) = Γ(x)/Γ(1 − x). Now that we have introducedR, we can announce the organization of the paper. First, we state our main result in section 2 and then proceed with the proof in section 3. The final section of the paper discusses how the method can be extended to more general situations.
Setup and Main Results
We consider the unit disk D ⊂ C equipped with a Gaussian Free Field (GFF) X with vanishing mean over the unit circle. This is a centered Gaussian field with covariance
For γ ∈ (0, 2), we consider the GMC measure
where d 2 z is the standard Lebesgue measure in the plane. In the sequel, we adopt the following standard convention: for β ∈ R, we denote o(t β ) (respectively O(t β )) a quantity of the form ǫ t t β where ǫ t goes to 0 (resp. remains bounded) as t goes to infinity. Denote by |B| the Lebesgue measure of the Borel measurable set B. Our main result is:
For any δ ∈ (0, 
whereR(γ) is the (unit volume) reflection coefficient of LCFT evaluated at γ. It has explicit expression
and the function l is given by a ratio of Gamma functions
The origin of the value p 0 will be more transparent in Remark 3.5 below. Also, notice that 1 + p 0 − 4 γ 2 > 0 so that our statement is not trivially empty.
Remark 2.2. In a previous version of this note, we stated (2.3) with a better bound on δ than the present condition; unfortunately this was due to a slight mistake in the proof. Also, let us mention that we do not know what is the optimal bound on δ such that (2.3) holds.
We believe that the appearance of (an analogue of) the unit volume reflection coefficient is a universal feature of the tail analysis in GMC theory (see section 4): more precisely, there should exist analogues in all dimensions ofR(γ) defined via probability theory by formula (1.10) that will appear in the tail asymptotics of GMC. A specific feature of the 2d case is that there exists an explicit analytic expression for the probabilistically definedR(γ), i.e. the exact formula (2.4) which was established in [9, 10] .
Let us comment on the physics literature. To our knowledge, an explicit tail expansion for GMC was derived (at the level of physics rigor) in the papers [5, 6] in the 1d case for two specific log-correlated models: the circular case in [5] and the unit interval case in [6] (with exact logarithmic correlations, i.e. the case where f = 0 in (1.2)). Their derivation is based on exact integrability results for GMC hence their results are much stronger than just tail expansions for these specific GMC measures; however, these works do not adress the derivation of tail expansions for 1d GMC associated to general logarithmic kernels or more importantly for GMC in higher dimensions. We refer to the section 4 below for more on this.
Finally, let us mention that the techniques developped to prove Theorem 2.1 can also be used to show that the unit volume Liouville measure constructed by David-Kupiainen-Rhodes-Vargas in [3] with marked points (γ, 0), (ǫ, 1), (γ, ∞) converges when ǫ goes to 0 towards the unit volume quantum sphere constructed by Duplantier-Miller-Sheffield in [4] . The convergence is to be considered in the space of quantum surfaces (see [4] for definitions). Recall that the unit volume quantum sphere is the unit volume random measure µ(dsdθ) defined on the cylinder R × [0, 2π] (seen in the sense of quantum surfaces hence up to translations along the horizontal or vertical axis) by
where F is a function defined on Radon measures and ρ(γ) = ∞ −∞ e γB γ s Z s ds. It is quite natural to interpret R(γ) as the partition function of the unit volume quantum sphere.
Proof of Theorem 2.1
Conventions and notations. We will also denote | · | the norm in C of the standard Euclidean metric. For all r > 0 we will denote by B(x, r) (resp. C(x, r)) the Euclidean ball (resp. circle) of center x and radius r. We will write X ∐ Y when the random variables X and Y are independent.
3.1. Localization trick. The main observation is the simple following trick based on the Girsanov transform
where we have set
The important point is that the asymptotic behavior of the quantity E[
is completely determined by the behavior close to v because of the singularity 1 |z−v| γ 2 . So we will establish the following estimate, which will be enough to complete our argument. 
and satisfying ∀v lim t→∞ |ǫ(t, v)| = 0 and
The remaining part of this section is devoted to the proof of this lemma.
3.2. GFF with vanishing mean over a circle. Given v ∈ C, we consider the GFF X v,r with vanishing mean over the circle C(v, r), namely a centered Gaussian random distribution with covariance for x, y ∈ D
where we use the notation |z| + = |z| if |z| 1 and |z| + = 1 if |z| 1. Let us denote by (X v,r u ) u 0 the circle average of this field
A simple computation shows that (X v,r u ) u 0 is a standard Brownian motion starting from 0 independent of the sigma algebra σ{X v,r (z); z ∈ B(v, r) c }.
3.3. Polar decomposition and the reflection coefficient. The asymptotic expansion in Lemma 3.1 will be determined by the behavior of the integral M γ (v, O) around the singularity at v. As already noticed in [10] , an important ingredient in the analysis is the reflection coefficient. We consider the polar decomposition of the chaos measure. We have the following equality in the sense of distributions
where B s is Brownian Motion starting form origin at s = 0 and Y (s, θ) the independent centered Gaussian field with covariance
Then we get by the change of variable z = v + e −s e iθ (3.3)
The following decomposition lemma due to Williams (see [13] ) will be useful in the study of M γ (v, B(v, r)): 
where ( B s − νs) s 0 is a Brownian motion with drift −ν conditioned to stay negative and L −C is the last time ( B s − νs) hits −C. Remark 3.3. As a consequence of the above lemma, one can also deduce that the process
We may apply Lemma 3. where we used stationarity of the process Z s (and independence of Z s and B s ). The distribution of M is well known (see section 3.5.C in the textbook [8] for instance):
Now, notice thatR(γ) appears as the coefficient of the tail of the random variable e γM ∞ −∞ e γB γ s Z s ds. Indeed, because of (3.5) and (1.11) the following holds for any η > 0
3.4. Decomposition of the GMC around v. We fix v ∈ O and set r = dist(v, ∂O). Our purpose now is to replace the field X in the definition of M γ (v, B(v, r)) by the field X v,r in order to use the polar decomposition of the GMC measure in B(v, r) detailed in the previous subsection. It suffices to subtract the mean value of X along the circle C(v, r). Therefore we introduce
This is a centered Gaussian variable with variance
v,r ] = − ln r. We introduce the field X = X − N v,r , which has the same law as X v,r . One can notice that
for all |x − v| r hence X is independent from N v,r . Therefore, using the decomposition in distribution obtained in subsection 3.3 v,B(v,r)) 1 {Mγ (v,B(v,r) )>t} ]. We will show this claim by giving an upper/lower bound up to o(t 
Remark 3.5. Notice that ψ(p) > 0 for p ∈ (0, 4/γ 2 − 1). The value of p 0 in (2.2) is determined in such a way that ψ(p 0 ) = −1. This ensures that ψ(p) ∈ (−1, 0) for p ∈ (4/γ 2 − 1, p 0 ). Our proof will show that the exponent α appearing in Lemma 3.1 will actually be given by ψ(p) for some p ∈ (4/γ 2 − 1, p 0 ).
Proof. If p > 0 observe that ψ(p) > 0 if and only if p <
In this case, the result is a simple consequence of Lemma A.1 in [3] . Now we study the case p
p . Assume p > 1 (if p 1 use sub-additivity of the mapping x → x p in the next argument. We have (using in turn Hölder's inequality and invariance under translations)
It is standard fact in GMC theory that A n scales as E[A
Since ψ(p) 0, we get our claim.
Now we first give the upper bound. Fix δ ∈ (0,
). We can find η > δ such that
Hence we can choose For the lower bound we first restrict to the set {A < t 1−η } to get
where we have used the inequality (1 + u)
The last of the three terms
is less than t −(1−η) P(A > t 1−η ) and by the Markov inequality,
with ψ(p − 1) ∈ (−1, 0). The second will be treated in the same time as the first (next subsection) and will be proved to be O(t
3.6. Behaviour near the singularity. In view of the bounds (3.8) and (3.9), it remains to study the term
We will proceed by using decomposition (3.6) and establishing lower/upper bounds.
Lower bound. In the study of the lower bound, let us fix η such that η > δ and η satisfies (3.7) in such a way that we can find 1 < p < 1 + p 0 with p(1 − η) > 4 γ 2 + δ. We will introduce the event {γM > η ln t}. On this event, one has I γ (M ) I γ ( η γ ln t) and therefore
The correction term (second expectation above) is r −α o(t − 4 γ 2 −δ ) with α < 1. Indeed on the event {γM < η ln t}, the event {r
, where the function ψ has been defined in Lemma 3.4.
Then we average with respect to M to get (recall that the distribution of M is given by (3.5))
One has
to get the desired lower bound. By Remark 3.3, the processB 
ds.
We set m = 4 γ 2 . Then using the triangle inequality to get the third line below
This expression is of the form (α t + β t ) m − α 
In the above expression the first expectation is less thanR(γ) 1−γ 2 /4 . We aim to bound the second one. Let us fix η ′ ∈ (0, 1). Then
Notice that the last expectation is finite (use Hölder inequality and the fact that B has finite moments of order q < m and I γ (0) has finite negative moments of all order). This proves our claim for the lower bound provided that we choose η ′ small enough so as to make
Upper bound. For the upper bound, we use again the decomposition (3.6)
We want to replace the term I γ (M ) in the fraction by I γ (∞). The cost for this replacement is
Now we establish that this cost is r −α o(t . Notice that the η introduced in the proof of the upper bound is not the same as the η introduced in the proof of the lower bound. Now we evaluate the cost term, which can be estimated on the event {M > η γ ln t} by
where we have introduced the function
The above expression for the cost will be analyzed according to different possible regimes of the function F , depending on the possible values of its argument t e γM Iγ (M) . For this, observe that 1
we can choose 0 < q < 2 and 0 < a < 1 such that (3.11) 1 < aqγQ and 0 < a < 1 − √ 2 Q .
First, restricting the cost further to the event {tr −aγQ < e γM I γ (M )}, we can use the rough estimate F (u) r −2 (obtained by using the fact that indicator functions are bounded by 1) to deduce that, on this event and for any 0 < q < 2, the cost term is less than 
provided that m is chosen smaller than 4 γ 2 (recall that I γ (0) has negative moments of all order: see [10] ). Now we can use the explicit exponential law for M to get that (3.12) is less than Cr qaγQ−2 t −q−( Then using this estimate, the cost term restricted to the event {tr −aγQ > e γM I γ (M )} is seen to be less than γ 2 )η using the explicit exponential distribution (3.5) of M as in (3.12). Again, conditions (3.11) and (3.10) ensure respectively that the r-exponent and t-exponent behave as expected.
On the event {M The recent integrability results of Rémy for GMC on the circle [11] allows us to compute explicitly the tail of M γ (O) in the case when X is the circular logarithmic noise and O = (0, 2π); as a matter of fact, the result of Rémy is much more precise since it gives the precise density of the total of mass of GMC on the circle (this density was conjectured in the physics literature in 2008 by Fyodorov-Bouchaud [5] ; see also a similar conjecture in [6] for the case of the unit interval). This leads to the following explicit expression for
