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G-TYPE SPACES OF ULTRADISTRIBUTIONS OVER Rd+ AND
THE WEYL PSEUDO-DIFFERENTIAL OPERATORS WITH
RADIAL SYMBOLS
SMILJANA JAKSˇIC´, STEVAN PILIPOVIC´, AND BOJAN PRANGOSKI
Abstract. The first part of the paper is devoted to the G-type spaces i.e. the
spaces Gαα(R
d
+), α ≥ 1 and their duals which can be described as analogous to
the Gelfand-Shilov spaces and their duals but with completely new justification
of obtained results. The Laguerre type expansions of the elements in Gαα(R
d
+),
α ≥ 1 and their duals characterise these spaces through the exponential and sub-
exponential growth of coefficients. We provide the full topological description and
by the nuclearity of Gαα(R
d
+), α ≥ 1 the kernel theorem is proved. The second
part is devoted to the class of the Weyl operators with radial symbols belonging
to the G-type spaces. The continuity properties of this class of pseudo-differential
operators over the Gelfand-Shilov type spaces and their duals are proved. In this
way the class of the Weyl pseudo-differential operators is extended to the one with
the radial symbols with the exponential and sub-exponential growth rate.
1. Introduction
The aim of this paper is twofold. In the first part, we study the spaces Gαα(R
d
+),
α ≥ 1 and their strong duals, analogous to the Gelfand-Shilov spaces and their duals,
while in the second part, we study a class of the Weyl operators with rotationally
invariant symbols using the results from the first part.
The Gelfand-Shilov spaces Sα(R
d), Sβ(Rd) and Sβα(Rd), α+β ≥ 1 (referred to as
S-type spaces) are very well known and used in the analysis of Cauchy problems,
spectral analysis, time-frequency analysis and many other fields of mathematics (see
[3], [10]-[13], [19]). The spaces Sαα(R
d), α ≥ 1/2 are of the special interest because
they are invariant under Fourier transform and have been characterised through the
Hermite expansions and the corresponding estimates of coefficients (see [2], [18],
[21]).
On the other hand, the corresponding function spaces defined on Rd+ are less stud-
ied, although they should have similar importance. Such spaces, Gα(R
d
+), G
β(Rd+)
and Gβα(Rd+), α + β ≥ 2 (referred to as G-type spaces) in the one dimensional case
d = 1, were introduced by A. Duran in [7] in order to extend the Hankel-Clifford
transform, analogous to the Fourier transform for the positive real line, to a class of
functionals larger than that of tempered distributions on the positive real line.
In the first part, we are interested in the spaces Gαα(R
d
+), α ≥ 1, invariant under
the Hankel-Clifford transform. In the case d = 1 these spaces have been characterised
through the Laguerre expansions and the corresponding estimates of the coefficients
in [8]. Our investigations are connected with the papers of A. Duran [4]-[8] in the
case d = 1. These papers contain a lot of fine results but, however, there exist
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subtle gaps which we improved upon. Let us briefly present our investigations. In
Section 3, following [7], we introduce the spaces Gβα(Rd+), α, β ≥ 0. In Section
4, we improve upon the gaps in [6] concerning the Hankel-Clifford transform as a
continuous mapping from S(R+) into the same space, defining this transform for
the d-dimensional case. Moreover, we introduce, as an important novelty of the
paper, the modified fractional powers of the partial Hankel-Clifford transform as a
main tool for an examination of the G-type spaces. In Section 5, the expansion of
elements from Gαα(R
d
+), α ≥ 1, with respect to the Laguerre orthonormal basis, is
presented. We characterise these spaces through the coefficient estimates. The main
corrections of gaps in [8], related to the analytic function F (w), w ∈ D, as well as
the equivalence of the conditions of Proposition 5.4, are done. We underline, as an
important novelty of our paper, the topological structure described in Section 6,
since the explanation of this structure in the case d = 1 given in [8] is inadequate.
This is essentially improved in the multi-dimensional case (Theorems 6.1, 6.2) by the
closed graph De Wilde theorem. Moreover, as a main consequence of the analysed
topological structure, we prove in Section 6 the nuclearity of the spaces Gαα(R
d
+),
α ≥ 1 as well as the Schwartz’s kernel theorem,
Gαα(R
d1
+ )⊗ˆGαα(Rd2+ ) ∼= Gαα(Rd1+d2+ ), α ≥ 1.
In the second part, we use the obtained series expansions in order to introduce a
new class of pseudo-differential operators with radial symbols and prove continuity
properties of such operators on the Gelfand- Shilov spaces and their duals. More
precisely, we prove the continuity of the Weyl pseudo-differential operators with
radial symbols from the spaces G2α2α(R
d
+) and (G
2α
2α(R
d
+))
′, α ≥ 1/2. In the first case,
we show that the class of the Weyl pseudo-differential operators with radial symbols
is a continuous and linear mapping from Sαα(R
d) into Sαα(R
d) which can be extended
to a continuous and linear mapping from (Sαα(R
d))′ into Sαα(R
d), while in the second
case of the symbol, we show that the class of the Weyl pseudo-differential operator
is a continuous and linear mapping from Sαα(R
d) into Sαα(R
d) which can be extended
to a continuous and linear mapping from (Sαα(R
d))′ into (Sαα(R
d))′. This second
case is especially important since we have symbols in the dual spaces as well as the
corresponding mapping over the duals of the Gelfand-Shilov spaces.
As a consequence, in Section 7, we give the corresponding results related to the
symbols in S(Rd+) and its dual and the corresponding continuous linear mappings
related to the Schwartz space S(Rd) and its dual. With these special cases, we
extend the corresponding results of M. W. Wong [27, Chapter 24].
2. Preliminaries
We denote by N, Z, R and C the sets of positive integers, integers, real and
complex numbers, respectively; N0 = N∪ {0}, R+ = (0,∞). The symbol Rd+ stands
for (0,∞)d and Rd+ for its closure, i.e. [0,∞)d. We use the standard multi-index
notation. We denote by 1 = (1, . . . , 1) ∈ Nd. Thus, for z ∈ Cd, z1 stands for
z1 · . . . · zd. Moreover, for x, t ∈ Rd+, xt = xt11 · . . . · xtdd ; in this case we use the
convention 00 = 1. For n ∈ Nd0, Dn stands for ∂n/∂tn11 . . . ∂tndd . We use ‖ · ‖2 for the
norm in the Banach space (abbreviated as a (B)-space) L2(Rd+).
We denote by s the space of all complex sequences {an}n∈Nd0 such that for each
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j ∈ N, sup
n∈Nd0
|an|(|n|+ 1)j <∞. With these seminorms, s becomes a nuclear Fre´chet
space; from now on abbreviated as an (FN)-space (see [26, p. 527]; clearly in the
definition of s, we can take the lp-norms, p ≥ 1 instead of the sup-norm). Its strong
dual, which we denote by s′, consists of all complex valued sequences {an}n∈Nd0 such
that sup
n∈Nd0
|an|(|n|+ 1)−j < ∞ for some j ∈ N (which depends on {an}n∈Nd). It is a
(DFN)-space.
Let α ≥ 1 and a > 1. We define sα,a to be the space of all complex sequences
{an}n∈Nd0 for which ‖{an}n∈Nd0‖sα,a = sup
n∈Nd0
|an|a|n|1/α < ∞. With this norm sα,a
becomes a (B)-space. For a > b > 1, sα,a is continuously injected into sα,b. As a
locally convex space (abbreviated as an l.c.s.) we define sα = lim
−→
a→1+
s
α,a; the inductive
limit is indeed a (Hausdorff) l.c.s. since sα,a are continuously injected into s.
Proposition 2.1. For a > b > 1, the canonical inclusion sα,a → sα,b is nuclear. In
particular, sα is a nuclear (DFS)-space (i.e. a (DFN)-space) and its strong dual
(sα)′ is an (FN)-space.
Proof. Since the canonical inclusion sα,a → sα,b is a composition of two inclusions
of the same type it is enough to prove that it is quasi-nuclear (for the definition
of a quasi-nuclear mapping see [20, Definition 3.2.3., p. 56] and for the fact that
the composition of two quasi-nuclear mappings is nuclear see [20, Theorem 3.3.2.,
p. 62]). For each m ∈ Nd0, we define em ∈ (sα,a)′ by 〈em, {an}n∈Nd0〉 = amb
|m|1/α .
One easily verifies that ‖em‖(sα,a)′ ≤ (b/a)|m|1/α , hence
∑
m∈Nd0
‖em‖(sα,a)′ <∞. For
{an}n∈Nd0 ∈ s
α,a we have
‖{an}n∈Nd0‖sα,b ≤
∑
m∈Nd0
|am|b|m|1/α =
∑
m∈Nd0
|〈em, {an}n∈Nd0〉|,
i.e. the canonical inclusion sα,a → sα,b is quasi nuclear.  
For the moment, denote by s˜α the space of all complex valued sequences {bn}n∈Nd0
such that for each a > 1, ‖{bn}n∈Nd0‖s˜α,a =
∑
n∈Nd0
|bn|a−|n|1/α < ∞. With these
seminorms s˜α becomes an (F )-space. Denote by Ξ the mapping s˜α → (sα)′, 〈Ξ({bn}n), {an}n〉 =∑
n anbn. One easily verifies that it is a well defined bijection. Let B ⊆ s˜α
be bounded. If B1 ⊆ sα is bounded, there exists a > 1 such that B1 ⊆ sα,a
and it is bounded there (sα is a (DFN)-space). Now one easily verifies that
sup
{bn}n∈B, {an}n∈B1
|〈Ξ({bn}n), {an}n〉| < ∞, i.e. Ξ maps bounded sets into bounded.
Since s˜α and (sα)′ are an (F )-spaces, Ξ is continuous and now the open mapping
theorem verifies that Ξ is an isomorphism. Hence, we proved the following result.
Proposition 2.2. The strong dual (sα)′ of sα is an (FN)-space of all complex valued
sequences {bn}n∈Nd0 such that, for each a > 1, ‖{bn}n∈Nd0‖(sα)′,a =
∑
n∈Nd0
|bn|a−|n|1/α <
∞. Its topology is generated by the system of seminorms ‖ · ‖(sα)′,a.
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Let α ≥ 1/2. For A > 0, denote by Sα,Aα,A (Rd) a (B)-space of all ϕ ∈ C∞(Rd) with
the norm sup
n,m∈Nd0
‖xmDnϕ(x)‖L2(Rd) /(A|n|+|m|n!αm!α) < ∞. The Gelfand-Shilov
space Sαα (Rd) is defined to be the space lim−→
A→∞
Sα,Aα,A (Rd). One easily verifies that for
A1 < A2 the canonical inclusion Sα,A1α,A1 (Rd)→ S
α,A2
α,A2
(Rd) is a compact mapping, i.e.
Sαα (Rd) is a (DFS)-space (for the properties of Sαα (Rd) we refer to [19, Chapter 6];
see also [10], [13]).
The Hermite polynomials and the corresponding Hermite functions are given by
Hj(t) = (−1)jet2 d
j
dtj
(e−t
2
), t ∈ R, hj(t) = (2jj!
√
π)−1/2e−t
2/2Hj(t), t ∈ R, j ∈ N0.
For n ∈ Nd0, put hn(x) = hn1(x1) · . . . · hnd(xd). Then {hn}n∈Nd0 is an orthonormal
basis for L2(Rd). For each n ∈ Nd0, hn ∈ S1/21/2 (Rd). Moreover, for α ≥ 1/2, Sαα(Rd)
is given through the Hermite expansions. In fact, we have the following result for
which the proof is similar to the proof of [16, Theorem 3.4 and Corollary 3.5] and
we omit it.
Proposition 2.3. Let α ≥ 1/2. The mapping Sαα (Rd) → s2α, f 7→ {〈f, hn〉}n∈Nd0 ,
is a topological isomorphism. For f ∈ Sαα (Rd),
∑
n∈Nd0
〈f, hn〉hn converges absolutely
to f in Sαα (Rd).
The mapping (Sαα (Rd))′ → (s2α)′, T 7→ {〈T, hn〉}n∈Nd0 , is a topological isomor-
phism. For T ∈ (Sαα (Rd))′,
∑
n∈Nd0
〈T, hn〉hn converges absolutely to T in (Sαα (Rd))′.
For j ∈ N0 and γ ≥ 0, the j-th Laguerre polynomial of order γ is defined by
Lγj (t) =
t−γet
j!
dj
dtj
(e−ttγ+j), t ≥ 0.
The j-th Laguerre function of order γ is defined by Lγj (t) = (j!/Γ(j + γ + 1))1/2 Lγj (t)e−t/2.
For n ∈ Nd0 and γ ∈ Rd+, Lγn(t) =
∏d
l=1 L
γl
nl(tl) and Lγn(t) =
∏d
l=1Lγlnl(tl) are the d-
dimensional Laguerre polynomials and Laguerre functions of order γ, respectively.
In the case γ = 0, we write Ln and Ln instead of L0n and L0n, respectively.
For γ ∈ Rd+ we denote by L2(Rd+, tγdt) a (B)-space of all measurable functions on
R
d
+ such that
∫
Rd+
|f(t)|2tγdt <∞; its norm is defined by the square root of the last
quantity. Moreover, {Lγn}n∈Nd0 is an orthonormal basis for L
2(Rd+, t
γdt).
Recall, (see [14]) an (F )-space S(Rd+) consists of all f ∈ C∞(Rd+) such that all
derivativesDpf , p ∈ Nd0, extend to continuous functions on Rd+ and supx∈Rd+ x
k|Dpf(x)| <
∞, ∀k, p ∈ Nd0. We denote by (S(Rd+))′ its strong dual.
In [4], [28] and [22] the expansions of the functions from S(Rd+) with respect to
the Laguerre polynomials are studied. The d-dimensional case is considered in [14].
We state these results here and refer to [14] for their proofs.
Theorem 2.4. ([14, Theorem 3.1]) For f ∈ S(Rd+) let an(f) =
∫
Rd+
f(x)Ln(x)dx.
Then f =
∑
n∈Nd0
an(f)Ln and the series converges absolutely in S(Rd+). Moreover
the mapping ι : S(Rd+)→ s, ι(f) = {an(f)}n∈Nd0 is a topological isomorphism.
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Theorem 2.5. ([14, Theorem 3.2]) For T ∈ S ′(Rd+) let bn(T ) = 〈T,Ln〉. Then T =∑
n∈Nd0
bn(T ) Ln and {bn(T )}n∈Nd0 ∈ s
′ and the series converges absolutely in S ′(Rd+).
Conversely, if {bn}n∈Nd0 ∈ s
′ there exists T ∈ S ′(Rd+) such that T =
∑
n∈Nd0
bnLn.
As a consequence, S ′(Rd+) is topologically isomorphic to s′.
Note that the topological isomorphisms between S(Rd+) and s and between (S(Rd+))′
and s′ imply that S(Rd+) is an (FN)-space and (S(Rd+))′ is a (DFN)-space. In par-
ticular, the π and the ǫ topologies coincide on S(Rd1+ )⊗ S(Rd2+ ) and on (S(Rd1+ ))′ ⊗
(S(Rd2+ ))′.
Theorem 2.6. ([14, Theorem 4.2]) The following canonical isomorphisms hold:
S(Rd1+ )⊗ˆS(Rd2+ ) ∼= S(Rd1+d2+ ), (S(Rd1+ ))′⊗ˆ(S(Rd2+ ))′ ∼= (S(Rd1+d2+ ))′.
Theorem 2.7. ([14, Theorem 4.3]) The restriction mapping f 7→ f|Rd+, S(R
d) →
S(Rd+) is a topological homomorphism onto.
The space S(Rd+) is topologically isomorphic to the quotient space S(Rd)/N , where
N = {f ∈ S(Rd)| supp f ⊆ Rd\Rd+}. Consequently, (S(Rd+))′ can be identified
with the closed subspace of (S(Rd))′ which consists of all tempered distributions with
support in Rd+.
Remark 2.8. The fact that (S(Rd+))′ is canonically isomorphic to the closed sub-
space of (S(Rd))′ which consists of all tempered distributions with support in Rd+ al-
lows us to define unambiguously the notion of derivatives of the elements of (S(Rd+))′.
In fact, for T ∈ (S(Rd+))′ and n ∈ Nd0, DnT stands for the Dn-derivative of T in
(S(Rd))′ sense. Since suppDnT ⊆ Rd+, DnT is a well defined element of (S(Rd+))′.
Moreover, by S(Rd+) ∼= S(Rd)/N (see Theorem 2.7)
〈DnT, ϕ〉 = (−1)|n|〈T,Dnϕ〉, ∀ϕ ∈ S(Rd+).
It is important to stress that if T is given by ψ ∈ S(Rd+) then DnT does not have to
coincide with the classical Dn-derivative of ψ (unless ψ can be extended to a smooth
function on Rd with support in Rd+). Considering ψ as an element of (S(Rd+))′
automatically means extending it by 0 on Rd\Rd+. Of course, this extension does not
have to be smooth.
3. Definition and basic properties of the spaces Gβα(Rd+), α, β ≥ 0
Unless otherwise stated, α and β are two positive reals. In the sequel, we will
often tacitly apply the following inequalities (we use 00 = 1)
mαmnαn ≤ (m+ n)α(m+n), (m+ n)α(m+n) ≤ eα|m+n|mαmnαn, ∀m,n ∈ Nd0, ∀α ≥ 0.
We define the basic test spaces (cf. [7, Definition 2.1] for d=1):
Let A > 0. We denote by Gβ,Aα,A(R
d
+) the space of all f ∈ S(Rd+) for which
sup
p,k∈Nd0
‖t(p+k)/2Dpf(t)‖2
A|p+k|k(α/2)kp(β/2)p
<∞.
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With the following seminorms
σA,j(f) = sup
p,k∈Nd0
‖t(p+k)/2Dpf(t)‖L2(Rd+)
A|p+k|k(α/2)kp(β/2)p
+ sup
|p|≤j
|k|≤j
sup
t∈Rd+
|tkDpf(t)|, j ∈ N0,
one easily verifies that it becomes an (F )-space. Clearly, if A1 < A2, G
β,A1
α,A1
(Rd+)
is continuously injected into Gβ,A2α,A2(R
d
+). Define G
β
α(R
d
+) = lim−→
A→∞
Gβ,Aα,A(R
d). Since
all the injections Gβ,Aα,A → S(Rd+) are continuous, Gβα(Rd+) is indeed a (Hausdorff)
l.c.s.. Clearly, Gβα(Rd+) is continuously injected into S(Rd+). As inductive limit of an
(F )-spaces, Gβα(Rd+) is a barrelled and bornological l.c.s..
For A > 0 we define Gα,A(R
d
+) to be the space of all f ∈ S(Rd+) such that
sup
k∈Nd0
‖t(p+k)/2Dpf(t)‖2
A|k|k(α/2)k
<∞, ∀p ∈ Nd0
and similarly, Gβ,A(Rd+) to be the space of all f ∈ S(Rd+) such that
sup
p∈Nd0
‖t(p+k)/2Dpf(t)‖2
A|p|p(β/2)p
<∞, ∀k ∈ Nd0.
If we equip Gα,A(R
d
+) with the system of seminorms
σ′A,j(f) = sup
|p|≤j
sup
k∈Nd0
‖t(p+k)/2Dpf(t)‖L2(Rd+)
A|k|k(α/2)k
+ sup
|p|≤j
|k|≤j
sup
t∈Rd+
|tkDpf(t)|, j ∈ N0,
one easily verifies that it becomes an (F )-space. Analogously, by equippingGβ,A(Rd+)
with the system of seminorms
σ′′A,j(f) = sup
|k|≤j
sup
p∈Nd0
‖t(p+k)/2Dpf(t)‖L2(Rd+)
A|p|p(β/2)p
+ sup
|p|≤j
|k|≤j
sup
t∈Rd+
|tkDpf(t)|, j ∈ N0,
it is also an (F )-space. Similarly as above, we define Gα(R
d
+) = lim−→
A→∞
Gα,A(R
d
+) and
Gβ(Rd+) = lim−→
A→∞
Gβ,A(Rd+). Thus, Gα(R
d
+) and G
β(Rd+) are barrelled and bornolog-
ical l.c.s. that are continuously injected into S(Rd+).
For each m ∈ Nd0, f(t) 7→ tmf(t) is a continuous mapping Gα(Rd+) → Gα(Rd+),
Gβ(Rd+)→ Gβ(Rd+) and Gβα(Rd+)→ Gβα(Rd+).
We denote by (Gβ(Rd+))
′, (Gα(R
d
+))
′ and (Gβα(Rd+))
′ the strong duals of Gβ(Rd+),
Gα(R
d
+) and G
β
α(Rd+), respectively.
One easily verifies that when α, β ≥ 1, Ln ∈ Gβα(Rd+) and hence Gβα(Rd+) is dense
in S(Rd+). In particular, for α ≥ 1, Gα(Rd+), Gα(Rd+) and Gαα(Rd+) are dense in
S(Rd+). Hence, (S(Rd+))′ is continuously injected into (Gα(Rd+))′, (Gα(Rd+))′ and
(Gαα(R
d
+))
′.
Remark 3.1. Let α, β > 0. Then the spaces Gβα(Rd+) are non-trivial when α+β ≥ 2.
We refer to [7, Corollary 3.9] for d=1. For d-dimensional case it follows considering
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the function ϕ(t) = ϕ1(t1) . . . ϕd(td), where ϕj , j = 1, . . . , d, is a non-zero element
of Gβα(R+).
4. The Hankel-Clifford transform
Let CL∞(Rd+) be a (B)-space of all continuous functions f : Rd+ → C such that
sup
x∈Rd+
|f(x)| <∞; the norm of f ∈ CL∞(Rd+) is given by the left-hand side.
For γ ≥ 0, we denote by Jγ and Iγ the Bessel function of the first kind and the
modified Bessel function of the first kind, respectively. Denote T(d) = {z ∈ Cd| |zl| =
1, zl 6= 1, ∀l = 1, . . . , d}. For z ∈ T(d) and γ ∈ Rd+, we define the fractional powers
and the modified fractional powers of the Hankel-Clifford transform of f ∈ S(Rd+)
by
Iz,γf(t) =
(
d∏
l=1
(1− zl)−1e−
1
2
1+zl
1−zl
tl
)∫
Rd+
f(x)
d∏
l=1
e
− 1
2
1+zl
1−zl
xl(xltlzl)
−γl/2xγll Iγl
(
2
√
xltlzl
1− zl
)
dx
Jz,γf(t) =
(
d∏
l=1
(1− zl)−1
)∫
Rd+
f(x)
d∏
l=1
(xltlzl)
−γl/2xγll Iγl
(
2
√
xltlzl
1− zl
)
dx.
Since z ∈ T(d), zl = eiθl where θl ∈ (−π, π]\{0}, l = 1, . . . , d. Observe that (1 +
zl)/(1− zl) is purely imaginary. Moreover, 2
√
xltlzl/(1− zl) = i
√
xltl/ sin(θl/2) and
(xltlzl)
−γl/2 = (xltl)
−γl/2e−iθlγl/2. Hence, for l = 1, . . . , d,
(xltlzl)
−γl/2Iγl
(
2
√
xltlzl
1− zl
)
= e−iθlγl/2(xltl)
−γl/2e(iγlπsgn θl)/2Jγl
( √
xltl
| sin(θl/2)|
)
.(1)
By the definition of the Bessel function of the first kind, it is clear that for ν ≥ 0,
ξ−ν |Jν(ξ)| is uniformly bounded when ξ ∈ (0, c) for arbitrary but fixed c ≥ 1.
Combining this with [1, 9.2.1, p. 364], we obtain that there exists C ≥ 1 such that∣∣∣∣∣
d∏
l=1
(xltlzl)
−γl/2Iγl
(
2
√
xltlzl
1− zl
)∣∣∣∣∣ ≤ C, ∀x, t ∈ Rd+.(2)
Moreover, for ν ≥ 0, by the definition of Jν , the function ξ 7→ ξ−νJν(ξ), R+ → C,
can be extended to a continuous function on R+. Hence, (1) and (2) imply that for
f ∈ S(Rd+) the integrals in the definition for Iz,γf and Jz,γf converge absolutely i.e.
Iz,γf,Jz,γf ∈ CL∞(Rd+). when fj → f in S(Rd+), Iz,γfj → Iz,γf and Jz,γfj → Jz,γf
in CL∞(Rd+). Hence, Iz,γ and Jz,γ are well defined continuous mappings from S(Rd+)
to CL∞(Rd+). Our goal is to prove that Iz,γ and Jz,γ are continuous mappings from
S(Rd+) to S(Rd+). Firstly, we prove this for Jz,γ in the case d = 1.
Lemma 4.1. For z ∈ T(1) and γ ≥ 0, Jz,γ is a continuous mapping from S(R+)
into S(R+).
Proof. Clearly S(R+) is continuously injected into L2(R+, tγdt). Let Eγ be the
operator
Eγ = tD
2 +D − t
4
− γ
2
4t
+
γ + 1
2
= D(tD)− t
4
− γ
2
4t
+
γ + 1
2
.
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Then Eγ(t
γ/2Lγn(t)) = −ntγ/2Lγn(t) (see [9, (11), p. 188]). For f ∈ S(R+) we have
Eγ(t
γ/2f(t)) = tγ/2
(
(γ + 1)Df(t) + tD2f(t)− tf(t)/4 + (γ + 1)f(t)/2) .
Hence, for k ∈ N, Ekγ (tγ/2f(t)) = tγ/2gk(t) for some gk ∈ S(R+). Let an(f) =∫∞
0 f(t)Lγn(t)tγdt. Then, by integration by parts, we have∫ ∞
0
g1(t)Lγn(t)tγdt =
∫ ∞
0
Eγ(t
γ/2f(t))Lγn(t)tγ/2dt = −nan(f).
Iterating this, we obtain∫ ∞
0
gk(t)Lγn(t)tγdt = (−n)kan(f).
Since gk ∈ S(R+) ⊆ L2(R+, tγdt), we conclude {an(f)}n∈N0 ∈ s. Observe that
f =
∑
n an(f)Lγn in L2(R+, tγdt). We need the following estimate for the derivatives
of the Laguerre polynomials (see [5, Theorem 1]):∣∣∣tkDp(e−t/2Lγn(t))∣∣∣ ≤ 2−min{γ,k}4k(n + 1) · . . . · (n+ k)
(
n+max{γ − k, 0}+ p
n
)
,
for all t ≥ 0, n, k, p ∈ N0. Denote by [γ] the integral part of γ, we have(
n+max{γ − k, 0} + p
n
)
≤
(
n+ [γ] + 1 + p
n
)
≤ (n+ [γ] + p+ 1)[γ]+p+1.
Hence, there exists Cp,k ≥ 1 which depends on p and k, but not on n, such that∣∣∣tkDpLγn(t)∣∣∣ ≤ Cp,k(n+ 1)k+p+[γ]+1.(3)
Since {an(f)}n ∈ s, we have
∑
n |an(f)| supt∈R+ |tkDpLγn(t)| < ∞, i.e.
∑
n an(f)Lγn
converges absolutely in S(R+). Since Jz,γf : S(R+) → CL∞(R+) is continuous,
Jz,γf =
∑
n an(f)Jz,γLγn and the series converges absolutely in CL∞(R+). We need
the following equality (see [17, (4.20.3), p. 83])∫ ∞
0
Jγ(
√
xt)xγ/2Lγn(x)dx = 2(−1)ntγ/2Lγn(t), γ ≥ 0, n ∈ N0.(4)
Using (1) and (4) we obtain
Jz,γLγn(t) = 2(−1)ne−iγθ/2e(iγπsgn θ)/2(1− eiθ)−1| sin(θ/2)|−γLγn
(
t/ sin2(θ/2)
)
.(5)
The estimate (3) together with (5) implies that
∑
n an(f)Jz,γLγn converges absolutely
in S(R+). Thus, we obtain that the image of S(R+) underJz,γ is contained in S(R+).
Since Jz,γ : S(R+)→ CL∞(R+) is continuous its graph is closed in S(R+)×CL∞(R+).
As S(R+) is continuously injected into CL∞(R+) and Jz,γ (S(R+)) ⊆ S(R+), the
graph of Jz,γ is closed in S(R+)× S(R+). Since S(R+) is an (F )-space, the closed
graph theorem implies that Jz,γ : S(R+)→ S(R+) is continuous.  
Now, by the principle of induction, we show that for z ∈ T(d) and γ ∈ Rd+, Jz,γ
is a continuous mapping from S(Rd+) into itself. When f ∈ S(Rd+), we denote Jz,γ
by J (d)z,γ in order to avoid confusions. We already considered the case d = 1; J (1)z,γ :
S(R+) → S(R+) is continuous. Let J (d)z,γ be continuous. Let ν = (γ, γ′) ∈ Rd+1+
where γ ∈ Rd+ and γ′ ≥ 0 and let ζ = (z, z′) ∈ T(d+1) where z ∈ T(d) and z′ ∈ T(1).
The mapping J (d)z,γ ⊗ J (1)z′,γ′ : S(Rd+) ⊗π S(R+) → S(Rd+) ⊗π S(R+) is continuous.
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Denoting by J˜ζ,ν its continuous extension on the completions, Theorem 2.6 yields
that J˜ζ,ν is a continuous mapping from S(Rd+1+ ) into itself. Observe that for each
f ∈ S(Rd+) ⊗ S(R+), J (d+1)ζ,ν f(t) = J˜ζ,νf(t), ∀t ∈ Rd+1. Thus J (d+1)ζ,ν f ∈ S(Rd+1+ ).
If f ∈ S(Rd+1+ ), there exists a sequence fj ∈ S(Rd+) ⊗ S(R+), j ∈ N, such that
fj → f in S(Rd+1+ ) (cf. Theorem 2.6; S(Rd+1+ ) is an (F )-space). Since we proved
that J (d+1)ζ,ν : S(Rd+1+ )→ CL∞(Rd+1+ ) is continuous (see the discussion before Lemma
4.1, we have, for each fixed t ∈ Rd+1+ ,
J (d+1)ζ,ν f(t) = limj→∞J
(d+1)
ζ,ν fj(t) = limj→∞
J˜ζ,νfj(t) = J˜ζ,νf(t).
Hence J (d+1)ζ,ν f ∈ S(Rd+1+ ) and J (d+1)ζ,ν f = J˜ζ,νf , ∀f ∈ S(Rd+1+ ). We conclude that
J (d+1)ζ,ν : S(Rd+1+ )→ S(Rd+1+ ) is continuous.
Next we prove that Jz,γ extends to isometry from L2(Rd+, tγdt) onto itself. Firstly,
we prove the following claim:
For γ ∈ Rd+, let V (d)γ ⊆ S(Rd+) be the space which consists of all finite linear
combinations of the form
∑
k≤n akLγk, where ak ∈ C. Then, for each γ ∈ Rd+, V (d)γ
is dense in S(Rd+).
The proof follows by the principle of induction on the dimension. For d = 1, it is
already proved in the first part of the proof of Lemma 4.1. Assume that the assertion
holds for d ∈ N. Let ν = (γ, γ′) ∈ Rd+1+ where γ ∈ Rd+ and γ′ ≥ 0. The inductive
hypothesis implies that V
(d)
γ ⊗ V (1)γ′ is dense in S(Rd+) ⊗ǫ S(R+) and consequently
in S(Rd+1+ ) by Theorem 2.6. One easily verifies that V (d)γ ⊗ V (1)γ′ ⊆ V (d+1)ν and the
proof is completed.
By (1) and (4), we obtain
Jz,γLγn(t) = 2d(−1)|n|cz,γ
(
d∏
l=1
| sin(θl/2)|−γl
)
Lγn
(
t1
sin2(θ1/2)
, . . . ,
td
sin2(θd/2)
)
,(6)
where cz,γ =
∏d
l=1 e
−iγlθl/2e(iγlπsgn θl)/2(1 − eiθl)−1. One easily verifies that the set
{Jz,γLγn|n ∈ Nd0} is orthonormal in L2(Rd+, tγdt). Now, for f ∈ V (d)γ (V (d)γ is a
subspace of S(Rd+) defined in the assertion above) we have ‖Jz,γf‖L2(Rd+,tγdt) =
‖f‖L2(Rd+,tγdt). Since V
(d)
γ is dense in S(Rd+) we have ‖Jz,γf‖L2(Rd+,tγdt) = ‖f‖L2(Rd+,tγdt)
for all f ∈ S(Rd+). Thus Jz,γ extends to an isometry from L2(Rd+, tγdt) into it-
self. Secondly, we prove the surjectivity of Jz,γ. Note that Jz¯,γJz,γLγn = Lγn and
Jz,γJz¯,γLγn = Lγn, where z¯ = (z¯1, . . . , z¯d) (it follows from (4) and (6)). Hence,
Jz,γ : L2(Rd+, tγdt)→ L2(Rd+, tγdt) is bijective with an inverse Jz¯,γ . Incidentally, we
can also conclude that Jz,γ : S(Rd+)→ S(Rd+) is a topological isomorphism (has an
inverse Jz¯,γ).
Let z ∈ T(d) and Φz(t) =
∏d
l=1 e
− 1
2
1+zl
1−zl
tl . Since (1+zl)/(1−zl) is purely imaginary,
for all l = 1, . . . , d, |Φz(t)| = 1 and one easily verifies that the mapping f 7→ Φzf , is
a topological isomorphism on S(Rd+) and an isometry from L2(Rd+, tγdt) onto itself.
Since Iz,γf = ΦzJz,γ(Φzf) we can conclude that Iz,γ is topological isomorphism on
S(Rd+) and isometry from L2(Rd+, tγdt) onto itself; clearly, its inverse is Iz¯,γ .
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Now, by the same technique as in the proof of [7, Lemma 3.2], we have:
(7)∥∥∥t(p+k+γ)/2Dpf(t)∥∥∥
2
=
(
d∏
l=1
|1− zl|−pl+kl
)∥∥∥t(p+k+γ)/2DkJz,γf(t)∥∥∥
2
, f ∈ S(Rd+),
for γ ∈ Rd+ and p, k ∈ Nd0.
Next, we summarise the properties of Jz,γ and Iz,γ in the following proposition:
Proposition 4.2. For γ ∈ Rd+ and z ∈ T(d) the fractional powers and the modi-
fied fractional powers of the Hankel-Clifford transform Iz,γ and Jz,γ are topological
isomorphisms on S(Rd+) and they extend to isometries from L2(Rd+, tγdt) onto itself
with inverses, Iz¯,γ and Jz¯,γ respectively. Moreover, for all p, k ∈ Nd0 and f ∈ S(Rd+),
(7) is valid.
Notice that when z = −1 ∈ T(d) then Hγ = Jz,γ = Iz,γ where Hγ is the d-
dimensional Hankel-Clifford transform, defined as
Hγ(f)(t) = 2−dt−γ/2
∫
Rd+
f(x)xγ/2
d∏
l=1
Jγl(
√
xltl)dx, t ∈ Rd+.
By (6), Lγn, n ∈ Nd0, are eigenfunctions for Hγ ; more precisely HγLγn = (−1)|n|Lγn.
Since Jz,0 is an isomorphism on S(Rd+), by (7) we have the following result.
Theorem 4.3. The modified fractional powers of the Hankel-Clifford transform
Jz,0 are isomorphisms of Gα(Rd+), Gβ(Rd+) and Gβα(Rd+) onto Gα(Rd+), Gβ(Rd+)
and Gαβ(R
d
+) respectively.
Proposition 4.2 is also valid for the modified fractional powers of the partial
Hankel-Clifford transform. To make this precise let d′, d′′ ∈ N, γ = (γ′, γ′′) ∈
Rd
′
+ × Rd′′+ = Rd+ (for brevity d = d′ + d′′) and z′ = (z1, . . . , zd′) ∈ T(d
′). Denote
by J d′z′,γ′ the modified fractional power of the Hankel-Clifford transform on Rd
′
+ and
by Idd
′′
the identity operator S(Rd′′+ ) → S(Rd
′′
+ ). Theorem 2.6 and Proposition
4.2 imply that J d′z′,γ′⊗ˆIdd
′′
is a topological isomorphism on S(Rd+) (it follows that
J d′z′,γ′⊗ˆIdd
′′
is an injection from [15, Theorem 5, p. 277] and a homomorphism from
[15, Theorem 7, p. 189]; note S(Rd+) is nuclear). We denote by x ∈ Rd+ x = (x′, x′′)
where x′ = (x1, . . . , xd′) and x
′′ = (xd′+1, . . . , xd). Let f ∈ S(Rd+). Define
J (d′)z′,γ′f(t) =
(
d′∏
l=1
(1− zl)−1
)∫
Rd
′
+
f(x′, t′′)
d′∏
l=1
(xltlzl)
−γl/2xγll Iγl
(
2
√
xltlzl
1− zl
)
dx′.
By the same technique already described for the absolute convergence of Jz,γ, one
proves that J (d′)z′,γ′f ∈ CL∞(Rd+). When fj → f in S(Rd+), J (d
′)
z′,γ′fj → J (d
′)
z′,γ′f in
CL∞(Rd+). Since J (d
′)
z′,γ′f(t) = J d
′
z′,γ′⊗ˆIdd
′′
f(t) for f ∈ S(Rd′+)⊗S(Rd
′′
+ ), we accomplish
the same for all f ∈ S(Rd+). Hence, the first part of the next proposition follows.
Proposition 4.4. The modified fractional power of the partial Hankel-Clifford trans-
form J (d′)z′,γ′ is a topological isomorphism on S(Rd+).
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Moreover, J (d′)z′,γ′ extends to an isometry from L2(Rd+, tγdt) onto itself with ab in-
verse J (d′)
z¯′,γ′
. For all (p′, p′′), (k′, k′′) ∈ Nd′0 × Nd
′′
0 = N
d
0 and all f ∈ S(Rd+)∥∥∥t′(p′+k′+γ′)/2t′′(p′′+k′′)/2Dpt f(t)∥∥∥
2
=
(
d′∏
l=1
|1− zl|−pl+kl
)∥∥∥t′(p′+k′+γ′)/2t′′(p′′+k′′)/2Dk′t′ Dp′′t′′ J (d′)z′,γ′f(t)∥∥∥2 .
Proof. The proof that J (d′)z′,γ′ extends to an isometry from L2(Rd+, tγdt) onto itself
with an inverse J (d′)
z¯′,γ′
is the same as for Jz,γ given above. As in the proof of [7,
Lemma 3.2 iii)], one obtains for f ∈ S(Rd+)∥∥∥t′(p′+k′+γ′)/2t′′(p′′+k′′)/2Dp′t′ f(t)∥∥∥2
=
(
d′∏
l=1
|1− zl|−pl+kl
)∥∥∥t′(p′+k′+γ′)/2t′′(p′′+k′′)/2Dk′t′ J (d′)z′,γ′f(t)∥∥∥2 .(8)
Clearly, for f ∈ S(Rd′+) ⊗ S(Rd
′′
+ ), D
p′′
t′′ J (d
′)
z′,γ′f = J (d
′)
z′,γ′D
p′′
t′′ f . Hence, the same holds
for f ∈ S(Rd+) and the equality follows from (8).  
If Λ′ = {λ′1, . . . , λ′d′} ⊆ {1, . . . , d} and Λ′′ = {λ′′1 , . . . , λ′′d′′} = {1, . . . , d}\Λ′ one can
also consider the modified fractional power of the partial Hankel-Clifford transform
with respect to xΛ′ = (xλ′1 , . . . , xλ′d′
) defined by (here xΛ′′ = (xλ′′1 , . . . , xλ′′d′′
) and
abusing the notation we write x = (xΛ′ , xΛ′′))
J (Λ′)z′,γΛ′f(t) =
(
d′∏
l=1
(1− zl)−1
)∫
Rd
′
+
f(xΛ′ , tΛ′′)
d′∏
l=1
(xλ′ltλ
′
l
zl)
−γλ′
l
/2
x
γλ′
l
λ′l
Iγλ′
l
(
2
√
xλ′ltλ
′
l
zl
1− zl
)
dxΛ′ .
Corollary 4.5. Using the same notations as above, J (Λ′)z′,γΛ′ is a topological isomor-
phism on S(Rd+) and it extends to an isometry from L2(Rd+, tγdt) onto itself with an
inverse J (Λ′)
z¯′,γΛ′
. For all f ∈ S(Rd+) and all (pΛ′ , pΛ′′), (kΛ′ , kΛ′′) ∈ Nd0∥∥∥t(pΛ′+kΛ′+γΛ′ )/2Λ′ t(pΛ′′+kΛ′′ )/2Λ′′ Dpt f(t)∥∥∥2
=
(
d′∏
l=1
|1− zl|−pλ′l+kλ′l
)∥∥∥t(pΛ′+kΛ′+γΛ′ )/2Λ′ t(pΛ′′+kΛ′′ )/2Λ′′ DkΛ′tΛ′ DpΛ′′tΛ′′ J (Λ′)z′,γΛ′f(t)
∥∥∥
2
.(9)
Proof. Let Θ : Rd → Rd be the orthogonal transformation given by Θ(x) = y, where
yλ′1 = x1, . . . , yλ′d′
= xd′ , yλ′′1 = xd′+1, . . . , yλ′′d′′
= xd. Observe that Θ maps R
d
+ and
Rd+ bijectively onto themselves. Let Θ˜ be the mapping f 7→ f◦Θ, L2(Rd+)→ L2(Rd+).
One easily verifies that for each µ ∈ Rd+ it is an isometry from L2(Rd+, tµdt) onto
L2(Rd+, t
Θ−1µdt) and a topological isomorphism on S(Rd+). Its inverse is Θ˜−1f =
f ◦ Θ−1. Let ν ′ = (γλ′1 , . . . , γλ′d′ ) ∈ R
d′
+. The corollary follows from Proposition 4.4
and the fact that J (Λ′)z′,γΛ′f = Θ˜
−1J (d′)z′,ν′Θ˜f .  
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Remark 4.6. Observe that if Λ′ = ∅ then J (Λ′)z′,γΛ′ = Id and when Λ
′ = {1, . . . , d},
J (Λ′)z′,γΛ′ is just Jz,γ.
Let z′ = −1 ∈ T(d′) in J (Λ′)z′,γΛ′ we obtain the partial Hankel-Clifford transform with
respect to xΛ′ = (xλ′1 , . . . , xλ′d′
) denoted by H(Λ′)γΛ′ .
As a direct consequence of Corollary 4.5 we have the following result.
Corollary 4.7. J (Λ′)z′,0 is a topological isomorphism on Gαα(Rd+) with an inverse J (Λ
′)
z¯′,0
.
In particular, H(Λ′)0 is a self-inverse topological isomorphism on Gαα(Rd+).
5. Fourier-Laguerre coefficients in Gαα(R
d
+), α ≥ 1
In this section, we characterise the space Gαα(R
d
+), α ≥ 1 in terms of the Fourier-
Laguerre coefficients.
Proposition 5.1. ([8, Lemma 3.1], for d=1) Let f ∈ L2(Rd+) and an =
∫
Rd+
f(t)Ln(t)dt,
n ∈ Nd0. If there exist constants c > 0 and a > 1 such that
(10) |an| ≤ ca−|n|1/α , n ∈ Nd0,
then f ∈ Gαα(Rd+), α ≥ 1.
Proof. As {an}n∈Nd0 ∈ s
α ⊆ s, it follows f ∈ S(Rd+) and the series
∑
n anLn converges
absolutely in S(Rd+) to f . Since n1/α1 + . . .+ n1/αd ≤ d|n|1/α, denoting a˜ = a1/d > 1,
we have a−|n|
1/α ≤∏dl=1 a˜−n1/αl .
Using the estimates (2.5) and (2.6) given in the proof of [8, Lemma 2.1], for p ∈ Nd0
we have
∥∥∥tp/2Ln(t)∥∥∥
2
≤ 2|p|+5d
d∏
l=1
(nl + 1) . . .
(
nl +
[pl
2
]
+ 2
)
,(11)
∥∥∥tp/2DpLn(t)∥∥∥
2
≤ 25d
d∏
l=1
(nl + 1) . . .
(
nl +
[pl
2
]
+ 2
)
(12)
. Let Λ = {λ1, . . . , λd′} ⊆ {1, . . . , d}. Since H(Λ)0 Ln = (−1)nλ1+...+nλd′Ln, (11)
implies∥∥∥tp/2H(Λ)0 f(t)∥∥∥
2
≤
∑
n∈Nd0
|an|
∥∥∥tp/2Ln(t)∥∥∥
2
≤ c2|p|+5d
∑
n∈Nd0
d∏
l=1
a˜−n
1/α
l (nl + 1) . . .
(
nl +
[pl
2
]
+ 2
)
≤ c2|p|+5d
d∏
l=1
a˜([pl/2]+2)
∑
n∈Nd0
d∏
l=1
a˜−(nl+[pl/2]+2)
1/α
(
nl +
[pl
2
]
+ 2
)[pl/2]+2
.
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Let u > 0, v > 1. Clearly, ρu,v(x) = v
−(x+u)1/α(x + u)u, x ∈ (−u,+∞) attains its
maximum at x = (αu/ ln v)α−u. This implies that there exist C1, A1 > 0 such that∥∥∥tp/2H(Λ)0 f(t)∥∥∥
2
≤ C1A|p|1 p(α/2)p, for all p ∈ Nd0, Λ ⊆ {1, . . . , d}.(13)
Similarly, by using (12), there exist C2, A2 > 0 such that∥∥∥tp/2DpH(Λ)0 f(t)∥∥∥
2
≤ C2A|p|2 p(α/2)p, for all p ∈ Nd0, Λ ⊆ {1, . . . , d}.(14)
Denote by (·, ·) the inner product in L2(Rd+). Since H(Λ)0 f ∈ S(Rd+), by integration
by parts one easily verifies that(
t(p+k)/2DpH(Λ)0 f(t), t(p+k)/2DpH(Λ)0 f(t)
)
=
∣∣∣(Dp (tp+kDpH(Λ)0 f(t)) ,H(Λ)0 f(t))∣∣∣ .
Hence, for all k, p ∈ Nd0 such that 2k ≥ p by (13) and (14), we obtain∥∥∥t(p+k)/2DpH(Λ)0 f(t)∥∥∥2
2
≤
∑
m≤p
(
p
m
)
(p + k)!
(p+ k −m)!
∣∣∣(tp+k−mD2p−mH(Λ)0 f(t),H(Λ)0 f(t))∣∣∣
≤ 2|p|+|k|
∑
m≤p
(
p
m
)
m!
∣∣∣(t(2p−m)/2D2p−mH(Λ)0 f(t), t(2k−m)/2H(Λ)0 f(t))∣∣∣
≤ C ′A′|p|+|k|
∑
m≤p
(
p
m
)
m(α/2)mm(α/2)m(2p −m)(α/2)(2p−m)(2k −m)(α/2)(2k−m)
≤ C ′A′|p|+|k|2|p|(2p)αp(2k)αk,
i.e. there exist C3, A3 > 0 such that for all k, p ∈ Nd0 such that 2k ≥ p and all
Λ ⊆ {1, . . . , d} ∥∥∥t(p+k)/2DpH(Λ)0 f(t)∥∥∥
2
≤ C3A|p+k|3 p(α/2)pk(α/2)k .(15)
Let now p, k ∈ Nd0 be arbitrary but fixed. Let Λ′ = {λ′1, . . . , λ′d′} ⊆ {1, . . . , d} be
such that kλ′l < pλ
′
l
/2, l = 1, . . . , d′ and Λ′′ = {λ′′1 , . . . , λ′′d′′} = {1, . . . , d}\Λ′ be such
that kλ′′l ≥ pλ′′l /2, l = 1, . . . , d′′. Then (9) and (15) imply∥∥∥t(p+k)/2Dpt f(t)∥∥∥
2
≤ 2|k|
∥∥∥t(p+k)/2DkΛ′tΛ′ DpΛ′′tΛ′′ H(Λ′)0 f(t)
∥∥∥
2
≤ C3(2A3)|p+k|p(α/2)pk(α/2)k,
i.e. f ∈ Gαα(Rd+).  
Our next goal is to prove that f ∈ Gαα(Rd+) implies (10). We need some prepara-
tions.
Let Π = Π1× ...×Πd, where Πl = {zl ∈ C| Im zl < 0}, l = 1, ..., d. One easily ver-
ifies that for each z = x+ iy ∈ Π, the function t 7→ e−2πizt, Rd+ → C, is in Gαα(Rd+)
(also in S(Rd+)). Also, for z = x + iy ∈ Π, the functions t 7→ Dxle−2πi(x+iy)t =
−2πitle−2πi(x+iy)t, Rd+ → C and t 7→ Dyle−2πi(x+iy)t = 2πtle−2πi(x+iy)t, Rd+ → C
are in Gαα(R
d
+) (also in S(Rd+)) for l = 1, . . . , d. For the moment, denote by el,
l = 1, . . . , d, the point in Rd which all coordinates are 0 except the l-th coordi-
nate which is equal to 1. By standard arguments, one proves that for the fixed
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x(0) = (x
(0)
1 , . . . , x
(0)
d ) ∈ Rd and y(0) = (y(0)1 , . . . , y(0)d ) ∈ Rd with y(0)l < 0, l = 1, . . . , d
(i.e. z(0) = x(0) + iy(0) ∈ Π) we have(
e−2πi(x
(0)+xlel+iy
(0))t − e−2πi(x(0)+iy(0))t
)
/xl → −2πitle−2πi(x(0)+iy(0))t, as xl → 0 and(
e−2πi(x
(0)+i(y(0)+ylel))t − e−2πi(x(0)+iy(0))t
)
/yl → 2πtle−2πi(x(0)+iy(0))t, as yl → 0
in Gα,Aα,A(R
d
+) for some A > 0 and consequently in G
α
α(R
d
+) and S(Rd+). Moreover,
−2πitle−2πi(x+iy)t → −2πitle−2πi(x(0)+iy(0))t and 2πtle−2πi(x+iy)t → 2πtle−2πi(x(0)+iy(0))t
as (x, y) → (x(0), y(0)) in Gα,Aα,A(Rd+) for some A > 0. Hence, the same holds in
Gαα(R
d
+) and S(Rd+). It follows that for each u ∈ (Gαα(Rd+))′ or u ∈ (S(Rd+))′, the
function z 7→ FΠu(z) = 〈u(t), e−2πizt〉, Π → C, is of the class C1; DxlFΠu(x +
iy) = 〈u(t),Dxle−2πi(x+iy)t〉 and DylFΠu(x+ iy) = 〈u(t),Dyle−2πi(x+iy)t〉. Since the
Cauchy-Riemann equations hold for FΠu, it is analytic onΠ. Let D = D1× ...×Dd,
where Dl = {wl ∈ C| |wl| < 1}, l = 1, ..., d. Observe that the mapping
w 7→ Ω(w) = ((1 + w1)/(4πi(1 − w1)), . . . , (1 + wd)/(4πi(1 − wd)))
is a biholomorphic mapping from D onto Π with an inverse
z 7→ Ω−1(z) = ((4πiz1 − 1)/(4πiz1 + 1), . . . , (4πizd − 1)/(4πizd + 1)) .
Thus, we have the following result.
Lemma 5.2. For each u ∈ (Gαα(Rd+))′ or u ∈ (S(Rd+))′, the function
FDu(w) = FΠu(Ω(w)) =
〈
u(t),
d∏
l=1
e
− 1
2
1+wl
1−wl
tl
〉
, D→ C,
is analytic on D, i.e. FDu ∈ O(D).
Proposition 5.3. ([6, Proposition 1.1], for d=1) Let u ∈ (S(Rd+))′ and an = 〈u,Ln〉,
n ∈ Nd0. Then,
FD(u)(w) =
d∏
j=1
(1− wj)
∑
n∈Nd0
anw
n, w ∈ D.(16)
In particular, if FDu = 0 then u = 0.
Proof. By Theorem 2.5, u =
∑
n∈Nd0
anLn and the series converges absolutely in
(S(Rd+))′. As e−2πizt ∈ S(Rd+), z ∈ Π, we obtain
FΠ(u)(z) =
∑
n∈Nd0
an
∫
Rd+
Ln(t)e−2πiztdt, z ∈ Π.
Moreover, as (see [9, p. 191])∫ ∞
0
tγLγn(t)e
−stdt =
Γ(n+ 1 + γ)(s − 1)n
n!sγ+n+1
, γ > −1, Re s > 0,
we obtain
FΠ(u)(z) =
∑
n∈Nd0
an
d∏
j=1
(12 + 2πizj − 1)nj
(12 + 2πizj)
nj+1
, z ∈ Π.
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By the definition of FDu, (16) follows.  
The next two assertions are already proved in [8], Lemma 3.2 and Corollary 3.5,
in the case d=1. However, there are subtle gaps which we improve upon.
Proposition 5.4. Let α ≥ 1 and {an}n∈Nd0 be a sequence of complex numbers such
that an → 0 as |n| → ∞. Then
F (w) = (1− w)1
∑
n∈Nd0
anw
n, w ∈ D,
belongs to O(D). The following conditions are equivalent:
(i) There exist constants C,A > 0 such that
(17) |DpF (w)| ≤ CA|p|pαp, p ∈ Nd0 , w ∈ D.
(ii) There exist constants c > 0, a > 1 such that |an| ≤ ca−|n|1/α , n ∈ Nd0.
Proof. Clearly F ∈ O(D). Let ∑n∈Nd0 bnwn be the power series expansion of F at
0. Then, for n ∈ Nd0 we have
bn =
DnF (0)
n!
=
1
n!
∑
k≤n
k≤1
(
n
k
)
(−1)|k|

 ∑
m≥n−k
m!
(m− n+ k)!amw
m−n+k


∣∣∣∣∣
w=0
=
∑
k≤n
k≤1
(−1)|k|an−k.(18)
Thus, for n,m ∈ Nd0,∑
p≤m
bn+1+p =
∑
p≤m
∑
k≤1
(−1)|k|an+p+1−k.(19)
Firstly, assume that d ≥ 2. Denote by Qn,m the d-dimensional parallelepiped {x ∈
R
d|nl ≤ xl ≤ nl+ml+1, l = 1, . . . , d}. If q ∈ Nd0 is such that n+ q is in the interior
of Qn,m then an+q appears exactly 2
d times in the sum on the right hand side of (19)
such that 2d−1 times with the ”+” sign and 2d−1 times with ”−” sign. If n+ q is on
the s-dimensional face of Qn,m, 1 ≤ s ≤ d − 1, then an+q appears exactly 2s times
half of which are with the ”+” sign and the other half with the ”−” sign. Thus on
the right hand side of (19) everything cancels except for those terms which indexes
are the vertices of Qn,m and they appear only once. For k ∈ Nd0 with k ≤ 1 denote
by m(k) the multi-index that satisfies m
(k)
l = 0 if kl = 0 and m
(k)
l = ml+1 if kl = 1,
l = 1, . . . , d; when k varies through the multi-indexes that are ≤ 1, n+m+1−m(k)
varies through the vertices of Qn,m. Using this notations, by the above observations,
we have ∑
p≤m
bn+1+p =
∑
k≤1
(−1)|k|an+m+1−m(k) , ∀n,m ∈ Nd0.(20)
Clearly, for d = 1 (19) and (20) are equal.
Assume that (i) holds. Since DpF (w) =
∑
n≥p (n!/(n − p)!) bnwn−p, the hypothe-
sis in (i) and the Cauchy formula yield (n!/(n− p)!) |bn| ≤ CA|p|pαp, for all n, p ∈ Nd0,
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n ≥ p. As n!/(n− p)! ≥ e−|p|np, for n ≥ p, we have
(21) |bn| ≤ C
d∏
j=1
inf
pj≤nj
(eA)pjp
αpj
j
n
pj
j
, n ∈ Nd0.
Of course we can assume A ≥ 1. Then, if pj ≥ nj,
(eA)pjp
αpj
j /n
pj
j ≥ (eA)njn
αnj
j /n
nj
j ,
and so the infimum in (21) can be taken varying on pj ≥ 0, j = 1, . . . , d. Thus, [10,
(2) and (3), p. 169-170] imply, with suitable c′ > 0 and a′ > 1,
|bn| ≤ C
d∏
j=1
inf
pj≥0
(eA)pjp
αpj
j
n
pj
j
≤ c′a′−|n|1/α , n ∈ Nd0.
Observe that for p, n ∈ Nd0 with p ≥ n, we have |p|1/α ≥ (|p − n|1/α + |n|1/α)/2.
Thus, if we put a =
√
a′ > 1 we have a′−|p|
1/α ≤ a−|p−n|1/αa−|n|1/α for all p ≥ n. The
above estimate for |bn| together with (20) implies that for all n,m ∈ Nd0
|an| ≤
∑
p≤m
|bn+1+p|+
∑
k≤1
k 6=1
|an+m+1−m(k) | ≤ c′a−|n|
1/α
∑
p∈Nd0
a−|p|
1/α
+
∑
k≤1
k 6=1
|an+m+1−m(k) |
= ca−|n|
1/α
+
∑
k≤1
k 6=1
|an+m+1−m(k) |.
The last sum has exactly 2d − 1 terms and since k 6= 1, |n + m + 1 − m(k)| ≥
|n| + min{ml| l = 1, . . . , d}. Let n ∈ Nd0 be arbitrary but fixed. Since the above
estimate for |an| holds for arbitrary m ∈ Nd0 and since an → 0 as |n| → ∞ (by
hypothesis), this implies |an| ≤ ca−|n|1/α .
Assume now that (ii) holds. Then (18) implies the existence of a > 1 and c > 0
such that |bn| ≤ ca−|n|1/α , ∀n ∈ Nd0. Observe that n1/α1 + . . .+n1/αd ≤ d|n|1/α. Hence,
by putting a′ = a1/d, we have a−|n|
1/α ≤ ∏dj=1 a′−n1/αj . Now, for p ∈ Nd0 and w ∈ D
we obtain
|DpF (w)| ≤
∑
n≥p
n!
(n− p)! |bn| ≤ c
∑
n∈Nd0
d∏
j=1
n
pj
j a
′−n
1/α
j .
Since ρ(x) = xpu−x
1/α
, x ≥ 0 (u > 1, p ∈ N0) attains its maximum at x =
(αp/ ln u)α, we proved (17).  
We will prove in Proposition 5.6 that for f ∈ Gαα(Rd+), the analytic function FD(f)
satisfies part (i) of the previous proposition. In order to prove this we need the next
result; its proof is analogous to the proof of [8, Theorem 3.3] for the one dimensional
case and we omit it.
Proposition 5.5. Let f ∈ Gα(Rd+), α ≥ 1. Then there exist constants C,A > 0
such that
|DpFD(f)(w)| ≤ CA|p|pαp, p ∈ Nd0, w ∈ D, Rewl ≤ 0, l = 1, ..., d.
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Proposition 5.6. Let f ∈ Gαα(Rd+), α ≥ 1. Then there exist constants C,A > 0
such that
(22) |DpFD(f)(w)| ≤ CA|p|pαp, p ∈ Nd0, w ∈ D
and limw→1FD(f)(w) = 0.
Proof. As f ∈ S(Rd+), Proposition 5.3 implies that limw→1FD(f)(w) = 0.
We introduce some notation to make the simpler simpler. Let Λ′ = {λ′1, . . . , λ′d′} ⊆
{1, . . . , d} and Λ′′ = {λ′′1, . . . , λ′′d′′} = {1, . . . , d}\Λ′. For ζ ∈ Cd (or in Rd+, or in Nd0)
we denote ζΛ′ = (ζλ′1 , . . . , ζλ′d′
), ζΛ′′ = (ζλ′′1 , . . . , ζλ′′d′′
) and by abusing the notation
we write ζ = (ζΛ′ , ζΛ′′). Let Λ˜′ be the biholomorphic mapping from C
d onto itself
defined by Λ˜′w = ζ where ζλ′l = −wλ′l , l = 1, . . . , d′ and ζλ′′s = wλ′′s , s = 1, . . . , d′′.
Also, denote
D(Λ′) = {ζ ∈ D|Re ζλ′l ≥ 0, l = 1, . . . , d
′, and Re ζλ′′s ≤ 0, s = 1, . . . , d′′}
(note that D(∅) consists of all w ∈ D such that the coordinates of w have non-
positive real parts).
For f ∈ S(Rd+) let an = 〈f,Ln〉, n ∈ Nd0. Then, Proposition 5.3 implies FDf(w) =
(1− w)1∑n∈Nd0 anwn, w ∈ D. As 〈H(Λ′)0 f,Ln〉 = (−1)nλ′1+...+nλ′d′ an and
FD(H(Λ
′)
0 f)(w) = (1− w)1
∑
n∈Nd0
(−1)nλ′1+...+nλ′d′ anwn, w ∈ D.
Hence,
FD(H(Λ
′)
0 f)(Λ˜
′w) =
(
d′∏
l=1
1 + wλ′l
1− wλ′l
)
· (1− w)1
∑
n∈Nd0
anwn, w ∈ D.
Thus
FDf(w) =
(
d′∏
l=1
1− wλ′l
1 + wλ′l
)
FD(H(Λ
′)
0 f)(Λ˜
′w), w ∈ D, f ∈ S(Rd+).(23)
Let f ∈ Gαα(Rd+). SinceH(Λ
′)
0 f ∈ Gαα(Rd+) (cf. Corollary 4.7), Proposition 5.5 implies
the existence of A,C > 0 such that∣∣∣DnFD(H(Λ′)0 f)(w)∣∣∣ ≤ CA|n|nαn, ∀n ∈ Nd0, ∀w ∈ D(∅), ∀Λ′ ⊆ {1, . . . , d}.(24)
Observe that for w ∈ D(∅), (22) holds by Proposition 5.5. To prove (22) for w ∈ D(Λ′)
when ∅ 6= Λ′ ⊆ {1, . . . , d}, we need an estimate for the derivatives of the function
ζ 7→ (1 − ζ)/(1 + ζ), {ζ ∈ C| |ζ| < 1} → C when Re ζ ≥ 0. Since (1 − ζ)/(1 + ζ) =
2/(1 + ζ)− 1 and |1 + ζ| ≥ 1 when Re ζ ≥ 0, for j ∈ N we have∣∣∣∣ djdζj
(
1− ζ
1 + ζ
)∣∣∣∣ = 2j!|1 + ζ|j+1 ≤ 2j!, when |ζ| < 1 and Re ζ ≥ 0.(25)
Clearly, (25) also holds for j = 0. Now, observe that Λ˜′(D(Λ′)) = D(∅). Hence, for
w ∈ D(Λ′), (23), (24) and (25) imply
|DnFDf(w)| ≤
∑
mΛ′≤nΛ′
(
nΛ′
mΛ′
)
2d
′
mΛ′ !
∣∣∣DnΛ′−mΛ′wΛ′ DnΛ′′wΛ′′FD(H(Λ′)0 f)(Λ˜′w)∣∣∣
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≤ C1
∑
mΛ′≤nΛ′
(
nΛ′
mΛ′
)
m
αmΛ′
Λ′ A
|n|−|mΛ′ |(nΛ′ −mΛ′)α(nΛ′−mΛ′ )nαnΛ′′Λ′′
≤ C1(2A)|n|nαn,
which completes the proof.  
Now, Proposition 5.1, Proposition 5.6, Proposition 5.3 and Proposition 5.4 give
the main result of this section:
Theorem 5.7. ([8, Theorem 3.6], for d=1) Let α ≥ 1. For f ∈ L2(Rd+) let an =∫
Rd+
f(t)Ln(t)dt, n ∈ Nd0. The following conditions are equivalent:
(i) There exist c > 0 and a > 1 such that |an| ≤ ca−|n|1/α for n ∈ Nd0.
(ii) f ∈ Gαα(Rd+).
(iii) There exist C,A > 0 such that
|DpFD(f)(w)| ≤ CA|p|pαp for p ∈ Nd0 and w ∈ D
and limw→1FD(f)(w) = 0.
Conversely, given a sequence {an}n∈Nd0 satisfying condition (i) or given F ∈ O(D)
of the form F (w) = (1−w)1∑n anwn with an → 0 as |n| → ∞ which satisfies (17),
there exists f ∈ Gαα(Rd+) such that an =
∫
Rd+
f(t)Ln(t)dt and FD(f)(w) = F (w) for
w ∈ D.
6. Topological properties of Gαα(R
d
+), α ≥ 1. The Kernel theorems
As we shell see, we gain deep insights into the topological structure of Gαα(R
d
+),
α ≥ 1 by Theorem 5.7. Let ι : Gαα(Rd+) → sα, ι(f) = {〈f,Ln〉}n∈Nd0 . Theorem 5.7
proves that ι is a well defined bijection.
Theorem 6.1. Let α ≥ 1. The mapping ι : Gαα(Rd+) → sα, ι(f) = {〈f,Ln〉}n∈Nd0 ,
is a topological isomorphism between Gαα(R
d
+) and s
α. In particular, Gαα(R
d
+) is a
(DFN)-space and (Gαα(R
d
+))
′ is an (FN)-space.
For each f ∈ Gαα(Rd+),
∑
n∈Nd0
〈f,Ln〉Ln is summable to f in Gαα(Rd+).
Proof. If we consider ι as a linear mapping from Gαα(R
d
+) into s (s
α is canon-
ically injected into s) then ι is continuous since it decomposes as Gαα(R
d
+) −→
S(Rd+)
f 7→{〈f,Ln〉}n−−−−−−−−→ s, where the first mapping is the canonical inclusion. Hence,
ι has a closed graph in Gαα(R
d
+) × s. Since the range of ι is in sα and sα is contin-
uously injected into s, the graph of ι is closed in Gαα(R
d
+)× sα. Gαα(Rd+) is injective
inductive limit of (F )-spaces. For this reason, Gαα(R
d
+) is ultrabornological (cf. [15,
Theorem 7, p. 72]; every (F )-space is ultrabornological). Moreover, sα is a webbed
space of De Wilde (see [15, Theorem 11, p. 64]). Hence, the closed graph theorem of
De Wilde (see [15, Theorem 2, p. 57]) implies that ι : Gαα(R
d
+) → sα is continuous.
Also, sα is ultrabornological since it is bornological and complete and Gαα(R
d
+) is a
webbed space of De Wilde (cf. [15, Theorem 8, p. 63]; every (F )-space is a webbed
space of De Wilde). The mapping ι−1 : sα → Gαα(Rd+), which has a closed graph,
is continuous by the De Wilde closed graph theorem (see [15, Theorem 2, p. 57]).
Now, Proposition 2.1 implies that Gαα(R
d
+) is a (DFN)-space and (G
α
α(R
d
+))
′ is an
(FN)-space.
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Given f ∈ Gαα(Rd+), let an = 〈f,Ln〉. For each finite Φ ⊆ Nd0, denote fΦ =∑
n∈Φ anLn ∈ Gαα(Rd+) (since Ln ∈ Gαα(Rd+)). Let a > 1 be such that ι(f) ∈ sα,a.
Fix 1 < a′ < a. One easily verifies that for each ε > 0 there exists finite Φ0 ⊆ Nd0 such
that for each finite Φ ⊆ Nd0, satisfying Φ0 ⊆ Φ, we have ‖ι(f)− ι(fΦ)‖sα,a′ ≤ ε. Since
ι is an isomorphism this implies that for each neighbourhood of zero V ⊆ Gαα(Rd+)
there exists finite Φ0 ⊆ Nd0 such that for finite Φ ⊇ Φ0 we have f − fΦ ∈ V , i.e.∑
n∈Nd0
anLn is summable to f in Gαα(Rd+).  
Theorem 6.2. Let α ≥ 1. The mapping ι˜ : (Gαα(Rd+))′ → (sα)′, ι˜(T ) = {〈T,Ln〉}n∈Nd0 ,
is a topological isomorphism. Moreover,
∑
n∈Nd0
〈T,Ln〉Ln is summable to T in
(Gαα(R
d
+))
′.
Proof. By Theorem 6.1, both the transpose of ι, tι : (sα)′ → (Gαα(Rd+))′, and its in-
verse (tι)−1 : (Gαα(R
d
+))
′ → (sα)′ are topological isomorphisms. For T ∈ (Gαα(Rd+))′,
let {bn}n = (tι)−1(T ). Then
〈T,Ln〉 = 〈tι({bn}n),Ln〉 = 〈{bn}n, ι(Ln)〉 = bn.
Thus {〈T,Ln〉}n = {bn}n = (tι)−1(T ) ∈ (sα)′. Hence ι˜ is in fact a topological
isomorphism (tι)−1 : (Gαα(R
d
+))
′ → (sα)′. Now, by the similar approach as above,
one proves that
∑
n∈Nd0
〈T,Ln〉Ln is summable to T in (Gαα(Rd+))′.  
For T ∈ (Gαα(Rd+))′, by Lemma 5.2, FDT ∈ O(D). Since
∑
n〈T,Ln〉Ln is summa-
ble to T in (Gαα(R
d
+))
′, by the same method as in the proof of Proposition 5.3, one
proves the following result.
Proposition 6.3. Let T ∈ (Gαα(Rd+))′, α ≥ 1 and bn = 〈T,Ln〉, n ∈ Nd0. Then,
FD(T )(w) =
d∏
j=1
(1− wj)
∑
n∈Nd0
bnw
n, w ∈ D.
In particular, if FDT = 0 then T = 0.
Now, we state the kernel theorems:
Theorem 6.4. Let α ≥ 1. We have the following canonical isomorphism:
Gαα(R
d1
+ )⊗ˆGαα(Rd2+ ) ∼= Gαα(Rd1+d2+ ), (Gαα(Rd1+ ))′⊗ˆ(Gαα(Rd2+ ))′ ∼= (Gαα(Rd1+d2+ ))′.
Proof. For simplicity, put d = d1+d2. Let s
α
d1
, sαd2 and s
α be the d1-dimensional, the
d2-dimensional and the d-dimensional variant of the space s
α, respectively. Firstly,
we prove that (sαd1)
′⊗ˆ(sαd2)′ ∼= (sα)′, where an isomorphism is given by the exten-
sion of the canonical inclusion (sαd1)
′ ⊗ (sαd2)′ → (sα)′, {un}n∈Nd10 ⊗ {vm}m∈Nd20 7→{unvm}(n,m)∈Nd0 . Observe that the mapping(
{un}n∈Nd10 , {vm}m∈Nd20
)
7→ {unvm}(n,m)∈Nd0 , (s
α
d1)
′ × (sαd2)′ → (sα)′
is continuous. Hence, the π topology on (sαd1)
′ ⊗ (sαd2)′ is stronger than the induced
one from (sα)′. Let A and B be the equicontinuous subsets of ((sαd1)
′)′ = sαd1 and
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((sαd2)
′)′ = sαd2 , respectively (s
α is reflexive since it is a (DFN)-space). Hence, there
exist C > 0 and r > 1 such that
|〈{un}n∈Nd10 , {an}n∈Nd10 〉| ≤ C
∑
n∈N
d1
0
|un|r−|n|1/α, ∀{an}n∈Nd10 ∈ A, ∀{un}n∈Nd10 ∈ (s
α
d1)
′
|〈{vm}m∈Nd20 , {bm}m∈Nd20 〉| ≤ C
∑
m∈N
d2
0
|vm|r−|m|1/α , {bm}m∈Nd20 ∈ B, {vm}m∈Nd20 ∈ (s
α
d2)
′.
Let {χ(n,m)}(n,m)∈Nd0 =
∑l
j=1{u(j)n }n∈Nd10 ⊗ {v
(j)
m }m∈Nd20 ∈ (s
α
d1
)′ ⊗ (sαd2)′. Then, for
{an}n∈Nd10 ∈ A and {bm}m∈Nd20 ∈ B, we have∣∣〈{χ(n,m)}(n,m), {an}n ⊗ {bm}m〉∣∣
=
∣∣∣∣∣∣
〈
l∑
j=1
{u(j)n }n
〈
{v(j)m }m, {bm}m
〉
, {an}n
〉∣∣∣∣∣∣ =
∣∣∣∣∣∣
〈

l∑
j=1
〈
{v(j)m }m, {bm}m
〉
u(j)n


n
, {an}n
〉∣∣∣∣∣∣
≤ C
∑
n∈N
d1
0
∣∣∣∣∣∣
l∑
j=1
〈
{v(j)m }m, {bm}m
〉
u(j)n
∣∣∣∣∣∣ r−|n|
1/α
= C
∑
n∈N
d1
0
∣∣∣∣∣∣
〈

l∑
j=1
u(j)n v
(j)
m


m
, {bm}m
〉∣∣∣∣∣∣ r−|n|
1/α ≤ C2
∑
(n,m)∈Nd
∣∣∣∣∣∣
l∑
j=1
u(j)n v
(j)
m
∣∣∣∣∣∣ r−|n|
1/α−|m|1/α
≤ C2 ∥∥{χ(n,m)}(n,m)∥∥(sα)′,r .
We can conclude that the ǫ topology on (sαd1)
′⊗(sαd2)′ is weaker than the induced one
from (sα)′. Since (sα)′ is nuclear, these topologies are identical. Clearly, (sαd1)
′⊗(sαd2)′
is dense in (sαd )
′. Hence, we proved the desired topological isomorphism. As all
spaces in consideration are (FN)-spaces, by duality we have sαd1⊗ˆsαd2 ∼= sα. Note that
the isomorphism is in fact the extension of the canonical inclusion κ : sαd1⊗sαd2 → sα,
κ({an}n ⊗ {bm}m) = {anbm}(n,m). Now observe that the diagram
s
α
d1
⊗ sαd2 sα
Gαα(R
d1
+ )⊗Gαα(Rd2+ ) Gαα(Rd+)
κ
ι⊗ ι ι
commutes, where the bottom horizontal line is the canonical inclusion f ⊗ g(x, y) 7→
f(x)g(y). Since κ extends to an isomorphism, by Theorem 6.1, it follows that the
canonical inclusion Gαα(R
d1
+ )⊗Gαα(Rd2+ )→ Gαα(Rd+) is continuous and it extends to an
isomorphismGαα(R
d1
+ )⊗ˆGαα(Rd2+ ) ∼= Gαα(Rd+). The assertion (Gαα(Rd1+ ))′⊗ˆ(Gαα(Rd2+ ))′ ∼=
(Gαα(R
d
+))
′ can be obtained by the duality of an isomorphism Gαα(R
d1
+ )⊗ˆGαα(Rd2+ ) ∼=
Gαα(R
d
+) since G
α
α(R
d
+) is a (DFN)-space.  
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7. Weyl pseudo-differential operators with radial symbols from the
G-type spaces and their duals
Concerning pseudo-differential operators, especially the Weyl calculus, we refer
to the standard books [19] and [24], for example.
Let f, g ∈ S(Rd). Then the function W (f, g) defined on R2d by
W (f, g)(x, ξ) = (2π)−d/2
∫
Rd
e−iξ·pf
(
x+
p
2
)
g
(
x− p
2
)
dp, x, ξ ∈ Rd
is called the Wigner transform of f and g. The bilinear mapping (f, g) 7→ W (f, g),
S(Rd)×S(Rd)→ S(R2d) is continuous and (cf. [27, Corollary 3.4]) can be extended
uniquely to a bilinear operator L2(Rd)× L2(Rd)→ L2(R2d) such that
‖W (f, g)‖L2(R2d) = ‖f‖L2(Rd)‖g‖L2(Rd), f, g ∈ L2(Rd).
Let f, g ∈ Sαα (Rd), α ≥ 1/2. By [25, Theorem 3.8, p. 179], W (f, g) ∈ Sαα (R2d).
Moreover, we have the following proposition.
Proposition 7.1. A bilinear mapping (f, g) 7→ W (f, g), Sαα (Rd) × Sαα (Rd) →
Sαα (R2d), is continuous.
Proof. Fix g ∈ Sαα (Rd). If we consider a mapping f 7→ W (f, g) as a mapping from
Sαα (Rd) into S(R2d) it is continuous since it decomposes as Sαα (Rd) −→ S(Rd)
f 7→W (f,g)−−−−−−→
S(R2d), where the first mapping is the canonical inclusion. Hence, its graph is
closed in Sαα (Rd) × S(R2d). Since its image is in Sαα (R2d), its graph is closed in
Sαα (Rd) × Sαα (R2d). As Sαα (Rd) is a (DFS)-space it is an ultrabornological and
webbed space of De Wilde (cf. [15, Theorem 11, p. 64]). Now, the De Wilde closed
graph theorem (see [15, Theorem 2, p. 57]) implies its continuity. Similarly, for
each fixed f ∈ Sαα (Rd), the mapping g 7→W (f, g), Sαα (Rd)→ Sαα (R2d) is continuous.
Thus the bilinear mapping (f, g) 7→ W (f, g), Sαα (Rd) × Sαα (Rd) → Sαα (R2d), is sep-
arately continuous and hence continuous since Sαα (Rd) is barrelled (DF )-space (cf.
[15, Theorem 11, p. 161]).  
Recall, for σ ∈ S(R2d) the Weyl pseudo-differential operator with symbol σ is
defined by
(26) (Wσf)(x) = (2π)
−d
∫
Rd
∫
Rd
ei(x−y)·ξσ
(
x+ y
2
, ξ
)
f(y)dydξ, f ∈ S(Rd).
and can be extended on (S(Rd))′ as a linear and continuous operator from (S(Rd))′
into itself. Let α ≥ 1/2. The Weyl pseudo-differential operator with a symbol
σ ∈ (Sαα (R2d))′ defined by
(27) (Wσf)(g) = (2π)
−d/2〈σ,W (f, g)〉
is a continuous and linear mapping from Sαα (Rd) into (Sαα (Rd))′.
Our goal is to analyse the Weyl pseudo-differential operator on Sαα (Rd) and
(Sαα (Rd))′, α ≥ 1/2, when its symbol originates from (G2α2α(Rd+))′, α ≥ 1/2.
Throughout the rest of this section, we denote by v the mapping R2d → Rd+,
(x, ξ) 7→ v(x, ξ) = (x21 + ξ21 , . . . , x2d + ξ2d).
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Proposition 7.2. Let σ ∈ S(Rd+). Then σ˜(x, ξ) = σ ◦ v(x, ξ) ∈ S(R2d). Moreover,
the mapping σ 7→ σ˜ = σ ◦ v, S(Rd+)→ S(R2d), is continuous.
Proof. Fix j ∈ N. For p, q ∈ Nd0, |p| ≤ j and |q| ≤ j observe that DpxDqξ σ˜(x, ξ) is
a finite sum of the form P (x, ξ)Dp
′
x D
q′
ξ σ(v(x, ξ)), where P (x, ξ) are polynomials in
(x, ξ) of degree at most |p| + |q| which do not depend on σ (they only depend on
the derivatives of v) and p′, q′ ∈ Nd0 are such that p′ ≤ p and q′ ≤ q. Moreover,
observe that the number of such terms that appear in DpxD
q
ξ σ˜(x, ξ) depend only on
p and q (and not on σ). For p′′, q′′ ∈ Nd0 we also have
∣∣∣xp′′ξq′′∣∣∣ ≤ |x||p′′||ξ||q′′| ≤
(|x|2 + |ξ|2)(|p′′|+|q′′|)/2. Thus,
sup
|p′′|≤j
|q′′|≤j
sup
|p|≤j
|q|≤j
sup
(x,ξ)∈R2d
∣∣∣xp′′ξq′′DpxDqξ σ˜(x, ξ)∣∣∣ ≤ C sup
|n|≤2j
|m|≤2j
sup
t∈Rd+
|tmDnσ(t)| .
Hence, σ˜ ∈ S(R2d) and the mapping σ 7→ σ˜ = σ ◦ v, S(Rd+)→ S(R2d) is continuous.
 
Let α ≥ 1/2 and σ(ρ) ∈ G2α2α(Rd+). Denote by σ0(ρ) = σ(2ρ), ρ ∈ Rd+. Then the
functions σ˜ and σ˜0 defined by
σ˜(x, ξ) = σ ◦ v(x, ξ), σ˜0(x, ξ) = σ0 ◦ v(x, ξ), (x, ξ) ∈ R2d(28)
belong to S(R2d) (see Proposition 7.2). Hence, the Weyl pseudo-differential operator
with a symbol σ˜0 is a continuous mapping Sαα (Rd)→ (Sαα (Rd))′.
Theorem 7.3. Let α ≥ 1/2 and σ(ρ) ∈ G2α2α(Rd+). Denote by σ0(ρ) = σ(2ρ),
ρ ∈ Rd+. Let σ˜, σ˜0 ∈ S(R2d) be the functions defined in (28). Then the Weyl pseudo-
differential operator Wσ˜0 is a continuous operator Sαα (Rd)→ Sαα (Rd) and it extends
to a continuous mapping Wσ˜0 : (Sαα (Rd))′ → Sαα (Rd). If f, g ∈ (Sαα (Rd))′ and
fk = 〈f, hk〉, gk = 〈g, hk〉 and σk = (2π)d/2(−1)|k|2−d
∫
Rd+
σ(ρ)Lk(ρ)dρ,
then (Wσ˜0f)(g) = (2π)
−d/2
∑
k∈Nd0
fkgkσk. Moreover, if σ0,j(η)→ σ0(η) in G2α2α(Rd+)
as j →∞ then Wσ˜0,j → Wσ˜0 in the strong topology of L((Sαα (Rd))′,Sαα (Rd)).
Proof. First we compute the Weyl pseudo-differential transformWσ˜0 of f, g ∈ Sαα (Rd).
Since
∑
n∈Nd0
fnhn and
∑
n∈Nd0
gnhn converge absolutely to f and g in Sαα (Rd) re-
spectively (cf. Proposition 2.3) and the mapping (ϕ,ψ) 7→ W (ϕ,ψ), Sαα (Rd) ×
Sαα (Rd) → Sαα (R2d), is continuous (see Proposition 7.1), we conclude W (f, g) =∑
(m,k)∈N2d0
fmgkW (hm, hk), where the sum converges absolutely in Sαα (R2d). As
σ˜0 ∈ S(R2d) ⊆ (Sαα (R2d))′, we have
(Wσ˜0f)(g) = (2π)
−d/2
∑
(m,k)∈N2d0
fmgk〈σ˜0, ψm,k〉,(29)
where ψm,k =W (hm, hk). Clearly, ψm,k =
∏d
r=1 ψmr ,kr , where ψmr ,kr =W (hmr , hkr).
Using [27, Theorem 24.1] and denoting ηr = xr + iξr ∈ C, we have
ψmr ,kr(xr, ξr) = 2(−1)kr(2π)−1/2
(
kr!
mr!
)1/2
(
√
2)mr−kr(ηr)
mr−krLmr−krkr (2|ηr|2)e−|ηr |
2
,mr ≥ kr,
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ψmr ,kr(xr, ξr) = 2(−1)mr (2π)−1/2
(
mr!
kr!
)1/2
(
√
2)kr−mrηkr−mrr L
kr−mr
mr (2|ηr|2)e−|ηr |
2
, if kr ≥ mr.
In terms of polar coordinates the integral 〈σ˜0, ψm,k〉 =
∫
R2d
σ0(v(x, ξ))ψm,k(x, ξ)dxdξ
is
〈σ˜0, ψm,k〉 = Cm,k
d∏
r=1
∫ π
−π
e−i(mr−kr)θrdθr.
Thus 〈σ˜0, ψm,k〉 = 0 when m 6= k. Moreover,
〈σ˜0, ψk,k〉 = (2π)d/2(−1)|k|2d
∫
Rd+
σ(2ρ21, . . . , 2ρ
2
d)Lk(2ρ
2
1, . . . , 2ρ
2
d)e
−|ρ|2ρ1dρ
= (2π)d/2(−1)|k|2−d
∫
Rd+
σ(y)Lk(y)dy = σk.
By (29), we obtain
(30) (Wσ˜0f)(g) = (2π)
−d/2
∑
k∈Nd0
fkgkσk
and the series converges absolutely since {fn}n, {gn}n, {σn}n ∈ s2α (f, g ∈ Sαα (Rd),
σ ∈ G2α2α(Rd+)). Let now f, g ∈ (Sαα (Rd))′. Define (Wσ˜0f)(g) = (2π)−d/2
∑
n∈Nd0
fngnσn.
Observe that the series converges absolutely since {fn}n∈Nd0 , {gn}n∈Nd0 ∈ (s
2α)′ and
{σn}n∈Nd0 ∈ s
2α (σ ∈ G2α2α(Rd+); cf. Theorem 6.1). Thus, if we fix f ∈ (Sαα (Rd))′, the
mapping g 7→ (Wσ˜0f)(g), (Sαα (Rd))′ → C, is a well defined linear mapping. To prove
that it is continuous let B be a bounded subset of (Sαα (Rd))′. Thus for each a > 1
there exists C > 0 such that |gk| ≤ Ca|k|1/(2α), ∀k ∈ Nd0, ∀g ∈ B. Hence,
sup
g∈B
|(Wσ˜0f)(g)| <∞,
i.e. Wσ˜0f maps bounded subsets in (Sαα (Rd))′ into bounded subsets of C. Since
(Sαα (Rd))′ is bornological, g 7→ (Wσ˜0f)(g) is continuous, hence Wσ˜0f ∈ Sαα (Rd)
(Sαα (Rd) is reflexive). Now we conclude that Wσ˜0f =
∑
n∈Nd0
fnσnhn (this is ex-
actly Hermite expansion of Wσ˜0f ; {fnσn}n ∈ s2α). Thus, the mapping f 7→
Wσ˜0f , (Sαα (Rd))′ → Sαα (Rd), is well defined and linear. Arguing similarly as be-
fore, one can prove that when f varies in a bounded subset B of (Sαα (Rd))′, the
set {{fkσk}k∈Nd0 | f ∈ B} is bounded in s
2α. Thus {Wσ˜0f | f ∈ B} is bounded in
Sαα (Rd). As (Sαα (Rd))′ is bornological, the mapping f 7→ Wσ˜0f , (Sαα (Rd))′ → Sαα (Rd),
is continuous. Observe that Wσ˜0f coincides with the Weyl transform of f when
f ∈ Sαα (Rd) (cf. (30)).
If σj → σ as j → ∞, in G2α2α(Rd+), Theorem 6.1 implies that {σn,j}n∈Nd0 →
{σn}n∈Nd as j → ∞ in s2α and since the latter is a (DFN)-space, the convergence
also holds in s2α,a for some a > 1. Thus, for each fixed f ∈ (Sαα (Rd))′, {fnσn,j}n →
{fnσn}n in s2α. Hence,
∑
n∈Nd0
fnσn,jhn →
∑
n∈Nd0
fnσnhn in Sαα (Rd). We obtain
Wσ˜0,j → Wσ˜0 in the topology of simple convergence in L((Sαα (Rd))′,Sαα (Rd)). Now,
the Banach-Steinhaus theorem implies that the convergence holds in the topology
of precompact convergence. Since (Sαα (Rd))′ is a Montel space, the convergence also
holds in the strong topology of L((Sαα (Rd))′,Sαα (Rd)).  
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By similar arguments, one can prove the following theorem.
Theorem 7.4. Let σ(ρ) ∈ S(Rd+) and denote by σ0(ρ) = σ(2ρ), ρ ∈ Rd+. Let σ˜, σ˜0 ∈
S(R2d) be the functions defined in (28). Then the Weyl pseudo-differential operator
Wσ˜0 extends to a continuous mapping Wσ˜0 : (S(Rd))′ → S(Rd). If f, g ∈ (S(Rd))′
and
fk = 〈f, hk〉, gk = 〈g, hk〉 and σk = (2π)d/2(−1)|k|2−d
∫
Rd+
σ(ρ)Lk(ρ)dρ,
then (Wσ˜0f)(g) = (2π)
−d/2
∑
k∈Nd0
fkgkσk. Moreover, if σ0,j(η) → σ0(η) in S(Rd+)
as j →∞ then Wσ˜0,j → Wσ˜0 in the strong topology of L((S(Rd))′,S(Rd)).
Let α ≥ 1/2. If σ is a measurable function on Rd+ such that σ(ρ)/(1 + ρ)n/2 ∈
L2(Rd+) for some n ∈ Nd0 then one easily verifies that σ ∈ (S(Rd+))′. Since the canon-
ical inclusion G2α2α(R
d
+)→ S(Rd+) is continuous and dense, (S(Rd+))′ is continuously
injected into (G2α2α(R
d
+))
′, hence σ ∈ (G2α2α(Rd+))′.
Lemma 7.5. Let α ≥ 1/2 and σn, n ∈ Nd0, be measurable functions on Rd+ such
that σn(ρ)/(1 + ρ)
n/2 ∈ L2(Rd+), for all n ∈ Nd0 and for each A > 0,∑
n∈Nd0
∥∥∥σn(ρ)/(1 + ρ)n/2∥∥∥
L2(Rd+)
A|n|nαn <∞.
Then
∑
n∈Nd0
σn converges absolutely in (G
2α
2α(R
d
+))
′.
For each n ∈ Nd0, σ˜n(x, ξ) = σn(2v(x, ξ)) is measurable on R2d and σ˜n(x, ξ)/(1 +
2v(x, ξ))n/2 ∈ L2(R2d). Moreover,∑n∈Nd0 σ˜n(x, ξ) converges absolutely in (Sαα (R2d))′.
Proof. To prove that
∑
n∈Nd0
σn converges absolutely in (G
2α
2α(R
d
+))
′ let B be bounded
subset of G2α2α(R
d
+). For each f ∈ B denote by an,f = 〈f,Ln〉. By Theorem 6.1,
{{an,f}n∈Nd0 | f ∈ B} is bounded in s
2α and hence also bounded in s2α,a for some
a > 1, i.e. there exists C0 > 0 such that |an,f | ≤ C0a−|n|1/(2α) for all f ∈ B. For
f ∈ B, n ∈ Nd0, we have
|〈σn, f〉| ≤
∑
k∈Nd0
|ak,f |
∫
Rd+
|σn(ρ)||Lk(ρ)|dρ
≤ C0
∥∥∥σn(ρ)/(1 + ρ)n/2∥∥∥
L2(Rd+)
∑
k∈Nd0
a−|k|
1/(2α)
∑
m≤n
(
n
m
)
‖ρm/2Lk‖L2(Rd+).
As in the first part of the proof of Proposition 5.1, by (11), there exist C1, A > 1
which depend on a but not on n ∈ Nd0 such that∑
k∈Nd0
a−|k|
1/(2α)
∑
m≤n
(
n
m
)
‖ρm/2Lk‖L2(Rd+) ≤ C1A
|n|nαn.
Hence, by the assumption on σn, n ∈ Nd0, we have
∑
n∈Nd0
supf∈B |〈σn, f〉| <∞, i.e.∑
n∈Nd0
σ(ρ) converges absolutely in (G2α2α(R
d
+))
′.
Next we prove that for each n ∈ Nd0, σ˜n is measurable on R2d. Firstly, we show
the following:
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Let v1 : R
2d → Rd+ be defined by v1(x, ξ) = (2x21+2ξ21 , . . . , 2x2d+2ξ2d). If g : Rd+ →
C is measurable then f : R2d → C, f = g ◦ v1, is also measurable.
For brevity in notation we denote by λd and λ2d the Lebesgue measure on R
d and
R
2d, respectively. We prove that if N ⊆ Rd+ with λd(N) = 0 then λ2d(v−11 (N)) = 0.
Observe that this implies the measurability of f since every measurable set is the
union of a Borel set and a set of measure zero and the preimage of every Borel set
under v1 is Borel set (since v1 is continuous). Let N ⊆ Rd+ with λd(N) = 0. Denote
by N1 = N ∩Rd+ and N2 = N\N1. Obviously λ2d
(
v−11 (R
d
+\Rd+)
)
= 0, thus v−11 (N2)
is measurable and has measure zero. It remains to prove that λ2d(v
−1
1 (N1)) = 0. Let
ε > 0 be arbitrary but fixed. Since λd(N1) = 0, there exists an open set O ⊆ Rd+,
such that N1 ⊆ O and λd(O) < ε/πd. There exist countable number of cubes
B(ρ(j), rj) = {ρ ∈ Rd+| ρ(j)l ≤ ρl < ρ(j)l + rj , l = 1, . . . , d}, j ∈ N, which are pairwise
disjoint and O =
⋃
j∈NB(ρ
(j), rj) (cf. [23, p. 50]). Observe that
ε/πd > λd(O) =
∑
j∈N
λd(B(ρ
(j), rj)) =
∑
j∈N
rdj
and
v−11 (B(ρ
(j), rj)) =
d∏
l=1
{
(xl, ξl)| ρ(j)l /2 ≤ x2l + ξ2l < ρ(j)l /2 + rj/2
}
.
Thus λ2d(v
−1
1 (B(ρ
(j), rj)) = r
d
jπ
d/2d. Hence λ2d(v
−1
1 (O)) =
∑
j∈N r
d
jπ
d/2d < ε.
Since ε > 0 is arbitrary, we conclude that v−11 (N1) is measurable and it has measure
zero.
This fact readily implies the measurability of σ˜n. Moreover,∥∥∥σ˜n(x, ξ)/(1 + 2v(x, ξ))n/2∥∥∥2
L2(R2d)
= 2−dπd
∥∥∥σn(ρ)/(1 + ρ)n/2∥∥∥2
L2(Rd+)
.
Clearly, σ˜n ∈ (Sαα (R2d))′ for each n ∈ Nd0. To prove that
∑
n∈Nd0
σ˜n converges
absolutely in (Sαα (R2d))′, let B be a bounded subset of Sαα (R2d). As the latter space
is the inductive limit of lim
−→
A→∞
Sα,Aα,A (R2d) with compact linking mappings, there exist
C,A ≥ 1 such that∥∥∥xnξmDpxDqξf(x, ξ)∥∥∥
L2(R2d)
≤ CA|n+m+p+q|n!αm!αp!αq!α,
∀n,m, p, q ∈ Nd0, ∀f ∈ B. For f ∈ B, we have
|〈σ˜n, f〉| ≤
∥∥∥σ˜n(x, ξ)/(1 + 2v(x, ξ))n/2∥∥∥
L2(R2d)
∥∥∥f(x, ξ)(1+ 2v(x, ξ))n/2∥∥∥
L2(R2d)
≤ πd2|n|
∥∥∥σn(ρ)/(1 + ρ)n/2∥∥∥2
L2(Rd+)
∑
m+k+p=n
n!
m!k!p!
∥∥∥xmξkf(x, ξ)∥∥∥
L2(R2d)
≤ Cπd(6A)|n|n!α
∥∥∥σn(ρ)/(1 + ρ)n/2∥∥∥2
L2(Rd+)
.
Hence, by the assumption in the lemma,
∑
n∈Nd0
supf∈B |〈σ˜n, f〉| <∞, i.e.
∑
n∈Nd0
σ˜n
absolutely converges in (Sαα (R2d))′.  
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Let σn and σ˜n, n ∈ Nd0, be as in the previous lemma and σ˜(x, ξ) =
∑
n∈Nd0
σ˜n(x, ξ) ∈
(Sαα (Rd))′. The Weyl pseudo-differential operator Wσ˜ is a continuous mapping from
Sαα (Rd) into (Sαα (Rd))′. In this case, we obtain improvement with the following
result.
Theorem 7.6. Let α ≥ 1/2. Let σn(ρ) and σ˜n(x, ξ) = σn(2v(x, ξ)), n ∈ Nd0, be
as in Lemma 7.5. Then the Weyl pseudo-differential operator Wσ˜ with a symbol
σ˜(x, ξ) =
∑
n∈Nd0
σ˜n(x, ξ) ∈ (Sαα (R2d))′ is a continuous mapping from Sαα (Rd) into
Sαα (Rd) and it extends to a continuous mapping from (Sαα (Rd))′ to (Sαα (Rd))′.
Assume that for each j ∈ N, σ(j)n ∈ (G2α2α(Rd+))′, n ∈ Nd0, be as above and
denote by σ(j) =
∑
n∈Nd0
σ
(j)
n ∈ (G2α2α(Rd+))′. If σ(j) → σ in (G2α2α(Rd+))′ with
σ as above, then Wσ˜(j) → Wσ˜ in the strong topology of L(Sαα (Rd),Sαα (Rd)) and
L((Sαα (Rd))′, (Sαα (Rd))′).
Proof. Denote σ =
∑
n∈Nd0
σn ∈ (G2α2α(Rd+))′ (cf. Lemma 7.5). Let f, g ∈ Sαα (Rd).
Denote fk = 〈f, hk〉, gk = 〈g, hk〉 and sk = (2π)d/2(−1)|k|2−d〈σ,Lk〉. Similarly as in
the first part of the proof of Theorem 7.3, one obtains
(Wσ˜f)(g) = (2π)
−d/2
∑
(m,k)∈N2d0
fmgk〈σ˜, ψm,k〉,
where ψm,k =W (hm, hk) and the sum converges absolutely. Next,
〈σ˜(x, ξ), ψm,k(x, ξ)〉 =
∑
n∈Nd0
∫
R2d
σn(2v(x, ξ))ψm,k(x, ξ)dxdξ.
By the same technique as in the proof of Theorem 7.3,∫
R2d
σn(2v(x, ξ))ψm,k(x, ξ)dxdξ = Cn,m,k
d∏
r=1
∫ π
−π
e−i(mr−kr)θrdθr.
Thus 〈σ˜, ψm,k〉 = 0 for m 6= k. Moreover,∫
R2d
σn(2v(x, ξ))ψk,k(x, ξ)dxdξ
= (2π)d/2(−1)|k|2d
∫
Rd+
σn(2ρ
2
1 . . . , 2ρ
2
d)Lk(2ρ
2
1, . . . , 2ρ
2
d)e
−|ρ|2ρ1dρ
= (2π)d/2(−1)|k|2−d〈σn,Lk〉.
Thus, 〈σ˜(x, ξ), ψk,k(x, ξ)〉 = (2π)d/2(−1)|k|2−d〈σ,Lk〉 = sk. Hence, we obtain
(Wσ˜f)(g) = (2π)
−d/2
∑
k∈Nd0
fkgksk
and the series converges absolutely since {fk}k∈Nd0 , {gk}k∈Nd0 ∈ s
2α (see Proposi-
tion 2.3) and {sk}k∈Nd0 ∈ (s
2α)′ (see Theorem 6.2). Observe that for each n ∈
N
d
0, (Wσ˜f)(hn) = fnsn. Since {sn}n∈Nd0 ∈ (s
2α)′ and {fn}n∈Nd0 ∈ s
2α, we have
{fnsn}n∈Nd0 ∈ s
2α, i.e. Wσ˜f ∈ Sαα (Rd) (by Proposition 2.3). We conclude that
f 7→ Wσ˜f , Sαα (Rd) → Sαα (Rd), is a well defined linear mapping. Moreover, Wσ˜f =
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n∈Nd0
fnsnhn. To prove the continuity let B be a bounded subset of Sαα (Rd). As
{sk}k∈Nd0 ∈ (s
2α)′, the set {{fnsn}n∈Nd0 | f ∈ B} is bounded in s
2α, thus {Wσ˜f | f ∈ B}
is bounded in Sαα (Rd). As Sαα (Rd) is bornological, f 7→ Wσ˜f , Sαα (Rd) → Sαα (Rd), is
continuous. By similar technique, one proves that for each f ∈ (Sαα (Rd))′, Wσ˜f =∑
n∈Nd0
fnsnhn ∈ (Sαα (Rd))′ and the mapping, f 7→ Wσ˜f , (Sαα (Rd))′ → (Sαα (Rd))′, is
continuous.
Let σ, σ(j) ∈ (G2α2α(Rd+))′, j ∈ N, be as assumed in the theorem, with σ(j) → σ in
(G2α2α(R
d
+))
′. In order to proveWσ˜(j) →Wσ˜ in the strong topology of L(Sαα (Rd),Sαα (Rd))
(resp. in the strong topology of L((Sαα (Rd))′, (Sαα (Rd))′)) it is enough to prove that
for each f ∈ Sαα (Rd) (resp. for each f ∈ (Sαα (Rd))′), Wσ˜(j)f → Wσ˜f in Sαα (Rd) (resp.
in (Sαα (Rd))′) since in this case the Banach-Steinhaus theorem implies convergence in
the topology of precompact convergence and as Sαα (Rd) (resp. (Sαα (Rd))′) is Montel
the convergence also holds in the strong topology. Thus for the fixed f ∈ Sαα (Rd)
(resp. f ∈ (Sαα (Rd))′). Theorem 6.2 implies that {s(j)k }k∈Nd0 → {sk}k∈Nd0 in (s
2α)′.
But then {fks(j)k }k∈Nd0 → {fksk}k∈Nd0 in s
2α (resp. in (s2α)′), i.e. Wσ˜(j)f → Wσ˜f in
Sαα (Rd) (resp. in (Sαα (Rd))′).  
By the similar arguments, one can proof the following theorem.
Theorem 7.7. Let σ be a measurable function on Rd+ such that there exists n ∈
N
d
0 for which σ(ρ)/(1 + ρ)
n ∈ L2(Rd+). Then σ˜(x, ξ) = σ(2v(x, ξ)) ∈ (S(R2d))′.
The Weyl pseudo-differential operator Wσ˜ is a continuous mapping from S(Rd) into
S(Rd) and it extends to continuous mapping from (S(Rd))′ into (S(Rd))′.
Let σ(j), j ∈ N, be measurable functions on Rd+ such that for each j ∈ N there
exists n(j) ∈ Nd0 for which σj(ρ)/(1+ ρ)n
(j) ∈ L2(Rd+). If σ is a measurable function
on Rd+ with the properties stated above and if σ
(j) → σ in (S(Rd+))′, thenWσ˜(j) → Wσ˜
in the strong topology of L(S(Rd),S(Rd)) and L((S(Rd))′, (S(Rd))′).
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