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ABSTRACT 
In 1987 Mazes invented a mathematical game on graphs and investigated its 
convergence properties using Weyl group theory. This paper arrives at some of his 
results and also at some previously unknown facts, using only elementary graph and 
matrix theory. The set of graphs with looping games is described, the total number of 
moves of any convergent game is determined, and a comparison test of convergence is 
stated. 
1. INTRODUCTION 
The game of numbers was first presented in a problem that was given to 
the contestants of the International Olympiad of mathematics, 1986: 
Five integers with positive sum are arranged on a circle. The following 
game is played. Zf there is at least one negative number, the player may pick 
one of them, add it to its two neighbors, and reverse its sign. The game 
terminates when all the numbers are nonnegative. Prove that this game must 
always terminate. 
S. Mozes [6] generalized this game to an arbitrary connected graph as 
follows. Assign real numbers to the nodes. A move consists of picking a node 
with a negative number, adding this number to every adjacent node, and 
finally reversing its sign. Using Weyl groups, he proved that the game has a 
very strong convergence property (see Section 4) and characterized the set of 
initial positions leading to games of finite length. In this paper we will 
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approach the problem with entirely different methods that in the end will 
give us a way of computing the exact length of any game given an initial 
position on a graph. 
In its fullest generality Mozes’s game is played on a weighted graph. The 
version considered here is when all weights are equal to one. 
2. PRELIMINARIES 
In the following we will denote square matrices by capital boldface 
letters and column vectors by lowercase boldface letters. E is the unit matrix, 
A is the adjacency matrix of the graph in question and ei is the ith unit 
vector. The adjacency matrix is defined by A = (u,~), with aij = 1 if there is 
an edge between i and j and 0 otherwise. We will denote by p(A) the 
eigenvalue of A of greatest modulus. All graphs are henceforth assumed to be 
simple and connected. 
We represent a position in the game with a column vector x = 
(X, x2 ... x,)~, where xi is the value of node i. Playing the ith node is 
done by matrix multiplication, xnew = Fi~,ld, where the matrix Fi is defined 
by Fi = E +(A- 2E)eieT. This is equivalent to the rules of play stated earlier. 
By a positive vector we will mean a vector where every element is greater 
than zero. If A and B are two matrices of the same size, and for every pair of 
corresponding elements bij > aij, then we write B > A. If B > A and B + A 
then B > A. We give analogous meaning to the vector inequalities x > y and 
x > y. 
We are going to use the following theorem from the Perron-Frobenius 
theory of nonnegative real matrices. 
THEOREM. lf A is an indecomposable nonnegative matrix, then p(A), the 
eigenvalue of A of greatest modulus, is real and simple and has a positive 
eigenvector, and no other eigenvector is positive. p(A) is strictly greater than 
the greatest eigenvalue of any principal submatrix of A, and if B > A then 
p(B) > p(A). 
Note that the adjacency matrix of a graph is indecomposable if and only if 
the graph is connected, and its principal submatrices are the adjacency 
matrices of the subgraphs induced on subsets of vertices. B > A, where B 
and A are adjacency matrices, implies that the graph corresponding to A is a 
subgraph induced on a subset of edges of the graph corresponding to B. 
For Perron-Frobenius theory see e.g. Mint [5]. 
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FIG. 1. The loopers. 
3. LOOPING GAMES 
By a looper we will mean a graph on which the same position can arise 
twice in the same game, i.e., the game is looping. The loopers form a 
particularly important set of graphs. The following theorem describes all 
loopers, and the lemmas needed for the proof show some of their interesting 
properties. 
THEOREM 1. The two infinite families and the three sporadic grapkti 
sketched in Figure 1 are loopers, and no other loopers exist. 
For the two families, the index n denotes the number of nodes minus 
one. The reader may recognize these as the completed simply laced 
Coxeter-Dynkin graphs; cf. Bourbaki [2] and Hazewinkel et al. [4]. 
LEMMA 1. Starting with any position x, all nodes must be fired at least 
once before x can be reached again. 
Proof. If a node a is not fired between the two occurrences of x, no 
neighbor of a may have been fired either, or the value of a would have 
decreased. The connectivity assumption implies that no node was fired, 
which is absurd. n 
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LEMMA 2. A graph is not a looper if there exists a real-valued function f 
of the position of the game such that f will decrease when some node is fIred, 
but never increase. 
Proof. By assumption, firing all nodes implies a decrease of f. If a 
position x had reappeared, we would have f(x) > f(x), which is impossible. 
n 
LEMMA 3. The graphs above have nonzero linear combinations cTx of 
the node values that are invariant during the game. These are given by the 
coeflkients written beside the nodes in Figure 1. 
Proof. This follows from the property that for every node, twice its 
coefficient equals the sum of the coefficients of the neighbors. n 
LEMMA 4. The graphs of Theorem 1 constitute a cut in the set of all 
graphs, in the sense that every other graph is isomorphic to either a subgraph 
or a supergraph of one of them. 
Proof. The connected subgraphs of the loopers (subloopers for short) 
are shown in Figure 2. If a graph is not a sublooper, it is obvious that it can 
be constructed by simply adding nodes and edges to some sublooper. It is 
easily verified that if adding one edge (with or without adding a new node) to 
a sublooper does not produce another sublooper, then the graph so con- 
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FIG. 2. Subgraphs of the loopers. 
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FIG 3. A looping game. 
strutted must be either a looper or a supergraph of a looper. In that case, 
further adding of nodes clearly leads only to supergraphs of loopers. n 
Proof of Theorem 1. That the mentioned graphs are indeed loopers is 
verified by simply playing a looping game on each one of them. In Figure 3 
is given an example for the three-node circuit, 6,. It is easy to find looping 
games for all loopers if the node values are selected so that cTx = 0; see 
Lemma 3. Pick for example two different nodes with the same labeled weight 
in Figure 1, give them values 1 and - 1 respectively, and put a zero value on 
every other node. 
We will now prove that no other graphs can be loopers. For a supergraph 
of a looper, we can choose f = C ciri according to Lemma 3, with i ranging 
over those nodes that are in the looper. Firing a node a leaves f unchanged 
except when a is connected with a node in the looper by an edge not in the 
looper. In this case f will decrease, all ci being positive. With this f, 
Lemma 2 says that a supergraph of a looper cannot be a looper. 
For subgraphs we reason analogously, now with f = C(- cixi), the sum 
ranging over the nodes in the subgraph as labeled in Figure 2. This 
completes the proof, since, by Lemma 4, all graphs thus are examined. n 
We observe that, in the above, a crucial property of the loopers was the 
existence of an invariant linear combination of the node values. We shall see 
that this is related to the eigenvalues and eigenvectors of the adjacency 
matrix A of the graph. 
THEOREM 2. A hoping game exists - p(A) = 2. 
Proof. * : Let x be a position, i.e. a vector of node values. Say that node 
i is played. Let the shot vector of the move be s = (O,O,. . . , - xi,O,O,. . jT, so 
- xi is the ith component of s. Since i is playable, - xi must be positive. 
For the new position we have 
X 
“.SV 
= x-As+2s, 
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and, if we add up the shot vectors of a sequence of moves, 
xI,,t = xfirst -&,,a, +%ot,,. 
For a looping game xlast = xfirst, and we conclude that A has eigenvalue 2 
with a positive eigenvector (by Lemma 1 all nodes are fired). We will now 
make use of the Perron-Frobenius theorem on indecomposable nonnegative 
matrices. It says that the largest eigenvalue is simple and is the only 
eigenvalue with a positive eigenvector. Accordingly 2 is the largest eigen- 
value of A, i.e., p(A) = 2. 
= : Lemma 4 says that a graph that is not a looper is either a subgraph or 
a supergraph of a looper. For a strict subgraph of a looper the largest 
eigenvalue is less than 2, and for a strict supergraph it is greater than 2, 
which is clear from the rest of the Perron-Frobenius theorem: if B > A, then 
p(B) > p(A), and p(A) is strictly greater than the largest eigenvalue of any of 
its principal submatrices. n 
REMARK. Remember that by graph we always mean a connected simple 
graph. We now have that the graphs in this sense with p(A) = 2 constitute a 
cut in the partially ordered set of graphs. Likewise, the set of graphs with 
p(A) = 0 and the graphs with p(A) = 1 are cuts. However, the hypothesis that 
any integer in this way generates a cut can be disproved for 3, since there 
exists a graph (shown in Figure 4) with p(A) > 3 that is not a supergraph to 
any graph with p(A) = 3. 
Theorems 1 and 2 state two characterizations of loopers. Merging them, 
we get the following corollary, which is a known fact (cf. Cvetkovic and Doob 
[31X 
COROLLARY. p(A) = 2 if and only if the graph is one of the graphs in 
Figure 1. 
FIG. 4. A graph disproving that the set of graphs with p(A) = 3 is a cut. 
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4. CONVERGENCE PROPERTY 
The following result was proved by Mozes [6] using the theory of Weyl 
groups and Kac-Moody algebras. In the preprint version of his paper the 
graphs are assumed to satisfy certain algebraic conditions; later he extended 
the proof to all graphs. Meanwhile, an elementary proof valid for all graphs 
was given by Bjijmer [l]. In this section we present an elaborated version of 
Bjiimer’s proof. 
THEOREM 3. For any given initial position in the game of numbers, we 
must have one of two cases: 
(1) Every game will terminate, and the terminal position and the number 
of moves leading to it is the same, no matter how the game is played. 
(2) Every game can be continued indefinitely, i.e., no terminal position 
can be reached. 
For the proof of this theorem we will need some intermediate results. 
DEFINITION. A hexarhombic graph is a digraph with the property that if 
there are two outgoing edges x and y from a node, then they can be 
completed to either a rhombus or a hexagon (see Figure 5). 
THEOREM 4. For a terminal node v of a herarhombic graph, define L(b) 
to be the length of the shortest path from the node b to v, assuming that one 
exists. Then L(b) = n implies that all paths from b reach v in exactly n steps. 
Proof. If n = 1, then no other paths can exist from b, since no rhombus 
or hexagon can be completed, as v is terminal. If n = 2, then no hexagon can 
FIG. 5. A hexagon and a rhombus in a digraph. 
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FIG. 6. Sketch of the digraph, hexagon case. 
be completed, and hence, every pair of outgoing edges can be completed to a 
rhombus, ending at u. Thus, the theorem is true for n = 1 and 2. 
Assume that we are done up to n = k. L(a) = k + 1 implies that there 
exists a path 
We have L(b) = k, so the theorem is true at b. If another first move 
a-y + c is possible, we want to show that we must have L(c) = k. Since 
the digraph is hexarhombic, we must have one of two situations. The edges 
can be completed either to a hexagon, as shown in Figure 6, or to a rhombus. 
For the hexagon, we have L(b) = k * L(b’) = k - 1 * L(d) = k -2 * 
t(c’>=k-1 * L(c)=k, where we have made use of the induction 
hypothesis. The rhombus case is treated similarly. 
Thus, if the theorem is true for n = k, it is proved for n = k + 1 and by 
induction for all n. n 
LEMMA 5. Let Fi be the matrix describing the move of faring node i, as 
de$ned in Section 2. Then FiFj = FjFi if there is no edge between i and j, 
and FjFi Fj = Fi FjFi if there is an edge between i and j. 
Proof. Direct verification. 
Lemma 5 indicates that the poset of positions in the numbers game is 
hexarhombic, and thus we only have to inspect some details in order to make 
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the convergence property in Theorem 3 follow from the graph property 
described by Theorem 4. 
Proof of Thorem 3. Let P be the set of all possible positions, i.e. R”. 
Make P a digraph by putting a labeled edge x-i + w if xi < 0 and Fix = w, 
i.e. if node i is playable in position x and firing i leads to position w. Then, 
by Lemma 5 and some simple verification of the direction of the edges, P is 
a hexarhombic graph. Suppose that there exists a sink v (i.e. a terminal 
position). By Theorem 4, if there is a path from a position x to the terminal 
position v, then all paths from x lead to v in the same number of moves. On 
the other hand, if there is no path from x to a sink, then every game played 
from x is obviously divergent. n 
5. LENGTH OF GAME 
We know from the previous section that the length of a game is uniquely 
determined by the starting position, i.e., it is independent of what moves 
have been chosen. It might therefore be possible to tell how long a game will 
be without having to play it out. 
Let us return to the linear combinations cTx = Cc,xi from the lemmas of 
Theorem 1. For loopers we had invariant linear combinations, such that 
cTx = cT Fi x = cT Fj Fi x, etc., where x and Fix etc. are positions in the digraph 
P from the proof of Theorem 3. 
If we think of these linear combinations as functionals on the initial 
position x, it is relevant to study cT,cTFj, cTFjFi, etc., in the general case 
with any c E R”. We call these dual uecturs. Let Q be the set of all possible 
dual vectors, i.e. R”. Then Q may be regarded as the dual space consisting of 
all linear forms on P. If x E P and y E Q, then y(x) E R is defined as yTx. If 
A is a subset of Q, let A(x) = (y(x)ly E A). 
As in the numbers game, where multiplication with Fi to the left gives 
the new position after firing node i, multiplication with Fi to the right has a 
simple meaning: if xT = yTFi, then all components in y are unchanged in z, 
except for zir which is - yi plus the sum of all yj, where j ranges over the 
neighbors of node i in the game graph. 
In analogy with P, make Q into a digraph by putting labeled edges 
y-i + z if zT = yTFi and y > z. Since only one component differs, the 
inequality is equivalent to yi > zi. In this digraph, invariants will be isolated 
islands, since they have yT= yTFi for all possible values of i. 
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FIG. 7. A god set (left) and a set which fails to be a goal set (right), 
By Lemma 5 and verification of the directions, Q too is hexarhombic. In 
Q we are not interested in the terminal nodes, but if we look at the proof of 
Theorem 4, terminalness of u is only used in the base of the induction, the 
verification of cases n = 1,2. Thus, if we can prove the base for another set of 
nodes, the theorem is still true. 
DEFINITION. If V is a set of nodes, let the parents of V be the set of all 
nodes which have an outgoing edge to a node in V. A goal set is an 
independent set V of nodes in a hexarhombic graph, such that for all parents 
of V all outgoing edges go directly to a node in V, and for all grandparents of 
V all outgoing edges go directly to parents of V. (See e.g. Figure 7.) 
THEOREM 5. For a goal set V of a hexarhombic graph, define L(b) to be 
the length of the shortest path from the node b to any node in V, assuming 
that one exists. Then L(b) = n implies that all paths from b reach a node in V 
in exactly n steps. 
Proof. The same proof by induction as in Theorem 4 goes through, with 
the base given by the definition of goal set. n 
Obviously, we want to find a goal set in Q in order to use the fact that it 
is hexarhombic. A nice set would be the dual unit vectors, e,, ea, . . . , since 
they have the property e,(x) = xi, the value of node i in the numbers game 
graph. 
LEMMA 6. V = {e,,e,, . . . ,e,) is a goal set in Q. 
Proof. It is easy to see that all parents of a unit e, are dual vectors 
ei +ej, where j ranges over the neighbors of i in the numbers-game graph, 
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and all outgoing edges from the parents lead only to units. Similarly, all 
parents of e, + ej are either of the form ei + ej + ek, where k is a neighbor of 
either i or j, or ei +ej +2e,, where k is a neighbor of both i and j, and all 
outgoing edges from these grandparents lead to parents of units. H 
Picture Q as an immense digraph where the nodes are dual vectors, and 
assign to each node y the value y(x). What happens to these values when we 
fire a node and thus get a new position x,,,? 
LEMMA 7. Zf x is a position and x,,, is the new position arrived at after 
firing node i, and y and z are dual vectors such that there is an edge in the 
digraph y-i + z, then z(x,,,) = y(x) and y(x_,) = z(x), i.e., the assigned 
values are exchanged along the edges labeled i. 
Proof. Since Fi Fi = E, we have (yTFiXFix) = yTx and, of course, 
yT(Fix) = (yTFi)x. But Fix = xnew and yTF, = zT, and thus the relations above 
can be rewritten z(x”~,) = y(x) and fix”.,) = z(x). n 
From Lemma 7 we conclude that the total set of assigned values does not 
change during play. We will now take interest in Q*, defined as the 
connected subgraph of Q containing all dual vectors with paths leading to 
the dual unit vectors e,, i = l,.. ., n. This subset of Q has two useful 
properties. First, it is hexarhombic and it has a goal set; thus it has the graph 
property stated in Theorem 4: all paths reach a node in the goal set. Second, 
the multiset of values of Q*(x) is almost the same as that of Q*(x,,,); only 
one value is different. This is in Lemma 8. 
LEMMA 8. For each move in the numbers game only one value changes 
from Q*(x) to Q*(x “,,). It is the negative value xi = e,(x) that is changed to 
the corresponding positive value - xi = e,(x”_,,). 
Proof. Q* is the set of dual position with paths leading to a unit vector. 
Since the paths are decreasing to a positive unit vector, all members of Q* 
are nonnegative. By Lemma 6, Q is a hexarhombic graph with the set of 
units as goal set, and it follows from Theorem 5 that all edges in Q* lead to 
nodes in Q* except for outgoing edges from the units. It is easily seen that 
unit e, has one outgoing edge. This edge is labeled i and goes to -ei. 
Suppose node i is fired. By Lemma 7, the values assigned to the nodes 
change places along the edges labeled i. The only edge going out from Q* 
and labeled i is the edge between ei and -e,. For node i to be fired, the 
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node value at i must be negative, and so e,(x) = xi is negative, while -e,(x) 
is positive. n 
The good thing about this is that since one negative value disappears 
from Q*(x) at every move, we can count the moves by counting the nodes of 
Q* with negative values. 
THEOREM 6. The total number of moves in the numbers game, from a 
starting position x to a terminal position, is equul to the number of dual 
vectors y E Q* such that y(x) < 0. Zf these are infinitely many, then the game 
is divergent. 
Proof. This is an immediate consequence of Lemma 8. [Note that, as 
long as some dual vector y with y(x) negative remains, some legal move can 
be made, due to monotonicity along paths in Q*.] n 
Further, we can now tell something about certain initial positions just by 
comparing them with a position which is known as convergent or divergent. 
COROLLARY (Comparison test of convergence). Zf x and w are initial 
positions of the numbers game, and x > w, then 
(1) A game from w converges in k moves * a game from x converges in 
at most k moves. 
(2) A game from x diverges * a game from w diverges. 
Proof. If x > w, we know that for each nonnegative dual vector y in Q, 
we have y(x) >, y(w). Since all dual vectors y* in Q* are nonnegative, 
y*(x) < 0 implies y*(w) < 0 while y*(w) 2 0 implies y*(x) 2 0. From Theo- 
rem 6 both (1) and (2) follow. n 
EXAMPLE. We study a path, i.e. the Coxeter graph A,, in Figure 2. What 
does Q* look like? We see in Figure 8 that Q* is finite, and so all games on a 
path must be convergent. Q*(x) is exactly the set of the sums of the node of 
all connected subgraphs. Thus, the length of a numbers game on a path is 
equal to the number of negative subpath sums in the starting position. 
REMARK. In fact, the Q* digraph is finite for every sublooper, since it 
has a maximal element: the vector given by the labels of Figure 2. That this 
vector is indeed in Q* can easily be verified for each of the five cases of 
subloopers. Maximality is shown by verifying that this vector constitutes a 
goal set of Q* with the arrows reversed, and then using Theorem 5. 
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FIG. 8. Sketch of Q* for A,, a path with three nodes. 
Finiteness of Q* of every sublooper implies that all games on subloopers 
are convergent, and the length of game is computed by counting the negative 
values assigned to the finitely many nodes in Q*. A game of maximal length, 
equal to the number of nodes of Q*, is obtained from the starting position 
where every node in the game graph has value - 1. 
Since there do exist divergent games on all loopers and supergraphs to 
loopers, the property that all games are convergent is unique for subloopers. 
Hence, for a graph G with adjacency matrix A the following are equivalent: 
(i) every position on G leads to a convergent game; 
(ii) G is a sublooper (i.e. one of the graphs in Figure 2); 
(iii) p(A) < 2. 
The equivalence between (ii) and (iii) follows from the proof of Theorem 2. 
EXAMPLE. Next consider a circuit, i.e. a graph of type A, in Figure 1. 
Q* of the circuit is infinite, so divergent games are possible. However, as we 
can see in Figure 9, the vectors of Q* display a regular behavior: the third 
level of the digraph is just a permutation of the first level with the vector 
(1 1 1 * * * IT added, for the fifth level we add another (1 1 1 . * - )T, etc. In 
the same way, the fourth level, the sixth level, and so on, are derived from 
the second level. 
It is easily proved that, for any circuit, Q* consists of a finite set of dual 
vectors (more explicitly, the first n - 1 levels), which is repeated infinitely 
with a multiple of the vector (1 1 1 * * * IT added. This dual vector repre- 
sents the invariant linear combination on a circuit, i.e. the sum of all nodes. 
Obviously, if the sum of all nodes of the circuit is positive, then there will 
only be a finite number of negative values in Q*(x), and thus the game is 
convergent. If the sum is zero, then the same values will occur again and 
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FIG. 9. Sketch of o* for A,, a circuit with three nodes. 
again, and the game will loop. If the sum is negative, we will have infinitely 
many negative values in Q*(x), and the game is divergent. 
REMARK. As in the path example, the result can be generalized, in this 
case with respect to the loopers. For any looper, let c be the dual vector 
representing the invariant linear combination, and Q’ be the finite set of dual 
vectors y in Q* such that y < c. Then Q* consists of infinitely many 
repetitions of Q’ with multiples of c added, so we can write 
Q*=(Y’+~c~Y’EQ’, k=o,1,2 ,,.. ). 
This can be shown in three steps: (1) Verify that {ei + kclk E (0,1,2,. . .), 
i=1,2,..., n} is a goal set in Q*. (2) Observe that (y’+ kcjTFi = yfTFi + kcT. 
(3) Conclude that Q* has the structure of repeated Q’. 
Hence, the number of dual vectors y* in Q* with y*(x) < 0 is infinite if 
c(x) < 0 (unless we have the trivial case where x is the zero vector). 
Otherwise, the number is C[ - y(xl/c(x)], where [. J denotes the integer 
ceiling function, and the sum is taken over all y in Q’ such that y(x) < 0. 
If c(x) = 0, then (y’ -t- kc)(x) = y’(x) f or all k, and thus although the game 
is infinite, the set of possible values of y(x) is finite. In particular, the set of 
possible values of e,(x) is finite, and since e,(x) = xi, there are only finitely 
many possible positions x, so the game must loop. Hence, returning to the 
notation in Lemma 3, we can state the following for a looper and its invariant 
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linear form cTx: 
(i) every game from position x converges - cTx > 0; 
(ii) every game from position x loops 0 cTx = 0; 
(iii) every game from position x is infinite and nonperiodic - cTx < 0. 
REMARK. Mazes [6] gives an algebraic characterization of the positions 
giving rise to convergent games as the points in the Tits cone associated to 
the graph. For subloopers the Tits cone is all of R”, and for loopers it is 
{x E R”lc(x) > 0); see e.g. Bourbaki [2]. This should be compared with the 
previous discussion. In particular one concludes that Theorem 6 gives 
another description of the Tits cone. 
REFERENCES 
1 A. Bjiimer, On a combinatorial game of S. Mozes, preprint, 1988. 
2 N. Bourbaki, Groupes et AlgBbre de Lie, Hermann, Paris, 1968, Chapter VI, $4. 
3 D. Cvetkovic and M. Doob, Developments in the theory of graph spectra, Linear 
and Multilinear Algebra 18:159-160 (1985). 
4 M. Hazewinkel, W. Hesselink, D. Siersma, and F. D. Veldkamp, The ubiquity of 
Coxeter-Dynkin diagrams (an introduction to the A-D-E problem), Nieuw Arch. 
wisk. (3) xXv:257-307 (1977). 
5 H. Mint, Nonnegative Matrices, Wiley, New York, 1988. 
6 S. Mozes, Reflection processes on graphs and Weyl groups, J. Combin. Theory 
Ser. A 53:128-142 (1990). 
Received 2 February 1990; final munlrscript accepted 21 February 1991 
