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Server merupakan bagian penting dalam sebuah layanan didalam jaringan 
komputer. Peran server dapat menentukan kualitas baik buruknya dari layanan 
tersebut. Semakin banyak request, akan membuat server terbebani dan membuat 
kinerja dari server menjadi buruk. Solusinya adalah dengan menggunakan  
multiple server yang menerapkan metode load balancing agar kinerja server tetap 
stabil. Metode Load balancing diimplementasikan pada software defined network. 
Arsitektur ini menawarkan scalability dan programmability untuk penggunaan 
jaringan yang semakin kompleks seperti load balancing web server.    
Ada beberapa penelitian tentang load balancing pada SDN dengan berbagai 
metode yang diterapkan diantaranya yaitu metode round robin,metode berbasis 
CPU usage  dan metode berbasis response time. Tentunya, kinerja yang dihasilkan 
dari metode yang digunakan akan berbeda-beda. Penelitian ini  memberikan 
analisis terhadap kinerja dari metode round robin, metode berbasis CPU dan 
metode berbasis response time. Pengujian dilakukan dengan  tiga kategori rate 
yaitu low untuk rate 40, medium untuk rate 80 dan high untuk rate 160. Pengujian 
dari masing-masing rate dilakukan dalam waktu 10 detik.  Parameter pengujian 
yang digunakan adalah  throughput, response time, dan CPU Usage. 
 Hasil pengujian throughput menunjukkan bahwa  metode round robin unggul 
pada pengujian kategori low dengan nilai rata-rata 32,64 KB/s, sedangkan pada 
pengujian kategori medium dan high metode berbasis response time masih lebih 
unggul dengan nilai rata-rata 65,02 KB/s dan 115,50 KB/s . Pada pengujian 
response time menunjukkan metode berbasis response time memiliki response 
time paling cepat di semua kategori rate dengan nilai rata-rata 30,32 ms, 67,56 
ms, dan 118,48 ms. Sementara pada pengujian CPU usage, metode berbasis CPU 
memiliki standar deviasi yang terendah dari semua kategori rate dengan nilai rata-
rata 3,95%, 4,69% dan 5,90%.   
Kata kunci : load balancing, round robin, CPU, response time, software defined 




























Server is part of important thing in a service inside computer network. the 
purpose of server can determine how fine the quality of the services. More request 
will make the server have more loads and decreasing performance of server. The 
solution is to use multiple servers that implement load balancing method, so that 
servers performance becomes more stable. Load balancing method implemented 
in software defined network. This architecture offers scalability and 
programmability for more complex network like load balancing for web server 
    There are any research about load balancing in SDN with several method 
implemented, they are round robin method, CPU usage based method and 
response time based method. Certainly, the result of performance for each method 
are different. This research give analysis to performance of round robin method, 
CPU usage based method and response time based method. The trials are doing to 
three categories of rates, they are low for rate 40, medium for rate 80 and high for 
rate 160. The trials are doing in 10 seconds for each rate. The parameters used in 
this trial are throughput, response time and cpu usage.  
 The throughput test resulting that round robin is excellent in low category 
with average value 32,64 KB/s, meanwhile in medium and high category response 
time method is more excellent with average values 65,02 KB/s and 115,50 KB/s. 
On response time test, showing that response time method have the fastest 
response time than all rate category with average values 30,32 ms, 67,56 ms and 
118,48 ms. Whereas, in CPU usage test, CPU usage method have the lowest 
standart deviation with average values 3,95%, 4,69%, and 5,90%.  
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BAB 1 PENDAHULUAN 
1.1  Latar Belakang 
Server merupakan bagian penting dalam sebuah layanan didalam jaringan 
komputer. Peran server dapat menentukan kualitas baik buruknya dari layanan 
tersebut. Jika server yang dimiliki hanya ada satu dan bekerja tunggal, maka 
memungkinkan terjadinya “a single point of failure” (SPOF). SPOF adalah kondisi 
server yang gagal memberi respon dan mengakibatkan sistem tidak berfungsi atau 
mati (Moniruzzaman, 2015). Masalah ini terjadi karena terlalu banyak request 
yang harus di handle oleh satu server. Solusi untuk mengatasi masalah tersebut 
adalah dengan menggunakan multiple server. Didalam multiple server dibutuhkan 
metode dalam pembagian beban agar kinerja server tetap stabil. Metode  yang 
digunakan adalah metode load balancing. 
Load balancing adalahiteknik untuknmendistribusikanibebanmpadamdua 
atau lebihBjalurBkoneksi secaraBseimbang agar dapatBberjalanBoptimal, 
memaksimalkanBthroughput, memperkecilBwaktuBtanggapBdanBmenghindari 
overloadBpada salahBsatu jalurBkoneksi (Arianto & Sholeh, 2014).  Load balancing 
akan membagikan beban yang datang ke beberapa server, gunanya untuk 
menghindari overload pada salah satu jalur koneksi. Umumnya metode load 
balancing sendiri sudah banyak diimplementasikan pada perangkat internet 
sekarang. Kekurangannya, pada perangkat yang sering digunakan sekarang control 
plane dan data plane tertanam pada perangkat jaringan yang sama, dalam artian 
control plane dan data plane tidak dipisah. Jadi apabila ingin bereksperimen 
dengan beberapa teknik seperti teknik load balancing baru, maka tidak akan dapat 
dilakukan. Karena pada perangkat internet sekarang, sistem operasi dan fitur-
fiturnya sudah langsung embedded pada perangkat tersebut. Oleh karena itu kita 
memerlukan teknologi yang mampu menangani penggunaan jaringan yang sangat 
kompleks yaitu Software defined network (SDN).  
SDN merupakan sebuah cara baru untuk mengelola, mendesain dan 
mengimplementasikan jaringan dimana control plane dan data plane dibuat 
terpisah. Arsitektur SDN dapat memudahkan dalam melakukan pemrograman 
secara langsung. Agar dapat berkomunikasiBantaraBperangkat danBcontroller 
padaBSDN menggunakanBsebuah protocolByang disebutBdenganBopenflow. 
Openflow adalah protocolBuntuk mengontrolBdata planeByang secaraBfisik 
sudah terpisah dari  control plane menggunakan perangkat lunak yaitu controller 
padaBsebuahBserver (Kartadie & Utami, 2014). Dengan adanya konsep SDN 
operator atau network administrator sangat dimudahkan dalam melakukan 
pengelolahan jaringan. Karena konsep utama pada arsitektur ini adalah 
sentralisasi kendali jaringan dengan semua pengaturan berada pada control plane 
(Ummah & Abdillah, 2016).  
Penelitian tentang load balancing pada SDN sudah pernah dilakukan 
sebelumnya dengan berbagai metode dan menghasilkan kinerja yang berbeda-





















Metode Berbasis Sumber Daya CPU Pada SDN” (Julianto, 2017).  Penelitian ini 
mencoba mengembangkan metode load balancing dengan mempertimbangkan 
kondisi dari server dengan cara mengambil sumber daya CPU yang paling ringan 
atau kecil. Pengujian pada penelitian ini dilakukan dengan  menggunakan server 
heterogen atau dengan kapasitas server yang berbeda. Hasil yang didapatkan 
metode berbasis CPU usage dapat berjalan dengan baik dengan membagi beban 
paling banyak pada server yang memiliki jumlah core paling besar dibandingkan 
pada server yang memiliki jumlah core kecil.   Penelitian yang ke dua adalah “An 
Efficient SDN Load balancing Scheme Based on Server  response time” (Zhong & 
Fang, 2016).  SDN controller akan mengambil sampel server response time dari 
server dengan mengirimkan pesan paket_out kepada server. Kemudian server 
membalas dengan mengirimkan paket_in dan dilakukan perhitungan. Hasilnya 
akan dibandingkan, kemudian ketika client melakukan request  akan diarahkan 
pada server dengan response time paling kecil. Penelitian ini dilakukan pada server 
homogen atau dengan kapasitas server yang sama. Hasil yang diperoleh metode 
berbasis response time dapat berjalan dengan baik dengan mendistribusikan 
beban pada server yang memiliki response time tercepat. Pengujian pada 
penelitan ini dilakukan dengan menggunakan server homogen. 
Dari penelitian yang sudah diakukan sebelumnya, maka peneliti berfokus 
pada analisis perbandingan kinerja yaitu “Analisis Perbandingan Kinerja Metode 
Berbasis CPU dan Metode berbasis  response time untuk Load balancing pada 
Software Defined Network”. Penelitian ini ditujukan untuk mencari kinerja terbaik 
dengan menggunakan parameter yang sudah ditentukan dari metode berbasis 
CPU dan metode berbasis response time. Pada penelitian ini juga di lakukan 
analisis terhadap metode round robin yang digunakan sebagai pembanding 
terhadapa kedua metode tersebut. Alasan peneliti membandingkan metode 
berbasis CPU dan metode berbasis response time  adalah  karena pada metode 
pada metode berbasis CPU dan metode berbasis response time proses load 
balancing sama-sama dilakukan dengan melihat kondisi dari server. Selain itu, 
terdapat korelasi antara metode berbasis CPU dengan metode berbasis response 
time, dimana kondisi CPU dari server akan mempengaruhi waktu respon dari 
server. Sedangkan, alasan metode round robin digunakan sebagai pembanding 
adalah  karena pada metode round robin proses load balancing dilakukan tanpa 
melihat kondisi dari server. 
1.2  Rumusan Masalah 
Dari latarBbelakangByang telah dipaparkan, makaBrumusanBmasalahBdalam 
penelitian ini adalah sebagai berikut: 
1. BagaimanaBcara mengimplementasikan metode round robin, metode 
berbasis CPU usage, dan metode berbasis response time untuk load 
balancing pada SDN? 
2. Bagaimana analisis perbandingan metode round robin, metode berbasis 
CPU usage dan metode berbasis  response time pada server heterogen 





















1.3  Tujuan 
1.  UntukBmengetahuiBbagaimanaBcaraBmengimplementasikanBmetode 
berbasis CPU usage, metode round robin dan metode berbasis response 
time untuk load balancing yang diterapkan pada arsitektur SDN? 
2.  Mengetahui perbandingan kinerja terhadap metode-metode tersebut 
berdasarkan parameter throughput, response time dan CPU usage. 
1.4  Manfaat 
Manfaatiyang bisaidiperolehidari penelitian ini diantaranya yaitu: 
1. Dapat mengimplementasikan loadBbalancing pada software defined 
networkBmenggunakan metode berbasis CPU usage, metode round robin 
dan metode berbasis  response time. 
2. Dapat mengetahui hasil uji dari perbandingan antara metode berbasis CPU 
usage, metode round robin dan metode berbasis  response time. 
3. Dapat digunakan sebagai acuan dalam penggunaan metode yang efisien 
untukiload balancing. 
1.5  Batasan Masalah 
AgarBpenelitianBdapat mencapaiBsasaran danBtujuan yangBdiharapkan, 
makaipermasalahaniyang dibatasiisebagai berikut: 
1. Penelitian dilakukan dengan menggunakan tiga buah web server, satu buah 
SDN switch dan satu buah SDN controller. 
2. SDN switch yang diterapkan pada sebuah PC. 
3. Pada sistem load balancing hanya melayani trafik HTTP. 
4. Data yang digunakan untuk analisis merupakan data yang didapatkan dari 
hasil implementasi oleh lingkungan kerja peneliti. 
1.6  Sistematika Pembahasan 
Sistem penulisan dalam peneltian ini dibagi menjadi beberapa bab, yaitu: 
BAB 1 PENDAHULUAN  
PadaBbagian iniBakan dibahasBlatar belakangByaituBbagaimanaBmasalah 
itu ada sertaBsolusi yang bisa dicapai, rumusanimasalah yaitu pertanyaan – 
pertanyaan mengenai halBapa yang diteliti, tujuan penelitian, manfaat penelitian 
yang diinginkanBbagi penulisBserta bagi masyarakat, serta batasanimasalah. 
BAB 2 LANDASAN KEPUSTAKAAN 
MenjelaskanBkajianBpustaka dan dasarBteori yangBmendasari proses 
analisis kinerja metode Berbasis CPU usage, round robin dan Berbasis  response 
time untuk load balancing pada software defined network. 





















MenjelaskanBbeberapaitahapanBdalamipenelitian meliputi: studiiliterasi, 
analisis kebutuhan, perancanganisistem, implementasiisistem, pengujian dan 
analisis dan cara menarikikesimpulan serta saran. 
BAB 4 HASIL 
Membahas hasil dari pengujian perangkatidan pengujianisistem sesuai 
dengan perancangan load balancing dengan metode berbasis CPU usage, metode 
round robin dan metode berbasis reponse time pada software defined network. 
BAB 5 PEMBAHASAN 
MenjelaskanBdari hasilBberupa grafik dan dijelaskan perbandingan kinerja 
metode berbasis CPU, metode round robin dan metode berbasis  response time 
untuk load balancingBpada software defined network sesuai dengan perancangan 
sistemiyang sudah dibuat. 
BAB 6 PENUTUP 
Menjelaskan kesimpulan yangBdiperoleh dari hasil implementasi dan 





















BAB 2 LANDASAN KEPUSTAKAAN 
2.1  Kajian Pustaka 
KajianBpustaka bertujuan sebagai pedoman dalam pelaksanaan 
penelitian. Kajian pustakaBdiambil dariBbeberapaBpenelitian yang pernah 
dilakukan sebelumnya. Seperti penelitian yang dilakukan sebelumnyaByaitu 
“Implementasi Load balancing di Web Server dengan metode round robin pada 
SDN” (Mahdiyanah, 2016). Tujuanidariipenelitian inieagareweb server dapat 
membagiBbeban secaraBoptimal dengan menggunakan metode round robin pada 
Software difined network. Kesimpulan dari penelitian ini metode round robin 
dapatiberjalan baik dengan membagi bebanisecaraibergantian. 
Penelitian selanjutnya, “Implementasi Load Balancing di Web Server 
Menggunakan Metode Berbasis Sumber Daya CPU Pada SDN” (Julianto, 2017). 
Tujuan dari penelitian ini adalah menggunakan metode resurce CPU di load 
balancing pada SDN, dengan mengetahui resource CPU disetiap server diharapkan 
dapat membuat pembagian beban lebih stabil dan memperkecil kemungkinan 
server mengalami overload. Kesimpulan yang didapat dari penelitian ini, metode 
resource CPU di load balancing dapat berjalan baik dan dengan membagi beban 
pada server yang memiliki nilai resource CPU terkecil.  
Penelitian lain yang terkait dengan sistem load balancing adalah “An 
Efficient SDNiLoad Balancing Scheme Based on Server  response time” (Zhong & 
Fang, 2016). Penelitan ini menerapkan metode berbasis  response time di load 
balancing pada SDN. Hasil simulasi dengan mininet menunjukkan bahwa  load 
balancing dapat berjalan dengan baik dengan mendistribusikan beban pada server 
yang memiliki waktu respon tercepat.  
2.2  Load Balancing 
Loadibalancing bisa diartikan sebagai teknikiatau proses pendistribusian 
lalu lintas jaringan dengan menggunakan perangkat-perangkat jaringan. Teknik ini 
akan mendistribusikanBbeban traffic pada duaiatau lebih jalurikoneksi secara 
seimbang. Loadebalancing jugaimendistribusikankbebanBkerjaisecara merata di 
duaBatau lebihBkomputer, linkBjaringan,iCPU,ihard drive atauBsumber daya 
lainnya, untuk mendapatkanBpemanfaatan sumber dayaByangBoptimal 
(Sirajuddin & Affandi, 2012) 





















GambarB2.1 adalah gambarTlayanan web yang menggunakan mekanisme 
loadNbalancing. Pada gambar tersebut terdapat 3Nweb server yang akan 
melayani request dari pengguna. LoadNbalancer akanNmendistribusikan sebuah 
traffic pada web server sesuai dengan metode yang digunakan. Dengan demikian 
metode load balancing dapat mencegah terjadinya overload pada sebuah server, 
dapat memperkecil waktu respon dan dapat memberikan throughput yang 
maksimal. 
2.3  SoftwareiDefinediNetwork 
SoftwariDefinediNetwork adalah merupakanisebuah pendekatanebaru 
untukimembangun, mendesainiserta me-manageBjaringanBkomputer. Konsep 
dasar SDN sendiri adalah melakukan pemisahanBantaraBcontrol plane dan 
forwardingBplane, dimana controller tersebut dapat kita program secara langsung 
(Kartadie & Utami, 2014). DenganNadanyaNpemisahan tersebut, maka 
diharapkan perangkat jaringan dapat di-manageNmelalui controllerisaja. Dalam 
pengimplementasianya,  dibutuhkan sebuah APIeuntuk mengoneksikan seluruh 
perangkatmjaringanmkedalammsebuahicontrolleriyangidapatidinprogramssesuai 
kebutuhan.iDariikebutuhaniitulahnparadigmaiSoftwareiDefinediNetwork muncul, 
idimanatjaringanidapatBdiaturiatauididefinisikanimelaluiisebuahisoftware.   
2.4  Openflow   
 Openflow merupakan protokol yang digunakan oleh controller agar dapat 
melakukan komunikasi dengan infrastruktur jaringan dibawahnya. Openflow 
menjelaskan bagaimana mekanisme komunikasi yang dilakukan antara controller 
layer dan forwarding layer (Open Networking Foundation, 2009). Selain itu 
OpenFlow juga memberikan akses langsung untuk mengatur dan mengubah 
forwarding  plane pada network device, baik physical maupun virtual. Tidak hanya 
openflowBsatu-satunyaBprotokol yang dapatBdigunakan untuk mengembangkan 
SDN, masih banyak protokol lain yang dapat digunakan,  baik yang open 
sourceBmaupun yang berbayar. Ada tiga bagian dalam swtich dengan protokol 
openflow dalam SDN,  yaitu Tabel Flow, Secure Chanel, dan Protokol Openflow.  
1. Tabeltflow:  Menentukantaction atauttindakan terhadaptsuatu paket. 
2. Securetchannel: Interface yang menghubungkan antara switch dan 
controller yang menyebabkan terjadinya komunikasitpaket dan flow antara 
controllertdan switch. 
3. Protocoltopenflow: merupakan suatu protokoltyang berfungsi sebagai 
mediatkomunikasi switch dantcontroller.  
2.5  Controller 
Controller merupakan bagian dari SDN yang memiliki peran sangat penting. 
Fungsi dari controller adalah mengelola kontrol aliran ke switch / router (melalui 
API) dan mengatur jalur mana yang akan dipilih. Pengaturan yang ada pada 





















controller, sehingga controller juga bisa disebut sebagai ”otak” dalam arsitektur 
jaringan tersebut. 
 Ada beberapa controller yang dapat digunakan pada arsitektur SDN yaitu 
pyretic, POX, Ryu, dan Floodlight. 
 
Gambar 2. 2 Controller SDN 
Sumber: (SDN Control Plane & SDN Data Plane, 2018) 
GambarN2.2 menjelaskanibahwa controllertmerupakantpusattkendali di 
dalamNarsitekturNjaringan SDN yang berhubunganNdengan switchtmelalui 
protokolNopenflow, ibaik dengan virtual switch maupun physical switch. 
Controller akantmengambilBkeputusan terhadap paket yang datang dari jaringan. 
Ada banyak controller yang dapat digunakan pada saat ini, baik yang komersil 
ataupun open source yang dapat digunakan pada arsitektur SDN.IPOX 
adalahNsalah satuNcontrollertyang ada pada SDN. Di dalamBPOX ini terdapat 
banyakBmodule libraryIyang digunakan seperti forwardingIdanIload balancing. 
POX memungkinkan programmerNjaringan danIoperator untuk menulisIaplikasi 
jaringan modular dengan singkat dan memberikan abstraksi yang kuat (Lara & 
Kolasani, 2014).  
2.6  Metode Round Robin 
Metode round robin merupakan metode yang akan membagi beban secara 
merata pada beberapa server. Beban akan dibagikan dari satu server ke server 
lainnya secara bergiliran dan berurutan. Metode ini tidak memperdulikan 
kapasitas server ataupun beban request. KonsepBdasarBdari metode round-robin  
adalahBdengan menggunakanBtime sharing, padatintinya metode 
initmemprosestantrian secaratbergiliran. Jika terdapat 3 server (1,2,3),  request 
pertama akan diarahan ke server 1, request ke dua akan diarahkan ke server 2, 
request ke 3 akan diarahkan ke server 3 dan request ke empat akan diarahkan 
kembali ke server 1, begitu seterusnya tanpa memperdulikan kapasitas pada 





















Tabel 2. 1 PseudoCode Metode Round Robin 








    initialize the lastServer value to 0 
    Determine the totalServer 
    lastServer value is lastServer + 1 mod totalServer  
    Return lastServer 
End 
 
Tabel  2.1 menjelaskan bahwa proses   diawali dengan inisialisai server 
terakhir dengan index ke 0. Selanjutnya dilakukan perhitungan total server. 
Kemudian  dilakukan perhitungan dengan menambahkan indeks server terakhir 
dengan 1, kemudian dilakukan proses perhitungan modulo dengan  jumlah total 
server.  Dari hasil perhitungan  tersebut merupakan server yang akan menerima 
request dari client. 
2.7  Metode Berbasis  Response Time 
Metode Berbasis  response time melakukan pembagian beban berdasarkan 
waktu respon tercepat dari sebuah server. Karena waktu respon server 
mencerminkan kemampuan dari server tersebut (Zhong & Fang, 2016). Untuk 
mendapatkan waktu respon dari setiap server, controller akan mengirimkan 
packet_out ke switch, kemudian switch akan meneruskan paket tersebut ke 
server. Selanjutnta server mengirimkan pesan balasan ke alamat sumber yaitu 
controller. Dari pesan balasan tersebut controller mendapatkan waktu respon dari 
setiap server.  
Tabel 2. 2 PseudoCode Metode Berbasis  Response Time 












    The controller sends the ARP request packet 
    The controller records the time when the ARP packet is sent 
    The controller receives a packet arp  response 
    Controller calculates  response time and save to  
        server response’s variable 
    Get minimum  response time from server response 
    Save minimum  response time to minimum responseTime 























Tabel pseudocode 2.2 menjelaskan bahwa  proses  diawali dengan contoller 
mengirimkan paket ARP ke server dan mencatat waktu kapan paket tersebut 
dikirim, selanjutnya controller menerima  response dari server dan mencatat 
waktu kedatangan paket tersebut, dan dilakukan perhitungan nilai  response time 
dari server. Selanjutnya dilakukan proses load balancing dengan memilih nilai 
response time terkecil dari server. Jika controller tidak mendapatkan informasi 
berupa waktu respon dari server, maka proses load balacing  akan diarahkan ke 
server 1 sebagai default.  
2.8  Metode Berbasis CPU Usage 
Metode berbasis CPU adalah metode yang melakukan proses load 
balancing berdasarkan CPU resource yang terkecil (Julianto, 2017). Sebelumnya 
server terlebih dahulu  mengirimkan resource berupa CPU usage ke controller 
secara terus-menerus. Kemudian controller melakukan perhitungan dengan   
membandingan nilai resource tersebut. Dari hasil perbandingan tersebut akan 
dimbil nilai resource yang terkecil. Kemudian ketika client melakukan request, 
controller akan melakukan proses load balancing dengan mengarahkan request 
tersebut pada server  yang memimiliki pemakaian CPU  terkecil. 
Tabel 2. 3 PseudoCode Metode Agent Psutil 









Get CPU usage informationNfromNsystem usingNPsutilNModule. 
Store CPU usage informationNto cpuUsage variable. 
ConnectNtoNControllerusingNUDPNsocket. 
WhileNTrue: 




Tabel 2.3 menjelaskan proses pengiriman CPU usage ke controller. Proses 
diawali dengan mengambil nilai CPU usage dari setiap  server dengan mengunakan 
modul psutil dan menyimpannya ke sebuah variabel. Kemudian server melakukan 
koneksi dengan controller menggunakan protokol UDP dan mengirimkan nilai CPU 

























Tabel 2. 4 PseudoCode Metode Berbasis CPU Usage 












    Resource CPU usage information from web server 
    Store CPU usage information to cpuUsage variable 
    Initilize minimumResource to web server 1 
    If no resource in cpuUsage 
       Return minimumResource  
    Get minimum resource from cpuUsage 
    Set minimium resource to minimumResource 
    Return minimumResource 
End 
 
Tabel 2.4 menjelaskan tentang proses pemilihan server pada metode 
berbasis CPU usage .   Proses diawali dengan memeriksa apakah data CPU usage 
tersedia apa tidak. Jika data tidak tersedia, maka server 1 akan dipilih sebagai 
default. Jika data tersedia, maka nilai CPU usage tersebut akan disimpan di sebuah 
variabel untuk dilakukan proses perbandingan. Nilai CPU usage yang terkecil akan 
diambil dan ketika ada request dari client akan diarahkan pada server yang 
memiliki penggunaan CPU terkecil.  
2.9  Web Server 
Web server merupakan perangkat lunak dalam server yang memberikan 
layanan berupa permintaan (request) kepada pengguna web dengan mengunakan 
protokol HTTP atau HTTPS. Kemudian web server akan mengirimkan kembali 
(respon) hasil dari permintaan tersebut kedalam bentuk halaman web. 
Penggunaan paling umum dari sebuah web server adalah untuk menempatkan 
sebuah situs web, namun pada kenyataannya, kegunaan dapat diperluas sebagai 
tempat penyimpanan data ataupun untuk menjalankan sejumlah aplikasi bisnis 
(Kadir, 2003) 
Berdasarkantpenjelasan yang sudah dipaparkan dapattdisimpulkan fungsi 
dari webtserver adalah untuktmentransfer ataupunnuntuknmemindahkan data 
yang dimintatoleh userNdenganNmenggunakanNprotokolNtertentu. Web server 
akan memberikanNdata yangNdimintaNoleh userNdengantmemberikan respon 
berupaNtampilan halaman webNyang akanNditampilkan padanuser.  
2.10  Psutil 
 Psutil merupakan modulBlibraryBpythonByang berfungsiNmendapatkan  
sebuahNinformasi pada semuaBproses yang berjalan dari suatu perangkat 
komputer seperti CPU, memory, hardisk dan sebagainya (Psutil Documentation, 





















digunakan pada berbagainplatform seperti Linux, Windows, iFreeBSD, OSX 
danilain-lain. Pada penelitian ini psutil digunakan untukBmengambil informasi 
resource CPU dari perangkat komputer. 
2.11 Httperf 
HTTP merupakannprotokoliyangidigunakaniuntukikomunikasi antaraiclient 
dannservernpada sistemnweb.  UntuknmengetahuinkinerjandarinWebnServer 
dibutuhkannalati(tool) yang dapatnmenghasilkan (generates) beban kerja HTTP 
pada server (Mosberger, 1998). Oleh karena itu, kita dapatnmengatasi 
permasalahanitersebutidenganimenggunakaniHttperf. Httperfidapatimelakukan 
generate ibebanikerjaidenganiprotokolnHTTP padaialamat host, portimaupun 
jumlahnkoneksiitertentu.  
 
Gambar 2. 3 Contoh Output dari Httperf 
Gambarn2.3 merupakan contoh penguujian menggunakan Httperf untuk 
mengujiikinerja loadibalancing, yangidapatidijelaskanisebagaiiberikut : 
 CPUiTimeimerupakannpengujianidenganimelihatitingkatipenggunaan 
CPUidariisisi user. 
 Net I/O merupakan pengujian dengan melihat parameter throughput 
yaitu berapa banyak data yang dapat mengalir dari client ke server 
dalam satuan KB/s. 
 Reply Time merupakanipengujianidenganimelihatiinformasi tentang 
berapa lamanwaktu untuktserver untuktmerespon tdantberapailama 
waktu untukimenerimaibalasan. 
 Total Errorimerupakantpengujianidengantmelihatiadaiberapa banyak 
jumlahipaketiyang hilangiatau error. 
PadaBpenelitian ini, httperf akanBmengambil nilai parameter throughput 
dan  response time yang kemudian akan dilakukan analisis guna mendapatkan 





















BAB 3 METODOLOGI 
Padatbagiantini akan dijelaskanttahapan-tahapan yangtdigunakantdalam 
proses penelitian dari awal hingga akhir. Berikut merupakan tahapan-tahapan 
metodologituntuk penelitiantini. 
 
Gambar 3. 1 Diagram Alir Metodologi 
Gambar 3.1 menjelaskan metodologi penelitian yang akan dilaksanakan 
oleh peneliti. Langkah pertama adalah mencari dasar teori baik melalui jurnal, 





















dengan menganalisis kebutuhan, seperti kebutuhanapa saja yang diperlukan 
dalam membangun sistem load balancing. Kebutuhan yang dimaksud seperti 
kebutuhan perangkat keras dan kebutuhanBperangkatBlunak. Selanjutnya 
melakukan perancangan sebagaiBdasar dalamBpengimplementasian sistem 
tersebut.nSetelah itu, dilakukanBpengujian dan analisis hasil untuk dilakukan 
penarikantkesimpulan terhadap penelitian. 
3.1  Studi Literatur 
Studi literaturtbertujuan sebagai dasar-dasar teori yang digunakan untuk 
menunjang dalam penelitian ini. Adapun literatur yang digunakanBdalam 
penelitian iniByaitu jurnal, artikel,ibuku,ie-book, dantpenelitiantsebelumnya yang 
memilikitketerkaitan dengantpenelitian ini.  Adapun studi literatur dalam 
penelitian ini meliputi:  
1. Software definedBnetwork (SDN) Bmerupakan infrastrutur yang 
memisahkanBantara controlBplane danBdata plane. Software defined 
network menggunakan protokol openflowBuntuk membuat keduannya 
bisa berkomunikasi meskipun dalam kondisi terpisah. 
2. Controller merupakan sebuah “otak” dalam SDN dalam artian sebagai 
pusat kendali dalam menjalankan proses-proses logic pada Software 
defined network. 
3. Openflow merupakan salah satu komponen untuk SDN. Open flow 
digunakan untuk memisahkan control plane dan data plane dan membuat 
keduanya dapat berkomunikasi. 
4. Loadibalancingnmerupakan metode pendistribusiannbeban padandua 
atau lebihnjalurnkoneksi agarnproses pendistribusian beban dapat lebih 
optimal dan stabil.  
5. MetodeBroundnrobinBmerupakannpemilihan pada server yangtbekerja 
dengan caranmembagi beban secara bergiliran dannberurutanndari satu 
server ke servernlainnya. 
6. Metode berbasis  CPU usage merupakan metode pembagian beban pada 
server dengan menggunakan parameter usage CPU. Beban akan 
didistribusikan pada server yang memiliki penggunan CPU terkecil. 
7. Metode berbasis  response time merupakan metode pemilihan server 
berdasarkan waktu respon tercepat dari sebuah server. Beban akan di 
distribusikan pada server yang memiliki  response time terkecil. 
8. Web serverBmerupakanBsekumpulanBhalamanByangBmemberikan data 






















3.2  Analisis Kebutuhan 
Analisis Kebutuhan menjelaskanBkebutuhanBapaBsajaByangBdiperlukan 
dalam pengerjaan penelitian ini. Analisis kebutuhanBdiperlukan agar penelitian ini 
dapat berjalanBdanBmendapatkan hasilByang diinginkan. Berikut merupakan 
kebutuhantyangtdiperlukan dalam penelitian ini: 
3.2.1  Kebutuhan Perangkat Keras 
Pada penelitian ini membutuhkan perangkat keras dalam 
implementasinya. Perangkat keras yang digunakan dalam penelitian ini adalah : 
1. Pada penelitian ini membutuhkan 4 buah komputer. Adapun spesifikasi 
komputer yang digunakan pada penelitian ini adalah sebagai berikut:   
 Komputer  1 sebagai Controller: 
a. Lenovoi3000iHiSeries 
b. InteliDualiCoreiE2220 / 2.4 GHz 
c. 4GBiRAM 
d. 320iGBiSATAi7200 RPM 
 Komputer II sebagai server (virtual server) 




 Komputer III sebagai switch 
a. Lenovoi3000iHiSeries 
b. InteliDualiCoreiE2220 / 2.4 GHz 
c. 4GBiRAM 
d. 320 GB SATA 7200 RPM 
 KomputeriIV sebagai client 
a. Intel Coleron N4280 
b. RAMi4 GB 
c. Hardisk 500iGB 
d. Monitori14 inch 
 
2. Kabel UTP 
Kabel UTP digunakan sebagai media transmisi. Kabel UTP digunakan karena 
penggunaannya yang fleksibel dan tidak memerlukan biaya mahal. 
3. Kabel UTP 
Kabel UTP digunakan sebagai media transmisi. Kabel UTP digunakan karena 






















3.2.2  Kebutuhan Perangkat Lunak 
Perangkatilunak mempunyai peran sebagai media interaksi yang 
menghubungkan perangkat keras dengan pengguna komputer. Perangkat lunak 
juga berfungsi sebagai pemroses data atau perintah untuk menjalankan proses 
tertentu. Adapun perangkat lunaktyangtdigunakan dalam penelitian initadalah: 
a. SistemTOperasitLinux Ubuntu LTS 
Linux Ubuntu LTS dipilih karena memiliki utilitas yang memadai dalam 
melakukan penelitian ini. Linux Ubuntu LTS berifat user friendly dan didistribusikan 
sebagai perangkat lunak bebas.  
 
b. Open vSwitch 
Open vSwitchTadalah sebuahTaplikasiTyang digunakan untukImembentuk 
sebuah virtualTswitch padaTsistem operasiTlinux. OpenTvSwitch dapatTbekerja 
pada routerTyang menggunakan sistem operasi linuxI(kernel linux)Tseperti  
OpenWrt. OpenTvSwitch juga dapatTdiimplementasikanTpada komputer desktop 
padaTumumnya. Jenis Open vSwitch yang digunakan pada penelitian ini  yaitu 
Open vSwitch 2.2.5. 
 
c. Python 
Bahasa pemrograman yang digunakan dalam penelitian ini adalah bahasa 
pemrograman python. Bahasa pemrograman python digunakan karena 
bahasaipemrograman python didukungioleh controlleriPOX. Versiipythoniyang 
digunakan adalah pythoni2.7. Bahasa python merupakan bahasa yang 
interpretative dan multi guna yang diklaim sebagai bahasa pemrograman yang 
handal. 
 
d. Virtual Box 
Virtual boxtmerupakan perangkattlunak virtualisasiiyang dapat digunakan 
untuk membuat sistemioperasittambahan pada perangkat yang sama. Virtual box 
digunakan untuk membuat server vitual dikarenakan adanya keterbatasan port 
yang ada pada switch yang tidak memungkinkan untuk penambahan perangkat 
keras . 
 
e. JetBrain PyCharm 
JetBrain PyCharm merupakan text editor yang digunakan untuk melakukan 
perubahan atau editing pada sebuah kode program. Penggunaan text editor 























f. Google Chrome 
Browser digunakantpada saattmelakukan installasitswitch dantmelakukan 
pengaturan webserver. Browser jugatbisa sebagaitindkatortbahwa server telah 
hidup dantmampu melayanitrequest . 
3.3  Perancangan Sistem 
Pada tahap initmerupakan tahapantuntuk membanguntsistemtsetelah 
dilakukan studitliteraturBdan analisisTkebutuhan sistem. PerancanganTtopologi 
sistem dapat dilihatTpada gambar 3.2 yang dijelaskan sebagai berikut. 
 
Gambar 3. 2 Diagram Perancangan Topologi Sistem 
 
Gambari3.2imerupakan gambaran sebuahisistem dimana di dalam sistem 
tersebut mengimplementasikan aritektur SDN denganimenggunakanitiga buah 
serveriyang telah terkonfigurasi, satu buah SDNicontroller dan satu buah SDN 
switchidan satu buah client. 
1. SDN Switch 
SDNTswitchTyang digunakan adalah Openivswitch yang diimplemetasikan 
pada sebuah komputer menggunakan operasi LinuxTUbuntuTServeri14.04 LTS. 
Selanjutnya switch tersebutiakanidikonfigurasiiuntukimeneruskanipaket dengan 
menggunakan tigaiport yangTberbeda. PortTpertamaTdenganTinterface eth0 
terhubungidenganiserver, port keduaidengan interfaceieth1iterhubungidengan 





















2. SDN Controller 
Dalam pengimplementasian SDN controller, sistem operasi yang digunakan 
adalah linux ubuntu DesktopT14.04 LTS. Pada peneltian ini sistem jaringan yang 
digunakan adalah POX-carp yang dapat diunduh dari github resmi POX.   
3. Server 
Penelitian ininmengimplementasikanntiga buahnserver virtual yang akan 
digunakan untuk melayaninrequest dari client, dimana pada setiap server akan 
berjalan pada sistemnoperasi linuxnUbuntu dekstop 14.04nLTS . pada setiap server 
juga akan di install sebuah modul tambahan yaitu psutil yang digunakan untuk 
mengambil informasi sumber daya dari perangkat komputer. 
4. Client  
Komputer client akan berjalan pada operasi sistem ubuntu  Server 14.04 
LTS. Selanjutnya client akan di install httperf yang digunakan untuk melakukan 
request ke server. 
3.3.1  Konfigurasi Perangakat 
Pada tahap ini menjelaskan proses konfigurasi yang harus dilakukan di 
setiap  perangkat yaitu server, SDN switch, SDN controller, dan client. Setiap 
perangkat yang sudah terkonfigurasi akan saling dihubungkan dengan kabel UTP 
(Unshielded Twisted Pair) agar perangkat dapat saling berkomunikasi. 
3.3.1.1 Konfigurasi Server  
Server  yang  digunakan memiliki spsifikasi server  sebagai berikut :  
Tabel 3. 1 Spesifikasi Server 
Ciri Beda Server 1 Server 2 Server 3 
Prosesor Processor 4 core Processor 2 core Processor 1 core 






Memory RAMi1 GB RAMi1 GB RAM 1iGB 
IP Adrdess 192.168.1.11 192.168.1.12 192.168.1.13 
 
Server yang digunakan adalah 3 buah server virtual untukimelayani request 
dariiclient. Setiap server akan dikonfigurasi memiliki jumlah core yang berbeda-
beda dengan tujuan untuk mengetaui apakah penerapan metode berjalan dengan 
baik atau tidak. Semua server berjalan pada sistem operasi ubuntu server 14.04 
LTS. Pengalamtan IP yang digunakan yaitu jenis IP address kelas C. karena pada 
penelitian ini hanya menggunakan 4 host. Karena jenis  IP address kelas C 





















3.3.1.2 Konfigurasi SDN Switch  
Pada konfigurasi switch mengunakan Open vSwitch 2.2.5  yang di install 
pada sebuah komputer dengan spesifikasi yang sudah dijelaskan pada subbab 
kebutuhan perangkat keras sebelumnya. Aplikasi Open vSwitch akan 
dikembangkan pada sebuah komputer yang berjalan pada sistem operasi ubuntu 
dekstop 14.04 LTS. Komputer memilikiitigaibuah network interface yang nantinya 
akan digunakan sebagai port dari Open vSwitch. Tabel berikut menjelaskan 
pemetaan anatara port Open vSwitch dan network interface. 
Tabel 3. 2 Spesifikasi Switch 
Interface Port Tujuan 
eth0i Port 1i Server clusteri 
eth1i Port 2i Clienti 
eth2i Port 3i Controller i 
 
Pada masing-masingiport akan bertanggungijawab dalamimeneruskan 
paketisesuai dengannaturannyang sudah terkonfigurasi padanflow-table. Pada 
gambari3.3 di  bawah ini menjelaskanitopologiidariiOpen vSwitch. 
 
Gambar 3. 3 Topologi Open vSwitch 
  
3.3.1.3 Konfigurasi SDN Controller 
Controller akan dikonfigurasi pada komputer yang berjalan pada ubuntu 
dekstop 14.04 LTS.  IP address controller akan dikonfigurasi memiliki IP address 
192.168.1.10. Pada penelitian ini load balancing akan dibuat dengan mengunakan 
controller POX. Controller akan  bekerja sebagai pusat kendali dalam arsitektur 
SDN. Controller akan memandu switch dalam meneruskan paket dan pada saat 





















Dalam proses menjalankan controller dibutuhkan sebuah IP sevice yaitu 
192.168.1.100 yang diakses oleh server dan client untuk berkomunikasi.  IP service 
digunakan agar IP address asli dari controller tidak diketahui oleh selain controller 
itu sendiri. 
3.3.1.4 Konfigurasi Client 
Aplikasi yang digunkan oleh client untuk melakukan pengujian adalah 
httperf. Selanjutnya client akan dikonfigurasi dengan alamat IP address yaitu 
192.168.1.15. client akan melakukan beberapa request pada server dengan 
menggunakan httperf untuk mengetahui kinerja dari jaringan sesuai dengan 
parameter yang telah ditentukan. 
3.3.2  Perancangan Load Balancing 
3.3.2.1 Alur Sistem Secara Umum 
Alurnsistemnsecara umum menjelaskannproses kerja darinkomponen-
komponen sistem dari awal sampainakhir dalam melakukan proses load 
balancing. Proses diawali dengan datangnya traffic dari jaringan sampai 
























Gambar 3. 4 Flowchart Alur Sistem Secara Umum 
 
Gambar 3.4  menjelaskantbahwa alurisistem loadibalancingidiawaliidengan 
terhubungnya switch ketcontroller. Kemudiantswitchiakanimenerima paketiyang 
masuk keisistem. Sebelumimengirimkanipacket_In keicontroller, terlebihidahulu 
switchimemeriksaientri flowipadaiflow table. Jika entry flowitidak tersedia, maka 
Switchiakanimengirimkanipesan packet_In keicontroller danncontrollernakan 
memproses loadnbalancingndengan menentukannalamatntujuan darinpaket 
tersebut berdasarkan server dengan jumlah koneksi paling sedikit. Setelah Switch 
menerima pesannpacket_Out darincontroller, switchnakannmenyimpannentryike 
flowitable. Sehingga jikaiterdapat paket denganninformasi yangnsama, switch 
tidaknmengirimkannpesan packet_In kencontroller. Setelahnitu paketnakan 
diteruskannberdasarkanialamat tujuanidari paketitersebut. 
3.3.2.2 Alur Sistem Load Balancing 
Alur sistemtloadibalancing initmerupakanymekanismeypembagianybeban 
yangyterdapatypadaIcontroller. Proses pembagianybebanidilakukanIberdasarkan 





















usage. Didalam mekanismeipembagianibebaniterdapatialuripemeriksaanistatus 
server, pemeriksaan paket dariiclientidan pemeriksaanipaket dariiserver.  
a. AluriPemeriksaaniStatusiServer 
 
Gambar 3. 5 Alur Pemeriksaan Status Server 
Gambari3.5ymerupakanbtahap-tahapbpemeriksaanbinformasitstatus 
dari servertdengantmemanfaatkan packet_Intpadaycontroller. Paketyini 
akanYdikirimkanYolehBsetiapYserverBsetelah controller mengirim ARP-
REQUEST dengan memberi balasan berupa ARP-REPLAY. Jika server yang 
terdaftar didalamYclusterYmengirimkanipaket dengan jenis ini, maka server 
tersebut dianggap sedang beroperasi atau sedang up. Namun, jika server 





























b. Alur Pemeriksaan Paket dari Client 
 
Gambar 3. 6 Alur Pemeriksaan Paket dari Client 
Gambar 3.6 merupakanyprosesyloadybalancingyyangydilakukanyjika 
paketytersebutydatangydariyclient denganymemeriksayalamat IPysumber 
paketydanyalamatyIP tujuanydariypaketytersebut. Selanjutnya controller 
































c. Alur PemeriksaantPaket dari Server 
 
Gambar 3. 7 Alur Pemeriksaan Paket dari Server 
Gambar 3.7 menjelaskan alur pemeriksaan paket dari server. terdapat 
beberapayjenisypaketyyangydikirimkan oleh serveryyaitu paket dengan IP 
tujuan ke clientidan paketidariiAgen Psutils. Jika paket tersebutimerupakan 
paket dari Agen Psutils  pada server dan dikirim menggunakan protokol UDP, 
maka controller  akan menyimpan informasi dari Agen Psutils. Namun, jika 
bukan dari Agen Psutils, maka controller akan meneruskan paket dengan 






















3.4  Implementasi Sistem 
Perancangan sistem dibuatYberdasarkanYkebutuhanYdan perancangan 
sistem yangYtelah dibuat sebelumnya. AdapunYimplementasi sistemmsebagai 
berikut: 
 Konfigurasitperangkat 
 Implementasi metode round robin, metode berbasis CPU usage dan 
metode berbasis  response time 
3.4.1  Konfigurasi Perangkat  
Pada bab sebelumnya sudah dijelaskan konsep perancangan yang akan 
digunakan sebagai dasar pada proses implementasi. Proses implemestasi akan 
disesuaikan dengan konsep perancangan yang sudah dijelaskan sebelumnya. Pada 
tahap ini akan dilakukan konfigurasi pada setiap perangkat. 
3.4.1.1 Konfigurasi  Server 
Server yang digunakan dalam penelitian ini adalah tiga server virtual 
menggunakan software virtual Box . setelah dilakukan instalasi server kemudian 
dilakukan beberapa konfigurasi seperti menentukan jumlah core pada masing-
masing server  dan pengalamatan IP address di setiap server. 
1. Pengaturan  Server 
Setiap server memiliki jumlah core yang berbeda. Server 1 di setting 
dengan jumlah core 4,   server 2 dengan jumlah core 2 dan server 3 di 


























Gambar 3.8 menjelaskan proses pengaturan core pada setiap 
server. Langkah yang harus dilakukan adalah pilih menu machine pada 
tampilan utama,  kemudian pilih setting, kemudian pilih  system dan pilih 
prosessor. Selanjutnya setting jumlah core pada masing-masing server 
sesuai dengan  perancangan yang telah dibuat yaitu 4,2,dan 1 core.  
 
2. Konfigurasi IP Address pada Server  
Setelah sebelumnya  melakukan pengaturan jumlah core pada 
server, kemudian dilakukan pengalamatan IP addressydariimasing-masing 
servertvirtual. PadatsistemtoperasitubuntutpengaturantIP addresstberada 
pada  pada /etc/network/interfaces. Perintahyyang digunakan dalam 
pengaturan IP address adalah sebagai berikut : 
$sudo nano /etc/network/interfacess 
  Kemudian melakukan konfigurasi sebagai berikut. 
autoseth0 




Untuk mengetahui apakah konfigurasi yang sudah dilakukan telah 
berjalan dapat dilihat menggunakaniperintah sebagai berikut. 
$ sudosifconfig 
 Perintah tersebut akan menampilkan interface dari server. 
 
Gambar 3. 9 Interface Server 
Proses yang sudah dijelaskan tersebut kemudian akan dilakukan pada 
masing-masing server dengan IP address yang berbeda. 
 Server 1 dengan alamat IP 192.168.1.11 





















 server 3 dengan alamat IP 192.168.1.13 
3.4.1.2 Konfigurasi  Client 
Pada client menggunakan aplikasi httperf untuk melakukan pengujian. 
Client akan mengirimkan beberapa request kepada server dengan menggguakan 
aplikasi httperf.  Perintah yang digunakan  untuk menginstal httperf adalah 
sebagaiiberikut. 
$ sudo apt-getyinstallyhttperf 
 Setelah melakukan proses instalasi dilakukan pengaturan alamat IP 
address pada client agar client dapat terhubungtdengantOpen vSwitch.  Perintah 
yang digunakan sebagaiiberikut. 
$ sudo nano /etc/network/interfaces 





    gatewayy192.168.1.1 
Setelahykonfigurasi dilakukan, client dapat melakukan request dengan 
menggunakan httperf dengan perintah sebagai berikut. 
$ httperf –server [ip service] --port 80 --num-conns a --rate b 
 Dengan perintah tersebut client dapat melakukan request dengan 
memberikan banyak koneksi dan rate sesuai dengan kebutuhan dalam pengujian.    
3.4.1.3 Konfigurasi  SDN Switch 
Padaypenelitianyini switch  yangydigunakanyadalah Open vSwitch yang di 
install pada sebuah komputer. Untuk menginstal Open vSwitchyperintahyyang 
digunakanyadalah sebagaiiberikut. 
$ sudoyapt-get installyopenvswitch 
SetelahnOpennvSwitch terinstall, maka penambahan bridgenbr0  
dilakuakan.  Bridgentersebut bekerja sebagaiyvirtual switchyyangymeneruskan 
paketysesuai denganyflow-tabel yangydiberikan. Penambahan bridge dapat 
dilakukanydenganiperintah  sebagaiiberikut. 
$ sudo ovs-vsctl add-br br0 
Setelah penambahan bridge selesai dilakukan, selanjutnya dapat 
melakukan konfigurasinOpenflownyang digunakan dan juga dapat 
menambahkanncontroller pada switch. Controller dapatnditambahkan dengan 
memberikannalamat  ip dari komputer yang diatur sebagai controller serta 
protokol yang digunakan. Perintah yang digunakanntersebut adalahnsebagai 























Setelah proses konfigurasi bridgenselesai selanjutnya dapat melakukan 
penambahan port yang akan digunakannoleh switchnuntuknmeneruskan paket. 
Port yang dibuat tersebutnharus memilki interface, agar paket dapat diteruskan  





iface eth1yinet static  
autoyeth2 






    broadcasty192.168.1.255 
Setelah penambahan port selesai dilakukan, selanjutnya port tersebut 
disambungkan ke bridge yang telah ditambahkan sebelumnya. Bridge tersebut 
memiliki ip 192.168.1.20. perintah yang dapat dilakukan adalah sebagai berikut. 
$ sudo su  
$ ipvlinkysetyeth0 up 
$ ipylinyksetyeth1 up 
$ ipylinkysetyeth2 up  
$ ovs-vsctlyadd-portybr0 eth0 
$ ovs-vsctlyadd-portybr0 eth1 
$ ovs-vsctlyadd-portybr0yeth2 
Selanjutnya untuk melihat port tersebut dapat dilakukan perintah sebagai 
berikut. 
$ sudo ovs-vsctl show 






















Gambar 3. 10 Konfigurasi Open vSwitch 
Gambar 3.10 menjelaskan port yang sudah dibuat sudah terikat dengan 
sebuah interface dan sudah terdapat sebuah controller yang sudah di setting 
sebelumnya.  
3.4.1.4 Konfigurasi  SDN Controller 
Setelah melakakukan konfigurasi pada Open vSwitch dan berjalan lancar, 
selanjutnya dapat melakukan konfigurasi pada controller dengan melakukan 
instalasi modul  pox pada perangkat yang digunakan sebagai controller. Perintah 
yang digunakan adalah sebagai berikut. 
$ git clone http://github.com/noxrepo/pox 
 





    gatewayy192.168.1.1 
Setelah melakukan konfigurasi terebut  dan berjalan lancar, controller 
dapat dijalankan dengan menggunakan metode yang dipakai dalam penelitian ini.  
3.4.2  Implementasi Metode Load Balancing 
  Metode yang digunakan dalam penelitian ini yaitu metode round robin, 
metode berbasis CPU usage  dan metode berbasis  response time. Metode-metode 
tersebut akan dijalankan pada controller dan ketika client melakukan request akan 
di direct ke server sesuai dengan alur masing-masing metode tersebut.  Masing-
masing memiliki proses load balancing yang berbeda-beda. Pada metode round 
robin proses load balancing akan diarahkan ke server secara bergantian, 
sedangkan  metode berbasis  CPU usage proses load balancing akan diarahkan ke 
server yang memiliki penggunaan CPU terkecil, dan pada metode berbasis  
response time proses load balancing akan diarahkan pada server yang memiliki 





















3.4.2.1 Pemeriksaan Status dari Server 
Pengiriman paket ARP dilakukan guna mengetahui kondisi server dalam 
keadaan up atau down. Metode round robin, metode berbasis CPU usage, dan 
metode berbasis response time memiliki proses yang sama dalam pengiriman 
paket ARP. Ketika controller sudah dalam kondisi hidup, controller akan malakukan 
pengiriman paket ke server. Kemudian setelah ada balasan dalam bentuk ARP-
REPLAY dan diketahui bahwa balasan tersebut dari server, maka dapat dinyatan 
bahwa sever dalam kondisi up dan akan memberi statement “up” di controller. 
Berikut source code untuk pengecekan paket ARP. 
Tabel 3. 3 Source Code pengiriman ARP-REQUEST 


























def _do_probe (self): 
    self._do_expire()y 
 
    server = self.servers.pop(0) y 
    self.servers.append(server) y 
 
    r = arp()y 
    r.hwtype = r.HW_TYPE_ETHERNETy 
    r.prototype = r.PROTO_TYPE_IPy 
    r.opcode = r.REQUESTy 
    r.hwdst = ETHER_BROADCASTy 
    r.protodst = servery 
    r.hwsrc = self.macy 
    r.protosrc = self.service_ipy 
    e = ethernet(type=ethernet.ARP_TYPE, src=self.mac, 
                 dst=ETHER_BROADCAST) 
    e.set_payload(r) y 
    #self.log.debug("ARPing for %s", server) y 
    msg = of.ofp_packet_out()y 
    msg.data = e.pack()y 
    msg.actions.append(of.ofp_action_output(port = of.OFPP_FLOOD)) 
y 
    msg.in_port = of.OFPP_NONEy 
    self.con.send(msg) 
self.arp_timeout tstanding_probes[server] = time.time() +      
self.arp_timeout      
Tabel 3.3 merupakan kode pengiriman ARP-REQUEST yang dapat 
dijelaskan sebagai berikut : 
 Baris 1 merupakan nama method untuk mengirim ARP-REQUEST. 
 Baris 2 merupakan proses pemanggilan fungsi untuk melakukan 
pengecekan  apakah server time out atau tidak. 
 Baris 4 sampai 5 merupakan proses  mengambil IP server untuk 
dilakukan proses pengiriman ARP-REQUEST. Pengiriman dilakukan 
kepada server secara bergantian. 
  Baris 7 sampai 23 merupakan konstruksi pengiriman ARP, antara 
lain : Jenis paket yang dikirim ARP-REQUEST, jenis pengiriman 






















 Baris 24 sampai 25 merupakan penentuan waktu expire degan 
perhitungan waktu sekarang + ARP time out. 
3.4.2.2 Pengecekan Status Server 
Pengecekan status server dilakukan dengan melakukan pengecekan paket  
terlebih dahulu oleh controller. Jika controller menerima paket berupa ARP-
REPLAY, controller akan memproses paket tersebut dan menyatakan bahwa server 
dalam keadaan up. Batas maksimal server memberi balasan berupa ARP-REPLAY 
adalah 3 detik, jika lebih dari itu server akan dinyatakan down.  
Tabel 3. 4 Source Code Pengecekan Status Server 



























def _do_expire (self): 
     
    t = time.time() 
 
    foryip,expire_at inyself.outstanding_probes.items(): 
      if ty> expire_at: y 
        self.outstanding_probes.pop(ip, None) 
        ifyip in self.live_servers: 
          self.log.warn("Server %s down", ip) y 
            
if notytcpp: 
    arpp = packet.find('arp') 
    ifyarpp: 
        if arpp.opcode == arpp.REPLY: y 
            if arpp.protosrc in self.outstanding_probes: y 
                del self.outstanding_probes[arpp.protosrc] 
                if (self.live_servers.get(arpp.protosrc, (None, 
None))== (arpp.hwsrc, inport)): 
                    pass 
                else: 
                    self.live_servers[arpp.protosrc]i= arpp.hwsrc, 
inport 
                    self.log.info("Server %s up", arpp.protosrc) 
        returny 
    return drop() 
Tabel 3.4 merupakan kode pengecekan status server yang dapat dijelaskan 
sebagai berikut : 
 Baris 1 merupakan method yang digunakan untuk melihat apakah server 
dalam keadaan down. 
 Baris 3 merupakan inisialisasi bahwa t = waktu sekarang. 
 Baris 5 sampai 9 merupakan perbandingan yang digunakan untuk 
menentukan apakah server dalam kondisi down apa tidak. Dengan 
melakukan komputasi  apakah waktu sekarang lebih besar dari  waktu 
expire. Jika iya,  server akan  dinyatakan dalam kondisi down. 
 Baris 11 sampai 14  merupakan jika paket bukan TCP melainkan berupa 





















  Baris 15 sampai 16 merupakan jika server memberi balasan, maka 
outstanding_probes akan dihapus. 
 Baris 23 merupakan update kodisi server dan IP pada dictionary live_server 
serta menampilkan server dalam kondisi up. 
 
3.4.2.3 Pengecekan Paket Request dari Client 
Controller akan melakukan pengecekan pada setiap paket yang datang. 
Pertama kali yang dilakukan controller adalah melakukan parsing header untuk 
menentukannjenis paketnyang masuk. Jika paket tersebut diketahui dari client, 
maka akan dilakukan prose load balancing. 
Tabel 3. 5 Source Code Switch Menangani Paket  


























    ipp =ypacket.find('ipv4') 
 
       elif ipp.dstip == self.service_ip: y 
       
      key = ipp.srcip,ipp.dstip,tcpp.srcport,tcpp.dstport 
      entry = self.memory.get(key) y 
      if entry is None or entry.server not in self.live_servers: 
        # Don't know it (hopefully it's new!) 
        if len(self.live_servers) == 0: 
          self.log.warn("No servers!") 
          return drop() 
 
        #memilih server berdasarkan metode round robin 
        server = self._pick_server(key, inport) 
        # memilih server berdasarkan response time terkecil 
        server = self._pick_server(key, inport) 
        # memilih server berdasarkan metode CPU 
        server = self.resource_algorithm() 
        self.log.debug("Directing  to %s", server) 
 
        entry = MemoryEntry(server, packet, inport) 
        self.memory[entry.key1] y= entry 
        self.memory[entry.key2] y= entry 
Tabel 3.5 merupakan kode switch menangani paket yang dapat dijelaskan 
sebagai berikut : 
 Baris 1 menjelaskan ketika ada paket yang datang dan  IP adalah Ipv4 akan 
dilakukan proses berikutnya. 
 Baris 3 sampai 6 menjelaskan jika ada paket datang akan dilakukan 
pengecekan apakah IP tujuan sama dengan IP publik , jika sama akan 
dilakukan flow pada memory.  
 Baris 7 sampai 11 dilakukan pengecekan flow table, jika tidak terdapat 
pada flow table maka paket akan di drop. 
 Baris 13 sampai 19 melakukan proses  load balancing. 






















3.4.2.4 Metode Round Robin 
Gambar 3.11 menjelaskan bagaimana proses aliran data dari metode 
round robin. 
 
Gambar 3. 11 Data Flow Metode Round Robin 
Gambar 3.11 merupakan gambar data flow metode berbasis CPU usage 
secara keseluruhan. Proses dibagi menjadi  beberapa langkah,  yaitu : 
1. Menjalankan Controller  
Pertama yang harus dilakukan adalah menjalankan controller. Dalam 
menjalankan controller harus menjalankan file yang berisi metode round robin , 
kemudian mendefinisikan IP virtual yang diakses client dan server. Controller juga 
harus dapat mendeteksi sebuah server dalam kondisi hidup atau tidak dengan 
mengirimkan paket ARP. Controller akan melakukan pengecekan kondisi up atau 
down dengan melakukan perhitungan seperti yang dijelaskan pada tabel 3.3 dan 
tabel 3.4  yang didapatkan dari pengiriman paket ARP ke server sampai server 
























2. Client melakukannrequestidengan mengaksesiIPi service  
Client melakukannrequest menggunakan httperf dengan mengakses IP 
service atau IPnvirtual yangndidefinisikan sebelumnya saat menjalankan 
controller. Selanjutnya paket akan dikirim ke tujuan melalui switch. 
3. Controller melakukan pengecekan paket dari client 
Seperti yang dijelaskan pada tabel 3.5, switch kembali meminta keputusan 
pada controllernuntuknmemberikan aksi pada paketntersebut. Pertama kali 
dilakukan parsingnheader paket untuk menentukan jenis paket yang masuk. 
Kemudian dilakukan pengecekan didalam flow table. Jikanada,imaka akan 
dilakukannaksi pada paket tersebut. Jikaitidak, maka akan dilakukanipengecekan 
kembali apakah paket tersebut TCP dan Ipv4. Jika iya, maka akan dilakukan 
penyimpanan pada flow table dan akan dilakukan load balancing. 
Pada source code  ini menjelaskan proses perhitungan penentuan server 
dari metode round robin 
Tabel 3. 6 Source code Penentuan Server Metode Round Robin 





def _pick_server (self, key, inport): 
    self.last_server =y (self.last_server +y1) % 
len(self.live_servers) y 
    return self.live_servers.keys()[self.last_server] y 
 
Tabel 3.6 merupakan kode penetuan server metode round robin yang 
dapat dijelaskan sebagai berikut : 
 Baris 1 adalah nama method dari metode round robin. 
 Baris ke 2 sampai 3 adalah  mengambil  server terakhir yang melayani 
request yang selanjutnya  dilakukan penambahan nilai 1, dan dilakukan 
proses modulo dengan nilai total semua server. 
 Baris ke 4 adalah mengambil IP server dari server yang terpilih dari server 
yang tersedia.  
4. Switch meneruskan paket ke server  yang sudah ditentukan.  
5. Server memberikan respon ke client 
Setelahnservernmenerimanrequest client,nmaka serverntersebutnakan 
memberikannrespon dan mengirim paket balasan keiswitch. Jika paketitersebut 
dengan headernyai telahyada padaytabel flow makaydilakukanyaksi terhadap 
paketytersebut. Jika tidak,  makayswitch memintaykembali aksi terhadap 






















3.4.2.5 Metode Berbasis  CPU Usage 
Gambar 3.12 menjelaskan bagaimana proses aliran data dari metode 
berbasis CPU usage. 
 
Gambar 3. 12 Data Flow Metode Berbasis CPU Usage 
Gambar 3.12 merupakan gambar data flow metode berbasis CPU usage 
secara keseluruhan. Proses dibagi menjadi  beberapa langkah,  yaitu : 
1. Menjalankan Controller  
Pertama yang harus dilakukan adalah menjalankan controller. Dalam 
menjalankan controller harus menjalankan file yang berisi metode berbasis CPU 
usage, kemudian mendefinisikan IP virtual yang diakses client dan server. 
Controller melakukan proses penjadwalan terhadap resource yang didapatkan dari 
server, yaitu dengan memilih server yang memiliki kondisi CPU  terkecil. Controller 
juga harus dapat mendeteksi sebuah server dalam kondisi hidup atau tidak dengan 





















down dengan melakukan perhitungan seperti yang dijelaskan pada tabel 3.3 dan 
tabel 3.4  yang didapatkan dari pengiriman paket ARP ke server sampai server 
memberi balasan dalam bentuk ARP-REPLAY ke controller. 
2. Server mengirimkan resource CPU 
Ketika server sudah dalam kodisi up,  server siapymengirimkan paket yang 
berisi penggunaan CPU menggunakan protokol UDP. Pada source code berikut ini 
menjelaskan proses pengiriman resource  server.  
Tabel 3. 7 Surce Code Pengiriman Resource CPU  

















    cpu_usage = psutil.cpu_percent(interval=1) 
    return pickle.dumps(cpu_usage) 
serveri= socket.socket(socket.AF_INET, socket.SOCK_DGRAM) 
server.setsockopt(socket.SOL_SOCKET, socket.SO_REUSEADDR,1) 
whileiTrue: 
    server.connect(('192.168.1.100', 5000)) 
    server.send(getresource())i 
    time.sleep(1) i i 
 Tabel 3.7 merupakan kode pengiriman resource CPU yang dapat dijelaskan 
sebagai berikut.  
 baris ke-1,ke-2 danyke-3ymenjelaskan importymodul dariypsutil untuk 
mengambilyresource CPU dariiserver. 
 barisike-4 sebuah methodiyangtberfungsi untukimengambil resource.i 
 baris ke-5 menjelaskantpengambilanyresourceypengguna CPU dengan 
satuany%ydalam intervali1 detik. 
 baristke-6 menjelaskantpengembalianynilai CPUidengan membungkusnya 
ke dalam representasitdata berupatpickle.  
 baris ke 7-8 melakukan pembuatan koneksi UDP 
 baris ke 9-12 merupakan pembuatan koneksi dengan IP virtual dan port 
5000. dan memanggil method resource untuk dikirim dengan interval 
setiap 1 detik. 
3. Switch meneruskan paket dari ke tujuan yaitu controller  
4. Controller melakukan pengecekan server paket resource CPU dan 
melakukan pemilihan server yang CPU yang terkecil 
Ketika  server mengirimkan paket ke controller melalui switch, akan 
dilakukan pengecekan paket terlebih dahulu untuk memberikan aksi pada paket 
tersebut. Jikaipaket berupa UDP dan paket tersebut dari server,  maka  controller 
akan menyimpan paket tersebut. Jika tidak paket tersebut akan di drop. Pada 





















server yang memiliki CPU terkecil untuk digunakan proses load balancing. Berikut 
source code untuk pengecekan paket resource CPU.  
Tabel 3. 8 Source Code Pengecekan Resource CPU 







if udpp and ipp:  
    ifiipp.dstipi== self.service_ip and ipp.srcipiin 
self.live_servers 
        self.resources[ipp.srcip] = float(pickle.loads(udpp.next))  
        log.debug(self.resources) i 
        return drop()i 
Tabel 3.8 merupakan kode pengecekan resource CPU yang dapat dijelaskan 
sebagai berikut. 
 Baris  1 dilakukan pengecekan apakah paket yang datang berupa UDP. Jika 
iya,  akan dilakukan statement berikutnya. 
 Baris 2-4 jika IP tujuanipaket tersebut samaidengan IP service atau IP 
virtual dan IPisumber sama denganiIP server yang hidup, maka resource 
akan disimpan. 
 Baris ke 5 menjelaskan bahwa resourceiakan dicetak diicontroller.  
 Baris ke 6 jika paket yang datang bukan UDP,  maka paket akan di drop. 
Tabel 3. 9 Source Code Pemilihan Server  dengan CPU Usage Terkecil 











    while RUNNING is True: 
        if len(self.resources) == 0: 
            self.cpu_usage_terkecil = self.servers[0] 
        server_resource = min(self.resources, 
key=self.resources.get) 
        self.cpu_usage_terkecil = server_resource 
        time.sleep(0.5) 
Tabel 3.9 merupakan kode pemilihan server dengan CPU terkecil yang dapat 
dijelaskan sebagai berikut. 
 Baris 1 adalah namaimethod yang dipakai. 
 Baris ke 2 melakukan perulangan secara terus menerus. 
 Baris ke 3 melakukan pengecekan jika nilai resource tidak ada, maka nilai 
resource terkecil akan di atur ke server dengan index 0. 
 Baris ke 5 sampai 7 melakukan perhitungan resource terkecil dan 
menyimpannya.  
 Baris ke 8 melakukan perulangan dengan waktu time sleep 0,5 detik. 
5. Clientimelakukanirequestidengan mengaksesiIPiservice  
Clientymelakukanyrequest menggunakan httperf dengan mengaksesyIP 
service atau IP virtual yang didefinisikan sebelumnya saat menjalankan controller. 





















6. Switch meneruskan paket dari server ke tujuan yaitu controller  
7. Controller melakukan pengecekan paket dari client 
Seperti yang dijelaskan pada tabel 3.5, Switch kembaliymeminta 
keputusanypada controllerMuntuk memberikanMaksi padaBpaket yang masuk. 
Pertama kali yang harus dilakukan adalah melakukan parsing header pada paket 
tersebut. Kemudian dilakukan pengecekan didalam flow table. Jika ada,  maka 
akan dilakukan aksi pada paket tersebut. Jika tidak, maka akan dilakukan 
pengecekan kembali apakah paket tersebut TCP dan Ipv4. Jika iya, maka akan 
dilakukan penyimpanan pada flow table dan akan dilakukan load balancing.  
8. Switch meneruskan paket ke server yang memiliki penggunaan CPU terkecil 
. 
9. Server memberikan respon ke client 
Setelahnservernmenerima request dari client, kemudian server tersebut 
akannmemberikanirespon dan mengirim paket balasanike switch. Jika paket 
tersebutidengan headernyaitelah ada padaitabel flow, makandilakukan aksi 
terhadap paket tersebut. Jikantidak maka switch memintaikembaliiaksi terhadap 
paket tersebut pada controller dan melakukaniupdate terhadap flow table. 
3.4.2.6 Metode Berbasis  Response Time 
Pada Gambar 3.13 menjelaskan bagaimana proses aliran data dari metode 






















Gambar 3. 13 Data Flow Metode Berbasis  Response Time 
Gambar 3.13 merupakan gambar data flow metode berbasis response time 
secara keseluruhan. Proses dibagi menjadi  beberapa langkah,  yaitu: 
1. Menjalankan Controller  
Pertama yang harus dilakukan adalah menjalankan controller. Controller 
bertugas  melakukan proses penjadwalan dengan mengarahkan traffic ke server 
yang mempunyai nilai server terkecil. Controller juga harus dapat mendeteksi 
sebuah server dalam kondisi hidup atau tidak dengan mengirimkan paket ARP. 
Controller akan melakukan pengecekan kondisi up atau down dengan melakukan 
perhitungan seperti yang dijelaskan pada tabel 3.3 dan tabel 3.4  yang didapatkan 
dari pengiriman paket ARP ke server sampai server memberi balasan  dalam 
bentuk ARP-REPLAY ke controller.  
2. Pada proses no 2 sampai no 6 merupakan proses untuk mendapatkan 
waktu respon dari server. Proses yang dilakukan sama seperti proses pengiriman 
ARP untuk melakukan pengecekan status server. Ada beberapa penambahan 
variabel seperti variabel yang digunakan untuk menyimpan waktu respon dari 
server dan variabel yang mempunyai nilai 999 yang digunakan sebagai nilai  default 





















Tabel 3. 10 Source Code Pengiriman ARP-REQUEST untuk  Mendapatkan 
Response Time  



























  def _do_probe (self):     
    self.server_response_time = {}     
    self._do_expire() 
    server = self.servers.pop(0) 
    self.servers.append(server) 
 
    r = arp() 
    r.hwtype = r.HW_TYPE_ETHERNET 
    r.prototype = r.PROTO_TYPE_IP 
    r.opcode = r.REQUEST 
    r.hwdst = ETHER_BROADCAST 
    r.protodst = server 
    r.hwsrc = self.mac 
    r.protosrc = self.service_ip 
    e = ethernet(type=ethernet.ARP_TYPE, src=self.mac, 
                 dst=ETHER_BROADCAST) 
    e.set_payload(r) 
    #self.log.debug("ARPing for %s", server) 
    msg = of.ofp_packet_out() 
    msg.data = e.pack() 
    msg.actions.append(of.ofp_action_output(port = of.OFPP_FLOOD)) 
    msg.in_port = of.OFPP_NONE 
    self.con.send(msg) 
 
    self.outstanding_probes[server] = time.time() + 
self.arp_timeout 
    self.server_response_time[server] = 999 
Tabel 3.10 merupakan kode pengiriman ARP-REQUEST untuk 
mendapatkan response time yang dapat dijelaskan sebagai berikut : 
 Baris 1 merupakan nama method untuk mengirim ARP-REQUEST 
 Baris 2 merupakan variabel untuk menyimpan response time dari 
server yang aktif 
 Baris ke 3 merupakan method untuk melakukan pengecekan  
apakah server time out atau tidak. 
 Baris 4 sampai 5 merupakan proses  mengambil IP server untuk 
dilakukan proses pengiriman ARP-REQUEST . Pengiriman dilakukan 
kepada server secara bergantian. 
  Baris 7 sampai 23 merupakan konstruksi pengiriman ARP antara 
lain : Jenis paket yang dikirim ARP-REQUEST, jenis pengiriman 
broadcast, tujuan ke server, mac address, IP server, jenis  paket out, 
dsb. 
 Baris 25 merupakan inisialisai variabel untuk menyimpan waktu 
kirim probes ke setiap server ditambah dengan waktu time out. 
 Baris 26 merupakan nilai default yang digunakan ketika server 






















3. Switch meneruskan paket ke server 
4. Ketika server menerima ARP-REQUEST, server akan memberi balasan 
berupa ARP-REPLAY pada IP sumber yaitu controller . 
5. Switch akan meneruskan paket ARP-REPLAY  ke IP sumber yaitu controller.  
6. Server memberi balasan berupa ARP-REPLAY. Batas waktu  arp_time_out 
adalah 3 detik. Jika server dalam waktu 3 detik tidak memberikan balasan berupa 
ARP-RELAY,  maka server dinyatakan down dan nilai response time akan di atur 
pada nilai default yaitu 999. Proses perhitungan dilakukan dengan 
membandingkan waktu sekarang apakah lebih besar dibandingkan dengan waktu 
expire (waktu kirim ARP_REQUEST + time_out). Jika waktu sekarang lebih besar 
dari pada waktu expire, maka server dinyatakan time out. Berikut source code 
perhitungan waktu response time dari server dan source code pemilihan response 
time terkecil.  
Tabel 3. 11 Source code Pengecekan ARP-REPLAY dan Perhitungan Response 
Time 




























def _do_expire (self): 
     
    ti=itime.time() 
 
    for ip,expire_at in self.outstanding_probes.items(): 
      if ti> expire_at: 
        self.outstanding_probes.pop(ip, None) i 
        if ipiiniself.live_servers: i 
          self.log.warn("Server %s down", ip) 
          deliself.live_servers[ip] i 
      deliself.server_respose_time[ip] i 
  
    ifinotitcpp: 
      arppi= packet.find('arp') 
      if arpp: 
        if arpp.opcode ==iarpp.REPLY: 
          ifiarpp.protosrc in self.outstanding_probes: 
            self.server_response_time[arpp.protosrc] 
=iarrive_time-(self.outstanding_probes[arpp.protosrc]-
self.arp_timeout)  
        del self.outstanding_probes[arpp.protosrc] 
            if (self.live_servers.get(arpp.protosrc, (None,None)) 
                ==i (arpp.hwsrc,inport)): 
              pass 
            else:               
              self.live_servers[arpp.protosrc] i=iarpp.hwsrc,inport 
              self.log.info("Server %s up", arpp.protosrc) 
        returni 
 
Tabel 3.11 merupakan kode pengecekan ARP-REQUEST yang dapat 
dijelaskan sebagai berikut : 
 Baris 1 merupakan nama method yang digunakan untuk melihat apakah 
server dalam keadaan time out 





















 Baris 5 sampai 9   menjelaskan proses perbandingan yang digunakan untuk 
menentukan apakah server dalam kondisi down apa tidak, dengan 
melakukan perbandingan  apakah waktu sekarang apakah lebih besar dari  
waktu expire. Jika lebih besar, server akan dinyatakan dalam kondisi down. 
 Baris 10 merupakan perintah untuk menghapus server yang dinyatakan 
dalam kondisi down 
 Baris 11 merupakan merupakan perintah untuk menghapus response time 
dari server yang dinyatakan down. 
 Baris 13 sampai 16  merupakan jika paket bukan TCP melainkan berupa 
ARP-REPLAY dilakukan statement didalamnya.  
 Baris 17 sampai 19 menjelaskan proses perhitungan nilai response time 
dari server, dengan mencatat waktu datangnya paket dikurangi waktu 
pengiriman. Hasilnya adalah response time yang kemudian di simpan. 
   Baris 20 merupakan jika server memberi balasan, maka  
outstanding_probes akan dihapus. 
 Baris 25 sampai 27 merupakan update kodisi server dan IP nya pada 
dictionary live_server dan menampilkan server dalam kondisi up pada 
controller.  
Tabel 3. 12 Source code Memilih Server Berdasarkan Response Time Terkecil 












    while RUNNING is True: 
        if len(self.server_response_time) == 0: 
            self.response_time_terkecil = 
self.live_servers.keys()[0] 
        server_ip = min(self.server_response_time, 
key=self.server_response_time.get) 
        self.response_time_terkecil = server_ip 
        time.sleep(0.5) 
Tabel 3.12 merupakan kode memilih server berdasarkan response time 
terkecil yang dapat dijelaskan sebagai berikut : 
 Baris ke 1 nama method yang digunakan untuk memilih server berdasarkan 
response time terkecil.  
 Baris ke 2 melakukan perulangan secara terus menerus. 
 Baris ke 3-5 melakukan pengecekan apabila nilai response time dari server 
tidak ada, maka nilai respon terkecil di atur pada server dengan index 0. 
 Baris 6-8 melakukan pemilihan nilai respon terkecil dari server dan 
menyimpannya 
 Baris ke 9 melakukan perulangan dengan waktu time sleep 0,5 detik 





















Clienttmelakukanyrequest menggunakan httperf dengan mengakses IP 
serviceyatau IPMvirtual yangMdidefinisikan sebelumnya saat menjalankan 
controller. Selanjutnya paketTakan dikirim ke tujuan melalui switch. 
8. Switch meneruskan paket dari server ke tujuan yaitu controller  
9. Controller melakukan pengecekan paket dari client 
Seperti yang dijelaskan pada tabel 3.5, Switch kembali meminta keputusan 
pada controllertuntuktmemberikantaksi pada paket tersebut. Pertama kali 
dilakukan parsingtheadertpakettuntuktmenentukan jenistpaket yang masuk. 
Kemudian dilakukan didalam flow table. Jika ada,  maka akan dilakukan aksi pada 
paket tersebut. Jika tidak, maka akan dilakukantpengecekantkembalitapakah 
paket tersebut TCP dan Ipv4. Jikatiya, maka akan dilakukantpenyimpanan pada 
flow table dan akan dilakukan load balancing.  
10. Switch meneruskan paket ke server yang memiliki response time terkecil  
yang sudah dilakukan perhitungan sebelumnya. 
11. Server memberi response kepada client. 
3.5  Pengujian dan Analisis 
Pengujianndannanalisisidilakukan setelah implementasi sistem berhasil 
dilakukan. iPengujian danianalisisidilakukan untuk mengetahui apakahipenelitian 
telahidijalankan sesuai denganiskenario yang telahidirancang.  
3.5.1  Tujuan Pengujian 
 Tujuan pengujianiiniiadalahiuntukibmengetahuibperbandingan kinerja 
dari metode roundbrobin, metode berbasis CPU usage  dan metode berbasis  
response time untukbload balancing pada sofwarebdefined network .iPengujian 
juga dilakukan untuk imengetahui hasilidari nilai rata-rataisetiapiparamater yang 
diberikan. Request digunakan untuk memberikan beban permintaan client kepada 
server dalam satu waktu bsehingga dapatbdiketahui kemampuanbserver 
dalambmelakukanbrespon terhadap client. Ratebpadabpengujian ini digunakan 
untuk memberikanbukuran kecepatan bit databtransmisi dalambsatu waktu. 
Selanjutnyabhasil daribmasing-masing percobaanbakan dibandingkanbdan 
dilakukanbanalisis dari hasil yangbdidapatkan. Kemudian dapat diketahui 
perbandinganbkinerja dari metodebround robin, metode berbasisbCPU usage  dan 
metodeiberbasis  response time.   
3.5.2  Proses Pengujian 
Prosesbpengujianbdiawalibdenganbmemberikanbberapa banyak koneksi 
dengan rate yangbberbeda. Hal ini dijalankanbmenggunakan tools httperf. 
Perintah untuk menjalankanbproses ini adalah: 
httperf –server [ip service] --port 80 --num-conns a -
-rate b 
 Padabtoolbhttperf dimulai dengan memasukkan IP service yaitu 





















adalahbuntukbmemberikanbberapabbanyakbkoneksibdalam 1 waktu sedangkan 
ratebadalahbbesabkecepatan bit databdalam 1 waktu. Dengan a danbb adalah 
bilanganbbulat positif. 
3.5.3  Skenario Pengujian 
Pengujianbmenggunakan httperf menggunakanbparameterbthroughput 
denganbsatuan KB/s,  responsebtimebdenganbsatuan ms, dan CPUiusage dengan 
satuanbpersentase (%). Nilai pengujianbthroughput dan response timebdiambil 
daribpercobaantyangydilakukantsebanyak 5 kali. Sedangkan pengujian CPU 
Usagethanyatdilakukan 1 kali, karena sudah mencakupbnilai variasibCPU Usage. 
Pengujian dilakukan padatmasing-masingtmetode dengan kondisi yang sama. 
Skenariobpengujian peratamabkali dilakukan denganbmencaribbesar rate 
maksimal yang mampubditanganibsistem. Padabproses mencaritmaksimaltrate 
dilakukan request menggunakanbhttperf dimulaidengan rate dengan nilai kecil 
dibawahy100yhinggamditemukan maksimal rate. Nilai rate maksimal yang 
didapatkanbyaitu 360 req/s. Selanjutnyabnilai rate dikategorikan menjadi 3 
kategori yaitu low , medium , dan high. Nilai high adalah 360 req/s, untuktnilai 
medium  adalahbsetengahbdaribnilaibhigh yaitu 180 req/s, dantuntuktnilai low  
adalah setengahtdaritnilai medium  yaitu 90 req/s. Pengujian dari masing-masing 
rate dilakukan dalam waktu 10 detik, kemudianbdidapatkan banyak koneksi untuk 
skenario ini yaitu : 
 Low  : 90 req/s (rate) tdengan jumlah koneksi 900. 
 Medium  : 180 req/s (rate) tdengan jumlah koneksi 1800. 
 High: 360 req/s (rate) tdengan jumflah konesi 3600. 
Skenariobpengujian throughput, responsebtime dan CPU usageidilakukan 
dengan kondisi setiap serverbmenjalankan mejalankan vidio  yang sama untuk 
memberikan beban pada masing-masing server. ClientTmelakukanTrequest 
menggunakanYhttperf sesuaiYkategorimrate. Setelahbdilakukanbrequest dari 
masing-masing kategori rate, makaTdidapatkanynilaiTthroughputtdanTresponse 
time. SelanjutnyaYdiambilYrata–rata dariM5Mkali pengujian.  
3.6  Kesimpulan dan Saran 
Pengambilanbkesimpulan dilakukan setelah semua tahapantperancangan, 
implemetasi, dan pengujiantsistemttelahtselesai dilakukan. Kesimpulantdiambil 
dariyhasil pengujianbdan analisisbterhadapbpenelitian yang telah dilakukan. 
Tahapnterakhirnpenulisanbadalahnsaraniiyangndimaksudkan untuktmemberikan 





















BAB 4 HASIL 
Pada bab ini ditunjukan seluruh hasil pengujian yang dilakukan dari 
metode round robin, metode berbasis  response time dan metode berbasis CPU 
usage. Hasil pengujian menampilkan nilai dari throughput, response time, dan CPU 
usage. 
4.1  Hasil Pengujian 
Pengukuran parameter throughput,  response time, dan CPU time dengan 
menggunakan tools httperf pada jaringan rancangan berdasarkan topologi 
jaringan yang telah dibangun.  
 
4.1.1 Pengujian Perancangan Sistem 
Pada hasil pengujian menunujukan bahwa perancangan telah berhasil 
dijalankan sesuai dengan perancangan pada bab sebelumnya. Pada pengujian 
perancangan dilakukan request dari client dengan melakukan “curl” dari terminal 
maupun melakukan akses dari web browser. Alamat yang diakses adalah IP service 
dari sistem yaitu 192.168.1.100. Pengujian perancangan dilakukan hingga sistem 
benar-benar bisa berjalan sesuai dengan rencana yang diinginkan. Sehingga dapat 
dilakukan pengujian kinerja untuk masing – masing metode. 
4.1.1.1 Server 
Sebelum client melakukan request ke server, setiap server harus memiliiki 
sebuah web server agar server dapat merespon request yang dilakukan oleh client. 
Web server yang digunakan adalah flask web server. Berikut gambar dari web 
server tersebut. 
 






















Pada gambar 4.1 menunjukkan bahwa webserver flask dapat diakses dari 
komputer client. Hal tersebut membuktikan bahwa setiap server telah dalam 
keadaan up dan dapat bejalan dengan baik. 
4.1.1.2 SDN  Switch 
Switch yang digunakan adalah Open vSwitch (switch virtual) yang 
diimplementasikan pada sebuah komputer dekstop. Jenis Open vSwitch yang 
digunakan yaitu Open vSwitch 2.2.5. 
 
 
Gambar 4. 2 SDN Switch  
Pada gambar 4.2 menunjukkan bahwa switch telah terpasang protokol 
openflow  yang dibuktikan dengan mampunya switch mampu melakukan 
forwarding yang ditampilkan pada controller. Terlihat juga pada terminal “INFO : 
openflow .of_01 : [Mac Address] connected”. 
4.1.1.3 Controller 
Controller bertugas mengelola kontrol aliran ke switch / router (melalui 
API) dan mengatur jalur mana yang akan dipilih. Controller yang  digunkan adalah  
POX. Controller akan menjalankan metode loadbalancing dan melakukan 
pengecekan server terlebih dahulu, apakah server dalam keadaan hidup atau 
tidak. 
 






















Pada gambar 4.3 menunjukkan controller POX telah berhasil terpasang dan 
terhubung dengan switch dan ketiga server virtual yang ada dengan kondisi server 
dalam keadan up. 
4.1.1.4  Client 
Untuk melakukukan pengujian, client harus terpasang tools httperf terlebih 
dahulu. Dalam pengujian ini tools httperf digunakanan untuk  mendapatkan nilai 
throughput dan  response time. Berikut tampilan dari client waktu melakukan 
pengujian menggunakan httperf.  
 
Gambar 4.4 Tampilan Client Melakukan Request 
 
Pada gambar 4.4 menunjukkan bahwa client sudah terpasang tools httperf  
dan mampu melakukan request kepada server. Sehingga parameter yang 
diperlukan mampu ditampilkan pada tools httperf setelah seluruh request 
mendapat respon dari server. Nilai throughput ditampilkan pada Net I/O dan  

























4.1.2  Pengujian Throughput 
Proses pengujian throughput dapat dilihat dari nilai perbandingan 
throughput antara metode round robin, metode berbasis response time dan 
metode berbasis CPU usage . Satuan yang digunakan untuk throughput yaitu KB/s. 
Throughput yang diamati didapatkan dari hasil pengujian dari semua kategori rate 
yaitu: low ,medium , dan high dengan 5 kali percobaan. Nilai tersebut merupakan 
jumlah total transfer data yang sukses dilakukan. Berikut hasil yang diperoleh : 
 
Tabel 4. 1 Hasil Pengujian Throughput Kategori Rate Low (90) 
No 
LOW 





1 32,7 32,6 31,7 
2 32,7 32,6 31,2 
3 32,7 30,9 29,9 
4 32,7 30,0 29,9 
5 32,4 28,6 28,3 
Rata-rata 32,64 (KB/s) 30,86 (KB/s) 30,20 (KB/s) 
 
 Pada jumlah rate low pengujian throughput dengan  metode round robin 
didapatkan nilai dengan rata-rata  32,64 KB/s, pada metode berbasis  
response time didapatkan nilai throughput dengan rata-rata 30,86 KB/s, 
sedangkan pada metode berbasis CPU Usage pengujian throughput nilai 
yang didapatkan nilai throughput dengan rata-rata  adalah 30,20 KB/s. 
Tabel 4. 2 Hasil Pengujian Throughput Kategori Rate Medium (180) 
No 
MEDIUM 
Round Robin (KB/s) 
Response Time 
Based (KB/s) 
CPU Usage Based 
(KB/s) 
1 61,6 65,9 65,4 
2 60,6 65,3 65,3 
3 59,9 65,3 64,2 
4 59,8 65,3 60,3 
5 59,7 63,3 60,1 
rata-rata 60,32 (KB/s) 65,02 (KB/s) 63,06 (KB/s) 
 
 Pada jumlah rate medium pengujian throughput dengan  metode round 
robin didapatkan nilai dengan rata-rata  60,32 KB/s, pada metode berbasis  
response time didapatkan nilai  throughput dengan rata-rata 65,02 KB/s, 
sedangkan pada metode berbasis CPU Usage pengujian throughput nilai 




























CPU Usage Based 
(KB/s) 
1 105,4 119,5 118,2 
2 103,5 118,7 117,4 
3 94,0 117,7 113,4 
4 93,0 112,0 113,3 
5 84,0 110,1 112,1 
Rata-rata 96,10 (KB/s) 115,50 (KB/s) 114,88 (KB/s) 
  
 Pada jumlah rate high pengujian throughput dengan  metode round robin 
didapatkan nilai dengan rata-rata  96,10 KB/s, pada metode berbasis  
response time didapatkan nilai throughput dengan rata-rata  115,5 
KB/s,sedangkan pada metode berbasis CPU Usage pengujian throughput  
didapatkan nilai dengan rata-rata  114,88 KB/s. 
4.1.3 Pengujian  Response Time 
Proses pengujian responsse time dapat dilihat dari nilai perbandingan 
response time antara metode round robin, metode berbasis response time dan 
metode berbasis CPU usage. Satuan yang digunakan untuk hasil pengujian 
response time yaitu ms. Response time yang diamati didapatkan dari hasil 
pengujian dari semua kategori rate yaitu: low ,medium , dan high dengan 5 kali 
percobaan. Berikut hasil yang diperoleh : 
 
 Tabel 4. 4 Hasil Pengujian  Response Time  Kategori Rate Low (90) 
No 
LOW 
Round Robin (ms) 
Response Time 
Based (ms) 
CPU Usage Based 
(ms) 
1 26,2 24,2 44,3 
2 28,3 24,8 43,3 
3 30,5 26,5 43,1 
4 30,9 28,3 42,4 
5 35,7 28,7 40,6 
Rata-rata 30,32 (ms) 26,50 (ms) 42,76 (ms) 
 
 Pada pengujian rate low pengujian  response time dengan  metode round 
robin memiliki nilai rata-rata 30,32 ms, pada metode berbasis  response 
time didapatkan nilai  response time dengan rata-rata 26,50 ms, sedangkan 
pada metode berbasis CPU Usage pengujian  response time nilai dengan 





















Tabel 4. 5 Hasil Pengujian  Response Time  Kategori Rate Medium (180) 
No 
MEDIUM 
Round Robin (ms) 
Response Time 
Based (ms) 
CPU Usage Based 
(ms) 
1 81,3 65,6 77,6 
2 91,6 65,9 88,8 
3 106,6 68,4 88,5 
4 107,8 68,7 90,6 
5 126,2 69,2 89,2 
Rata-rata 102,70 (ms) 67,56 (ms) 86,94 (ms) 
 
 Pada pengujian jumlah rate medium pengujian  response time dengan  
metode round robin didapatkan nilai rata-rata  102,70 ms, pada metode 
berbasis  response time didapatkan nilai  response time dengan  nilai rata-
rata 67,56 ms, sedangkan pada metode berbasis CPU Usage pengujian  
response time nilai yang didapatkan adalah rata-rata 86,94 ms. 
Tabel 4. 6 Hasil Pengujian  Response Time  Kategori Rate High (360) 
No 
HIGH 
Round Robin (ms) 
Response Time 
Based (ms) 
CPU Usage Based 
(ms) 
1 185,8 113,1 125,7 
2 218,3 115,4 130,3 
3 241,8 119,2 132,1 
4 272,5 122,1 137,2 
5 301,1 122,6 141,2 
Rata-rata 243,90 (ms) 118,48 (ms) 133,28 (ms) 
 
 Pada pengujian jumlah rate high pengujian  response time  dengan  metode 
round robin adalah rata-rata 243,90 ms, pada metode berbasis  response 
time didapatkan nilai  response time rata-rata 118,48 ms, sedangkan pada 
metode berbasis CPU Usage pengujian throughput nilai yang didapatkan 
adalah rata-rata 133,28 ms.  
4.1.4 Pengujian CPU Usage 
Proses pengujian CPU usage dapat dilihat tabel 4.3, 4.4 dan 4.5. Satuan 
yang digunakan untuk CPU Usage adalah persentase (%). Data diperoleh dari 
hasil record dari masing masing server dan kemudian dilakukan perhitungan rata-
rata dari nilai CPU usage yang didapat dari setiap server. Data diperoleh dengan 


































server 1 29,62 47,91 43,44 
server 2 47,43 49,98 47,48 
server 3 72,13 55,56 59,56 
  
Berdasarkan tabel 4.7  dapat dijelaskan sebagai berikut : 
 Pengujian dengan menggunakan metode round robin server 1 memiliki 
penggunaan CPU usage sebesar 29,62%, server 2 memiliki penggunaan CPU usage 
sebesar 47,43%, sedangkan pada server 3 memiliki penggunaan CPU usage 
sebesar 72,13%. 
 Pengujian dengan menggunakan metode berbasis CPU usage server 1 memiliki 
penggunaan CPU usage sebesar 47,91%, server 2 memiliki penggunaan CPU usage 
sebesar 49,98%, sedangkan pada server 3 memiliki penggunaan CPU usage 
sebesar 55,56%. 
 Pengujian dengan menggunakan metode berbasis response time server 1 memiliki 
penggunaan CPU usage sebesar 43,44%, server 2 memiliki penggunaan CPU usage 
sebesar 47,48%, sedangkan pada server 3 memiliki penggunaan CPU usage 
sebesar 55,56%. 
Tabel 4. 8 Hasil Pengujian CPU Usage Server 2 Kategori Rate Medium (180) 





server 1 43,46 60,95 53,46 
server 2 60,61 65,22 57,88 
server 3 88,02 70,33 72,67 
 
Berdasarkan tabel 4.8  dapat dijelaskan sebagai berikut : 
 Pengujian dengan menggunakan metode round robin server 1 memiliki 
penggunaan CPU usage sebesar 43,46%, server 2 memiliki penggunaan CPU usage 
sebesar 60,61%, sedangkan pada server 3 memiliki penggunaan CPU usage 
sebesar 88,02%. 
 Pengujian dengan menggunakan metode berbasis CPU usage server 1 memiliki 
penggunaan CPU usage sebesar 60,95%, server 2 memiliki penggunaan CPU usage 
sebesar 65,22%, sedangkan pada server 3 memiliki penggunaan CPU usage 
sebesar 70,33%. 
 Pengujian dengan menggunakan metode berbasis response time server 1 memiliki 
penggunaan CPU usage sebesar 53,46%, server 2 memiliki penggunaan CPU usage 






























server 1 52,83 69,66 72,61 
server 2 78,51 74,34 80,61 
server 3 95,57 81,64 88,56 
 
Berdasarkan tabel 4.9 dapat dijelaskan sebagai berikut : 
 Pengujian dengan menggunakan metode round robin server 1 memiliki 
penggunaan CPU usage sebesar 52,83%, server 2 memiliki penggunaan CPU usage 
sebesar 78,51%, sedangkan pada server 3 memiliki penggunaan CPU usage 
sebesar 98,74%. 
 Pengujian dengan menggunakan metode berbasis CPU usage server 1 memiliki 
penggunaan CPU usage sebesar 69,66%, server 2 memiliki penggunaan CPU usage 
sebesar 74,34%, sedangkan pada server 3 memiliki penggunaan CPU usage 
sebesar 81,64%. 
 Pengujian dengan menggunakan metode berbasis response time server 1 memiliki 
penggunaan CPU usage sebesar 728,61%, server 2 memiliki penggunaan CPU 
usage sebesar 80,61%, sedangkan pada server 3 memiliki penggunaan CPU usage 
sebesar 88,56%. 
4.1.5  Pengujian Distribusi Traffic 
Proses pengujian pembagian traffic dapat dilihat dari tabel 4.6, 4.7 dan 4.8. 
Satuan yang digunakanuntuk pembagian traffic adalah jumlah koneksi . Data 
diperoleh dari hasil record dari masing masing server. Berikut hasil yang 
diperoleh:  










server 1 300 471 405 
server 2 300 348 328 
server 3 300 111 167 
 
 
Berdasarkan tabel 4.10  dapat dijelaskan sebagai berikut : 
 Pengujian dengan menggunakan metode round robin, server 1 mendapat 
pembagian traffic sebanyak 300 koneksi, server 2 mendapat pembagian traffic 
sebanyak 300 koneksi,  Pada server 3 mendapat pembagian traffic sebanyak 300 
koneksi. 
 Pengujian dengan menggunakan metode berbasis CPU usage, server 1 mendapat 





















sebanyak 438 koneksi,  Sedamgkan pada server 3 mendapat pembagian traffic 
sebanyak 111 koneksi. 
 Pengujian dengan menggunakan metode berbasis CPU usage, server 1 mendapat 
pembagian traffic sebanyak 405 koneksi, server 2 mendapat pembagian traffic 
sebanyak 328 koneksi,  sedangkan pada server 3 mendapat pembagian traffic 
sebanyak 167 koneksi. 










server 1 600 763 719 
server 2 600 647 557 
server 3 600 390 524 
 
Berdasarkan tabel 4.11  dapat dijelaskan sebagai berikut : 
 Pengujian dengan menggunakan metode round robin, server 1 mendapat 
pembagian traffic sebanyak 600 koneksi, server 2 mendapat pembagian traffic 
sebanyak 600 koneksi,  Pada server 3 mendapat pembagian traffic sebanyak 600 
koneksi. 
 Pengujian dengan menggunakan metode berbasis CPU usage, server 1 mendapat 
pembagian traffic sebanyak 763 koneksi, server 2 mendapat pembagian traffic 
sebanyak 647 koneksi,  Sedamgkan pada server 3 mendapat pembagian traffic 
sebanyak 390 koneksi. 
 Pengujian dengan menggunakan metode berbasis CPU usage, server 1 mendapat 
pembagian traffic sebanyak 719 koneksi, server 2 mendapat pembagian traffic 
sebanyak 557 koneksi,  sedangkan pada server 3 mendapat pembagian traffic 
sebanyak 524 koneksi. 











1200 1558 1313 
server 2 
1200 1273 1178 
server 3 
1200 769 870 
 
Berdasarkan tabel 4.7  dapat dijelaskan sebagai berikut : 
 Pengujian dengan menggunakan metode round robin, server 1 mendapat 
pembagian traffic sebanyak 1200 koneksi, server 2 mendapat pembagian traffic 






















 Pengujian dengan menggunakan metode berbasis CPU usage, server 1 mendapat 
pembagian traffic sebanyak 1558 koneksi, server 2 mendapat pembagian traffic 
sebanyak 1273 koneksi,  Sedamgkan pada server 3 mendapat pembagian traffic 
sebanyak 769 koneksi. 
 Pengujian dengan menggunakan metode berbasis CPU usage, server 1 mendapat 
pembagian traffic sebanyak 1313 koneksi, server 2 mendapat pembagian traffic 
sebanyak 1178 koneksi,  sedangkan pada server 3 mendapat pembagian traffic 































BAB 5 PEMBAHASAN 
Pada bab ini membahas tentang perbandingan kinerja sistem load 
balancing dengan metode round robin, metode berbasis CPU dan Metode berbasis 
response time dari nilai hasil pengujian yang telah didapatkan. 
5.1  Pembahasan Perbandingan Kinerja 
5.1.1 Pengujian Throughput 
 
Gambar 5. 1 Grafik Perbandingan Pengujian Throughput 
Grafik 5.1 merupakan grafik hasil pengujian throughput dari ketiga metode 
yang dirujuk dari tabel 4.1, 4.2 dan 4.3. Throughput adalah banyaknya informasi 
data yang dapat mengalir dari suatu perangkat ke perangkat lainnya dalam satuan 
waktu aktual tertentu. Tujuan load balancing sendiri adalah memaksimalkan 
throughput. 
Pada ketiga skenario pengujian yang telah dilakukan bahwa metode round 
robin  lebih baik hanya pada kategori rate low dengan banyak 90 request. Karena 
pada jumlah request yang rendah, kondisi server masih  mampu melayani request 
dalam kondisi baik, yang membuat metode round robin mempunyai throughput 
yang lebih unggul. Karena memang metode round robin membagikan beban pada 
tiga server secara bergantian.  
 Sedangkan pada kategori medium dengan jumlah 180 request dan high 
dengan jumlah 360 request, nilai throughput metode berbasis response time lebih 
unggul, meskipun tidak ada perbedaan yang signifikan dengan hasil yang 
didapatkan dari metode berbasis CPU usage. karena memang metode berbasis 






















































dilihat dari parameter yang berbeda. Jika pada metode berbasis CPU usage dilihat 
dari kondisi CPU server, tetapi pada metode berbasis response time dilihat dari 
parameter response time dari server. Karena kondisi CPU dari server juga akan 
mempengaruhi response time dari server tersebut, dimana kedua metode ini 
melakukan pendistribusian traffic dengan melihat kondisi dari server yang 
membuat throughput yang dihasilkan unggul dibandingkan metode round robin. 
Metode round robin pada jumlah request yang tinggi memiliki nilai throughput 
yang rendah dibandingkan dengan metode berbasis response time dan metode 
berbasis CPU usage. karena metode round robin mendistribusikan traffic tanpa 
melihat kondisi dari server yang membuat kondisi server akan mengalami 
kelebihan beban yang mengakibatkan throughput yang dihasilkan rendah.     
5.1.2 Pengujian  Response Time 
  
 
Gambar 5. 2 Grafik Perbandingan Pengujian  Response Time 
Grafik 5.2  merupakan grafik hasil pengujian  response time dari metode 
round robin, metode berbasis CPU dan Metode berbasis response time yang 
dirujuk dari tabel 4.4, 4.5 dan 4.6.  Response time adalah waktu tanggap yang 
diberikan ketika client melakukan request atau mengirim permintaaan ke server. 
Tujuan load balancing adalah mengurangi  response time, dengan dua atau lebih 
server yang saling berbagi beban traffic, masing-masing akan berjalan lebih cepat 
karena beban tidak berada pada 1 server saja.  
Nilai  response time bertambah seiring dengan perubahan kategori rate, 
semakin tinggi kategori rate, maka semakin tinggi nilai  response time yang 
didapatkan. Pada penelitian ini metode berbasis response time memiliki response 
time tercepat dari semua kategori pengujian. Karena memang beban traffic akan 
diarahkan ke server yang memiliki waktu respon tercepat. Dapat dilihat dari 






















































metode berbasis CPU usage pada setiap kategori rate, tidak setinggi dari metode 
round robin. Karena memang pembagian beban pada kedua metode ini akan 
dilakukan sesuai dengan kondisi atau kapasitas dari server yang membuat kinerja 
server menjadi seimbang dan mencegah server dalam kondisi overload dan dapat 
meyebabkan waktu respon dari server menjadi lambat. Berbeda dengan  metode 
round robin yang membuat server dengan kapasitas core rendah mengalami 
kelebihan beban dan membuat waktu respon dari server menjadi lambat. Dapat 
dilihat dari gambar 5.2, bahwa metode round robin mengalami kenaikan response 
time yang tinggi dari pengujian kategori medium (180 request) ke pengujian 
kategori high (360 request) .  




























































Gambar 5. 4 Grafik Pengujian CPU Usage pengiriman 180 Req/s 
 
 
Gambar 5. 5 Grafik Pengujian CPU Usage pengiriman 360 Req/s 
Grafik 5,3, 5,4 dan 5,5 merupakan grafik hasil pengujian CPU usage setiap 
server. CPU usage adalah tingkat beban CPU pada server ketika melayani client. 
Load balancing berfungsi untuk menyeimbangkan beban server. Sehingga server 
tidak akan terlalu terbebani. Semakin kecil CPU usage, maka semakin baik kinerja 























































































Bisa dilihat dari ketiga grafik tersebut bahwa metode round robin memiliki 
penggunaan CPU dengan rentan lumayan jauh dari ketiga server, karena metode 
round robin akan mendistribusikan traffic secara merata tanpa melihat kondisi dari 
server. Berbeda dengan metode berbasis CPU usage dan metode berbasis 
response time yang melihat kondisi dari server untuk pendistribusian traffic. Bisa 
dilihat dari semua kategori rate, untuk metode berbasis CPU usage dan metode 
berbasis response time selisih dari ketiga server tidak terlalu jauh seperti yang ada 
pada metode round robin. Penggunaan CPU pada server 1 juga memiliki 
penggunaan yang lebih tinggi dari metode round robin dan server 3 memiliki 
penggunaan CPU lebih rendah dari metode round robin.  
Untuk mengetahui penggunaan CPU yang lebih  seimbang dan stabil dari 
metode-metode tersebut, dibutuhkan perhitungan standar deviasi. Standar 
deviasi adalah ukuran yang digunakan untuk mengukur jumlah variasi atau 
sebaran sejumlah nilai data.  
Tabel 5. 1 Standar Deviasi  CPU Usage Seluruh Server 
Round Robin 
Rate Server 1 Server 2 Server 3 STDDEV 
90 29,62 47,43 72,13 21,34 
180 47,46 60,61 88,02 20,69 
360 52,83 78,51 95,57 23,00 
CPU Usage Based 
Rate Server 1 Server 2 Server 3 STDDEV 
90 47,91 49,98 55,56 3,95 
180 60,95 65,22 70,33 4,69 
360 69,66 74,34 81,64 5,90 
Response Time Based 
Rate Server 1 Server 2 Server 3 STDDEV 
90 39,44 43,48 67,56 8,77 
180 50,46 67,88 75,67 10,06 
360 72,11 80,61 88,56 8,22 
 Tabel 5.1 merupakan nilai yang diambil dari  pengujian CPU usage setiap 
server. Kemudian diakukan  perhitungan standar deviasi dan average CPU usage  






















Gambar 5. 6 Grafik Perbandingan Standar Deviasi CPU Usage Seluruh Server 
Gambar 5.6 merupakan standar deviasi dari seluruh server. Metode 
berbasis CPU usage memiliki nilai standar deviasi yang  paling rendah. Hal ini 
menandakan bahwa metode berbasis CPU usage mendistribusikan traffic ketiga 
server secara adil dengan melihat kapasitas CPU dari server. Jika dibandingkan 
dengan metode round robin yang memiliki nilai tinggi, karena memang round robin  
tidak memperdulikan kapasitas dari server yang membuat pembagian beban tidak 
seimbang. Hal ini yang menyebabkan kondisi CPU yang memiliki jumlah core kecil 
akan lebih terbebani dibandingkan dengan server yang memiliki jumlah core lebih 
besar. Sedangkan pada metode berbasis response time memiliki standar deviasi 
sedikit lebih tinggi dari metode berbasis CPU usage. Metode berbasis response 
time melakukan load balancing dengan mengarahkan traffic pada server yang 
memiliki respon tercepat. Kondisi CPU dari server akan mempengaruhi waktu 
respon dari server. Oleh karena itu standar deviasi dari metode berbasis response 
time tidak jauh beda dengan apa yang didapatkan oleh metode berbasis CPU 
usage.    
5.1.4 Pengujian Distribusi Traffic 
Setiap metode memiliki pendistribusian traffic yang berbeda-beda. 
Pengujian distribusi traffic ditujukan sebagi bukti bahwa metode round robin, 
metode berbasis CPU dan metode berbasis response time dapat berjalan dengan 
baik dan juga sebagi bukti dari hasil standar deviasi yang dijelaskan pada gambar 




















































Gambar 5. 7 Grafik Distribusi Traffic Pengiriman 90 Req/s 
 
 



























































































Gambar 5. 9 Grafik Distribusi Traffic Pengiriman 360 Req/s 
 Gambar 5.7, 5.8 dan 5.9 menjelaskan bahwa dari semua kategori rate 
metode round robin akan mendistribusikan traffic secara bergantian, meskipun 
kondisi server tidak sama yang menyebabkan kondisi ketiga server memiliki beban 
yang tidak seimbang. Sedangkan pada metode berbasis CPU usage dan metode 
berbasis response time akan lebih banyak mendistribusikan traffic pada server 
yang memiliki jumlah core lebih tinggi dibandingkan pada server yang memiliki 























































BAB 6 PENUTUP 
Berdasarkan metodologi penelitian yang sudah disusun sebelumnya, bab ini 
merupakan tahap akhir dalam melakukan penelitian setelah melakukan pengujian 
dan analisis hasil pengujian dari sistem yang sudah dirancang. 
6.1  Kesimpulan  
1. Pada implementasi metode load balancing, SDN controller dijadikan 
sebagai load balancer yang menerapkan metode round robin, metode 
berbasis CPU dan metode berbasis response time. Controller yang 
digunakan adalah POX controller. Khusus untuk metode berbasis CPU 
terdapat sebuah agen yang disebut Agen Psutils yang berjalan pada setiap 
server. Agen tersebut mengirimkan informasi penggunaan CPU pada setiap 
server sehingga SDN controller dapat mengetahui penggunaan CPU pada 
setiap server. Dari implementasi tersebut, teknologi load balancing dapat 
berjalan dengan baik dan melakukan pembagian traffic jaringan dengan 
benar, berdasarkan komputasi dari metode round robin, metode berbasis 
CPU dan metode berbasis response time.     
2. Kinerja metode round robin pada pengujian throughput lebih unggul 
dibandingkan metode berbasis CPU usage dan metode berbais  response 
time pada pengujian kategori rate low dengan nilai rata-rata 32,64 KB/s.  
Sedangkan pada pengujian kategori rate medium dan high metode 
berbasis response time lebih unggul dibandingkan metode round robin dan 
metode berbais  CPU usage dengan nilai rata-rata 65,02 KB/s pada rate 
medium dan 115,50 KB/s pada rate high. 
3. Kinerja metode berbasis response time pada pengujian  response time lebih 
unggul  dibandingkan dengan metode berbasis CPU usage dan metode 
round robin dari semua kategori rate dengan nilai rata-rata 30,32 ms pada 
rate low, 67,56 ms pada rate medium dan 118,48 ms pada rate high. Karena 
memang beban traffic akan diarahkan ke server yang memiliki waktu 
respon tercepat.  
4. Kinerja metode berbasis CPU usage pada pengujian CPU usage server 
memiliki pembagian beban lebih stabil dibandingkan dengan metode 
round robin dan metode berbasis  response time. Bisa dilihat dari standart 
deviasi, bahwa metode berbasis CPU usage memiliki nilai rata-rata paling 
rendah yaitu 3,95% pada rate low, 4,69% pada rate medium dan 5,90% 





















6.2  Saran 
Ada beberapa saran untuk para peneliti yang ingin melakukan 
pengembangan pada penelitian ini antara lain : 
 
1. Melakukan perbandingan metode load balancing yang lainnya untuk 
mengetahui kinerja yang dihasilkan. 
2. Melakukan implementasi dengan  menggunakan controller selain pox. 
3. Melakukan pengujian dengan  parameter pengujian yang lebih banyak lagi. 
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