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Abstract
The vast amount of Internet content becomes manageable mainly by means of search engines that
allow users to enter queries into a web form and receive as result a list of matches that refer to
Intenet content elements, such as the URLs identifying matching HTML pages. However, the
quality of these search engines suffers from two conceptual problems. The content volume grows
faster than the bandwidth available to index it, and a large and growing share is “hidden” in the
deep web, e.g. behind HTML forms, making it hard to reach and index by search engines.
The work presented here shows that these problems can be overcome if the paradigm of Internet
search is reversed: content providers have to assist in making their content searchable. This leads to
a distributed architecture that scales better than the central approach that current search engines
implement, and that makes the deep web searchable.
A UML model of the distributed search architecture was created and then implemented using
Java, verifying the feasibility of the concepts. The scalability of the solution was proven using a
formal model of the bandwidth consumed by a specific class of distributed search algorithms, as
used by the suggested architecture.
The remaining problem of how to create the content so that it complies with the suggested
search architecture was tackled in two ways. Adapters for existing content can be created with
little effort, as has been shown by a prototype. New Internet applications can be made searchable
using the Model-Driven Architecture approach as introduced by the Object Management Group. A
metamodel with a corresponding UML profile was defined that allows for a compact specification
of an application’s searchability. Using model transformations, a large share of the code that
implements the specified searchability can be generated automatically from the models expressed
in this metamodel.
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Zusammenfassung
Die große Menge der Internet-Inhalte wird im wesentlichen erst durch Suchmaschinen beherrschbar,
die es den Anwendern ermo¨glichen, Anfragen u¨ber das Web in ein Suchformular einzugeben. Die
dabei erhaltenen Ergebnisse verweisen auf die gefundenen Internet-Inhalte, etwa in Form von URLs,
die gefundene HTML-Seiten referenzieren. Die Qualita¨t dieser Suchmaschinen leidet allerdings an
zwei konzeptionellen Problemen. Der Umfang der suchbar zu machenden Inhalte wa¨chst schneller
als die Bandbreite, die zu ihrer Indizierung zur Verfu¨gung steht, und ein großer und wachsender
Teil ist im Deep Web ”versteckt“ und beispielsweise nur u¨ber HTML-Formulare zugreifbar undsomit schwer fu¨r Suchmaschinen zuga¨nglich und indizierbar.
Die hier vorgestellten Ergebnisse zeigen, daß diese Probleme gelo¨st werden ko¨nnen, indem das
Paradigma, nach dem Suchmaschinen funktionieren, umgekehrt wird: Inhaltsanbieter mu¨ssen die
Suchbarmachung ihrer Inhalte aktiv unterstu¨tzen. Dies fu¨hrt in der Folge zu einer verteilten Ar-
chitektur, die besser skaliert als der zentralistische Ansatz, den heutige Suchmaschinen verwenden
und der desweiteren das Deep Web suchbar macht.
Es wurde ein UML-Modell der verteilten Architektur zur Internet-Suche erstellt und dann
beispielhaft in Java implementiert. Dadurch wurde die Umsetzbarkeit der vorgestellten Konzepte
u¨berpru¨ft. Die Skalierbarkeit der Lo¨sung wurde durch ein formales Modell zum Bandbreitenkon-
sum einer speziellen Klasse verteilter Suchalgorithmen, wie sie die vorgeschlagene Architektur
verwendet, bewiesen.
Das verbleibende Problem der Erstellung von Inhalten, die zur vorgeschlagenen Architektur
passen, wurde fu¨r bestehende und neue Inhalte unterschiedlich angegangen. Bereits bestehende
Inhalte werden durch Adapter an die Architektur angepaßt, was anhand von verschiedenen Proto-
typen gezeigt wurde. Neue Internet-Anwendungen ko¨nnen durch Anwendung der von der Object
Management Group eingefu¨hrten Model-Driven Architecture suchbar gestaltet werden. Es wurde
ein Metamodell zusammen mit einem entsprechenden UML-Profil definiert, mit dem die Such-
barkeit von Anwendungen in kompakter Form spezifiziert werden kann. Es wurde gezeigt, wie
mittels Modelltransformationen große Teile des Codes, der die spezifizierte Suchbarkeit implemen-
tiert, automatisch aus den diesem Metamodell entsprechenden Modellen generiert werden ko¨nnen.
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Chapter 1
Introduction
This work presents an approach enabling the effective implementation of scalable, structured and
efficient Internet search including the “deep web” and describes the construction of the appropriate
software systems using the Model-driven Architecture [The01, KUW02, MSUW02].
A rapidly growing share of the publicly available content of the World Wide Web (WWW)—or
Web for short—is no longer served via static HTML documents but rather via Internet applications
that are often based on databases. Given this trend, more and more highly relevant web content
[Ber00] located in the so-called “deep web” is not accessible by the crawlers of search engines
which are still based on a paradigm that assumes a static web. This lack of searchability turns out
to be one of the most urgent problems of Internet applications including electronic commerce, or
e-business.
In addition to the problem of accessing the deep web content, another problem is the sheer
volume of content contained in the deep web. The deep web is estimated to comprise about 500
times as much information than the surface web [Ber00], and it grows faster than the bandwidth
available to the infrastructure used for Internet search (see section 1.3). Given that current search
technology for the surface web already cannot keep up with the growth, making the deep web
searchable is an even more demanding task regarding bandwidth efficiency and scalability.
Assuming there were an infrastructure that allowed content providers to plug in their contents
and applications, the next question would be how such pluggable contents and applications could
be created, either from existing material or “from scratch”, compliant with the interfaces defined
by the infrastructure. Modern software development techniques will have to be applied to make
the creation of such systems as easy as possible. Furthermore, existing content will have to be
adapted to such an infrastructure.
An innovative approach is to make searchability an integral part of the overall architecture,
in the same way this has been done for persistence, distribution and transactionality. Using a
model-driven approach to application development, searchability can be integrated into applica-
tion models, which is already being done today [Hub00, Hub01] as far as the other architectural
aspects mentioned above are concerned. This will not only enable automatic integration with
object-oriented, global Internet search infrastructures. It will also become possible to utilize such
model information for automating the implementation of information retrieval support within the
application.
1.1 Example
Consider an online store offering a large number of products for sale over the Internet. The store
runs a web site on which customers can query information about the offered items, check their
prices and availability, put items into a virtual shopping cart, and eventually proceed to the virtual
check-out counter where the order is placed and the payment and shipping details are handled.
The store’s web site has a local search function that shoppers can use—once they hit the site—
to look for products that match certain criteria, such as keywords that occur in the product’s
1
2 CHAPTER 1. INTRODUCTION
name, prices, categories or availability. When the user submits such a query, the web site will
respond with a list of products matching the criteria. Shoppers can then navigate to the products’
detail views or place them into the shopping cart immediately.
Typically, the web site will serve its content from an underlying database, with one or more
layers of software on top that deal with the business logic and the web front end. With the number
of offered items being large, the web site chooses not to make the entire set of items navigable
through HTML links, but instead uses HTML forms where users can select from various categories
and enter search queries. Furthermore, the application has been constructed with a programming
framework that encodes additional session information into the URLs which makes it impossible
to use them as bookmarks to retrieve the same document again at a later point in time.
The problem for the store owner is that today’s web search engines will not be able to show
search results that stem from the store’s product descriptions. Therefore, Google, Altavista, etc.
will hardly drive traffic to the store’s web site other than the main page. On the other hand,
the search engine users are disappointed if they find out that there would have been high-quality
documents on the web that would have satisfied their queries, had the search engine only known
about them.
This little online store sample will be used here to demonstrate how the approaches presented
in this thesis address the problems described above.
1.2 Searchability: Definition and Problem Statement
The problem of Internet search that includes the deep web is of similar relevance and structure
as security issues, where technologies for securing the Internet are already available. However,
the market lacks sufficient information and education on what is secure and what is not, and the
creation of secure Internet applications still turns out to be a challenge. Similarly, many concepts
for making distributed systems searchable have been developed. However, no consolidation has
taken place, nor are there any feasible ways to create globally searchable Internet applications with
little effort.
Definition 1.1 (searchability) The searchability of data and applications can formally be defined
as a function taking a query as an argument and producing a (potentially empty) set of results.
Defining searchability therefore means defining query syntax and semantics.
Using the online store application desribed in section 1.1 above, a possible searchability definition
is to accept keyword queries and to return as results a set of references to all the products that the
store sells and that contain the given keyword in either their short name or in their description.
Definition 1.2 (global searchability) Content is referred to as being globally searchable if it is
searchable according to definition 1.1 and the query can be submitted to a search engine that claims
to search the whole Internet.
For example, the product descriptions of an online store are searchable according to definition 1.1
if the store’s main page provides a search form that allows users to find products by their name.
However, they are not globally searchable if Internet search engines such as Google or Lycos cannot
provide the product descriptions as result to respective queries.
The largest share of web content today is brought online by complex, database-driven applica-
tions having a web front-end, also referred to as Web applications. Given web technologies such
as HTML, JavaScript and Java Applets, there are generally no technical limitations that would
keep web applications from implementing comparable functionality and reach similar levels of com-
plexity as any other type of desktop application. The architectures of these web applications do
no longer meet the assumptions that search engines for the web make, namely that the web is
statically linked and crawlable. For example, URLs, which were used to identify documents, are
abused by attaching information about the application’s state, such as a session identifier. HTML
is no longer used to simply represent documents, but is instead overloaded with presentation issues
such as frame layout, popup window instructions, JavaScript animations for menu or tree displays
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and input validation, etc. Instead of providing hyperlinks to all information that the application
makes available online, in many cases HTML forms are used that, when submitted, dynamically
produce HTML documents.
Therefore, search engines are usually unable to index the contents of this type of Internet
applications, and crawling- and index-based approaches will become useless over time. Instead,
Internet applications have to define explicitly which data are searchable in which ways, and they
have to implement the specified searchability. It is specific to each application which types of
queries the application will respond to and how these queries are applied to the content and
processes that are brought online by the application.
Regarding the architecture of the search infrastructure, centralized approaches to Internet
search have repeatedly been reported to fail in terms of scalability issues [LG98b, Uhl02a]. Decen-
tralized architectures that distribute index information and query processing can be implemented
in much more scalable and efficient ways. Such architectures consist of protocol and interface spec-
ifications that control how queries are transmitted, received and routed to the searchable sources,
how results are retrieved, ranked, and merged, how queries can be transformed, and how query
capabilities of searchable sources are formally described. Several different such architectures have
been conceived and implemented within the framework of various research and industry projects.
Chapter 4 will present an exemple of such a project. The interesting question concerning each
such architecture is how it scales with growing amounts of content, and how this scalability can
be captured, described and compared quantitatively.
1.3 Search Engines in Numbers
Crawling-based Internet search engines such as AltaVista, Northern Light, Google or Lycos have
to cope with a tremendous increase in web content (see table 1.1). The overall annual growth of
the surface web computed for the period between May 1991 and February 2001 averages at a factor
of 9.3 corresponding with an average size doubling roughly every 3.7 months. A closer look reveals
that the growth rate peaked around 1997, decreasing to an annual growth rate of approximately 2
for the period around 2001.
The numbers and their variance, though, indicate that there is a lot of uncertainty. Most of
them were retrieved by performing an overlap analysis of search engines. Several assumptions have
to be made for that, making the results always a lower bound of the real number. Furthermore,
these numbers only cover content that can be reached by the crawlers of search engines (surface
web), i.e. dynamic content such as web-enabled applications and databases are not included. The
deep web, consisting of the dynamically generated content that can only be reached by submitting
HTML forms or by successfully completing an HTTP authentication, is assumed to grow even
faster and is also much more comprehensive than that of the surface web [Ber00].
Date # of pages source
5/1991 4 [Asi]
6/1997 100,000,000 [Asi]
11/1997 200,000,000 [BB98]
12/1997 320,000,000 [LG98b]
3/1998 275,000,000 [Asi]
2/1999 800,000,000 [LG99]
1/2000 2,100,000,000 [MM00]
2/2001 4,000,000,000 [MM00]
Table 1.1: Number of web pages in the surface web. Average annual growth rate 9.3, peaking
around 1998
On the other hand, because of their central index-keeping, today’s search engines depend on
the Internet backbone bandwidth. While Chapter 7 discusses this formally, it can generally be
stated that this bandwidth can be a limiting factor on how much content such a centrally-hosted
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Figure 1.1: Growth of the surface web
engine can index in a given period of time. But compared to the content growth, bandwidth is
growing slower (see table 1.2). The overall average annual growth rate during the years between
1969 and 2005 is 1.4, resulting in a doubling of Internet backbone bandwidth every 24.5 months.
Bandwidth prices decrease at a similar rate, even though within a wide range or variance. For
example, the price for an E-1 leased line from London to Paris went down from $800 per year
in February 2001 to $697 per year in February 2002, corresponding with an approximate annual
reduction by a factor of 1.15. On the other hand, the price for an OC-48 leased line from New
York to Washington D.C. decreased from $41,985 per year to $17,901 per year over the same time
range which is a factor of approximately 2.35 [SM02].
Thus, if one quality metric of a search engine is defined by the share of content accessible to
Internet users that it covers, and the currentness of its index, then this metric will, given the current
trends continue, decrease roughly by an annual factor of 1.5 for all central-index- and crawling-
based search engines. This is the approximate annual content growth rate measured around 2000,
Date bits per second source
6/1969 50,000 [ZDB00]
6/1975 64,000 [Rob98]
1/1982 56,000 [ZDB00]
6/1985 1,544,000 [ZDB00]
7/1985 1,584,893 [Rob98]
6/1990 39,810,717 [Rob98]
4/1992 45,000,000 [Rob98]
1/1995 145,000,000 [ZDB00]
6/1995 158,489,319 [Rob98]
6/2000 2,511,886,432 [Rob98]
6/2005 10,000,000,000 [Rob98] (est.)
Table 1.2: Internet backbone bandwidth. Average annual growth rate: 1.4
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2001 and 2002 of 2 (see table 1.1) divided by the average approximate annual bandwidth growth
rate of 1.4 (see table 1.2).
1.4 Goals
Three issues are essential to the solution of the problem of making the deep web searchable in an
effective way:
• A standardizable infrastructure combining many best practices from the information retrieval
and Internet search domain. Most importantly, such an infrastructure has to be extensible
to support change, including new types of queries, new frontend technologies, and new types
of searchable sources.
• Improved scalability as compared to existing Internet search, even if the complete deep web
content is to be made searchable. This addresses the problem of limited bandwidth, given
the trend that content grows significantly faster than the bandwidth available to make it
searchable. Formal models are required that enable the quantitative comparison of different
approaches to different scalability parameters.
• Easy integration of existing and creation/adaptation of new content, in particular Internet
applications with their often highly structured content. New approaches have to be used
that allow for concise specifications of an application’s searchability, with the infrastructure
integration being derived from these specifications mostly automatically.
This thesis will provide solutions for all three of these items.
1.5 Structure of this Thesis
This thesis will combine three different perspectives of the problem of Internet search to present a
holistic solution approach:
• distributed search infrastructure;
• creation and integration of searchable content;
• efficient and scalable logical network topology and forward knowledge distribution.
Chapter 2 presents existing research results that are relevant to the problem and the solutions
presented herein. It describes merits and shortcomings of the various approaches and positions
them against the background of the problem addressed here.
Chapter 3 formulates requirements for an infrastructure for distributed search and combines
many existing research results into an abstract model of the domain of Internet search.
Chapter 4 adds technological requirements and then uses the model from Chapter 3 to map it
to an example implementation that combines the most important best practices from the field of
information retrieval. The resulting implementation is used to verify the fulfillment of the require-
ments found in Chapter 3. The availability of a powerful, flexible and extensible infrastructure
is key to an effective, lasting standard that enables seamless integration of content providers and
search service providers. The advantages over existing approaches as described in Chapter 2 will
be highlighted.
Chapter 5 shows how existing and newly created content is integrated with the infrastructure
described in Chapter 4. The focus is on the development of Internet applications using advanced
software construction methods. The chapter starts by showing how existing information sources
can be integrated using approaches such as wrapping and local indexing. It then presents a
model-driven approach to developing Internet applications that embed searchability as one of
their architectural aspects. For this purpose, a metamodel is created that permits to model the
searchability of a system that is specified as a model itself.
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Using the example of J2EE as a target component architecture, a model mapping technique
is described in Chapter 6 that can be automated, and that takes the application model and a
corresponding searchability model and transforms them into a searchability implementation with
a minimum of manual and platform-specific coding effort. The resulting systems are due to the
construction approach integrated with the infrastructure developed in Chapter 4 because the model
mapping technique is aware of this infrastructure.
Chapter 7 provides an abstract analytical model for the domain of Internet search from a net-
work performance point of view. It permits quantitative optimizations of the individual settings
of the globally distributed infrastructure. These optimizations aim at competing goals such as low
bandwidth consumption and low overall network traffic, short query response times, scalability
even for very large amounts of data such as the contents of the deep web, and up-to-date query
results. The analytical model can serve as a basis for strategic and dynamic decisions and tradeoffs
concerning the logical network topology and the collection, distribution and updating of forward
knowledge. As a side effect, this model allows for formal, analytical and quantitative compari-
son of centralized index-based approaches with a distributed approach in terms of the different
parameters.
Chapter 8 summarizes the results in view of the goals to be achieved. The chapter also presents
a number of questions that this thesis has raised and that may be covered by future research
activities.
Chapter 2
Existing Work
This chapter summarizes the work on which this thesis is based. First, the technologies that are
used as of today for the implementation of Internet search will be explained in section 2.1. This
will clarify how the participating systems communicate with each other in responding to a query.
It will also show the drawbacks of the solutions in place.
Existing approaches, specifically designed for distributed environments, will be discussed in
section 2.2 that are used for efficiently disseminating powerful queries to a suitable set of searchable
sources and for evaluating the queries at those sources.
Section 2.3 discusses models that assist in making efficient use of resources such as bandwidth
and computing time. The approaches from sections 2.2 and 2.3 will later be used to extract
appropriate abstractions that best model the domain of Internet search. For this purpose, major
benefits and shortcomings of each approach are discussed here.
Finally, the known techniques for developing Internet applications will be described in section
2.4, focussing on those that may be extended to support the aspect of searchability. This lays the
ground for the work presented in Chapter 5 on how to provide searchable content.
2.1 Technical Means for Implementing Internet Search
Two important kinds of Internet search services have to be distinguished: public, index-based
search engines, and search services offered on individual web sites. Each of them will be described
in one of the following subsections.
2.1.1 Public Index-Based Search Engines
Definition 2.1 (forward knowledge) Forward knowledge is used to describe data that can be
transmitted over a network and can be stored, and that helps in evaluating queries. In particular,
forward knowledge may be used to make intelligent query routing decisions, or to answer a query
locally, without having to forward it somewhere else.
Definition 2.2 (index) An index is a special form of forward knowledge (see definition 2.1). An
index enables fast lookup operations, often implemented using a hashing algorithm. Inverse keyword
indices, as used in text-based search engines, are a typical example.
Examples for index-based search engines are Google (http://www.google.com) or AltaVista
(http://www.altavista.com). These services typically comprise three core elements, addressing
the following tasks:
• discovering indexable content,
• harvesting and indexing the discovered content,
• executing queries.
7
8 CHAPTER 2. EXISTING WORK
QueryEngineClient WebBrowser Web Frontend
fed with initial
list of URLs
URL List
Index Database
reads
World Wide Web
Harvester
reads
fills
reads
Crawler
passes links
stores new links
filters out URLs that
should not be indexed
accepts queries,
renders search results
Figure 2.1: Typical architecture of a search engine
These tasks are carried out, respectively, by the crawler, harvester and query engine components.
The basic idea in discovering content is that of crawling.
Definition 2.3 (crawling) Crawling means to transitively follow hyperlinks typically found in
HTML documents, starting from an initial document set.
In order to increase the average relevance of the indexed documents, the URLs obtained by crawling
are normally filtered according to some rules. Such a rule could be, e.g., not to harvest documents
whose “distance” (in terms of links) to their hosting web site’s root (home page) is greater than
three. Such a rule would assume that content that is “closer” to a site’s root is more relevant than
content that is further down in the site’s document tree. However, while this particular rule is
fairly easy to implement, it does not necessarily yield good results. The definition of good relevance
heuristics that can still be efficiently implemented is a science of its own. The most important
approaches will be explained below.
The remaining set of URLs is used as input for the harvester. The documents referenced by
the URLs are loaded, using the protocol specified in the URL (e.g. HTTP or FTP), and an inverse
keyword index is constructed from their contents (see, e.g., [Tom94]). This index is stored in a
central location, usually a large database. Due to the inversion the data structure is very efficient
for answering keyword queries (close to O(1)), yielding the URLs of those documents that contain
the given (set of) keyword(s). To answer simple boolean expressions based on keywords, basic set
theory is applied to the results. The results always reflect the state of the indexed source at the
time the harvesting took place.
It is possible to augment the index by information that is useful when answering more complex
queries. For example, the index entries can be annotated with the location of the occurrence(s)
of the index keyword within each of the documents it was found in. With this information it is
possible to answer proximity queries very efficiently. Such queries match documents that contain
a set of given words in spatial proximity.
Ranking Results by Relevance
If the number of harvested documents is very large and a given query is not sufficiently discrimi-
nating, the set of documents meeting the query criteria can also be very large. However, returning
very large result sets to a human user is neither practical nor useful, especially if there is no par-
ticular order in which the results are presented. Advanced query engines will therefore attempt
to rank the results according to their query-related, heuristically determined relevance and return
only the n most relevant results where n is usually less than 100. This way, even if the set of
documents that formally matches the query is very large, the answer to those kinds of queries can
still be useful for the end user.
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Multiple different heuristics are applied in order to estimate the relevance of a document, either
with respect to a given query, or absolutely and independently of any particular query. For example,
a query-related heuristic would be to count the number of occurrences of the query keywords in
the document. Greater numbers could be assumed to indicate higher relevance regarding the given
query. (However, this heuristics is prone to “spamming” by excessive use of frequently searched
keywords.)
Another query-independent heuristics is the PageRank approach [HHMN00, BP98] that is used,
e.g., by the Google search engine. It attributes a high relevance to those documents that are
referenced by many other, possibly relevant, documents. While not considering any properties of
the particular query, PageRank yields excellent results, especially for very large result sets. It is
possible to combine various relevance ranking metrics in one query engine.
Relevance ranking heuristics also have to be seen within the context of sometimes conflicting
market forces. Content providers want their content to be rated as being highly relevant to the
maximum possible number of queries, in particular so in view of the fact that an increasing share
of the content offered in the Internet today caters to some commercial interest. The content
providers try to tune their content according to the relevance metrics implemented by search
engines. Search engine providers, on the other hand, have to represent the users’ interests when
ranking documents. Users expect the results to be ranked in a fair way, with no spamming polluting
the metrics, providing them with the best value. The challenge for the search engine providers is
to define relevance metrics that are immune to documents pretending to be relevant.
Other relevance ranking algorithms have been presented, e.g., in [FGMR97, LG98a, CLC95].
Repeatedly Updating the Index
After the harvester has loaded, analyzed and indexed all documents that the crawler presented,
it will start over and continue re-indexing all documents it considers sufficiently relevant. This is
important in order to detect changes in indexed documents and update the index correspondingly.
The time between two visits of the same document and the change rate of that document determine
the index’s currentness.
Advanced harvesters perform a change detection when re-indexing a document. If they detect
that a document has not changed over multiple visits, they may lower the rate at which this
document gets visited, thus saving bandwidth for redundant downloads.
User Interface
The query engines of web search engines usually present themselves on the Web. They receive the
query through an HTML form that is embedded in an HTML document. The results are returned
as response to submitting the form, again as a formatted HTML document. For each result, such a
document usually contains a brief text describing the result, and a URL referencing the document
that matches the query.
Content Growth vs. Bandwidth Growth
While indexing per se is a valuable technique for any kind of search, the crawling-based approach of
search engines is flawed by an inherent problem: all documents to be indexed have to be downloaded
by the harvester. This imposes a limit on the product of currentness and comprehensiveness,
constrained by the bandwidth available for the downloads. Various measurements, conducted
e.g. in the scope of the DESIRE project [KABL96, AL98] or by Steve Lawrence and David Giles
[LG98b, LGB99, LKK00] suggest an approximate annual growth by a factor of nine. These numbers
cover only the content that can be reached by crawling, also referred to as the visible web or surface
web.
Definition 2.4 (surface web) The term “surface web” denotes any information in the world-
wide web (WWW) that is reachable by following simple HTML links, starting from a set of initial
“well-linked” HTML documents. This is the view that crawling-based search engines have of the
WWW.
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Definition 2.5 (deep web) The term “deep web” identifies the content of the world-wide web
(WWW) that is not a part of the surface web (c.f. definition 2.4). It comprises either weakly
linked parts of the web that have a URL assigned but are not referenced from anywhere within the
surface web, or that can be reached only by submitting an HTML form or by fulfilling an HTTP
authentication request. The deep web is sometimes also referred to as the invisible web.
Measurements by Jakob Nielson [Nie98] indicate an approximate annual bandwidth growth by a
factor of 1.4. Compared to the factors by which the visible web grows every year, these two growth
factors are apart approximately by a factor of at least 1.5 (see tables 1.1 and 1.2 and also [Uhl01]).
This factor consequently represents the decrease in the currentness / comprehensiveness product
which can also be considered to be one of the indicators of a search engine’s quality.
Documents Unreachable By Crawling
An example of a document from the deep web (see definition 2.5) is an HTML page that results
from submitting a form that contains text fields. A crawler would not know how to fill in the
form in order to reach all documents that the form could possibly produce. If it were the number
of documents the search engines were faced with would instantly grow by an estimated factor of
about 500 according to [Ber00]. Furthermore, the deep web is estimated by the same study to
grow significantly faster than the surface web.
Even worse, the paradigm of the web consisting of documents does not apply to the deep web.
For most part, the deep web allows users to access applications using the Web as the interface.
As described in section 1.2, this is significantly different from the concept of a set of documents
with a set of connecting links, where the most important contents regarding searching is plain text.
Documents no longer consist of static text. Instead, they represent some snapshot of a subset of
an application’s state. However, today’s search engines still assume a web structure that is rather
static. This mismatch is the reason today’s search engines cannot provide sufficient coverage of
the deep web, both conceptually and technically.
In many cases, the content of deep web documents is not plain text, but may be highly struc-
tured, for example product information served from a database, or an online phone directory listing
entries with an internal structure consisting of first name, last name, phone number, address and
so on. Restricting searchability of such “documents” to a keyword query and providing the results
only in the form of HTML documents hides or even destroys structure.
While the technical challenges involved in searching the deep web may be considerable, solutions
to these problems are highly desirable. In [Ber00] the authors argue that the deep web provides
content that is more valuable to users than that provided by the surface web. This incongruity
will even increase in favor of the deep web. According to [Ber00], deep web content is on average
better structured, more relevant and more up-to-date than many of the surface web sources. Thus,
the ability to search the deep web will dramatically increase the value a search engine can offer its
users.
2.1.2 Search Services on Individual Web Sites
The general approach described in section 2.1.1 can also be found implemented for individual web
sites comprising mostly static documents. Content providers can choose from an abundance of low-
cost indexers such as e-Swish (see http://swish-e.org/) or Glimpse (see http://webglimpse.
org/), to name just a few. This way, a web site allows its visitors to search in documents offered
by that particular site, setting a well-defined scope for the search. In most of the cases, the
bandwidth problem described above is not significant, because the information serving as input
for the harvester comes from the same site that the harvester itself runs on.
However, this does not solve the problem of searching genuine deep web content, as the typical
software used for local web site search enabling is crawling-based. For this reason some content
providers employ more sophisticated software that allows users to search in the data that is served
by the application being presented through the web site. For example, this functionality could be
provided by a script that is triggered by a user submitting an HTML search form. The script would
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then, e.g., perform a query on the database that contains the data for the Internet application. The
results returned to the user as an HTML page would contain text and links that, when followed,
lead the user in those parts of the application that deal with the pieces of information found.
While those kinds of scripts solve the content provider’s problem locally, they do not provide
a viable solution to the problem of making the contents globally searchable. Global searchability
means that the information from many such content providers is searchable through a single search
service.
2.2 Information Retrieval and Search Protocols
The area of information retrieval comprises originally distinct areas, such as directory services,
distributed information systems, databases and networks, to name just a few. These fields are
characterized by conceptual overlaps and common requirements in terms of locating information
according to given queries. Each field has developed solutions by itself. Many excellent ideas
have been presented in numerous publications. Ironically, the area in which powerful information
retrieval tools are needed most urgently—the Web and, in particular, the deep web—is still lacking
useful applications of most of these ideas and concepts, and in particular a consolidation into a
few powerful and standardized technologies.
Global searchability requires standardized protocols that ensure interoperability of content
providers, search service providers and end users, but also interoperability of as many search
service providers as possible. Unless the participants adhere to a set of common protocols it will
not be possible to plug a searchable source into a search engine without further customization, or
to operate multiple equivalent search services in order to increase robustness and performance.
Several search protocols, architectures and query languages were created in the past. Some
of them were the result of research projects, others were standardized by various bodies over the
years. Most of them were designed with a specific application domain or task in mind, some were
designed as universal information retrieval vehicles. This section will discuss the pros and cons of
the most important of these projects and standards in view of their applicability to the problem to
be addressed by this thesis. Some of this information can also be found in [KABL96]. More work
in the area of distributed information discovery and retrieval can be found in [GGMT99] (which
shows how to discover text sources on the web) or in [SB96] (which contains numerous on-topic
position papers from academic and industrial sources).
Section 2.2.1 discusses general search protocols and query languages. Section 2.2.2 focuses on
protocols that implement directory services and that make use of forward knowledge. Section
2.2.3 describes examples of CORBA-based distributed search infrastructures. Section 2.2.4 shows
how existing search services can be combined into so-called meta-search services to increase the
information covered. Section 2.2.5 focuses on existing work that uses query capability descriptions
meta-data for intelligent query routing as well as for query transformation. Finally, section 2.2.6
quotes work where wrappers for existing searchable sources are constructed to integrate them with
various search infrastructures.
2.2.1 Plain Search Protocols and Query Languages
Z39.50
Z39.50 [Hak96] is a protocol that allows finding and retrieving data that is described by attributes.
The specification document (ANSI/NISO Z39.50-1995) summarizes: The protocol specifies formats
and procedures governing the exchange of messages between a client and server enabling the client
to request that the server search a database and identify records which meet specified criteria, and
to retrieve some or all of the identified records. The protocol is stateful, allowing the client to sort
the results on the server and retrieve the entities found by a search without having to re-transmit
their identity. Z39.50 was initially standardized in 1988 by NISO. This version was extended
and adapted several times, where those modifications got again standardized, this time by ANSI.
Due to its general, attribute-based meta-data, the protocol could be used to search across all
12 CHAPTER 2. EXISTING WORK
kinds of data, including multimedia. Reflective features allow introspection and browsing of the
data and meta-data of a Z39.50-enabled source. The fact that it is stateful, however, can make
its implementation quite resource-consuming: potentially large result sets have to be stored in a
session for an undetermined period of time before the session is closed. Z39.50 does not address
issues such as indexing, intelligent query routing or query transformation capabilities. Developed
in 1996, the protocol is still being used in currently deployed systems with one typical application
being library search.
JXTA
JXTA [Wat01, WDKF02] is an XML-based protocol for peer-to-peer computing, and in particular
for distributed search. [Wat01] quotes Mark Andreessen: “It is counterintuitive to centralize
search.” In the sequel, the document outlines the general advantages of a distributed approach to
search: speed of update; access; efficiency. The protocol encodes queries and responses in XML
messages. Query spaces are used to group types of queries together. Hubs are used to superimpose a
virtual network hierarchy over the physical network nodes acting as information providers. Content
providers can register with a hub by sending an XML-encoded registration request. The request
may contain a boolean predicate allowing the hub to decide whether or not to forward a given
query to the provider.
A number of open issues exist around JXTA. Ranking is not addressed by the protocol, and
it remains unclear how ranking criteria may be encoded into queries in such a way as to enable
hubs to evaluate them, not necessarily being familiar with the particular query space to which the
query belongs. The way in which the predicates are specified does not allow for the description of
recursive query structures, which would be necessary, e.g., for nested boolean queries. The protocol
puts the burden of query input and result output on the frontend implementor. In [WDKF02] the
authors outline the qualitative differences between different layouts of the virtual network made up
by the hubs. However, no quantitative analysis is presented that can substantiate these statements.
JXTA is a young specification that was developed in 2001. The web site (http://www.jxta.org)
lists a few industrial applications. The corresponding mailing list archives let assume that the
JXTA community is growing.
WAIS
The WAIS (Wide Area Information Server) protocol [PFG+94] uses a subset of the Z39.50 specifi-
cation and provides meta-search capabilities that make it possible to search multiple sources with a
single query in a two-step process. In [DANO91], WAIS is characterized as a directory of databases
used to identify other databases relevant to a user’s query. Databases are selected with the help of
a natural-language comment on each of them, characterizing their contents. WAIS sacrifices some
functionality but can thus be implemented statelessly. It accepts queries in natural language, turns
them into keyword queries, and has the servers rank any matches according to the frequency of the
keywords in the entities found. WAIS also allows for relevance feedback: A user may choose one of
the returned entities and request similar entities. The server can interpret this as a good relevance
rating for that match. Defined in 1994, WAIS today lacks general and wide adoption. One of the
problems seems to be the characterization of databases using a natural language description only.
This makes effective automatic query routing virtually impossible.
Object Query Language
The Object Data Management Group (ODMG) has created standards for querying object data,
most notably the Object Query Language (OQL) [CBB+00, ASL89]. This query mechanism is
specially designed for object-oriented systems that hold data, such as an object-oriented database.
Most of OQL’s power lies in its capability to use results of invoking an operation in queries.
Furthermore, navigation across associations between objects is possible. The query language takes
into account the specifics of the object orientation paradigm, including inheritance, encapsulation
and polymorphism. Therefore, it can deal with systems that are much more complex than, for
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example, relational databases, and it allows for more structure and dynamics in data than the
Z39.50 attribute sets do. First proposed in 1989, OQL became popular in the area of object-oriented
databases. With the advent of industrial-strength object-to-relational mappings, the corresponding
dominance of relational databases, and due to some drawbacks that many implementations of such
databases exhibit, OQL today lacks broad deployment.
These examples for search protocols and query languages have shown different important con-
cepts in the areas of expressing queries (attributes in Z39.50, objects in OQL, two-level / meta
queries in WAIS), handling result sets (sorting / ranking in Z39.50, relevance feedback in WAIS)
and distributed search (stateful sessions in Z39.50, XML-based message distribution in JXTA).
2.2.2 Directories and Forward Knowledge
Whois++ / CIP
The Whois++ index service is based on the idea that distributing and storing some knowledge
about searchable sources—in this case directories—can avoid sending queries to sources that cannot
provide results to the query anyway (forward knowledge). This idea is similar to computing a
keyword index-based on several distributed Web documents. A keyword index is one type of
forward knowledge. Intelligent distribution of forward knowledge can lower the bandwidth and
computing cost of executing a query. The Whois++ RFC [WFS96] suggests a hierarchical structure
for the index distribution. Note that the forward knowledge does not necessarily contain the answer
to the query. It may only help in deciding whether one or more sources contain results for the
given query. Whois++ also describes a data format for the forward knowledge called Centroids.
As Whois++ assumes text-based data structured according to attributes forming the meta-data,
a Centroid consists of keyword lists, sorted by attributes. The Common Indexing Protocol (CIP)
[AM99] describes a possible format for transmitting Centroids over a network. Whois++ was
defined in 1996. It may still be used in some niches but lacks industrial applications.
Harvest
The Harvest system [BDH+94] is based on an idea similar to that of Whois++, namely computing
compact forward knowledge at the information sources using so-called Gatherers where possible,
and replicating it to other nodes in the network, called Brokers in the Harvest system. This
saves considerable bandwidth when remote full-text indexing is performed and when queries are
answered. Harvest transmits the forward knowledge in the SOIF format (Summary Object Inter-
change Format), described in [HS95]. [GCGM97] demonstrates a combination of SOIF with other
approaches for distributed search. Harvest is a purely text-based system. Meta-data is limited to
a textual attribute structure, similar to the Z39.50 approach. The query engine supports boolean
combinations of text queries, but it cannot be extended by other query types. It does not support
any concepts for query rewriting, ranking or merging of results. [DANO91] describes the con-
cepts of distributed indexing on which both the Harvest and the Whois++ approaches are based.
Harvest was developed in 1994, and still some applications can be found in academic projects.
Ingrid
Ingrid [FKySS95] is a self-configuring information navigation infrastructure. Its central concept is
to super-impose a link structure on the HTML link structure originally defined by the set of existing
Web documents. This link structure is aligned along topics that are heuristically determined on
the basis of keyword occurrences. Searching the superimposed Ingrid structure is implemented as
automatic traversal of these topic-based links regarding the keywords in the query and using them
to decide which Ingrid links to follow. This idea is related to the concepts of Whois++ with its
Centroids and its forward knowledge as well as other forward knowledge based approaches such as
Harvest, only that the routing decisions are explicated as virtual links. Ingrid was an academic
project which is no longer maintained nor supported.
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DNS, WASRV, LDAP, UDDI, Archie
Several protocol specifications exist for directory services, among them DNS [Pos94, Moc87], LDAP
and X.500 [WHK97, HKYR95], Archie (the FTP archive directory service, using Prospero as
the client access protocol), Gopher and UDDI [AI00, BKRR00] (Universal Description Discovery
Integration). A critique on some of them can also be found in [RGMS98]. All of these services have
the idea of replicating forward knowledge in common. For some of the protocols this knowledge
is sufficiently complete to use it not just for query routing but also for answering the query. All
of them have a fixed set of query options, customized to their special purposes. TCP is the
common protocol denominator, on top of which each of these protocols adds its own syntax and
semantics definitions for query, response and forward knowledge interchange. All these protocols
have limitations. For example, for LDAP the structure of the directory has to be known in order to
express a syntactically correct query. However, the important aspects are the common principles
of the use of hierarchies, forward knowledge and replication. While DNS is ubiquitous in today’s
Internet for hostname resolution, X.500 in enterprise directory systems and UDDI in the growing
web-services space, the Archie service for FTP server indexing has practically been replaced by
web search engines. Gopher, which was one of the first protocols other than HTTP to be supported
by the URL addressing schems, is also virtually extinct and has been replaced by the web as we
know it today.
The examples in this section have shown that forward knowledge is important and in widespread
use for distributed search. At the same time it has become obvious that there are many different
ways in which this forward knowledge can be created, stored, transmitted and updated, each having
its advantages and disadvantages, often being applicable only to one specific domain.
2.2.3 CORBA-Based Architectures
When the Common Object Request Broker Architecture (CORBA) was defined by the Object
Management Group (OMG) in the 1990’s, this was the first standard to combine the concepts
of distributed systems, object orientation, portability and interoperability. It did not come as a
surprise that members of the information retrieval research community started trying to utilize
CORBA, hoping it would alleviate many of the problems involved in information retrieval.
Infobus
Concepts for a distributed search infrastructure based on CORBA have been developed, e.g., in
the InfoBus project [RBC+98, AL98]. The project pursued many excellent approaches, prototyp-
ing wrappers for existing information sources and demonstrating how CORBA helps in solving
the challenges of distributed systems development. However, it did not address other important
aspects, for example a strategy to apply query types in the presence of heterogeneous data sources
that support different sets of query types.
ZORBA
The ZORBA project [WLF98] also used object-oriented CORBA technology to approach the prob-
lem of distributed search. The important idea was to leverage the object technology benefits such
as encapsulation, extensibility and reuse, e.g. by inheritance, together with the portability and
interoperability of well-defined CORBA interfaces described in IDL. However, issues such as query
types and query rewriting were not addressed by this project. Unfortunately it never left the early
prototype stages. The project came to a halt in 1998.
While the CORBA approach seemed promising, the projects in this direction never took on
industrial significance. Instead, most information retrieval still relies on fairly unstructured, mostly
text-based protocols that do not allow for well-structured extensibility.
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2.2.4 Meta-Search
LexiBot
There are a few products in the area of search engine add-ons. One of them is LexiBot (see http:/
/www.lexibot.com) acting as a meta search engine covering several hundred searchable collections
in the Internet. A common query language is used, based on boolean keyword expressions with
truncation, proximity search and some other features. It performs boolean query transformation
[CGMP96] to individually map a given query to the capabilities of each source searched. If this
weakens the query (produce more results), the resulting objects are transferred to the client, and
a local search with the full expressiveness is performed to reduce the result set to those objects
really matching the original query. The problem is that the adapters to the searchable Internet
data sources have to be provided by LexiBot, so that the number of supported data sources will not
grow rapidly. Furthermore, the LexiBot client has to run on the user’s machine, causing significant
network traffic from and to this host. This can cause problems, in particular on machines using
low-bandwidth connections such as dial-up modem lines. The response time to average queries may
already be as much as an hour. BrightPlanet, the company behind LexiBot, charges for the use of
the LexiBot frontend, and their technology is proprietary. Lexibot is still a supported product as
of today.
Sherlock
Apple has implemented a technology with some similarities to LexiBot, called Sherlock (see http:
//www.apple.com/sherlock). As opposed to LexiBot, Apple allows web application developers to
write Plug-ins for Sherlock [Mon99] that can integrate the web application as a searchable source
into Sherlock. Unfortunately, this technology is currently limited to the Mac OS platform and has
a very limited and non-extensible searching model. It allows only simple text strings as queries,
while the semantics of these strings may be different for each plug-in. The metamodel for the
results is poor in expressiveness and not extensible. Apple still maintains Sherlock, and other
companies provide plug-ins for it, e.g. AOL (see http://www.aol.com/netfind/sherlock.html).
2.2.5 Query Capabilities, Query Transformation and Rewriting
W3QL
An approach to distributed web search has also been presented in [KS95]. This work mainly
defines a query language called W3QL. It resembles SQL and is based on structural elements of
the web such as the structure inherent to web pages with their tags. The article distinguishes
between content queries and structure queries. Unfortunately, no examples are provided that show
how searchable data sources can be wrapped or adapted to support W3QL. No query rewriting
mechanism is specified. Searchable data sources cannot specify their capabilities. It has not gained
industrial relevance, and the latest publications date back to 1998.
Garlic
Garlic [CHS+95] is a project that conducted research in the area of information retrieval on het-
erogeneous multi-media data sources. Garlic uses an object-oriented model to represent data and
queries. One of the project tasks was query rewriting in the context of an extensible query type
set [HKWY97], using search capability descriptions and query execution cost models for the par-
ticipating searchable data sources. Given these descriptions and models a query could be mapped
to a cost-optimized execution plan using standard planning algorithms. Garlic is aware of ob-
ject references that can be used in and result from queries. Unfortunately, the Garlic framework
sources are not open, and content providers find themselves unable to write adapters for Garlic.
Furthermore, Garlic does not address issues such as integerating the query type framework with
web frontends and the problem of handling large numbers of searchable collections. Garlic was
incepted in 1995; the latest article about the project that can be found were published in 1998.
No industrial deployment is known.
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DISCO
Another approach to heterogeneous and distributed search was researched in the DISCO project
[TRV97]. In DISCO the search capabilities of the data sources are described as grammars for the
queries. DISCO makes a number of assumptions concerning the capabilities of the data sources.
For example, all sources have to be capable of delivering all instances of a particular data type
that they host. This is close to impossible in the case of huge data collections such as an index
of a major global search engine. DISCO, like Garlic, also uses a cost model for query execution.
Data sources have to be described in the Object Description Language ODL. A special feature of
DISCO is that it can reasonably deal with temporary unavailability of data sources. Again, like
for Garlic, the DISCO source code is not open, and web integration of the framework was not
discussed. Published in 1997 and 1998, DISCO ceased to exist together with the related reasearch
activities.
In [PGGMU95] the Query Description and Translation Language (QDTL) is defined. Search-
able information sources can use this language to describe their query capabilities. Using grammars
it can be checked whether a source supports a specific query. Queries may be transformed, in par-
ticular to weaker queries returning a superset of the result set of the original query, which then
has to be post-processed and filtered to yield results matching the stronger, original query. This
approach is called query subsumption. The drawback of QDTL is that it proposes a fixed query
language for all kinds of sources. Thus, the approach can hardly be extended to support, e.g., multi-
media query types. The set of query transformation rules is limited and not extensible. QDTL
was published in 1995 and has since been frequently cited in subsequent publications. However, it
has served as a concept rather than an implementation blueprint.
Later on, a Capability-Based Query Rewriter was presented in [PGH98]. It was based on the
QDTL work and developed in connection with the Garlic project mentioned above, It also uses a
formal way of expressing the query capabilities of a searchable source and rephrases the problem
of query routing as a planning problem. This work also remained of scientific character and was
not productized.
2.2.6 Generation of Wrappers and Adapters for Existing Sources
As the Web tends to become one of the most important information sources today, it is important
to consider integration of this “legacy” into any kind of information retrieval standard or protocol.
A typical approach is to wrap existing search services, such as the ones described in sections 2.1.1
and 2.1.2.
The work described in [HWKT01] focuses on the automatic generation of wrappers for existing
searchable web sites. The approach uses an intelligent text pattern recognition algorithm that is
capable of determining the format in which results are presented in the HTML documents resulting
from a query. This work has been extended in [NKUH02] to the extent that even the query syntax
of the forms that are used by the wrapper can be determined automatically. This research may
become productized soon.
In [GRVB98] wrappers are used to adapt searchable web data sources to a search framework
based on the JDBC protocol. Output from searchable data sources must be mapped to a relational
schema, making it hard to support non-relational data such as images or sound. A simple language
allows for the specification of the source’s search capabilities. Still another language can be used
to describe the data extraction process that has to analyze HTML documents and map them to
the relational schema. The article assumes that queries can be encoded into URLs that can then
be sent to the data source. While this may be true for those sources providing an HTTP GET
interface, it does not work for HTTP POST queries. The framework presented allows for the
graphical editing of a source’s capabilities and the required adapter. The article does not mention
the problems related to complex queries such as boolean operators or proximity search.
Wrapper generation is also the focus of [Arn99]. A language in which information extraction
from HTML documents can be easily specified is presented. It uses the HTML-internal structure
by means of a DOM (Data Object Model for XML) parser to extract the structured content.
A primitive metamodel based on nested string lists (NSL) is used for data representation. Such
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concepts can be found productized, e.g., by Equero (see http://www.equero.de/pages.eng/home_
main_engl.htm).
Similarly, the work presented in [RGM01] tries to programatically access HTML forms that
form the interface to parts of the deep web. The authors assume that HTML forms, when sub-
mitted, dynamically produce HTML documents that can then be indexed. The approach used
is counterintuitive. It assumes that form elements are labeled in ways that allow the crawler to
“guess” the semantics of the input fields, which is impossible in the case of many forms. Further-
more, this technique does not address the problem of analyzing the result documents returned by
the form. Much of the structure that deep web contents exhibit gets lots by only keyword-indexing
the results. Furthermore, the approach ignores the fact that even the surface web grows faster
than the bandwiwdth available to index it. Trying to index the deep web by crawling is by no
means realistic.
The QDTL project [PGGMU95] mentioned above also suggests the creation of wrappers for
existing information sources in order to adapt them to the proposed query language and transfor-
mation framework.
In [Wie92] some general ideas on integration of distributed and heterogeneous information is
provided. The central concept is that of a mediator. A mediator is defined as an entity that
includes the processing needed to make the interfaces work, the knowledge structures that drive
the transformations needed to transform data to information, and any intermediate storage that is
needed. These concepts are central to the creation of a distributed search architecture.
2.3 Network and Bandwidth Models
In building efficient search infrastructures, it is important to have rich analytical models of net-
working aspects that can be used for quantitative evaluation and improvement of various properties
of such infrastructures. These properties include logical network topologies and forward knowledge
strategies such as index updates and index distribution. This section presents some existing work
in the area of general network models.
Definition 2.6 (logical network topology) As opposed to a physical network topology, the log-
ical network topology describes the logical communication paths between nodes in a network of
systems handling or forwarding queries. A logical communication path may use different physical
connections.
A pragmatic, yet powerful model for formalizing distributed systems regarding, among other things,
their bandwidth constraints, has been provided in the LogP-model [CKP+92]. It includes the
definition of latency which denotes the time between the start of sending and the complete reception
of a message. This definition is used here as well. In [CKP+92] the notion of a gap between network
transmissions is introduced as a parameter, thus defining the speed with which data can travel
over a network connection. The more intuitive concept of bandwidth will be used in this thesis.
Furthermore, the LogP model considered computing time, as defined by the parameters o (the
computational overhead for sending a message over the network) and P (the number of processors
in a node). While not considering any specific network topologies, the LogP model provides a good
initial framework of parameters that may influence topological and alrogithmic optimizations.
A good overview of different efficient communication patterns in so-called star trees can be found
in [FA95]. Unfortunately, network parameters such as latency or bandwidth are not considered
in finding the optimal tree structure. The article introduces the term message complexity which
means the number of messages that have to be sent in order to transport the original message to
all recipients. The concept of message complexity is important in terms of bandwidth cost and
will also be used in this thesis.
[BMEN98] introduces arrangement graphs as a solution to span a number of network nodes with
a tree that then allows optimal broadcasts to the set of spanned nodes. There are two problems with
this approach: It does not allow for nodes that are dedicated exclusively to forwarding messages,
i.e. nodes that do not act as final receivers; and it does not consider network parameters for the
graph optimization.
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2.4 Developing Internet Applications
Definition 2.7 (Internet application) In the most general sense of the term, an Internet ap-
plication can be seen as any kind of computer application that uses the Internet and its services to
serve its purpose and accomplish its goals.
With this definition, a simple FTP client is an Internet application, and so is a highly sophisticated,
complex enterprise management system presenting its functionality to selected and authenticated
users via a web frontend. These two examples can be regarded as the two extremes of a spectrum
of types of Internet applications.
This section will shed light on the technologies and techniques used to develop Internet ap-
plications. Section 2.4.1 gives an overview of the developments that have led to the middleware
standards used today to integrate in particular distributed applications. Section 2.4.2 explains the
typical distribution and deployment scenarios in which Internet applications are set up. Section
2.4.4 introduces the Model-Driven Architecture as an approach that is particularly well-suited for
developing applications that have to incorporate many cross-cutting concerns, of which searcha-
bility can be one. The MDA approach will later be extended and refined in Chapter 5 so that it
can be used to produce applications that assimilate searchability as an integral constituent.
2.4.1 Relevant Middleware and Distribution Technologies
The construction of simple client applications using APIs to access the TCP/IP protocol stack
to communicate with remotely-running parts of the application is well understood. Sockets as
the central abstraction in this area have been integrated into the interfaces of all major operating
systems, and consequently into the programming languages used to create applications designed
for these platforms.
Over the years, abstractions at higher levels than the socket layer have been defined and stan-
dardized that make it possible to “abstract away” the distribution aspect of an application. Ex-
amples are the Distributed Computing Environment (DCE) and its Remote Procedure Call (RPC)
as defined by the Open Software Foundation (OSF) in the early 1990’s. The RPC protocol allows
developers to call a procedure through an API that hides the details about the location of the
implementation of that procedure. The protocol takes care of transmitting the parameter values,
results and error codes over the underlying network connection.
For the first time the RPC protocol allowed for the distribution of an application over several
network nodes without having to pay excessive attention to this fact during the construction of
the application. Only when it comes to issues such as performance or handling of network errors,
the fact that certain calls are actually carried out over a network connection “shines through” into
the design of the application.
Middleware standards such as CORBA, Java RMI or DCOM have raised the level of abstrac-
tion at which distributed applications can be implemented to the object orientation paradigm.
Developers use object or interface references and call methods on them. The middleware imple-
mentation takes care of providing network transport, parameter and result marshalling, exception
handling and the object technology specific aspects such as polymorphism. It also enforces se-
curity policies, carries transaction context information with remote calls, and thus allows for the
convenient development of applications using distributed transactions according to the two-phase
commit protocol.
One of the more recent developments in this area are Simple Object Access Protocol (SOAP)-
based Web services together with the Web Service Description Language (WSDL). The underlying
principle is the same as for the RPC standard, namely causing the execution of functionality on a
remote host, passing arguments and receiving results. WSDL is used to declare the service inter-
faces, similar to CORBA’s Interface Description Language (IDL). However, the SOAP standard
lacks the concept of a remote object reference and is almost completely unaware of the object
orientation paradigm. Recursive data structure definitions, e.g. nested organization structures,
cannot be expressed in SOAP / WSDL due to XML’s lack of support for recursive data structures.
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Figure 2.2: Three-tiered Internet application architecture with demilitarized zone (DMZ)
Figure 2.3: Four-tiered Internet application architecture with demilitarized zone (DMZ)
From a functionality point of view, SOAP and the collateral technologies such as UDDI are defi-
nitely a retrogression. Issues that have long been solved for the previously mentioned middleware
standards are still missing from SOAP. For example, SOAP today does not support distributed
transaction management.
2.4.2 Distribution and Deployment Scenarios
The developments in the middleware field have made it possible to handle even the most complex
scenarios and implement even the most powerful, widely distributed, multi-tiered applications.
But modern software architectures have to consider more aspects than just the power and level of
abstraction that a middleware provides. Delivering client software that uses middleware technology
raises some issues that may cause difficulties in several areas [LU99]. The client software has to
be updated when the remote interfaces change, which causes considerable effort if the number
of clients is large. Furthermore, firewall and security aspects limit the TCP/IP functionality in
several ways. The usable range of ports may be restricted, and it may be impossible to open a
connection from the server to the client.
These considerations have caused the development of architectures that use very “thin” client
layers, e.g. consisting of nothing but a Web browser and not even relying on technologies such as
Java applets because they could again cause incompatibility or security issues1. Figures 2.2 and
2.3 show the typical three- and four-tier approaches. Considered an increase in flexibility, during
the late 1990s, four-tier approaches became popular. For performance reasons, starting around
2001, the three-tier approach is used more frequently again, because it avoids bottlenecks in the
communication between the web server and the application server.
The ubiquity of—more or less—standardized HTML client software on all kinds of computing
platforms supports these kinds of architectures. The middleware protocols are getting pushed
12002 marked the beginning of the development of such technologies as Sun’s Java WebStart. These technologies
will automate the update procedure for Java-based client applications. This will solve some of the problems with
“not-so-thin” clients, but others such as security- and firewall-related ones will remain.
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back to the server side of the application. On the server side, they assure that multiple servers can
communicate with each other, across programming language and operating system boundaries,
and that all types of resources such as databases and directory and messaging services can be
integrated in a well-defined and flexible manner. This problem is also known as the Enterprise
Application Integration (EAI) problem.
Of course, this is just another case of history repeating itself. When the first host-based
applications were deployed in large enterprises and government institutions, the clients consisted
of a 3270-like green screen terminal with very limited functionality. Upgrading clients was not an
issue. Yet, the client’s functionality was sufficient to have users interact in comparably convenient
ways with the application. All the computational business logic ran on the server side.
With thin client software architectures, the Internet merely serves—figuratively speaking—as
an extended serial line connecting the 3270 terminal to the host. Only the presentation layer has
become slightly more powerful, as the HTML standard has evolved since its introduction in the
early 1990’s, and the tasks that get accomplished on the server side have grown significantly in
complexity.
2.4.3 Software Architecture
The field of software architecture is a young discipline if compared, for example, with that of
building architecture. Many different definitions exist (see, e.g., http://www.bredemeyer.com/
definiti.htm or http://www.sei.cmu.edu/architecture/definitions.html). Probably the
shortest one is IEEE Std. 610.12-1990: Architecture is the organizational structure of a system.
A more comprehensive definition that will be used here is based on the explanations provided in
[GS93]: As the size and complexity of software systems increases, the design problem goes beyond
the algorithms and data structures of the computation: designing and specifying the overall system
structure emerges as a new kind of problem. Structural issues include gross organization and global
control structure; protocols for communication, synchronization, and data access; assignment of
functionality to design elements; physical distribution; composition of design elements; scaling and
performance; and selection among design alternatives.
Definition 2.8 (software architecture) defines the overall system structure, including the gross
organization and global control structure; protocols for communication, synchronization, and data
access; assignment of functionality to design elements; physical distribution; composition of design
elements; scaling and performance; and selection among design alternatives.
Different software architectures require different approaches regarding software engineering. This
has been described in [Hub01], introducing the so-called Convergent Architecture, where an archi-
tecture is explicitly considered to be composed of three pillars: business design, (technical) system
design and project design. The description of the system design aspect resembles the software
architecture definition 2.8. Project design means the layout of the software development project
including all software engineering aspects including the development process and the tools used
to create the software. The business design refers to the description of the problem domain for
which the software system to be created will provide solutions. [Hub01] states as a goal that the
system design and the business design should be two views of one convergent model of the problem
domain. This idea of Convergent Engineering has been introduced by David Taylor [Tay95].
The rationale behind emphasizing the project design as a central element is that the way a
project is set up in terms of the selection of tools and processes must take into account the specifics
of the business structure and the software architecture to create a holistic, convergent entity.
One implication of this thought is that tools have to be chosen that support the software
architecture according to which the application is to be developed. This has to anticipate possible
future changes in the architecture as well. For example, if the software architecture is formed
around a J2EE application server and a set of relational databases, using nothing but a plain
text editor and a Java compiler will make the task of developing such a system unnecessarily
difficult. Instead, one would at least use a Java IDE that has some awareness of the Enterprise
Java Beans component standard [Sun99], or even better, a modeling tool based on the Unified
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Modeling Language (UML) [RJB98] with a code generator that can generate the complete technical
infrastructure from an abstract model of the components and their relations.
2.4.4 Model-Driven Architecture
Definition 2.9 (model) A model represents one or more entities of an existing domain [Sta73,
CE00]. A model will typically abstract from details of the domain that are not required for the
purpose the model is used for. Models are isomorphically linked to their domain, in such a way
that a certain behavior or property of the model can be mapped to a corresponding behavior or
property of the modeled domain.
There are two characteristics of modern software architectures which make the decision for right
project design, including the appropriate tool support, a complex task:
• complexity of software architectures;
• technology as a moving target.
The first issue is a result of the increasing complexity in requirements, causing a growing number
of aspects getting incorporated into modern software architectures. J2EE, .NET or the CORBA
Components Specification are examples that support this observation. These architectures have
to deal with aspects such as persistence, transactions, scalability and robustness, replication of
services, session management, web services and many more. The standardization of such aspects
is helpful because it enables the reuse of best practices and prevents “reinventing the wheel”.
However, the greater the number of aspects integrated into standardized software architectures
and frameworks that support them, the greater is the community of developers involved. Thus,
recognition of these aspect grows, as does the need for good tool support.
The second issue is related to the fact that technology innovation cycles do not necessarily
coincide with business innovation cycles. The technology evolves at a pace different from that of
the set of requirements describing the structure and behavior of the systems to be built. Moreover,
while for an existing application domain the requirements typically evolve incrementally, this does
not always hold true for changes in technology. At times, technological paradigms are radically
replaced by others. Examples for such changes are the migration from structural decomposition
to object-oriented design, the change from client-server applications to Internet-enabled n-tier
solutions using thin clients, or the shift from C++ to Java that has taken place in many software
development organizations.
A good solution to this challenge is offered by the OMG’s Model-Driven Architecture (MDA)
initiative [KUW02, The01]. Its central idea is to express system specifications in models which
can be independent of any particular technology platform to the maximum degree possible, using
a chain of appropriate metamodels (see Figure 2.4). These metamodels each abstract from the
specifics of each individual element of a certain set of platforms, while being customized for the
commonalities of the elements of this set.
Subsequently, the most important terms and concepts of the MDA are introduced. With
the Meta Object Facility (MOF) [Gro00] and the Unified Modeling Language (UML) [RJB98],
the two central standards for MDA are outlined, and their relation to each other are explained.
It will then be shown how MDA addresses the two abovementioned problems: complexity and
technology change. Finally, MDA will be positioned in the context of related approaches for
software development.
Basic MDA Terms and Concepts
Definition 2.10 (metamodel) A metamodel defines the structure, behavior and semantics of a
set of models (see definition 2.9). These models are instances of the metamodel.
For example, UML models are instances of the UML metamodel (see also the work on the Meta
Object Facility (MOF) [Gro00]).
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Figure 2.4: MDA concepts: Models are instances of a metamodel and can have annotations;
metamodels may be arranged along abstraction and refinement relations and describe aspects of
a platform; mapping techniques are defined using metamodel terms; mappings are applications of
mapping techniques and transform one or more source models into a target model, they may use
annotations as additional input.
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Definition 2.11 (modeling style) A chain of sets of metamodels leading from abstract to de-
tailed specifications of a system, together with the corresponding mapping techniques is called a
modeling style.
An example for a metamodel and its level of abstraction is the Java metamodel consisting of the
language specification and the standardized APIs. It abstracts from the particularities of different
operating systems while being aware of the existence of one that provides the typical services such
as a file system and other I/O-facilities, thread and process management or networking support.
Other more historic examples include the early third-generation programming languages (3GLs)
that at least abstracted from the particular microprocessor on which the compiled code would
eventually run.
In the same way that Java abstracts from the operating system, and early 3GLs abstract
from the microprocessor, there are more abstract metamodels that allow expressing structure and
behavior at an even higher level of abstraction. The Unified Modeling Language (UML) [RJB98]
is a very generic example of such a metamodel.
Definition 2.12 (mapping technique / model transformation) A mapping technique can
transform one or more source models expressed in one or more source metamodels into another
target model that is expressed in another target metamodel. This transformation may change the
level of abstraction at which the system is described by the model. A mapping technique is also
called a model transformation (these terms are used synonymously).
If the mapping technique can be automated, and the corresponding implementation supports
repeated execution while being able to preserve details added to the target model, this ensures
that the various models can all be kept in sync with each other. Compared to other approaches
where the transformation is performed manually at significant cost, automated mapping techniques
facilitate applying changes to the system specification at a level as abstract—and thus as portable
and reusable—as possible.
Definition 2.13 (annotations / marks) In addition to the source models, a mapping technique
may be provided with further input. These additional input data are called annotations (or marks)
and are separate from the source models.
Annotations are used to prepare models for repeated mappings with a particular mapping tech-
nique. It is important to note that an annotation does not become part of the model itself. Hence,
the model is still free of any mapping-specific information, i.e. it remains portable across and
reusable in the context of more than one mapping technique. An example of an annotation to a
UML model that prepares the model for a mapping technique resulting in a J2EE-specific model
would be an attribute selecting the type of EJB a classifier will be mapped to (stateful or stateless
session bean, entity bean with container- or bean-managed persistence, message-driven bean).
MDA-Related Standards: MOF and UML
MOF is an OMG standard [Gro00] that allows for modeling of metamodels, thus supporting the
creation and manipulation of metamodels and their instances in a well-defined manner. UML is
an example of a metamodel that has been modeled using the MOF standard. The MOF standard
furthermore defines how models are represented in XML, and how they can be accessed and
manipulated via programmatic interfaces, in particular using CORBA. The related Java Metadata
Interface (JMI) standard [ea02] defines how models whose metamodels are expressed in MOF can
be accessed from Java programs.
The Unified Modeling Language (UML) [(OM01, RJB98] defines three kinds of extensibility
features: stereotypes, tagged values and constraints. These enable the definition of an isomorphic
mapping from any metamodel expressed in MOF to the UML metamodel plus a set of stereotypes,
tagged value definitions and constraints. Such a mapping is also referred to as a UML profile, using
UML as a representation language for instances of a metamodel. Such mappings are highly useful
when instances of a metamodel have to be manipulated by humans: several tools for handling
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Figure 2.5: Two ways of implementing a system. The lower the level of abstraction, the more
costly is adding system specification.
UML models including the extensibility aspects exist that do not have to be adapted in order to
support modeling with any given UML profile.
With MOF and UML it is possible to create metamodels that can describe systems at any
conceivable level of abstraction. Typical levels comprise particular component architectures such
as J2EE or .NET, abstracting from the particularities of the different products implementing the
standards; or even one level above, the general notion of component technology, relying on the
existence of certain services and mechanisms such as encapsulation, persistence and transactions.
How MDA Addresses Complexity and Technology Change
A model-driven approach with automated model transformations solves both issues discussed
above: complexity and technological change. Complexity is addressed because many of the as-
pects making modern component technologies complex are hidden by the models. The mapping
techniques contain the knowledge required to transform the abstract models into complex imple-
mentations. Good defaults can be provided by the mapping technique for many cases. Thus, a
model does not necessarily have to address all aspects, but if it does, it does so at an appropriate
level of abstraction, making the specification as easy and simple as possible.
An association relation between two components, e.g. Account and Customer, which can be
drawn as a single line in a UML diagram, is an example of this. A mapping technique taking this
specification to an EJB-based implementation will turn this line into a set of operation declarations
and definitions for accessing and manipulating the relation on both component interfaces and
implementations, and EJB reference declarations, which in turn involves creating various kinds of
configuration information in different source code and deployment descriptor files.
Figure 2.5 visualizes the idea. The wavy path on the right symbolizes a development process
that starts by specifying major parts of the system in a platform-specific way. The path on
the left shows a process that adds as much detail as possible in a platform-independent fashion.
The underlying “landscape” indicates that the automated transformations between platforms are
possible at reduced cost, remaining on one level of “altitude”, whereas adding system specification
detail causes effort (the “mountains” in the landscape). The effort involved in expressing the same
amount of specification detail typically increases with decreasing level of abstraction and increasing
platform specificity.
The second problem issue—technology change—is alleviated by a model-driven approach be-
cause models only rely on those dependencies actually needed for their implementation. This
results in maximized portability of system specifications at all levels of abstraction, where large
parts of the porting effort can be left to automated model transformations. This effect is visualized
in Figure 2.6. The example of a Web application implementation can be used to illustrate this.
Definition 2.14 (Web application) A Web application is an application that uses HTML and
HTTP to implement its user interface. In case the HTTP connections are made over the Internet,
this is a special kind of Internet application (see definition 2.7).
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Figure 2.6: Specifying at the maximum degree of abstraction possible increases portability and
reduces the amount of rework involved in changing a platform decision or developing for multiple
platforms.
If the only specification of the system’s functionality exists in the form of Java Server Pages (JSPs)
documents that contain the web application’s logic only implicitly and in a dispersed way, then
porting the application to, e.g., a .NET-based technology using Active Server Pages (ASPs) will
involve a major challenge. On the other hand, if the control flow is modeled, e.g., in a UML activity
diagram where the individual user interaction states are described as UML states (see Figure 2.7),
then an automated model transformation can generate a state engine implementation together
with the JSP or ASP documents used for presentation purposes. This will only leave the task
of porting minor parts of the presentation layout, whereas the web application’s control logic is
completely generated from the modeled specification. [HH01, HH00] contain detailed information
on this example.
MDA Tool Support
In 2001 and 2002, tool vendors have started to provide support for the MDA approach. The benefits
of MDA are increasingly understood and accepted, and the market for such tools is picking up
momentum. The number of tools grows, and all major UML tool vendors start to claim that
they support MDA. The list of MDA tools published at http://www.omg.org/mda/committed-
products.htm contained 37 tools in early 2003. They vary in their implementation concepts. Some
have a fixed set of predefined mapping techniques. Others allow their users to modify and extend
them. The tools target various different platforms, ranging from real-time and embedded systems
to architectures for large enterprise-scale software systems.
The development of MDA and the related tools resembles the way 3GLs and the correspond-
ing compilers successfully made the transition from exotic academic research projects into every
developer’s daily routine. Domain task forces are starting to standardize metamodels customized
for their domain, and tool vendors and the OMG work together on standards for specifying and
implementing automated model transformations [Uhl02b, Bel98], such as the latest OMG activities
in the area of MOF queries, views and transformations [Bas02] which has been issued as an OMG
Request for Proposals (RFP) in 2002.
Positioning MDA
It is an important achievement of the MDA initiative to abstract from existing automated model
transformations such as programming language compilers, and extend this concept to the realm of
more abstract models of a system, such as Unified Modeling Language (UML) [RJB98] models or
Class-Responsibility-Collaboration (CRC) card models [WBWW90, Tay95].
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Figure 2.7: An activity diagram describing the control flow of a web application. The states with
the stick figures represent web pages that get presented to users. The state with the power plug
represents another activity diagram that gets reused, in this case containing the control logic for
editing an Account component instance.
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Within MDA, generation of source code and other text-based artifacts of a software system, as
described e.g. in [Bel98], becomes merely a special case of more general transformations between
any type of model. However, text-based documents can themselves be regarded as a model in the
context of MDA, and hence can be used as input or output of model transformations.
A model transformation can produce an executable system specified in a platform that has
formally-specified concrete execution semantics. In this case the model transformation confers
these semantics on the source (meta-)model. It defines which constructs in the source model will
be mapped to other constructs in the target model. The formally-defined semantics of the latter
indirectly define the semantics of the source model constructs.
Three things will be crucial for the success of MDA:
• Modeling languages, in particular the UML, have to be accepted as authoritative—as opposed
to documentary—ways in which to express system specifications. If this does not happen,
it will not be possible to maintain any models other than the 3GL source code that are
synchronized with the system implementation.
• Modeling languages for common platforms and domains have to be standardized. Otherwise,
the effort required to learn new modeling languages very often will slow down if not stall the
acceptance of MDA in the long run.
• Languages and formalisms for specifying and implementing model mapping techniques have
to be standardized. Like the previous point, this is important to flatten the learning curve
for those who define the model transformations. Furthermore, this will make the implemen-
tations of mapping techniques portable and therefore reusable.
2.4.5 A Searchability Support Example: EJB Finders
While the early MDA tools have succeeded in supporting architectural aspects such as persistence,
transactions, distribution or scalability, one aspect has not yet been sufficiently covered: search-
ability. Today, support for searchability in application architectures is typically provided with
strong dependencies on the underlying technology. It is not geared towards integration with global
search infrastructures, primarily due to the lack of standards in this area. An example would be a
set of hard-coded SQL queries that depend on the layout of the database used for storing the data,
and these queries are not programmatically accessible from outside the application. Reorganizing
the database schema would invalidate the searchability implementation which then would have to
be adapted manually. Furthermore, the search implementation cannot be integrated with global
search services.
Regarding the tight coupling with underlying storage technologies, the EJB 2.0 standard sug-
gests a slightly higher level of abstraction for expressing searchability [DYK01]. Instead of having
to write the queries that the application is to be able to perform in the concrete schema in which
the components will eventually be stored, the standard allows developers to express queries in
terms of the abstract schema as defined by the component interfaces. The persistence manager is
then responsibile for mapping the queries to match the concrete storage layout and database type.
EJB 2.0 uses the EJB Query Language (EJB-QL) for specifying queries at the level of the abstract
schema. EJB-QL is specified in [DYK01] and resembles SQL in several ways. However, the way it
is used in the EJB standard improves the portability of systems specified this way.
A major problem with the EJB 2.0 standard regarding searchability is the fact that it does not
allow for dynamically composed queries. Due to this restriction, all queries that the system may
want to execute at runtime using the facilities provided by the standard have to be anticipated
and specified in the EJB deployment descriptor at deployment time. No API is provided by the
standard that would allow an application to assemble queries on the basis of the abstract schema
at runtime. Thus, if an EJB 2.0 application wants to perform dynamic queries, it has to break the
encapsulation provided by the persistence manager and express queries directly to the underlying
database infrastructure.
Another problem with the way EJB approaches searchability is that support ends at the com-
ponent interfaces and is intended to meet only application-internal needs. Search results are always
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references to EJB component instances. But typically such references should not be exposed out-
side of the application, requiring an additional layer on top of the EJB finders.
In terms of searchability support, the current model-driven approaches only allow the modeler
to express a set of queries in the model, either on the basis of the abstract or the concrete underlying
data schemas. On this basis, the tools can generate the corresponding deployment information that
leads to implementations of the queries the application can call at runtime.
2.5 Summary
Crawling-based Web search engines have introduced the concept of making the entire Internet,
in particular the WWW, globally searchable. Indexing has proven central and useful. However,
centralizing the indices, storing URLs in them and using crawling turn out to cause major limita-
tions on performance, scalability and access to the information that should be made searchable.
Crawling is no longer appropriate to the ways that modern Internet applications are constructed.
It does not reach most of the relevant content hidden in the deep web. The resulting problems
motivate the work presented in this thesis.
Many other research activities have dealt with the problems of making large distributed infor-
mation systems searchable. Most of them suggest to use decentralized architectures—as opposed
to the centralized approaches of web search engines—for the solution. In particular, the decen-
tralization affects the capturing and management of and the access to forward knowledge, and the
execution of queries. Directory services were among the precursors of decentralized retrieval sys-
tems. The described benefits of decentralization have motivated the development of a distributed
search infrastructure that is described in Chapter 4.
Additionally, the lack of formal models that would allow for a quantitative analysis of the
benefits of decentralization of search infrastructures will be addressed. The existing work on
general models that can be used for analyzing the effects of decentralizing an information system,
such as the LogP model, provide the basis for the model that will be developed in Chapter 7.
To establish the distributed infrastructure required for decentralized solutions, common proto-
cols have to be defined that the various components adhere to. Tasks for which such protocols are
needed are mainly the transmission of queries and search results, as well as forward knowledge dis-
tribution and maintenance. Most protocols that have been defined for the purpose of distributed
search infrastructures exhibit much more search-specific structure than general communication
protocols such as HTTP. When partitioned in layers, the protocols typically have one layer that
describes the transmission protocol (how to serialize data structures for network transmission),
and another layer on top that governs which structures are sent when and where.
Based on this observation, research projects such as Infobus and ZORBA have successfully
applied existing and standardized higher-level distribution protocols, for example CORBA. This
eliminates the need to develop the network transmission layer for a search protocol and therefore
abstracts the problem of distribution. Instead of having to worry about the specifics of how to
serialize and deserialize structured data that is transmitted over a network, implementors can focus
on the real problem at hand, e.g. how to compute the result for a query, or how to decide to which
other network nodes to forward a query to. This result will be applied in Chapter 4 by using Java
RMI (Remote Method Invocation) to solve the protocol issues related to distribution.
Much research has been conducted on the detailed capabilities that distributed search protocols
can have, each having a different focus. For example, some projects focused on query languages,
some on query formalisms that include query capability descriptions (query metadata) that enable
intelligent query rewriting, others on ranking and merging issues. Some concentrate on meta-
search which involves smart query routing and forwarding, and others on the intelligent creation
and management of indices and other forward knowledge. These contributions will be used to
create a consolidated model of the domain of Internet search in Chapter 3. This model will be the
basis for the infrastructure developed in Chapter 4.
Research of Sachio Hirokawa and others has proven that automatic construction of wrappers
for deep web content is possible within certain limits. This shows that the construction of protocols
for distributed search infrastructures can reasonably be integrated with the vast amount of already
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existing deep web content. However, the approach of constructing wrappers has some major
limitations, in particular if the wrappers are not maintained by those who also operate the wrapped
information source. Changes, even in the layout of a web site, can cause the wrapper to stop
functioning properly. Furthermore, the communication between the wrapper and the wrapped
information source typically wastes significant amounts of bandwidth, because the results sent by
the wrapped source contain much more information than what the wrapper extracts from it. In
the long run, integrating an Internet application with a standardized distributed search protocol
will deliver better results.
This creates the need for efficient development methods for searchable Internet applications
that are integrated with a search protocol. How can an Internet application’s searchability be
specified in a precise and efficient way, and how do these specifications lead to correct corresponding
implementations? How can the effort for transforming the searchability specification into the
implementation be reduced? The work on the OMG’s Model-Driven Architecture (MDA) suggests
answers to these questions. The resulting work, namely the creation of an exemplary modeling
style and the corresponding model transformations, is presented in Chapter 5.
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Chapter 3
Internet Search Core Abstractions
In order to solve the problem of global Internet search effectively, a common technical infrastruc-
ture is required that content providers, search service providers and end users can rely on. As
experience has shown, standardization in this area is mandatory and achievable through major
standardization bodies such as the OMG and Sun Microsystem’s Java Community Process (JCP).
Too many fragmented and proprietary approaches have been published, and none of them ever
gained industrial significance for Internet search. This chapter proposes suggestions for an in-
frastructure that can be used as input for such a standardization process, for example within the
Object Management Group (OMG) or in Sun Microsystem’s Java Community Process (JCP).
The infrastructure is developed by first creating a platform-independent model for the domain
of Internet search. The Unified Modeling Language (UML) is used as the representation language.
The model combines the best practices from the field of information retrieval, as described in
Chapter 2, and fulfills further requirements as presented in section 3.1.
The model itself makes only few assumptions concerning the technology used to implement it.
It provides a long-lived abstract view of the domain of Internet search that can be implemented
in a variety of different existing and future technical platforms. Such a model of the domain of
Internet search allows tools to transform the model into implementations (see section 2.4.4) and
that enables interoperability of implementations on different platforms, which will be addressed in
the next chapter.
3.1 Requirements
A search infrastructure that can serve as a blueprint for a standardization effort should combine
the best practices from the field of information retrieval, as described in Chapter 2. Combining
many aspects of this existing work with the experience gathered during the implementation of an
own search infrastructure that is described in Chapter 4, the following set of requirements can be
derived:
1. Provide users with a single entry point to all of the Internet’s public information.
This is what made Internet search engines popular with users and caused them to generate
considerable revenue, mostly from advertising. The search infrastructure has to deal with
the discovery process, also for the “deep web”. Users must not be confronted with the task
of finding their way around in an huge information space that is growing at an exceptional
rate. The entry point may be replicated to avoid bottlenecks. However, for a single user it
shall be possible to choose only one of the replicas.
2. Simple default query types, e.g. keyword-based.
In order to allow inexperienced users to operate the search facilities easily, standardized
query types such as “keyword query” have to be supported. The infrastructure has to make
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it possible to apply this query to a potentially large range of sources, if required by rewriting
it correspondingly.
3. Advanced, extensible query types for “power”-users.
As the information space grows, so will the query result sets. In order to be able to phrase
precise queries that further limit the result set, advanced users need to have the possibility
to create queries that are more complex than a simple keyword search. This may comprise
nested boolean expressions, powerful text operators such as proximity and regular expres-
sions, natural-language queries, OQL-like queries on data collections described by sets of
attributes, finding images by similarity and automatically extracted descriptions of objects
depicted in another image, and even “fancy” functions such as finding MPEG-3 files based on
sheet music documents or a sound sample, such as a whistled melody. This means that the
infrastructure has to be extensible even by the most sophisticated query types in a flexible
way, providing powerful query rewriting support to make such complex queries applicable to
the largest number of sources possible. Nobody can predict what query types will be needed
in the future. Therefore, hard-coding the set of query types into a search framework would
turn it useless over time.
4. Search functionality and results have to be accessible from a standard web browser.
Proprietary clients should not be required for standard end users. Installation, administration
and maintenance efforts may cause significant end-user reluctance. However, certain specific
features such as adding private or local sources to the search environment may require the
execution of parts of the search logic on the user’s machine, i.e., a number of software
components may have to be deployed on the client computers. Furthermore, the higher the
incentive to find information, the more such effort will be accepted by end users. An example
is the flourishing of several peer-to-peer networks for multimedia file sharing such as Gnutella,
Grokster, Kazaa, eDonkey or WinMX that all require the installation of client software.
5. Simple integration of existing and new sources.
Existing searchable sources, e.g., the ones with an HTML search form, are to be integrated
in an easy way. It must be possible to automate the generation of adapters to the search
framework for new applications to the maximum degree possible. The cost of integration
should be a function of the richness of the supported set of query types.
6. Efficient retrieval with reliable results.
Section 2.1.1 has shown the problems involved in a centralized index-based search archi-
tecture. The infrastructure has to be capable of scaling with the growth of the Internet,
including the deep web contents, while still providing results with reasonable currentness in
a reasonable period of time.
7. Adding private sources.
Intranet content, subscription-based Internet content and other information sources that are
accessible by individual users based on their privileges and private authentication information
should be searchable by these users. This should be integrated with the search mechanisms
for the rest of the Internet. This follows from the requirement that there must be a single
entry point for an end user.1
8. Retaining structure in search results and avoiding unnecessary “flattening”.
Section 2.1.1 has shown that one of the problems of today’s Internet search is the fact that
structure is lost in search results and that it is impossible to use structure in queries. The
infrastructure will have to support even sophisticated structures in queries and search results
which is especially useful for integrating search into applications other than a Web browser
and in order to federate searchable sources.
1Some subscription-based content providers handle this issue by allowing a user to search the content, but the
results only contain references to the material that will require authentication when the user follows the references.
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3.2 Core Abstractions of the Domain of Internet Search
Internet search has to combine several concepts in order to be useful. Some of these concepts
are central to any implementation of Internet search (e.g. the concept of queries), others can be
regarded optional (e.g. query transformation). The following sections present descriptions of these
concepts and capture them in UML models.
3.2.1 Queries, Searchables and Capability Descriptions
The three most important concepts in any type of search infrastructure comprise the query, the
searchable source—or searchable for short—and the search result—or result for short. A query is
created by a user or a program and sent to one or more searchables that may each produce zero
or more results. Figure 3.1 shows these key abstractions in a UML diagram.
Figure 3.1: UML model of the top-level abstractions of a search infrastructure
The results returned by a searchable are arranged in a Set. This collection type exhibits the
same property as a set in the mathematical sense: it cannot contain any two elements that are
considered equivalent. This equivalence relation is implemented for the SearchResult instances by
their equals operation. Based on this, results are merged.
In case the client performing a search and the searchable executing the search are located on
different hosts, different techniques may be employed to transfer the contents of the Set. A trivial
strategy is to transfer the complete contents of the Set to the client. But it may, depending on
the technical infrastructure used for implementation, also be possible to transfer the Set’s contents
incrementally. This can be particularly efficient if the results are to be ranked, but are provided
by several different searchables.
A Set can define an order for the elements it contains. It is thus possible to iterate over the
elements of the set in that specific order, which is an important property for enabling ranking of
results. Section 3.2.3 explains the details of ranking and merging.
Examples
For a common web search engine the query object is a string complying with the syntax as defined
by the particular search engine. It may contain boolean keywords to combine multiple keywords
into a compound query. The searchable in this scenario is the index-based search engine. Once
it has received the query string, it computes the results based on its index. The result objects
typically consist of a URL, a title, a small excerpt of the document referenced by the URL, and
possibly other attributes like the last time the search engine has detected a modification to the
document, or the format in which the document is expressed. These result objects are formatted
as HTML documents by the search engine and returned to the user.
Another example is a Java system that queries a relational database through the Java Database
Connectivity (JDBC) interface. The client retrieves an object of type java.sql.Statement and
performs the method executeQuery on it. As parameter, a string is passed that contains a query
in SQL syntax. The query has to be written against the schema of the database to which the
connection belongs. The result of the executeQuery call is an object of type java.sql.ResultSet
which exposes the meta-data of the query results and the result data itself. In this example, the
string that gets passed to executeQuery is the query object, the java.sql.Statement instance
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represents the database and is the searchable, and the java.sql.ResultSet object is the result of
the query.
Yet another example is a bibliographic search performed via the Z39.50 protocol. In this case
the query is a query object as specified in [Hak96], and the searchable is some Z39.50-capable
database. The set of matches that the database produces for the query in this case physically
resides inside the searchable, and the result object returned to the client acts as a stub or proxy
to it. This architecture allows the client to perform certain operations like sorting or filtering on
the server without having to transfer a potentially large set of matches contained in the result.
These examples show that there may be a variety of different query types, and that it is
impossible to predict all future query types. Furthermore, certain searchables can understand only
a subset of all existing query types. For example, a Z39.50 query cannot be sent to a relational
database that only understands SQL queries. This motivates two decisions:
• The model describing the search domain should use object-oriented concepts—in particular
inheritance and polymorphism—allowing for specializations of and extensions to the query
and searchable type system.
• The fact that a searchable understands only a subset of all queries expressible in the system
has to be captured in the model.
The remainder of this subsection will explain the three core concepts of queries, searchables and
search results in more detail, and will introduce the important notion of query capabilities.
Queries
Describing queries as instances of types in an object-oriented type system with inheritance and
polymorphism has also been described in the Garlic project [CHS+95] and in the ZORBA project
[WLF98], while the JXTA protocol [Wat01] uses a very lenient implementation of the concept,
allowing for arbitrary XML structures to occur as query or result. It is not in the scope of this
work to create a complete set of query type abstractions. Instead, it is important to understand
that by means of specialization more query types can be constructed at any time. Hence, the
infrastructure only has to provide a corresponding extensibility mechanism. As will be shown in
section 4.1.2, the paradigm of object orientation is such a mechanism. Section 4.4 presents an
outlook on a possible process that rules the creation of query types. Figure 3.2 shows typical query
types embedded into the model as specializations of the abstract type Query.
The following important query type abstractions are defined:
CompositeQuery allows for the composition of multiple queries, e.g., by using boolean operators,
into a compound query. The most common boolean query types are modeled as subtypes
of CompositeQuery. This is an application of the composite design pattern as described in
[GHJV96].
AttributeQuery assumes that the meta-data of the searchable is structured by means of attribute
sets. The query specifies a path identifying a single attribute and a query that is to be applied
to the attribute’s value, referred to as inner query in the model. For example, a book’s meta-
data defines attributes such as author and title. An AttributeQuery for a book can be defined
as to apply a KeywordQuery only to the title attribute. A book is considered a match if its
title matches the pattern of the keyword query.
TextQuery is the root of all kinds of queries that can be executed on text-based sources including
sources that contain one or more strings somewhere in their data structures. The most
commonly used text query types are modeled around TextQuery, including ProximityQuery
which uses one or more text queries with the semantics that the occurrences have to be close
to each other. The number of words that may occur between the matches of the subqueries
can be provided for the proximity query as an attribute, specifying the number of words that
may occur between the matches of the subqueries.
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KeywordQuery PhraseQueryAndQuery OrQueryNotQuery RegexQuery
TextQuery
pattern: string
ProximityQuery
distance : int
1..n
+subqueries
CompositeQuery
QueryDecorator
AttributeQuery
attributePath : List<string>
Query
0..n
1
+subqueries
1
+decoratedQuery
1
+innerQuery
Figure 3.2: Hierarchy of frequently-used query types. Note the component icons labeled with a
capital R. These are classifiers with the stereotype Resource as defined in [Tay95], using Orga-
nizations, Processes and Resources as base abstractions for all kinds of business models. Other
diagrams in this thesis will also show the O and P icons representing the appropriate abstractions.
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Figure 3.3: Integration of formal capability descriptions
QueryDecorator is an application of the decorator pattern as described in [GHJV96]. It allows
for the decoration of a query with additional information. A decoration that expresses a
ranking specification will be discussed in more detail in section 3.2.3.
Other abstractions may be added to the model, and not all abstractions shown in Figure 3.2
are necessarily completely elaborated. For example, when specifying a distance for a proximity
query, the distance has to be specified in a specific unit which does not always have to be words but
could be characters, paragraphs, etc. Another question regarding proximity queries is how to treat
matches in different attributes of the same object. For example, if a proximity search specifies two
strings “A” and “B”, and an object has an attribute x that contains “A”, and an attribute y that
contains “B”, would this object have to be considered a match? What is the distance between those
matches? Also, more options are conceivable for proximity queries, e.g. the stipulation that the
matches to the subqueries appear in a specific order. Specializations of the ProximityQuery type
can be modeled that refine the distance information accordingly, taking into account the specific
structure of the searchable to which this type of query can be applied if possible.
Searchables and Query Capabilities
Searchables that specify their search capabilities in a formal way have been presented in the Garlic
project as well as in the DISCO project [TRV97]. The notion of grammars that can match a query
can be integrated into the model as shown in figure 3.3. Based on the idea that a grammar consists
of individual productions, the corresponding interface in the model indicates that each searchable
must specify its query capabilities by providing an instance of this Production type.
The central purpose of a search capability description is to make it possible to decide whether
or not a given query can be executed with the capabilities described. This fact is captured in
the model by the match operation on the Production interface that accepts a query as an input
argument.
Based on this simple interface, any type of implementation is conceivable. Figure 3.4 shows the
model of four typical implementation patterns:
Grammar is a compound production according to the composite pattern [GHJV96]. It matches a
query if at least one of its referenced productions matches the query, otherwise, no production
is associated with the grammar.
PrimitiveProduction is a production that matches all queries of a particular type including
compatible subtypes.
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Figure 3.4: Typical types of productions
AttributeProduction holds a model of the meta-data, referred to as an attribute model. This
resembles the Z39.50 attribute sets in that the meta-data describes the available attributes
and their types, furthermore the searchability of each attribute by providing a separate
production for each attribute specification. Attribute models will be discussed in greater
detail in section 3.2.6. The attribute production will accept an AttributeQuery object if and
only if the attribute identified by the query exists in the attribute model and the inner query
is matched by the attribute’s production that is specified in the attribute model.
CompositeProduction matches a composite query if the query type is at least the type specified
by the production (association end compositeQueryType in the model), and each subquery
of the composite query is matched by at least one of the respective subproductions of the
composite production.
3.2.2 Query Transformation
Not all searchables will support all query types. However, the reason for a searchable not to
support a specific query type may simply be of syntactical nature, with a supported query type
being similar or at least using related concepts. In these cases, a simple syntactical transformation
can be used, mapping the originally unsupported query to a supported type. The query results
of the transformed query can be used without further modification as the results for the original
query.
In cases where the conceptual differences between a given query’s type and the supported query
types are more significant, there may be algorithms enabling the computation of the responses to
the original unsupported query on the basis of the supported types of queries. Two concepts are
important in this context:
weakening To weaken a query means to modify its semantics in such a way that the resulting set
of matches is a superset of the set of matches for the original query. Put formally, if a query
q1 produces a result set r1 when applied to a searchable s, and a query q2 produces a result
set r2 when applied to s, then q2 is a weakening of q1 if and only if r1 ⊆ r2.
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Figure 3.5: Integrating query transformation into the model
filtering Filtering is applied to the results of a query, typically in connection with weakening as
described above. Filtering a result set removes zero or more elements from the set according
to filtering rules. Filtering can be used to post-process the result set of a weakened query in
order to compute the results of the unweakened query.
If a query of one type can be transformed into an equivalent query of another type, none of
the two described techniques needs to be applied. Otherwise, a query may be executed by first
weakening it, then executing the weakened query, and finally filtering the results to obtain only
the matches that the original query would have produced.
An example for a transformation using weakening and filtering is a proximity query that is
weakened to an AndQuery with the results being filtered by checking the matches’ distances from
each other. The filter will produce a set of those matches where the subquery matches occured
within the maximum distance specified by the proximity query.
Another example is the decomposed execution of a composite boolean AndQuery as described,
e.g., in [CGMP96]. For an AndQuery, each of its subqueries is a weakening of the original query.
The result sets of all subqueries have to be intersected to obtain the result for the original And-
Query.
Decomposing an OrQuery is an example of a more general scheme of query transformation.
In this case, the OrQuery is a weakening of all its subqueries. However, the subqueries can be
executed separately, and the result is then computed by uniting the result sets of the subqueries.
The common abstraction for the examples presented consists of transforming the original query
into one or more other queries which are then executed. The result sets are post-processed in some
way.
Weakening and filtering only works with a number of constraints. If a query is weakened to
the extent that it is no longer sufficiently discriminating, the corresponding result set will be large
or even comprise all entities that the searchable can possibly provide as results. In this case, the
actual search takes place in the degenerated filtering step. While in some cases this can be used
as a workaround, it can also involve tremendous communication cost between the querying party
and the searchable, because the large result set may have to be transmitted in its entirety.
Another problem of post-processing queries involves partial and streamed result sets, i.e. situ-
ations in which the result sets are not readily and completely available. This becomes particularly
important if the results are to be ranked, as discussed in greater detail in section 3.2.3. Results
that are accepted by the filter do not necessarily have to receive a high ranking by a given ranking
function. In such situations many of the initial results retrieved from a source will be removed by
the filter, i.e. many results need to be requested in order to get only a few results that pass the
filter. To avoid this problem, if possible, ranking functions should be “in line” with filters in such
a way that results accepted by the filter tend to occur before results rejected by the filter. This
will reduce the number of results that have to get transferred when the user is only interested in
a subset of the filtered results, ordered according to the ranking function.
The concept of query transformation is added to the search model in the following way (see Fig-
ure 3.5): Given a production, each query can tell if it can transform itself into a query that would be
matched by that production. For this purpose, each query has an operation matchedTransformed
which accepts the production as an input argument and returning a boolean value telling whether
the transformation is possible or not.
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Client XQuery Searchable
create
search(Query)
understands(Query)
performthe search
internally, return
results
dispatch()
searchByX()
Figure 3.6: Algorithm for performing a query that the searchable is capable of answering directly.
Notation: UML Sequence Diagram [(OM01]. Each column represents an object, arrows indicate
method calls, the slim boxes denote method executions. Time proceeds from top to bottom.
Furthermore, a query can be instructed to transform and apply itself to a given searchable. This
behavior is modeled as the applyTransformed operation, which accepts the searchable to which to
apply the transformed query as an input argument and returns the results as a set of SearchResult
objects. An implementation of the applyTransformed operation may use the weakening and
filtering approach described above.
Considering the capabilities of queries to transform themselves, the algorithm for performing a
query works as follows. A query is passed to a searchable’s search operation. If the searchable’s
querying capabilities—as expressed by its associated production object—allow for the execution
of the query, then the searchable will perform the query as it is (see Figure 3.6). Otherwise,
the query will be asked by the searchable whether it can transform itself in such a way that the
resulting query or queries can be understood by the searchable. If so, the query is prompted by
the searchable to transform itself, apply the resulting queries, do any required post-processing and
return the results. These results are then returned by the searchable’s search method (see Figure
3.7).
Depending on the particular transformation and filtering algorithms, the performance with
which the query gets executed may vary considerably. If, for example, the filtering is a simple
string operation that can be applied immediately to the result object, then this will typically
have no noticeable effect on the execution time. If, however, the filtering step requires, e.g., the
transmission of the document that the result object only references, then this may have a major
effect regarding runtime performance.
3.2.3 Ranking and Merging
Ranking and merging of search results are essential factors in the success of search services, as
evidenced, for example, by the success of the Google search engine. Even though Google did not
have the most comprehensive index database, its popularity soon exceeded that of other engines
with larger indices.
A ranking relation ≺ is a total ordering relation on the set of possible search results. It can be
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Client XQuery SearchableBQueryAQuery
create
search(XQuery)
understands(XQuery)
applyTransformed
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search(AQuery)
understands(AQuery)
dispatch(Searchable)
searchByA()
search(BQuery)
understands(BQuery)
dispatch(Searchable)
searchByB()
mergeResults()
resultis false
getCapabilities()
applyDecomposed
Figure 3.7: Algorithm for performing a query that a searchable is not capable of answering directly
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Figure 3.8: Ranking query type and corresponding production
defined as
a ≺ b⇔ a ranks lower than or equal to b.
It can be seen as a function that assigns a numeric ranking value to each possible result. Ranking
a set of results then means sorting them according to their computed ranking value.
The conceptual basis of merging is an equivalence relation ≡ defined on the set of possible
search results as
a ≡ b⇔ a and b are to be merged.
The relation tells for each pair of results whether they are considered equivalent for the purpose
of merging. If so, only one of the equivalent elements will remain in the result set. This element
represents the whole equivalence class.
The process of ranking and merging can then be executed by first sorting the results into a
sequence that is ordered by ≺. Then, for each two elements a and b with a ≡ b∧a ≺ b the element
a is removed from the result set.
Figure 3.8 shows how these concepts can be integrated with the model. The equivalence relation
≡ used for merging is modeled as the equals operation on the SearchResult type. The ranking
relation ≺ is described in the model by the Comparator type and its compare operation.
By defining the comparator as a type of its own, a single query type can be provided for all
kinds of ranking queries, which is represented in the model by the RankingQuery type. Each
instance of this type has an associated Comparator instance in the comparator role that is used
to perform the ranking. As a specialization of the DecoratedQuery type introduced in section 3.2,
each RankingQuery instance also has an associated query in the role decoratedQuery. This is the
query whose results are to be ranked by the comparator.
A searchable can opt to perform the ranking itself by prompting the ranking query for the
comparator and using it to sort the result set before returning it from its search operation. In
order to be able to apply ranking queries even to searchables that do not inherently support ranking,
the RankingQuery type provides a trivial default query transformation in its matchedTransformed
and applyTransformed operations. This transformation consists of applying the decorated query
to the searchable and performing the ranking in the applyTransformed operation of the query
object. Therefore, if rq is an instance of RankingQuery and p is a production, then rq.matched-
Transformed(p) is short for p.matches(rq.decoratedQuery).
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The RankingProduction type has been introduced to the model in order to make it possible for
a searchable to express its ability to perform the ranking itself. Just as the RankingQuery type it
implements the decorator pattern [GHJV96]. Such a production matches RankingQuery instances
whose decorated query is matched by the decorated production of the RankingProduction.
The design presented allows for the nesting of multiple ranking queries. However, if rank-
ing queries are nested, the results depend on the stability2 of the sorting algorithms used dur-
ing the ranking process. Let r1 and r2 both be ranking queries, and q some other query, with
r1.decoratedQuery := r2, r2.decoratedQuery := q. Then the ordering imposed on the results by
r2 will be distorted by performing r1’s ranking if the sorting algorithm used for the latter ranking
process is not stable. It is up to the implementor of the ranking process to choose between the
following two options:
• abbreviate the ranking by omitting r2 and setting r1.decoratedQuery := r2.decoratedQuery;
• use a stable sorting algorithm.
The former option requires less computing resources because only one sort has to be carried
out. The latter option has the advantage that both ranking functions have been considered in the
final result list.
3.2.4 Traders
The explanations above show how the model can handle the issues involved in creating a query and
sending it to a single searchable. However, in the majority of cases, multiple searchables will be
queried and all results for a given query have to be retrieved and combined from different sources.
Much research has been done on a number of complex issues arising in connection with this
simple idea:
• How to decide whether a searchable will produce results for a query without actually sending
the query to the searchable? This question is covered by research dealing with intelligent
query routing, discussed, e.g., in [DANO91, AM99, CHI98, VB98, Wat01]. A typical solution
is to keep forward knowledge at the places where the routing decisions have to be made.
• Is it possible to entirely avoid sending the query to a searchable even in cases in which the
searchable would produce results? This question is an extension to the first question. In
this case it is not sufficient to make intelligent query forwarding decisions, but the results
have to be produced without sending the query to the searchable. The solution to this
problem is provided by indexing techniques [KABL96, BDH+94], which in turn raise many
more questions, e.g., the ways indexing can be performed in a bandwidth-, storage- and
time-efficient manner.
• If different searchables can handle the query but produce different types of result objects,
how can these results reasonably be ranked, merged and presented? Answers to this ques-
tion may come from the information integration research that discusses the integration of
heterogeneous data using different meta-data [Wie92, CHS+95].
The goal regarding the model for Internet search is to describe the problem in a sufficiently abstract
way, so that the various techniques that address the many challenges can be integrated. Using the
Composite design pattern [GHJV96], a set of searchables can be presented as a single searchable
in an intuitive fashion, as shown in Figure 3.9.
A Trader implements the search operation by forwarding the query argument to zero or more
of its searchables in the searchables role and combining the results received from these searchables
into a single result set.
A trader may support ranking queries by sorting the combined result set on the basis of the
comparator attached to a ranking query. This is particularly useful in connection with incremental
2A sorting algorithm is said to be stable if it does not modify the mutual order of elements considered equal
according to the ordering relation when applied to a sequence of objects.
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Figure 3.9: The Composite pattern implemented by a Trader
result set transmission (see section 3.2). The trader implementation can use incremental result set
loading by requesting only the result ranking highest from that searchable. This can be done for
all searchables the trader comprises which also supports the execution of ranking queries. After
requesting the best-ranked result from each comprised searchable supporting incremental result set
transmission, and after fetching all complete result sets from those that do not support incremental
result set transmission, the trader can determine the result with the highest rank within the
collection of searchables it manages. This is the first element of the traders result set that can then
be transmitted to the client. If this result was taken from a searchable supporting incremental
result set transmission, the trader has to fetch the next-best result from that searchable. This
process is repeated until the client requests no more objects from the trader’s result set.
Following the definition of the Set type’s semantics, the result set will not contain any pair of
SearchResult objects that are considered equal. In case of incremental result set transmission, the
trader requires a ranking to have been performed that conforms with the equality definition for
the search results, i.e. elements considered equal are assigned identical ranks.
Instead of broadcasting the query to all searchables, a trader can implement intelligent query
routing algorithms. A trivial algorithm would be to ask each of the associated searchables for their
query capabilities and check which ones match the query. If a searchables does not support the
query, the query can be asked whether it can transform itself in such a way that the resulting
queries are supported by the searchable. This is done by calling the query’s matchedTransformed
operation, passing the production of the searchable as an argument. If this fails too, the query does
not need to be forwarded to this particular searchable. Traders may also use more sophisticated,
e.g. caching-based, routing algorithms.
Regarding its query capabilities, the trader associates in its capabilities role a Grammar as
its production. The grammar, as explained in section 3.2.1, combines multiple productions into a
single production, again according to the Composite pattern. In this case, the productions added
to the grammar are the productions of the searchables associated with the trader. As a result
of the semantics defined for the Grammar production type, the trader’s grammar production will
match a query if at least one of the productions of its searchables matches it.
3.2.5 Forward Knowledge and Index Management
Distributing a query to all existing searchables that support the query does not scale well with a
rapidly growing number of searchables. A good example of this fact is the failure of the Gnutella
approach (see e.g. http://www.clip2.com/gnutella.html or http://www.tch.org/gnutella.
html) that tried to distribute each query to all available searchables, using a flooding algorithm.
On the other hand, keeping a centralized index does not scale either, as outlined in section 2.1.1.
Chapter 7 will address the scalability problem quantitatively with a formal bandwidth model for
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Figure 3.10: Indexing integrated into the framework
Internet search.
The existing work discussed in section 2.2.2 shows that computing indices and other forms
of forward knowledge can—when applied properly—significantly improve the performance of dis-
tributed search architectures. Therefore, the concepts of computing, storing, distributing and using
indices and forward knowledge has to be integrated into the abstract model of Internet search.
Forward knowledge, as defined in 2.1, is information that can be transferred across network
connections and that helps to make local decisions about the success and possibly also about
the results of applying a query to a particular searchable, a definition in line with the definition
provided e.g. in [WFS96]. In the case of a keyword search, this can, for example, be a simple
inverse keyword index.
Figure 3.10 shows the integration of the indexing abstractions into the model. An Index acts
as a proxy for an original Searchable. It is itself a Searchable and accepts all query types that the
represented Searchable accepts. Making the Index interface compatible with a Searchable proves
beneficial because then the Index object can be used in all the various roles that the framework
defines for Searchable objects. It can be added to a Trader (see section 3.2.4), and clients can
send Query objects directly to the Index object without necessarily having to know that the Index
only acts as a proxy to a remote Searchable. The set of SearchResult objects that the Index object
returns corresponds to the results the original would have returned.
An index may tolerate to lag behind the most current updates to the original Searchable. For
this reason, the results returned by the index may correspond with the answer the original would
have returned at a given point in time in the past. It is therefore possible that the results provided
by the index differ from those returned by the original for the same query. In this case the index
is referred to as outdated. This is what happens to a typical centralized index-based web search
engine if one of the documents changes which it has previously indexed, until the engine’s crawler
visits that document again and updates the index.
The original Searchable that an Index is based on has to implement an additional protocol,
specified in Figure 3.10 as the extended interface IndexableSearchable. An Index can issue two
operations via this protocol:
getIndexDataUpdate retrieves information about all changes in the original since a given point
in time, indicated by the date parameter. The resulting IndexDataUpdate object can be
used to upgrade the Index to the current state of the IndexableSearchable using the merge
operation.
subscribe registers an Index object with an IndexableSearchable for updates. Whenever the orig-
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ii: IndexableIndexi1 : Indexis : IndexableSearchable
idu : IndexDataUpdate
i2 : Indexindex
cached update data
original original
Figure 3.11: Wrapping an Index as IndexableSearchable to avoid network bottlenecks
inal changes, the registering Index will be notified about these changes within the timespan
indicated by the maximumLag parameter. This notification is issued by the IndexableSearch-
able calling the Index’s merge operation with an IndexDataUpdate object that enables the
Index to update itself to the current state of the original.
An Index does not necessarily have to subscribe for updates. It may actively poll for updates by
calling the getIndexDataUpdate operation on its original. This is why two separate associations
are required: one links each Index with its original, and another one keeps the set of subscribers
for each IndexableSearchable. However, polling for updates wastes bandwidth when compared to
change-based updates triggered by the IndexableSearchable. This fact is analyzed formally in
Chapter 7.
Implementation Issues
A triplet of classes implementing the three interfaces IndexableSearchable, Index and IndexDataUp-
date typically exhibits strong mutual couplings. The implementor may choose any type of data
formats for the IndexDataUpdate implementation. Typically, the IndexDataUpdate is itself a value
object that can be transported over network connections. In this case, the object contains all
information that the Index needs to update its state in such a way that it is not outdated anymore.
Another pattern for the implementation of the IndexDataUpdate interface is to leave the actual
update object collocated with the IndexableSearchable and just transmit a reference to it. The
Index and the IndexDataUpdate implementations can then implement a proprietary protocol for
merging the update information into the existing Index object. This has advantages if the Index
does not require all the data provided by the IndexDataUpdate object, for example because the
index has been updated very recently, but the IndexDataUpdate object covers the changes of a
longer period of time.
With the design of the indexing interfaces as described so far, it is only possible to implement
simple star topologies, where a single IndexableSearchable serves as the original for several Index
objects. The IndexableSearchable can become the bottleneck for the distribution of index updates.
This problem can be solved by wrapping an Index object with an instance of IndexableIndex, which
represents the Index as another IndexableSearchable. Figure 3.11 shows an IndexableSearchable
instance is with a corresponding Index instance i1 that uses is as its original. To make i1 a
possible source for other indices and therefore avoiding is to become a bottleneck, i1 is wrapped
with ii which is an instance of IndexableIndex. This wrapper can for example choose to store the
index update information idu locally. When another Index, such as i2 in the example depicted in
Figure 3.11, uses the IndexableIndex as its original, no communication with the original is instance
is required.
This wrapping technique makes it possible to construct any type of directed graphs of Index
objects that depend on the same original IndexableSearchable. As opposed to a star topology,
other graph topologies, such as a directed tree, can prevent the original IndexableSearchable from
turning into a bottleneck for the distribution of index updates. Efficient flooding algorithms as
described in [DANO91] can then be used for index update distribution.
An implementation of the model presented for forward knowledge management relates to the
request for efficient retrieval with reliable results.
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Figure 3.12: Modeling a searchable’s capabilities for attribute-based search
3.2.6 Attribute-Based Search
Many concepts regarding attribute-based search were elaborated in the Z39.50 specification [Hak96].
The central idea is that of describing the meta-data of the searchable source, using as a meta-
metamodel the notion of attributes that can have types. Sets of attributes that are commonly
used in conjunction to describe an entity are grouped together in attribute sets.
A searchable source in Z39.50 is composed of entities, each of which is described by one or more
attribute sets, providing values for each attribute, where the values match the type declared for
the corresponding attribute. A query expresses constraints for the attribute values, thus producing
those entities as its results whose attributes fulfill the query’s constraints.
In Z39.50, the types that the attributes can be declared of, are taken from what a 3GL would
call primitive types. As a result, Z39.50 does not enable the creation of a hierarchical type structure
where user-defined types can be used as the types for attributes.
The Object Query Language (OQL) [CBB+00, ASL89] provides a more comprehensive ap-
proach, allowing—among many other things—for object navigation, which in Z39.50 would cor-
respond to hierarchical attribute type definitions. The composition of complex types that can be
composed of simpler types and may even be defined recursively becomes possible this way. For
example, an organizational unit may consist of other organizational units which, in turn, contain
organizational units, and so on. When the Z39.50 attribute set concept is enhanced by the con-
cept of structured and potentially nested and recursive attribute type definitions, the result is a
universal and convenient meta-metamodel for expressing attribute-based meta-data.
Therefore, it is useful to demonstrate how an attribute-based query type can be integrated into
the abstract model of search. Figure 3.2 depicts the AttributeQuery type described in section 3.2.1.
Figure 3.4 shows the corresponding production at a high level. Figure 3.12 illustrates the details
of an attribute production.
An AttributeProduction uses an AttributeModel to describe the possible paths that may be
used for an AttributeQuery’s attributePath. Such an AttributeModel is necessary meta-data
that describes how queries can be assembled for a particular Searchable. It can be used prior to
assembling a query, and also during validating the structure of a given query. When viewn against
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the background of the online store example presented in the introduction, an AttributeProduction
can be used to allow clients to search for individual characteristics of products in a very fine-
grained manner. For example, an AttributeQuery can be constructed that asks for products that
are available for shipping in less than one week and that contain the string “Dell” in the name of
their associated manufacturer.
Each AttributeModel can have zero or more associated AttributeItem instances, each of which
describes one attribute that the source’s entities expose for search by attribute queries. A Z39.50
attribute set is a special implementation of the concept described by the AttributeModel type with
some restrictions on the attribute types.
There are two types of AttributeItem descriptions, expressed in the model as two specializa-
tions: PrimitiveAttributeItem and AssociationAttributeItem. Both share name and description
as common attributes. The name identifies the string by which the attribute is referred to in an
attribute path. An attribute path can, e.g., be used as part of an attribute query. The description
can hold a natural language description of the semantics of the attribute.
A PrimitiveAttributeItem represents an attribute that can hold a single value of a certain type.
The type of the attribute’s value is given in the type attribute. This can be a native type of
a programming language such as integer or string, but also a complex user-defined type. For
each such attribute, a production is used to specify the particular inner queries that can be used
in an attribute query for an attribute described by the PrimitiveAttributeItem. Z39.50 attribute
definitions can be described with PrimitiveAttributeItem objects with some additional constraints
on the types that may be used [Hak96].
An AssociationAttributeItem is used to describe a navigable association to a nested set of at-
tributes. The nested structure is described by an AttributeModel referenced by the association
role of the attribute. The attribute model can be the same as the one that the AssociationAt-
tributeItem is part of, thus allowing for recursive structure definitions.
As shown in Figure 3.2 on page 35, an AttributeQuery q consists of an attributePath that is a
list of attribute names, and an associated innerQuery telling the query to be applied to the value
of the attribute denoted by the path. The query q is matched by an AttributeProduction p if one
of the following rules is satisfied:
• q.attributePath is an empty list. In this case the inner query q.innerQuery is ignored.
• q.attributePath contains exactly one element q.attributePath[0], and the produc-
tion’s attribute model p.model.attributeDescriptions contains an attribute item a with
a.name == q.attributePath[0]3, and a is a PrimitiveAttributeItem instance, and a.
howSearchable.matches(q.innerQuery) is true. In other words, q is an attribute query
for a non-nested attribute’s value, and the inner query is matched by the corresponding
attribute item’s production.
• q.attributePath contains more than one element, and the production’s attribute model
p.model.attributeDescriptions contains an attribute item a with a.name == q.
attributePath[0]3, and q.attributePath[0] is an AssociationAttributeItem, and the
query q’ with q’.attributePath[i] := q.attributePath[i+1] and q’.innerQuery :
= q.innerQuery is matched by production p’ with p’.model := q.attributePath[0]
.association. This means that an attribute query may contain an attribute path that
navigates across one or more associations and the end of the path is matched according to
one of the above rules.
Searchable objects implementing an attribute-based query type declare this ability by returning a
Production from their getSupportedQueryTypes operation that is or contains an AttributeProduc-
tion object which describes the AttributeModel supported by that Searchable. It is the responsibility
of the Searchable to implement its search operation in such a way that it executes the matched
AttributeQuery instances properly.
3Here, the “==” operator means string equality, not object identity.
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Figure 3.13: Production objects may provide technology-specific query creation components
3.2.7 Query Creation
Users must be in the position to formulate queries that are then sent to searchable sources which
will return results that are eventually displayed to the user. The way the queries are entered
depends on the technology used to construct the front-end.
It is conceivable that the way users can enter simple query types is specified declaratively,
e.g. by describing a set of input fields, choosing from standardized available types such as text
input field, checkboxes and the like. Such a description can be mapped to a large variety of front-
end technologies, ranging from very simple terminal emulations to sophisticated graphical user
interfaces (GUIs).
However, such a declarative approach is not sufficient for the user-friendly creation of more
sophisticated query type instances. Examples comprise a sound sample query type that allows
users to whistle a melody into a microphone and thus retrieve audio files that contain similar
melodies, or a sketch-based image query that allows users to draw a little sketch in a graphics
editor describing the kind of image to retrieve. A declarative specification is not ideal for such
functionalities.
Instead, pluggable query creation components may be provided by Searchable sources. These
components are specific to a frontend technology (e.g. “servlet environment producing HTML” or
“Java Applet” or “3270 terminal emulation”) and have to adhere to the specific protocols used for
user interaction by that technology. For some frontend technologies, these interaction patterns are
standardized. If, for instance, the frontend is implemented as a Java Applet, the query creation
component can be implemented as a subclass of javax.swing.JComponent and thus be used as a
part of any Java graphical user interface.
There are various frameworks for other technologies such a component may be plugged into.
Each individual framework prescribes the interaction patterns between the query creation com-
ponent and the user. An example is the runtime framework for web applications delivered with
the software development tool ArcStyler [HH01]. It accepts so-called Accessor components to be
plugged into the framework at runtime. These can control parts of the user interaction, receive
events and input from and direct output to the user, similar to a component in a GUI framework.
The difference is that in this case the components run in a servlet engine and only present an
HTML-based frontend to the user.
In both cases, the query creation component must provide an interface through which the Query
object can be retrieved. This object is constructed as a result of the input provided by the user.
Figure 3.13 illustrates the way the key abstractions collaborate. Each Production object may
provide a set of QueryCreationAccessor components. Each of them is specific to a particular
technology. The technologies for which to retrieve components for query creation from a Production
can be constrained by using its getCreator operation, naming a particular technology as argument.
Only QueryCreationAccessor components that are compatible with the named technology will then
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be returned.
Each QueryCreationAccessor implements the getQuery operation that can be used at the end
of the interaction with the user to fetch the Query object that has been constructed according to
the user’s input.
For individual Production objects this approach works appropriately. But if Searchable objects
are combined, e.g. by the use of Trader components (see section 3.2.4), the searchables’ capabil-
ity descriptions are combined by default into Grammar objects. So far, such an automatically
assembled Grammar does not have any associated QueryCreationAccessor components.
A straightforward approach would be to associate all QueryCreationAccessor components of
the grammar’s productions with the Grammar object. This approach will fail, however, if several
of these accessor components can be used to create the same set of queries with the same frontend
technology. Users would have to choose from large numbers of QueryCreationAccessor components
although many of them would not differ in functionality. Even worse, the set of accessor compo-
nents may contain elements that are identical in the user interface they implement. For example,
a servlet component for entering a keyword query only allows for little variation regarding its
implementation.
For this reason, Grammar objects will have to filter the set of QueryCreationAccessor com-
ponents that are linked to the Production objects they contain. It is the responsibility of the
implementation of the Grammar to decide on how to perform this filtering. The following consid-
erations apply:
• It is hard to automatically compare two query creation accessor components in terms of
their functionality and user interface. At most, if the underlying technology supplies reflection
features—such as querying an object’s class at runtime—then identical implementations may
be recognized and merged.
• It is, however, possible to compare two Production objects in terms of the set of Query
objects they match. All Production objects can be partitioned into equivalence classes, where
two productions are members of the same equivalence class if and only if the set of Query
objects they match is equal. Each QueryCreationAccessor references one instance of such an
equivalence class in its production role (see Figure 3.13 on page 48).
• Let G be the transitive closure of Production objects over a Grammar g’s productions role
(see Figure 3.4 on page 37). If for any Production object p ∈ G and any QueryCreationAc-
cessor c ∈ p.queryCreators the accessor c can create all Query objects matched by p, then
the minimal combined set of query creation accessors for G has at most one accessor per
production equivalence class for each given technology; its accessors can create the same set
of queries as G’s unfiltered set of query creation accessors.
AGrammar can construct this minimal set ofQueryCreationAccessor components by rolling out the
transitive closure over its productions role and then merging those elements with equal frontend
technology specifications and production roles that compare equal, thus matching identical sets
of queries.
Frontends that retrieve the set of QueryCreationAccessor components for their technology from
a given Production object will typically involve the user in choosing an appropriate component from
the set. An intuitive approach consists of first presenting the set of Production equivalence classes
and having the user select one; then, if the accessor component set is not minimal and has multiple
accessor components in the chosen equivalence class, having the user choose one from the selected
equivalence class. Representatives of a Production equivalence class can be displayed to a user
via their userDisplayName attribute (see Figure 3.4 on page 37). Different accessor components
can be displayed for selection by the user in the same way by means of their userDisplayName
attribute (see Figure 3.13).
One of the standard technologies to which the request for a set of QueryCreationAccessor
components can be constrained can be “Web Frontends”. The abovementioned accessor framework
shipped with ArcStyler serves as an example. Standardized Java Server Pages (JSP) “taglibs”
may also be used as a component interface for web applications, but more research has to be
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done regarding the standardization of reusable components for web applications. It is, however,
sufficiently clear that this approach adresses the requirement that search functionality and results
be accessible from a standard web browser.
3.2.8 Result Presentation
Creating a query with various frontend technologies including web technology has already been
discussed in section 3.2.7. But the presentation of the SearchResult objects (see Figure 3.1 on page
33) depends on the frontend technology just like the creation of the query. While for a Java-GUI-
based frontend a SearchResult object can present itself as an instance of javax.swing.JComponent,
it has to produce HTML-based output in order to have itself represented in an HTML document.
In order to allow users to operate the search functionality using a standard web browser (see
requirement 4 in section 3.1), at least the following tasks have to be implemented, based on HTML
as the frontend technology:
• input a query and launch the search;
• display the search results;
• configure a (personalized) Trader.
Corresponding to the design chosen for the query creation accessors, SearchResult objects can
be asked for a component capable of representing the result in a specific frontend technology.
The getRepresenter operation on the SearchResult type returns a representation that can be
plugged into a list visualizing one or more search results, where the list is displayed in the selected
technology.
For a simple HTML-based frontend this representer can for example be an HTML string suf-
ficient to briefly tell the user something about the contents of the result and allowing for a direct
navigation to the result, e.g. by means of an HTML link. This approach has successfully been
implemented in a prototype. More complex representations consisting of active components that
get delivered to the frontend are conceivable.
3.3 Summary
The domain of Internet search has been captured in an abstract model that can serve as blueprint
for corresponding implementations on various platforms. It combines the best practices from
existing work and from own experience gathered during the construction of an implementation of a
distributed search infrastructure. At its core, it uses three key abstractions: Query, Searchable and
SearchResult. Each of these abstractions can be extended by means of object-oriented inheritance.
Based on this core, several important query types have been introduced, including those for
ranking and merging search results, but also a variety of text- and attribute-based query types.
The model allows searchable sources to specify formal search capability descriptions in the form of
Production objects that are used for intelligent query routing and transformation. The concept of a
composite searchable called Trader is specified by the model. Traders make use of the ranking and
merging aspects of the model, and they route queries based on the query capability descriptions
of the searchables to which they forward the queries.
The creation and management of indices as one form of forward knowledge is formalized by
the model. Interfaces are defined that can be used to disseminate indices across a network of
searchables.
Finally, the creation of query objects is specified. Searchable sources can provide such Accessor
components for this purpose. These components are aware of the existence of different front-
end technologies that may be used to create a query. Searchable sources provide such Accessor
components via their query capability descriptions.
In the next chapter, this model will be used to derive a corresponding implementation for the
Java platform.
Chapter 4
An Infrastructure for Scalable and
Distributed Search
This chapter discusses the properties a technology has to have in an ideal case in order to enable
an effective implementation of the model created in Chapter 3. A particular technology is chosen
in section 4.2, and an implementation of the model is created for this technology in order to prove
the concepts and demonstrate the feasibility of the approach.
4.1 Technological Requirements
Section 3.1 stated the requirements from a user’s perspective, and section 3.2 presented a model
of the Internet search domain. This model can be implemented on a wide range of platforms.
This section discusses the platform properties that are advantageous for the individual parts of the
model’s implementation.
4.1.1 HTTP, HTML and XML
The Hypertext Transfer Protocol (HTTP) [GMF+99] is a protocol that was designed to carry
documents that are typically formatted using the Hypertext Markup Language (HTML). HTTP
can be used to carry almost any content, similar to a TCP/IP socket. While HTTP connections
were originally designed to transmit a single request message followed by a single response message,
they can be used almost like a socket by simultaneously receiving the response message while the
request message is still being sent. The message headers can be used to provide information about
the encoding of the content.
HTTP has become popular as the carrier of the World Wide Web (WWW). Because of the
original service’s simplicity it has long been considered easy and safe to administrate. As a result,
many firewalls have restricted outbound and inbound connections to HTTP’s default port 80. In
response to this, many other services started to get “tunneled” through this port, which means
they use an HTTP connection’s capability to carry any binary content and thus, once it has
been opened, simulate a TCP/IP socket. For example, CORBA’s IIOP protocol and RMI’s RMP
protocol can both be tunneled through HTTP. The latest prominent example are Web services
that typically operate over port 80, using the Single Object Access Protocol (SOAP) over HTTP.
Ironically, this has led to a proliferation of online services using port 80 which in turn thwart
the original idea of having a service running on that port that can be adminstrated safely and
easily. Firewalls now have to introspect the packets that are sent via port 80 to make sure they do
not harm the system’s security. This way, the problem has shifted from blocking network traffic
based on the port to blocking network traffic based on its content which is a much more difficult
and resource-consuming task.
All this shows that HTTP is a protocol which operates at the level of a simple communication
protocol for any type of data formats. It does not specify or constrain the format of the data that
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it carries. Additional format specifications and protocols above the level at which HTTP operates
are required in order to implement the model of Internet search. Still, HTTP may be used as the
underlying “carrier”, as the examples of CORBA and RMI tunneling through HTTP show.
HTML [HTM99] is a tag-based markup language that has been designed to describe documents
and their presentation in such a manner that a variety of client software can display these documents
according to their varying capabilities, including display resolution, screen size, available user
interaction controls, etc. The most important of all of HTML’s elements, however, is the HREF
tag that allows document writers to reference other documents that can be located at anywhere
on the Internet, while users can follow these hyperlinks by a very simple interaction, e.g. a single
mouse-click.
Over time, some of the original ideas of HTML such as the device-independent formatting
instructions were undermined by the need to create sophisticated layouts, sometimes making the
document designers use exact pixel coordinates in position specifications for elements of the doc-
uments. This trend led to the creation of Cascading Style Sheets (CSS), trying to mend the
interweaving of content and presentation again.
Another trend was based on HTML’s ability to ignore tags that were not part of the HTML
specification. Document writers could exploit this to embed tree-like data structures using strings
as their only primitive data type in HTML documents. The supporters of this idea brought forward
the following benefits:
ease of creation HTML documents can be created using any ASCII editor.
ease of reading Like for the creation, easy readability is attributed to the ASCII-based format.
longevity Due to the ASCII format used for the tags and their contents the documents are always
readable with an ASCII editor.
The use of HTML to carry structured data and the three abovementioned arguments have led
to the development of the eXtensible Markup Language (XML) [XML00]. XML is based on SGML
and resembles HTML in the way the tags are expressed in ASCII but can be used to express any
structure of string-based data arranged in a hierarchy of nested elements. In order to carry any
type of binary data in XML documents, the data has to be encoded first, e.g. using a Base-64
encoding.
Issues and Limitations
However, a closer look at the three arguments shows that all of them have their issues and limi-
tations in real-world scenarios. The three perceived benefits listed above don’t withstand typical
scenarios as found in many software systems.
• When large amounts of data are exchanged using HTML or XML, the content will no longer
be created with an ASCII editor, but instead with a program that implements some trans-
formation of the data into an HTML or XML document. As opposed to the built-in data
serialization mechanism that several computing platforms exhibit, the generation of XML
or HTML typically has to be added in some proprietary way. Standardization bodies have
begun to work on standard ways to map programming language data types to HTML / XML
representations in 2001 and 2002. Thus, the content is actually harder to create in most cases
than by simply using a built-in serialization mechanism, e.g. Serialization in Java and .NET,
or call-by-value in CORBA. Additionally, the fact that the metadata is carried with every
instance in the form of tag markup in ASCII format causes significant size overhead and
therefore wastes substantial amounts of bandwidth.
• Similarly, reading the content is usually also done by programs, and as far as the creation is
concerned, the use of HTML / XML typically is harder and less integrated with the language
environment than that of a built-in mechanism.
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• Regarding longevity, two aspects have to be distinguished: the encoding and the structure.
In terms of the encoding, HTML / XML have the advantage of being ASCII-based and using
only a well-defined subset of the available characters. Regarding the structure, HTML /
XML documents are as fragile or as robust as any other representation for structured data.
Both, the writing and the reading end have to have a common understanding of the structure
that is to be conveyed by the document contents. Certain changes can be handled backward-
compatibly, e.g. by ignoring unknown elements of the structure. This also applies to other
representations, e.g. Java’s Serialization format [Mic98a]. Other changes, however, such as
renaming an element, cannot be handled automatically.
Reasonable Usage Scenarios
This leads to the following conclusions regarding the usability of HTTP, HTML and XML for the
implementation of a scalable infrastructure for Internet search. HTTP can be used as a general
communication protocol, but it has its constraints in terms of flexibility of connection management.
It requires some overhead for message headers which are geared towards a user “surfing” the web
rather than towards being used for general communication. However, it is well-suited for running
the communication between a web browser operated by a human user and a web application, in
particular when used to transport HTML documents. In some specific situations it may be used
to “tunnel” an existing firewall infrastructure.
HTML is an efficient and robust language for documents intended to be viewed by a human
user in a web browser, usable in the context of Internet search for query input and search result
presentation. It should not be used as inter-application communication language. XML is better
suited for this purpose, even though it still lacks several features that other formats for serializing
structured data support. Activities to implement the most useful of them in XML have been
started around 2002, e.g. XML Schema for expressing objects using primitive types other than
strings, or XLink, XPointer and XML Path used to implement a concept that can roughly be
described as “object references in XML”. Pertinent details can be found on the W3C web site
at http://www.w3c.org. But the most important feature that XML is missing is the ability to
express executable code. Section 4.1.3 will focus on this issue in greater detail.
4.1.2 Object Orientation
The model itself is expressed in the object orientation paradigm. It uses encapsulation and inher-
itance, and it relies on the existence of polymorphism.
Inheritance and polymorphism are especially critical for the implementation of Trader compo-
nents that can handle all kinds of Query objects, no matter what the particular implementation
is. It is the crucial factor for extensibility of the query type set.
Therefore, a platform used for the implementation of the model should support the paradigm
of object orientation.
4.1.3 Distribution
By nature of the task, an Internet search infrastructure has to execute in a distributed environment.
Searchable sources, traders, forward knowledge and users will operate from various locations in the
network. The better a platform’s support for the creation of distributed systems, the better it is
suited for the implementation of the model.
Abstracting the Distribution Aspect
Platforms for the creation of distributed systems exist at various levels of abstraction, from low-
level support for protocols such as IP and TCP (packets and sockets), to simple remote procedure
call (RPC) mechanisms (DEC RPC or SOAP), to distributed object systems (CORBA or Java
RMI) all the way to sophisticated distributed architectures such as the CORBA Components
specification or the Java 2 Enterprise Edition (J2EE).
54 CHAPTER 4. AN INFRASTRUCTURE FOR SCALABLE AND DISTRIBUTED SEARCH
Distributed Objects
In view of the results presented in the previous section 4.1.2, a platform should be chosen for
the implementation of the model that at minimum provides support for distributed objects. In
order for the object-oriented model to work in a distributed environment, the platform has to
provide means for distributed polymorphic method invocations, e.g. when the search operation
on a Searchable is called, and the concrete implementation type of that Searchable is not known
when the call is performed.
Marshalling
Another topic of interest regarding the aspect of distribution is the transmission of parameters
and results of operation invocations, also called marshalling. While basic RPC implementations
typically can only handle primitive parameter and result values such as integer numbers or character
strings, an implementation of the model will be most effective if developers do not have to take
care of how to transmit non-primitive objects such as queries and search results over network
connections. Instead this is done by a mechanism referred to as marshalling or serialization.
Modern distributed platforms typically provide some means for serialization. However, they
vary significatly in their capabilities which is due to the different tradeoffs that were made during
their design. For example, Java Serialization [Mic98a] exhibits a unique feature. It can transmit
the implementation of an object over a network connection even if the receiver of the serialized
object does not know the object’s class. This works across all the various platforms that Java
is implemented on. However, this mechanism is specific to the Java programming language. On
the other hand, SOAP uses XML to serialize parameters and results. This is independent of the
programming language in which the caller and the callee are implemented, but, by implication, no
assumptions can be made concerning the expression of executable code. CORBA and its imple-
mentation repository are between these poles. While CORBA does not transmit implementation
code over network connections, the implementation for a transmitted object can be dynamically
activated from the implementation repository.
Transmission of Executable Code with Objects
The capability to use objects as parameters and results that have an actual type not yet known
to the receiver is important for the implementation of the model. This is especially true of the
Trader implementations that, in this way, can be enabled to handle query objects and capability
descriptions, and forward search results that are instances of types not yet known. Furthermore,
this makes it possible for traders to accept queries with ranking functions whose implementation
was not previously known to the trader. The ability to transmit an object’s implementation
together with the object enables the implementation of a number of important features described
in the model.
Distributed Exception Handling
Ideally, a platform will also provide a mechanism for handling exceptions that occur during the
execution of remote method invocations.
4.1.4 Security
Security becomes an issue if resources are to be made accessible only to a restricted set of users or
systems. Users and systems can be grouped into roles. A resource can identify data or a service.
Typical implementations of security systems use privileges that define which users, systems or roles
are authorized to access which resources. Examples are access control lists controlling access to
file system resources, or the java.policy file controlling the security of a Java Virtual Machine
(JVM) execution environment, which is also called a sandbox.
Security system implementations use authentication to make sure that users, systems or the roles
on whose behalf they act are really who they claim to be. Various authentication schemes provide
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different levels of security, ranging from simple password checks to complicated key verification
and certification procedures based on asymmetric encryption algorithms.
Regarding the implementation of the model for Internet search, security is important in two
areas:
• Who may submit a query to which searchable sources and see which results?
• Who may define ranking functions that execute within Trader components (see section 3.2.4),
and which resources of their runtime environment may these ranking functions access?
There will be different security requirements in these two areas, depending on the specific applica-
tion scenario. For example, companies maintaining an online presence that publishes their product
catalog will, in most cases, not have to restrict the searchability of these catalogs. However, for an
enterprise resource planning (ERP) system containing information about all employees of a com-
pany, search for all users may be restricted to the names and phone numbers, while the company’s
payroll office may also be granted access to a search that returns all employees with salaries of
more than $100,000.
Executing ranking functions inside a Trader component can also pose a dangerous security risk
to the machine the Trader runs on if no preventive measures are taken that control the execution
of the ranking functions. However, if such measures are established, the result is a powerful and
flexible ranking system.
Only few computing platforms provide support for the execution of code that is controlled by
dynamic sets of authorization rules. The Java VM is an excellent example of such an environment
[Mic02]. It supports digitally signed code and can base the decision whether or not that code is
granted a certain privilege on those signatures, the code’s location of origin (e.g. downloaded from
a specific host), and the set of authenticated users, systems or roles (principals). A set of predefined
kinds of privileges that may be granted to code exists in the Java standard, among them access
to network and filesystem resources. Unfortunately, the standard does not yet allow developers to
control CPU and memory usage. Solutions to this problem have been presented in [BCS01].
4.2 Implementation Example
The Java platform provides all features required by the model of Internet search as presented in
section 3.2 and has therefore been used to create an implementation of the model. Other options
considered were CORBA with C++ as programming language, distributed Smalltalk, and .NET
with C#. However, Java best fulfilled the requirements motivated and described in section 4.1.
The results of implementing the Internet search model using the Java platform have been published
online as a SourceForge open source project at http://www.sourceforge.net/projects/search.
The implementation is online at http://www.NewWaveSearchables.com.
Creating the implementation from the model is straightforward. ArcStyler [Gmbb] was used
to derive most parts except for the implementations of the operation bodies. Furthermore, a few
technically motivated refinements had to be applied to the model:
• Types that are to be transmitted by value when occurring as parameter or result of an
operation call have to implement the java.io.Serializable interface. This uses Java Seri-
alization [Mic98a] for parameter and result marshalling.
• Types that are to expose their functionality to remote clients must be marked as RMI com-
ponents in the model.
• A number of default implementations for improved usability of the resulting framework were
added.
Documenting a concrete implementation of the model serves two purposes: The feasibility of the
concepts discussed above is proven; and the decisions made during the design of the implementation
can be useful when the model is used to create an implementation for a different target platform
or architecture.
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Figure 4.1: Overview of the distribution architecture, based on Java RMI
4.2.1 Software Architecture
The implementation is based on Java Remote Method Invocation (RMI) [Mic98b] together with
RMI Activation [Mic01]. RMI Activation is comparable to the concept of the Portable Object
Adapter (POA) used in CORBA, and makes it possible to use RMI even with very large numbers
of objects residing on a single host that are referenced by clients simultaneously.
The pattern used by RMI Activation (and the CORBA POA) is to activate objects only on
demand and from a pool of mutually exchangable instances. Furthermore, it makes the references
to remote objects robust in situations involving server restarts. Similar patterns are employed by
modern enterprise application software architectures such as EJB. They are all based on the central
idea to separate entities and instances. An instance is the physical object in the runtime system,
while an entity is an abstract concept comprised of state and identity. An instance is bound to a
maximum of one entity at any point in time, but it may be bound to different entities during its
lifetime. This pattern puts a boundary to the maximum number of instances the system has to
keep in memory, and thereby to the amount of resources consumed by these instances.
RMI uses Java Serialization [Mic98a] for marshalling parameters and results of remote method
invocations. The same mechanism is applied to transmitting exceptions that occurred during the
execution of a method on a remote object. RMI can transmit the implementation of objects
over network connections even if the receiver of the object does not know its class yet. This
mechanism allows for the transmission by value of instances of subtypes of Query without requiring
the installation of the corresponding code at the callee’s end.
For example, Trader implementations utilize the fact that RMI and Serialization handle poly-
morphism properly. When a trader calls the search operation on a remote Searchable instance,
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Figure 4.2: Wrapping a Searchable object, adding an RMI URL
the trader does not necessarily know the concrete subtype that the receiver of the method call is
an instance of. The same applies to the handling of Production objects: When a trader receives a
Production object from a remote Searchable object by Serialization, and the trader did not know
the particular class of that Production object, then the class was transmitted with the object. If
the trader then invokes the match operation on the Production object, the code received over the
network executes the call.
Figure 4.1 illustrates this architecture. It shows a client that connects to a hierarchy of traders
using an RMI method call. The traders will propagate the query through the network until it
reaches Searchable instances that can provide results. To its right, the figure shows three different
scenarios how Searchable objects can be connected to the infrastructure.
RMI can also be operated across firewalls by “tunneling” it through the HTTP protocol. While
this increases the amount of network traffic for a remote method invocation, it makes it possible to
benefit from the advantages of the RMI protocol even if installed security solutions would otherwise
be prohibitive. This option is shown in the upper right corner of Figure 4.1.
The RMI Naming Registry can be used by the provider of a Searchable in order to allow the
provider to replace the Searchable object by a different implementation. RMI Activation references
can break under such circumstances. Instead, the provider can wrap the reference by an object
that contains an RMI URL in addition to the original reference. In case the Searchable object
is replaced on the server, thus turning existing references invalid, the clients can detect this and
resolve the new reference by means of a lookup in the RMI registry. This design is shown in Figure
4.2 and at the bottom of Figure 4.1.
4.2.2 Trader Implementation
The minimalistic implementation of the Trader type described in section 3.2.4 maintains a collection
of the Searchable instances to which the Trader can forward queries, as well as a boolean flag for
each element of this collection, indicating whether or not to use this Searchable for the next search.
The flag is useful for temporarily reducing the set of searchables to which the Trader will forward
queries, while keeping the references even to those searchables that are currently disabled. This
approach significantly eases user-driven temporary reconfigurations of traders.
When the trader’s search operation is invoked, the trader spawns a thread for each registered
Searchable (see objects t1, t2, and t3 in Figure 4.3). Each of these threads will check whether the
Searchable to which it is to forward the query supports the query by fetching the Searchable object’s
Production object that describes the search capabilities of that source. If the Searchable does not
support the Query object presented, the Query object is asked whether it can transform itself
into one or more different Query objects that will be matched by the searchable’s Production (see
section 3.2.2 on query transformation). Here, this is indicated by the call to applyTransformed
on the Query object. If this fails, too, the given Query object raises an exception, telling the
Searchable that it cannot transform itself to a query that the searchable understands. In Figure
4.3 the Searchable s3 exemplifies this case. The results returned from all searchables that the
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t: Trader
q : XQuery t1 : Thread s1 : Searchable t2 : Thread s2 : Searchable t3 : Thread s3 : Searchableclient
start
start
start
understands(q)
search(q)
setResults
understands(q)
applyTransformed(s2)
applyDecomposed
search(aQuery)
search(bQuery)
setResults
understands(q)
result is false
result is false
result is true
search(q)
applyTransformed(s3)
cannot decompose; throws exception!
setResults(empty)
Figure 4.3: Example for a query executed by a Trader
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Figure 4.4: Automatic dispatching depending on the query type
Query object was forwarded to are collected and returned to the client by the Trader.
4.2.3 Default Dispatching Micro-Framework
An implementation of the Searchable will support one or more query types. Except for imple-
mentations that only act as wrappers for other searchables an implementation will act differently
for each individual query type. Therefore, such Searchable classes will always have to dispatch
execution on the basis of the type of the query to evaluate.
This pattern is expressed in the Java implementation of the model by adding functionality to
the Query implementation and inserting an abstract class into the Searchable inheritance subtree
that handles this dispatching in convenient ways, so that implementing a new Searchable type
becomes very easy. The design is depicted in Figure 4.4. The search operation implemented
in the class AbstractSearchable assumes that query types and the Searchable implementations
that inherit AbstractSearchable’s definition of the search method comply with a simple naming
convention. If a class implementing a Query type is named XQuery and is located in package p,
and a Searchable implementation supports queries of that type, then the Searchable subclass is
expected to implement an interface named XSearchable in package p. This interface is expected
to expose an operation with signature Set searchByX(XQuery).
If the search implementation in class AbstractSearchable is called, the searchByX operation
corresponding to the type of the Query object passed is invoked. The query object is passed, the
search result are returned.
Using this pattern, a new Searchable type can be implemented by the following steps:
• create a subclass of AbstractSearchable
• for each query type XQuery that the class is to support
– create the XSearchable interface if it does not already exist, and make it declare the
Set searchByX(XQuery) operation
– add the interface to the AbstractSearchable subclass’s implements clause
– provide an implementation for the searchByX operation
In addition to this query-type-based dispatching pattern, the AbstractSearchable class triggers
the query transformation algorithm (see section 3.2.2). If the concrete class of the instance on which
the AbstractSearchable.search operation is performed does not support the given Query object,
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the search method will prompt the Query object to transform itself, apply the resulting queries
and return the results. If the Query object cannot transform itself appropriately, an exception will
be thrown, indicating that the Searchable on which the search was requested does not understand
that particular Query object.
4.2.4 Ranking
The RankingQuery type from the model is implemented as a Java class RankingQuery whose
instances each reference an instance of class java.util.Comparator and an inner query (see
Figure 3.8 on page 41). This comparator is expected to be able to compare search results, thus
implicitly attributing them with a relevance. This comparator can be used in conjunction with
Java’s standard collection types to sort a set of SearchResult objects by the relevance that was
assigned to them by that specific comparator.
The AbstractSearchable class introduced in section 4.2.3 handles RankingQuery objects. For
this purpose it implements the RankingSearchable interface’s operation searchByRanking. The
implementation executes the inner query and sorts the results using the comparator, then returns
the sorted collection.
4.2.5 Examples for Query Transformations
The Java implementation of the model contains two examples of query transformations that serve
as a proof of concept.
Proximity Queries
A proximity query as shown in Figure 3.2 on page 35 contains subqueries and matches an object,
if the object is matched by all subqueries, and the matches of the subqueries occur in spatial
proximity to each other.
In Figure 3.2 and in the Java implementation this is done for text-based objects and queries,
including queries for single keywords (KeywordQuery), for complete phrases (PhraseQuery) and
for regular expression queries (RegexQuery). “Spatial proximity” in this case is defined as the
maximum number of words that the matches of two subqueries may be apart.
If a Searchable implementation does not support queries of class ProximityQuery, then—as
described in section 4.2.3—the query will get prompted to apply itself to the Searchable. Two
cases may occur:
• The Searchable is an instance of subclass of TextSearchable. Such objects offer a getText
method that allow the caller to retrieve the text to search over. In this case, the Proximity-
Query will fetch that text, locate any matches to its subqueries, check for spatial proximity,
and if successful, return the whole TextSearchable instance as the result.
• Otherwise, no text representation of the Searchable can be retrieved, and the ProximityQuery
implementation weakens (see section 3.2.2) itself into an AND-query. This weaker query
contains the same subqueries that the ProximityQuery instance has as its subqueries, and
it is sent to the Searchable. For each resulting object that is again a Searchable itself, (e.g.,
a URL returned from a web server is searchable by retrieving the document it references),
the ProximityQuery applies itself to that object. This recursion ends for result objects that
are not Searchable or that are instances of a subclass of TextSearchable, which is the first
of the two cases described.
This implementation has been successfully tested for various Searchable implementations that wrap
existing web sources which themselves do not provide support for proximity queries. Combining
such searchables into a Trader with other searchables that do support proximity queries (such as
the AltaVista advanced search) works as expected: The proximity query is sent to those sources
supporting it, while it is weakened and post-processed in the case of all remaining sources.
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Composite Queries
Typical cases for composite queries are boolean combinations of queries using the boolean oper-
ators AND and OR. If equality of two search results can be tested, the implementation of query
transformation for these queries is straightforward (see section 3.2.2).
The Java implementation of the model maps the type CompositeQuery (see Figure 3.2 on
page 35) to a Java class CompositeQuery of the same name. It declares an abstract operation
mergeResults. The only thing subclasses such as AndQuery and OrQuery have to do in order to par-
ticipate in the query transformation algorithm is to implement this method. The CompositeQuery
class carries out the weakening and uses the mergeResults operation provided by the concrete
subclasses to post-process the results of the weakened queries. As an argument, the mergeResults
operation receives the list of result sets as returned by the subqueries. This allows subclasses to
implement merging algorithms that depend on the order of the subqueries.
When used together with the implementation of the AbstractSearchable class described in
section 4.2.3, this leads to efficient local execution of nested hierarchies of CompositeQuery in-
stances. A Searchable implementation can then state to support certain composite queries such
as AndQuery and OrQuery with a production allowing for recursive nesting. If a matching nested
composite query is passed to the search method, the automatic dispatching is unable to locate a
matching searchByX operation. In this case, the search implementation of AbstractSearchable
will prompt the query to transform itself accordingly. The composite query will thus be processed
in the execution environment of the searchable and not by a trader or some other potentially
remote environment, leading to improved performance and saving network bandwidth.
4.2.6 Web Application for Query Input and Trader Configuration
One of the main objectives, as described by requirement #4 in section 3.1, is the ability to operate
the infrastructure from a web browser. The main tasks to be carried out by end users are, as
described in section 3.2.8, to
• enter a query and launch the search,
• display the search results and
• configure a (personalized) Trader.
In the Java implementation example presented, only one frontend technology is supported, namely
a JSP-based web application. The frontend has been implemented by creating a UML model
according to the ArcStyler modeling style for web applications [HH01], and then generating the
state engine and JSP infrastructure controlling the web application from this model.
Figure 4.5 shows the main activity diagram for this web application. Any QueryCreationAcces-
sor provided by the user-configured Trader (see section 3.2.7) is used as the QueryCreation state
(see Figure 4.5) and provides users with a web-based facility for query input.
Once the Query object is created, it is processed by requesting the user-configured Trader to
execute it. While the Trader sends the Query to the configured Searchable objects understanding it
and waits for their results, the web application keeps updating a display of the trader’s state. This
is expressed in the activity diagram in Figure 4.5 by the state named ShowTraderState. When
the query execution is complete or the user cancels the search prior to completion, the results the
Trader has collected (so far) are displayed (see the state named DisplayResults in Figure 4.5).
The user can now either create another query or configure the Trader instance that is used for
executing the queries.
The TraderConfiguration state represents a nested accessor whose corresponding activity
diagram is shown in Figure 4.6. It allows users to add and remove searchables to and from
a Trader, and to temporarily activate/deactivate individual searchables, as described in section
4.2.2. This nested accessor, in turn, uses another nested accessor for selecting Searchable objects
that the user wants to add to the Trader, represented by the SourceSelector state. Figure 4.7
displays the activity diagram.
62 CHAPTER 4. AN INFRASTRUCTURE FOR SCALABLE AND DISTRIBUTED SEARCH
Figure 4.5: Activity diagram showing the main control flow of the web application for query input,
result visualization, and trader configuration
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Figure 4.6: Nested accessor implementing the web-based configuration of a Trader
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Figure 4.7: Selecting a Searchable from an RMI Naming Registry
When a nested accessor is exited the transition with the name corresponding to the nested
accessor’s exit state is triggered in the activity diagram of the using accessor. This is a property
of ArcStyler’s transformation rules that apply when ArcStyler generates an implementation on the
basis of the activity diagram.
4.3 Verifying Requirements Fulfillment
Using Java for implementing the model was a natural choice. The prototype has shown the sound-
ness and the implementability of the model. Large parts of the implementation were automatically
generated from the model using the translational code generator of ArcStyler. This also shows the
benefits of the availability of a model in addition to just an implementation of a domain, in this
case the domain of Internet search.
The requirements expressed in section 3.1 were fulfilled:
• The web application presented in section 4.2.6 can be used as a single entry point by users,
fulfilling requirement #1.
• Default query type implementations are provided, e.g. KeywordQuery and AttributeQuery,
fulfilling requirement #2.
• The possibility to extend the set of query types by advanced queries, using Java’s inheritance
and polymorphism in combination with RMI, has been shown, fulfilling requirement #3.
• The accessibility of the functionality through a web browser has been demonstrated by the
web application described in section 4.2.6, fulfilling requirement #4.
• The default dispatching pattern described in section 4.2.3 has shown the easy addition of
new Searchable implementations, fulfilling requirement #5.
• The fact that the distributed architecture scales better than, e.g., a centralized index-based
search engine will be formally proven in Chapter 7. This will fulfill requirement #6.
• Users can add private sources simply by adding the corresponding Searchable to their personal
Trader, as described in section 4.2.6, which fulfills requirement #7.
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Figure 4.8: Some fancy and powerful query types. An OCL query could contain a string specified in
theObject Constraint Languagematched against some object in the searchable. SoundSampleQuery
and ImageSimilarityQuery both represent powerful multi-media query types.
• The structure of search results is not lost because Java Serialization is used to transmit the
SearchResult objects over the network, fulfilling requirement #8.
Beyond that, the Java prototype has shown that many best practices from the field of information
retrieval can be combined in a single model.
4.4 A Market for Standard Query Types
Section 3.2.1 has described the general abstractions of queries, searchables and capability descrip-
tions, and has presented a set of standard query types (see Figure 3.2 on page 35).
Technically speaking, the infrastructure does not make any assumptions and does not specify
any constraints regarding the allowed query types, as long as they work with the most abstract
protocols as defined by Query, Searchable and Production. A set of non-standard query types is
shown in Figure 4.8. However, not defining any standard query types may cause interoperability
problems when the infrastructure is deployed on a broad basis due to the “chicken before the egg”
situation. Without an initial set of standard query types, Searchable implementors would have to
specify their own, proprietary query types. But this would restrict the applicability of the corre-
sponding queries to their particular searchables. Consequently, users would be unable to search
across multiple searchable sources with a single query, i.e. the added value of the infrastructure
could not be used to its full potential.
Therefore, a set of initial standard query types is needed that covers a sufficiently large share
of today’s typical requirements regarding Internet search. With this approach, the interoperability
is high and the motivation for users, search service providers and content providers is sufficiently
significant to allow the infrastructure to gain acceptance and get “bootstrapped”.
Beyond that, the creation of new query types will be subject to market forces. If content
providers choose to define a new query type, they will initially have to provide query transformation
rules (see section 3.2.2) to transform standard queries into queries of the new type, or they would
have to accept both, queries of the new type and queries of the existing standard types. If the new
query type provides an added value for the end users, they will start to use the new query type
which in turn will motivate other content providers to support it. This way, the market will take
care of establishing popular query types.
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Chapter 5
Providing Searchable Content
Chapter 4 presented a model and a corresponding implementation of a distributed and scalable
infrastructure for Internet search. This chapter addresses the topic of providing searchable content
for such an infrastructure.
Two general approaches are possible:
• adapt existing content to the search infrastructure,
• develop new content that integrates well with the search infrastructure.
First, section 5.1 explains the concept of searchability, introduced in definition 1.1, in the context
of Internet applications (see definition 2.7 on page 18). Then, a number of existing techniques
for adapting existing static and dynamic content to search infrastructures, leveraging the first
approach (adapting), will be summarized in section 5.2. Additionally, examples are provided for
adaptations to the search infrastructure implementation presented in section 4.2.
Section 5.3 shows how to use a model-driven application development approach to integrate
searchability into application models, as it is already done today in terms of the other archi-
tectural aspects such as persistence, distribution or transactionality [Hub00]. This will not only
enable automatic integration with global Internet search infrastructures, but also allow for the
utilization of this model information in automating the implementation of information retrieval
support within the application. Later, Chapter 6 will exemplify these concepts by illustrating the
model-driven development of J2EE systems and then adding searchability support for a selected
search infrastructure.
5.1 Searchability of Internet Applications
As Internet applications produce HTML pages dynamically, depending on the application’s state,
the information on which the application is based may occur in many different shapes and com-
binations in various HTML output. For example, an online phone directory will list the entry for
“James Gosling” for the query first-name="James" as well as for last-name="Gosling", each
time together with many other records form the underlying database. If the application was asked
only for the keyword "Gosling" and presented all possible output pages that contained the word
“Gosling”, including all combinations produced by different queries that contained a “Gosling”
entry among many others, this type of result would not be satisfactory at all.
The example shows that defining an application’s searchability is not as straightforward as defin-
ing a document collection’s searchability. For the latter, a full-text index (potentially distributed
for scalability reasons) is a good approach. For an application, however, it will be necessary to
define explicitly the data that is searchable in the way in which it is searchable. For the above
phone directory example, the application can be designed to handle queries for persons or compa-
nies, whereas general keyword searches are only answered based on the service’s description text
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(e.g. “This is a world-wide online phone directory service that can be used to lookup people and
companies.”).
Making Internet applications searchable cannot be accomplished without effort on the part
of application provider. The types of queries the application may answer and the ways these
queries are applied to the content and processes that are brought online through the application is
specific to the application. This chapter shows how an approach can be applied that has achieved
substantial effort reductions for the construction of Internet applications in general: MDA.
Centralized approaches to Internet search have repeatedly been reported to fail in terms of
scalability issues [LG98b, LG99, Ber00]. Architectures that distribute index information and query
processing can be implemented in much more scalable and efficient ways.
Such architectures consist of protocol and interface specifications that govern how queries are
transmitted, received and routed to the searchable sources, how results are retrieved, ranked and
merged, how queries can be transformed, and how query capabilities of searchable sources are
formally described. Several different search infrastructure architectures have been conceived and
implemented within the framework of various research and industry projects. Chapter 4 presented
a model that contains the combined best practices, together with one concrete implementation of
that model.
Enabling efficient search is a key motivation for the application providers. Therefore, some
extra technical effort on their side will be acceptable and will certainly pay off in view of the added
precision and coverage with which users can find the providers’ offers.
Search engines can act as composers of collections of valuable and relevant searchable sources,
thus providing added value to the end users. In an increasing number of cases, the advertisement-
driven business model of search engine providers fails to sustain the operation of the massive
technical infrastructure and bandwidth required to provide their index- and crawling based service.
With a distributed solution which significantly reduces the cost to be borne by the search engine
providers these business models may be revived.
5.2 Adapters for Existing Content
The search infrastructure developed in Chapter 4 makes no particular assumptions concerning the
implementation of the Searchable type other than those expressed by the type’s public interface.
The interface may be implemented by a new application that incorporates searchability as an
integral part of its architecture. It may, however, also be implemented by adapters making existing
content searchable using the described infrastructure.
Global searchability would be highly desirable for a great variety of existing content. The
content varies in terms of the topic (e.g. medicine, products, directories, dictionaries, stock prices,
news, etc.), but also in terms of the technologies used to access and present the information that
is to be made searchable. Consider the following examples:
• database with SQL query frontend,
• telnet-based application with query forms,
• Internet application using HTML search forms.
Adapters to the search infrastructure described in Chapter 4 can be implemented for each of these
examples. For example, for an SQL database a Searchable implementation can be created that
accepts queries of type KeywordQuery and returns SearchResult objects containing the contents
of those database rows that contained the specified keyword. The telnet- and the HTML-based
applications can be presented as Searchable by implementing a wrapper that simulates the user
input required to invoke the search functionality. The wrapper then analyzes the application’s
output in order to parse it into a set of SearchResult objects.
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Existing Approaches
The latter technique has attracted a lot of research interest due to the large amount of existing
content that is presented this way, but that is not globally searchable. This includes the great
majority of the deep web. Several results exist in the area of finding, analyzing and submitting
HTML search forms and analyzing the retured HTML documents [RGM01, NKUH02, HWKT01].
They enable the automation of large parts of the wrapping process and thus the elimination of
most of the manual effort. Equero (http://www.equero.de) is an example of a company applying
such techniques in a commercial environment. They use various HTML form analyzers in order to
create wrappers for them mostly automatically with minor manual adaptations. The wrappers are
then combined into search portals, each covering a specific vertical domain such as car shopping,
cinema program, travel, etc.
Application to the Infrastructure Presented
A prototype has been implemented with the infrastructure presented that wraps several HTML
search forms. A micro-framework for creating the corresponding Searchable implementations has
been set up. The central idea is to present an HTML form as a Searchable that supports the
AttributeQuery query type. For this purpose, the SearchableForm class has been modeled as
implementing the Searchable interface, has been generated and refined. Each input element
of the form represents one attribute, and all attributes support the KeywordQuery query type.
The implementation of the search operation takes the pattern attribute’s value from the key-
word query and inserts it into the input element identified by the attribute. The filled-in form
is then submitted, and the returned HTML document is handed over to a parser—the associated
ReaderFilter—which extracts the SearchResult objects by parsing the document. This design is
shown in the class diagram in Figure 5.1.
The figure also shows the specialization KeywordSearchableForm. This class assumes that
the wrapped search form has exactly one text input element into which a keyword-based query
is inserted in certain syntax. In most cases, the task can be simplified by assuming that if no
input element is specified explicitly, then the first text input element is used. This covers all
forms containing only one input element and all forms where the relevant keyword input element
is actually the first input element.
A default syntax for query input is assumed and implemented in the getQueryString operation.
This method converts a passed query into the representation that is then inserted into the form’s
text input field. The method can be redefined by subclasses to match the concrete syntax of
the wrapped form, if it deviates from the default syntax. The class supports the KeywordQuery
query type. If a subclass states to support the query types AndQuery, OrQuery or PhraseQuery,
KeywordSearchableForm provides a unified implementation for all of them that converts the query
into a string using the getQueryString operation.
With these mechanisms at hand, the main effort in implementing a wrapper for an HTML search
form remains in creating the parser that extracts the SearchResult instances from the returned
HTML document. As mentioned above, research has lately provided some results in the area
of automating this parsing process [RGM01, NKUH02, HWKT01]. These results have yet to be
integrated with the infrastructure described here. It is, however, sufficiently clear that there are
no more inhibitive obstacles in the way.
Currently, the integration of another HTML search form takes any time from just a few minutes
to several hours of manual programming effort, depending on the complexity of the returned HTML
documents. Increasing the level of automation in this area will reduce these efforts, until wrappers
with sufficient quality can be created and maintained completely automatically. This will mark
the beginning of a new, challenging activity: “crawling the deep web”, i.e. the automatic discovery
and wrapping of HTML search forms and their integration into a distributed search infrastructure.
Note, that this kind of “crawling” only touches the top of each deep web site, as opposed to current
crawling approaches that have to drill down into each such site.
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Figure 5.1: Micro-framework for wrapping HTML search forms as Searchable objects
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Figure 5.2: Extending a software architecture by searchability
5.3 Combining the Search Architecture with the Software
Architecture
MDA uses models to specify software systems. The models are then mapped to executable systems
that are built using a particular software architecture (see definition 2.8). The model mapping
techniques have to know this architecture to define appropriate rules for transforming the source
model elements to elements that obey the architecture.
Search infrastructures—such as the distributed search infrastructure presented in Chapter 4—
play an essential role in defining a software architecture for those parts of a software system that
are related to searchability: the search architecture.
Definition 5.1 (search architecture) A search architecture defines the protocols, interfaces, se-
mantics and technologies that can be used to implement an application’s searchability (see section
1.2).
For example, the search infrastructure described in section 4.2 is defined in terms of its top-level
types and interfaces Searchable, Query, SearchResult and Production and the particular protocol
it uses for communication between the distributed components (Java RMI). However, it does not
define the entire search architecture. The search architecture also comprises the definitions for how
the components that are implemented in a specific software architecture are adapted to this search
infrastructure. Using the online store example, this means that the components such as Product
and Manufacturer have to be adapted correspondingly.
This shows that the search architecture cannot stand alone but needs to be integrated with
the software architecture that an application is built on. The software architecture defines the
nature of the entities that are to be made searchable using the search architecture. A search
architecture and an application architecture can be combined, resulting in a combined software
architecture as shown in Figure 5.2. This combined software architecture constitutes a platform
in the sense of MDA as described in section 2.4.4. Hence, common metamodels can be found,
making it possible to create models of searchable applications, serving as specification of both the
components implemented in the software architecture, and their searchability.
A combined software architecture that integrates a software architecture with a given search
infrastructure has to define how the components implemented in the given software architecture are
adapted to the search infrastructure. The resulting search adapter framework (see Figure 5.2) is
specific to both, the software architecture that is adapted, and the search infrastructure to which
it is adapted. The combination of search adapter framework and search infrastructure forms a
search architecture.
When defined in this way, the search architecture and the software architecture can be merged
into the combined software architecture, as shown in Figure 5.2. It forms the combined technology
platform supporting searchability with a given search infrastructure with components implemented
in a software architecture such as a component-based J2EE or .NET environment. This software
architecture is extended by an adaptation layer which mediates between the components and the
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search infrastructure. Figure 5.2 illustrates this setup. The search adapter framework accesses the
components implemented in the software architecture and adapts them to the search infrastructure.
For this reason, the search adapters depend on the application architecture and interfaces of
the core application, as well as on the search architecture. This dependency exists internally even
for scenarios where the application architecture and the search architecture are merged. In such
cases, however, the searchability implementation is not necessarily an adapter but may access even
internal resources of the application directly.
The inner structure of the search adapters, which may be considered a micro-architecture in
itself, results from the combination of the application architecture and the search architecture. It
may use additional technology components that are neither a part of the search architecture nor
of the application architecture. For example, if the search infrastructure is based on web services
while the software architecture is J2EE-based, then the adapters have to use components that
mediate between the SOAP protocol used by the search infrastructure and the RMI-IIOP protocol
used by the software architecture.
The combination of the software architecture and the search architecture, consisting of the
search adapter framework and the search infrastructure, form the platform on which the search-
enabled application is deployed. Thus, the benefits of MDA are now available in the development
of searchable applications. In particular, metamodels can be defined that abstract from partic-
ularities of specific search architectures and instead focus on their commonalities, making the
models of an application’s searchability portable across different search architectures, including
different and evolving versions of the same architecture. Furthermore, the ability to use appropri-
ate abstraction levels for specifying an application’s searchability and the creation of automated
mapping techniques which handle the transformation into source code make the development of
the search-related functionality considerably more efficient, as will be shown in the next chapter.
Chapter 6
Extending a J2EE Modeling Style
by Searchability
This chapter presents excerpts of an existing modeling style (see definition 2.11). It then illustrates
ways of extending this modeling style to support modeling searchability in such a way that an
adapter layer for the search infrastructure presented in section 4.2 can be generated almost fully
automatically from the models.
6.1 A J2EE Modeling Style
The modeling style described in this section is a small subset of the style used by ArcStyler [Gmbb,
Gmba], limited to those aspects that are required to demonstrate the integration of searchability
support with this style. Figure 6.1 gives an overview of the layers and transformations between
these layers. The results presented are based on research published in [UL02].
At the most abstract level, the system is described using CRC cards with responsibilities
[WBWW90, Tay95]. Each card captures a key abstraction of the system and is given a name.
Responsibilities are characterized by a brief textual description, they are of one of the kinds doing,
knowing or enforcing, they can be visible or hidden, and they may specify other cards as collabo-
rators and generalizations. The responsibility-driven metamodel does not have any dependencies
on a particular platform and can therefore be mapped to implementations for a wide variety of
platforms.
An automated mapping technique can transform the responsibility-driven models into technical
UML models. Each card becomes a UML class, and the generalization relationships between the
CRC cards are mapped to UML generalizations. In order to map the responsibilities and their
collaboration specifications to UML model elements the mapping technique requires annotations
(see section 2.4.4). Responsibilities and collaborations may be mapped to one or more of the
following UML metamodel elements: attributes, operations and association ends (roles). The
annotations store enough information to create initial versions of these UML model elements. In
terms of attributes, these elements are the name and type, in terms of operations they are the
name, return type, parameter types and names, and in terms of association ends they are the
name and the opposite end’s class.
Figure 6.2 shows an example: The Product card lists two responsibilities, one for knowing the
product’s name, and another one capturing the fact that the product is made by some manufac-
turer. Next to the CRC card the annotations for mapping the CRC model to UML are displayed.
They contain the information required to create the initial version of the model elements repre-
senting the responsibilities in UML.
In the UML model, several technical properties of these model elements can be specified, for
example the multiplicities and navigability of association ends or technical inheritance relation-
ships that are not contained in the abstract CRC model. The UML model created this way is
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Figure 6.1: Abstraction layers, annotations and mapping techniques between them
Annotations for CRC to UML mapping:CRC model
attribute, name=”name”, type=string
attribute, name=”description”, type=string
association, role name=”manufacturer”, type=Manufacturer
Figure 6.2: Adding annotations to a CRC model, preparing it for the mapping to UML
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Figure 6.3: Adapter between Searchable interface and J2EE / EJB architecture
portable across a variety of object and component technologies, and various mapping techniques
are available, e.g. for EJB/J2EE, .NET or CORBA.
For a J2EE implementation, the UML model is then annotated for a mapping technique which
transforms it into a J2EE system consisting of a set of Java source files, deployment descriptors,
Java IDE project files, ANT build support scripts and SQL scripts. The set of annotations is
partitioned according to their platform dependency which decides about their degree of portability
and hence reusability. Some annotations are applicable to a variety of component technologies,
e.g. whether the instances of a component type are persistent entities, and if so, which of its
attributes forms the key and how it is mapped to a relational database. Even the specification of
a component’s transactional behavior can be expressed so that it is portable across a number of
component technology platforms.
Other annotations are specific even to the particular product implementing a component stan-
dard. For example, all EJB container implementations use specific deployment properties that can
be provided in a container-specific part of the deployment descriptor. Such annotations are not
reusable when deciding for a different product. A separate annotation partition is attached to the
UML model to capture such specific directives. This way, the other annotations can be reused
together with the UML model as input for a mapping technique for a different target platform.
Eventually, the annotated model is used as input to a mapping that produces all of the output
mentioned. The generated Java IDE project files can be used to modify the generated source code
in order to insert “if-then-else” logic in marked areas. The generated build support files can be
used to compile the system and deploy it to an instance of the targeted J2EE application server.
The same UML model with a different set of annotations can be used as input for a mapping
technique that creates a corresponding .NET implementation of the system. A first prototypical
implementation for such a mapping technique has been developed by Interactive Objects using the
MDA tool ArcStyler.
6.2 Combining J2EE and Search Infrastructure Architec-
tures
Section 5.3 explained the necessity of an adapter. For clarity and brevity of the example presented
in this section, a simple micro-architecture is chosen for the adapters that mediate between the
search infrastructure and the J2EE architectures, shown in Figure 6.3. The class EJBSearchAdaptor
shows the main characteristics of the micro-architecture. It implements the Searchable interface
76 CHAPTER 6. EXTENDING A J2EE MODELING STYLE BY SEARCHABILITY
a: EJBSearchAdaptor h1 : EJBHome h2 : EJBHomeclient
search(q)
preselect(q)
findByX
findByY
postprocess(q)
combines the
results from the
two calls to
findByX and
findByY into... wrap(q, postresults)
Figure 6.4: Example for the default algorithm implemented by EJBSearchAdaptor
provided by the search infrastructure implementation presented in section 4.2 and participates in
the automatic query dispatching algorithm explained in section 4.2.3 by means of inheriting from
the AbstractSearchable class. At the same time, it references one or more home interfaces of
EJB components that it makes searchable.
A single adapter can support multiple query types. Figure 6.3 outlines the operations for a
single query type XQuery, using the naming conventions introduced in section 4.2.3. This implies
that the search adapter implements the XSearchable interface and consequently provides an im-
plementation for the searchByX operation. Analogously, a concrete adapter class implements the
corresponding operations for all query types that the adapter is to support.
The default implementation of each of the searchByX operations performs the search in three
steps (see Figure 6.4):
pre-selection Zero or more finders on any of the home interfaces that the adapter references are
called (basically a query on the corresponding component’s extent, offered as an operation of
the life-cycle-managing home interface). The parameters for the finder calls are determined
on the basis of the query object passed. The collections of EJB remote references that each
finder call produced are returned.
post-processing The results returned by the finders can then be further processed. This may be
necessary in case the set of available finders are not be sufficient to implement the desired
query semantics. Furthermore, if more than one finder was called in the pre-selection step, the
results have to be combined, e.g. by intersecting (AND-semantics) or uniting (OR-semantics)
the result sets.
wrapping In some cases, it may be desirable to return the remote references to the bean compo-
nent instances resulting from the post-processing step. The wrap operation can then return
lean wrappers implementing the SearchResult interface and containing a remote reference
to a bean. In most cases, however, the wrap method will produce SearchResult instances
that contain only those pieces of information from the instances found that are supposed to
appear as visible and accessible part of the results.
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Figure 6.5: Modeling a searchable system at different levels of abstraction. Figure 6.6 shows an
example for the extended UML metamodel.
6.3 UML-Based Metamodel for the Combined Platform
Searchability can be supported by corresponding metamodel extensions at all levels of abstraction
provided by the modeling presented style, as depicted in Figure 6.5. The extensions for the UML
level are provided as an example.
Figures 6.6, 6.7, 6.8 and 6.9 show the extensions to the metamodel used for specifying the
system at the technical level. SearchAdapter is a meta-class whose instances model a single search
adapter each, as defined in section 6.2. As a specialization of the meta-class Class it inherits
meta-attributes such as a class name.
The supported query types of each adapter can be specified in the adapter’s productions
role. The code that creates a Production instance can be generated on this basis by means of an
automated model mapping transforming the model to code. Section 6.5.1 describes the detailed
transformation rules for an examplary technology. The resulting Production instance will accept
the query types as described in the UML model. If more than one production is modeled in
the productions role of the adapter, this has to result in the creation of a Grammar in the
implementation.
Grammars and composite productions can again specify productions in their respective pro-
ductions roles. Primitive and composite productions each have to specify a query type in the
queryType role. The associated query type is mapped to the queryType role of the PrimitivePro-
duction or the compositeQueryType role of the CompositeProduction, respectively (see Figure 3.4
on page 37).
When an adapter that is to be searchable using attribute queries is specified, an AttributePro-
duction instance is used in the model. Such a model element represents an AttributeModel as
described in section 3.2.6. An AttributeProduction specifies the attributes with their names. Two
kinds of attribute items are possible, as provided by the infrastructure model (see Figure 3.12 on
page 46): primitive and association items. A primitive attribute item specifies the type of the
attribute in the type role (see Figure 6.7) and a production that indicates the way this attribute is
searchable in the howSearchable role. An association item, on the other hand, references another
attribute production model element in the associated role.
A PrimitiveProduction can be connected to the model of the application, thus allowing the
modeler to specify the way queries of the type denoted by that production are to be implemented
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Figure 6.6: Example: UML metamodel extension for describing searchability
Figure 6.7: Example: metamodel extension for describing attribute-based searchability
6.3. UML-BASED METAMODEL FOR THE COMBINED PLATFORM 79
Figure 6.8: Example: metamodel extension for coupling the searchability specification to the
application
based on the functionality offered by the application. This makes it possible to generate significant
parts of the adapter’s preselect operation for queries matched by such a PrimitiveProduction.
Figure 6.8 shows the corresponding part of the metamodel. As explained above, a PrimitivePro-
duction model element references its query type. Additionally, it can reference a set of finder calls.
A finder is a query operation supported by the software architecture, typically by a component’s
life-cycle management interface (e.g. the home interface of an EJB), that locates instances of a
specific component according to a set of arguments passed to it.
The model can specify how each finder’s arguments are retrieved from the query. It does so
by providing NavigationPath instances whose structure is shown in Figure 6.8. A NavigationPath
describes how to retrieve the value to be used as the finder argument, starting on the query object,
and navigating along features (attributes, associations, operations) of the query. When a feature
identifies many objects, such as a to-many association or an operation returning a collection of
objects, then a numerical index can be used to identify individual elements from that object set
for use by the path. Note, that this will fail for collections and associations that are not ordered,
because then the semantics for the numerical index cannot be defined properly. Most appropriately,
such expressions can be used to produce again a collection of objects if the finder takes a collection
as a parameter.
In some cases the query data may not be used as finder arguments without modifications, and
additional computational steps may be required in order to transform the query data appropriately.
In such cases, the implementation of these steps can best be provided at the source code level in the
body of the generated preselect operation. Again, the tool used to generate the implementation
from the model has to assure that manual changes in those areas are not overwritten by repeated
executions of the generation process.
Specialized physical components can be used to group multiple SearchAdapter instances to-
gether that are assigned as residents of the component. Figure 6.9 shows this relation.
The metamodel extensions presented resemble the model of the infrastructure. However, the
two models must not be confused. The metamodel shown in Figures 6.6, 6.7, 6.8 and 6.9 is an
extension to the UML metamodel and allows modelers to express searchability in extended UML
models, whereas the infrastructure model is itself a UML model describing the properties that
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Figure 6.9: Metamodel for combining search adapters into traders
the framework classes implementing the infrastructure model must have. This also applies to the
Trader meta-type depicted in Figure 6.9 which is different from the Trader type in the model of
the search infrastructure. In the figure, Trader describes the properties of model elements that
represent instances of the Trader type as used in the infrastructure model.
A UML profile can be provided that makes it possible to use UML as the representation language
for instances of the metamodel developed. The profile definition uses stereotypes on standard UML
meta-type instances to identify the instances’ true meta-type. The mapping rules are defined in
table 6.1.
6.4 Examples of Searchability Models
This section uses the metamodel and the corresponding UML-profile described in section 6.3 to
provide a number of examples which demonstrate the expression of searchability in models.
Figure 6.10 shows an example model of a searchability specification expressed according to the
UML profile defined in table 6.1. It specifies the searchability of a Product component with two
finders: findByName and findByDescription. The modeled adapter named SearchableProducts
as shown in the figure supports the KeywordQuery query type, indicated by the Production-
stereotyped association with the primitive production named KeywordSearchableProducts that in
turn associates the KeywordQuery type with an association that has the stereotype QueryType.
The KeywordSearchableProducts production further specifies that the results of two finder calls
are to be computed in the adapter’s generated preselect operation. These results are returned
by the findByName and by the findByDescription finders. This is expressed in the model
by the two FinderCall-stereotyped associations between KeywordSearchableProducts and the
FinderCall-stereotyped classes KeywordInNameOnProduct and KeywordInDescriptionOnProduct,
respectively. Each of them indicates the finder to be called by associating the target component
Product using a Finder-stereotyped association, and by listing a finder-stereotyped operation that
matches the signature of the finder to be called on the Product component.
The way the finder arguments are computed from the query passed is specified as a key qualifier
on the latter associations, each specifying the name of the formal arguments of the finder as well
as the navigation path to execute on the query in order to retrieve the value to use as actual finder
argument. In this case, these are n for the findByName finder and d for the findByDescription
finder, respectively, each using the pattern attribute as navigation path. This attribute is inherited
by the KeywordQuery class from the TextQuery class, as shown in the model. The complete
implementation of the preselect operation can be generated from this model. The developer will
then have to combine the results of the two finders in the postprocess operation’s body and, if
desired, create corresponding wrapper instances in the wrap method’s body.
Figure 6.11 shows an example of modeling a search adapter that is to be searchable using
attribute queries. The production associated with the SearchableProducts adapter defines an at-
tribute model (see section 3.2.6) that consists of two attributes: name and description, both
1Some UML tools support arbitrary strings as type specifications and can display them in class diagrams. This
makes the semantics of the FinderArgument represented as an Attribute very obvious. If a tool does not support
strings for the Attribute.Type meta-attribute, then the attribute’s documentation string can be used, instead.
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Metamodel element UML meta-type Stereotype Notes
SearchAdapter Class SearchAdapter name can be used as name of the
implementation class
Grammar Class Grammar
AttributeProduction Class AttributeProduction
PrimitiveProduction Class PrimitiveProduction
CompositeProduction Class CompositeProduction
Association PrimitivePro-
duction / CompositePro-
duction — Class with role
queryType
Association QueryType The Class instance is required to
be a (direct or transitive) special-
ization of Query
PrimitiveAttributeItem Attribute description maps to documenta-
tion
PrimitiveAttributeItem.
howSearchable
Association navigable towards the referenced
production; the attribute to
which the referenced production
applies is used as key qualifier
AssociationAttributeItem Association namemaps to the rolename; nav-
igable in one direction; multiplic-
ity for documentation purposes
FinderCall Class FinderCall The name of the class is ignored
Association PrimitivePro-
duction — FinderCall
Association FinderCall
Association FinderCall —
Finder with role finder
Association Finder Connects the FinderCall with
the CompactBean instance to
which the called finder belongs
Operation finder Owned by the class represent-
ing the FinderCall instance. Sig-
nature must match that of a
finder operation in the Compact-
Bean instance connected with
the above association
FinderArgument Attribute
Association FinderArgu-
ment — Parameter with
role formalParameter
Attribute.name The name of the attribute repre-
senting the FinderArgument in-
stance must match the name of
the finder’s formal parameter.
NavigationPath string A string that contains the path’s
feature names separated by dots.
Association Finder-
Argument — Navi-
gationPath with role
actualParameter
Attribute.type The type specification1 of the
attribute representing the Find-
erArgument instance holds the
string representing the Naviga-
tionPath (see above).
Association FinderCall —
FinderArgument with role
args
One attribute per associated
FinderArgument instance as de-
scribed above. Appears as
key qualifier on the Finder-
stereotyped association between
the FinderCall and the Compact-
Bean instances.
Table 6.1: Mappings of the UML profile for the searchability metamodel
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TextQuery
pattern: string
Query
Product
name : string
description : string
id : uid
<<finder>> findByDescription(d : string) : Collection
<<finder>> findByManufacturerName(n : string) : Collection
<<finder>> findByName(n : string) : Collection
KeywordQuery
KeywordInDescriptionOnProduct
<<FinderCall>>
<<finder>> findByDescription(d : string) : Collection
d : pattern
<<Finder>>
KeywordInNameOnProduct
<<FinderCall>>
<<finder>> findByName(n : string) : Collection
n : pattern
<<Finder>>
KeywordSearchableProducts
<<PrimitiveProduction>> <<QueryType>>
<<FinderCall>><<FinderCall>>
SearchableProducts
<<SearchAdapter>>
<<Production>>
Figure 6.10: Example: modeling the searchability of a Product component using a primitive pro-
duction for a KeywordQuery query type
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TextQuery
pattern: string
Query
Product
name : string
description : string
id : uid
<<finder>> findByDescription(d : string) : Collection
<<finder>> findByManufacturerName(n : string) : Collection
<<finder>> findByName(n : string) : Collection
KeywordInNameOnProduct
<<FinderCall>>
<<finder>> findByName(n : string) : Collection
n : pattern
<<Finder>>
KeywordQuery
KeywordInDescriptionOnProduct
<<FinderCall>>
<<finder>> findByDescription(d : string) : Collection
d : pattern
<<Finder>>
NameSearchableProduct
<<PrimitiveProduction>>
<<FinderCall>>
<<QueryType>>
DescriptionSearchableProduct
<<PrimitiveProduction>>
<<QueryType>>
<<FinderCall>>
AttributeSearchableProducts
<<AttributeProduction>>
name : string
description : string
name : string description : string
SearchableProducts
<<SearchAdapter>>
<<Production>>
Figure 6.11: Example: modeling the searchability of a Product component using an attribute
production
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Manufacturer
name: string
SearchableProducts
<<SearchAdapter>>
Product
name : string
description : string
id : uid
<<finder>> findByDescription(d : string) : Collection
<<finder>> findByManufacturerName(n : string) : Collection
<<finder>> findByName(n : string) : Collection
0..n 0..1+products +maker
KeywordInNameOnProduct
<<FinderCall>>
<<finder>> findByName(n : string) : Collection
n : pattern
<<Finder>>
KeywordInDescriptionOnProduct
<<FinderCall>>
<<finder>> findByDescription(d : string) : Collection
d : pattern
<<Finder>>
AttributeSearchableProducts
<<AttributeProduction>>
name : string
description : string
<<Production>>
AttributeSearchableManufacturer
<<AttributeProduction>>
name : string
+maker
KeywordInManufacturerNameOnProduct
<<FinderCall>>
<<finder>> findByManufacturerName(n : string) : Collection
n : pattern
<<Finder>>
NameSearchableProduct
<<PrimitiveProduction>>
<<FinderCall>>
name : string
DescriptionSearchableProduct
<<PrimitiveProduction>>
<<FinderCall>>
description : string
ManufacturerNameSearchableProduct
<<PrimitiveProduction>>
name : string
<<FinderCall>>
KeywordQuery
<<QueryType>>
<<QueryType>>
<<QueryType>>
Figure 6.12: Example: modeling the searchability of a Product component using an attribute
production with an association
of type string. According to the definition of the UML profile for the searchability metamodel
extensions shown in table 6.1, these two attributes are primitive attributes and thus have to specify
the way they are searchable. They do so by means of an association each, containing the respective
attribute as a key qualifier.
In this case, the association targets are a primitive production each, NameSearchableProduct
and DescriptionSearchableProduct. Their specification works in the same way as in the previous
example of a single primitive production. The navigation path used for retrieving the finder
arguments from the query instance is used on the query object that will be contained in an attribute
query for the corresponding attribute (name or description, respectively).
Figure 6.12 extends the previous example for attribute-based search by an association between
two attribute productions, denoting an association attribute item (see section 3.2.6). The fig-
ure shows this additional association between the AttributeSearchableProducts production and the
new AttributeSearchableManuafacturer production. The association can be distinguished from an
association indicating a production for a primitive attribute item because it does not have a key
qualifier. Instead, it has a role name, maker in this example, specifying the name for the association
attribute item.
The AttributeSearchableManufacturer production resembles the AttributeSearchableProducts
production in that it also defines a string attribute name for which a primitive production for
a keyword query is defined. In this example, the query for the attribute path maker.name will
cause a call to the finder findByManufacturerName on the Product component, as can be seen in
the model of the KeywordInManufacturererNameOnProduct finder call in Figure 6.12.
The example from Figure 6.13 uses a grammar and thus specifies that the SearchableProducts
adapter is to be searchable using AndQuery, OrQuery and KeywordQuery query types. The primi-
tive production used for modeling the keyword query searchability works in the same way as in the
previous examples. The composite productions for AndQuery and OrQuery specify their respective
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TextQuery
pattern: string
Query
OrQuery AndQuery
Product
name : string
description : string
id : uid
<<finder>> findByDescription(d : string) : Collection
<<finder>> findByManufacturerName(n : string) : Collection
<<finder>> findByName(n : string) : Collection
SearchableProducts
<<SearchAdapter>>
ProductOrQuery
<<CompositeProduction>>
<<QueryType>>
ProductAndQuery
<<CompositeProduction>>
<<QueryType>>
KeywordInDescriptionOnProduct
<<FinderCall>>
<<finder>> findByDescription(d : string) : Collection
d : pattern
<<Finder>>
KeywordInNameOnProduct
<<FinderCall>>
<<finder>> findByName(n : string) : Collection
n : pattern
<<Finder>>
CompositeProductQuery
<<Grammar>>
<<Production>>
KeywordQuery
KeywordSearchableProducts
<<PrimitiveProduction>>
<<FinderCall>><<FinderCall>>
<<QueryType>>
Figure 6.13: Example: modeling the searchability of a Product component using a grammar which
combines different searchability specifications
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composite query type by an outgoing association with stereotype QueryType, as specified in the
UML profile in table 6.1.
The subproductions that govern which subqueries the composite queries may contain are asso-
ciated with the composite productions in the model using stereotype-less outbound associations.
In this example, the grammar itself is used as a subproduction for the composite queries. This
model results in a search adapter that is searchable with arbitrarily nested AndQuery and OrQuery
instances that can contain only KeywordQuery instances as their leaves.
6.5 Transformation Rules from UML to Source Code
In addition to the generation rules that apply to the core J2EE modeling style, there are rules
that define the ways instances of the metamodel extensions for modeling searchability described
in section 6.3 are transformed into source code. Standardized notations for the specification of
such rule sets are currently being developed by the Object Management Group (OMG) (see,
e.g., http://cgi.omg.org/cgi-bin/doc?ad/02-04-10.pdf). Such notations will be based on the
Meta Object Facility (MOF) and express the transformations rules declaratively in terms of the
source metamodel and the target metamodel. However, no proposals for any such formalism had
been submitted as of the date of publication of this thesis. Tool vendors in the Model Driven
Architecture (MDA) space have been busy defining proprietary notations for mapping technique
specifications, and changes are to be expected. Therefore, natural language will be used in this
thesis to describe the transformation rules. However, the rules described have been implemented
and evaluated using ArcStyler’s CARAT framework.
Each SearchAdapter instance is transformed into a Java class that follows the micro-architecture
described in section 6.2, thus corresponding to the EJBSearchAdaptor class depicted in Figure 6.3
on page 75.
6.5.1 Operation getSupportedQueryTypes
An implementation of the getSupportedQueryTypes operation is generated that returns a Pro-
duction that matches queries of the query type specified in the model for the SearchAdapter. For
each production associated with the model element representing the adapter, code is generated
that, when executed, creates an instance of a corresponding Production type.
If the SearchAdapter model element is associated only with one Production instance, then
the result computed by the generated code is returned as the result of the getSupportedQuery-
Types operation. Otherwise, code is generated that creates a Grammar instance. The code that
is generated for each modeled production associated with the adapter in this case will enter the
production object into the grammar instead of immediately returning it.
Grammar
For a production model element of typeGrammar, code is generated that creates an instance of type
Grammar, referred to as g in the remainder of this paragraph. For all productions associated with
the modeled grammar in its productions role, the production creation statements are generated
recursively and in such a way that the Production objects created by the generated code will be
added to g at runtime.
CompositeProduction
Generating code for a CompositeProduction model element works analogously to the Grammar
case, except that the CompositeProduction instance that is created by the generated code will set
a subclass of CompositeQuery as its compositeQueryType role. The runtime class to use for this
purpose is determined by the class model element associated with the CompositeProduction model
element using role queryType. In the example shown in Figure 6.13 on page 85, this is the class
OrQuery for the CompositeProduction shown to the left and AndQuery for the CompositeProduction
shown to the right.
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AttributeProduction
For an AttributeProduction model element, code will be generated that, when executed, creates an
instance of class AttributeProduction. As described in section 3.2.6, such a production specifies
an instance of type AttributeModel (see Figure 3.12 on page 46), encapsulating the knowledge
about which attributes exist, of what type they are, and how each of them is searchable. The
source code that creates this AttributeModel instance, referred to as am in the following sections,
is generated from the model of the AttributeProduction.
This works in particular by retrieving all model elements that are associated with the At-
tributeProduction in role attributes. For a PrimitiveAttributeItem model element, code will be
generated that creates an instance of class PrimitiveAttributeItem, using the name and the
description from the model for the item’s initialization. Code will be generated which adds the
created item to the attribute model instance am.
For an AssociationAttributeItem, an AttributeModel instance is also required that represents
the nested set of attributes (see Figure 3.12 on page 46). In the model, the AssociationAttributeItem
element must specify an AttributeProduction in its associated role. The corresponding code
that creates the respective AttributeModel instance is generated recursively for this referenced
production.
The model of anAttributeProductionmay be cyclical, via the roles attributes and associated.
In this case, the source code is generated in such a way that it creates the analogous cycle in the
AttributeModel instances via its roles attributeDescriptions and association, respectively.
PrimitiveProduction
For a PrimitiveProduction model element, code is generated into the getSupportedQueryTypes
operation that creates an instance of class PrimitiveProduction, analogously to the Compos-
iteProduction case described above. From the query class model element associated with the
production model element in role queryType, the runtime query class is determined that is asso-
ciated with the PrimitiveProduction instance by the generated source code in role queryType
(see Figure 3.4 on page 3.4).
Example 1
Using the model shown in Figure 6.12, the resulting implementation of the adapter’s preselect
operation is shown in Figure 6.14. No grammar is created, because the modeled adapter has
only one associated production. The creation of the two AttributeModel instances, one for each
modeled AttributeProduction, has been generated. The names of the classifiers with stereotype At-
tributeProduction have been used as variable names, with their first letter converted to lowercase,
conforming with typical Java naming conventions. For each AttributeModel instance the subordi-
nated AttributeItem instances are created and assigned to the respective AttributeModel instance
using its addToAttributes operation. The PrimitiveAttributeItem instances are immediately
created, whereas the AssociationAttributeItem instance for the inner attribute production re-
quires its AttributeModel instance to be created first. The outer AttributeProduction instance
that is based on the AttributeModel instance bound to the variable attributeSearchablePro-
ducts is assigned to the result variable. Note, that two additional protected areas with IDs
getSupportedQueryTypes-pre and getSupportedQueryTypes-post have been generated which
allow developers to add further refinement code.
Example 2
Using the model shown in Figure 6.13, the resulting implementation of the adapter’s preselect
operation is shown in Figure 6.15. A Grammar instance is created as modeled, and assigned to a local
variable named according to the Grammar model element name, with the first letter converted to
lowercase: compositeProductQuery. For each CompositeProduction in the model, a local variable
is declared with the name taken from the model element again. The respective query type class is
passed to the CompositeProduction constructor, and the productions get assigned the grammar
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public Production getSupportedQueryTypes()
{
Production result;
/* START OF PROTECTED AREA <<getSupportedQueryTypes-pre>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
/* START OF PROTECTED AREA <<Production-93729128>> */
AttributeModel attributeSearchableProducts = new AttributeModel();
attributeSearchableProducts.addToAttributes(
new PrimitiveAttributeItem("name",
String.class, new PrimitiveProduction(KeywordQuery.class)));
attributeSearchableProducts.addToAttributes(
new PrimitiveAttributeItem("description",
String.class, new PrimitiveProduction(KeywordQuery.class)));
AttributeModel attributeSearchableManufacturer = new AttributeModel();
attributeSearchableManufacturer.addToAttributes(
new PrimitiveAttributeItem("name",
String.class, new PrimitiveProduction(KeywordQuery.class)));
attributeSearchableProducts.addToAttributes(
new AssociationAttributeItem("maker", attributeSearchableManufacturer));
result = new AttributeProduction(attributeSearchableProducts);
/* END OF PROTECTED AREA 17b460850000001c */
/* START OF PROTECTED AREA <<getSupportedQueryTypes-post>> */
// add custom code here
/* END OF PROTECTED AREA 8da830850998409d */
return result;
}
Figure 6.14: Fully generated source code for the preselect operation of the adapter whose model
is shown in Figure 6.12
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public Production getSupportedQueryTypes()
{
Production result;
/* START OF PROTECTED AREA <<getSupportedQueryTypes-pre>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
/* START OF PROTECTED AREA <<Production-8463982>> */
Grammar compositeProductQuery = new Grammar();
CompositeProduction productOrQuery = new CompositeProduction(OrQuery.class);
productOrQuery.addSubProduction(compositeProductQuery);
compositeProductQuery.addProduction(productOrQuery);
CompositeProduction productAndQuery = new CompositeProduction(AndQuery.class);
productAndQuery.addSubProduction(compositeProductQuery);
compositeProductQuery.addProduction(productAndQuery);
compositeProductQuery.addProduction(
new PrimitiveProduction(KeywordQuery.class));
result = compositeProductQuery;
/* END OF PROTECTED AREA 17b460850000001c */
/* START OF PROTECTED AREA <<getSupportedQueryTypes-post>> */
// add custom code here
/* END OF PROTECTED AREA 8da830850998409d */
return result;
}
Figure 6.15: Fully generated source code for the preselect operation of the adapter whose model
is shown in Figure 6.13. The protected area ID Production-8463982 is computed from the unique
ID of the model element representing the production.
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public class SearchableProducts extends EJBSearchAdapter
{
public SearchableProducts() throws Exception
{
/* START OF PROTECTED AREA <<Constructor-pre>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
/* START OF PROTECTED AREA <<Constructor-home-Product>> */
javax.naming.InitialContext context = new javax.naming.InitialContext();
Object ref = context.lookup("Product");
ProductHome productHome = (ProductHome)
javax.rmi.PortableRemoteObject.narrow(ref, ProductHome.class);
this.addToHomes("Product", productHome);
/* END OF PROTECTED AREA 3bef47395099910d */
/* START OF PROTECTED AREA <<Constructor-post>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
}
...
}
Figure 6.16: Generated source code for the adapter’s constructor, fetching and storing a reference
to the component’s home interface. The model is shown in Figure 6.10.
as their subproduction, as modeled. Finally, the PrimitiveProduction instance for the model
element namedKeywordSearchableProducts is created in place and is added to the Grammar instance
by the generated code. As the grammar is the only production assigned to the adapter in the model,
it is assigned to the result variable. As shown in the previous example, the source code has the
two additional protected areas with IDs getSupportedQueryTypes-pre and getSupportedQuery-
Types-post that have been generated in order to allow developers to add further refinement code.
6.5.2 Operation preselect and Constructor
The adapter’s preselect operation is generated mainly from the PrimitiveProduction model ele-
ments. The transformation does not produce any actions forGrammar elements which are typically
used only to group other productions, as well as for CompositeProduction model elements which
are for the typical boolean query combinations already handled automatically by the query trans-
formation algorithms described in section 3.2.2 (see Figure 3.7 on page 40).
For each PrimitiveProduction model element attached to a SearchAdapter element, the Find-
erCall model elements are interpreted by the mapping technique as calls to finders on EJB home
interfaces. In the constructor of the generated adapter class the home interfaces of those EJBs
whose finders are used by the SearchAdapter are resolved and stored in the homes role (see Figure
6.16). In the generated implementation for the preselect method, calls to the finders on the EJB
home interfaces as specified by the model take place, where the arguments are retrieved from the
passed query. The results returned by the finders are inserted into the set which is returned by
the preselect operation. An example is shown in Figure 6.17.
For AttributeProduction model elements, code is generated that fetches the subquery from the
AttributeQuery instance. The searchability model contains information on how the attributes
expressed in the model relate to the features of the component only for those attributes that
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public java.util.Set preselect(KeywordQuery q) throws Exception
{
java.util.Set result = new java.util.HashSet();
/* START OF PROTECTED AREA <<KeywordQuery-preselect-pre>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
/* START OF PROTECTED AREA <<KeywordQuery-preselect>> */
ProductHome productHome = (ProductHome) this.getHomes("Product");
result.add(productHome.findByName(q.getPattern());
result.add(productHome.findByDescription(q.getPattern());
/* END OF PROTECTED AREA 9aa37091b92f009d */
/* START OF PROTECTED AREA <<KeywordQuery-preselect-post>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
return result;
}
Figure 6.17: Fully generated source code for the preselect operation of the adapter whose model
is shown in Figure 6.10.
have an associated PrimitiveProduction. For them, the production model element expresses a
connection to zero or more finders that are to be called for subqueries on this attribute. The
preselect operation is generated in such a way that for these attributes the queries are executed
as described above for the PrimitiveProduction model elements. Figure 6.18 shows an example for
the model shown in Figure 6.12 on page 84.
For other productions that are attached to an AttributeProduction and that are no Primitive-
Productions, no such relation to the underlying component is expressed in the model. For these
cases, a protected area is generated which allows developers to refine the searchability specification
manually in the source code.
As in the generated getSupportedQueryTypes operation, additional protected areas are gener-
ated at the beginning and at the end of the preselect operation and the constructor of the adapter
class where code can be inserted manually in case this is required, e.g. for specific implementations
of CompositeQuery subclass handling.
6.5.3 Operations postprocess and wrap
In the postprocess operation, a default implementation is generated that intersects all finders’
result sets (see Figure 6.19). The developer may modify this default to meet special needs. The
same holds true for the wrap operation, where the generated default implementation returns the
references to the EJBs, wrapped as SearchResult objects. The developer may customize this, e.g.
by returning value holder instances that only contain a constrained set of attributes retrieved from
the EJBs.
Note, that the example deliberatly chooses not to specify the postprocessing and wrapping rules
in the model, although this would be possible with UML, e.g. by using UML 1.4 action semantics.
This may serve as an example of specifications made at a lower level of abstraction being much
more efficient than expressing this specification in a more abstract way, even though portability is
sacrificed. It is also important to note that existing technologies allow for iterative execution of
automated mapping techniques that preserve manual modifications to source code.
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public java.util.Set preselect(AttributeQuery q)
{
java.util.Set result = new java.util.HashSet();
/* START OF PROTECTED AREA <<AttributeQuery-preselect-pre>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
/* START OF PROTECTED AREA <<AttributeQuery-preselect>> */
ProductHome productHome = (ProductHome) this.getHomes("Product");
String[] attributePath = q.getAttributePath().toArray(new String[0]);
if (attributePath.equals(new String[] { "name" }))
{
KeywordQuery innerQuery = (KeywordQuery) q.getInnerQuery();
result.add(productHome.findByName(innerQuery.getPattern()));
}
else if (attributePath.equals(new String[] { "description" }))
{
KeywordQuery innerQuery = (KeywordQuery) q.getInnerQuery();
result.add(productHome.findByDescription(innerQuery.getPattern()));
}
else if (attributePath.equals(new String[] { "maker", "name" }))
{
KeywordQuery innerQuery = (KeywordQuery) q.getInnerQuery();
result.add(productHome.findByManufacturerName(innerQuery.getPattern()));
}
/* END OF PROTECTED AREA 9aa37091b92f009d */
/* START OF PROTECTED AREA <<AttributeQuery-preselect-post>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
return result;
}
Figure 6.18: Fully generated source code for the preselect operation of the adapter whose model
is shown in Figure 6.12.
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public java.util.Set postprocess(KeywordQuery q, java.util.Set preResults)
{
java.util.Set result = new java.util.HashSet();
/* START OF PROTECTED AREA <<KeywordQuery-postprocess-pre>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
/* START OF PROTECTED AREA <<KeywordQuery-postprocess>> */
boolean first = true;
for (java.util.Iterator i=preResults.iterator(); i.hasNext(); )
{
java.util.Set preResult = (java.util.Set) i.next();
if (first)
result.addAll(preResult);
else
{
result.retainAll(preResult);
first = false;
}
}
/* END OF PROTECTED AREA 9aa37091b92f009d */
/* START OF PROTECTED AREA <<KeywordQuery-postprocess-post>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
return result;
}
Figure 6.19: Generated source code for the postprocess operation for the KeywordQuery query
type of the adapter class.
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public class MyTrader extends Trader
{
public MyTrader()
{
/* START OF PROTECTED AREA <<Constructor-pre>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
/* START OF PROTECTED AREA <<Constructor>> */
addToSearchables(new SearchAdapter1());
addToSearchables(new SearchAdapter2());
/* END OF PROTECTED AREA 94738acbe143289d */
/* START OF PROTECTED AREA <<Constructor-post>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
}
/* START OF PROTECTED AREA <<CustomCode>> */
// add custom code here
/* END OF PROTECTED AREA 39a460850948002f */
}
Figure 6.20: Generated source code for a Trader model element with two search adapters
(SearchAdapter1 and SearchAdapter2) as its residents.
6.5.4 Mapping Physical Components to Traders
A Java class implementation is generated for each physical component of meta-type Trader that
contains SearchAdapter instances as its residents. Each such class extends the Trader class from
the search infrastructure framework described in Chapter 4. For each resident representing a search
adapter, an instance of the corresponding EJBSearchAdaptor subclass is created in the constructor
of the generated Trader class and inserted into the trader’s set of searchables.
By default, the resulting trader supports the combined set of query types and can be used to
register the application with a search engine. However, additional protected areas are inserted into
the class implementation that allow for custom extensions regarding the set of query types that the
trader supports, as well as for specialized implementations of specific query types that the trader
may want to handle locally. An example is shown in Figure 6.20.
6.6 CRC Level
CRC cards capture information about the software system that is to be constructed. They do
so in the terminology of the domain of the problem that the system solves. In addition to the
responsibility text, CRC cards are used to note information about so-called special design themes
(SDTs), such as persistence, transactionality or security. This allows the domain experts to provide
and record input on these issues, always from their perspective and in their terminology.
Searchability is such a special design theme. At the abstraction level provided by the CRC
card metamodel, searchability can be modeled by adding marks to the cards telling whether the
abstraction represented by a card is searchable. When the CRC model is mapped to the UML
model, a SearchAdapter model element is created in the UML model for each card marked this
way.
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Responsibility
description: string
kind : ReposibilityKind
CRCCard
name : string
0..n
+collaborators
0..n 0..n
+generalizations
+specializations
0..n
+resposibilities
Element
documentation : string
Figure 6.21: Basic CRC Metamodel
Element
documentation : string
Responsibility
searchable : boolean
QueryType
CRCCard
searchable : boolean
0..n
+collaborators
0..n 0..n
+generalizations +specializations
0..n
+resposibilities
0..n+supportedQueryTypes
Figure 6.22: CRC Metamodel with additional metamodel features for searchability modeling
6.6.1 Metamodel and Annotation Model
Figure 6.21 shows the essential parts of the CRC metamodel, before any searchability-specific
extensions are added. Each CRC card has a name and may specify any number of CRC cards as
collaborators and generalizations. Furthermore, each card can have any number of responsibilities
associated. Each responsibility has a textual description and a kind, which can be one of doing,
knowing or enforcing.
The additional metamodel elements that enable enhancing CRC models by searchability spec-
ifications are shown in Figure 6.22. Each CRC card offers an additional attribute searchable that
can be used to specify that the component to which the CRC card should implement searchabil-
ity support. To each CRC card that is marked searchable in this way, one or more QueryType
elements can be assigned, each identifying a specific query type. Similarly, each responsibility of
a CRC card that was marked searchable can be marked using its searchable attribute. Marking
a responsibility searchable means to offer searchability support based on the set of UML features
that the responsibility eventually is mapped to in the component’s implementation. For example,
marking a responsibility as searchable that will be mapped to an attribute of type string means
that queries should be possible that match instances of the component based on the attribute’s
value. This will be described in more detail below.
Annotations have to be attached to a CRC model that serve as additional input for the mapping
technique producing a UML model from the CRC model. The corresponding annotation model is
shown in Figure 6.23. These annotations are not specific to the searchability aspect. The classifiers
with stereotypeAnnotation define the annotation model. The other classes are the CRC metamodel
classes. CRCCardAnnotation defines the UML class to which the CRC card is mapped. It does
so by providing the names of the namespaces along the namespace composition hierarchy up to
and including the class that represents the CRC card. Similarly, each QueryType is annotated by
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ResponsibilityCRCCardQueryType
QueryTypeAnnotation
<<Annotation>>
fullyQualifiedQueryClassName: string[]
CRCCardAnnotation
<<Annotation>>
fullyQualifiedClassifierName : stirng[]
ResponsibilityAnnotation
<<Annotation>>
featureSignature : string
0..n
Figure 6.23: Annotation model for CRC Metamodel, used for the model mapping technique that
maps from CRC to UML
a QueryTypeAnnotation object that also uses names to identify the path in the UML model that
leads to the Query class representing the QueryType from the CRC model. Each Responsibility
element is annotated with any number of ResponsibilityAnnotation objects. Each of them provides
the signature of a feature (e.g. operation name and parameter types, attribute name, or association
end name) that implements the responsibility in the UML model.
6.6.2 Transformation Rules
For each CRC card whose searchable attribute is true, a SearchAdapter model element is created
in the UML model. The CRC card’s set of supported query types is used to create corresponding
production model elements that are associated with the SearchAdapter for this card. For query
types that are mapped in the UML model to specializations of CompositeQuery, a CompositePro-
duction is created in the UML model, with the query type associated with the production in the
queryType role, using an association with stereotype QueryType. An AttributeProduction is cre-
ated for the AttributeQuery query type. All other query types are mapped to PrimitiveProduction
elements. The query class is automatically associated with the production using an association
with stereotype QueryType, like for CompositeQuery types explained above.
The initial name of each such production model element is computed by removing "Query"
from the query type name, then appending "Searchable" and finally appending the name of the
component. For example, for a component named Product whose CRC card is marked searchable
with the query type KeywordQuery, the initial name of the corresponding production model element
is "KeywordSearchableProduct". This initial name may be changed in the UML model by the
modeler, e.g. in case the suggested default name is not unique.
Responsibilities whose searchable attribute is set to true are transformed into UML finder model
elements on the classifier onto which the CRC card was mapped. A responsibility is mapped
to one or more attributes, operations or association ends (see section 6.1), as indicated by the
ResponsibilityAnnotation instances. A finder is created in the UML model for each such feature to
which a searchable responsibility was mapped. The initial finder’s name is computed by appending
the feature’s name to the constant prefix "findBy". For example, if a responsibility knows its name
is mapped to an attribute name, and the responsibility is marked searchable, a finder findByName
will be created in the UML model. Just as in the case of the name of the productions, this name
can be changed by the modeler in the UML model.
A feature to which a responsibility is mapped can have a type. For an attribute, this is the
attribute’s type; for an association end, this is the type at the other end of the association; for
an operation, this is the operation’s return type, which may be void. If the feature for which a
finder has been created in the UML model has a non-void type, then a parameter model element
is generated for this finder that has the feature’s type. For example, if the name attribute described
above, pertaining to the knows its name responsibility, has the type string, then the findByName
finder model element is created together with a parameter of type string. This technique provides
good results in most cases, because frequently a finder for a certain feature requires input that is
then compared to values of the feature; the input must be of the same type as the values of the
feature. In the remaining cases the modeler can easily modify the finder’s parameter list in the
UML model.
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TextQuery
pattern: string
Query
Product
<<finder>> findByDescription(d : string) : Collection
<<finder>> findByManufacturerName(n : string) : Collection
<<finder>> findByName(n : string) : Collection
KeywordInDescriptionOnProduct
<<FinderCall>>
<<finder>> findByDescription(d : string) : Collection
d : pattern
<<Finder>>
KeywordQueryKeywordSearchableProducts
<<PrimitiveProduction>>
<<FinderCall>>
<<QueryType>>
Figure 6.24: Using key qualifiers to specify how the query attributes (pattern) are passed to the
finder’s formal arguments (d)
For each finder created in the UML model according to the above rules, a corresponding Find-
erCall model element is created. For the modeler’s convenience, this element is associated with
the component that was created from the CRC card. At the UML level one or more key qualifiers
have to be added to this association that indicate how to retrieve the finder argument(s) from the
query data (see Figure 6.24). This information has to be provided by the modeler. However, future
research may result in heuristics for automatically determining good defaults for these qualifiers,
e.g. by attempting to match query feature types with finder argument types.
The transformation algorithm described in this section produces an initial UML model of the
components’ searchability that the modeler has to refine further. At the UML level, the modeler has
to establish the connections between the productions and the finder calls. This is done by inserting
associations with stereotype FinderCall. Furthermore, as mentioned above, the key qualifiers that
specify the navigation path to the query data to be used as a finder call argument have to be
added to the associations with stereotype Finder that connect the FinderCall elements with the
searchable component.
6.6.3 Example
The online store example is used again to show how the transformation rules map a CRC model
with searchability specifications to an initial UML model. Figure 6.25 shows the search-related in-
formation of the CRC card for the Product component. The component and the responsibilities for
knowing its name and description have been marked searchable. Furthermore, the KeywordQuery
query type has been assigned.
From this specification, the UML model shown in Figure 6.26 has automatically been created
by the mapping rules described before. The SearchAdapter named SearchableProduct has been
created because the CRC card was marked searchable. The query type KeywordQuery in the
list of supported query types has caused the creation of the KeywordSearchableProduct produc-
tion, which has been linked to the SearchableProduct adapter using an association of stereotype
Production.
For each of the two responsibilities that are marked as searchable, a FinderCall instance has
been created in the UML model. Both have been linked to the production using FinderCall-
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Figure 6.25: CRC model with searchability apecification, annotated for mapping to UML
TextQuery
pattern: string
Query
KeywordQuery
Product
description : string
name : string
<<finder>> findByDescription(description : string) : Collection
<<finder>> findByName(name : string) : Collection
KeywordByNameOnProduct
<<FinderCall>>
<<finder>> findByName(name : string) : Collection
<<Finder>>
KeywordByDescriptionOnProduct
<<FinderCall>>
<<finder>> findByDescription(description : string) : Collection
<<Finder>>
SearchableProduct
<<SearchAdapter>>
KeywordSearchableProduct
<<PrimitiveProduction>>
<<QueryType>>
<<FinderCall>> <<FinderCall>>
<<Production>>
Figure 6.26: Initial UML model created from the CRC model shown in Figure 6.25
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TextQuery
pattern: string
Query
OrQuery AndQuery
Product
name : string
description : string
id : uid
<<finder>> findByDescription(d : string) : Collection
<<finder>> findByManufacturerName(n : string) : Collection
<<finder>> findByName(n : string) : Collection
SearchableProducts
<<SearchAdapter>>
ProductOrQuery
<<CompositeProduction>>
<<QueryType>>
ProductAndQuery
<<CompositeProduction>>
<<QueryType>>
KeywordInDescriptionOnProduct
<<FinderCall>>
<<finder>> findByDescription(d : string) : Collection
d : pattern
<<Finder>>
KeywordInNameOnProduct
<<FinderCall>>
<<finder>> findByName(n : string) : Collection
n : pattern
<<Finder>>
CompositeProductQuery
<<Grammar>>
<<Production>>
KeywordQuery
KeywordSearchableProducts
<<PrimitiveProduction>>
<<FinderCall>><<FinderCall>>
<<QueryType>>
Figure 6.27: The UML model after some minor manual adaptations
stereotyped associations, and to the Product component using Finder-stereotyped associations.
The Product component received two finder operations, one for each feature that each of the
searchable responsibilities has been mapped to. In the case of this example, these are the name
and the description attributes. To the FinderCall elements, the corresponding finder operations
have been added, matching the declaration in the Product component. No parameter specifications
have been created as key qualifiers on the Finder association ends.
It is now assumed that the finder implementation will be modified to match not only products
whose names / descriptions match the queried keyword exactly, but instead also match products
whose names / descriptions contain the requested pattern as a substring. Therefore, the modeler
may decide to rename the UML model elements that the mapping initially created. The resulting
model is shown in Figure 6.27. It also shows the key qualifiers on the Finder association ends that
had to be assigned manually. They request that the pattern attribute of the keyword query be
used as the paremeter for the respective finders.
The mapping technique described in section 6.1 can be used to transform the resulting UML
model into a corresponding J2EE implementation.
This example has shown how to use different metamodels to express different aspects of a
system’s specification in order to make the specification of each aspect as straightforward and
efficient as possible. Linking the productions to the finder calls in UML using associations is easier
and more intuitive than in a CRC diagram. The automated mapping techniques that execute the
transformations between the different metamodels make this process highly efficient.
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ProductDAL
InsertProduct()
UpdateProduct()
DeleteProduct()
SelectProductByName()
SelectProductByDescription()
ProductHome
CreateProduct()
SelectProductByName()
SelectProductByDescription()
ProductRemote
name: string
description : string
Delete()
ProductBR
Insert()
Update()
Delete()
ProductDALImpl ProductHomeImpl
ProductBRImpl
validate()
isValidName()
isValidDescrption()
<<realize>> <<realize>> <<realize>>
DataSet
(from dotnet)
ProductRemoteImpl
<<realize>>Product
name : string
description : string
_DataTable : DataTable
_DataRow : DataRow
BuildDataTables()
1+data
DotNetHome
Figure 6.28: Structure of a .NET component implementation, shown for the Product component
from the online store example
Implementation Hints
As at the source code level, any defaults created during the transformation into the UML model
may be overruled by the modeler or developer. As is the case with manual modifications to source
code, tools can prevent these changes from being overwritten during repeated applications of the
described mapping technique. This makes it possible to design the transformation rules so that
they create defaults that are usable in many cases, while allowing for manual improvements in the
few cases that the defaults are not sufficient.
6.7 Model Portability
It is one of the most important benefits of model-driven software construction that models can
express specifications independent of a particular platform, so that they are portable across a set
of platforms. This section will discuss the portability of the presented modeling style.
6.7.1 Porting to .NET
The target platform consists of the software architecture and the search architecture, where the
latter consists of a search infrastructure to which the software architecture is adapted by means of
a search adapter framework (see Figure 5.2 on page 71). This section will show that the CRC and
UML levels of the modeling style are also portable to other application architectures, using .NET as
an example. Portability to other search architectures has not been investigated yet and will be the
subject of future research. However, the abstractions of the framework developed in Chapter 4 and
used here as an example of a search architecture build upon many different search infrastructure
projects. This suggests broad applicability, and thus good portability, of the searchability parts of
the metamodel extensions.
In section 6.5, a mapping technique is presented that transforms an instance of the metamodel
depicted in Figures 6.6, 6.7, 6.8 and 6.9 to an EJB/J2EE-based implementation. The same can be
done for platforms other than EJB/J2EE. For those platforms, the search adapter framework will
look different with regard to access to the software architecture in the preselect step (see Figure
6.3 on page 75). The results of the step—as will be shown now for the .NET platform—may not
be references to component instances but, e.g., to rows of a database table.
Figure 6.28 displays how the model of the Product component from the online store example
is expanded by the mapping technique for .NET as provided by the tool ArcStyler. It consists of
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Searchable
AbstractSearchable
XSearchable
searchByX(q: XQuery) : Set<SearchResult>
<<realize>>
DotNetSearchAdapter
searchByX(q : XQuery) : Set<SearchResult>
preselect(q : XQuery) : Set<Set<EJBObject>>
postprocess(q : XQuery, preresults : Set<Set<EJBObject>>) : Set<EJBObject>
wrap(q : XQuery, postresults : Set<EJBObject>) : Set<SearchResult>
DotNetHome
0..*
+homes
public Set searchByX(XQuery q)
{
return wrap(q, postprocess(q, preselect(q)));
}
<<realize>>
Figure 6.29: Search adapter for .NET
five parts:
Data Set The Product class inherits from the .NET DataSet class and acts as a data holder for
any number of instances of the Product entity.
Data Access Layer (DAL) The ProductDALImpl implements the ProductDAL interface and
manages any kind of database access concerning the Product component. It uses the Product
class to encapsulate the actual data. For each modeled finder operation, the DAL class im-
plements a corresponding SelectProductBy... operation. Like the generated EJB finder
implementations, their implementation can be adapted manually to encode specific query
logic that cannot reasonably be expressed in the model.
Home Interface The ProductHomeImpl class implements the ProductHome interface and is the
component’s life-cycle management interface. Besides an operation to create an instance, it
offers one findBy... operation per modeled finder operation. Their implementation creates
a temporary ProductDALImpl instance and uses the corresponding SelectProductBy...
finder operations on the DAL object to find the requested instances in the database.
Remote Interface The ProductRemoteImpl class implements the component’s remote interface
ProductRemote. It represents a single entity and provides access to its attributes and oper-
ations2. It aggregates an instance of the data set class Product that caches the instance’s
state.
Business Rules Data validation rules can be specified in the ProductBRImpl class that imple-
ments the ProductBR interface. Its operations are invoked each time the corresponding
database access takes place for inserting, updating or deleting an instance. By default, the
validity of all of the component’s attributes is checked. Additional rules can be implemented
by adding the rules to the ProductBRImpl class. Instances of the ProductBRImpl class are
stateless, and the operations require a parameter of type Product that holds the state on
which to perform the validations.
Figure 6.29 shows the corresponding search adapter for the .NET software architecture. The
algorithm of the generated search adapter works as in the EJB case (see Figure 6.4 on page 76).
2No operations have been modeled on the Product component. Therefore, no operations are displayed for the
ProductRemote interface.
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TextQuery
pattern: string
Query
OrQuery AndQuery
Product
name : string
description : string
id : uid
<<finder>> findByDescription(d : string) : Collection
<<finder>> findByManufacturerName(n : string) : Collection
<<finder>> findByName(n : string) : Collection
SearchableProducts
<<SearchAdapter>>
ProductOrQuery
<<CompositeProduction>>
<<QueryType>>
ProductAndQuery
<<CompositeProduction>>
<<QueryType>>
KeywordInDescriptionOnProduct
<<FinderCall>>
<<finder>> findByDescription(d : string) : Collection
d : pattern
<<Finder>>
KeywordInNameOnProduct
<<FinderCall>>
<<finder>> findByName(n : string) : Collection
n : pattern
<<Finder>>
CompositeProductQuery
<<Grammar>>
<<Production>>
KeywordQuery
KeywordSearchableProducts
<<PrimitiveProduction>>
<<FinderCall>><<FinderCall>>
<<QueryType>>
Figure 6.30: Example: modeling the searchability of a Product component
The mapping from the UML model to the search adapter’s source code also works like in the
EJB case, as described in section 6.5, with the following minor modifications. The adapter holds
one or more references to component life-cycle management interfaces which are .NET interfaces
as opposed to EJBHome interfaces. The preselect operation uses the corresponding findBy...
operations instead of the EJB finders, although they adhere to the same naming conventions. The
extraction of the finder parameters from the query works identical for both platforms. The results
returned from the finder calls are not references to the found instances’ remote interfaces. Instead,
the .NET finders return an array of data set objects, one for each instance found.
As in the EJB case, the postprocess operation’s default implementation intersects the result
sets returned by the different finder calls. The remaining results are wrapped as SearchResult
objects and returned to the caller of the adapter’s search operation.
In the case of the Product component from the online store example, the preselect op-
eration generated for the example model shown in Figure 6.30 calls the findByName and the
findByDescription operation using the pattern attribute of the query object as parameter. Each
of the finders returns an array of Product data set instances. Their results will be intersected by
the adapter’s postprocess method, and the set of remaining results is returned, wrapped as a
SearchResult instance.
6.7.2 Considerations for Porting to Other Platforms
In special cases, where the application architecture does not provide any query support, the Finder
model elements may not be mappable to an equivalent implementation in a straightforward way,
resulting in empty preselect implementations in the generated adapters. In such cases, the
mapping technique leaves the implementation of the queries to the developer who will have to
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provide the complete code in the postprocess operation.
While porting to a different platform will normally involve manual re-implementation of parts
of the adapter layer—in particular the postprocess and wrap steps—the complete search infra-
structure-related code is entirely generated and thus does not require any manual porting effort.
This includes the adaptation to the protocols and interfaces defined by the search architecture
and the specification of the query types the application supports. For those software architectures
providing native support for querying mechanisms (e.g. EJB/J2EE or .NET), even the complete
implementation of the preselection step can be generated from the same model for different plat-
forms.
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Chapter 7
Scalability of Distributed Search
The preceding chapters present a distributed infrastructure, together with a model-driven ap-
proach for developing corresponding software systems. Distributed approaches to Internet search
have been proposed in several research projects to date. Typical approaches use a hierarchical
distribution of index data and incremental, change-driven updates to this data. However, the au-
thor is not aware of any contribution that formally captures the benefits that distribution brings
in terms of bandwidth consumption, scalability and query execution time.
Open questions comprise, for example, the increase in total bandwidth a distributed infrastruc-
ture would use instead of central indexing. How is the execution time of queries affected by such
a distributed approach? How does the layout of the logical network topology affect the ratio of
the number of reached objects and the bandwidth required to respond to a single query over this
number of objects? How much bandwidth can be saved if search engines did not have to poll web
pages without knowing whether or not they changed?
These questions show that there is a need for a formal model that provides quantitative answers.
This chapter presents such a model for the domain of Internet search (see also [Uhl02a]). It covers,
among other things, bandwidth consumption of all related network activities, query execution time,
query frequency, logical network topology, physical network parameters, search result currentness,
as well as the change rate of searchable data.
Using the model, several important relations between the various model parameters can math-
ematically be proven, for example the dependency of the logical network topology on the physical
network parameters and the query execution time, or the dependency of the query execution time
on the number of objects to be covered by the search. This enables the search architecture to
be streamlined and optimized according to given user and market preferences and allows for the
quantification of the effects. The model is then evaluated by using it to visualize the impact of the
various parameters of the network topology on the bandwidth efficiency, the number of searchable
objects and the query execution time. It is also used to compute the bandwidth impacts of main-
taining forward knowledge such as keyword indices using polling instead of receiving updates upon
change only.
Section 7.1 defines important terminology. Section 7.2 introduces a tree structure as the dis-
tribution model for searching, defines the behavior of each node in the tree, and formalizes this
model with a set of parameters. Section 7.3 uses this model to compute the tree shape based on
the maximum query execution time allowed, the network parameters, the query frequency and the
query and response object sizes. The shape is defined by the number of children that each node
in the tree has.
Section 7.4 extends the model by considering the fact that if queries arrive at a node with
high frequency, then the incoming bandwidth of that node will become a bottleneck. The section
studies the effects of this limit.
Section 7.6 considers the bandwidth required for maintaining forward knowledge about a data
source. In this context, parameters such as object change rate and desired currentness play an
important role. The results are combined with the results on the tree structure from section 7.3. In
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section 7.7, the results are used to compare today’s prevailing central-index-based approach with
a distributed approach.
7.1 Terminology
Definition 7.1 (latency) The latency between two network nodes is the time that passes between
the start of sending a message and the start of receiving that message. Latency is independent of
message length.
This definition resembles the one used in the LogP-model [CKP+92]. An example of a connection
between two nodes in the network is an Internet connection that traverses several routers. In this
case, the latency includes the time it takes to route a message to the destination node. In the
terminology introduced by Kurose and Ross [KR01] this resembles the sum of the processing delay
and the propagation delay accumulated for all routers between the two nodes. It is the part of the
end-to-end delay that is independent of the message size.
Definition 7.2 (bandwidth) Bandwidth identifies the speed at which data can be sent across
network connections. It is defined as the number of bytes that can pass through a connection per
second. Bandwidth is defined independently of latency. If W is the bandwidth of a connection, L
the latency of that connection, and Q the size of a message to transfer, then the total time between
the start of sending the message and the end of receiving the message is L + QW (see also Figure
7.2).
Kurose and Ross [KR01] call this the transmission rate, only that they use bits per seconds instead
of bytes per second. Furthermore, the bandwidth as defined here is the net bandwidth as observed
between the two nodes, regardless of the router constellation in between. Kurose and Ross consider
the transmission rate as a quantity that is measured between two immediately connected devices
only, such as two adjacent routers.
Definition 7.3 (tree level) A level in the tree comprises all tree nodes that have equal distance
to the tree’s root node. This distance is also used as the level’s number. Thus, the root node is on
level 0, the children of the root node are on level 1 and so on (see Figure 7.1).
The terms result object and response object are used synonymously and identify the type of object
that is returned in response to a query.
The term forward knowledge is used in the definition given in [WFS96] (see also definition 2.1).
Forward knowledge contains data about a searchable source. It can be used to respond to a query
or at least to make meaningful query routing decisions. It can be moved across the network and
can be stored persistently. Forward knowledge can have a lack in currentness, which is defined as
the time between the last change in the underlying data that would have caused a change in the
forward knowledge that has not yet been updated and the current time (see also Figure 7.9). An
inversed keyword index is an example of the implementation of forward knowledge.
7.2 Bandwidth Model for the Domain of Internet Search
The model considered in this context consists of a hierarchy of network nodes. The number of
children that a node t has is termed S(t). Each node either acts only as a forwarder of queries
(referred to as a trader), or it contains actual searchable data from which it can instantly answer
a query. Nodes of the latter type are also referred to as searchable and are the producers of result
objects for a given query. The searchable data in the leaves of the hierarchy may represent forward
knowledge collected from various other distributed resources.
Initially, the model is restricted to a directed tree. An example is illustrated in Figure 7.1. In
subsection 7.4, this model will be extended to allow for the replication of nodes in the hierarchy,
turning the tree into a more general directed acyclic graph (DAG). Thus, a node in the extended
model can have more than one parent node.
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Figure 7.1: Example for a model instance. Three levels of nodes with the leaves accessing data
sources in order to maintain forward knowledge about them. S(tr) = 4, S(1) = 2, O(tr) = 8.
The datasources at the bottom contain D(s1), . . . , D(s8) retrievable objects. The total number of
retrievable objects is
∑8
i=1D(si).
The dynamics of a trader node are defined as follows: A query that is received is forwarded to
all child nodes, one after the other. The trader will not start to receive results unless all queries
have been forwarded. This maximizes the time each child node has for computing its results. The
size of such a query object is termed Q. Each child node returns the best match for the query as a
response object of size R, and the trader selects the best match from those returned by its children
and returns it to its parent or to the client which sent a request to the root trader.
For reasons of simplicity, it is assumed for the time being that each tree node produces exactly
one best result. When the client asks for the second-best match, the trader will retrieve the second-
best match from the child node from which the previous best match was returned and compares
it to the results already obtained from the other children. Again, the best match is returned to
the parent / client. Further research has to show what the optimal number of results is that each
node should return, given the network parameters and the total number of desired results. This
“streaming technique” for the results assures that for retrieving the best match each node has to
return exactly one result, namely its best match regarding the query, thus keeping the bandwidth
consumption constant regardless of the number of total matches found in the whole hierarchy.
If a leaf node s maintains forward knowledge such as a keyword index of one or more searchable
data sources, it will require communication with those sources in order to keep its data up to date.
It is assumed that sources will notify the leaves upon changes that affect the forward knowledge1.In
this model, a source consists of a number of retrievable objects, each of which can be the basis for a
result object. An example of a retrievable object is an HTML document residing on a web server.
The total number of retrievable objects combined in s’s forward knowledge is identified by D(s).
A leaf node may tolerate a certain lack in currentness, i.e. it may choose to save bandwidth
at the cost of decreased currentness of its forward knowledge. It splits its bandwidth use into
receiving queries and sending out responses, and updating the forward knowledge it maintains.
It is furthermore initially assumed that answering a query from forward knowledge stored
in a leaf node takes no measurable time. This assumption is backed by two thoughts: forward
knowledge lookups typically are performed in time complexity O(1) by using indexing and hashing
techniques; and CPU power can much easier be scaled for this particular problem compared to
network bandwidth, also in terms of cost. Section 7.5 analyzes the effects of lookups that require
significant CPU power.
Both a central-index search engine architecture as well as a completely decentralized approach as
implemented by Gnutella (see e.g. http://www.clip2.com/gnutella.html or http://www.tch.
org/gnutella.html) can be described with this model. The centralized approach is described with
a single searchable node and no traders, with the searchable node keeping the forward knowledge of
all sources to be searched with the system. The completely decentralized approach is modelled from
1This assumption is currently not fulfilled by standard Web server technology. However, an implementation
would be simple, as shown in [Uhl01].
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Table 7.1: Model parameters
name unit description
S(t) number of children of trader t. Instead of t the hierarchy level j may also be used as
parameter in case all traders at the same level have the same S(t). The level of a node is its
distance to the root node. The root is at level 0, and the root’s children are at level 1.
q(t) sec time that trader t has after having received a query until it has to start sending back the
result for that query. Instead of t the hierarchy level j may also be used as a parameter in
case all traders at one level have the same q(t).
D(s) number of retrievable objects about which a searchable node s maintains forward knowledge.
If used without the argument s, then D identifies the average number of retrievable objects
per searchable node.
O(t) number of leaf tree nodes that have t as their direct or indirect parent
A(s) bytes bytes to transfer in order to update the forward knowledge for one retrievable object from a
searchable source s. Due to synergetic effects when the index for multiple retrievable objects
is concurrently updated, the average size per object will typically be lower than the size for
updating the index for only one. So, A(s) can be seen as upper bound.
C(s) sec average time between changes for each retrievable object of searchable source s regarding its
query response behavior (and thus its index representation). Measured as the time between
query-relevant changes. This means that every C(s)D(s) seconds on average there will occur a
query-relevant change in searchable s.
F sec−1 number of queries per time unit at a trader or searchable node
Q bytes size of a query object
R bytes size of a result object
Y (s) sec lack in currentness of the forward knowledge at searchable s; measured as the maximum
time between the first query-relevant change of the data on which the forward knowledge is
based since the last update of the forward knowledge and now (see Figure 7.9). According
to this definition, a searchable s’s forward knowledge is up to date if Y (s) = 0 (no relevant
change in the data since last update).
W bytessec bandwidth available between two network nodes. This assumes that all network nodes
have the same bandwidth at their disposal and that bandwidth is identical for sending and
receiving data.
L sec Latency between two network nodes. This assumes that the network latency is identical
along all network connections, and that is it identical for sending and receiving data.
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the client’s perspective as one trader with a very large set of child nodes, each being searchable.
Both solutions, the centralized as well as the highly distributed, have their well-known draw-
backs and bottlenecks. The model presented will help to better understand the range between
these two extreme models and quantify their query-response-time behavior and their bandwidth
requirements.
The described model is formalized by defining a set of parameters that capture the essential
characteristics of a particular instance of the model. Table 7.1 shows the parameter definitions.
Figure 7.1 shows a simplified sample instance of the model, omitting some parameters such as
the query frequency, bandwidth or currentness of forward knowledge.
7.3 Computing the Tree Shape
Based on the model defined in the previous section, these definitions will now be used to compute
the shape of the tree of traders and searchables that maximizes the number of reachable searchables,
based on the bandwidth B, the size of the query and response objects Q and R, the query frequency
F and the time q(tr) that the user allows the root trader tr to consume to answer the query. The
tree shape is defined by the function S(t) which indicates the number of children for a tree node t.
The two fundamental ideas in solving S(t) based on the input parameters W , Q, R, F and
q(tr) are that
• there is a direct connection between q(t) and S(t) given the input parameters. This connection
is defined by the time it takes node t to forward the query of size Q to S(t) child nodes and
receive the results from the same number of children.
• the time q(ti) that one of t’s child nodes ti has to answer a query follows from the number
of t’s children S(t).
Given this, S(ti) for t’s child nodes ti can be defined in terms of S(t), which leads to a recurrence
relation for S. Assuming that the size of the result objects approximately equals the size of the
query objects (R ≈ Q), it will be shown that this recurrence is also independent of the child index
i and can then be solved with the given input parameters.
It will then be proven that S(t) yields identical values for all t at the same tree level, given the
assumption R ≈ Q, and that S(j) with j identifying the tree level is a monotonically decreasing
function in j with a negative limit. This implies that the tree has a finite depth, as there is a level
jmax at which the tree nodes have no children. Intuitively, this is the level at which the tree nodes
are not given enough time to forward the query to any other tree nodes.
Finally, this section will consider how high query frequencies F lead to bottlenecks at the top
of the tree, how they affect the tree shape and how these bottlenecks can be eliminated.
Computing S(t)
If S(t) is the number of children of trader t, then the child at position 1 ≤ i ≤ S(t) has time
q(ti) = (S(t)− i)
Q
W
+ (i− 1) R
W
− 2L (7.1)
between having received the query and sending out the result (see also Figure 7.2). This is the
time trader t has to spend to send the queries to all remaining children and receive the results from
all previous children, minus the network latency for the sending and the receiving direction (2L).
The dynamics of the model as described in section 7.2 immediately imply that the runtime of
a query at node t is2
q(t) = S(t)Q+R
W
(7.2)
2Note that the number of children that is represented by S(t) is an integer value. In actuality, the equation would
have to be formulated as an approximation, and the number of children results from applying the floor-function to
S(t).
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Figure 7.2: Relations between q(t), q(ti), S(t), bandwidth W , query size Q, response size R and
latency L. The first half of the processing time is spent forwarding the query, the second half is
spent receiving the responses.
with S(t) being the number of children that node t has to forward the query to. This provides the
mapping between S(t) and its query execution time q(t).
Let t be any trader node, and let t1, . . . , tS(t) be t’s children. Applying (7.2) for ti and solving
for S(ti) yields S(ti) = q(ti) WQ+R . Expanding q(ti) according to (7.1) results in
S(ti) =
(
(S(t)− i) Q
W
+ (i− 1) R
W
− 2L
)
W
Q+R
. (7.3)
The dependency on i, the position of the child in the list of children of node t, can be eliminated
by assuming R ≈ Q. This is important because it will make it possible to solve the resulting recur-
rence relation. The assumption is realistic for many common situations such as queries consisting
of a set of keywords and results containing a URL. With this assumption, (7.3) can be simplified
into the recurrence relation
S(ti) =
(
(S(t)− 1) Q
W
− 2L
)
W
2Q
. (7.4)
Thus, setting a value for S(tr) for the root node tr of the trader tree will transitively define
the values for all other S(ti), where the resulting tree will have identical numbers of children for
all nodes at the same tree level.
Let S(j) identify the number of children of each node at level j, q(j) the time a trader at level
j has to answer a query. In other words, if a ti is at level j, then S(ti) = S(j).
S(j) can now recursively be computed based on the recurrence relation (7.4):
S(j + 1) =
(
(S(j)− 1) Q
W
− 2L
)
W
2Q
=
1
2
S(j)− 1
2
− LW
Q
.
This recurrence is solved by the function
S(j) := 2−jS(tr)− 2
(
1
2
+
LW
Q
)
(1− 2−j). (7.5)
This function has to be seeded with S(tr), identifying the number of children the root trader
has, which is determined by the maximum query execution time the root trader accepts according
to (7.2), and the rest will follow.
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Computing the Tree’s Depth
In this section, the condition for a node that cannot have any children due to lack of time to
forward queries will be formalized. This condition will be expressed as a threshold value for S(j).
Then it will be proven that S(j), and with it q(j), are monotonically decreasing in j, both with a
negative limit. This implies that for a positive number of children S(tr) for the root node tr there
must be a first level jmax at which traders are not given enough time to forward the query to any
children and thus have to be searchables with no children instead of traders. The level jmax will be
computed based on the input parameters W (bandwidth), L (latency), Q (query size) and S(tr),
the number of children the root node tr has.
Once the tree depth can be computed, this result can be used to compute the total number
of leaf nodes the tree has and the total number of network messages the execution of one query
causes.
A trader t at level j cannot have any children if the time it has to answer the query (q(j))
does not permit forwarding the query to another node and receiving a result, including network
latencies for the sending and the receiving direction. Formally, this can be put as
q(j) <
2Q
W
+ 2L (7.6)
where the assumption R ≈ Q is made once again. Rewriting (7.2) under this assumption, and
replacing the node t by its level j results in
q(j) = S(j)2Q
W
(7.7)
Substituting q(j) in (7.6) by that of (7.7) expresses this constraint in terms of S(j), the number
of t’s children:
S(j)2Q
W
< 2Q
W
+ 2L (7.8)
Substituting S(j) using (7.4) yields
(S(j − 1)− 1) Q
W
− 2L < 2Q
W
+ 2L
which can be solved for S(j − 1):
S(j − 1) < 3 +
4LW
Q
. (7.9)
When this condition is met, then the trader at level j cannot forward queries to any children,
implying S(j) = 0 and defining j as the level of the leaves.
L, W and Q can assume only positive values. With this, S(j) is monotonically decreasing in j
for all S(j) ≥ 0, as can be shown starting with (7.4):
S(j) =
(
(S(j − 1)− 1) Q
W
− 2L
)
W
2Q
=
S(j − 1)− 1
2
− WL
Q
=
1
2
S(j − 1)
︸ ︷︷ ︸
<S(j−1)
−
(
1
2
+
WL
Q
)
︸ ︷︷ ︸
>0
< S(j − 1)
Therefore, as q(j) from (7.2) is monotonous in S(j), q(j) is also monotonically decreasing in j.
Furthermore, S(j) converges:
lim
j→∞
S(j) = −1− 2LW
Q
. (7.10)
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And so does q(j), the time a trader at level j has for computing its result. According to (7.1)
(again assuming R ≈ Q):
q(j) = (S(j − 1)− 1) Q
W
− 2L (7.11)
and thus together with (7.10):
lim
j→∞
q(j) =
(
−2− 2LW
Q
)
Q
W
− 2L. (7.12)
As L, W and Q can assume only positive values, this results in a negative limit for S(j) and for
q(j).
Due to the monotony of q(j), there is an index jmax so that for all 0 ≤ j < jmax : q(j) ≥ 2QW +2L
and for all j ≥ jmax : q(j) < 2QW + 2L. As defined by (7.6), this jmax is the level of the leaves.
jmax can be computed from (7.5), (7.11) and (7.6) as follows. The inequality (7.6) defines a
threshold. In order to find a jmax for exactly this threshold, the two sides of the inequality are
compared in an equation here. From (7.11) and (7.6):
q(jmax) = (S(jmax − 1)− 1)
Q
W
− 2L = 2Q
W
+ 2L.
Substituting S(jmax − 1) according to (7.5) yields
2−jmax+1
(
S(tr) + 2
(
1
2
+
LW
Q
))
Q
W
= 6L+ 4Q
W
.
Solving for jmax brings
jmax = 1− log2
6LW + 4Q
QS(tr) +Q+ 2LW
.
As jmax can only assume integer values, the solution has to be “ceiled” as follows, identifying the
first level that cannot forward to any children and thus contains the leaf nodes of the tree:
jmax =
⌈
1− log2
6LW + 4Q
QS(tr) +Q+ 2LW
⌉
. (7.13)
The solid lines in Figure 7.4 show a graph of S(j) using the constraint that S(j) = 0 for j ≥ jmax.
Given the solution for jmax, the “cutoff point” for the product O(tr) =
∏
j S(j), indicating the
total number of leaf nodes included in the search by the root trader tr, is known. The product can
now be designated as
O(tr) =
jmax−1∏
j=0
S(j). (7.14)
Note for the upper index jmax−1: Traders at level jmax do not have any children, thus an S(j) < 1
and may therefore not be included in the product. Figure 7.3 shows the results of using the solution
for jmax from (7.13) in (7.14).
The number of messages sent through the tree for a single request is S(tr) + S(tr)S(1) + . . .+∏jmax−1
j S(j) =
∑jmax−1
i=0
∏i
j=0 S(j) = S(tr)(1 + S(1)(1 + S(2) . . . (1 + S(jmax − 1)) . . .)) which
at the same time is the overhead as compared to the solution with S(tr) = O, jmax = 0 that
minimizes the total number of messages sent per query (the centralized model). This can be seen
as the investment into an increased value by either increasing the number of reachable objects or
by increasing the currentness of results or both.
7.4 Considering Query Frequency F
So far, it has been assumed that a trader t can spend all its “network time” working on one
query and consume as much as the given maximum query execution time q(t) in determining the
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Figure 7.3: Number of searchable objects O(tr) to which a query can be forwarded given the
maximum execution time q(tr) for the query. Assumed values: L = 100ms, Q = 2000bytes,
W = 100, 000bytes/s
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Figure 7.4: Traders’ number of children with and without the additional constraint q(j) ≤ 1F .
Other assumed values: L = 100ms, Q = 2000bytes, F = 1/s, maximum query execution time
allowed 5s. The dotted line indicates the tree depth.
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corresponding search results. But this is not a very realistic assumption. If the time between
queries 1F is exceeded by the maximum query execution time q(t), then the next query has already
arrived before all subresults required for answering the previous query have been collected. But as
it was assumed so far that answering a query consumes all available network bandwidth, queries
would have to get queued with the queue growing infinitely.
Therefore, an additional constraint has to be introduced. Each trader must not use more
network time to answer a query than the average time between arriving queries. Let n(t) identify
the network time that node t uses to answer a query. This is the time the network connection is
used to forward the query to the S(t) children and receive the same number of responses. In the
model as discussed so far the equation n(t) = q(t) applied. The value for n(t) computes as:
n(t) := S(t)Q+R
W
(7.15)
Using this definition, the constraint can be formalized as n(t) ≤ 1F , or reformulated as a constraint
on S(t):
S(t) ≤ W
F (Q+R)
.
Note that n(t) ≤ q(t), and that a trader can interleave the processing of several queries in order
to make optimal use of the available bandwidth.
How does this affect the shape of the trader tree? Based on the model described in section 7.2,
two cases have to be distinguished at each trader:
• The trader is at a level j where, by definition of the function q(j) from (7.11), there is less
time than 1F to answer a query. This case is not critical and is handled correctly by the
previous calculations.
• The previous function definitions for q(j) from (7.11) allow the trader to take longer than 1F
to answer an incoming query. This case violates the additional constraint, and S(t) has to
be restricted to WF (Q+R) .
It has been proven that q(j), the time available for a trader at level j, decreases monotonically for
increasing j. Given this, there is a first level jF from which on q(j) ≤ 1F with j ≥ jF and q(j) >
1
F
for j < jF . Trader nodes above this level have to constrain the number of children in such a way
that the maximum network time n(t) for forwarding the query and receiving the results from these
children is 1F :
S(j) = W
F (Q+R)
for 0 ≤ j < jF (7.16)
Note that the absolute time q(j) these nodes have to answer the query is not affected by these
considerations, and neither is the recursive original solution for S(j) from (7.5). After forwarding a
query to the children, the traders at these nodes will use the network to handle the next incoming
query and forward that to the children instead of immediately starting to collect the results from
the previous query. All children will be given the same time to respond as if the query frequency
hadn’t been considered which is possible because it doesn’t cause network traffic for the waiting
trader.
All nodes below and including level jF can exploit all of the available absolute time for network
operations related to forwarding the query to children and receiving the corresponding results.
Thus, the function S(j) as defined by (7.5) applies to these nodes.
The level number jF can be computed using a similar approach as in the case of jmax above,
again assuming R ≈ Q. However, only instead of searching for the j that allows q(j) to become
2Q
W + 2L, this time the jF is searched that allows q(j) to assume a value less than
1
F :
q(jF ) = (S(jF − 1)− 1)
Q
W
− 2L = 1
F
.
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Figure 7.5: Number of reachable searchable objects (leaves in the trader tree) with and without
the additional constraint q(j) ≤ 1F . Other assumed values: L = 100ms, Q = 2000bytes, F = 10/s.
Performing the same substitution as for jmax above yields:
2−jF+1
(
S(tr) + 2
(
1
2
+
LW
Q
))
Q
W
=
1
F
+ 4L+ 2Q
W
.
Solving for jF yields
jF = 1− log2
W
F + 4LW + 2Q
QS(tr) +Q+ 2LW
. (7.17)
The reformulated S(j) definition considering this case distinction can be presented this way:
S(j) =
{
j < jF : WF (Q+R)
j ≥ jF : 2−jS(tr)−
(
1 + 2LWQ
)
(1− 2−j)
(7.18)
where the value for jF can be substituted according to (7.17). Figure 7.4 shows the difference
between (7.18) and (7.5).As expected, only levels with smaller index (closer to the root) are affected,
in this example levels 0 and 1. Section 7.4 will outline how a replication strategy for trader nodes
close to the tree root can improve this situation. Figure 7.5 illustrates the impact on the total
number of reachable leaves in the trader tree. It can be seen that ignoring the query frequency
constraint would lead to an error of several orders of magnitude regarding the number of objects
to which a query can be forwarded with a given query execution time.
Introducing Load Balancing and Bandwidth Increase
When a trader node has to constrain the time it uses the network for answering a query to less
than the time it has until it has to send out a result for the query (q(t) < 1F ) then there are two
typical approaches to solving this “bottleneck” problem:
• The trader’s network connection can be equipped with more bandwidth. This may be costly,
though, and prices for additional bandwidth may increase progressively.
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Figure 7.6: Number of reachable searchable objects (leaves in the trader tree) with the additional
constraint q(j) ≤ 1F and plotted over the available bandwidth and the query frequency (in queries
per second). Other assumed values: L = 100ms, Q = 2000bytes, F = 10/s.
• The trader may be split (replicated) into two or more with the tree connections being taken
over by the replicas. Parent nodes will forward a query to one of the replicas using a round-
robin schedule. In this case, the traders resulting from the split may be located at completely
separate and remote parts of the underlying network, so that affording the additional band-
width does not suffer from the progressive pricing for bandwidth when requested for a single
network location.
Depending mainly on the network latency there are differences between the two approaches outlined
in terms of the additional bandwidth required. Assuming that the traders at level j have the
following “query overload” x:
q(j) = x 1
F
with x > 1.
Substituting q(j) from (7.11):
(S(j − 1)− 1) Q
W
− 2L = x
F
. (7.19)
If the traders at level j are overloaded by a factor x, by which factor b does their bandwidth
W have to be increased in order to again allow full use of the available time q(j) for network
operations? The constraint then transforms into
(S(j − 1)− 1) Q
bW
− 2L = 1
F
.
Multiplying both sides by x yields:
(
(S(j − 1)− 1) Q
bW
− 2L
)
x = x
F
.
Together with (7.19), this can be transformed into
b = x+ 2L(
<0︷ ︸︸ ︷
x− x2)
(S(j − 1)− 1)︸ ︷︷ ︸
>0
Q
W + 2L (x− 1)︸ ︷︷ ︸
>0
. (7.20)
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If L = 0, then (7.20) degenerates to b = x. In addition, because of x > 1 and thus x2 > x and
2Lx > 2L, and also S(j − 1) ≥ 1 for all j < jmax we have b < x for L > 0 because the fraction on
the right-hand side of (7.20) is always negative.
Thus, in order to solve the problem of an x-fold overload of a trader node, less than the x-fold
bandwidth has to be invested if the trader is left in place and not split into multiple nodes.
On the other hand, if the trader is split into x separate nodes, each of them requires bandwidth
W , leading to a total bandwidth requirement of xW . If an overload condition of a trader node is
to be solved, then the pricing structure for bandwidth will determine whether it is more efficient
to split the trader or to afford additional local bandwidth.
7.5 Lookups Requiring Significant Computing Time
The model as defined so far has assumed that the lookups performed in the leaf nodes take no
measurable computing time. This allows a trader node to forward a query in any case where there
is enough time to forward the query and receive the result.
If a leaf node requires time P to compute the result set for a query, then this time affects
whether or not a node can act as a trader, forwarding the queries to child nodes. Formally, this
leads to a modification of equation (7.6), already under the assumption that R ≈ Q:
q(j) < 2Q
W
+ 2L+ P (7.21)
If q(j) satisfies this inequality, the nodes at level j do not have enough time to forward the query,
have the child node compute the results, and receive the set of results. With this, the tree depth
has to consider the P parameter, using (7.11) and (7.21) as follows:
q(jmax) = (S(jmax − 1)− 1)
Q
W
− 2L = 2Q
W
+ 2L+ P.
Solved for S(jmax − 1):
S(jmax − 1) = 3 +
4LW
Q
+
PW
Q
Substituting S(jmax − 1) according to (7.5) yields
2−jmax+1S(tr)− 2
(
1
2
+
LW
Q
)(
1− 2−jmax+1
)
= 3 +
4LW
Q
+
PW
Q
⇔ 2−jmax+1
(
S(tr) + 1 +
2LW
Q
)
− 1−
2LW
Q = 3 +
4LW
Q +
PW
Q
⇔ 2−jmax+1
(
S(tr) + 1 +
2LW
Q
)
= 4 +
6LW
Q
+
PW
Q
⇔ 2−jmax+1 = 6LW + 4Q+ PW
QS(tr) +Q+ 2LW
Solving for jmax brings
jmax = 1− log2
6LW + 4Q+ PW
QS(tr) +Q+ 2LW
.
As jmax can only assume integer values, the solution has to be “ceiled” as follows, identifying the
first level that cannot forward to any children and thus contains the leaf nodes of the tree:
jmax =
⌈
1− log2
6LW + 4Q+ PW
QS(tr) +Q+ 2LW
⌉
. (7.22)
This result can be used in the same way as (7.13) to determine the total number of reachable
objects, given a significant required processing time in the leaf nodes. Figure 7.7 suggests that for
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Figure 7.7: Effect of varying leaf node computing time P on tree depth. Other assumed values:
L = 100ms, Q = 2000bytes, W = 100000bytes/s.
model parameters that simulate a typical Internet scenario, processing times even up to 100ms do
not substantially alter the shape of the tree depth distribution graph. Greater delays in computing
a result cause the number of possible levels to decrease.
Correspondingly, as shown in figure 7.8, for the total number of reachable searchables the effect
of P does not show until P reaches approximately 400ms. If P grows beyond this value, the total
number of reachable objects starts to decrease stepwise. The graph in the figure corresponds with
that shown by the solid line in figure 7.3, showing as additional dimension the leaf node computing
time P , and using the modified equation for jmax (7.22).
7.6 Updating Forward Knowledge
So far, only the communication model down to the leaves has been discussed. This section will
discuss the bandwidth consumption and its implications on maintaining forward knowledge such as
inverse keyword indices. It will be shown how the required bandwidth for maintaining a searchable
s’s forward knowledge depends on the permissible lack-of-currentness measure Y (s), the change
frequency C(s) of the underlying data, the size A(s) of a message for updating the forward knowl-
edge for a single changed retrievable object as well as the total number of retrievable objects D(s)
covered by searchable s (recall table 7.1 for the employed notation).
The higher initial price for bandwidth can be amortized in terms of the query frequency F and
can be compared with the cost of bandwidth required for forwarding a query. This allows for the
quantification of the tradeoff between maintaining forward knowledge and forwarding queries to
the source.
For reasons of simplicity, it is assumed that a query can be answered based on the forward
knowledge, without having to communicate with the source on which the forward knowledge is
based. Future extensions to this model may also consider forward knowledge types that cannot
fully answer a query but may help in making favorable query routing decisions which also have a
significant positive impact on bandwidth consumption.
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Figure 7.8: Effect of varying leaf node computing time P on number of reachable searchables.
Other assumed values: L = 100ms, Q = 2000bytes, W = 100000bytes/s.
Updates for a forward knowledge instance have to be transmitted from the source to the trader
tree leaf s where the forward knowledge is maintained. This has to be done every
γ := Y (s) + C(s)− (Y (s) mod C(s))
D(s)
seconds on average in order to keep the index as up to date as requested (see also Figure 7.9). In
this context, a mod b is short for a− b
⌊a
b
⌋
.
For reasons of simplicity it is assumed that updates are transmitted for each changed object.
The average size of such an update is A(s). This results in an index update bandwidth of
A(s)
γ
. (7.23)
If a node answers incoming queries based on the forward knowledge it maintains, it uses a band-
width of 2FQ to receive queries and return results, and no bandwidth to forward queries to
children. Therefore, from its total bandwidth W there is W − 2FQ remaining that can be used
for maintaining the forward knowledge:
A(s)
γ
=W − 2FQ (7.24)
Together with (7.23) and by expanding γ, the number of objectsD(s) on which a node can maintain
forward knowledge can be computed as
D(s) = (W − 2FQ)(Y (s) + C(s) − (Y (s) mod C(s)))
A(s)
. (7.25)
This result can be used to compute the total number of objects—including those for which the
query is answered from forward knowledge—that can be reached by a query. This number can be
computed as
∑
s OD(s) with D(s) taken from (7.25), and O taken from (7.14).
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Figure 7.9: Index update frequency is based on the permissible lack in currentness Y (s) and time
between changes C(s). The parameter s has been omitted in the figure for reasons of brevity.
When the bandwidth for updating the forward knowledge exceeds 2FQ, then it would be
more bandwidth-efficient to forward queries to the source instead of constructing and maintaining
remote forward knowledge about the source. However, there will be a tradeoff in terms of the
query execution time which will increase when the query has to be forwarded to the source.
Solving for F yields the query frequency threshold below which forwarding the query saves
bandwidth as compared to maintaining forward knowledge for the source:
F < A(s)D(s)
2Q(Y (s) + C(s)− (Y (s) mod C(s)))
=
A(s)
2Qγ
. (7.26)
Two general observations are confirmed and formalized by the above relation. First, using for-
ward knowledge no longer saves bandwidth if the number of objects of the source to be represented
in the forward knowledge increases beyond a certain level, as the right hand side of the relation
increases with D(s). Second, the higher the query frequency, the greater the bandwidth savings.
7.7 Comparison with Central Index Approach
The model defined in section 7.2 covers the central index-based approach as it is implemented by
today’s typical Internet search engines. This approach is characterized in the model by a query
execution time of 0s and thus a root “trader” with no children. In this case, the root is actually a
searchable and not a trader.
In this case, the constant Y (s) describes the permissible lack in currentness of the search engine
contents, C(s) the average time between changes of a document indexed by the engine. F represents
the number of queries users send to the search engine. D(s) is the number of documents the search
engine has in its index. A(s) is the average size of a document as indexed by the engine, because
the whole document will have to be transferred in order to update the index appropriately.
Then the model provides the index update bandwidth under the assumption that the search
engine does not have to visit documents just to find out they have not been changed. This does
not reflect the way today’s search engines proceed (see also subsection 7.8) and thus will provide
a lower bound for the required bandwidth.
Figure 7.10 shows this extreme model on the far left where the allowed maximum query exe-
cution time is 0. The number of objects to be reached (O(tr)D)) remains constant at 1010 in this
plot. It can be shown that as soon as a second level is permitted by increasing the query execution
time to approximately 14s, the bandwidth required at each node decreases by about two orders
of magnitude and approximately remains at this level even if the query execution time allowed is
further increased.
This means that if the local bandwidth at the search engine is the limiting factor for its
currentness and coverage, then adding one or more levels and using the distributed tree model
from section 7.2 can solve this bottleneck condition.
This poses another question: If the bandwidth over all nodes participating in answering a
query is accumulated, then how much accumulated bandwidth does a query consume per object
reached? In other words, if bandwidth is associated with cost and the number of reachable objects
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Figure 7.10: Required bandwidth per node for reaching 1010 objects with a maximum lack in
currentness of one hour. Other assumed values: L = 100ms, C = 10days, A = 10000bytes,
Q = 2000bytes.
with value, then how is an instance of the model to be customized in order to obtain an optimized
cost/value ratio.
Figure 7.11 shows this cost per object reached by the search (O(tr)D retrievable objects).
The graph clearly suggests a modest (less than 1%) increase for the transition from just a single
level (centralized model) to two levels taking place approximately at a query execution time of .4s.
Given the assumptions on which the results are based, this increase can be considered insignificant.
Using three levels causes a slightly greater increase in required bandwidth of about 2.5% per object
reached, which is still not substantial given the assumptions made. Any further increase in the
number of reachable objects does not significantly increase the bandwidth used per object, either.
Figure 7.5 shows that the number of objects that can be reached by a centralized model (in the
figure indicated by query execution time < 1) is smaller by several orders of magnitude compared
to the number of objects that can be reached by a distributed model. However, the distributed
model implies longer query execution times than the centralized approach. This holds true even if
the bandwidth for the central approach is increased beyond the limits of today’s typical high-speed
Internet backbones.
7.8 Polling vs. Updates on Change
A standard Internet search engine s does not know whether a document it has indexed has changed
unless it reloads the document. Thus, in order to keep its index within the required maximum lack
in currentness time Y (s) the engine has to reload all documents it has indexed after the time Y (s)
has passed since the last update.
For reasons of simplicity, the conservative assumption is made that the amount of data involved
in smart-updating an index for a document approximately equals the size of this document. Ac-
cording to table 7.1, this amount is termed A(s). Let D(s) be the number of documents the engine
has indexed.
Then the bandwidth required for keeping a polled index within the lack-in-currentness interval
Y (s) is A(s)D(s)Y (s) .
When an index is updated only when a document has really changed (such a change is assumed
to occur every C(s) seconds on average), according to (7.23) the required bandwidth is reduced to
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Figure 7.11: Required bandwidth per each of the O(tr)D objects reached; assumed values: Y =
100hours, C = 10days, A = 10000bytes, Q = 2000bytes, F = 10s .
A(s)D(s)
Y (s)+C(s)−(Y (s) mod C(s)) . For small values for C(s)—meaning high change rates—the bandwidth
approximates the requirements for polled indices. But as C(s) increases, particularly beyond the
value of Y (s), the required bandwidth is asymptotically inversely dominated by C(s).
In other words, if the average time between changes of a single document C(s) is less than the
allowed lack in currentness Y (s), then bandwidth can be saved if the index is updated only when
the documents have really changed. The savings can be quantified as
D(s)A(s)
Y (s)
− A(s)D(s)
Y (s) + C(s)− (Y (s) mod C(s))
.
which, for C(s) > Y (s) can be simplified to
A(s)D(s)C(s) − Y (s)
C(s)Y (s)
.
Figure 7.12 provides an overview of the impact of the savings (or, respectively, the waste). In
typical Internet scenarios (e.g. C(s) ≈ 100days, Y (s) ≈ 50days) a search engine that tries to index
1010 objects wastes bandwidth to the amount of 105 to 106 bytes per second on an ongoing basis.
7.9 Automatic Trader Graph Reconfiguration
The bandwidth model and the results derived from it can now be used for the automatical config-
uration of a network of traders. Each trader knows its cost for bandwidth and can measure the
frequency of queries, F , it receives per time unit. It can dynamically probe the bandwidth of each
connection to its associated searchables, and the change rate of each of the indexable searchables.
Furthermore, it can determine the average query execution time for each of these searchables.
According to the principles and algorithms on which equation (7.18) is based (forwarding queries
to searchables / subtrees and collecting the results), the trader can then start to optimize itself
according to its preferences in terms of query execution time, bandwidth cost and result currentness.
The more current the results have to be, the more bandwidth is required, potentially increasing the
cost. Cost or the sheer amount of bandwidth required may be prohibitive, such that an index-based
approach has to be used instead of forwarding, at least for a subset of the trader’s searchables.
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Bandwidth waste by polling
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Figure 7.12: Bandwidth waste caused by polling the documents for maintaining the forward knowl-
edge as opposed to notification only upon a change. Assumed values: D = 1010 objects, L = 100ms,
A = 10000bytes, Q = 2000bytes. The variations in the lower right corner are due to the modulo
operation in the denominator of the plotted formula.
Depending on the searchables’ change rates, this will decrease the required bandwidth, as is shown
in equation (7.26).
These decisions can even be modified dynamically, depending on the current probing results.
For example, if the change rate for an individual searchable that the trader currently keeps an index
for significantly increases its change rate, then the trader can dynamically switch from indexing to
forwarding for this particular searchable.
In case the bandwidth distribution and query execution time of the trader’s searchables is
not as homogeneous regarding the bandwidth and query execution time as assumed in section
7.3, the trader may still optimize the order in which it forwards the queries. It can forward the
queries in a sequence allowing for the minimization of the execution time for each query, which
may lead to differing sequences of send and corresponding receive operations. Solutions to this
problem typically send queries to those searchables first whose expected query execution time is
the longest. The corresponding results are collected last, allowing for longer query execution times.
At a later point in time, the query is sent to the searchables with the shorter response times, and
the faster searchables may have responded while the slower searchables are still working on the
response.
If the bandwidth of a connection between the trader and a searchable changes, the trader
may have to react to the change by modifying the order in which it forwards the queries to the
searchables correspondingly.
The optimizations described can be implemented transparently by each Trader component.
The general Trader interface as described in section 3.2.4 is not affected by this. Users will benefig
from shorter query execution times and potentially reduced cost of service because a competitive
trader may perform the optimizations in a more efficient way than others do.
7.10 Summary
In this chapter, a model for bandwidth consumption of Internet search has been developed. It
assumes a hierarchical arrangement of nodes of which the leaf nodes contain the actual searchable
data. Various parameters are used to describe the network properties, data properties (change
rate), query processing time, user behavior (query frequency) and other requirements such as
the maximum query execution time and currentness of results. With this model, layouts for
the hierarchy of nodes can be computed that are optimal in terms of specific requirements and
constraints.
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The model has been instantiated with parameter sets as can be found today in typical Internet
setups, yielding reasonable results that may serve as a first “sanity check”. However, the model
also makes some assumptions, such as the symmetry of bandwidth and latency, equal distribution
of bandwidth across the hierarchy, the approximation of query and result object sizes and the
neglection of the processing time required to answer a query from forward knowledge. It remains
an area for further research how deviations from these assumptions will affect the validity of
the general results that can be derived from the model. For some cases the model will require
extensions, such as accounting for asymmetric query and response object sizes. In this case, the
recurrence relation for S cannot be solved easily anymore because the time a child has to answer a
query depends on its position in the list of children. Practical experiments have to be carried out
in order to analyze the effects of deviations from the assumptions the model makes.
Chapter 8
Conclusions
The goal addressed by this thesis has been to provide ways to improve the searchability of deep web
content. The lack thereof is caused by the general mismatch between the ways Internet applications
are designed and built, and the assumptions that search engines make about the searchable content.
Furthermore, the searchability suffers from centralized approaches that lack the scalability required
to handle a distributed information source as vast as the Internet.
An approach has been presented that can be used to improve the searchability of Internet
content, in particular that of the deep web. The solution presented consists of three elements:
• a model for a technical infrastructure for distributed search,
• an approach to creating new and adapting existing content to an implementation of this
infrastructure model, and
• the proof of scalability of the distributed approach.
Chapter 4 presented a model for a distributed infrastructure for Internet search. It combines and
abstracts best practices from several other approaches that can be found in related research on this
topic. The model accounts for the requirements of Internet search, including an easily extensible set
of query types, intelligent query routing and transformation, result ranking and merging, forward
knowledge (index) management, as well as query creation using different and varying user interface
technologies.
Chapter 5 showed different ways of creating content for the infrastructure presented in Chapter
4. Since the largest share of newly created online content is provided by dynamic applications
based on databases, as opposed to linked collections of static documents, ways have to be found
to integrate global searchability of the provided content and the processes used to create these
software systems. A model-driven approach such as the one presented can substantially facilitate
the development of such systems.
Two facts constitute the benefits of specifying a system’s searchability in models instead of
just expressing it in the final implementation. First, searchability can be expressed with less effort
in models than in an implementation and second, a model-based searchability specification can
be ported to a different combination of application and search architecture much easier than an
implementation. Both factors presuppose the availability of powerful and flexible MDA tools that
implement and thus automate the model transformations required for this approach.
Chapter 7 provided formal proof of the fact that a distributed approach is superior to a cen-
tralized approach in terms of scalability, bandwidth consumption, query execution time and result
currentness. For this purpose, a formal model was presented for the quantitative analysis of the
domain of search from a bandwidth perspective in distributed information sources. The model
assumes a potentially multi-rooted hierarchy of trader nodes with searchable information sources
at the leaves of the tree. The formalism provided applies to a broad range of constellations and
helps in finding the right number of subtraders in the trader tree and the maximum tree depth,
making the indexing vs. query forwarding decision, and computing the tradeoff between buying
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more bandwidth and splitting a trader. Furthermore, the overhead of using polling instead of using
a change-based notification mechanism was quantified. The model uses a multi-dimensional pa-
rameter space including the query frequency, query and result object sizes, network bandwidth and
latency, change rate of the searchable information and the required currentness of search results.
The model formally confirms that a centralized approach does not scale. Deeper distribution
hierarchies do not significantly increase the bandwidth required per covered object, but they allow
for object quantities that exceed the numbers of reachable objects with a centralized approach by
several orders of magnitude. The tradeoff is a slightly longer query execution time. It has to be
emphasized that the key result is the formalism, not necessarily some of the obvious statements
that can be obtained when the formalism is applied to a typical set of parameters.
8.1 Evaluation and Validation
8.1.1 Using MDA
The MDA approach to developing software is gaining increasing acceptance in the soft-
ware development community. In spite of the resistence of a number of highly source-
code focused developers, MDA tools are sold in growing numbers and many tool ven-
dors are moving into the MDA space. Software development organizations are beginning
to recognize the benefits of model-driven approaches. Several industrial case-studies on
large-scale projects successfully completed by a variety of users as well as OMG awards
for MDA applications bear witness to this development, e.g. ff-eCommerce (http://www.
omg.org/mda/mda_files/ffecommerce.htm), ABB Corporate Research (http://www.omg.org/
mda/mda_files/ABBmdasuccess.htm), Deutsche Bank Bauspar (http://www.io-software.com/
customers/Success_Stories/SuccessStory_DBBS.pdf), or Austrian National Railroads O¨BB
(http://www.io-software.com/customers/customers_oebb.jsp).
The model of the search infrastructure was used together with an MDA tool to generate a
corresponding Java implementation. This proved particularly useful in those areas where large
amounts of systematic code were generated for easy-to-create UML model elements. For example,
associations between classes that result in several access operations and code for synchronizing the
association ends can be modeled by drawing a single association line in a class diagram.
Due to the chosen modeling style, the implementations for modeled operations are not specified
in the model but are provided in protected areas in the generated code. This can be more efficient
than using UML sequence diagrams or Action Semantics introduced in UML version 1.4, where
for the latter no concrete syntax has been standardized as of yet, and therefore no tool support is
available. However, manually implementing operation bodies in a specific technology makes these
implementations harder to port to a different platform. Generally, a reimplementation of these
operation bodies will be required, e.g. when using the model to generate the infrastructure to a
.NET-based platform.
This issue is not inherent to the chosen approach, but is brought about by the lack of usable
tools for the UML Action Semantics. Once such tools are in place, the operation implementations
can reasonably be expressed in UML. The models that are enriched in this way can then be used
to generate the entire infrastructure implementation.
The modeling style that was used for the infrastructure model still contains a few dependencies
to the Java platform. This, in particular, includes the specification of object serializability which
is modeled by a realize-relation between a class and the Serializable interface, furthermore the
use of library types in classes and interfaces. While the modeling style provides portable modeling
constructs for primitive types, other types such as collections or I/O types are provided as platform-
specific classifiers in the UML model. Again, this is not a general problem of the approach, but
shows that the MDA tools at the time of this writing still have room for improvements, especially
when it comes to the portability of the modeling styles that they define.
Despite the limitations mentioned, the model represents a valuable asset because it may be
ported to other implementation technologies with less effort in the future. Even today, the ability
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to generate the implementation of most structural features from a single model for many different
platforms saves the effort to reimplement these manually.
8.1.2 Search Infrastructure
The infrastructure implementation that was generated from the model and manually refined was
successfully used to create an experimental search portal (http://www.NewWaveSearchables.
com/). After publishing the complete sources on SourceForge (http://www.sourceforge.net/
projects/search), incoming e-mails and feedback at conferences from major corporations and
government institutions indicated that the infrastructure implementation is actually used and con-
sidered to be highly useful.
Several query types were implemented and applied to numerous wrappers that were created for
different types of searchable Internet sources. This includes keyword- and phrase-queries, boolean
combinations of queries, as well as attribute-based queries, e.g. for library search services. The
combination of wrappers and query types was integrated with the NewWaveSearchables portal and
proved that the algorithms for query-capability-based routing and transformation work properly.
The concept of accessors for the creation of queries has been evaluated using an implementa-
tion for HTML-based frontends, such as web browsers. This worked well for text-based queries,
including boolean combinations thereof. So far, accessors for the creation of entirely different query
types, particularly such that have to deal with multi-media content, have not been investigated.
Frontend technologies other than HTML seem to be more appropriate for these purposes. This is
addressed by the infrastructure model and implementation but has not been tried in a prototype
yet.
So far, only the Java-based implementation has been derived from the model of the infrastruc-
ture. Therefore, no results are available for infrastructure implementations for other platforms,
such as .NET with its SOAP/XML- abd web-services-based communication layers. The reasons
why Java was preferred over other technologies for the prototype will then require attention. If,
for example, certain limitations of other technologies cannot be overcome, then this may result in
corresponding constraints in the implementation’s feature set.
8.1.3 Implementation of an Online-Store Prototype
Regardless the general industrial successes of MDA, the approach was validated by developing
an Internet application which was published online at http://www.NewWaveSearchables.com.
This application implements an online shop. By applying the extended J2EE modeling style, the
searchability of the application was modeled in UML. The model initially consists of components
for managing the store, its products and the product manufacturers. The model therefore consists
of three stereotyped UML classes and a single UML component that groups the three classes into
a deployable unit.
From the three classes the MDA model transformation responsible for the creation of the web
frontend derived 13 more UML classes, six of which are accessor classes with a UML activity
diagram and two attributes each, and seven of which are representers that model the viewing
properties for the instances of the three classes, separately for single instances and collections. From
these models, a total of approximately 27000 lines of Java and JSP source files were generated for
the web frontend, 1700 lines for the EJB components, and more than 2000 lines of XML files for EJB
deployment descriptors and build support. The resulting application runs on an EJB application
server which provides the persistence and transaction services, furthermore the infrastructure for
remote access to the deployed EJB components.
The model transformation mechanism for the particular J2EE application server product com-
bination (Weblogic with Toplink) was extended to the point that even the complete finder im-
plementations could be automatically generated by the model-to-code transformation. When the
resulting application starts, it registers itself with a trader provided by the web site hosting the
application. This way, it becomes searchable with standard query types such as KeywordQuery and
boolean combinations of these query types. Using this approach, it takes an experienced ArcStyler
user less than an hour to develop and deploy a simple, yet globally searchable Internet application.
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While a manual implementation of the same functionality was not done, it was estimated that
this would have taken the same person between two and four weeks. A significant share of this
increased effort is due to the complexities of the EJB technology. But this complexity also adds
to the effort required for the implementation of the search functionality, because it has to blend in
with the EJB architecture, use its constructs and adhere to its rules.
No experiments have been carried out regarding the maintenance of the application. However,
when extrapolating the creation effort it can be expected that many maintenance operations, in
particular such as adding structural features and new components, will be very easy because once
added to the model, their projection to the technology can take place entirely automatically.
This is a substantial improvement compared to traditional ways of developing Internet appli-
cations. The resulting application is globally searchable, which most existing Internet applications
are not. The searchability is specified in a model. Porting the model to other platforms takes
considerably less effort than porting the resulting source code. The portability of the modeling
style has been described in detail in section 6.7. Most of all, the effort involved in developing
the application including the search functionality could be reduced by several orders of magnitude
compared to traditional approaches. The complete J2EE code including remote and home inter-
faces, bean class, key class, association classes, deployment descriptors and persistence descriptors
are automatically generated from the model. Even the implementation and the integration for
the searchability was automatically derived after deciding for a particular runtime environment
(Weblogic / Toplink).
The extent to which the implementation of the search features can be generated depends on
the limitations of the target platform. The combination of the Weblogic application server with
the Toplink object-to-relational mapper has proven very powerful with regard to its support for
dynamic query execution. Toplink allows users to create combinations of queries, e.g. using boolean
operators, at runtime.
Other technologies, such as a standard EJB 2.0 application server, only provides the possiblity
to define a set of parameterized queries at deployment time. At runtime, only the parameter set
for the query can be specified, not the structure of the query itself. If this mechanism were to be
used, this would pose a number of difficulties for the implementation of the search adapters that
were introduced in section 6.1. A query that is received from the user and that does not fit the
structure of any of the queries specified at deployment time would have to be broken down into a
number of other queries. These queries each have to match the structure of one of the predefined
queries.
However, given that a model transformation may be customized for an individual application
server, it is also possible to include more knowledge about how the application server maps the
components to the underlying database. In the case of an EJB application server this knowledge
is contained in the so-called persistence manager. While such a redundancy requires additional
effort in creating and maintaining the model transformation, it allows the transformation to use
the underlying database technology for query execution instead of accepting the limitations that
the persistence manager dictates.
The model transformations and their implementations that have been used here have one
important drawback: They are specific to a single MDA tool. While they are based on the
UML standard, the way in which the annotations are expressed is already specific to the tool.
Furthermore, the transformation rules are specified in a tool-specific format. This issue has been
identified by the OMG in 2002, and a Request for Proposals has been initiated that asks for a
standard for specifying model transformations [Gro02]. By early 2003, eight distinct submissions
were filed, mostly by tool vendors. Once these vendors have agreed on a common standard, the
portability of model transformations can be expected to become a lot easier than it is today. Like
for other standards such as CORBA, interoperability and portability will furhter improve over
time.
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8.1.4 Scalability
The scalability of the solution that the infrastructure model presents was formally proven in Chap-
ter 7. Due to resource constraints, there was no possibility to create a distributed testbed enabling
the validation of the formal results on a larger scale.
8.2 Outlook and Future Work
The Internet, and in particular the problem of Internet search, has inspired an abundance of
research activities. The focus is starting to shift from the question of how an infrastructure for
Internet search must be crafted toward the question of how applications for these infrastructures
can be developed effectively and efficiently. The OMG’s Model-Driven Architecture (MDA) plays
an important role in this effort.
8.2.1 Search Infrastructure
Self-optimizing trader hierarchies deserve additional research. While Chapter 7 provides the overall
model for these considerations, practical experience has to be gained in this area. How do protocols
between traders have to work to enable the flexible and efficient reorganization of the trader tree’s
structure? Which information has to be passed on? How do these technical considerations fit in
with market constraints and cost? Also, the effects of deviations from the assumptions that the
model from Chapter 7 makes have to be researched experimentally. This may lead to extensions to
the existing model, e.g. for cases of asymmetric and inhomogeneous network infrastructurea, but
also in terms of processing time for query evaluation.
Other issues to be solved are in the area of the application architectures available today. For
example, the searchability support provided by the Enterprise Java Beans (EJB) 2.1 specification
does not provide any means for dynamically assembled queries. Instead, the queries have to be
specified in a deployment descriptor prior to deployment, and only simple query parameters such
as strings or numbers can be passed to the predefined queries. This causes substantial problems
if, e.g., any type of dynamic boolean combinations of queries is to be allowed. Developers of
application architecture frameworks such as EJB / J2EE should acknowledge this fact and respond
by increasing the flexibility of the query language provided (EJB-QL).
Until that happens, possible workarounds like the model-driven generation of server-specific
JDBC / SQL code have to be pursued. This approach would redundantly implement the behavior
of the application server’s persistence manager in the model transformation for the queries required
for the searchability implementation. As a reault, queries can be assembled dynamically at runtime
and can exploit the full flexibility of the database’s query engine. However, this will make the
creation and maintenance of the model transformation more difficult.
8.2.2 MDA-Related Issues: Modeling Styles and Model Transforma-
tions
The OMG is currently working on standards for model transformation specifications and imple-
mentations [Gro02]. Together with standardization efforts in the area of metamodels this will
lead to reusable chains of metamodels and the corresponding transformations between them. The
metamodel presented in Chapter 5 will have to be refined with regard to these processes. It will,
among other things, have to account for aspects such as role-based security (RBAC, role-based
access control), specifying which roles are authorized to perform which queries on a system.
After a concrete syntax for UML Action Semantics has been standardized, the model of the
search infrastructure presented in Chapter 4 can be enriched by behavioral aspects. Before that,
providing specifications in UML Action Semantics is very cumbersome, as the only complete “lan-
guage” available is XMI. The resulting behavioral specifications would be hard to read and under-
stand.
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Semantic information about query types may turn out to be useful in automatically deriving the
implementation of the modeled finders. The investigation of other possible searchability modeling
styles may lead to “searchability semantic primitives” that can be used in describing the desired
functionality of finders in the model instead of having to implement them using a technology-
specific and non-portable query language.
When the findings on different searchability modeling styles mature, standardization bodies
such as the Object Management Group (OMG) or the Java Community Process (JCP) can create
commonly used metamodels, extensions to existing metamodels, and corresponding UML profiles
allowing for specifications of system searchability that are reusable across tools and technologies.
This has to go together with the standardization of the corresponding model transformations that
map models expressed in the standardized metamodels to standardized platforms. This includes
the mapping of behavioral constructs provided in UML Action Semantics.
8.2.3 Improving Support for Mapping from CRC to UML
Section 6.6 described a transformation algorithm that maps annotated CRC cards to UML models
with a first draft of a corresponding searchability specification. This includes the specification of
finders on the components that are to be made searchable, as well as corresponding finder calls,
together with the parameters required for these calls. Future research will have to find automatic
methods to connect the attributes of the supported query types with the finder call model elements
generated this way. Additional semantic information about the query types may be required, but
using the types of the query type attributes and match them with the finder parameter types may
serve as a reasonable starting point.
8.2.4 Bandwidth Model
The model developed in Chapter 7 makes several assumptions about the underlying network in-
frastructure. These include symmetry and homogeneity of bandwidth and latency distributions
and the assumption that the size of query objects approximate the size of result objects. Further
research has to be performed in order to find out how deviations from these assumptions will affect
the overall validity of the observations derived from the model.
Experiments that validate the model should be conducted. The testbed could either be a real
network of computers, or may be simulated by a program. The latter approach has the advantage
of scaling up to very large virtual network sizes that could hardly be implemented in real hardware.
Such a validation should include the analysis of statistical deviations from the modeled parameters,
such as unexpected network latency, e.g. due to dropped data packets, changing query and result
object sizes, changing query frequencies and varying change rates in the searchable data.
The presented model makes it possible to set up a cost model for Internet search, shaping the
“economy of search” in the Internet. On the basis of user and trader preferences, a total cost or
value figure can be correlated with a single query. Eventually, this will help to decide whether a
search service can be offered for free or whether the service provider needs to charge the user and
it assists in defining search architectures that meet a given business and cost model.
8.2.5 Improving the Integration of Existing Sources
The work of Hirokawa and Raghavan / Hector Garcia-Molina [HWKT01, RGM01] on the au-
tomatic creation of search wrappers for existing HTML sources should be incorporated into the
NewWaveSearchables framework. This will enable the automatic discovery and wrapping of search-
able sources in the deep web as Searchables. This provides a smooth transition path from the
current state of the hard-to-search deep web to a rich and powerful source of efficiently searchable
information.
A powerful approach for integrating existing content can foster the adoption of the infrastruc-
ture technology and thus create a pull on the Internet application providers’ side. Combined with
easy-to-use and powerful MDA tools with standardized modeling styles that support searchability,
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together with the corresponding model transformations, this can lead to an effective pervasion of
the Internet with a new technology for making the deep web searchable.
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Glossary
annotations In addition to the source models, a mapping technique may be provided with further
input. These additional input data are called annotations and are separate from the source
models.
class refers to the metadata of objects. The objects are called instance of a class. Classes de-
scribe attributes, operations, associations and specialization relations that all their instances
exhibit.
component means a set of—typically reusable—functionality with a well-defined interface that
may participate in a set of horizontal services or aspects such as persistence, transactions,
distribution or exception handling. A single class is the most trivial case of a component.
An Enterprise Java Bean (EJB) is another example of a component that participates in the
services offered by an EJB application server.
crawling Crawling means to transitively follow hyperlinks typically found in HTML documents,
starting from an initial document set.
bandwidth is used to describe the speed at which a network connection can transmit data.
Bandwidth can, e.g., be measured in bytes per second and may vary for the two different
directions in which a network link can be used.
deep web identifies that content of the world-wide web (WWW) that is not a part of the surface
web. It comprises either weakly linked parts of the web that have a URL assigned but are not
referenced from anywhere within the surface web, or that can be reached only by submitting
an HTML form or by fulfilling an HTTP authentication request.
forward knowledge is used to describe data that can be transmitted over a network and can be
stored, and that helps in evaluating queries. In particular, forward knowledge may be used
to make intelligent query routing decisions, or to answer a query locally, without having to
forward it somewhere else.
index is a special form of forward knowledge. An index enables fast lookup operations, often
implemented using a hashing algorithm. Inverse keyword indices, as used in text-based
search engines, are a typical example.
Internet application In the most general sense of the term, an Internet application can be seen
as any kind of computer application that uses the Internet and its services to serve its purpose
and accomplish its goals.
latency between two network nodes is the time that passes between the start of sending a message
and the start of receiving that message. This definition resembles the one used in the LogP-
model [CKP+92]. Latency is independent of message length.
logical network topology , as opposed to a physical network topology, means the logical com-
munication paths between nodes in a network of systems handling or forwarding queries. A
logical communication path may use very different physical connections.
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mapping technique / model transformation Amapping technique can transform one or more
models expressed in one or more metamodels1 into another model that is expressed in another
metamodel. This transformation may change the level of abstraction at which the system is
described by the model. A mapping techniques is also called a model transformation. The
terms are used synonymously.
metamodel defines the structure, behavior and semantics of a set of models. These models are
instances of the metamodel. For example, UML models are instances of the UML metamodel.
model represents one or more entities of an existing domain [Sta73, CE00]. A model will typically
abstract from details of the domain that are not required for the purpose the model is used
for. Models are isomorphically linked to their domain, in such a way that a certain behavior
or property of the model can be mapped to a corresponding behavior or property of the
modeled domain.
modeling style A chain of sets of metamodels leading from abstract to detailed specifications of
a system, together with the corresponding mapping techniques is called a modeling style.
object means an instance of a class. An object is the instance of exactly one class.
operation, method are used synonymously, referring to a piece of functionality that a class
defines for all of its instances. Operations may vary in their visibility, restricting the set of
objects that may execute them.
query is an object that expresses a predicate which can be applied to a set of other objects, filtering
those which match the predicate. Queries may be expressed descriptively, e.g. in SQL, or
imperatively, providing an algorithm that can compute whether the predicate matches a
given object.
result is an object that is presented as (a part of) the results of applying a query to a set of
objects. Examples are a row of a database that is the result of an SQL query, or the URL of
an MP3 file that is the result of a keyword query applied to a peer-to-peer network.
searchability The searchability of data and applications can formally be defined as a function
taking a query as an argument and producing a (potentially empty) set of results. Different
searchability definitions may accept different kinds of queries and may relate the results to
the queries in different ways, even for identical kinds of queries.
search architecture A search architecture defines the protocols, interfaces and semantics that
can be used to implement an application’s searchability (see section 1.2). For example, the
search infrastructure described in section 4.2 defines a search architecture by means of its top-
level types and interfaces Searchable, Query, SearchResult and Production and the particular
protocol it uses for communication between the distributed components (Java RMI).
software architecture As the size and complexity of software systems increases, the design prob-
lem goes beyond the algorithms and data structures of the computation: designing and
specifying the overall system structure emerges as a new kind of problem. Structural is-
sues include gross organization and global control structure; protocols for communication,
synchronization, and data access; assignment of functionality to design elements; physical
distribution; composition of design elements; scaling and performance; and selection among
design alternatives.
surface web denotes any information in the world-wide web (WWW) that is reachable by follow-
ing simple HTML links, starting from a set of initial “well-linked” HTML documents. This
is the view that crawling-based search engines have of the WWW.
Web application A Web application is an application that uses HTML and HTTP to implement
its user interface. In case the HTTP connections are made over the Internet, this is a special
kind of Internet application (see definition 2.7).
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