In this paper we establish the theory on semiglobal classical solution to first order quasilinear hyperbolic systems with a kind of nonlocal boundary conditions, and based on this, the corresponding exact boundary controllability and observability are obtained by a constructive method. Moreover, with the linearized Saint-Venant system and the 1-D linear wave equation as examples, we show that the number of both boundary controls and boundary observations can not be reduced, and consequently, we conclude that the exact boundary controllability for a hyperbolic system in a network with loop can not be realized generically.
Introduction
Consider the following first order quasilinear hyperbolic system ∂u ∂t + A(u) ∂u ∂x = B(u),
where u = (u 1 , · · · , u n ) T is the unknown vector function of (t, x), A(u) is a n × n matrix with suitably smooth entries a ij (u) (i, j = 1, · · · , n), B(u) = (b 1 (u), · · · , b n (u)) T is a suitably smooth vector function with
By hyperbolicity, for any given u on the domain under consideration, the matrix A(u)
possesses n real eigenvalues λ 1 (u), · · · , λ n (u) and a complete set of left eigenvectors l i (u) = (l i1 (u), · · · , l in (u)) (i = 1, · · · , n):
Multiplying (1.1) with l i (u) (i = 1, · · · , n), we obtain the characteristic form of (1.1): In what follows, we assume that there exist l, m ∈ Z, 0 ≤ l ≤ m ≤ n, such that on the domain under consideration λ p (u) < λ q (u) ≡ 0 < λ r (u) (p = 1, · · · , l; q = l + 1, · · · m; r = m + 1, · · · , n).
(1.6)
Let us assume that the initial condition is
and the boundary conditions take the following nonlocal form:
v r (t, 0) = G r (t, v 1 (t, 0), · · · , v m (t, 0), v l+1 (t, L), · · · , v n (t, L)) + H r (t) (r = m + 1, · · · , n), ( Without loss of generality, we assume that G p (t, 0, · · · , 0) ≡ G r (t, 0, · · · , 0) ≡ 0 (p = 1, · · · , l; r = m + 1, · · · , n).
(1.11)
The basic features of this kind of nonlocal boundary conditions can be described as follows: on the whole boundary (x = 0 and x = L) of the domain under consideration, the diagonalized variables (v m+1 (t, 0), · · · , v n (t, 0), v 1 (t, L), · · · , v l (t, L)) corresponding to the coming characteristics can be expressed explicitly by all the other diagonalized variables
It is a generalization of the local nonlinear boundary conditions considered in [9, 14] , however, the local existence and uniqueness of C 1 solution to this mixed problem (1.4) and (1.7)-(1.9) can still be treated under the framework of [12] . In order to study the exponential stabilization of the H 2 solution, Coron et al. [1] established the existence and uniqueness of H 2 solution to this kind of mixed problem under the assumption that there are no zero eigenvalues.
In this paper, we first establish the theory on semiglobal C 1 solution to the mixed problem show that the number of both boundary controls and boundary observations can not be reduced, and consequently, we conclude that the exact boundary controllability for a system in a network with loop can not be realized generically. 
functions with respect to their arguments. Suppose furthermore (1.5)-(1.6) and (1.11) hold and the conditions of C 1 compatibility are satisfied at the points (t, x) = (0, 0) and (0, L). For any preassigned and possibly quite large
and 
where C is a positive constant possibly depending on T .
Proof: Assume that u = u(t, x) is a C 1 solution to the mixed problem (1.4) and (1.7)-(1.9)
on R(T ). Let
satisfies the following mixed problem on R(T ):
3)
where
Furthermore, let
It is easy to see that 13) and
  is the C 1 solution to the mixed problem of the following enlarged system with local boundary conditions on R(T ):
14)
Since the boundary conditions in the enlarged mixed problem are all local, the theory on the semiglobal classical solution in [9] (or [14] ) can be directly applied to show that the mixed problem (2.14)-(2.19) admits a unique semiglobal
On the other hand, noting (2.9)-(2.12), it is easy to see that
  is also a C 1 solution to the same mixed problem (2.14)-(2.19) on R(T ). By the uniqueness of
Thus, from the existence of the semiglobal C 1 solution U = U (t, x) to the enlarged mixed problem (2.14)-(2.19) on R(T ), we get immediately the existence of the semiglobal C 1 solution u = u(t, x) to the original nonlocal mixed problem (1.4) and (1.7)-(1.9) on R(T ).
Moreover, when Fig. 1) , where x = x 1 (t) and x = x 2 (t) are two curves defined as follows:
respectively (see [12] ). Moreover, we have the following estimate 
the nonlocal boundary conditions (1.8)-(1.9) become
where v i (i = 1, · · · , n) are still given by (1.10), and without loss of generality, we assume that
Adopting the constructive method given in [10] to establish the exact boundary controllability, we obtain
and ϕ are all C 1 functions with respect to their arguments. Suppose furthermore that (1.5),(3.1)
For any given initial data ϕ and final data ψ, if
which satisfies exactly the final condition
Applying the constructive method given in [8] to establish the exact boundary observability, we have
and ϕ are all C 1 functions with respect to their arguments, and 
Moreover, the following observability estimate holds:
Application 1-Saint-Venant system
Consider the Saint-Venant system for a horizontal and cylindrical canal (see [4, 5, 6, 13] )
where A > 0 stands for the area of the cross section occupied by the water, V is the average velocity over the cross section and
where g is the gravity constant, Y is the altitude of the canal bed (we may assume Y = 0 without loss of generality), H is the depth of water, which is a C 1 function of A satisfying
Let the initial condition be 4) and the boundary conditions take the following nonlocal form:
where Q = AV denotes the flux.
We discuss system (4.1) near a constant subcritical equilibrium ( A, V ) ( A > 0) which satisfies
Introducing Riemann Invariants
where where
The initial condition (4.4) becomes
In order to change nonlocal boundary conditions (4.5)-(4.6) into the form of (1.8)-(1.9), we first rewrite them as
15)
By the Implicit Function Theorem, in a C 1 neighbourhood of (A, V ) = ( A, V ) (correspondingly, (r, s) = (0, 0)), boundary conditions (4.5)-(4.6) can be furthermore rewritten as
where F, F are C 1 functions with respect to their arguments, and, without loss of generality, we may assume that
consequently, 2 being small, and the following estimate holds:
As in [6] , by Theorem 3.1 we get
Theorem 4.2. (Exact boundary controllability) Let
sufficiently small (possibly depending on T ), there exist boundary controls (h(t), h(t)) with small (h, h) (C 1 [0,T ]) 2 , such that the mixed problem (4.1)
and (4.4)-(4.6) admits a unique semiglobal C 1 solution (A, V ) = (A(t, x), V (t, x)) with small
, which satisfies exactly the final condition: 
(t), V (t)) := (A(t, 0), V (t, 0)) together with the known boundary functions (h(t), h(t)). Moreover, the following observability estimate holds:
Remark 4.1. Theorem 4.3 still holds if we take the boundary observations (A(t), V (t)) :=
(A(t, L), V (t, L)) instead of (A(t, 0), V (t, 0)). In fact, the exact boundary observability can be realized as long as the values (A(t, 0),
can be uniquely determined from the boundary observations together with boundary conditions (4.5)-(4.6). For instance, if the boundary observations are taken as (S(t), Q(t)) = (S(t, 0), Q(t, 0)) (or (S(t, L), Q(t, L))), the exact boundary observability can be also realized with the following observability estimate: 
Application 2-1-D quasilinear wave equation
Consider the following 1-D quasilinear wave equation
where K is a C 2 function with
and F is a C 1 function with
By (5.3), u ≡ 0 is an equilibrium of (5.1). All the discussions in this section will be in a C 1 neighbourhood of (u, u x , u t ) = (0, 0, 0).
Let the initial condition be
and the boundary conditions take the following nonlocal form: .9) is a strictly hyperbolic system with three distinct real eigenvalues
and a complete set of left eigenvectors
The initial condition correspondingly becomes .14) i.e.,
At the point U = 0, we have
Noting the condition of C 0 compatibility at the points (t, x) = (0, 0) and (0, L):
the boundary condition (5.5) is equivalent to
In order to reduce (5.6) and (5.19) into the form of (1.8)-(1.9), we first rewrite them to
At the point of U = 0, by (5.17) it is easy to see that
then, in a C 0 neighbourhood of U = 0, (5.6) and (5.19) can be equivalently rewritten as
where G 1 , G 3 are C 1 functions with respect to their arguments and satisfy 
and the following estimate holds:
Based on Theorem 5.1, adopting a similar constructive method as in [11] (or [15] ), we obtain immediately
For any given initial data (ϕ, ψ) and final data (Φ, Ψ), if the norms 
By the constructive method in [7] (or [3] ), we get 
Remark 5.1. If the boundary observations (u(t), v(t)) are taken as (u(t, 0),
, u x (t, 0)) instead of (u(t, 0), u x (t, 0)), Theorem 5.3 still holds. In fact, the exact boundary observability always holds if (u(t, 0),
be uniquely determined by the boundary observations and boundary conditions (5.5)-(5.6).
6 Exact boundary controllability for a system in a network with loop can not be realized generically
In this section we give some examples to show that, generically speaking, the number of both boundary controls and boundary observations can not be reduced and then the exact boundary controllability for a hyperbolic system in a network with loop can not be realized.
Linearized Saint-Venant system
For the linearized Saint-Venant system near a constant subcritical equilibrium (
we consider the following nonlocal boundary conditions (cf. (4.31) and (4.6)):
which correspond to a loop.
The two eigenvalues and the corresponding left eigenvectors are given by
and 5) respectively. Using the Riemann invariants   r For the control problem, there are formally two controls in (6.8)-(6.9), but they are not independent. We will show that system (6.7)-(6.9) is not exactly controllable by means of h(t).
Let (r 0 , s 0 ) be a constant initial data satisfying
It is easy to see that the conditions of C 1 compatibility are satisfied at the point (t, x) = (0, 0) and (0, L). Assume that there exists a control h ∈ C 1 [0, T ], such that system (6.7)-(6.9) with the initial data (r 0 , s 0 ) admits a unique C 1 solution (r, s) = (r(t, x), s(t, x)) on the domain where α is a positive constant such that
we get a contradiction We now show that the number of boundary controls in Theorem 5.2 can not be reduced.
For this purpose, we first suppose that there exist T > 0 and a boundary control h(t) such that the solution y = y(t, x) of the following control system satisfies exactly the null final condition (6.27).
