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Sur un syste`me inte´grable a` bord.
1 - Introduction. La the´orie de Toda affine associe a` chaque alge`bre de Lie semi-simple
complexe g un unique syste`me inte´grable d’e´quations aux de´rive´es partielles (c.f. [7] &
[10]). Pour un ouvert Ω de C et une fonction lisse ω : Ω→ g∗, ce syste`me s’e´crit
ωzz +m
2
r∑
k=0
nkαke
〈αk,ω〉 = 0, (1)
ou` r est le rang de g, 〈·, ·〉 sa forme de Killing, m un parame`tre de masse, α1, · · · , αr un
syste`me de racines de g, n1, · · · , nr des coefficients entiers de´termine´s par g, et
n0α0 := −
r∑
i=1
niαi. (2)
Dans le cas particulier ou` g = sl(2,C), nous re´cuperons l’e´quation sinh-Gordon
ωzz +
1
8
sinh(2ω) = 0, (3)
qui est le plus simple de tous les syste`mes de Toda.
L’e´quation sinh-Gordon porte de´ja` en elle une e´tonnante richesse de structures alge´-
briques. En effet (c.f. [11]), en le concevant heuristiquement comme une famille bidimen-
sionelle involutive de flots hamiltoniens sur T∗C∞(R), nous voyons que l’inte´grabilite´ de
cette e´quation se manifeste en l’existence d’un syste`me de coordonne´es “action-angle” de
cet espace. Il existe de plus une suite croissante
X1 ⊆ X2 ⊆ · · ·
de sous-varie´te´s de dimension finie de T∗C∞(R) qui sont toutes pre´serve´es par ces flots-ci.
Les solutions, dites de type fini, qui appartiennent a` la re´union de ces sous-varie´te´s sont
donne´es par des formules explicites relativement e´le´mentaires (c.f. [3] & [4]) et sont alors
d’un inte´reˆt particulier dans la the´orie de l’e´quation sinh-Gordon.
Le proble`me d’e´tablir sous quelles conditions une solution donne´e est de type fini est
alors un enjeu important de l’e´tude de l’e´quation sinh-Gordon. Dans la suite, nous allons
aborder ce proble`me du point de vu de la the´orie Adler-Kostant-Symes (c.f. [6] et [14]).
Rappelons d’abord que l’e´quation sinh-Gordon se traduit en la condition d’inte´grabilite´ de
la paire de Lax
αz(λ, γ) =
1
2
ωzσ0 +
i
4λ
eωσ+ +
iγ
4
e−ωσ− et
αz(λ, γ) = −
1
2
ωzσ0 +
i
4γ
e−ωσ+ +
iλ
4
eωσ−,
(4)
ou`
σ0 :=
(
1 0
0 −1
)
, σ+ :=
(
0 1
0 0
)
et σ− :=
(
0 0
1 0
)
, (5)
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et λ, γ ∈ S1 sont des parame`tres complexes unitaires que nous appelons respectivement
parame`tre spectral et parame`tre de torsion.∗ Nous appelons champ de Killing‡ de ω toute
fonction Φ : S1×S1 → C∞(Ω, sl2(C)) solution du syste`me d’e´quations a` de´rive´es partielles
dΦ(λ, γ) = [Φ(λ, γ), α(λ, γ)], (6)
et nous disons qu’un champ de Killing est polynoˆmial lorsqu’il s’e´crit sous la forme
Φ(λ) =
k∑
(m,n)∈A
Φm,nλ
mγn, (7)
ou` A est un sous-ensemble fini de Z × Z et, pour tout (m,n), Φm,n : Ω → sl2(C) est une
fonction lisse. La the´orie Adler-Kostant-Symes montre alors qu’une solution est de type
fini si et seulement si elle admet un champ de Killing polynoˆmial. En particulier, en suivant
ce genre de raisonnement, Pinkall & Sterling montrent dans [19] que toute solution sur le
tore - c’est-a`-dire, toute solution doublement pe´riodique sur C - est de type fini, ce qui
permet a` Bobenko d’obtenir dans [4] des formules explicites pour ces solutions en termes
des fonctions theta (c.f. aussi [17]).
Dans cet article, nous allons nous inte´resser a` des solutions de l’e´quation sinh-Gordon
sur l’anneau Σ := S1 × [−T, T ]. Pour cela, il faut introduire des conditions au bord, dites
inte´grables, qui pre´servent l’inte´grabilite´ du syste`me. La the´orie classique montre relative-
ment facilement que des conditions au bord de Dirichlet et de Neumann sont inte´grables
(c.f. [5]). Pourtant, l’identification de conditions au bord inte´grables plus ge´ne´rales s’est
re´vele´e un proble`me non-trivial qui a duˆ attendre sa re´solution, de manie`re inde´pendante,
dans les travaux de Sklyanin, d’un coˆte´, et du groupe de Durham, de l’autre.† En effet,
les travaux [8] et [9] du groupe de Durham montrent l’inte´grabilite´ des conditions au bord
ωy = Ae
ω +Be−ω, (8)
ou` A et B sont constantes le long de chaque composant du bord, et nous appelons alors ces
conditions des conditions au bord de Durham. De manie`re comple´mentaire, les travaux
[20] & [21] de Sklyanin introduisent un formalisme alge´brique qui exprime des conditions
au bord inte´grables en termes de la matrice
K(λ, γ) :=
(
4Aγ − 4Bλ λ
γ
− γ
λ
λ
γ
− γ
λ
4A
γ
− 4B
λ
)
, (9)
∗ La paire de Lax apparaˆıt de´ja` sous cette forme de manie`re implicite dans le travail [19]
de Pinkall & Sterling. En effet, alors que le parame`tre de torsion y apparaˆıt explicitement,
le parame`tre spectral apparaˆıt pourtant implicitement dans les expansions des fonctions
ge´ne´ratrices des suites qui y sont e´tudie´es.
‡ En fait, nous allons utiliser dans la suite une de´finition un peu plus pre´cise des champs
de Killing (c.f. (14) ci-dessous).
† Nous re´fe´rons le lecteur a` l’article [18] de MacIntyre pour une excellente exposition de
ces ide´es.
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ou` A et B sont constantes le long de chaque composante de bord de Σ. Nous appelons
cette matrice matrice de Sklyanin. Enfin (c.f. Section 5), une solution ω de l’e´quation
sinh-Gordon ve´rifie les conditions au bord de Durham si et seulement si la partie re´elle αx
de sa paire de Lax ve´rifie en tout point de ∂Σ la relation
K(λ, γ)αx(λ, γ) = αx
(
1
λ
,
1
γ
)
K(λ, γ), (10)
pour tous λ, γ ∈ S1, et nous appelons cette condition condition de Sklyanin pour des paires
de Lax.
Nous allons montrer alors deux choses : nous allons montrer d’abord comment les
conditions au bord de Durham se traduisent dans le contexte de la the´orie Adler-Kostant-
Symes, et nous allons montrer ensuite comment en de´duire que les solutions sont de type
fini. En effet, nous disons qu’un champ de Killing Φ ve´rifie la condition de Sklyanin pour
des champs lorsque, en tout point de ∂Σ,
K(λ, γ)Φ(λ, γ) = Φ
(
1
λ
,
1
γ
)t
K(λ, γ), (11)
pour tous λ, γ ∈ S1.
Theorem 1.1
Soit Σ := S1 × [−T, T ]. Soit ω : Σ → R solution de l’e´quation sinh-Gordon. Alors ω
ve´rifie les conditions au bord de Durham si et seulement si elle admet un champ de Killing
polynomial Φ qui ve´rifie la condition de Sklyanin pour des champs. En particulier, toute
solution ω de l’e´quation sinh-Gordon avec des conditions au bord de Durham est de type
fini.
Remarque : Nous de´montrons le the´ore`me 1.1 dans la section 8.
Remerciements : Enfin, nous remercions chaleureusement Laurent Hauswirth pour des
e´changes enrichissants et des commentaires importants sur des versions ante´rieures de cet
article.
2 - Les champs de Killing. Nous introduisons d’abord un nouveau formalisme qui
e´claircit les structures alge´briques que nous allons e´tudier. Dans tout ce qui suit, nous
allons traiter λ comme une variable et γ comme une constante. De plus, dans un premier
temps, nous n’allons e´tudier que le cas ou` γ = 1. En effet, pour tous λ, γ ∈ S1, nous avons
α(λ, γ) = e−
θ
2
σ0α
(
λ
γ
, 1
)
e
θ
2
σ0 , (12)
ou` θ ∈ R ve´rifie
e2iθ = γ,
et le cas ge´ne´ral s’obtient alors en appliquant la transformation de jauge (12).
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Soit X une varie´te´ et soit E un espace vectoriel complexe. Pour k ∈ Z, appelons se´rie
de Laurent de degre´ k sur X a` valeurs dans E toute se´rie formelle de la forme
Φ(λ) :=
∞∑
m=k
Φmλ
m,
ou`, pour tout m, Φm est une fonction lisse sur X a` valeurs dans E et Φk est diffe´rente de
ze´ro. Appelons aussi la se´rie triviale
Φ(λ) = 0
se´rie de Laurent de degre´ +∞. Notons L(X,E) l’espace de se´ries de Laurent sur X a`
valeurs dans E. Notons aussi
L(X) := L(X,C) et
L := L({x} ,C),
(13)
ou` {x} est la varie´te´ qui consiste en un seul point. Nous ve´rifions le lemme e´le´mentaire
suivant :
Lemme 2.1
(1) L(X,E) est un espace vectorial complexe;
(2) L(X) est une alge`bre commutative et unitaire;
(3) L est un corps; et
(4) L(X,E) est un module sur L(X) et un espace vectoriel sur L.
Pour k ≤ l ∈ N, appelons polynoˆme de Laurent de bidegre´ (k, l) sur X toute se´rie de
Laurent de la forme
Φ(λ) :=
l∑
m=k
Φmλ
m,
ou` Φk et Φl sont diffe´rentes de ze´ro. De nouveau, appelons aussi la somme triviale
Φ(λ) := 0
polynoˆme de Laurent de bidegre´ (+∞,+∞). Notons P(X,E) l’espace de polynoˆmes de
Laurent sur X a` valeurs dans E.
La paire de Lax (4) est une 1-forme sur Σ = S1× [−T, T ] a` valeurs dans P(Σ, sl(2,C)).
Rappelons qu’un champ de Killing sur Σ est une se´rie de Laurent Φ ∈ L(Σ, sl(2,C)) qui
ve´rifie
dΦ = [Φ, α] (14)
en tout point de Σ (c.f. [6]).∗
∗ Dans [6], les auteurs appellent ces objets champs de Killing formels. Comme nous
trouvons l’adjectif “formel” superflu dans le cadre actuel, nous pre´fe´rons l’omettre.
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Lemme 2.2, (c.f. [16])
Soit
Φ :=
∞∑
m=k
(
um e
ωtm
eωsm −um
)
λm
une se´rie de Laurent sur Σ a` valeurs dans sl(2,C). Alors Φ est champ de Killing si et
seulement si, en tout point de Σ et pour tout m,
4um,z + ie
2ωsm+1 − iγτm = 0, (15)
4um,z + iγ
−1sm − ie
2ωtm−1 = 0, (16)
4ωztm + 2tm,z − ium+1 = 0, (17)
2eωtm,z − iγ
−1e−ωum = 0, (18)
2eωsm,z + iγe
−ωum = 0 et (19)
4ωzsm + 2sm,z + ium−1 = 0. (20)
De´monstration : Nous n’allons de´duire que les relations provenants de l’e´quation
Φz = [Φ, αz], (21)
puisque les relations qui proviennent de l’e´quation
Φz = [Φ, αz]
sont de´duites de manie`re identique. Notons d’abord
Φm :=
(
um e
ωtm
eωsm −um
)
.
En se servant des relations de commutation
[σ−, σ+] = −σ0,
[σ0, σ−] = −2σ− et
[σ0, σ+] = 2σ+,
(22)
nous obtenons, pour tout m,
[Φm, αz] =
(
iγ
4
tm −
i
4λ
e2ωsm
)
σ0
+
(
−
iγ
2
e−ωum + e
ωωzsm
)
σ−
+
(
i
2λ
eωum − e
ωωztm
)
σ+.
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Le coefficient de λm dans l’expression
Φz − [Φ, αz]
devient alors (
um,z −
iγ
4
tm +
i
4
e2ωsm+1
)
σ0
+
(
eωsm,z +
iγ
2
e−ωum
)
σ−
+
(
eωtm,z −
i
2
eωum+1 + 2e
ωωztm
)
σ+,
et les relations (15), (17) et (19) en de´coulent en identifiant ceci avec zero. 
3 - L’espace de champs de Killing. Notons K(Σ) l’espace de champs de Killing sur
Σ. Dans [19], en construisant un champ de Killing explicite, Pinkall & Sterling montrent
que cet espace est non-trivial*. Ce champ de Killing, que nous appelerons champ de
Pinkall-Sterling se construit au moyen de la formule re´cursive suivante. D’abord, posons
u0 := 0 et
ψ0 := −
1
2
,
(23)
et, apre`s avoir de´termine´ u1, · · · , um et ψ1, · · · , ψm−1, posons
ψm :=


γu2k + 2
k−1∑
n=1
θn,m−n si m = 2k − 1, et
γukuk+1 + θk,k + 2
k−1∑
n=1
θn,m−n si m = 2k
(24)
et
um+1 :=
1
γ
(
− 4um,zz + 4iωzψm
)
(25)
* Remarquons que le formalisme de [19] est le´ge`rement diffe´rent du notre, mais se rame`ne
au notre en remplac¸ant leur variable z avec la variable
ζ = iz/2
de manie`re a` ce que
∂ζ = −2i∂z et
∂
ζ
= 2i∂z.
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ou`, pour tout p et pour tout q,
θp,q := γupuq+1 + 4up,zuq,z + ψpψq. (26)
Les suites (tm) et (sm) sont de´termine´es par
tm :=
1
γ
(
− 2ium,z − ψm) et
sm := e
−2ω
(
2ium−1,z − ψm−1
)
,
(27)
et le champ de Pinkall-Sterling est la se´rie
Φ :=
∞∑
m=0
(
um e
ωtm
eωsm −um
)
λm. (28)
A` l’aide du champ de Pinkall-Sterling nous montrons que K(Σ) est de dimension 1 sur
L. Pour cela, nous allons nous servir du lemme technique suivant.
Lemme 3.1
Soit
Φ :=
∞∑
m=0
(
um e
ωtm
eωsm −um
)
λm
un champ de Killing sur Σ. Pour tout m,
(1) si um = 0, alors tm et sm sont constantes;
(2) si um = tm = 0, alors sm+1 = um+1 = 0; et
(3) si um = sm = 0, alors um−1 = tm−1 = 0.
De´monstration : Supposons que um = 0. Par (18),
tm,z = 0.
Ensuite, par (15),
eωsm+1 = γe
−ωtm,
par (19),
γe−ωum+1 = 2ie
ωsm+1,z
= 2i(eωsm+1)z − 2iωze
ωsm+1
= 2iγ(e−ωtm)z − 2iγωze
−ωtm
= 2iγe−ωtm,z − 4iγωze
−ωtm,
et par (17),
tm,z = 0.
Il en de´coule que tm est constante. Nous montrons de la meˆme manie`re que sm est
constante, et (1) en de´coule. Si um = tm = 0, il s’ensuit par (15) et (17) que sm+1 =
um+1 = 0, et (2) en de´coule. Si sm = um = 0, il s’ensuit par (16) et (20) que um−1 =
tm−1 = 0, et (3) en de´coule. 
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Lemme 3.2
K(Σ) est l’espace vectoriel de dimension 1 sur L engendre´ par le champ de Pinkall-Sterling.
Remarque : En particulier, nous voyons que dans le cadre actuel une solution de l’e´quation
sinh-Gordon est de type fini si et seulement si son espace de champs de Killing est engendre´
par un polynoˆme de Laurent.
De´monstration : Soit Φ un champ de Killing quelconque et soit Ψ le champ de Pinkall-
Sterling. En raisonnant par re´currence, nous allons montrer l’existence d’une se´rie de
Laurent α qui ve´rifie
Φ = αΨ.
En effet, soit k le degre´ de Φ. Comme Ψ est de degre´ 0, la se´rie α doit aussi eˆtre de degre´ k.
Supposons maintenant que nous ayons de´ja` de´termine´ les coefficients αk, αk+1, ..., αk+l−1
de manie`re a` ce que la se´rie
Φ˜ := Φ− α(l)Ψ
soit de degre´ k + l, ou`
α(l) :=
k+l−1∑
m=k
αmλ
m.
Pour tout m, notons
Φ˜m :=
(
um e
ωτm
eωσm −um
)
.
Comme Φ˜ est aussi solution de l’equation de champ de Killing, il suit du lemme 3.1 que
sk+l = 0,
uk+l = 0 et
τk+l = c,
ou` c est une constante, et nous obtenons le re´sultat en posant αk+l := 2c. 
4 - Le de´terminant. Nous e´tudions maintenant comment le champ de Pinkall-Sterling
est caracterise´ entre tous les champs de Killing. Remarquons d’abord que, comme les
e´le´ments de K(Σ) sont des matrices 2×2 a` coefficients dans L(Σ), leurs de´terminants sont
bien de´finis dans L(Σ).
Lemme 4.1
Pour tout champ de Killing Φ, Det(Φ) est constant sur Σ, c’est-a`-dire :
Det(Φ) ∈ L.
De´monstration : En effet
dDet(Φ) = Tr(Adj(Φ)dΦ)
= Tr(Adj(Φ)[Φ, α])
= Tr(Adj(Φ)Φα− Adj(Φ)αΦ)
= Tr(Adj(Φ)Φα− ΦAdj(Φ)α)
= Tr(Det(Φ)α−Det(Φ)α)
= 0,
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et le re´sultat en de´coule. 
Lemme 4.2
Pour tout γ, le champ de Pinkall-Sterling est, au signe pre`s, l’unique champ de Killing Φ
qui ve´rifie
Det(Φ) = −
λ
4γ
. (29)
De´monstration : Soit Φ le champ de Pinkall-Sterling. Montrons d’abord l’unicite´. Soit
Ψ un autre champ de Killing qui ve´rifie (29). Comme K(Σ) est engendre´ par Φ, il existe
une se´rie de Laurent α ∈ L telle que
Ψ = αΦ.
En particulier,
−
λ
4γ
= Det(Ψ) = Det(αΦ) = −
λ
4γ
α2.
Comme L est un corps alge´brique, nous avons alors
α2 − 1 = 0
⇔ (α− 1)(α+ 1) = 0
⇔ α = ±1,
et l’unicite´ en de´coule.
Montrons maintenant que Φ ve´rifie (29). Pour cela, notons
U :=
∞∑
k=0
ukλ
k,
S :=
∞∑
k=0
skλ
k,
T :=
∞∑
k=0
tkλ
k et
Ψ :=
∞∑
k=0
ψkλ
k,
ou` (ψm) est la suite construite dans (24). Par (27)
T =
1
γ
(
− 2iUz −Ψ
)
et
S = λe−2ω
(
2iUz −Ψ
)
,
9
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et nous obtenons alors
Det(Φ) = −U2 − e2ωST
= −U2 +
λ
γ
(2iUz −Ψ)(2iUz +Ψ)
= −U2 − 4
λ
γ
U2z −
λ
γ
Ψ2.
Comme les coefficients de l’expression
−U2 − 4
λ
γ
U2z −
λ
γ
Ψ2 = −
λ
4γ
sont pre´cise´ment les relations de re´currence (24) et (26), le re´sultat en de´coule. 
5 - La matrice de Sklyanin. Nous montrons maintenant comment les conditions au
bord de Durham se traduisent en des conditions au bord pour la paire de Lax et pour le
champ de Pinkall-Sterling. Remarquons d’abord que la composante re´el de la paire de Lax
est
αx = −
i
2
ωyσ0 +
(
i
4λ
eω +
i
4γ
e−ω
)
σ+ +
(
iγ
4
e−ω +
iλ
4
eω
)
σ−. (30)
Introduisons maintenant la matrice de Sklyanin :
K :=
(
4Aγ − 4Bλ λ
γ
− γ
λ
λ
γ
− γ
λ
4A
γ
− 4B
λ
)
. (31)
Rapellons que αx ve´rifie la condition de Sklyanin pour les paires de Lax en un point de
∂Σ lorsque
K(λ, γ)αx(λ, γ) = αx
(
1
λ
,
1
γ
)
K(λ, γ) (32)
en ce point pour tous λ, γ ∈ S1.
Lemme 5.1
La fonction ω ve´rifie la condition de Durham
ωy = Ae
ω +Be−ω
en un point de ∂Σ si et seulement si la partie re´elle αx de la paire de Lax ve´rifie la condition
de Sklyanin pour les paires de Lax en ce point.
De´monstration : Conside´rons d’abord une matrice ge´ne´rale de la forme
K := aId + bσ0 + c(σ+ + σ−), (33)
ou` les coefficients a, b et c ne de´pendent que de γ et de λ. La relation (32) nous donne
10
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−
i
2
ωy[K, σ0] +
(
i
4λ
eω +
i
4γ
e−ω
)
(Kσ+ − σ−K) +
(
iλ
4
eω +
iγ
4
e−ω
)
(Kσ− − σ+K) = 0.
Pourtant,
[K, σ0] = −2c(σ+ − σ−),
Kσ+ − σ−K = (a+ b)(σ+ − σ−) et
Kσ− − σ+K = −(a− b)(σ+ − σ−),
et (32) devient
cωy +
(
(a+ b)
4λ
−
(a− b)λ
4
)
eω +
(
(a+ b)
4γ
−
(a− b)γ
4
)
e−ω = 0.
En posant
a+ b := 4Aγ − 4Bλ,
a− b :=
4A
γ
−
4B
λ
et
c :=
λ
γ
−
γ
λ
,
nous voyons alors que la relation (32) est ve´rifie´e en un point de ∂Σ si et seulement si
ωy = Ae
ω +Be−ω
en ce point, ce qui est pre´cise´ment la condition de Durham. Enfin, en substituant pour a,
b et c dans (33), nous obtenons (31), et le re´sultat en de´coule. 
Soit ∂Σ0 une des deux composantes connexes de ∂Σ. Appelons champ de Killing
sur ∂Σ0 toute se´rie de Laurent Φ dans L(∂Σ0, sl(2,C)) qui ve´rifie l’e´quation de champ de
Killing
Φx = [Φ, αx]. (34)
Notons K(∂Σ0) l’espace de champs de Killing sur ∂Σ0. En particulier, tout champ de
Killing sur Σ se restreint en un champ de Killing sur ∂Σ0.
Lemme 5.2
Soit
Φ :=
∞∑
m=0
(
um e
ωtm
eωsm −um
)
λm
un champ de Killing sur ∂Σ0. Supposons que
tk−2 = sk−1 = uk−1 = tk−1 = 0,
11
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alors sk = uk = 0 et tk est constante.
De´monstration : Par (30) et (34), pour tout m,
um,x =
iγ
4
tm +
i
4
e2ωtm−1 −
i
4
e2ωsm+1 −
i
4γ
sm, (35)
eωsm,x = −2e
ωωzsm −
iγ
2
e−ωum −
i
2
eωum−1, et (36)
eωtm,x = −2e
ωωztm +
i
2
eωum+1 +
i
2γ
e−ωum. (37)
Par (35) and (37),
sk = uk = 0.
Ces trois relations nous donnent alors
e2ωsk+1 = γtk,
uk+1 =
1
γ
(
2ie2ωsk+1,x + 4ie
2ωωzsk+1
)
, et
eωtk,x = −2e
ωωztk +
i
2
eωuk+1.
Il s’ensuit que
uk+1 = 2ie
2ω(e−2ωtk),x + 4iωztk
= −4iωxtk + 2itk,x + 4iωztk,
et donc
eωtk,x = −2e
ωωztk + 2e
ωωxtk − e
ωtk,x − 2e
ωωztk
⇒ tk,x = 0,
et le re´sultat en de´coule. 
De la meˆme manie`re que pre´ce´demment, nous obtenons alors le re´sultat suivant, qui
est le pendant dans le cadre actuel des lemmes 3.2 et 4.2 :
Lemme 5.3
(1) K(∂Σ0) est un espace vectoriel de dimension 1 sur L engendre´ par le champ de Pinkall-
Sterling, et
(2) la restriction du champ de Pinkall-Sterling a` ∂Σ0 est, au signe pre`s, l’unique champ
de Killing Φ sur ∂Σ0 qui ve´rifie
Det(Φ) = −
λ
4γ
.
Pour Φ un champ de Killing sur ∂Σ0, notons
Φ˜(λ, γ) := K(λ, γ)−1Φ
(
1
λ
,
1
γ
)t
K(λ, γ). (38)
Remarquons que, comme les variables λ et γ sont unitaires, Φ˜ est aussi une se´rie de Laurent
sur ∂Σ0.
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Lemme 5.4
Si la partie re´elle αx de la paire de Lax ve´rifie la condition de Sklyanin pour les paires de
Lax le long de ∂Σ0, alors Φ˜ ve´rifie l’e´quation de champ de Killing (34) le long de ∂Σ0.
De´monstration : Comme λ et γ sont unitaires, nous avons
αx(λ, γ)
t
= −αx(λ, γ),
K(λ, γ) = D(λ, γ)K(λ, γ)−1 et
K
(
1
λ
,
1
γ
)
= D(λ, γ)K(λ, γ)−1,
ou`
D(λ, γ) := Det(K(λ, γ)).
En plus,
D(λ, γ) = D
(
1
λ
,
1
γ
)
= D(λ, γ).
En appliquant alors la relation de champ de Killing (34), nous obtenons
Φ˜(λ, γ)x = K(λ, γ)
−1Φ
(
1
λ
,
1
γ
)
x
t
K(λ, γ)
= K(λ, γ)−1
[
Φ
(
1
λ
,
1
γ
)
, αx
(
1
λ
,
1
γ
)]t
K(λ, γ)
= K(λ, γ)−1
[
αx
(
1
λ
,
1
γ
)t
,Φ
(
1
λ
,
1
γ
)t]
K(λ, γ)
= −K(λ, γ)−1
[
αx
(
1
λ
,
1
γ
)
,Φ
(
1
λ
,
1
γ
)t]
K(λ, γ)
= K(λ, γ)−1
[
Φ
(
1
λ
,
1
γ
)t
, αx
(
1
λ
,
1
γ
)]
K(λ, γ)
=
[
K(λ, γ)−1Φ
(
1
λ
,
1
γ
)t
K(λ, γ), K(λ, γ)−1αx
(
1
λ
,
1
γ
)
K(λ, γ)
]
= [Φ˜(λ, γ), αx(λ, γ)],
et le re´sultat en de´coule. 
Rappelons que Φ ve´rifie la condition de Sklyanin pour les champs en un point de ∂Σ0
lorsque
Φ(λ, γ) = Φ˜(λ, γ)
en ce point pour tous λ, γ ∈ S1.
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Lemme 5.5
Si la partie re´elle αx de la paire de Lax ve´rifie la condition de Sklyanin pour les paires de
Lax le long de ∂Σ0, alors le champ de Pinkall-Sterling Φ ve´rifie la condition de Sklyanin
pour les champs le long de ∂Σ0, c’est-a`-dire, pour tout λ, γ ∈ S
1,
Φ(λ, γ) = Φ˜(λ, γ) (39)
le long de ∂Σ.
De´monstration : Par le lemme 5.4, Φ˜ est un champ de Killing sur ∂Σ. Or, pour tout λ
et pour tout γ,
Det(Φ˜(λ, γ)) = Det
(
K(λ, γ)−1Φ
(
1
λ
,
1
γ
)t
K(λ, γ)
)
= Det
(
Φ
(
1
λ
,
1
γ
))
= Det
(
Φ
(
1
λ
,
1
γ
))
= −
λ
4γ
.
Il en de´coule par le lemme 5.3 que
Φ = ±Φ˜,
et le re´sultat en de´coule en de´terminant explicitement le premier terme non-nul de chacune
de ces deux se´ries. 
6 - Les conditions au bord de Robin. Nous allons transformer maintenant la condition
de Sklyanin pour des champs en des e´quations qui vont nous permettre de montrer que
les solutions sont de type fini. Soit Φ alors le champ de Pinkall-Sterling. Afin de mieux
percevoir les symme´tries du proble`me, il convient maintenant de conside´rer ce champ-ci
comme une se´rie de Laurent en λ et γ. Notons alors
Φ(λ, γ) :=
∑
m,n
(
um,n e
ωtm,n
eωsm,n −um,n
)
λmγn. (40)
En fait, par (12),
Φ(λ, γ) =
∞∑
m=0
(
um
1
γ
eωtm
γeωsm −um
)
λmγ−m, (41)
ou`
∞∑
m=0
(
um e
ωtm
eωsm −um
)
λm := Φ(λ, 1)
est le champ Pinkall-Sterling comme parame`tre de torsion γ = 1.
Dans ce cadre, le lemme 2.2 devient :
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Lemme 6.1
Les suites (um,n), (tm,n) et (sm,n) ve´rifient, pour tout m et pour tout n,
4um,n,z + ie
2ωsm+1,n − itm,n−1 = 0, (42)
4um,n,z + ism,n+1 − ie
2ωtm−1,n = 0, (43)
4ωztm,n + 2tm,n,z − ium+1,n = 0, (44)
2eωtm,n,z − ie
−ωum,n+1 = 0, (45)
2eωsm,n,z + ie
−ωum,n−1 = 0 et (46)
4ωzsm,n + 2sm,n,z + ium−1,n = 0. (47)
En ce qui concerne la condition de Sklyanin pour les champs, nous avons
Lemme 6.2
Le long de ∂Σ, les suites (um,n), (tm,n) et (sm,n) ve´rifient, pour tout m et pour tout n,
Im
(
eωsm−1,n+1 − e
ωsm+1,n−1 + 4Aum,n−1 − 4Bum−1,n
)
= 0, (48)
Im
(
eωtm−1,n+1 − e
ωtm+1,n−1 − 4Aum,n+1 + 4Bum+1,n
)
= 0, (49)
Re
(
2Aeωtm,n−1 − 2Be
ωtm−1,n − 2Ae
ωsm,n+1 + 2Be
ωsm+1,n
)
= Re
(
um−1,n+1 − um+1,n−1
)
et (50)
Im
(
Atm,n−1 −Btm−1,n + Asm,n+1 −Bsm+1,n
)
= 0. (51)
De´monstration : En effet, notons
Φˆ(λ, γ) := Φ
(
1
λ
,
1
γ
)t
=
∑
m,n
(
um,n e
ωsm,n
eωtm,n −um,n
)
λmγn.
Comme Φ ve´rifie la condition de Sklyanin pour les champs, tous les coefficients de la se´rie
K(λ, γ)Φ(λ, γ)− Φˆ(λ, γ)K(λ, γ)
s’annulent, et le re´sultat en de´coule. 
Lemme 6.3
La paire de syste`mes de relations (48) et (49) est e´quivalente a` la paire de syste`mes de
relations suivante :
Im
(
eωtm−1,n − 4Aum,n + e
ωsm+1,n
)
= 0 et (52)
Im
(
eωtm,n−1 − 4Bum,n + e
ωsm,n+1
)
= 0. (53)
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De´monstration : En effet, supposons que les relations (48) et (49) soient satisfaites pour
tout m et pour tout n. Alors, en appliquant re´cursivement (48), nous obtenons la somme
te´le´scopique finie suivante :
Im
(
eωsm,n
)
= Im
(
4Aum−1,n − 4Bum−2,n+1 + 4Aum−3,n+2 − · · ·
)
.
De la meˆme manie`re, de la relation (49) nous obtenons
Im
(
eωtm,n
)
= Im
(
4Bum,n+1 − 4Aum−1,n+2 + 4Bum−2,n+3 − · · ·
)
.
Si nous notons respectivement ces relations α(m,n) et β(m,n), alors α(m+1, n) et β(m−
1, n) nous donnent (52) alors que α(m,n + 1) et β(m,n − 1) nous donnent (53). Comme
la re´ciproque est triviale, le re´sultat en de´coule. 
Lemme 6.4
Pour tout m et pour tout n, la partie imaginaire de la fonction um,n ve´rifie les conditions
au bord de Robin suivantes :
Im(um,n)y = Ae
ωIm(um,n)−Be
−ωIm(um,n). (54)
De´monstration : En effet, par (42) et (43),
eωsm+1,n − e
−ωtm,n−1 = 4ie
−ωum,n,z et
eωtm−1,n − e
−ωsm,n+1 = −4ie
−ωum,n,z.
En sommant (52) et (53), nous obtenons alors
Im
(
4Aum,n − 4Be
−2ωum,n
)
= Im
(
eωtm−1,n + e
ωsm+1,n − e
−ωtm,n−1 − e
−ωsm,n+1
)
= Im
(
4ie−ωum,n,z − 4ie
−ωum,n,z
)
= 4e−ωRe
(
(um,n − um,n)z
)
= 4e−ωRe
(
2iIm(um,n)z
)
= 4e−ωIm(um,n)y,
et le re´sultat en de´coule. 
7 - La solution est de type fini. Nous montrons maintenant que la solution est de
type fini. Soit Φ comme dans la section pre´ce´dente. Rappelons d’abord quelques lemmes
e´le´mentaires.
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Lemme 7.1
Soit
Ψ :=
∞∑
m=0
(
um e
ωtm
eωsm −um
)
λm
un champ de Killing. Si uk = 0, alors, il existe une se´rie de Laurent α ∈ L de degre´ k telle
que
Ψ− αΦ =
k−1∑
m=0
(
um e
ωtm
eωsm −um
)
λm +
(
0 0
eωsk 0
)
λk.
En particulier, (Ψ− αΦ) est un champ de Killing polynoˆmial.
De´monstration : Nous construisons α par re´currence. Supposons alors que nous ayons
de´ja` de´termine´ les coefficients αk, · · · , αk+l−1 de manie`re a` ce que si
Ψ˜ := Ψ− α(l)Φ :=
∞∑
m=0
(
u˜m e
ω t˜m
eω s˜m −u˜m
)
λm,
ou`
α(l) :=
k+l−1∑
m=k
αmλ
m,
alors,
u˜m = 0 ∀k ≤ m ≤ k + l,
t˜m = 0 ∀k ≤ m ≤ k + l − 1, et
s˜m = 0 ∀k + 1 ≤ m ≤ k + l.
Comme Ψ˜ est aussi un champ de Killing, par le lemme 3.1,
t˜k+l = c
est constante. Par le lemme 3.1 de nouveau, nous obtenons le re´sultat en posant αk+l :=
−2c. 
Rappelons de l’introduction qu’une solution ω de l’e´quation sinh-Gordon est dite de
type fini si et seulement si elle admet un champ de Killing polynoˆmial.
Lemme 7.2
La solution ω est de type fini si et seulement s’il existe un sous-espace vectoriel de dimension
finie E ⊆ C∞(Σ,C) tel que, pour tout m et pour tout n,
um,n ∈ E.
De´monstration : Il suffit de montrer que cette condition est suffisante. Supposons de
nouveau que γ = 1. En particulier, par (41), pour tout m, nous avons
um = um,m ∈ E.
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Si d := Dim(E), alors il existe un polynoˆme de Laurent α ∈ P de bidegre´ (0, d− 1) tel que
si
αΦ :=
∞∑
m=0
(
u˜m e
ω t˜m
eω s˜m −u˜m
)
λm,
alors
u˜d = 0,
et le re´sultat en de´coule par le lemme 7.1. 
Lemme 7.3
Pour tout m et pour tout n, la fonction um,n ve´rifie l’e´quation sinh-Gordon line´arise´e
suivante :
∆um,n + cosh(2ω)um,n = 0. (55)
De´monstration : En effet, en de´rivant (42), nous obtenons
4um,n,zz + i(e
2ωsm+1,n)z − itm,n−1,z = 0.
En appliquant (45) et (47), ceci devient
4um,n,zz +
1
2
e2ωum,n +
1
2
e−2ωum,n = 0,
et le re´sultat en de´coule. 
Lemme 7.4
Si φ : Σ→ C est une fonction holomorphe qui ve´rifie
Im(φ)|∂Σ = 0,
alors φ est constante.
De´monstration : En effet, par le principe de re´flexion de Cauchy, φ s’e´tend en une
fonction holomorphe et borne´e sur le cylindre parabolique S1×R et le re´sultat en de´coule
par le principe de Liouville. 
The´ore`me 7.5
Soit ω : Σ → R solution de l’e´quation sinh-Gordon avec conditions au bord de Durham.
Alors ω est de type fini.
De´monstration : En effet, soit Φ le champ de Pinkall-Sterling de ω et soient (um,n),
(tm,n) et (sm,n) comme dans (40). Par les lemmes 5.1 et 5.5, Φ ve´rifie la condition de
Sklyanin pour les champs le long de ∂Σ. Il en de´coule par le lemme 6.4 que, pour tout m
et pour tout n,
Im(um,n),y = Ae
ωIm(um,n)−Be
−ωIm(um,n),
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le long de ∂Σ. Comme Im(um,n) ve´rifie aussi la line´arise´e de l’equation sinh-Gordon, il
s’ensuit par la the´orie classique d’ope´rateurs elliptiques sur des varie´te´s compactes a` bord
(c.f. [15]) qu’il existe un sous-espace vectoriel de dimension finie E1 ⊆ C
∞(Σ,R) tel que,
pour tout m et pour tout n,
Im(um,n) ∈ E1.
Par (44) et (47), pour tout m et pour tout n,
(
e2ωsm+1,n − e
2ωtm−1,n
)
z
= −
i
2
e2ω
(
um,n − um,n
)
= e2ωIm(um,n) ∈ e
2ωE1,
et, par (52), le long de ∂Σ,
Im
(
e2ωsm+1,n − e
2ωtm−1,n
)
= −4AeωIm(um,n) ∈ e
ωE1|∂Σ.
Il en de´coule par le lemme 7.4 qu’il existe un sous-espace vectoriel de dimension finie
E2 ⊆ C
∞(Σ,C) tel que pour tout m et pour tout n,
e2ωsm+1,n − e
2ωtm−1,n ∈ e
ωE2.
Par (45) et (46), pour tout m et pour tout n,
(
sm,n+1 − tm,n−1
)
z
= −
i
2
e−2ω
(
um,n − um,n
)
= e−2ωIm(um,n) ∈ e
−2ωE1.
et, par (53), le long de ∂Σ,
Im
(
sm,n+1 − tm,n−1
)
= 4Be−ωIm(um,n) ∈ e
−ωE1|∂Σ.
Il en de´coule de nouveau par le lemme 7.4 qu’il existe un sous-espace vectoriel de dimension
finie E3 ⊆ C
∞(Σ,C) tel que pour tout m et pour tout n,
sm,n+1 − tm,n−1 ∈ e
−ωE3.
Enfin, par (50), le long de ∂Σ, pour tout m et pour tout n,
Re
(
um+1,n−1 − um−1,n+1
)
= 2Be−ωRe
(
e2ωsm+1,n − e
2ωtm−1,n
)
− 2AeωRe
(
sm,n+1 − tm,n−1
)
∈ Re(E2 + E3).
Il en de´coule par re´currence que, le long de ∂Σ, pour tout m et pour tout n,
Re(um,n) ∈ Re(E2 + E3).
Enfin, comme Re(um,n) ve´rifie aussi la line´arise´e de l’equation sinh-Gordon, il s’ensuit de
nouveau par la the´orie classique des ope´rateurs elliptiques sur les varie´te´s compactes a`
bord qu’il existe un quatrie`me sous-espace vectoriel de dimension finie E4 ⊆ C
∞(Σ,R) tel
que, pour tout m et pour tout n,
Im(um,n) ∈ E4.
Le re´sultat en de´coule par le lemme 7.2. 
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8 - Des champs de Killing polynomiaux. Enfin, afin de construire des champs de
Killing polynomiaux qui ve´rifient la condition de Sklyanin pour des champs, nous nous
restreignons de nouveau au cas ou` γ = 1.
Lemme 8.1
Soit
Ψ :=
∞∑
m=0
(
um e
ωtm
eωsm −um
)
λm
un champ de Killing qui ve´rifie la condition de Sklyanin pour des champs. Si uk = 0 et si
tk /∈ R alors il existe un champ de Killing polynomial Ψ
′ de bidegre´ (0, 4) qui ve´rifie aussi
la condition de Sklyanin pour des champs.
De´monstration : Soit Φ le champ de Pinkall-Sterling. Par le lemme 7.1, il existe des
se´ries de Laurent a` coefficients re´els f, g ∈ L telles que
Ψ− (f + ig)Φ = P,
ou` P est un champ de Killing polynomial. Notons alors
Ψ1 := gΦ.
Comme Φ ve´rifie la condition de Sklyanin pour les champs, et comme g est a` coefficients
re´els, Ψ1 ve´rifie aussi la condition de Sklyanin pour les champs, c’est-a`-dire, pour tout
λ ∈ S1,
K(λ, 1)Ψ1(λ, 1)−Ψ1
(
1
λ
, 1
)t
K(λ, 1) = 0
le long de ∂Σ. Ensuite, comme Φ et Ψ ve´rifient tous les deux la condition de Sklyanin
pour les champs, et comme f est a` coefficients re´els, nous avons aussi, pour tout λ ∈ S1,
iK(λ, 1)Ψ1(λ, 1) + iΨ1
(
1
λ
, 1
)t
K(λ, 1) = Q(λ, 1)
le long de ∂Σ, ou`
Q(λ, 1) := K(λ, 1)P (λ, 1)− P
(
1
λ
, 1
)t
K(λ, 1).
Il s’ensuit que
K(λ, 1)Ψ1(λ, 1) = −
i
2
Q(λ, 1)
⇔ D(λ, 1)Ψ1(λ, 1) = −
i
2
K
(
1
λ
, 1
)
Q(λ, 1),
ou`
D(λ, 1) := Det(K(λ, 1)).
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Notons alors
Ψ′(λ, 1) := λ2−kD(λ, 1)Ψ1(λ, 1).
Comme D(λ, 1) est un polynoˆme de Laurent a` coefficients re´els, Ψ′ est aussi un champ
de Killing qui ve´rifie la condition de Sklyanin pour les champs. Enfin, nous ve´rifions que
Q(λ, 1) est un polynoˆme de bidegre´ (k − 1, k + 1), et le re´sultat en de´coule. 
De´monstration du the´ore`me 1.1 : Pour montrer l’existence d’un champ de Killing
polynomial qui ve´rifie la condition de Sklyanin pour les champs, il suffit de refaire la con-
struction des lemmes 7.1 et 7.2 en n’utilisant que des se´ries de Laurent a` coefficients re´els.
La seule obstruction possible a` cette construction, c’est le cas e´tudie´ dans le lemme 8.1.
Comme il existe, de toute fac¸on, un champ de Killing polynomial qui ve´rifie la condition
de Sklyanin pour les champs meˆme dans ce cas-ci, l’existence en de´coule.
Re´ciproquement, supposons qu’il existe un champ de Killing polynomial
Ψ :=
k∑
m=0
(
um e
ωtm
eωsm −um
)
λm
qui ve´rifie la condition de Sklyanin pour les champs. Alors, par le lemme 3.1,
s0 = u0 = 0.
Par (49), nous pouvons supposer que
t0 =
1
2
,
et, par (50),
Re
(
u1 + 2Ae
ωt0 + 2Be
ωs1
)
= 0.
Or, par (23), (25) et (27),
u1 = −2iωz ,
t0 =
1
2
et
s0 =
1
2
e−2ω,
et le re´sultat en de´coule. 
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