Abstract. In this paper we prove that M p Λ is almost isometric to ℓ p in the canonical way when Λ is lacunary with a large ratio. On the other hand, our approach can be used to study also the Carleson measures for Müntz spaces M p Λ when Λ is lacunary. We give some necessary and some sufficient conditions to ensure that a Carleson embedding is bounded or compact. In the hilbertian case, the membership to Schatten classes is also studied. When Λ behaves like a geometric sequence the results are sharp, and we get some characterizations.
We shall also consider some positive and finite measures µ on [0, 1) (see the remark at the beginning of section 2), and the associated L p (µ) space. For a sequence w = (w n ) n of positive weights, we denote ℓ p (w) the Banach space of complex sequences (b n ) n equipped with the norm b ℓ p (w) = ( n |b n | p w n ) 1 p and the vector space c 00 consisting on complex sequences with a finite number of non-zero terms. All along the paper, when p ∈ (1, +∞), we denote as usual p ′ = p p−1 its conjugate exponent. The famous Müntz theorem ( [BE, p.172] , [GL, p.77] ) states that if Λ = (λ n ) n∈N is an increasing sequence of non-negative real numbers, then the linear span of the monomials t λn is dense in L p (resp. in C) if and only if n≥1 1 λn = +∞ (resp. and λ 0 = 0). We shall assume that the Müntz condition n≥1 1 λn < +∞ is fulfilled and we define the Müntz space M p Λ as the closed linear space spanned by the monomials t λn , where n ∈ N. We shall moreover assume that Λ satisfies the gap condition: inf n λ n+1 − λ n > 0. Under this later assumption the Clarkson-Erdös theorem holds [GL, Th.6.2.3] : the functions in M p Λ are the functions f in L p such that f (x) = a n x λn (pointwise on [0, 1)). This gives us a class of Banach spaces M p Λ L p of analytic functions on (0, 1). In full generality, the Müntz spaces are difficult to study, but for some particular sequences Λ, we can find some interesting properties of the spaces M p Λ . Let us mention that lately these spaces received an increasing attention from the point of view of their geometry and operators: the monograph of Gurariy-Lusky [GL] , and various more or less recent papers (see for instance [AHLM] , [AL] , [CFT] , [LL] , [NT] ).
We shall focus on two different questions on the Müntz spaces. The first one is linked to an old result: Gurariy and Macaev proved in [GM] that, in L p , the normalized sequence ((pλ n + 1) 1 p t λn ) n is equivalent to the canonical basis of ℓ p if and only if Λ is lacunary (see Th.2.3 below). More recently, the monograph [GL] introduces the notion of quasi-lacunary sequence (see definition 2.1 below), and states that M p Λ is still isomorphic to ℓ p when Λ is quasi-lacunary. On the other hand, some recent papers discuss about the Carleson measures for the Müntz spaces. In [CFT] , the authors introduced the class of sublinear measures on [0, 1), and proved that when Λ is quasi-lacunary, the sublinear measures are Carleson embeddings for M 1 Λ . In [NT] , the authors extended this result to the case p = 2 but only when the sequence Λ is lacunary.
In this paper, we introduce another method to study the lacunary Müntz spaces: for a weight w and a measure µ on [0, 1), we define T µ : ℓ p (w) → L p (µ) by T µ (b) = n b n t λn for b = (b n ) ∈ ℓ p (w). The operator T µ depends on w, µ, p and Λ, and when it is bounded we shall denote by T µ p its norm. We shall see that an estimation of T µ p can be used to improve the theorem of Gurariy-Macaev, and to generalize former Carleson embedding results to lacunary Müntz spaces M p Λ for any p ≥ 1. The paper is organized as follows: in part 2, we specify the missing notations and some usefull lemmas. The main result gives an upper bound for the approximation numbers of T µ (see Prop.2.9) . In section 3, we focus on the classical case: we fix w n = (pλ n + 1) −1 and we define J Λ : ℓ p (w) → M p Λ by J Λ (b) = n b n t λn . It is the isomorphism underlying in the theorem of Gurariy-Macaev. For p > 1, we prove that J Λ is bounded exactly when Λ is quasi-lacunary. On the other hand, when Λ is lacunary with a large ratio, we also get a sharp bound for J −1 Λ p (see Th.3.6 below). Our approach leads to an asymptotically orthogonal version of Gurariy-Macaev theorem exactly for the super-lacunary sequences. In section 4, we apply the results of section 2 for a positive and finite measure µ on [0, 1) with the weights w n = λ −1 n . To treat the Carleson embedding problem, we shall give an estimation of the approximation numbers of the embedding operator i
In section 5, we focus on the compactness of i p µ using the same tools as in section 4. In the case p = 2, this leads to some control of the Schatten norm of the Carleson embedding and some characterizations when Λ behaves like a geometric sequence.
As usual the notation, A B means that there exists a constant c > 0 such that A ≤ cB. This constant c may depend along the paper on Λ (or sometimes only on its ratio of lacunarity), on p . . .. We shall specify this dependence to avoid any ambiguous statement. In the same way, we shall use the notations A ≈ B or A B.
Preliminary results
Before giving preliminary results, let us give a few words of explanation about our choice of measures on [0, 1). This comes from the fact that the measures involved (if considered on [0, 1]) must satisfy µ({1}) = 0. Indeed, we focus either on the Lebesgue measure m (satisfying of course m({1}) = 0) or on measures such that the Carleson embedding
is (defined and) bounded, so that testing a sequence of monomials g n (t) = t λn we must have
lim g n p L p (m) = 0. Therefore practically, we shall consider in the whole paper measures on [0, 1). Moreover, thanks to the result of Clarkson-Erdös, the value at any point of [0, 1) of any function of a Müntz space can be defined without ambiguity.
We shall need several notions of growth for increasing sequences.
Definition 2.1.
• A sequence u = (u n ) n of positive numbers is said to be lacunary if there exists r > 1 such that u n+1 ≥ ru n , for every n ∈ N. We shall say that such a sequence is r-lacunary and that r is a ratio of lacunarity of this sequence.
• The sequence u is called quasi-lacunary if there is an extraction (n k ) k such that sup k∈N (n k+1 − n k ) < +∞, and (u n k ) k is lacunary.
• The sequence u is called quasi-geometric if there are two constants r and R such that we have 1 < r ≤ u n+1 u n ≤ R < +∞, for every n ∈ N. In particular, these sequences are lacunary.
Remark 2.2. It is proved in [GL, Prop.7.1.3 p.94 ] that a sequence is quasi-lacunary if and only if it is a finite union of lacunary sequences.
The following result is due to Gurariy and Macaev. We shall recover and generalize partially this result: for a given sequence of weights (w n ) n and a positive finite measure µ on [0, 1), we study the boundedness of the operator
Example 2.4. In the case of the Lebesgue measure µ = m and when the weights are w n = (pλ n + 1) −1 or in a simpler way (when we do not care on the value of the constants) w n = λ −1 n , Th.2.3 states in particular that T m is bounded when Λ is lacunary. Remark 2.5. In the case p > 1, a (rough) sufficient condition to ensure the boundedness of T is
Indeed, this is just the consequence of the majorization
Point out that in the case of standard weights w n ≈ λ −1 n and for a quasi-geometric sequence Λ, this condition can be reformulated with the help of Lemma 2.10 below as
but we shall come back to that kind of condition later (see Prop.5.5 below for instance).
To get a sharper estimation, we introduce the sequence (D n (p)) n defined for n ∈ N and p ≥ 1, with a priori value in R + ∪ {+∞} by
Proof. If p = 1 the result is obvious. Assume now that p > 1. For any t ∈ [0, 1) and n ∈ N, we have:
p ′ , we apply Hölder's inequality and get:
We obtain:
If (D n (p)) n is a bounded sequence of real numbers, we define the bounded diagonal operator
acting on the canonical basis of ℓ p (w) whose diagonal entries are the numbers D n (p). In other words, in that case, T µ and D are bounded, and we have
This gives informations about the approximation numbers of T µ . Let us specify this notion. We shall be interested in how far from compact (the essential norm) or, on the contrary, how strongly compact (possibly Schatten in the Hilbert framework) are the Carleson embeddings. A way to measure this is to estimate the approximation numbers:
Definition 2.7. For a bounded operator S : X → Y between two separable Banach spaces X, Y , the approximation numbers (a n (S)) n of S are defined for n ≥ 1 by a n (S) = inf{ S − R , rank(R) < n} .
The essential norm of S is defined by
It is the distance from S to the compact operators.
We shall use in the sequel the following notions of operator ideal.
Definition 2.8.
• An operator S : X → Y is nuclear if there is a sequence of rank-one operators (R n ) satisfying S(x) = n R n (x) for every x ∈ X with n R n < +∞. The nuclear norm of S is defined as
• An operator S : X → L p (µ) is order bounded if there exists a positive function h ∈ L p (µ) such that for every x ∈ B X and for µ−almost every t ∈ Ω we have |S(x)(t)| ≤ h(t).
• For r > 0 and when X, Y are Hilbert spaces, we say that a (compact) operator S : X → Y belongs to the Schatten class S r if n a n (T ) r < +∞.
In this case, we define its Schatten norm by S S r = n a n (S)
Recall that nuclear and Schatten class operators are always compact. Of course, the Schatten norm is really a norm when r ≥ 1. The S 2 class is also called the class of Hilbert-Schmidt operators.
For technical reasons, we introduce the following notation: for a bounded sequence (u n ) n in R + , we define (u * N ) N the decreasing rearrangement of (u n ) n by u *
We have lim 
Proof. We first prove (i). For n ∈ N, we denote ϕ *
λn . For any integer N and A ⊂ N with |A| = N , we have:
We fix b ∈ ℓ p (w) and apply Prop.2.6:
and so (i) holds. The points (ii) and (iii) are direct consequences of (i). The assertion (iv) follows easily from the natural decomposition
and the fact that ϕ *
r then the result is obvious. Else, we have in particular D n (2) → 0 when n → +∞. Since for all ε > 0, the set {n, D n (2) ≥ ε} is finite, there exists a bijection ϕ : N → N such that for any n ∈ N, D n (2) * = D ϕ(n) (2). We have:
Lemma 2.10. Let α ∈ R * + . Assume that Λ is a quasi-geometric sequence. Then there are two constants C 1 , C 2 ∈ R * + such that for any t ∈ [0, 1) we have:
Since Λ is quasi-geometric, it is r-lacunary for some r > 1, so there exists a constant C = (r − 1) −1 such that for any n ∈ N, λ n ≤ C(λ n+1 − λ n ). Moreover, there is a constant R > 1 such that λ n+1 ≤ Rλ n and hence we have:
where the underlying constants do not depend on n. We obtain:
R and so we obtain:
If Λ is only lacunary, the majorization part of the result above still holds. Indeed, the proof above can be easily adapted, but anyway, we can also notice that there exists a quasi-geometric sequence Λ ′ = (λ ′ n ) n which contains Λ, and we have
We can give a new proof of the majorization part of the theorem of Gurariy-Macaev (Th.2.3). It follows from the next proposition:
Proposition 2.12. Let p ∈ [1, +∞). Assume that the weights are given by
Proof. From Lemma 2.10 and Remark 2.11 we get:
We obtain that D n (p) is a bounded sequence of real numbers.
From Prop.2.6, we obtain as claimed:
for any b ∈ c 00 , when Λ is lacunary. Let us mention that from Lemma 2.10 and the Gurariy-Macaev's Theorem, one can easily get an estimation of the point evaluation on M p Λ : Proposition 2.13. Let Λ be a quasi-geometric sequence and p ≥ 1. For any t ∈ [0, 1),
Proof. We fix p > 1. Since Λ is in particular lacunary, the Gurariy-Macaev theorem gives:
where the underlying constants depend on p and Λ. We conclude with Lemma 2.10.
In the case p = 1, we can easily adapt the argument, without using Lemma 2.10.
Revisiting the classical case
In this section, we focus mainly on the case p > 1 and we shall consider the Lebesgue measure µ = m on [0, 1]. We define the operator
where the weights ω = (ω n ) are given by ω n = (pλ n + 1) −1 = t λn p p . In particular, if we denote by (e k ) k the canonical basis of ℓ p (ω), we have
The theorem of Gurariy-Macaev says that J Λ is an isomorphism if and only if Λ is lacunary. Our Proposition 2.12 proves as well that J Λ is bounded when Λ is lacunary.
We are going to recover the boundedness of J Λ refining the method used for Prop.2.12, in order to get a sharper estimate of the norm. Actually, we prove that J Λ is bounded if and only if Λ is quasi-lacunary or p = 1. Our approach is different from the one of Gurariy-Macaev (which was based on some slicing of the interval (0, 1)), that is why we are able to control the constants of the norms with explicit quantities depending on the ratio of lacunarity (and p) only. As a consequence, we shall get that for p ∈ (1, +∞), J Λ is an asymptotical isometry if and only if Λ is super-lacunary.
Lemma 3.1. Let α ∈ (0, +∞), p ∈ (1, +∞) and (q n ) n be an r-lacunary sequence. We have
and, summing over the k's, we obtain the majorization.
For p ∈ [1, +∞) we consider the sequence D n (p) defined in section 2:
Proposition 3.2. Let p ≥ 2 and Λ be a (lacunary) sequence such that (pλ n + 1) n is rlacunary. Then we have:
Proof. For j ∈ N, we denote q j = (pλ j + 1) and f j (t) = q 1 p j t λj = t λj t λj p · We have:
.
Since p − 1 ≥ 1, the triangle inequality gives:
For n, k ∈ N, we have :
We apply Lemma 3.1 and we obtain for any n ∈ N:
′ and using that the term for n = k is 1. Thanks to Prop.2.6, we have
Remark 3.3. For p ∈ (1, 2), we can apply the same method and it would lead to:
But this bound is not sharp when p is close to 1. For instance, it tends to +∞ when p → 1 and r is fixed. But J Λ 1 is always 1, without any assumption on Λ.
Point out that the operators
are not defined on the same scale of L p -spaces, since the weight ω actually depends on p. We cannot apply directly Riesz-Thorin theorem for this problem, even not the weighted versions of the literature. Nevertheless, we shall adapt the proof in the next result and it gives the expected bound.
Proposition 3.4. Let p ∈ [1, 2] and let Λ be a (lacunary) sequence such that (pλ n + 1) n is r-lacunary. Then we have:
Our proof is adapted from the classical proof of Riesz-Thorin theorem, with an additional trick. Let θ = 2 p ′ ∈ (0, 1). We have
We fix a = (a n ) n a sequence in R + with a finite number of non-zero terms and g ∈ L p ′ positive, such that a ℓ p (ω) = g p ′ = 1. Finally we define
Point out that we actually have a finite sum, and F is an holomorphic function on the band {z ∈ C| Re(z) ∈ (0, 1)}. For x ∈ R, we have
On the other hand, for every real number x:
where b n = a p 2 n and Ψ = (ψ n ) n = pλ n 2 n . Since (2ψ n + 1) n is also r-lacunary we can apply Prop.3.2. in the hilbertian case:
We apply the Cauchy-Schwarz inequality and get:
Now, the proof finishes in a standard way and the three lines theorem gives
From this, we conclude easily that for arbitrary a ∈ ℓ p (ω), we have
Now we can give a characterization of the boundedness of J Λ .
Theorem 3.5. Let p ∈ (1, +∞). The following are equivalent:
Proof. Assume that Λ is a quasi-lacunary sequence. Using Remark 2.2, there exist K ≥ 1 and lacunary sets Λ j ⊂ Λ (with j ∈ {1, · · · , K}) such that Λ = Λ 1 ∪ · · · ∪ Λ K . We define the operators
where 1I Λj is the indicator function of the set Λ j .
We have
. Moreover, for any j, the norm J For the converse, we assume that Λ is not quasi-lacunary. We denote q k = (pλ k + 1). For an arbitrarily large N ∈ N we consider the extraction (N k) k∈N . It has bounded gaps, so the sequence q N k is not lacunary. This implies lim inf k→+∞ q (k+1)N q kN = 1, so there exists k 0 such that it is less than 2. For n 0 = k 0 N we have
Let A = {n 0 , . . . , n 0 + N − 1}. Thanks to the inequality of arithmetic and geometric means, we have:
We obtain
The following is a refinement of the Gurariy-Macaev theorem for the lacunary sequences with a large ratio.
Theorem 3.6. Let p > 1. For any ε ∈ (0, 1), there exists r ε > 1 with the following property:
For any Λ such that (pλ n + 1) n is r ε -lacunary, we have:
Remark 3.7. If we denote q = max{p, p ′ }, the parameter r ε = 1+ 4q
is suitable for Th.3.6.
Proof. Let q = max{p, p ′ } ≥ 2 and r ε = 1 + 4q
We fix a sequence a ∈ ℓ p (ω) with a ℓ p (ω) = 1. Thanks to the choice of r ε , when p ≥ 2 we apply Prop.3.2 and we get that
In the two cases, the majorization part holds.
For the minoration part, we consider a sequence b ∈ ℓ
We have:
We introduce the sequence (q n ) n = (pλ n + 1) n = (ω −1 n ) n . Since a ℓ p (ω) = 1 and by duality we have sup n a n b n pλ n + 1 , b ℓ p ′ (ω) = 1 = 1.
We now majorize the second term. For any n, k, Young's inequality gives:
We sum over n and k we obtain:
Applying Lemma 3.1, this quantity is less than 2q
thanks to the choice of r ε again.
On the other hand, Hölder's inequality gives
is also r ε -lacunary, so we can apply the majorization part for J Ψ p ′ . Considering the upper bound over the sequences b, we finally obtain, for any Λ at least r ε −lacunary, and for any a in the unit sphere of ℓ p (ω),
Before stating the next corollary, let us recall that a (normalized) sequence (x n ) in a Banach space X is asymptotically isometric to the canonical basis of ℓ p if for every ε ∈ (0, 1), there exists an integer N such that
for any a = (a n ) n ∈ c 00 .
Equivalently there exists a null sequence (ε n ) of positive numbers such that for every N , we have for any a = (a n ) n ∈ c 00 :
When p = 2, we can also say that such a sequence (x n ) is asymptotically orthonormal.
We can now prove Corollary 3.8. Let p ∈ (1, +∞). The following are equivalent:
(i) Λ is super-lacunary.
(ii) The sequence t λn t λn p n in L p is asymptotically isometric to the canonical basis of
Proof. Assume that Λ is super-lacunary: lim n→+∞ λ n+1 λ n = +∞. As usual, we denote q n = (pλ n + 1), and f n (t) = q 1 p n t λn = t λn t λn p . We need to prove that for any ε > 0, there exists
for any a = (a n ) n ∈ c 00 . For a given ε ∈ (0, 1) we consider the number r ε given by Th.3.6. Since (q n ) n is also super-lacunary, there is an integer N large enough to insure that q k+1 ≥ r ε q k when k ≥ N and so the sequence (pλ n+N +1) n is r ε −lacunary. We apply the estimation of J Λ ( a) p given by Th.3.6 with the sequence a = a n q 1 p n n≥N and we get the result.
For the converse, let ε ∈ (0, 1). From the right hand inequality of (1), we get the existence of an integer N ∈ N such that for any integer n ≥ N , for any u ∈ (0, 1),
On the other hand, Hölder's inequality and f p−1 n p ′ = 1 give
We apply this for u = ε 1 p , we finally get:
and since p > 1, we obtain
Thus, pλ n + 1 pλ n+1 + 1 → 0 when n → +∞, and Λ is super-lacunary.
Carleson measures
In this section, µ denotes a positive and finite measure on [0, 1) and Λ is a fixed lacunary sequence. We shall generalize some results of [CFT] and [NT] with the estimations introduced in section 2. In particular, we give a positive answer to a question asked in [NT] : if µ is a sublinear measure on [0, 1) and Λ is lacunary, then the embedding operator i
Definition 4.1. Let p ∈ [1, +∞). We say that: (i) µ is sublinear if there exists a constant C > 0 such that
The smallest admissible constant C above is denoted µ S . (ii) µ satisfies (B p ) when there exists a constant C (depending only on Λ and p) such that:
Λ when there exists a constant C (depending only on Λ and p) such that, for any Müntz polynomial f (t) = n a n t λn ,
In this case we can define the following bounded embedding:
Remark 4.2. The notions defined above are connected to each other:
(ii) For p, q ∈ [1, +∞) such that p < q, we have:
Indeed, since t ∈ [0, 1) → t pλn is an increasing function, [CFT, Lemma 2.2] gives
(iii) Moreover, if Λ is a quasi-geometric sequence, and µ satisfies (B p ) for some p ∈ [1, +∞) then µ is sublinear. It is essentially done in [CFT] in the case p = 1. More precisely, we have:
where R is a constant such that λ n+1 ≤ Rλ n .
The previous remarks suggest the natural question: does (B p ) imply that µ is a Carleson measure for M p Λ ? The answer is not clear in general. In [CFT, Ex.6 .2], they build a sublinear measure (so it satisfies (B 1 )) and a sequence Λ such that µ is not a Carleson measure for M 1 Λ . But when Λ is lacunary we shall see that the condition (B p ) is almost sufficient for µ to be a Carleson measure for M p Λ , and even sufficient when p = 1 or when Λ is a quasi-geometric sequence. The cornerstone of our approach is the following remark. 
where w = (w n ) n is a weight satisfying w n ≈ λ −1 n . With this kind of weight, the operator J Λ realizes an isomorphism between ℓ p (w) and M p Λ : this is a rewording of the Gurariy-Macaev Theorem (Th.2.3). T µ is defined in section 2. The most natural weight is w n = (pλ n + 1) −1 but in this section, we are interested in estimations up to constants (possibly depending on p and Λ). Of course, the results are the same with equivalent weights. So, we choose (in order to simplify) to fix the weight w n = λ −1 n . In particular we obtain:
and for n ∈ N we have
where the sequence (D n (p)) n is defined as in section 2 by the formula (here with our specified weight):
We first treat the case p = 1. As a corollary, we recover quickly [CFT, Th.5.5] where C depends only on p, q and Λ.
Before the proof, we prove the following lemma.
Lemma 4.6. Under the same assumptions of Th.4.5, we have
where C is constant depending only on p, q and r.
Proof. Since (λ k ) k is r-lacunary, for any β ∈ R * + we have: 
We first majorize the first term above. If p > 1, Hölder's inequality gives:
where we used the triangle inequality since p
k . This gives:
If p = 1, the inequality t λ k ≤ 1 gives directly :
For the second term we treat two cases. First if q − 1 ≥ p, the triangle inequality gives:
· It satisfies α > q and (q − 1)α ′ = p. We apply Hölder's inequality:
where we applied again the triangle inequality. We obtain:
We finally get:
Now we can prove Th.4.5.
Proof. Since Λ is lacunary, we can factorize i q µ through ℓ q (w) as in Remark 4.3. We obtain
and Lemma 4.6 gives the result. Proof. Remark 4.2 implies that the sublinear measures satisfy (B 1 ), and we obtain:
The previous fact was proved for p = 2 in [NT, Th.4.3] , and the authors announced the result for p ∈ (1, 2) (see [NT, Cor.5.2] ). Unfortunately there is a gap in the proof of their interpolation result [NT, Th.5 Corollary 4.9. Let q ∈ [1, +∞) and let Λ be a quasi-geometric sequence. Then we have:
where the underlying constants depend only on q and Λ.
In particular, µ is a Carleson measure if and only if it is sublinear.
Proof. Since Λ is lacunary, Remark 4.2 and Lemma 4.6 give easily:
On the other hand, since Λ quasi-geometric, Remark 4.2 (iii) gives:
Compactness and Schatten classes
In this part we are interested in the compactness of the embedding
where µ is a Carleson measure for M p Λ . We turn to the investigation of its membership to various classes of operator ideals. We are mainly interested in compactness and Schatten classes (when p = 2).
As in section 4, we denote w n = λ −1 n ; we consider the operators J Λ and T µ and the sequence D n (p) associated to this weight. To prove this, we remark that for any k ∈ N we have 
Indeed, assume that µ is vanishing sublinear. For any ε > 0, there exists η > 0 such that µ |[1−η,1) S ≤ ε. We have :
The first term tends to 0 when n → +∞ and the second is less than p
thanks to Remark 4.2(ii). (iii) These assumptions are all equivalent to each other when Λ is a quasi-geometric sequence. More precisely, for ε > 0 close to 0, we have:
where n is the index such that ε ∈ 1 pλ n+1 , 1 pλ n , and R is a constant such that λ k+1 ≤ Rλ k for any k ∈ N. We obtain that µ is vanishing sublinear in this case.
5.1. The case p = 1. Remark. Actually the implications (ii) ⇒ (iii) ⇒ (i) are valid for any L 1 -Müntz space, without any assumption of lacunarity for Λ.
On another hand we can point out that, without any special assumption of lacunarity on Λ, the embedding i 1 µ is a Dunford-Pettis operator (i.e. maps a weakly convergent sequence into a norm-convergent sequence) if and only if i 1 µ is compact. This is due to the fact that M 1 Λ has the Schur property since it is isomorphic to a subspace of ℓ 1 (see [We] , see also [G] for some extensions of this result).
Proof. Let us prove that (i) ⇒ (ii). Since Λ is lacunary, we can factorize i t λn dµ → 0 when n → +∞. Prop.2.9 implies that a n (T µ ) → 0 and we get a n (i 1 µ ) → 0 when n → +∞.
(ii) ⇒ (iii) is obvious. (iii) ⇒ (i). Assume now that i 1 µ is weakly compact. We denote H = {λ n t λn } ⊂ L 1 (µ) and we fix ε ∈ (0, 1). Since H is bounded in L 1 (µ) and weakly relatively compact, H is uniformly integrable (see [Wo, Th.III.C.12 p.137] ). This means that for any ε > 0, there exists δ > 0 such that for any n ∈ N and any measurable set A ⊂ [0, 1) with µ(A) ≤ δ, we have
Since µ({1}) = 0, there exists s ∈ (0, 1) such that µ([s, 1)) ≤ η. We have
and since λ n s λn → 0 when n → +∞ we obtain that µ satisfies (b 1 ).
5.2. The case p > 1.
Let us mention without proof the next remark (the argument is the same as in Lemma 5.10 below, but we shall not use this result in the general case).
Remark 5.4. Let Λ be a quasi-geometric sequence. There exist an integer K ≥ 1 and C depending only on Λ such that for any n ∈ N we have:
We first give a first easy sufficient condition to ensure compactness. This is closely linked to the rough sufficient condition to ensure the boundedness of i 
Point out that the previous integral condition is then sufficient to ensure that i
Proof. Since the space M p Λ is separable, i p µ is order bounded if and only if t → sup
belongs to L p (µ). Now, the estimation on the point evaluation (see Prop.2.13) gives the conclusion.
In the same spirit than the boundedness problem, we can "almost" characterize the compactness of i 
The following result is an improvement of [CFT, Prop.3.2] . The result requires no assumption on the lacunarity of Λ but a strong assumption on µ. Proof. Assume that Supp(µ) ⊂ [0, δ] with δ < 1. We fix ε > 0 such that (1 + ε)δ < 1. Since Λ satisfies the gap condition, we have the following classical estimation essentially done in [GL, Prop.6.2.2] : there exists K ε such that for any Müntz polynomial
This implies that the functionals e * n :
−→ a n are well defined, bounded, and
we have e * n ≤ K ε (1 + ε) λn . We define g n : [0, 1) → C by g n (t) = t λn . The functions (g n ) n belong to L p (µ) and we have g n L p (µ) ≤ µ([0, 1))δ λn . On the other hand, for any Müntz polynomial f , we have i 
(ii) For any q ∈ (0, +∞), we have: since this last term is the term n = k in the sum. On the other hand, we assume that Λ is r-lacunary. There exists K ∈ N such that r K ≥ 2 and since Λ is quasi-geometric, there exists R ∈ R such that λ k+1 ≤ Rλ k for any k. We obtain:
and we obtain (i).
For k ∈ N we shall denote M k = λ k 
We compare D n (2) ℓ q and M 1 2 n and shall, in some sense, improve the estimation of Lemma 4.6. For n ∈ N, we have:
The number D n (2) 2 is less than the n-th entry of the vector A[(M k ) k ], where A = (A n,k ) n,k is the matrix defined by Now we treat the case q < 2. Since q 2 < 1, we have We get the result since (1 − st) ≤ (1 − st 2 ) ≤ (1 + st)(1 − st) ≤ 2(1 − st) for s, t ∈ [0, 1].
Note that the previous criterion is the same for any sequence Λ which is quasi-geometric. In particular, we have a characterization of the Hilbert-Schmidt embeddings. Proof. Proof 1. We apply Prop.5.12 in the case q = 2. The Fubini theorem gives: 
