This work is motivated by the recent experimental development of microfluidic flow-focusing devices that produce highly monodisperse simple or compound drops. Using finite elements with adaptive meshing in a diffuse-interface framework, we simulate the breakup of simple and compound jets in coflowing conditions, and explore the flow regimes that prevail in different parameter ranges. Moreover, we investigate the effects of viscoelasticity on interface rupture and drop pinch-off. The formation of simple drops exhibits a dripping regime at relatively low flow rates and a jetting regime at higher flow rates. In both regimes, drops form because of the combined effects of capillary instability and viscous drag. The drop size increases with the flow rate of the inner fluid and decreases with that of the outer fluid. Viscoelasticity in the drop phase increases the drop size in the dripping regime but decreases it in the jetting regime. The formation of compound drops is a delicate process that takes place in a narrow window of flow and rheological parameters. Encapsulation of the inner drop depends critically on coordination of capillary waves on the inner and outer interfaces.
I. INTRODUCTION
The recent upsurge in microfluidic research has arisen from the confluence of maturing microfabrication techniques and the increasing need to manipulate small amounts of fluids, often for the purpose of fast and inexpensive analysis of biological and chemical samples. [1] [2] [3] [4] An important issue in microfluidics is the control of fluid interfaces, in particular the generation and manipulation of droplets. 5, 6 From a fundamental standpoint, the significance of interfacial dynamics in microfluidics is easy to understand. The miniaturization of flow geometries greatly increases the ratio of surface area to volume, thereby accentuating the role of interfacial forces. In practical applications, droplets in microchannels form the centerpiece of many lab-on-a-chip devices. For instance, a variety of mechanisms can be employed to move a droplet as a means of pumping fluids.
2,7 Another oft-cited application is the use of droplets as chemical reactors where the kinetics can be monitored and controlled very precisely. 8 Recently, droplets have also been used as templates for producing microparticles with specialized biological, chemical, and optical properties. [9] [10] [11] The application of greatest relevance to this paper is the use of microfluidic channels for producing highly monodisperse emulsions. Traditionally, emulsions are made by shearing immiscible fluids in macroscopic mixers. 12 The droplets thus produced have a wide range of sizes, and the size distribution is often poorly controlled. Recently, two types of microfluidic devices have been developed for producing droplets with precisely controlled sizes: the T-junction and the flow-focusing device. 2 Integration of multiple units allows the efficient production of monodisperse emulsions consisting of a great number of droplets. 11, 13 Moreover, compound drops may be produced either using a two-step procedure of two T-junction units in tandem, with alternating surface wetting properties, 14 or by clever use of multiple injection ports in a one-step procedure. 15 These allow one to engineer double emulsions with much more precisely controlled dimensions and properties than those produced using conventional methods, 16, 17 with potential impacts in drug delivery, controlled release, and other applications. 18 In comparison with the rapid experimental advances, very little theoretical or numerical work has been done on interfacial dynamics in microfluidic channels. Aside from scaling arguments on the drop size and conditions for drop formation, 15, 19 we know of only one numerical simulation of drop formation in the flow-focusing device. 20 Our current knowledge about the working of various devices is mostly empirical. Many fundamental questions on interfacial behavior in small dimensions and close proximity of bounding walls remain to be answered. For example, what physical mechanisms govern the process? Do drops form through the same capillary instability as operates in macroscopic scales? How does the final drop size depend on various geometric, material, and flow parameters? To answer such questions, systematic theoretical and numerical studies need to be carried out. Moreover, a coherent understanding of microscale interfacial flows is essential for a rational design and manufacturing strategy.
Thus, this computational study was motivated not only by the technological potential of microfluidics, but also by the fundamental fluid dynamics behind the devices. By exploring the process over ranges of the material and operating parameters, we seek to clarify the underlying physics, and to provide guidelines for further technological developments. Furthermore, we introduce non-Newtonian rheology into the picture. This is an important addition because the sample fluids in the targeted applications are often biological complex fluids that contain macromolecules. Despite the typically slow flow rates, the small dimension of microchannels implies large strain rates capable of distorting the microstructure of the fluids and thus producing viscoelasticity. 2 Besides, the elasticity of polymer molecules may be exploited to produce fluidic control and memory elements. 21 So far, little experimental attention has been given to nonNewtonian fluids in microfluidics. Indeed, Stone et al. 2 have identified this as one of the major thrust areas in microfluidic research in the near future. Our numerical work will provide the first indications of the effects of non-Newtonian rheology on drop formation and behavior in microfluidic flows.
In the context of computational fluid dynamics, the process of drop formation in the flow-focusing devices is a formidable task. Besides the complex geometry, the moving and deforming internal boundary is a well-known numerical difficulty. Moving-grid methods use grid points to track the interfaces, and tend to break down when the interfaces undergo topological changes such as breakup and coalescence. 22 Fixed-grid methods avoid this problem by regularizing the interface and converting the Lagrangian description of moving boundaries into an Eulerian description. The price is the need for an additional scalar field and adequate resolution of the interfacial region. 23 Incorporating non-Newtonian rheology is an additional challenge. Recently, we have developed a finite-element algorithm with adaptive meshing that possesses the strengths of both fixed and moving grids. 24 Couched in a diffuse-interface framework, the method is particularly suited for simulating interfacial dynamics in complex fluids. In this model, the two components are assumed to mix in a narrow interfacial layer, across which physical properties change steeply but continuously. The interfacial position and thickness are determined by a phase-field variable whose evolution is governed by a mixing energy. This way, the structure of the interface is rooted in molecular forces and calculated from a convectiondiffusion equation; there is no longer a need for tracking the interface. Moreover, the model uses an energy-based formulation that incorporates the rheology of microstructured fluids with ease. We have set three objectives for this study: ͑a͒ to demonstrate that our diffuse-interface method is capable of reproducing the experimentally observed processes of simple-and compound-drop formation; ͑b͒ to map out the ranges of operating and material parameters so as to provide guidelines for future design and development; and ͑c͒ to explore the effects of viscoelastic rheology on the process.
II. THEORY AND NUMERICAL METHODS
Yue et al. 25 have described a theoretical model that incorporates non-Newtonian rheology into a diffuse-interface framework, presented a numerical algorithm using spectral discretization, and conducted numerical experiments to validate the code. Recently, Yue et al. 24 have developed a more versatile and powerful version of the numerical toolkit, dubbed AMPHI, using finite elements with Adaptive Meshing using a phase field ͑ គ ͒. Since the numerical schemes in AMPHI and their validation have been discussed in detail, we will only summarize the main ideas and give the governing equations here. Consider a pair of "immiscible" fluids in contact. To be specific, we take one fluid to be Newtonian and the other a viscoelastic Oldroyd-B fluid. The diffuse interface has a small but nonzero thickness, inside which the two components are mixed and store a mixing energy. We define a phase-field variable such that the concentrations of the non-Newtonian and Newtonian components are ͑1+͒ / 2 and ͑1−͒ / 2, respectively. Then takes on a value of 1 or −1 in the two bulk phases, and the interface is simply the level set = 0. Starting with the system's free energy, comprising the mixing energy of the interface and the bulk elastic energy in the Oldroyd-B fluid, we can derive the following set of governing equations: 24, 26 ‫ץ‬ ‫ץ‬t
where t is time, v is the velocity, is the total stress tensor, and p is pressure. G is the chemical potential and ␥ is the mobility parameter; is the interfacial energy density and the capillary width ⑀ represents the interfacial thickness. With decreasing ⑀, the diffuse-interface model approaches the classical sharp-interface model and / ⑀ gives the interfacial tension. 25 The polymer stress p obeys the Maxwell equation, with the subscript ͑1͒ denoting the upper convected derivative and H being the polymer relaxation time. p and s are the polymer and solvent contributions to the shear viscosity of the Oldroyd-B fluid, and n is the viscosity of the Newtonian phase. is a mixture density, =1+ /2 1 +1− /2 2 , 1 and 2 being the densities for the Oldroyd-B and Newtonian components, and g is the gravitational acceleration.
These equations are discretized on a finite-element grid using the Galerkin formulation with streamline upwinding for the constitutive equation. We will concern ourselves only with axisymmetric geometry in this study, and the 2D computational domain is covered by an unstructured grid of triangular elements. Prior experience has shown that the key to accurate phase-field simulations is sufficient resolution of the interfacial region. 23 Thus, we have built an adaptive meshing scheme using the method contained in the public-domain package GRUMMP. 27 The scheme allows one to control the spatial gradient of grid size using a scalar field. In our application, the phase-field variable is a natural choice for this function. Thus, we have a belt of refined triangles covering the interfacial region. As the interface approaches the edge of the belt, remeshing is performed with the mesh upstream of the interface being refined by edge bisection and/or node insertion while that left behind is coarsened. Typically the interfacial layer requires roughly 10 grid points to resolve, and remeshing happens over tens of time steps. We use implicit time-stepping, with Newton iteration at every step to handle the nonlinearity in the equations. The time step is automatically adjusted according to a set of criteria based on the normal velocity of the interface and the bulk velocity. Numerical experiments with grid refinement and time-step refinement have been carried out, 24 and adequate resolution is ensured for the simulations presented in the following.
III. RESULTS AND DISCUSSION

A. Drop formation at an orifice
We first consider the growth and detachment of drops from a tip of a capillary tube that discharges into an ambient fluid at a small constant flow rate. This relatively simple process has been studied in the past by several groups, theoretically by lubrication analysis, 28 experimentally, [29] [30] [31] [32] and computationally. 29, 30, 33 A summary of the main results can be found in a recent review. 34 Important aspects of the process, e.g., the drop size, the critical length of the thread prior to pinch-off, and satellite drop formation, have been explored as functions of geometry, flow rate, and fluid properties, including viscoelasticity. A comparison of our simulation with results in the literature will serve as a validation of our numerical method and code. Although Yue et al. 24 presented numerical examples for benchmarking the method, they did not examine interface rupture and pinch-off, phenomena that are key to the drop formation in microchannels. For our purpose, we will focus on a computational study by Wilkes et al. , 29 who used a moving-grid finite-element method to simulate the formation of drops of Newtonian liquids issuing from a capillary into air.
Let us denote the viscosity and density of the fluid inside the capillary by i and i , and those of the ambient matrix fluid by o and o . Other parameters of the problem are the radius of the nozzle a, the average velocity in the capillary V i , interfacial tension , and gravitational acceleration g. The process is controlled by five dimensionless groups,
where the Bond number Bo, the capillary number Ca, and the Weber number We indicate the ratio of gravity, viscous force, and inertia to capillarity. The Reynolds and Ohnesorge numbers are also used in the literature, Re= We/ Ca, Oh= Ca/ We 1/2 . We start with an initial condition where the interface is flush with the opening of the capillary tube, and a parabolic velocity profile with average V i is imposed upstream. Figure  1 shows two snapshots of a typical simulation, one at an early stage of drop formation and the other immediately after the drop pinches off. Note that the finite-element grid is refined near the interface. As the interface deforms, the mesh evolves accordingly. In this example, the mesh is generated by enforcing a grid size h 1 = 0.003a on the interface, h 2 = 0.15a inside the inner fluid, and h 3 = 0.2a in the far field of the outer fluid. Numerical experiments with mesh refinement have shown such resolutions to be sufficient. The small h 1 , relative to the capillary width ⑀ = 0.006a, implies that there are about 15 grid points across the interfacial layer, more than adequate for resolving the interfacial profile and producing an accurate interfacial tension. 25 The scenario of drop growth and pinch-off is similar to prior simulations by Wilkes et al. 29 To be more quantitative, Note first that the power law is borne out by both sets of results. In addition, the agreement between the two results is within 5% throughout the Bo range. This is despite the differences in ␣ and ␤ as inertia and viscosity have negligible effects in this limiting regime as long as the density difference is matched properly through Bo. This validation indicates that our numerical scheme handles interfacial deformation and pinch-off accurately. In fact, the diffuse-interface treatment affords an advantage over sharp-interface methods in simulating breakup and coalescence. These topological changes are no longer mathematical singularities to be circumvented by ad hoc schemes that cut and reconnect the interface. Rather they are controlled by a short-range molecular force akin to the van der Waals force. 36 To further illustrate this point, Fig. 3 plots the thinning of the neck in time. Except for the final moment, R n ͑t͒ approximates a 2 / 3 power-law that would be obtained for an inertio-capillary pinch-off. 28 In our case, Oh= 0.178, Bo= 0.465, and the small viscous and gravity effects may have caused the deviation from the scaling. However, the most interesting feature is the abrupt dive of R n once it reaches a threshold value R n * Ϸ 0.01a. This is when the shortrange force inherent in the Cahn-Hilliard model begins to dominate. Owing to the phenomenological nature of this model, however, the degree to which this short-range force reflects reality in a particular experiment is not known a priori. Thus, we may consider the threshold R n * the smallest length scale that is resolved with confidence in our simulations. Note that R n * is close to 2⑀ and is roughly half of the interfacial thickness.
B. Formation of simple drops in a flow-focusing device
The simulations to be discussed in this subsection are motivated by the experiments of Anna et al., 37 who produced water drops in oil in a flow-focusing geometry. However, the setup of the numerical problem differs from its experimental counterpart in several ways. First, the experimental channels have rectangular cross sections, and the flow field is 3D. We have adopted a 2D axisymmetric geometry illustrated in Fig.  4 . The length scales are similar to those in the experiment but a precise match is impossible. Our main motivation for using an axisymmetric geometry is to reduce the computational cost. But axisymmetric devices have practical advantages over the more common rectangular microchannels for drop encapsulation. 38 Second, the solid surfaces in Anna et al.'s microchannel seem to be hydrophobic since the interface ap- parently never makes contact with the outer walls in the experiment. In our phase-field formulation, a contact angle of 90°is the default, although it may be modified through the free energy. 39 As a result, our interface may touch the wall at very low flow rates, which we have avoided in the simulations to reflect the experimental hydrophobicity. Finally, surfactants ͑Span 80͒ are added to the oil phase in the experiment to prevent coalescence of the drops after they are formed. It is unclear whether the surfactants have affected the drop formation process, and we have made no such provisions in the simulations, except assuming a reduced interfacial tension of = 10 mN/ m. This is approximately the limiting interfacial tension between water and hexane with saturating Span 80 surfactants on the interface. 40 At the inlet, parabolic velocity profiles are imposed for both the inner fluid and the outer fluid, with average velocities V i and V o , respectively. At the outlet, the normal stress and the radial velocity vanish, while at the axis of symmetry, the radial velocity and all radial gradients are set to zero. The physical parameters are taken from the experiments, 37 with the inner fluid being water and the outer silicone oil. The density and viscosity ratios are ␣ = i / o = 1.11 and 37 The We and Ca values cited below correspond to flow rates and material constants from the experiments and a characteristic length a =20 m, close to half of the actual orifice width of 43.5 m. Mesh sizes are similar to those used in Fig. 1 , h 1 = 0.005a on the interfaces, h 2 = 0.08a in the bulk of the inner fluid, and h 3 = 0.1a for the bulk of the outer fluid. The capillary width is ⑀ = 0.01a.
Two regimes, dripping and jetting, have been identified in previous experiments on drop formation at the tip of a capillary discharging into stationary air 41 or a coflowing stream, 19, 42 and most recently in flow-focusing devices. 15 Similar regimes have been observed in our simulations. The dripping regime is characterized by periodic formation of highly uniform spherical drops outside the orifice, and prevails at low flow rates. With increasing flow rates, there is a transition to the jetting regime, where a jet extends downstream from the orifice, with drop formation at the tip of the jet. In the following, we will analyze each regime in turn and discuss the transition.
Dripping regime
The flow focusing occurs through the strong contraction upstream of the nozzle, which stretches the inner fluid into a filament inside the nozzle. Upon exiting the orifice, the expansion decelerates the flow, and interfacial tension produces a nearly spherical bulb at the end of the filament ͓Fig. 5͑a͔͒. The bulb is fed by the filament and grows gradually. Meanwhile a neck forms at the base of the bulb ͓Fig. 5͑b͔͒. Shortly after, oscillations are observed on the neck ͓Figs. 5͑c͒ and 5͑d͔͒. The oscillation is amplified in time, and after several periods the neck pinches off and the bulb disconnects from the filament and travels downstream ͓Fig. 5͑e͔͒. Then a new cycle commences. This process is highly periodic and produces drops of very uniform size ͓Fig. 5͑f͔͒.
The oscillation of the neck before drop pinch-off is more clearly shown by the time sequence in Fig. 6 . During periodic drop formation, the interfacial shape upstream of the nozzle hardly varies in time, and the oscillation is largely localized to the neck region. This oscillation calls to mind the well-known Rayleigh instability. Because the filament ends in the bulb, however, capillarity works through both the Rayleigh instability and the end-pinching mechanism. 43 To investigate the development of capillary waves on the filament, we have carried out a simulation where the length of the nozzle is elongated to three times the original size ͑Fig. 7͒. The growth of capillary waves within the nozzle, apparent in Fig. 7͑a͒ , is more precisely represented by the filament radius in Fig. 7͑b͒ . Clearly, the capillary wave travels downstream with increasing amplitude. The wave-speed 44 who extended Rayleigh's theory to a viscous cylinder surrounded by another viscous fluid and confined in a tube, gives the fastestgrowing wavelength as 9.42r f , in close agreement with our numerical value. Since the bulb and the neck hardly move forward, the traveling wave produces the oscillation in Fig. 6 as it arrives at the neck. The period at the neck is roughly twice that of the wave inside the nozzle.
Thus we have confirmed the existence and growth of capillary waves. But is capillary instability the direct cause of the breakup of the filament and pinch-off of the drop? For capillary breakup, the drop radius r d would be proportional to the radius of the filament r f . The latter can be easily estimated from the flow-rate ratio ⌫ and viscosity ratio ␤ by assuming parabolic velocity profiles in the nozzle and matching the shear stress at the interface,
For our simulations, ␤ = 0.167 and ⌫Ͻ1, and the above is well approximated by a power law, r f / a ϳ ⌫ 1/2 . We have confirmed that the computed r f follows this scaling closely. Then we would expect the radius of the drops r d to scale with ⌫ 1/2 as well. This scaling, as it turns out, fails to represent the numerical results in Fig. 8 . Moreover, the drop size also depends strongly on the diameter of the downstream collection tube ͑Fig. 9͒. Therefore, the pinch-off of the drop is not entirely determined by the capillary instability. The complex geometry-expansion from the nozzle to the collection tube-and the outer flow field play important parts as well.
For drop formation in a coflowing ambient fluid without flow-focusing, Umbanhowar et al. 19 suggested a scenario of drag-induced pinch-off similar to that of a pendant drop under gravity. This seems to be consistent with the trend in Fig.  9 , where the slower outer flow for larger expansion ratio r e / a results in less drag on the bulb and larger drop size. Balancing a Stokes-like viscous drag and the capillary force on the According to this, r d should scale with ⌫ 3/2 for fixed Q i , and with r e 2 for fixed ⌫. However, the former is contradicted by the data in Fig. 8 while the latter by Fig. 9 .
We are led to the conclusion that the pinch-off is the combined effect of both capillary instability and stretching of the neck by viscous drag. 20 Imagine setting Q i and Q o suddenly to zero. The filament hanging outside the nozzle will break into droplets by end-pinching: the end forms a bulb and the neck pinches in with the fluid being squeezed out by the high capillary pressure in the neck. In the actual simulations, the flow in and around the filament changes this picture. On the one hand, the inner flow supplies fluid to the neck and resists its continuous thinning ͓Fig. 10͑a͔͒. On the other hand, the outer flow exerts a drag on the bulb that tends to stretch and thin the neck. As a result, the neck radius reaches smaller minima in successive cycles of oscillation with the incoming waves ͑Fig. 6͒. During the shrinking phase of the neck's oscillation, the forward velocity in the filament is impeded, and the fluid accumulates upstream of the neck ͓Fig. 10͑b͔͒. Periodically, this fluid mass merges into the end drop as the neck size reaches its maximum. Thus, as the minimum neck radius diminishes in the oscillation, the maximum increases as shown in Fig. 6 . Eventually, a critical point is reached when the neck size gets so thin that the forward flow in the filament is completely arrested ͓Fig. 10͑b͔͒. The vortex ring before the neck is caused by the high capillary pressure at the neck that drives the fluid into reverse motion. Then end-pinching and stretching by viscous drag conspire to effect the pinch-off. The interplay of various factors is such that an argument based on capillary instability or viscous drag alone is inadequate.
Jetting regime
As the flow rates increase, dripping gives way to jetting. While dripping produces drops right after the nozzle, jetting features a long jet that extends several orifice diameters downstream into the collection tube. Drops form at the forefront of the jet periodically. A cycle of drop pinch-off is shown in Fig. 11 .
The mechanism for drop formation seems to be qualitatively the same as in the dripping regime, i.e., via a combination of viscous drag and capillary instability, the latter comprising Rayleigh waves and end-pinching. Inside the nozzle, viscous shear stretches the interface and produces a thin filament as before ͓cf. Eq. ͑13͔͒. Upon entering the collection tube, the expansion reduces the outer flow velocity and the viscous shear on the filament. Capillary retraction then causes the jet to become thicker. Nevertheless, capillary waves are evident on the jet. As in the dripping regime, it does not seem that the drop pinch-off is due entirely to the growth of the capillary wave. If it is, the period of drop formation should be given by the time required for capillary breakup, which in our low-viscosity case scales as t c ϳ͑ i r j 3 / ͒ 1/2 , r j being the jet radius in the collection tube. Then the drop size r d can be calculated from ͑Q i t c ͒ 1/3 . If we assume r j to follow the same scaling as r f in Eq. ͑13͒, then the drop size r d scales with ⌫ 1/4 with Q i fixed, and ⌫ 7/12 with Q o fixed. Neither agrees with the trend of the data in Fig. 8 . Instead, the r d ͑⌫͒ relationship seems to be qualitatively the same in the dripping and jetting regimes. Thus, we surmise that the same mechanism underlies the pinch-off in both regimes.
However, there are notable differences from dripping. The most obvious is the appearance of the long jet in the collection tube. This is related to the faster speed of the filament at higher Q i and Q o , and will be discussed in detail below as related to the dripping-jetting transition. Second, because the jet gets rather thick, the bulb at the tip of the jet moves downstream with a velocity comparable to the jet velocity. Thus, there is no oscillation at the neck, in contrast to the dripping regime, where the waves travel into an essentially stationary drop and get absorbed. The thicker jet also leads to larger drops than in the dripping regime for the same geometry and ⌫ ͓cf. Fig. 8͑b͔͒ . Finally, the jetting regime exhibits somewhat greater irregularity than the dripping regime. The polydispersity, defined by the standard deviation in drop radius divided by the mean, is about 1%. In the 
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Formation of simple and compound drops Phys. Fluids 18, 092105 ͑2006͒ dripping regime, no variation of drop size is detectable in the numerical data; the process is perfectly periodic up to the accuracy of our numerical resolution. The transition from dripping to jetting is often seen as a competition between two time scales: a capillary time t c for the growth of interfacial disturbance and a flow time t f for the convection of the fluid. 41 If t c Ͻ t f , pinch-off occurs shortly after the orifice, giving rise to dripping. Conversely the disturbance is carried downstream before it gets amplified, and jetting is obtained. Depending on the Ohnesorge number of the flow, the capillary disturbance can be dominated by viscosity or by inertia. 45 In our case, Ohϳ O͑10 −2 ͒ and the pertinent capillary time is the inertial time, t c = C͑ i r j 3 / ͒ 1/2 . Numerical tests show C Ϸ 26 for the geometry and fluid properties used here. We take t f to be the time needed for one waveform to travel downstream, t f = w / v w , where w and v w are the capillary wavelength and wave speed in the collection tube. As noted before, inside the nozzle the wave speed is roughly equal to the interfacial speed. In the collection tube, we assume a similar equality, v w = v j , v j being the interfacial velocity on the jet. Now the critical condition for the dripping-jetting transition can be formulated in terms of a modified We number,
Thus, we set the dripping-jetting transition at the point where the jet consists of one waveform beyond the orifice. Such a criterion is necessarily arbitrary insomuch as the transition is gradual in the simulations as well as the experiments. 41 The jet radius r j and jet surface velocity v j can be estimated using the same arguments as those that led to Eq. ͑13͒. In particular,
where r e is the radius of the expansion tube.
For the dripping simulation depicted in Fig. 5 , Wẽ = 0.539. For the jetting run in Fig. 11 , Wẽ = 21.52. These are consistent with the criterion in Eq. ͑15͒. We carried out a series of simulations to determine the transition point, from the visual criterion of whether the jet carries one or more waveforms between the orifice and the neck behind the bulb. Results put Wẽ between 0.877 and 1.02, as expected. From the dependence of r j and v j on ⌫, one may show that for small ⌫, Wẽ ϳ ⌫ −1/2 for fixed Q i and Wẽ ϳ ⌫ 3/2 for fixed Q o . This explains the observations in Fig. 8 that dripping gives way to jetting with increasing ⌫ at a fixed Q o , and with decreasing ⌫ at a fixed Q i . In other words, this transition takes place when either Q i or Q o increases.
Comparison with prior work
As mentioned before, our axisymmetric simulations approximate the conditions of the 3D flow in the microfluidic device of Anna et al. 37 Over a range of flow rates, they reported interfacial morphologies resembling our dripping and jetting regimes. The drop size decreases with the outer flow rate and increases with the inner flow rate. This trend has been confirmed by our simulations; see Fig. 8 . More quantitative comparison is possible if we take the width of the experimental nozzle to be our nozzle diameter 2a, and the thickness of the expansion channel to be our 2r e . For instance, we predict a drop radius r d = 36.4 m at Ca= 1.70 ϫ 10 −3 , We= 5.75ϫ 10 −4 , whereas the drops in the experiment have r d =36-39 m at roughly matching flow rates; the agreement is within about 10%.
Davidson et al. 20 did similar simulations using a VOF method, with which our results agree well. In both dripping and jetting regimes, the drop diameter agrees within 2%, and the critical jet length at pinch-off is within less than 5% for jetting and 10% for dripping. This discrepancy may be due to the different strategies for handling interface rupture. The VOF method requires external intervention to effect breakup and reconnection, while our phase-field theory allows such events to evolve naturally. 36 Moreover, the oscillation of the neck is a prominent feature of our simulations that reveals the mechanism for pinch-off ͑cf. Fig. 6͒ . In their figures and online movies, on the other hand, no such oscillation can be discerned. An online video clip for Utada et al.'s experiment 15 shows neck oscillation very similar to our simulation.
Utada et al. 15 noted that the jetting regime exhibits greater irregularity than the dripping regime, with a polydispersity of 3% in the former and 1% in the latter. These are greater than predicted here but the trend is the same. The frequency of drop formation ranges from 100 to 5000 Hz in the experiments. Our numerical predictions fall in that range. Another interesting feature of Utada et al. ' geometry of their setup, where the outer fluid does not go through a long conduit before exiting into the collection tube. Thus it has a roughly flat velocity profile at the orifice, and develops a parabolic profile only far downstream. The drop formation at the orifice in dripping, consequently, differs qualitatively from the pinch-off far downstream in jetting. This contrasts our geometry, where both streams develop parabolic profiles inside the relatively long nozzle. Our dripping-jetting transition is gradual and there is no sudden change in the drop size ͑Fig. 8͒. Finally, Utada et al. considered drop pinch-off in their jetting regime as due entirely to capillary instability, and this is supported by a scaling relationship for the drop size. As indicated earlier, a similar scaling does not hold in our case. In addition to dripping and jetting, we have also observed a regime for large outer flow rates Q o coupled with small inner flow rates Q i where a very thin jet is drawn into the nozzle and breaks up into small droplets inside the nozzle, with diameter on the order of 1 / 10 of the nozzle radius a ͑Fig. 12͒. For its resemblance to the so-called "tipstreaming" phenomenon, 46 we may call this the tipstreaming regime. In the literature, tipstreaming is usually regarded as due to accumulation of surfactants at the downstream stagnation point of a drop. [47] [48] [49] In appearance, it is also similar to electrospraying where a microthread is drawn from the tip of a Taylor cone by electrostatic forces. 50 But our tipstreaming involves neither surfactants nor electric fields, and is purely hydrodynamic. Previous theoretical models have shown the possibility of surfactant-free tipstreaming when a thin filament is drawn from a drop by an extensional flow. 51, 52 In our simulation of the flow-focusing devices, the contraction flow into the nozzle creates a similar scenario in the limit of small ⌫ = Q i / Q o . When the thin thread enters the nozzle, it breaks up into small drops due to Rayleigh instability. Finally, Garstecki et al. 53 reported a peculiar capillarity-independent "displacement regime" for forming bubbles and drops in a flow-focusing device at exceedingly low flow rates. We did not attempt to reproduce it computationally.
C. Formation of compound drops in a flow-focusing device
A compound drop consists of an inner fluid enclosed by a fluid shell that is suspended in an outer fluid. For the past few decades, double emulsions composed of water-in-oil-inwater compound drops have been studied as a means for delivering drugs dissolved in the inner aqueous phase enterally. 54, 55 But the conventional method of shearing in mixers produces double emulsions whose size distribution is hard to control. New techniques for making compound drops have appeared, including the breakup of compound jets under electrohydrodynamic forcing 56 and microencapsulation by a solvent exchange method. 57 More recently, several groups demonstrated the possibilities of using microfluidic devices for mass-producing highly monodisperse compound drops 5, 6 and for fabricating micrometer-sized polymer capsules and vesicles. 15, 38 A great advantage is the precise control, through the flow rates, of the inner and outer drop sizes as well as the number of droplets encapsulated in each larger drop.
In this subsection, we describe numerical simulations aimed at elucidating the formation of compound drops in a flow-focusing device. The axisymmetric computational domain in Fig. 13 is loosely based on the experimental device of Utada et al., 15 which employs three streams to produce compound drops in a single step. In our setup, the three streams flow in the same direction, while in the experiment, the outermost stream issues from openings located on the shoulder of the contraction. Thus, it comes in the opposite direction and forms a contact line with the intermediate fluid on the outer wall. In either case, a compound jet forms and is forced through the contraction. Mesh sizes are h 1 = 0.01a on the interfaces, h 2 = 0.1a in the bulk of the middle fluid, and h 3 = 0.2a for the bulk of the inner and outer fluid. The capillary width ⑀ = 0.02a, and the interface is resolved adequately.
One may choose the following set of dimensionless parameters for the process: a capillary number Ca and a Weber number We for the inner fluid ͑defined using the average velocity in the inner tube, the inner fluid density and viscosity, and the inner-middle interfacial tension͒, the density, viscosity, and flow-rate ratios among the three fluids, the ratio of interfacial tensions among the fluid pairs, and various length ratios. In this work, we did not aim to map out the entire parameter space; indeed that task would be extremely laborious if possible at all. Instead, we have probed a few parameters, including Ca, We, and the viscosity ratios, with the goal of achieving a preliminary understanding of the process. Utada et al. used two grades of silicone oil for the inner and outer fluid and a water-glycerol mixture for the middle fluid, with inner-middle-outer viscosity ratios of 1:1:9.6. In our phase-field model, however, it is cumbersome to represent three species, and we have thus made the inner and outer fluids identical. Furthermore, we fix the inner-middle-outer flow-rate ratios at 3:6:40, and the middle-outer density ratio at ␣ = 1. The middle-outer viscosity ratio ␤ = 1 except for the Shown is the meridian plane of an axisymmetric device, and the computational domain is the top half.
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Formation of simple and compound drops Phys. Fluids 18, 092105 ͑2006͒ results in Fig. 16 . As an initial condition, we have the middle fluid forming a hemispherical shell enclosing the inner fluid, and the outer fluid filling the rest of the domain. Parabolic velocity profiles are specified at the inlets for the three streams with zero stress conditions at the exit and symmetry conditions along the centerline. Most results are presented in dimensionless form, but a few quantities of more direct practical relevance, such as the frequency of drop formation, are given in dimensional form. These are computed using characteristic values based on experiments, a =20 m, =1 g/cm 3 , and =20 N/m. Figure 14 illustrates the temporal evolution of the process that consists of the formation of a coaxial compound jet and its subsequent breakup into compound drops. The inner jet undergoes what appears to be Rayleigh instability, with capillary waves growing on the interface. Meanwhile, capillary waves develop on the outer interface as well, with a longer wavelength. The shrinking neck on the outer interface pinches in on the inner interface, and helps the inner jet to pinch off at a point some distance upstream of its naturally occurring neck ͓Fig. 14͑a͔͒. Thus, the waveform behind the front bulb of the inner jet is divided, with the front part shrinking forward and merging into the inner drop ͓Fig. 14͑b͔͒. Then the outer interface pinches off and encapsulates the inner drop ͓Figs. 14͑c͒ and 14͑d͔͒. The process then starts again. One notable difference from the formation of simple drops is that the process here is much more irregular. The position on the inner jet where the outer jet pinches in varies somewhat from one cycle to the next, resulting in 3.4% and 4.5% variations in the inner and outer drop sizes. The duration of each cycle varies by 14.6%. Averaged over 10 drops in the run depicted in Fig. 14 , the inner drop radius is 0.97a and the outer drop radius is 1.40a, and the frequency of drop formation is 1672 Hz. These are comparable to experimental values. The loss of near-perfect periodicity is apparently due to the two modes on the two interfaces not being in harmony.
Compound jets are known to be liable to multiple modes of capillary instability. 58, 59 In this case, the hydrodynamic mechanisms for breakup of the compound jet are similar to those previously discussed for simple jets. For the parameters used here, the inner and middle fluids have roughly the same velocity in the compound jet. Thus, there is little viscous shear on the inner interface and the breakup is dictated by capillary forces. In contrast, there is considerable shear on the outer interface. Its breakup must have been the combined effect of capillary waves and stretching by a viscous drag. Note, however, that the pinch-off on the inner and outer interfaces is coupled through capillary pressure in the middle fluid.
Indeed, this coupling is essential for achieving successful encapsulation and controlling the morphology of the compound drop. While the process involves a large number of geometric, material, and flow parameters, we have only systematically explored the effects of the flow rates and viscosity ratio. The great sensitivity of the encapsulation process to the flow rates is illustrated in Fig. 15 . Panel ͑b͒, a later snapshot from the simulation depicted in Fig. 14 smaller flow rates imply a thicker jet and breakup nearer to the expansion, similar to observations of simple drop formation. The wavelength on the outer jet is much longer than that on the inner jet so that two inner drops are encapsulated in one outer drop. In ͑c͒, on the other hand, the jet is thinner and longer at higher flow rates. The outer jet necks at a position that is roughly half a waveform upstream from the base of the inner bulb. After pinch-off, the inner drop has a thin thread attached to its base that breaks off into a satellite drop. Thus, we have qualitatively confirmed observations by Utada et al. 15 that encapsulation of one or more drops can be controlled by varying the flow rates. In principle, the number of inner drops depends on the ratio of the wavelengths on the two interfaces. In the narrow range of parameters tested, we have successfully encapsulated no more than two inner drops.
With the flow-rate ratios fixed at 3:6:40 for the inner, middle, and outer streams, we have constructed a "phase diagram" in Fig. 16 for ranges of the viscosity ratio ␤ and inner-flow capillary number Ca. Successful encapsulation of one or two inner drops occurs only within a narrow band on the Ca-␤ plane. In particular, if ␤ and/or Ca is too low, the middle fluid goes through the contraction much more readily than the more viscous inner fluid. The shell thus ruptures too early and fails to encapsulate the inner fluid ͑see left panel͒. On the other hand, if ␤ and/or Ca is too high, the breakup of the outer interface is delayed, partly because of viscous damping within the middle fluid and partly because of the small viscous drag exerted on the outer bulb by the lowviscosity outer fluid. In the meantime, the inner jet advances without breaking up for lack of pinching from the outer interface. Thus, the inner bulb eventually presses and ruptures the outer interface, again causing loss of the inner fluid and failure of encapsulation ͑right panel͒.
Utada et al. 15 have observed a dripping regime at low flow rates and a jetting regime at high flow rates. Our simulation in Fig. 14 corresponds to the latter. In Fig. 15 , we see that the position of drop pinch-off moves upstream as the flow rates decrease. But encapsulation fails when the flow rates become too small, and we have not reproduced the dripping regime for compound drop formation. Comparing our simulations with video footage from Utada et al.'s experiment, we recognize several possible reasons for this discrepancy. First, we have rectangular corners in the channel that produce a sudden contraction and expansion, while the experiment had smooth and gradual transitions. The latter geometry seems to be more favorable to the innermost fluid getting into the nozzle. A common mode of failure in our simulations, when the flow rates are small, is the failure to draw the inner fluid into the nozzle. It is excluded from the contraction for a long time, and eventually presses and ruptures the middle fluid upstream of the nozzle ͑Fig. 16, left panel͒. Second, our fixed flow-rate ratios 3:6:40 may inhibit dripping. The relatively large middle flow rate implies a thick middle shell, which tends to jet forward before the inner fluid makes its way into the nozzle. In contrast, Utada et al.'s inner-to-middle flow-rate ratio is 4:1; the inner and middle streams coflow into the nozzle as a compound jet and pinch-off together. Finally, Utada et al.'s outer fluid is 10 times as viscous as the other two fluids. This may have played a role in dripping as well.
To sum up, many parameters affect the formation of compound drops, of which we have examined only two, Ca and ␤. We may speculate that for different flow-rate ratios, the boundaries in Fig. 16 will shift. If a compound drop does form, the inner-to-outer drop radius ratio should be determined by the inner-to-middle flow-rate ratio because of mass conservation. Experiments show that the outer drop size decreases with increasing outer flow rate, 15 which is consistent with our simulations for simple drop formation ͑Fig. 8͒. A more comprehensive parametric study is required to generate a more detailed "operation map" that indicates how drop size and morphology can be controlled via geometry, flow rates, and fluid properties.
D. Effects of viscoelasticity
Many microfluidic applications involve non-Newtonian fluids. Macromolecules occur naturally in biological fluids, and synthetic polymers may be introduced into the fluid components for fabricating microscale polymer capsules. 15, 38 When the fluids deform, so do the macromolecules. Then viscoelastic stresses arise that may modify the flow and interfacial behavior in return. Such flow-microstructural coupling is well studied in non-Newtonian fluid mechanics. The simulations reported next represent an exploration of similar coupling in drop formation in flow-focusing devices.
The viscoelastic component is modeled by the Oldroyd-B equation ͓cf. Eqs. ͑3͒ and ͑4͔͒, based on a dilute suspension of elastic dumbbells in a Newtonian solvent. The relaxation time of the dumbbells, H , scaled by the characteristic flow time t f = a / V i , gives rise to the Deborah number,
Rheological predictions of the Oldroyd-B model can be found in Bird et al. 60 The following parameters are used in the simulations. In simple drop formation, we fix the density ratio ␣ = 1.11, viscosity ratio ␤ = 0.167, and flow rate ratio ⌫ = 0.25. We define ␤ using the total viscosity t = p + s of 
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the Oldroyd-B model, with equal contribution from the polymer and the solvent p = s . This ␤ is matched with the Newtonian ␤ when comparing with simulations in the preceding subsections. The geometry is the same as in Fig. 4 except that the length of the nozzle is shortened to 2a. In compound drop formation, we use the same geometry as in Fig. 13 and again take the innermost fluid to be identical to the outermost. Furthermore, the viscosity ratio and density ratio between the inner and middle fluids are set to 1, while the inner-middle-outer flow-rate ratios are fixed at 3:6:40.
We have simulated the formation of simple drops when the inner fluid ͑drop phase͒ is viscoelastic and the outer fluid is Newtonian. The viscoelastic effect turns out to be quite different for the dripping and jetting regimes. Figure 17 compares a viscoelastic simulation with its Newtonian counterpart in the dripping regime, all parameters being the same except for the Deborah number. With the non-Newtonian inner fluid, the drop size is larger and the pinch-off occurs further downstream. The polymer tensile stress pyy , in the flow direction, attains its maximum at the entrance into the contraction because of the strong acceleration and elongation of the inner fluid. Scaled by the nominal viscous shear stress t V i / a, this maximum value is pyy = 3.33ϫ 10 3 . Once inside the nozzle, the flow becomes mostly shear and pyy relaxes gradually and vanishes upon exiting the nozzle. Therefore, this stress has no direct bearing on the drop formation. A second local maximum of pyy occurs at the neck where the drop pinches off. Its most significant effect is to delay the pinch-off of the drop. This is evident from the oscillation of the neck. Before the last cycle, the oscillation is similar to its Newtonian counterpart in Fig. 6 . The period of oscillation T = 0.20 ms is slightly longer than the Newtonian period, as the wave speed and the interfacial fluid velocity are both smaller in the viscoelastic case. The last cycle of oscillation, however, takes nearly 0.40 ms. The situation is similar to the capillary breakup of a polymeric thread, where the elevated tensile stress ͑or elongational viscosity͒ is known to prolong the thinning of the thread and delay the pinch-off. 61 As a result, the frequency of drop formation is reduced from 272 Hz in the Newtonian case to 218 Hz. This gives the drop more time to grow from imbibing the fluid through the neck. By the same token, the location of pinch-off is also further downstream.
In the jetting regime, the viscoelastic effect seems to be opposite to that in dripping: the drop size is smaller and the jet length is shorter ͑Fig. 18͒. The latter can be attributed to the normal stress pyy in the jet, which, unlike in the dripping regime, extends some way downstream beyond the nozzle. This tensile stress, along with capillarity, resists the stretching of the jet by the faster outer fluid. Thus, the jet is shorter. Besides, the most unstable wavelength is shorter on a viscoelastic jet than on a comparable Newtonian one. This has been shown by analysis 62 as well as experimental data ͑e.g., Fig. 8 of Christanti and Walker 31 ͒. The shorter wavelength implies smaller drops for viscoelastic fluids, as is indeed the case in our simulations. For the same inner flow rate Q i , the pinch-off frequency is higher for the Oldroyd-B drops, 681 Hz compared with 602 Hz for Newtonian drops. Similar to the dripping regime, a second maximum of polymer stress occurs at the neck before the bulb. Although this tends to prolong the pinch-off process, its effect is apparently overwhelmed by the effects discussed above.
In compound drop formation, viscoelasticity in each of the three streams may have different effects on the process. Motivated by experiments that employ compound drops for making polymeric hollow spheres, 15, 38 we have only simulated the situation in which the middle fluid is an Oldroyd-B fluid while the inner and outer streams are identical Newtonian fluids ͑Fig. 19͒. Results show that the viscoelastic effect on the compound drop is similar to that on the simple drop in the jetting regime ͑Fig. 18͒. The length of the outer jet ͑from the orifice to the point of pinch-off͒ is shorter by 5.3%, and the outer drop size is smaller by 2% than their Newtonian counterparts. The inner-outer drop size ratio is unaffected by viscoelasticity as long as a single inner drop is enclosed in the outer drop, since it is determined by the flow-rate ratio. With the Deborah number De as a new parameter, the phase diagram should be modified as well, but we have not done extensive parameter sweeps to determine such modifications.
Another interesting and potentially useful effect of viscoelasticity in the middle fluid is in suppressing satellite drops when the inner jet breaks up. In an all-Newtonian sys- FIG. 17 . Simple drop formation in the dripping regime when the inner fluid is ͑a͒ viscoelastic and ͑b͒ Newtonian. The snapshots are taken shortly before the drop detaches. Ca= 2.26ϫ 10 −3 , We= 1.02ϫ 10 −3 . In ͑a͒, De= 0.113, and the gray-scale contours depict the polymer tensile stress pyy along the flow direction. The drop size is 7.5% larger than in ͑b͒, while the critical jet length, from the orifice to the point of pinch-off, is 10.1% longer .   FIG. 18 . Simple drop formation in the jetting regime when the inner fluid is ͑a͒ viscoelastic and ͑b͒ Newtonian. Ca= 7.15ϫ 10 −3 , We= 1.02ϫ 10 −2 . In ͑a͒, De= 0.357, and the gray-scale contours depict the polymer tensile stress pyy along the flow direction, with a maximum pyy = 1.49ϫ 10 3 , scaled by t V i / a. Compared with the Newtonian case, the jet length is 9.0% shorter for the viscoelastic case and the drops are 4.0% smaller in diameter. Figures  19͑b͒ and 19͑c͒ show that in otherwise identical conditions, viscoelastic stress in the middle fluid eliminates the satellite drop. This is similar to the suppression of satellite drops by polymers in a jet. 31 As the inner jet pinches at the neck, the tensile stress pyy develops in a thin sheath around the neck. Apparently the stretching inside the jet induces similar deformation in its immediate surroundings. Upon pinch-off, the newly formed ends retract much more slowly than in a Newtonian surrounding fluid. Evidently, the large tensile stress in the middle fluid resists the capillary retraction and suppresses end-pinching ͓Figs. 19͑b͒ and 19͑c͔͒. Eventually the thread shrinks into the primary drop without secondary breakup. Recent experiments 63 have shown that a polymer dissolved in the surrounding fluid has similar effects on capillary breakup to that inside the thread. That is, it tends to produce a thin and long-lasting filament and delay the breakup, and sometimes leads to the beads-on-a-string morphology. In our case, we do not see beads-on-a-string. This is probably because the time scale of the process is too short.
IV. SUMMARY
The numerical simulations presented in this paper have reproduced scenarios of jet breakup and drop formation previously observed in experimental flow-focusing devices. The diffuse-interface model is suitable for such flows involving interface rupture. For simple drops, parametric studies have shown dripping and jetting regimes for increasing flow rates, and elucidated the effects of flow and rheological parameters on the drop formation process and the final drop size. In particular, the pinch-off is shown to depend on both capillary instability and stretching of the interface by viscous drag. To produce compound drops, the capillary waves on the inner and outer interfaces need to be coordinated and we have identified a narrow window of flow-rate and viscosity ratios in which this can be achieved. Viscoelastic effects are manifested by large elongational stresses in portions of the jet that experience strong stretching. These stresses suppress satellite drops and may increase or decrease the final drop size depending on the flow regime. To varying degrees, these results advance our understanding of the fundamental physics and provide a guideline for design of microfluidic devices.
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