This paper presents new classes of consensus protocols with fixed-time convergence, which enable the definition of an upper bound for consensus state as a parameter of the consensus protocol, ensuring its independence from the initial condition of the nodes. We demonstrate that our methodology subsumes current classes of fixed-time consensus protocols that are based on homogeneous in the bi-limit vector fields. Moreover, the proposed framework enables for the development of independent consensus protocols that are not needed to be homogeneous in the bi-limit. This proposal offers extra degrees of freedom to implement consensus algorithms with enhanced convergence features, such as reducing the gap between the real convergence moment and the upper bound chosen by the user. We present two classes of fixed-time consensus protocols for dynamic networks, consisting of nodes with first-order dynamics, and provide sufficient conditions to set the upper bound for convergence a priori as a consensus protocol parameter. The first protocol converges to the average value of the initial condition of the nodes, even when switching among dynamic networks. Unlike the first protocol, which requires, at each instant, an evaluation of the non-linear predefined time-consensus function, hereinafter introduced, per neighbor, the second protocol requires only a single evaluation and ensures a predefined time-consensus for static topologies and fixed-time convergence for dynamic networks. Predefined-time convergence is proved using Lyapunov analysis, and simulations are carried out to illustrate the performance of the suggested techniques. The exposed results have been applied to the design of predefined time-convergence formation control protocols to exemplify their main features.
Introduction
Consensus algorithms allow a network of agents to agree on a value for its internal state in a distributed fashion by using only communication among neighbors [1] . For this reason, they have attracted a great deal of attention in the field of automatic control, self-organizing systems and sensor networks [2] , with applications, for instance, to flocking [3] , formation control [4] [5] [6] , distributed resource allocation [7, 8] , distributed map formation [9] and reliable filter design for sensor networks with random failures [2] .
For agents with first-order dynamics, a consensus protocol with asymptotic convergence to the average value of the initial conditions of the node has been proposed in [1] . Using the stability results of the switching systems [10] it can be shown that such protocols reach a consensus even on dynamic networks by arbitrarily switching between highly with illustrative examples showing the performance of the proposed approach. In Section 5 these results are applied to the design of formation control protocols with predefined-time convergence. Finally, Section 6 provides the concluding remarks and discusses future work.
Preliminaries

Graph Theory
The following notation and preliminaries on graph theory are taken mainly from [43] . An undirected graph X consists of a vertex set V(X) and an edge set E(X) where an edge is an unordered pair of distinct vertices of X. Writing i j denotes an edge, and j ∼ i denotes that the vertex i and vertex j are adjacent or neighbors, i.e., there exists an edge i j. The set of neighbors vertex of i in the graph X is expressed by N i (X) = { j : ji ∈ E(X)}. A path from i to j in a graph is a sequence of distinct vertices starting with i and ending with j such that consecutive vertices are adjacent. If there is a path between any two vertices of the graph X then X is said to be connected. Otherwise, it is said to be disconnected.
A weighted graph is a graph together with a weight function W : E(X) → R + . If X is a weighted graph such that i j ∈ E(X) has weight a i j and n = |V(X)|. Then the incidence matrix D(X) is a |V(X)| × |E(X)| matrix, such that if i j ∈ E(X) is an edge with weight a i j then the column of D corresponding to the edge i j has only two nonzero elements: the i−th element is equal to √ a i j and the j−th element is equal to − √ a i j . Clearly, the incidence matrix D(X), satisfies 1 T D(X) = 0. The Laplacian of X is denoted by Q(X) (or simply Q when the graph is clear from the context) and is defined as Q(X) = D(X)D(X) T . The Laplacian matrix Q(X) is a positive semidefinite and symmetric matrix. Thus, its eigenvalues are all real and non-negative. When the graph X is clear from the context we omit X as an argument. For instance we write Q, D, etc to represent the Laplacian, the incidence matrix, etc. Lemma 1. [43] Let X be a connected graph and Q its Laplacian. The eigenvalue λ 1 (Q) = 0 has algebraic multiplicity one with eigenvector 1 = [1 · · · 1] T . The smallest nonzero eigenvalue of Q, denoted by λ 2 (Q) satisfies that
It follows from Lemma 1 that for every x⊥1, x T Qx ≥ λ 2 (Q) x 2 2 > 0. λ 2 (Q(X)) is known as the algebraic connectivity of the graph X.
Definition 1.
A switched dynamic network X σ(t) is described by the ordered pair X σ(t) = F , σ where F = {X 1 , . . . , X m } is a collection of graphs having the same vertex set and σ : [t 0 , ∞) → {1, . . . m} is a switching signal determining the topology of the dynamic network at each instant of time.
In this paper, we assume that σ(t) is generated exogenously and that there is a minimum dwell time between consecutive switchings in such a way that Zeno behavior in network's dynamic is excluded, i.e., there is a finite number of switchings in any finite interval. Notice that, no maximum dwell time is set, thus the system may remain under the same topology during its evolution.
Fixed-time stability with predefined upper bound for the settling time
The preliminaries on predefined-time stability are taken from [44] . Consider the systemẋ
where x ∈ R n is the state of the system, T c > 0 is a parameter and f : R n → R n is nonlinear, continuous on x everywhere except, perhaps, at the origin.
We assume that f (·) is such that the origin of (3.2) is asymptotically stable and, except at the origin, (3.2) has the properties of existence and uniqueness of solutions in forward-time on the interval [t 0 , +∞). The solution of (3.2) with initial condition x 0 is denoted by x(t; x 0 ). 
[45] (Fixed-time stability) System (3.2) is said to be fixed-time stable if it is asymptotically stable [46] and the settling-time function T (x 0 , t 0 ) is bounded on R n × R + , i.e. there exists T max ∈ R + \ {0} such that T (x 0 , t 0 ) ≤ T max if t 0 ∈ R + and x 0 ∈ R n . Thus, T max is an Upper Bound of the Settling Time (UBST) of x(t; x 0 ).
Lemma 2. Let Ψ(z) and be a function satisfying Assumption 1, then, the systeṁ
is asymptotically stable and the least UBST function T (x 0 ) is given by
Theorem 2. (Lyapunov characterization for fixed-time stability with predefined UBST) If there exists a continuous positive definite radially unbounded function V : R n → R, such that its time-derivative along the trajectories of (3.2) satisfiesV
where Ψ(z) satisfies Assumption 1, then, system (3.2) is fixed-time stable with T c as the predefined UBST.
Main Result
It is assumed a multi-agent system composed of n agents, whcih are able to communicate with its neighbors according to a communication topology given by the switching dynamic networks X σ(t) . The i−th agent dynamics is given byẋ i = u i where u i is called the consensus protocol. The aim of the paper is to introduce new classes of consensus protocols for dynamic networks as well as to provide the conditions under which, using only information from the neighbors N i (X σ(t) ), the convergence is guaranteed in a predefined-time. 
then, Ω(·) is called a predefined-time consensus function. • ii) Ω(z) convex.
Then, Ω(z) complies with (4) for β(n) = n −1 ,Ω(z) = Ω(z) and d the degree of sub-homogeneity for i) and d = 1 for ii).
Proof. Lemma 7 leads to Ω(n −1 
Hence, exp(2z)z − 2z + 2 exp(2z) − 2 ≥ z + z 2 ≥ 0 and therefore Ω(z) is convex. For iii) it was proved in [34] that Ω(z) is convex. Therefore, by Lemma 3, Ω(z) and satisfy (4) d = 1 andΩ(z) = Ω(z) for items i)-iii). Moreover, Ψ(z) = p exp(−z p )z 1−p , Ψ(z) = 2 π (exp(z) − 1) 1/2 and Ψ(z) = γ −1 (ax p + bx q ) −k satisfy the conditions of Assumption 1, as shown in [44] . Therefore, the functions in items i)-iii) are predefined-time consensus functions. Remark 1. In the following, we derive the condition for fixed-and predefined-time consensus under dynamic networks, with protocols that extend those presented in the literature, for instance, [29, 33] . In the interest of providing a general result we may obtain β(·) andΩ(·), resulting in satisfying (4) in a conservative manner. However, in some scenarios, β(·) can be obtained such that (4) is less conservative, resulting in protocols where the slack between the true convergence and the predefined one is reduced. The following lemma illustrates this case for k = 1 in the predefined-time consensus function given in Lemma 4 item iii). 
, with m p = 1−p q−p , m q = q−1 q−p and Γ(·) the Gamma function, is a predefined-time consensus function, satisfying (4) with β(n) = 1 andΩ(z) = γ(az p+1 + bz q+1 ).
Proof. Let x i ∈ R + and note that from Lemma 7 it follows that n i=1 x 1+p
=Ω( x 2 ). The proof that Ψ(z) = z −1Ω (|z|) satisfies Assumption 1 can be found in [44] .
Remark 2. In [23, 29, 33] , fixed-time consensus protocols were proposed based on the function Ω(·) given in Lemma 5, but restricted to the case where p = 1 − s and q = 1 + s with 0 < s < 1. Notice that, in Lemma 5 such restriction is removed. Moreover, in this paper we show that predefined-time consensus can be obtained with a larger class of functions, such as those given in Lemma 4.
Based on predefined-time consensus functions Ω(·) the following classes of consensus protocols for dynamic networks are proposed:
We show that, if parameters κ i satisfies κ i > 0 then consensus is achieved with fixed-time convergence. Moreover, we derive the condition on κ i under which predefined-time convergence is obtained.
Predefined-time average consensus for dynamic networks
In this subsection we focus on the analysis of the class of consensus protocol ((i)), we will derive the condition under which consensus on the average of the initial values of the agents is achieved. Notice that, the dynamics of the network under these protocols can be written aṡ
where, for z = [z 1 · · · z n ] T ∈ R n , the function F : R n → R n is defined as
To prove that ((i)) is a predefined-time average consensus algorithm, the following result will be used.
is the average value of the nodes' initial condition. Then, if the graph is connected, under the consensus protocol ((i)), δ T 1 = 0.
Proof. Let s x = 1 T x be the sum of the nodes' values.
Recall that 1 T D(X σ(t) ) = 0, thenṡ x = −1 T D(X σ(t) )F p (D(X σ(t) ) T x) = 0. Thus, s x is constant during the evolution of the system, i.e. ∀t ≥ 0, s x (t) = 1 T x(t 0 ) = s x (t 0 ). Therefore,
Theorem 3. (Predefined-time average consensus for fixed and dynamic networks) Let X σ(t) = F , σ be a switched dynamic network formed by strongly connected graphs, and let Ω(·) be a predefined-time consensus function with associated d, β(·) andΩ(·) such that (4) holds. Then, if κ i > 0, i = 1, . . . , n, then ((i)) is a consensus protocol with
then, ((i)) is an average consensus algorithm for dynamic networks with predefined convergence time bounded by T c , i.e. all trajectories of (4.1) converge to the average of the initial conditions of the nodes in a time T (x 0 ) ≤ T c .
Proof. Let δ = [δ 1 , . . . , δ n ] T be the disagreement variable x(t) = α1 + δ(t), where α = 1 n 1 T x 0 , which by Lemma 6 satisfies 1 T δ = 0. Note thatẋ =δ = −D(X l )F (D(X l ) T δ). Consider the Lyapunov function candidate
which is radially unbounded and satisfies V(x) = 0 if and only if δ = 0.
To show that consensus is achieved on dynamic networks under arbitrary switchings, we will prove that (4.1) is a common Lyapunov function for each subsystem of the switched nonlinear system (4.2) [10, Theorem 2.1]. To this aim, assume that σ(t) = l for t ∈ [0, ∞). Then, it follows thaṫ
Using the fact that Ω(·) is a predefined time consensus function, the right hand side of (4.1) can be rewritten as:
where κ = min{κ 1 , . . . , κ n }. Moreover, it follows from Lemma 7 and Lemma 1 that
Therefore:
Moreover, the following inequality is obtained from (4.1), and (4.1):
Then, according to Theorem 2, the disagreement variable δ converges to zero in a fixed-time upper bounded by T c , and therefore protocol ((i)) guarantees that the consensus is achieved in a fixed-time upper bounded by sup
and, since β(·) is a non-increasing function, then V(x) converges to zero in a predefined-time upper bounded by T c . Since the above argument holds for any connected X l ∈ F , then protocol ((i)) guarantees that the consensus is achieved, before a predefined-time T c , on switching dynamic networks under arbitrary switching. Furthermore, it follows from Lemma 6 that the consensus state is the average of the initial values of the agents. Figure 2 (bottom). Notice that the consensus state is the average of the nodes' initial conditions, and that convergence is obtained before T c .
A simpler predefined-time consensus algorithm for static networks
In this subsection we will analyze the consensus protocol proposed in ((ii)). We first show that ((ii)) is a consensus protocol with fixed-time convergence for static networks and we derive the conditions under which predefined-time convergence bounded is obtained. Afterwards, we show that for dynamic networks, ((ii)) is fixed-time convergence. Let X be the connectivity graph for the static network, and let Ω(·) be a predefined-time consensus function with associated d, β(·) andΩ(·) such that (4) holds. Then, if X is a connected graph and κ i > 0, i = 1, . . . , n, then ((ii)) is a consensus algorithm with fixed-time convergence. Moreover, if X is a connected graph and κ i ≥ 1 λ 2 (Q)β(n) 2−d T c , i = 1, . . . , n, then ((ii)) is a consensus algorithm with predefined-time convergence bounded by T c , i.e. all trajectories of (4.2) converges to the consensus state x 1 = · · · = x n in predefined-time bounded by T c .
Proof. First notice that the dynamic of the network under the consensus algorithm ((ii)) is given bẏ where F (·) is defined as in (4.1). Thus, the equilibrium subspace is given by Z(x) = {x : x 1 = · · · = x n }, i.e. at the equilibrium, consensus is achieved. Consider the radially unbounded Lyapunov function candidate
which satisfies that V(x) = 0 if and only if x ∈ Z(x), and whose time-derivative along the trajectory of system (4.2) yieldsV
where e = Qx. Using the fact that Ω(·) is a predefined time consensus function, then it follows that
Hence, it follows from (4.2), and (4.2) thaṫ and, according to Theorem 2, protocol ((ii)) guarantees that x converges to Z(x) = {x : x 1 = · · · = x n } in a fixed-time bounded by
and according to Theorem 2, protocol ((ii)) guarantees that the consensus is achieved before a predefined-time T c . .91] T . Then, the convergence of algorithm ((ii)) under the graph topology X using Ω(z) = 1 p exp(z p )z 2−p , T c = 1 and p = 0.5 is shown in Figure 6 where κ i is selected as κ i = κ, i = 1, . . . , n with κ as in (4.2) with β(n) = 1 n .
Remark 4. Notice that the convergence-time to the consensus state is a function of the algebraic connectivity of the network [1, 33] . Hence, to compute the gain κ to obtain predefined-time convergence, we assume knowledge of a lower-bound of the algebraic connectivity of the network. For static networks, there exist several algorithms for distributively estimating the algebraic connectivity [49] [50] [51] . For instance, the algorithm proposed in [50] provides an asymptotic estimation, which is always a lower bound of the true algebraic connectivity. Another scenario is, given an estimate of the size of the network [52, 53] to consider a worst-case λ 2 from information specific to the problem.
Remark 5. We have shown in Theorem 4, using the Lyapunov function (4.2), that ((ii)) is a predefined-time consensus algorithm for static networks. However, since the Lyapunov function (4.2) is a function of the Laplacian matrix of the graph, then, the predefined-time convergence for switching dynamic networks cannot be justified as in the proof of Theorem 3. To show that (at least) fixed-time stability is maintained under an arbitrary switching signal, non-smooth Lyapunov analysis [54] is used in the following theorem. Notice that in [23, 33] , the consensus protocol ((ii)) using the predefined-time consensus function given in Lemma 5 was proposed, but restricted only to the case where p = 1 − s and q = 1 + s with 0 < s < 1, which was justified only as a fixed-time consensus protocol for static networks.
Theorem 5. If κ i > 0, i = 1, . . . , n, then ((ii)) is a consensus algorithm, with fixed-time convergence, for dynamic networks arbitrarily switching among connected graphs. Proof. Let X σ (t) be a switching dynamic network, and consider the (Lipschitz continuous) Lyapunov function candidate
which is differentiable almost everywhere and positive definite. Notice that V(x) = 0 if and only if x ∈ Z(x) = {x : x 1 = · · · = x n }. Let X l be the current graph topology, then, if x j = max(x 1 , · · · , x n ) and x i = min(x 1 , · · · , x n ) for a nonzero interval
where D + V(x) is the Dini derivative, and e i and e j are as in ((ii)). However, since x j ≥ x k , ∀k ∈ V(X), it follows that sign(e j ) = −1 whenever e j 0, and thus e −1 j Ω(|e j |) ≤ 0. By a similar argument it follows that e −1 i Ω(|e i |) ≥ 0. Thus, V(x) ≤ 0.
Notice that the largest invariant set such that D + V(x) = 0 is {x : max(x 1 , · · · , x n ) = min(x 1 , · · · , x n )}, because otherwise, since the graph is connected, there is a path from j to i, such that there exists a node k that belongs to such path, such that x j = x k = max(x 1 , · · · , x n ) but x k x k for some k ∈ N k (X l ). Thus, e k 0 and in turn makes e j < 0 and, therefore, D + V(x) = 0 does not hold. Thus, using LaSalle's invariance principle [46] , (4.2) converges asymptotically to {x : max(x 1 , · · · , x n ) = min(x 1 , · · · , x n )}, which implies that x 1 = · · · = x n , i.e. consensus is achieved asymptotically. Now, consider a switched dynamic network composed of connected graphs and driven by the arbitrary switching signal σ(t). Since (4.2) is a common Lyapunov function for the evolution of the system under each graph X l , the asymptotic convergence of the system is preserved in a dynamic network under arbitrary switching [10] .
Finally, since we have shown in the proof of Theorem 4 that, if the topology is static and connected, (4.2) goes to zero in a fixed-time bounded by the constant Figure 5 : The graphs forming the switching dynamic network of Example 3 intervals in which X l has been active is greater than 1 κλ 2 (Q)β(n) 2−d . Since this upper bound is independent of the initial state of the agents, then fixed-time convergence is obtained under switching topologies.
Example 3. Consider a switching dynamic network X σ(t) with F = {X 1 , X 2 , X 3 , X 4 } with graphs X i , i = 1, . . . , 4 shown in Figure 5a -5d. Figure 6 (top) show the evolution of the agents' state, with the consensus protocol ((ii)), under the switching dynamic network X σ(t) , with switching signal σ(t) shown in Figure 6 (bottom) where κ is selected as κ =.
Application to predefined-time multi-agent formation control
In this section, it is described how the proposed method can be applied to achieve a distributed formation with predefined-time convergence in a multi-agent system, where agents only have information on the relative displacement of their neighbors.
Let z i be the i-th agent position and d * ji be the displacement requirement between the i−th and the j−th agent in the desired formation. A displacement requirement d * ji for all i, j ∈ V is said to be feasible if there exists a position z * such that ∀i, j ∈ V, z * j − z * i = d * ji where z * i and z * j are the i-th and j-th element of z * , respectively. The aim of the multi-agent formation control problem is to guarantee that each agent converges to a position z where the displacement requirement is fulfilled. Corollary 1. Let z represent the position of the agents and let z * = [z * 1 · · · z * n ] T be a feasible displacement requirement for a desired formation. The following position update rules
solve the displacement formation control in predefined-time if k is selected as in Theorem 3 for ((i)) and as in Theorem 4 for ((ii)). Proof. The proof follows by noticing that the dynamic of x = z − z * forż i given in ((i)), coincides with the dynamics of ((i)) and the dynamic of x = z − z * forż i given in ((ii)), coincides with the dynamics of ((ii)). Thus, the displacement formation control is a consensus problem over the variable x = z − z * . Thus, x converges to x = α1 in a predefined-time T (x 0 ) ≤ T c , where α is a constant value. Therefore, z converges to z = z * + α1. Notice that z satisfies the displacement requirement, since z j − z i = z * j − z * i is satisfied. Example 4. Consider a system composed of 20 agents placed with uniformly distributed random initial conditions over [1, 3] 2 in the xy−plane, shown with red dots in Figure 7b . The displacement conditions d * i j are given such that the agents achieve a formation as given by the blue dots in Figure 7a . Two agents are connected if the distance between them is less or equal than a communication range of 0.5m. Notice that, as the agents move the connectivity graph changes. The formation control for each agent is designed as in ((i)), with predefined-time bound T c = 1 and λ 2 for the less connected case, which is a line graph. The convergence of the agents towards the formation is shown in green in Figure 7b . Notice that the agents converge to a formation where the displacement condition in Figure 7a is satisfied but where a global position for the nodes is not predetermined.
Conclusions and Future Work
A new class of consensus algorithms with predefined-time convergence have been introduced in this work. These results allow the design of a consensus protocol which solves the average consensus problem with predefined-time convergence, even under switching dynamic networks. A computationally simpler predefined-time consensus algorithm for fixed topologies was also proposed, with the trade-off that it does not converge to the average; moreover, an additional analysis proved that fixed-time convergence is also maintained under dynamic networks. These results were applied to the multi-agent formation control problem guaranteeing predefined-time convergence. As future work, we consider the application of these results to provide predefined-time convergence to different consensus-based algorithms, such as distributed resource allocation [7, 8] . Appendix A. Some useful inequalities
In this appendix, we recall the inequalities used along the manuscript (3) and (4). An interested reader may review [55] [56] [57] [58] . 
