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Abstract
Two hydrogen-rich materials: H3S and LaH10, synthesized at megabar pressures have revolutionized the field of superconductiv-
ity by providing a first glimpse into the solution for the hundred-year-old problem of room-temperature superconductivity. The
mechanism governing these exceptional superconductors is the conventional electron-phonon coupling. Here, we describe recent
advances in experimental techniques, superconductivity theory and first-principles computational methods, which made this dis-
covery possible. The aim of this work is to provide an up-to-date compendium of the available results on superconducting hydrides
and explain the synergy of different methodologies that led to the extraordinary discoveries in the field. Furthermore, in an attempt
to evidence empirical rules governing superconductivity in binary hydrides under pressure, we discuss general trends in electronic
structure and chemical bonding. The last part of the Review introduces possible strategies to optimize pressure and transition tem-
peratures in conventional superconducting materials. Directions for future research in areas of theory, computational methods and
high-pressure experiments are proposed, in order to advance our understanding of superconductivity.
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1. Introduction
A new era of superconductivity was initiated by the discovery
of high-temperature conventional superconductivity in H3S [1]
and LaH10 [2, 3]. These major breakthroughs were enabled by
an unprecedented synergy between high-pressure experiments,
theoretical methods and computational tools, which are likely
to bring many new discoveries in coming years. This Review
is meant to offer an up-to-date perspective on the new, excit-
ing field of high-temperature conventional superconductivity in
hydrides at high pressure.
When, the Nobel laureate V. L. Ginzburg was asked ”What
problems of physics and astrophysics seem now to be especially
important and interesting?”, Room-temperature Superconduc-
tivity and Metallic Hydrogen appeared as number two and three
on his list [4, 5]. Both problems had challenged and fascinated
solid-state physicists for almost a century and appeared still un-
solvable. Thirty years later the picture has changed and a path
towards their solution has been elucidated, bringing to a com-
mon ground: the high pressure hydrides.
That hydrogen could exhibit a metallic solid phase was spec-
ulated by Wigner and Huntington [6] in mid 30’s and the
possibility that a metallic solid-hydrogen could exhibit su-
perconductivity close to, or even higher than, room tempera-
ture was discussed by Neil Ashcroft and independently, Vitaly
Ginzburg [7, 8] in late 60’s. However only recently, thanks
to advances in theoretical and experimental techniques, it has
been possible to make the crucial step from general arguments
of plausible, to predictions and observations. In 2017 a (still
controversial) report of a solid metallic phase has appeared in
literature [9]. The observed critical pressure is consistent to that
predicted by the most accurate available theoretical calculations
i.e. 400 GPa [10]. Although, this pressure is still challenging to
reach in laboratories, it is common in the core of celestial bod-
ies, as now it is well established [11] that a large portion of
Jupiter’s core is formed by hydrogen in a metallic liquid state.
At lower pressure an alternative route to high temperature hy-
drogenic superconductivity has been found through the idea of
chemical precompression of the hydrogen sub-lattice in hydride
materials [12, 13]. As a consequence, in 2018, a new record of
superconducting transition temperature (Tc) of -23 ◦C [2, 3] was
reported in a hydrogen-rich solid, LaH10. Superconductivity at
room temperature, which is conventionally set at 300 K (27 ◦C),
is only 50 ◦C away.
What makes solid hydrogen and high-pressure hydrides dif-
ferent from previously-known superconductors? In contrast
to previous record-holders superconductors, cuprates and Fe-
based superconductors, where the high Tc are most likely due
to a complex interplay between charge, spin and orbital fluc-
tuation and lattice vibrations (vibrations), superconductivity in
hydrides is described by the conventional theory for supercon-
ductivity. What is different, however, are the superconducting
parameters that determine critical temperatures, that are excep-
tional compared to all previously study compounds. This is
due to the extreme pressure that allows to stabilize chemical
environments which would not exist spontaneously at ambient
pressure (forbidden chemistry).
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Figure 1: Top: Periodic table of superconducting elements (experimental transition temperature of superconductivity, Tc) is indicated. Bottom: Periodic table of
superconducting binary hydrides (0–300 GPa). Theoretical predictions are indicated in blue and experimental results in red.
Before delving longer into the problem of superconductivity,
we briefly introduce a few key concepts and definitions related
to pressure, which will be one of the key actors of this Review.
Pressure (p) is a thermodynamic quantity which plays an im-
portant role in modifying the properties of substances; for ex-
ample, it can turn most semiconductors into metals. In this Re-
view, we will distinguish two regimes: the first, high-pressure,
extends from 1 to 100 gigapascals (GPa); the second, megabar
pressure, from 100 GPa to the teraPascal range (1,000 GPa or
1 TPa). For comparison, 1 GPa is equivalent to 10,000 bar, or
9869 atmospheres. Thus, a pressure of 100 GPa (1 Mbar) equals
roughly one million times the atmospheric pressure. Pressures
in the megabar range are typically found in the interior of the
planets: for example, the pressure in the core of the Earth ranges
from 330 to 360 GPa [14], while that in Jupiter’s core is esti-
mated to be above 1 TPa.
In order to understand how a solid can change when it is
subject to megabar pressures, let us consider a substance that
is compressed at 200 GPa (2 Mbar). In most solids, this would
correspond to a volume reduction of a factor of 1.5. The volume
reduction can be drastically larger for gases [15], for instance,
the volume of solid hydrogen is reduced by 10 times [16]. One
can also estimate the free-energy change of the system induced
by such a compression. For this range of pressures, the pV term
in the Gibbs free-energy, G = E + pV − TS can be of the or-
der of 10 eV per two atoms, i.e. it can easily exceed the bond
energy of any chemical bond at zero pressure [17, 18, 19]. In
other words meaning, in the megabar range of pressures the or-
der of chemical bonds may be drastically altered or even new
bonds may be formed. These arguments can provide a first hint
on how high pressure may produce materials with physical and
chemical properties different from ambient pressure and hence
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help to shed light on problems like the search for room temper-
ature superconductivity.
The quest for room-temperature superconductivity is a rather
old one. The first ever measured superconductor, found by
H. K. Onnes in 1911 [20], was mercury (Hg), an elemen-
tal substance that possesses a very low-Tc ∼ 4.2 K. Such low
temperatures require helium cooling which is rather expensive,
while exploiting the characteristic properties of superconduc-
tors (vanishing resistivity, perfect diamagnetism) for large scale
applications would require materials with a substantially larger
Tc. More than a century have passed and the field have con-
tinuously evolved delivering materials with higher and higher
Tcs. However, the evolution has not been at a constant rate; for
more than 60 years (1911-1975), the maximum critical temper-
ature was slowly increased with a rate of ∼ 0.3 K/year, until a
maximum Tc of 23.2 K was measured in an alloy of Nb and Ge
(Nb3Ge) [21].
Higher values of Tc seemed impossible to achieve that even
in 1972 Cohen and Anderson postulated that a hard limit of
25 K must exist for conventional superconductors [22]. This
idea was based on several misconceptions on material prop-
erties and stability limits, and seemed to be supported exper-
imentally by not be able to measure a higher Tc. It had a long-
lasting impact and it was detrimental to progress on the field
for decades. It was definitely disproven at the turn of the 21st
century by three important discoveries: I) superconductivity at
39 K in MgB2 [23], II) high-Tc superconductivity at 203 K in
H3S [1], III) and near room-temperature superconductivity at
250 K in LaH10 [2, 3] – High-Tc cuprates, discovered in 1986
(max Tc=133 K [24]), and iron-based superconductors, discov-
ered in 2006 (Ref. [25, 26] max Tc=100 K), technically do not
contradict the Cohen-Anderson limit, since superconductivity
is not of conventional electron-phonon interaction.
Empirical arguments such as the Cohen-Anderson limit (and
former Matthia’s rules [27]), became obsolete once accurate
methods for calculating electron-phonon spectra of materials
from first-principles became available towards the end of the
90’s [28].
Indeed, the lack of a predictive theory for superconductiv-
ity was probably the main limiting factor to the discovery of
new superconductors in the last century. In 1966, Ted Geballe,
after discovering a new record compound, with a record Tcof
20 K, evidenced that ”there is no theory whatsoever for high-
transition temperature of a superconductor” [29]. This state-
ment is founded by a misconception and do not reflect the evo-
lution of the field. In fact, a fully mature microscopic the-
ory of superconductivity had been already since the 60’s. The
BCS theory of superconductivity (1957) states that electrons
in conventional superconductors are pairwise coupled via ex-
citations of bosonic character such as phonons (lattice vibra-
tions) [30]. The BCS theory assumes an instantaneous inter-
action between electrons and enables us to describe quantita-
tively only a few, low-temperature superconductors. On the
other hand, its strong-coupling diagrammatic extension devel-
oped in the 60’s, i.e. Migdal-E´liashberg theory [31], succeeded
in explaining experimental data for all superconductors known
at the time, assuming a phonon-mediated interaction between
electrons. However, at the time, Migdal-E´liashberg theory was
essentially a semi-phenomenological theory, because its basic
ingredient, i.e. the electron-phonon spectral function, could not
be estimated a priori for a given material, but only indirectly
extracted from experiments. Thus, one could describe at that
time, to a great accuracy an existing superconductor but not
predict whether a given material would be a good (high Tc) or
bad (low Tc) superconductor.
The situation has definitely changed in this century, thanks
to the development of quantitative methods for superconductiv-
ity, based on Density Functional Theory [32, 33, 34]. To un-
derstand how accurate and reliable current theoretical methods
for conventional superconductors are, let us look at the peri-
odic table of superconductivity (top) in Fig. 1. Colored in yel-
low are elements showing superconductivity at ambient pres-
sure and colored in blue are elements showing superconductiv-
ity under pressure. If one used computational-theoretical meth-
ods on these 53 superconducting elements to estimate the value
of Tc and compares it with the experimental value, one would
find that the deviation is less 1 K% [34]. This accuracy was
possible thanks to years of developments in the field of super-
conductivity and computational methods.
A big leap in this direction came from the report of a Tc of
39 K in MgB2 in 2001 [23]. Although its critical temperature
was not spectacular, compared to the record Tc of the cuprates,
MgB2 posses several aspects which had a major impact on the
future development of the field: i) superconductivity is of con-
ventional (electron-phonon) origin; ii) Tc is distinctively higher
than the Cohen-Anderson limit; iii) from a material perspective,
MgB2 is chemically very simple and differs from the best con-
ventional superconductors known until that time, which all con-
tained heavy transition metals, such as vanadium or niobium.
Being formed by magnesium and boron, two of the lightest ele-
ments of the periodic table, MgB2 was a rare example of cova-
lent metal [35] in which (relatively) high-Tc superconductivity
could be obtained exploiting high phonon frequencies and large
electron-phonon matrix elements.
Superconductivity arising from light-element based com-
pounds was not new or particularly original idea. In fact, from
a purely technical point of view, Migdal-E´liashberg theory does
not pose an upper or lower bound of temperature for the emer-
gence of superconductivity and even suggests compounds with
light elements as the most obvious candidates for conventional
superconductivity. Indeed, metallic hydrogen had been pro-
posed to be a high-Tc superconductor as early as 1968. How-
ever, experience had shown that at ambient pressure most light-
element compounds are insulating, while conventional super-
conductivity requires a good metallic ground state. Metallic
hydrides at ambient pressure, which were extensively studied
during the 70’s, on what we call the first hydride rush in Fig. 2,
achieved maximum Tc’s around 16.6 K, i.e. falling just below
the Cohen-Anderson limit.
Covalent metals like MgB2 are extremely rare at ambient
pressure but, as we have seen, megabar pressures can strongly
modify the properties of materials and in particular induce an
insulator-to-metal transition in many substances. In 2004, Neil
Ashcroft realized that the progress in high-pressure techniques,
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Figure 2: Approximate number of publications in the field of hydrides per
decade. The first hydride rush took place right after Ashcroft’s and Ginzburg’s
prediction of high-Tcsuperconductivity in hydrogen at the end of the 60’s [7,
8]. The second hydride rush started at the dawn of the 2000’s and the third
is starting now (2019) with the discovery of LaH10 [2, 3] and will continue
through the following decade. The expected number of publications in the field
by the year 2030 is 10,000.
compared to the 70’s was such, that covalent hydrides could
now be compressed to pressure so high to make them metallic,
realizing an effective chemical precompression of the hydrogen
sublattice [12]. Although history proceeded otherwise, we be-
lieve that the origins of ’chemical precompression’ dates back
to 1971, when J. Gilman studied the possibility of making a
new form of hydrogen in a metallic state through preparation of
a covalent compound, LiH2F under pressure [13].
The second hydride rush (see Fig. 2) started at the dawn of
the 2000’s and was characterized by an extremely fast progress.
The first metallic covalent hydride, SiHx was metallized in
2008 [36]; the first high-Tc high-pressure hydride, H3S with a
record Tc of 203 K was discovered in 2015 [1] and LaH10 with
a Tc of 250 K came three years later [2, 3]. Furthermore, the
breakthrough discoveries of H3S and LaH10, followed a com-
pletely different circumstance from all previous superconductor
discoveries, i.e. they were the result of precise experimentation
guided by accurate theoretical predictions – a full account of
the circumstances is given in Sec. 2.
How did this change of perspective occur? We mentioned
previously that the possibility of predicting accurate critical
temperatures (Tc) from first principles played a major role.
Equally crucial was the development of computational tools to
predict crystal structures and phase diagrams of materials under
given thermodynamical conditions, which was one of the most
pressing open challenges for theoretical material design [37].
To have an idea of the rapid progress in the field of su-
perconductivity in high-pressure hydrides enabled by theoret-
ical/computational methods for superconductivity and crystal
structure prediction, the reader is urged to take a look at the
lower panel of Fig. 1, the periodic table of superconducting bi-
nary hydrides, which collects existing theoretical predictions.
For each element, we show only compositions with the highest-
Tc predicted in the range of 0 to 300 GPa (see Appendix for
information on references). We count only 61 superconducting
binary hydrides but to compile this table many different pres-
sures and compositions were analyzed, accounting to at least
ten times as many distinct compounds. In red, we highlight
those elements that form a hydride for which a superconduct-
ing transition under pressure has been experimentally measured
(silicon, sulfur, selenium, phosphorus, lanthanum). Note that
all measurements and predictions reported in the table were per-
formed in the last ten years, and most of them in the last five.
Compared to the progress in the last century, the rate of ma-
terial discovery in the last ten years is impressive. Given the
complexity of high-pressure experiments compared to theoreti-
cal calculations, it is not surprising that predictions largely out-
number experimental realizations. For those hydrides where su-
perconductivity has actually been measured, the agreement be-
tween theory and experiments is remarkably good (see Sec. 5).
This makes of predictions extremely valuable, since they allow
to focus experimental research on specific, pin-pointed chem-
ical compositions and in some cases they also suggest favor-
able thermodynamic conditions. Undoubtedly, we are currently
witnessing the beginning of a new era of superconductivity.
Hydrogen-rich materials are perhaps the most promising mate-
rials to deliver exciting discoveries in the field of superconduc-
tivity, having already provided glimpses onto room-temperature
superconductivity (Tc=-23 ◦C). Our periodic table of supercon-
ducting binary hydrides shows that predictions of even higher
Tc exist. Furthermore, the phase space left to explore is huge:
ternary, quaternary and complex hydrides are still unexplored.
A third hydride rush is likely to open at this point and will re-
serve many more surprises.
Fig. 2 summarizes the progress of the field of ”hydrides”,
from mid 30’s (Wigner-Huntigton’s paper) to 2019. The or-
dinate axis (y) shows the approximate number of publications
per decade (see Appendix for details). Although, it is techni-
cally very challenging to filter the exact number articles, these
numbers serve as a good estimate of size and importance of
the field. Between 1930 to 1960 the number of published ar-
ticles related to superconducting or metallic hydrides is of the
order of few tens. By the 70’s this number has increased to
several hundreds publications and it doubled during the 80’s
(first hydride rush). The research on hydride-superconductors
was eclipsed at the end of the 80’s by the discovery of uncon-
ventional high-Tc cuprates [38]. Consequently, during the 90’s
the number of publications did not grow as expected (≈ 3000)
and the field survived because hydrides appeared in other re-
search context, predominantly as energy materials. It was even-
tually revived at the beginning of 2000’s thanks to maturity of
high pressure techniques and by Gilman-Ashcroft’s bold idea of
chemical precompression [13]. More recently (2008-2018) the
high pressure hydride research was fueled by the experimental
work of Eremets and collaborators (second hydride rush). The
discovery of LaH10 will likely trigger the (third hydride rush)
on the field: from the current publication rate we can estimate
that 10,000 publications will be published by the end of 2030.
Although unveiling a new, potentially huge class of high-Tc
superconductors is extremely exciting, the identification of new
routes for material discovery opened by highly accurate predic-
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Figure 3: Landmarks of maximum pressure are depicted by coloured areas (left
y-axis) achieved per year: from early stages (Bridgman era) to the revolution-
izing use of diamond as anvil in late 50’s to the state-of-the-art DACs. In the
same context, stars (right y-axis) shows the evolution of transition temperature
of superconductivity for representative materials that shaped the landscape of
superconductivity.
tions has a much deeper meaning. This work is consecrated
to review these theoretical tools, experimental techniques and
methodologies that permitted to extend the range of pressures.
These aspects have been overlooked in recent reviews in this
field (see for instance Ref. [39, 40, 41, 42, 43, 44, 45]).
The structure of the Review is as follows. Sec. 2 reviews the
most important developments in experiments including high-
pressure techniques. In Sec. 3, we describe theoretical methods
that made possible to understand the mechanism of supercon-
ductivity at various levels and approximations. The computa-
tional tools that are currently used to predict crystal structures
and phase diagrams of hydrides and in general materials are
discussed in Sec. 4.
The primary goal of this Review to analyze the past, present
and future on the field of superconducting hydrides under pres-
sure. In Sec. 5 we compiled a large number of studies, predic-
tions and experimental results on these systems and analyzed
representative examples of different classes of hydrides to un-
derstand their electronic structure and superconductivity fea-
tures. Finally, in Sec. 6, perspectives are presented and differ-
ent questions are addressed: how vast is the chemical space of
hydrides? What are the best strategies to optimized hydrides
under pressure? i.e. decrease pressure and maximize Tc? Are
there other systems, where similarly to high-pressure hydrides,
high-Tc conventional superconductivity could be realized? The
last part is consecrated to discuss what we believe are the future
developments necessary in experimental techniques, theoretical
models and computational tools to tackle the challenges ahead.
It is the wish and hope of the authors that the Review will serve
as reference point for this exciting and rapidly-changing field.
2. Experimental methods: High pressure Physics
High-pressure physics in its contemporary form started at the
beginning of the 20th century with the pioneering work of Cail-
letet, Amagat and Bridgman [46]. The field has then evolved
through the last century, racing to reach higher and higher pres-
sures with a rate that, as shown in Fig. 3, is surprisingly parallel
to the increase of the maximum critical temperatures in super-
conductors.
Bridgman’s heavy, metal-made and gross anvils dominated
high pressure experiments for almost fifty years until a new era
started in 1959 when diamond was used for the first time as an
anvil by Wier, Van Valkenburg, Bunting and Lippincott [47].
This experiment introduced the diamond anvil cell (DAC) and
marked the beginning of an era that will radically change the
landscape of high pressure [48]. Not only because higher pres-
sures were allowed, although limited to about 20 GPa in these
early devices, but also because the new device permitted to
have in-situ characterization with spectroscopic techniques (be-
ing diamond transparent to a wide range of the electromagnetic
spectrum).
A further advancement in DACs took place in 1978 when
Mao-Bell [49] introduced beveled diamond anvils, cracking the
limit of 100 GPa static pressure. The full maturity of the DAC
technology has been reached in the mid-90s with the raise of
commercial DACs. These have introduced a large array of char-
acterization techniques and transformed the DAC from an ex-
otic device, available only in a handful of centers world-wide,
to a universal tool accessible to standard laboratories. By the
year 2000s, pressures up to 200 GPa could be reached routinely
and a number of applications had been published, improving
significantly our understanding of matter under extreme com-
pression [50, 51]
One of the first accomplishment of systematic investigations
at high pressure has been to map the structural phase transfor-
mation and emergence of superconductivity in elements under
strong compression [52, 53, 54, 55]. Among the first studies
showing that the rules of chemistry change with applied pres-
sure in unexpected ways, was the study of a simple diatomic
molecules, oxygen, which was of particular interest because
it shows magnetism at low temperatures. Under pressures ex-
ceeding 95 GPa, solid molecular oxygen becomes metallic [56]
and superconducting with Tc of 0.6 K [57].
At ambient pressure there are 29 elemental superconductors
in the periodic table, none of which is an alkali metal [58]. The
first alkali metal discovered to become superconducting under
pressure was Cs [59], followed years later by Li [60, 61, 62, 63].
In fact, years later Li was confirmed to be a superconductor at
ambient pressure but at mere 0.4 miliKelvin [64]. Alkali metals
are exemplary free-electron systems and it is surprising and yet
counter-intuitive that under pressure they exhibit marked devi-
ations from free-electron behaviour, whereas one would expect
that with pressure bands should widen and gaps close, leading
in general to an ubiquitous metallic behaviour [65, 66, 67]. Al-
kali metals represented a fertile ground of research for scientist
in late 90’s to early 2000’s to study the exotic chemistry under
pressure, and superconductivity is still one of their most fasci-
nating properties.
Among Group-V elements, for instance boron is particularly
interesting: in 2001 with the report of Tc of 11.2 K at 250 GPa it
set a record pressure for both electrical conductivity studies and
investigations of superconductivity in dense matter [68]. Ca is
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Figure 4: Diamond anvil cell (DAC) is a universal tool essential to high pres-
sure physics that can be combined with large number of spectroscopy tech-
niques and in situ characterization of electrical and magnetic properties.
the element with the highest ever measured Tc that under pres-
sure reaches 29 K [69, 70]. Interestingly, yttrium posses also a
high-Tc at substantially lower pressures [71]. Other element
that show superconductivity upon compression are phospho-
rus [72, 73, 74], which at ambient conditions exhibit a complex
phase diagram [75, 76, 77, 78] and under pressure shows a more
simpler cubic structure [79, 80]. Other elements that undergo
a long sequence of phase transformations are chalcogens [81]
(sulfur [82, 83, 84] and selenium [85, 86], carbon [87, 88],
rubidium[89], barium [90, 91] and rhenium [92] to name a
few [55].
Arguably, one of the most interesting surprises of high pres-
sure chemistry/physics [93, 94] of materials has been the dis-
covery that superconductivity becomes more common under
pressure, and occurs with substantially higher critical temper-
atures [39, 40, 41, 42, 43]. After this brief compendium of
selected examples of high-pressure phase-transformation and
emergence of superconductivity in the elements, we explain in
the following details on techniques and devices that made pos-
sible these discoveries.
2.1. The diamond anvil cell
The diamond anvil cell represent the icon [95, 96] of high
pressure research. In order to keep the pace with science
progress in other fields, its design and capabilities are continu-
ously improving, attaining higher pressures and deeper levels of
characterization [97, 98]. This tool allows to study matter at ex-
treme conditions of density, which have implications for plane-
tary, biology, chemistry and materials science [99, 100]. Fig. 4
summarizes the characterization techniques that can be com-
bined with DAC. These cover a broad range of spectroscopy
techniques [101, 102] and probes [103, 104, 105] including
magnetic fields [106, 107, 108]. In addition modern DACs al-
low for synthesis and in-situ characterization within tempera-
ture range from milli to thousands Kelvin [109, 110, 100]. The
working principle of a DAC used in high-pressure experiments
is very simple: the sample is placed in-between two diamond
surfaces and squeezed. However, in more elaborated experi-
ments, a DAC can have a large number of interacting parts and
minuscules components. In its essence, a diamond anvil cell
consists of a body of the cell (base of the cell, piston, cap with
screws for increasing pressure and springs to control separa-
tion), anvil seats, diamond anvils, and a gasket. All these com-
ponents are illustrated in Fig. 5. In particular the diamond ge-
ometry and the gasket are the crucial parts for the performance
of the device. These will be discussed in the following sections,
together with other key aspects such as pressure measurements
and loading.
2.1.1. Diamond anvils
As the name indicates, diamonds are the principal compo-
nents in DACs. Diamond is known as the hardest material to
occur naturally. This material is perfect to serve as an anvil
also because it provides a window to observe the sample and
study its properties with electromagnetic radiation from the far
IR to the UV. In fact, diamond is transparent to nearly all visible
electromagnetic radiation (with weak absorption in the infrared
range) and in the UV up to 220 nm (corresponding to its 5.5 eV
band gap). There is in principle no lower limit for the frequen-
cies of the radiation. The features of the DAC strongly depend
on the properties of the diamonds used as anvils. Diamonds can
be categorized by a) their origin (natural or synthetic), b) the
amount and type of impurities and c) the diamond cut or shape
of the culet (see right panel in Fig. 5). Natural diamonds are
formed deep within the Earth below the core mantle at depths
of 140 Km, while synthetic diamonds can be synthesized in lab-
oratories at pressure of 10 GPa and temperatures in excess of
2500 ◦C (HPHT). Additionally, diamonds can also be grown
with chemical vapor deposition (CVD) process from plasma
at reduced pressures. Interestingly, diamonds from all three
sources can be used in high-pressure experiments. Synthetic
diamonds (both HPHT and CVD) can be grown very pure, i.e.
flawless. Such defect-free synthetic diamonds are typically use-
ful for IR studies as they have very low absorption, as well as
for Raman studies as they have low or negligible luminescence.
On the other hand, synthetic diamonds are currently the hardest
known material.
Irrespective of the source, all diamonds are classified by the
amount and character of impurities. In fact diamond can cur-
rently be doped only with small-size ions, such as H, Li, B, N,
etc. The main impurity found in natural diamonds is nitrogen,
the so-called NV-center. Boron can be also relatively easily
incorporated experimentally in diamond, but boron-doped di-
amonds are rare in nature (they are known for its blue-pristine
colour, which found mainly use in jewelry industry). Within the
nitrogen-doped diamonds, there are two major type of families,
distinguished by the number of nitrogen per million particles.
Type-I contain nitrogen inclusions of more than 10 particles
per million (ppm) and type-II (high purity) contain less than
10 ppm. On the other hand, synthetic diamonds contain impu-
rities of Ni, Co or Fe, which are used as catalysts. As for CVD
diamonds, they often contain H as impurity derived from the
reactive hydrogen content plasma.
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Figure 5: Left: schematic of DAC including anvil seats, gasket and pistons. Center: detailed design of a DAC for transport measurements under pressure. Right:
types of diamond culets used for high pressure experiments. All drawings are not at scale.
Fig. 5 (center) shows in detail the essential parts that com-
pose a DAC. Although its operating principle is simple and
consists in bringing together two diamond surfaces, it requires
highly precise machinery that work at micrometer accuracy.
Piston-cylinder parts (left panel in Fig. 5) are crucial to pres-
surize and to control applied pressure and since diamond is a
very brittle material it can be easily damaged during operation.
Especially, any contact between the surfaces (diamond culet)
should be avoided. Another crucial component are the anvil
seats, these are made of a strong material because they are typ-
ically loaded with more than 1000 kG forces, which produce
significant stress at the contact with the diamond anvils. Usu-
ally these seats are made from tungsten carbide, although for
X-ray measurements, where a large aperture is crucial, seats
can be made of boron nitride which is transparent to X-rays.
The first models of DAC used flat seats, until Boehler [111]
introduced seats with conical support that offer great advan-
tage over their former counterparts. They have a larger aper-
ture for optical and X-ray measurements and diamonds are bet-
ter protected once loaded (they are supported from the sides
and not destroyed completely). Over years, mastering the cut-
ting of diamonds in novel shapes and developments in surface
(culet) preparation make it possible to expand the use of DAC to
electrical and magnetic characterization at static pressures well
above 200 GPa [112, 113, 114, 115, 116].
The future in DAC foresees many more developments,
mainly on two fronts: I) focus ion beam techniques will play a
fundamental role in DAC, permitting to sculpt futuristic micro-
anvils (<20 µm) which will extend the range of pressure well
above the 400 GPa, the ceiling pressure for one-stage DAC.
Recently, micromilling gem-quality diamond tips shaped in
toroidal form have been shown to greatly extend the accessible
pressure up to ∼ 550 to 600 GPa on DACs [117, 118, 119]. II)
thanks to the advancements on characterization techniques such
as new X-ray sources in synchrotron and X-ray free electron
lasers, producing much brighter, subµ-beams will enable the
study of compression volumes of only tenths of picolitres [116].
2.1.2. Gasket preparation
In the first DAC design, back in 1958, the sample was directly
compressed between the two diamonds. It was in 1962 that Van
Vakenbourg introduced the gasket in the high-pressure DAC
technique. A gasket is a piece of metal sheet with a drilled hole
for sample loading that brings a number of advantages: it allows
to have a better control of the sample; it protects the diamonds
from direct contact that may cause them to crack; it helps to
develop a more homogeneous gradient of pressure across the
sample by confining it in a relatively small area; it allows the
possibility to add a chemical inert gas or a liquid as pressure
transmitting medium (PTM), leading to near-hydrostatic con-
ditions. In addition the gasket gives the possibility to load the
DAC not only with solid samples, but also with samples that
are gaseous at room pressure, like in the case of hydrides. The
thickness of the gasket also plays a role in certain experiments,
for instance on gaseous samples that are very compressible. A
great number of experimentation has to be carried out before
finding the ideal compromise between size and anvil geometry,
specially culet sizes to find an ideal gasket thickness.
For electrical measurements it is necessary to introduce an
insulating layer between the electrodes and the metallic gas-
ket. The preparation of electrodes for electrical measurements
is a crucial step in all high-pressure experiments. As alluded
above the preparation of the insulating gasket and making of
wires is not a standardized procedure and relies more on a trial-
and-error approach. As a matter of fact different group have
mastered their own approach to achieve the same experimental
conditions.
In terms of electrodes for electrical measurements there are
three different approaches. I) Manually crafted electrodes: for
culets of than 100 µm wide, the best compromise is to pre-
pare electrodes made of platinum strips or other metallic foil
and carefully place it in the DAC. This relatively simple ap-
proach was first introduced by Mao-Bell [120] and Shimizu et
al. [61]. A clear disadvantage of this method is represented by
the constraints on the size of the culet and of the measured sam-
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Figure 6: Micrograph taken using optical microscopy showing in detail
the sputtered electrodes in DAC prepared for high pressure measurement in
hydrogen-sulfide.
ple. Although it requires many attempts before the tiny strip
by hand can be placed inside a culet of around 20-30 µm, this
approach has been shown to pay-off, see Eremets et al. [121].
II) Focused ion beam lithography: this is a more appropriate
method for creating electrodes in tiny spaces. The technique
consists of shaping metallic electrodes directly on the diamond
surface with the aid of focused ion beam ultra-thin lithography.
Recently, Rotondu et al. [122] have shown the capabilities of
lithography and the possibility of reaching pressure of up to
240 GPa. The main advantage of this approach is the precision
and control of the electrodes, while focused ion bean does not
have practical limitations on the size of the culet. Deposition of
the electrodes with this technique can provide precision down
to 20 nm. It has been also shown that the created electrodes can
sustain an indentation of the metal gasket. Unfortunately, this
technique has a very high cost which makes it inaccessible to
most laboratories. III) Sputtered electrodes: a third method is to
sputter metals (Ti, Al, Ta, etc) to form ohmic contacts directly
on the diamond culet. This technology has been proven to be
robust and has worked since the pioneering works of Das [123],
Evan [124], and Werner [125]. In practice the electrodes are
made with the aid of a mask with fourth slits which cover the
diamond culet. In some of the experiments in which one of
us (ME) reported superconductivity in the H-S systems (see
Sec. 2.2) a mask of aluminum foil was used. The diamond sur-
face was first ion-etched for 30-40 seconds and subsequently
sputtered to form ohmic contacts.
After this, metal contacts must be covered with gold or plat-
inum to protect electrodes from oxidation. In our experiments,
see in detail the electrodes in final assembling in a DAC in
Fig. 6, the resistance in the electrodes is about 100Ω which is
suitable for detecting any change upon temperature. The sput-
tered electrodes can be connected externally outside the DAC
with copper wires, platinum foil or silver paint. It is important
to mention that the the sputtered electrodes adhere conveniently
to the surface of diamond, however, they last a maximum of 2
to 4 weeks, after this period resistivity increases dramatically.
2.1.3. Pressure measurements
The most reliable procedure to measure pressures in the
megabar region is to determine the volume of a known material
and use their equation of state (EoS). The EoS of simple metals
or other FCC compounds (NaCl, Au, Pt, Re) have been deter-
mined from shock-wave experiments and are a reliable pressure
scale. The main disadvantage of this method is that it requires
a X-ray measurements typically at synchrotron sources. In the
low-pressure regime a much more convenient technique for ex-
perimentation is to determine the pressure using the lumines-
cence of ruby chips. This technique was first introduced by For-
man et al. [126] using a small ruby. The sharp-line (R-line) lu-
minescence of ruby shift under pressure was calibrated against
EoS and found to move constantly up to 100 GPa with high re-
producibility. As ruby is chemically inert and micrometer-size
it can produce a good signal. This technique has been a real
breakthrough in the high-pressure community and made possi-
ble to conduct high pressure experiments with DAC in standard
laboratories without accessing X-ray sources.
To estimate the pressure beyond the 100 GPa limit alternative
methods are used. For long time it has been known that the Ra-
man spectrum of the diamond anvil itself changes with pressure.
While, theoretically, the Raman peak evolution of carbon struc-
tures is well documented [127]. Hanfland and Sayassen [128]
reported in 1985 that the high-frequency diamond edge has a
linear dependence on the pressure, up to 300 kbar (0.3 GPa).
Back in those days, they concluded that this shift would be
hardly used for determination of pressure mainly because the
stresses at the tip of the loaded anvils are highly nonuniform
and strongly depend on the geometry of the anvils, gasket etc.
However, the accumulated experience showed that in fact the
pressure dependence of the diamond edge is surprisingly uni-
versal and can be used for a reliable estimation of pressure. This
pressure scale was introduced in 2003 by one of us (ME) [129]
and subsequently extended for pressures up to 410 GPa by Aka-
hama et al. [130, 131]. Akahama also extended the study
and analyzed differently orientations in diamonds, the typical
[0001] of the anvil axis but also [0111] and [0110] [132]. This
scale became important for determination of pressure at the
megabar range of pressures.
2.1.4. Low-temperature loading
A large number of interesting systems in the hydride family
are gases at ambient temperature which complicates the load-
ing of sample into DAC. A special loading procedure is then
required for H2S, PH3 and LaH2, and we describe it in the fol-
lowing. To prevent decomposition during loading, it is nec-
essary to perform it at low temperatures. For this the diamond
anvil cell is be placed into a cryostat and cooled down (with liq-
uid He), to a temperature where most of the samples transform
to their liquid phase. The left panel in Fig. 5 shows the inlet
(rim) that introduces the gas into the chamber through a capil-
lary. At room temperature, the piston is moved close to the base
at a distance about 100 microns between the two anvils. Before
loading, the air from this space should be pumped out through
capillaries. To close any possible leaks at low temperature, the
pistons are moved closer to the base up to a distance of about
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Figure 7: Micrographs taken using optical microscopy during the transformation of the sample upon compression. Images are obtained with transmitting and
reflective light simultaneously. Blue parts indicate the optically transparent gasket. Yellow represents a reflection from the metal electrodes. The sample is
transparent at 9 GPa. Darkening begins at about 11 GPa and the sample become opaque at pressure between 30–40 GPa. Weak reflection (on set of metallicity) starts
to appear at 79 GPa. Reflection of the sample becomes comparable with electrodes reflection at about 150 GPa.
20-50 microns between anvils. At temperatures lower than the
boiling point, gaseous samples are put into the rim where they
become liquid and completely fill the space inside the rim, in-
cluding the hole in the gasket. After this the sample can be
clamped between the anvils and the gasket.
2.2. Superconductivity in sulfur-hydrogen compounds
In condensed matter and solid state physics, a substantial
amount of research in the field of high pressure (post-Bridgman
era) was triggered by the tantalizing idea of metallizing hydro-
gen (Wigner-Huntington [6] transition) which dates back to the
mid 30’s. The metalization of hydrogen is seen as the holy-
grail of high pressure research and has been a compelling sub-
ject of interest for many scientists, ranging from experimental
chemists and physicists [133, 134, 135, 9, 136, 137, 10], to
theoreticians [138, 139, 140, 141]. However, despite the great
advancement in high pressure-techniques and tools, the metal-
ization of hydrogen in its solid phase has proved to be challeng-
ing [142, 143, 144, 145, 146, 147, 148, 149, 150, 151, 152].
The landscape in the field changed in 2004, when Ashcroft
suggested chemically precompressed hydrogen-rich materi-
als [12] as an alternative route to decrease the tremendous pres-
sure necessary to metalize hydrogen. Eremets et al.[153] suc-
cessfully proved the principle correct in 2008 by metallizing
silane (SiH4). Although subsequent studies attributed these re-
sults to probable decomposition or the existence of other stoi-
chiometries [154, 155, 156, 157, 158, 159], this work remains
the first solid evidence of superconductivity in chemically pre-
compressed hydrides at high pressure.
Serendipity discovery of HxS superconductors. It is the
wish of one of the authors (M.E.) to provide an accurate de-
scription of the context and circumstances that lead to the mea-
surements of 190-200 K superconductivity in sulfur hydrides.
Very often in scientific conferences, seminars, talks and prac-
tically in 90 % of the publications that followed this discovery,
the events are described in wrong chronology.
In fact, this important discovery was driven by serendipity
much more than it is currently believed. Back in 2013-2014
my former PhD student, A. Drozdov, and myself started exper-
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iments on H2S following ideas proposed by Li et al. [160], on
the possibility of metallization and superconductivity in dense
hydrogen sulfide. This prediction seemed simple to verify exper-
imentally, since highly pure liquid/gas of H2S are almost freely
available. Within one month of experiments we measured a Tc
∼ 55 K, a major result for those days, which was in agreement
with the theoretical prediction that we were following. I would
like to add as a side note, that at the time many shared a skep-
tical opinion about the possibility of achieving high-Tc in hy-
drides, and even doubted the driving mechanism for supercon-
ductivity.
Coming back to the main story-line, we continued with our
experiments and surprisingly, with each experiment carried out
we observed higher and higher Tcs (25, 60, 80 and then 120 K).
A sudden decrease of resistivity at temperatures around 190 K
occurred close to 150 GPa in one of our samples; we were
blown away. This disheveled situation, which had not been pre-
dicted by theory, turned out to be more complicated to disen-
tangle. We knew that it will be hard pass this result by plotting
a resistivity drop at 200 K. The community is plagued by many
claims of high-Tc materials, most of them of doubtful nature.
Therefore, we did not publish our first result but rather spent
about 8 months complicating our experiments in order to under-
stand the reason for such scattered values of Tc. Our main goal
was to find a reliable and reproducible thermodynamic path to
obtain Tcs of 190 K. This value was clearly at odds with Yan-
ming Ma’s group original prediction [160].
We came up with the guess that sulfur, known for its super-
valency, could in principle bound more hydrogen atoms than in
H2S and presumably our samples have transformed to another
hydride (H4S or H6S). We were preparing the manuscript and
solving the issues on the isotope effect when Duan’s paper ap-
peared on line on November 10th, 2014 [161]. We uploaded
our work to arXiv on December 1st, 2014 [162]. It is important
to remark that in the version submitted to arXiv, we (M.E. et
al.) kept our own original interpretation and that Duan’s pa-
per did not inuenced our work in any aspect, perhaps only by
accelerating our arXiv submission.
Note that, the calculated Tc amazingly coincided with our
result. Computational and theoretical scientists linked immedi-
ately our observed superconductivity with the Im3¯m predicted
structure. At that time, it was not obvious that the experimental
and theoretical phases coincided, since we did not have X-ray
data of the high-Tc samples. The almost simultaneous appear-
ance of experimental and theoretical works tremendously accel-
erated the understanding of the Tc in this compound. We believe
that the special circumstances surrounding the rush raised by a
material with such a high Tc that saw within few weeks a the-
oretical and an experimental manuscript on the same subject,
spread a rumor that the prediction of Duan’s was first and our
experiment followed, however that was clearly not the case.
In this section, we will briefly review some key aspects of the
experimental work on sulfur hydride, focus on the emergence
of superconductivity at high pressure. The phase diagram of hy-
drogen sulfide was first studied by Shimizu et al. [163] back in
1995, by Sakashita et al. [164] in 1997 and revisited by Fujihisa
et al. [165] in 2004. H2S is a typical molecular compound with
a rich phase diagram. Infrared studies under pressure show that
hydrogen sulfide transforms to a metal at pressures of about
96 GPa [164]. The transformation is complicated by the par-
tial dissociation of H2S and the appearance of elemental sulfur
at pressure larger than 27 GPa at room temperature. In princi-
ple one could attribute the metallization of hydrogen sulfide to
disassociation in H and elemental sulfur, the later known to be-
come metallic above 95 GPa [86]. It is worth mentioning that
before 2014 there were no experiments or studies reported on
hydrogen sulfide above 100 GPa.
Thanks to the advent of computational tools to explore
energetically-stable crystal structures under pressure (see
Sec. 4), this material was revisited by Li et al. [160]. Unex-
pectedly, the authors showed stable, metallic phases of H2S,
for pressures above 100 GPa, with superconducting tempera-
tures of the order of ∼80 K at 160 GPa. Most importantly, they
showed that elemental decomposition into sulfur is highly un-
likely, in apparent contradiction with previous experiments. To
address this apparent disagreement between theory and exper-
iment, back in 2014 we performed a series of experiments in
order to stabilize the predicted phases of H2S under pressure.
Figure 8: Spectra of sulfur hydride at increasing pressure at 230 K. Spectra
are shifted with respect to each other for comparison. Phase transformation
occurring at 51 GPa is marked by the disappearance the characteristic vibron
peaks in the 2,100 – 2,500 (wave-numbers).
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2.2.1. Sample preparation
In the H2S experiments [1], the loading occurred in a cryostat
at temperatures where hydrogen sulfide is liquid. The DAC was
placed into a cryostat and cooled down to 191-213 K (within the
temperature range of liquid H2S) and then the H2S gas was in-
serted in the chamber through a capillary into the rim around
the diamond anvil where it liquified. H2S and D2S gases of
99,5% and 97% purity, respectively were used for all experi-
ments. The filling of the chamber is monitored visually and the
sample is identified by measuring Raman spectra (see Fig. 8).
After clamping the DAC, the system was heated to 220 K to
evaporate the rest of H2S, and then pressure was increased typ-
ically at this temperature. Pressure remained stable during the
cooling within a 5 GPa deviation. It was found [1] that the low-
temperature loading procedure seems to be required to prepare
samples with high-Tc. For instance, if H2S was loaded at room
temperature, only sulfur was detected in Raman and X-ray scat-
tering.
Fig. 7 shows different images taken using optical microscopy
during the transformation of the sample upon compression.
These images are obtained with transmitting and reflecting light
simultaneously. In pictures, blue parts indicate the optically
transparent gasket and yellow areas show reflection from the
metal electrodes. Clearly the sample is transparent at 9 GPa, it
starts darkening at about 11 GPa and then becomes fully opaque
at pressures between 30–40 GPa. Hints of weak reflections,
a possible onset of metallicity appear at 79 GPa. Reflection
from the sample becomes comparable with the electrodes above
150 GPa.
2.2.2. Raman measurements
The 632.8 nm line of a He-Ne laser was used originally to
probe the Raman spectra of hydrogen sulfide and to deter-
mine pressure. The Raman spectrometer was equipped with a
nitrogen-cooled CCD and notch filters. The pressure was deter-
mined by a diamond edge scale as previously described [129] at
room and low temperatures. Ultra-low luminescence synthetic
diamond anvils allowed us to record the Raman spectra at high
pressures in the metallic state.
Fig. 8 condenses a series of spectra taken at different condi-
tions of pressure and temperature. For pressure above 50 GPa,
the molecular characteristic vibrations of hydrogen sulfide con-
siderable diminish. Above this pressure only a broad band at
1900 cm−1 remains. Vibron modes disappeared in D2S at a
higher pressure of about 100 GPa. In general the Raman spec-
tra of hydrogen sulfide is complex and hard to analyze due to
different factors: I) the decomposition in elemental phases oc-
curs in some cases (vibration of sulfur appear at low frequen-
cies (600-200 cm−1). One could also see that annealing at room
temperature produced stronger sulfur peaks, while operating the
sample close to 200 K diminished the peaks considerably. II)
In contrast to the clear evidence of the presence of elemental
sulfur, peaks belonging to elemental hydrogen (vibrons) were
never observed despite the use of the ultra-low luminescence
synthetic diamond anvils. Above 80 GPa a new phase appeared,
which persisted up to 150 GPa in the metallic state. At 160 GPa
Figure 9: Summary of critical temperatures of superconductivity upon pres-
sure, solid shapes shows for sulfur hydride (HxS) and open shapes represent
sulfur deuteride (DxS). Only data on annealed samples is shown. The highest
measured Tcis 203 K.
the Raman spectrum disappears, likely because of a transforma-
tion to the β-Po phase [1]. In this figure, the Raman spectra of
sulfur hydride is also shown after the release of pressure from
208 GPa at room temperature. The spectrum is much more in-
tense than those of sulfur in the metallic state at high pressures
with a non-confirmed evidence of phase transition at ∼180 GPa.
2.2.3. Electrical measurements
In the original experiment, electrical measurement of resis-
tivity were conducted using a four-probe Van der Pauw con-
figuration with Tantalum electrodes sputtered on the diamond.
Currents between 10 to 10,000 µA were probed by a Keithley
6220 current source and voltage was measured by a Keithley
2000 multimeter. Electrical measurements were also repro-
duced by the PPMS6000 Quantum Design physical property
device. The insulating gasket was prepared from either Teflon,
NaCl or CaSO4 as these materials do not react with H2S. To
check a possible contribution of the diamond surface to the con-
ductivity a configuration with a pair of electrodes on one dia-
mond and another pair on the second diamond anvil was pre-
pared, similarly to the technique reported in Ref. [135]. Tem-
perature cycles were at slow rate of ∼1 K/min which allowed the
system to reach thermal equilibrium between measurements.
All the samples started to conduct above pressures of
∼50 GPa. At this pressure, samples behaves as a semiconduc-
tor, shown by the temperature dependence of the resistance and
by the presence of a pronounced photoconductivity. At 90-
100 GPa, the resistance drops further and the temperature de-
pendence shows a metallic behaviour, confirmed by the absence
of photoconductive response. It is noticeable that during the
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cooling of the sample for pressures above 100 GPa the resis-
tance dropped abruptly by three orders of magnitude indicat-
ing a transition to the superconducting state. Further increasing
of pressure, resulted in consistently higher values of Tc. Fig.9
shows a summary of critical temperatures of superconductiv-
ity under pressure for sulfur hydride HxS and sulfur deuteride
(DxS) samples. The highest measured Tcis 203 K. A clear iso-
tope effect, i.e. a shift of the Tcto lower temperatures in the
case of sulfur deuteride points towards a phonon-assisted mech-
anism of superconductivity. The BCS theory gives dependence
of critical temperature on the atomic mass M as Tc∝ Mβ, for
which experimentally we found β = 0.3 at 175 GPa. For further
details see A. Drozdov thesis work [166] and Ref.[1].
2.2.4. Measurements in magnetic field
To prove the actual occurrence of superconductivity it is not
sufficient to measure a drop in the electrical resistance; the
isotope effect is also not conclusive because it may or not be
present. To guarantee that superconductivity indeed occurs, the
most important signature which has to be present is the the ex-
pulsion of magnetic field (Meissner effect) below Tc.
In the original work on HxS, magnetic susceptibility mea-
surements were performed using the MPMS Quantum Design
setup. In order to carry out this type of complicated measure-
ments, a specialized miniature non-magnetic cell made of Cu:Ti
alloy working up to 200 GPa had to be designed (see Drozdov
et al. [1, 166]). The first series of experiments consisted on per-
forming resistivity measurements upon variable magnetic field,
which confirmed the shifting of Tc as function of magnetic field
(roughly, a shift of 60 K in the 0-7 Tesla). Furthermore, mag-
netic susceptibility was recorded as function of temperature for
sulfur hydride at pressure of 155 GPa in a the zero-field-cooled
(ZFC) and 20 Oe field cooled (FC) modes.
Fig. 10 shows the temperature dependence of the magneti-
zation of sulfur hydride at 155 GPa in a the zero-field-cooled
(ZFC) and 20 Oe field cooled (FC) modes. The ZFC curve
demonstrates a rather sharp transition from the diamagnetic to
the paramagnetic state w hich could be classified as a supercon-
ducting one. The onset temperature is Tc = 203 K. For compar-
ison, the superconducting step obtained for sulfur hydride from
electrical measurements at 145 GPa is depicted in red color.
Furthermore, the superconducting transition with Tc = 203 K
was confirmed by the magnetization M(H) measurements at
different temperatures. The clear diamagnetism in the Meissner
phase is responsible for the initial decrease of the magnetization
until the first critical field Hc1 of 300 Oe is attained. Afterwards,
a subsequent increase of the magnetization as the external field
increases is explained by the penetration of magnetic vortices
which confirms the assignment of H3S to the hard Type-II su-
perconductors. As the sign of the field change reverses, the
magnetic flux in the Shubnikov state remains trapped, and the
returning branch of the magnetic cycle runs above the direct
one leading to the irreversibility of the magnetization curve.
Hysteric behavior of the magnetization becomes more clearly
visible as temperature decreases.
Moreover, in-depth detailed characterization of magnetiza-
tion curves evidenced hysteresis confirmed a type-II supercon-
Figure 10: Temperature dependence of the magnetization of sulfur hydride at
155 GPa in zero-field cooled (ZFC) and 20 Oe field cooled (FC) modes (black
circles). The onset temperature is Tc= 203 K. For comparison, the super-
conducting step obtained for sulfur hydride from electrical measurements at
145 GPa is shown by red circles.
ductor (not shown). Magnetic hysteresis measurements were
performed using a subtraction of a background which was de-
termined in the normal state at T = 250 K. The magnetization
curves however are distorted by obvious paramagnetic impuri-
ties, often present in many other superconductors. We reported
the first critical field Hc1 ∼ 300 Oe, estimated roughly from
where the magnetization deviates from the linear behavior. At
higher fields, magnetization increases due to the penetration of
magnetic vortices.
We have summarized the key points on the first experimental
evidence of superconductivity in sulfur hydride and evidenced
the record-breaking temperature of 203 K, using both electri-
cal resistance and magnetic measurements. However, as dis-
cussed in the following sections (Sec.5) hydride-sulfide pos-
sesses a rather complex phase diagram on which different com-
positions and structure phases emerge. Decomposition from the
original H2S loaded in our experiments to H3S upon pressure
is likely to occur. Experimental measurements of X-ray data
by Einaga et al. [167] show that the superconducting phase is
in good agreement with theoretically predicted hexagonal and
body-centred cubic (bcc) structure and coexists with elemental
sulfur. Nevertheless, phase mixture is also a possible scenario,
since precipitation of elemental sulfur upon the decomposition
could be expected [165] and we measured Tc of sulfur at signif-
icantly lower temperatures (< 20 K). Another expected product
of the decomposition of H2S is hydrogen. However, the body
of experimental evidence does not support this scenario, since
the strong characteristic vibrational stretching mode of the H2
molecule is absent in Raman measurements. A complicated
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Figure 11: SCDFT calculated critical temperatures Tcfor P-H composition
as function of pressure as presented in Ref. [168]. Experimental values of
Tcextracted from Drozdov et al. [169] are shown in black squares.
path of transformation is thus likely to happen to account for
hydrogen-rich compositions. The key features of this supercon-
ductor and other hydrogen-rich compositions will be addressed
in detail with the aid of theoretical and computation methods in
Sec. 5-6.
2.3. Superconductivity in PHx and LaHx Hydrides
Sulfur-hydride it is not an isolated example of conventional
high-Tc superconductivity at high pressures [170, 167, 171,
172, 173, 174, 175]. In fact, in less than a year after the discov-
ery of superconductivity in sulfur hydride [1], Drozdov have
reported high-Tcsuperconductivity in a second hydrogen-rich
compound at extreme pressures: resistivity measurements on
phosphine (PH3) show that the samples, which are semicon-
ducting at ambient pressure, metallize above 40 GPa and be-
come superconducting at around 80 GPa, exhibiting a maxi-
mum Tc of 100 K at about 200 GPa [169]. However, in the
original publication the composition responsible of the super-
conducting phase and its crystal structure, nor the mechanism
responsible for Tcwere addressed.
Analogies with the superconducting sulfur-hydride, which
was obtained from a H2S precursor, suggest that the supercon-
ductivity in the P-H system is of conventional nature, but that
the composition of the superconducting phase might be dif-
ferent from the original PH3 stoichiometry. To shed light on
this matter, we used ab initio techniques to map out the high-
pressure phase diagram of the P-H binary system by exploring
the compositional and configurational space of PHn with so-
phisticated structure prediction methods, and estimated the su-
perconducting properties of the most promising phases (sum-
marized in Fig. 11). Interestingly, theoretical studies reported
all the high-pressure binary phases of P and H as metastable
with respect to elemental decomposition in the pressure range
100300 GPa. However, critical temperatures of the three phases
closest to the convex hull (PH, PH2, and PH3) reproduce to a
good approximation the experimental values. Possible ways to
reconcile our results with experiments are addressed in Sec. 5.
The finding of superconductivity in the H-S system at 200 K
under pressure and later in P-H, stimulated a large part of the
community to explore in other systems, in the so-called su-
perhydrides to search for even higher values of Tc. A sub-
stantial amount of computational studies have been published
and in some of them spectacular values close or above room
temperature have been predicted [176, 177]. Many other sys-
tems have been theoretically proposed to form superhydrides,
reviving also the interest in structural transformations of in-
dividual elements and their tendency to form metallic struc-
tures [63, 178, 54, 179, 74]. Experimentally, superconductiv-
ity in hydrides under pressure has been confirmed to occur (or-
dered by date): I) SiHx, Tc ∼17 K [153, 159], II) BaReH9, Tc
= 7 K [180], III) SHx, Tc = 203 K [1, 106], IV) PH3, Tc = 100
K [169] and more recently in v) LaHx, Tc ∼250 K [181, 3].
For compressed hydrides not showing superconductivity see
Sec. 5.1.2.
Less than one year ago (2018), the work on H-rich compo-
sitions in the La-H system set a new superconducting record,
since it represents the first measurement of Tc near room tem-
perature. The first lanthanum superhydride was synthesized
under pressure above 160 GPa and upon heating to 1000 K.
The X-ray data indicated that the stoichiometry corresponds to
LaH10+x (−1 < x < 2) which is close to the predicted high-
Tc LaH10 [182]. In 2018, Somayazulu et al. [3] measured the
temperature dependence of the resistivity of La heated with
NH3BH3 as hydrogen source under similar pressure and ob-
served a drop in the resistance at ∼ 260 K upon cooling and
248 K upon warming the sample which was assigned to the su-
perconducting transition of LaH10+x (−1 < x < 2). In their orig-
inal claim, they also observed a series of resistance anomalies
at temperatures as high as 280 K. However, neither a zero resis-
tance state nor additional confirmations (like the Meissner ef-
fect or isotopic effects or the effect of an external magnetic field
on the transition temperature) was provided. Simultaneously,
an independent research measured a superconducting transition
Tc ∼ 215 K in LaHx [183] and subsequently a Tc 250 K [181].
Apart from setting a new Tc record, high-pressure experi-
ments in the La-H system played also a major role in establish-
ing methods to control the high-pressure synthesis of materials.
This is a crucial point, since many –if not all– of the struc-
tures observed in high-pressure experiments are metastable
phases [185] (i.e. out of thermodynamic equilibrium). Conse-
quently, many of the HP phases cannot be recovered to ambient
conditions. This translates into one of the greatest challenges
when using high pressures in practical applications [186]. Dif-
ferent strategies to help the stabilization of HP-materials have
been proposed; a major role is played by the precise control of
thermodynamic conditions [187, 188, 178, 74, 189, 190]. The
case of La-H represents a step towards mastering this control
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Figure 12: Summary of stable compositions calculated in La-H under pres-
sure. Bars for different compositions mark the range of stability for several
compositions estimated from convex hull construction (see Ref. [184]).
of thermodynamic conditions: For the unique route followed
by Geballe el al. [191], Somayazulu et al. [3] and Drozdov
et al. [183, 181] the key factor that payed a role in ensuring
a successful synthesis was: temperature. The stable compo-
sitions measured by experiments were accessed using pulsed
laser heating, starting from different initial constituents: in
Geballe and Somayazulu work’s ammonia borane was used as
hydrogen source and elemental lanthanum as a starting mate-
rial, Drozdov et al. used (LaH2 + H2) as source materials. In
both experiments, and independently of the P-T path followed,
an elevated temperature was necessary to access compositions
having the highest Tc.
We conclude this section of the Review, with the firm be-
lief that in coming years we will witness measurements of even
higher Tc, at room temperature (300 K) or possibly above. In
fact, theory (Migdal-E´liashberg) [31, 192, 193]) predicts no up-
per limit for the critical temperature [194].
3. Theoretical Methods for superconductivity
3.1. Phonons and electron phonon coupling
3.1.1. Phonons
The basic assumption which allows the calculation of vibra-
tional properties in solids is the Born-Oppenheimer approxi-
mation [195]. This consists in a decoupling of electronic and
lattice degrees of freedom, the latter arising from the solution
of the Schro¨dinger equation:−∑
i
~2
2Mi
∇2i + E(R)
Φ(R) = εΦ(R) (1)
where R ={Ri} are the nuclear coordinates, Mi are nuclear
masses and E(R) the fixed-ion energy of the whole system,
which defines the Born-Oppenheimer energy surface. E(R) is
the ground state eigenvalue of the electronic Hamiltonian:
HBO =
−~2
2m
∑
i
∇2i +
e2
2
∑
i, j
1∣∣∣ri − r j∣∣∣ + VR(r) + EN(R) (2)
being
VR(r) = −
∑
i,h
Zhe2
|ri − Rh| (3)
EN(R) =
e2
2
∑
i, j
ZiZ j
|Ri − R j| (4)
where Zh are the atomic numbers of the ions, EN their bare
electrostatic energy and V the electron ion interaction. This ap-
proximation neglects possible electronic transitions induced by
the ionic motion. Furthermore, within the Born-Oppenheimer
approximation the nuclear interaction is assumed to be instan-
taneous.
At the equilibrium geometry the forces acting on each nu-
clei [first derivative of E(R)] are zero. The diagonalization of
the Hessian matrix of E(R) gives the phonon frequencies in the
harmonic approximation, according to the relation:
det
∣∣∣∣∣∣∣ 1√MiM j ∂
2E(R)
∂Ri∂R j
− ω2
∣∣∣∣∣∣∣ = 0. (5)
That in terms of periodic displacements from equilibrium can
be rewritten [195] as:
det
∣∣∣∣∣∣∣ 1√MiM j C˜αβst (q) − ω2(q)
∣∣∣∣∣∣∣ = 0, (6)
where
C˜αβst (q) =
∂2E
∂u∗αs (q)∂u
β
t (q)
, (7)
and uαs (q) are the normalized displacement of the atom s in the
cartesian direction α modulated along the crystal by a wavevec-
tor q. Phononic eigenvalues and eigenvectors are obtained by
diagonalizing C˜αβst (q)/
√
MiM j also called Dynamical Matrix.
3.1.2. Density Functional Theory
Due to its excellent cost/accuracy ratio, density functional
theory (DFT) is the method of choice for the calculations of
electronic and lattice properties of materials [196]. In particular
is the universally used approach to compute, from first princi-
ples, the dynamical matrix in Eq. 7.
DFT is most conveniently used through the Kohn and Sham
(KS) construct [197], a subsidiary system of non interacting
electrons that reproduces exactly the density of the fully in-
teracting system. This Kohn-Sham system is obtained by the
solution of the Schro¨dinger equation:
Hsψn(r) ≡ −
(
~2
2m
∇2 + vs(r)
)
ψn(r) = nψn(r) (8)
where the effective potential vs is to be computed self-
consistently and reads:
vs(r) = vext(r) + e2
∫
ρ(r′)
|r − r′| + vxc(r) (9)
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where vext(r) is the potential due to the bare nuclei, the sec-
ond term on the right hand side is the Hartree potential and vxc
is the functional derivative of Exc[ρ] with respect to the elec-
tronic density. Exc[ρ] is a universal (non material dependent)
functional of the density; a central object in DFT and for which
many good approximations exist [198, 199, 200]. The elec-
tronic density is obtained by occupying the solutions of Eq. 8,
ψn(r), with the lowest eigenvalues (n) according to the Pauli
principle:
ρ(r) = 2
N/2∑
n=1
|ψn(r)|2 , (10)
For a metallic system the occupation of the states are smeared
around the Fermi level, with a distribution function S σ ():
ρ(r, ) =
∑
n
S σ () |ψn(r)|2 . (11)
S can be chosen as a Fermi distribution mimicking a fictitious
electronic temperature to stabilize numerical calculations and
speed up numerical convergence for the sampling of the Bril-
louin zone.
Within this scheme, the total energy of the system is also
accessible and is expressed as:
E[ρ] = 2
∑
n
S σ () n − e
2
2
∫
ρ(r)ρ(r′)
|r − r′| drdr
′
+ Exc[ρ] −
∫
ρ(r)vxc(r)dr. (12)
This equation allows us to directly compute the dynamical ma-
trix and the phonon spectrum by performing numerical deriva-
tives through small finite displacements of the atoms. However
in the linear response regime, when anharmonic effects are neg-
ligible, it is more convenient to study phonons as infinitesimal
perturbations and therefore compute Eq. 7 in the linear response
regime, by means of density functional perturbation theory
(DFPT) applied to the phononic perturbation [195, 201, 202].
A great advantage of this method consists in its capability to
treat perturbation of whatever wavelength without the need to
simulate the lattice distortion on a unit cell commensurate with
the q-vector of the phonon.
3.1.3. Electron-phonon interaction
Up to now we have included the effect of phonons only
within the adiabatic principle introduced with the Born Oppen-
heimer approach. This means that we neglected any electron-
phonon (el-ph) scattering process and assumed that electrons
respond smoothly to the ionic motion. Due to the small phonon
energies (10 ÷ 100 meV) these scatterings are possible only in-
side a small (of the order of the Debye energy) window around
EF , and this is why very accurate phonons (that depend on the
whole valence charge density) can be obtained from the unper-
turbed electronic structure [202]. On the other hand, important
properties such as normal state resistivity or superconductivity,
depend strongly on el-ph interactions. Both these properties in
fact arise from elemental processes in which an electron with
momentum k emits (absorbs) a phonon of wavevector q and
goes in a state of wavevector k + q. To develop a theory for
superconductivity we need a coupling factor for this process.
The basic idea for calculating this coupling factor is to con-
sider the phonon dressed with the electronic charge that adia-
batically moves, as a perturbing potential that introduces a tran-
sition probability between KS eigenstates. This potential takes
the form:
∆V =
∑
i
ηi
∂vs(r)
∂ηi
(13)
where ηi is the position operator for the i-th atom. Passing to
phonon coordinates:
ηi =
∑
q
√
~
2Miωqν
eiq·R
i
0
(
b†q − bq
)
(14)
where Ri0 are the unperturbed lattice positions and b
†
qbq are the
phonon raising and lowering operators. If we calculate the ex-
pectation value of the above operator in a process in which a
single phonon is created or absorbed we get a coupling:
gνmk+q,nk =
√
~
2ωqν
〈
ψmk+q|∆vqνs eiq·r|ψnk
〉
(15)
where ∆vqνs eiq·r is the finite variation in the self consistent po-
tential corresponding to a phonon displacement of wavevector
q and mode index ν. From the computational point of view the
matrix element appearing in the above equation must be nor-
malized to one unit cell, then we separate the potential into a
phase eiq·r that cancels out with that of the wavefunctions and a
periodic part ∆vqνs that we evaluate in a unit cell. The electron-
phonon interaction of the Kohn-Sham system therefore is de-
scribed by the Hamiltonian:
H˜e−ph =
∑
mnσ
∑
νkq
gνmk+q,nk
∑
σ
ψ†
σmk+qψσnk
(
bνq + b
†
ν−q
)
(16)
=
∑
νq
√
~
2ωqν
∫
d3r∆V qνsc f (r)ψ
†
σ (r)ψσ (r)
(
bνq + b
†
ν−q
)
where ψ†
σnk and ψσnk are creation and destruction operators for
Kohn-Sham states and bνq is a phonon field operator. This elec-
tron phonon interaction for the Kohn-Sham states is by con-
struction an approximation of the true electron phonon interac-
tion. It is valid while the spectrum of the Kohn-Sham system
remains a good approximation to the real quasi-particle spec-
trum of the material. Whenever this is not the case, one has to
rely on perturbation approaches [203].
3.1.4. Anharmonic effects
The harmonic theory of lattice vibrations discussed so far is
based on the expansion of the Born-Oppenheimer (BO) energy
surface [204] to the second order around the ionic equilibrium
positions [205]. It assumes that the amplitude of atomic dis-
placements from equilibrium are relatively small and is use-
ful to predict well defined non-interacting quasiparticles, i.e.
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phonons, with infinite lifetime and temperature independent en-
ergy spectrum. Harmonic lattice vibration has proven to be ex-
ceptionally good in describing vibrational properties for many
simple and complex materials, specially as a first approxima-
tion to obtain insights in frequency spectra in solids. However,
by construction this approximation breaks due to anaharmonic
effects. Anharmonic effects, i.e., effects due to higher orders
in the energy surface expansion, that introduce interaction be-
tween phonons, thus finite scattering rates and finite lifetimes.
Systems containing light mass atoms, showing strong displace-
ments, phonon softening, quantum effects, as present in hy-
drides under pressure also lead to prefect scenarios of strong
anharmonicity.
The most intuitive approach and historically the first in-
troduced was to consider higher-order terms in the poten-
tial expansion as a small perturbation of the harmonic poten-
tial [206, 207]. Perturbative approaches, however are restricted
to conditions in which the displacements of the atoms are within
the range in which higher-order terms are considerably smaller
than the harmonic potential. Unfortunately, there are hand-
ful of situations in which perturbative approach are clearly not
suitable, for example, when light atoms such as hydrogen are
present (see case of PdH by Errea et al. [208]), or when the sys-
tem is close to a dynamical instability (a phase transition) as in
H3S [209].
Several approaches have been developed to deal with this
problem, these can be classified into two large categories: the
one that relies on molecular dynamics (MD), and the one that
relies on self-consistent field theory. Anharmonic effects at
a non-perturbative level are treated within ab-initio molecu-
lar dynamics (AIMD) methods [210, 211, 212, 213]. These
approaches are computationally expensive since they require
long simulation times to converge re-normalized phonon ener-
gies. Another intrinsic limitation is that because they are based
on Newtonian dynamic, limiting their application to temper-
atures above the Debye temperature. Path-integral molecular
dynamics [214] overcome this situation by incorporating the
quantum character of atomic vibrations, however at cost of in-
creasing the computational load. To overcome the aforemen-
tioned limitations in AIMD methods, several DFT-based meth-
ods have recently been developed for treating anharmonic ef-
fects in solids non-perturbatively, which rely on the vibrational
self-consistent-field theory [215, 216] and the self-consistent
phonon (SCP) theory [217, 218, 219, 207, 220], which can
incorporate the effect of lattice anharmonicity at the mean-
field level. In these methods, anharmonic phonon frequen-
cies are calculated through the construction of effective har-
monic force constants obtained self-consistently by repeatedly
calculating atomic forces in supercells with suitably chosen
atomic configurations. In these self-consistent field approaches,
anharmonic corrections are computed by a diagrammatic ap-
proach on which the diagrammatic expansion is cut at finite or-
der [221, 222, 223, 224]. Second order self-energies and lead-
ing terms are,
Dashed lines represent the free phonon propagator and solid
points are vertices involving three or four phonons. The first
term in the above mentioned quasi-harmonic effects comes
from the thermally expanded lattice, which is less relevant at
low temperature. The second contribution is a Hartree type dia-
gram in which phonons are coupled with the average phononic
distortion. Whenever Wyckoff positions are locked by symme-
try this term becomes identically zero [225, 226]. This per-
turbation approach has the undeniable beauty that anharmonic
effects are clearly seen and connected to a clear physical picture
of interacting phonons and phonon decay. In fact, the loop di-
agram involving four phonon processes is related to D4, while
the bubble diagram is, like the tadpole, related to D3 and unlike
the other terms is not Hermitian and contributes to the phonon
line-width[220, 221]. However the perturbative expansion is
only valid if anharmonicity is weak, an approximation that may
very well fail for hydrides. Different degrees of anharmonicity
in solids are exemplified in Fig. 13. Two distinct cases are dis-
tinguished: weak as in cases of thermal expansion and volume
effects and strong anharmonicity, for which harmonic lattice in-
stabilities are cured by anharmonic processes, like in the case
of hydrides under pressure.
An approach to deal with strong anharmonicity (as is the case
in hydride superconductors) is the Self-consistent harmonic ap-
proximation (SCHA) which dates back to 1955 and developed
by Hooton [217]. The theory starts from the true anharmonic
free energy:
FH [ρ] = Tr [ρH] + 1
β
Tr
[
ρlnρ
]
(17)
with β the inverse temperature, H the ionic Hamiltonian and ρ
is a density matrix. The main idea of the SCHA is to use a varia-
tional principle, the Gibbs-Bogoliubov (GB) principle, in order
to approximate the free energy of the true ionic Hamiltonian
with the free energy calculated with a trial harmonic density
matrix for the same system. For the Gibbs principle FH [ρ] is
minimized by the equilibrium density matrix ρH such that:
FH [ρ] ≥ FH [ρH] (18)
The above minimization can be performed restricting the search
for ρH to a set of density matrices from the support Harmonic
Hamiltonian HHarm. That is particularly convenient because the
auxiliary system consists of non-interacting phonons:
HHarm = E0
[
x0
]
+
1
2
3N∑
j
p2j +
1
2
3N∑
j
ω2jq
2
j (19)
where x0, p j, ω j and q j are the vibration centers, momenta,
frequencies and coordinates of the modes ( j) to be optimized.
Clearly this reduces to the harmonic problem in absence of
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Figure 13: Possible scenarios of weak a) and strong b) anharmonicity. Har-
monic vibration in left panel lead to strong softening and wrong determination
of frequencies. In right panel the potential is harmonic unstable, that is stabi-
lized via anharmonicity.
anharmonicity but otherwise can have different frequencies,
modes and also vibration centers from the harmonic one. How-
ever, the computational cost of the SCHA is relatively high be-
cause at each self consistent iteration in the minimization over
ρHharm expensive high order derivative of the energy surface are
required. This problem has been recently tackled by Errea-
Calandra-Mauri by introducing a stochastic approach to sample
the energy surface [208, 223].
In particular, in the stochastic self-consistent harmonic ap-
proximation (SSCHA) the free energy is explicitly minimized
by using a conjugate gradient algorithm with respect to the in-
dependent coefficients of the trial harmonic potential. In the
SSCHA, the free energy and its gradient are evaluated through
averages computed with stochastic sampling of the configura-
tion space and the importance sampling technique. In that way,
the (approximated but nonperturbative) anharmonic free energy
of the system is directly accessible. The stochastic approach
is particularly suited to be used in conjunction with ab initio
calculations, and it has been employed to study thermal anhar-
monic effects in several compounds such as hydrides.
The most recent inclusion in the methods to treat anhar-
monicity is the presented by Tadano and Tsuneyuki that imple-
mented a Green’s function self-consistent phonons [224]. This
deterministic method considers the potential energy of an inter-
acting nuclear system U as a Taylor expansion with respect to
the atomic displacement as: U − U0 = U2 + U3 + U4 + ...,
All the anharmonic terms Un (n > 2) are neglected in har-
monic calculations. Anharmonic terms can be treated as a
perturbation, H′, of the non-interacting Hamiltonian H0 as:
H = H0 + H′ ≈ H0 + H3 + H4. Higher orders can be omitted
when are negligible compared to cubic and quartic terms. The
diagrammatic includes the loop-diagram (discussed before) that
is computed not from the harmonic phonon propagator but self-
consistently with the loop-dressed phonon propagator. Polar-
ization vectors can either be kept fixed to their harmonic form
or updated as well including some-off diagonal contributions to
the loop self-energy in the harmonic base. Unlike SSCHA this
implementation requires the knowledge of computationally ex-
pensive and numerically difficult anharmonic force constants.
A problem that was solved by adopting a modern compressed
sensing approach [227], exploiting the fact that force constants
are a sparse set [228, 229]. The practical applications of these
self-consistent field methods will be reviewed in Section 5, as
they are fundamental to successfully characterize the supercon-
ducting state of hydrides under pressure.
3.1.5. Dielectric Screening in Metals
Condensation of Cooper pairs via an attractive lattice inter-
action is universally accepted to be the microscopic mechanism
of conventional superconductors. Electron-phonon interaction,
in spite of being quite weak with respect to the direct Coulomb
electron-electron repulsion, becomes dominant at very low en-
ergy (within the Debye frequency). Still, Coulomb forces are in
action and are extremely important in the formation of the su-
perconducting state as they partially balance the phononic me-
diation reducing the overall coupling and with it, the critical
temperature.
Unlike the electron-phonon coupling this (screened)
Coulomb interaction turns out to have an integrated effect
that is usually weakly material dependent. At first glance and
trusting this consolidated evidence, the calculation of Coulomb
interactions can be avoided. As discussed in Sec. 3.2.4, its role
is largely covered by the use of an adjustable/semi empirical µ∗c
parameter. Nevertheless Coulomb interactions can be actually
included from first principles. As we will discussed later in
Sec. 3.3, these enter the superconducting problem in the form
of a screened effective interaction, formally equivalent to the
GW approximation [230, 231] in Nambu space [232].
Screening can be reliably computed in the framework of the
random phase approximation (RPA) or within time dependent
DFT (TD-DFT) [233, 196]. The resulting interaction has a sim-
ple and intuitive form:
w (r, r1, ω) =
∫
d3r2
−1 (r2, r1, ω)
|r − r2| . (20)
where the direct Coulomb repulsion is screened by the inverse
dielectric function −1. The interaction usually enters the su-
perconducting problem in the form of its scattering matrix ele-
ments between Kohn-Sham electrons:
Wnk,n′k′ (ω) ≡
∫
d3rd3r1ψ∗nk(r)ψn′k′ (r)w (r, r1, ω)ψ
∗
n′k′ (r1)ψnk(r1).
(21)
The average of Wnk,n′k′ (0) at the Fermi level (k = k′ = EF)
multiplied by the density of states is known as µ the Coulomb
potential parameter. As will be discussed in Sec.3.2.3, µ∗c is
derived from µ by considering the retardation effect [234].
The dynamical dependence ω, becomes relevant where sig-
nificant retardation effects in the screening process occur. Due
to the fast nature of Coulomb forces, the dynamical part of the
interaction is often negligible, justifying the common use of a
static approximation. Nevertheless, under certain conditions
some materials may feature strong plasmonic effects (see for
instance the work of Akashi et al. [235] in Li under pressure).
Further theortical details on plasmon effects will be addressed
in Sec. 3.3.
It is important to observe at this point that, since the in-
teraction is computed in a GW type of approximation, some
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Coulomb effects as paramagnetic spin fluctuations can not be
described in this approach, as these require spin effects that can
not be described unless the vertex is included in the self en-
ergy. However these type of interactions are not relevant to the
physics of hydrides superconductors as they only occur in the
proximity of magnetic phase transitions [236, 237, 238].
3.2. Formalism for conventional superconductivity
3.2.1. BCS theory
The theory of Bardeen, Cooper and Schrieffer(BCS) [30] has
been the first theory of superconductivity able to explain the mi-
croscopic nature of the superconducting state. BCS is perhaps
one of the most successful theories in condensed matter physics
and although, its predictive power is limited, compared to mod-
ern ab-initio methods, it is still today an essential theoretical
and computational framework for the characterization and the
understanding of superconducting materials.
BCS theory assumes the following Hamiltonian for the su-
perconducting electrons:
H = H0 + Hint (22)
H0 =
∑
kσ
kc
†
kσckσ (23)
Hint = −
∑
kk′
Vkk′ (c
†
−k′↓c
†
k′↑)(ck↑c−k↓) (24)
where ckσ and c
†
kσ are creation and annihilation operator for
the Bloch-wave with a wavevector k and spin σ, respectively.
Vkk′ are matrix elements of the leading superconducting in-
teraction. Under the assumption of a momentum independent
phononic coupling it can be written as:
Vk,k′ = −Vθ(~ωD − |k|)θ(~ωD − |k′ |) (25)
where ωD is the Debye frequency. BCS solved this model by
an ansatz for the many body wavefunction and found an exact
solution. The same can be achieved following Gor’kov [239,
240, 241] and solving for the Green’s function:
G(k, τ) = −〈Tτckσ(τ)c†kσ(0)〉 (26)
where the imaginary-time dependence of the operators are
defined as X(τ) = exp(Hτ)X exp(−Hτ) and Tτ denotes time
ordered product, and the expectation value of physical quantity
A is calculated as:
〈A〉 = Tr
(
exp(−βH)A)
Tr
(
exp(−βH)) . (27)
G satisfies the equation of motion
(
− d
dτ
− k
)
G(k, τ) = δ(τ)−
∑
k′
Vkk′〈Tτc†−k↓(τ)ck′↑(τ)c−k′↓(τ)c†k↑(0)〉
(28)
That can be solved by introducing the mean-field approxima-
tion:
〈Tτc†−k↓(τ)ck′↑(τ)c−k′↓(τ)c†k↑(0)〉 → F(k, τ)F∗(k, τ) (29)
with the definition of the anomalous Green’s function:
F(k, τ) = −〈Tτck′↑(τ)c−k′↓(0)〉
This leads to:
G(k, iωn) =
−iωn − k
ω2n + E
2
k
F(k, iωn) =
∆∗k
ω2n + E
2
k
where ωn = (2n + 1)pikBT are the Matsubara points,
E2k ≡ 2k + |∆k|2 (30)
and the function ∆k:
∆k ≡
∑
k′
Vk,k′F(k′, 0) (31)
clearly carries the meaning of a (superconducting) gap and sat-
isfies the self-consistent BCS equation:
∆k =
1
β
∑
k′
∞∑
n=−∞
Vkk′∆k′
ω2n + E
2
k
=
∑
k′
Vkk′∆k′
2Ek′
tanh
(
Ek′
2kBT
)
(32)
If one assumes the gap function to be isotropic: ∆k = ∆ , 0,
then the gap equation (32) allows to extract the following limits:
1. For T → 0 and VNF  1
∆ ∼ 2~ωD exp
( −1
VNF
)
(33)
where EF is the density of states at the Fermi level.
2. For T ∼ Tc, then ∆→ 0, one obtains:
Tc = 1.13ωD exp
( −1
VNF
)
(34)
By comparing (33) and (34), we find the universal BCS ratio:
2∆
Tc
∼ 4
1.13
∼ 3.54 (35)
.
The main drawback of BCS theory is that the pairing interac-
tion between electrons assumed in Eq. 3.2.1 is an instantaneous
effective field, while, as we will see from the ab-initio density-
functional framework, the true nature of the phononic pairing of
Sec. 3.1.3 and Coulomb interactions of Sec. 3.1.5 is dynamical.
The intrinsic timescale should be taken into account to achieve
a quantitative accuracy by means of many-body perturbation
theory including explicitly the lattice degrees of freedom.
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3.2.2. E´liashberg Theory
E´liashberg theory is a many body perturbation approach to
superconductivity. In a modern perspective it can be seen as a
GW0 approximation applied in presence of a superconducting
proximity effect field and including in the screened interaction
(W0) both Coulomb and phonon propagators. The derivation
follows similar steps as in Sec. 3.2.1, where instead of a model
BCS pairing the interactions are computed ab-initio.
The starting Hamiltonian H is one of interacting electrons
and ions, in which the lattice dynamics is decoupled and the
electron-phonon coupling is described within the Kohn-Sham
theory as defined in Sec. 3.1.3. The decoupling procedure
will be discussed in more detail in the framework of density
functional theory for superconductors in Sec. 3.3, here to set
up the E´liashberg perturbative approach, H is split in a zero-
approximation H0 plus an interaction part HI . A convenient
choice for the zero order Hamiltonian includes the coupling
with the external field, Hext, and the Kohn-Sham Hamiltonian
entering in Eq. 8:
Hs =
∑
σ
∫
drψ†σ (r)
[
−∇
2
2
+ vs (r) − µ
]
ψσ (r) , (36)
while everything else (see also Sec: 3.3) goes into HI . So:
H0 = Hs + Hext (37)
HI = Hee + H˜e−ph − HDC (38)
where the last term (as in conventional GW theory) removes
extra xc effects already included in Hs therefore avoiding any
double counting:
HDC =
∑
σ
∫
drψ†σ (r) vs (r)ψσ (r) . (39)
Unfortunately conventional many body perturbation the-
ory [242] can not be directly applied to H0 + HI because the
superconducting condensation Hext should contain a proximity
field [243, 232] (see also sec: 3.3.1):
H∆ext =
∫
d3rd3r′∆∗ext
(
r, r′
)
ψ↑ (r)ψ↓
(
r′
)
+ h.c. (40)
that introduces extra processes forbidden in a particle conserv-
ing theory.
In the Nambu-Gor’kov formalism one defines two new elec-
tronic field operators:
ψ¯ (r) =
(
ψ↑ (r)
ψ†↓ (r)
)
(41)
ψ¯† (r) =
(
ψ†↑ (r) ψ↓ (r)
)
. (42)
that still obey Fermionic commutation rules. With these two-
component fields ψ¯ one can rewrite H0 and HI as:
H0 =
∫
drψ¯† (r) H¯0
(
r, r′
)
ψ¯
(
r′
)
(43)
HI =
∫
drψ¯† (r)
∑
νq
√
~
2ωqν
∫
dr∆V qνsc f (r) σ¯3bνq − σ¯0vs (r)
 ψ¯ (r)
+
1
2
∫
drdr′
[
ψ¯† (r) σ¯3ψ¯ (r)
] 1
|r − r′|
[
ψ¯†
(
r′
)
σ¯3ψ¯
(
r′
)]
. (44)
where σ¯3 is the Pauli matrix
(
1 0
0 −1
)
and H¯0 is defined as:
H¯0
(
r, r′
)
=

[
−∇22 + vs (r) − µ
]
δ (r − r′) ∆ext (r, r′)
∆∗ext (r, r′) −
[
−∇22 + vs (r) − µ
]
δ (r − r′)

(45)
The Hamiltonian in this new form does not features source
terms for the field ψ¯ any longer, therefore the perturbation ex-
pansion for HI will have exactly the same contributions (dia-
grams) as in conventional perturbation theory. The difference is
that Green’s functions and self energy will have a 2 × 2 matrix
structure and vertices will carry the extra σ¯3 terms [232].
G¯ is obtained by solving of the Dyson equation, that is:
G¯
(
r, r′, ωi
)
= G¯0
(
r, r′, ωi
)
+G¯0
(
r, r′, ωi
)
Σ¯
(
r, r′, ωi
)
G¯
(
r, r′, ωi
)
(46)
Where G¯0 (r, r′, ωi) is the Green’s function corresponding to
the non interacting Hamiltonian H0.
Like in GW theory [230, 231] it is possible to increase the or-
der of the approximation by dressing propagators and Green’s
functions (the phonon propagator is already dressed as it is
computed externally) therefore defining the following approxi-
mation:
Σ¯ = ︸                        ︷︷                        ︸
Σ¯xc
- Σ¯DC
(47)
where Σ¯DC is simply τ¯3vxc. This approximation neglects ver-
tex corrections, this assumption can be justified for the phonon
interaction by the same argument given by Migdal for the nor-
mal state [244, 240]. The absence of vertex corrections in the
Coulomb vertex instead neglects the most important magnetic
contributions to the superconducting pairing [232, 238].
The computational cost to pay for the approximation above
mentioned is still relatively expensive. By looking at the
Coulomb diagram, it corresponds to a self consistent GW ap-
proach in a 2×2 Nambu-Gor’kov space. It is better instead rely
on the same approximations discussed in Sec. 3.3.3, assuming
that electronic states are already well described by the Kohn-
Sham Hamiltonian and neglect inter-band hybridization. The
self energy is the same of Eq. 47, but the diagonal part of the
second diagram is removed together with Σ¯DC (that was inserted
in the first place to avoid the double counting of xc terms). In
addition the Coulomb interaction in Eq. 3.1.5 can be taken to
be static.
In the basis of the Kohn-Sham states (ψnk) this self energy
then takes the form:
Σ¯nk (ωi) = −1
β
∑
j
∑
mq′
{
σ¯3G¯nk (ωi) σ¯3
∑
ν
gνnk,mk+qD
i j
qν
+G¯nk (ωi) ◦ σ¯1Wnk,mk+q
}
(48)
where ωi are the Matsubara frequencies, σ¯1 is the Pauli ma-
trix
(
0 1
1 0
)
, Di jqν = −2ωνq/
[(
ωi − ω j
)2
+ ω2νq
]
is the phonon
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propagator, ◦ is the element-wise product and W the screened
Coulomb interaction. G¯nk (ωi) is the Nambu-Gor’kov Green’s
function that in momentum space is:
G¯nk (ωi) =
∫ β
0
dτe−iωi(τ−τ
′)
∫
drr′ϕ∗nk (r) G¯
(
τr, τ′r′
)
ϕnk
(
r′
)
(49)
and is the solution of the Dyson equation:
G¯nk (ωi) = G¯0 nk (ωi) + G¯0 nk (ωi) Σ¯nk (ωi) G¯nk (ωi) (50)
where G¯0 nk, (ωi) is the Green’s function corresponding to the
non-interacting Hamiltonian H0. The above equations is the
central result of the E´liashberg theory of superconductivity.
Their solution is achieved by first expanding this matrix equa-
tion into Pauli matrices and separating it into components. The
decomposition leads to a intuitive form for Gnk (ωi) which reads
as:(
iωiZnk (ωi) +
[
ξnk + χnk (ωi)
]
φnk (ωi)
φnk (ωi) iωiZnk (ωi) − [ξnk + χnk (ωi)]
)
[iωiZnk (ωi)]2 − [ξnk + χnk (ωi)]2 − φ2nk (ωi) (51)
where χ (not to be confused with the superconducting order
parameter) shifts the non-interacting energies, Z behaves as a
mass term and ∆ = φ/Z is the function giving the supercon-
ducting gap (this interpretation is evident by analytically con-
tinuing G¯ to the real frequency axis (iωi → ω). ∆, χ and Z
are now scalar functions and can usually be assumed to be real
valued 1. The set of equations satisfied by these functions are
the E´liashberg equations [31, 246]. Owing to their computa-
tional cost, due to the presence of nested Matsubara and mo-
mentum integrations these are usually solved by imposing extra
approximations. In particular on the Coulomb interactions that
will be discussed in Sec. 3.2.3. Neglecting for the moment the
Coulomb term in the expression of the self-energy, its compo-
nent form reads:
Zk(iωi)=1−1
β
∑
mqν, j
[
|gnk,mk+q|2Di jνq
] iω jZmk+q(iω j)
iωiΘmk+q(, iω j)
(52)
χnk(iωi)=
1
β
∑
mqν, j
[
|gnk,mk+q|2Di jνq
] χmk+q(iω j) + mk+q
Θmk+q,(iω j)
∆nk(iωi)=
1
β
∑
mqν, j
[
|gnk,mk+q|2Di jqν + Wnk,mk+q
] ∆mk+q(iω j)
Θmk+q(iω j)
,
where Θmk+q is the denominator of Eq. 51.
The position of the Fermi level is determined by calculating
the number of particles per unit cell:
1 − 2
β
∑
k,iω j
χnk,(iω j) + nk
Θnk(iω j)
.
1One can show that for the Hamiltonian Eq. 71, the ∆, Z and χ functions
satisfy a set of equations with real coefficients. Note that complex solutions
can be found as in the famous three crystal experiment [245], however, this
situation is rather unusual and is generally neglected.
As mentioned above, due to the nested Matsubara and BZ
summation those equations are cumbersome and numerically
expensive to solve. A recent attempt by Sano et al. [247] for a
full solution on a realistic system (H3S) evidenced its complex-
ity. In particular the BZ summation is troublesome because it
requires at the same time to perform a very careful integration
in k around the Fermi level, and the high energy integration
to converge the Coulomb contribution (technically it extends to
energies up to several Rydberg). Two approximations that are
conventionally use to overcome this difficulty are:
1. to replace the Coulomb interaction by an effective one that
acts only near the Fermi level.
2. to assume that the only relevant k dependence is through
nk.
The first approximation has been extensively used by
Giustino and coworkers to develop an anisotropic E´liashberg
approach [192]. The second approximation is used in
Ref. [193]. In the following, we focus only on a combined ap-
proximation in which both are performed at the same time
Isotropic Approximation. E´liashberg equations are simplified
enormously by replacing any k-dependence on the coupling
kernels with its energy nk. At the same time one assume that all
interactions, including the Coulomb interaction can be replaced
by their Fermi surface average. This leads to the simpler form
of Eqs. 52:
Z(iωi)=1 +
pi
ωnβ
∑
j
ω j√
ω2j + ∆
2(iω j)
λ(iω j − iωi)
∆(iωi)Z(iωi)=
pi
β
∑
j
∆(iω j)√
ω2j + ∆
2(iω j)
[
λ(iω j − iωi) − µ
]
(53)
where
λ(iωi − iω j) =
∫
2ωα2F(ω)
(ωi − ω j)2 + ω2 dω,
with
α2F(ω) =
1
NEF
∑
kq,ν
|gnk,mk+q,ν|2δ(nk)δ(mk+q)δ(ω−ωqν) , (54)
where NEF is the density of states (DOS) at the Fermi level. In
this approximation, the Fermi shift function χbecomes zero. In
Eq. 53 the entire role of the Coulomb interactions is eventu-
ally assumed by the single number µ defined as the average of
Wnk,mk+q at the Fermi level, times NEF itself. This approxima-
tion will be discussed in the next section.
By assuming that ∆ is small enough (near Tc), one can derive
a linearized form of the E´liashberg equations:
Z(iωi) = 1 +
pi
ωiβ
∑
ω j
λ(iω j − iωi) ω j|ω j| (55)
∆(iωi)Z(iωi) =
pi
β
∑
ω j
∆g(iω j)
|ω j|
[
λ(iω j − iωi) − µ
]
(56)
particularly useful to compute Tc.
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3.2.3. Morel-Anderson theory
Coulomb interactions, as discussed in Sec. 3.1.5, play a ma-
jor role in the mechanism of phonon-driven superconductors.
In Eqs. 53 and Eqs. 56 the role of Coulomb interactions has
been collapsed to a single quantity µ. This is because µ is usu-
ally finite and almost constant in the energy range of ∼ F , the
Fermi energy. In consequence, one can safely drop any energy
dependence of µ and assume that λ is finite (attractive) only
when iω j − iωi is small, practically below a cutoff frequency
ωc. For high frequencies, we can also assume that ∆(iωi) is
constant (= ∆∞) and λ = 0. Then the linearized gap equation
for low frequencies is simplified as,
∆(iωi) =
pi
βZ(iωi)
∑
|ω j|<ωc
∆(iω j)
|ω j|
(
λ(iω j − iωi) − µ
)
− µ∆∞ pi
βZ(iωi)
∑
ωc<|ω j|<F
1∣∣∣ω j∣∣∣ (57)
Since we can assume that Z(iωi) = 1 (that is, the mass renor-
malization effect due to the electron-phonon coupling is absent
for large ωi),
∆∞g = −µ
pi
β
∑
|ω j|<ωc
∆(iω j)
|ω j| − µ∆
∞ pi
β
∑
ωc<|ω j|<F
1∣∣∣ω j∣∣∣
In the limit of low temperature, replacing the summation with
integration, this gives
∆∞ = −
µpiβ ∑|ω j|<ωc
∆g(iω j)
|ω j|
 / (1 + µ log (F/ωc)) (58)
If we plug Eq. 58 into Eq. 57, we obtain
∆(iωi) =
pi
βZ(iωi)
∑
|ω j|<ωc
∆(iω j)
|ω j|
(
λ(iω j − iωi) − µ∗c
)
(59)
where
µ∗c =
µ
1 + µ log (F/ωc)
(60)
which, for all practical reasons we call the pseudo-Coulomb
potential. Moreover, if we assume that λ(iω j − iωi) is constant
λ ≡ λ(0) = 2
∫
α2F(ω)
ω2
dω (61)
for |ω j| < ωD and Z = 1 + λ, Eq. 59 becomes
(1 + λ)∆(iωi) = (λ − µ∗c)
|ωi |<ωD∑
j
∆(iω j)
|2 j + 1| . (62)
When ωi dependence on ∆ can be neglected, Eq. 59 is further
simplified as
1 + λ
λ − µ∗c
=
ωD/2piTc−1/2∑
i=0
1
i + 1/2
(63)
Figure 14: Superconducting critical temperatures calculated with the BCS
equation, the solution of the E´liashberg equations, the McMillan-Dynes for-
mula [249] and the Allen-Dynes parameterization [250]. The phononic cou-
pling used in this model is an Einstein mode coupling at 60 meV of energy
(ωlog= 60 meV ∼596 K)
which once solved gives an analytically estimation for Tc :
Tc = 1.13ωD exp
(
− 1 + λ
λ − µ∗c
)
(64)
By comparing this expression with the obtained with BCS weak
coupling theory,
Tc = 1.13ωD exp
(
−1
λ
)
, (65)
we see that the mass enhancement effect (Z = 1 + λ) and the
effect of the Coulomb repulsion (λ − µ∗c) both suppressing su-
perconductivity, appearing in the numerator and denominator
of the exponent, respectively.
3.2.4. Empirical models for Tc
Equation (64), as it stands is not reliably accurate for pre-
dictions, but it can be greatly improved by introducing extra
parameters to be fitted to the solution of the E´liashberg equa-
tions (Eq. 56). This procedure was introduced by McMillan in
1968 [248] that used, as a reference, the experimental phonon
spectral function of Nb for different scaling and µ∗c/λ ratios.
He obtained the so-called McMillan equation for Tc, which de-
pends on a small number of simple parameters:
Tc =
ωD
1.45
exp
[
− 1.04(1 + λ)
λ − µ∗c(1 + 0.62λ)
]
In 1972 Dynes [249] modified the prefactor to ω/1.20 instead
of ωD/1.45. Subsequently, in 1975, Allen and Dynes [250] per-
formed a thorough analysis on the dependence of Tc on material
properties (λ, µ∗, phonon spectrum) and this equation was re-
parameterized in a slightly different form:
Tc =
ωlog
1.2
exp
[
− 1.04(1 + λ)
λ − µ∗c(1 + 0.62λ)
]
(66)
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where, instead of the Debye energy, a logarithmic average is
introduced:
ωlog = exp
[
2
λ
∫
log (ω)
α2F(ω)
ω
dω
]
. (67)
This term corrects for the low energy phonons that are rele-
vant for the superconducting pairing. The McMillan equation
in Allen-Dynes form (66) is the most widely used approach for
the calculation of the superconducting critical temperature from
first principles. One of the aspects that makes it so accurate, in
spite of its formal simplicity, is that in this parameterization
the µ∗c results to be largely material independent with a typical
value of 0.11. Note that this universality of µ∗c is only valid for
the McMillan formula. In the original E´liashberg equations the
value of µ∗c is linked to the cutoff frequency ωc and it should be
computed from equation 60: Its value may differ significantly
from 0.11.
The McMillan approach starts to deviate from the E´liashberg
formulation at very strong coupling (λ > 1.5), above which
it tends to saturate underestimating the true critical tempera-
ture. In this regime a more accurate approach was introduced
by Allen and Dynes [250] involving the additional parameter:
ω2 =
{
2
λ
∫
ω α2F(ω) dω
} 1
2
. (68)
and the prefactor
f =
1 +
[
λ
2.46 (1 + 3.8µ∗)
] 3
2

1
3
(69)
×
{
1 +
(ω2/ωlog − 1)λ2
λ2 + 3.31(1 + 6.3µ∗)(ω2/ωlog)
}
,
that multiply the right hand side of Eq. (66):
Tc = f
ωlog
1.2
exp
[
− 1.04(1 + λ)
λ − µ∗c(1 + 0.62λ)
]
. (70)
This extended form of the McMillan equation (Allen-Dynes 2)
is very accurate (see Fig. 14) and for conventional isotropic
superconductors predicts critical temperatures that are usually
identical to those obtained by the solution of the E`liashberg
equations.
3.3. Density functional theory for superconductors
Density functional theory for superconductors (SCDFT) is
an extension of DFT to account for the very peculiar symmetry
breaking that occurs in a superconductor [30, 243]. Proposed in
1988 [32] by Oliveira, Gross and Kohn was later revisited and
extended [251, 33, 34] to merge with the multi-component DFT
of Kreibich and Gross [252] to include nuclear motion. This
version of SCDFT has been extremely successful in predicting
superconductivity in a wide variety of materials [253, 254] and
proved especially useful for the investigation of superconduc-
tivity in high pressure environments [173].
3.3.1. SCDFT Hamiltonian and OGK theorem
The starting point of SCDFT is the non relativistic Hamilto-
nian for interacting electrons and nuclei subjected to external
fields:
H = He + Hen + Hn + Hext, (71)
where e stands for electrons, n for nuclei and ext for external
fields. The electronic Hamiltonian reads as:
He =
∑
σ
∫
d3rψ†σ (r)
[
−1
2
∇2 − µ
]
ψσ (r) (72)
+
1
2
∑
σσ′
∫
d3rd3r′ψ†σ (r)ψ
†
σ′
(
r′
) 1
|r − r′|ψσ′
(
r′
)
ψσ (r)
with ψ the electronic field operators and µ the chemical poten-
tial.
Nuclei need to be considered explicitly (not just as source of
an external potential like in conventional DFT [255]) because in
electron-phonon driven superconductors the ion dynamics pro-
vides an essential part of the superconducting coupling:
Hn = −
∫
d3RΦ† (R)
∇2
2M
Φ (R) (73)
+
1
2
∫
d3Rd3R′Φ† (R)Φ†
(
R′
) Z2
|R − R′|Φ
(
R′
)
Φ (R)
Hen = −
∑
σ
∫
d3Rd3rψ†σ (r)Φ
† (R)
Z
|R − r|Φ (R)ψσ (r) (74)
where Φ are ionic field operator, M the mass of the nuclei and
Z the atomic number (for simplicity we consider monoatomic
systems).
The Hamiltonian needs to include an external symmetry
breaking field [243] that for singlet superconductivity can be
chosen as:
H∆ext =
∫
d3rd3r′∆∗ext
(
r, r′
)
ψ↑ (r)ψ↓
(
r′
)
+ h.c. (75)
In addition, one should also add an external field coupling with
the electronic density:
Hvext =
∫
d3rvext (r)
∑
σ
ψ†σ (r)ψσ (r) (76)
and an (different) external field that couples with the nuclei:
HWext =
∫ ∏
j
d3R jΦ†
(
R j
)
Φ
(
R j
) Wext ({Ri}) . (77)
In its modern form [33, 34], SCDFT is based on the three
densities:
ρ (r) = Tr
%0 ∑
σ
ψ†σ (r)ψσ (r)
 (78)
χ
(
r, r′
)
= Tr
[
%0 ψ↑ (r)ψ↓
(
r′
)]
(79)
Γ ({Ri}) = Tr
%0 ∏
j
Φ†
(
R j
)
Φ
(
R j
) (80)
where %0 is the grand canonical density matrix.
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Figure 15: Illustration to show the Oliveira-Gross-Kohn (OGK) theorem that
guarantees a one-to-one mapping between the set of densities (ρ, χ, Γ) onto
external potentials (v, ∆,W) in SCDFT.
A recent paper by Schmidt et al. [256] have evidenced the
problem of non-interacting (v, ∆)-representability of the super-
conducting densities in SCDFT. Indeed, this work proved that
at zero temperature it seems that such a non-interacting system
does not exist. Also showed, that in the limit of weakly corre-
lated systems SCDFT still provides reliable results. They pro-
posed a reduced density matrix functional theory for supercon-
ductors [257] and proved the existence of a Kohn-Sham system
at finite temperature and corresponding Bogoliubov-de Gennes-
like single particle equation.
The SCDFT generalization of the Hohenberg-Kohn theo-
rem [255] (at finite temperature [258]) states:
1. There is a one-to-one mapping between the set of densities
ρ (r), χ (r, r′), Γ ({Ri}) onto the set of external potentials
vext (r), ∆ext (r, r′), Wext ({Ri})
2. There is a variational principle so that it exists a functional
Ω that:
Ω
[
ρ0, χ0, Γ0
]
= Ω0 (81)
Ω
[
ρ, χ, Γ
]
> Ω0 for ρ, χ, Γ , ρ0, χ0, Γ0
where ρ0, χ0, Γ0 are the ground state densities and Ω0 the
grand canonical potential.
The fact that all observable are functionals of the densities
and that H is the sum of internal interactions (Eq. 71) and cou-
plings with external fields (Eq.75 + Eq. 76 + Eq. 77) allows
Ω
[
ρ, χ, Γ
]
to be written as:
Ω
[
ρ, χ, Γ
]
= F
[
ρ, χ, Γ
]
+
∫
d3rvext (r) ρ (r) (82)
+
∫
Γ ({Ri}) Wext ({Ri})
∏
j
d3R j
+
∫
d3rd3r′∆∗ext
(
r, r′
)
χ
(
r, r′
)
+ c.c.
that defines the universal functional F
[
ρ, χ, Γ
]
.
3.3.2. The Kohn-Sham system
As for conventional DFT, it is useful to introduce the Kohn-
Sham system [197], a non-interacting system whose free energy
is minimized by the the same densities of the physical (interact-
ing) one, under the three external potentials:
vs (r) = vext (r) + vH (r) + vxc (r) (83)
∆s
(
r, r′
)
= ∆ext
(
r, r′
)
+ ∆xc
(
r, r′
)
Ws ({Ri}) = Wext ({Ri}) + WH ({Ri}) + Wxc ({Ri}) .
The subscript H stands for Hartree terms and xc are the
exchange-correlation potentials obtained by a functional deriva-
tive of the xc functional of the theory Fxc
[
ρ, χ, Γ
]
, that can be
obtained from perturbation theory [33, 34].
The electronic part of the Kohn-Sham equations are then
derived by diagonalizing the Kohn-Sham Hamiltonian with a
Bogoljubov-Valating transformation [259, 243]:
ψσ (r) =
∑
i
[
ui (r) γiσ − sgn (σ) vi (r) γ†iσ
]
(84)
leading to the diagonalization conditions:[
−∇
2
2
+ vs (r) − µ
]
ui (r) +
∫
∆s
(
r, r′
)
vi
(
r′
)
d3r′ = Eiui (r)
−
[
−∇
2
2
+ vs (r) − µ
]
vi (r) +
∫
∆∗s
(
r, r′
)
ui
(
r′
)
d3r′ = Eivi (r)
(85)
that are the electronic Kohn-Sham equation for SCDFT. Their
mathematical form is well known in superconductivity litera-
ture as Bogoljubov-deGennes (BdG) equations [243] which are
mostly used, within the BCS model, to describe superconduct-
ing structures in real space. In SCDFT, these equations become
exact for the calculation of the total energy and the normal
(ρ (r)) and anomalous (χ (r, r′)) densities:
ρ (r) = 2
∑
i
[
|ui (r)|2 f (Ei) + |vi (r)|2 f (−Ei)
]
(86)
χ
(
r, r′
)
=
∑
i
ui (r) v∗i
(
r′
)
f (−Ei) − v∗i (r) ui
(
r′
)
f (Ei) . (87)
In the absence of superconductivity, both χ and ∆ are zero
and the Kohn-Sham equation 85 and 86 become the usual
Kohn-Sham equations of conventional DFT:[
−∇
2
2
+ vs (r) − µ
]
ϕnk (r) = ξnkϕnk (r) . (88)
This form is slightly more general because it would still include
the full effect of temperature and ionic motion since it is still
coupled with the ion dynamics via the potentials in Eq. 83.
Transformation to momentum space
Eq. 88 can be solved in the superconducting state (i.e. keep-
ing the non-zero χ in the functional vs[ρ, χ, Γ]) and the corre-
sponding eigenfunctions ϕnk (r) can be used as a basis set to
express the BdG equations in k space. Introducing the expan-
sion:
ui (r) =
∑
nk
ui,nk ϕnk (r) (89)
vi (r) =
∑
nk
vi,nk ϕnk (r) (90)
∆s
(
r, r′
)
=
∑
nn′kk′
∆s,nn′kk′ ϕnk (r)ϕn′k′
(
r′
)
(91)
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that when inserted into Eq. 85 and using the orthogonality of
the basis set gives:
ξnk ui,nk +
∑
n′k′
∆s,nn′kk′ vi,n′k′ = Ei ui,nk (92)
−ξnk vi,nk +
∑
n′k′
∆∗s,nn′kk′ ui,n′k′ = Ei vi,nk
which is a form of the BdG equations particularly useful for in-
troducing approximations. At this stage, the problem to solve is
still very complicated and can not be tackled without introduc-
ing approximations. The key approximation is to decouple as
much as possible the many degrees of freedom (and densities)
of the problem:
1. Decouple electrons from ions separating static and dy-
namic part of the interaction, including the latter in a per-
turbative fashion.
2. Decouple the high energy chemical scale (responsible for
bonding) from low energy pairing interactions (responsi-
ble for superconductivity).
3.3.3. Electron-phonon interaction
The problem of correlated electron-nuclear dynamics is enor-
mously complex, however for systems close to equilibrium,
theoretical methods are able to describe accurately and ef-
ficiently the nuclear dynamics and electron-phonon coupling
[195, 260, 203]. A key approximation is to ignore the effect of
superconductivity on the lattice dynamics and on the electron-
phonon interaction. As the superconducting transition is usu-
ally of type-II, this approximation is exact near the critical tem-
perature, where the superconducting density becomes infinites-
imally small. This allow us to use the lattice dynamics of the
normal state as in Sec. 3.1.
The step one needs to perform, out of computational con-
venience, is to approximate the dynamic part of Hen with
H˜e−ph defined in Sec. 3.1.3. This step can be certainly jus-
tified empirically by its success in many practical applica-
tions [261, 195, 202] but is theoretically less rigorous. The most
compelling justification is that if the Kohn-Sham band structure
is close to the interacting one, so will likely be its response to
a lattice motion. Clearly if Kohn-Sham bands are far off from
the interacting ones (like in strongly correlated systems) then
use of Kohn-Sham electron-phonon coupling is expected to be
a poor approximation.
Band decoupling approximation
The electronic BdG Kohn-Sham equations 92, can be fur-
ther simplified by assuming that the superconducting conden-
sation is a small perturbation on the non-superconducting sys-
tem. As already pointed out in the previous subsection, since
the superconducting transition is of second order, the assump-
tion becomes exact close to Tc therefore it would not affect the
estimation of Tc itself.
This assumption implies that the superconducting transition
will not induce a structural one, therefore ∆s (r, r) should keep
the original lattice periodicity and the quantum number k in
Eq. 88 must be maintained [251, 262]. In other words, the sum-
mations in equation Eq. 89,90 should only run over the band
index n and not over k.
The summation over n means that the superconducting tran-
sition can still induce hybridization between different bands
corresponding to the same k-point. However, unless bands are
degenerate (or close to degeneracy with respect to the energy
scale set by ∆s that is of the order 10 meV), this hybridiza-
tion must be extremely small. Therefore, apart from anomalous
cases, one can introduce a second and stronger approximation
by ignoring this superconductivity induced band hybridization
effect. Eq. 89,90 reduce to:
ui (r) ≡ unk (r) = unkϕnk (r) (93)
ui (r) ≡ vnk (r) = vnkϕnk (r) ,
that implies ∆s,nn′kk′ → δnk,n′k′∆s,nk.
Inserting Eq. 93 into Eq. 92 one can formally solve these
equations obtaining:
unk =
1√
2
sgn (Enk) eφnk
√
1 +
ξnk
|Enk| (94)
vnk =
1√
2
√
1 − ξnk|Enk| (95)
with eφnk = ∆s (nk) / |∆s (nk)| and Enk = ±
√
ξ2nk + |∆s (nk)|2.
While the densities in Eq. 86,87 take on the simple form:
ρ (r) =
∑
nk
1 − ξ2nk|Enk| tanh
(
β |Enk|
2
) |ϕnk (r)|2 (96)
χ
(
r, r′
)
=
1
2
∑
nk
∆s (nk)
|Enk| tanh
(
β |Enk|
2
)
ϕnk (r)ϕ∗nk
(
r′
)
(97)
The entire superconducting problem is now reduced to the
construction of the matrix elements of the Kohn-Sham potential
∆s (nk) that are obtained by the solution of the equation:
∆xc =
δFxc
[
ρ, χ
[
∆s, ρ, Γ
]
, Γ
]
δχ
. (98)
Several approximations for Fxc have been proposed and
tested [34, 263, 264, 235, 265], and all lead to a BCS-like form
of the equation above:
∆s (nk) = Z (nk)∆s (nk) (99)
+
1
2
∑
n′k′
K (nk, n′k′) tanh ( β2 En′k′)
En′k′
∆s
(
n′k′
)
Where the two kernels K and Z depend on the chosen Fxc
functional and contain all the key information about electronic
states, electron-electron and electron-phonon coupling. The
main strength of the theory is its low computational cost, as
compared to Green’s function methods, mainly because the
gap equation 99, while being fully dynamical and including
strong coupling effects, does not involve cumbersome Matsub-
ara integration (all the complexity is absorbed in the process
of functional construction). This means that the equation can
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Figure 16: Schematic illustration on the energy dependence of a) the kernel K
and b) the gap function ∆ in the SCDFT equation.
be easily solved in its full k resolution and in a full energy
window. Therefore, all anisotropic effects as well as high en-
ergy Coulomb interactions can be included in a fully ab-initio
fashion, including the paring induced by exchange of spin-
fluctuations [238, 266].
3.3.4. Plasmon-Assisted Superconductivity
The consequences of electron-electron interaction in super-
conductors have been extensively studied [237], beyond the ap-
proximations discussed in Sec. 3.1.5, for instance to include
magnetic effects in cuprates and Fe-superconductors. Beyond
these, there is a Coulomb effect that often is overlooked, the
plasmon mechanism, that exploits the dynamical structure of
the screened Coulomb interaction represented by the frequency-
dependent dielectric function (ω) [267, 268, 269, 270].
In the theoretical treatment presented so far, we have ne-
glected the Matsubara-frequency dependence of the screened
Coulomb interaction W (eq. 3.1.5). However it has been ar-
gued that the dynamical structure in W can influence or even
enhance superconductivity. Takada was the first to show that
superconductivity could emerge in the electron-gas model even
in the absence of phonon-mediated attractive interaction [267].
A natural theoretical background to treat on an equal footing the
phonon-mediated interaction and dynamical screened Coulomb
interaction is the ab initio density functional theory for super-
conductors as presented by Akashi et al. [235, 265] in full de-
tail.
To give a simplified physical picture of the plasmon mecha-
nism we will consider here a simplified model. Let us divide
the kernel K of the SCDFT gap eq. 99 into the contributions
of the electron-phonon coupling K eph and the Coulomb inter-
action K ee:
K(nk, n′k′) = K eph(nk, n′k′) +K ee(nk, n′k′).
For K eph, it is finite and attractive within the a phonon en-
ergy ωph, but it becomes negligibly small for high energy states.
Thus it can be approximated as:
NEFKph(nk, n′k′) =
−λ (ξnk, ξn′k′ < ωph)0 (otherwise)
On the other handK ee, has large energy range. Adopting the
simplified Morel-Anderson theory of Sec. 3.2.3
NEFK ee(nk, n′k′) = µ.
This situation is schematically shown in Fig. 16. As was dis-
cussed in Sec. 3.2.3, the sign of ∆ is different for a low ξ and
a high ξ, so that the scattering due to µ between high energy
states and low energy states becomes effectively attractive. Let
us now consider the frequency dependence of W or ξ depen-
dence of K ee. Since the screening effect on W is less effective,
K is large for high energy states (∆µ in Fig. 16). Here, ∆µ gives
an additional attractive interaction between low energy states
and high energy states in the SCDFT gap equation (eq. 99) so
that Tc is enhanced. This plasmon mechanism for supercon-
ductivity becomes important when the ratio between ωph and
typical energy scale of the frequency dependence of W is not
negligibly small. In H3S, for instance it has been shown that the
plasmon mechanism has a substantial effect. However, since λ
is extremely large the plasmon effect does not dominate over
the phonon mechanism [271, 247].
4. Computational methods for structural prediction
Since the pioneering ideas of Scho¨n and Jansen [272] on
global structure optimization, the solid state community has
gathered considerable expertise on how to identify the stable
phases of materials from numerical simulations. This has per-
mitted to introduce in the last 25 years techniques and com-
putational tools to efficiently explore the potential energy (or
enthalpy) landscape of complex systems, including hydrides,
often yielding accurate predictions and description of the ex-
perimental results. These tools have had a good repercussion
in many field but particularly on the high pressure commu-
nity on which had led to numerous successful predictions in-
cluding high-temperature superconductors. In this section, we
will briefly review the key concepts of the most widely-used
methods currently at the forefront in crystal structure predic-
tion (CSP) of materials.
4.1. Ab-initio crystal structure prediction
The determination of the correct atomic structure of a ma-
terial is fundamental to determine its physical properties. In
particular, one normally seeks the thermodynamically most sta-
ble structure at a given temperature and pressure, although low-
energy metastable structures are also of interest. It is often
necessary to search over structures with many different stoi-
chiometries to determine the most stable ones. In practice, only
a finite number of stoichiometries can be searched and only a
finite number of structures with a particular stoichiometry can
be calculated, whereas both the number of stoichiometries and
number of structures are in principle infinite.
Stable and metastable structures of a given system corre-
spond to global and local minima of its potential energy surface
(PES). Locating the global minimum of the PES of a complex
system is a central problem in physics, chemistry and biology.
Finding the most stable structures for a given composition is
a challenging task that quickly becomes computationally pro-
hibitive as the number of atoms under consideration increases.
In the case of high-pressure hydrides, like in other materials,
the number of local minima increases exponentially with the
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number of atoms in the system [273] and the unconstrained
structure prediction based solely on the chemical composition is
considered a NP-hard problem (non-deterministic polynomial-
time hard) in computer science. For a periodic system of N
atoms, the number of degrees of freedom is 3N for the atomic
coordinates, plus nine degrees of freedom accounting for the
translational vectors that define the unit cell of the periodic sys-
tem. If one considers that six degrees of freedom account for
the translational invariance of the crystal and the rotational in-
variance of the cell, the remaining degrees of freedom define a
3N + 3 dimensional optimization problem.
4.1.1. Potential energy surface
The Born-Oppenheimer energy surface E(Ri), in short the
potential energy surface (PES), is the function that associates
the total energy of a set of atoms to their positions: note that
E(Ri) is formally the ground state eigenvalue of the Hamilto-
nian 2. In a non-periodic system the coordinates Ri are a finite
set, whereas in periodic crystals the PES depends on 3 angles
and 3 lattice vectors (a, b, c, α, β, γ) that describe the unit cell
plus the internal coordinates of the atom in the cell. The free
energy is thus represented by a function of the internal degrees
of freedom of the system and this is what is modeled with com-
putational methods; its study is fundamental for the characteri-
zation of a material at given external conditions.
Figure 17: Top: Conceptual illustration of a potential energy surface and hy-
pothetical structures ranked in energy in different areas of it. Bottom: a one-
dimensional energy plot as function of reaction coordinate.
A schematic view of a potential energy surface with the hy-
pothetical energy ranking of different crystalline structures is
illustrated in the top panel of Fig. 17. We recall that each point
on the PES represents a single atomic configuration {Ri}. The
stationary points on the PES, which correspond to a set of stable
atomic and cell configurations for which all forces vanish, are
of utmost importance to predict the (meta)stable structures and
the thermodynamics of a compound. These stationary points
can be minima, where the system is locally stable, maxima
or saddle points. The latter divide the PES into regions each
uniquely related to a local minimum [274]. These regions are
called basins of attraction or catchment basin and are defined
as the set of configurations from which a steepest-descent re-
laxation converges to the basin minimum. The bottom panel of
Fig. 17 shows a schematic one-dimensional energy profile on
which a set of neighboring basins form a super-basins structure,
called a funnel. Funnels are defined as collections of basins in
which the global minimum of the set can be reached without
crossing barriers that are very high. This means that the barrier
to be crossed should not be larger than the average difference in
energy between neighboring basins within the funnel.
Energy landscapes can be characterized by analyzing the en-
ergetic distribution of local minima and transition states con-
necting them. In systems described by PESs with staircase-like
forms, where only one funnel exists and very few local minima
have competitively similar energies separated by low barriers,
the ground state can be easily found with any crystal structure
prediction scheme. On the other hand, systems with character-
istic energy landscapes that contain multiple funnels are a great
challenge for global optimization algorithms.
4.1.2. Methods to explore structures
In structural prediction methods the goal is primarily to find
the correct energetic ordering of dynamically stable local min-
ima on the PES (a dynamically stable energy minimum is one
in which the Hessian is positive define). This is equivalent to
minimizing the Gibbs free energy G = UTS + pV , whose com-
ponents are the internal energy, temperature, entropy, pressure
and volume of the system –U,T, S , p and V respectively. The
stable configuration with the lowest Gibbs free energy corre-
sponds to the ground state structure and represents the most
likely structure that a system will acquire at equilibrium condi-
tions.
The main task of a global optimization method is thus
to find the lowest-energy structure among all local minima.
As mentioned above, the number of such local minima on a
high-dimensional PES increases exponentially with the system
size [273]. This makes it impossible to identify the global min-
imum even for moderately-sized systems with simple enumer-
ative search methods. Limited computational time restricts all
global optimization algorithms to perform a search on a (small)
fraction of the total number of local minima based on assump-
tions on the characteristics of the PES. The lowest-energy struc-
ture found after a throughout search is then identified as the pu-
tative ground state (although in general there is no fundamental
reason to identify it as a global minimum). Global optimiza-
tion methods can be divided into two main groups: those based
on thermodynamic (Boltzmann) approaches and metaheuristics
ones, which include evolutionary and stochastic global opti-
mizers. Simulated annealing, metadynamics and basin hopping
are based on thermodynamic principles; genetic algorithms and
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particle swarm optimization, for example, belong to the class of
evolutionary methods; random search, database searching and
data mining schemes are stochastic approaches which rely pri-
marily on chemical intuition and structure-chemistry correla-
tion models. We will briefly describe the main characteristics
of those methods and how these have been used for searching
for new high-pressure hydrides.
Random sampling
This method is based on the premise that a large part of
the PES of a reasonably large assembly of atoms corresponds
to very high-energy structures in which some atoms are much
closer or far apart than their equilibrium bond length. Indeed,
for most cases the empirical evidence suggests that large por-
tions of the PES correspond to fragmented structures, while lo-
cal minima correspond to niches -localized areas- around basins
of attraction [275]. All these undesired portions can be avoided
by imposing a priori constrains on the configuration space.
Random structure searching requires very few external pa-
rameters and is relatively easy to implement. The biases are
largely controllable, understandable and based on physical prin-
ciples. It is also possible to condition/steer the search by adding
information from experiments, chemical and structural hypo-
thetical candidates for the system in question, as well as infor-
mation generated by previous searches.
Technically, a random search starts by generating a set of ran-
dom atomic arrangements based on educated guesses of bond
lengths. A random set of lattice parameters and angles between
lattice vectors of the unit cell is generated and the cell volume
is re-normalized to yield a random value within 50% of a cho-
sen mean volume. Together with this initial random guess, an
important step in these algorithms is the shake, in which one
performs a random displacement of the atoms and if appropri-
ate, a random adjustment of the unit cell. These atomic dis-
placements (shakes) of a fraction of a bond length have a non-
negligible chance of pushing the system into a nearby basin of
attraction. This methodology has been proven to be robust and
highly reliable for finding (in an unbiased way) the global min-
ima of systems with up to ≈12 atoms unit cell, before the price
for combinatorial complexity becomes too high to be accept-
able. Imposing suitable constraints, however, searches have
been successfully conducted on larger systems.
When the method was first proposed, the searches were con-
ducted mostly at DFT level, but nowadays force-fields and other
methods are coupled with random searches to improve the final
efficiency. The most successful implementation of the random
search methodology is the Ab initio Random Structure Search-
ing (airss) by Pickard-Needs [276, 277]. In the context of high
pressure has been largely used to propose and uncover new sta-
ble phases of hydrogen [278], aluminum [279], ammonia [280]
and in many other materials [281]. The corresponding code
is released under the GPL2 licence and is tightly integrated in
the CASTEP first-principles total energy code [282]. However,
it is relatively straightforward to modify the scripts provided to
adapt the method to other codes to obtain the core functionality.
Particle swarm optimization
Particle swarm optimization (PSO) is a methodology inspired
by the choreography of a bird flock and can be viewed as a
distributed-behavior algorithm that performs multidimensional
searches [283]. PSO belongs to the class of metaheuristic meth-
ods, as it makes few or no assumptions about the solutions. The
algorithm works by moving particles in the search-space based
on efficient algorithms that use the particle’s position and veloc-
ity (structures). Therefore, all the individuals in the swarm can
quickly converge to the global position and near-optimal geo-
graphical position by the behavior of the flock and their flying
histories.
Essentially in PSO, the behavior of each individual, which
in the case of structural search is a structure, is affected by ei-
ther the best local or the best global individual to help it fly
through a hyperspace (i.e. PES). An individual (structure) can
be optimized by a feedback mechanism and learn from its past
experiences to adjust its flying speed and direction (search ar-
eas). This methodology exploits symmetry constraints during
structure generation which tend to reduce the searching space
and enhance the structural diversity. In the searches, a certain
percentage of new structures are introduced in each generation
to enhance structural diversity. PSO also uses structural char-
acterization techniques to eliminate similar structures from the
swarm. Which guarantee that all the individuals in the swarm
can quickly converge to the global position and near-optimal
geographical position. This algorithm when used for structure
prediction it exploits local structural optimization, which re-
duce the noise of the energy surfaces and assures the generation
of physically justified structures.
Particle Swarm Optimization exists in two variants, based on
global and local PSO algorithms, which have both been suc-
cessfully used in many applications [284]. The global PSO
has the advantage of fast convergence, while the local PSO
is good at avoiding premature convergence and thus enhances
the capability of dealing with more complex systems. CA-
LYPSO, which stands from Crystal structure AnaLYsis by Par-
ticle Swarm Optimization, is the main implementation of this
methodology. It is an efficient structure prediction method
which is available as a free package that can be used to pre-
dict/determine the crystal structure and design multi-functional
materials [285]. This package is extremely popular and has
been interfaced to a number of local structural optimization
codes (VASP, QE, GULP, SIESTA, CP2K CASTEP) varying
from highly accurate DFT methods to fast semiempirical ap-
proaches that can deal with large systems. Notably this PSO-
based algorithm [286, 287, 288, 289] combined with a fin-
gerprint and matrix bond analysis has been successfully used
in solving numerous structural problems [290, 291, 292, 293,
294], including prediction of new high-pressure superconduct-
ing hydrides [295, 182, 296, 297].
Evolutionary algorithms
Evolutionary methods are a modern class of algorithms that
rely on operations or principles inherited from genetic algo-
rithms. In evolutionary algorithms a population of candidate
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structures is evolved over successive iterations of random vari-
ation and selection operations (as in genetic algorithms). Ran-
dom variation provides the mechanism for discovering new so-
lutions. Selection determines which individuals will be retained
for further evolution. Solids are represented trough 6 lattice pa-
rameters (3 unit cell vectors and 3 angles), which are encoded
as the lengths of the three lattice vectors and fractions of 2pi,
respectively. Each atom is represented by three coordinates,
expressed as a fraction of the corresponding lattice vector. In
modern evolutionary algorithms a given set of values defines
one structure and a locally optimized structure is referred to as
an individual. A set of individuals is called a population or de-
pending on the context, a generation. The comparison between
different individuals is based on the corresponding fitness val-
ues (in our case the fitness is the free energy or enthalpy). The
simulation technically starts with individuals (structures) gen-
erated by some educated guess or in a completely random fash-
ion. These structures then undergo evolution through a series
of different genetic operations. New candidate individuals are
obtained applying one or more variation operators to selected
individuals. For every operation one or two individuals, de-
pending on the type of operation are chosen stochastically from
the population. The probability of a given individual being cho-
sen for a given operation is a function of the individual’s fitness
rank; a predefined number of worst individuals has a probability
of zero. The selected individual is not removed from the pool
and can thus be selected multiple times. The candidates gener-
ated are then scaled to a given unit cell volume and those which
do not fulfill some hard constraints are discarded. The rest gets
locally optimized (technically at DFT level) and hereby new
individuals are created. Each operation is repeated until the
userrequested number of new individuals for this operation are
produced. The total number of new individuals equals the pop-
ulation size. After the calculation of the fitness value for each
new individual, a new population is obtained taking the best in-
dividuals from the combination of offspring and a user-defined
number of best individuals from the parental population.
USPEX, which stands for Universal Structure Predictor:
Evolutionary Xtallography, is perhaps the most popular and
by far the most exploited method among all presented in
this section. This methodology was originally described in
Ref. [298, 299] by Glass et al. USPEX introduces a unique
number of features or variation operators: heredity, mutation
and permutation [300, 301, 302]. In heredity, two individuals
are selected and used to produce one new candidate. This is
simply achieved taking a fraction of each individual and com-
bining these fractions to create new individuals. The fraction
of each individual should be chosen as to contain as much in-
formation as possible. The main information in a crystal struc-
ture is the relative position of the nearby atoms. Thus, in or-
der to conserve information, the fraction of an individual is
selected taking a spatially-coherent slab. The two slabs, one
of each individual, are then fitted together, and the resulting
structure is then rearranged by adjusting the number of atoms
of each type to the requirements. In mutation an individual is
selected and used to produce a single new candidate: techni-
cally this is done transforming the lattice vectors to new vec-
tors applying a strain matrix. Permutation is used to produce
a single new candidate; in this operation, two atoms of differ-
ent types are interchanged. This operation, which is of course
only possible for systems with different types of atoms, facil-
itates finding the correct atomic ordering. Another interesting
feature is volume scaling; according to this operation, every
produced candidate is scaled to a certain unit cell volume, prior
to testing it against hard constraints and to local optimization.
This enhances the performance for systems where the initial
value of the volume is not sufficiently accurate. For each new
generation, the new volume is obtained as a weighted aver-
age between the old and the average volume of the best indi-
viduals of the previous generation. A fundamental step, as in
other methodologies is to perform an efficient local optimiza-
tion which increases the cost of each individual, but reduces
the search space to the local optima, enhances comparability
between different structures and provides locally optimal struc-
tures for further usage [303, 304, 305]. This software is free
of charge and is provided as a simple and robust method to use
as a black-box and find the stable crystal structure of systems
with up to several dozen atoms/cell. Due to local optimization
and the process of exploiting promising regions, many highly
competitive metastable structures are found during the search.
This method is interfaced with several ab initio codes, such as
VASP, SIESTA, GULP, Quantum Espresso, CP2K, CASTEP,
LAMMPS, etc. and has been used in the context of materials
discovery [306] and high-pressure materials for superconduc-
tivity [307, 308, 309, 310].
Another implementation of evolutionary algorithms is
XtalOpt , An Open-Source Evolutionary Algorithm for Crystal
Structure Prediction, by Lonie et al. [311, 312, 313]. XtalOpt
features a periodic displacement (ripple) operator which is ide-
ally suited for extended systems. It features hybrid opera-
tors, which combine two pure operators reducing the number
of duplicate structures in the search. This allows for better
exploration of the potential energy surface of a given system.
This software has been applied to explore hydrides under pres-
sure [314, 315] and is available under the GNU Public License.
One main advantage for beginners is that it possesses an in-
tuitive graphical interface and is interfaced to force-fields and
various DFT codes.
Although is rarely used, a genetic algorithm that can in
principle explore novel structures for a given stoichiome-
try is implemented in the geometry optimization routines of
abinit [316].
Minima Hopping method
The minima hopping algorithm was especially conceived to
quickly climb out of wrong funnels in a potential energy surface
with a multifunnel structure. This was achieved by abandoning
the standard Markov-based Monte Carlo methods and introduc-
ing a feedback mechanism that based on the whole simulation
history, enforces the exploration of new regions of the configu-
ration space.
The minima hopping method (MHM) [317, 318] consists of
an inner part, which performs jumps to the local minimum of
another basin, and an outer part, which will accept or reject
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this new local minimum. Fig. 18 shows the flowchart of this
method. The acceptance/rejection is performed setting an en-
ergy threshold, which means that a step will be accepted if
the energy of the new local minimum Enew will be less than
a given Edi f f higher than the current energy Ecur. The thresh-
old on the energy difference is continuously adjusted during the
simulation, so that half of the moves are accepted and half are
rejected. This condition, which is implemented in the outer
part, introduces a preference for steps that go down in energy.
However, if the inner part proposes only steps that go up in en-
ergy, in the end these steps will also be accepted, because after
many rejections Edi f f will have become sufficiently large. The
inner part consists of a more complex escape mechanism that
aims to move form the current local minimum, followed by a
geometry relaxation which will bring the system into another
neighbouring local minimum or will make it escape to another
basin. The geometry relaxation is performed by a combina-
tion of standard steepest-descent and conjugate-gradient meth-
ods or more involved methods [319]. Initially a random ve-
locity direction with Gaussian distributed magnitudes is chosen
for atoms. A generalized version of the algorithm of minima
hopping to periodic systems using variable cell shape molecu-
lar dynamics for the escape step was implemented by Amsler
and Goedecker [320] in 2010. The escape mechanism in this
case is represented by a short molecular dynamics simulation
that starts from the current minimum. To optimize the escape
steps the initial atomic and cell velocities are aligned to low-
curvature directions of the current local minimum. This means
that the system will have enough energy to overcome energy
barriers which are lower than the kinetic energy measured rela-
tive to the current minimum. If the kinetic energy is small, the
system will arguably fall back into the current minimum, oth-
erwise, if it is sufficiently large, the system will most likely be
ejected from the current basin and end up in a different mini-
mum. Softening, works by aligning velocities towards soft di-
rections, therefore biasing the MD simulation to efficient escape
trials [321].
Another important feature that MHM exploits, is the Bell-
EvansPolanyi principle [322] that states ”highly exothermic
chemical reactions have a low activation energy”. This can be
translated as ”is more likely to find a low-energy local minimum
if one goes from the current basin into a new basin crossing a
low barrier than if one has to overcome a high barrier” [323].
Since stages of its development, MHM has been proven not
only to provide reliable solutions for the global minimum but
also for nearby local minima, which can be of interest for many
applications. It has been tested on a large set of materials
classes [324, 325], including superconducting hydrides at high
pressure [159, 326]. Although this package is not as popular as
previously described algorithms, it is extremely powerful and
reliable for large variety of situation and systems, including
ternaries [327], Heusler-systems [328], etc. It is currently in-
terfaced with a number of local structural optimization codes
such as ABINIT, VASP, QE, GULP, SIESTA, LAMMPS, etc.
Another method, similar at least in the name, is basin hop-
ping [274], which exploits powerful Monte Carlo methods for
the determination of the global minimum. This methodology
Figure 18: Flowchart of the minima hopping algorithm.
transforms the potential energy surface in an advantageous way:
the value of the potential energy surface within one basin is re-
placed by the value of the potential energy at the associated
minimum. The basin hopping method essentially eliminates
the barriers between the basins of different minima, making it
easy to connect them or to jump from one to the other. It is
important to note that the basin hopping method does not elim-
inate the barriers between super-basins or funnels. On the other
hand, the transformed piece-wise constant potential energy sur-
face of the basin hopping method still exhibits barriers that have
to be overcome by Monte Carlo steps. This methodology has
not been used in the context of solids periodic systems or hy-
drides to explore potential superconducting structures at high
pressure.
Simulated annealing
Stochastic simulated annealing-type algorithms to optimize
global and local problems were introduced more than 35 years
ago. Being based on Boltzmann statistics, from a purely his-
torical perspective it is understandable that they were the first
methods developed to tackle optimization problems. Neverthe-
less, it was not until 90’s that these techniques started to be used
to help structure determination and to predict solid phases of
elements. As a side note, the early development of these meth-
ods matches almost perfectly in parallel with the availability of
commercial diamond anvil cells (see Sect. 2, which gave ac-
cess to high pressure to many laboratories, essentially opening
the era of characterization of solid-phase transformation under
pressure. At the time, although addressing theoretically solid-
phase transformations was a great, if not unsolvable, problem.
There were a few brave attempts in this direction, see for ex-
ample Refs. [329, 330, 331]. We refer in this context to the
famous 1988 editorial note in Nature by John Maddox: ”one
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of the continuing scandals in the physical sciences is that it re-
mains in general impossible to predict the structure of even the
simplest crystalline solids from a knowledge of their chemical
composition” [37].
Coming back to our original story line, simulated annealing
algorithms were first introduced by Kirkpatrick et al. [332] and
Cˇerny` et al [333]. The great advantage of these methods lies in
the relative ease of implementation and the very general appli-
cability, regardless of the specific optimization problem [334].
In general, the simulated annealing algorithm employs ran-
dom walker(s) to explore energy landscapes based on a few fun-
damental features that make it stochastic: First, a set of walk-
ers that may or not interact with each other and learn from each
other’s steps. Second, a configuration space with an energy cost
function which may remain unchanged or evolve as the algo-
rithm proceeds. Third, a moveclass, which for each state gives
returns a neighbouring structure which may or not be accessed
with a certain probability (also this probability can evolve along
with the algorithm or stay unchanged). Fourth, an acceptance
criterion according to which the walker makes moves to the se-
lected neighbor.
In principle the algorithm starts from a current configuration i
(random structure or well-educated guess). A neighboring con-
figuration i + 1 is chosen randomly according to a set of rules
(defined in ”moveclass”). If the energy Ei+1 is below or equal to
Ei, the move is always accepted, that is, i + 1 becomes the new
current configuration. Otherwise, the move is accepted with a
probability e−(Ei+1+Ei)/C , where C is a control parameter of the
random walk. Thus during a sequence of such Monte Carlo
steps, the system can climb over barriers of the energy surface.
It can be shown that in the long-time limit (t → ∞) for an er-
godic system the probability p(i) of visiting the configuration i
is given by the Boltzmann distribution for the system at a tem-
perature given by T = C/kB.
The general prototype of this type of algorithms is the so-
called Monte Carlo Metropolis algorithm which describes a
single walker at a constant temperature T . These algorithms
explores ergodic regions especially if T is varied or if the land-
scape evolves during the simulation. The generalization of the
Metropolis algorithm consists in varying the temperature dur-
ing the run, i.e. what is called simulated annealing. Simulated
annealing works by slowly lowering the temperature, which im-
plies that the walker will move from average states (ergodic re-
gions) to states with lower and lower energy. The premises of
this algorithm is that if ones proceed slowly enough, at the end
of the simulation the walker will have found global minimum
of the energy landscape. Of the methodologies introduced be-
fore, this is the only one for which one can be sure to obtain or
guarantee a solution -global minimum- (structure) at the end of
the run.
Although relatively easy to implement, the method is com-
putationally very demanding especially for large systems. Ap-
plications in predicting solid compounds using simulated an-
nealing are lead by Scho¨n, Doll, and Jansen [335, 336], with
important successful cases like the prediction for lead sulfide
structure at standard and elevated pressures [337].
Data mining and high-dimensional correlations. A frequently
applied approach to reveal hidden correlations is the use of data-
mining methods on large databases of computational [338] or
experimental [339] data. This is justified, since compounds
which are chemically similar also tend to exhibit similar crystal
structures. Simply by examining the behaviour of neighbor-
ing elements in the periodic tables, one may derive hints on
stable compositions and crystal structures for hypothetical sys-
tems. Properties like electronegativity, atomic radii, number of
valence electrons, valence electron energy or electron configu-
ration could be exploited to discern trends in the search space.
In this context, starting from the experimental data contained
in the inorganic crystal structure database, Glawe et al. [340]
used a statistical analysis to determine the likelihood that a
chemical element A can be replaced by another B in a given
structure. This information can be stored in matrix form in
which the each entry (A,B) measures its likelihood. Ordering
the rows and columns of this matrix to reduce its bandwidth,
a one-dimension scale can be used to sort analogous chemical
elements, i.e. the Pettifor scale. Alternatively, Goldschmidts
rules of substitution describes for example simple recipes to ex-
change atomic species in ionic crystals.
The Materials Project initiated by Ceder et al. [341] has
been pioneering attempts in this direction. Ceder’s group de-
veloped several approaches based on data mining combining
high-throughput with ab initio calculations to predict ground-
state structures of novel compounds [342]. This Data Min-
ing Structure Predictor (DMSP) scheme relies on the idea that
in alloys a strong structure-structure correlation exists among
different compositions due to underlying physical properties.
Therefore, it is possible to obtain a probability distribution for
the crystal structures of an unknown composition of an alloy
based on the already known crystal structures at other composi-
tions. The data-mining techniques are limited only to structures
in the underlying database, limiting their use in crystal struc-
ture predictions. For example, applicability to high-pressure or
high-temperature phases for example is restricted due to limited
available data from theory and experiments. We expect, how-
ever, that in near future thanks to new and rapid developments
in the field, it will be possible to study high-pressure materials
databases specifically in the case of hydrides.
An interesting methodology that aims to decrease the ex-
pensive computational need for the creation of large-scale
databases, for instance in materials under pressure, was pro-
posed by Amsler [343]. Although simple in spirit, this frame-
work approximates the enthalpy of stable compounds at am-
bient conditions with a linear approximation to the enthalpy (at
high pressure limit) of compounds based in data from databases
of calculated materials properties. This work has successfully
demonstrated that is possible to explain the occurrence in na-
ture of phases which are not ground states at ambient conditions
and to estimate the pressures at which such ambient-metastable
phases become thermodynamically accessible.
4.2. Convex hull and phase diagrams
As previously mentioned, the prediction of computer-
designed material is a formidable task, since it requires a thor-
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Figure 19: Examples of binary, ternary and quaternary construction of convex hull type diagram, for H-O, H-O-N, and H-O-N-B, respectively. Blue nodes on the
phase diagrams represent elemental phases, green nodes are compositions that are calculated to be stable and red phases that are not stable. The chemical space
becomes quickly challenging to explore, adding a one-dimension (another element) the complexity in compositions is evident: B5H12NO12.
ough structure exploration, computation of enthalpy and en-
tropy functions and barriers to phase transformations between
all competing phases under given conditions. The convex hull
is used as a guide to estimate the formation energy (or enthalpy)
and to determine the thermodynamic stability for a given com-
position with respect to its forming elements. Fig. 19 shows
examples of binary, ternary and quaternary systems. To deter-
mine the ground states of a system at a given composition one
needs to find, the ordered compounds that have an energy lower
than any other structure or any linear combination of structures
corresponding to that composition. Mathematically, the convex
hull of a set of x points, in the Euclidean plane or in a Euclidean
space, is the smallest convex set that contains x.
In our example, the set of points represents a set of ground-
state structures and in particular those forming a convex hull,
while other structures (points) having an energy above the set
of tie lines connecting the energy of the ground states are not
stable. The convex hull thus reflects the Gibbs free energy of
the compounds at zero temperature.
The convex hull construction permits to visualize very valu-
able information, i.e. it can be used to derive a ”phase diagram”
of the compositions that in principle have the lowest energy
and hence are accessible to experiments. Thus, a convex hull
of the enthalpy in materials science represents a rudimentary
compositional phase diagram, in which the boundaries and eu-
thetic points are not displayed. Fig. 19 shows real systems rep-
resented as convex hull phase diagram; an example of binary
compositional phase diagrams shown for H2O, in which the y-
axis represents the formation energy per atom and the x-axis
the composition. The stable composition obtained by combin-
ing H2 and O2, represented by a green dot, is one of the most
stable molecules in the universe, H2O. The black line show the
convex hull construction, which connects stable phases (H2 to
H2O to O2). The line drawn between these points is also call the
line of stability. The H2O2 composition, which has a negative
formation enthalpy with respect to elemental constituents but
lies above the line of stability, is not stable. Thus, the convex
hull suggests that likely the only composition that will sponta-
neously form is H2O.
In the ternary case, one dimension is added; the energy axis
is removed so that the entire compositional space can be repre-
sented. The ternary system (H,N,O) is now represented by an
equilateral triangle, with three elements at its vertices and the
nodes represent compositions for which the decomposition en-
ergies are zero (see middle panel in Fig.19). Adding another
element (quaternary), the chemical space becomes extremely
challenging to explore and even to represent, we now use a
pyramid to represent the B,N,O,H system. The complexity in
compositions is evident: we have indicated on the plot an in-
teresting stable point: B5H12NO12. While the black lines in
the ternary phase diagrams are projections of the convex hull
construction into compositional space. The lines form Gibbs
triangles, which can be used to find stable phases at arbitrary
compositions. At any point in the phase diagram other than the
stable nodes, the equilibrium phases are given by vertices of
the triangle bounding that composition. For example, the equi-
librium phases for a composition with H:N:O ratio of 3:1:4, is
predicted to be H2O, O2, NO2 and N2. We will revisit the im-
plications that this has for hydrides and superconductivity in a
subsequent section.
To calculate the convex hull of the formation of energy of
a given system with respect to its forming elements, the fol-
low expression is used for binaries, ∆sys=(E sys − (Ea + Eb))/N,
and for ternaries ∆sys=(E sys − (Ea + Eb + Ec))/N, where E sys
represent the energy for a given structure N number of atoms
and Ea, Eb, ...En the energy of elemental decomposition in their
lowest-energy structure. For multi-components systems, as ev-
idenced in Fig. 19, above 4 dimension is not longer convenient
to try and visualize the system graphically, although one may in
principle employ mathematical reduction of dimensions or ex-
plore fixed compositions by mapping via function composition
to lower dimensions. In practice, this has never been attempted
in the case of hydrides.
Furthermore, it is of course reasonable to ask, what is the ac-
curacy of a prediction based on convex hull formation energies?
For points (structures) which correspond to clear minima of the
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formation energy, like H2O, which has a formation energy of a
few eV/atom, it is arguable that this composition is the most sta-
ble. However, when one deals with challenging compositions
and complex structures under high pressure, where configura-
tions are energetically very close, it is much more problematic
to discern whether or not a structure will form based on its for-
mation enthalpy. What is the limit where we could consider
stability or metastability for secondary phase structures or com-
positions?
Sun et al. [344] were the first to address this question and sug-
gested an order of energy differences of 100 meV/atom among
polymorphs of the same stoichiometry. This criterion is based
on differences in properties such as entropy, volume, or surface
energy and convoluted information from pressure, temperature,
or surface area between two systems. An energy difference of
100 meV/atom is sufficient to overcome a ∆S of 10 J/mol K, a
∆V of 2 Å3/mol, or a ∆γ of 2 J/m2. More recently, Aykol et
al. [345] also evidenced the lack of a rigorous metric to iden-
tify which compounds may or may not be synthesized and sug-
gested a thermodynamic upper limit on the energy scale, above
which the laboratory synthesis of a polymorph is highly un-
likely. They defined this limit on the basis of the amorphous
state and validated its applicability by effectively classifying
more than 700 polymorphs in 41 common inorganic material
systems of the Materials Project for synthesizability.
Note, however that while these estimates are relatively safe
to draw conclusions at zero pressure and for cases analogous
to those contained in the original dataset, could be highly risky
and obsolete for the case of high pressure. In fact, both works
reported that these values are highly chemistry-dependent. In
particular, the data sets of studied materials do not contain hy-
drides under pressure. In hydrides under pressure the existence
of polymorphs stabilized via quantum effects (via vibrational
entropy) and the anharmonic effects of the hydrogen- related
modes, prove predictions to be further challenging.
4.3. First principles calculations
Quantum mechanical modelling using density functional the-
ory [197] allows to investigate the electronic structure of many-
body systems, in particular of atoms, molecules, and the con-
densed phases at relatively cheap computational cost and high
accuracy. DFT is perhaps the main computational tool used by
force of sheer numbers world-wide and represents the driving
force behind physics, chemistry and materials science. More
than 20,000 publications using results based on DFT are pub-
lished every year.
DFT is increasingly used in an automated fashion to build
large databases or repositories of ab initio calculations or com-
bined with multiscale techniques, limiting the direct human in-
tervention. On average more than 100,000 calculations are ex-
ecuted every day world-wide, producing more than 36 million
DFT total energies a year. This has been possible thanks to li-
censed and free-to-use codes developed by large communities,
which are easy and efficient to use, spurring to thousands of
users. A large number of DFT computer codes are available
and many of them differ considerably in the implementation
details; this means that each of them attains a different ”pre-
cision” relative to each codes. Reproducibility of these DFT
results was recently addressed on the basis of different bench-
marks by a large world-wide collaboration, involving the de-
velopers of several codes. Studies of this type are extremely
important to reassure the scientific community on the credibil-
ity of DFT results [346]. The study convincingly showed that
despite the large number of codes, basis sets and different im-
plementations solving the same set of equations: all codes lead
to the same results, of course within an threshold error. Thus
the community has a large array of many first-principles DFT
codes available (see for instance Ref. [347]). Irrespective of
the code, the main information from a DFT calculation used in
crystal structure prediction is the total energy (sum of different
contributions) and forces acting ions, together with stresses on
the unit cell for the case of periodic crystals.
Other methods. Structure prediction for condensed matter sys-
tems containing a large number of atoms (more than hundreds)
is at present out-of-reach at the DFT level even with the most ef-
ficient basis sets. It is preferable to decrease the computational
cost of estimating energies and forces by an order of magnitude
or more, if a many-atoms system have to be explored. There are
packages such as GULP [348] and LAMMPS [349, 350] (com-
monly used in the solid state community) that implement accu-
rate force-fields (FF) which permit to reach these goals. Force-
fields refers to the functional form of interatomic potentials
used to calculate the potential energy of a system of atoms. The
parameters of the energy functions may be derived from experi-
ments in physics or chemistry, ab initi quantum mechanical cal-
culations, or both. The obvious downside is the availability of
transferable interatomic potentials for all atomic species under
consideration. Density functional based tight binding (DFTB)
method represents an alternative method which combine the ac-
curacy of DFT with scalability of force-fields. It is based on a
second-order expansion of the Kohn-Sham total energy in DFT
with respect to charge density fluctuations. The zeroth order ap-
proach is equivalent to a common standard non-self-consistent
(TB) scheme, while at second order a transparent, parameter-
free, and readily calculable expression for generalized Hamil-
tonian matrix elements can be derived [351]. However, also
in this case one needs parameters, the so called Slater-Koster
files. Codes available with DFTB are c2pk, DFTB+, AMBER ,
Gaussian etc.
Basis sets. In Hartree-Fock or DFT methods the electronic
wavefunction is expanded on a basis set to turn the partial differ-
ential equations (see Sec. 3) of the model into algebraic equa-
tions suitable for efficient implementation on a computer. The
basis set used in a DFT code will largely determine its use and
applicability to a certain class of problems and hence target a
scientific community. Historically, Slater-type orbitals (STO)
were the first type of basis sets available; however, they proved
to be extremely inefficient, because they required the cumber-
some numerical calculation of integrals. These were followed
by Numerical Atomic Orbitals (NAO) and the Linear Combina-
tion of Atomic Orbitals LCAO ansatz which provided a much
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Figure 20: Summary of computational steps to predict superconductors at high pressure. First step is to explore the configurational space of selected compositions
and build the convex hull. Many structure prediction algorithm are available and can be used at distinct level of accuracy from classical to quantum mechanical. The
second step is verification and consists in characterizing the vibrational properties of the thermodynamically-stable compositions. Available methodologies include
among other MD, DFPT, and self-consistent phonons. Third step is accessing the superconducting properties for candidates. The great effort by the community has
made possible to predict room-temperature superconductors without prior experimental knowledge. The large palette of available methods reflects the maturity of
the field and further development of these methodologies will guarantee many more interesting discoveries.
better trade-off and ease of implementation. Gaussian-type or-
bitals (GTO) are by far the most often used in terms of num-
bers of codes and users, especially in the quantum-chemistry
community. This type of basis set allows efficient implementa-
tions by exploiting the property that the product of two GTOs
can be written as the linear combination of GTOs. Thus in-
tegrals with Gaussian basis functions can be written in closed
form and this leads to a huge save of computational time. In
addition to localized basis sets, plane-wave basis sets can also
be used in quantum-chemical simulations. Plane waves are in
principle a complete basis set; however, in practical implemen-
tation the Hilbert space is truncated and only plane-waves up
to a kinetic energy cut-off are included in the basis. Increas-
ing the number of plane waves, the solution is guaranteed to
converge variationally to the exact one. In order to obtain con-
vergence with a reasonable number of basis functions, in plane-
wave codes the full electron-ion Coulomb potential is usually
replaced by a pseudopotential, which cuts all small-scale oscil-
lations of the nuclear wave function close to the nuclei – see
next section. Analogously to the plane wave basis sets, where
the basis functions are eigenfunctions of the momentum oper-
ator, there are basis sets based on eigenfunctions of the posi-
tion operator, that is, points on a uniform mesh in real-space.
Actual implementations of this idea may use finite differences,
finite elements or Lagrange sine-functions or wavelets [352].
Other mixed-basis sets, such (linear) augmented plane waves,
have proven to be able to achieve rigorous accuracy in solids
and are use as standard benchmark providing reference val-
ues [353, 354, 355]. All-electron, full-potential (opposed to
pseudopotential) approaches are in principle the most suitable
to be used in high pressure calculations. However, due to the
required expertise necessary to conduct these calculation, to-
gether with their elevated computational cost, they are rarely, if
not used at all.
Pseudopotentials and benchmarks. As alluded before, the sci-
entific community has tight on efforts to improve on efficiency
and reliability DFT codes. Plane-wave codes, which are very
often used in the solid-state community, employ a pseudopo-
tential approximation in which the full Coulomb potential be-
tween nuclei and electrons is replaced by an effective poten-
tial, which reproduces the correct behavior of the wavefunc-
tions of the valence electrons in the regions between the nu-
clei, where chemical bonds are formed, but smooths all short-
range oscillations in a region close to the nuclei, i.e. below a
suitably-chosen cutoff radius. Core electrons are not included
explicitly in the calculation permitting to reduce the size of the
plane-wave basis functions used to represent the density and
potential in the Kohn-Sham equations but this introduces an
additional source of inaccuracy when compared to all-electron
approaches. However, most of the currently employed pseu-
dopotentials have an impressive accuracy, practically compara-
ble to that of all-electron calculations. This has been possible in
part by the intense development of website platforms that are in
charge of producing standardized pseudopotentials, intensively
tested and open to public scrutiny. First, in this effort was the
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PseudoDojo.org website that gives access to the latest released
version of pseudopotentials [356]. Another standard protocol
was proposed later on to verify publicly available pseudopo-
tential libraries, based on several independent criteria including
verification against the all-electron equations of state, as well
as plane-wave convergence tests for several properties, includ-
ing phonon frequencies, band structure, cohesive energy and
pressure. All these tests have been performed to give rise to
the Standard Solid State Pseudopotential (SSSP) efficiency and
precision libraries [357].
k-point sampling and other sensitive parameters of DFT cal-
culations. A good method for Brillouin zone sampling which
allows for fast, yet accurate estimates of the total energy, is par-
ticularly crucial when dealing with structural exploration. It has
been demonstrated that non-converged DFT calculations can
lead to strong biases in the structure searches, since the qual-
ity of the k-sampling determines the final accuracy of forces.
The community largely uses MonkhorstPack (MP) [358]
meshes of k-points; a criterion that can be used to compare
different structures is to choose for all of them the MP mesh
for which the smallest separation among k-points is less than
a given distance. A rule-of-thumb, based on empirical expe-
rience, is to use a grid spacing of 2pi× 0.07 Å−1 for structure
searching and preliminary results, and 2pi× 0.04 Å−1 for re-
fining structures and obtaining good energies. These rules ap-
ply to systems with a gap in the electronic spectrum (insulators
and semiconductors), while metals may require typically denser
grids, 2pi× 0.05 Å−1 for searching and preliminary results, and
2pi× 0.02 Å−1 to refine the structures and obtain good estimate
of total energy. For the cut-off energy in the planewave expan-
sions, preliminary tests have to be carried out at the beginning
of the investigation, although, if one works with pseudopoten-
tial libraries where benchmark tests have been carried out be-
fore, it is advisable to start from these recommended values.
The nitty-gritty of predicting superconductors at HP. Finally
we would like to summarize in Fig. 20 the computational steps
which are regularly followed to uncover new hydride supercon-
ductors. One usually starts by picking a composition or set of
compositions. Either based on chemical intuition or in the case
of hydrides, stable molecules (binaries) that exist at ambient
conditions are for example a good starting point.
The first step is to explore the configurational space of se-
lected compositions and build the convex hull. As described in
previous sections, one can chose from a large array of method
available. Despite the claims, in reality all the methods are
equally good and there is not really a method/software that is
superior to others; difference arises more from the tools that
certain packages have in order to process the data. Mainstream
packages are robust and users can certainly use it as black-box.
While other less developed software provide basic functions,
perhaps less efficient implementations and one has to write
their own scripts for post-processing. Essentially all the soft-
ware available for structure prediction are interfaced to DFT,
DFT tight-binding or force-fields. Once the PES has been sam-
pled thoroughly with your favorite method, the main aim in this
step is to build a phase diagram (convex hull) to identify low-
enthalpy compositions.
The second step is a verification one, which consists in char-
acterizing the vibrational properties of the thermodynamically-
stable compositions. This step in most cases is performed using
linear-repose theory at DFT level which assumes harmonic vi-
brations. Conversely, molecular dynamics or other methods to
estimate anharmonic inter-atomic force constants are available.
If phonon frequencies are real in the entire Brillouin zone, i.e.
the predicted compound is dynamically stable, one can estimate
the vibrational free energy and the zero-point energy contribu-
tion. Especially in hydrides, these terms have proved to have
significant impact on the energy ranking of configurations.
The third step consists in characterizing the superconducting
properties of top candidates. For this, one needs to estimate
the electron-phonon coupling spectral function (α2F(k,k′, ω)),
the electron-electron Coulomb repulsion and solve the super-
conductivity equations. Electron-phonon coupling constant
(λ) is obtained by integrating the spectral function and the
logarithmic-averaged phonon frequency (Ωlog) as well. As a
first glance, it is sufficient to have a rough estimate of the transi-
tion temperature using empirical models such as the McMillan-
Allen-Dynes, Eq. 100. However, as described in Sec. 3, this
model become less accurate in the limit of large coupling or
electronic anisotropic systems. In this case, it is more appropri-
ate to use other methods based on a perturbative Green’s func-
tion approach such as Migdal-El´iashberg (see Sec. 3.2.2 or ad-
vanced methods as SCDFT (see Sec. 3.3).
To conduct DFT calculations for superconductors in prac-
tice, the most common choice are the two largely and popular
free-to-use plane-wave basis set codes: abinit [359] and Quan-
tum ESPRESSO [360] which can also calculate higher order
derivatives (i.e. electron-phonon coupling). A licensed code
that is very popular and features good scaling together with
a robust structural optimization routines is vasp [361] which
also provides its own well-tested pseudopotential libraries. Re-
cently the use of graphics processing unit (GPU) in conjunc-
tion with DFT calculations, has been been proven feasible re-
sulting in speed up of calculation time for up to a thousand
atoms [362]. However, this requires state-of-the-art supercom-
puters (CPU+GPU) that are still not available in most super-
computer centers. Moreover, force-field codes such as GULP
or ab initio molecular dynamics methods are popular and accu-
rate, while being computationally efficient and are often used to
perform preliminary scans of the PES.
In addition to the steps alluded above, in Fig. 20 one can
distinguish an additional box that encloses the three steps: it
refers to methodologies such as machine learning (ML) and
neural networks, both belonging to artificial intelligence. The
recent progress in the field of machine learning for molecular
and materials science is evidenced in the Review of Butler et
al. [363]. Scientists seem to embrace the inclusion of these
methods in their research and the number of reported applica-
tions in material science is growing at an extraordinary rate (see
References [364, 365, 366]). In hydrides under pressure this ap-
proach is still largely under development, but we will certainly
witness a tremendous progress in future years thanks to these
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methodologies.
In structure prediction these methods can be used at two
fronts: I) crystal structure prediction via deep learning [367]:
neural-network models can be trained to effectively distinguish
chemical elements based on the topology of their crystallo-
graphic environment/properties [368]. This approach has been
used to effectively guide the synthetic efforts in the discovery
of new materials, especially in the case of systems composed
of three or more chemical elements [369]. II) Machine learn-
ing can also be employed at the level of structural exploration
to speed-up the searches by learning inter-atomic model poten-
tials [370, 371]. In principle, the construction of a generalized
convex hull is a type of problem perfectly accessible for ma-
chine learning [372] and neural networks [373]. Forces are
relatively straightforward to machine-learn and in the chem-
istry community there is ample evidence that this is possible
for molecular systems. Once accurate forces are learned, also
vibrational properties (phonons) are accessible. The transfer
of these technologies to the solid-state community is underway
and it is very likely that progress in the field of periodic solids
at high pressures will soon occur. Other extraordinary exam-
ples in the solid-state community is the one led by Curtarolo
and his team that exploits repository for ab initio calculations
combined with Quantitative Materials Structure-Property Re-
lationship models to predict properties such as metal/insulator
classification, band gap energy, bulk/shear moduli, Debye tem-
perature and heat capacities [374].
Finally, in the field of superconductivity there has been recent
efforts to tackle this puzzling problem irrespective of the un-
derlying mechanism of superconductivity [375, 376, 377], for
instance to machine learn models of superconducting critical
temperatures [378]. In the field of hydrides under pressure a
recent work correlated structural fingerprint, major characteris-
tics in the energy landscape of H3S and H3Se with supercon-
ducting properties. This type of correlations between of crystal
structure to electronic structure serve as fundamental steps to
further explore with machine learning and neural network ma-
terial design [379, 174]. Generally, we see the field of hydrides
under pressure as a green and vast terrain ready to flourish, on
which modern computational techniques such as deep learning
and statistical models can play a major role (see Sec. 6, per-
spectives).
5. Trends on hydrides under pressure
Historically, the first hints on the metallization of hydrogen
dates back to 1926 [380], when J. D. Bernal suggested that
any element becomes a metal at high enough pressures. Par-
ticularly, for a diatomic molecule such as hydrogen, the inter-
molecular distance decreases with pressure, until an individual
atom cannot be assigned clearly to one molecule or another, and
the material becomes metallic, with all atoms approximately
equidistant and all electrons uniformly distributed. Years later
in 1935, Eugene Wigner and Hillard Bell Huntington published
the first paper in which they predicted that for pressure in ex-
cess of 25 GPa hydrogen would become an alkali metal-like
solid [6]. Decades later in 1968 Ashcroft and independently
Ginzburg in 1969 [8], evidenced the implications of metallic
hydrogen by predicting the possibility of high-Tc superconduc-
tivity [7, 8] based on arguments of BCS theory [30].
Ashcroft’s prediction can be readily understood using the
McMillan expression for Tc (Eq. 66),
Tc =
ω
1.2
exp
[
− 1.04(1 + λ)
λ − µ∗c(1 + 0.62λ)
]
(100)
together with the simplified Hopfield’s expression [250, 381]
for the e-p coupling parameter:
λ =
NEF I
2
Mω2
, (101)
obtained from Eq. 54, Eq. 61 and Eq. 15 for an Einstein mode
of effective mass M and frequency ω. NEF is the density of
states at the Fermi level and I = g
√
Mω, with g the average e-p
matrix element in Eq. 15, the deformation potential.
Indeed, the metallic phase of hydrogen would optimize sev-
eral factors appearing in McMillan’s expression:
• The average phonon frequency, which appears as a prefac-
tor in Eq. (100), would be high due to the light hydrogen
mass.
• The matrix element I would also be large, since hydro-
gen does not have core electrons that screen the Coulomb
electron-ion potential.
• Assuming that hydrogen at HP crystallizes in a densely-
packed structure, as initially postulated by Wigner and
Huntington, then electronic density and the density of
states at the Fermi level, NEF , would be large. The lat-
ter would imply a large e-p coupling (λ), which appears in
the exponent of Eq. 100.
Although the suggested pressure to metallize hydrogen at
that time was merely 25 GPa (1935), it was far beyond reach
for the technology of the epoch (see Fig. 3). As more accu-
rate calculations and experiments were performed, this estimate
was quickly outdated and replaced by higher values, i.e. first to
1 megabar and subsequently to 3 megabar (300 GPa). In fact,
as discussed in the experimental section, the search for metal-
lic hydrogen was one of the main motivations to develop high-
pressure techniques. The pressure to transform H to a solid
metallic substance is nowadays unambiguously set to be above
450 GPa.
In the 70’s, the idea that hydrogen could achieve high critical
temperatures (read contextual history in Introduction section)
was simply too attractive and stimulated the study of super-
conductivity in metal hydrides throughout the whole decade.
One can clearly identify that the field of superconducting hy-
drides was born at the beginning of the 70’s after Ashcroft’s
bold prediction on high-Tc in elemental hydrogen. The rational
of the epoch was to focus on hydrogenated intermetallic com-
pounds [382] in hopes for evidences that could point towards
the exciting idea of metallizing hydrogen. As a side note, we
recommend the reader to read the Review of Maksimov and
Pankratov of 1975 [383], which is an excellent piece of work
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that provides a deeper detail on the development of metallic hy-
drides during the 70’s. The first metal-hydride ever synthesized
and confirmed to be superconductor was Th4H15 in 1970, which
at atmospheric pressures had a non-negligible Tc of 7.6 K [384].
This compound is also special historically because, according
to our bibliographic investigation, it was also the first metal-
hydride to be a subject of high pressure studies, back in 1974.
An increase in Tc to 8.5 K was meticulously measured upon
compression [385].
The discovery of high superconducting transition tempera-
tures in palladium [386, 387] and other noble metal-hydrogen
systems further fueled the interest in this problem [388] (see
Fig. 3, max Tc at that time was ∼19 K for NbGe). As a matter
of fact, the highest Tc ever measured and thoroughly confirmed
for a hydride material at zero pressure is 16.6 K, measured in
1974 for PdCuHx [389]. Other hydrides subject of studies were
HfVxHx (Tc 4.8 K) [390], niobium-hydrogen (Tc 9.4 K) [391]
and hydrides of vanadium, zirconium, titanium and lanthanum,
for which superconductivity was not reported, at least in the
temperature range explored [392, 393].
One can trace back important developments and predictions
which also took place during this first hydride rush [383]. In-
deed, we believe the origins of ’chemical precompression’ dates
back to 1971 and can be coined to J. J. Gilman when he studied
the possibility of making a new form of hydrogen in a metal-
lic state through preparation of a covalent compound, LiH2F,
under pressure [13]. In his very instructive work, Gilman de-
scribed how the reduction of distance between molecules under
pressure could be reached in lithium dihydrogen fluoride.
The second hydride rush was triggered in 2004 by
Ashcroft [12], who proposed to look for new superconductors
in molecular hydrides such as SiH4 and SnH4. Although the
idea was clearly not new, Ashcroft’s paper provided novel per-
spectives and revived the field. Important concepts to guide the
search for superconducting materials were re-introduced: First,
in order to obtain an effective metallization of the hydrogen sub-
lattice, it would be more convenient to start from an existing
hydrogen-rich molecule, since in this case hydrogen does not
have to be incorporated into a host metal lattice, as it was done
in the 70’s. Second, a chemical precompression (as Gilman
suggested in 1971) mechanism can be exploited: in molecular
hydrides the characteristic distances among hydrogen atoms is
reduced, as compared to large values found in metal hydrides:
thus, covalent systems are of interest (as LiH2F). Third, the
chemical precompression further reduces the necessary pres-
sure for metallization and more importantly this pressure is ac-
cessible by experiments.
The successful proof-of-concept of this ideas was given by
Eremets in 2008. His team reported the metallization of silane
(SiH4) at 50 GPa and the subsequent appearance of a supercon-
ducting phase with a maximum Tc of 17 K at 120 GPa [153].
Despite this initial success, the field was not yet ready to wake
up. It was only until 2015, when Eremets’ team reported con-
vincing evidences of high-temperature (Tc'203 K) supercon-
ductivity at HP (P' 170 GPa) in HxS [1] that the field truly
erupted [394].
The field has evolved at such an incredible pace that in less
than three years a 250 K superconducting transition in LaHx
was reported by two independent teams [181, 3]. A central role
behind this great success in discovering high-Tc materials was
played by computational and theoretical predictions. As shown
in Fig. 2, the number of works published in the field increased
dramatically during the last years, notably computational stud-
ies. It is clear that this field is flourishing and entering a new
era, the third hydride rush. We expect that by the end of the
next decade the number of publications in this field will double
to reach 10,000.
5.1. Periodic table of binary hydrides
As mentioned before, the number of studies involving hy-
drides on the field of superconductivity has considerably in-
creased. In little less than 5 years (2014-2019), the community
has conducted computational explorations on practically all bi-
nary hydrides. A convenient form to summarize these results
is to show the corresponding periodic table of superconduct-
ing hydrides. The following sections describe superconducting
hydrides, as well as binary hydrides that do not show supercon-
ductivity.
5.1.1. Superconducting hydrides
In order to disentangle the relatively large and uncorrelated
information that the community has published on hydride su-
perconductors under pressure, we would like to distinguish con-
veniently two regimes of pressure: from 10 to 100 GPa (rel-
atively low pressure) and above 100 up to 300 GPa (megabar
pressures). The collected data is shown by Fig. 21 in the form
of two periodic tables, reporting for each element the predicted
Tc and chemical composition. The numbers below the element
symbols indicate the value of Tc, while the color of the box
refers to the chemical composition -the lighter the color, the
higher H value. Top periodic table in Fig. 21 reports Tc for the
thermodynamically stable composition (lowest energy structure
and composition in convex hull) in the 10-100 GPa range. The
bottom periodic table in Fig. 21 shows the highest Tc in the
100-300 GPa range, independently of weather the composition
and structure are stable in the convex hull. See Appendix for
references used to construct these tables (Sec. 7).
Let us first focus on the low-pressure regime. The highest
Tc reported in this range of pressure is 50 K for H2S. We ob-
serve that at low pressures the hydrogen to guest-atom ratio is
dictated by the valence of the guest atom and superconductivity
is found in three categories: hydrides that show temperatures of
the order of 40 K or higher are, besides H2S, the ones formed by
Sc, Y and Li. These compositions are thermodynamically sta-
ble and in principle should be also accessible to experiments.
The hydrides formed by I, La and Pt show superconductivity
below 20 K. Interestingly, there are not some many stable com-
positions in the low pressure range as one could expect and the
total number of stables hydrides is merely 19. The absence of
superconducting hydrides formed with group I (alkali), II (al-
kaline earth metals), post-transition metals groups XI, XII, XIII
and group XIV is noticeable. On the other hand, most of the
transition metals tend to form hydrides that are stable in the
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Figure 21: Summary of computational predictions reported in literature on binary hydrides. Top periodic chart prioritize stability: Tc is reported for the most stable
configuration (lowest energy structure and composition in convex hull) in the 10-100 GPa. Bottom periodic chart highlights highest Tc, independently of weather
composition and structure are stable in convex hull. In both panels, the number below the symbol element displays Tc and the color scale correlates to hydrogen
content. A dash-dotted in some elements indicates that the compound has been subject of experimental work.
low-pressure range. Clearly, the stability of hydrides is domi-
nated by compositions with low H-content at low pressure. In
fact, one can notice that darker colors dominate over the whole
periodic table in top panel.
Let’s now examine the HP limit. The bottom periodic ta-
ble in Fig. 21 shows the highest Tc in the 100-300 GPa range.
The most noticeable features are: compared to low pressures,
1) there are many more hydrides reported with considerable
higher Tc and 2) the table is colorful, indicating that at high
pressure hydrides tend to form with high H-content. The high-
est Tc reported in this range of pressure is for YH10 with 326 K.
Note that, due to our choice to restrict our table to chemically-
accessible pressures some high-Tc predictions such as Mg-
hydrides are not included in this table. It is fascinating that
there are also many more hydrides predicted with astonishingly
high-Tc, including the whole La-series and group II. On the op-
posite, transition metals seem doomed in the HP range and nei-
ther Tc or H-content increase compared to low pressures. This
evidences that the original idea followed during the decade of
the 70s was probably not the best strategy to maximize Tc.
A word of caution should also be added at this point: these
tables contain predictions extracted from a large array of pub-
lished articles from many groups. Not all of these articles were
conducted with the same level of accuracy, convergence, etc.
By no means the number given here is guaranteed to repre-
sent the final conclusion for a given compound (see for in-
stance Ref. [395]). Therefore, we cannot guarantee specific
predictions and the use of these table should be restricted to
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discuss major trends among the elements. Circumstances or
cases on which theory/computation fail are well documented
and the reader can find them elsewhere. Specifically, rare-
earth-metals and actinides are challenging to describe theoreti-
cally and one can easily obtain wrong results applying standard
density-functional theory.
Moreover, we can observe that the megabar range of pres-
sure is substantially richer, superconductivity appears in most
regions of the periodic table, including noble gases (Xe) and el-
ements belonging to groups XIV, XV and XVI. There is a large
spread of critical temperatures from low to high, as well as in
chemical compositions, from low to high H content. It is evi-
dent that the high pressure allows to overcome enthalpy barriers
to form bonds and stabilize several superhydrides, i.e. systems
with a high-H content (> 6).
5.1.2. Non-superconducting hydrides
Materials that either do not metallize or else do not show
superconductivity at high pressure, but that form stable compo-
sitions are eclipsed by their counterparts, the superconducting
ones. There is a clear trend in this sense, as second period el-
ements such as C, N, O, F and 3d transition metals as Mn, Fe,
Co, Ni and Zn do not form metallic systems under pressure.
Notably, H2O, which is perhaps the most abundant and best
studied hydride, remains insulating up to the terapascal range
of pressures [396, 397, 398, 399, 400]. Furthermore, noble
metals (Cu, Ag, and Au) show an outstanding resilience to hy-
dride formation at ambient pressure.
Experimentally there are no reports of a stable compound
with a hydrogen molar ratio > 1 at room temperature [401].
Through high pressure and in situ laser heating H can even-
tually be incorporated in ratios higher than 1, but these com-
pounds usually remain either magnetic or/and insulating at HP.
Studies of hydrides at HP date back to 2003, when Eremets
at al. studied B10H14 [402] and its transformation under pres-
sure. Other systems studied for their potential transformation
to a metallic substance include: He-H [403], Li-H [404], Na-
H [405], H-O [406, 407], AlH3 [408], Fe-H [409, 410, 411,
412, 413], Co-H [414], Ni-H [415, 416], Si-H [417, 418, 36].
Cu-H [419], SeH3 [420], Nb-H [421], Rh-H [422], I-H [423],
Ta-H [424], Ce-H [425], Eu-H [426], La-Ni-H [427] and other
rare earth trihydrides under high pressure [428]. These systems
were subject to pressure and phase transformation occurred, but
no clear evidence of either metallicity or superconductivity was
given, and transport measurements are not reported. This does
not rule out the possibility that under other thermodynamic con-
ditions some of these systems may show superconductivity.
5.2. Overview of selected hydrides
Within the broad classes of low and high-pressure hydride
superconductors, several classification schemes have been pro-
posed in literature, among others we would like to mention
studies based on structural motifs [429], inter-atomic distances,
guest to host atom ratio [430], valence band analysis [431],
ELF, etc [432, 433, 44, 434, 41, 39, 40, 435]. The main scope
of these analyses has been to identify general trends to devise
material’ optimization strategies. It is of course desirable to
reach a general classification of hydrides but it turns out that
these types of global perspectives may oversimplify reality and
be eventually misleading [395].
In fact, one may realize that even two important theoreti-
cal arguments, such as the Ashcroft-Ginzburg (metallic hydro-
gen) and the Gilman-Ashcroft (chemical precompression) offer
a picture of hydrides which is quite oversimplified, although
it may be used as a general guideline. The precompression
paradigm assumes that the guest atom would only be exert-
ing ”pressure” on the hydrogen sublattice but not alter bonding
or chemical properties. In this perfect scenario, superconduc-
tivity would be dominated by H states raising to very high-Tc
(as it was predicted for solid metallic hydrogen). In practice,
hydrides are imperfect realizations of this concept: each guest
atom affects the chemistry of hydrogen and provides additional
electronic and vibrational states tangled with those of hydrogen,
ultimately plying a role in superconductivity.
In this Review, we do not attempt to discern a general trend
for hydrides or propose any classification scheme. Instead, we
identified four binary hydrides that cover a spectrum of pressure
and hydrogen contents and clearly exemplify the increasing role
that H plays in superconductivity with pressure. In the follow-
ing, these are treated as representatives of hydride classes. In
addition to these systems, we consider metallic hydrogen: the
so called atomic (non-molecular) phase. Crystal structures of
the representative systems are shown in Fig. 22, and are dis-
cussed in order of increasing hydrogen content:
I) PdH, representing metal hydrides at ambient pressure
(0 GPa).
II) PH2, example of molecular crystals of metallic hydrides at
intermediate pressures (120 GPa).
III) H3S, to represent covalently-bonded hydrides at high pres-
sure (200 GPa).
IV) LaH10, example of superhydrides at very high pressures
(300 GPa).
V) Solid metallic hydrogen, a non-molecular structure stable
above 500 GPa.
For the representative compound in each class, we will ad-
dress the following questions: How does these materials form?
What are their structural features? how good superconductors
are? What is the connection between high or low Tc to aspects
of its electronic structure, such as bonding, electronic and band
dispersions? What is the role of hydrogen?
To address these questions we will analyze for each mate-
rial the basics of its electronic structure, bonding properties,
phonons and e-p coupling and electron-phonon spectral func-
tions that have been extracted from best existing literature.
Superconductivity is discussed with the help of the
McMillan-Allen-Dynes Eq. 100 using µ?=0.1. Such approach
avoids the complexity of a full-scale theory (Sec. 3) and while
not quantitatively excellent, is still sufficiently reliable to high-
light trends and capture physical effects. The e-p coupling λ is
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Figure 22: Crystal structures of representative binary-hydrides and elemental hydrogen. PdH: Metal hydride at ambient pressure (0 GPa). PH2: a molecular crystal
hydride at intermediate pressure (120 GPa). H3S: a covalent bonded hydride at high pressure (200 GPa). LaH10: a superhydride at very high pressure (300 GPa) and
H2: solid metallic hydrogen at megabar pressure (500 GPa).
decomposed with the help of the Hopfield formula Eq. 101 used
for ω=ωlog.
For our analysis, it is crucial to have an understanding of
the chemical bonding. We studied it based on the Crystal Or-
bital Hamilton Population (COHP) introduced by Dronskowki
and Bloechl in 1993 [436]. 2 This type of analysis is extremely
useful because it permits to decompose the complicated energy-
dependent electronic structure of a material into a sum of pair-
wise interactions between atoms, in a tight-binding like local
framework, and hence identify which atom pairs participate in
a given bond and whether their contribution is of bonding, anti-
bonding or non-bonding nature. In addition, the COHP encodes
information on the band dispersion, not included in other types
2The COHP method permits to decompose the complicated energy-
dependent electronic structure of a material into a sum of pairwise interactions
between atoms, in a local basis framework, like tight-binding. The interaction
between two atom-centered orbitals (say |φµ > and |φν >) is described by the
Hamiltonian matrix element Hµ,ν =< φµ |Hˆ|φν >, which when multiplied by the
density-of-states matrix, measures the bonding, anti-bonding or non-bonding
character if it lowers, rises or does not change the band-structure energy, re-
spectively. This simple real-space interpretation of otherwise abstract recipro-
cal space information contained in the band structure, can result in a useful
descriptor to understand the physical and chemical mechanisms through which
(high-Tc) superconductivity is realized in different hydrides.
of real-space bond analysis, and hence can be easily connected
to the two electronic factors in the Hopfield formula ( 101).
To understand the role of phonons in the coupling, we will
rely on the E´liashberg spectral function – Eq. 54 – and its two
moments ωlog and λ – Eqs. 67- 61. The E´liashberg function
is essentially a phonon density of states weighted by electron-
phonon matrix elements and its peaks identify regions of the
phonon spectrum where the coupling to electrons is stronger.
5.2.1. Palladium hydride
Background. After Ashcroft’s suggestion of possible high tem-
perature superconductivity in metallic hydrogen [7], the hope to
induce or rise the superconducting critical temperature of met-
als by means of hydrogen alloying lead to the discovery of su-
perconductivity in Th [384] and Pd [386, 387] metal hydrides.
Hydrogen in these systems is at a relatively high concentration,
so that these hydrides can be thought of as alloys in which hy-
drogen (guest) and metal (host) atoms are both embedded in a
common metallic environment.
Elemental palladium is a transition metal which is not su-
perconducting at ambient pressure. Interestingly, its moder-
ate e-p interaction (λ = 0.36) and characteristic frequencies
(ωlog=180K), would lead to a small, but non-zero supercon-
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ducting Tc however, superconductivity is suppressed by para-
magnetic spin fluctuations, with a coupling constant λS F com-
parable to the e-p one [261, 437].
Hydrogen incorporation results in Tc as high as 9 K for Pd-
H[387, 386], indicating a low or intermediate e-p coupling.
Indeed, the phase diagram of PdHx is quite complicated: the
crystal is stable for x > 0.03 and superconductivity appears
at x '0.7 with Tc' 5 K and further increases up to 9 K with
a seemingly linear dependence on the H content. The proper
determination of the structure of the crystalline phase of PdHx
at various concentrations is a crucial question. In Pd- f cc lat-
tice there are two inequivalent interstitial sites, the octahedral
site (O) and the tetrahedral site (T ). While at x=1 both neu-
tron experiments and first-principles calculations indicate that
the O site is stable [438, 439, 440], a substantial T occupation
is likely to occur at lower H concentrations.
The existence of two different tetra- or octa-hedral absorp-
tion sites for hydrogen may be related to old [441] and more re-
cent [442] reports of superconducting phases in PdH with very
high-Tc (300 and 62 K, respectively). In view of metastable
superconducting phases recently observed for other hydrides,
it is possible that given the small energy difference between
O and T site occupations, slow or rapid quenching from the
high-T phase may stabilize different a phase with substantial T
occupations, with improved superconducting properties. How-
ever, recent first-principles calculations [443] indicate that a full
occupation of tetra-sites is detrimental for superconductivity,
since it decreases the electron-phonon coupling with H-derived
modes, which is at odds with previous studies.
A quite peculiar aspect of PdH is the existence of an in-
verse isotope effect: isotope substitution of H with deuterium
results in an increase of Tc up to 11 K in PdD[387]. The in-
verse isotope effect has been related to a strong anharmonicity
of the phonon modes, which is also suggested by resistivity,
photoemission, inelastic neutron scattering and tunneling ex-
periments [444, 445, 446, 447, 448].
Only recently the complicated physics of PdH was put on
firm grounds by first-principle calculations of phonon frequen-
cies and electron-phonon coupling which include the anhar-
monic phonon contributions non-pertubatively. These calcu-
lations which permitted to reconcile severe discrepancies be-
tween theory and experiments in the structural stability and the
superconducting properties [208]. In particular, the inclusion of
anharmonic corrections on the phonon spectrum strongly renor-
malizes frequencies of optical branches, yielding a much better
qualitative agreement with experiments and stabilizes the low-
est acoustical branch, which is predicted to be unstable at the
harmonic level. More importantly, anharmonic corrections cor-
rect the severe overestimation of the superconducting Tc found
by harmonic calculations – Tc is reduced from 47 K (harmonic)
to 5.0 K for PdH and 6.5 K for PdD (anharmonic). Calcula-
tions including phonon anharmonicity correctly reproduce the
anomalous inverse isotope effect observed by experiments, al-
though the calculated value of the isotope coefficient, α=0.38,
is about 50% lower than the experimental one[208]. The re-
maining quantitative differences may be related to Coulomb ef-
fects, which in Ref. [208] were treated with an empirical pseu-
Figure 23: Electronic structure of PdH at 0 GPa. Top: COHP bonding analysis.
Bottom: Kohn-Sham band structure, where H projection of the electronic states
are shown by a color-code scale: from green (low) to yellow (high).
dopotential and not on a first-principles ground or from anhar-
monic effects on the deformation potential, which was also dis-
regarded. Both types of effects may be relevant also in other
hydrides.
Electronic structure and superconductivity. For the following
discussion, we consider PdH with hydrogen in the O-sites
which according to first-principles calculations and experi-
ments, should be the ground-state structure for x ∼ 1. The
crystal structure is shown in top left corner of Fig. 22: Pd and
hydrogen atoms form two interpenetrating f cc lattices, with a
lattice constant of 4.04 Å, which is around 5% larger with re-
spect to elemental Pd.
In Fig. 23 we report the atom-projected DFT band structure
and COHP. As shown, palladium-derived bands dominate the
region near the Fermi level. These are d-states octahedrally
split into eg and t2g manifolds; the latter can form σ-type bonds
with hydrogen in the rocksalt structure. Indeed, we observe a
clear splitting of Pd-H hybridized states into a bonding (' -10
eV at the Γ-point) and an antibonding (' 10 eV at the Γ-point)
manifold. Compared to pure Pd, in which they sit at the Fermi
level, in Pd-H due to the presence of an additional H electron
the Pd-d states are completely full and hence the Fermi surface
consists on a single Pd-H band, which also has additional Pd-
sp character. Note that the filling of the d-bands compared to
pure Pd has the additional effect of reducing the spin fluctu-
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ations, which in Pd suppress superconductivity [437]. In top
panel of Fig.23 we present the COHP as a function of energy
for two different types of interactions (Pd-Pd and Pd-H). In this
plot, as well as in all COHP figures below, the convention cho-
sen is to plot the negative of the COHP, so that positive and
negative peaks indicate bonding and antibonding interactions,
respectively.
The bonding Pd-Pd interaction is evident from the (positive)
peak at ' -4.5 eV, while the antibonding (negative) peak at '
-0.4 eV is filled due to electrons donated by hydrogen. The first
dispersing band (from -10 to -6e˙V) has Pd-H bonding charac-
ter and the corresponding antibonding region is located from
-2 to 3 eV. Bands crossing at the Fermi energy are responsible
for electron-phonon interaction and superconductivity and are
antibonding states of both Pd-H (the largest contribution), and
Pd-Pd interactions. The hydrogenic fraction at the Fermi level
is estimated to be of the order of 5%, a rather small but non
negligible value.
The presence of hydrogenic states crossing the Fermi level
qualitatively implies that those modes should provide to some
extent, a sizable deformation potential. This seems to be the
case (see Table in Fig. 28), the Hopfield ratio I2/M = 0.08
that accounts for the part of the coupling that is independent
from the phonon energy and from the electronic DOS NEF , is
three times larger than that of niobium (Tc=9.3 K). That hydro-
genic modes are responsible for a significant part of the cou-
pling can be also seen from the E´liashberg function (Fig. 28) as
it is clearly weighted towards high energies with ωlog=53 meV.
However the total electron phonon coupling has a very small
value λ = 0.4 and the computed critical temperature is very
low (2.7 K 3). This highlights a small drawback of hydro-
genic superconductivity: high phonon modes provide a poten-
tial large scale for the phonon to provide scattering (prefactor
of Eq. 100). However, since the same phonon energies also
affect the coupling strength (λ), according to Eq. 101, unless
the deformation potential I is strong enough, superconductivity
is killed by the sublinear dependence of Tc at weak coupling
(Fig. 14). One could also make a step further and use Eq. 101
to compute the optimal phonon energy to maximize Tc. The
optimal Tc for PdH would be as high as 40 K if ωlog could be
reduced down to 20 meV. The computed critical temperature
of 2.7 K is however quite off with respect to the experimen-
tal value of 9 K. This inaccuracy can be ascribed in part to the
µ∗ = 0.1 assumption and to the sensitivity of Tc to the phonon
energies and their strong anharmonicity. It is in fact possible
that anharmonic corrections to the phonon frequencies [208]
have been overestimated resulting in modes that are too stiff,
or that corrections to the deformation potential, not included in
the calculation of the E´liashberg function are also relevant. As
mentioned in the previous section this suggests that more ac-
curate calculations of anharmonic phonon and Coulomb terms
would be necessary to obtain quantitative agreement.
To summarize, the presence of hydrogen in PdH is crucial
3Our estimation is lower than that in Ref. [208] because we have opted for
a conventional value µ?=0.1. This choice was made to allow a same gound
comparison between the selected hydrides.
for superconductivity for several reasons: i) It is efficiently in-
corporated in the original f cc Pd matrix at large stoichiometry
(x ≈1). ii) The hybridization between H and Pd states is suffi-
ciently large to promote an anti-bonding Pd-H band at the Fermi
energy. iii) This band couples with H-derived phonon modes
showing large anharmonic effects. iv) The additional electrons
donated by hydrogen fill the Pd-d bands suppressing spin fluc-
tuations that would otherwise kill superconductivity. However,
the coupling provided by hydrogen is relatively weak (λ is in
fact comparable to the one in elemental Pd) thus, the large (an-
harmonic) phonon energies limit the coupling strength.
5.2.2. Phosphorus hydride
Background. After less than one year from the H3S discov-
ery, the same group reported the discovery of high-temperature
superconductivity in phosphines under pressure [169]. PH3
molecules (phosphine) have already the same hydrogen to host-
atom ratio as H3S. Experiments report that a mixture of this gas
and hydrogen loaded in a diamond anvil cell becomes metal-
lic at 40 GPa and eventually superconducting at 80 GPa, with
a maximum Tc of 103 K at 207 GPa (see Sec. 2). At the
time of the experiments there were no indications on the pos-
sible crystalline phases of phosphine under pressure and with-
out available diffraction experiments, first-principles methods
could give hints about what phases could become stable at high
pressure. Independently, two groups reported a complete high
pressure phase diagram of PHx with x = 1, 2, 3, 4, 5, 6 composi-
tions [449, 168]. Quite surprisingly, both studies found a ther-
modynamical instability of all the compositions upon dissocia-
tion towards pure phosphorus and pure H. The only metastable
phases sufficiently close to the convex hull in the range 100-
200 GPa had PH, PH2 , and PH3 compositions. The ground-
state structures at a pressure of 120 GPa have a I4/mmm space
group for both PH and PH2 and C2/m for PH3. At this pres-
sure, the P-H bond length is 1.4 Å(of the same order of the S-H
bond length in the superconducting H3S), while the P-P bonds
are ' 2.1Å long in all three structures. In addition and at vari-
ance with other hydrides, it was found that P atoms tend to form
1D polymeric structures or 2D layers, connected by weak inter-
actions among them (see structural sketch in top right panel of
Fig. 22).
Assuming that, metastable phases may actually be stabilized
in experiments, the authors on Refs. [449, 168] found that PH,
PH2, PH3 are dynamically stable and their calculated critical
temperatures and evolution with pressure are in such a good
agreement with the experimental results (see Fig. 11) that the
hypothesis of metastability is probably valid [168].
Electronic structure and superconductivity. The structural mo-
tif of PH2 at 120 GPa (shown in Fig.22) is characterized by a
two dimensional square lattice of linear PH2 molecules linked
together by P-P bonds. The two-dimensional layers are stacked
in a AB fashion along the direction perpendicular to the lay-
ers. This layered crystalline phase is quite unique in the realm
of high-pressure hydrides and it is probably at the origin of its
metastability.
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Figure 24: Electronic structure of PH2 at 120 GPa. Top: COHP bonding analy-
sis. Bottom: Kohn-Sham band structure on which H-projected electronic states
are shown by a color-code scale: from green (low) to yellow (high).
The projected band structure of PH2 at 120 GPa, reported in
Fig. 24 shows that occupied bands and in particular the states at
the Fermi level, have a strong P-H hybridization. The integrated
H projection at the Fermi level accounts for about 50% of the
DOS (see Table in Fig. 28).
The bonding properties of the 2D network can be analyzed
in terms of the COHP, also shown in Fig. 24. The P-H inter-
action shows well separated bonding and antibonding regions
(roughly below and above the Fermi level, respectively). How-
ever, antibonding states are partially occupied with a Fermi sur-
face formed by antibonding states which extends 2 eV below
Fermi energy. These states originate from molecular orbitals of
the PH2 units extending within the layer linked together by P-P
bonds, which shows clear occupied bonding states. A key as-
pect is that the system is made of layered units that are weakly
bound, clearly seen from the low values of H-H COHP. The dif-
ference with the bonding character in H3S (see next section) is
evident: in the latter the covalent metallic bond is stronger and
extends to the entire solid.
The vibrational spectrum is characterized by a large energy
scale dictated by hydrogenic modes: a scale that is about 3
times that of PdH. In addition to this, the hydrogen contribution
to the Fermi DOS is estimated to be much lager (≈ 55%). The
electron phonon coupling is distributed homogeneously over all
the modes [168].
A predicted Tc of 53 K indicates that the Gilman-Ashcroft
mechanism is at play, but not acting at is full potential. In
fact the total electron phonon coupling (λ = 1) is in the
mid-coupling regime and the ωlog of 59 meV is quit low, not
much higher than in PdH (53 meV). The rationale for this is
that, while both hydrogenic phonons and especially hydrogen-
related electronic states at the Fermi level are available, the lat-
ter are not efficiently scattered by the former. This aspect can
be traced back to the layered nature of the compound, in which
the distortion in the electronic potential caused by H modes is
shifted outside the conductive network of the P-layer.
5.2.3. Sulfur hydride
Background:. At ambient pressure, sulfur hydride is a molec-
ular solid formed by H2S molecules, with a relatively complex
phase diagram [160]. When placed in a hydrogen-rich atmo-
sphere, H2S easily absorbs hydrogen. In 2015, experiments
showed that at pressure higher than 90 GPa the H2S+H2 mix-
ture becomes metallic and at about 100 GPa, superconducting,
with a critical temperature of ≈ 8 K at P≈150GPa [1] (see Sec. 2
for details). Upon further increasing pressure and measuring
the resistance up to room temperature to obtain reliable results,
experiments showed a rapid increase of the critical temperature
up to ≈ 200 K for pressures ' 170 GPa, indicating a new (and
in part unexpected) superconducting phase. The measured shift
of the critical temperature with applied magnetic field from 0 to
7 Tesla certified the superconducting nature of the phase transi-
tion and the measure of an isotope coefficient of α = 0.3 upon
H/D substitution, its conventional (electron-phonon) origin.
The initial interest in the sulfur-hydrogen system was moti-
vated by a key theoretical prediction by Li and coworkers [160]
of a possible metallization and superconductivity of H2S. While
this work opened the field, it was later discovered that the phase
experimentally formed had the H3S stoichiometry. A correct
and complete prediction of stability and superconductivity in
H3S under pressure was given by Duan and coworkers [161]
independently and shortly before the publication of the exper-
imental results [162]. For contextual history readers are urge
to see Serendipity of the discovery of superconducting HxS in
Sec. 2.
In their work, which can certainly be considered a milestone
for ab initio superconductivity, Duan et al. [161], performed
a study of the phase stability of the (H2S)2H2 system under
pressure. Their study was motivated by a previous prediction
and observation of hydrogen-rich SiH4(H2); SH2, analogously
to silane, had been shown to easily incorporate hydrogen un-
der pressure. According to DFT calculations, H2 molecules
start to incorporate into the H2S molecular crystal already at
around 10 GPa, forming structures in which, at the lowest pres-
sures, where they are stable, the two molecular species are still
clearly recognizable. However upon increasing pressure, H2S
and H2 molecules are pushed closer until, at around 90 GPa, in-
tramolecular bonds break and new bonds start to form between
sulfur and hydrogen, giving rise to distinct H3S stoichiometric
units.
The first predicted H3S phase, which is stable from 111 GPa
up to 180 GPa, has an R3m symmetry. In this phase, sul-
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fur atoms occupy the lattice points of a (rhombohedrally dis-
torted) conventional bcc cell, each of them is surrounded by
three hydrogens, forming isolated units [161]. The formation
of an H3S phase is supported experimentally because the pre-
dicted superconducting critical temperature for this phase is
≈160 K at 130 GPa and rapidly increases with pressure, exactly
in line with experimental evidences. Starting at 180 GPa an-
other structural transition is predicted towards an Im3¯m (bcc)
phase, characterized by a symmetrization of the bonds between
sulfur and H atoms, thus not forming isolated H3S units any-
more. In this structure, shown in Fig.22, the H atoms are sym-
metrically placed between two S atoms resulting in the for-
mation of hydrogen-shared SH6 unit. Interestingly the calcu-
lated [161, 309, 173, 209] Tc for the Im3¯m structure at 200 GPa
is ≈ 200 K, making it a strong candidate to be the high-Tc phase
observed in the experiments.
The final confirmation of the crystal structure of the su-
perconducting phase was given by synchrotron X-ray diffrac-
tion measurements [167], which showed the H3S units sit on
a bcc lattice, as theoretically predicted. In addition, infrared
optical spectroscopy measurements observed optically active
phonons at 160 meV with a dramatically enhanced oscillator
strength [450] as well as evidences of superconducting gap
at 76 meV, interpreted with the E´liashberg theory of electron-
phonon driven superconductivity. As in PdH, however the
proper theoretical interpretation of all the experimental results
require the inclusion of anharmonic and quantum effects of
hydrogen. Indeed, a proper treatment of these effects [209]
is fundamental to predict the correct critical pressure for the
R3m → Im3¯m phase transition, the anharmonic phonon fre-
quencies of the hydrogen-dominated phonon modes and the
shift of Tc upon isotope H/D substitution [451].
In addition to the high-Tc phase, experiments clearly identify
one or more low-pressure phases. For these, many structural
models have been proposed theoretically, based on thermody-
namic stability consideration and estimation of Tc [161, 452,
173]. In particular, a modulated structure model with long pe-
riods of alternating slab-like H2S and H3S regions forming a
sequence of Magne´li phase” was proposed [175]. Even though
the pressure trend of a comparatively low-Tc phase may be re-
produced, the calculated XRD patterns of these Magne´li phases
do not match the experimental data [453, 454].
Electronic structure and superconductivity. Rather than a
dense hydrogen sublattice, high-Tc bcc H3S should be more
accurately described as a dense solid of covalently-bonded hy-
drogen and sulfur. In this structure, shown in left bottom panel
in Fig. 22, sulfur sits on a bcc lattice with lattice constant
a = 2.96Å(at 220 GPa), while hydrogen fills the positions in
the middle of the edges and faces. Thus, each hydrogen has two
sulfur and four hydrogen nearest neighbors, at an equal distance
of 1.48 Å.
Electronic band structure and COHP analysis for H3S are
shown in Fig. 25. The relevant bandwidth extends 25 eV be-
low the Fermi energy, with the lower band originating from
S-3s orbitals with a (small) H-1s contribution. The hybridiza-
tion between H and S states is strongly enhanced in the region
Figure 25: Electronic structure of H3S at 200 GPa. Top: COHP bonding analy-
sis. Bottom: Kohn-Sham band structure on which H-projected electronic states
are shown by a color-code scale: from green (low) to yellow (high).
around the Fermi energy (-5 – 5 eV), where the S-3p and H-1s
interaction dominates. The origin of one of the van Hove sin-
gularities [455] can be traced back to the maximum of the band
dispersion along the H-N direction of the Brillouin zone which
is below the Fermi energy [247, 456, 457, 458]. The presence
of van Hove singularities close to the Fermi level has stimu-
lated discussions of new and alternative superconducting mech-
anisms or refinements of the conventional electron-phonon the-
ory of superconductivity [459, 247, 456, 457, 458]. Hydrogen
contribution is predominant on the higher energy part of the
spectrum.
The COHP, shown in top panel in Fig.25, permits to interpret
the same electronic structure in terms of real-space interactions.
The majority of the valence region is dominated by a bonding
S-H interaction; the corresponding energy states are fully occu-
pied indicating a strong stability of the S-H network. The Fermi
level falls into the region of antibonding (negative COHP) S-
H orbitals with the van Hove singularity clearly visible close
to the Fermi energy. Sulfur-Sulfur interactions give a lower
but non negligible contribution considering that they extend up
to the next nearest neighbour, while direct H-H interactions,
on the other hand, do not contribute to the bonding. In PdH,
the strong Pd-Pd bonding/antibonding levels were fully occu-
pied due to the additional electrons donated by H, so that the
states Fermi level were eventually of Pd-H antibonding charac-
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ter. Also in H3S, the dominant contribution to the states at the
Fermi level is of antibonding H-host character, but the S-S in-
teraction is strongly reduced; the much larger electron-phonon
coupling and phonon frequencies in H3S result from the fact
that the metal-H distances are sensibly shorter (dS−H=1.4 Å,
dPd−H= 2.02 Å).
The vibrational properties of H3S are characterized by low-
energy (/ 75 meV) S-derived modes separated by H-derived
modes which extend up to ≈ 250 meV, once anharmonic correc-
tions are included [209]. The latter show a clear separation into
bending modes, ranging from ≈ 100 to ≈ 200 meV, and high-
energy stretching modes from ≈ 200 to ≈ 250 meV, which are
the modes most coupled to electrons at the Fermi energy [209].
Calculation including anharmonic corrections predict an iso-
tope effect α=0.35, sensibly reduced with respect to the BCS
value and in good agreement with experiments [209].
The total electron-phonon coupling parameter (see Fig. 28)
is λ=1.84, which results in a critical temperature of 194 K (us-
ing µ∗=0.1) at 200 GPa which agrees with the experimental re-
ported critical temperature of 190 K [1].
The large Tc comes from the key role of hydrogen vibra-
tional modes and electronic states. Hydrogen contributes to
about 45% of the states at the Fermi level, slightly less than
in PH2, but still quite significantly. The Fermi level is pinned
at a peak in the density of states, although the Fermi DOS is
similar to that of other hydrides and not significantly higher.
Hydrogen related modes spread to high energies (≈ 250 meV)
yet, in spite to these large scales, high energy modes show up in
the E´liashberg function as a broad and high peak (Fig. 28) over-
coming the ω−1 factor carried by the electron-phonon coupling
(Eq. 15). One can disentangle the effect of phonon frequencies
in the electron-phonon coupling considering the I2/M factor in
Hopfield formula Eq. 101: for H3S one gets I2/M = 1.46 a
very large value, one order of magnitude larger than in PH2 and
about 40% of that computed for pure hydrogen (See Table be-
low Fig. 28). In short, H3S is exceptionally because while hy-
drogen only accounts for 50% of the Fermi DOS, these hydro-
gens are fully covalently bound together with sulfur belong to
a full 3D network of conductive bonds. In addition, one should
also consider that sulphur itself provides and extra coupling,
and S modes significantly enhance λ. In fact elemental sulphur
is a superconductor at the high pressure regime.
5.2.4. Lanthanum hydride
Background:. LaH10 currently holds (2019) the record for
highest Tc measured among all known superconductors
(≈260 K). It is a superhydride, which forms upon laser heat-
ing of lanthanum in a hydrogen-rich atmosphere and belongs
to a large class of sodalite-like clathrates, which includes hy-
drides of other elements, such as Mg, Ca, Y, La, with predicted
Tc’s close to or exceeding room temperature, between 200 and
400 GPa [460, 177].
In 2017, the Argonne group reported the synthesis of lan-
thanum superhydrides under pressure, through laser heating of
lanthanum in a hydrogen-rich atmosphere [191]. The hydrogen
to lanthanum ratio was estimated to be x ∈ [9, 12], based on the
unit cell volume. Due to the small X-ray cross section of hy-
drogen, it is not possible to resolve directly the H sublattice but
only the La one. This was indexed as an Fm3¯m lattice ( f cc).
The high-Tc f cc phase of LaH10, for which Li et al. predicted
a Tc of 280 K at 210 GPa was thus suggested as the most likely
candidate for the observed phase [182]. The main structural
motif of the structure is the cage of H’s in which La atoms are
located, linked together by direct H-H bonds, see Fig. 22.
In 2018, two groups reported superconductivity measure-
ments on lanthanum hydrides under pressure. The first group
reported a maximum Tc of 215 K, around 200 GPa [183]. The
second set of measurements reported Tc’s as high as 260 K, in
samples heated up to 1000 K at 180 GPa [3]. Finally, the same
authors as in Ref. [181] confirmed a few months later a Tc as
high as 250 K in LaHx samples, but also reported the existence
of several phases with lower and distinct Tc’s, depending on the
synthesis conditions [181].
The same study contains other measurements, which are cru-
cial to establish superconductivity and its conventional nature in
LaH10: isotope effect (hydrogen vs deuterium substitution) and
measurements of Tc under magnetic field. Due to the difficult
synthesis conditions, the linear dimensions of the current sam-
ples of LaH10 (10-20 µm) are much smaller than those of H3S
(up to 100 µm ); this does not allow a proper measurement of
the Meissner effect, but the authors show that indeed magnetic
field suppresses superconductivity.
The dependence of the critical temperatures on pressure re-
ported by the two studies are also conflicting: while the Ar-
gonne measurements report an abrupt increase in Tc up to
290 K [3] Ref. [181] report a dome-like shape of the Tc vs
P curves. All the observations above suggest that, depending
on the synthesis conditions, different phases with different stoi-
chiometries and/or crystal structures may be stabilized by laser
heating.
Electronic structure and superconductivity. The high-Tc f cc
phase of LaH10, shown in the right panel of the lower row of
Fig. 22, can be considered one of the closest realization of
the Ashcroft-Gillan-Ginzburg chemically-precompressed hy-
drogen sublattice in hydrides. The main structural motif is a
highly symmetric cage formed by 32 hydrogens, with 12 hexag-
onal and 6 square faces, which surround a central La atom.
These large cages are interconnected forming a dense hydrogen
sublattice, with two different bond lengths – dHH = 1.07(1.15)
for a square (hexagonal) edge.
The electronic band structure of LaH10 in the high-Tc f cc
phase at 300 GPa is shown in the lower panel of Fig. 26. As
a confirmation of the general trend, the states at the Fermi level
derive from both the H sublattice and the La sublattice, even if
in this case there is a clearer separation of La- and H- derived
Fermi surfaces.
The Fermi surface comprises six distinct pockets, centered
around the BZ center and boundaries, formed by H 1s and La
states bands, which hybridize along some directions of the BZ.
The hybridization is mainly due to the presence of low-lying
f -states of La, centered around 5 eV above the Fermi level.
The surprising presence of a non-negligible contribution of f
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Figure 26: Electronic structure of LaH10 at 300 GPa. Top: COHP bonding
analysis. Bottom: Kohn-Sham band structure on which H-projected electronic
of states are shown by a color-code scale: from green (low) to yellow (high).
electrons to the Fermi level was already pointed out by Liu et
al. [182], who observed that in LaH10 not only s and p La elec-
trons contribute to the DOS at EF, but also the f electrons. We
remark that these states, being strongly localized, are usually
not well described by DFT-like methods, and hence this seems
to cast doubts about the reliability of the DFT results on this
system. On the other hand, the fact that the high-Tc proper-
ties computed in this system are very similar to other hydrides
which do not contain f electrons indirectly confirms the relia-
bility of existing predictions. As evident from the band struc-
ture, at the Γ-point an electron-like H-derived band crosses EF
and two other bands, of mixed La and H character, form elec-
tron pockets. Hole pockets at the zone boundary are formed
by states with dominant La character. At the L-point of the
BZ we observe a Van Hove singularity very close to the Fermi
level which, similarly to what we discussed for H3S, may be
partially responsible for enhancing the superconducting prop-
erties [461].
In this case the COHP analysis (see Fig. 26) turns out to be
fundamental to analyze the bonding properties of the system,
which is quite complex. First we consider the H-H interactions.
In the system there are two nonequivalent H-H bonds, the near-
est - neighbour H-H (1.06 Å) connecting H atoms forming the
hexagons and the next-nearest neighbours H-H bonds (1.15 Å)
among H atoms forming the squares (see Figure 22). The for-
mer interaction is clearly covalent with occupied bonding states
well separated from the unoccupied antibonding states (brown
curve). The next-nearest neighbours (1.15 Å, squares bonds)
H-H interaction is different, showing that the antibonding states
are populated (this feature is similar to what observed in other
hydrides). The bonding states between La and H (averaged be-
tween nearest and next-nearest neighbours) are located at a very
low energy (they extend only up to -10 eV), while at the Fermi
level the (hybridized) states are mainly of non-bonding char-
acter (COHP is ' 0.0). The states derived by direct La - La
interaction have non-bonding character at EF, with populated
bonding and antibonding states.
Phonons and electron-phonon coupling. The phonon disper-
sion of LaH10 extend up to ≈3000 cm−1. Due to the very dif-
ferent phonon mass of La and hydrogen, La and H modes split
into low-energy modes with distinct La character, and high-
energy modes with H character. The e-p coupling is quite uni-
formly spread over all phonon modes, resulting in λ = 1.8 and
ωlog=1490 K (values at 300 GPa from Ref. [182]). This yields a
Tc of 215 K using the modified McMillan-Allen-Dynes formula
or higher values solving Migdal-E´liashberg equations, assum-
ing a standard values of µ∗ (0.1-0.13). In principle anisotropic
effects and anomalous Coulomb screening could strongly mod-
ify the calculated Tc values. Although no direct calculations
of these effects for LaH10 exist in literature, a recent first-
principles study on the closely-related YH10 system seems to
rule out both possibilities [460].
An interesting issue is the dynamical stability of the high-
Tc f cc structure. According to harmonic DFPT calculations
the sodalite-like structure, which is the likeliest candidate for
its stability above 200 GPa, while experiments measure a Tc
already at 170 GPa. The most likely explanation is that an-
harmonic effects stabilize the structure to lower pressures or it
represents a metastable phase stabilized by peculiar thermody-
namical conditions [462]. Currently, there are no calculations
addressing these points.
Electron phonon coupling calculations [182] are available for
P=300 GPa. E´liashberg spectral function and coupling parame-
ters are reported in Fig. 28, this picture a system that is similar
to H3S. As for H3S λ is in the strong-coupling regime and rel-
evant lattice modes are significantly contributed by hydrogen.
The scenario drawn by the Hopfield decomposition of λ and
use of the McMillan-Allen-Dyes equation for Tc as shown in
Fig. 28, indicates that LaH10 is similar to H3S: Fermi DOS,
similar hydrogenic fraction and almost identical deformation
potential. The only difference is that the coupling is slightly
shifted towards lower energies, so the coupling constant λ is
larger, leading to an improvement of Tc to 234 K. From this ar-
gument, one is tempted to draw the conclusion that the reason
behind for LaH10 to be a better superconductor than H3S is in
a slightly better tuning of the phonon energy to coupling ratio.
The calculation of the optimal ωlog using the Hopfield formula
in the McMillan equation would, in fact indicate for both H3S
and LaH10 a value of about 100 meV.
However one has to be careful because existing calculations
refer to a pressure (300 GPa) that is way higher than the pres-
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sure at which the system is experimentally measured '200 GPa.
At this pressure, LaH10 results to be neither thermodynamically
nor dynamically stable (harmonic phonons). It is safe to say
that, unlike for H3S the physics of LaH10 is not fully unveiled.
The disagreement with experiments could be possibly ascribed
to a different structural phase, with respect to the theoretical
model or to large anharmonic effects (as compared to H3S).
5.2.5. Elemental hydrogen at HP
Background. The metalization of hydrogen has been seen as a
compelling subject of study by many scientists, ranging from
experimental chemists and physicists [134, 135, 136, 137, 10,
463, 9], to theoreticians [139, 140, 141]. However, despite the
great advancement in high pressure-techniques and tools, the
metalization of hydrogen in its solid phase has proven to be very
challenging, and still debated [142, 143, 144, 145, 146, 147,
148, 149, 150, 151, 152]. The P − T phase diagram of hydro-
gen comprises many structures, including solid and molecular
crystals and is so complex that it could be subject of a Review
by itself [463].
Here, we study the first predicted atomic metal phase of
hydrogen, the β − S n structure, which, according to first-
principles calculations, should be stable between 500 GPa and
1 TPa [278, 10]. All molecular phases of hydrogen are charac-
terized by the presence of H2 molecules with a 0.7 Åbond. In
atomic phases this bond is broken. However, both the β−S n and
the next stable structure, the R3¯m one, are relatively open, and
H forms bonds of different types. Only at very high pressures
(≥ 3.0 TPa) hydrogen is predicted to form genuinely close-
packed (bcc or hcp) phases.
Electronic structure and superconductivity. The I41/amd
structure, commonly known as β − S n or Cs − IV structure,
comprises two nonequivalent H atom in a bct unit cell, each of
which forms four short (0.98 Å) and four long (1.21 Å) bonds.
The typical 0.7 Å H2 bonds characterizing the molecular phases
at lower pressures are not present.
The electronic structure at 500 GPa is shown in Fig. 27. Hy-
drogen in the β-Sn structure has a very large bandwidth (∼
40 eV), reflecting electron large kinetic energy. The band dis-
persion is very close to the free-electron one, except for ∼ 5 eV
gaps opening close to the zone boundaries due to the strong
unscreened electron-ion potential, responsible for the e-p inter-
action. The corresponding Fermi surface is an almost perfect
Fermi sphere, refolded into the Brillouin zone, with strong H-s
electronc character and tubular deformations around the zone
boundary. The COHP function is shown in Fig.27, resolved in
into 1st and 2nd nearest neighbours H-H contributions. The plot
clearly shows that the bonding is characterized by filled bond-
ing states for nearest neighbours H-H neighbours interactions,
clearly separated at EF from the antibonding states. Antibond-
ing states from next-nearest interactions, are on the contrary
occupied starting from -10 eV, the 3rd n.n. contribution is es-
sentially non-bonding (not shown).
At 500 GPa, the phonon dispersion (from Ref. [464]) extends
up to 370 meV, a range comparable to the frequencies calcu-
lated for clathrate hydrides at similar pressures. The E´liashberg
Figure 27: Electronic structure of H at 500 GPa. Top: COHP bonding analysis.
Bottom: Kohn-Sham electronic band structure.
function reported in Fig. 28, shows that the coupling is spread
quite homogeneously over the entire frequency range. The av-
erage energy ωlog=166 meV is larger than in other hydrides,
partially reflecting stronger bonds and the larger applied pres-
sure. In spite of this, coupling λ is the same as in H3S, clearly
leading to a larger Tc=282 K. The reason why λ can be high in
spite of the large phonon energy lies in the larger I2/M ratio.
An analysis of the optimal ωlog, as done for PdH and other hy-
drides, indicates a maximum achievable Tc of 300 K for if ωlog
cold be softened down to 140 meV (see Table 1).
Even for this case, Tc of metallic-solid hydrogen would re-
main in the same ball-park as those predicted for the best
clathrate hydrides. In order to increase Tc further, the only only
possible way would be to increase pressure. Indeed, McMa-
hon and Ceperley extended the study of superconductivity of
hydrogen in its β-Sn structure up to 1.5 TPa (1,500 GPa) [137].
At those pressures Tc is predicted to increase up to 500 K at
≈ 700 GPa and then experience a sharp drop. Tc’s up to 750 K
(at 2 TPa) have been predicted for the next stable H polymorph:
the R3¯m phase, which is not discussed here.
5.3. Summary
We have shown in previous sections that ab initio calcula-
tions closely reproduce the superconducting properties of the
five representative hydrides that we have chosen as examples.
These compounds are in many ways all realizations of the
Aschcroft-Ginzburg-Gilman’s arguments, but with very differ-
ent outcomes. In fact, the actual superconducting properties
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Figure 28: E´liashberg α2F function computed for selected hydrides:
PdH (0 GPa) [208], PH2 (120 GPa) [168], H3S (200 GPa) [173], LaH10
(300 GPa) [461] and H2 (500 GPa) [464]. A vertical shift is applied for plotting
the functions. The value of the integrated coupling constant λ is indicated for
each material.
vary from being marginal (as in PdH) to astonishing, as in H3S
or LaH10, depending on specific aspects of electronic structure
and coupling – see table 1.
PdH, our first example, is a prototypical metallic hydride,
where H is incorporated in the original f cc-Pd matrix at a small
stoichiometry (x ≈1). This amount of hydrogen is sufficient to
promote an antibonding Pd-H band at the Fermi energy, yield-
ing a small and non-negligible fraction of H states at the Fermi
level. These states are coupled with with H-derived phonon
modes showing large anharmonic effects. However, the hydro-
gen contribution is not large enough to lead to a substantial e-p
coupling. In fact, the Hopfield factor I2/M, which gives an
estimate of the e-p coupling fraction independent of the elec-
tronic DOS and phonon spectrum, is merely 0.08, as opposed
to ∼ 1.5 in H3S and LaH10. The resulting e-p coupling constant
is relatively weak (λ = 0.4), comparable to that of elemental Pd
(λ = 0.36). Compared to elemental Pd, the presence of hydro-
gen increases the phonon energy scale, and yields a finite Tc.
However, due to a substantial anharmonic hardening, the inter-
play between phonon frequencies and electron-phonon matrix
elements is not optimal, thereofre Tc is substantially reduced
with respect to the optimal value Tc=40 K.
Hydrogen incorporation in a metal framework is clearly very
far from the idea of chemical precompression, which implies
a rearrangement of bonds into a dense hydrogen sublattice and
overcoming energy barriers in the megabar range. PH2 repre-
sents an intermediate step towards this idea. With respect to
phosphine, which at ambient pressure forms an open crystal of
PH3 pyramidal molecules, a major rearrangement of bonds oc-
cur. At high pressure, the new structural motif is characterized
by a two-dimensional square lattice of linear PH2 molecules
Table 1: Collected electron-phonon parameters computed for the same set of
materials. We tabulated: Pressure (p), NEF that is the density of states at the
Fermi level and NHEF the fraction of it that projects on the H site. ωlog and λ
are electron phonon coupling parameters defined in Eq. 67 and Eq. 61. I2/M
is computed from Eq. 101 for ω =ωlog. Tc McM is the McMillan critical tem-
perature (Eq. 66) at µ∗=0.1; TcAD is the more accurate Allen-Dynes critical
temperature (Eq. 70), also computed for µ∗=0.1.
PdH PH2 H3S LaH10 H
p (GPa) 0 120 200 300 500
NEF (eVA
3sp.)−1 0.014 0.021 0.019 0.016 0.011
NHEF (%) 5 55 45 50 100
ωlog(meV) 53 59 129 104 166
λ 0.4 1.0 1.6 2.2 1.63
I2/M (eV3A3) 0.08 0.16 1.46 1.48 4.30
TcMcM (K) 2.6 48 182 183 237
TcAD (K) 2.7 53 214 234 282
linked together by P-P bonds, but no H-H bonds. Due to the
relatively high concentration of hydrogen, H contributes around
half of the electronic states at the Fermi level. However, the
open 2D structure is very inefficient in terms of e-p coupling,
and the Hopfield factor, although twice as large as in PdH, is
almost one order of magnitude smaller than in the two other
high-pressure hydrides, H3S and LaH10.
In the high-Tc phases of H3S and LaH10, the effect of
megabar pressure on the crystal structure is dramatic. In both
structures, hydrogen is embedded in a closely-packed metallic
network, held together by strong covalent bonds. The supercon-
ducting properties are comparable to those of solid hydrogen.
The COHP analysis shows that the states at EF have essentially
an antibonding character. In H3S, where sulfur is incorporated
in the hydrogen lattice, the dominant interaction is of S-H type,
while in LaH10 the geometry favors direct H-H interactions.
One may argue that LaH10, where only hydrogen is involved
in covalent bonding, is a better realization of the Aschcroft-
Ginzburg-Gilman concept than H3S, and hence should exhibit
a higher Tc. However, the presence of another atom involved in
the bonding seems to be marginal in this sense. In both com-
pounds, in fact hydrogen contributes roughly 50% of the total
DOS at EF and dominates the phonon spectrum. This yields
very similar values for the Hopfield factor and ωlog. A ∼10%
difference in the superconducting properties comes from a bet-
ter optimization of the phonon spectrum. Differences in Tc of
this order can be easily be compensated by other effects, such
as doping or pressure.
It is interesting to compare e-p coupling values of H3S and
LaH10 with those of atomic hydrogen at 500 GPa –see Table 1.
Indeed, in the latter, the Hopfield factor is about a factor of
three larger, but since the shape of the phonon spectrum is not
optimized and the electronic DOS is low, the superconducting
properties do not improve appreciably. Significantly higher Tc
is found in hydrogen only at much higher pressures, where the
H lattice is denser and fully symmetric.
Our analysis confirms that many of the empirical parameters
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that are used to identify promising hydrides, such as H-H dis-
tances and hydrogenic fraction, do not simply correlate with Tc.
For instance, once hydrogen is embedded in a covalent metallic
structure, Tc can only be predicted by a detailed analysis that
takes into account all full aspects of electronic structure.
On one hand, this means that it is probably very hard, if not
impossible, to formulate general rules. On the other hand, this
implies that hydride superconductivity is of highly tunable na-
ture: by acting on the bonding and on the density of charge
carriers by doping, for example, it could be easy to optimize
the superconducting properties within a given material class.
Rather than a set of precise rules, our analysis suggest a mod-
ern set of necessary conditions to maximize Tc in hydrides and
similar materials:
• Electronic states originating from hydrogen or light-elements
should cross the Fermi level.
• Hydrogen or light elements should form covalent bonds
among them or with the host, preferably forming an extended
(non-molecular) bonding structure.
• Phonon energies should be optimally tuned to the strength
of this coupling: A stronger coupling requires higher energy
phonon modes.
Arguably, the above requirements are likely to be fulfilled
at extreme pressures, where thermodynamic conditions permit
to stabilize structures in metallic phases. It could also be that
expanding the search space to multinary hydrides or devising
suitable thermodynamical conditions, one could overcome the
issue of stabilizing these metallic phases at substantially lower
pressures.
6. Discussion and Perspectives
Over the course of the last five years, we witnessed two prac-
tical realizations of conventional high-Tc, in H3S (2015) and
LaH10 (2018), both compositions stabilized at HP and with crit-
ical temperatures above 200 K. This hints to an imminent possi-
bility of reaching room temperature (300 K) superconductivity
in coming years. However, the main hindrance to any practical
application of these materials is the high pressure needed to sta-
bilize their crystal structure and stoichiometry. The main and
most challenging question becomes: how can we lower pres-
sure and retain high-temperature superconductivity? and ulti-
mately how can we find a superconductor at ambient conditions
of pressure and temperature?
In this section we will discuss possible strategies to realize
these goals based on the present understanding of superconduc-
tivity and on currently available materials and synthesis tech-
niques. In the first two parts (Sec. 6.1 and 6.2) we will maintain
the focus on hydrides, which at the moment represent an ex-
cellent hunting ground for room temperature superconductivity
and which we expect will continue to yield exciting results in
the coming years. In the third part (Sec. 6.3 we will go beyond
hydrides and briefly discuss a more general perspective involv-
ing other possible superconducting materials of conventional
type.
Figure 29: Rough estimates of the size of hydrides chemical space for different
families. For comparison the number of entries in the Inorganic Crystal Struc-
ture Database (ICSD) is over 200,000 structures and the estimated chemical
space for drug discovery spans to 10 millions (structures and compositions).
6.1. Chemical space of hydrides
The first question to ask is how big is the chemical abun-
dance of hydrides, since the answer to this question may give
an order of magnitude on the number of potential candidates for
superconductivity. Let us start with binary hydrides (XH) which
have been studied extensively. A reasonable estimate is to con-
sider that for each element X, in a pressure range between 50
and 300 GPa at least five compositions would lie in the convex
hull of stability. Assuming that 60 elements could form a stable
hydride and show superconductivity (a generous estimate), this
gives a safe upper limit of 300 binary hydrides that exist and
are thermodynamically stable.
Providing an equally meaningful estimate for ternaries is
quite difficult, because at the moment the available knowledge
of the phase stability and energy landscape is very limited. As
the number of elements increases, in fact, the number of possi-
ble configurations rapidly grows and at the same time, the num-
ber of channels for structural decomposition also increases. In
addition, it is also plausible that the role of metastability will
become more crucial, i.e. metastable phases will prone in some
regions of the phase diagram, as decomposition paths will be-
come more complex.
An extremely rough estimate can be obtained (at a single
pressure) by a simple combinatorial argument: similarly to bi-
naries, we assume that ternaries can be formed with 60 ele-
ments of the periodic table. At a single pressure, not con-
sidering alloying, the number of possible stable compounds is
1,770. However there is no sufficient data to estimate how many
structures will be on the hull in the 50 to 300 GPa range. It
is even harder to provide a good estimate for quaternary com-
pounds, but the same analysis yields to 34,220 combinatorial
compounds at a single pressure, ignoring alloying, metastabil-
ity and configurational disorder. Clearly, the number of con-
ceivable structures in complex hydrides is vast and grows even
rapidly with the number of elements involved. Arguably, any
experimental attempt without prior knowledge from computa-
tion/theory is bound to fail.
We report our estimated numbers in Fig. 29 where, to give
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a perspective on the size of this chemical landscape, we com-
pare them with other families of materials: Perovskites, one of
the most versatile and chemically diverse family [465]. Cur-
rently there are approximately 2,000 compositions known, but
the number of perovskites predicted to be stable is close to
90,000 [466, 467] at ambient pressure; Yet this number of
accessible structures could potentially be much larger, espe-
cially if we include hybrid metal-organic perovskites under
pressure [468]. Two-dimensional (2D) materials, have emerged
as promising candidates for next-generation electronic applica-
tions. Although only a few dozens 2D materials have been suc-
cessfully synthesized [469] or exfoliated [470], a recent study
identified ∼1,000 easily exfoliable compounds [471]. Inorganic
3D lattices as contained in the ICSD are above 200,000; The
AFLOW database (http://aflowlib.org/) lists ≈1,600 binary sys-
tems, ≈30,000 ternaries and 150,000 quaternaries. The esti-
mated chemical space for drug discovery is quantitatively of the
order of several millions of structures and compositions [472].
6.2. Optimizing Tc and pressure in hydrides
Having observed that the hypothetical chemical space avail-
able in hydrides is ridiculously vast. Computational explo-
rations are and will be at the forefront to help to navigate to
promising directions. We now describe pragmatic strategies
targeted at increasing Tc and reducing pressure to stabilize hy-
drides.
• Selected Ternary phases: Due to the vast chemical space
available for ternary hydrides a systematic search can hardly
be afforded and thus only few studies, in literature, explore se-
lected phases and compositions on ternary hydrides. For exam-
ple, one can focus on ternary compositions stable at ambient
pressure or attempt for substitutions in binary hydride based
on concepts as chemical substitubility [473, 340], or electronic
structure arguments.
A good starting point is to consider ternary doping of ex-
isting high-Tc binary hydrides, as exploited by several authors
which investigated different strategies of doping of H3S. Heil
and Boeri [474], studied isovalent subsitution of sulfur in H3S,
with chalcogens (O, S, Se, Te) using the virtual crystal approx-
imation to identify trends which would increase the Tc. They
evidenced that isovalent substitution of sulfur with oxygen or
selenium for example, modifies the superconducting properties
by acting on the bonding rather than on the Fermi level po-
sition, which hints towards a general trend in hydrides under
pressure. Recently (2018), Liu et al. [475] performed crys-
tal structure prediction calculations at a fixed composition of
S0.5Se0.5H3 and found that the lowest enthalpy structures in-
deed correspond to different decorations of the cubic SH3 lat-
tice. Based on their electron-phonon calculations, the supercon-
ducting temperature decreases when S is replaced by Se, which
the authors attribute to a decreasing strength of the covalent
H-S or H-Se bonds. More recent calculation of thermodynami-
cal stability of H3S1−xSex compound by Amsler [326] revealed
that, when stable the mixed S/Se compositions does not show
improved superconducting properties.
A similar strategy applied in superhydrides, this time in-
spired by the discovery of LaH10 brought to the prediction
of superconductivity at 258 K in CaYH12 under pressure [476,
477].
The renaissance of hydrides as energy materials could also
have deep implications in the field of superconductivity. In fact,
the field of energy materials is much more mature than high-
pressure superconductivity and the phase diagram and thermo-
dynamics of many hydrides at ambient pressure are known in
great detail. This knowledge can be used in the near feature to
design new superconductors. Large families such as borohy-
drides, amides, alanates, gallates, transition metal-hydrides and
possibly active materials for lithiumion storage are potential
candidates for high-pressure studies. The evolution of ternary
hydrides as energy materials in a broader context was recently
reviewed in an excellent work by Mohtadi-Orimo [478].
Two examples of high-pressure studies in hydrogen-storage
materials are discussed by Kokail et al. [479], who studied
lithium borohydrides, or the studies on H-O-N at high pres-
sure [480, 481].
• Doping under pressure: The study of ternary phases dis-
cussed above still focuses on searching for thermodynamical
stability, which however is a (likely) sufficient but not neces-
sary condition for a material to be physically synthesizable and
practically stable. One could abandon the pursuit for thermo-
dynamic stability and directly address the search for long-lived
metastable structures, especially if a synthesis path can be eas-
ily conceived. This is the case of doping into a stable crystal,
inserting (substitutionally or interstitially) extra atoms, at low
concentration.
An obvious starting point is to perform charge doping of ex-
isting metallic phases at high pressure through partial replace-
ment of guest atoms. This can be used, for example, to opti-
mally position the Fermi level in a region of high density of
states, modify the shape of Fermi surfaces or promote struc-
tural or electronic phase transitions which increase the electron-
phonon coupling. However, high-pressure doping presents in-
herent experimental difficulties and thus this possibility has
been explored so far only by computational studies. For exam-
ple, it has been shown that hole doping of H3S with 6.25% of
phosphorus at 200 GPa, increases Tc from 189 to 212 K [482]
due to the positive effect of the van Hove singularity. On the
other hand, electron doping achieved by 6.25% of chlorine dop-
ing, reduces Tc to 160 K but has a positive impact in the pres-
sure, lowering the stabilization threshold for the Im3¯m phase.
In a similar spirit, Ge et al. [483] proposed doping H3S with el-
ements from neighboring groups in the periodic table and con-
cluded that a Tc as high as 280 K could be reached at 250 GPa
in S0.925P0.075H3. However, the stability of other phases on the
ternary convex hull could hinder doping of binary phases, a still
unexplored possibility.
A very promising way to use doping in searching for new
superconducting hydrides is to induce metallicity in insulating
crystals. It is well known that by introducing enough elec-
tron or hole-donating impurities one can render a semiconduct-
ing system metallic and even superconducting [484, 485, 486].
As a matter of fact the class of molecular crystals containing
light elements like carbon and hydrogen is immense and full
of potential. Following this idea, Flores-Livas et al. [487, 488]
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studied H2O and polyethylene, identifying promising substitu-
tion/dopant and showing that for realistic levels of doping at
high pressure, these covalent phases may exhibit superconduc-
tivity with critical temperature of about 60 K at moderate pres-
sures. In view of the vast number of hydrides that are covalent
bonded but remain insulating up to rather large pressures, this
venue represent a promising route for hunting high-Tc hydrides.
In spite of a few promising theoretical hints, this strategy of
use doping at high pressure is at early stages of development
both experimentally and computationally: Experimentally one
faces with the problem that methods for doping under pressure
have not being developed, thus it still remains a challenge in
the field of semiconductors [489]. Computationally, one faces
with the problem of accessing the ”doping space” of materials
which requires to apply systematic and well-converged proto-
cols to scan for suitable dopants [490], establishing properties
and stability of dopants. At zero pressure and for semiconduct-
ing systems accurate estimations [491, 492] can be obtained but
are intrinsically difficult to compute.
•Mechanical precompression: nanoscaffolds.
Recently, Xia et al. [493] predicted that it is possible to obtain
high-density hydrogen confining it in a (8,0) single-wall car-
bon nanotube. Their simulations showed evidence of metaliza-
tion at moderate pressures. The so-called ”physical compres-
sion effect”, which together with chemical pre-compression,
extends the possibilities to study materials at reduced pressures.
Nanoscaffold structures such as nanotubes or fullerenes are
ideal systems that could exert further pressure on tiny molecules
confined at their interior. A word of caution, is of course that the
stability of nano-scale systems and encapsulation of molecules
may be experimentally very challenging.
• Non-hydrostatic pressure: Although non-hydrostatic
conditions are preferably avoided in high pressure experiments,
if controlled, these effects may represent a promising route to
tune electronic and vibrational properties in hydrides. However,
controlling hydrostatic conditions experimentally is very chal-
lenging: while it is known that the lack of pressure-transmitting
medium in the region of 100-200 GPa seems to lead to condi-
tions of inhomogeneous pressure, it is very hard to control in
a reproducible manner. In fact, non-hydrostatic conditions is
highly material, and sample preparation dependent [494].
A recent computational work by Liu et al. [495] attempted to
examine the effect of non-hydrostatic strain modulation in H3S.
This paper pointed out that applied strain can effectively mod-
ify electronic energy levels and the lattice vibrations, thereby
exerting sensitive control over Tc.
Another attractive possibility is to use non-hydrostatic condi-
tions to access metastable phases. This offers a unique possibil-
ity to enhance the electronic structure and consequently super-
conductivity of materials under pressure. For example, in the
recent work on LaHx non-hydrostaticity seem to play a role in
favoring some metastable compositions and structures [3].
• Metastability: An ample number of examples have been
recently reported, in which metastability adds an extra dimen-
sion in the phase diagram of several systems: elemental phos-
phorus [74]; barium [91] and gallium under pressure [496]; tin-
nitrides under pressure [497]; PdH [442]; PH2 [168]; LaHx [3,
181]; metastable charge-density-wave superconductors [498] as
well as oxides [499, 500]. These works showed that controlled
heating and cooling cycles or pressure-hysteresis cycles permit
to selectively stabilize different metastable phases.
It is likely that at least some of the high-Tc phases observed in
high-pressure hydrides are also metastable at lower pressures.
Refining the experimental techniques that control the pressure-
hysteresis cycles may hopefully allow, in near future, to stabi-
lize some of the inaccessible high-Tc phases at moderate pres-
sures.
6.3. Searches on other superconductors
Presently the main candidate materials for room tempera-
ture and pressure superconductivity are unconventional super-
conductors such as cuprates or iron pnictides, which currently
hold the record for the highest Tc at zero pressure. These are
still heavily investigated and keep giving surprises. However, a
clear advantage of the field of conventional superconductors is
that theory/computational methods can help and guide the ex-
perimental discovery. The same is hardly transferred to exotic
pairing superconductors where a bridging between methods is
still under development and ab initio computational approaches
are extremely challenging [238].
Listed below, we address what we believe are the most
promising strategies that are/can be followed in searching for
new superconducting materials, non necessarily restricted to
hydrides nor to conventional superconductivity. Yet some of
these strategies still may benefit of the use of light elements,
where the same arguments as discussed for hydrogen (low mass
and strong covalent bonding) also hold.
• Reduced dimensionality: synthetic materials. A modern
achievement in condensed matter research is the design of ma-
terials at the atomic scale by means of techniques such as con-
trolled sputtering deposition [501], growth of hetero-structures
atom-by-atom, exfoliation and strain engineering with molecu-
lar beam epitaxy [502]. These methods allow to create com-
pletely artificial materials (FeSe/FeTe on graphene, STO) in
which is possible to induce or tune superconductivity [503].
The realization of low-dimension 1D/2D metallic structures
with light covalent bonded elements (carbon, boron, nitrogen,
etc...) represents an attractive possibility to discover high-Tc su-
perconductors at ambient pressure. Nonetheless, conceptually
these approaches are orthogonal to those used at high pressure,
where very little can be controlled and synthesis is dictated un-
wittingly by thermodynamic conditions.
Interestingly one of the most interesting predictions that have
been made within this class is that of doped graphane [504]
the hydrogenated graphite (see below), indicating that hydro-
gen can be a main player searching for superconducting low
dimensional materials. Along the same line, the prediction of
a superconducting phase in lithium doped graphene[505] and
its subsequent experimentally confirmation[506], further testify
the accuracy of first-principles computational methods for su-
perconductivity.
• Indirect role of hydrogen: Due to its strong ionic poten-
tial and high mobility, it is difficult for hydrogen at ambient
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pressure to be stable in any other chemical configuration than a
fully saturated covalent bond. However, due to its small atomic
size it may be incorporated into existing materials and act in-
directly to induce superconductivity. This is for example what
is seen in the case of palladium hydride, where hydrogen im-
proves the superconducting properties of elemental palladium
suppressing spin fluctuations [507]. This approach, may not
fully benefit from low-mass/high-phonon frequency argument,
however, may be key to high temperature conventional super-
conductivity. This is particularly evident in the prediction of
high-Tc in doped graphane, where hydrogen saturates pi states
of graphene and in turn a non-negligible electron-phonon cou-
pling arises promoting states with large e-p coupling close to
the Fermi level. When hole doped, superconductivity has been
predicted to occur as high as 100 K [508]. Combining these
ideas and using MgB2 monolayer as template material, Bekaert
et al. [509] report an increased critical temperature in MgB2of
up to 67 K.
• Chemical doping: Charge doping by means of alkali
metal incorporation had led to the discovery of a supercon-
ducting phase in fullerenes (C60) [510] for which the current
record is 40 K in Cs3C60. Endohedral doping of the cages is
often regarded as the most efficient approach to induce super-
conductivity, but exohedreal doping of fullerenes could also
be an attractive alternative [511]. In the same spirit, stable
cages of sodalite-type structure have shown the possibility to
be doped with elements of the V, VI, and VII columns of
the periodic table [512]. More recently theoretical calcula-
tion have also shown the possibility to induce superconduc-
tivity in doped cages of ZnO [513]. Doping graphite layers
leads to the discovery of intercalated graphite superconductors,
notably CaC6 [514]. Since 2010, alkali metal intercalation in
polycyclic aromatic hydrocarbons (PAH), has been investigated
and guided to promising results. Another example of inter-
calated systems showing superconductivity are layered binary
silicides [515], where it has been show through a high-pressure
synthesis procedure, the stabilization of metastable sheets of
silicon that lead to an enhancement of almost 30% in Tc [516].
Estimates of superconductivity in the high-doping limit were
given for generic families of intercalated group-IV honeycomb
structures [517]. Other examples include potassium-doping
of polycyclic aromatic hydrocarbons molecular crystals like
picene [518], phenantrene [519], dibenzopentacene [520] and
terphenyl [521, 522], which have been reported to exhibit criti-
cal temperature as high as 100 K [521, 522].
• Doping by field-effect: Modern techniques based on liq-
uid electrolytes permit to achieve doping levels as high as 1015
carriers/cm3, corresponding to tenths of electrons, roughly three
orders of magnitude larger than standard solid-state techniques.
At the same time, field gating does not act by simply charging
the system but, due to the intense fields involved, it can also
lead to permanent or long-lived chemical or structural trans-
formations in the region near to the surface of 2D systems. A
very interesting possibility to speculate is that since electrolytes
are usually hydrogen or light-elements, field gating may induce
a sizable migration of H+ ions onto the gated system, lead-
ing to a metallic transition and possibly to superconductivity.
Such an insulator-to-metal transition has been unequivocally
seen in hydrogen-doped WO3 [523], for which there were re-
ported claims of induced superconductivity at 120 K [524].
Moreover, the possibility to induce surface metallic states in
insulators by means of an intense electric field and turn two di-
mensional materials into superconductors [525] have opened a
new avenue of research. The successful synthesis of a plethora
of two-dimensional systems over the last years such as tran-
sition metal dichalcogenides [526], layered transition metal
oxides [527, 528], hexagonal-boron nitride [529], topologi-
cal insulators [530], 2D-cuprates [531], ferromagnetic 2D sys-
tems [532], phosphorene [533], bismuthene[534], silicene, ger-
manene [535, 536] and borophene [537] have fuelled the field
opening the possibility to investigate doping and induced super-
conductivity in a large array of different systems.
6.4. Theoretical and experimental outlook
As discussed in Sec. 6.2, there is still a long path to walk on
conventional superconductors. Specifically on hydrides under
pressure, we have show how computational methods help and
guide experimental search to undercover novel conventional su-
perconductors.
Yet, there are several theoretical aspects and computational
flaws that are left for future development. Before concluding
we would like to point out some (not ordered by importance):
Theoretically: I) the Coulomb interaction is often treated
within a crude Morel-Anderson approximation, but this is not
guaranteed to hold generally; II) Electronic self-energy correc-
tions beyond the Migdal approximation are usually neglected
but it has been proved to play a role in hydrogen-rich materials
and generally for systems where phonon frequencies are large
and the e-p interaction is sizable [538, 539]. III) Phononic non-
adiabatic effects [540] and implications on superconductors are
practically unknown;
IV) Non-linear electron-phonon and its repercussions on Tc, are
largely overlooked.
V) Plasmon and polaron effects have been shown to play an im-
portant role for some materials under pressure but are usually
disregarded.
VI) Currently there is not a KS-DFT functional constructed for
the extreme compression limit and essentially all studies con-
ducted so far rely on functionals derived/based on the standard
electron-gas and tuned to reproduce ambient pressure proper-
ties.
VII) Phonon anharmonicity has been conclusively shown to be
of tremendous importance, specifically at HP and for hydro-
gen rich materials [209]. Presently simulation requires an ex-
treme computational cost and efficiency improvement in com-
putational schemes, algorithms and implementations would be
desirable.
Computationally most of the future research effort will cer-
tainly be directed towards automation and the inclusion of com-
putational informatics (machine learning, artificial intelligence,
etc). The automatic prediction of phase diagrams is a realistic
goal to be reached within the next few years. In this context,
the exploration of binary hydrides (computationally) is almost
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completed and the next venue for searching are ternaries. Other
aspects that have to be addressed by means of computations
are reaction paths between structures and stoichiometries, rare
events and nucleation [541] are practically unexplored issues in
hydrides under pressure.
Experimentally, the future in high pressure foresees many
more developments, as mentioned before in two fronts: first, fo-
cus ion beam techniques will play a fundamental role in DACs,
sculpting futuristic micro-anvils that will extend the range of
pressure well above the 400 GPa (the ceiling pressure for one-
stage DAC) and second, thanks to the advancement in new X-
ray sources (synchrotron and X-ray free electron laser) bring-
ing down to sub-micro beams, brighter and more intense with
shorted pulses, will enable the study compression volumes of
only tens of picolitres. Another experimental areas of high pres-
sure that will increase substantially in terms of research is the
one related to magnetism at the megabar.
7. Conclusions
In this Review we offered an up-to-date perspective on the
field of conventional superconductivity at high pressures. Re-
cently, the field has been fueled by the experimental discov-
ery of two record-breaking hydrides, H3S(2015, 200 K) and
LaH10(2018, 250 K). These materials, which currently hold the
record for the highest and second-highest Tc, are different in
almost every respect from what would have been considered
an ideal superconductor few years ago. They have a rather sim-
ple stoichiometry, highly-symmetric structures and are standard
metals that obey a conventional mechanism for superconductiv-
ity. Given the extremely rapid progress over the last three years,
it is a safe bet to predict that hydrides will be the first materi-
als to achieve room temperature superconductivity (300 K) in
coming years.
Hydrides, despite their apparent modesty when compared to
more complex unconventional (cuprates, Fe-based, etc) super-
conductors, do possess one aspect which makes them unusual:
these materials require pressures more than one million higher
than ambient pressure in order to exist and superconduct. Cur-
rently, only a handful number of groups world-wide are able
to perform the complex characterization needed to detect su-
perconductivity at these pressures. It is important to realize,
however, that this rather small number of groups able to per-
form these experiments should not be confused with how ex-
pensive or sophisticate the set-up are. Counter-intuitively, HP
set-up such as diamond anvil cells are considerably more acces-
sible than even the cheapest scanning electronic microscope or
ultra-high-vacuum deposition chambers. In fact, many groups
have access to commercial diamond anvil cells and can rou-
tinely reach megabar pressures. The difference resides in mas-
tering of techniques needed to detect the properties of super-
conductors under pressure. The very specific set of skills and
instruments have been developed only by a few groups trough
many years of involved experimentation.
Furthermore, the excitement produced by the discovery of
warm-superconductors is only one aspect of the even more ex-
citing paradigm shift that is taking place in material research.
The discovery of high-Tc superconductivity in hydrides is in
fact a spectacular demonstration of the extraordinary symbiosis
between experimental research, theoretical methods and com-
putational tools that has taken place over the last years.
Currently, the main drawback of superconducting hydrides
lies in the impossibility for any practical application, remaining
(near future) at the level of basic research. Nevertheless, it is
reasonable to expect that this field will increase considerable in
size. This assure it will flourish to new endeavours, promising
perhaps futuristic applications. To push this field forward, it
is highly desirable to determine whether high-temperature con-
ventional superconductivity can be extended to other hydrides
which exist in the solid state and, in the long term, whether
pressure can be drastically decreased. Indeed, the large port-
folio of existing hydrides, which includes energy storage and
active materials for lithiumion storage, contains many promis-
ing materials for achieving this task. Another route to explore
and to find better superconductors is, that the same concepts and
methods that lead to the discovery of high-Tc superconductivity
in hydrides may be applied to other compounds.
In previous sections, we have reviewed the main aspects of
the extraordinary machinery used to discover new materials un-
der high pressure, which aided the ground-breaking discoveries
of H3S and LaH10, and elucidated the underlying physics in
these materials. We provided a fresh update on experimental
techniques and reviewed the key points on the theoretical un-
derstanding of superconductors. Other important active areas
of research and future direction are also discussed in this Re-
view.
Finally, due to the rapid progress of the field, we are certain
that some parts of the Review will become obsolete in a short
time. Interestingly, over the last five years (2015-2019), the
goal of superconducting research in hydrides has shifted from
an unseeingly impossible room-temperature superconductivity
to find ways to achieve the same phenomenon at ambient condi-
tions, both of pressure and temperature. It is our hope, that the
methodological framework described and commutable knowl-
edge from experiments, theory and computation serve as a ref-
erence work and help to lead many more exciting discoveries in
years to follow.
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Appendix
Periodic Tables: Information shown in the periodic table of
superconducting elements (Fig. 1) has been collected from ref-
erences [53, 54, 52, 55]. The following works refer to studies of
binary hydrides under pressure for which some of the informa-
tion was taken Fig. 21: Li [542], K [543], Fr [434], Be [544],
Mg [545], Ca [176], Sr [546, 547] Ba [548], Ra [434], Sc [549],
Y [182], La [182, 177], (Ce, Pr, Nd, Ho, Er, Tm, and Lu) [434],
Ac [550], Th [551], Pa [434, 552], U [553], (Np, Cm) [434],
(Ti,Zr,Hf) [434], V [554], Nb [555, 556], Ta [557], Cr [558],
W [559], Tc [560], Ru [561], Os [562], (Rh,Ir) [563], Pd [440,
564], Pt [565, 566, 563, 567], Au [563], B [568], Al [569],
Ga [570], In [571], Si [159, 572], Ge [573, 574, 575, 576, 577,
578, 573, 578], Sn [579], Pb [580], P [168, 449, 581, 582, 583],
As [584], Sb [585], Bi [586], S [173], Se [173, 587], Te [588],
Po [589], Br [590], I [591, 592], and Xe [593].
Definition of hydrides and superhydrides: Note, that the
term hydride is an old concept and could have several defi-
nitions. For example, Gibb used it to describe a compound
in which there is a metal-to-hydrogen bond. Along this Re-
view we treated hydride simply as a combination of hydrogen
and any other element. Under this definition, hydrides can be
generally classified into four categories based on the nature of
their hydrogen bonding: ionic or saline (i.e., hydrides of alkali
and alkaline earth metals), covalent or volatile (i.e., hydrides of
group IIIA–VIIA elements), metallic (i.e., hydrides of transi-
tion metals), or vdW (i.e., hydrides of rare gas elements). It is
clear that this classification does not offer a complete vision of
hydrides as the nature of the hydrogen bond can be significantly
altered by pressure. As such, for simplicity in the construction
of periodic tables (Fig. 21 and Fig. 1) we omit the naming of
compounds accordingly to chemistry conventions. For exam-
ple note that in the periodic table H3S appears as SH3. It also
neglects further distinctions such as superhydrides, which have
unusually high hydrogen contents (e.g., LaH10).
Statistics on publications: In order to track the num-
ber of publications on the field (see Fig. 2) we used Google
scholar engine together with searches and key words such as –
hydrides– followed by filtering options with –superconducting–
over the selected period of time. Needless to mention that these
numbers are approximate and that can vary over time, specially
on decades when hydrides started to be explored on other do-
mains such energy materials.
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