Abstract: Load forecasting is of crucial importance for smart grids and the electricity market in terms of the meeting the demand for and distribution of electrical energy. This research proposes a hybrid algorithm for improving the forecasting accuracy where a non-dominated sorting genetic algorithm II (NSGA II) is employed for selecting the input vector, where its fitness function is a multi-layer perceptron neural network (MLPNN). Thus, the output of the NSGA II is the output of the best-trained MLPNN which has the best combination of inputs. The result of NSGA II is fed to the Adaptive Neuro-Fuzzy Inference System (ANFIS) as its input and the results demonstrate an improved forecasting accuracy of the MLPNN-ANFIS compared to the MLPNN and ANFIS models. In addition, genetic algorithm (GA), particle swarm optimization (PSO), ant colony optimization (ACO), differential evolution (DE), and imperialistic competitive algorithm (ICA) are used for optimized design of the ANFIS. Electricity demand data for Bonneville, Oregon are used to test the model and among the different tested models, NSGA II-ANFIS-GA provides better accuracy. Obtained values of error indicators for one-hour-ahead demand forecasting are 107.2644, 1.5063, 65.4250, 1.0570, and 0.9940 for RMSE, RMSE%, MAE, MAPE, and R, respectively.
Introduction
Planning electricity systems in terms of generation, transmission, and distribution relies on generation and load forecasting. In addition to economic load dispatching, unit commitment, and price forecasting which, are interests of the electricity market, electrical load forecasting is important in terms of risk reduction for the power grid. In addition, unbalanced supply/demand caused by inaccurate forecasts in traditional electricity generation systems [1] has led to integration of advanced communication technologies into traditional grids, which are known as smart girds (Figure 1 ). Smart grids engage the customer in the decision-making process and, in a larger view, decisions are made based on the flow and exchange of information [2] . However, there are challenges to ensure that smart grids are economically beneficial, such as closing the gap between demand and supply, and fuel resource planning. All these factors highlight the importance of accurate electrical energy demand forecasts.
Diverse techniques have been applied in demand forecasting problems such as techniques based on time series and regression analysis [3] [4] [5] . However, because of the non-linear nature of the problem, techniques based on artificial neural networks and Adaptive Neuro-Fuzzy Inference System (ANFIS) are more popular [6] [7] [8] [9] [10] [11] . As an example, Barak and Sadegh [12] proposed a hybrid ARIMA-ANFIS model for forecasting of the annual energy consumption of Iran. ARIMA outputs were used to forecast the energy consumption, using different ANFIS structures. According to the results, the ARIMA-ANFIS model gave more accurate forecasts compared to the ARIMA and ANFIS models. As the final step, meta-heuristic algorithms were employed to increase the accuracy of the ANFIS. The research does not develop a strategy for large data sets and input selection. In another piece of research conducted by Hooshmand et al. [13] , a wavelet transform (WT) and an artificial neural network (ANN) were used for primary load forecasting where the inputs are meteorological parameters and previous values of the electric load. The ANFIS was employed to improve the forecasting results. However, the research does not introduce an approach for input selection and the capability of the evolutionary algorithms for optimizing the ANFIS has not been investigated. In another similar model, Panapakinis and Dagoumas [14] proposed a wavelet transform-ANFIS-GA-neural network model for natural gas demand forecasting. The original signal was decomposed by WT and used as ANFIS inputs. After optimizing ANFIS parameters with GA, output of ANFIS was fed into the neural network. The model does not seem to be efficient in case of multiple inputs since feature selection approach has not been developed.
A difference seasonal auto-regressive integrated moving average (diff-SARIMA), neural network, ANFIS, and DE combined method was used by Yang et al. [15] for short-term electricity demand forecasting of New South Wales in Australia. The proposed combined model presented better results than SARIMA, neural network, and ANFIS models. Parameters of the ANFIS were optimized using the DE method. Identical to the articles mentioned earlier, the research does not present a strategy for input selection. Moon et al. [16] proposed a hybrid of random forest and multi-layer perceptron for daily energy demand forecasting of a university campus. A decision tree was employed to classify the data into date, day of the week, holiday, and academic year. Furthermore, an approach was developed for considering the effect of the temperature in energy consumption and classifying the days of the week. However, the algorithm might not easily adapt to availability of the other parameters to be considered.
All the issues mentioned earlier motivated the current study to develop a forecasting strategy which: (i) can perform with any given dataset; (ii) is totally automatized; and (iii) provides a better accuracy.
Contribution
The current study aims to address solutions for data pre-processing and the input selection problem. As mentioned above, previous studies did not develop a robust model that is compatible with different datasets. The best combination of the input variables must be achieved before applying any data pre-processing or feature extraction techniques. The paper proposes a robust model which is capable of forecasting hourly electrical load demand with any given inputs. The inputs may include different combinations of previous demand values and weather parameters.
In addition, despite a combination of ANNs and ANFIS being discussed in previous research, training ANFIS was realized using a hybrid method. The proposed methodology employs meta-heuristic algorithms for ANFIS training and combines MLPNN, ANFIS, and meta-heuristics to increase the forecasting accuracy. Some research related to training ANFIS using meta-heuristics is given in [17] [18] [19] [20] .
The proposed methodology is described in Section 2 and the results are presented and discussed in Section 3. Finally, Section 4 is the conclusion of the present study.
Methodology

Data
Hourly electrical power demand data for Bonneville, Oregon, USA, from 2 July 2015 to 19 September 2017 provided by the US Energy Information Administration [21] were used to test and validate the model. The original data set was a 1 × n matrix where n is the number of samples. After removing the matrix fields without reported values, a figure of the initial dataset was generated and presented in Figure 2 . A new data set (13 × (n − 30) matrix) was created where 30 is the biggest considered delay. 13 is related to the applied probable delays of 1, 2, 3, 4, 5, 6, 24, 25, 26, 27, 28, 29, and 30 for creating a dataset with 13 variables. To obtain the best combination of the variables, a new dataset was fed into the NSGAII as described in Section 2.2. Outlier detection techniques can be applied for detection and removal of outliers. An example of these techniques is given in [22] .
Proposed Algorithm
The created input dataset contains (
variables where x is the actual electrical power demand. These are the inputs of the NSGA II which can generate results with any given input dataset and find the best combination of the inputs. Thus, other delays of the electrical power demand and weather parameters (if available) can be added to the inputs.
The proposed algorithm is a two-step forecasting process. In the primary forecasting step, a combination of the NSGAII and MLPNN was employed. MLPNN is the fitness function of the NSGA II to determine fitness of the input combinations in each iteration of the NSGAII. The output of the NSGAII was set to be the MLPNN with the best fitness. Therefore, the obtained MLPNN contains the best combination of the input variables among tested combinations in iterations of the NSGAII and is also the best-trained neural network.
As the second step, the obtained forecasted value from the first step was fed to the ANFIS. The result of this step is the final forecasted value of the electrical energy demand. Training of the ANFIS was realized using different algorithms, namely hybrid algorithm (combination of the backpropagation and least-square error), ACO, DE, GA, ICA, and PSO. Among applied algorithms for ANFIS training, GA demonstrated better performance in terms of the lower values of error indicators. The overall proposed approach is presented in Figure 3 . 
NSGA II
NSGA II [23] is an elitist multi-objective optimization algorithm that initializes by a random population and assigns a fitness value for each member of the population. After generating the offspring using crossover and mutation operators, a binary selection operator, based on fitness and crowding distance, is applied to the parent and offspring population for elitist selection. Crowding distance defines the distance of an individual to its neighbors and large crowding distance results in higher diversity, calculating the crowding distance begins by assigning distance to zero for each individual. Next, individuals are sorted based on objective function. After assigning infinite value to the boundaries (I(d 1 ) = ∞, I(d n ) = ∞), crowding distance of the mth objective function of the kth individual in front F i for k = 2 to (n − 1) is calculated by Equation (1).
The algorithm preserves the best individuals from parent and offspring and continues until the stopping criteria is met. The elitism process is shown in Figure 4 . 
MLPNN
Multi-layer perceptron neural network is a powerful tool for solving non-linear problems. It consists of an input layer, one or more hidden layers, and an output layer. Each layer contains artificial neurons and the neurons between layers are connected with an adaptable weight. The output of each neuron in each layer is multiplied by the adaptable weight and after passing through a transfer function becomes the input to the next-level neurons. In this research, tuning the weights, which is called the learning process, is realized by a backpropagation algorithm, namely the Levenberg-Marquardt algorithm. The structure of an MLPNN is shown in Figure 5 . 
ANFIS
ANFIS was introduced by Jang [24] and is an artificial intelligence model that benefits from advantages of both fuzzy systems and ANNs. In this model, fuzzy inference systems (FIS) are determined by if-then rules and membership functions (MFs) where tuning the MFs are realized by ANNs. The three main types of FISs are the Takagi-Sugeno-Kang (TSK), Mamdani, and Tsumoto [25] .
In this research, TSK FIS model was employed, which is more powerful at handling non-linear input-output relationships [26] . TSK uses the pattern of input and output data to create if-then rules. If-then rules for TSK model in a 2-input system is given in Equation (2).
where A 1 , B 1 and A 2 , B 2 are the MFs related to input x and input y respectively and p 1 , q 1 , r 1 , p 2 , q 2 , r 2 are linear parameters of part-Then in TSK. Figure 6 shows the structure of a typical ANFIS model which contains 5 layers. The fuzzification process is realized in the first layer. In this layer, nodes are square nodes with function presented in Equation (3) .
where i is the ith node in the layer, A i is linguistic value of the node. As the membership function, a Gaussian membership function was employed (Equation (4)).
where a i and c i are the parameters that define shape of the membership function. These parameters are tuned during the learning process. Layer 2 contains circle nodes that multiply the input signals and their output is the product of this multiplication which stands for firing strength of each rule as given in Equation (5).
In layer 3, node i calculates the ratio of ith rule firing strength in respect to sum of all rules firing strength which, is a normalization process. Similar to layer 2, nodes are fixed in layer 3. Next, adaptive nodes in layer 4 calculate values of the rule of the consequent part and finally, layer 5 sums all outputs of layer 4 and contains only one node [27] . Mathematical description of layer 3, layer 4 and layer 5 are given in Equations (6)- (8) respectively.ω
ANFIS is trained using input-output data pairs. As seen in the ANFIS architecture and equations describing each layer, parameters in layer 1 and layer 4 can be tuned. This process defines the shape of the MFs (tuning of a i and c i ) and specifies the fuzzy rules (tuning of p i , q i and r i ). Tuning of these parameters is realized according to an error criterion. Backpropagation algorithm can be employed for training ANFIS; however, due to slow convergence rate of the backpropagation algorithm and its tendency to be trapped in local minima, it is used combined with the least-square estimator. This combination is called the hybrid method and because of reduction of the dimensional search space, provides a faster convergence rate [28] .
Genetic Algorithm (GA)
A genetic algorithm is a meta-heuristic algorithm based on natural selection. A continuous GA was used for this research, which consists of mutation, crossover, and selection. To distribute the initial population in solution space, the initial population is generated randomly. The solutions in each iteration are evolved until the stopping criteria is met.
Results and Discussion
Primary Forecasting Step
As the primary forecasting step, the created data matrix with 13 variables was fed into the NSGAII algorithm. The employed fitness function is an MLPNN with one hidden layer whose hidden layer size and transfer functions are 7, tansig, and tansig, respectively. Different combinations of the 13 variables (input vectors) were generated, and their fitness values were evaluated by the NSGAII in each iteration. Non-dominated solutions are the outputs of this step. Each output is a MLPNN, which contains the best non-dominated input vector as its input. The Pareto front of the NSGAII related to the generated non-dominant solutions is shown in Figure 7 . To demonstrate the importance of the feature selection, forecasting results of the best input vector generated by NSGAII was compared to the 13 variables 1 variable (x − 1) input vectors, using MLPNN as the forecasting model. The results are presented in Table 1 . Explanation of the employed error indicators can be found in Appendix A. As seen in Table 1 , using selected input vector generated by the NSGA II results in better forecasting accuracy. Furthermore, to compare the forecasting accuracy of the MLPNN and ANFIS models, the selected input vector was used as the input of the ANFIS models with different training algorithms. The results are given in Table 2 . Comparing Table 1 to Table 2 it can be observed that using selected input vector, MLPNN model has a better forecasting accuracy compared to the ANFIS model. In addition, among tested ANFIS training algorithms, GA demonstrates better performance. Response surface of output versus input 1 and input 2 related to hybrid learning algorithm and GA learning algorithm (meta-heuristic with the best performance) are given in Figure 8 where input 1 and input 2 are (x − 1) and (x − 2) respectively. 
Final Forecasting Step
In the primary forecasting step, variables were selected by the NSGAII and an output was generated which is an MLPNN with selected input vector. As the final step, output of the MLPNN was fed into the created ANFIS models with different training algorithms, to evaluate the ability of the ANFIS to increase the forecasting results of the MLPNN model. The results are given in Table 3 . As seen in Table 3 , the combination of the MLPNN and ANFIS models improves the forecasting accuracy and MLPNN-ANFIS models and demonstrates lower error rates compared to the MLPNN and ANFIS models. Furthermore, all error indicators of RMSE, MAE, MAPE, and R related to MLPNN-ANFIS-GA model are lower than MLPNN-ANFIS-GA model. Thus, GA has a better performance in ANFIS training compared to the hybrid method. Figure 9 presents the errors and absolute percentage error (APE) for ANFIS-GA and MLPNN-ANFIS-GA models to better demonstrate the increased forecasting accuracy using a combination of MLPNN and ANFIS. For the purposes of better illustrating the accuracy of the tested models, error indication of the correlation coefficient for MLPNN, ANFIS-Hybrid, ANFIS-GA, and MLPNN-ANFIS-GA models are presented in Figure 10 while error indicators for these models are presented in Table 4 . As seen, the MLPNN-ANFIS-GA model provides the best correlation coefficient and lower error rates in terms of the RMSE, MAE, and MAPE among the tested models. The targets (actual load) and the final forecasting results for a one-day region and a one-week region are presented in Figures 11  and 12 respectively. 
Conclusions
In all forecasting problems, input parameter selection is of great importance. The developed methodology in the current research proposes a solution to the trial-and-error approach employed by previous research in a demand forecasting field. The developed approach is compatible with any given dataset and can perform in cases of addition or removal of input variables. Assigning a multi-layer perceptron neural network as the output of NSGAII makes it possible to realize secondary processes automatically which, in the case of the current research, is using the ANFIS model to improve forecasting capability of the MLPNN.
Regarding processing time and computational complexity, since the most complex process is finding the input vector, once inputs are selected and the output of the NSGAII is generated, the algorithm can be used for online applications. It will be necessary to run the primary forecast part of the algorithm just in case of availability of new parameters, which can increase the forecasting accuracy.
According to the obtained results, while MLPNN has a better forecasting accuracy compared to the ANFIS, the combination of these two models reduces all forecasting error indicators. In addition, meta-heuristic algorithms are found to be suitable for training of the ANFIS. GA demonstrated better performance in terms of ANFIS training compared to the hybrid method. Among all tested models, the MLPNN-ANFIS-GA model presented lower error rates in terms of the RMSE, MAE, MAPE, and R. 
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Appendix A
The indicators of absolute percentage error (APE%), mean absolute error (MAE), mean absolute percentage error (MAPE), root mean squared error (RMSE), root mean squared error percentage (RMSE%), and correlation coefficient (R) were used for evaluations of the model. The following equations describe these indicators:
where x i andx i are the actual load value and mean of the actual load value and y i andȳ i are the forecasted load value and mean of the forecasted load value, respectively.
