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Abstract
Correlation matrices (positive semidefinite matrices with ones on the diagonal)
are of fundamental interest in quantum information theory. In this work we intro-
duce and study the set of r-decomposable correlation matrices: those that can be written
as the Schur product of correlation matrices of rank at most r. We find that for all
r ≥ 2, every (r+ 1)× (r+ 1) correlation matrix is r-decomposable, and we construct
(2r+ 1)× (2r+ 1) correlation matrices that are not r-decomposable. One question
this leaves open is whether every 4× 4 correlation matrix is 2-decomposable, which
we make partial progress toward resolving. We apply our results to an entanglement
detection scenario.
1 Introduction
Correlation matrices have been a topic of considerable interest in quantum information
theory [DS05, CSUU08, BHTW10, HM11, WY16, YDX17, ML18]. This interest is due in
part to Tsirelson’s theorem [Tsi87], which reveals an intimate connection between correla-
tion matrices and certain types of correlations that can arise from quantum systems. An-
other motivation is the identification of correlation matrices with Schur channels, exam-
ples of which include physically relevant channels such as generalized dephasing chan-
nels, cloning channels, and the Unruh channel [BHTW10]. In this work, we introduce and
study the set of decomposable correlation matrices, and apply our results to an entanglement
detection scenario. We note that a related question regarding coherent states was recently
studied in [ML18].
For a positive integer n, let L(Cn) denote the set of linear operators on Cn, and let
Cor (Cn) ⊂ L(Cn) denote the set of correlation matrices: positive semidefinite matrices
with diagonal entries all equal to one. We say a correlation matrix P ∈ Cor (Cn) is r-
decomposable if it can be written as the Schur product ⊙ (also known as the Hadamard
product, entrywise product, or pointwise product) of correlation matrices of rank ≤ r,
i.e.,
P = R1 ⊙ · · · ⊙ Rm (1)
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for some positive integer m and correlation matrices R1, . . . , Rm ∈ Cor (Cn) with
rank(Ri) ≤ r for all i ∈ {1, . . . ,m}. We use Corr (Cn) to denote the set of r-decomposable
matrices.
It is well known that Cor (Cn) is a compact and convex set. To our knowledge, it is not
known whether Corr (Cn) is closed, and we leave this question unanswered. We show
that Corr (C
n) is not convex when r ≥ 1 and n ≥ 2r+ 1.
It is clear that Corr (Cn) = Cor (Cn) for all n ≤ r. We prove that Corn−1 (Cn) = Cor (Cn)
for all n ≥ 3, but Corr (Cn) ( Cor (Cn) for all n ≥ 2r + 1. This leaves open the question
of whether the containment Corr (Cn) ⊆ Cor (Cn) is strict for n ∈ {r + 2, . . . , 2r}, and
in particular whether Cor2
(
C4
) ⊆ Cor (C4) is strict. We reduce the latter to a simpler
question of whether every element of a certain subset of Cor
(
C
4
)
can be written as the
Schur product of just two rank-two correlation matrices, which could make the problem
more tractable for analytical or numerical approaches.
We apply our results to the following entanglement detection scenario. Say we are
given many copies of unknown pure states v1v
∗
1 , . . . , vnv
∗
n, on which we are allowed to
perform any of the measurements {v1v∗1 ,1− v1v∗1}, . . . , {vnv∗n,1− vnv∗n}, and we wish to
detect that for any partitioning of the space into subsystems of dimension≤ r, at least one
of the states must be entangled. This scenario is similar to our r-decomposability question,
as the only meaningful information to be gained from performing the allowed measure-
ments is precisely the inner products 〈vav∗a , vbv∗b〉 for a, b ∈ {1, . . . , n}. In Proposition 5 we
find cases of this scenario in which one can indeed detect entanglement.
In Section 2 we review some mathematical preliminaries, in Section 3 we present our
main results on Corr (Cn) and apply them to entanglement detection, and in Section 4 we
study the question of whether the containment Cor2
(
C4
) ⊆ Cor (C4) is strict.
2 Mathematical preliminaries
Here we review some elementary facts and definitions we use.We often find it convenient
to identify a complex Euclidean space by a symbol such as X or Y , rather than specifying
the isomorphic space Cn, because it allows us to refer to multiple spaces that could be
isomorphic to each other. For any complex Euclidean space X , let 〈·, ·〉 : X × X → C be
the standard Euclidean inner product that is conjugate-linear in the first argument and
linear in the second argument. Let ‖·‖ = √〈·, ·〉 be the Euclidean norm, and define the
set of unit vectors S(X ) as the set of vectors x ∈ X that satisfy ‖x‖ = 1. For a non-negative
integer a we let ea denote the standard basis vector with 1 in the a-th position and zeros
elsewhere. We use the convention [m] := {1, . . . ,m} for any positive integer m.
For a positive integer m and complex Euclidean spaces X1, . . . ,Xm, we say a vector (or
tensor)
x ∈ X1 ⊗ · · · ⊗ Xm (2)
is a product vector (or elementary tensor) if it is non-zero and can be written as
x = x1 ⊗ · · · ⊗ xm (3)
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for some collection of non-zero vectors x1 ∈ X1, . . . , xm ∈ Xm. If x is not a product vector
and is non-zero then we say x is entangled. We use Prod (X1 : · · · : Xm) to denote the set
of product vectors in X1 ⊗ · · · ⊗ Xm, and ProdS (X1 : · · · : Xm) to denote the set of unit
product vectors. We refer to the spaces X1, . . . ,Xm that compose the space X1 ⊗ · · · ⊗ Xm
as subsystems.
For positive integers n and m, we frequently define sets of product vectors
{xa : a ∈ [n]} ⊂ Prod (X1 : · · · : Xm) (4)
without explicitly defining for each a ∈ [n] corresponding vectors xa,1, . . . , xa,m for which
xa = xa,1 ⊗ · · · ⊗ xa,m. (5)
In this case, we implicitly fix some such set of vectors xa,1, . . . , xa,m (they are unique up to
scalar multiples αa,1xa,1, . . . , αa,mxa,m such that αa,1 · · · αa,m = 1), and refer to the vectors
xa,j without further introduction. We use symbols like a, b, c to index vectors, and symbols
like i, j, k to index subsystems.
We conclude this section by reviewing some elementary facts about correlation ma-
trices. It is straightforward to verify that a matrix P ∈ L(Cn) is contained in Cor (Cn)
if and only if P = T∗T for some linear operator T ∈ L(Cn,Cs) (and positive integer s),
the columns of which form unit vectors. We say P is generated by some set of unit vec-
tors {va : a ∈ [n]} ⊂ S(Cs) if these vectors can be chosen as the columns of T. Note
that P(a, b) = 〈va, vb〉, so P is the matrix of inner products (i.e. the Gram matrix) of any
generating set of unit vectors. Two sets of unit vectors {va : a ∈ [n]} ⊂ S(Cs1) and
{ua : a ∈ [n]} ⊂ S(Cs2) with s1 ≤ s2 generate the same correlation matrix if and only if
there exists an isometry U ∈ U (Cs1 ,Cs2) such that Uva = ua for all a ∈ [n]. This property
follows from the standard result that two operators T1 ∈ L(Cn,Cs1) and T2 ∈ L(Cn,Cs2)
satisfy T∗1 T1 = T
∗
2 T2 if and only if T2 = UT1 for some isometry U ∈ U (Cs1 ,Cs2). Note
that by linearity, the linear dependence of every generating set is the same. It is straight-
forward to verify that a correlation matrix P ∈ Cor (Cn) is r-decomposable if and only if
there exists a positive integer m, complex Euclidean spaces X1, . . . ,Xm with dimXi ≤ r
for all i ∈ [m], and a set of unit product vectors {xa : a ∈ [n]} ⊂ ProdS (X1 : · · · : Xm) that
generate P.
3 Results on r-decomposable correlation matrices
Here we state and prove our main results on r-decomposable correlation matrices.
Theorem 1. For any integers r ≥ 2 and n ≤ r+ 1, Corr (Cn) = Cor (Cn). More generally, let
X be a complex Euclidean space and P ∈ Cor (X ) be a correlation matrix. If rank(P) ≥ 3 and P
is generated by a set of unit vectors that contains a vector linearly independent from the rest, then
P is (rank(P)− 1)-decomposable.
Proof. We first prove the general statement. Let {va : a ∈ [n]} be a set of unit vectors that
generate P such that
vc /∈ span{va : a ∈ [n] \ {c}} (6)
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for some index c ∈ [n].
If vc is orthogonal to every other vector, then the construction is easy: the set of vectors
with each va replaced by va ⊗ e0 for a 6= c, and vc replaced by v′c ⊗ e1 for any unit vector
v′c ∈ span{va : a ∈ [n] \ {c}} generates P. This is a (rank(P) − 1)-decomposition of P,
since
dim span{va : a ∈ [n] \ {c}} = rank(P)− 1 (7)
and
dimspan{e0, e1} = 2 ≤ rank(P)− 1. (8)
If vc is not orthogonal to every other vector, then define
Π := Proj (span{va : a ∈ [n] \ {c}}) , (9)
and define two correlation matrices R and Q as
R(a, b) =
〈va,Πvb〉
‖Πva‖‖Πvb‖
(10)
and
Q(a, b) =
{
‖Πvc‖, a 6= b and c ∈ {a, b}
1, otherwise.
(11)
It is straightforward to verify that P = R⊙ Q. Indeed, for c /∈ {a, b},
(R⊙ Q)(a, b) = 〈va,Πvb〉‖Πva‖‖Πvb‖ = 〈va, vb〉. (12)
Otherwise,
(R⊙ Q)(a, c) = 〈va,Πvc〉‖Πva‖‖Πvc‖‖Πvc‖ = 〈va, vc〉, (13)
and similarly, (R⊙Q)(c, a) = 〈vc, va〉. The correlation matrix R has rank(R) = rank(P)− 1,
and is generated by the unit vectors Πva/‖Πva‖. The correlation matrix Q is clearly rank
2. This completes the proof of the general statement.
For the first statement, let r ≥ 2 be an integer. It is clear that Corr (Cn) = Cor (Cn) for
all n ≤ r, and by the above construction, Corr
(
Cr+1
)
= Cor
(
Cr+1
)
.
Now we find cases in which Corr (Cn) ( Cor (Cn). We require the following lemma,
which we reference without proof. We note that this lemma holds more generally over an
arbitrary field.
Lemma 2 ([Wes67, Joh11], Corollary 10 in [Lov18]). Let m ≥ 1 be an integer, let X1, . . . ,Xm
be complex Euclidean spaces, and let x1, x2 ∈ Prod (X1 : · · · : Xm) be product vectors. Then the
following statements are equivalent:
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1. For all scalars α1, α2 ∈ C, it holds that α1x1 + α2x2 ∈ Prod (X1 : · · · : Xm) ∪ {0}.
2. For some non-zero scalars α1, α2 ∈ C \ {0}, it holds that
α1x1 + α2x2 ∈ Prod (X1 : · · · : Xm) ∪ {0}.
3. There exists at most a single index j ∈ [m] for which dimspan{x1,j, x2,j} = 2.
Theorem 3. For all integers r ≥ 1 and n ≥ 2r+ 1, Corr (Cn) ( Cor (Cn).
Proof. For r = 1, the statement follows easily from the fact that the Schur product of any
two rank-one correlation matrices is again rank one (see the proof of Lemma 10). Assume
r ≥ 2. We find a correlation matrix P ∈ Cor (C2r+1) that is not contained in Corr (C2r+1).
This will prove the claim, as it implies that any correlation matrix in Cor (Cn) with prin-
cipal submatrix P is not r-decomposable.
Let v1, . . . , vr+1 be any linearly independent collection of unit vectors for which
|〈va, va+2〉| > |〈va, va+1〉| · |〈va+1, va+2〉|. (14)
For example, one could choose any p ∈ (0, 1) and let 〈va, vb〉 = p for all a 6= b ∈ [r+ 1].
Let α1, . . . , αr, β2, . . . , βr+1 ∈ C \ {0} be any collection of non-zero scalars subject to the
constraint that for all a ∈ [r] it holds that ‖αava + βa+1va+1‖ = 1, and let P be the correla-
tion matrix generated by
{v1, . . . , vr+1, α1v1 + β2v2, α2v2 + β3v3, . . . , αrvr + βr+1vr+1}. (15)
Note that rank(P) = r + 1. For notational convenience, we extend the definition of va to
denote the a-th vector in this set for each a ∈ [2r+ 1].
We proceed by contradiction. The existence of an r-decomposition of P is equivalent to
the existence of a positive integer m, complex Euclidean spaces X1, . . . ,Xm ∼= Cr, and unit
product vectors {xa : a ∈ [2r + 1]} ⊂ ProdS (X1 : · · · : Xm) such that 〈xa, xb〉 = 〈va, vb〉
for all a, b ∈ [2r+ 1]. By Lemma 2, this implies that for each a ∈ [r],
dim span{xa,i, xa+1,i} = 2 (16)
for at most a single index i ∈ [m]. Furthermore, such an index indeed exists for every
a ∈ [r], since for all a ∈ [r],
dim span{xa, xa+1} = dim span{va, va+1} = 2. (17)
For each a ∈ [r], fix ia ∈ [m] to denote the unique index that satisfies (16). Since
|〈xa,i, xa+1,i〉| = 1 for all i 6= ia, it must hold that |〈xa,ia , xa+1,ia〉| = |〈va, va+1〉| for all
a ∈ [r]. Note that
dim span{xa,i : a ∈ [2r+ 1]} ≤ r (18)
for all i ∈ [m], and
dimspan{x1, . . . , xr+1} = dimspan{v1, . . . , vr+1} = r+ 1, (19)
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so there must exist an index a ∈ [r− 2] such that ia 6= ia+1. Fix a to denote one such index.
Note that
|〈xa,ia , xa+1,ia〉| = |〈va, va+1〉| (20)
|〈xa+1,ia+1 , xa+2,ia+1〉| = |〈va+1, va+2〉| (21)
|〈xa,ia+1 , xa+1,ia+1〉| = 1 (22)
|〈xa+1,ia , xa+2,ia〉| = 1, (23)
from which it follows that
|〈xa,ia , xa+2,ia〉| = |〈va, va+1〉| (24)
|〈xa,ia+1 , xa+2,ia+1〉| = |〈va+1, va+2〉|, (25)
but this implies
|〈va, va+2〉| = |〈xa, xa+2〉| (26)
=
m
∏
i=1
|〈xa,i, xa+2,i〉| (27)
≤ |〈xa,ia , xa+2,ia〉| · |〈xa,ia+1 , xa+2,ia+1〉| (28)
= |〈va, va+1〉| · |〈va+1, va+2〉|, (29)
a contradiction to (14). This completes the proof.
Corollary 4. For all integers r ≥ 1 and n ≥ 2r+ 1, Corr (Cn) is not convex.
Proof. We first prove that Corr
(
C2r+1
)
is not convex. Let P ∈ Cor (C2r+1) \Corr (C2r+1)
be any correlation matrix constructed in Theorem 3. Since Cor
(
C2r+1
)
is contained in a
real affine space of dimension 2r(2r + 1), then by Carathe´odory’s theorem [Roc15],
P =
s
∑
i=1
p(i)Ri (30)
for some positive integer s ≤ 2r(2r + 1) + 1, probability vector p, and extreme point
correlation matrices Ri. By Corollary 2 in [LT94], rank(Ri) ≤ ⌊
√
2r+ 1⌋ ≤ r for all i ∈ [s].
It follows that Corr
(
C2r+1
)
is not convex, since each Ri is r-decomposable and P is not.
For the general statement, let n ≥ 2r + 1 be any integer. For each i ∈ [s], let
R′i ∈ Cor (Cn) be any correlation matrix with rank(R′i) = rank(Ri) ≤ r that contains Ri
as the upper-left principal submatrix. Then
P′ :=
s
∑
i=1
p(i)R′i ∈ Cor (Cn) (31)
contains P as the upper-left principal submatrix, so P′ is not r-decomposable. As before,
it follows that Corr (Cn) is not convex, since each R′i is r-decomposable and P
′ is not.
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Now we apply our results to the following entanglement detection scenario. Say we
are given many copies of unknown pure states v1v
∗
1 , . . . , vnv
∗
n, with v1, . . . , vn ∈ S(X ) for
an unknown complex Euclidean spaceX . Suppose further that we are allowed to perform
any of the measurements
{v1v∗1 ,1− v1v∗1}, . . . , {vnv∗n,1− vnv∗n} (32)
on any of the states v1v
∗
1 , . . . , vnv
∗
n, and we wish to detect entanglement in the following
sense. For some positive integer r, we wish to detect that for any complex Euclidean space
X , any set of unit vectors v1, . . . , vn ∈ S(X ) that are consistent with the measurement
outcomes observed in the above scenario, and any decomposition X = X1 ⊗ · · · ⊗ Xm of
X into spaces of dimension dim(Xi) ≤ r, at least one of the vectors v1, . . . , vn must be
entangled.
In the above scenario, the only meaningful information that can be gained from the
measurement outcomes is precisely the Gram matrix of {v1v∗1 , . . . , vnv∗n} (the matrix of
inner products 〈vav∗a , vbv∗b〉 for a, b ∈ {1, . . . , n}). Note that a correlation matrix R is the
Grammatrix of rank-one projectors if and only if R = P⊙ P for some correlation matrix P.
The above scenario is therefore equivalent to being given some correlation matrix R that
is the Gram matrix of rank-one projectors, and wishing to detect that for any correlation
matrix P, if R = P⊙ P, then P is not r-decomposable. In Proposition 5 we find examples
of such entanglement detection.
Proposition 5. For any integer r ≥ 1 and real number 0 < p < 1, there exists a correlation
matrix arising from a set of 2r+ 1 unit vectors
{v1, . . . , vr+1, v(1,2), v(2,3), . . . , v(r,r+1)} (33)
such that for all a 6= b ∈ [r+ 1],
|〈va, vb〉|2 = p2, (34)
and for all a ∈ [r],
|〈va, v(a,a+1)〉|2 = |〈va+1, v(a,a+1)〉|2 =
1+ p
2
. (35)
Furthermore, any such correlation matrix with 0 < p < 1r is not r-decomposable.
Proof. We first prove the existence of such a correlation matrix. The correlation matrix
generated by the set of unit vectors{
v1, . . . , vr+1,
1√
2(1+ p)
(v1 + v2), . . . ,
1√
2(1+ p)
(vr + vr+1)
}
, (36)
with 〈va, vb〉 = p for all a 6= b ∈ [r+ 1], satisfies the desired conditions. Indeed,〈
va,
1√
2(1+ p)
(va + va+1)
〉
=
1√
2(1+ p)
(1+ p) (37)
=
√
1+ p
2
, (38)
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and similarly, 〈
va+1,
1√
2(1+ p)
(va + va+1)
〉
=
√
1+ p
2
. (39)
Nowwe prove that any such correlation matrix with 0 < p < 1r is not r-decomposable.
For r = 1, the statement follows easily from the fact that the Schur product of any two
rank-one correlation matrices is again rank one (see the proof of Lemma 10), and that for
all 0 < p < 1, any correlation matrix satisfying the conditions of the proposition has rank
≥ 2. Assume r ≥ 2. It is clear that
|〈va, va+2〉| > |〈va, va+1〉| · |〈va+1, va+2〉| (40)
for all a ∈ [r − 2]. Thus, by the proof of Theorem 3 it suffices to show that the
vectors {v1, . . . , vr+1} are linearly independent, and that for all a ∈ [r] it holds that
v(a,a+1) = αava + βa+1va+1 for some non-zero scalars αa, βa+1 ∈ C \ {0}.
First, by Gershgorin’s circle theorem [HJ13], the condition that |〈va, vb〉|2 = p2 for all
a 6= b ∈ [r+ 1], along with 0 < p < 1r , implies that the vectors {v1, . . . , vr+1} are linearly
independent. Second, for each a ∈ [r] the principal submatrix of P generated by the vec-
tors {va, va+1, v(a,a+1)} is of the form
P(a,a+1) =


1 eiφ1p eiφ2
√
1+p
2
e−iφ1p 1 eiφ3
√
1+p
2
e−iφ2
√
1+p
2 e
−iφ3
√
1+p
2 1

 (41)
for some φ1, φ2, φ3 ∈ [0, 2pi). Note that
Det(P(a,a+1)) = p(1+ p)(−1+ cos(φ1 − φ2 + φ3)) ≤ 0, (42)
and since P(a,a+1) is positive semidefinite,
Det(P(a,a+1)) = 0. (43)
This implies that P(a,a+1) has rank one or two. We can deduce rank(P(a,a+1)) 6= 1 be-
cause va and va+1 are linearly independent. Thus, rank(P
(a,a+1)) = 2, which implies
v(a,a+1) = αava + βa+1va+1 for some scalars αa, βa+1 ∈ C, both of which must be non-zero
because no entry in P(a,a+1) has unit magnitude.
4 Is the containment Cor2
(
C4
) ⊆ Cor (C4) strict?
Theorem 1 implies Cor2
(
C3
)
= Cor
(
C3
)
, while Theorem 3 implies Cor2
(
C5
)
(
Cor
(
C5
)
. This leaves open the question of whether the containment Cor2
(
C4
) ⊆ Cor (C4)
is strict. For a correlation matrix P ∈ Cor (C4), it might seem possible that a 2-
decomposition (1) exists only for large values of m, which could make our problem
intractable. The following theorem allows us to restrict our attention to m = 2.
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Theorem 6. The following statements are equivalent:
1. Cor2
(
C4
)
( Cor
(
C4
)
.
2. There exists a correlation matrix P ∈ Cor (C4) such that rank(P) = 3, no vector in a
generating set of P is linearly independent from the rest, and P is not 2-decomposable into
the Schur product of precisely two correlation matrices of rank 2.
Theorem 6 shows that it suffices to consider rank-three correlation matrices for which
no vector in a generating set is linearly independent from the rest. In Proposition 7, we
construct 2-decompositions of an infinite family of such correlation matrices, thus nar-
rowing our question even further. We speculate that perhaps our construction can inspire
a more general construction of all such correlation matrices.
Proposition 7. Let P ∈ Cor (C4) be any correlation matrix generated by a set of unit
vectors {va : a ∈ [4]} such that there exists a real number −1/2 < p < 1 for which
〈va, vb〉 = p for all a 6= b ∈ [3], and there exist non-zero scalars α1, α2 ∈ C \ {0} for which
v4 = α1(v1 + v3) + α2v2. Then P ∈ Cor2
(
C
4
)
.
In the remainder of this section, we prove Theorem 6 and Proposition 7. For Theo-
rem 6, (1 ⇒ 2) will follow from Lemma 8, and (2 ⇒ 1) will follow from Lemma 10. We
now prove these lemmas.
Lemma 8. For all integers n ≥ 3 and 2 ≤ r ≤ n − 1, if Corr (Cn) ( Cor (Cn), then there
exists a correlation matrix P ∈ Cor (Cn) \Corr (Cn) such that no vector in a generating set of P
is linearly independent from the rest.
Proof. By assumption, there exists P ∈ Cor (Cn) that is not r-decomposable. If there exists
a vector in a generating set of P that is linearly independent from the rest, then by the
proof of Theorem 1 there exists a decomposition P = Q ⊙ R where rank(Q) = 2 and
rank(R) = rank(P)− 1. If there exists a vector in a generating set of R that is linearly in-
dependent from the rest, then this process can be repeated until we have a decomposition
P = Q1 ⊙ · · · ⊙ Qm ⊙ R′ (44)
for which each Qi has rank 2 and no vector in a generating set of R
′ is linearly inde-
pendent from the rest. Furthermore, R′ is not r-decomposable, for otherwise P would be
r-decomposable.
To prove Lemma 10, we require the following lemma proven by the author in [Lov18].
We note that this lemma holds more generally over an arbitrary field.
Lemma 9 (Corollary 9 in [Lov18]). Let n and m be positive integers, let X1, . . . ,Xm be complex
Euclidean spaces, and let {xa : a ∈ [n]} ⊂ Prod (X1 : · · · : Xm) be a set of linearly independent
product vectors. If there exist non-zero scalars α1, . . . , αn ∈ C \ {0} such that
∑
a∈[n]
αaxa ∈ Prod (X1 : · · · : Xm) , (45)
then the vectors x1, . . . , xn are non-parallel in at most n − 1 subsystems, i.e.
dimspan{xa,j : a ∈ [n]} > 1 for at most n− 1 indices j ∈ [m].
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Lemma 10. For any integer n ≥ 3, let P ∈ Cor (Cn) be any correlation matrix of rank n− 1
generated by a set of unit vectors {va : a ∈ [n]} for which
vn = ∑
a∈[n−1]
αava (46)
for some non-zero scalars α1, . . . , αn−1 ∈ C \ {0}. For any integer 2 ≤ r ≤ n − 1, if
P ∈ Corr (Cn), then P is r-decomposable as the Schur product of n − 2 correlation matrices of
rank ≤ r.
Proof. By assumption, there exists a positive integer m ≥ 2, complex Euclidean spaces
X1, . . . ,Xm, and unit product vectors {ua : a ∈ [n]} ⊂ ProdS (X1 : · · · : Xm) that generate
P and satisfy
un = ∑
a∈[n−1]
αaua, (47)
where the vectors {ua : a ∈ [n − 1]} are linearly independent by the condition
rank(P) = n− 1. By Lemma 9, this implies dim span{ua,i : a ∈ [n]} > 1 for at most
n − 2 indices i ∈ [m]. For each i ∈ [m], let Ri be the correlation matrix generated by
{ua,i : a ∈ [n]}, so that
P = R1 ⊙ · · · ⊙ Rm. (48)
Then rankRi > 1 for at most n− 2 indices i ∈ [m].
We conclude by showing that for any correlation matrix R and rank-one correlation
matrix R′, R ⊙ R′ is a correlation matrix with rank(R ⊙ R′) = rank(R). This will com-
plete the proof, since all the rank-one correlation matrices in the r-decomposition (48) can
be absorbed into the ≤ n − 2 correlation matrices of rank > 1 to construct the desired
decomposition.
It follows from Schur’s product theorem that R ⊙ R′ is a correlation matrix [HJ13].
Since R′ is positive semidefinite and rank-one, then R′ = xx∗ for some vector x. Further-
more, since R′ has ones on the diagonal, each element of x has unit modulus. It follows
that
R⊙ R′ = R⊙ xx∗ = Diag (x) R Diag (x)∗ , (49)
where Diag (x) is the diagonal unitary matrix with Diag (x) (a, a) = x(a). Since Diag (x)
has full rank, then rank(Diag (x) R Diag (x)∗) = rank(R), which completes the proof.
Theorem 6 follows easily from Lemma 8 and Lemma 10. Nowwe prove Proposition 7.
Proof of Proposition 7. We have
P =


1 p p α1 + (α1 + α2)p
p 1 p α2 + 2α1p
p p 1 α1 + (α1 + α2)p
α1 + (α1 + α2)p α2 + 2α1p α1 + (α1 + α2)p 1

 . (50)
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We construct P as
P = Q1 ⊙Q2, (51)
where
Q1 =


1
√
1+p
2 p
√
1+p
2√
1+p
2 1
√
1+p
2 1
p
√
1+p
2 1
√
1+p
2√
1+p
2 1
√
1+p
2 1

, (52)
Q2 =


1 p
√
2
1+p 1
√
2
1+p (α1+(α1+α2)p)
p
√
2
1+p 1 p
√
2
1+p α2+2α1p
1 p
√
2
1+p 1
√
2
1+p (α1+(α1+α2)p)√
2
1+p (α1+(α1+α2)p) α2+2α1p
√
2
1+p (α1+(α1+α2)p) 1

. (53)
The equality is clear; it only remains to show that Q1 and Q2 are positive semidefinite
and rank two.
First, it is easily verified that Q1 is the correlation matrix generated by the unit vectors
q1,1 = e0 (54)
q1,2 =
√
1+ p
2
e0 +
√
1− p
2
e1 (55)
q1,3 = pe0 +
√
1− p2e1 (56)
q1,4 = q1,2, (57)
which impliesQ1 is positive semidefinite. Furthermore, rank(Q1) ≤ 2, since these vectors
span at most a two-dimensional space.
Second, we verify that Q2 is the correlation matrix of the unit vectors
q2,1 = p
√
2
1+ p
e0 +
α1
|α1|
√
1+ p− 2p2
1+ p
e1 (58)
q2,2 = e0 (59)
q2,3 = q2,1 (60)
q2,4 = (α2 + 2α1x)e0 + |α1|
√
2(1+ p− 2p2)e1, (61)
which will complete the proof, since it implies rank(Q2) ≤ 2 as above. The vectors
q2,1, q2,2, q2,3 are easily seen to be normalized. For q2,4, recall the normalization condition
on v4
〈v4, v4〉 = 2|α1|2(p+ 1) + |α2|2 + (α1α2 + α1α2)2p = 1, (62)
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which implies
1− |α2 + 2α1p|2 = 1−
(
|α2|2 + 4|α1|2p2 + (α1α2 + α1α2)2p
)
= 2|α1|2(1+ p− 2p2). (63)
It follows that q2,4 is normalized. Now we show that the inner products between
q2,1, . . . , q2,4 reproduce Q2. All are easily seen except 〈q2,1, q2,4〉, which we now verify:
〈q2,1, q2,4〉 = p
√
2
1+ p
(α2 + 2α1p) +
α1
|α1|
√
1+ p− 2p2
1+ p
|α1|
√
2(1+ p− 2p2) (64)
=
√
2
1+ p
(
p(α2 + 2α1p) + α1(1+ p− 2p2)
)
(65)
=
√
2
1+ p
(α1 + (α1 + α2)p). (66)
This completes the proof.
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