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１．はじめに
データの特徴を測りとれる指標を抽出しようという場合，実施上の観点を考えるならば項目数は少ない方
がよい。また，調査や検査の項目をその全体的な様相をできるだけ保持した形で項目を精選したい場合もあ
る。このような場合，主成分分析における変数選択を考えることになる。
主成分分析における変数選択には，Jolliffe（1972,1973)，RobertandEscoufier（1976)，McCabe（1984)，
BonifaseM.(1984)，Krzanowski（1987a,1987b)，FalgucrollesandJmel（1993)，森他（1994)などがある。ま
た，一部の変数から全体の変数を最もよく再現するような主成分を抽出しようという拡張主成分分析
(Modifiedprincipalcomponentanalysis，Ｍ・PCA,TanakaandMori，1997）の観点を利用した変数選択（森他，
1998；森,1998）や変数の影響分析を利用した変数選択（MorieZaﾉ.,2000b；森他,2000）や予測残差を利用
した変数選択（MorieZa！.,2000b;IizukaeraI.,2002）などもある。これらのうち，Jolliffeの手法は主成分負荷
量に注目するものであり，McCabeやFalguerollesandJmclの手法は元の変数の情報をたとえば分散の意味で
最も多く保持するような変数を選ぶため重相関係数や偏分散共分散行列を利用するものである。一方，元の
変数から算出される主成分得点と選択された変数から算出される主成分得点が空間内で最も近くなるように，
RobertandEscoufierとBonifasでは〃係数を，Krzanowskiではプロクラステス変換を利用した変数選択手法
を提案している。これらの手法は，基本的に，元の変数の情報をできるだけよく再現するように変数を選択
しようというものであるが，その情報の再現に，選択された変数だけでなく，削除される変数の情報も取り
込もうとするのがTanakaandMoriのＭ・PCAの規準を利用した変数選択手法である。
主成分分析で変数選択を行う場合，上記のように，選択の規準がいくつも存在し，多くの場合，それぞれ
で選択結果（選択される変数群）が異なる。ここが，回帰分析のように選択の基準となる外的変量をもつ手
法での変数選択と大きく異なる点である。実際の選択場面を考えるならば，選択目的がはっきりしている場
合は，その目的に適した選択規準を適用することになるし，検討が必要な場合は，いくつかの手法を試みて，
その結果を比較して判断することになる。
現在，この目的に柔軟に対応できる環境として，ソフトウェア“VASPCA（VAriableSelectioninPrincipal
ComponentAnalysis)”をＷｅｂ上で提供している。これは，上記の選択規準のほとんどが利用できる（Mori，
1997；飯塚他1999b;Morieraﾉ.,2000a,飯塚他・２００１など）上，主成分分析における変数選択に関する各種
情報も整理し，変数選択を初めて行う人やより専門的な知識を必要とする人への便宜を図っている（注)。
このように，各種存在する選択規準を用いて，変数の取捨選択を行う環境は整ってきたが，それぞれの選
択規準がデータに対してどのような振る舞いをするかについては，まだ十分な検討がなされていない。変数
選択は，得られたデータの情報を基にして行うため，選択結果がデータによって左右されることは容易に想
像される。特に，選択結果を利用して，項目を減らした検査を作り，以後の検査に利用する場合など，選択
された変数の結果への影響の検討が必要となろう。そこで，本研究では，Computer-intcnsiveな手法により選
択規準の考察を試みる。具体的には，TanakaandMori（1997)のＭ・PCAを対象として，リサンプリング法を
用いて選択変数群と規準値を考察する。
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以下，まず，２節で，検討の対象とするＭ・PCAの概略を示す。続いて，３節で，本研究で適用したBootstrap
法によるリサンプリングについて説明し，４節で２つの事例についての検討結果をあげる。最後に，５節でま
とめを行う。
２主成分分析における変数選択
21拡張主成分分析について
Ｙを〃個の個体とｐ個の変数をもつデータ行列とする。Ｙは量的データであるが，元のデータが質的デー
タの場合はそれを数量化したものとする(MorietaL,1997)。このｙを９個の変数をもつ〃×９部分行列γ,と
残りルー９個の変数をもつ〃×(p￣9）部分行列Y2に分割し，Ｙ＝(Yi,γ、と表しておく(1＜9＜p)。拡張主成
分分析は,このＹｉによる７個の線形結合Ｚ＝ＹP4が元のｐ個の変数を最もよく代表するようにＡ＝(α,,…川）を
推定しようというものである(1＜｢＜9)。そのために，次の２つの規準を用いる。
［規準１］線形結合Ｚを用いてＹの予測効率を最大にする。
[規準2］ＹとＺのﾉＷ係数R〃(Ｍ)-'７(〃筋)/{Zr(〃'}2.''(筋)2}'/２を最大にする（Ｐ,乞はＹとＺを中心
化した行列)。
v薑(Ｍ)の分散共分散行列をs薑に;|:二)昨(Ｍ…らより得られる一般化固有値艫
［(SA＋Sl2S2,)-入jS,仰j＝Ｏ （１）
とその９個の固有値を大きい順にﾉし１，入２，…，入９，対応する固有ベクトルをα１，α2,…,α９とすると，［規準１］は,
Rao（1964）に従い，一般化固有値問題(1)より得られる７個の主成分の和によって説明される寄与率
P一三ＷⅢ規準2]はⅢ.b…nｄＢ"･uMlW`)より一般化固有値問題(1)から得られる,個の
主成分の輿乗和である"係数RP-l≦柵１１蝿が最大化の規準値となふ
2.2拡張主成分分析の規準を利用した変数選択
Ｍ・PCAの２つの規準を利用した変数選択とは，ｐ変数の中から上記の寄与率ＰまたはＲし係数を最も大き
くする９変数を見つけることである。すべての組み合わせを調べることは時間的に無理があるので，
Backward，Forward，Backward-fOrwardstepwise，Forward-backwardstepwiseの４つの選択手順が用意されてい
る（森他,1998；森,1998)。
3．データに対する選択規準のリサンプリングによる評価
Ｍ・PCAの規準による変数選択の評価として,次の２つのリサンプリングを計画する（飯塚他,1999a;Ｍｏｒｉ
ｅｍﾉ.,1999)。
BootstrapTypeI
BootstrapサンプリングをＢ回行い，Ｂ個のBootstrapサンプルに対して，Ｍ・PCA規準の変数選択を行う。
したがって，１サンプルごとに，９をｐから７まで動かしたときの変数選択が行われる。この結果から，各９
においてできた８種類の選択変数群とそれぞれの規準値の考察を行い，Ｍ・PCAの選択規準の安定性を見る。
BootstrapTypell
まず，元のデータに対して，MPCＡ規準で変数選択を実行し，９をｐからｒまで動かしたときの変数群を
求める。この後，BootstrapサンプリングをＢ回行い，Ｂ個のBootstrapサンプルに対して，Ｍ・PCA規準の変
数選択を行うが，どのサンプルにおいても各９における選択変数群を，先に求めた元のデータによる変数群
に固定して，規準値を計算する。これより，異なるデータが得られたときの規準値の再現性を見る。
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4．数値例
ここでは,BodyfatデータとＡｌateデータに対して,Ｔｙｐｅｌの結果を示す（Typellの結果については,Iizuka
eZaL(2002）などを参照されたい)。
4.1Bodyfatデータ
Bodyfatデータ（Johnson,1995）は，１５変数２５２個体のデータである。１５変数のうち２変数は，残りの１３
変数の関数となっているので，それらを除いた１３変数を利用する。１３変数の内容は，表１の通りである。
これに対して，Bootstrapサンプルを２００個発生させ，それぞれに対して，Ｍ・PCA規準による変数選択を
行う。主成分数ｒは２，選択規準は寄与率Ｐ，選択手順はForwardである。結果を図１，図２，表２～４に示す。
なお，選択手順がForwardなので，選択は９が２（主成分の数）から１９にかけて行われるが，先行研究や他
の選択手順と比較しやすいように，左より順に９が１９から２になるように結果を表記してある。
図１は，２００個の寄与率Ｐの９に対する変化を示したグラフである。寄与率Ｐがとる値の範囲は，９割の
サンプルが８％の範囲に入っており（たとえば，９＝１８で0.68～0.76に１８５サンプル，９＝２で0.64～０．７２に
180サンプルが入っている)，９に対する寄与率Ｐの変化の仕方も２００個のどのサンプルにおいてもほぼ同じ
動きをしている。また，図２は，寄与率Ｐの各９での標準誤差であるが，その値から，大きなばらつきがな
いことが観察される。なお，値は0.0219から0.0232の範囲で動き，９が４より小さくなると標準誤差は小さ
くなっているものの，９が小さくなるとばらつきも大きくなる傾向が見られる。これらより，変数の選ばれ
方にかかわらず寄与率Ｐの推定値は安定しているということができよう。
次に，選ばれた変数群を観察してみる。表Ｚは，１３変数からＺ変数減らした１１変数の場合の選択された
変数の組み合わせ全８種類を示してある。変数Ｖ５とＶ７が落ちた｛Ｖ１，Ｖ２，Ｖ３，Ｖ４，Ｖ６，Ｖ８，Ｖ９，Ｖ10,
Ｖ11,Ｖ12,Ｖ13｝の組み合わせが２００サンプルのうち最も多く，58.5％を占め，続いてＶ６，Ｖ７が落ちた変
数の組み合わせが２０％となっている。この２つの組み合わせでは，落とされた変数にＶ５とＶ６の違いがあ
るが，これは，表１を見ると，それぞれChestcircumference（胸部，Ｖ５）とAbdomenZcircumference（腹部，
V6）で，両者が似た変数であることがわかる。すなわち，２００サンプルのうち約８割がほぼ同じ意味をもつ
変数の組み合わせとして選ばれている。選択された８種類の変数の組み合わせ全体を見てみると，Ｖ７が７
つの組み合わせで落ちており，他の組み合わせはいずれも１変数が入れ替わっているだけとなっている。
一方，表３は，選択された組み合わせの種類が最も多い７変数の場合（３９種類）で，度数の多い方から
１１種類を示した。１１種類で全体の７０％，最も度数の多い組み合わせ｛Ｖ１，Ｖ２，Ｖ３，Ｖ８，Ｖ10,Ｖ12,Ｖ13）
で２０％となっている。７変数の場合，他よりも目立って度数の多い変数の組み合わせは見られなくなり，さ
まざまな変数の組み合わせが選択されていることがわかる。しかし，表内の１１種類について共通して選択さ
れているのは，Ｖ１とＶ２，いずれの組み合わせにも選択されていない変数は，Ｗであることがわかる。すな
わち，選択されるべき変数７個のうち２個と，落とされる変数６個のうち１個は，それぞれ結果を特定する
重要な変数であるといえる。また，Ｖ３，Ｖ８，Ｖ10,Ｖ１２は多くの組み合わせで選ばれていること，Ｖ４，Ｖ５，
V６，Ｗ，Ｖ１１は比較的多くの組み合わせで選択されていないことなどから，これらも特徴的な変数であるこ
とがわかる。図１や図２が示すように規準値（寄与率Ｐ）が安定しているということと考え合わせると，こ
れらの変数群は，規準値に対して同じような情報を提供するものであると解釈される.なお，表４に，各９
において選択された２００個の変数群のうち，最も度数の多かった組み合わせの度数と割合(％)，および選択
された組み合わせの種類の数を示しておいた。選択される変数の組み合わせの種類が大きくなるのは，組み
合わせの種類の数Ａが大きくなるとき,すなわち,9がp/2の付近であり,同時に最大度数の値も小さくな
っていることがよく見て取れる。
表１Bodyfatデータ：１３変数252個体（Johnson(1995)，１５変数のうち１３変数の関数の２変数を除外）
０
３
１
４
７
１
ｌ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Age
Ncckcircumference
Hipcircumference
Anklecircumference
Wristcircumference
１
２
５
８
１
Ｖ
Ｖ
Ｖ
Ｖ
Weight
ChestcircumfCrence
Thighcircumference
Biceps(extended)circumference ２
３
６
９
ｌ
Ｖ
Ｖ
Ｖ
Ｖ
Height
Abdomcn2circumfCrence
Kneccircumference
Forearmcircumference
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表２９＝１１のときの選択変数（Y,）とその度数（全部）（Bodyfatデータ，Ｂ＝200,ｒ＝２，Forward）
選択された変数の組み合わせ
度数％１２３４５６７８９１０１１１２１３
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
× ×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
７
０
６
７
５
３
１
１
１
４
２
１ ５
０
０
５
５
５
５
５
●
●
●
●
●
●
●
●
８
０
３
３
２
１
０
０
５
２
１
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
× ××
× ×
表３９＝７のときの選択変数(Yi）とその度数（－部）（Bodyfatデータ，Ｂ＝200,’＝２，Forward）
選択された変数の組み合わせ 度数％１２３４５６７８９１０１１１２１３
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
× ０
４
２
１
９
８
８
７
７
７
７
４
２
１
１
０
０
０
５
５
０
０
５
５
５
５
●
●
●
Ｄ
Ｂ
●
●
●
●
●
●
０
２
６
５
４
４
４
３
３
３
３
２
１
×
× ××
×
× ×
×
×
×
×
×
× × ×
× ×
×
×
×
×
×
×
×
×
×
×
×
×
×
× ××
表４選択された２００個の変数群のうち，最も度数の多い組み合わせの度数と％，
および異なる変数の組み合わせの数（Bodyfatデータ，Ｂ＝200，’－２，Forward）
1２１１１０９８７６５４３２
最大度数
％
組み合わせ数
１９３
９６．５
４
１１７
５８．５
８
４８
２４．０
２０
５７
２８．５
３０
４１
２０．５
３９
40
20.0
３９
５３
２６．５
３４
４５
２２．５
２３
８５
４２．５
１６
１１６
５８．０
６
２００
１００．０
１
0．，３４
0．，３２
0，３
８
６
４
ｍ
ｍ
⑭
０
０
０
只当◎回吻
O0Zn2
Op22
0.ｍ1８
Ｂ、 11 、,８７６５４３２
９
図１Bootstrapサンプル200個の寄与率Ｐの変化図２各９における２００サンプルの寄与率Ｐの標準誤差
（Bodyfatデータ，Ｂ＝200,7＝２，Forward）（Bodyfatデータ，Ｂ＝200，'－２，Forward）
企
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4.2Ａlateデータ
同じ手順を，Ａlateデータ（Jeffers，1967）に適用してみる。このデータは１９変数４０個体のデータで，１９
個の変数の内容は表５の通りである。Bootstrapサンプル数は200個，主成分数ｒを２，選択規準はＭＰＣＡの
寄与率Ｐ，選択手順はForwardである。Bodyfatデータと同様に，結果を図３，図４，表６～８に示す。
図３より，９に対する変化の仕方も２００サンプルで大きな違いはなく，寄与率Ｐもほぼ０．８の範囲に入っ
ている。そのばらつきも，図４から小さいことがわかり，変数の選ばれ方にかかわらず寄与率Ｐの推定値は
安定しているといえる。このデータでは，９が小さくなると寄与率Ｐのばらつきが順に大きくなっていく傾
向が顕著に見られる。選ばれた変数群については，９＝１６と９＝８のときを表６と表７に示した。選択される
変数の組み合わせは，それぞれ８６種類と１３７種類であり，非常に多い（表８)。また，最大度数も９＝１６で
は１０％，９＝８では5.5％となっており，とりたてて特徴的な変数の組み合わせがあるというわけではない。
これは，このデータの各変数がお互いよく似た情報をもっていることを示しており，それらがサンプルによ
って入れ替わって選択されているということになる｡なお,変数を８個まで減らしたときには（全体の約３０％
である１１種類の組み合わせからではあるが)，Ｖ16,Ｖ17,Ｖ１８がどの組み合わせでも選ばれ，Ｖ１，Ｖ２，Ｖ９，
Ｖ10,Ｖ１５が選ばれていないという特徴が見られる。
表５Ａlateデータ：１９変数４０個体（Jeffers，1967）
０
３
６
９
１
４
７
１
１
１
１
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
bodylength
hind-winglength
lengthofantcnnalsegmentⅡ
lengthofantennalsegmentV
leglength,tibialll
ovipositor
numberofhond-winghooks
１
４
７
２
５
８
１
１
ｌ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
bodywidth
numberofspiracles
lengthofantennalsegmentIII
numberofantennalspines
leglength,femurm
numberofovipositorspmes
２
５
８
３
６
９
１
１
１
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
fOre-winglength
lengthofantennalsegmentl
lengthofantennalsegmentlV
lcglength，tarsuslll
rostrum
analfOld
表６９＝１６のときの選択変数（Y,）とその度数（－部）（Ａlateデータ，Ｂ＝200，’－２，Forward）
選択された変数の組み合わせ
度数％1２３４５６７８９１０１１１２１３１４１５１６１７１８１９
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
× ×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
０
６
８
６
６
５
５
２
１
０
０
０
０
０
５
５
●
●
●
●
●
●
●
０
８
４
３
３
２
２
１
×
×
×
×
×
×
××
×
×
×
×
×
×
× ××
×
×
×
×
表７９＝８のときの選択変数（Y,）の度数（－部）（Ａ１ateデータ，Ｂ＝200,7＝２，Forward）
選択された変数の組み合わせ
度数％１２３４５６７８９１０１１１２１３１４１５１６１７１８１９
× ×
×
×
×
×
×
×
×
× ××
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
×
１
９
７
６
６
３
３
３
３
３
３
１ ５
５
５
０
０
５
５
５
５
０
５
０
●
Ｐ
●
●
●
●
●
●
●
●
５
４
３
３
３
１
１
１
１
２
１
× ×
× × ×××
×
×
×
×
× ×
××
×
×
×
×
×
× ×
× ×
×
×
×
×
×
×
×
× ×
×
×
×
×
×
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表８選択された２００個の変数群のうち，最も度数の多い組み合わせの度数と％，
および異なる変数の組み合わせの数（Alaにデータ，Ｂ＝200,ｒ＝２，Forward）
１８１７１６１５１４１３ 1２１１１０９８７６５４３２
最大度数
％
組合せ数
９０
４５．０
１３
４４
２２．０
４５
２０
１０．０
８６
１３
６．５
１１７
１３
６．５
１４９
５
２．５
１５７
５
２．５
１５８
５
２．５
１４８
５
２．５
１４０
１１
５．５
１３８
１１
５．５
１３７
１１
５．５
１１９
９
４．５
１０５
１５
７．５
８３
４１
２０．５
５７
３１
１５．５
４６
66
33.0
1９
０９２
０９
０２８
０３５
OＢ４
Ａ
ＯＨ２
０８
０泥
Ｏお
Ｏ郷
四
岼
醗
、
皿
Ａ
君
回
、
、１８町Ⅲ四ＨＢｎｌｌ】0９８７６５４３２
９
、】８１７坊四１４１３理１１１０９８７６５４３２
９
図３２００Bootstrapサンプルの寄与率Ｐの変化
（Ａlateデータ，Ｂ＝200，’－２，Forward）
図４寄与率Ｐの標準誤差
(Alaにデータ，Ｂ＝200,ｒ＝２，Forward）
５．まとめ
主成分分析における変数選択に対して，そこで選択された変数の振る舞いについて検討するために，
Bootstrapによるリサンプリングにより，選択された変数群と選択の規準値を考察した。その結果，選択され
る変数群はサンプルによって異なること，変数の数が多いときと少ないときは典型的な変数の組み合わせが
見られるが，元の変数の数の１／２の付近では非常に多くの組み合わせが得られること，しかし，変数の数の
変化に対する規準値の変化の仕方はどのサンプルにおいてもほとんど同じで，そのばらつきも大きくないこ
となどが観察された。すなわち，選択される変数はサンプルにより異なっても，入れ替わった変数は同じよ
うな情報をもっていることになるので，ある特定のサンプルを基にした選択変数群であっても，他と大きく
異なる情報を提供するものではないということ，また，変数の選ばれ方にかかわらず今回利用した規準値
(Ｍ､PCAの寄与率Ｐ）の推定値は安定していることがわかった。
今後の課題としては，今回の選択手順はForwardのみを使用したので，他の選択手順についても同様の検
討を行う必要がある。また，Ｍ・PCAの寄与率Ｐだけでなく，〃係数や１節にあげた各種の選択手法や選択
規準を用いての評価も必要であろう。さらに，評価の方法が確立されれば，ユーザ自身のデータの振る舞い
を手軽にチェックできるシステムをVASPCAのＷｅｂサイトなどで提供していくことも必要と考える。
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Considerationo正selectionmethodsandselectedvariables
invariableselectioninprincipalcomponentanalysis
YuichiMORIandMasayallZUKA＊
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（ReceivedNovemberl,2002）
Manymethodsandcriteriatoselectareasonablesubsetofvariablesinthecontextofprincipalcomponent
analysishavebeenderived,buttherestillexistproblemstoevaluatetheperfOrmanceoftheselectionmethods
andcriteria、Todealwiththeproblems，abootstrapmethodisperfOrmed，ｉｎwhichaparticularnumberof
samplesarere-sampledinthebootstrapmannerandreasonablesubsetsareselectedfromeachsample,andthen
meanandstandarderrorofselectioncriterionvalueandthepatternsofselectedvariablesareconsidered
Fromtheresultsintwopracticalexamples,itisfOundthatthepattemsofsubsetsofvariablesselectedfrom
differentre-sampledsamplesareveryvarious,butchangeofvalueofcriterionaresimilartooneanotherwith
smallvariances・Thusitisstatedthatdifferentvariablesamongsubsetsbasedondifferentsampleshavesimilar
infOrmationandthatcriterionvalueshere(proportionPinModifiedprincipalcomponentanalysis)canprovide
stableinfbrmationinspitethatdifferentsubsetsareselected．
