We examine the question of whether the excited states in argon contribute significantly to ionization in a capacitively coupled plasma through metastable pooling and step-ionization processes. We look at this issue by means of a one-dimensional particle-in-cell (PIC) code, with collisions treated by a Monte Carlo collision package. In the range explored, 50-1000 mTorr, the main source of ionization, in the absence of secondary emission, is direct ionization from the ground state with a contribution from excited states that is negligible at lower pressures, but increases in importance at higher pressures. When secondary electrons are included, their interaction with ground state neutrals dominates the ionization. At higher pressures the metastable profiles can reveal useful information on the non-uniform mean electron energy across the discharge, even though these states do not necessarily play a significant role in ionization.
Background
Extensive measurements of metastable densities in a GEC, 13 .56 MHz capacitively coupled cell have been reported by McMillin and Zachariah in [1] . The authors show that with increasing pressure the metastable density profiles change shape and characteristics: at lower pressures (100 mTorr) it is flattish, reaching its maximum values in the central zone between the electrodes, while at higher pressures (up to 1 Torr) the peak is shifted towards the powered electrode, getting closer to it the higher the pressure.
The question that we want to address here is how important the excited states are in determining the overall plasma density. In this paper, 'excited states' include metastable and resonant levels.
The effect of the inclusion of excited states has been modelled mainly by means of two-dimensional fluid codes [2, 3] . The simulations reported by Lymberopoulos and Economou in [2] indicate that the metastables have a profound impact on the resulting plasma density, which becomes larger by a factor of the order of 10 when metastables are included. This effect becomes more and more important the higher the pressure. But, as the authors point out, their result is difficult to reconcile with the results of Boeuf and Pitchford reported in [3] . These latter simulations do not include metastables; even so the simulated plasma densities are in satisfactory agreement with experimental values, in particular at higher pressure.
We address this issue by means of a one-dimensional particle-in-cell (PIC) [4] code, in which the collisions are modelled by a Monte Carlo collisions (MCCs) package. The main advantage of using a PIC code as opposed to a fluid code is that no assumptions as to the electron velocity distribution function are made implicitly, but the price to be paid is that a PIC code is very time consuming computationally and in this case the code is one-dimensional only. Still, we argue that we can gain some useful insight through the use of a PIC one-dimensional description.
Also, it is a fact of life that CPUs get cheaper by the year, and thus PIC modelling can only become more competitive as time goes by and might become a valid alternative to fluid models even for medium and high pressures. Perhaps a hybrid approach (where some species are treated as fluids, others as particles) will end up being the most acceptable compromise between the two, as in [5] .
In this exercise we have pushed the one-dimensional PIC/MCC modelling of a GEC cell (i.e. a gap of 2.5 cm) to higher pressures, up to a pressure of 1 Torr, i.e. a product pd = 2.5 cm Torr. For the future we aim to explore still higher pressures, but in smaller gaps, leaving the product pd of this order of magnitude: the time needed for PIC simulations should remain of the same order of magnitude or even improve with faster PCs and optimization of resources, provided sufficient super-particles are available in each subdivision.
Analysis
The code follows the electrons, the ions, and two lumped excited states (Ar * and Ar * * ) evolving over a uniform neutral Ar gas background. This is an expensive option in a PIC code: as the argon-to-electron mass ratio is ∼80 000, the neutral excited states move much more slowly than electrons and evolve on a much slower timescale. We are looking into ways of exploiting the clear separation of the timescales involved in the problem to have a more efficient treatment. But in this work, we wanted to explore in the first instance whether excited states were worth including in the description and the PIC code has not yet been optimized.
In our simulations, Ar * represents the first excited state, Ar(3p 5 4s), and Ar * * the next higher excited state Ar(3p 5 4p). There are four excited-state levels in the first excited state Ar(3p 5 4s): they have been lumped into Ar * , with an excitation energy of 11.6 eV, while the Ar(4p) manifold (consisting of 10 levels) is lumped into Ar * * with an excitation energy of 13.2 eV. In reality, two of the Ar(4s) levels, 3 P 2 (or 1s 5 in Paschen notation) and 3 P 0 (1s 3 ), are metastables and the other two, 3 P 1 (1s 4 ) with a wavelength of 106.7 nm and 1 P 1 (1s 2 ) with 104.8 nm, are resonance levels, i.e. radiatively coupled to the ground state. The dominant transition is from the 1 P 1 , which has a wavelength λ = 104.82 nm and a vacuum radiative decay time τ v = 1.96 ns [6, 9] .
The cross sections we have used are based on well-tested data ( [7] and references [13, 14, 15, 16] of [11] ), in which the higher excited state Ar * * has been included. In fact it has a negligible impact [11] .
The processes taken into account are listed in table 1. The radiative decay (process 18 in table 1) effectively enables the code to cope with quenching. In a plasma system, photons emitted by radiative excited states are absorbed by ground state atoms (which have the same transition energy level as the photon energy) and emitted again many times before escaping the system. This process, called the radiation trapping effect or imprisonment of resonance radiation, results in an (apparent) effective radiative decay time (lifetime) τ d longer than the vacuum radiative decay time τ v [8, 9] . In effect, energy can be confined in resonance states for a considerable time when self-absorption becomes appreciable. Rate constants for argon, based on Maxwellian distributions and cross section data from [7, 11] .
Based on the cross sections, fluid codes use a rate coefficient (figure 1) for each process j , which is calculated from the corresponding cross section σ j (ε) as:
where u(ε) = √ 2ε/m is the relative speed of the colliding particles and ε is the energy of the incident particle in the frame of reference where the second particle is at rest and f (ε) is the electron energy distribution function (EEDF).
It is necessary to point out, though, that the data we have used for the excitation cross sections, averaged over a Maxwellian, yield lower values than in [2] (by a factor 2 roughly) for the excitation rate coefficient.
Most simulations were run without secondary emission, i.e. any particle reaching the boundaries disappears out of the simulation. But we also wanted to check the effect of secondary electrons emitted from the electrodes as an ionization source, i.e. to assess the effect of surface sources with respect to volume sources. So some reference cases were run with and without secondaries and compared.
The emphasis of this work is not so much on the absolute values we obtain for the densities, but on what can be learnt from simulations which cannot be addressed easily experimentally. Experimentally, secondary emission cannot be 'switched off' and neither can excited states be included or not at will: all the ingredients are there at the same time and it is hard to disentangle them or to know what causes what.
With this series of simulations we make an effort to see one effect at a time, estimate their relative importance and understand the trends, in conditions from 50 mTorr to 1 Torr, with applied voltages from 100 to 400 V.
Results of the simulations
We have performed simulations at various pressures (50 mTorr, 100 mTorr, 250 mTorr, 500 mTorr and 1 Torr) and various capacitively coupled driving voltages (100, 200 and 400 V), with and without secondary emission from the walls, and with and without excited Ar.
Excited states as ionization source
In this work, we mean to assess the importance of including excited states: we have not developed a full, self-consistent radiation trapping model [9] [10] [11] at this stage and we deal with radiative decay through a parameter, the effective decay time τ d , which we use as an input parameter.
For the case of 100 mTorr/200 V we have checked that varying the value of the Ar * lifetime τ d by two orders of magnitude from 10 −6 to 10 −4 s does indeed change the number of excited states present in the discharge by nearly two orders of magnitude as expected, but has very little effect on the final value of the plasma density, which settles to a steady state on a characteristic timescale of 2 × 10 −5 s in both cases, i.e. ∼300 cycles. The case with τ d = 10
−4 s has been running for longer: ∼5600 cycles; in this case a longer time was necessary due to the longer τ d .
The simulation results shown in figures 2(a) and (b) were performed without secondary emission: the electron density averaged over the GEC gap is n e = 2.1 × 10 15 m −3 , corresponding to an average degree of ionization α = n e /n g ≈ 6 × 10 −7 , while the excited fraction n Ar * /n g , the ratio of the average density of Ar * over the neutral ground state gas density n g , varies from 1.
We have also run a control simulation, with the same conditions but without the excited species. The plasma density converges basically to the value quoted above. Clearly, the excited states have a negligible effect on the resulting plasma density: under these conditions neither the metastable pooling nor the multi-step ionization processes are competitive as sources of ions, compared to the ionization from neutrals, contributing <1%. As the metastable pooling cross sections are large compared to the ionization cross section, this means that the relative abundance of excited argon (i.e. the ratio of the Ar * density to the ground state gas density) is still far too low for metastable pooling to compete significantly with ionization from the ground state. This is in disagreement with the claim in [2] . It is informative to make a simplified analysis of the ionization source terms. Using our data for the cross sections, we have calculated the rate coefficients for the ionization from ground state k gi , metastable pooling k mp and step-ionization k si processes, averaging over a Maxwellian distribution function. For the case reported in [2] with 1 Torr, 60 V peak-to-peak, the 'back-of-the-envelope' estimate is that the ground-to-ion source (S gi = n e n g k gi ) is the dominant one, with metastable pooling (S mp = n 2 Ar * k mp ) contributing at most 5% and the step-wise ionization process (S si = n e n Ar * k si ) less than 2%.
The ratio of the stepwise to ground state source terms is
Assuming a Maxwellian distribution function, with T e = 2 eV, to determine the rate constants from the cross sections, gives
from which we estimate that the step-wise ionization becomes comparable to the ground-to-ion source when the ratio n Ar * /n g ≈ 5 × 10 −4 . A comparison of the metastable pooling process with ionization from the ground states yields:
With a degree of ionization α ≈ 6 × 10 −7 the metastable pooling process becomes competitive for (n Ar * /n g ) ≈ 10 −4 .
It is clear now why in our two simulations the excited argon falls short of producing any significant ionization: basically there are not enough excited states around compared to the ground state neutrals.
For the excited states to become an important source of ions relative to direct ionization we need to have an increase in the relative abundance of excited states with respect to the gas and plasma electrons/ions. We have just seen that S si /S gi ∝ n Ar * /n g and S mp /S gi ∝ (n Ar * /n g ) 2 n g /n e . So it is useful to find out how the Ar * fraction n Ar * /n g varies with external parameters compared with how the degree of ionization n e /n g varies.
We have performed a scan in RF driving voltage, varying from 100 to 400 V, with a constant pressure of 100 mTorr, in order to check the effect of the driving voltage on these two ratios (see figure 3(a) ). We have set the radiative decay time τ d = 1 µs. The simulations were performed without secondary emission. We have also run the control simulation without excited states, and it converged to the same values of electron density. The symbol average in this paper represents the spatial average across the gap between the electrodes and includes the sheaths. As the sheaths extend over about a 1 4 to 1 3 of the total gap length, the consequence of this averaging is that the values we quote are correspondingly lower than if the averages were performed across the plasma only.
The indication is that although both the charged particle and excited neutral contents increase with increasing driving voltage, the Ar * content increases more slowly than the electron content. So increasing the voltage is not advantageous if we want to promote conditions that would favour multi-step sources of ionization.
We have also performed a scan in pressure (see figure 3 (b)) with p varying from 50 mTorr to 1 Torr, keeping the driving voltage constant at 200 V, and τ d = 1 µs. In these cases, the relative degree of ionization n e /n g decreases with increasing pressure, while the excited neutral fraction is much less affected, remaining nearly constant or slightly increasing. There is a weak trend in favour of excited neutral production with increasing pressure, though ionization from the ground state still predominates at 1 Torr.
In this latter scan, keeping τ d constant irrespective of the pressure is an arbitrary assumption. We need to make an estimate for τ d from radiation trapping considerations.
The trapping factor can be regarded as the number of emissions and absorptions of an individual unit of atomic excitation before its final escape from the enclosure. The trapping factor is the inverse of the escape factor: one source of confusion in the literature is that some authors define g as the trapping factor, while others indicate by g its inverse, the escape factor.
The calculation of the trapping factor for the radiative states has to take into account the Doppler broadening of the spectral line and the pressure (or collisional) broadening.
Formulae for the trapping factor for pure Doppler broadening and pure collision broadening were first derived by Holstein [10, 12] . The formula inferred by Walsh [13] evaluates the imprisonment lifetime when both the Doppler and the collision broadening of the resonance line are present simultaneously. More recently, an analytical formula for radiation trapping has been derived by Lawler and Curry [14] .
At sufficiently low pressures (below 100 mTorr) the Doppler broadening is dominant, while at higher pressures (1 Torr and above) the dominant broadening mechanism is collisional (or pressure) broadening [6, 9, 14] . In the case of our 1 Torr simulation, it turns out that pressure broadening is dominant and the net result is an enhancement over the vacuum radiative decay time of a factor of the order of 10 3 , yielding a lifetime for the radiative states of around 3-4 µs, in agreement with [9] .
In contrast, Rauf and Kushner [11] have used Doppler broadening for the evaluation of the radiation trapping in their code. While it is perfectly adequate in the low pressure regime, it is not applicable at 1 Torr, with the consequence that they overestimate the radiative state lifetime, by a factor of ∼100. Hence, for their simulation, multi-step ionization fictitiously enhances electron density.
We lump together both the radiative and the metastable states into Ar * (which we should then call quasi-metastable), but in fact only the radiative states, which constitute only a fraction of the Ar * , decay with τ d . The simulations in [9] show that at 1 Torr the ratio of radiative to metastable states is roughly 1 3 . In order to take this into account, at 1 Torr we increase τ d and employ a value of 10 µs.
At the lower pressure end (100 mTorr) we have seen that varying the value of τ d had a negligible effect on the resulting plasma density, but is likely to play a role at higher pressures. We have run the 1 Torr/200 V simulation with τ d = 10 µs. The Ar * content is ∼8.5 times larger (5.9 × 10 16 m −3 ), and there is an effect on the plasma density, as n e = 8.7 × 10 15 m −3 , corresponding to a ∼15% increase with respect to the case when τ d = 1 µs. These results for the average densities are summarized in table 2.
At 1 Torr, then, even if the ionization from the ground state still dominates, excited neutrals indeed start to play a role in the overall ionization balance.
We have to point out that for the simulations at 1 Torr the EEDF is no longer Maxwellian, in agreement with [18] and with the experimental results reported in [15] . Consequently, our previous back-of-the-envelope estimate of the rate coefficients based on the assumption of a Maxwellian EEDF might not be valid in this regime.
A disadvantage of the particle description for the excited species is that in the simulation at 1 Torr with τ d = 10 µs the number of super-particles is enormous, the great majority of them being the chargeless excited states, which are unaffected by the electric field. We will need to re-cast this PIC/MCC scheme in a way better tailored for the treatment of collisiondominated regimes in order to retain the benefits of the particle description.
Secondary electrons as an ionization source
Secondary emission was 'switched on' with a yield factor (number of electrons emitted per incident ion) γ = 0.1 in two cases at the same pressure of 100 mTorr, with an RF driving voltage of 200 V and 400 V, respectively, to check the trend with driving voltage. A further case at 1 Torr, 200 V to check the trend with the pressure was examined.
In the case at 200 V, the average plasma density increases from 2.1 × 10 15 to 2.6 × 10 15 m −3 , i.e. the electron content is ∼20% larger when secondary emission is included than without. In the case at 400 V, the increase is from 4.3 × 10 15 to 8.0 × 10 15 m −3 , almost a two-fold increase (see figure 4(a) ). The larger the driving voltage, the more important the effect the secondary electrons have on the plasma density. As the voltage increases, the ionization by secondary electrons dominates over the production from bulk electrons.
As far as the excited states are concerned, τ d was kept constant and equal to 1 µs. The simulations show that at 200 V the average Ar * density increases from 4.9 × 10 14 to 5.2 × 10 14 m −3 , i.e. the secondary emission accounts only for an increase of 6%, while at 400 V, the average Ar * density increases by ∼30% from 1.1 × 10 15 to 1.46 × 10 15 m −3 . In the case at 1 Torr, 200 V (see figure 4(b) ), when secondary emission is switched on (with the yield factor of 0.1) the steady-state average electron density increases by 50% from 7.5 × 10 15 to 1.1 × 10 16 m −3 , while the Ar * density increase, from 6.4 × 10 15 to 7.5 × 10 15 m −3 , is more modest. These results are summarized in table 3. The effect of secondaries on the electron density and on the excited neutral density is different since the secondary electrons affect both sources and sinks, and the order of magnitude of the various terms, and consequently their balance, is fairly difficult to estimate without performing full simulations.
Metastable profiles
We have modelled the total lumped excited state Ar * , which combines metastable and resonant levels. The experimental data of [1] refer to relative measurements of only the metastable component. Nevertheless, it is reasonable to presume that in relative terms such a metastable profile is characteristic of the total excited state.
We have performed a pressure scan (from 50 mTorr to 1 Torr), with an RF driving voltage of 200 V, and decay time τ d = 1 µs. Secondary emission was switched off.
When the pressure is increased (i.e. the Ar gas density is increased as the gas temperature is kept constant at 300 K in all simulations), the average electron density and excited state density both increase, as it has already been shown in figure 3(b) . But the average values do not capture the main feature of this pressure scan. As can be seen in figure 5 the density of Ar * , even in a one-dimensional simulation and without secondaries, already presents the characteristic shapes reported in [1] : profiles whose peak position is more and more shifted towards the electrodes the higher the pressure. This feature is present in the simulations even in the absence of secondary emission: this supports the view that the position of the maximum metastable density is directly related to the pressure, i.e. the mean free path, rather than being a phenomenon related to the secondaries.
In figure 5 , the electron densities are plotted on the left: at higher pressures, the plasma density becomes higher and fairly constant in the plasma, while the sheath regions become proportionally thinner. This leads to steeper density gradients.
The simulations that produced these profiles have been running for hundreds of RF cycles, i.e. for up to a few hundred microseconds, and the Ar * density profiles shown on the right of figure 5 persist over this timescale. The question arises as to whether the PIC simulation has actually reached a true steady state or not.
The characteristic metastable diffusion time has been reported to be a few milliseconds ( [16] and references therein), but it is highly prohibitive to run this PIC/MCC code in its present version over this length of simulated time. Instead, we analyse the fluid continuity equation for the metastables to show that the profiles can reasonably be expected to settle in times much less than the characteristic diffusion time.
The continuity equations for the metastable density n m and for the radiative state n r can be written as
where n Ar * = n m + n r , m = −D m ∇n m is the metastable Ar diffusion flux, k ex , k ex are the excitation rates from ground state to metastable and radiative excited states, respectively, k si is the step-ionization rate by collisions with electrons, k sc is the rate of de-excitation to the ground state by superelastic electron collisions, k mp = 5 × 10 −16 m 3 s −1 [17] is the metastable pooling rate, k r = 2 × 10 −13 m 3 s −1 [6] represents the radiative decay rate for the reaction Ar m + e → Ar r + e and n r /τ d is the radiative decay with trapping from the radiative states. These terms represent the most important sources and sinks for the excited species. We have neglected the loss through two-body collisional quenching as it is much smaller than the other terms. For the numerical values of D m we refer to [16] and references therein. In particular, the value that we use is 0.075 m 2 s −1 for the 100 mTorr case. Summing the two equations above, we have an equation for the evolution of n Ar * .
where n r = αn Ar * , with α a fraction <1. 
We solve this differential equation numerically in the domain of half the gap of the GEC cell: from the centre (x = 0) to one of the electrodes (x = x w ) as a boundaryvalue problem. In the centre (dn Ar * /dx) x=0 = 0 and at the electrode we set the flux to the random thermal flux ( Ar * ) x=0 = n Ar * k B T e /2πm g .
In the range of temperatures 2-5 eV, k ex varies from 10
to 5 × 10 −16 m −3 s −1 . The sum of k si + k sc is larger than k ex : at 5 eV it is one order of magnitude larger and at 2 eV it is two orders of magnitude larger.
If we assume a uniform electron temperature throughout the gap, then k ex , k si , k sc are constant and the source term S ex follows the same shape as the electron density profile, which is concave (as it reaches its maximum in the centre, x = 0). Furthermore, we can see that S ex is likely to be the dominant term in the range of parameters we have explored because it is proportional to n g , which we have seen is 5-7 orders of magnitude larger than Ar * . Under these conditions, if we assume a spatially uniform temperature, a hollow Ar * density profile is not compatible with a steady state. This is indeed the scenario of the lower pressure cases (p ∼ 100 mTorr): the PIC simulation determines the EEDF, which at low pressure turns out to be Maxwellian, giving a spatially uniform electron temperature T e ∼ 3 eV. Under these circumstances, then, the steadystate Ar * profile would be convex, and indeed we find this in the steady-state regime of our low pressure simulations (cf figure 5) .
As we have already noted, at higher pressures the EEDF is not Maxwellian, as it is depleted at higher energies [15, 18] . In this regime, we can abandon altogether the constraint of uniform temperature. A true temperature as such cannot be defined. Following the picture reported in [16] , we model the consequences of an effective electron 'temperature', which represents strong spatial variations of the mean electron energy localized to the region of the plasma-sheath interface, reaching values of the order of 10 eV (see figure 6(a) ).
With a strongly non-uniform profile of electron energy, the source term S ex no longer follows the electron density profile, but rather the presumed hollow profile of the electron mean energy. The consequence is that in this case, in the range of parameters we have scanned, a hollow Ar * profile can indeed be sustained in the steady state. Figure 6 (b) shows a steadystate hollow Ar * profile arising as the solution of the above fluid equation for the metastable density when we assume a hollow electron 'temperature' profile such as that sketched in figure 6(a) .
A corollary is that at higher pressures, metastable profiles peaked off-centre can be regarded as an imprint of a nonuniform electron 'temperature' across the GEC gap, at least in the case of the 'low' metastable concentration that we have analysed.
The inclusion of the non-linear metastable pooling loss term to the equation modifies only slightly the resulting steadystate profile, still retaining the hollowness of the Ar * profile.
Conclusions
We have performed simulations of the GEC RF reference cell in argon with a one-dimensional PIC/MCC code. The range of parameters explored is from 50 to 1000 mTorr for the pressure and 100 to 400 V for the driving voltage. When secondary emission was switched on, the yield factor was set to 0.1, and compared to reference cases where secondaries were switched off. The majority of runs included excited neutral states, followed as separate particle species. Cases were run with different radiative decay times. If secondary emission is switched off, the main ionization source is from the ground state, with metastables being fairly ineffective as ionization sources at low pressure, but showing a trend of gaining in importance at higher pressures.
When secondary emission is switched on, then it becomes a very important ionization source at all pressures: secondaries enhance both the plasma density and metastable density, but this latter less effectively. This indicates that the interplay between sinks and sources is complicated and difficult to estimate from back-of-the-envelope considerations.
Finally, at higher pressures the metastable profiles are peaked off-centre, even in the absence of secondary emission: steady-state profiles of this nature can be sustained if they follow a source term peaked off-centre. This can be the case if the effective electron temperature is spatially non-uniform: off-centre peaked metastable profiles are then an imprint of a spatially non-uniform electron mean energy.
