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We study the problem of certifying quantum steering in a detection-loophole-free manner in
experimental situations that require post-selection. We present a method to find the modified local-
hidden-state bound of steering inequalities in such a post-selected scenario. We then present a
construction of linear steering inequalities in arbitrary finite dimension and show that they certify
steering in a loophole-free manner as long as the detection efficiencies are above the known bound
below which steering can never be demonstrated. We also show how our method extends to the
scenarios of multipartite steering and Bell nonlocality, in the general case where there can be corre-
lations between the losses of the different parties. In both cases we present examples to demonstrate
the techniques developed.
INTRODUCTION
Quantum steering refers to the phenomenon whereby
one party, Alice, by performing measurements on one half
of a shared entangled state, seemingly remotely ‘steers’
the states held by a distant party, Bob, in a way which
has no classical explanation [1]. From a modern perspec-
tive, quantum steering can be seen as a way of certifying
entanglement in quantum systems without the need to
trust one of the parties, or when one of the parties is us-
ing uncharacterised devices [2]. This is usually referred to
as ‘one-sided device-independent’ (1SDI) entanglement
certification. Quantum steering also allows for a num-
ber of information processing tasks to be carried out in
a 1SDI manner, including quantum key distribution [3],
randomness certification [4, 5], certification of measure-
ment incompatibility [6–8], and self-testing of quantum
states [9, 10].
Typically, steering is said to have been witnessed if a
so-called steering inequality is violated [11] – where the
value observed for a steering functional using quantum
entanglement surpasses the best value that could possi-
bly be generated by any classical model. Experimental
imperfections, however, play an important role in wit-
nessing steering. For example, in any photonic exper-
iment, photons are invariably lost during transmission,
or fail to be detected by the measuring devices. If the
fair sampling assumption is made – that those events
were photons were observed represent a fair sample of
all events – then it is well known that the so-called ‘de-
tection loophole’ opens, whereby a seeming violation of
a steering inequality may be witnessed, even though no
entanglement was shared by Alice and Bob [12].
Nevertheless, it is known that steering free from the
detection loophole can be demonstrated [12–15], with a
number of experimental realisations already carried out
a number of years ago [12, 16, 17]. Generally speak-
ing, there are two ways that one can address the de-
tection loophole: (i) the full data, including all of the
inconclusive (‘no-click’) events can be kept, with Alice
declaring an additional outcome, corresponding to such
events. Steering is witnessed if a steering inequality is
violated, even with this additional outcome [15] (ii) only
the post-selected data, corresponding to the conclusive
events is kept, along with the efficiencies of each of the
measurements. For a given steering inequality, the best
value that a classical model, allowed to announce incon-
clusive events consistent with the observed efficiencies, is
calculated, and steering is demonstrated if this value is
still surpassed by the experiment [12–14]. That is, the
former case closes the detection loophole by avoiding it
altogether, while the latter consistently takes care of it.
In the former case a general solution is known, in the
sense that a general construction for linear steering in-
equalities that tolerate the maximal possible amount of
loss is known that works in arbitrary dimensions, and for
arbitrary sets of measurements [15]. In the latter case,
whilst much is known for the simplest case of dichotomic
measurements on qubit systems [12–14], no general solu-
tion was known. In this work, we present an general solu-
tion to this case. We first present the general structure of
the problem, and show how it can be dealt with using the
technique of semidefinite programming [18]. Then, using
the duality theory of semidefinite programs we provide
an analytical construction, which shows that in the gen-
eral case one can alternatively use postselected data, and
still maintain tolerance to the maximal possible amount
of loss.
We furthermore outline how our approach also nat-
urally extends to the setting of multipartite steering
[19, 20]. Finally, we discuss the related effect of Bell non-
locality [20], and show that our formalism also provides
a general framework to consistently treat the detection
loophole. In particular, we contrast our work with that
of Branciard [21], and discuss the sense in which our work
is both complementary to his, and how it in certain ways
it goes beyond it.
I. QUANTUM STEERING
We consider a steering scenario where Alice steers Bob
[2]. Alice may choose from m measurements labelled
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2by x = 1 . . .m, each of which has d outcomes, labelled
a = 1 . . . d. After performing her measurement, the set
of unnormalised conditional states she prepares on Bob’s
side {σa|x}a,x, known as the assemblage [22], has ele-
ments given by
σa|x = trA[(Ma|x ⊗ 1 B)ρAB] (1)
where
∑
aMa|x = 1 form a complete measurement for
each x. Note that tr[σa|x] = P (a|x), the conditional
probability for Alice to obtain the outcome a, upon per-
forming measurement x, and thus the normalised states
ρa|x are given by ρa|x = σa|x/P (a|x). In what follows,
we will write {σa|x} for the assemblage {σa|x}a,x.
If the state shared between Alice and Bob is separa-
ble, ρAB =
∫
dµ%(µ)ρµA ⊗ ρµB, the the elements of any
assemblage created have the form
σa|x =
∫
dµ%(µ)P (a|x, µ)ρµB. (2)
where P (a|x, µ) := tr[Ma|xρµA]. Such a decomposition is
known as a local-hidden-state (LHS) decomposition [2], as
this is exactly the same form that any assemblage would
have that arose from the following classical model: a
source sends to Alice the (classical) hidden variable µ and
Bob the hidden state ρµB , with probability density %(µ).
Alice then uses the local response function P (a|x, µ) to
give as outcome a, when she receives x as input. There-
fore, if an assemblage has the form (2), no entanglement
(or distributed quantum state) was necessarily shared by
Alice and Bob. Conversely, if an assemblage does not
have the form (2), then it could not have arisen from an
LHS model (or separable state), and thus entanglement
can be certified, even without knowledge of Alice’s local
Hilbert space dimension, or any knowledge of the specific
measurements she performed.
In any steering test involving only a finite number of
measurements for Alice, a canonical form can be given
for LHS assemblages [22]. In particular, there are only
a finite number of deterministic response functions for
Alice, Dλ(a|x), whereby a = λ(x), and λ(·) is a function
from Alice’s input to her outcome. There are precisely dm
distinct functions (for each x, a specification of a). Any
response function of Alice (not necessarily deterministic),
can then always be written as a convex combination of
deterministic responses P (a|x, µ) = ∑λ q(λ|µ)Dλ(a|x),
with q(λ|µ) ≥ 0, and ∑λ q(λ|µ) = 1. Thus, (2) can
alternatively be re-written
σa|x =
∑
λ
Dλ(a|x)σλ (3)
where σλ :=
∫
dµ%(µ)q(λ|µ)ρµB. Note that since ρµB ≥ 0,
%(µ) ≥ 0, and q(λ|µ) ≥ 0, we have that σλ ≥ 0. Further-
more, since tr[ρµB ] = 1,
∫
dµ%(µ) = 1, and
∑
λ q(λ|µ) = 1,
it follows that tr
∑
λ σλ = 1. We thus define the set of
LHS assemblages Σlhs as
Σlhs =
{
{σa|x}
∣∣∣σa|x = ∑
λ
Dλ(a|x)σλ ∀a, x,
σλ ≥ 0 ∀λ, tr
∑
λ
σλ = 1
}
. (4)
In order to demonstrate that Alice is indeed steering
the states of Bob, they can test a steering inequality given
by a set of operators {Fa|x}a,x for Bob, which he should
measure against the corresponding members of the as-
semblage. That is, Alice and Bob should evaluate the
following steering functional
β = tr
∑
a,x
Fa|xσa|x. (5)
A “violation” of a steering inequality means that the
value observed exceeds the largest value that can be ob-
tained from any LHS model. That is, we define the LHS
bound βlhs of a steering functional to be
βlhs = max
{σa|x}∈Σlhs
tr
∑
a,x
Fa|xσa|x, (6)
such that for all LHS assemblages β ≤ βlhs. Thus steer-
ing is demonstrated whenever β > βlhs, i.e. whenever
the bound β ≤ βlhs is violated.
We end by remarking that the set Σlhs (4) is specified
in terms of positive-semidefinite (PSD) constraints, and
linear matrix inequalities (LMIs). As such, the set of LHS
assemblages is seen to be the feasible set of a semidefinite
program (SDP) [18]. Furthermore, βlhs (6) is the max-
imisation of a linear functional (in the elements of the
assemblage σa|x) over this set, and thus is itself a SDP.
Since efficient algorithms are known for solving SDPs,
this shows that evaluating βlhs for any given steering
functional can be straightforwardly carried out.
II. THE DETECTION LOOPHOLE IN
STEERING TESTS
The main focus of our paper is the so-called detection
loophole that arises in steering tests [12]. In the above,
we presented the ideal situation; however, in any real
experimental demonstration of steering there will neces-
sarily be experimental imperfections that mean that the
above idealised treatment will not be strictly realised. In
particular, in many experimental demonstrations there
will necessarily be loss – not every particle pair dis-
tributed between Alice and Bob will arrive at their labo-
ratories, and even if they do, their detections will not nec-
essarily always register an outcome. The detection loop-
hole refers to the fact that if one makes the fair sampling
assumption for Alice – that the conclusive events (where
no particle is lost) constitute a faithful representative of
the complete experimental data – and apply the above
3idealised treatment to it, then one may erroneously con-
clude that steering has been demonstrated, even though
the underlying state was separable (or a LHS model may
have been implemented to mimic this situation). Note
that it is only on Alice’s side that the fair sampling as-
sumption is dangerous, since by the inherent assymetry
of the steering scenario, it is assumed Bob’s measuring
devices are well characterised, and as such no difficultly
can arise by making the fair sampling assumption on his
side1.
To take into account the effect of losses, more for-
mally, we now consider a steering scenario where Alice
may again choose from m measurements, but now each
measurement is taken to have d+ 1 outcomes. The addi-
tional outcome, which we denote by a = 0, represents the
situation where, due to the above mentioned experimen-
tal imperfections, no event was registered at Alice’s de-
vice. Following the terminology used by Branciard [21],
we will call this the a priori scenario, and denote the
assemblages in this scenario by {σ0a|x}, and the associ-
ated probabilities by P0(a|x) = tr[σ0a|x]. We furthermore
denote the detection efficiency of measurement x by ηx,
which by definition is
ηx = tr
∑
a 6=0
σ0a|x =
∑
a 6=0
P0(a|x). (7)
This can alternatively be written as (1−ηx) = P0(0|x) =
tr[σ00|x], using the normalisation of probabilities. We
will group the detection efficiencies into the vector η =
(η1, . . . , ηm).
One way to proceed is to apply the treatment given
in the previous section directly to this a priori scenario,
that is to use steering inequalities that also contain the
additional ‘no-click’ outcome. In this instance, one avoids
the detection loophole altogether, by treating the ‘no-
click’ outcome on an equal footing with all other out-
comes. An efficient construction for loss-tolerant linear
inequalities in this instance was given in [15].
A second way to proceed is to consider that Alice in-
deed post-selects on the conclusive events, and to develop
a consistent way to deal with the post-selected data. This
approach was followed in [12–14] and is the focus of the
present study.
More formally, we now consider the post-selected as-
semblage {σpsa|x}, for a = 1, . . . , d (i.e. which is only de-
fined for the conclusive events). This is related to the
members of the a priori assemblage via
σpsa|x =
1
ηx
σ0a|x ∀x, a = 1, . . . , d. (8)
1 In particular, if the fair sampling assumption cannot be justi-
fied on Bob’s side, then one is outside the scope of the steering
scenario, and the fully device-independent (Bell nonlocality) sce-
nario should be considered instead [23].
Note that we assume that Alice also locally estimates
her detection efficiencies η, such that the full data avail-
able to Alice and Bob in order to ascertain whether they
have demonstrated steering or not is the post-selected
assemblage {σpsa|x} and η. This is necessary, since if Al-
ice did not keep track of her efficiencies, then they will
never conclude that steering has been demonstrated (this
claim will be explicitly demonstrated below). Our goal is
to answer the following questions: When does the data
{σpsa|x} and η demonstrate steering, and how to test this
with steering inequalities?
III. POST-SELECTED LHS ASSEMBLAGES
AND βLHSps (η)
Our starting point is to characterise the set of assem-
blages that can be generated by a LHS model in the
presence of post-selection. The fact that the detection
loophole exists at all is precisely because of the fact that
this set is strictly bigger than the set of LHS assemblages
(2).
Recall, from Eq. (8), that assemblages in the post-
selected scenario are in reality obtained from the a priori
scenario, which contains the no-detection events. Thus,
to characterise the set of post-selected LHS assemblages,
one needs to apply (8) to the set of LHS assemblages
from the a priori scenario. However, not all LHS mod-
els in the a priori scenario are consistent with the data,
since Alice also knows the local detection efficiencies η.
Combining these, we are lead to the following definition
for Σlhsps (η), the set of post-selected LHS assemblages,
Σlhsps (η) ={
{σpsa|x}
∣∣∣σpsa|x = 1ηx ∑
λ
D0λ(a|x)σ0λ ∀a, x, σ0λ ≥ 0 ∀λ,
tr
∑
λ
σ0λ = 1, tr
∑
λ
D0λ(0|x)σ0λ = (1− ηx) ∀x
}
. (9)
In the above, D0λ(a|x) refer to the deterministic functions
in the a priori scenario, where a = 0, . . . , d, of which
there are now (d+1)m (i.e. |λ| = (d+1)m). Also note that
in the first constraint ‘∀a’ means for a = 1, . . . , d, since
σpsa|x, by definition, only contains the conclusive events.
In Appendix A we prove that in the case of no losses,
i.e. when ηx = 1 for all x, then Σ
lhs
ps (η = 1) = Σ
lhs.
That is, when there is no loss, the post-selected LHS
assemblages coincide with the LHS assemblages, as they
should. Finally, we note that the set Σlhsps (η) is also spec-
ified in terms of PSD constraints and LMIs, and is thus
the feasible set of an SDP [18].
With this in place, we can now provide a method to
demonstrate steering free of the detection loophole in the
post-selected scenario. For a given steering functional
specified by the operators {Fa|x} for Bob, we define the
4post-selected LHS bound as
βlhsps (η) = max{σps
a|x}∈Σlhsps (η)
tr
∑
a,x
Fa|xσ
ps
a|x . (10)
By definition, the value β = tr
∑
a,x Fa|xσ
ps
a|x obtained
by any post-selected LHS assemblage (with detection ef-
ficiency η), satisfies β ≤ βlhsps (η). Thus, if an assemblage
violates this inequalities, i.e. β > βlhsps (η), then steering
is demonstrated, free of the detection loophole. By com-
paring (10) with (6), it is clear that this is the analogue
definition, now in the post-selected scenario. Written out
in full, βlhsps (η) is the solution of the following SDP:
βlhsps (η) := max{σ0λ}
tr
∑
a,x,λ
Fa|x
1
ηx
D0λ(a|x)σ0λ, (11)
s.t. σ0λ ≥ 0 ∀λ, tr
∑
λ
σ0λ = 1,
tr
∑
λ
D0λ(0|x)σ0λ = 1− ηx ∀x.
IV. PROJECTIVE STEERING INEQUALITIES
In this section we study the particular case where the
steering inequality operators are proportional to rank-1
projectors, where the constant of proportionality is given
by the detection efficiency
Fa|x = ηxΠa|x, (12)
where each Πa|x is a rank-1 projector. We will show that
these inequalities are robust under losses, in the sense
that they tolerate the lowest allowed efficiencies.
In particular, what we will show is that for such in-
equalities the post-selected LHS bound satisfies the fol-
lowing inequality
βlhsps (η) = max{σps
a|x}∈Σlhsps (η)
tr
∑
a,x
ηxΠa|xσ
ps
a|x
≤ (1− cos θ) +m〈η〉 cos θ, (13)
where
〈η〉 := 1
m
∑
x
ηx (14)
is the average detection efficiency of themmeasurements,
and
cos θ := max
a,a′,x′>x
√
tr[Πa|xΠa′|x′ ] (15)
is the maximal overlap between any of the measurement
directions corresponding to distinct measurements defin-
ing the steering functional. Note that, without loss of
generality, cos θ < 1, since if some subset of the measure-
ments contain a common projector, we can ignore all but
one of the measurements, such that the resulting set of
m′ < m measurements have no common projector.
The proof that (13) holds is given in Appendix B. It is
derived by first writing down the dual SDP formulation
of (11), for which the given upper bound can then be
derived using similar techniques to those used in [15].
V. QUANTUM VIOLATIONS
We now show that inequality (13) detects steering in
a loss tolerant manner. We first consider the case of the
maximally entangled state |Φ+d 〉AB := 1√d
∑d−1
i=0 |i〉A|i〉B.
We assume that Alice performs measurements Ma|x =
Πᵀa|x (where
ᵀ denotes transpose in the basis {|i〉A}i),
and that the overall detection efficiency for measurement
x is ηx. The a priori assemblage created in this case
would therefore be expected to be
σ0a|x =
{
ηx
d Πa|x for a = 1, . . . , d
(1− ηx)1 d/d for a = 0 (16)
such that the post-selected assemblage is σpsa|x =
1
dΠa|x,
i.e. it has the same form as the ideal assemblage when
there is no noise present. The value this post-selected
assemblage achieves for the steering functional (12) is
β = tr
∑
a,x
ηx
d
Πa|xΠa|x,
= m〈η〉. (17)
Thus, steering is demonstrated whenever β > βlhsps (η),
that is when
m〈η〉 > (1− cos θ) +m〈η〉 cos θ, (18)
which is equivalent to
〈η〉 > 1
m
. (19)
Thus, if the average detection efficiency of the m mea-
surements is larger than one over the number of mea-
surements performed, steering is demonstrated using the
above projective steering inequality. Crucially this bound
is tight – if 〈η〉 ≤ 1/m, then steering can never be demon-
strated [24, 25]: this follows from the fact that one can
find an m-extension [26] of the state in this instance,
which implies the impossibility of demonstrating steer-
ing with m or fewer measurements. For completeness,
we give the complete construction in Appendix C.
This result also extends to arbitrary pure entan-
gled states. Any pure state |ψ〉AB with reduced state
ρB = trA|ψ〉〈ψ|AB can be written |ψ〉AB =
√
d(
√
ρB ⊗
1 )|Φ+d 〉AB. It follows, that if Alice performs the (pro-
jective) measurement Πᵀa|x on |ψ〉AB, this produces the
5assemblage
σa|x = trA[(Π
ᵀ
a|x ⊗ 1 )|ψ〉〈ψ|AB]
=
√
ρBΠa|x
√
ρB
= P (a|x)Π′a|x (20)
where Π′a|x = (
√
ρBΠa|x
√
ρB)/tr[ρBΠa|x] is a rank-1 pro-
jector (whenever Πa|x is), and P (a|x) = tr[ρBΠa|x].
Thus, for the state |ψ〉AB, measurements Ma|x = Πᵀa|x,
and detection efficiencies η, it follows that the steering
inequality with elements Fa|x = ηxΠ′a|x will achieve the
value
β = tr
∑
a,x
ηxP (a|x)Π′a|xΠ′a|x
= m〈η〉, (21)
for the post-selected assemblage, and therefore, by the
same calculation as above, steering will be demonstrated
whenever 〈η〉 > 1/m.
It is also interesting to look at how robust the above vi-
olations are to noise. We therefore consider the isotropic
state
ρAB(w) = w|Φ+d 〉〈Φ+d |+ (1− w)
1 d
d2
. (22)
Upon performing the measurements Ma|x = Π
ᵀ
a|x, the a
priori assemblage this produces is
σ0a|x =
{
wηx
d Πa|x + (1− w)ηx 1 dd2 for a = 1, . . . , d
(1− ηx)1 d/d for a = 0
(23)
and thus the post-selected assemblage is
σpsa|x =
w
d
Πa|x + (1− w)1 d
d2
. (24)
The value this noisy post-selected assemblage achieves
for the steering functional (12) is
β = m〈η〉
(
w +
1− w
d
)
(25)
and thus steering is demonstrated whenever
〈η〉 > 1
m
(
1− cos θ
w + 1−wd − cos θ
)
(26)
Since w + (1−w)/d < 1 whenever w < 1, it follows that
the final bracket is always larger than unity, and hence
the required average efficiency necessary to demonstrate
steering increases. Equation (26) captures the ranges of
values of 〈η〉 and w that demonstrate steering (given a
set of m measurements with largest overlap cos θ).
Finally, note that in all of the above, no particular
property of the set of measurements {Πa|x} was needed
– only that no two measurements share a common pro-
jector. In particular, unlike many previous studies, no
special or symmetric arrangements of measurements are
necessary. For any set of measurements, all that is needed
to find (an upper bound) on βlhsps (η) is cos θ. Even if the
measurements are chosen at random, with probability
one no two measurements will share a common projec-
tor, and hence any set of m projective measurements can
be used to demonstrate steering on any pure entangled
state without opening the detection loophole. The only
place where cos θ plays a role is in the presence of noise,
Eq. (26). Here, by optimising the set of measurements
such that cos θ is maximised (i.e. by taking a symmetric
arrangement of measurements), then the best robustness
to loss is achieved.
VI. MULTIPARTITE STEERING
Although normally thought of as a bipartite phe-
nomenon, quantum steering can also be generalised to
the multipartite setting [19, 20]. In what follows we will
show that the above analysis for taking care of losses
also extends to this setting. As a demonstration, we will
consider the tripartite case where two parties, Alice and
Bob, steer a third one, Charlie, We will focus on tests
for non full-separability of the underlying shared state.
A similar analysis also holds more generally, where an
arbitrary subset of the parties steer the rest, and where
the test is for any form of multipartite entanglement (for
example, non-biseparability, i.e. genuine multipartite en-
tanglement) [20].
Alice (Bob) can choose among m measurements la-
belled by x (y), each of which has d outcomes labelled
by a (b). The assemblage that Alice and Bob prepare on
Charlie’s side has elements given by
σab|xy = trAB[(Ma|x ⊗Mb|y ⊗ 1 C)ρABC) (27)
where Ma|x and Mb|y are the measurements performed by
Alice and Bob respectively, and ρABC is the underlying
shared state.
A classical model in this tripartite scenario has the fol-
lowing general form: a source sends Alice the (classical)
hidden variable µ, Bob the hidden variable ν, and Char-
lie the hidden state ρµνC , with probability density %(µ, ν).
Alice and Bob use local response functions P (a|x, µ) and
P (b|y, ν) to give outcomes a and b respectively. A general
LHS assemblage thus has the form:
σab|xy =
∫
dµdν%(µ, ν)P (a|x, µ)P (b|y, ν)ρµνC . (28)
Similarly to Section I, such a LHS assemblage can be ex-
pressed in terms of the local deterministic response func-
tions Dλ(ab|xy), for Alice and Bob. Now, the functions
are labelled by λ, where λ = (λA, λB), and Dλ(ab|xy) =
DλA(a|x)DλB(b|y). In particular, we have
σab|xy =
∑
λ
Dλ(ab|xy)σλ. (29)
6Therefore, the set of LHS assemblages in this tripartite
scenario is given by:
Σlhs =
{
{σab|xy}
∣∣∣σab|xy = ∑
λ
Dλ(ab|xy)σλ
∀a, b, x, y, σλ ≥ 0 ∀λ, tr
∑
λ
σλ = 1
}
. (30)
In this multipartite scenario a linear steering functional
is given by a set of operators {Fab|xy}a,b,x,y such that
β = tr
∑
a,b,x,y
Fab|xyσab|xy (31)
and the corresponding steering inequality reads β ≤ βlhs
with
βlhs = max
{σab|xy}∈Σlhs
tr
∑
a,b,x,y
Fab|xyσab|xy . (32)
Similarly to before, in the presence of loss we can define
the a priori scenario, where the observed assemblages
σ0ab|xy have an additional outcome corresponding to the
‘no-click’ events. We can also define the post-selected
scenario, where we only keep the conclusive events. These
now correspond to those events where both Alice and Bob
have a successful round of the experiment. For each pair
of measurement settings, x and y, this will happen with
probability
ηxy = tr
∑
a6=0
b6=0
σ0ab|xy =
∑
a6=0
b6=0
P0(ab|xy) . (33)
The post-selected assemblage in this scenario is then
given by
σpsab|xy =
1
ηxy
σ0ab|xy ∀x, y, a = 1, . . . , d, b = 1, . . . , d.
(34)
We can collect the m2 efficiencies efficiencies ηxy into the
matrix which we denote ηAB.
One new aspect that arises when more than one party
has losses, is that in principle is it possible to have cor-
relation between the losses2. To fully capture this, as
well as considering ηAB, it is also necessary to take into
consideration the locally observed detection efficiencies of
each party for each measurement, ηAx and η
B
y respectively,
given by
ηAx = tr
∑
a 6=0,b
σ0ab|xy =
∑
a6=0,b
P0(ab|xy), (35)
ηBy = tr
∑
a,b6=0
σ0ab|xy =
∑
a,b6=0
P0(ab|xy). (36)
2 For example, if all losses originate at the source, it is natural
that Alice’s and Bob’s losses are perfectly correlated.
We similarly collect the m efficiencies efficiencies ηx into
the vector which we denote ηA, and similarly define ηB.
Note that an assemblage in the a priori scenario, which
is compatible with the experimental setup now has to
satisfy not only constraint (33) but also (35) and (36).
When no confusion will arise, we will denote the triple
{ηAB,ηA,ηB} simply by η, as a complete specification
of the losses.
With this in hand, we can now define the set of post-
selected LHS assemblages in this tripartite steering sce-
nario:
Σlhsps (η) ={
{σpsab|xy}
∣∣∣σpsab|xy = 1ηxy ∑
λ
D0λ(ab|xy)σ0λ ∀a, b, x, y,
σ0λ ≥ 0 ∀λ, tr
∑
λ
σ0λ = 1,
ηxy =
∑
λ,a6=0,
b6=0
D0λ(ab|xy)σ0λ ∀x, y,
ηx = tr
∑
a 6=0,b
σ0ab|xy ∀x, ηy = tr
∑
a,b6=0
σ0ab|xy ∀y
}
. (37)
Finally, with the set of post-selected LHS tripartite
assemblages in place, we can now define the post-selected
LHS bound of a steering functional to be
βlhsps (η) = max{σps
ab|xy}∈Σlhsps (η)
tr
∑
a,b,x,y
Fab|xyσ
ps
ab|xy, (38)
in direct analogy to the bipartite case. Witnessing a value
β > βlhsps (η) then provides a detection-loophole-free cer-
tification of tripartite steering.
We emphasise that the above is only one of the pos-
sible scenarios of interest when considering multipartite
steering. The analysis in all other cases follows the same
general structure as given above, with a complete specifi-
cation of the losses given by the considering all marginal
efficiencies of all subsets of parties.
We conclude this section by giving examples for the
two archetypal tripartite entangled states, the GHZ and
W states, |GHZ〉 = (|000〉+|111〉)/√2 and |W〉 = (|001〉+
|010〉 + |100〉)/√3. Considering the case that Alice and
Bob each perform the three Pauli spin measurements,
using the techniques of [20], we generated the following
inequalities that witness steering in each case:
− 3.0730 + 0.6219
(
〈A2Z〉+ 〈B2Z〉
)
+ 0.2919〈A2B2〉+ 1.2437
(
〈A0B0X〉 − 〈A0B1Y 〉
− 〈A1B0Y 〉 − 〈A1B1X〉
)
≤ 0 (39)
with the assemblage arising from the GHZ state achieving
7−0.5
0
0.5
1
1.5
2
2.5
3
3.5
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
(a) Inequality (39)
-0.5
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
(b) Inequality (40)
FIG. 1. Graphs of βlhsps (η) as a function of η, for the case
of isotropic and uncorrelated loss, ηx = η, ηy = η, ηxy = η
2
(solid green curve). An observation of β > βlhsps (η) when
the losses are η certifies that multipartite steering has been
witnessed in a detection-loophole-free manner. The steering
functionals used are given in (39) and (40) respectively. The
red lines show the value obtained by the assemblage arising
from the GHZ and W state, respectively, when the unchar-
acterised parties perform the three Pauli measurements. The
dotted black line shows the critical detection efficiency, below
which steering is not demonstrated in a loophole-free manner.
βGHZ = 3.4377
− 2.9797 + 0.0454
(
〈A2〉+ 〈B2〉
)
+ 0.8105〈Z〉
− 0.1324
(
〈A0B0〉+ 〈A1B1〉
)
+ 0.4703
(
〈A0X〉
+ 〈A1Y 〉+ 〈B0X〉+ 〈B1Y 〉
)
− 1.1772
(
〈A2Z〉+ 〈B2Z〉
)
− 0.5046〈A2B2〉+ 0.5401
(
〈A0B0Z〉+ 〈A1B1Z〉
)
+ 0.7771
(
〈A0B2X〉+ 〈A1B2Y 〉+ 〈A2B2Y 〉+ 〈A2B1Y 〉
)
− 2.0185〈A2B2Z〉 ≤ 0 (40)
with the assemblage arising from the W state achieving
βW = 2.6481.
We then applied (38) to find the modified bounds
on these inequalities in the presence of uncorrelated,
isotropic loss, i.e. ηx = ηy = η, ηxy = η
2, for all x, y. The
results are given in Fig. 1. As can be seen, for the GHZ
state, as long as η > 1/3 then βlhsps (η) < βGHZ. For the
W state, as long as η > 0.716 then βlhsps (η) < βW. These
results thus give the critical detection efficiencies below
which a detection-loophole-free demonstration of multi-
partite steering cannot be demonstrated by performing
Pauli measurements on the GHZ and W states.
VII. DETECTION LOOPHOLE FREE BELL
NONLOCALITY
In this section we finally show how the above analysis,
in particular that demonstrated for multipartite steer-
ing, naturally translates into the Bell nonlocality scenario
[27].
Let us consider, for clarity of presentation, the sce-
nario where two parties, Alice and Bob, perform mea-
surements on a shared system. Alice (Bob) can choose
among m measurements of d outcomes each, with the
choice of measurement labelled by x (y), and the out-
come labelled by a (b). The observed statistics are now
in the form of the collection of conditional probability dis-
tributions {{P (ab|xy)}a,b}x,y (often called a behaviour),
with elements
P (ab|xy) = tr[(Ma|x ⊗Mb|y)ρAB], (41)
where Ma|x and Mb|y are the measurements performed
by Alice and Bob respectively, and ρAB is the underlying
shared state.
In a general local hidden variable (LHV) model, sim-
ilar to the last section, a source sends Alice the (clas-
sical) hidden variable λA and Bob the (classical) hid-
den variable λB, with probability q(λA, λB). Then Alice
and Bob use their local response functions DλA(a|x) and
DλB(b|y), which we can assume to be deterministic with-
out loss of generality, to give outcomes a and b respec-
tively. Denoting, as in the previous section, λ = (λA, λB),
8and Dλ(ab|xy) = DλA(a|x)DλB(b|y), A general local be-
haviour thus has the form:
P (ab|xy) =
∑
λ
Dλ(ab|xy)q(λ). (42)
The corresponding set of local behaviours is given by:
Σlhv =
{
{P (ab|xy)}
∣∣∣P (ab|xy) = ∑
λ
Dλ(ab|xy)q(λ)
∀a, b, x, y, q(λ) ≥ 0 ∀λ,
∑
λ
q(λ) = 1
}
. (43)
Now following the construction of last section, to con-
sider the effects of the detection loophole we move on to
the a priori scenario, where now P0(ab|xy) is a condi-
tional probability distribution over d+ 1 outcomes, with
a = 0 (b = 0) the outcome of Alice (Bob) when the ex-
perimental round was not successful. Here, the detection
efficiencies are given by
ηxy =
∑
a6=0
b6=0
P0(ab|xy), (44)
such that the post-selected behaviours are then
Pps(ab|xy) = 1
ηxy
P0(ab|xy) ∀x, y; a, b = 1, . . . , d. (45)
Again, the detection efficiencies ηxy do not fully char-
acterise the scenario, since they do allow one to look at
any correlations which might arise between the detection
efficiencies of Alice and Bob. Therefore, in addition, we
also need the local detection efficiencies of Alice and Bob
ηx =
∑
a6=0,b
P0(ab|xy), (46)
ηy =
∑
a,b6=0
P0(ab|xy). (47)
We will collect the efficiencies {ηxy}xy into the matrix
ηAB, {ηx}x into the vector ηA and {ηy}y into ηB. We
will use the simplified notation η = {ηAB,ηA,ηB} to
refer to the full data on the detection efficiencies, which
we assume Alice and Bob estimate in the Bell test.
The set of behaviours that arises from the a priori local
set by postselecting on successful rounds of the experi-
ment is thus given by
Σlhvps (η) =
{
{Pps(ab|xy)}
∣∣∣
Pps(ab|xy) = 1
ηxy
∑
λ
D0λ(ab|xy)q0(λ) ∀a, b, x, y,
q0(λ) ≥ 0 ∀λ,
∑
λ
q0(λ) = 1,
ηxy =
∑
λ,a6=0,
b 6=0
D0λ(ab|xy)q0(λ) ∀x, y,
ηx =
∑
λ,a6=0
b
D0λ(ab|xy)q0(λ) ∀x,
ηy =
∑
λ,a
b6=0
D0λ(ab|xy)q0(λ) ∀y
}
. (48)
Finally, Given a linear Bell functional β specified by
the coefficients {Iabxy}a,b,x,y,
β =
∑
a,b,x,y
IabxyP (ab|xy), (49)
the violation of a Bell inequality is the observation of
β > βlhs, where
βlhs = max
{P (ab|xy)}∈Σlhv
∑
a,b,x,y
IabxyP (ab|xy) (50)
In the post-selected scenario, with efficiencies η, the
post-selected LHV bound of the functional can also be
defined, and is given by
βlhvps (η) = max{Pps(ab|xy)}∈Σlhvps (η)
∑
a,b,x,y
IabxyPps(ab|xy).
(51)
A value β > βlhvps (η) then provides a detection-loophole-
free certification of nonlocality.
It is important to note that while our construction for
nonlocality scenarios resembles in spirit that of Bran-
ciard [21], there are important differences. In [21] the
author assumes that P0(0b|xy) = ηxP0(b|y) (similarly,
P0(a0|xy) = ηyP0(a|x)), that is, that the probability of
no-click events in Alice’s and Bob’s labs are uncorrelated.
This is indeed a very reasonable assumption, but does
not need to hold in full generality. In particular, as men-
tioned previously, correlations can naturally arise, for ex-
ample when the losses occur at the source. Here we do
not make any assumption about the distribution of no-
click events, and allow correlations to arise between the
detection efficiencies in the two labs. As such, our model
encompasses a broader set of efficiencies η than in [21].
In particular, our framework can deal with efficiencies η
that lead to Pps(ab|xy) which are actually signalling be-
tween Alice and Bob, which is beyond the scope of [21].
As an example of our method, consider a Bell scenario,
where Alice and Bob perform two dichotomic measure-
ments, i.e. the CHSH scenario. As a family of Bell in-
equalities, we consider the tilted CHSH inequalities [28]
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FIG. 2. Graphs of βlhvps (η) as a function of η, for the case of
(a) isotropic and uncorrelated loss, ηx = η, ηy = η, ηxy = η
2
(b) one-sided isotropic loss ηx = 1, ηy = η, ηxy = η. An
observation of β > βlhvps (η) when the losses are η certifies
that nonlocality has been witnessed in a detection-loophole-
free manner. The Bell functional used is Iα = α〈A1B1 +
A2B1〉+〈A1B2−A2B2〉, for different values of α, in a bipartite
Bell scenario where Alice and Bob perform two dichotomic
measurements. In case (a), the Eberhard bound β ≥ 2/3
is recovered. In case (b), nonlocality can be witnessed in a
loophole-free manner whenever β > 1/2.
of the form
Iα = α〈A1B1 +A2B1〉+ 〈A1B2 −A2B2〉, (52)
for α ∈ [1, 1.5]. For α = 1 we recover the standard CHSH
inequality, while for α > 1 this inequality corresponds to
a tilting of the CHSH inequality.
First we consider the case where ηxy = η
2 ∀x, y and the
marginal efficiencies are ηx = η ∀x and ηy = η ∀y (see
Fig. 2(a)). Here we recover the known result of Eber-
hard that a detection-loophole-free test is not possible
whenever η ≤ 23 [29]. Second, we consider an asymmet-
ric situation, where ηxy = η ∀x, y and ηy = η ∀y, while
Alice has perfect detectors (see Fig. 2(b)). Here we re-
cover that a detection-loophole-free test is not possible
whenever η ≤ 12 [30]. Both these results are plotted in
Fig. 2. Finally, in order to look at a situation involving
correlated losses, we consider the case where the no-clicks
in Alice lab are perfectly correlated with those in Bob’s,
i.e. that if in one round one gets a no-click then the other
party gets one as well. In this situation ηxy = η ∀x, y,
ηx = η ∀x and ηy = η ∀y. Here we find that βlhvps (η) al-
ways coincides with the ideal LHV bound, and therefore
provides a detection-loophole-free test for any value of η.
This type of detection inefficiency is beyond the scope of
the formalism of [21]. Our analysis shows that in fact
such perfectly correlated loss is the worst possible type
of loss a malicious adversary (or source) could use to try
and open the detection loophole, since in this instance
no loophole is in fact opened.
VIII. CONCLUSIONS
In this work we devised a general method to account
for postselection in steering experiments, allowing for
detection-loophole-free steering tests. Our method pro-
vides a general solution to how to change, according to
the setup efficiency, the bound above which steering is
certified in a loophole free manner. We provided a fam-
ily of inequalities that can certify steerability for average
efficiencies as low as 1m , the ultimate limit beyond which
detection-loophole-free steering is impossible. These in-
equalities work in arbitrary dimensions, and with an ar-
bitrary number of measurement settings. We showed (by
providing an explicit construction) that all pure entan-
gled states demonstrate steering in a detection-loophole-
free manner.
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Appendix A: Reduction to the ideal case
In this appendix we show that in the limit where the
experimental setup is perfect, i.e. when ηx = 1 for all
x, then the set of post-selected LHS assemblages indeed
coincides with the set of (standard) LHS assemblages.
In particular, the set we are interested in is
Σlhsps (η = 1) =
{
{σpsa|x}
∣∣∣σpsa|x = ∑
λ
D0λ(a|x)σ0λ ∀a, x,
σ0λ ≥ 0 ∀λ, tr
∑
λ
σ0λ = 1, tr
∑
λ
D0λ(0|x)σ0λ = 0 ∀x
}
.
(A1)
Let us focus on the final constraint,
tr
∑
λ
D0λ(0|x)σ0λ = 0 ∀x. (A2)
Recall that D0λ(0|x) = 1 if and only if the deterministic
strategy labelled by λ gives outcome 0 for measurement
x. The constraint (A2) demands that the probability
p(λ) = tr[σ0λ] assigned to any such strategy must be iden-
tically zero, since the sum of non-negative probabilities
can vanish only if all terms in the sum vanish. Thus, if
we consider an arbitrary strategy λ that assigns no click
to one or more measurements, then it is clear that (A2)
demands that this strategy cannot be used by the LHS
model. As such, only the dm strategies Dλ(a|x), from
the ideal scenario, that assign outcomes a ∈ {1, . . . , d} to
every measurement appear, and we can restrict to this
set. Thus, we arrive precisely at the set Σlhs as defined
in Eq. (7).
Appendix B: An upperbound on βLHSps (η)
In Section IV we stated an upper bound to β0LHS(η),
which allowed us to discuss the range of efficiencies for
which steerability could be tested via inequalities where
Fax = ηxΠa|x. In this appendix we provide the details of
how to upper bound βlhsps (η).
Our starting point is the dual formulation of the SDP
(11) for βlhsps (η). To get there we use the standard tech-
nique of passing to the Lagrangian, by setting Rλ ≥ 0, µ
and νx to be the dual variables of the first, second and
third constraint in (11), respectively, and writing the La-
grangian as:
L =tr
∑
λ
σ0λ
(∑
a,x
Fa|x
1
ηx
D0λ(a|x) +Rλ
− (µ1 +∑
x
D0λ(0|x)νx
))
+
(
µ+
∑
x
νx(1− ηx)
)
.
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The dual formulation of (11) therefore reads
βlhsps (η) = min
µ,νx
µ+
∑
x
νx(1− ηx) (B1)
s.t. µ1 +
∑
x
νxD
0
λ(0|x)1
≥
∑
a6=0,x
Πa|xD0λ(a|x) ∀λ.
It is straightforward to see that the dual is strictly feasi-
ble, by considering sufficiently large and positive µ and
νx, thus strong duality holds, and this is indeed a dual
formulation of βlhsps (η). Here we will be satisfied if we can
find an upper bound on βlhsps (η), hence our first simplifi-
cation will be to restrict to dual variables νx = ν for all
x.
Now, we will define δλ as
δλ =
∥∥∥∥∥∑
a,x
Πa|xD0λ(a|x)− ν
∑
x
D0λ(0|x)1
∥∥∥∥∥
∞
. (B2)
The constraint in (B1) imposes that µ ≥ δλ ∀λ, so we
will focus on bounding δλ.
Following [15], we define
Nλ =
∑
a,x
Πa|xD0λ(a|x)− ν
∑
x
Dλ(0|x)1 , (B3)
and group the Nλ according to how many ‘no-click’
events are contained in the strategy λ (denoted by |λ|0):
Hk = {Nλ : |λ|0 = k} . (B4)
Note that each member of the set Hk will have the
same structure:
Nλ =
m−k∑
l=1
Πl − νk1 , (B5)
where the index l labels the m − k projectors Πa|x for
which a 6= 0. Hence,
δλ ≤
{∥∥∥∑m−kl=1 Πl∥∥∥∞ + k|ν| if k < m,
m|ν|, if k = m,
(B6)
where k = |λ|0.
From [15] it follows that
δλ ≤
{
1 + (m− k − 1) cos θ + k|ν| if k < m,
m|ν|, if k = m,
(B7)
where cos θ = maxa,a′,x,x′>x
√
tr[Πa|xΠa′|x′ ].
Now, we notice that the right-hand-side of equation
(B7) becomes independent of k when k < m if we choose
ν = − cos θ. Moreover, 1+(m−1) cos θ < m cos θ = m|ν|
when cos θ < 1, as is the case here. Thus, if we choose
µ = 1 + (m− 1) cos θ, we have µ ≤ δλ for all λ. Thus, we
finally obtain
βlhsps (η) ≤ µ+ ν
∑
x
(1− ηx),
= 1 + (m− 1) cos θ −m cos θ(1− 〈η〉),
= (1− cos θ) +m〈η〉 cos θ. (B8)
Appendix C: A LHS model for low efficiencies
In this appendix we show how to construct an explicit
LHS model for any assemblage comprising m measure-
ments with d outcomes, when the average detection ef-
ficiency 〈η〉 = 1m
∑
x ηx satisifes 〈η〉 ≤ 1/m. The con-
struction is based upon symmetric extensions of quantum
states [26], but in this example, we will use an asymmet-
ric extension.
Given a shared quantum state ρAB and measurement
operators Ma|x for Alice, in an ideal scenario she pre-
pares the assemblage, σa|x = trA[(Ma|x ⊗ 1 )ρAB]. When
there are also losses, in the a priori scenario, the pre-
pared assemblage has the form σ0a|x = ηxσa|x for a 6= 0,
and satisfies tr[σ00|x] = (1−ηx). We will now show how to
construct a LHS model for any such assemblage by using
the tool of an asymmetric extension.
First, consider the case where the average efficiency
satisfies 〈η〉 = 1m . In an extended scenario with m Alices
and one Bob, and define the state
ρ′(η)A1···AmB =
m∑
x=1
ηxρAxB ⊗
⊗
y 6=x
|0〉〈0|Ay , (C1)
where ρAxB = ρAB, and |0〉 is a ‘flag’ state orthogonal to
the support of ρAB. Each term in the sum can be seen
as one Alice sharing the state ρAB with Bob, while the
others hold the flag |0〉〈0|. If we consider the reduced
state of a single Alice and Bob, we find
ρ′(η)AxB = ηxρAB + (1− ηx)|0〉〈0| ⊗ ρB. (C2)
which has the same form as would the state ρAB if it were
to pass through an erasure channel, with probability of
erasure (1− ηx), and flag state |0〉〈0| (which a posteriori
justifies the name).
Let us now define POVMs M ′a|x, for a = 0, . . . , d, and
x = 1, . . . ,m, such that M ′a|x = Ma|x for a = 1, . . . , d,
and M ′0|x = |0〉〈0|. It is clear that if the xth Alice were
to measure M ′a|x on ρ
′(η)AxB, then the assemblage she
would prepare for Bob would satisfy
σ′a|x = trAx [(M
′
a|x ⊗ 1 )ρ′(η)AxB] = ηxσa|x, (C3)
tr[σ′0|x] = (1− ηx), (C4)
where the first line holds only for a = 1, . . . , d. That is,
we see that this exactly reproduces the behaviour of the
lossy assemblage.
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Finally, we note that the single POVM {M˜a1...am}
M˜a1...am = M
′
a1|1 ⊗ . . .⊗M ′am|m. (C5)
can be understood as each Alice performing a single mea-
surement on her system: the x-th Alice measures x and
obtains ax.
We can finally construct a LHS model: we define a
model with hidden states ρa = σa/tr[σa], where
σa = trA1···Am [(M˜a1···am ⊗ 1 )ρ′(η)A1···AmB] (C6)
and where a = (a1, . . . , am). These states are distributed
with probability p(a) = tr[σa], and Alice’s response is to
give as outcome a = ax when she is asked to perform
measurement x. It is then straightforward to see that
this LHS model exactly reproduces the lossy assemblage
for the case 〈η〉 = 1/m. Finally, by mixing ρ′(η)A1···AmB
with |0〉〈0|⊗m ⊗ ρB, the analogous construction is easily
seen to work for arbitrary 〈η〉 ≤ 1/m.
