SID 07 - Social Intelligence Design 2007: CTIT proceedings of the Sixth Workshop on Social Intelligence Design by Nijholt, Anton et al.
SID 07
Social Intelligence Design 2007
CTIT PROCEEDINGS OF THE SIXTH
WORKSHOP ON SOCIAL INTELLIGENCE DESIGN
Anton Nijholt, Oliviero Stock and Toyoaki Nishida (eds.)
CIP GEGEVENS KONINKLIJKE BIBLIOTHEEK, DEN HAAG
Nijholt, A., Stock, O., Nishida, T.
Social Intelligence Design 2007
Proceedings Sixth Workshop on Social Intelligence Design
A. Nijholt, O. Stock, T. Nishida (eds.)
Enschede, Universiteit Twente, Faculteit Elektrotechniek, Wiskunde en Informatica
ISSN 1574–0846
CTIT Workshop Proceedings Series WP07-02
trefwoorden: collective behaviour, collaboration tools, natural interaction, multi-party interaction,
community software, social agents.
c© Copyright 2007; Universiteit Twente, Enschede
Book orders:
Ms. C. Bijron
University of Twente
Faculty of Electrical Engineering, Mathematics and Computer Science
P.O. Box 217
NL 7500 AE Enschede
tel: +31 53 4893740
fax: +31 53 4893503
Email: bijron@cs.utwente.nl
Druk- en bindwerk: PrintPartners Ipskamp, Enschede
Preface
This volume of the CTIT proceedings series contains the proceedings of the sixth international workshop on Social In-
telligence Design (SID 2007). In the SID workshop we consider Social Intelligence as the neccessary ability for people
to relate to, understand and interact effectively with others. Our particular concern is how Social Intelligence is mediated
through the use of emerging technologies.
SID 2007 focused on three key factors:
• Development, operation, and evaluation of support systems or tools for SID; this includes support systems and tools
both for mediated remote interacton and support for face-to-face interaction;
• Observation and modeling of psychological and behavioral processes with the aim of obtaining computational mod-
els of behavior and interaction;
• Social intelligence implemented in interfaces, embodied agents, storytelling environments, (serious) gaming and
simulation.
We emphasize the role of the SID workshop series as a meeting place for engineering researchers and social scientists
and for both productive research activities and significant social contributions under a common goal of exploring Social
Intelligence in our real world. If engineering researchers and social scientists know the needs and seeds of each other’s
research, new ideas will emerge which will lead to unique research findings.
The topics of the SID 2007 workshop include:
• Natural Interactions: covering theory, modeling and analytical frameworks that have been developed with Social
Intelligence Design in mind, including situated computation, embodied conversational agents, sociable artifacts, and
socially intelligent robots.
• Communities: covering community media, communication patterns in online communities, knowledge-creating,
network and anonymous communities.
• Collaboration Technologies and Tools: covering innovations to support interactions within communities, covering a
range from knowledge sharing systems, multi-agent systems and interactive systems.
• Application Domains - including design, workspaces, education, e-commerce, entertainment, digital democracy,
digital cities, policy and business.
SID 2007 took place at ITC-irst, Povo (Trento). The Center for Scientific and Technological Research (ITC-irst) is a
public research center of the Autonomous Province of Trento, Italy. We gratefully acknowledge help from ITC-irst in
organizing this workshop. Among the social events were a visit to the Castello del BuonCosiglio, including a dinner, and
a guided visit to the city and reception at Palazzo Roccabruna.
During SID 2007 invited talks were given on ’Awareness Systems’ (Panos Markopoulos, University of Eindhoven),
’Ontologies and Organisations’ (Nicola Guarino, ISTC-CNR, Trento), and on ’Monitoring the Social Attitude of Users in
Persuasion Dialogues’ (Fiorella de Rosis, University of Bari).
SID 2007 is the sixth workshop on the subject of social intelligence design. Selected papers will be considered for
publication in a special journal issue as has been done with previous SID workshops. Visit http://www.ii.ist.i.kyoto-
u.ac.jp/sid/ for more details about previous workshops in the SID series. We are grateful to the advisory and program
committee and all others that helped in organizing this workshop.
Anton Nijholt, Oliviero Stock, Toyoaki Nishida 4 June 2007
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Monitoring the Social Attitude of Users in Persuasion
Dialogues
Fiorella de Rosis
Intelligent Interfaces
Department of Informatics
University of Bari
derosis@di.uniba.it
Persuasion is a refined, gradual process which grounds on the choice of the appropriate (or at
least the ’promising’) strategy to adopt in a given context: defining a persuasion strategy requires
selecting the aspects of the interlocutor’s mind on which to ’act’, and defining how these aspects
may be influenced and the style to adopt in formulating the message. In one-shot messages, the
only precaution persuaders may adopt to increase the effectiveness of their strategy is to acquire
the most of information they can about target individuals or groups.
By grounding on various psychological theories, criteria to wisely mingle different ingredients
(such as a scientific description of the consequences of the suggested course of action, some appeal
to emotions, some play on cognitive dissonance of the persuadee and many more) may be applied.
If the persuasion process is a dialogic one, many more opportunities exist to make an initial choice
and revise it gradually after carefully monitoring the interlocutor’s reaction. Here, not only the
degree of persuasion apparently obtained so far must be observed, but also the ’social attitude’ of
the persuadee: in fact, effective persuasion requires first of all establishing a trust relationship with
the persuadees, which opens them to receive the message either by a ’central’ or by a ’peripheral’
way. An artificial persuasion system should therefore display a warm social attitude towards its
users and attempt to induce them to reciprocate this attitude. Although literature abounds of
suggestions of how this attitude may be established, no certain recipes exist of how to achieve this
goal. Dialogical persuasion must therefore intertwine selection of a strategy with monitoring of
the interlocutors’ attitude and reaction: that is, with recognition and interpretation of their social
behavior.
Several methods have been proposed to detect and measure the ’social response’ of people to
technology. Behavioral parameters have been proposed, such as the body attitude, its proximity to
the artifact, the tone of voice and others. In my presentation, I will consider natural language as the
main source of information about this aspect of the user. Language may provide information about
a subject’s ’warmth’ or hostility, engagement in a dialogue, negative or positive acknowledgement
of suggestions etc. The hints it provides, however, are subtle, ambiguous, controversial and rely
on knowledge of the context, to be interpreted. I will provide examples of the results obtained
with natural language processing methods, but also of the large number of problems still open.
The main goal of the presentation will be to stimulate interest and discussion rather than provide
a certain solution.

Awareness Systems: Design and Research Issues
Panos Markopoulos
Dpt. Of Industrial Design, Eindhoven University of Technology
Den Dolech 2, 5612 AZ, Eindhoven, The Netherlands
p.markopoulos@tue.nl
Abstract
This paper summarizes an invited lecture for the SID 2007 conference, with the same title; it
discusses awareness systems for supporting informal social relationships, focusing on some of
they key concerns for designers and researchers. The discussion is general, but examples from
research done on this topic at the Eindhoven University of Technology are discussed. The
paper argues in favor of automated capture of awareness information and suggests that social
intelligence is relevant a) as a design and evaluation criterion for such systems and b) as a
mechanism for supporting users in managing the information sharing behavior of awareness
systems.
Keywords: Awareness Systems, Ambient Intelligence, Connectedness, Social Intelligence.
1 Introduction
This talk discusses the design of awareness systems for intra-family communication. The term
‘awareness system’ is used here in a broad sense that encompasses communication systems that help
individuals maintain a mental model of the activities and status of other people. In our research
we have focused upon communication between people related with primary social relationships
and especially family ties.
Awareness systems can be described by contrasting them to systems intended to support more
efficient and focused communication activities, like the phone and video conferencing. Even though
awareness can be obtained by using such media we are interested here in the feasibility of a con-
tinual ‘trickle’ of information that does not require continuous and contemporaneous engagement
by communicating actors allowing them to focus on other activities. Awareness information can
be attended to sporadically, with minimal effort often requiring just pre-attentive processing for
its perception and minimal or no effort for sending it.
Several examples of such systems have been discussed recently in the research literature. One
(perhaps the first) commercial example is the Nabaztag robot (www.nabaztaq.eu/) which can
display selected information available on the Internet as a peripheral and embodied display. Other
examples are buddy lists on instant messaging systems that display some information on the status
of one’s online social network at a glance. More dedicated research prototypes include the recent
Whereabouts clock by Microsoft [1], an appliance that displays very coarse grained information
regarding the location of members of a household during the day: at home, at school, at work or
other.
In the remainder of the paper we discuss a few issues that should be considered when designing
such systems.
2 Is there a genuine need for awareness systems?
It cannot be denied that the increasing interest in awareness systems is related to the availabil-
ity of bandwidth, connectivity and computing. One could argue that in the recent technologies
supporting communication there is a natural evolution from telegraph, to telephone, to mobile
telephony an evolution that increases the frequency and the amount of information transfer be-
tween communicating parties. Awareness systems can represent the next step in this progression,
but will only succeed in fulfilling that role if they provide genuine value to their users.
Figure 1: The ASTRA system [11] supports communication between members of different house-
holds. While on the move, individuals can send snapped pictures or written notes to the related
households. On the home device, notes in the form of a ‘postcard’ appear on a timeline spiral
visible for all the family. These ‘postcards ‘can trigger communication, can be discussed during a
phone call or simply browsed ‘off-line’.
People need awareness to provide a context for their activities, and this awareness can support
them at their work or at leisure, as they engage in any type of activity in pursuit of their most
fundamental human needs: to affiliate with others, to accomplish and gain status, to defend
themselves, etc. Given the existence of these fundamental human needs driving the pursuits of
individuals, awareness systems will succeed in providing value when:
• They move beyond displaying data and to providing information: awareness information
that is meaningful in the context of some joint activity or social relationship.
• This information is consumed, recruited and used by people at the course of other activities
they engage in.
More specifically, in the context of supporting family communication, awareness systems can
be considered successful, when people assimilate the use of related information in their daily
routines and when they assign meaning and value to the information obtained through awareness
systems. For example, consider the case of providing awareness of the location or activity of family
members during the day on some awareness display at home. This has been proposed by numerous
researchers, yet before following the beaten path, designers ought o question on what basis this
can be considered a valuable proposition for users. Based on the conception of awareness discussed
here, an awareness display is little more than an irrelevant piece of information on the wall, until
family members start adapting their routines to the information they see, refer to it and consult
it in the course of their activities, or gain some affective benefits pertaining to their relationship
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with other family members. Evaluations therefore need to examine whether such assimilation
takes place, what meanings are assigned to the awareness display and what uses and rituals are
built around it.
To conclude, the need arises for designers to be explicit about the value they wish to provide
to their users and for design proposals to be evaluated regarding these benefits. In the absence
of such an explicit account of benefits provided, eventually accompanied by empirical evidence,
design research in this field runs the danger of degenerating into a self-referential reproduction of
ideas that favors the grotesque and the surprising over one that fits the life and needs of people.
The research discussed in the remainder of this paper assumes this value-centred perspective.
3 Expected benefits and costs from awareness systems
Families living in the same household have a high degree of awareness regarding each other. This
awareness is multi-faceted. It may concern the location of family members, their activities but
also a deeper level concerning their pursuits, tribulations, achievements and disappointments.
The need to exchange information addresses all these levels and may concern activities spanning
different periods of time and different aspects of each individual’s life. In our research we have
been pursuing the design of awareness systems that might provide to remote individuals some
of this kind of awareness. Regular communication by phones, email or other more traditional
forms of interaction including face to face meetings and letter writing already provide some of
that awareness. It is clear though that compared to people living closely together, awareness of
this sort is impoverished when individuals are separated by distance.
One clear benefit from increased awareness is strengthening the cohesion of connected groups.
This has been shown experimentally, in the case of people watching the same event, (so potentially
sharing an experience) while they are connected by a media space for the home [5]. In that
experiment, awareness concerned a brief period of time and a specific activity only, so it falls short
of the vision of awareness discussed above. A first attempt to operationalize the kind of awareness
we aim to provide, was based on a qualitative inquiry into the communication needs of partners
separated by distance and in the communication needs of three generation families split across at
least 2 households. The notion of connectedness that results from using a communication medium
over some sustained period was defined in terms of affective costs and benefits resulting from the
communication.
The costs resulting from the communication referred to:
• Privacy. One’s feeling that connected others have more information about oneself than
desired and vice versa.
• Obligations. The extent to which one feels that the system creates social obligations, e.g.,
to return a call, to take a call at a difficult moment. This concept relates to the notion of
Solitude control as defined by Boyle and Greenberg [1].
• Expectations. The extent to which one’s expectations that others will engage in communi-
cation/interaction or will respond to or reciprocate one’s own actions.
Note that the dimension of privacy here concerns information privacy while the latter two
concern interpersonal privacy or solitude control, using the vocabulary of Boyle and Greenberg
[1].
The benefits resulting from the communication refer to connected actors:
• Thinking about each other.
• Knowing the whereabouts, status, activity of each other.
• Feeling connected/in touch with each other.
• Sharing experiences.
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Figure 2: Close up view of the Diarist [7] with the narrative explanation for the block of time
20-11-10:35 popped up.’
• Understand, recognize and empathize with each other.
• Form a cohesive group, to which they feel attracted.
Finally, a very important dimension for characterizing benefits and costs is ‘effort’. We distin-
guish two kinds of effort:
• Procedural Effort, which is best considered as a cost of using any communication system.
The effort required to operate the communication system, e.g., setting up the system, logging
in, etc.
• Personal Effort, which is when recognized is appreciated as a token of affection or friendship,
or at least personal interest.
The ABC questionnaire (van Baren et al 2004) was developed to assess costs and benefits. It
includes 4 items for each of the dimensions listed above except for the dimension of effort, which
as the discussion above shows is a complex concept, that cannot be unequivocally described as
either a cost or a benefit. The ABC questionnaire has been applied in several studies as a way to
evaluate awareness systems.
For example in the evaluation of the ASTRA system [11] illustrated in figure 1, in intra family
communication service and its related appliance, the questionnaire was administered prior to the
use of the system and referring to the communication during the week before and once after a
week of using the ASTRA. In that case, the assessment of costs did not alter significantly for
participants inquired while most benefits (apart from the one referring to empathy/recognition,
seemed to improve).
4 Manual and Automated Input of Awareness Information
The downside of systems like ASTRA which are based on messaging is that the actors have to keep
supplying their social network with information about their lives. While ASTRA was designed to
lower the threshold of capturing and consuming fleeting experiences during the day, manual input
of all awareness information does not scale up in time or with regards to the number of people
connected; such explicit effort offers little value over other communication media such as phone
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Figure 3: An awareness system for parent regarding their children at school [3]. The awareness
display is a graphical widget for a Windows platform that ‘floats’ over any other Window on the
PC. It displays a) whether a child is in the vicinity of the class and b) the scheduled activity of
the child at school.
and MMS. True awareness then needs to rely at least in part in automated capture of information
of a person and to support a partly automated flow of information towards connected others.
Such an approach was implemented in the Diarist system [7]. Diarist was designed to support
seniors living alone, by informing their adult children about selected aspects of their daily life
activities in the home; the aim was to achieve connectedness and peace of mind for both. A sensor
based network was installed at their home; the application created would collect and interpret
the sensor readings and construct a record of the whereabouts of the elderly. This record was
displayed at the home of their adult children using a Philips iPronto device. The information was
displayed at different levels of granularity:
• A large icon showing one of the following regarding the home occupant: at home, away, with
friends, in the kitchen or in bed.
• A log of the whereabouts for the last 24 hours displayed as a list of blocks sowing duration,
and a fitting description, e.g., home, or away. This is visible when one walks up to or holds
the device.
• A detailed narrative (see figure 2), showing a detailed account of the information collected
that lets the user inspect the premises of this reasoning, (e.g., that his/her father got out of
bed twice tonight, lets the system infer that he slept somewhat calmly).
Designers of awareness systems should be conscious of the trade-offs related to choosing between
explicit and implicit input of awareness information. Explicit input (e.g., setting your status e.g.,
at home or not, sending a message, or updating a blog), lets the user control which information
to share and to adjust his/her presentation to the intended audience and context. People are
extremely good at doing this, and a mediating system can go very wrong when it attempts to
substitute user explicit inpu. Subtleties of language are hard to reproduce, timing, accuracy
of information, precision, empathy with the audience; each of these aspects becomes one way
in which people demonstrate their social skills, when communicating unaided by an awareness
system. Social skills of this kind are an essential component of human social intelligence and one
that automated systems are far from being able to emulate at this moment.
A limitation of manual awareness information is that actors may forget to update it, or may
make mistakes while entering it. Automated systems offer the possibility of scaling up; they can
capture information that can be tedious for humans to capture or that only makes sense if there is
some reliable capture mechanism, e.g., for health monitoring an indication that someone’s heart
rate is within safe bounds or not, or for a dementia patients whose location is tracked by the
system.
An underestimated aspect of sharing awareness information is how meaning and intention is
attached to it. Here are some points to consider:
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• Quality of information. A system like Diarist or systems monitoring Health parameters
can only provide reassurance and peace of mind because we can assume that they provide
accurate and up to date information. If the person concerned would prevent the system from
sharing some kinds of information, e.g., an elderly not showing that he does not feel well to
stop others from worrying unnecessarily, then the system provides little added value to those
who rely on its information. When reasoning is flawed or technical errors are obscured, a
system like Diarist can cancel out all potential benefits; e.g., during the field trial of Diarist
[7] an erroneous reading that the elderly father was out all night made his daughter to be
unnecessarily concerned.
• Intentionality. Sending a regular and automated log of activities of one’s holidays will be
less appreciated than a personally addressed and well timed message, (see [11]). To give an
example from a different domain, sending an invitation for coffee to a colleague will be less
warm and inviting than an automatically generated announcement that you are having a
break. Intentionality can be expressed in the content, the timing of the message and also,
by considering the context in which it will be displayed.
• Control. Connected actors may feel their privacy is under threat. Being able to choose when
to declare your presence at home gives more control over one’s privacy borders than say a
device that detects them for you.
5 Precision, accuracy, symbolism
We can distinguish awareness information by (at least) the dimensions of precision, accuracy
and literalness. Figure 3 illustrates how awareness information regarding children at school was
presented to parents on their PC at home and at work during a recent investigation [3]. Awareness
information consisted of two parts: presence and activity. Children carried a Bluethooth headset
which was detected by the PC computer at their class. This device gives real time information
regarding their presence in the classroom: when the bluethooth headset is in range of the classroom
computer a colourful icon is shown on the desktop of the remote parent. A grey icon indicates the
child is out of range. The text line below the image showed the scheduled (not actual) activity of
the child according to the school’s schedule. Below, we use this example to explain the concepts
introduced in this section.
Precision. Precision can be understood in terms of the granularity of the awareness information,
how rich a communication channel it is. For example, in figure 3, the icon indicating whether
the child is in the class or not carries 1 bit of information. The Whereabouts clock by
Microsoft [13] carries 2 bits of information relying on the cell network to distinguish between
4 locations: home, work, school and other. In the Diarist system discussed above, the top
level view represented a choice of 6 locations, while the blog and the narrative represented
increasing levels of detail. In media spaces, a blurred image offers less precision over the full
video image, see for example [13].
Designers often opt for low precision to protect the privacy of their users. On the other
hand, it is often the case that more precise information is needed. In the evaluation of the
awareness system of Figure 3 parents required more information, e.g„ whether their child
is alone, who the child interacts with, etc. (See [3]). In this case, they required higher
precision. Other parents who preferred to know whether the child was out of bounds of the
school, required lower location precision, as this was more relevant to their concerns. Going
out of bounds would be a reason for concern. In a flexible system users may prefer to vary
the precision of the information about them as a means for managing their own awareness
and privacy needs.
Accuracy . The scheduled activities of the children in Figure 3, can be reasonably precise and rich
descriptions but they are the ones scheduled for the school a week in advance. As such, they
may not be accurate, e.g., because some activity runs late, or a teacher falls ill, etc. As has
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been argued by Price et al [10], users may also wish to vary the accuracy of the awareness
information in order to protect their privacy. In the case of the Diarist, erroneous system
operation reduced the accuracy of the readings raising concerns among users. Accuracy often
trades-off with precision. The Diarist attempted a rich and quite precise description of user
activity for which accuracy is a higher technical challenge. Users will face a similar trade
off – forced to increase the precision of awareness information they may prefer the ability to
modify it, effectively lying to protect their privacy.
Literalness (symbolic versus literal display). Figure 3 combines a symbolic display (the icon rep-
resenting presence of the child in the class) and a literal display, listing the child’s activity
in text. Literal displays tend to be more precise. If there is little need for precision, de-
signers may often opt for a more decorative presentation of awareness information, by some
abstract pattern or a picture that is a symbolic visualization of awareness data, e.g., the Info
Canvas [8]. Apart from their function as decoration, abstract and symbolic displays are dif-
ferently understandable to their owners and others, offering in this way some privacy guards.
For example, after long term exposure users may gradually learn how to interpret abstract
displays (e.g., light patterns), that are at first sight meaningless to others. In a range of
studies concerning family communication, informants have consistently indicated preference
towards literal and directly accessible displays. However, none of these comparisons referred
to actual use which might indeed show these more artful variants of awareness systems to
be useful and welcome by their users.
6 Research and Evaluation Methodology
A point of consensus in the research community is that the evaluation of awareness systems in the
laboratory is not sufficient, in cases where they are intended to be used over a sustained period
of time, and with tasks that relate to the social interactions between individuals. Evaluations
of systems in the lab may be a good first step, where a design team can aim to a) establish the
smooth operation of the system and increase its reliability b) find out and correct usability defects
that might hamper the evaluation in the field.
A trend that can be observed in the research literature is that earlier works did not include
evaluation or included a minimal evaluation based on interviews or focus groups based upon
scenarios, non-functional prototypes or demonstrations of an intended system. In the last 2 years,
evaluations studies have concerned mostly working systems and longer periods of time, even going
up to 6 months. (e.g. see for example [2, 9]). The message coming from these evaluation studies
is very upbeat. These evaluations suggest that people find uses for awareness systems, fit them in
their daily life, appropriate them and develop their own conventions for their use. Some caution
has to be exercised: these evaluations have typically concerned small proportions of one’s social
network, have usually not compared non-use with use, so participants could be positive in their
subjective assessments to please the creators of the systems or even are very likely to change their
behavior as a result of being under study more than because of using the system in question (which
amounts to what is often called a Cawthorne effect). There are some measures that one is advised
to take to avoid this problem:
• Extend the evaluation period, if participants are excited about participating in a study, this
should fade off with time.
• Evaluate a period of use, with a period of non-use, prior to and after the exposure to the
system; see for example the evaluation by Oulasvirta et al [9], or for the ASTRA system
[11].
• Include explicit checks in your inquiry regarding the possibility of actors adapting their
behaviour regarding information disclosure or trust because of the research context (see
[14]).
Awareness Systems: Design and Research Issues 9
Our own studies have focused on the application of psychometric techniques for the evaluation
of these systems, using the ABC questionnaire as above or other questionnaires for evaluating
subjective experiences from users. This can give rise to problems during field testing; one cannot
keep asking participants to complete the same long questionnaire time and again during a long
period of time. The quality of the answers and the compliance should deteriorate. Also, such
instruments are not tied to any specific experiences during the evaluation period. What is needed
at the moment is improved research methods and instrumentation for evaluating awareness systems
during such sustained studies, e.g., using semi-automated diary techniques or experience sampling
[4].
7 Social Intelligence and Awareness Systems
By their conception awareness systems are intended as intermediaries in our social relations. They
will be embedded in daily social interactions and depending on how well they are designed they
might empower or hinder people in their social conduct. How much a system lets someone be
perceived as socially intelligent or the opposite is a plausible empirical measure for evaluating
awareness systems. This type of evaluation becomes very relevant when an awareness system is
partly automated, partially reducing its users flexibility and control regarding how they interact
with other individuals. The obvious corollary of this argument is that social intelligence can
and should be built into awareness systems that involve some degree of automation. This social
intelligence though does not refer to manifesting human like expressions or movements, but to
the very understanding of the social implications of the information exchange that an awareness
system implements.
Let us examine where the notion of (artificial) intelligence can apply to the operation of an
awareness system:
• At the level of capturing and presenting information. An example was the Diarist system
which supported interpretation of sensor data and the generation of narrative descriptions
in natural language to describe the lower level data in a comprehensible format.
• At the level of disseminating information. At one extreme, an awareness system could
manage the flow of information itself, e.g., by attempting to match content to recipients.
This can be a hard problem as a system would have to reason regarding the inferences that
connected others can draw from information presented to them. For example, when the
user’s preference for disclosure includes activity but not location, disclosing to others that
the user is watching television or conducting DIY may lead them to inferences regarding
their location as well.
The second option above represents a major challenge for our ability to reason about social
interactions between individuals. A much more likely scenario is that users set their preferences
regarding disclosure through an appropriate ‘programmable’ interface. This will be no minor feat;
attempts to automate reachability management or interruption handling have shown in practice to
be too rigid and were circumscribed during actual use. Without assuming system autonomy, the
mere matching of preferences regarding the entities comprising awareness information needs to rely
on a model of awareness information and inferences a human or other recipient could draw from
this model. To enable such a possibility a prerequisite is to construct appropriate languages (e.g.,
XML based) for describing awareness information and for describing the implication relations that
connect different types of awareness information (as for example, noted above regarding activity
and location). This is the topic of our current investigation in awareness systems and one that
could empower users, allowing them to use awareness systems for longer and for facilitating a
larger proportion of mediated social interactions.
8 Conclusion
This article summarizes the contents of the invited talk to be presented at the Social Intelligence
and Design 2007, at Trento, Italy, July 3, 2007. The talk focuses on awareness systems for sup-
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porting family communications. These systems have been the topic of our research for some years;
related design concepts abound in the literature and a reasonable amount of evaluation studies
have been proposed. The first commercial prototypes are making their way to the market. The
talk has argued in favor of increasing the level of automation in such systems. The consequence
of this is that we need to extend evaluation sessions to long term field trials, and we need to be
more critical as a field for how to plan and interpret the results of these evaluations. Technolog-
ically, stepping up the level of automation while keeping the user in control requires developing
social intelligence, beyond implementing human-like physical behaviors, and onto reasoning that
is associated with handling social situations in our daily communication activities.
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Abstract 
In this paper we describe a pilot study for an intervention aimed at enhancing social skills in high functioning 
children with autism. We found initial evidences that the use of a co-located interface may have a positive effect 
on the quality of social interaction and may lessen the repetitive behaviors typical of autism. These positive 
effects also appear to be transferred to other tasks following the intervention. We hypothesize that the effect is 
due to some unique characteristics of the interfaces used, in particular enforcing some tasks to be done together 
through the use of multiple-user GUI actions. 
 
Keywords:  Multiple-user GUI, computer-assisted instruction, social interaction, autism. 
 
1 INTRODUCTION 
Autism is a complex developmental disability with symptoms that usually emerge during the first years of life. 
Children with autism often have difficulties in verbal and non-verbal communication, social interactions, and leisure 
or play activities [1-3]. Those with high functioning autism (HFA) have a close to normal IQ, and some even exhibit 
exceptional skill or talent in specific areas.  Language development often appears to be normal, but individuals with 
HFA frequently have deficits in pragmatics and prosody.  That is, a child with HFA may function well in literal 
contexts but have difficulty using language in a social context.  Social impairments, abnormalities in reciprocal 
social interaction and difficulties in emotional expression and recognition are considered to be among the core 
deficits associated with the autistic syndrome [1]. Children with autism who have normal intelligence can 
compensate for some of their social deficits by utilizing their relatively high cognitive abilities, and therefore can 
engage in a higher level of social relationships in comparison to low functioning children with autism. However, in 
comparison to typical children, the social participation of all children with autism in peer interaction is low in 
frequency and poor in quality, comprising, for example, more ritualistic behaviors and poor social behaviors such as 
only maintaining close proximity, rather then performing prosocial behaviors such as sharing feelings and 
experiences [13].  
Researchers and clinicians have noted the value of technology, in general, and computer-based activities, 
specifically, as therapeutic and educational tools for people with autistic spectrum disorders (ASD) [7]. Studies have 
suggested a few reasons for the special interest that people with ASD have in computerized learning, and have 
identified several advantages that computers provide with respect to its core deficits. These include, for example, the 
predictability of software, the safety of a clearly defined task, and the usually specific focus of attention [8].  While 
these attributes have been promoted in recent years, very few studies have investigated this potential via a 
systematic intervention with children with autism. Those who did suggest that computer based intervention and 
virtual environments appear to offer a useful tool for social skills training in children with ASD [10, 14]. 
 
  
Although various Computer Assisted Instruction (CAI) tools have been studied (see among others [9]), responses 
from both professionals and parents have been mixed due to the fear of increased social withdrawal [4] and the 
encouragement of compulsive behaviors [11]. In order to teach social skills, the use of Virtual Environments  (VEs) 
has also been proposed (see among others [10]).The tendency for people with autism to interpret situations literally, 
however, could impede their understanding of VEs as representations of reality therefore making ineffective the use 
of this type of technology [10].   
In a previous study [15], we experimented with a co-located interface where pairs of children (not affected by 
developmental disorders) interacted to construct a common story. The interface was explicitly designed to “enforce 
collaboration” by requiring that some activities be performed together by the children. The design hypothesis, 
partially confirmed, was that forcing joint behavior on the interface promoted mutual recognition and fostered 
collaboration. Robins et al. [12] have used a similar concept wherein a game was introduced where the rules 
“enforce collaboration” among children with autism. 
In this paper, we discuss the use of that interface in the context of a therapeutic intervention aimed at enhancing 
the ability of children with HFA to interact in social situations. The results of the pilot study suggest that this 
technology appears to have a positive effect on improving the quality of social interaction as well as on decreasing 
the repetitive behaviors that are typical of autism; these positive effects appear to also transfer to other tasks. We 
hypothesize that this is due to the fact that the setting requires that, at crucial points during the story construction, 
the subjects agree on relevant steps to be taken and make this physically explicit by joint actions. In other words, the 
very nature of the scenario requires HFA children to engage in a number of social behaviors they most often refrain 
from, this being one of their major and more difficult to overcome problems. 
 
2 THE STORY TABLE INTERFACE 
The Story Table interface goal was to support pairs of typically developed children in the activity of storytelling 
within the context of a museum visit that causes them to reflect about their experience [15].  The system is based on 
DiamondTouch  [6], a multi-user, touch-and-gesture-activated device designed to support small-group collaboration. 
A standard projector is used to display a top-projection of a computer screen. This technology supports multiple 
touches by a single user and distinguishes between simultaneous inputs from multiple users.  
Exploiting this functionality, we extended the event system of standard touchable interfaces allowing 
multiple-user events such as the multiple-user touch, the multiple-user double touch and the multiple-user drag-and-
drop. For example, a multiple-user touch is an event that is triggered when two or more users click together on a 
button (see Fig. 1). Indeed, a chain of events is generated: the system first triggers a standard touch event when the 
first user touches the button; when the second user touches the same button, a new multiple-user touch event is 
triggered. When one of the two users releases the touch, a multiple-user release event is triggered. Finally, when the 
other user releases the button the standard release event is triggered. The other multiple-users events were defined in 
a similar, albeit more complex, manner. GUI widgets can therefore be programmed to react differently when a 
single-user or a multiple-user touch is received.  
 
 
 
 
Figure 1. Conceptualization of a multi-user touch gesture 
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The design rationale of StoryTable is based on a methodology known as Family Bears (e.g., Bornstein [5]) where a 
child is invited to play with puppets representing a family of bears and their living environments (e.g., the house, the 
school) and then to invent stories about what happens to the family. This approach is used in both educational and 
therapeutic settings to measure the linguistic capabilities of the children and their relations with the world. Story 
Table provides many different scenarios (i.e., backgrounds) in addition to the Family Bears; each one has different 
characters for which children can invent stories.  
The interface was designed according to the concept of ladybugs wandering around the table surface (see 
Fig. 2).  Ladybugs were chosen as a familiar, friendly object to children; the users had no difficulty in understanding 
the function of the ladybugs that differed in size and color in accordance with their functions.  A mixture of standard 
touch events and the new multiple-user events were used as a means to control the objects. One ladybug carries the 
backgrounds, the context within which the story will be set — e.g., a forest, a medieval castle, etc. This ladybug can 
be opened to access the backgrounds by double touching on it. Since the selection of the background is crucial for 
determining the story, the system forces previous agreement by requiring that selection of the background setting be 
done jointly by the children — i.e., through a multiple-user touch event. Another ladybug carries the various story 
elements (e.g., the Princess, the Knight,) that can be dragged onto the current background. Again, this ladybug can 
be opened by a single-user double touch event.  In this case, however, the elements can be dragged autonomously by 
each child. A third type of ladybug of a different size and shape (the blue ones shown in Fig. 2) contain the audio 
snippets that will form the story. In order to load an audio snippet into one of these ladybugs, a child has to drag it 
into the recorder and then keep the button pressed while speaking. The audio snippets are recorded independently by 
each of child. Once loaded with audio the ladybug displays a colored aura that represents the child who recorded it. 
An audio ladybug can be modified by the child who recorded it, but the system refuses modifications attempted by 
the other child. Therefore, a ladybug is “owned” by the child who recorded it. Yet, the two children may agree to 
release ownership of a ladybug by a multiple-user drag-and-drop action: if they jointly drag the ladybug onto the 
recording tool, the system removes the content and the aura. The resulting story is the sequence of the audio snippets 
recorded in the ladybugs placed in the sequence of holes at the bottom edge of the interface; while each audio 
ladybug may be listened to individually, the story as a connected sequence of snippets, can be listened only if both 
the children touch the first ladybug in the sequence. 
 
 
 
 
Figure 2. The StoryTable interface projected on a DiamondTouch device 
 
 
An experimental study on 35 dyads provided evidence that this settings facilitates more complex and mature 
language (both in their recorded story segments and in their interactions with one another during the task) and that 
the contributions to the story and to interaction were more equally distributed between the children in the Story 
Table than in the control condition [15]. 
 
3 A PILOT STUDY FOR AN INTERVENTION METHODOLOGY 
Based on the literature and our clinical experience, we suggest that HFA children would benefit from an intervention 
based on the Story Table setting, for two main reasons. The first refers to the well-known fact that HFA children like 
using and engaging with computerized technologies (e.g., [7]).  The second, and more important, reason is that the 
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Story Table setting requires that, at crucial points during the story construction, the subjects agree on relevant steps 
to be taken (release the property of an audio lady bug, choose the scenario, listen to the whole story, etc.) and make 
this physically explicit by joint actions. In other words, the very nature of the scenario requires HFA children to 
engage in a number of social behaviors they most often refrain from, this being one of their major and more difficult 
to overcome problems.  
A pilot intervention A-B-A study was conducted where the Story Table was used with three dyads of 
children aged 9 to 11 years. All had a prior diagnosis of HFA but no physical disabilities and capabilities for only 
basic interaction (e.g., listening to others, turn-taking) and the capability of verbalizing simple sentences. The 
children knew each other before taking part in the study. 
Three intervention targets are reinforced throughout the Story Table sessions. First, “shared activities” are 
encourage d because their lack is one of these children's core deficits in collaboration and cooperation. Second, 
“help and encouragement” is provided since these children have considerable difficulties in pro-social behaviors. 
Third, “persuasion and negotiation” is supported to help these children overcome their core deficit in language 
conversation and pragmatics. 
The children were tested prior to (pre-A) and following (post-A) the intervention with a low-tech version of 
the Story Table interface (Fig. 3, right) and with a lego-like assembly game, MarbleWorks, where children were 
instructed to build a shared marble maze using ramps, connectors, funnels, and tunnels (Fig. 3, left). The structured 
intervention consisted of ten 20 minute sessions which took place at their school 3-4 times per week for 3 weeks.  
During the intervention, the dyads of children were instructed to create and narrate stories using the backgrounds 
and the associated characters that they jointly selected (as described above).  The children were provided with 
opportunities to become familiar with the Story Table during a “free play” session (Session 1). They then received 
intervention based on principles of supporting social interaction while using the Story Table. Sessions 2-4 focused 
on support for “shared activities”, Sessions 5-6 focused on “help and encouragement” and Sessions 7-8 focused on 
“persuasion and negotiation”.   
Prior to each of the sessions the children were presented with a few minutes instruction, aimed at 
familiarizing them to the various constructs of collaboration. These “rules” that were learnt at this session were 
clearly displayed on the wall in front of the children while playing the Story Table, so they could be visually 
reminded of them while playing.  The constructs of collaboration that were presented to the children included:  
Session 1: free play, no intervention 
Sessions 2-4: shared activities: 1. shared choice, 2. shared planning, 3. shared implementation  
Sessions 5-6: help and encouragement 
Sessions 7-8: persuasion and negotiation  
 
  
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Tools used for pre- and post-testing: MarbleWorks game and “low tech” version of the StoryTable  
 
The outcome measures were coded from videotapes of each session by three trained research assistants. 
Following training, an inter-rater reliability of .85-.96 was achieved.  The outcome measures included (i) a 
behavioral checklist of positive (e.g., non-verbal expression of affection, use of "small talk") and negative (e.g., 
avoidance) social interactions as well as autistic behaviors (e.g., topic perseveration) based on [1] and (ii) an 
analysis of language usage in the interactions and in the narrations.  Our specific research questions included items 
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related to changes in behavior while using the StoryTable: Does it (1) enhance positive social interaction?, (2) help 
users make progressively better stories? and (3) lessen stereotypical, repetitive (autistic) behaviors?  We also asked 
whether use of the StoryTable had an impact on (1) children’s ability to transfer to collaboration in other tasks? and 
(2) the level of play? 
4 RESULTS 
All the children enjoyed using Story Table and appeared motivated to create and tell stories. They were readily able 
to learn and execute the various functions within one or two teaching sessions.  Due to the small sample sizes, non-
parametric statistics were used to compare the means scores for the three pairs of children.  Only trends were 
obtained as reported below.  
With regard to the behavioral measures, there was a clear trend towards supporting the development of 
important social behaviors as shown if Fig. 4. A comparison of the behavioral scores between the first (light 
histograms) and the last session (dark histograms) of use of the Story Table showed a considerable increment of the 
positive social behaviors. In particular they had a substantial increment in eye contact and emotion sharing as well as 
demonstrating an interest toward the partner. A concomitant reduction of stereotypic, repetitive behaviors was 
observed while the children were interacting with Story Table compared with the pre-intervention low-tech 
activities.   
An important aspect of an intervention methodology is the extent to which the positive effects are 
transferred to other tasks. Comparison of pre and post MarbleWorks games showed a trend towards similar progress 
was observed for what concerned positive social interaction behaviors: respond and propose action, sharing emotion, 
express interest in the partner, comfort and encourage the partner, look and positive affect, as shown in Fig. 5.  The 
light histograms show the behaviors during the pre MarbleWorks game and the dark histograms show them during 
the post MarbleWorks game. 
Moreover, comparison of pre and post MarbleWorks games showed a trend towards progress in the level of 
play.  Typically developed children as infants first begin in simple play in that they play by and with themselves 
through their sensorimotor experiences. For example, they play with their feet, pull off their socks or stack blocks. 
The next phase of play is parallel play where toddlers play near by each other, but not cooperatively or with each 
other. Complex play involves cooperative play, but usually including more imaginary themes and longer time. The 
results of this study showed that "parallel play" increased to parallel play with looking at the partner and "simple 
play" increased to "complex play". For example, as shown in Fig 6, more time spent on less complex play (parallel 
play without looking) during the pre-intervention MarbleWorks game (light histograms) to more complex play 
(complex coordinated game) during the post- intervention MarbleWorks game (dark histograms). 
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Figure 4.  Comparison of the mean behavioral scores between first (light) and last (dark) Story Table sessions. 
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Figure 5.  A comparison of the mean behavioral scores between the pre- (light) and post (dark) MarbleWorks 
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Figure 6.  Transition from more time spent on less complex play (parallel play without looking) during the pre-
intervention MarbleWorks game (light) to more complex play (complex coordinated game) during the post- 
intervention MarbleWorks game (dark). 
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In order to examine the interaction that leads to the production of narrative texts we analyzed the data at 
two different levels: Level 1 including conversational utterances as the verbal interaction that leads to the 
construction of the narrative text and Level 2 including narrative utterances as the narrative text itself, which takes 
place in a fictional (rather than real) world.  The questions asked included (1) What are the type of conversational 
utterances that lead to story-construction? (2) How is child-child compared to adult-child verbal interaction? (3) Is it 
possible to reveal patterns of cooperation in story construction? Do these patterns change as a function of experience 
with the task? (4) How does technology (the communication board) affect the verbal interaction and the narrative as 
a product? and (5) How does experience with the task affect the production of narrative texts? 
The analysis included transcription where the verbal interactions recorded during the joint activity were 
transcribed into turns and each turn was separated into utterances and coding where each utterance was coded 
according to a framework of analysis devised to capture indications of joint accomplishment. 
The first type of Level 1 utterances that were examined were narrative conversational utterances.  These 
included discourse strategies adopted while coping with the task, which were not directly related to the construction 
of the narrative.  First, there were technical directions, questions and demands, that is, utterances that dealt with 
technical matters related to the task (e.g. "close it, close it"; "go on, press now”).  Second, there were utterances 
aimed towards enhancing collaboration with the task (including turn taking), that is, utterances that enhance the 
children’s cooperativeness with the task, calling attention to their involvement and commitment with the task, as 
well as reminding them about how to behave while participating in the task (e.g., “Jonathon, it’s your turn now, I’m 
waiting”).  Third, there were utterances related to agreeing and evaluating, that is, utterances that give support to the 
participants and encourage their participation (e.g., “nice”, “they are an incredible couple!”).  Forth, there were 
utterances related to getting organized with the narrative task, that is, utterances that deal with the narrative task 
properly, including description of rules, requesting collaboration with the narrative, etc. (e.g., “do you remember 
how we chose a background to the story?”).  
The second type of Level 1 utterances were narrative conversational utterances that included discourse 
strategies related to the text as a product, including utterances about:  story structure (e.g., “we are now in the middle 
of the story”), story content (e.g., "is he telling the same thing as his neighbors did, about the cake?”), and story 
form (e.g., “speak nicely, Elad. It’s a story it’s not a song”).  
The Level 2 analyses involved a set of criteria meant to analyze the quality of the text in terms of degree of 
coherence, content and structure.  The type of narrative utterances examined here included 1st person utterances (the 
characters speak) or 3rd person utterances (the child reports about the characters and their actions).  The linguistic 
encoding of characters by means of (1) Nouns or noun phrases (e.g., ‘the girl is preparing to go to bed’); (2) 
pronouns (e.g., ‘and she says that she’s doing her homework’); (3) zero (neither a noun or a pronoun are used before 
the verb). These categories allow for a functional analysis of ‘reference tracking’ along the texts, i.e. to see how the 
child succeeds in maintaining the reference to already presented characters and how he/she manages to introduce 
new characters. 
Non-narrative conversational data was the most frequent discourse type during the Story Table sessions, 
especially utterances related to technical issues regarding the usage of device. However, this type of conversation 
became less frequent as the intervention advanced while the coherence of the stories produced increased with 
experience. In particular, there was an increasing ability to maintain the reference to the protagonists of the stories, 
either by grammatical or lexical means; and more occurrences of thematically connected utterances (e.g., 
successfully relating to the same topics and even expanding them) was observed.  These data are shown in Figures 7 
and 8.   
Analysis of the child-adult interactions has not yet been completed.  
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Figure 7.  Non-narrative conversational utterances out of total turns in one interaction, by number of session. 
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Figure 8.  Narrative Conversational Utterances out of total turns in one interaction, by number of session. 
 
5 CONCLUSION  
The results presented in this paper are preliminary due to the limited number of subjects and because of the 
relatively limited duration of the intervention. Yet, the results appear to be highly encouraging; the use of the Story 
Table appeared not only to increment the level of involvement and to produce positive effects on some behavioral 
and communicative skills but these effects were, at least to some extent, transferred to other tasks.  
Our hypothesis, which needs further study for confirmation, is that co-located interfaces like Story Table 
may be well suited to support these types of intervention for several reasons. First, the collaboration is carried out 
with a peer in a real situation rather than in a virtual environment yet technology is available to mediate the 
interaction making evaluation less stressful and more ecologically valid. Second, the possibility of forcing some 
tasks to be done together (as in the case of multiple-user GUI actions in Story Table) may foster the recognition of 
the presence of the partner and stimulate collaborative behavior.  
Story Table was first used as an interface designed to support Cooperative Learning activities for typically 
developed children.  The results of the pilot study reported in this paper provide evidence that  the design of 
interfaces based on the notion of multiple-user GUI actions (what we call “enforced collaboration”) have 
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considerable potential for enhancing several key social behaviors and some core language skills of children with 
HFA.  
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Abstract
Conviviality is a mechanism to reinforce social cohesion and a tool to reduce mis-coordination
between individuals, groups and institutions in web communities, for example in digital cities.
We use a two-fold definition of conviviality as a condition for social interactions and an instru-
ment for the internal regulation of social systems. In this paper we discuss the use of social
intelligence design to model conviviality for digital cities, by first contrasting commercial with
public digital cities, ergonomics with intelligent agents and then, social norms for conviviality
with legal and institutional norms in digital cities. We show the role of the distinction among
various kinds of use of conviviality, the positive aspects of conviviality and the negative as-
pects that emergent when conviviality becomes the instrument of power relations or in the
absence of conviviality.
Keywords: Conviviality, multi-agent systems, normative systems, social intelligence design,
ergonomics and human factors, digital cities.
1 Introduction
The role of norms for conviviality is a condition for social interactions and an instrument for the
internal regulation of social systems (Caire, 2007b). For example, in digital cities “government
regulations extend laws with specific guidance to corporate and public actions” (Lau et al., 2005).
One view of social intelligence is that it may be “attributed to a collection of actors/agents and
defined as an ability to manage complexity and learn from experiences as a function of the design
of social structure. This view emphasizes the role of social conventions that constrain the way
individual agents interact with each other” (Fruchter et al., 2005).
In this paper we raise the following question: How can social intelligence design be used to
model conviviality? We approach this question focusing on conviviality in digital cities, by first
contrasting public with commercial digital cities, then ergonomics with intelligent systems and,
finally, norms for conviviality with legal and institutional norms in digital cities.
Our main question breaks down into the following research questions: (1)What is a digital
city as far as social intelligence design is concerned? From social intelligence design point of view,
there seems to be a distinction between public and commercial websites. Indeed, social intelligence
design main themes are about using new technologies to “mediate human communication and
collaboration across geographical and cultural divides” and to enhance the relations between
“people and technology in the full richness of human social and cultural life” (Fruchter et al.,
2005). While such priorities are expected for public digital cities, they seem more problematic
to ensure for revenue-driven commercial websites. We therefore discuss our application domain
∗We thank the City of Luxembourg for their financial support and Leon van der Torre, Matthias Nickles, Joris
Hulstijn, Guido Boella, Emil Weydert, Pascal Bouvry, Catherine Pelachaud, Yo Keller and Harko Verhagen.
based on this distinction. (2) What is social intelligent design applied to digital cities? (3) What
are social norms for agents in digital cities? And finally, (4) what is the role of conviviality?
Generally speaking, a convivial place or group is one in which individuals are welcome and
feel at ease, but definitions in literature spread from individual freedom realized in personal in-
terdependence, to rational and cooperative behavior, to normative instrument (Caire, 2007b). In
the context of digital communities and institutions, such as digital cities, conviviality often refers
to qualities such as trust, identity and privacy. One of the European Community 5th framework
four themes, Societe de l’Information Conviviale (User-Friendly Information Society, 1998-2002)
promoted conviviality through broad projects and initiatives. One example, the Convivio Net Con-
sortium (2003-2005), fostered convivial technologies designed to be people-centered and sought to
address growing challenges of digital cities: Bridge increasing digital divides between social groups,
remedy nascent social fragmentation and isolation, increase social cohesion, strengthen community
identity and support new communication and interaction paradigms.
By means of information and communication technologies, digital cities are virtual presence
and extensions of our physical cities. Originally an American phenomenon, digital cities were first
supported by the European Community in 1993 with Telecities Network and in 2000, with a 30-
year plan encouraging member countries to build their own digital cities based on a common vision
while following a technological step-by-step approach: Systems interoperability, Intelligent City
Systems (2009), Ambient Intelligence (2013) and Smart Cities (2030). We identified two broad
categories: Public and commercial digital cities. Whereas main goals of commercial digital cities
are to innovate with next generation networks, to create spaces allowing users social information
exchanges and to explore vertical markets, for example online shopping and rated services, the
principal objectives of public digital cities are to “transform and modernize local administrations
in order to improve the level and quality of life of the population at both individual and community
levels” (Ishida, 2000), for example, 24/7 online access to municipal services and multilinguism.
The layout is as follows: In Section 2 we contrast digital cities as commercial websites to
digital cities as public websites and in Section 3, we compare ergonomics and human factors to
intelligent agents. In Section 4, we look at legal norms as opposed to social norms and in Section
5 we analyze social norms for conviviality by contrasting the positive aspects of conviviality to its
negative aspects. In section 6 we look at related works and in section 7, we discuss results and
summarize our findings.
2 Digital Cities: Commercial versus Public Websites
There are many different types of digital cities and many ways to define them. “They can be seen
as a local social information infrastructure, providing information over the real city to locals and
of course to visitors of the real city. The digital city can also be approached as a communication
medium, influencing the personal networks of inhabitants of a digital neighborhood. Another
view is the digital city as a tool to improve local democracy and participation. Finally [. . . ] the
digital city can be seen as a practical resource for the organization of every day life. One can
think of local electronic commerce, and the provision of online public services as a support of local
economic activities. However, the digital city may also become an experiment with new forms
of solving problems and coordinating social life. Where currently most activities are coordinated
by the market or by the state, the digital city may become a tool that enables people to do
things by mobilizing the available local resources, using existing and emerging social networks”
Den Besselaar et al. (2000) .
Observing that “Digital cities commonly provide both profit and non-profit services and have
a dilemma in balancing the two different types of services”, Ishida (2000) raises the question:
Can public digital cities compete with commercial ones? (figure 1). Indeed, “without profit
services, digital cities become unattractive and fail to become a portal to the city. Without
nonprofit services, the city may become too homogeneous like AOL digital cities as a result of
pursuing economic efficiency. In any case, digital cities are forced to face competition with private
companies, which provide only profit services.”
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Figure 1: eCity Luxembourg, Habbo Hotel and MSN CitySearch
2.1 Goals of Digital Cities
Commercial digital cities as commercial portals started as local portals run by private companies,
such as phone, web and airline companies, competing with each other. Nowadays, global com-
panies such as AOL and Microsoft offer city guides with services: Shopping, entertainment, local
information and maps. Their business goals are geared toward vertical markets and their revenues
are generated by advertising. Their general trend is to provide information that is easy to find
and search for, good maintenance of systems and frequent updates. They are effective in Asia,
where they complement government agencies, but limited in scope by their top-down controlled
and selected content, lack of two-way interaction with users and main purpose, e.g. advertising.
Public digital cities started in the US with American community networks, inspired by a
tradition of community-centered, grass-roots engagements that emphasized freedom of speech and
activism. Their original goal was to create a virtual information space for example, the WELL
Whole Earth’Lectronic Link and Blacksburg Electronic Village.
Case study: Blacksburg Electronic Village (BEV) was built in 91 as a consortium lead
by universities, such as Virginia Tech. University, by regional companies such as Bell Atlantic
and local authorities. It was a high profile project but with very little community involvement
to the vision. It was constructed from a technological point of view and the first project of the
kind with web interface. It rapidly grew until 95 then its activity decreased due to fundamental
disagreement between all the partners’ expectations. The companies looked for revenues elsewhere
and universities stopped providing internet to non-university members. Although still active today,
BEV has only a very local focus on community use of technology and learning.
US public digital cities main challenges were, first the lack of synergy between community
networks, private companies and administrations and second, the competition between profit and
non-profit organizations. Today they align with eGovernments. In Europe, public digital cities
evolved through the leadership of the European Community, launching first the Telecities program
in 93, then large scope programs and projects such as Eurocities, Intelcities and e-Agora. At the
European Community level, the goal is to share ideas and technologies between all the cities to
strengthen the European partnership. At the level of the cities, the goal is to use information
and communication technologies to resolve social, economic and regional development issues and
improve the quality of social services. Their characteristics today are to be networks generated
within and for specific regions, to form complex communities based on collaborations between cit-
izens, universities, city administrations and private companies, and to emphasize social inclusion.
Their main challenge is the difficulty to integrate grass-roots communities and commercial point
of views which appears in the relatively slow commercialization of services and information.
2.2 Technologies and Architectures of Digital Cities
Commercial digital cities rely on accumulating urban information and are well maintained. They
use proprietary systems and count on search engines, that rank interest links by sponsors, for
business opportunities. Early on, commercial digital cities recognized the importance of usability
and have done well to make their services usable by many. The claim of America Online was: “So
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easy to use, no wonder it’s number one”. Public digital cities look toward open source systems:
Video casts of town meetings, blogs, postings for Virtual Helsinki, multi-user games for Digital
Amsterdam. By lack of funds, the sites are not always well maintained, which caused many
downfalls such as Digital Amsterdam, Blacksburg (BEV) and Parthenay.
Case study: Amsterdam Digital City (DDS) started in 94 as a grass-roots initiative and
evolved into a non-profit organization with government support and the participation of private
companies. The goals of Digital Amsterdam were to support community activities and local
economy, encourage political discourse by linking citizens to the administration and innovate.
Its very successful interface of squares and cafes as well as interactive public debates inspired
many other digital cities, among which Digital Bristol. The issues that caused its downfall were
persistent technical problems and the initial lack of common understanding and vision between the
stakeholders. Digital Amsterdam exploited all the early Internet possibilities such as USENET,
IRC, GOPHER, MUDs, MOOs, Telnets and Free-nets.
Public digital cities rely on high speed network tightly coupled with the physical city (Helsinki)
and platform for community network. They have multilayer architectures, for example in Digital
Kyoto, information layer, interface layer and interaction layer.
Case study: Virtual Helsinki started in 95 as a powerful consortium of Telecom such
as Nokia and Elisa, the city of Helsinki, private companies such as IBM and local universities;
However, it did not include any grass-roots community nor voluntary services. The goals were:
Technological advances with, for instance, the use of ISDN and Video on Demand (95), DSL,
Ethernet, ADSL (97), IP based Video conferencing (98), ISDN video telephony, 3-D mapping
of Helsinki (99). Digital Helsinki has been highly profitable and socially relevant with citizens’
participation and contribution to social cohesion. Its projects of using avatars for citizens inspired
the Habbo community.
2.3 Organizations of Digital Cities
Commercial digital cities are for-profit whereas public digital cities are non-profit. Public digital
cities set up complex consortia with universities and companies that seem easier to manage in the
US than in Europe.
Case study: Seattle Community Network (SCN) emerged in 92 as part of the Computer
Professionals for Social Responsibilities group’s civil activities. It was first hosted on a donated
Intel 386 running a donated copy of BSDI UNIX operating system, using FreePort (Cleveland
FreeNet text based) user interface software. Lead by citizens, SCN grew in size by cooperating
with regional libraries and offering to all free network access and services, such as email and home-
page. Due to continuous financial problems and competition with commercial portals, the activity
decreased to its current reduced level, mainly to provide free public-access network. Interestingly,
among the more recent grass-roots activities is the emergence of the Seattle Community Wireless
Network that creates a broadband wireless metropolitan area network.
Asian digital cities, called city informatization, emerged as government initiatives. Their goal
is to develop their country through technological innovation. There were attempts to integrate
grass-roots activities and university driven projects in 99 with Digital Kyoto and Shanghai but
the greatest challenge still remains their top-down approach based on administration activity.
2.4 Summary
Commercial and public digital cities were originally very different but seem to be more overlapping
today. Commercial digital cities tend to depend on business strategies, such as merging, acquisition
and delocalization, creating tough competitions for market penetration and users’ loyalty for
example between MSN Citysearch, AOL City Guide and Yahoo! Local. Public digital cities tend
to depend on political agendas to motivate progress for technological and social improvements, for
example, Bologna Iperbole, with the impulse of progressive political leadership, innovated in 1994
by setting up open spaces to allow groups of citizens to publish information and engage in debates
with public officials, while Issy-les-Moulineaux started, in 1996, to develop its successful one-stop
administration, including online live interaction of citizens to town meetings and interactive maps.
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However, as yet, no one model has been identified. In the US for-profit businesses and non-
profit organizations co-exist and compete, in EU the attempts are to coordinate administrations,
companies and citizens while Asia pursues government directed growth. Governments’ goals for
digital cities consist to help close geographic and social digital divides, with access everywhere and
for all, to accelerate economic development, and to make the governments of cities more efficient
and accessible. Pluralism and participation are combined with multi-disciplinary approaches,
synergy between administrations, companies and citizens and, most importantly, a shared vision
between all stakeholders.
The success factors of digital cities consist in achieving participation of institutions and com-
munities, in balancing top-down direction, needed for technical infrastructure, and grass-roots
initiatives, necessary to insure citizens’ cohesion and in finding an equilibrium between economic
and civic motivations. Ultimately, digital cities need to deal with the same complexity as real cities
to attract and retain usage, and to function as entities that augment their physical counterparts.
3 Social Intelligent Design for Digital Cities
“One concept of the digital city is to provide infrastructure for networking local communities and
to promote social interaction among people who visit or reside in a city” (Azechi et al., 2000). A
number of strategies can be used to meet these goals. Therefore, as “the most profound influence
of the social intelligence design approach can be felt in the studies of online communities, where
mediated communication is a key vehicle for creating and maintaining social contact” (Fruchter
et al., 2005), we will look at intelligent agents approaches and contrast it with ergonomics and
human factors approaches.
3.1 Goals of Ergonomics and Intelligent Agents
Ergonomics practitioners are concerned with the “capabilities and limitations of humans to im-
prove the design of systems and devices” (Lund et al., 2005): They study how humans behave
physically and psychologically in relation to particular environments, products or services; They
make suggestions, based on users’ reactions and preferences in relation to visual and other sensory
stimuli, on how to redesign, for example a website, to meet users’ needs or give general guidelines.
In multi-agent systems an agent is defined as “a computer system that is situated in some envi-
ronment, and that is capable of autonomous action in this environment in order to meet its design
objectives [. . . ] Agents are capable of flexible (reactive, proactive, social) behavior” Wooldridge
(2004). This capability is crucial for digital cities since it allows agents to cooperate, coordinate
their actions and negotiate with each other; It is also fundamental to social intelligence design since
“conventionally, social intelligence has been discussed as an ability of an actor/agent to relate to
other actors/agents in a society, understand them, and interact effectively with them.” (Fruchter
et al., 2005). Intelligent agents, with their artificial intelligence capabilities can assist users, act
on their behalf, adapt and learn while performing non-repetitive tasks. It is a multi-disciplinary
field including for instance, socio-cognitive research, psychology, linguistics and pedagogy.
3.2 Applications for Ergonomics and Intelligent Agents
With systems becoming increasingly complex and pervasive, trends in ergonomics have been to
increase the usability of systems with the design of interfaces that allow users to interact with the
systems control commands and mechanisms, in a manner referred to as natural and user-friendly,
using menus, icons, keystrokes, mouse clicks, and similar capabilities. This is made possible with
the application of engineering psychology, a research branch of psychology theory applied to the
design of systems. Ergonomics practitioners develop design specifications, guidelines, methods,
and tools to ensure that systems are compatible with the characteristics of humans who oper-
ate, maintain or otherwise interact with them. For example, the digital city of Luxembourg, in
the process of creating a one-stop administration, chose to start with the declaration of a new
born baby, a key procedure for its citizens, and a complex operation for the administration as
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it requires the interoperability of different branches of administrations and services, such as hos-
pital, internal revenue services and social security to create, verify and register the identity for
the new born citizen. While performing the required operations online, citizens must seamlessly
navigate through all the different environments. Therefore, ergonomics practitioners must ensure
that conventions and constraints, such as interoperability or multilinguism are respected and that
heuristics and guidelines are followed (Norman, 1999), for example in using templates, Stylesheets
and file formats for quick loads as well as non-proprietary software for maintainability.
Intelligent agents systems, however, use of a different branch of psychology, cognitive psychol-
ogy, “concerned with mental processes (as perception, thinking, learning, and memory) especially
with respect to the internal events occurring between sensory stimulation and the overt expression
of behavior” (Merriam-Webster, 2006), emphasizing human thinking and processing of informa-
tion. Intelligent agents such as Embodied Conversational Agents “are autonomous agents
with a human-like appearance and communicative skills. They have shown their potential to allow
users to interact with the machine in a natural and intuitive manner through human communica-
tive means: the conversation. To be able to engage the user in a conversation and to maintain
it, the agents ought to have capabilities such as to perceive and generate verbal and nonverbal
behaviors, to show emotional states, to maintain social relationship” (Pelachaud, 2005). For ex-
ample, the Swedish online Customs Department opted to solve its increasing load in incoming
communications, telephone, IM, chat and emails, for its human agents by implementing embodied
conversational agents. The result was a 20 % load decrease for incoming communications, 40 %
of all requests happening outside office hours and more than 1500 (fifteen hundred) simultaneous
dialogs at peak hours. Indeed as demonstrated by Cassell (2000)’s Rea system embodied conver-
sational agent interfaces are “capable of making content-oriented, or propositional, contributions
to a conversation with human users”.
For Sadek et al. (1997), conversational agents must be endowed with conviviality: An agent is
convivial if it is rational and cooperative, and the interaction with the agent is convivial “if the
agent presents, jointly and at all times, one or all of the following characteristics: Capacity for
negotiation, contextual interpretation, flexibility of the entry language, flexibility of interaction,
production of co-operative reactions and finally of adequate response forms.” Finally, conviviality,
as “the essential and global characteristic of services, emerges from the intelligence of the system
and not from a set of local characteristics that vary depending upon the application context and
the types of users”; Consequently a list of criteria will by itself not suffice. Additional critical
factors to consider are: on the one side, the relations that bind the criteria together and on the
other side, the way these relations are perceived by individuals. These communicative capacities
and social intelligence based on emotional intelligence are crucial to enhance agents’ability to
interact with users.
(Gomes et al., 2004) intelligent tutoring system provides a recommendation service of
student tutors for computational learning environments. “Each agent pupil represents a pupil
logged onto the system. One of the functions of the system is to be the client for an instant
message service. Through its agent pupil, any pupil can communicate with other pupils in the
system [. . . ] Another function of the agent pupil is to pass information on the affective states of
the pupil. This information can be inferred by the agent or be adjusted by the pupil itself.”
The authors’ claim is that “convivial social relationships are based on mutual acceptance
through interaction” hence on reciprocity and in this case students helping each other. A utility
function takes as input a student’s social profile and computes the student’s affective states in-
dicating if the student needs help; if s/he does then the system recommends a tutor. Remaining
challenges are with defining utility function inputs to compute recommendations, presently a set
of random values, and to automate inferences of students requiring help. This exposes the need for
further research in evaluation methods and measures for concepts such as mood, sociability and
conviviality. Looking at interpersonal factors that have to be taken into account when designing
such systems, Heylen et al. (2003) are developing an emotionally intelligent tutor agent that tries
“to construct a model of the mental state of the student and is knowledgeable of the potential
effects of tutoring acts on the mental state. These insights are used to determine the appropriate
action sequence and the manner of executing the actions”.
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These critical challenges point out the ethical issues raised by the possible development of
such systems: Preserving pupils’ privacy, securing the information gathered to create their social
profiles, deterring possible misuse of pupils’ affective states and system errors concerning the data.
They also point out the importance of developing and using guidelines, similarly to the European
Privacy Design Guidelines for the Disappearing Computer Lahlou and Jegou (2003) established
to “implement privacy within the core of ubiquitous computing systems” Lahlou et al. (2005). A
number of research addressing these issues are for example, Erickson and Kellogg (2000) socially
translucent systems characterized by visibility, awareness, and accountability or Ter Hofte et al.
(2006) study of place-based presence and trust evaluation.
Casare and Sichman (2005) reputation system further illustrates intelligent agents capabili-
ties. Reputation is an “indispensable condition for the social conviviality in human societies”, it
makes information transparent, as all group members receive the same information about their
peers and it ensures conviviality for the group. In this system, everyone is aware of anyone’s
behavior, that is anyone’s compliance or not to the rules of the group. A functional ontology of
reputation for multi-agent systems is defined whereby “roles are played by entities involved in
reputative processes such as reputation evaluation and reputation propagation.”
The authors’ claim is that “concepts of the legal world can be used to model the social world,
through the extension of the concept of legal rule to social norm and the internalization of social
mechanisms in the agent’s mind, so far externalized in legal institutions”. In their system, the
agents actual behaviors are compared to the social norms observed in their world. The process,
however, presupposes an initial reputation profile of users that agents can then update in real time.
Reputation acts as a communication tool, ensuring complete social transparency throughout the
system. The strict application of norms to reputation however may be difficult and suffer from
rigidity, and one can wonder about the ethical issues, such as privacy, raised by this type system.
3.3 Summary
The recent and large scale development of intelligent interfaces combines computing power, adap-
tive and dynamic systems for more natural and invisible interactions between users and computers.
The ultimate steps still occur at the interface level, between the input and output hardware de-
vices, and the software that determines and presents the information to the user for example,
on a screen. As technologies develop and user’s expectations grow, the field of human-computer
interaction broadens to encompass a greater number and variety of fields that intertwine in more
intricate and complex ways such as computer science, psychology, cognitive science, human factors,
ergonomics, sociology, and artificial intelligence; All concurring and contributing to the creation
and enhancement of optimal and seemless user experiences.
Human computer interaction research now faces new critical challenges Markopoulos et al.
(2005): Designing systems and environments that can be perceived as socially intelligent; Designing
intelligence that will support human-to-human cooperation and social interactions; Evaluating
social intelligence and defining the benefits of social intelligence. Answer to the last question would
appear to be a requirement for the evaluation of social intelligence and for designing intelligence
that will support social interactions. Therefore, to study social user-interfaces, Markopoulos et
al. experiment with their robotic research platform, iCat, for it to exhibit a rich set of human-
like behaviors and conclude that the challenge ahead is “the need to make systems capable of
understanding and relating to people at a social level, timing, and cuing their interactions in a
socially adept manner”.
”A desirable social culture will afford the members of the community to learn from each
other” (Fruchter et al., 2005), and to achieve this is among the many challenges social intelligence
design aims to address with “methods of establishing the social context, embodied conversational
agents, collaboration design, public discourse, theoretical aspects of social intelligence design, and
evaluation of social intelligence” Nishida (2001).
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4 Social Norms and Institutional Norms in Digital Cities
In their introduction to normative multi-agent systems, Boella et al. give the following definition:
“A normative multi-agent system is a multi-agent system together with normative systems in
which agents on the one hand can decide whether to follow the explicitly represented norms, and
on the other the normative systems specify how and in which extent the agents can modify the
norms” (Boella et al., 2006). We first discuss the distinction among various kinds of norms, and
then we discuss three issues in this definition, illustrated by examples in digital cities.
4.1 The Different Kinds of norms
Several kinds of norms are usually distinguished in normative systems. Within the structure of
normative multi-agent systems Boella and van der Torre (2004) distinguish “between regulative
norms that describe obligations, prohibitions and permissions, and constitutive norms that regulate
the creation of institutional facts as well as the modification of the normative system itself”. A
third kind of norms, procedural norms, can also be distinguished “procedural norms have long
been considered a major component of political systems, particularly democratic systems” states
Lawrence who further defines procedural norms as “rules governing the way in which political
decisions are made; they are not concerned with the content of any decision except one which
alters decision-making procedures” (Lawrence, 1976).
Constitutive norms: Boella et al. note several aspects of constitutive norms, one is as
intermediate concept exemplified by “X counts as a presiding official in a wedding ceremony”,
“this bit of paper counts as a five Euro bill” and “this piece of land counts as somebodys private
property” (Boella and van der Torre, 2005). Searle further explains that “the institutions of
marriage, money, and promising are like the institutions of baseball and chess in that they are
systems of such constitutive rules or conventions” (Searle, 1970). In digital cities, examples are
the marriage norms and voting in the sense that going through the procedure counts as a vote.
Boella et al further believe that “the role of constitutive rules is not limited to the creation
of an activity and the construction of new abstract categories. Constitutive norms specify both
the behavior of a system and the evolution of the system [. . . ]” (Boella and van der Torre, 2004).
The dynamics of normative systems is here emphasized as in norms revision, certain actions count
as adding new norms for instance amendments: “The normative system must specify how the
normative system itself can be changed by introducing new regulative norms and new institutional
categories, and specify by whom the changes can be done” (Boella and van der Torre, 2004). Today
“US government agencies are required to invite public comment on proposed rules” (Lau et al.,
2005). This is done through the digital city government interface that allows revisions to be traced.
Two other aspects of constitutive norms are organizational and structural, that is, how roles
define power and responsibilities and how various hierarchies structure groups and individuals.
“Not only new norms are introduced by the agents playing a legislative role, but also that ordinary
agents create new obligations, prohibitions and permissions concerning specific agents” (Boella and
van der Torre, 2004).
Regulative Norms: “Regulative norms are not categorical, but conditional: they specify all
their applicability conditions” state Boella and van der Torre (2004); The authors further add that
“legal systems are often modeled using regulative norms, like obligations and permissions. How-
ever, a large part of the legal code does not contain prohibitions and permissions, but definitions
for classifying the commonsense world under legal categories, like contract, money, property, mar-
riage. Regulative norms can refer to this legal classification of reality” (Boella and van der Torre,
2005). Regulative norms express constraints, obligations and prohibition for example, citizens
using the Luxembourg digital city website, must use the file format PDF, rather than postscript,
to access the administration documents. Regulative norms also express permission, rights and
powers, for example access rights and voting rights, if you are resident for more than 5 years or
born in the city of Luxembourg. Another example is for creating an online library account on
Paris digital city website, a parents’ authorization is necessary if you are under 18 years old, while
an example of social regulative norm is, for instance, that it is forbidden to use bad language on
public digital city forum.
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Procedural norms: Lawrence distinguishes two kinds of procedural norms “objective pro-
cedural norms are rules which describe how decisions are actually made in a political system; a
system’s objective procedural norms are a primary determinant of the content of political decisions
in that they specify who actually makes decisions, who can try to influence decision makers, what
political resources are legitimate and how resources may be used. Subjective procedural norms,
on the other hand, are attitudes about the way in which decisions should be made” (Lawrence,
1976). Procedural norms are instrumental for individuals working in a system. In digital cities,
examples are back office procedures and in the previous example of a citizen using bad language
in a public forum, then the other citizens’ reactions to all send rebuffs.
4.2 Explicit versus Implicit Representation of Norms
The first property of norms in the definition of normative multi-agent systems is that norms
are explicitly represented. Norms are often given as requirements of computer systems but only
implicitly represented. An example of implicit representation is a form in which you would be
asked to state whether or not you keep a pet at home without mentioning to you the purpose of the
information e.g. that if your answer is affirmative, either you will be requested to pay a license fee
or the amount of the fee will be directly deducted from your bank account. Implicit representations
are opaque to users and prevent governments to fulfill the democratic promise that transparency
and explicit representations deliver. As users’ need for explanation and understanding of rules
and regulations grows, representations have to become more explicit and personalized to their
expectations. Similarly, governments’ interest also reside in the explicit representation of norms
that can be addressed through the development of mechanisms for knowledge representation and
reasoning.
Current efforts are somewhat in-between implicit and explicit representation with tools for text
representation and retrieval with more advanced ontologies, semantic links and search capabilities.
To this effect, the US government launched in 2006 a business portal to help small businesses
comply with Federal regulations, a need that was not being met by any other Federal government
program. (Caire, 2007c) In NYC, for instance, to renew online your Driver’s License the stipulation
is: “You cannot change your address during this transaction. You must have a completed form
MV-619 (Eye Test Report) for this transaction. Read the requirements before you begin this
transaction”.
Norms for conviviality are social norms, and even though they can be communicated, they are
often not made explicit. Consider for example the norm of being politically correct : An agent may
appear to follow and embrace the beliefs of a group by fear of appearing different but without
conviction, following a group without truly being part of it. Explicit norms relevant to conviviality
may refer to the cooperative behavior of agents.
4.3 The Violation of Norms
The second property in the definition of normative multi-agent systems is that norms can be
violated. This is also seen as an important condition for the use of deontic logic in computer
science: “Importantly, the norms allow for the possibility that actual behavior may at times
deviate from the ideal, i.e. that violations of obligations, or of agents rights, may occur”, as
observed by Jones and Carmo (2002).
If norms cannot be violated then the norms are regimented. For example, if there is a norm
in access control that a service can only be accessed with some certificate, then this norm can be
implemented in the system by ensuring that the service can only be accessed when the certificate
is presented too. Regimented norms correspond to preventative control, in the sense that norm
violations are prevented. When norm violations are possible there is only detective control, in the
sense that behavior must be monitored, and norm violations have to be detected and sanctioned.
“Social order requires social control, an incessant local (micro) activity of its units, aimed at
restoring the regularities prescribed by norms. Thus, the agents attribute to the normative system,
besides goals, also the ability to autonomously enforce the conformity of the agents to the norms,
because a dynamic social order requires a continuous activity for ensuring that the normative
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systems goals are achieved. To achieve the normative goal the normative system forms the sub-
goals to consider as a violation the behavior not conform to it and to sanction violations” (Boella
and van der Torre, 2005).
Norms can be violated because they are soft constraints. In digital cities, disincentives are
often the mechanism used to prevent users from infringing their norms. For example, if you don’t
have a valid registration sticker on your windshield you may be ticketed, if you do illegal dumping
you will be fined or if you are a malicious intruder in a digital city you will be prosecuted. When
norm violations are possible, there are normative multi-agent systems in which the violations
can trigger new obligations, the so-called contrary-to-duty obligations. With contrary-to-duty
obligations, there is not only a distinction between ideal and bad behavior, but there is also
a distinction between various degrees of sub-ideal behaviors. Norm violations can also lead to
sanctions for compensation or attempts to undo the violation, such as the roll-back operation in
database systems. When there is a sanction, the repair action can either be completely undone,
as for example in business or economics, or we can remain in sub-ideal state, as in some kind of
moral reasoning.
There are many examples of conviviality violations: Ignoring cultural and social diversity is
violating conviviality as it creates conviviality for a group at the expense of others. Another
example of conviviality violation is if a citizen is being ignored when coming to ask advices to
a city administrator: The online Paris library insures kind and pleasant service to members and
proposes a free mediator service in case of difficulties dealing with city clerks. Promoting exclusion,
intolerance and deception can be considered violation of conviviality norms.
4.4 Summary
The role of norms for conviviality in digital cities is to reinforce social cohesion by reflecting
the group’s core values internally as well as externally. By making rules explicit, conviviality
contributes to reduce conflicts, optimize members’ performances within communities as well as
between communities and improve coordination throughout. Moreover, social warranty and pro-
tection mechanisms are achieved through praise and encouragements towardmembers who conform
to the rules, and anger and blame toward the ones who do not. Moreover, there are many possible
approaches to address violations of conviviality: Enforcing values such as sharing knowledge and
skills, equality or trust. In an overall computing environment, focus must be on people and their
social situations (Stephanidis, 2006), therefore, social norms and their violations must be taken
into account. By reinforcing common shared ground between the members of a group, convivial-
ity facilitates the auto-regulation mechanisms that digital cities seek for as protection barriers for
their members and citizens.
5 The Role of Conviviality
Table 1: Definitions of conviviality
Etymological and Domain Specific Definitions of Conviviality
Origin: 15th century ”convivial”, from latin, convivere ”to live together with, to
eat together with”. (French Academy Dictionary)
Adj. Convivial: (of an atmosphere, society, relations or event) friendly and lively,
(of a person) cheerfully sociable. (English Oxford Dictionary)
Technology: Quality pertaining to a software or hardware easy and pleasant to
use and understand even for a beginner.(Adj.)User friendly, (Noun) Usability. By
extension also reliable and efficient. (Grand Dictionnaire Terminologique)
Sociology: Set of positive relations between the people and the groups that form a
society, with an emphasis on community life and equality rather than hierarchical
functions. (Grand Dictionnaire Terminologique)
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Looking at some definitions shows that the meaning of conviviality depends on the context
of use (table 1): In sociology, conviviality typically describes a relation between individuals and
emphasizes values such as equality and community life. In technology however, convivial typically
describes a relation between a software and a user and emphasizes qualities such as user-friendly,
efficient and reliable.
A less common view of conviviality emerges when it becomes an instrument to exercise power
and enforce one point of view over another Taylor (2004). Conviviality is then experienced as a
negative force by the loosing side. We summarized, from different sources, positive and negative
aspects of conviviality and present, as examples, some excerpts (table 2): The emphasis is on
sharing of common grounds and inclusiveness for positive side, on division and coercive behaviors
for negative side.
Table 2: The different aspects of conviviality
Positive aspects Grey aspects Negative aspects
(Enabler) (Ignorance) (Threat)
Share knowledge & skills Ignore cultural diversity Crush outsiders
Deal with conflict Hide conflict Fragmentation
Feeling of “togetherness” Promote homogenization Totalitarism
Equality Political correctness Reductionism
Trust Non-transparent systematic controls Deception
5.1 From Individuals to Groups
Being the first in 1964 to use conviviality in a scientific and philosophical context, Polanyi (1974)
describes it as synonymous with empathy: It allows individuals to identify with each other thereby
experiencing each other’s feelings, thoughts and attitudes. By extension, a community is convivial
when it aims at sharing knowledge: Members trust each other, share commitments and interests
and make mutual efforts to build conviviality and preserve it. Illich (1971) also describes a convivial
learning experience as based on role swapping, teacher role alternating with learner role; He em-
phasizes the concept of reciprocity as key component to conviviality and creates the concepts such
as the learning webs, skill exchange networks and peer-matching communication, later expanded
by Papert and the Constructionists, with a number of ideas for instance the learning-by-making
(Papert and Harel, 1991).
But conviviality is also a social form of human interaction, says Schechter (2004). Linking
interaction to physical experience she recognizes the social dimension of conviviality, as a way
to reinforce group cohesion through the recognition of common values. “Thus the sharing of
a certain kind of food and/or drink can be seen as a way to create and reinforce a societal
group through a positive feeling of togetherness (being included in/or part of the group), on
which the community’s awareness of its identity is based.” Physical experiences of conviviality are
transformed into learning and knowledge sharing experiences: “To know is to understand in a
certain manner that can be shared by others who form with you a community of understanding”.
However, Ashby (2004) points out the instrumentalization of conviviality when one group is
favored at the expense of another, “truth realities about minorities are built from the perspective
of the majority via template token instances in which conflict is highlighted and resolution is
achieved through minority assimilation to majority norms [. . . ] Conviviality is achieved for the
majority, but only through a process by which non-conviviality is reinforced for the minority”.
5.2 From Groups to Institutions
For Illich (1974), conviviality signifies “individual freedom realized in personal interdependence”;
It is the foundation for a new society, one that gives its members the means, referred to as tools, for
achieving their personal goals: “A convivial society would be the result of social arrangements that
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guarantee for each member the most ample and free access to the tools of the community and limit
this freedom only in favor of another member’s equal freedom”. In (Putnam, 2000), conviviality
is considered as an enhancement to social capital and seen as a condition for a civil society, one
in which “communities are characterized by political equality, civic engagement, solidarity, trust,
tolerance and strong associative life”; While, according to Lamizet (2004), conviviality describes
both ”institutional structures that facilitate social relations and technological processes that are
easy to control and pleasurable to use”. (Taylor, 2004), however, argues that “Conviviality masks
the power relationships and social structures that govern communities”. She further explores the
contradiction between institution and conviviality, questioning “whether it is possible for convivial
institutions to exist, other than by simply creating another set of power relationships and social
orders that, during the moment of involvement, appear to allow free rein to individual expression
[. . . ] Community members may experience a sense of conviviality which is deceptive and which
disappears as soon as the members return to the alienation of their fragmented lives”.
5.3 Summary
On one hand conviviality allows individual expression while, on the other hand, contributing to the
standardization and uniformization of representation systems. No one has considered the range
of safeguards needed to protect individuals. The negative sides of conviviality, reveal mechanisms
that indicate pitfalls and point toward the safeguards needed to protect individuals, groups and
institutions. For digital cities, such issues raise ethical questions that must be addressed with, for
example, the set up of guidelines and best practices to enforce the inclusion of all groups’ points of
view. It is worth noting that the positive sides of conviviality contribute to promote values such
as social cohesion, inclusiveness and participation, all coinciding with social intelligence values,
and can therefore genuinely benefit from social intelligence design approach.
6 Related Works
The goal, to design interfaces that are closer to the way human think than the way machine
operate, raises questions such as: “What is, at this very moment, the user’s state? What does
s/he want, like, need, wish? Is s/he alone, at home, in family, with friends, at work (Gross,
2001)? In the context of such spontaneous interactions, innovative approaches based on dynamic
notions such as conviviality, trust and behavior are required. Furthermore, in the area of the
disappearing computer, “the shift from information worlds to experience worlds” (Streitz et al.,
2005) is particularly significant (Caire, 2007a). As stated by de Ruyter and Aarts, user experience
for ambient intelligence must be based on: ”(i) safeguarding the privacy of the home environment,
(ii) minimizing the shift of user attention away from the actual content being consumed and (iii)
creating the feeling of being connected when consuming content over different locations” de Ruyter
and Aarts (2004).
In a rather new area of research called mixed-initiative interaction “people and computers take
initiatives to contribute to solving a problem, achieving a goal, or coming to a joint understanding”
(Horvitz et al., 2004). A critical element is how users focus their attention: “Attentional cues are
central in decisions about when to initiate or to make an effective contribution to a conversation or
project” (Horvitz et al., 2003). Mixed-initiative research aims at developing software that filters
appropriately incoming information to shield users from incoming disturbances such as emails and
phone calls. The filtering of incoming information is achieved through measuring user’s keystrokes
and scrolling activities, recording the number of opened windows, analyzing content, checking
events in calendars, location and time of day and so on.
The Companions that Wilks (2004) envisions are persistent software agents attached to single
users. They act as intermediaries for all information sources that users cannot manage. For
instance, Companions for seniors provide company to senior citizens and they act as technical task
assistant to search the web for travels or keep track of the events their owners forget. Conversely,
Companions for juniors provide assistance with teaching, explanations-on-demand and advices.
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7 Conclusion
In this paper we consider the use of social intelligence design to model conviviality for digital
cities. We look at the following issues: First, we distinguish commercial digital cities from public
digital cities and note some complex overlaps. Second, as ergonomics has become an integrated
part of design, intelligent agents are key to the development of conviviality. Third, the kinds of
norms typically distinguished in legal systems can be distinguished for norms of conviviality too.
Fourth, the issue of negative sides of conviviality and ways to deal with it is of central concern
in web communities like digital cities. Fifth, the role of conviviality as a mechanism to reinforce
social cohesion and as a tool to reduce mis-coordination in digital cities can be facilitated with a
social intelligence design approach.
Moreover, we note that intelligent interfaces allow instant interactions and thereby create strong
needs for coordination and regulation mechanisms. These needs have to be addressed to ensure
the safeguard of individuals against abuses, such as privacy intrusions and identity manipulations.
Therefore, it is crucial to build into the application designs of digital cities, the necessary pro-
tection mechanisms against the potential negative sides of conviviality, such as deception, group
fragmentation and reductionism. Best practices and guidelines for designing social intelligence
systems, must include aspects such as ensuring all party’s points of view, in order to avoid the
crushing of one side by another. The concept of conviviality allows to take into account social and
cognitive factors as well as ethical issues raised by large scale development of digital cities, it also
points out the negative sides to be prevailed over.
From individual social assistants to communication facilitators, numerous research directions
in social intelligence design exemplify the need for cognitive and social input to address issues
as wide apart as information clutter and digital divide. We believe conviviality to be a crucial
coordination and regulation mechanism for digital cities. We therefore emphasize the role of social
intelligence to design convivial digital cities.
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Abstract
Reputation is a fundamental instrument of partner selection. Developed within the domain of
electronic auctions, reputation technology is being been imported into other applications, from
social networks to institutional evaluation. Its impact on trust enforcement is uncontroversial
and its management is of primary concern for entrepreneurs and other economic operators.
In the present paper, we will shortly report upon simulation-based studies on the role of
reputation as a more tolerant form of social capital than familiarity networks. Whereas
the latter exclude non-trustworthy partners, reputation is a more inclusive mechanism upon
which larger and more dynamic networks are constructed. After the presentation of the
theory of reputation developed by the authors in the last decade, a computational system
(REPAGE) for forming and exchanging reputation information will be presented and findings
from experimental simulations recently run on this system will be resumed. Final remarks
and ideas for future works will conclude the paper.
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1 The Problem
In marketplaces, and more generally in social exchange, reputation provides traders and other users
with a fundamental instrument of partner selection. Developed within the domain of electronic
auctions (like eBay, cf. for a survey Marmo (2006)), in the last few years reputation technology
has been invading other electronic applications, from social networks to institutional evaluation.
Its impact on trust enforcement is so uncontroversial, that corporate reputation is counted as an
asset, and its management is of primary concern for entrepreneurs and other economic operators
Tadelis (1999). Nowadays, one can make money by assisting people in dealing with, managing, and
even refreshing their own reputation1. Such a far-reaching confidence in reputation probably rests
on the assumption that it supports us in the complimentary roles of selecting trustable partners
and being selected as such.
Far from discrediting the view of reputation as a trust enhancement mechanism, we would
like to enlarge the boundaries of the phenomenon at stake, by pointing to another functionality,
namely the enlargement and innovation of social networks.
The rest of the paper will unfold as follows. First, the role of image-based networks in a world
where the boundaries of social and trading networks are constantly widened will be questioned.
∗This work was partially supported by the European Community under the FP6 programme (eRep project,
contract number CIT5-028575) and by the Italian Ministry of University and Scientific Research under the FIRB
programme (Socrate project, contract number RBNE03Y338)
†Jordi Sabater-Mir enjoys a Ramon y Cajal contract from the Spanish Government
1cf. http://www.reputationdefender.com
Next, drawing upon the social cognitive model (Conte and Paolucci, 2002, presented in), a notion
of reputation as a special form of social evaluation will be re-proposed. This notion will be argued
to allow for network innovation: on one hand, reputation allows for social evaluation to circulate
and complement ones personal experience. On the other, it will be argued to accomplish a most
crucial and delicate task, i.e. check and discard misinformation without necessarily discarding the
agents responsible for its transmission. In other words, reputation networks will be shown to be
more inclusive than image-networks ceteris paribus, and at the same time to help checking the
truth-value of the information circulating in the network.
2 Main Claim and Organization of the Paper
The paper is aimed to discuss the view of reputation in the framework presented above. It builds
upon the state of the art on reputation theory and technology at the Laboratory of Agent Based
Social Simulation (LABSS) of the Institute of Cognitive Science and Technology (ISTC), within
the eRep project2 . The starting point will be the results from experimental simulations presented
in Pinyol et al. (2007), thanks to the computational system REPAGE, worked out by the authors
and presented in Sabater et al. (2006).
In Pinyol et al. (2007), experiments were meant to show the value added of reputation as a
mechanism of partner selection. Results show that an artificial market where agents exchange
both image and reputation obtains better results in terms of production quality than a market
were agents exchange their own opinions about one another. The reason for such a difference lies
in retaliation: as will be argued later on in the present paper, image-based, or familiarity, networks
perform more poorly than reputation networks exactly because they induce retaliation.
In the present paper, we will shortly report upon previous findings in order to put forward
a more general hypothesis, which seems to be supported by our simulations. Reputation allows
for a far more tolerant, gross-grained social selector than image. Hence, whereas shared image
forms a selective platform on which familiarity networks that exclude non-trustworthy partners
are constructed, reputation is a rather more inclusive mechanism upon which larger and more
dynamic networks are constructed. Thanks to it,
• candidate (non-confirmed) information may circulate allowing the network to learn new
social knowledge,
• the network may innovate, by integrating new partners,
• and put up with errors without discarding the partners that fell prey to them.
In a few words, reputation appears as a more dynamic form of social capital, allowing for social
networks to be innovated.
The paper is organized as follows: after the synthetic presentation of the theory of reputation
developed by the authors, the REPAGE system will be presented and the experimental simulation
recently run by the authors thanks to such a system will be resumed. The findings from that
study will be rediscussed in the light of the present hypothesis. Final remarks and ideas for future
works will conclude the paper.
3 A Social Cognitive Model of Reputation
In this section we will report on a social cognitive model of reputation (presented in Conte and
Paolucci, 2002), where
• the difference between image and reputation has been introduced,
• the different roles agents play when evaluating someone and transmitting this evaluation are
analysed,
• the decision processes based upon both image and reputation are examined.
2http://megatron.iiia.csic.es/eRep/
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A cognitive process involves symbolic mental representations (such as goals and beliefs) and
is effectuated by means of the mental operations that agents perform upon these representations
(reasoning, decision-making, etc.). A social cognitive process is a process that involves social
beliefs and goals, and that is effectuated by means of the operations that agents perform upon
social beliefs and goals (e.g., social reasoning). A belief or a goal is social when it mentions another
agent and possibly one or more of his or her mental states (for a discussion of these notions, see
Conte and Castelfranchi (1995), Conte (1999)).
The social cognitive approach is receiving growing attention within several subfields of the
Sciences of the Artificial, in particular intelligent software agents, Multi-Agent Systems, and Ar-
tificial Societies. Unlike the “theory of mind” (cf. Leslie (1992)) approach, this approach aims
at modelling and possibly implementing systems acting in a social (whether natural or artificial)
environment. The theory of mind focuses upon one aspect, although an important one, of social
agency, i.e., social beliefs (knowledge agents have about others).
Here, the approach adopted is aimed at modelling the variety of mental states (including social
goals, motivations, obligations) and operations (such as social reasoning and decision-making)
necessary for an intelligent social system to act in some domain and influence other agents (social
learning, influence, and control).
3.1 Image and Reputation
The social cognitive model is a dynamic approach that considers reputation as the output of a
social process of transmission of information. The input to this process is the evaluation that
agents directly form about a given agent during interaction or observation. This evaluation will
be called here the social image of the agent. An agents reputation is argued to be distinct from,
although strictly interrelated with, its image. More precisely, image will be defined as a set of
evaluative beliefs about a given target, while reputation will be defined as the process and the
effect of transmission of image. As an application of this model, some simple predictions made
possible by this conceptualisation will be presented. Furthermore, the decision to accept image
will be compared with and distinguished from the decision to acknowledge reputation. Image
consists of a set of evaluative beliefs Miceli and Castelfranchi (2000) about the characteristics of
the target, i.e. it is an assessment of its positive or negative qualities with regard to a norm, a
competence, and so on.
Reputation is both the process and the effect of transmission of a target’s image. The image
relevant for social reputation may concern a subset of the target’s characteristics, i.e., its willingness
to comply with socially accepted norms and customs. More precisely, reputation is defined to
consist of three distinct but interrelated objects:
• a cognitive representation, or more precisely a believed evaluation;
• a population object, i.e., a propagating believed evaluation;
• an objective emergent property at the agent level, i.e., what the agent is believed to be.
In fact, reputation is a highly dynamic phenomenon in two distinct senses: it is subject to
change, especially as an effect of corruption, errors, deception, etc.; and it emerges as an effect of
a multi-level bidirectional process. In particular, it proceeds from the level of individual cognition
to the level of social propagation and from this level back to that of individual cognition again.
What is more interesting, once it gets to the population level, it gives rise to a further property
at the agent level: agents acquire a bad or good name. Reputation is not only what people think
about targets but also what targets are in the eyes of others. From the very moment agents are
targeted by the community, want it or not and believe it or not, their lives change: reputation
becomes the immaterial, more powerful equivalent of a scarlet letter sewed to their clothes. It is
more powerful because it may not even be perceived by those to whom it sticks, and consequently it
is out of their control. Reputation is an objective social property that emerges from a propagating
cognitive representation, which lacks an identified source, whereas image always requires that at
least one evaluator to be identified.
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3.2 Reputation and Image As Social Evaluations
According to Miceli and Castelfranchi (2000), an evaluation is a hybrid representation. An agent
has an evaluation when he or she believes that a given entity is good for, or can achieve, a given
goal. An agent has a social evaluation when his or her belief concerns another agent as a means
for achieving this goal. A given social evaluation includes three sets of agents:
• a nonempty set E of agents who share the evaluation (evaluators)
• a nonempty set T of evaluation targets
• a nonempty set B of beneficiaries, i.e., the agents sharing the goal with regard to which the
elements of T are evaluated.
Often, evaluators and beneficiaries coincide, or at least have nonempty intersection but this
is not necessarily the case. A given agent t is a target of a social evaluation when t is believed
to be a good/bad means for a given goal of the set of agents B, which may include or not the
evaluator. (Social) evaluations may concern physical, mental, and social properties of targets;
agents may evaluate a target as to both its capacity and willingness to achieve a shared goal. In
particular, more or less explicitly, social evaluations concern the targets’ willingness to achieve a
goal or interest. Formally, e (with e ∈ E) may evaluate t (where t ∈ T) with regard to a state of
the world that is in b ’s (with b ∈ B) interest, but of which b may not be aware.
The interest/goal with regard to which t is evaluated may be a distributed or collective advan-
tage. It is an advantage for the individual members who are included in the set B, or it may favour
a supra individual entity, which results from interactions among the members of B (for example,
if B’s members form a team).
It is very easy to find social examples where the three sets coincide: universal norms, such as
”Don’t commit murder,” apply to, benefit, and get evaluated from the whole universe of agents.
There are situations in which beneficiaries, targets, and evaluators are separated, for example,
when norms safeguard the interests of a subset of the population. Consider the quality of TV
programs during the children’s timeshare. Here, we can find three clearly separated sets: children
are the beneficiaries, while the adults entrusted with taking care of the children are the evaluators.
Of course, here the intersection between B and E still exists, because E may be said to adopt Bs
interests. But who are the targets of evaluation? Not all the adults, but the writers of programs
and the decision-makers at the broadcast stations. In this case, there is a nonempty intersection
between E and T but no full overlap. Also, if the target of evaluation is the broadcaster itself, a
supra-individual entity, then the intersection can be considered to be null: E ∩T=∅.
To assume that a target t is assigned a given reputation implies assuming that t is believed
to be “good” or“bad,” but it does not imply sharing either evaluation. Reputation then involves
four sets of agents:
• a nonempty set E of agents who share the evaluation
• a nonempty set T of evaluation targets
• a nonempty set B of beneficiaries, i.e., the agents sharing the goal with regard to which the
elements of T are evaluated
• a nonempty set M of agents who share the meta-belief that members of E share the evalua-
tion; this is the set of all agents aware of the effect of reputation (as stated above, effect is
only one component of it; awareness of the process is not implied).
Often, E can be taken as a subset of M; the evaluators are aware of the effect of evaluation.
In most situations, the intersection between the two sets is at least nonempty, but exceptions
exist. M in substance is the set of reputation transmitters, or third parties. Third parties share a
meta-belief about a given target, whether they share the concerned belief or not. In real matters,
agents may play more than one role simultaneously.
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3.3 Reputation-Based Decisions
The model presented above focuses on the definition of some critical sets, defining characteristics
that we believe to be relevant for reputation. On the basis of our definitions, we will go on from
examining the main decision processes undertaken by social agents with regard to image and
reputation. To understand the difference between image and reputation, the mental decisions
based upon them must be analysed at the following three levels:
• Epistemic: accept the beliefs that form either a given image or acknowledge a given reputa-
tion. This implies that a believed evaluation gives rise to ones direct evaluation. Suppose I
know that the friend I mostly admire has a good opinion of Mr. Bush. However puzzled by
this dissonance-inducing news, I may be convinced by my friend to accept this evaluation
and share it.
• Pragmatic Strategic: use image in order to decide whether and how to interact with the
target. Once I have my own opinion (perhaps resulting from acceptance of others evaluations)
about a target, I will use it to make decisions about my future actions concerning that target.
Perhaps, I may abstain from participating in political activity against Mr. Bush.
• Memetic: transmit my (or others) evaluative beliefs about a given target to others. Whether
or not I act in conformity with a propagating evaluation, I may decide to spread the news
to others. Image and reputation are distinct objects. Both are social in two senses: they
concern another agents (the targets) properties (the target’s presumed attitude towards
socially desirable behaviour), and they may be shared by a multitude of agents. However, the
two notions operate at different levels. Image is a belief, namely, an evaluation. Reputation
is a meta-belief, i.e., a belief about others’ evaluations of the target with regard to a socially
desirable behaviour.
The epistemic decision level is grounded upon both image and reputation. An epistemic de-
cision concerns whether to accept a given belief. In the case of image, it concerns evaluations;
in the case of reputation, it concerns meta-beliefs (others’ evaluations). Both these decisions are
relatively independent of one another. To accept a meta-belief does not require that the first-level
belief be held to be true, and viceversa: to accept a given image about someone does not imply a
belief that that person enjoys the corresponding reputation. To accept/form a given image about
a target implies an assessment of the truth value of evaluations concerning the target. In contrast,
reputation consists of meta- beliefs about image, i.e., about others’ evaluative beliefs concerning
the holder.
Conversely, to acknowledge a given reputation does not lead to sharing others’ evaluations
but rather to the belief that these evaluations are held or circulated by others. To assess the
value of such a meta-belief is a rather straightforward operation. For the recipient to be relatively
confident about this meta-belief, it is probably sufficient that it be exposed to rumours. In order
to understand the difference between image acceptance and reputation acknowledgement, it is
necessary to investigate the different roles of image and reputation beliefs in the agents’ minds.
But before setting out to do so, a couple of intertwined preliminary conclusions can be sug-
gested. First, reputation is less likely to be falsified than image. Second, the process of trans-
mission, rather than its effect, is prevalent in reputation. In fact, it is more difficult to ascertain
whether a given state is true in anyone’s mind than in the external world. An external state of
the world is more controllable than a mental one. It is relatively difficult to check whether, to
what extent, and by whom that state of the world is believed to be true. But the representation
of another’s mental state is essential for social reasoning, and any clue to such a belief, given
a lack of other indications, is better than no information. This easy acceptance of reputation
information gives prevalence to the process over the content. Therefore, any study on reputation
that concentrates on content only is likely to miss the point completely.
Agents resort to their evaluative beliefs in order to achieve their goals (Miceli and Castelfranchi,
2000). Evaluations are guidelines for planning; evaluations about other agents are guidelines for
social action and social planning. Therefore, the image a given agent has about t will guide its
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action wrt t, will suggest whether it is convenient to interact with t or not, and will also suggest
what type of interaction to establish with t. Of course, image may be conveyed to others in order to
guide their actions towards the target in a positive or negative sense. When transmitting its image
of t, the agent attempts to influence others’ strategic decisions. To do so, the agent must (pretend
to) be committed to the evaluation and take responsibility for its truth value before the recipient.
Reputation enters direct pragmaticstrategic decisions when it is consistent with image or when
no image of the target has been formed. Otherwise, in pragmaticstrategic decisions, reputation is
often superseded by image. However, in influencing others’ decisions, the opposite pattern occurs:
in this case, only reputation considerations apply. Agents tend to influence others’ social decisions
by transmitting to them information about the target’s reputation. Two main reasons explain
this inverse pattern:
• agents expect that a general opinion, or at least a general voice, is more credible and accept-
able than an individual one
• agents reporting on reputation do not need to commit to its truth value, and do not take
responsibility over it; consequently, they may influence others to a lower personal cost.
The memetic decision can be roughly described as the decision to spread reputation. In the case
of communication about reputation the communicative action is performed in order to
• obtain the goal that the hearer believes that t is assigned a given reputation by others, rather
than by the speaker himself of herself (g2), and to
• obtain the goal that the hearer propagates ts reputation (g4), possibly but not necessarily
by having him believe that t is in fact assigned a given reputation (g3).
Whilst g2 is communicative the speaker wants the hearer to believe that the speaker used
the language to achieve that effect g4 is not. (Indeed, the speaker usually conceals this intention
under the opposite communication: I tell you in confidence, therefore dont spread the news....)
Consequently, communication about reputation is a communication about a meta-belief, i.e.,
about others mental attitudes. To spread news about someones reputation does not bind the
speaker to commit himself to the truth value of the evaluation conveyed but only to the existence
of rumours about it. Unlike ordinary sincere communication, only the acceptance of a meta-belief
is required in communication about reputation. And unlike ordinary deception (for a definition of
the latter, see Castelfranchi and Poggi, 1998), communication about reputation implies
• no personal commitment of the speaker with regard to the main content of the information
delivered. If speaker reports on ts bad reputation, he is by no means stating that t deserved
it; and
• no responsibility with regard to the credibility of (the source of) information (I was told that
t is a bad guy).
Two points ought to be considered here. First, the source of the meta-belief is implicit (I was
told...). Secondly, the set of agents to whom the belief p is attributed is non-defined (t is ill/well
reputed). Of course, the above points do does not mean that communication about reputation is
always sincere. Quite on the contrary, one can and does often deceive about others reputation.
But to be effective the liar neither commits to the truth of the information transmitted nor takes
responsibility with regard to its consequences. If one wants to deceive another about reputation,
one should report it as a rumour independent of or even despite ones own beliefs!
4 The Antisocial Effects of Image
The abovedescribed model points to several consequences of image (I) and reputation (R) spread-
ing. Let us examine them with some detail.
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First, both I and R spreading are forms of cooperation. Both provide the cognitive matter
to informational reciprocity, allowing for material cooperation to take place: agents exchanging
shared information about whom they believe to be good and whom they believe to be bad in the
group, market, organization or society cooperate at the level of information. By doing so, they
allow for material reciprocators, good sellers, norm observers and other good guys to survive and
compete with cheaters. Hence, both image and reputation lead to material cooperation.
Secondly, both are expected to lead to social cohesion. Obviously, cheaters may bluff and
try to play as informational reciprocators in order to enjoy the benefits of a good image without
sustaining the costs of acquiring one. But once bluff is found out, stable social sub-nets are formed
by reliable informers who will be sitting there as long as possible. These subnets are more or less
what economists and other social scientists call familiarity networks, characterized by reciprocal
acquaintance, even benevolence, and trust.
Third, and consequently, both I and R are expected to lead to a reduction in the dimensions
of the network of material cooperation or exchange. Acting as selectors, they lead to the initial
set of potential relationships to be reduced. Here is where the difference between I and R starts to
emerge. I is more selective and R is more inclusive. What is more, unlike R, I spreading reveals
the identity of evaluators, or of a subset of them. Shared evaluations make the sources vulnerable,
exposing them to possible retaliations. Instead, reported on evaluations protect the identities of
evaluators, discouraging or preventing retaliations.
Of course, reported on evaluations provide only candidate evaluations, which often turns to be
false and therefore useless. However, one can argue that to find a R disconfirmed is less disruptive
than I being disconfirmed. When finding an I received by someone to be wrong, the recipient
will face a rather distressing alternative: the source is either misinformed or ill-willed. Either
information is unreliable, or the informer’s intention is wicked. In any case, the informer cannot
be trusted any more, and must be set apart if not punished. Hence, the disruptive effect of image
spreading is a function of the amount of informational error and cheating injected into the network.
An image-based social network is expected to be rigid, meaning rather sensitive to errors: if a
given threshold of error is overcome, the whole system is probably bound to fall apart, and the
network will be fatally affected by distrust.
The reason for expecting such a gloomy perspective is complex. For one thing, once recipients
of false image have reacted negatively, either getting rid of their bad informers or taking their
revenge against them, balance is hardly restored. Mutual defeat will not stop so easily, and
retaliation will tend to call for further retaliation in a chain of self-fulfilling prophecies that is
usually fatal on both sides. In a stock market, this may even turn into a general collapse.
With reputation, instead, the quality of information received is not necessarily nor immediately
tested before being passed on. Misinformation may not be found out so soon, and even when it is
finally disclosed, it will not lead the recipient to question the quality of the informer, simply because
the latter never committed itself to the truth value of the information conveyed. The reputation
network is expected to be more robust than the image-based one, as it puts up with a far larger
amount of misinformation without discarding nor punishing the vectors of misinformation, which
in fact are not always responsible for such errors.
In the rest of the paper, we will see whether such expectations are met by existing simulation
evidence. This was gathered in a study by Pinyol et al. (2007), where our system REPAGE - a
REPutation and imAGE tool developed on the grounds of the abovedescribed theory of reputation
- was implemented on an agent architecture in order to reproduce an artificial market. In such
a setting, buyers were allowed to use either image only (L1 condition) or image plus reputation
(L2 condition), and the effects of these two settings were compared in terms of averaged and
accumulated quality of products. After a short description of REPAGE, we will turn to show the
relevance of these artificial findings to the present view of image and reputation.
5 Repage Model and Architecture
Repage (Sabater et al., 2006) is a computational system based on the abovedescribed theory of
reputation (Conte and Paolucci, 2002). Its architecture includes three main elements, a memory,
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a set of detectors and the analyzer.
The memory is composed by a set of references to the predicates hold in the main memory
of the agent. Predicates are conceptually organized in levels and inter-connected. Each predicate
that belongs to one of the main types (including image and reputation) contains a probabilistic
evaluation that refers to a certain agent in a specific role. For instance, an agent may have an image
of agent T (target) as a seller (role), and a different image of the same agent T as informant. The
probabilistic evaluation consist of a probability distribution over the discrete sorted set of labels:
Very Bad, Bad, Normal, Good, Very Good. The network of dependences specifies which predicates
contribute to the values of others. In this sense, each predicate has a set of precedents and a set
of antecedents.
The detectors, inference units specialized in each particular kind of predicate, receive notifica-
tions from predicates that change or that appear in the system and use dependencies to recalculate
the new values or to populate the memory with new predicates. Each predicate has associated a
strength that is function of its antecedents and of the intrinsic properties of each kind of predicate.
As a general rule, predicates that resume or aggregate a larger number of predicates will hold a
higher strength.
At the first level of the Repage memory we find a set of predicates not evaluated yet by the
system. Contracts are agreements on the future interaction between two agents. Their result is
represented by a Fulfillment. Communications is information that other agents may convey, and
may be related to three different aspects: the image that the informer has about a target, the
image that, according to the informer, a third party agent has on the target, and the reputation
that the informer has about the target.
In level two we have two kinds of predicates. Valued communication is the subjective evaluation
of the communication received that takes into account, for instance, the image the agent may have
of the informer as informant. Communications from agents whose credibility is low will not be
considered as strong as the ones coming from well reputed informers. An outcome is the agents
subjective evaluation of a direct interaction, built up from a fulfillment and a contract. At the
third level we find two predicates that are only fed by valued communications. On one hand,
a shared voice will hold the information received about the same target and same role coming
from communicated reputations. On the other hand, shared evaluation is the equivalent for
communicated images and third party images.
Shared voice predicates will finally generate candidate reputation; shared evaluation together
with outcomes will generate candidate image. Newly generated candidate reputation and image
are usually not strong enough; new communications and new direct interactions will contribute
to reinforce them until a threshold, over which they become full-fledged image or reputation. We
refer to Sabater et al. (2006) for a much more detailed presentation. From the point of view of
the agent strucuture, integration with the other parts of our deliberative agents is strightforward.
Repage memory links to the main memory of the agent that is fed by its communication and
decision making module, and at the same time, this last module, the one that contain all the
reasoning procedures uses the predicates generated by Repage to make decisions.
6 Simulation Experiment
In Pinyol et al. (2007) we applied our system REPAGE to a simulation experiment of the simplest
setting in which accurate information is a commodity: an agent-based market with instability.
The model has been designed with the purpose of providing the simplest possible setting where
information is both valuable and scarce. The system must be considered as a proof of concept, not
grounded on micro or macro data, but providing an abstract economic metaphor. This simplified
approach is largely used in the reputation field (see for example Sen and Sajja, 2002), both on the
side of the market design and of the agent design. We follow this approach since our main interest
is on the side of agent design, and we must be able to clearly separate complex effect due to agent
structure from ones due to market structure.
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6.1 Design of the Experiment
The experiment includes only two kind of agents, the buyers and the sellers. All agents perform
actions in discrete time units (turns from now on). In a turn, a buyer performs one communication
request and one purchase operation. In addition, the buyer answers all the information requests
that it receives. Goods are characterized by an utility factor that we interpret as quality (but, given
the level of abstraction used, could as well represent other utility factors as quantity, discount,
timeliness) with values between 1 and 100.
Sellers are characterized by a constant quality and a fixed stock, that is decreased at every
purchase; they are essentially reactive, their functional role in the simulation being limited to
providing an abstract good of variable quality to the buyers. Sellers exit the simulation when
the stock is exhausted and are substituted by a new seller with similar characteristics. The
disappearance of sellers makes information necessary; reliable communication allows for faster
discover of the better sellers. This motivates the agents to participate in the information exchange.
In a setting with permanent sellers (infinite stock), once all buyers have found a good seller, there
is no reason to change and the experiment freezes. With finite stock, even after having found a
good seller, buyers, should be prepared to start a new search when the good seller’s stock ends.
At the same time, limited stock makes good sellers a scarce resource, and this constitutes a
motivation for the agents not to distribute information. One of the interests of the model is in the
balance between these two factors.
There are four parameters that describe an experiment: the number of buyers NB, the number
of sellers NS, the stock for each seller S, and the distribution of quality among sellers. We defined
the two main experimental situations, L1 where there is only exchange of image, and L2 where
both image and reputation are used.
6.2 Decision Making Module
In (Pinyol et al., 2007), the decision making procedure was shown to play a crucial role in the
performance of the whole system. As to sellers, the procedure is quite simple since they sell prod-
ucts required and disappear when the stock gets exhausted. As to buyers, instead, the algorithm
is rather more complex. At each turn they must interrogate another buyer, buy something from a
seller, and possibly answer a question from another buyer. Each of these actions leads to a number
of decisions to be taken.
• Buying. Here the question to be answered is which seller a buyer should turn to. The easiest
option would be to pick the seller with the best image, or (in L2) the best reputation if
image is not available. A threshold is set for an evaluation (actually, for its center of mass,
see (Sabater et al., 2006) for definitions) to be considered good enough and be used for
choosing. In addition, a limited chance to explore other sellers is possible, as controlled by
the system parameter risk 3. Notice that image has always priority over reputation, since
unlike reputation image implies that the evaluation is shared by the user.
• Asking. As in the previous case, the first choice to be made is which agent to be queried,
and the decision making procedure is exactly the same as that for choosing a seller, but
now agents deal with images and reputations of targets as informers (informer image) rather
than sellers. Once decided whom to ask, the question is what to ask. Only two queries are
allowed:
– Q1 - Ask information about a buyer as informer (basically, how honest is buyer X as
informer), and
– Q2 - Ask for some good or bad seller (for instance, who is a good seller, or who is a
bad seller). Notice that this second question does not refer to one specific individual,
but to the whole body of information that the queried agent may have. This is in
order to allow for managing large numbers of sellers, when the probability to choose
a target seller that the queried agent has information about would be low. The agent
will ask one of these two questions with a probability of 50%. If Q1 is chosen, buyer
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Figure 1: Accumulated average quality per turn in condition A1 (very few good sellers), 50%
informational cheaters, for L1 and L2 agents. L2 agents show better performance even with large
amount of false information.
X as informer would be the least known, i.e., one with less information to build up an
image or reputation about.
• Answering. Let agent S be the agent asking the question, R the agent being queried. Agents
can lie, either because they are cheaters or because they are retaliating. When a buyer is a
cheater, they provide information after having turned its value into the opposite. Retaliation
is accomplished by sending inaccurate information (for instance, sending I-dont-know when
it has information, or simply giving the opposite value) when R has got a bad image of S
as informer. In L1 retaliation is done by sending a I-dont-know message even when R has
got information. This avoids possible retaliation from S since a I-dont-know message implies
no commitment. If reputation is allowed, (L2) retaliation is accomplished in the same way
as if the agent were a liar, except that image is converted into reputation in order to avoid
potential retaliations from S. Fear of retaliation leads to sending an image only when agent
is certain about evaluation. This is yet another parameter (Strength) allowing the fear of
retaliation to be implemented. Notice that if strength is null, there is no fear since any image
will be a candidate answer, no matter what its strength is. As strength increases, agents
become more conservative, with less image and more reputation circulating in the system.
6.3 Expected Results
Based on the hypthesis that image allows for more retaliation than reputation, we expect the
following results to obtain:
• H1 Initial advantage: L2 shows an initial advantage over L1, that is, L2 grows faster.
• H2 Performance: L2 performs better as a whole, that is, the average quality at regime is
higher than L1.
Some questions concerning cheating and fairness were also investigated:
• cheaters advantage: do cheaters effectively reach a significant advantage thanks to their
behavior?
• Cheaters’ effects: are cheaters always detrimental to the system? In particular, is the per-
formance of the system always decreasing as a function of the number of cheaters?
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Figure 2: Accumulated average quality per turn in condition A2 (5% good sellers), 50% informa-
tional cheaters, for L1 and L2 agents. The margin of L2 on L1 is reduced.
Simulations to enquire on the relationship between L1 and L2 has been run with the following
parameters: with fixed stock (50), number of buyers (25), and number of sellers (100); different
values of informational cheaters (percentages of 0%, 25% and 50%); different values of bad sellers,
ranging from the extreme case of 1% of good vs 99% of bad sellers (A1), going trough 5% good
sellers Vs 95% bad sellers (A2), 10% good sellers vs 90% bad sellers (A3), and finally, to another
extreme where we have 50% of good sellers vs 50% of bad sellers (A4). Note that from A1 to
A4 the maximum level of quality obtainable increases (from experimental data, we move from a
regime maximum quality of about 14 in A1 to nearly full quality in A4). For each one of these
conditions and for every situation (L1 and L2) we run 10 simulations. In the figures we present
the accumulated average earnings per turn in both situations, L1 and L2. In L1 the amount of
useful communications (different from Idontknow) is much lower that in L2, due to the fear of
retaliation that governs this situation. In conditions where communication is not important, the
difference between the levels disappears.
In the following, we report only the result of the experiment with cheaters, where the difference
between L1 and L2 is made more significative by the presence of false information. For a full report,
please refer to Pinyol et al. (2007).
6.4 Experiments with Cheaters
We report results of experiments with 50% of informational cheaters in conditions A1, A2, A3 and
A4. The large amount of false information produces a bigger impact in situations and conditions
where communication is more important. Quality reached in L1 shows almost no decrease with
respect to the experiment without cheaters, while L2 quality tends to drop to L1 levels. This
shows how the better performance of L2 over L1 is due to the larger amount of information that
circulates in L2. In Figure 1, nothwithstanding the large amount of false information, there is
still a marked difference between the two levels. Essentially, L2 agents show a better performance
in locating the very rare good sellers. The situation starts to change in Figure 2, where the two
algorithms are more or less comparable; here, the larger amount of good sellers does not make
necessary the subleties of L2. In Figure 3, with an even larger amount of good sellers available,
the two algorithms show the same level of performance.
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Figure 3: Accumulated average quality per turn in condition A4 (half good sellers), 50% informa-
tional cheaters, for L1 and L2 agents. The two levels are indistinguishable.
7 Conclusions and Future Work
Results indicate that reputation plus image (as opposed to image only) improves the average
quality of products exchanged in the whole system. The value added of reputation is shown under
the occurrence of
• retaliation: personal commitment associated to image transmission exposes the agent to
possible retaliation if inaccurate information was sent. Conversely, reputation transmission
does not lead to such a consequence, but at the same time provides agents with information
that might be useful to select satisfactory partenrs. Future work will concern the effect
of cheaters over the whole system in presence of a norm that prescribes agents to tell the
truth. The reputation mechanism will turn into a social control artifact aimed to identify
and isolate agents that do not follow that norm.
• Communication: There is no reputation without communication. Therefore, scenarios with
no or poor communication are irrelevant for the study of reputation. However, in virtual
societies with autonomous communicating agents that need to cooperate and are enabled
to choose partners, reputation considerably increases the circulation of information and
improves the performance of their activities. In our experiments, even when there is no
penalty for direct interactions and only one question per turn is allowed, the introduction of
reputation improves the average quality per turn. In scenarios where quality is scarce and
agents are completely autonomous this mechanism of social control makes the difference.
• Decision making procedure: The decision making model implemented has a decisive impact
on the system’s performance. In fact, this is where the agent may take advantage of the dis-
tinction between image and reputation. In future work, we will elaborate on this distinction,
possibly reformulating it in terms of textitmeta decision making, a very promising future
line of work to better ground and exploit the image and reputation artefacts.
These results gives us reasons to draw some more general conclusions about the respective
role of image and reputation. The antisocial consequence of image spreading seems to be clearly
documented in the experiment we have reported upon. But if this is the case, we also find evidence
for our argument that social networks based upon image perform more poorly than networks based
upon reputation at least when partner selection is a common goal of the network members. An
image-network, based upon acquaintanship, if not familiarity, and trusted communication of own
52 Rosaria Conte, Mario Paolucci, Jordi Sabater-Mir
evaluations, stimulates retaliation or at least discrimination when informers are found to spread
incorrect information. Consequently, such a type of network shows poor robustness against not
only deception and cheating, but also errors and rumour.
Conversely, reputation-based networks are more flexible and inclusive, they tolerate errors.
Though selecting information before using it, the reputation mechanism does not lead recipients
to discard so easily nor, a fortiori, retaliate against bad informers. In such a way, the chain of
retaliations is prevented and the consequent lowering of the exchanges’ quality is reduced.
Does such a view of reputation point to an account of the evolution of socially desirable
behaviour, concurrent with the classical one, based on punishment and strong reciprocity (cf. Fehr
et al., 2002)? Hard to say for the time being. However, this is a fascinating resarch hypothesis for
future studies.
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Abstract
Cross-lingual concern analysis system from multilingual Weblog (blog) articles is proposed.
With the wide spread of the Internet, multilingual documents, especially blog articles written
in various languages, are appearing on the Internet. We can find concerns of people who are
living in various regions and countries from these blog articles. By comparing various concerns
across languages, we can find various viewpoints on a topic. The aim of this research is to
facilitate people to find differences of concerns from multilingual blog articles. We propose
a cross-lingual concern analysis system called KANSHIN that collects and analyzes Chinese,
Japanese, Korean, and English (CJKE) blog articles. Users can find differences of focuses
on a topic across languages because the system automatically translates keywords into other
languages and retrieve articles in each language. An overview of the system, and preliminary
results are described.
Keywords: Cross-lingual concern analysis, CJKE blog analysis, multilingual Web
1 Introduction
Today many people communicate with others across regions and countries. Although English is
one of major languages on the current Internet, we consider that documents written in various
languages would appear in the near future. We call this phenomenon the multilingual Web. The
tendency of the multilingual Web can be seen at (1) Wikipedia, and in the (2) blogosphere.
In Wikipedia1, which is a large-scale public encyclopedia on the Internet, there are 6 million
articles, and these articles are written in 250 languages2. Top 5 languages used in Wikipedia are
English (1,663,419 articles), Germany (549,653 articles), French (453,201 articles), Polish (354,394
articles), and Japanese (334,237 articles)3. Although there are articles written in several languages
on the same topic4, contents are different by languages. By comparing these differences among
languages, we can find various viewpoints for that topic.
1http://www.wikipedia.org/
2http://en.wikipedia.org/wiki/Wikipedia:Multilingual statistics
3On March 1st, 2007. (from http://en.wikipedia.org/wiki/Wikipedia:Multilingual statistics)
4For example, descriptions about Shinzo Abe, who is the current Prime Minister of Japan, are different by
languages, especially in Japanese, Chinese, and Korean.
Figure 1: Overview of the cross-lingual concern analysis system using multilingual (CJKE) blog
articles.
Another example is the blogosphere. Today, many people read and write blog articles around
the world. According to the Technorati’s report5 that analyzes the state of blogosphere in April,
2007, several languages are used in blog articles such as Japanese(37%), English(36%), Chi-
nese(8%), Italian(3%), Spanish(3%), Russian(2%), French(2%) and so on. From these multilingual
blog articles, we can find differences of concerns of people on a topic because concerns of people
are different by countries and language communities. If we can find differences of concerns across
countries or languages, it is useful not only for mutual understanding, but also for solving social
problems such as global warming, world poverty, war, conflicts, and so on.
The aim of this research is to facilitate people to find and compare concerns on a same topic
across languages. We propose a cross-lingual concern analysis system called KANSHIN that collects
and analyzes multilingual blog articles. Figure 1 shows an overview of the system. The system
collects multilingual blog articles from Chinese, Japanese, Korean, and English blog sites, and
extract keywords from articles, and provides functions for (1) cross-lingual retrieval, (2) finding
co-occurred words with a keyword given by a user, and (3) finding daily and monthly topics.
Because we aim to facilitate users to find and compare concerns of people across languages, the
system translates keywords written in a language into other languages automatically, and retrieves
articles across languages.
This paper consists of following sections. Section 2 describes previous work on blog analysis, a
definition of a concern in this paper, and requirements for a cross-lingual concern analysis system.
Section 3 describes an overview of the prototype system. Section 4 describes preliminary results
obtained from the system. In Section 5, we discuss issues to be solved, and related work. In
Section 6, we summarize arguments, and describe future work.
5http://www.sifry.com/alerts/archives/000493.html
56 Tomohiro Fukuhara, Takehito Utsuro, Hiroshi Nakagawa
2 Previous work
In this section, we describe previous work on blog analysis systems, a definition of a concern, and
requirements for a cross-lingual concern analysis system.
2.1 Previous work
There are several previous work and services on blog analysis systems. Nanno et al. (2004)
proposed a system called blogWatcher that collects and analyzes Japanese blog articles. Glance
et al. (2004) proposed a system called BlogPulse that analyzes trends of blog articles. With respect
to blog analysis services on the Internet, there are several commercial and non-commercial services
such as Technorati6, BlogPulse7, kizasi.jp8, and blogWatcher9. These services, however, analyze
mono-lingual blog articles, i.e., they analyze English or Japanese or other specific language blog
articles.
With respect to multilingual blog services, Globe of Blogs10 provides a retrieval function of blog
articles across languages. Best Blogs in Asia Directory11 also provides a retrieval function for Asian
language blogs. These services are not cross-lingual services. Blogwise12 analyzes multilingual blog
articles, but cross-lingual analysis is not realized.
In the language grid project, Ishida and his colleagues aim to support cross-lingual or cross-
cultural communication by using computers (Ishida (2006)). Their focuses are on communicative
aspect of human to human communication. This approach is important in the real-world commu-
nication and computer-mediated communication (CMC) situations using video/audio conferencing
tools. On the other hand, our focus is not on communicative aspect, but on analytical aspect of
concerns of people across languages.
Cross-lingual blog analysis is needed for understanding differences of viewpoints on a topic.
In this research, we focus on a cross-lingual concern analysis that can retrieve and analyze blog
articles written in several languages.
2.2 Definition of a concern
We define a word concern, and describe a relation between a concern and co-occurred words with a
keyword. A concern in this paper is a set of keywords that characterizes documents or people. For
example, folksonomy, which is an ontology created and maintained in a community, can be seen as
an example of a concern because keywords contained in folksonomy represent the interests of the
community. We can find concerns of people by extracting keywords that are appeared frequently
in blog articles.
In the context of a cross-lingual concern analysis, finding common concerns across languages,
and finding unique concerns in a specific language are important. For common (international or
multilingual) concerns, ‘bird flu (avian influenza)’, ‘SARS (severe acute respiratory syndrome)’,
‘terrorism’, and ‘global warming’ might be included. For unique (domestic or monolingual) con-
cerns, cultural events in each country, and domestic problems in a country might be included. For
finding unique concerns, we can find unique concerns as daily or monthly topics in our prototype
system (Fukuhara et al. (2005)). For finding common concerns, the system has no functions at
this moment. As future work, we will develop a function for finding common concerns across
languages.
With respect to the relation between a concern and co-occurred words with a keyword, we
consider that their relation represent a topic and sub-topic relation. For example, a topic ‘disaster’
might contain sub-topics such as ‘earthquake’, ‘typhoon’, ‘tsunami’ and so on. We can find co-
occurred words with a keyword from blog articles. Co-occurred words are important for finding
6http://technorati.com/
7http://www.blogpulse.com/
8http://kizasi.jp/ (in Japanese)
9http://blogwatcher.pi.titech.ac.jp/ (in Japanese)
10http://www.globeofblogs.com/
11http://www.misohoni.com/bba/
12http://www.blogwise.com/
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focuses of a topic in each language. We can find differences of focuses of a topic among languages
by looking at co-occurred words. Examples of co-occurred words are described in Section 4.
2.3 System requirement
Following functions are needed for a cross-lingual concern analysis system.
(1) Automatic translation of keywords into other languages.
(2) Clustering and summarizing articles.
(3) Automatic translation of content of blog articles.
(1) is needed for realizing a cross-lingual concern analysis because the system is required to retrieve
and analyze articles written in various languages. (2) is required for supporting users to find
important clusters of articles easily. (3) is also needed for facilitating users to understand content
of blog articles.
In this paper, we focused on the first function. We implemented this function in the prototype
system. An overview of the system is described in the next section.
3 Cross-lingual concern analysis system
In this section, we describe a prototype system of the cross-lingual concern analysis. We describe
(1) an overview of the system, (2) summary of blog data, and (3) an automatic translation of
keywords using Wikipedia.
3.1 Overview
The prototype system called KANSHIN collects blog articles written in Chinese, Japanese, Korean,
and English. The system provides users with functions for retrieving and analyzing articles.
Figure 1 shows an overview of the system. The system has lists of blog sites for each language.
By using these lists, the system collects RSS13 and Atom feed files provided by blog sites, and
extracts keywords from feed files by using morphological analysis tools, and store keywords and
articles in databases. We describe current state of the blog data in Section 3.2.
The system uses several linguistic tools for extracting and indexing keywords from blog articles
for each language. For Japanese, we used a morphological analysis tool called Juman14. For
Korean, we used a morphological analysis tool called KLT15. For Chinese, we use a morphological
analysis tool called ICTCLAS (Zhang et al. (2003)). There are two types of Chinese characters: (1)
traditional Chinese, which is mainly used in Taiwan and Hong Kong, and (2) simplified Chinese,
which is mainly used in mainland China. We treat both of types in the system. For English, we
use a part-of-speech tagger called SS tagger (Tsuruoka and Tsujii (2005)).
Users can retrieve and analyze blog articles for each language (monolingual analysis), and
across languages (cross-lingual analysis).
With respect to a monolingual concern analysis, users can retrieve blog articles, find co-occurred
words with a keyword16, and find daily and monthly topics for each language. We implemented
these functions into the previous system (Fukuhara et al. (2005)).
With respect to a cross-lingual concern analysis, users can retrieve articles across CJKE lan-
guages. The system retrieves articles across languages by translating keywords into other lan-
guages. The system provides a comparative trend graph that shows a daily trend of articles con-
taining the keywords. Figure 2 shows a screen image of a result of cross-lingual concern analysis.
The system provides a user with graphs on (1) articles by language, (2) daily trend of articles, (3)
comparison of number of articles, and (4) a list of retrieved articles. We describe the translation
procedure in Section 3.3.
13Several references such as RDF Site Summary or Really Simple Syndication or Rich Site Summary are existed.
14http://nlp.kuee.kyoto-u.ac.jp/nl-resource/juman.html (in Japanese)
15http://nlp.kookmin.ac.kr/HAM/kor/ (in Korean)
16For calculating co-occurred words, we use the Dice coefficient (Manning and Schu¨tze, 1999, p.299).
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Figure 2: Screen image of the prototype system.
Table 1: Summary of blog data (at March 10, 2007, 0:00)
Language # of blog sites # of articles Days
Chinese 633,678 6,970,596 775
Japanese 2,648,008 139,712,963 1,088
Korean 471,869 28,081,261 587
English 70,167 6,081,399 121
Total 3,823,722 180,846,219 —
3.2 Data
Table 1 shows the summary of blog data stored in the system17. 2.6 million sites and 139 million
articles are registered for Japanese since March 18th, 2004. 633 thousand blog sites and 7.0 million
articles are registered for Chinese since January 25th, 2005. For Korean blog, 471 thousand blog
sites, and 28 million articles are registered since August 1st, 2005. For English, 70 thousand blog
sites, and 6.0 million articles are registered since November 11th, 2006. As a whole, 3.8 million
sites, and 180 million articles are registered in the system.
3.3 Translating keywords using Wikipedia
For translating keywords given by a user, we useWikipedia18 which is a public online encyclopedia.
Because Wikipedia entries are added and modified by many people, new words that are not
registered in traditional dictionaries are registered quickly.
Figure 3 shows an overview of the translation procedure. A Wikipedia entry often has hyper-
links to the same entries written in other languages. Therefore, we follow those hyperlinks from
an entry written in the source language to the target language. If there are no entries associated
with the keywords, or if there are no hyperlinks to the target language, the procedure fails.
17Checked at March 10, 2007.
18http://www.wikipedia.org/
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Figure 3: A procedure for finding translation of a keyword using Wikipedia.
4 Preliminary results
In this section, we describe preliminary results obtained by the system.
4.1 Differences of concerns over ‘cloning’ across languages
We can find differences of focuses on a topic by comparing co-occurred words with the same
keyword across languages. Co-occurred words are important for identifying focuses of a topic. For
example, if we find that ‘hostage’ and ‘release’ are co-occurred words with ‘Iraq’, we can find the
focus is on the hostage crisis in Iraq in 2004. Furthermore, if we find ‘abuse’ as a co-occurred
word with ‘Iraq’, we can find that focus is on the Iraqi prisoner abuse scandal occurred in 200419.
Therefore, we can find focuses of a topic from co-occurred words.
We show co-occurred words with ‘cloning’ found in CJKE blog articles from Table 2 to Table 5.
The search term is from December 1st, 2006, through January 25th, 2007. Figure 4 compares the
frequency of articles containing the keyword ‘cloning’ for each language. During this period, 5,009
articles are found. Among total articles, 2,873 articles (57.4%) are English, 1,771 articles (35.4%)
are Japanese, 271 articles (5.4%) are Korean, and 94 articles (1.9%) are Chinese.
In Japanese blog, we found ‘disease’, ‘technology’, ‘human’, ‘mobile (phone)’, and ‘body’ as
co-occurred words. Table 2 shows a list of co-occurred words. The first word ‘disease’ is appeared
as ‘Crohn’s disease’. This is because the pronunciation of the keyword20 used for retrieving articles
resembles to the pronunciation of ‘clone’. The fourth word ‘mobile (phone)’ is appeared as ‘cloned
mobile (phone)’ in blog articles. This is because cellular phone cloning21 came up in gossip in
early December, 2006.
In Chinese, ‘human’, ‘time’, ‘country’, ‘problem’, ‘mode’, ‘cell’, ‘period’, and ‘world’ are ex-
tracted as co-occurred words in this period. Table 3 shows a list of co-occurred words. We found
few interesting articles because only a few articles mentioned about ‘cloning’. It seems that Chinese
speaking bloggers have little concerns about ‘cloning’.
In Korean, ‘Kang Won Rae’, ‘attack’, ‘song’, ‘star wars’, and ‘phrase and a clause’ are found
as co-occurred words22. Table 4 shows a list of co-occurred words. The first word ‘Kang Won
Rae’ is the name of a member of the CLON, which is one of popular music groups in South Korea.
‘Kang Won Rae’ was a topic among Korean bloggers because he met a car accident during this
19The change of focuses for a topic ‘Iraq’ is described in Fukuhara et al. (2005).
20We used ‘????’ for representing ‘clone’.
21http://en.wikipedia.org/wiki/Phone cloning
22We used ‘??’ for a query string that is a transliteration of ‘clone’ in Korean.
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Figure 4: Comparison of concerns about ‘cloning’ appeared in CJKE blog articles (from December
1st, 2006, through January 25th, 2007).
Table 2: Co-occurred words with ‘cloning’ in Japanese blog.
Term # of articles
Disease (?) 222
Technology (??) 149
Human (??) 146
Body (?) 78
Mobile (??) 56
period. Because his name was a topic in this period, and pronunciations of ‘CLON’ and ‘clone’
resemble each other, his name was extracted as a co-occurred word in this period.
In English blog, ‘cons’, ‘pros’, ‘animal’, ‘information’, ‘stem’ are found as co-occurred words.
Table 5 shows a list of co-occurred words. Although there are many English articles, we found that
most of these articles are splogs, which means spam blogs. This is a characteristic phenomenon
for English blogs; we hardly paid attention to splogs in other languages. Consequently, ‘cons’ and
‘pros’ are strongly affected by splog articles. As described in Kolari et al. (2006), filtering out
splog articles is important in English blogosphere. To filter out splogs is our future work.
5 Discussion
In this section, we discuss about the (1) improvement of precisions of a cross-lingual concern
analysis, and (2) related work.
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Table 3: Co-occurred words with ‘cloning’ in Chinese blog.
Term # of articles
Human (?) 21
Time (??) 7
Country (?) 6
Problem (??) 5
Mode (??) 4
Cell (??) 4
Period (??) 4
World (??) 4
Table 4: Co-occurred words with ‘cloning’ in Korean blog.
Term # of articles
Kang Won Rae (???) 27
Attack (??) 20
Song (??) 14
Star Wars (????) 13
Phrase and a clause (??) 11
5.1 Improvement of precisions of a cross-lingual concern analysis
As described in Section 4, the results contained errors such as ‘Crohn’s disease’ and ‘cloned mobile
(phone)’ although we anticipated that results contained the topic of cloning of animals. For
improving a precision of the cross-lingual concern analysis, following issues should be solved.
1. Identifying contexts of a keyword
2. Finding adequate translations of a keyword
3. Cleaning of data
The first is to identify and limit contexts of a keyword. From preliminary results, we found
several focuses with respect to ‘cloning’. These failures were made because we did not know
contexts of cloning beforehand, and we did not choose a specific context of cloning. For solving
this issue, the system should clarify the context of a keyword by asking a user to specify one of
possible contexts. For realizing this function, the system should classify articles retrieved by using
a general keyword such as ‘cloning’ when the system accepts a keyword from users.
The second is to find adequate translations of a keyword. This issue is related to the first one,
i.e., we can get more precise translations if we can clarify and specify the context of a keyword.
Therefore clarifying contexts of a keyword is important.
In addition to clarification of a context, we should consider the coverage of words for translation.
As described in Section 3.3, we use Wikipedia as a cross-lingual dictionary. Although Wikipedia
has lots of entries, we often fail to translate a keyword into other languages because there are
no entries in the target languages. For compensating this failure, we should adopt other digital
resources such as online dictionaries and thesauri. On the other hand, it is not easy to find those
resources in some minor languages. Although online dictionaries and thesauri would be prepared
in the near future, we should tackle this problem when we try to treat minor languages.
The third issue is the cleaning of data. As shown in Table 5, the effects of splogs became
significant in English blog. Splogs are appearing not only in English blog but also in Japanese and
Korean blogs recently. Therefore automated identification and removal of splogs are necessary for
the system. We are tackling with splog filtering by using word and article frequency. For example,
we can find abnormal posting behavior by observing history of postings by a blog site. We can
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Table 5: Co-occurred words with ‘cloning’ in English blog.
Term # of articles
Cons 1959
Pros 1850
Animal 214
Information 209
Stem 188
also find abnormal words that are heavily appeared in splog articles such as ‘pros’ and ‘cons’ in
Table 5. These ideas can be applied not only to English but also to other languages. We will
develop a method for removing splogs, and implement the method in the system.
5.2 Related work
With respect to cross-lingual concern analysis, Google provides linguistic tools such as Google
Trends23 that analyzes trends of keywords fed to Google search, and Google News24 that auto-
matically collects and displays latest news stories written in various languages. In Google Trends,
we can compare frequency of documents containing keyword strings specified by a user across
languages. However, Google Trends does not translate keyword strings into other languages.
Although Google Trends and Google News are monolingual services, we proposed a cross-
lingual concern analysis service.
6 Conclusion
In this paper, we proposed a cross-lingual concern analysis system that collects and analyzes
multilingual blog articles. Our prototype system collects and analyzes Chinese, Japanese, Korean,
and English blog articles. Users can find differences of focus on a topic across languages because
the system automatically translates keywords into other languages by using Wikipedia. We found
differences of concerns about ‘cloning’ among CJKE blog articles. Our future work contains (1)
to incorporate more languages into the system, (2) to filter out English splog articles, and (3) to
improve and evaluate translation procedure.
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Abstract
The paper identifies space, place and setting as key notions for analyzing the impact of In-
formation and Communication Technologies in the design of the workplace of the future. It
draws on multidisciplinary literature on spatial aspects of cognition and communication, and
on data from an empirical study of the technology-mediated workplace for mobile knowledge
work. It incorporates the perspectives of people, place and process into a unified framework
for the study of human environment in a location-independent workplace. The framework
brings together multi-disciplinary studies of human communication (the people perspective),
architecture and workplace design (the place perspective) and collaborative work activities
(the process perspective).
Keywords: Place, Workplace, Communication, Interaction, Technology mediation, Work-
place design, Proximity, Distance.
1 Introduction
This paper addresses the notions of place, space and setting and their role in the design of
the technology-enhanced workplace. Information and Communication Technology (ICT) provides
access for mobile knowledge workers so that they can keep in touch with their organisation whilst
working away from the office. ICT thus helps people to create the location-independent, mobile,
workplace that is in many ways different from the traditional one.
In the mobile workplace people can organise their work with greater flexibility. Our informants,
mobile knowledge workers, report that they may now stay at home if they have to do a task that
requires concentration. Alternatively, they can come to the office when they wish to engage
in creative collaboration with colleagues. Likewise, if their design task, for example, requires a
technical clarification they will arrange a video-conference or a virtual meeting. If, on the other
hand, they are in the process of creating a new team to work together on a joint task, they will
travel and will spend time getting to know one another. Technology mediation thus gives them a
richer choice of place so that they can accomplish a better ‘fit’ between the work process and the
people who will help them to effectively complete this process.
Analysing the mobile workplace from the perspectives of people, place and process in a uniform
framework presents a challenge, since each of these perspectives has traditionally been studied in
different disciplines. The ‘people’ perspective has been focused on studies of human communication
using different media – such as, language, text or visual resources – in different social contexts. The
‘place’ perspective has been the domain of architecture where physical environments are designed
to serve some human purpose – social, functional and aesthetic. The ‘process’ perspective has been
the domain of organisation studies, information management and similar disciplines concerned
with the efficient and effective utilisation of resources in order to achieve a common goal. In order
to develop a uniform framework, we had to take account of these multi-disciplinary influences
that may inform the design of the mobile workplace, whilst reconciling the differences in their
intellectual traditions.
The resulting framework for the study of the human environment in the mobile workplace is
based on the assumption that an ordinary workplace is characterised by continuity. In such a
workplace people meet daily and have ready access to one another and to various resources – doc-
uments, tools, equipment – that they need for their work processes. Conversations flow naturally,
interruptions are effectively managed, privacy and confidentiality are achieved through collabo-
rative arrangements. In a mediated setting, all these characteristics of a productive workplace
become problematic. The initial phases of the development of the human environment framework
therefore involved empirical workplace studies focused on communication and collaboration in
the traditional workplace and on the changes that knowledge workers experienced when mobility
through ICT was introduced.
Ethnographic method was developed so that we could understand the nature of changes from
the knowledge workers point of view and to observe the impact of mobility on their day-to-day
working practices. The findings informed workplace design, day-to-day management of collabora-
tion, and the implementation of technology in the real-life mobile workplace.1 From the people
perspective, ‘office space’ is not merely a commodity provided by the organization; it is also a
meeting place (albeit dedicated for work and related activities) with an important social func-
tion. To account for the experiential aspect of work, the concept of place was added to the
analytical framework as distinct from the concepts of space and setting that are traditionally used
in workplace studies and workplace design. This is particularly helpful in our considerations of
technology-mediated workspace, as Harrison & Dourish argue, “it is actually a notion of “place”
which frames interactive behaviour” [1].
Being mobile often means working in a variety of settings over a relatively short period of time,
working together with colleagues who are at different locations. In a mobile workplace of this kind,
mobile workers often require access to information that is dispersed across any number of differ-
ent documents and databases. Technology mediation provides a connection over such distances,
creating ‘digital’ proximity between dispersed locations for people to communicate and create a
shared understanding. Yet, the limitations of technology-mediation are frequently experienced in
day-to-day tasks, in particular with important decisions involving trust, confidentiality, and other
aspects of profound social importance. As one of the managers said about his team: ‘it is not
where they work that is important; it is how they manage the information in their own networks
. . . .’ Thus the crucial relationship between the people and place perspectives in this context is to
do with the resources that the place provides so that people can manage their own information,
network with other people and create a shared understanding with them.
1.1 Studying communication in the hybrid workplace
In the study of communication in the mobile workplace we were influenced by two distinct ap-
proaches. One is the Ethnography of Communication that explores how and why language is used
and how its use varies in different cultures. The other is the Common Ground approach for the
study of language use in conversations that explores how people cooperatively establish mutual
understanding, that is, the common ground.
The former helps us to build a model of ‘cultural competence’, that is the understanding of
what a person needs to know in order to communicate appropriately in socially significant settings.
It ‘extends to both knowledge and expectation of who may or may not speak in certain settings,
1The unified framework was developed during the ‘SANE’ project (Sustainable Accommodation in the New
Economy, IST 2000-25257), supported by EU Framework 5. Interview data was collected then of 9 informants
in three companies about their ways of working in the technology mediated workplace. The members of the
Royal Holloway SANE -team were Mary Jo Crisp, Simon Foley, Stavros Kammas and the authors. The paper
incorporates also a position paper by the first author for the workshop ‘Settings for Collaboration: the Role of
Place’ at 9thECSCW conference in Paris, France, 18-22 September 2005. Her PhD research in progress at Royal
Holloway University of London was supported by a grant from the Academy of Finland (no 209849 in 2004) and
from the Finnish Cultural Foundation (2006).
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when to speak and when to remain silent, to whom one may speak, how one may talk to persons
of a different statuses and roles, what nonverbal behaviors are appropriate in various contexts,
what the routines for turn-taking are in conversation, how to ask for a give information, how to
request, how to offer or decline assistance or cooperation . . . .. – in short, everything involving the
use of language and other communicative modalities in particular social settings’ [58, p 18]
The latter helps us to capture the dynamics of change in the course of a conversation as it views
the conversation as a joint action of two or more people who work together, asking clarifications,
confirming their understanding of what the others have said, and collaboratively create their
common ground. Common Ground is regarded as fundamental to collaborative activities [2].
Hence “if common ground is fundamental to collaboration, it is important to discover what are
the representations which should be used in designing better support technologies” [3].
In our application of the basic principles of these two approaches, we examined how work
environment provides a communication medium and a resource for people carrying out work tasks
in their joint projects. In a real-life workplace there are many different conversations taking place at
the same time. Individuals may actively participate in a conversation, overhear or unobtrusively
observe a conversation, or alternatively, ignore a conversation if they have more urgent tasks
to attend to. People work together on shared tasks, but there are often different degrees of
involvement in conversations. It is often important for people sharing the same workspace to
be aware that a meeting or a conversation is taking place, so that they can join in or leave
at appropriate points. Such “opportunistic” strategies are necessary to ensure effective use of
individual and team effort. Consequently, the effectiveness of technology-mediated workspace
may well depend on the way it supports not only the central involvement of active participants,
but also the implicit communication that relies on peripheral awareness, allowing “overhearers” to
determine when to join in or leave as appropriate.
As communication is essentially in service of performing joint work tasks (the process per-
spective), an analytical framework has to account for a wide variety of conversational modes.
Interaction sometimes takes the form of face-to-face conversations, but it just as often involves
“communication at-arm’s-length”. This is conducted by means of shared informational resources
such as documents e-mailed to interested individuals, public information spaces, such as project
and bulletin boards, and, more recently, through technology-mediated channels, such as media and
virtual spaces, web archives, chat logs and others. All these provide ‘traces’ of past conversations,
decisions and events that people who were not present at the time track down and re-construct in
order to maintain contact with the place where they work.
In the study of communication in hybrid work environments it is therefore important to ac-
count for different degrees of commitment and responsibility that are required of individuals, as
well as identifying the appropriateness conditions for changes in their involvement. There seem
to be significant differences in the nature of informational resources required by participants who
will actively control the flow of conversation and share the contributions and responsibilities for
taking up each other’s actions, overhearers who will pick up information about the conversation
through observing and interpreting actions of active participants, and trackers who will find out
about it through accessing traces of participants’ actions in records or other shared artefacts. In
the case of overhearers and trackers in non-collocated settings, communication is possible only
through the functions of communication channels provided by technology. These channels help
people to establish informational links and form ‘symbolic’ boundaries that ensure privacy and
confidentiality in the mediated space. Studies of the organization of behaviour in face-to-face inter-
action have established the importance of physical and social boundaries to the effective conduct
of interactions [59]. Special attention is given to movement coordination, facial expressions, gaze
direction, spatial organization and similar non-verbal aspects of communication that provide the
information about the ‘communicative situation’, that is the context within which communication
occurs [58] and ‘facilitative feedback’, that is, clues about the attitudes, motives and moodes of
participants in a conversation [2].
Thus one of the key aspects of communication that the human environment framework needs to
capture concerns different degrees of involvement by active participants, overhearers and trackers
in the collaborative activities in a real-life workplace. They not only require different resources in
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order to engage effectively with others, they also must be able to join in and leave conversations as
determined by the requirements of their work tasks as well as the requirements of appropriate social
behavior. Technology-mediated settings have been effective in supporting direct involvement and
active participation, but have been significantly deficient in providing opportunities for different
degrees of participation.
Figure 1: Involment in conversation Figure 2: Place and its key features for work
The people perspective thus drives the exploration of place in the studies that may help us
to understand the limitations of technology-mediated workplace and to overcome them by en-
hancing workplace design practices. The findings of the empirical workplace studies suggest that
the technology-mediated workplace needs to provide a choice of place to accomplish the best ‘fit’
between the people and the process dimensions. We defined this ‘fit’ as the relationship between
people and process that leads to the productivity features of the place dimension. We examined
also how people create and maintain the sense of continuity in time and space, how they join in
and leave a particular activity, and how the ‘place’ helps them to do so. We thus defined place in
terms of its features of permanence. To accomplish permanence in the hybrid workplace, the ideal
communication medium would obviously have to be both easily available, provide immediate feed-
back and rich enough in capabilities to support different degrees of involvement. An appropriate
place for creating and maintaining contact has distinctive features of proximity not only to enable
access, but also to regulate privacy of people and confidentiality of information. Thus the concept
of place relevant to the analysis of the human environment in the real-life workplace is based on
a definition of its key features - productivity, permanence and proximity. These features depend
on several kinds of spatial constraints that arise from its purpose, that is, to support co-action
(communicative, collaborative, co-ordinated action) in a shared space providing a socially and
culturally significant setting.
2 Space and Place for Action and Interaction
In this section we specify features of distance in terms of space and place, referring to multi-
disciplinary literature. In order to make explicit the way technology mediation fragments and
reorganises human communication and interaction, we will take a spatial approach to human ac-
tion and interaction in general. We will focus on sharing space and the resources it provides to
support co-action (joint, collaborative and coordinated action) and interaction. Shared space is
where people meet to work together, create social network and develop mutual understanding and
common ground. Such sharing is regarded as a pre-requisite for the experience of ‘agora’ with
distinctive ‘spirit of the place’.
Space has been conceptualised in multiple ways for different sense-making purposes. Space can
be considered all embracing as human action always takes place in physical and social space [4],
a human body has spatial dimensions, and a human perspective onto the world is a spatial one.
In geography for instance, space has been conceptualised as absolute, relative and relational, in
other words: as a structure to individuate phenomena, “as a relationship between objects which
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exists only because objects exist and relate to each other”, and “as being contained in objects in
the sense that an object can be said to exist only insofar as it contains and represents within itself
relationships to other objects” [5]. In sociology, Lefebvre makes distinction between experienced,
conceptualized and lived space [6]. In environmental psychology, Tuan points out the spatial
overlap of the individual and collective perspectives as “all humans share common perspectives
and attitudes, and yet each person’s world view is unique and that not in any trivial sense” [7].
Architecture has been considered ‘an art of organisation’ [8]: indeed, constructing buildings and
cities is externalising human intentions to the material environment by manipulating it, creating
spaces for people to use. The classical Vitruvian firmitas, venustas and utilitas entail structural,
aesthetic, ergonomic and practical aspects. Bacon (1976) regards “the articulation of space so as to
produce in the participant a definite space experience in relation to previous and anticipated space
experiences” [9]. Cullen (1994) analyses townscape and serial views of a moving observer [10], and
Lynch (1960) identifies mental images that articulate the ‘real’ city environment for navigation
[11]. Alexander et al. (1977) develop spatial patterns for design [12].
All the above classifications accentuate different aspects of space, each relevant in a different
context. Yet, there is one articulation that appeared in particular useful when we developed
our approach to space and place. Ching (1979) describes three architectural orders: physical,
perceptual and conceptual order [13]. We interpret them here as a spatial classification. The
physical order covers form and space, solids and voids, interior and exterior. The perceptual order
refers to sensory perception and recognition of the physical elements by people experiencing them
sequentially in time. The conceptual order refers to the comprehension of the ordered or disordered
relationships among a building’s elements and systems, and responding to the meaning they evoke.
Spatial relationships vary from inclusive ‘within’ space to interlocking spaces, adjacent spaces and
spaces linked by a common space. In particular, the concept of ‘interlocking spaces’ turned out
to be helpful in categorizing places when we developed our approach to human interaction and
communication in the workplace where technology mediation is an integral part.
In cognitive psychology, the description of spatial context for action and interaction includes
‘space of the body’, ‘space around the body’, and ‘space of navigation’. Route and survey are
the two perspectives to describe the space of navigation [14]. The view of cognitive psychology
comes close to the way architects conceptualise space along physical, perceptual and conceptual
dimensions. The ‘space of navigation’ is not only physical referring to the ‘real’ space. It is also a
‘place’ in a metaphoric sense, referring to the mental image: when people go to a particular place,
they use a cognitive map pieced together from previous experiences and information available.
Even though cognitive maps tend to be distorted in many ways, they serve their purpose in
navigation. Tversky also points out that mental space is quite different from the physical space
or cartographic space that is defined with respect of the dimensions of space: conception of space
depends on the person’s perception of space and her actions in it; these again depend on the
perceptual and motor apparatus provided by evolution.
2.1 Distances in a Shared Space
In studies of space in relation to the individual, the concept space can be adapted for practical
use, such as specifying distances or defining a perceptual range. Distance appears in multiple
forms, such as physical, functional and symbolic distances between the communicating partici-
pants. These involve also temporal distances between events such as the time a letter is sent and
the time it is read. We may also discern ‘informational distances’ between what is directly com-
municated and what is left to us to interpret from traces. In communication, there are cultural
distances to overcome such as a language barrier for instance. Furthermore, at the personal level
there are cognitive and emotional distances to consider: for instance we may feel safe to learn
things that are close to what is already familiar to us because it saves us from going far to an
unknown terrain; we also feel intimate with people with whom we have developed a close personal
bond. Furthermore, we develop emotional bonds with places [15]. (See endnote a)).
Socio-cultural aspects, including social norms and organisational constraints impact the use of
space, in particular as the context for communication in the real-life workplace. We attempt to
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capture these, more complex and generally not measurable features of context that characterise
place for action and interaction. In this context we explore distance as a multi-dimensional and
complex issue that also involves consideration of access, privacy and confidentiality of shared
space. We need to pay attention to the co-presence of other people in the local context since their
physical distance is different from their involvement in the communicative event; participants
require enough awareness to adjust communication accordingly. And eventually, we need to take
into account any traces left of the communication and interaction for two reasons: they may be
needed in order to support continuity of interaction, for instance a work in progress, or they may
not be allowed in order to avoid disclosing confidential information. All these factors impact the
interaction space in terms of (i) what is physically and functionally possible to do in it, and (ii)
what is socially, organisationally and personally appropriate and acceptable2
2.2 Shared Context as Place
Shared contexts provide connections between individual perspectives. As Järvilehto (2000) puts
it, “consciousness is present when there is an organization for common results” [24]. When people
build their mutual common ground, language allows them to develop a shared understanding in
co-operation [25]. In our approach the creation of the common ground involves three components:
it takes place in the current situation, where the participants of a conversation or co-action share
the public resources available in the shared interaction space, and the background knowledge each
participant brings to the current situation. In the course of a conversation they may discuss
for instance past events, share and elaborate ideas, develop plans and joint strategies. The place
where people meet thus provides access to people and their individual knowledge and competencies,
spatial and informational resources to support their joint efforts, enabling them to benefit from a
complete context for sharing.
Figure 3: Three components in the creation of the common ground
Day-to-day life entails a number of social patterns such as greetings and other social interactions
that have their typical choreographies [26]. Mutual position, distance, direction and movements are
both spatial and communicative aspects of interaction. What people find as a comfortable distance
to another person depends on background factors such as culture, gender, mutual familiarity and
emotional bond. Hall’s studies of the human use of space within the context of culture, suggest
correlation between social and physical distances. He defines four types of distances from intimate
to personal, social and public distance [27]. These are also studied as communication zones
that develop around common artefacts [28]. Mutual distance may also depend on the immediate
context, for instance when the same people meet in a formal meeting or informal, ‘water-cooler’-
conversation.
2Unappropriateness’ refers to moral consequences of certain behaviour in general, whereas the term ‘unaccept-
ability’ may be preferred when a breach of clearly defined organisational and/or legal codes is in question.
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A shared space and a short enough mutual distance to meet the requirements of sensory
perception are not yet enough for communication to flow: the spatial ‘potentials’ have to be
activated by mutual orientation in order to establish a contact between the participants. Affinity,
commitment and attention [29] are three relational aspects of this contact that prepare people for
further communication. Awareness of the immediate environment extends, however, beyond the
focus of the person’s attention registering movements in the periphery of vision and sounds in the
background. Co-acting people perform within their engagement space in a rhythmic synchrony
with parallel coordinated moves [30]. Although there is no common focus of attention, there is an
awareness of each others’ foci of attention [31]. Physical proximity affords people to manipulate
the same object; it supports effortless mutual coordination in a collocated situation, whereas
technology mediated proximity is less successful in supporting mutual orientation in joint action
[32].
Social order is invisibly present wherever people move and act. Social norms and rules of
etiquette reduce uncertainty by making social situations more predictable: people normally adjust
and expect others to adjust their behaviours according to norms they have learned by upbringing.
As soon as a breach of norms occurs - either voluntarily or because of unfamiliarity of the situation
- people become aware of them by their emotional responses such as embarrassment [33]. Not only
how interactions are carried out but also where they are supposed to take place is an issue of
acceptability and appropriateness. Distinction is made in particular between private and public
activities: personal privacy is at the one end of a continuum of which public openness is at the
opposite one. How people define their private space and how concerned they are about their imago
varies also from person to person.
Physical settings influence the behaviour of the person by steering selectively and structuring
the sensory experience [34]. The social order is inbuilt in the physical space in multiple ways [35].
A city for instance consists of zones for various types of use. Boundaries are used to limit access,
visibility and/or audibility. Some of the boundaries are fixed, others temporary, some visible,
others less obvious. Access to an area may be prohibited: any ‘trespassers will be prosecuted’.
Some spaces are designed for one gender only. People know such design codes from cultural
experience as they know on which side of the road to drive.
As Yanow puts it, buildings also ‘mean’, not only provide sheltered space [36]. Corporate
buildings are designed keeping imago-aspects in mind [37]. Central location is considered more
impressive than the outskirts of a city. The marketplace as a physical and symbolic meeting point
has always attracted multiple flows, people and businesses. The location of the building is not
only an issue of physical but also symbolic relations. A dominant building in a city may serve as
a landmark for people navigating to a destination but also as a status symbol.
2.3 Distance and Place
In order to be able to specify features of distance required for communication and interaction in
the hybrid workplace, we make a distinction between space and place. Place provides, as Harrison
& Dourish suggest, a suitable framework for understanding human interaction with the physical
environment [38]. The notion of place brings together the context and the content; in the similar
way as knowledge is always knowledge of something, a place is always a place of something.
Therefore it is an appropriate tool for analysing local quantitative change such as accumulation,
local compilation of diversity, and local qualitative change.
The notion of place helps also to define distance (proximity) in a multi-dimensional way as it
implies rich cognitive and social dimensions that surround human activity. Human activity can
be approached from different aspects, such as Burke’s pentad of act, scene, agent, agency and
purpose suggests [39]. There is no content of human action (what) without actors (who) and their
setting (where & when), a particular way of doing it (how) and motivation (why) something is
done. Therefore the situation is a coherent whole that cannot be torn apart. It changes to another
situation as soon as any one of the aspects changes, for instance someone enters or leaves, the
focus or the scope of a conversation changes [40], or another way of doing is applied.
Where information technology is part of the environment, it breaks down some of the natural
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spatial relations of communication: technology mediation does not change the way people perceive
their immediate environment (i.e. their ‘perceptual’ or ‘informational’ space), but it does change
the way information is available to them. In technology mediated settings, the spatial consideration
focuses on the location of the person. The task of workplace design is then to configure physical
components in such a way that they provide virtuality between the communicating participants
in their whereabouts. Our analysis of communication and interaction in the technology mediated
workplace takes this into account in the first instance by distinguishing the concepts of space,
place and settings; this will be addressed more in detail in the following section.
3 Space, Place and setting
We distinguish between space, place and setting to clarify the impacts of technology mediation in
order to inform workplace design. If we view space as a resource, we can talk about size, volume,
distance or any other aspect that can be quantified, for instance “1,000 m2 of office space”. In
a mobile organization, place can be viewed in relation to a person – where the person works,
as in “my place or yours”. Setting on the other hand is a combination of spatial and technical
components so as to enable particular activity such as a kitchen for preparing meals, or an office
for administrative or managerial work.
3.1 Space
In workplace design, the spatial requirements have a point of departure in the spatial dimensions
of the human body. Physical and physiological requirements of human action and interaction are
translated into quantitative design parameters. Perceptual aspects are taken into account in terms
of sensory affordances [41] for instance when facilitating visibility and audibility or constraining
them. Built premises not only provide shelter against natural forces such as rain and cold temper-
ature, but also regulate social and personal distance by facilitating a selection of social contacts
and constraining the rest. Home is not only a dwelling but a site of the private family life, whereas
bar is typically a place for random social gathering of people for a drink and an office is a typical
workplace for people in administration.
Our definition of space as a multi-level concept is influenced by the insights from a multi-
disciplinary community as it integrates individual and social contexts in which space functions as
a resource for communication and collaboration. Space for collaboration and communication is
increasingly recognised as a key enabling and facilitating factor for joint activities [42], particularly
in the technology-mediated workplace. A multi-disciplinary research of the relationship between
reasoning, action and interaction spans people-oriented and technology-oriented perspectives [43].
Space as a resource for human action and co-action has been studied in human and machine
cognitive systems with emphasis on the ways they make use of spatial information, e.g. attempts to
build a common framework for understanding both spatial and linguistic cognition, examining the
spatial representations derived from linguistic descriptions, and examining linguistic descriptions
derived from spatial representations, either external or internal [44]. Other concerns are how we
develop cognitive maps of our environments: e.g. what features of physical space are most salient
in shaping cognitive space/place. Important questions entail also how to develop intelligible virtual
spaces, and how to visualise, edit and navigate large hypertexts in a way that complements natural
spatial intelligence [45].
3.2 Place
We describe our understanding of place by locating an individual point of view in a wider context,
and by locating the person as part of the processes around him/her. The place is regarded in our
approach as a four-level site of the physicality, experience, interpretation and identity of a person.
It is the life situation of a person where sense making takes place and the personal meanings
emerge; it is also the place where the personal intentions take an external shape of action in space
and time. Life situation is the place where spatial dimensions and the personal history (memory)
meet. It is an interlocking space of material components, personal perception, interpretation and
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memory (sedimentation of personal experience). Each level of the process follows their distinct
logic, for instance perception deals with ‘data mining’. Personal interpretation takes place at the
crossroads of interpersonal communication and intrapersonal reflection. The personal experiences
provide the background for new experiences to be interpreted and to form a temporal continuity.
As Pallasmaa puts it, “our environment is part of our identity to the degree that we have no
identity detached from situational factors” [46].
Norberg-Schulz [47] holds that a place is a qualitative, ‘total’ phenomenon which cannot be
reduced to any of its properties, such as spatial relationships, without losing its concrete nature
out of sight. Our double approach aims at bridging the gap between qualitative and quantitative
approaches, regarding people as spatial beings simultaneously part of the physical space, yet
separate beings who have their sensory systems provided by evolution to observe the world around
them, and unique participants of a multivocal social discourse. Our interpretation of place is
closely related to the holistic individual image by Rauhala [48] [49] [50] [51]. Rauhala regards
situationality, along with physicality (corporeality) and consciousness as one of the three modes
of human existence.
From the point of view of managing distributed organisations, place is a crucial ‘local’ node of
organisational activity because it incorporates both the individual member and her whereabouts
in her day-to-day interactions. Individuals form a spatial network: in the organisations where
people are constantly on the move or where the organisation is spatially dispersed in multiple
locations, management of people is managing them in their current whereabouts. For instance a
spatial network of the taxi-drivers takes shape constantly when they are on the move: each driver
navigates to pick up customers and to take them to their destinations. Their trajectories unfold
in the streets while the taxi-centre has to track their availability for new customers in different
locations.
3.3 Setting
We understand setting in this paper as a configuration of spatial and technical resources to various
combinations for work. In the similar way as in the theatre where different kinds of settings are
used for different kinds of play, settings vary at work. In the mobile workplace, the person has a
number of technical tools practically ‘attached’ to her. Settings are always composed of fixed and
mobile components.
From the ergonomic point of view, settings in the mobile workplace may be less optimal than in
a fixed workplace, because the components are not adjusted to the person in question in particular
as it is often the case when people work in the office. Being mobile implies a particular challenge
for the design of ergonomic, accessory like settings.
One of the key parameters of the settings is an access to other people and locations. What
kind of connection is provided? Not only whether or not there is a connection, but also what
kind of information it enables in the immediate environment and in the electronic form. When
the settings are designed to meet the requirements of confidential interaction and distraction-free
action, the focus of concern is to restrict connection to a focus group or a focus person only. Also
the modus and the scope of sensory information have to be constraint accordingly. In the mobile
workplace there is a risk of unexpected ‘leaking points’; therefore the person has to monitor herself
any changes in her immediate surroundings that might jeopardize confidentiality.
In the design of a hybrid workplace, multiple aspects of distance have to be taken into account.
In the following section we will discuss proximity as a facilitator of interaction.
4 Place for Interaction in the Workplace
In order to understand the trajectories of individual workers carrying out their work tasks with
other people in various teams, and the trajectories of projects in their organisational contexts, we
need to capture the dynamics of interpersonal and organisational processes. Technology media-
tion implies different types of spatiotemporal relations, starting from the collocated synchronous
interaction to the non-collocated and asynchronous one. The whole constellation of what-by-
whom-with-whom-where-and-when-and-how is in constant move, and changes may take place in
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any aspect of the collaborative situation. Spatial typologies as such are not sufficient enough to
explain changes in the processes and the dynamics of interaction. Collaborative situations may
vary in terms of public to private access, fixed to mobile location, physical to virtual mediation,
low to high autonomy of tasks, low to high security, and routine to creative type of work.
The degree of spatial openness and sharing is both a physical, social and personal issue. It is also
a practical criterion in workplace design to accommodate various types of activities in an adequate
way. To give an example of how designers classify different types of space, one classification
differentiates public, privileged and private spaces in the build environment and matches them
with internet, extranet and intranet in the technology mediated spaces. The metaphors linked to
the three spaces are café, club and cloister. Café is open for anyone to come and go, and various
groups to get together; club is a privileged meeting point for ‘members only’, whereas cloister
brings to the mind a place of concentrated contemplation withdrawn from a social contact [52].
If we think of an informant of ours who preferred to work at home when he had to concentrate
on writing, we assume that on this occasion home is the most productive place for his writing
a report. How would that preference be articulated in terms of ‘proximity’ and translated into
a design instruction for a technology mediated space with equivalent functionality? The type of
task the person is carrying out requires minimising distraction, i.e. constraining access to the
person. On the other hand, the person may need access to informational resources in different
forms, such as pictures, drawings, brochures, and text archives. When mobile, it is not possible
for him to necessarily choose the most productive place for this type of activity or to carry piles of
hard copies with him. A challenge for workplace design is therefore to create a productive place
that makes use of physical and technology resources that are locally available. The attributes of
the place that would fit his requirements and support concentration on the work at hand include
access to the person and the information he needs. In terms of proximity, access to the person
needs to be decreased, in order to achieve privacy he needs for concentration, whereas proximity
to information resources has to be increased. In a traditional office, he might withdraw to a room
with his books, close the door and put a sign ‘do not disturb’.
In a mobile workplace these choices are frequently unavailable. However, similar functional-
ities must be provided in the design of a location-independent workplace. This can be done by
providing adequate physical and technology settings, such as an individual room, ‘traffic lights’
to keep possible ‘intruders’ out, remote access to information from general and trusted sources.
Furthermore, designers need to provide a functionality to bar any type contact or a selection of
technology mediated contacts in order to decrease proximity. This kind of feature of the mo-
bile workplace would enhance, as our informant described, his productivity by providing optimal
settings in terms of proximity for a specific type of work.
Project work involves interaction with other team members. In mobile and distributed settings,
not only availability of a contact over distance but also the kind of appropriate channel requires
design solutions. Being able to establish a shared understanding is a cornerstone in human com-
munication: Winnicott speaks about ‘transitional phenomena’ [53] and Clark about establishing a
‘common ground’ [54]. The accounts of our informants suggest that in order to establish a shared
understanding over distance, the medium which is most successful in building a shared under-
standing is preferred. This requires an optimal range of channels and their features (modality
and functionality) to choose from, applying ‘selective’ proximity criteria that are compatible with
social norms and organisational constraints. Proximity in this sense will be related to the content,
mode and social context of a communicative situation.
Our informants also described the need for social contact with colleagues in the same organisa-
tion in club-type places where access is restricted to ‘legitimate’ (authorized) participants. Their
work entails both arranged meetings and bumping into people in ad hoc-type situations, in the
corridor or at the water-cooler. Ad hoc –type meetings both differ from and complement arranged
meetings in many ways [55]. Social contacts among colleagues and the feeling of belonging to the
group is therefore a requirement to be recognized and responded to. Though it is not possible to
equal the degree of collocated situations, electronic fora for informal social contacts are feasible
also in the mobile workplace. Moreover, proximity in the co-located situations is not always re-
quired, even in informal type of contact. Proximity in this context may help us to design a range
74 Mirja Lievonen, Duska Rosenberg
of privileged places so that people can choose whether to travel for a meeting abroad or whether to
invite people to a virtual meeting room. Virtual meeting places would provide them, even though
the physical distance remains as it is, with features of increased social proximity of ‘participants
only’ and moreover, options for ‘specific interest only’, whether it is a project meeting place or a
place for discussing their shared interests in general.
Technology mediation provides information of remote locations, people and objects, but it
leaves the ultimate responsibility of assessing the context and guiding the boundaries of confi-
dentiality and privacy to people themselves. For instance an informant cannot be fully aware of
the context of ‘reception’ of his message, even though awareness by technology mediation reaches
to some extent beyond synchronous collocated situations [56]. Firewalls, authorization and pass-
words can only create the appropriate structure of an interaction zone; the rest relies on people
and their actions.
5 Discussion and Conclusion
At work people have their roles defined in their work contracts and allocated in the project plans.
The organisation constrains the scope of freedom of the employees in terms of shared goals, rules
and resources provided. The wider societal, legal, economic and cultural structures constrain
collaboration both at organisational and individual level.
Place is a multi-dimensional site of coordination As the life situation of the person is where
his/her experiences and actions take place, it is a focal node of human collaboration: the person
is the principal site of coordination of communication, collaboration and identity. In the natural
settings, people work together in a collocated way. In technology mediated settings, the whole
constellation of working together becomes spatially fragmented into dispersed, artificial sites, ex-
tending over time by recorded messages. Numerous technical nodes and sites of coordination link
people to each other over time and distance. A kind of ‘electronic common ground’ (compare
with Clark) is created by technology, providing artificial repositories and a shared artificial mem-
ory. Technology mediated settings bring virtuality to the spatial repertory of collaboration. Yet
the human-human interface remains focal for any kind of human collaboration as ‘human-centred
technology’ suggests. A technology mediated forum for collaboration is kind of ‘representionally
augmented’ personal space, because the representations get a major role in the immediate envi-
ronment of the person. Therefore, the life situation of the person is the ultimate platform of any
groupware or communications technology.
A person can only stay in one geographical place at a time: whatever is mediated from else-
where is mere representation. From the sense making point of view, collaboration ranges from
physicality via organism to mentality: people are involved in it as social and biological beings
with their symbolic processes [57]. The choreography of collaboration radically changes with tech-
nology mediation; it is no way possible to imitate the richness of natural human interaction and
communication in a technology mediated way. Part of the sensory information requires immediate
presence: nuances of smell, taste and personal touch remain local, in the bodily presence. Yet,
technology mediation enables different kinds of option and forum for communication, collabora-
tion and coordination, extending the range of interaction spaces. A lot depends on what kind of
tasks people need to carry out. In the technology mediated settings, the ‘real’ place of the person
becomes augmented by representations of other people and objects elsewhere. (e.g. a control room
with a number or monitors mediating information from various locations, or a tele- or videocon-
ferencing session). Technology mediation fragments human communication into streams of sound,
text, image and animation. From the communication point of view, the mosaic-like combination of
‘real’ place and mediated representations are treated by the human mind as ‘real’: in that respect
whether the conversation is face-to-face or on the phone makes no difference. The reality of the
conversation is not questioned, but its capability is less like ‘real’, as one of our informants de-
scribed a design negotiation on the phone: without shared pictorial information such negotiation
may suffer or completely fail.
From the collaboration point of view, many tasks cannot be done at all in a mediated way:
immediate bodily care for instance stays beyond technology mediation. Other tasks simply cannot
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manage without technology mediation at all: a good example of this is rescue work in the conditions
where critical information has to be available without delay in order to take the measures required.
Knowledge work benefits from electronic resources. Many tasks manage well in the hybrid settings,
even though the results of some may not be as good as in collocated settings. People for instance
prefer to have critical meetings face-to-face, even though it might be technically possible to set up
a technology mediated session.
The question where is related both to the geographical and symbolic dimensions of collabora-
tion, movement in space, time and imagination. What can be done together depends naturally
on the physiological capacities such as the sheer range of sight, hearing and grasp. One of the
basic criteria for human communication and collaboration is the mutual distance as it frames and
constrains the range of possibilities. The role of spatial regulation is great in human communica-
tion and collaboration: for instance positioning, limiting, steering, and navigating are used both
in concrete and symbolic ways. The symbolic distance relates e.g. to what is socially acceptable
and desirable. In the technology mediated settings, the forum of collaboration is framed not only
by physical and symbolic constraints by also digital boundaries and ‘keys’ such as firewalls and
user passwords, in order to regulate the ‘meeting place’. The question where remains in the core
of all collaboration and self-regulation.
Mobility is part of all organisations simply because the employees are mobile beings. In the
hybrid workplace, however, the current location of individual employee is a particular issue of
concern, as their interactions are more exposed to unpredictable contexts than in the fixed work-
place. Our approach focuses on the analysis of proximity and its changes as a contextual feature
of interaction. The context may vary in terms of mediation, access, mobility, nature of inter-
action, and in terms of security, autonomy and creativity. Our model does not increase design
parameters as such, but it goes deeper in a multi-dimensional analysis of context of interaction
and communication in terms of distance.
The presentation of this paper at the conference will focus on the structure and the organization
of the Human Environment Model that both respects its multi-disciplinary origins and takes them
further in order to provide a scientific account of today’s phenomena – the impact of powerful
technology on people at work, places where they work and processes that they carry out in the
joint effort.
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Notes
a) Human Body as Place
The place of the human body is an inseparable contributor to human experience and action. Place is in constant flux,
not only because people are capable of moving, but also because the interface between people and the environment is
multi-level, comprising of material flows, flows of information, human communication, and sedimentation of personal
experiences [16]. The act of perception is regarded in ecological perceptual psychology as a direct consequence of
affordances of the environment [17].
Human action is goal-oriented, spanning concrete and symbolic dimensions. Human body is a place of in-
tentionality, learning and local decision-making. A two-way process becomes apparent in the bodily action: for
example a tactile object has to exist - to ‘be there’ - in order to be perceived, interpreted, manipulated and talked
about. Intentional actions are externalised through bodily, linguistic or some symbolic action. Individual motives of
action are not directly observable; neither are they always clear to the person herself; she may not even be conscious
of them. Yet, they are part of the local goal-orientation and decision-making. Intention as a mental phenomenon
is epistemically prior to neural, which in turn is causally prior to behavioural. Behavioural phenomena again are
semantically prior to mental phenomena [18][19].
People need knowledge in order to orient in their ecology. Learning takes place in the environment where
people also apply their knowledge [20]. Learning may be interpreted as accumulation and stretching boundaries
(quantitative change) or as insight, when a qualitative change takes place. Distance has also a cognitive dimension
in the way that we relate new things to the background of what is familiar to us in order to make sense of
them. Kolb’s experiential learning loop describes a circle of concrete experience, reflective observation, abstract
conceptualisation, and active experimentation [21][22]. Nonaka’s et al. model of knowledge creation consists of
three elements: knowledge creation through the conversion of tacit and explicit knowledge, the shared context for
knowledge creation, and knowledge assets: the inputs, outputs and moderators of the knowledge-creating process
[23]. Both the context and communication appear thus essential to learning.
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       Abstract 
Social judgment is a social inference process whereby an agent singles out individuals to blame or credit 
for multi-agent activities. Such inferences are a key aspect of social intelligence that underlie social 
planning, social learning, natural language pragmatics and computational models of emotion. With the 
advance of multi-agent interactive systems and the need of designing systems and interfaces that socially 
interact with people, it is increasingly important to model and reason about this human-centric form of 
social inference. Based on psychological attribution theory, this paper presents a general computational 
framework to automate social inference based on an agent’s causal knowledge and observations of 
interaction. 
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1 INTRODUCTION 
A growing number of applications have sought to incorporate human-like intelligence into the design of artificial 
systems. Most intelligent systems incorporate planning and reasoning techniques designed to reason about physical 
causality. In contrast to how causality is used in the physical sciences, people instinctively seek out a human actor for 
their everyday judgments of responsibility, credit or blame. Such judgments are fundamental social explanations 
involving judgments not only of causality but individual responsibility, free will and mitigating circumstances [Shaver, 
1985]. They underlie how we act on and make sense of the social world around us: they lead to emotional expressions 
of praise or rage; they justify public applause or prison terms. In short, they lie at the heart of social intelligence. 
With the advance of multi-agent interactive systems, user-aware adaptive interfaces and systems that socially 
interact with people, it is increasingly important to model and reason about this human-centric form of social 
inference. Social inference and social judgment help an agent interpret the observed social behavior of others and 
impact the way an agent acts on the world, which is crucial for successful interactions among intelligent entities. 
They can also facilitate human-human interaction by identifying the underlying cognitive process and principles of 
human judgments [Mao, 2006]. Social inference can inform the design of human-like agents, guide conversation 
strategies and help modeling and understanding social emotions [Gratch et al, 2006]. In a multi-agent environment, 
social causal reasoning helps distribute responsibility in multi-agent organization [Jennings, 1992], automate after-
action review of group performance [Gratch & Mao, 2003], and support social simulation for agent society [Conte 
& Paolucci, 2004]. 
Our goal is to design a faithful computational framework in use for human-like virtual agents to drive realistic 
behavior generation [Gratch et al, 2002]. Psychological and philosophical studies agree on the broad features people 
use in their everyday judgments. Our work is particularly influenced by attribution theory, a body of research in 
social psychology exploring folk explanation of behavior. Based on psychological attribution theory, we present a 
general computational approach to forming social judgment by inferring an agent’s causal knowledge and 
observations of communication and task execution, and empirically validate our approach using human performance 
data. 
2 FROM ATTRIBUTION THEORY TO COMPUTATIONAL APPROACH 
Most contemporary psychological studies of responsibility and social judgment draw on attribution theory. For over 
40 years, attribution theory has been favored psychological theory of layman’s behavior judgment in everyday 
situation [Malle, 2001]. Our work is based on the influential theories of Shaver [1985] and Weiner [1995] on social 
causality and responsibility (we adopt the terminology of Shaver in this paper). Below we summarize their theories. 
The assessments of physical causality and coercion identify the responsible party. Physical causality (including 
personal causality and environmental causality) refers to the connection between events and the outcomes they 
produce. Only when human agency is involved, does an event become relevant to the investigation of responsibility 
and blame/credit. In the absence of coercion, the actor whose action directly produces the outcome is regarded as 
responsible. However, in the presence of coercion (as when some external force, such as a more powerful individual 
or a socially sanctioned authority, limits an agent’s freedom of choice), some or all of the responsibility may be 
deflected to the coercive force. 
Intention and forseeability determine the degree of responsibility. Intention is generally conceived as the 
commitment to work towards a certain act or outcome. Most theories view intention as the major determinant of the 
degree of responsibility. Foreseeability refers to an agent’s foreknowledge about actions and their effects. If an 
agent intends an action to achieve an outcome, then the agent must have the foreknowledge that the action brings 
about the outcome. The higher the degree of intention, the greater the responsibility assigned. The lower the degree 
of foreseeability, the less the responsibility assigned. 
An agent may intentionally perform an action, but may not intend all the action effects. It is outcome intention 
(i.e., intended action effect), rather than act intention (i.e., intended action) that are key in responsibility judgment 
[Weiner, 2001]. Similar difference exists in outcome coercion (i.e., coerced action effect) and act coercion (i.e., 
coerced action). The result of the judgment process is the assignment of certain blame or credit to the responsible 
agent(s). The intensity of blame or credit is determined by the severity or positivity of the outcome as well as the 
degree of responsibility. The latter is based on the assessed values of attribution variables. 
To model the process of social causality and responsibility attribution, we have constructed a computational 
framework that can automatically derive judgments underlying attributions of responsibility and blame from 
observations and knowledge about social acts. Two information sources contribute to this inference process. One 
source is the actions performed by the agents involved in the social situation (including physical acts and 
communicative acts). The other is the general causal knowledge about actions and states of the world. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 illustrates an overview of the computational framework. It takes the observed communicative events 
and executed actions as inputs. Causal knowledge includes an action theory of the domain and a plan library. Social 
information specifies social roles and the power relationship of agents. Causal inference derives beliefs from causal 
evidence. Dialog inference derives beliefs from communicative evidence. Both inferences make use of 
commonsense rules and generate beliefs of attribution variables. These beliefs serve as inputs for the attribution 
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Figure 1  Overview of the Computational Framework 
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process, which is described as an algorithm. Finally, the algorithm forms an overall judgment and assigns proper 
credit or blame to the responsible agents. 
 
3 REPRESENTING TASK AND SOCIAL INFORMATION 
3.1 TASK REPRESENTATION 
Causal knowledge is encoded via a hierarchical task representation. An Action has a set of propositional 
preconditions and effects (including conditional effects). Actions can be either primitive (i.e., directly executable by 
agents) or abstract. An abstract action may be decomposed in different ways and each decomposition constitutes an 
alternative choice for how to realize an abstract action. If an abstract action can be decomposed in multiple ways, it 
is referred to as a decision node (i.e., or node). Abstract actions that can only be decomposed in one way are 
referred to as non-decision nodes (i.e., and nodes). A plan is a set of actions to achieve certain intended goal(s). The 
desirability of action effects is represented by utility values [Blythe, 1999]. 
To represent the hierarchical organizational structure of social agents, each action in a plan is associated with a 
performer (i.e., the agent capable of performing the action) and an agent who has authority over its execution. This 
is used to model simple authority relationships. For example, if a student plans to leave classroom for some reason 
and asks the teacher’s permission, the student is the performer of the “leave classroom” action and the teacher is the 
authority. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 illustrates an example of task representation from a team training system we developed. A leader (the 
lieutenant) is in charge of a troop to fulfill his mission of supporting a sister unit (unit 1-6). There are two 
alternative ways to support unit 1-6, either sending one squad or sending two squads. Each alternative can be 
performed by his assistant (the sergeant) if authorized. The alternatives can be further decomposed into subsequent 
primitive actions that are directly executable by the subordinates of the sergeant (the squad leaders). Action 
execution brings about certain effects, for example, two squads forward fractures the unit. The actions in the graph 
form a partial plan structure for the agent team (the troop). 
3.2 COMMUNICATIVE EVENTS 
Communication between agents is a rich source of information for social inference. We represent communicative 
events as a sequence of speech acts [Austin, 1962; Searle, 1969]. For our purpose, we focus on the speech acts that 
help infer dialogue agents’ desires, intentions, foreknowledge and choices in acting. We have considered the 
following speech acts (Variables x and y are different agents. Let p and q be propositions and t be the time): 
 
Send One Squad
Performer: sergeant
Authority: lieutenant
One Squad Forward
Performer: squad leader
Authority: sergeant
Remaining Forward
Performer: squad leader
Authority: sergeant
Send Two Squads
Performer: sergeant
Authority: lieutenant
Two Squads Forward
Performer: squad leader
Authority: sergeant
Remaining Forward
Performer: squad leader
Authority: sergeant
AND AND
OR
Route Secured Unit Fractured1-6 Supported Not Fractured
…
1-6 Supported ……
…
Troop-at-aa
Support Unit 1-6
Performer: lieutenant
Authority: lieutenant
Troop-at-aa Troop-at-aa
One-sqd-at-aa Two-sqds-at-aaRemaining-at-aa Remaining-at-aa
 
Figure 2  Illustration of Action Representation 
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inform(x, y, p, t): x informs y that p at t. 
request(x, y, p, t): x requests y that p at t. 
order(x, y, p, t): x orders y that p at t. 
accept(x, p, t): x accepts p at t. 
reject(x, p, t): x rejects p at t. 
counter-propose(x, p, q, y, t): x counters p and proposes q to y at t. 
3.3 ATTRIBUTION VARIABLES 
Attributional models employ a set of key variables to determine social cause and responsibility. Causality refers to the 
relationship between cause and effect. In our approach, we encode causal knowledge about actions (i.e., human 
agency) and the effects they produce via plan representation. We use intend and do to represent act intentionality, 
and intend and achieve for outcome intent. Foreseeability is represented using know and bring about. Two concepts 
are important in understanding coercion. One concept is social obligation. The other is (un)willingness. For 
example, if some authorizing agent commands another agent to perform a certain action, then the latter agent has an 
obligation to do so. But if this agent is actually willing to, this is a voluntary act rather than a coercive one. We use 
coerce and do to represent act coercion and coerce and achieve for outcome coercion. 
 
4 REASONING ABOUT SOCIAL CAUSE AND RESPONSIBILITY 
To form social judgment, a perceiving agent needs to infer beliefs about social attributions from observations of 
behavior. We show how automatic methods of causal and dialogue reasoning can provide such a mechanism. 
4.1 DIALOGUE INFERENCE 
In a conversational dialogue, the participating agents exchange information alternatively. A perceiving agent (who 
can be one of the participating agents or another agent) forms and updates beliefs according to the observed speech 
acts and previous beliefs. We follow the information state approach to communication management [Larsson & 
Traum, 2000]. This approach maintains an explicit information state that is updated by dialogue moves. For 
example, given that the applicability conditions hold, “ask” is a dialogue move that has as its effect an obligation 
added to the information state for the hearer to address the speaker’s question.  
Assume communication between agents is grounded [Traum, 1994], and conversation conforms to Grice’s 
maxims of Quality and Relevance [Grice, 1975]. We design commonsense rules that allow a perceiving agent to 
derive beliefs about the epistemic states of the observed agents. We also take social information (agents’ 
relationship) into consideration. For example, if at time t1, a speaker (s) informs (or tells) a hearer (h) the content p, 
then after t1, it can be inferred that the speaker knows that proposition p as long as there is no intervening 
contradictory belief (Rule D1). As conversations between agents are grounded, it can be inferred that the hearer also 
knows that p (Rule D2) (Universal quantifiers are omitted for simplicity). 
Rule D1 [inform]:  
inform(s, h, p, t1) ∧ t1<t3 ∧ ¬(∃t2)(t1<t2<t3 ∧ ¬know(s, p, t2)) ⇒ know(s, p, t3) 
Rule D2 [inform-grounded]: 
inform(s, h, p, t1) ∧ t1<t3 ∧ ¬(∃t2)(t1<t2<t3 ∧ ¬know(h, p, t2)) ⇒ know(h, p, t3) 
A request shows what the speaker wants. An order (or command) shows the speaker’s intent. An order can only be 
successfully issued by someone higher in social status. If requested or ordered by a superior, it creates a social 
obligation for the hearer to perform the content of the act. The hearer may accept, reject or counter-propose an order 
(or request). Various inferences can be made depending on the response of the hearer and the social relationship 
between the speaker and the hearer. For instance, if the hearer accepts, and there is no obligation beforehand or the 
hearer is willing to, it can be inferred that the hearer intends. In another case, if there is evidence of an agent’s 
unwillingness (i.e., unwanted or unintended), yet the agent accepts the obligation, there is evidence of coercion. 
Rule D9 [accept-obligation]: 
¬(∃t1)(t1<t3 ∧ want(h, p, t1)) ∧ obligation(h, p, s, t2) ∧ accept(h, p, t3) ∧ t2<t3<t5 ∧ ¬(∃t4)(t3<t4<t5 ∧ 
¬coerce(s, h, p, t4)) ⇒ coerce(s, h, p, t5) 
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Rule D10 [unwilling-accept-obligation]: 
¬intend(h, p, t1) ∧ obligation(h, p, s, t2) ∧ accept(h, p, t3) ∧ t1<t3 ∧ t2<t3<t5 ∧ ¬(∃t4)(t3<t4<t5 ∧ 
¬coerce(s, h, p, t4)) ⇒ coerce(s, h, p, t5) 
For the complete version of dialogue inference rules, the reader may refer to [Mao, 2006]. 
4.2 CAUSAL INFERENCE 
Plan representation and plans give further evidence for inferring agency, intention and coercion, in both direct and 
indirect cases. Causal inference is a plan-based evaluation based on the causal information provided by this 
representation. 
4.2.1 Intention 
Causal inference helps infer outcome intent from evidence of act intentionality. For example, if an agent intends an 
action A voluntarily, the agent must intend at least one action effect of A.  
In more general cases, when an action has multiple effects, in order to identify whether a specific outcome is 
intended or not, a perceiver may examine action alternatives the agent intends and does not intend, and compare the 
effects of intended and unintended alternatives. If an agent intends an action A voluntarily and does intend its 
alternative B, we can infer that the agent either intends (at least) one action effect that only occurs in A or does not 
intend (at least) one effect that only occurs in B, or both. If the effect set of A is a subset of that of B, or if the effect 
set of B is a subset of that of A, the rule can be further simplified. 
If there is no clear belief about intention derived from causal and dialogue inferences. We employ a general 
intention recognition algorithm to detect intentions [Mao, 2006]. If an agent intends a certain plan to achieve the 
goal of the plan, then the agent should intend those actions and effects relevant to achieving the goal in the plan 
context. Other side effects are not intended by the agent. Relevant actions are those forming the plan., and relevant 
effects are the preconditions of those relevant actions. 
4.2.2 Foreknowledge 
Since foreknowledge refers to an agent’s epistemic state, it is mainly derived from dialogue inference. Speech acts 
inform, tell or assert, for instance, gives evidence that the conversants know the content of the act. Intention 
recognition also helps infer an agent’s foreknowledge, as intention entails foreknowledge. In addition, an agent 
should know what her action would bring about, if the action and its effects are general knowledge in task 
representation. Otherwise, a perceiver should use instead what she knows about the specific knowledge the involved 
agents have. 
4.2.3 Coercion 
A causal agent could be absolved of responsibility if she was coerced by other forces, but just because an agent 
applies coercive force does not mean coercion actually occurs. What matters is whether this force truly constrains 
causal agents’ freedom to avoid the outcome. Causal inference helps infer outcome coercion from evidence of act 
coercion. 
For example, if an agent is coerced to execute a primitive action, the agent is also coerced to achieve all the 
action effects. If being coerced to execute an abstract action and the action has only one decomposition, then the 
agent is also coerced to execute the subsequent actions and achieve all the subaction effects. If the coerced action 
has multiple decompositions, then the agent has options: only the effects appear in all alternatives (i.e., definite 
effects) are unavoidable, and thus these effects are coerced; Since other effects that only appear in some (but not all) 
alternatives (i.e., indefinite effects) are avoidable, they are not coerced. Besides, an agent can indirectly assist the 
coercing agent(s), e.g., by enabling action preconditions, blocking other action alternatives, etc. 
Rule C15 [coerce-decision-node]: 
coerce(y, x, do(x, A), t1) ∧ or-node(A) ∧ B∈choice(A) ∧ t1<t3 ∧  ¬(∃t2)(t1<t2<t3 ∧ coerce(y, x, do(x, B), t2)) 
⇒ ¬coerce(y, x, do(x, B), t3) 
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Rule C16 [coerce-decision-node]: 
coerce(y, x, do(x, A), t1) ∧ or-node(A) ∧ e∈definite-effect(A) ∧ t1<t3 ∧ ¬(∃t2)(t1<t2<t3 ∧ ¬coerce(y, x, e, t2)) 
⇒ coerce(y, x, e, t3) 
Rule C17 [coerce-decision-node]: 
coerce(y, x, do(x, A), t1) ∧ or-node(A) ∧ e∈indefinite-effect(A) ∧ t1<t3 ∧ ¬(∃t2)(t1<t2<t3 ∧ coerce(y, x, e, t2)) 
⇒ ¬coerce(y, x, e, t3) 
4.3 ATTRIBUTION PROCESS AND ILLUSTRATION 
Social attributions involve evaluating outcomes of events with personal significance to an agent. This evaluation is 
always from a perceiving agent’s subjective perspective and the interpretation of events is based on the individual 
perceiver’s preferences. The perceiver uses her own knowledge and observation of the observed agents to form 
beliefs about attribution variables. The beliefs are then used in the attribution process to form an overall judgment. 
Given the same situation, as different perceivers may have different observations, different knowledge and 
preferences, they may form different beliefs and judge the same situation differently. 
Despite individual differences, the posited attribution process is general, and applies uniformly to different 
perceivers. If an action performed by an agent brings about positive or negative effect, and the agent is not coerced 
to achieve the action effect, then the performer of the action is the primary responsible agent. Otherwise, in the 
presence of external coercion, the primary responsible agent for the effect is redirected to the coercer (Note that 
coercion may occur in more than one level of action hierarchy, and so the process may need to trace several levels 
up to find the real authority). Other agents who indirectly assist the performer are the secondary responsible agents. 
They should share responsibility with the primary responsible agent. 
We have developed an algorithm to find the responsible agents for a specific outcome. The algorithm first 
searches dialogue history and infers from dialogue evidence. Then it applies causal inference rules. By default, it 
assigns the performer of the primitive action causing the outcome to the primary responsible agent. Other agents 
who assist the performer (by enabling action preconditions) are secondary responsible agents. To trace the coercing 
agent(s), the evaluation process starts from the primitive action, and works up the task hierarchy. During each pass 
through the main loop, if there is evidence of outcome coercion, the authority is deemed responsible. If current 
action is not the root node in action hierarchy and outcome coercion is true, the algorithm assigns the parent node to 
current action and evaluates the next level up. At last, the algorithm returns the primary and secondary responsible 
agents as well as the degrees of responsibility. 
We adopted a simple categorical model of responsibility assignment. If the outcome is intended by the 
responsible agent, the degree of responsibility is high. If the outcome is not intended, then the degree assigned is 
low. Otherwise, assign medium degree of responsibility. The intensity of credit or blame is computed by multiplying 
the degree of responsibility and the utility of the outcome. Events may lead to more than one desirable/undesirable 
outcomes. For evaluating multiple outcomes, we can apply the algorithm the same way, focusing on one outcome 
each time during its execution. Finally, to form an overall judgment, the results can be aggregated and grouped by 
the responsible agents. 
We use an example from the Mission Rehearsal Exercise (MRE) leadership training system [Swartout et al, 2006] 
to illustrate how the model works. We focus on three social actors, the lieutenant (student), the sergeant and the 
squad leader (Lopez), who act as a team in this example.  The lieutenant is a human trainee and acts as an authority 
over the sergeant. The squad leader acts as a subordinate of the sergeant. The following dialogue is extracted from 
an actual run of the system. 
Student: Sergeant, send two squads forward. (Line 1) 
Sergeant:  That is a bad idea, sir. We shouldn’t split our forces. (Line 2) Instead we should send one 
squad to recon forward. (Line 3) 
Student: Send two squads forward. (Line 4) 
Sergeant: Against my recommendation, sir. (Line 5) Lopez! Send first and fourth squads to Eagle 1-6’s 
location. (Line 6) 
Lopez: Yes, sir. Squads! Mount up! (Line 7) 
The dialogue above corresponds to the following speech acts, ordered by the time the speakers addressed them 
(lt, sgt and sld stand for the lieutenant, the sergeant and the squad leader, respectively. t1<t2<…<t7). 
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Act 1: order(lt, sgt, do(sgt, send-two-sqds), t1)     (Line 1) 
Act 2: inform(sgt, lt, bring-about(send-two-sqds, unit-fractured), t2)  (Line 2) 
Act 3: counter-propose(sgt, do(sgt, send-two-sqds), do(sgt, send-one-sqd), t3) (Line 3) 
Act 4: order(lt, sgt, do(sgt, send-two-sqds), t4)     (Line 4) 
Act 5: accept(sgt, do(sgt, send-two-sqds), t5)     (Line 5) 
Act 6: order(sgt, sld, do(sld, two-sqds-fwd), t6)     (Line 6) 
Act 7: accept(sld, do(sld, two-sqds-fwd), t7)     (Line 7) 
Figure 2 illustrates the causal knowledge of the troop underlying the example. Take the sergeant’s perspective 
as an example. The sergeant has access to the partial plan knowledge of the troop, and perceives the conversation 
between the actors and task execution. He observed a physical action two-squads-forward executed by the squad 
leader, and the action effects occurred. Two effects are salient to the sergeant, (unit) 1-6 supported and unit 
fractured. Supporting unit 1-6 is a desirable team goal. Assume the sergeant assigns negative utility to unit 
fractured and this serves as input of the algorithm. We illustrate how to find the responsible agent given the 
sergeant’s task knowledge and observations. 
Step 1 
Based on sequence 1-7 in the dialogue history, the sergeant can derive a number of beliefs by inferring the observed 
speech acts (Here t1<t1’, t2<t2’, …, t7<t7’): 
Belief 1: intend(lt, do(sgt, send-two-sqds), t1’)   (Act 1, Rule D5[order]) 
Belief 2: obligation(sgt, do(sgt, send-two-sqds), lt, t1’)  (Act 1, Rule D6[order]) 
Belief 3: know(sgt, bring-about(send-two-sqds, unit-fractured), t2’) 
(Act 2, Rule D1[inform]) 
Belief 4: know(lt, bring-about(send-two-sqds, unit-fractured), t2’) (Act 2, Rule D2[inform-grounded]) 
Belief 5: know(sgt, alternative(send-two-sqds, send-one-sqd), t3’) (Act 3, Rule D12[counter-propose]) 
Belief 6: know(lt, alternative(send-two-sqds, send-one-sqd), t3’)   (Act 3, Rule D13[counter-propose-
grounded]) 
Belief 7: ¬intend(sgt, do(sgt, send-two-sqds), t3’)  (Act 3, Rule D14[counter-propose]) 
Belief 8: want(sgt, do(sgt, send-one-sqd), t3’)   (Act 3, Rule D15[counter-propose]) 
Belief 9: ¬intend(lt, do(sgt, send-one-sqd), t4’) 
(Act 4, Belief 6, Rule D17[know-alternative-order]) 
Belief 10: coerce(lt, sgt, do(sgt, send-two-sqds), t5’) 
(Act 5, Beliefs 2&7, Rule D10[unwilling-accept-obligation]) 
Belief 11: intend(sgt, do(sld, two-sqds-fwd), t6’)              (Act 6, Rule D5[order]) 
Belief 12: obligation(sld, do(sld, two-sqds-fwd), sgt, t6’)             (Act 6, Rule D6[order]) 
Belief 13: coerce(sgt, sld, do(sld, two-sqds-fwd), t7’)             (Act 7, Belief 12, Rule D9[accept-obligation]) 
Step 2 
Based on the observations of task execution and the beliefs obtained in Step 1, causal inference can further derive 
the following beliefs of the sergeant (Here t0 is the time for the  initial state, t0<t1, t0<t0’): 
Belief 14: know(sld, bring-about(two-sqds-fwd, unit-fractured), t0’) 
(Rule C10[foreknowledge-performer] ) 
Belief 15: know(sgt, bring-about(two-sqds-fwd, unit-fractured), t0’) 
(Rule C11[foreknowledge-authority]) 
Belief 16: intend(lt, unit-fractured, t4’)   (Beliefs 1&9, Rule C5[intend-one-alternative]) 
Belief 17: coerce(lt, sgt, unit-fractured, t5’)  (Belief 10, Rule C14[coerce-non-decision-node]) 
Belief 18: coerce(sgt, sld, unit-fractured, t7’)  (Belief 13, Rule C12[coerce-primitive]) 
Step 3 
As action two-squads-forward directly causes the evaluated outcome unit-fractured, and the action is performed by 
the squad leader, by default, assign the squad leader to the responsible agent. 
Loop 1: The algorithm starts from the primitive action two-squads-forward. As outcome coercion is true (Belief 
18), assign the sergeant to the responsible agent. 
Loop 2: The action is send-two-squads, performed by the sergeant. As outcome coercion is true (Belief 17), 
assign the lieutenant to the responsible agent. 
Modeling Social Inference in Virtual Agents 87
Loop 3: The action is support-unit-1-6, performed by the lieutenant. Parent node is the root node. The algorithm 
returns the lieutenant as the primary responsible agent. 
As the sergeant believes that the lieutenant intended unit-fractured (Belief 16), the lieutenant is responsible for 
unit-fractured with high degree. 
 
5 COMPARISON 
Recent computational approaches have addressed social causality and responsibility judgment by extending causal 
models [Halpern & Pearl, 2001; Chockler & Halpern, 2004]. Halpern and Pearl [2001] proposed a definition of 
actual cause within the framework of structural causal models.  As their approach can extract more complex causal 
relationships from simple ones, their model is capable of inferring indirect causal factors including social causes. 
They gave a definition of responsibility. For example, if a person wins an election 11-0, then each voter who votes 
for her is a cause for the victory, but each voter is less responsible for the victory than each of the voters in a 6-5 
victory. Based on this definition of responsibility, they then defined the degree of blame, using the expected degree 
of responsibility weighed by the epistemic state of an agent. 
Chockler & Halpern’s extended definition of responsibility (abbreviated C&H model below) accounts better for 
multiple causes and the extent to which each cause contributes to the occurrence of a specific outcome. Another 
advantage of their model is that their definition of degree of blame takes an agent’s epistemic state into 
consideration. However, they only consider one epistemic variable, that is, an agent’s knowledge prior to action 
performance (corresponding to foreseeability in Shaver’s term). Important concepts in moral responsibility, such as 
intention and freedom of choice are excluded in their definition. As a result, their model uses foreknowledge as the 
only determinant for blame assignment, which is inconsistent with psychological theories. 
As Chockler & Halpern’s model is the extension of counterfactual reasoning within the structural-model 
framework, and structural-model approach represents all the events as random variables and causal information as 
equations over the random variables, this brings about other limitations in their model. For instance, causal 
equations do not have direct correspondence in computational systems, so it is hard to obtain them for practical 
applications. As communicative events are also represented as random variables in their model (which is 
propositional), it is difficult to construct equations for communicative acts and infer intermediate beliefs (e.g., 
beliefs about desires, intentions, etc) that are important for social causal reasoning. 
In contrast, our approach is built on general plan representation commonly used in many intelligent systems. 
Causal inference is a plan-based evaluation over this representation. Our model takes different forms of interactions 
into account, and makes use of commonsense reasoning to infer beliefs from dialogue communication. In Mao & 
Gratch [2005], we use four variants of the original firing squad scenario in the related work [Chockler & Halpern, 
2004], to empirically compare our model with C&H model and two other models (i.e., simple cause model and 
simple authority model). The results show that for responsibility and blame assignments, our model better 
approximates human judgments than these alternative models [Mao & Gratch, 2005]. As the related computational 
approaches are incapable of inferring the beliefs of internal variables, for assessing the internal structure and 
inference processes, we have no computational alternative to compete with. In the next section, we directly compare 
the predictions of our model with human data. 
 
6 EVALUATION 
To evaluate our computational model, we need to assess the model’s consistency with human judgments of social 
cause and responsibility. This is challenging given that people’s judgment results often vary, and sometimes, there 
might be even no consensus among people. But further, we are interested in the more challenging task of testing 
whether the inferential mechanism of the model is consistent with the intuition of human inference, that is, does our 
model infer judgment results in the way people actually do? 
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6.1 METHOD 
6.1.1 Participants and Procedure 
Two groups of subjects participated in the experiments. The first group contained 18 participants, who were staff 
(including graduate students) at the University of Southern California, with ages ranging from 20 to 35 and genders 
evenly distributed. Among them, 12 subjects completed the four-page surveys, and 6 subjects completed two pages 
of the surveys. The surveys were randomly ordered. Participants of the second group were 30 graduate students 
taking the Advanced AI class at the University of Southern California. About 70% of the participants in the second 
group were males. Each subject in the second group completed two pages of a randomly ordered survey. The survey 
was composed of four small scenarios. Each scenario was followed by a questionnaire, asking questions about the 
assessments of internal variables, including the characters’ foreknowledge, intention, desire, obligation and coercion 
in the scenarios. At the end of each questionnaire, the subjects were asked to score how much blame the characters 
deserve in the scenario. 
6.1.2 Materials 
As a starting point, we adopt the “company program” scenario used in [Knobe, 2003]. This example has received 
much attention in recent folk psychology and experimental philosophy research (see Experimental Philosophy Blog). 
The original example (Scenario 2), its variants (Scenario 1, 3 and 4) and the questionnaire following Scenario 1 are 
given in Appendix. For the convenience of assessing inference rules (see next section), descriptions of each scenario 
are organized into separate labeled statements of evidence (e.g., E1-E6). 
6.1.3 Experimental Design 
As our model embodies the theoretical view that people will judge social cause and responsibility differently based 
on their perception of the key variables such as intention, foreknowledge and coercion, a good experimental design 
is to see how the model performs when evidence for such judgments is systematically varied. To this end, we take a 
description of a single social situation and systematically vary it, using the inference rules of our model as a guide. 
For example, if our model suggests that particular evidence supports the inference of intention, then an obvious 
variation would be to add a line to the scenario encoding such evidence. By exploring the space of inference rules 
and generating the scenarios on our own, we were able to incorporate information needed for different inference 
paths and to predict judgment results in a systematic way. 
We encode information into each line of a scenario. The specific information includes speech act, causal 
knowledge, goal identification, physical action, the occurrence of effects, etc. The encoded information serves as 
the model’s inputs, which provide evidence for the inference. For example, in Scenario 1, the following information 
is encoded (vp and chm refer to the vice president and the chairman, respectively): 
E1: request(vp, chm, do(vp, new-program), t1)    (speech act) 
E2: inform(vp, chm, bring-about(new-program, profit-increase), t2) (causal knowledge) 
E3: inform(vp, chm, ¬bring-about(new-program, env-harm), t2)  (causal knowledge) 
E4: accept(chm, do(vp, new-program), t3)    (speech act) 
E5: execute(vp, new-program, t4)     (action execution) 
E6: occur(env-harm, t5)      (outcome occurrence) 
We design questions to test beliefs about different variables. Each question corresponds to the firing of an 
inference rule. In Scenario 1, we manipulate evidence related to agents’ foreknowledge of the outcome (i.e., no 
foreknowledge). We design questions to test the inference rules for foreseeability (Question 4, Rule D1), relation of 
intention and foreknowledge (Question 5, Rule C9), connection of act and outcome intention (Question 3, Rule C3), 
etc. Scenario 2 gives clear evidence of foreknowledge. The authority’s goal is also stated. Correspondingly, 
questions are designed to test rules for intentional action/effect and side effect (Questions 3-4, Rules C7-8), having 
foreknowledge (Question 1, Rule D2), and speech acts. In Scenario 3, we manipulate the degree of perceived 
coercion and unwillingness by introducing an alternative course of action that will not harm the environment and 
which the vice president prefers. Specifically, we add one line between E3 and E4 (and all the other lines remain the 
same as those in Scenario 2). Questions are designed to test the agent’s willingness (Question 2, Rules D14-15) and 
coercions (Questions 3-4, Rules D10 & C12). In Scenario 4, we manipulate the characters’ freedom of choice. We 
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introduce an alternative, but the preference of the vice president is based on a feature unrelated to the environment 
and the vice president is allowed to choose from the options. We design three questions to test other important rules 
for coercion (Rules C15-17). 
6.2 RESULTS 
6.2.1 Assessing Inferred Beliefs 
Table 1 shows the number of answers to each question in the sample scenarios. The values for the last questions are 
the averages of people’s answers (on a 6-point scale). The model’s predictions are checked with ‘√’. The data show 
that for most questions, people agree with each other quite well. But certain disagreement exists on some of the 
questions. 
Though people sometimes may disagree with each other on specific questions, our purpose is to assess the 
model’s general agreement with people. We measure the agreement between the model and each subject using the 
Kappa statistic. The K coefficient is computed as: 
)(1
)()(
EP
EPAPK −
−=  
P(A) is the propositional agreement among raters. P(E) is the expected agreement, that is, the probability that the 
raters agree by chance. Di Eugenio and Glass [2004] argued that the computation of K coefficient is sensitive to the 
skewed distribution of categories (i.e., prevalence). In our treatment, we account for prevalence and construct 
contingency tables for the calculation, and average the results of Kappa agreement of the model’s predictions with 
each subject’s answers. The average Kappa agreement between the model and subjects is 0.732. Based on the scales 
given by Rietveld and van Hout [1993], 0.6<K<0.8 indicates substantial agreement. The empirical results show 
good consistency between the model’s generation of intermediate beliefs and human data. 
6.2.2 Assessing Inference Rules 
In our model, every belief is derived by a specific inference rule, so the answer to a question in the questionnaires 
corresponds to the firing of one rule (with the exception of three questions in the questionnaires designed to test two 
rules each). Currently, we have 39 dialogue and causal inference rules in the model. This survey study covers 19 of 
them. 
To assess the accuracies of evidence chosen by the inference rules, we compare the conditions of each rule with 
the evidence people use in forming each answer. Similar to the approach used in machine learning, we measure 
accuracy using the confusion matrix [Kohavi & Provost, 1998]. For every subject’s answer to each question, we 
build a confusion matrix to compute the number of true positive TP (i.e., evidence both the rule and the subject use), 
true negative TN (i.e., evidence both the rule and the subject ignore), false positive (i.e., evidence the rule 
incorrectly uses), and false negative (i.e., evidence the rule incorrectly ignores). 
Table 1  Model Predictions and Subject Responses for Company Program Scenarios 
Question  1 Question  2 Question  3 Question  4 Question  5 Question  6 
 
Yes No Yes No Yes No Yes No Yes No Chair VP 
Model √  √  √   √  √  √ Scenari
o 1 People 30 0 27 3 29 1 2 28 0 30 3.00 3.73 
Model √  √  √   √ √  √  Scenari
o 2 People 30 0 30 0 30 0 10 20 22 8 5.63 3.77 
Model √   √ √  √  √  Scenari
o 3 People 21 9 2 28 29 1 21 9 
N/A 
5.63 3.23 
Model √   √  √  √ Scenari
o 4 People 21 9 5 25 5 25 
N/A N/A 
4.13 5.20 
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For each question Qi, the correct prediction of the corresponding rule with respect to the evidence chosen by 
subjects is measured by accuracy (AC), whereas Ns is the total number of subjects and Ne is the total number of 
evidence for Qi. 
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Table 2 lists the accuracy of the tested rules. The average accuracy of the rules in the model is 0.85. The 
empirical results show that the evidence the model uses for inference is consistent with human data. 
7 CONCLUSION 
The social nature of computing is pervasive in every aspect of software research and development. With the 
advance of computer and communication technologies, social software and system design will move toward 
emphasizing social intelligence [Wang et al, 2007]. In this paper, we model a key aspect of social intelligence, by 
formalizing the underlying social reasoning process in people’s behavior judgment. We show how to automatically 
form such judgment based on an agent’s causal knowledge and observations. We also show empirical support that 
the inferences derived by the model are largely consistent with human judgments. Our computational approach is 
domain-independent, and thus can be generally used to facilitate the design and modeling of human-like social 
behavior for artificial agents. Current work with our lab is exploiting this model in several ways, including 
improved models of social emotions (e.g., pride, anger and guilt), improving the capabilities of our agents to reason 
about the beliefs, intentions and judgments of other social actors (i.e., theory of mind), and informing the modeling 
of individual personality differences in how people make social attributions. 
 
Table 2  Accuracies of Evidence Used by the Inference Rules 
 
 Question Inference Rule Average Accuracy 
1 D3 [Request] 0.76 
2 D7 [Accept] 0.96 
3 C3 [Intend-Action] 0.85 
4 D1 [Inform] 0.94 
Scenario 1 
5 C9 [Intention-Foreknowledge-Relation] 0.91 
1 D2 [Inform-Grounded] 0.92 
2 D5 [Order] 0.96 
3 C7 [Intend-Plan] 0.86 
4 C8 [Intend-Plan] 0.70 
Scenario 2 
5 D6 & D9 [Order; Accept-Obligation] 0.84 
1 D13 [Counter-Propose-Grounded] 0.94 
2 D14 & D15 [Counter-Propose] 0.88 
3 D6 & D10 [Order; Unwilling-Accept-Obligation] 0.80 
Scenario 3 
4 C12 [Coerce-Primitive] 0.74 
1 C16 [Coerce-Decision-Node] 0.71 
2 C15 [Coerce-Decision-Node] 0.84 Scenario 4 
3 C17 [Coerce-Decision-Node] 0.75 
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APPENDIX 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Scenario 1: 
E1 The vice president of Beta Corporation goes to the chairman of the board and requests, “Can we 
start a new program?” 
E2 The vice president continues, “The new program will help us increase profits,  
E3 and according to our investigation report, it has no harm to the environment.” 
E4 The chairman answers, “Very well.” 
E5 The vice president executes the new program. 
E6 However, the environment is harmed by the new program. 
Questions: 
1. Does the vice president want to start the new program? 
Your answer:             Yes No 
Based on which information (circle all that apply)? 
        E1        E2        E3        E4        E5        E6 
1. Does the chairman intend to start the new program? 
Your answer:             Yes No 
Based on which information (circle all that apply)? 
        E1        E2        E3        E4        E5        E6 
2. Is it the chairman’s intention to increase profits? 
Your answer:             Yes No 
Based on which information (circle all that apply)? 
        E1        E2        E3        E4        E5        E6 
3. Does the vice president know that the new program will harm the environment? 
Your answer:             Yes No 
Based on which information (circle all that apply)? 
        E1        E2        E3        E4        E5        E6 
4. Is it the vice president’s intention to harm the environment by starting the new program? 
Your answer:             Yes No 
Based on which information (circle all that apply)? 
        E1        E2        E3        E4        E5        E6 
5. How much would you blame the individuals for harming the environment? 
Blame the chairman:  1        2        3        4        5        6 
Blame the vice president: 1        2        3        4        5        6 
              Little   Lots 
Scenario 2: 
E1 The chairman of Beta Corporation is discussing a new program with the vice president of the 
corporation. 
E2 The vice president says, “The new program will help us increase profits, 
E3 but according to our investigation report, it will also harm the environment.” 
E4 The chairman answers, “I only want to make as much profit as I can.  Start the new program!” 
E5 The vice president says, “Ok,” and executes the new program. 
E6 The environment is harmed by the new program. 
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Scenario 3: 
E1 The chairman of Beta Corporation is discussing a new program with the vice president of the 
corporation. 
E2 The vice president says, “The new program will help us increase profits, 
E3 but according to our investigation report, it will also harm the environment. 
E4 Instead, we should run an alternative program, that will gain us fewer profits than this new 
program, but it has no harm to the environment.” 
E5 The chairman answers, “I only want to make as much profit as I can.  Start the new program!” 
E6 The vice president says, “Ok,” and executes the new program. 
E7 The environment is harmed by the new program. 
Scenario 4: 
E1 The chairman of Beta Corporation is discussing a new program with the vice president of the 
corporation. 
E2 The vice president says, “There are two ways to run this new program, a simple way and a complex 
way. 
E3 Both will equally help us increase profits, but according to our investigation report, the simple 
way will also harm the environment.” 
E4 The chairman answers, “I only want to make as much profit as I can.  Start the new program either 
way!” 
E5 The vice president says, “Ok,” and chooses the simple way to execute the new program. 
E6 The environment is harmed. 
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Abstract
In this paper, we introduce our approach to implement an agent as pedagogical knowledge
media aiming to guide a user through the correct operation procedure of subject scientific
instruments. Scientific instruments are sometimes complex to install, maintain, use, etc.
User manual seems inadequate to support the community of users and direct contact with
an expert may be required. A reason is that the expert failed to include his expertise in
the manual and limit the redaction to a hard form of knowledge. This is a main concern of
modern Knowledge Management practitioners, to design systems which consider both forms of
knowledge: explicit and tacit. We show that we can distinguish two sorts of tacit knowledge:
acquired and innate, and justify that we need to focus only on the former. The key idea is
to distribute explicit knowledge through interaction with the real world so that the user can
learn as well as acquire tacit knowledge. We describe some technical difficulties related to
the perception of the real world, required for interaction, and we propose a novel approach to
build a low-cost three dimensional pointer which constitutes our preliminary result.
Keywords: Knowledge Management, Explicit and Tacit Knowledge, Real World Interaction,
knowledge Media, Human-Agent Communication, Pose Calculation, Three-Dimensional
Pointer.
1 Introduction
The scientific instruments area includes a large panel of devices and covers a huge domain of
applications. The complexity of the usage depends for the most part on the complexity of the
scientific method exploited by the instrument. The level and needs of users cover a large range.
Indeed, some users, with a scientific background, want to use all the capacity of the instrument.
Usually, a user belonging to this category knows very well about the meaning of each parameter
or action he needs to set and he is not afraid by complex software or mechanical architecture. On
the opposite side, some users want to use the same instruments as an easy to operate tool and
does not have any will to study an inaccessible and imposing manual in order to assimilate the
needed knowledge.
Although the user manual constitutes one of the largest source of knowledge, since a number
of instruments, especially the most complex ones, concerns only a limited community of users
geographically scattered, the information space is constrained by narrow frontiers and relates only
a portion of the expert’s explicit knowledge statically written as a procedural knowledge, i.e. a list
of sequences of actions leading from an initial state to an expected result. However many users
need or want to go through these frontiers and expect to be supported for many purposes such as
installation, setting, utilization, maintenance, data interpretation, etc.
∗Also with Dept. of Scientific Systems R&D, Horiba Ltd. Kyoto 601-8510 Japan.
A common way lies in direct interaction with the engineer in charge of developing the in-
strument. The user can individually present his particular setting and expose the issue. In such
configuration the expert is able to communicate his knowledge and may share his experience,
which can be identified with tacit knowledge, through interpersonal interaction.
Even if this approach might be efficient in some cases, some limitations must be pointed out. In
form, such communications are usually done over the phone or sometimes by email, and thus are
often not efficient. Indeed, verbal communication only is limited in order to describe, first the cur-
rent scene configuration, second some particular actions associated with this specific configuration.
In addition, the verbal communication inefficiency increases when the two interlocutors’native lan-
guages differ, which is not a rare case. This may leads to some misunderstanding and as result
both, expert and user loose time without make any progress in the problem resolution.
In substance, the conversation produces an ephemeral knowledge valuable only for an individual
user. Apart from the fact that the expert’s experience in both diagnosing a problem and pedagogy
may sensibly grow and the fact that the user’s problem is solved, there is no real benefit for the
community. Since it is acceptable to believe that another user will face a similar issue, the engineer
will have to spend time supporting again the same case instead of improving the instrument.
Our interest is to capture/store this ephemeral knowledge in order to make it sustainable
and reusable for the community. This is the goal of Knowledge Management (KM). Fischer
and Ostwald (2001) define KM as a cyclic process involving three related activities: creation,
integration and dissemination/use of knowledge.
Although the term knowledge is surrounded by a terminological ambiguity, Polanyi (1967)
introduced a distinction between tacit and explicit knowledge. Tacit knowledge is not easily
shared and is inexpressible. It is often subconscious, we may or may not be aware of what we
know. In opposition, the explicit knowledge is knowledge that is easy to communicate and to store
in certain media.
Later, Nonaka and Takeuchi (1995) reshaped the Polanyi’s distinction. While Polanyi claims it
is impossible to communicate the tacit knowledge, Nonaka and Takeuchi (1995) are less categorical
and, admitting it is a difficult task, assume that the conversion of internalized tacit knowledge into
explicit knowledge is possible. For Nonaka and Takeuchi (1995) tacit and explicit knowledge are
complementary entities which interact each other. They qualified this interaction the knowledge
conversion process. Hildreth and Kimble (2002) provide a nice summarization of the Nonaka’s
point of view.
In the literature we can find several approaches of the nature of the knowledge. Hildreth and
Kimble (2002) introduce and summarize several ideas. However, recently the different interpre-
tations of the knowledge converge to a common point and admit that some aspects of knowledge
cannot be easily captured and stored. This distinction between the tacit and explicit is sometimes
called structured knowledge and less structured knowledge, hard knowledge and soft knowledge or
formal knowledge and informal knowledge.
This tends to explain the failure of some previous KM initiative which focused only on the
explicit knowledge. The modern KM practitioners challenge to design system that considers both
forms of knowledge.
This also explains why the user manual of complex instruments is not enough for the user.
The expert failed to include his expertise and limit the redaction to a hard form of knowledge.
The aim of our research is to overcome the challenge of building a system able to first record the
experts’knowledge about a subject scientific instrument, then help the users to find the required
information and to transmit this knowledge in a pedagogical way. This may be possible by taking
the specificities of the scientific instrument area into consideration.
The remainder of this paper is organized as follow. In the next section, we determine what
is the knowledge we need to take into account to reach our goal. We present a typology of the
knowledge which divides the tacit knowledge into two-fold: acquired and innate, and justify that
we need to focus only on the former. Then, in section 3, we introduce our approach to implement
an agent as pedagogical knowledge media. The key idea is to distribute explicit knowledge through
interaction with the real world so that the user can learn as well as acquire tacit knowledge. We
describe some technical difficulties related to the interaction in real world and we propose a solution
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which constitutes our preliminary result. Finally, in section 4, we discuss our future work.
2 Experts’Knowledge for Scientific Instruments
In this section we identify the knowledge needed to operate a complex scientific instrument. The
first part points out the fact that the existing explicit knowledge base provided to the community
of users may be incomplete and should be continuously improved instead of being periodically
updated. Although, by nature, the tacit knowledge is difficult to capture and store, we show in
the second part of this section that it is possible to share it through interaction.
2.1 Explicit Knowledge
The explicit knowledge is partially written in the user manual. It can be viewed as a list of
sequences of actions selected by the engineers in charge of developing the unit. In addition, it
usually tries to answer to some recurrent common questions.
However, some methods cover a large domain of applications and the expectation between
different users may differ. For instance a worker on a production line, who uses the unit for the
quality control, and a researcher, in a laboratory, making some experiments for a novel method,
may operate the same instruments in a very different way. It is thus difficult for the expert to
select all the possible sequences in order to satisfy the expectation of the entire community of
users. Usually, when the instrument is improved the manual is updated, otherwise it is a static
and closed information space.
Another limitation of the manual is the difficulty to find the required knowledge in the right
time. Assuming that the wanted information is stored in the manual, the user does not have an
effective index or structure to the mass of information. Although the electronic version of the
manual is provided with a search engine, it supposes that we know the adequate key words to be
really efficient.
The explicit knowledge base should be continuously updated and improved depending on the
needs of the users. Furthermore, it is important to help the users to find the needed knowledge
efficiently.
2.2 Tacit Knowledge
As we mentioned in the introduction section, at first Polanyi (1967) then Nonaka and Takeuchi
(1995) introduced a distinction between tacit and explicit knowledge. Tacit knowledge is not easily
shared and is inexpressible while explicit knowledge is knowledge that is easy to communicate and
to store. This concept continue to be a key distinction and a source of a number of researches in
KM. It sometimes figures as the missing component of the early KM initiatives. However, many
different interpretations of this concept are related in the literature.
Gourlay (2002) reviewed several authors and emphasized two issues. First, is tacit knowledge
something that characterizes individuals, or both individuals and group? Second, does tacit knowl-
edge can be made explicit? However both the existence of the tacit knowledge and the fact it is
difficult to capture and store are a common understanding of the reviewed authors.
Different approaches have been suggested in order to manage the tacit knowledge. Nonaka
and Takeuchi (1995) describe the knowledge conversion process. Wenger (1998) introduces the
concept of a communities of practice. Kubota et al. (2000) present a method of exchanging tacit
community knowledge and have developed a system called EgoChat.
Our approach of tacit knowledge considers a new dimension which focuses only on the nature
of the knowledge. Indeed, we can divide the tacit knowledge in two entities: innate and acquired.
A knowledge is innate if it is present in the mind, in some sense, from birth otherwise it is acquired
through experience. Although these notions seem not to have been tackled, we will explain that
the distinction might be essential.
The concept of innate and acquired knowledge is the subject of many philosophical debates.
The main actors of that debate are rationalist and empiricist. The formers believe that certain
ideas exist independently of experience, empiricism claims that all knowledge is derived from
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experience. Since we do not pretend to participate to that debate and in order to resolve the
terminological ambiguity we will define this two notions as follow:
A given tacit knowledge is acquired if the process which has been responsible of his creation
from explicit knowledge (i) exists and (ii) can be identified, is accessible and reproducible by
others. Otherwise it is innate.
For instance, human behaviors regulated by the brain such as laughter are innate. To ride a
bicycle is acquired. Indeed, people who ride the bicycle know how to ride without being able to
articulate how they do it, therefore it is a tacit knowledge. However, from some explicit knowledge
such as to push around with your feet the pedals and keep the balance and by observing and
practicing we can create/get that knowledge.
The classification may become a hard task if we consider a knowledge near the frontier between
the two notions. The both examples described above are easy cases. Beethoven or Mozart were
great musicians, many people with the same explicit knowledge have practiced as much as them
or more, without reach a comparable level. Did they have an innate knowledge? It is a difficult
question subject to debate. Some researchers believe that at least a part of human knowledge
consists in cognitive predisposition, which are triggered and developed by the environment, but
not determined by it.
What is the nature of the knowledge of the engineers dealing with the existing scientific in-
struments? The scientific instruments are putting in application some well determined scientific
methods understood by a number of scientists. Furthermore many newcomers with a scientific
background succeed in becoming specialist after a period of apprenticeship. Thus the knowledge
we aim to transmit to the user can be acquired.
In other fields, this is not always the case. For instance the industries related with art, such
as design companies, may have to consider the imagination of some actors. In addition to the
fact that imagination is accepted as an innate ability, art is a domain where the skills are often
considered as predisposition.
To summarize, the tacit knowledge needed to the users and missing from the manual can be
acquired. When an expert assists a user to solve a problem through verbal interaction over the
phone, a part of that knowledge is sometimes successfully transmitted. It is therefore possible to
share that knowledge through interaction. The term ’transmission’ is not adequate and is used as
an abuse of language. Indeed, the user does not receive directly the knowledge, but develops his
own tacit knowledge under the guidance of the expert.
3 Agent as Pedagogical Knowledge Media
This section presents our approach to implement an agent as pedagogical knowledge media. We
introduce the notion of spatial knowledge quanta which associates a spatial position of the envi-
ronment with a knowledge. It implies the necessity to percept the real world and to assign it a
reference coordinates system retrievable for each user’s environment. Furthermore, a real world
pointing system is needed to the user in order to indicate the position of a component on which
he needs information or to the expert to associate the knowledge to a specific part.
3.1 Overview
When the user is supported by the expert, through verbal interaction over the phone, he describes
the environment in which he is located as well as the problem. From these information, the expert
will select the adequate sequence of actions (explicit knowledge) and guide the user step by step
through a process which forces the user to make his own experience (creation of tacit knowledge).
This idea is actually a part of the spiral knowledge introduced by Nonaka and Takeuchi (1995). In
a particular environment, the user develops his own tacit knowledge by the practice itself, under
the guidance of the expert.
We aim to develop an agent which acts in a similar way on behalf of the expert. A comparable
approach has been developed by Nishida et al. (2006). They built a prototype of listener and
presenter robots. The key idea is to provide to the robots the ability to associate knowledge
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with interactions during a conversation. In addition, forming and maintaining joint intention is a
fundamental ability for the robots in order to act as a communicative artifact.
Our system does not embody knowledge such as a robot, and does not need to establish a
joint intention with the user. In a conversation both interlocutors are actors and interact between
each other in the real world. To use and to control a complex scientific instrument differs from a
social conversation. Indeed, the user must do the correct sequence of actions in the environment
and thus have to interact directly with the environment. The goal of the agent as a pedagogical
knowledge media is to support this interaction between the user and the environment in a natural
and transparent way.
We distinguish two phases: Knowledge acquisition and knowledge dissemination. During the
acquisition, the agent supports the discussion between experts and users, it acts as a mediated
remote interaction system. Concerning the dissemination, the agent provides a social interaction
with the environment in order to increase the user’s ability and knowledge, it can be considered
as embodied social media.
The system is composed by a tablet PC equipped with a video camera held by the user. It
can connect via a network to a knowledge data base in order to access to the accumulated explicit
knowledge as well as another computer to communicate with the expert. During a conversa-
tion between the user and the expert, the expert can receive a video frame showing the user’s
environment.
3.2 Knowledge Acquisition
At first, the agent has to acquire the adequate explicit knowledge of the expert. As we mentioned
in (§2.1) the explicit knowledge base should be continuously updated and improved depending on
the needs of the users. Therefore, the knowledge acquisition process belongs to a cyclic loop of
the system and is not only a starting point.
The listener robot built by Nishida et al. (2006) interacts with a human with knowledge to
acquire knowledge quanta. They define the role of the conversation quantum as to represent the
association between information content and interaction.
By analogy, the agent acquires a spatial knowledge quanta by supporting the conversation
between the user and the expert. This way ensures that the accumulated knowledge is actually
required and not subjectively selected by the experts.
We distinguish knowledge quanta from spatial knowledge quanta. The former is used by the
robot to make the relation between interaction and knowledge while the second is associating the
information with the related spatial position in the environment. It implies that we assume the
needed knowledge is always related to the environment which seems acceptable considering the
fact we limit our system to the manipulation of physical instruments. Most of the knowledge are
actions or sequences of actions related to the parts and components of the unit.
As Conklin (1996) pointed out, if the knowledge capture is not transparent, if it involves extra
work, it is not sustainable in a practical way. However a verbal conversation over the phone
does not constitute a panacea for diagnosing/describing a situation related to the environment.
Inefficiency may come from the inability to describe correctly the current scene (real world) or
to describe the needed action. This inefficiency is increasing when the involved persons have to
speak a foreign language. Thus we propose a solution to improve the efficiency of the conversation
while the knowledge is captured and stored.
By sharing video frames of the environment, the understanding of the current scene becomes
easy for the expert. The expert clicks on the image to add the knowledge i.e. to create a spatial
knowledge quanta. This supposes that we are able to retrieve the spatial coordinates in the real
world from corresponding two-dimensional image point. The technical issue is discussed in (§4).
3.3 Knowledge Dissemination
After the expert and the user have interacted, the exchanged knowledge has been captured and
stored and thus becomes available for the entire community of users.
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A user may need to realize a specific action, such as to view a sample from a SEM1 or to measure
the particle size distributions of a solution with a particle sizer, as well as get some information
concerning the subject instrument. To simplify, the users have two different questions: How to?
and what is it?
In order to get an answer to the first question, the user asks to the system. If the system is
able to find the correct sequence of actions, it guides the user to the correct operation procedure.
Otherwise, it contacts an expert to acquire the adequate knowledge. The user is looking at the
environment through the tablet PC equipped with a video camera. The system shows step by step
on the screen the components that the user needs to operate as well as the explanations. In a way
our system belongs to Augmented Reality (AR) system. Indeed, AR deals with the combination
of the real world, and computer generated data.
Although the second question seems much simpler, in manual it is often difficult to find in-
formation without the name of the component. For instance all the programmers have faced the
following issue: Trying to find the name of a function by knowing only the specification of the
function might be a hard and long task, while retrieving the specification with the name is im-
mediate. We pointed out that problem in (§2.1). We propose to solve this problem in the most
natural way. The user just points the object on the live video image before asking the explanation.
The technical solution is described in (§4).
4 The Challenge of the Real World Perception
In the previous section (§3), we justify, on the one hand, the necessity for the Human to point
a position in a live video image in order to provide a real world position to the agent. On the
other hand, the agent needs to indicate in the video image a real world position at the correct
coordinates.
This section introduces a solution. First, we present the pose calculation problem. Then we
describe a novel method in order to build a real world pointer. By combining the both methods, we
can get the real world 3D coordinates from the corresponding 2D video image point and vice-versa.
4.1 Problem Formulation
A user operates the unit in his own environments. The instrument constitutes the only constant
to all the users’environments, therefore we have to select a coordinates system attached to the
unit to define a real world coordinates system.
In order to calculate the corresponding position of a real world point inside the video image,
we can estimate the pose of the unit. Indeed, the pose calculation of a 3D object from a single
video image is a well known problem in many fields such as photogrammetry, robotics, computer
vision, real world interaction, etc and many researchers have elaborated methods or algorithms in
order to find a solution.
Fischler and Bolles (1981) coined the term Perspective-n-Point problem for the problem of
finding the position and orientation of an object from the images of n points at known locations
on the object.
Although we can compute the pose of the unit, since the perspective projection is not a bijective
transformation, it is, a priori, impossible to get the real world point corresponding to a selected
video image point. Indeed, the number of 3D points which project to a given image point is
infinite.
However we aim to locate the 3D points from a single image. In (§4.3), by assuming that we
only need to consider the set of 3D points defining our known instrument, in other words, we
suppose that in the real world the video image point corresponds to a point belonging to one of
the visible elements (on the video image) of the subject object, we present a method permitting to
estimate efficiently and accurately the coordinates of this point provided that we know a Piecewise
Linear Complexes (PLC) model of the unit.
1The Scanning Electron Microscope is a type of electron microscope capable of producing high-resolution images
of a sample surface
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Figure 1: The Perspective-n-Point problem consists in compute the rotation matrix and the trans-
lation vector between the camera coordinate system (O,~i,~j,~k) and the object one (M0, ~u,~v, ~w)
from n feature points Mi of the object detected and matched in the image
4.2 Pose Calculation
The Perspective-n-Point problem consists in compute the rotation matrix R and the translation
vector T between the camera coordinate system and the object one from n feature points of the
object detected and matched in the image (Fig. 1).
Let Mi = (Ui, Vi,Wi)
T be expressed in the object space coordinates system (M0, ~u,~v, ~w). The
corresponding point (Xi, Yi, Zi)
T
in the camera space coordinate system (O,~i,~j,~k) is related by
the transformation:


Xi
Yi
Zi

 = R


Ui
Vi
Wi

 + T where T = −−−→OM0 =


X0
Y0
Z0

 ∈ R3. (1)
In the video image, considering the coordinate system (C,~i,~j) we know mi (xi, yi). We assume
(idealized pinhole imaging model) :
xi =
fXi
Zi
, yi =
fY i
Zi
and zi = f (2)
where f is the focal of the camera (f = OC).
DeMenthon and Davis (1992) introduce the POSIT (Pose from Orthography and Scaling with
ITerations) algorithm which converges to accurate pose. Another common approach in order to
estimate the pose is to formulate the problem as a nonlinear least-squares problem and solve it
by using optimization algorithms such as the Gauss-Newton method or the Levenberg-Marquardt
algorithm. For instance, Lu et al. (2000) propose to formulate the pose estimation as the problem
of optimizing a cost function defined by considering the object space collinearity. Lee and Moore
(2004) propose a solution based on the Gauss-Newton algorithm.
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4.2.1 Real World 3D Point to Image 2D Point
Let a pointM = (U, V,W )
T
be expressed in the object space coordinate system (M0, ~u,~v, ~w). The
corresponding point (X,Y, Z)T in the camera space coordinate system (O,~i,~j,~k) is related by the
transformation (1) i.e. (X,Y, Z)
T
= R (U, V,W )
T
+ T .
In the video image, considering the coordinate system (C,~i,~j) we want to calculate m (x, y).
Equation (2) yields :
x =
fX
Z
, y =
fY
Z
. (3)
4.2.2 Image 2D Point to Real World 3D Point
Since a perspective projection is not bijective, the calculation of the real world 3D point from
the associated 2D image point is more complex than the “inverse” calculation presented at the
above paragraph. Indeed, let m (x, y) be expressed in the video image coordinates system (C,~i,~j),
the corresponding point M = (X,Y, Z)
T
in the camera space coordinate system (O,~i,~j,~k) and
M = (U, V,W )T in the object space coordinates system (M0, ~u,~v, ~w). Our goal is to calculate
U, V and W (or X,Y and Z). The equations (1) and (2) yield:
(U, V,W )
T
=
Z
f
R−1 (x, y, f)
T −R−1T. (4)
We need to calculate Z. Without any hypothesis or limitations it is impossible because the
number of 3D points which project to m is infinite. Indeed, all the points belonging to the line
(0m) project to m.
We assume that we only need to consider the set of 3D points defining our known object. Thus
we know that in the real world (U, V,W ) is a point belonging to one of the visible face (on the
video image) of the subject object.
A solution could be to consider the orthographic projection presented by DeMenthon and Davis
(1992). In this approximation, for a given object in front of the camera, one assumes that the
depths Zi of different points Mi of the object with camera coordinates (Xi, Yi, Zi) are not very
different from one another, and can all be set to the depth of one of the points of the object,
for example the depth Z0 of the reference point M0 of the object. With such approximation (2)
becomes:
xi =
fXi
Z0
, yi =
fY i
Z0
and zi = f (5)
and (4) becomes:
(U, V,W )
T
=
Z0
f
R−1 (x, y, f)
T −R−1T. (6)
However the orthographic approximation is valid if ∀i, |Z0 − Zi| ≈ Z0. This is the case, for
instance, if we are considering a small object enough far from the camera. In other words, the size
of the object should be negligible compared to distance between the camera and the object.
Unfortunately, many scientific instruments are voluminous and the user holding the camera is
very near, therefore the orthographic projection is not adequate. The next paragraph presents a
method permitting to solve this difficulty.
4.3 Three-Dimensional Pointer by Mesh Generation
In this paragraph we will first give some information concerning the PLCmodel and justify it is well
appropriated for modeling our subject object. Then, we will give some basic explanations about
the mesh generation methods. At last, we introduce our solution to retrieve the 3D coordinates
corresponding to a selected image point.
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Figure 2: Few examples of PLC represented by surface meshes. These examples come from the
website http://www-rocq1.inria.fr/gamma. It shows that we can represent complex objects.
4.3.1 PLC Modeling
Piecewise linear complexes (PLC) were introduced by Miller et al. (1996). A formal definition is:
Definition 1 A piecewise linear system is a set of polytopes S with the following properties:
1. The set S is closed under taking boundaries, i.e., ∀P ∈ S the boundary of P is a union of
polytopes in S.
2. S is closed under intersection.
3. if dim(P ∩Q) = dim(P ) then P ⊆ Q, and dim(P ) < dim(Q).
A simpler description, limited to three dimensions, is given by Shewchuk (1998) or Si and
Gaertner (2005). It is a general boundary description for three-dimensional objects and can be
simply defined as a set of vertices, segments and facets. Each facet is a polygonal region, it may
have any number of sides and may be non-convex, possibly with holes, segments and vertices in
it. PLC have restrictions. For a PLC X , the elements of X must be closed under intersection.
For example, two segments only can intersect at a common vertex which is also in X . Two facets
of X may intersect only at a shared segment or vertex or a union of shared segments and vertices
(because facets are non-convex). Another restriction of the facets of PLC is that the point set
which used to define a facet must be coplanar.
As mentioned by Si (2006b), any polyhedron is a PLC. Furthermore, PLC are more flexible than
polyhedra to represent three-dimensional geometric objects. PLC can approximately represent any
three-dimensional domain (Fig. 2).
Most of the scientific instruments can be modelized with PLC since there are designed using
CAD software.
4.3.2 Mesh Generation: Refinement of Constrained Delaunay Triangulation
A mesh is a discretization of a geometric domain into simple elements, for example a partition
of a polygon into small triangles. Mesh generation is used in many fields such as numerical
simulation using finite element methods or finite volume methods. Several methods exist, among
these methods the Delaunay triangulation has been used extensively. In three dimensions, it is
also called Delaunay tetrahedralization.
Let X a PLC and τ = CDT (X), CDT stands for Constrained Delaunay Tetrahedralization.
A facet of X is represented by a set of coplanar triangular faces of τ . We call such faces subfaces.
Si and Gaertner (2005) propose a method to decompose a given PLC into a CDT and Si
(2006a) proposes an algorithm, referred as constrained Delaunay refinement, to refine the CDT
into a good quality mesh, i.e., an isotropic mesh corresponding to a sizing function which can be
specified by the user. To simplify, this algorithm permits to choose approximately the surface of
the subfaces.
Agent-Oriented Knowledge Management for Complex Instruments: Toward Tacit Knowledge Transfer 103
4.3.3 The Method
Overview. Knowing the pose of the subject object, how can we retrieve the real world coordi-
nates of a point selected in the video image? We are interested by finding a point belonging to
the surface (visible polytopes, i.e. points, line segments, polygons) of our object. However each
face is composed with an infinite number of points and thus we cannot project the all points on
the scene and find the one corresponding to our selected point.
A solution is to modelize our unit with a PLC. We know then a finite set of polytopes char-
acterizing the unit. We can project the polygons on the scene and determinate to which one the
image point belongs to. If the faces are small enough the approximation of the real world point
to the centroid of the face is accurate.
Scientific instruments are usually voluminous with many large flat faces. It is, thus, practical to
describe it as a PLC. However, it would be a huge amount of work to describe the PLC with only
limited surface area polygons. Therefore, in order to get efficiently a set of small faces covering
the unit we use the decomposition method of a PLC to a quality tetrahedral mesh (Refinement of
CDT).
Let X a PLC model of the unit and τ = CDT (X). The set of the subfaces of a facet
is a two-dimensional constrained Delaunay triangulation. In others words, we get a set of
coplanar triangles for each face of our unit. Let F a face of X , ∃{t0, . . . , tn} ⊆ τ |∀i ∈
J0..nK, ti is a triangular face and ∪nk=0 tk = F . Furthermore, the refinement method gives us
the possibility to decide approximatively the surface area of each ti.
Algorithm. Here we present the algorithm to get efficiently and accurately the real world point
(U, V,W )T , in the coordinate system attached to the object (M0, ~u,~v, ~w), from the image selected
point (x, y)T defined in the image coordinate system (C,~i,~j). We suppose that we know the pose
R and T of the object and a PLC model X .
Algorithm Three -dimensional pointer
Input: x, y, R, T , X
Output: U , V , W or Φ
Initialize
Tr← Φ, Depth←∞
begin
Compute τ = Refinement (CDT (X))
for each face F ∈ X
Get {t0, . . . , tn} ⊆ τ | ∪nk=0 tk = F
for each ti
if (x, y) ∈ PerspectiveProjection (R, T, ti) then
if Depth > GetDepth (R, T, ti) then
Tr← ti , Depth← GetDepth (R, T, ti)
end if
end if
end for
end for
if (Tr 6= Φ) then
return GetCentroid (Tr)
else
return Φ
end if
end
This algorithm is naively presented to make it easy to understand. However, to be efficient,
the implementation must not strictly follow this description, but uses 3D computer graphics API
such as OpenGL instead.
Although it is simple and easy to implement, the input parameters must be correct. For
instance, if the pose is wrong the output value, which may be far from the expected result, will
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Figure 3: Screenshot of the software showing a box. The PLC model is described with 8 points and
6 faces only. Top-left: The box. Top-right: The box covered by a projection of the generated
mesh (edge of the subfaces) of the PLC model: 5172 nodes, 3810 subfaces (triangles). Bottom-
left: Projection of the mesh and texture. Bottom-right: Projection of the nodes. The maximum
volume constraint is set at 0.1. If we change to 0.01, we get 45647 nodes and 17612 subfaces.
be returned without any warning.
As we explained in the overview (§4.3.3), the idea lies in a decomposition of the surfaces of
the model in a set of small triangle faces and then finds in which one the selecting point belong
to. Since the unit is a volume, we may have several candidates for this triangle face, therefore we
need to select the nearest one from the camera.
The precision of the pointer depends on the surface area of the triangles. The algorithm
proposed by Si (2006b) permits to set a maximum constraint volume, i.e., no tetrahedron whose
volume is larger than the set value is generated during the tetrahedralization. Although this
algorithm provides a CDT of a three-dimensional domain defined by its boundary (the PLC),
we are interested only by the subfaces (boundary faces). Considering a regular tetrahedron, the
volume V and edge length a are related by V = 1
12
√
2a3. The area of a single face is given
by S = 1
4
√
3a2. Thus, if we assume that the generated tetrahedra are regular, by setting the
volume constraint, we can choose the area of the subfaces. The algorithm implemented by Si
(2006b) performs a quality mesh generation which ensures that no tetrahedron has a radius-edge
ratio greater than a specified value. In other words, we can generate tetrahadra which are almost
regular. Therefore we are able to set approximatively the maximum area of the subfaces.
4.3.4 Experiments
The software. We realized a software using wxWidgets for the graphical interface, OpenCV for
the image manipulation (detection of markers, pose estimation, camera device management) and
OpenGL for the perspective projection and 3D view manipulation. The software has been tested
on both Mac OS X and Windows XP operating systems, it should also compile and work fine on
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Figure 4: In both graphs, each box is the result of 30 points. Left: Error for 10 poses selected
from a video sequence. They were selected so that they are different to each other. The volume
constraint is set at 0.001. Right: Error for a given pose depending on the maximum volume
constraint.
Linux machine. The refined CDT algorithm is provided by Si (2006b).
The object and model. In order to experiment our real world pointer, we chose a simple
object: a box (Fig. 3). The main reason is that the PLC model is easy to generate, indeed
we only need a ruler to measure the length of the edges and height points defining six facets
are enough. Furthermore, the simplicity of the model (six large faces) is adequate to show the
effectiveness of our method because a complex PLC is usually already composed by small surfaces
and may not need refined mesh generation while to locate a selected point accurately in a large
faces the generated mesh must be refined.
Results and discussions. We conducted two different tests in order to determinate the effects
of (i) the pose, (ii) the size of the subfaces to the precision of the pointer. A set of thirty reference
points belonging to the object is selected. For each test, we select these reference points in order
to compare the calculated 3D coordinates with the exact value. We measure the error between
the two points with the Euclidean distance d2 : R
3 × R3 → R+, (X,Y ) 7→ ‖X − Y ‖
2
.
At first, to evaluate the influence of the pose, from a real video sequence we extracted ten
frames and selected the reference points.
Then, in order to determinate the influence of the size of the mesh, we choose a frame and
select the reference points by increasing the size of the subfaces.
The Figure (4) shows the results. Concerning the mesh size, for a constraint volume between
0.01 and 0.001 we observe that the precision is not improved. The selection of a 2D point in a
screen is usually not very precise. Indeed, it depends on the pointing device precision and/or the
human capability as well. Thus, even if we were able to get an exact pose and a mesh size smaller
than the pixel size, the error might be significant and not very different from these results.
About the pose, it obviously depends on the accuracy of the pose. Indeed, if the pose is perfect,
assuming the user clicks exactly on the target point, the error will be smaller than the size of the
mesh. Since we are working with real data we cannot estimate the error of the calculated pose.
We can subjectively judge the quality of the pose by projecting the model on the image and see if
it fits the corresponding object. It might be interesting to develop a simulator, so that we could
be able to quantify the relation between the pose error and the precision of the pointer.
To sum up, we show that the average error, provided an adequate setting, is between 1mm
and 2mm. This is reasonable considering the fact that the components of scientific instrument
we need to point are designed to be operate by Human and have an order of magnitude measured
in cm.
Concerning the response time of the algorithm, we noticed that for a volume constraint set at
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0.1 (5172 nodes, 3810 subfaces) the 3D position is calculated in about 6ms while for a volume
constraint at 0.001 (430348 nodes, 81644 subfaces) the average time is 75.59ms on a normal
PC (Pentium 4, 3.8GHz). Table (1) shows the mean response time of the pointer considering
different values of the maximum volume constraint. We notice that it is compatible with real time
specification. This time does not include the pose estimation. However the pose can be estimated
in real time as well.
Table 1: Mean response time of the 3D pointer depending on the maximum constraint volume.
The CDT algorithm does not generate tetrahedra whose volume is larger than that number. Each
mean time value is calculated with 100 points.
Max. Vol. Constraint 0.1 0.05 0.01 0.005 0.001
Mean time (ms) 5.74 7.63 16.21 26.9 75.59
5 Future Work
For future work, a full prototype of the system will be built and experimentation will be conducted
in order to evaluate the system in real situation.
Other possible direction for future research is the management of a multi-languages capability.
The main target of the system is to efficiently communicate knowledge related with the current
scene (real world). Natural languages might be inefficient if the two interlocutors’ native language
differ (Human-Agent, or Human-Human). Although the native language is probably one of the
best way to communicate knowledge, natural languages manipulation is still difficult due to a vast
vocabulary, complex grammatical rules and a sense of ambiguity surrounding them. Even if a
huge amount of work has been accomplished concerning the automatic translation from a natural
language to another one, and a lot of progress has been done, the result might be unsatisfactory
for our purpose. Thus we envisage to develop a set of very simple and light formal languages. The
advantage of such languages is that we can realize a compiler that translates a source language
into another target languages which the semantics is understandable by a person who knows
an associated natural language. The definition of formal languages permitting (i) to describe
the actions relative to a scientific instrument manipulation, (ii) to be easily understandable by
anybody mastering an associated natural language is possible mainly because, first the context
is well known, second the vocabulary needed is very limited and third the complex grammatical
structure of most of the natural languages does not need to be strictly followed in order to provide
the correct semantics.
6 Conclusion
In this paper, we have presented our approach to implement an agent as pedagogical knowledge
media in the limited area of the complex scientific instruments. We justified that the needed tacit
knowledge can be acquired. The key issue is based on the interaction with the real world while
distributing the explicit knowledge previously stored during the interaction between a user and
an expert.
In order to make the interaction with the real world possible, we introduced a low-cost three
dimensional pointer based on the pose calculation and the mesh generation of an adequate piece-
wise linear complex model of the instrument. Although we are using only one video camera, i.e,
one image, we have conducted a set of experiments which showed the efficiency and accuracy of
this pointer.
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Abstract
The iCat is a user-interface robot with the ability to express a range of emotions through its
facial features. This paper summarizes our research whether we can increase the believability
and likability of the iCat for its human partners through the application of gaze behaviour.
Gaze behaviour serves several functions during social interaction such as mediating conversa-
tion flow, communicating emotional information and avoiding distraction by restricting visual
input. There are several types of eye and head movements that are necessary for realizing
these functions. We designed and evaluated a gaze behaviour system for the iCat robot that
implements realistic models of the major types of eye and head movements found in living
beings: vergence, vestibulo ocular reflexive, smooth pursuit movements and gaze shifts. We
discuss how these models are integrated into the software environment of the iCat and can
be used to create complex interaction scenarios. We report about some preliminary user tests
and draw conclusions for future evaluation scenarios.
Keywords: believability, user-interface robot, iCat, social gaze behaviour.
1 Introduction
The iCat is a robotic research platform that has been introduced by Philips to investigate human-
robot interaction with the aim to apply the results of this research in smart home environments,
see Figure 1. Its face has 11 actuators, one for each eyebrow and eyelid, one for the vertical eye
movement, two for horizontal eye movement and four to control each corner of the mouth. These
actuators enable it to show a wide variety of expressions, see Figure 1.
Figure 1: Left: The iCat has various sensors including touch, vision and sound sensors to perceive
our physical world with. Right: The iCat is able to show various facial expressions. From left to
right: happy, angry and surprise.
∗This research is partially supported by the AMI-project, www.amiproject.org, and the Network of Excellence
Humaine, www.emotion-research.net
The neck and body movement are controlled by two DC motors. Input devices include a
camera in its nose, a proximity sensor in the left paw and two microphones to record stereo sound.
It also has multicolour LEDs in its ears and paws and a speaker as output devices. The reason
iCat lacks mobility is so that the focus of research done with it can be restricted to aspects of
human-robot interaction, such as believability.
The iCat is mainly controlled by “playing” animations, predefined sequences of actuator values.
This precise control over motor positions results in more lifelike behavioural animations then
traditional feedback control loops that are normally used in robots (van Breemen, 2004). The
animation tools and programming environment for the iCat are provided by the Open Platform
for Personal Robots (OPPR).
In this paper we focus on the role of gaze behavior for increasing the believability and likability
of the iCat (and similar robotic devices). Gaze behaviours differ with respect to when, where and
how somebody looks at something. When to look is investigated in studies where the function of
gaze during social interactions is looked at. See for instance the research done in the AMI project1.
When do we look at a speaker, when do we look away and what information do we convey by
doing this. Where to look is based in the area of cognitive psychology and covers aspects such
as which cues from the environment attract our visual attention. How to look has its roots in
the biological and neurophysiological field where the movements of the eye and combined head
movements are studied.
As mentioned above, the main objective of this work is to increase the believability and likability
of the iCat through enhancing the naturalness of the gaze behaviour. In this study we have focussed
on improving the way the iCat looks (that is the how question; and to a minor extent the where
question) and measure what effect this more natural behaviour has on the perception of the iCat
by users.
In order to measure believability and likability, we should have clear definitions of these con-
cepts. Both criteria that are used to evaluate the gaze behaviour system are abstract concepts that
cannot be measured absolutely. The evaluation will therefore be done with a user test focusing on
a person’s perception of an iCat with gaze behaviour to one without it.
A useful definition of believability is given by Dautenhahn (1998): because humans seem to be
naturally biased toward identifying self-propelled movement and intentional behavior, believability
is not necessarily dependent on complex or realistic behaviour, but more influenced by a user’s
subjective perception of a characters behaviour (i.e., can a person match the characters behaviour
to what they have observed in living beings). Believability can not be accomplished by focusing
on a single behavioral aspect, but should rather be seen as a combination of various attributes
(including but not limited to intelligence, reactivity, emotion, etc.) blended together. An overview
of requirements that contribute to the believability of a character is given in Loyall (1997).
Likability is a more straightforward concept. When using and/or interacting with a system the
capabilities of the system and the feedback it provides influence a user experience. We hypothesize
that the gaze behaviour system, which adds an element of natural communication to the iCat, will
elicit positive emotions in a user during the interaction. The reported level of positive emotions
is called a users level of likability of the iCat. We use the following definition of likability. A
character is likable if, from the perspective of a person interacting with it, the character elicits
positive emotional experiences within them.
From studies such as Nass and Moon (2000) we see that people have an innate inclination to
react in a social and natural manner to those things we perceive as being able to have personality.
This means we can build technology that allows us to communicate naturally with them. By
natural communication we do not only mean speech, but all aspects of the way humans exchange
information while interacting with each other. This also includes facial expressions, body posture,
gestures, gaze direction and tone of voice. Because there should be a certain degree of consistency
been between a robots embodiment and its behaviour, the fact that the iCat has eyes causes people
to think that it can see. We contribute to the iCat’s communicative capabilities and attempt to
convince people that the iCat can see by equipping it with a gaze behaviour system.
1http://www.amiproject.org/
110 M. Poel, A. van Breemen, A. Nijholt, D. Heylen, M. Meulemans
In Section 2 we summarize some of the functions and effects of gaze. The design of the gaze
behaviour system is discussed in Section 3. The evaluation of the gaze system can be found in
Section 4. We conclude with the conclusions and future work in Section 5.
2 Functions and Effects of Gaze
In this section we summarize some of the functions and effects of gaze with regard to personality,
emotions, reactivity & responsive and self motivation.
The major function of gaze is clearly to exchange information through the visual channel. The
direction of gaze is mainly determined by the choice of what one wants to attend to. Gaze may
be also be turned away from attention-seeking objects to avoid distraction for instance when one
has to concentrate on thinking. However, gaze has many side-effects and functions build on this
basic determinant.
A study of eye contact during two person social interaction is given by Argyle and Dean (1965).
This study states that eye contact may serve a number of functions. Firstly it has an feed-back
seeking function. A speaker will often look away during talking to avoid distraction and seek eye
contact on completion of the speech to observe the reactions of listeners. Secondly it can signal
that the interaction can proceed. Other examples of information communicated through gaze are
given in Argyle and Cook (1976). One of the more notable examples is that there is a relation
between the liking of another person and the amount of gaze. Feelings of embarrassment, guilt
and sorrow often result in aversion of gaze.
Several experiments have been done to evaluate the perception of eye gaze. They show that the
information perceived through gaze is largely similar to that which was conveyed. An interesting
exception is that large amounts of gaze are perceived as dominant whereas dominant people gaze
less at people they interact with. An experiment by Argyle et al. (1974) investigates the influence
of the amount of gaze (from no gaze to continuous gaze) during a conversation. The results show
that higher amounts of gaze lead to a higher score on a dominant-submissive scale. Also more
gaze increases the score on a agreeable-disagreeable scale up to a certain point after which it is
evaluated less agreeable.
Given the many effects of gaze behaviours on conversational flow, emotions and interpersonal
variables it plays an important role in the appreciation of a person or an agents in terms of
believability and likability.
2.1 Effects of Gaze on Believability and Likability
Believability and likability of a (robotic) character can not be accomplished by focusing on a
single behavioral aspect, but requires a well balanced blend of various attributes (Loyall, 1997).
The aspect to which gaze behaviour contributes to are: personality, emotion, reactivity and self
motivation.
2.1.1 Personality
The single most important aspect of believability is personality. All the details of a character’s
behaviour and emotional responses to situations, the (unusual) traits a character has, are what
define the individual and it is especially that which makes the individual interesting. Somebody’s
gaze behaviour in a social context says a lot about his/her personality. Argyle (1967) says that
the eyes may provide clues to aspects of personality that determine a persons behaviour in similar
situations. Libby and Yaklevich (1973); Larsen and Shackelford (1996) provide an overview of
personality determinants that are related to different types of gaze behaviour. They find that
gaze is mainly associated with personality traits such as shyness, dominance, need to give or avoid
affection and self-esteem.
2.1.2 Emotion
From the traditional character-based arts and the field of animation it is clear that emotion also
plays an important role in believability. Therefore a character should appear to have appropriate
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emotional reactions and be able to show them in some way and at appropriate times. Research
into the role of gaze in social contexts has shown that it is of the most significant forms of non-
verbal communication and previous research into gaze shows that clues about various emotions
are communicated to an interaction partner through one’s gaze (Argyle and Cook, 1976; Kimble
and Olszewski, 1980; Libby and Yaklevich, 1973; Emery, 2000). Primary methods for conveying
emotion (mainly sexual attraction, love, shame and sorrow) through gaze is the amount of time
spent looking at an interaction partner and the direction to which the eyes are averted.
To be believable a character needs to communicate the same (emotional) message with all its
body parts. The face, body, eyes, voice, etc., must work together to express the same message. If
a character has eyes then they should also be used in the expressiveness of the character. Consider
this: how convincing is a characters happiness, when re-encountering an old friend, to an observer
if the character does not even look at this friend? This notion is confirmed in a study by Adams
et al. (2003) which shows that the direction of somebody’s gaze actually influences how strong our
brain reacts to the emotions they display. That this is consistent with what is conveyed by people
is concluded from an experiment by Kimble and Olszewski (1980). They show that more direct
gaze is maintained when emotionally heavy messages are conveyed.
2.1.3 Reactive and Responsive
A believable character should appear to react to changes and stimuli from it’s environment and its
responses should also occur at a reasonable speed. If the response lags the stimuli too much, the
reactiveness of the character will likely have a negative influence on the believability. Humans and
animals often exhibit involuntary gaze shifts as a reaction to (unexpected) environmental stimuli
(Carpenter, 1988). This type of behaviour should also be exhibited by a believable character. To
show that it has become aware of something that has happened in the environment it should direct
its visual attention in the direction of the stimulus.
2.1.4 Self Motivation
Apart from reacting to stimuli from it’s environment, a character should do things on it’s own
accord because this reflects its internal drives and desires. A person’s belief in a character will
quickly diminish if the character sits still when the environment ceases to provide suitable stimuli.
If a character in this situation were to inspect its surroundings or casually gaze out the window,
this would likely lead to increased level of belief because this gazing then reveals some degree of
self motivation in a character. This idea has been the subject of a variety of research projects.
Salvucci (1999) looked at mapping eye movements to cognitive process based on the idea that
eye movements provide a window into a person’s thoughts and intentions. He proposes a set of
algorithms that are able to interpret eye-movements as accurately as human experts. Libby and
Yaklevich (1973) say that when a person is engaged in deep thought they will often look in upward
direction to avoid visual distraction and Williams (2001) mentions that saccadic eye movements
can show shifts in a character’s chain of thought.
3 Design of a Gaze Behavior System for the iCat
In this section we focus in the design of the gaze behaviour system of the iCat. Special attention
is paid to vestibulo ocular reflex, gaze shifts, vergence and smooth pursuit.
3.1 Gaze movements
Eye and head movement is important to humans because the density of photo receptors on the
retina is highest in the fovea, a spot located nearly directly on the optical axis. A persons gaze
must be such that the region of interest falls on the fovea (Purves et al., 2001). This enables
our high visual acuity when focusing on a certain point and is called foveated vision. There are
four major type of eye and head movement that are important for gaze behaviour and must be
simulated by the gaze behaviour system:
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• Gaze shifts are movements that change the focus of gaze from one point to another. They
can be extremely small or very large, requiring the coordination of the head. Small gaze
shifts without head coordination are called saccades. They can be induced voluntarily but
often occur reflexively.
• Vergence movements are when the eyes move in opposite direction in the horizontal plane
in order to bring an image near the fovea of both eyes. They are mainly voluntary and
relatively slow.
• The vestibulo ocular reflex generates eye movements that compensate for head movement.
It utilizes information from the balance system to move the eyes in opposite direction of the
head.
• Smooth pursuit is the visual tracking of a moving object. This system uses visual feedback
and prediction to generate coordinated eye and head movements stabilizing the image of the
object on the retina.
3.2 Requirements
The gaze behaviour system must fulfill the following three requirements. Each is elaborated on
and worked out in the remaining sections.
First A point in space where the iCat’s gaze should be directed is an input for the gaze system
because the function of gaze (the visual as well as the social function) are realized by altering or
maintaining the point where gaze is directed.
Second In order to alter or maintain the gaze target the system must implement models of the
four major types of eye and head movement: vergence, vestibulo ocular reflex, smooth pursuit
movements and gaze shifts.
Third The system needs to fit into and interact with the current software environment and control
the iCat hardware so that it can be used to create complex interaction scenarios.
3.3 Integration into Existing Environment
The gaze behaviour system will drive certain iCat actuators that correspond with the body parts
involved with gaze movements. Because of this it needs to interact with the existing iCat control
software, the animation engine, which also drives the iCat hardware. Animations are rendered
onto the iCat hardware by the animation engine at fixed speed of 10 frames per second (fps).
The engine has a number of channels in which animations can be “played” and is able to merge
animations together or to fade one animation into the next. Apart from predefined animations,
the engine also has the ability to render so called behaviours which are “dynamic” animations
written in the interpreted programming language Lua.
A number of different body parts are involved with gaze movements, namely: the eyes, head,
upper and lower eyelids, pupil size and pupil color. The iCat has actuators for the following body
parts:
Eyes: Controlled by the left eye, right eye and eyes vertical actuators.
Head: Controlled by the body and neck actuators.
Upper eyelids: Controlled by the left eye lid and right eye lid actuators.
The output of the animation engine can be seen as the current state of the embodiment and is an
input for the gaze behaviour system. This is a vector of actuator positions as shown in equation 1
(note that only the actuators that are relevant for the gaze behaviour system are specified). The
output of the system is a modified (only actuator values relevant for gaze movements are altered)
vector. How the system should integrate into the existing environment is depicted in Figure 2.
~x = [xbody xneck, xleft eye, xright eye xeyes vertical, xleft eye lid, xright eye lid, . . .]
t (1)
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Figure 2: The figure shows how the gaze behaviour system integrates with the existing soft- and
hardware environment.
3.3.1 The Gaze Target Point
The gaze behaviour system requires an input signal that specifies where the iCat’s gaze should be
directed. This signal is shown in Figure 2 as ~p. To simulate the iCat gazing at a specific points in
3-dimensional space we use a standard right-handed Cartesian coordinate system.
Often different situations require a different reference point for a set of coordinates. When
estimating positions using the stereo microphones one may want to use a different reference point
than somebody doing the same using visual information from the camera. To accommodate this
we need a number of coordinate spaces.
World reference coordinates This is a fixed coordinate space that enables us to refer to the
world with the iCat as a reference point. The origin of this space is located in the center of the
base of he iCat.
Camera coordinate space This coordinate system makes it possible to ascertain in which
direction the camera is looking and where, form the viewpoint of iCat, an object is located. The
origin of this space is located at the lens of the camera.
Head gaze coordinate space This coordinate systems is needed in order to determine the head
gaze direction. The origin of this space is located directly between the center of the eyes.
Eye gaze coordinate space Correspondingly we have the same needs for eye gaze direction.
This coordinate system has the same origin as the head space, but is influenced by the vertical
and horizontal rotations of the eyes (i.e. if the eyes rotate, this coordinate space rotates with
then).
3.3.2 Gaze Movement Models
The gaze behaviour system implements models of the four major types of eye and head move-
ment, vergence, vestibulo ocular reflex, smooth pursuit movements and gaze shifts as sub systems.
Vestibulo ocular reflex, smooth pursuit and gaze shift movements alter or maintain the direction
of gaze where as vergence movements focus both eyes on the same point somewhere along the line
of gaze. Therefore the vergence sub system is always active and only one of the other three sub
systems is active at a certain time. The gaze behaviour system has a control signal (see Figure 2)
to switch between these three sub systems. More detailed information on the gaze system can be
found in Meulemans (2007).
Vestibulo Ocular Reflex
Recall that the vestibulo ocular reflex (VOR) generates eye movements that compensate for head
movement. It utilizes information from the balance system to move the eyes in opposite direc-
tion of the head. The effected embodiment parameters are the horizontal position of the left and
right eye and the vertical position of both eyes simultaneously. The algorithmic procedure is as
follows; the coordinates of target point are first transformed into head gaze coordinates called −→p .
Afterwards the following angles are computed:
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−→x left eye = −→x right eye = arctan(−→p x/−→p y)
−→x eyes vertical = arctan(−→p z/−→p y)
If these eye angles lie outside the achievable scope, due to hardware limitations of the iCat, the
nearest achievable eye angles are chosen. From a study of Collewijn and Smeets (2000) it follows
that latency for VOR is around 10 ms. Hence we do not model this latency.
Smooth pursuit
Recall that smooth pursuit is the visual tracking of a moving object. This system uses visual
feedback and prediction to generate coordinated eye and head movements stabilizing the image of
the object on the retina. First the target point is transformed to body coordinates and afterwards
Required angles
~xbody,neck ×
0.2
+
×
0.8
z−1
Simulated angles
~˙xbody,neck
Figure 3: The control diagram for the smooth pursuit
the a dynamical model, Figure 3, is used for tracking.
Gaze shifts and saccades
Gaze shifts and saccades change the direction of visual attention from one point to another. For
humans they range from very small to very large amplitudes and can take between 20 and 300
milliseconds to complete. Also for large gaze shifts where the coordination of the head is required,
there are variations in the amount of head contribution and in the latencies before the head
and eyes start moving. These dynamic properties are influenced mainly by if the gaze shift is a
reflexive response or a voluntary shift of visual attention. Our model incorporates the dynamics
of a real gaze shift system as much as possible. The system is designed after a system proposed in
Freedman (2001) which has been adapted for the iCat. The gaze shift model is spilt into a number
of elements, namely a system that determines head contribution and head and eye movement
simulators. The input is the target point in world coordinates. The coordinates of this target
point −→p is transformed into head gaze coordinates (this determines where the target point is
w.r.t. the direction of the head) and eye gaze coordinates (this determines where the target point
is w.r.t. the direction of the eyes). From this one can easily calculate the horizontal and vertical
gaze displacement angles and the initial eye positions. Using these the contribution of the eyes
and the head to the gaze shift can be calculated. For gaze shifts smaller then a threshold there is
no head contribution to the gaze shift, only eye gaze shift.
The movement dynamics of the for the head and eyes are depicted in Figure 4 and Figure 5.
Horizontal or vertical
head contribution
z−100 ×
−1
+
z−80
∫
+
∫
×
−0.25
+
∫
×
−6.5
×
0.0025
Simulated head angle
~xbody/neck
Figure 4: The control diagram for the head movement for a gaze shift of the head.
The head simulator is based on the models found in Freedman (2001). An example of a horizontal
gaze shift can be found in Figure 6.
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Horizontal or vertical
gaze displacement
z−1
+ u y1− e−(u(t)/10)
∫
+
×
−1
Simulated eye angle
~xleft eye,right eye/eyes vertical
Figure 5: The control diagram for the eye movement for a gaze shift of the eyes.
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Figure 6: An example of an horizontal gaze shift.
Vergence control
The other gaze models will calculate the horizontal angle of the eyes as if their origins were equal
to the origin of their parent joint (Eyes vertical), i.e. discarding their offsets. This means that the
eyes will be looking in a certain direction, but focused at infinity. The vergence control system
modifies the horizontal eye angles to converge on the target point distance.
Independent which of the above subsystems is active the gaze behaviour system goes through
the same processing steps:
Step 1: Transform 3D target point to required embodiment angles. The 3-dimensional
target gaze point and the current state of the embodiment are used to calculate the embodiment
angles required to gaze in the direction of the target. The current state of the embodiment,
represented as in equation 1, is another input for the gaze behaviour system. It is provided by the
animation engine. The animation engine outputs actuator positions as values for the embodiment
state vector which are transformed into joint angles by the gaze behaviour system.
Step 2: Simulate gaze movement dynamics. The gaze shift and smooth pursuit subsystems
simulate the movement from the current embodiment state to the required embodiment state over
a period of time. This requires the current and required states of the embodiment and the target
point signal. The vestibulo ocular reflex model is a direct response to the current embodiment
state therefore does not simulate movement dynamics.
Step 3: Alter angles to converge on target distance At this stage the horizontal eye angles
are point in the correct direction, but their focus is on infinity. The vergence sub system alters
the angles (which are initially equal) to converge on the target point distance. This requires the
3D target point.
Step 4: Adjust eyelids for vertical gaze direction and blinks This step alters the position
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on the eyelids so that the pupils are not covered by them when the gaze is pointed in upward
direction. This system also implements blinking.
4 Evaluation of the Believability and Likability
In this section we focus on the methodology behind the user test and evaluate the results in order
to asses the believability and likability of the gaze behaviour system. Because both believability
and likability abstract concepts and can therefore not be measured on an absolute scale, we need
to compare the perceived believability and likability of a character with gaze behaviour to one
without gaze behaviour. More precisely we try to answer the following question:
What is the effect of the iCat gaze behaviour on a person’s belief in the life of the iCat
and their liking of the iCat?
The hypothesis is that the gaze behaviour system for the iCat will have an significant influence
on these factors, i.e. the iCat will be perceived to be more believable and/or likable. Further
more we also expect that people deem the iCat more likeable when it exhibits more natural gaze
behaviour.
4.1 Methodology
To test the hypothesis an experiment was conducted in which participants engage in two interaction
sessions with the iCat. During one condition the gaze behaviour system was used and in the other
condition static animations were used.
4.1.1 Participants
A total of 18 participants (8 males and 10 females) for the experiment were recruited internally at
the High Tech Campus facilities where Philips Research is located. The criteria used during the
selection process were that participants had no prior interaction experience with the iCat and that
they were sufficiently adept in the English language. All participants signed a consent form at the
beginning of the experiment and during the experiment they were offered chocolates as gratitude
for their participation.
4.1.2 Design
The experiment was a within-subject design with two conditions, with (test condition) and without
(control condition) the implemented gaze behaviour system. Participants interacted with both
versions of the iCat and this was done in a balanced order, i.e. half of the participants first
interacted with the iCat in the experimental condition followed by the control condition and half
of the participants started with the control condition followed by the experimental condition.
4.1.3 Setting
The experiment took place in the Philips Homelab. During the experiment, participants were
seated at the dining table in the living room behind a laptop computer. The iCat was situated on
the table, within the users peripheral field of view. During the experiment, the experimenter was
seated in the control room, from which it is possible to monitor all activity in the lab through the
many cameras and microphones. The experiment setting is shown in Figure 7.
The evaluation of the believability and likability focused on a person’s perception of the char-
acter which was measured with a paper-and-pencil questionnaire and a semi-structured interview.
Both the questionnaire and interview were in English.
As there seems to be no literature concerning the (subjective) measurement of believability, a
new questionnaire has been designed that focuses on those aspects of believability that are generally
influenced by gaze: personality, emotion, reactiveness and self motivation (Section 2.1). For each
of these aspects we have formulated four to eight items per aspect, in the form of statements. The
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Figure 7: In the setting of the experiment the participants were located at the dinning table in
the living room of the Homelab with the iCat to their left.
participants were asked to rate agreement with each item on a five point Likert scale (1: Strongly
disagree, 2: Disagree, 3: Neither agree nor disagree, 4: Agree, 5: Strongly agree). Table 1 gives
an overview of all the items and the factor they belong to.
During the interview the participants were asked more direct questions about how they per-
ceived the lifelikeness and their likability of the iCat. Participants were also asked what they
thought of the task they were asked to perform during the experiment in order to filter out pos-
sibly biased responses.
4.1.4 Procedure
During each session the participants were asked to answer five to ten multiple choice general
knowledge questions that appeared on the screen of the laptop in front of them. They were
allowed to use the computer to look up the answers to the questions. The questions have been
chosen so that on average 60 to 70 percent of the answers will need looking up. Answers were then
checked with the iCat who indicated if they were correct or incorrect so that the users attention
was forcibly drawn toward the iCat a number of times during the experiment. Independent of the
correctness of the answer, the user continued with the next question. A script of the experiment
scenario is given in Table 2.
The experiment has a so called ‘Wizard of Oz’ setup where the iCat the users interact with is
partly controlled by the experimenter.
4.1.5 The evaluation protocol
For the control condition the iCat gaze movement is animated using static animations. In the test
condition, the models implemented by the gaze behaviour system will replace most animations of
the control condition. The animations displaying happiness and sorrow will be kept the same and
are rendered over the gaze behaviour using the merging capabilities of the animation engine. The
activation of the animations/behaviour as a response to the environment will be controlled by the
experimenter. For example, in step 2 of the scenario, when the participant seeks the attention
of the iCat the experimenter will start the animation or signal the behaviour that focuses the
attention of the iCat on the participant.
We set up the experiment so that the different modes of gaze fit adequately in the interaction.
The following sections describe how and when the models are applied and what difference in the
participants perception we attempt to invoke.
Vestibulo Ocular Reflex
When a participant informs the iCat of his or her answer to the question, the iCat responds by
nodding or shaking its head. During this movement in the test condition the eyes will remain
fixed on the participant, such as is normal when humans perform this type of gesture. For the
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nr. Item nr. Item
Personality
1 The iCat was confident 4 The iCat was shy
2 The iCat seemed deceptive 5 The iCat acted submissive
3 The iCat acted dominant 6 The iCat seemed honest
Emotion
7 The iCat showed emotion in it’s reactions 11 The iCat displayed sadness
8 The iCat recognized my feelings 12 The iCat displayed happiness
9 The iCat was empathetic 13 The iCat seemed to dislike me
10 The iCat cared for me 14 The iCat seemed to like me
Reactiveness
15 The iCat was responsive to the environment 17 The iCat acted conscious
16 The iCat recognized my presence 18 The iCat seemed to be aware of it’s
surroundings
Self Motivation
19 The iCat appeared to think 21 The iCat was interested in it’s surroundings
20 The iCat was interested in me 22 The iCat gave me attention
Likability
23 I think the iCat was kind 28 I Dislike the iCat
24 I think the iCat was unkind 29 The iCat’s behaviour was nice
25 The iCat was friendly 30 The iCat’s behaviour was awful
26 The iCat was unfriendly 31 The experience was pleasant
27 I Like the iCat 32 The experience was unpleasant
Table 1: Each aspect of believability has a group of items associated with it. This table gives
an overview of all items and denotes the factor to which they belong. A users rates his or her
agreement with an item on a five point Likert scale.
1. The participant sits down in front of the desk. The iCat, which is initially
sleeping, wakes up, looks at the user.
30 sec.
2. A question appears on the screen and the iCat indicates this by looking at
the screen. The participant proceeds with either searching for the answer
on the computer or tries to recall the answer from his or her memory.
0-3 min.
3. The participant seeks the attention of the iCat by gazing in its direction
and presents his or her answer. The iCat thinks about the answer and
then indicates the correctness of the answer by nodding or shaking its
head accompanied by an appropriate emotion.
30 sec.
4. During the experiment the iCat will react once to an event that occurs
in the environment (generally this will be as passing truck or car which
happens frequently) that can been seen and heard through the windows
of Homelab that the user is facing with his or her back. (Depending on
the amount of time elapsed (no more than 9 minutes) go back to step 2 or
continue with step 5)
≤ 9 min.
5. The screen indicates that the session is completed which is also indicated
by the iCat. The iCat then falls asleep again.
30 sec.
Table 2: For both the test and the control conditions the following scenario was used. The
behaviour of the iCat will be partly controlled by the experimenter according to a predescribed
protocol. The total duration of the experiment should be approximately ten minutes.
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control condition the eyes will not counter rotate in relation to the head movement, but remain
still. Because the iCat expresses some emotion during this movement we expect this emotion to
be perceived more strongly when the eyes remain focused on the participant.
Smooth Pursuit
The smooth pursuit will be used to keep focus on the participants face during various parts of
the experiment. For example when the iCat and the participant are attending to each other, in
the test condition the iCat’s eyes stay focused on the participant when the participant moves. We
expect this to have an effect on self motivation (iCat has some interest in the participant) and on
reactivity and responsiveness (iCat is aware of the participant). During the control condition the
iCat’s gaze will not follow the user (or move its eyes and head at all), but stay in the pre-animated
position.
Gaze shifts
From time to time the iCat’s gaze will shift between different points of visual attention in the
room. The iCat will often shift its gaze from the participant to the screen of the laptop and visa
versa. For example, after indicating if a question was right or wrong the iCat will look from the
participant to the screen to indicate the next question. Because the user is likely looking at iCat
at this time the user should have a good view of this behaviour (which is naturally also the case
for the previous two models). When the user is busy using the laptop the iCat will loose interest
in the screen and the participant and look around the room. Also, once during the experiment,
the iCat will respond with a gaze shift to something that happens outside. When the iCat’s
focus is on a particular object, it will simulate “scanning” the object by making small gaze shifts
quickly after each other (on average every second). During the control condition, the iCat will
display the same type of behaviours (except “scanning”), but using static animations which do not
include movement dynamics. We expect gaze shifts to have and effect on the perceived reactive
and Responsiveness and on the degree of self motivation of the iCat.
Blinking
In both conditions the iCat will blink its eyes. In the control condition this is every three and
a half seconds and in the test condition the period between blinks and the duration of one blink
vary. Also, in the test condition, gaze shifts will often be preceded by a blink. We expect blinking
to have an overall effect on believability because it introduces movement at regular (and not fixed
as in the control condition) intervals.
General Gaze Behaviour
Personality is to some degree affected by all types of gaze movements, but mainly be smooth
pursuit and VOR because the amount of gaze the iCat focusses on the user is determinant for
this. Likability is also effected by the gaze behaviour system as a whole because it introduces
“something extra” to the iCat’s capabilities.
4.2 Results
In this section we will elaborate on the found outcomes of the experiment.
4.2.1 Quantitative data
First we calculated the Cronbach’s Alpha for each factor of the questionnaire. (The Cronbach’s
Alpha is a measurement for testing the reliability of items that belong to the same scale.) The
results are shown in Table 3. Correlation between items in the personality scale was very low.
This likely has to do with the factor that the questions are directed toward certain personality
traits and not to personality in general. Because of this we did not evaluate items of personality
as a group. Items 7,9, and 13 did not have a corrected item-total correlation higher then 0.20 and
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it was decided to remove it from their scales. The Cronbach’s Alpha for emotion is on the low
side, but we consider it acceptable for the type test performed.
Scale Items included in the factor Alpha
Emotion 8,10,11,12,14 0.655
Reactiveness 15,16,17,18 0.767
Self Motivation 19,20,21,22 0.694
Likability 23,24,25,26,27,28,29,30,31,32 0.915
Table 3: Cronbach’s Alpha for emotion, reactiveness, self motivation and likability factors.
To find out whether there is a significant variance in the way participants perceived the differ-
ences between the gaze behaviour of the two iCats, a Wilcoxon signed rank test was conducted
for all items of the questionnaire. This is a non-parametric test to compare related samples. The
results of this test per item for significant (p < 0.05) and approaching significant (p ≈ 0.05) p
values are given in Table 4.
Item Scale Z-score p-value Direction
The iCat was confident Personality -2.460 0.014 Control > Test
The iCat was friendly Likability -1.933 0.053 Test > Control
The iCat seemed honest Personality -2.121 0.043 Test > Control
The iCat gave me attention Reactiveness -1.930 0.054 Control > Test
Table 4: Items that are statistically significant with their z-score, p-value and the direction of the
difference
The Wilcoxon signed rank test was conducted for the factors emotion, reactiveness, self moti-
vation and likability. The results show far from significant results cf. Table 5. There is however
in all cases a slight tendency toward the test condition scoring higher than the control condition.
Item Z-score p-value Direction and means
Emotion -0.630 0.528 Test > Control
Reactiveness -0.281 0.779 Test > Control
Self Motivation -0.890 0.374 Test > Control
Likability -0.714 0.475 Test > Control
Table 5: Wilcoxon signed rank results per factor including z-score, p-value and the direction of
the difference.
4.2.2 Qualitative data
In the semi-structured interview a large amount of qualitative data was collected. The users were
directly asked their opinion on the believability and likability of the iCat. These results are given
in Table 6.
The main reason given by the participants for why they thought the test iCat displayed more
lifelike behaviour than the control version was that the iCat seemed to look around more (6 times)
and in some cases (4) it was said to show more expression. The participants that had no preference
mostly thought that both versions showed some lifelike behaviour. Most participants expressed
no preference in liking for a particular iCat, but the most frequently reported reason for liking
the control condition iCat more was that it seemed more attentive (3) to them. Participants that
liked test condition iCat more mainly said that this was because it seemed more lively (3).
The participants also gave some common statements about the iCat and the experiment in
general. Eight participants reported that the task was distracting them from paying attention to
the iCat and five participants said that they “forgot” to notice the iCat during the first session
because all their attention was focused on performing the task (this problem was also noted by
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Question Answers Responses
Did you notice differences in the iCat between
the two interactions are what were they?
Yes 13
Little 4
No 1
Which iCat do you think displayed more lifelike
behavior and why?
Test condition iCat 8
Control condition iCat 2
No difference 8
Did you like one iCat more than the other and
why?
Test condition iCat 4
Control condition iCat 5
No preference 9
What did you think of the application/task? Positive response 18
Negative response 0
Table 6: Answers given to the questions asked in the interview. Given answers of all users were
tallied and are displayed below.
the experimenter who observed the experiment from the control room). Six participants noted
that the iCat sometimes reacted slow after they told it their answer. Four participants said that
the iCat made a lot of noise which reminded them that it was a robot. Only a single participant
mentioned that the test condition iCat’s eyes remained focused on him when the iCat nodded or
shaked its head.
Because a large number of participants mentioned that they found the task somewhat demand-
ing, we also investigated any order effect. We found that when analyzing the quantitative data
samples by comparing a participants first session with the data from the second session that 20
items moved closer to significant values (i.e., had lower p-values). This indicates that the experi-
ment suffers from a considerable order effect. When looking at the actual values, the answers given
in the first session are more extreme (i.e., there is a tendency toward strongly agree or strongly
disagree) than in the second session.
4.3 Discussion
In this experiment the main question was whether the manipulation of the iCat’s gaze behaviour
results in an increased believability and/or likability. The main conclusion that can drawn from the
results of the experiment is that the participants were unable to see significant differences between
the two conditions. We believe this can be mainly attributed to the design of the experiment.
Because of the considerable order effect the differences between the two conditions is leveled
out. The order effect is likely caused by the fact that participants were unfamiliar with the setup
of the experiment. Because they were completely unaware of the kind of questions asked in the
questionnaire and their focus was not primarily on the iCat, they did not know what to pay
attention to during the first session. After answering the questionnaire they had some idea what
to look for in the iCat but had little to compare it to because they had missed these things during
the first session. During the interview participants did however report that they saw differences
between the two iCats. It is probable that they could not exactly identify what the difference was.
Introducing a “dummy” session before the two conditions in which participants perform a similar
task and complete a similar questionnaire would likely help to reduce the effect the order of the
conditions has on the results.
The fact that the iCat was more part of the setting of the experiment than part of the task is
likely another reason as to why participants were unable to report significant differences. Because
the multiple choice questions of the task were quite difficult a lot of the participant’s attention,
in both sessions, went toward answering these questions correctly (even though participants were
specifically told that this was not so important and were asked to pay attention to the iCat).
Additionally the differences between the two iCats were subtle. Both iCats displayed similar gaze
behaviour but differed in the actual movement. For example, the head of the control condition
iCat moved mostly at a constant speed as opposed to the simulated movements (varying speed)
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in the test condition. Due to the possible lack of attention for the iCat the participants may not
have specifically noticed this.
That two of four significant items (1 and 6) relate to personality factors shows that gaze is
important with regards to how people perceive personality. But because one item is in favor of
the control condition and the other of the test condition it is difficult to say how gaze behaviour
relates to believability. To say more about this would require additional experiments that focus
on the impact of gaze on specific personality discriminants.
The quantitative data shows little significant differences between the iCat with and without the
gaze behaviour. But the fact that despite the considerable order effect there is a slight tendency
toward more emotion, reactiveness, self motivation and likability in the test condition warrants
further investigation into the effect of gaze behaviour on believability and likability. This is also
reinforced by the qualitative data where nearly half the participant said that the test iCat showed
more lifelike behaviour.
5 Conclusions an Future work
The main objective of this work was to increase the believability and likability of the iCat by
designing a gaze behaviour system. We studied gaze behaviour from a number of perspectives to
see what is required if such a system is to have an effect on the believability and likability of a
character. We found that besides vision gaze has an expressive and functional purpose in social
interaction; mainly conveying emotion and personality and mediating conversation flow. Also
when applied to robots and virtual character gaze can portray reactiveness to the environment
and self motivation.
We designed a gaze behaviour system that implements models for the four most important
types of gaze behaviour in species with binocular foveated vision: vergence, vestibulo ocular
reflex, gaze shifts and smooth pursuit. The models realistically simulate these types of gaze
movements on the iCat. This was achieved by using models and empirically obtained data of
gaze behaviour in humans and primates provided in literature. The gaze behaviour system can be
used by application developers to create complex interaction scenarios for the iCat. The modular
design of the system is such that the movement models are fairly independent of the embodiment.
Because of this the system can be easily ported to other robotic platforms. The only requirements
for these embodiments is that they have a head and eyes with two degrees of freedom.
The problem of measuring the effect of the gaze behaviours on believability and likability of
the iCat was also tackled. Believability is a term often used in literature on virtual and robotic
characters, but these lack a clear and common definition of the term. Additionally actual estab-
lished measurement methods for believability seem to be non existent. Our approach was to take
a number of attributes that make a character more believable and relate them to gaze behaviour.
We found that personality, emotion, reactiveness and self motivation are influenced by gaze. The
effect of the gaze behaviour on these four factors together with likability were tested in an ex-
periment. We measured the effect of gaze behaviour on behaviours on believability by comparing
quantitative and qualitative about the user’s perception of an iCat with gaze behaviour to an
iCat without gaze behaviour. The results did not yield any statistically significant results but
do warrant further effort in this direction. We also gained some valuable insight into testing the
effect of the type of gaze behaviours we created on the believability and likability of the iCat. In
reflection the user test might have required more time than was available, but has none the less
turned out to be very interesting a valuable learning experience.
Overall, this study is a step towards gaining more insight into gaze behaviours for robotic
characters. We presented an approach to creating realistic models of gaze behaviour that can
be further utilized to create a more socially competent iCat. We consider the observable gaze
behaviour that has been designed for the iCat quite natural even though the user test does not
fully confirm this.
Gaze Behavior, Believability, Likability and the iCat 123
References
Adams, R. B., Gordon, H. L., Baird, A. A., Ambady, N., and Kleck, R. E. (2003). Effects of gaze
on amygdala sensitivity to anger and fear faces. Science, 300(5625):1536.
Argyle, M. (1967). The psychology of interpersonal behaviour. Penguin Books, New York, 3rd
edition.
Argyle, M. and Cook, M. (1976). Gaze and Mutual Gaze. Cambridge University Press.
Argyle, M. and Dean, J. (1965). Eye-contact, distance and affiliation. Sociometry, 28(4):289–304.
Argyle, M., Lefebvre, L., and Cook, M. (1974). The meaning of five patterns of gaze. European
journal of social psychology, 4(2):125–136.
Carpenter, R. H. S. (1988). Movements of the Eyes. Pion Limitedi, London, 2 edition.
Collewijn, H. and Smeets, J. B. J. (2000). Early components of the human vestibulo-ocular
response to head rotation: Latency and gain. Journal of Neurophysiology, 84(1):376–389.
Dautenhahn, K. (1998). The art of designing socially intelligent agents: Science, fiction, and the
human in the loop. Applied Artificial Intelligence, 12(7-8):573–617.
Emery, N. J. (2000). The eyes have it: the neuroethology, function and evolution of social gaze.
Neuroscience and biobehavioral reviews, 24(6):581–604.
Freedman, E. G. (2001). Interactions between eye and head control signals can account for move-
ment kinematics. Biological Cybernetics, 84(6):453–462.
Kampe, K. K. W., Frith, C. D., Dolan, R. J., and Frith, U. (2001). Reward value of attractiveness
and gaze. Nature, 413:589.
Kimble, C. E. and Olszewski, D. A. (1980). Gaze and emotional expression: The effects of message
positivity-negativity and emotional intensity. Journal of Research in Personality, 14(1):60–69.
Larsen, R. J. and Shackelford, T. K. (1996). Gaze avoidance: personality and social judgments of
people who avoid direct face-to-face contact. Personality and Individual Differences, 21(6):907–
917.
Libby, W. L. and Yaklevich, D. (1973). Personality determinants of eye contact and direction of
gaze aversion. Journal of Personality and Social Psychology, 27(2):107–206.
Loyall, B. A. (1997). Believable Agents: Building Interactive Personalities. PhD thesis, Computer
Science Department, Carnegie Mellon University.
Meulemans, M. (2007). The effect of gaze behavior on the believability of a robotic character.
Master’s thesis, Dept. Computer Science, University of Twente.
Nass, C. and Moon, Y. (2000). Machines and mindlessness: Social responses to computers. Journal
of Social Issues, 56(1):81–103.
Purves, D., Augustine, G. J., Fitzpatrick, D., Katz, L. C., LaMantia, A.-S., McNamara, J. O.,
and Williams, S. M., editors (2001). Neuroscience. Sinauer Associates, Inc., 2 edition.
Salvucci, D. D. (1999). Mapping Eye Movements to Cognitive Processes. PhD thesis, Department
of Computer Science, Carnegie Mellon University.
van Breemen, A. J. N. (2004). Bringing robots to life: Applying principles of animation to ro-
bots. In Proceedings of the International Conference for Human-computer Interaction, CHI2004,
Vienna, Austria.
Williams, R. (2001). The Animator’s Survival Kit: A Manual of Methods, Principles, and For-
mulas for Classical, Computer, Games, Stop Motion, and Internet Animators. Faber & Faber.
124 M. Poel, A. van Breemen, A. Nijholt, D. Heylen, M. Meulemans
Integrating the User in the Social Group Dynamics of Agents∗
Matthias Rehm, Birgit Endrass, and Michael Wissner
Multimedia Concepts and Applications
Institute of Computer Science, University of Augsburg
86159 Augsburg, Germany
{rehm|endrass|wissner}@informatik.uni-augsburg.de
Abstract
This paper introduces the Virtual Beergarden as a virtual meeting place for agents and users.
The agents behavior is controlled by a behavior control component, which allows testing
different theories of social group dynamics. Agents interact via natural language that is
generated by a statistical language component and takes into account the social interaction
categories and the social relationships between agents. The user can freely navigate and
interact with the other agents relying on the above mentioned components. An evaluation
shows if the user can really be integrated in the agents’ social group dynamics.
Keywords: multiagent system, social group behavior, natural language generation, user in-
teraction
1 Introduction
Synthetic agents have been employed in many games and entertainment applications with the aim
to engage users and enhance their experience. However, to achieve this goal it does not suffice to
provide only for sophisticated animation and rendering techniques. Rather, other qualities have to
come into focus as well, including the provision of conversational skills as well as the simulation of
social competence that manifests itself in a number of different abilities. Important progress has
been made in the area of embodied conversational agents focusing on dyadic interactions between
a single user and a single agent (see e.g. Cassell et al., 2000; Prendinger and Ishizuka, 2004).
Scaling up to multiple users and/or multiple agents poses some new challenges.
For multiple agents, their individual behavior has to be accompanied by coherent group behav-
ior, which will not simply emerge by itself if some agents are put together because a group is more
than just a bunch of single characters that happen to be at the same location. Instead, a group is
constituted of relations between the different group members that influence how they will behave
and communicate among each other. Thus, endowing agents with social group dynamics will allow
them to build relationships among each other ideally following theories from social psychology.
This is important because of two reasons. On the one hand, Reeves and Nass (1996) have shown
that people tend to socialize with technical artefacts and agents are an ideal vehicle for project-
ing assumptions about human-human interaction to the interaction with agents. Interacting with
multiple agents results in the need for consistent and believable group behaviors for the agents.
On the other hand, commercial games such as “The Sims” exemplify that the simulation of social
skills can render interactions between virtual characters more believable and engaging.
Different approaches have been presented that try to handle social (group) behaviors. For
instance, Prendinger and Ishizuka (2001) investigate the relationship between an agent’s social
role and the associated constraints on emotion expression. They allow a human script writer to
specify the social distance and social power relationships among the characters involved in an
∗Partly funded by DFG under research grant RE 2619/2-1 (CUBE-G) and by EU under research grant IST-34800
(CALLAS).
Figure 1: The Virtual Beergarden as a meeting place for agents and users. Users navigate by
using a dancing pad.
application, such as a multi-player game scenario. Another approach has been taken by Rist and
Schmitt (2002) who aim at emulating dynamic group phenomena in human-human negotiation
dialogues based on socio-psychological theories of cognitive consistency dynamics (Osgood and
Tannenbaum, 1955). To this end, they consider a character’s attitudes towards other characters
and model a character’s social embedding in terms of liking relationships between the character
and all other interaction partners. Prada and Paiva (2005) show that integrating theories of social
group dynamics into a game where the user has to solve a task together with a group of agents
increases the user’s identification with the group and makes the game more engaging.
Getting the user involved is one of the interesting challenges. The above mentioned applications
have different answers to this problem. In Prendinger and Ishizuka, the interaction is scripted
confining the user to a given path. Rist and Schmitt let the user interact with a single agent who
then acts as the user’s representative in a multiagent negotiation process. In the Perfect Circle
game of Prada and Paiva, the user has the possibility of suggesting courses of action to facilitate
the problem solving task. Only with enough support from the other agents his suggestions will be
realized.
In this paper, we concentrate on this question of how to involve the user, i.e. how can the
user interact with the agents to get integrated in the agents’ social network. To this end, we first
introduce the Virtual Beergarden, a 3D meeting place for agents and users (Sec. 2). Next the
behavior control component (Sec. 3) and the statistical language engine (Sec. 4) are described.
Section 5 then deals with the user’s interaction possibilities. An evaluation of the approach is
presented in Section 6 before we end with a discussion (Sec. 7).
2 The Virtual Beergarden
To create an environment where agents and users can meet, interact and build up new relationships,
we developed the Virtual Beergarden as a meeting place (see Fig. 1). The beergarden is a 3D-
environment where agents and users can navigate freely and join or leave other agents. The spatial
behavior has to adhere to certain social patterns like Kendon’s F-formation system (1991) or Hall’s
distance zones (1966). It was shown that users adhere to these patterns when navigating through
the beergarden and joining or leaving groups of agents (Rehm et al., 2005).
The profile of a single agent is characterized by its name, gender, age group, social status,
and personality. An agent’s personality is represented by a vector of values along a number of
psychological traits, such as extraversion or agreeableness and is based on the five-factor model
of personality (McCrae and John, 1992). Furthermore, the model takes into account an explicit
representation of the relationship between agents. Interpersonal relationships are described by the
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degree of liking, familiarity, trust and commitment following Guye-Vuille`me (2004):
• Liking: This dimension denotes group members’ emotional attraction to one another. Ru-
bin’s (1973) conceptualisation of liking underlines affection and respect as its two major
components, and most definitions include the idea of social “closeness”.
• Familiarity: As group members interact, they get to know each other, which increases their
ability to predict the other’s behavior and allows for a better communication and synchro-
nization of their actions. The concept does not overlap with the Liking dimension because
it is very common for a relationship to develop on the familiarity dimension without a cor-
responding growth in emotional attraction (e.g. co-workers).
• Trust: The definitions of this dimension in psychology are often very broad, and are based
on such concepts as dependability, i.e. the feeling that you can rely on your partners when
it matters, or faith, i.e. the belief in a relationship continuing indefinitely.
• Commitment: The last dimension can be described as a social force acting for continuing
the relationship in the future.
The values on these dimensions are either specified in advance or derived from known properties
of the agent’s profile. For instance, agents with a similar social status are considered to trust each
other more than agents with a different social status.
The agents’ behavior is controlled by a component that realizes different theories of social
group dynamics which can be plugged and unplugged to allow for rapid prototyping of a given
application (see Sec. 3). Agents communicate by natural language. The language component
takes into account the interaction categories deployed by the behavior control mechanism and
the subjective social relation of the speaker towards the addressee to generate a situation-specific
utterance (see Sec. 4).
The Virtual Beergarden is realized as a heterogenous collection of modules (see Fig. 2). The
animation engine1 is a client that visualizes the environment and the agents, handles and displays
user input. The client connects to two different servers which realize the behavior control and the
language processing. Both components are described in the next two sections. The user is brought
in making use of a dancing pad for navigating as well as for interacting with the agent (Sec. 5).
3 Simulating Social Group Behavior
For the behavior control of our system we use the Behavior Toolbox. It provides a simple interface
and can easily be adapted to a given application. The Toolbox handles the agents behavior
according to a set of theories from the social sciences. Each theory can be plugged or unplugged
to test its applicability in the specific multiagent system and select the optimal model to achieve
its goals.
Following Goethals (1987) we distinguish between three groups of theories that explain social
group dynamics from different perspectives.
1. Theories focusing on social knowledge “stress an active approach to understanding the social
world” (Goethals, 1987). Instead of just (passively) reacting to the presence or actions
of other people, this understanding of the relationships and interaction rituals allows for
choosing appropriate actions in social encounters with other.
2. Theories focusing on self validation “emphasize an active approach to self validation, they
also envision actively initiating as well as responding to social influence” (Goethals, 1987).
Self validation becomes possible by comparing one’s individual action tendencies and val-
ues with other group members (or other groups) allowing for personal development and
adaptation to group norms.
1In the current version the Ogre3D engine is employed (http://www.ogre3d.org).
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Figure 2: System architecture of the Virtual Beergarden.
3. Theories focusing on social influence “emphasize passive responding to social influence rather
than active initiating of social influence” (Goethals, 1987). In contrast to the above men-
tioned groups, theories of social influence describe what influence the mere presence or the
actions of others have on an individual. It is necessary to distinguish between the influence
group members and members of other groups exert on the individual.
At least one theory from each group is implemented in the current version of the Toolbox. In
the following we briefly describe the embedded theories and their implementations.
3.1 IPA Theory
IPA theory observes and analyses small groups (Bales, 1951). It classifies interaction into twelve
different IPA types. Social emotional interactions can be either positive (Agree, Show Solidarity,
Show Tension Release) or negative (Disagree, Show Antagonism, Show Tension). Task-Oriented
interactions distinguish between questions (Ask for Opinion, Ask for Suggestion, Ask for Orienta-
tion) or Answers (Give Opinion, Give Suggestion, Give Orientation). According to Bales (1951),
this classification is fully inclusive. Consequently, every human interaction can be placed into one
of the twelve IPA categories. Although every stream of interaction is possible some are more likely
than others (e.g. after a question the probability for an answer is high). Interactions can also be
influenced by personal relations within the group (e.g. a negative relation to an individual will
increase the probability for a negative action in this direction).
This theory has already been successfully employed in other systems of social group dynamics
(e.g. Guye-Vuille`me, 2004; Prada and Paiva, 2005). Following Guye-Vuille`me (2004), IPA theory
is realised in the Toolbox by two types of parameters that force the agents to interact. Proactivity
depends on an agent’s personality and its personal relations. Thus, an agreeable agent with
positive relations to another agent has a high motivation for positive social-emotional interactions.
Reactivity describes the influence that group members exert on each other. As a reaction, questions
excite answers; positive actions tend to evoke another positive action etc. For the process of action
selection, an agent calculates the probability for each of the IPA categories, depending on the two
parameters proactivity and reactivity. An interaction is triggered for the category with the highest
probability if it exceeds a given threshold.
Another aspect of IPA theory, the development of groups, can be added to the behavior
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Figure 3: Left: Example for the congruity theory. Right: Constitution (left) and derivation (right)
of social impact.
component. It describes the influence that the social configuration of a group has on future
interactions. For instance, the more positive interactions two agents perform, the more the trust
dimension of their personal relation will increase. In addition, their motivation for interacting with
each other as well as the probability for another positive social emotional interaction increases.
3.2 Congruity Theory
The congruity theory by Osgood and Tannenbaum (1955) predicts changes of attitudes in certain
social situations. Simple cognitive configurations (either balanced or unbalanced) influence peo-
ples’ personal relations. Figure 3 (left) gives a simple example. In the beginning, the agent Resi
likes the agent Sepp and she likes beer. To archieve a balanced situation she assumes that Sepp
also likes beer (left). Through conversation she finds out, that Sepp does not like beer (middle).
This unbalanced situation will lead Resi to either stop liking Sepp or beer (right). Of course this
is an extreme example for demonstration purposes, in a given situation the relational parameters
are only shifted in the right direction. This theory also deals with side effects of communication,
e.g. if an agent observes an interaction between other agents.
In Schmitt (2005) this theory has already been successfully tested. In our implementation it
affects the liking dimension of the agents’ personal relations. For that, a cognitive net is build
for every agent (holding all personal relations, attitudes towards objects and presumptions about
other agents’ personal relations and attitudes). Interactions lead to changes in the cognitive net if
the agent is either the target of an interaction or if it observes interactions between known agents.
Such changes in the personal relations then affect future interaction.
3.3 Social Impact Theory
Jackson (1987) states that the presence of others causes a social impact, which affects social
behavior. He defines an easy example. The amount of light visible on a table depends on (1)
the number of light sources, (2) their distances to the table and (3) their strength. Likewise the
social impact felt by an individual is calculated with (1) the number of source persons, (2) their
immediacy and (3) their strength (Fig. 3 right). The impact on the target increases with any
of these factors (constitution). Conversely, the number, immediacy and strength of other target
persons decrease the social impact (derivation).
For the implementation we rely on Hall’s distance zones. Hall (1966) states that behavior
changes occur if someone enters the social zone. Thus, we divide agents within this zone into
sources and targets, due to the personal relations of the regarded agent. Depending on the amount
of social impact, the agent’s behavior is adapted. The higher the impact the higher the motivation
to interact, especially for task orientated interactions.
3.4 Self Attention Theory
Mullen (1987) describes self attention theory to explain behavior modifications due to the at-
tentional focus. Violations of standard social norms will become more salient, if the self is the
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Figure 4: Left: Generating a new utterance. Right: Semantic frames from the Virtual Beergarden
corpus.
subject of one’s focus of attention which is the case e.g. when one is alone among strangers. An
“other-total-ratio” is calculated to describe the degree of this effect, by comprising the proportion
of the total group to the subgroup of “others”. Others have an effect depending on their distance
to the agent and the relationship that holds between the agent and the other. The higher the
other-total-ratio for a given agent, the more it aspires to self regulation.
The Toolbox provides two versions of this theory, depending on the context and the social
norms. In a simple version, self regulation just means to be nice and gentle. Thus, with an
increasing other-total-ratio the probabilities for positive social emotional interactions also increase.
In a more complex version, well known tendencies (like questions are followed by an answer,
negative actions lead to negative responses) are used as social standards.
3.5 Combining Theories of group dynamics
The theories described above can freely be tested and added to the application. But there are
limitations concerning their combinations. Some of the theories model the same aspects of social
behavior and thus can not be tested at the same time. IPA theory defines an active approach to
interactions in the social world, taking into account certain regularities that can be observed and
that most people adhere to in interactions. Because of this active response to the social situaton,
IPA theory serves as our foundation to model the action selection process for our agents. The
other theories can influence this selection process by modifying the agent’s personal or relational
profile, thus having an impact on the calculation of proactive and reactive energy.
Self attention theory shall serve as an example. It describes how deviations from standard social
norms become more salient if one is in the centre of one’s own attention. Such social norms are
also described in Bales Interaction Process Analysis as standard flows of interaction. For instance,
the probability that a question is followed by an answer is relatively high. The probability of this
standard flow of interactions can be increased by increasing the reactivity parameter for a given
IPA category. Self attention theory is thus integrated by increasing the reactivity for well known
tendencies (like questions are followed by an answer, negative actions lead to negative responses)
when the other-total ratio increases, ensuring that social standards are taken into account more
rigorous than before.
4 Mapping Interaction Concepts to Natural Language
In principle, agents could just communicate by exchanging IPA categories. This would be sufficient
to test the implemented theories but it would pose a problem regarding the user’s understanding
about what is going on between the agents. Because the beergarden is envisioned as meeting
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place, the use of natural language is the appropriate choice how agents should interact with one
another and with the user. To allow for this kind of interaction, a statistical language engine was
integrated.
The language engine essentially provides a generator, which is the generation part of a bidirec-
tional statistical natural language processing engine suggested by Bhagat and Hovy (2005). This
generator is based upon a statistical language model that is extracted from a corpus of utterances
from the desired domain. Each utterance is annotated with a certain number of meaning elements
describing its semantic content. Together each utterance and its associated meaning elements
form a semantic frame as described by Fillmore (1976). The generator’s language model consists
of trigram meaning dependencies. Trigrams are a well known concept from the area of speech
recognition (Jurafsky and Martin, 2000). The dependencies between word trigrams and meaning
elements are built from the semantic frames by computing conditional probabilities for each pair
of trigrams and meaning elements.
Figure 4 (left) depicts the process of generating a new utterance. To generate a new utterance
the generator must be supplied with the meaning elements describing the utterance. For each of
these meaning elements the generator selects all trigrams that are associated (by means of the
language model) with it and considers them as candidates. Each of these candidates is given a
weight according to its conditional probability from the language model. The 50 best candidates
(those with the highest weights) are then overlapped with each other to form longer utterances. All
utterances obtained in this way are again given a weight, this time by summing up the conditional
probabilities of the trigrams and applying a scaling factor that favors longer utterances. The
utterance with the highest weight is returned as output of the generation process.
In our application, the different characters (including the user) interact by the means of Bales’
IPA categories. The generator’s purpose is to transform the Toolbox’s output into a natural
language utterance that can easily be understood by the user. To this end, a training corpus of
545 sentence frames was created. As can be seen in Figure 4 (right), the meaning elements used
by the generator are by and large comprised of data from the Toolbox:
• “category” consists of two different aspects: The first describes the phase of the engagement
process in which the utterances takes place. According to Sidner et al. (2004) every conver-
sation can be broken down into three different phases of engagement: establish, maintain
and close. The second aspect describes the class of the utterance. The possible combinations
are either “maintain” combined with one of the IPA categories, “establish” combined with
a greeting category, or “close” combined with a farewell category.
• “topic” describes the overall topic of the conversation (if there is one): In the scenario of
the beergarden possible topics include beer and other drinks, food, the beergarden itself,
football and movies.
• The dimensions of personality and relation are directly obtained from the Toolbox and are
then quantized into three categories “Low”, “Med” and “High”, which serve as values for
the respective attributes.
Following Bhagat and Hovy we evaluated the generator by splitting the corpus into a training
set and a test set. In our case the training set consisted of 495 sentence frames while the other
50 constituted the test set. For each sentence frame in the test set we let the generator produce
a sentence with the same meaning elements. We then let two human evaluators compare each of
the 50 resulting sentences with the corresponding “original” from the test set and let them assign
one of the following categories to each pair:
• a: Generated sentence is from the same category and grammatically correct.
• b: Generated sentence is from the same group of categories (e.g. “social emotional positive”)
and grammatically correct.
• c: Generated sentence is from the same category but contains some minor grammatical
errors.
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Category a (%) b (%) c (%) d (%) e (%)
Mean 60 18 17 1 4
Table 1: Generator evaluation results (mean).
• d: Generated sentence is from the same group of categories (e.g. “social emotional positive”)
but contains some minor.
• e: Generated sentence is from a totally different category or contains serious grammatical
errors.
The results of the two evaluators are shown in Table 1. Intercoder agreement is very good with a
kappa value of 0.896.
Sentences of categories a and c are acceptable as output giving the generator a correct perfor-
mance of 77%. Category b could also be taken into account as a valid output as the utterance
falls in the same group of IPA categories as the target utterance. In this case, the generator’s
performance goes up to 95%.
Using a statistical corpus-based approach gives us several advantages for our application. Ex-
panding the generator’s variety is simply a matter of expanding the corpus by adding new sentence
frames, topics or categories (extensibility). Even if the result might contain slight grammatical
errors, the generator always generates an utterance. If, for example, it is provided with an in-
consistent set of meaning elements that cannot logically provide a sound utterance the generator
will not produce an error but generate something that might be understandable and even fit the
context (robustness). It is not necessary to specify every single meaning element in order to gen-
erate a satisfying result. For example, if the only meaning element that matters is the category
or the topic, it is possible to leave the other elements unspecified and the generator will produce
an utterance solely based on the provided element (flexibility). The approach itself is independent
from language or domain. Hence, porting the generator to another language and/or domain is a
matter of porting the corpus by introducing new meaning elements and sentences (portability).
5 Integrating the User
The challenge remains to integrate the user in a multiagent system which simulates social group
dynamics due to the fact that the user has to develop social relations with the agents to get
involved in their social system. This poses the following technical and conceptual problems:
• The agents navigate freely in the environment. How does the user navigate?
• The agents interact via natural language utterances which are generated based on the stan-
dard IPA categories and the interlocutors relations towards each other. How can the user
interact?
• The agents know their subjective relationship towards each other as calculated by a given
theory. Should the user interact based on his felt relationship towards his interlocutor or
based on the system-calculated relationship parameters?
5.1 Navigation
To solve the navigation task, a pressure-sensitive dancing pad is employed in the Virtual Beergar-
den, which is used in many computer games. The user can navigate through the scenario in a first
person view and join or leave other agents (see Fig. 1 right). Spatial behavior of the agents adheres
to the F-formation system described by Kendon (1991) and takes the distance zones described by
Hall (1966) into account.
Hall’s analysis is primarily concerned with distances, distinguishing four different areas, which
are related to behavior changes that occur if someone enters these areas. Kendon takes also
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Figure 5: The user communicates by using the dancing pad.
the orientation of the interlocutors into account. Depending on their social relations, people
will orient themselves differently when joining others in public places. Orientations are either
closed (interlocutors won’t be disturbed by others) or open (interlocutors allow others to enter the
conversation). Like the other agents the user has to take these spatial organization patterns into
account. If, for example, he gets to close to one of the agents, this results in a position change
by the agent to re-establish the appropriate distance and formation (see Rehm et al., 2005 for a
detailed account).
5.2 Communication
Agents use natural language utterances to communicate. Thus, it is desirable that the user has
the same option available. Because the user is situated on the dancing pad in front of a large
projection of the 3D environment (see Fig. 1 right), he cannot use standard input devices like the
keyboard to type in his utterances. Another possibility would have been to integrate a speech
recognition component into the system. Instead, we created a semi-automatic way for the user to
communicate with the agents. In Section 4, the statistical approach was described that generates
a natural language utterance for an agent based on its social relation towards the addressee and
the chosen interaction category. This mechanism is also offered to the user. Instead of directly
speaking to the agents, or selecting pre-defined utterances like it can be seen in many computer
games, the user chooses the interaction category he thinks is appropriate. Based on this choice,
the system generates an utterance for him that is transmitted to the addressee.
To switch from navigation to communication mode, the user presses the start button on the
dancing pad. The corner buttons of the pad are mapped to the IPA categories (see Fig. 5). By
pressing the button for a category the user can switch through the different possibilities available
for each category. If the user wants to calm down a somewhat heated discussion, he has to press the
button in the upper right corner. This activates the group of positive social-emotional interactions.
The default IPA category for this group is “Agree”. Pressing twice, the category changes from
“Agree” over “Show solidarity” to “Tension Release”, which is the appropriate category for the
user’s intention. The IPA category is sent to the system by pressing the select button.
By making the statistical language generation component available to the user, he is freed
from the burden of learning the right phrases to interact with the agents. Whereas in standard
game applications the number of available phrases for a given situation is rather confined, in our
approach a new utterance is generated each time the user chooses a category. This ensures a rich
repertoire of different utterances and prevents repetitive or boring dialogues. The variability of
utterances only depends on the training corpus.
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5.3 Relational Interaction
Interactions in the Virtual Beergarden are based on the social relations between the interlocutors,
i.e. a semantic representation of the utterance is created as input to the language engine based on
the interpersonal relations of the speaker towards the addressee and an IPA category. Integrating
the user in this process is an interesting challenge because either the user has to provide his
subjective impression of his relation towards the agent he is interacting with or the system has to
calculate the user’s relation parameters and use these for the generation task.
The first approach has the obvious disadvantage that it would be counterintuitive and very
tedious if the user has to provide his subjective impression every time he wants to communicate.
Treating the user as just another agent and integrating him in the calculations of social group
behavior by the system renders the simulation more flawless but poses the problem to the user
that his “felt” impression of his relations to the other group members might not be in accordance
with the calculated relation parameters.
To keep the interface simple, we realized the second option. Thus, the user is treated by the
system as just another agent who has the only special feature that he supplies his own interaction
category. But his relations towards the other group members are calculated and updated accord-
ing to the chosen theory. Relations between group members are always subjective for a given
individual. Thus, although agent one may have a high liking value towards agent two, this is not
necessarily true for agent two in regard to its relation with agent one. As a consequence, the user
has two possibilities of monitoring his current status in the group. He can turn on his relation
monitor, which depicts the relation parameters liking, familiarty, trust, and commitment towards
the current interaction partner. To support the user in establishing relational bonds towards the
other agents he can also switch on a liking monitor, which depicts the current liking value of the
interaction partner towards the user. Thus, if the agent doesn’t like the user, the user might try
to remedy this by engaging in additional positive interactions.
On the technical side, the Behavior Toolbox had to be slightly modified because originally it
only handles interactions between agents. Now the user, his interactions and personal relations
come into focus. Therefore a ”user agent” is created. It has the same features like the virtual
agents including personal relations. As the user was not involved in the group before, the four
dimensions of social relations are presumed as neutral, which indicates that the user does not
know the agents and vice versa. It has to be shown if the user is able to understand the relational
development that is calculated by the Toolbox based on his interactions with his interlocutors.
An evaluation study is described in the next section that sheds light on this question.
6 Evaluation
In Section 4 we already presented a formal evaluation of the language generation component.
Without understandable utterances, it would be useless trying to interact with the agents and to
integrate the user in the social group dynamics of the agents because the interaction categories
employed are solely perceivable through the verbal utterances of user and agent.
The evaluation of the user interaction combines a questionnaire to measure the user’s subjective
impression of the interaction with objective log-file data. Due to the complex interplay of the
different theories that are integrated in the Toolbox, the evaluation study is restricted to IPA
theory. Based on the results, more complex evaluations are planned. The following research
questions guided the design of the evaluation study.
1. The dancing pad is primarily a device for navigation or bodily interaction. Will it not be
irritating to the user if he has to employ it also for choosing interaction categories?
2. Users have to interact according to the IPA categories introduced by Bales. It is the first
time they are confronted with these categoires. Will they be able to understand what they
have to do?
3. Depending on the IPA categories, the theory predicts how personal relations develop. Will
the user be able to understand this development? Will the user rate the relationships in the
same way as predicted by the theory?
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Figure 6: Participants interacted with the agents Heidi, Resi, and Zensi.
The hypotheses generated from these questions were as follows.
H1: Employing the dancing pad as a selection device for IPA categories poses no problems after
a short learning phase.
H2: Employing IPA categories as interaction concepts poses no problems to the user.
H3: Users rate the personal relationship towards the agent as predicted by the tool.
H4: Users rate the personal relationship of the agent towards the user as predicted by the tool.
Especially the last two hypotheses are critical for the integration of the user in the social group
dynamics of the agents. Although the agents behave according to the theory and it was shown
that agents following the theory are rated as more believable (Prada and Paiva (2005)), it still has
to be shown that this holds true for the user’s subjective impressions about the relations between
him and the agents.
Twelve students from computer science participated in this study, six male and six female.
To control for possible gender effects, we restricted the study to female agents. Each participant
started with the small task of moving to the agent and selecting the negative interaction category
of “Show antagonism”. Time as well as number of “taps” to complete the task were measured.
The same task was redone at the end of the experiment to show if a learning effect can be seen
(Hypothesis 1). Between these two given tasks, three scenarios were played. In each scenario a
different agent was the interaction partner of the user. Each interaction sequence consisted of
30 interactions after which the program exited automatically. Neither the liking monitor nor the
relation monitor was available to the user. After each interaction, the participant had to rate his
relation towards the agent and vice versa on the three dimensions liking, trust, and commitment
making use of a seven point Likert scale (Hypotheses 3 and 4). The fourth dimension (familiarity)
solely depends on the number of interactions and was thus not interesting in this evaluation.
After the experiment, the participants filled out a questionnaire with five questions concerning the
interaction using IPA categories (Hypothesis 2).
6.1 Results
The result from the first and last task (Show antagonism) revealed a sigificant learning effect.
Figure 7 (left) gives an overview of the differences in number of taps and time needed to complete
the task before and after the experiment. Whereas number of taps shows that users needed fewer
taps after the experiment and nearly come to an optimal performance (2 taps), this result is not
significant. But the time needed to complete the task is highly significant (p < 0.01), dropping
from a mean of 18.08 seconds before to 5.75 seconds after the experiment.
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Before After Result
Taps 4.25 3 0.137
Time 18.08 5.75 0.003∗∗
∗∗ : p < 0.01
Question Mean Result
Q1: # of IPA 4.25 0.633
Q2: intuition 5.08 0.005∗∗
Q3: interaction 5.08 0.025∗
Q4: mapping 3.67 0.504
∗ : p < 0.05, ∗∗ : p < 0.01
Table 2: Result of “Show antagonism” task and questionnaire.
Figure 7: Result of “Show antagonism” task and questionnaire.
Four questions were asked regarding the use of IPA categories as interaction concepts. Question
1 was concerned with the number of categories, question 2 with how intuitive choosing a category
was, question 3 how interesting the interaction by IPA categories was, and question 4 how easily
it was to map one’s envisioned utterance to an IPA category. Figure 7 (right) gives the results for
the four questions. Whereas Q1 and Q4 were rated neutral, i.e. no significant deviation from the
neutral position, Q2 and Q3 showed significant positive effects compared to the neutral position.
As this article deals with the question on how to integrate the user in the social group dynamics
of agents, the main reason for running the evaluation was to get an insight into whether the theories
implemented in the Toolbox adequately predict the emerging relationship between the user and
the agent. The statistical analysis of the user’s ratings on the dimensions Liking, Trust, and
Commitment are given in Table 3. The table on the left gives the results for the user’s rating
of his relation towards the agent, and the table on the right for his rating of the agent’s relation
towards the user.2
Starting with the user’s relation towards the agent, the tool accurately predicts this relation on
the dimensions liking and commitment. For the trust dimension, a significant difference between
the user’s ratings and the tool’s predictions is found. A different effect can be seen for the user’s
rating of the agent’s relation towards him. Here, the user is in accordance with the tool’s calcu-
lations on the dimension trust and commitment, but differs significantly on the liking dimension.
Further analysis of the trust dimension for the user-agent relation and of the liking dimension
for the agent-user relation revealed a gender effect. In both cases, no effect can be seen for male
participants (see Table 4).
2This can be interpreted as a theory of mind about the agent’s rating of the relation.
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Relation: User → Agent
User Tool Result
Liking 3.72 4.00 0.309
Trust 3.11 4.44 0.000∗∗
Commitment 2.69 3.06 0.195
∗∗ : p < 0.01
Relation: Agent → User
User Tool Result
Liking 4.19 5.44 0.001∗∗
Trust 3.78 4.00 0.291
Commitment 3.22 3.42 0.522
∗∗ : p < 0.01
Table 3: Result of Statistical Analysis.
Relation: User → Agent
User Tool Result
Trust general 3.11 4.44 0.000∗∗
male 3.39 4.33 0.060
female 2.83 4.56 0.001∗∗
∗∗ : p < 0.01
Relation: Agent → User
User Tool Result
Liking general 4.19 5.44 0.001∗∗
male 4.67 5.17 0.298
female 3.72 5.72 0.000∗∗
∗∗ : p < 0.01
Table 4: Gender effect for Trust and Liking.
6.2 Discussion
Hypothesis 1 states that using the dancing pad for other tasks than navigating poses no challenge
to the user after a short learning period. The results for the “Show antagonism” task show that
users are able to make nearly optimal use of the device for choosing a given category, and are
significantly faster after the short learning period of the experiment.
Hypothesis 2 states that interaction by means of IPA categories poses not problems to the user.
This was partly shown by the results of the questionnaire. Interacting by choosing a category (Q2)
was rated above average as intuitive and seems to indicate that this way of interacting can be an
alternative to standard menu-based systems. Especially as the interaction gets more interesting,
which was also rated above average (Q3). Nevertheless, some questions remain. Participants did
not rate the number of available categories as sufficient (Q1) and they also had some problems with
mapping what they wanted to say to the available categories (Q4). Thus, although participants
showed promising reactions to this kind of interaction, a more fine grained categorization hierarchy
might be necessary than the one proposed by Bales. This is not entirely suprising as Bales
introduced his categorization primarily as a descriptive means. And although it is possible to
place every interaction in one of Bales’ general categories, this does not seem to be fine grained
enough vice versa, i.e. for the generation process.
Hypotheses 3 and 4 at last deal with the main question of this paper, namely if users can be
integrated in the social group dynamics of agents. Generally it can be said that users are able
to rate relations as predicted by the theory. Especially the male participants were generally in
accordance with the calculated relations. This gender effect is a bit strange as women are often
attributed with more social and empathic skills. Demographic information we inquired from our
participants included their experience with computer roleplaying games and adventures which
often feature virtual agents. Experience was measured on a seven-point Likert scale ranging from
“I never play” (1) to “I play very often” (7). Figure 8 gives the result for this question. Although
this difference is only significant at a level of 0.068, it shows that the male participants had more
experience with these kind of games and thus with interacting with these kinds of characters.
Another explanation could be the use of only female agents. This could be checked by replicating
the experiment with a set of three male agents, which was not feasible at the time of the study.
To avoid a hidden gender effect by randomly assigning male and female agents to the participants,
we opted for using only female agents in this study.
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Figure 8: Participant’s experience with role-playing games and adventures.
7 Conclusion
In this article we have presented a multiagent system that integrates a novel control device for
simulating social group dynamics and an approach for statistical language generation based on
conceptual and relational information. Moreover, the user is integrated in the agents’ social
network and can deliberately interact with them and build up relations. This is a first step
towards socially intelligent agents that can co-exist with real users in a (virtual) community.
We have shown that the user is in principle comfortable with the interaction possibilities
offered to him. This answered the more technical question whether the user does understand the
interaction via IPA categories. But the results of the questionnaire showed also, that there is
room for improvement. It was difficult for the users to map what they wanted to say to the twelve
general categories because this goes about with a loss of granularity of what can be expressed.
Moving towards a less abstract categorization for generation purposes might be the right action
to take.
The central question of this paper – if the user can successfully be integrated in the social
group dynamics of agents – was answered positively. By evaluating whether the user’s opinion
about group relations does correspond to the actual relationships as calculated by a given theory,
we showed that users are in general able to understand the relational development calculated by
the Behavior Toolbox and were able to accurately rate their relationship with their interlocutors.
The evaluation was restricted to IPA theory at the moment. But the strength of the Behavior
Toolbox is the combination of different theories of group dynamics. It remains to be shown if
and what combination with other theories has additional benefits for the interaction. Moreover,
the question has to be answered which of the offered models best suits the user’s ideas about the
group.
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       Abstract 
In this paper we describe the Escape/Intervention concept as it is used in the AGE framework. This concept 
exists in a multi-disciplinary context, including agent research, artificial intelligence, groupware, workflow, process 
support and software engineering. Based on an ontological perspective, this paper explains how an interaction-
oriented agent architecture and language (used for modeling, simulation, and development) makes use of a pattern 
that it is inspired from a social context. We explain how this concept is operationalised and how a specific 
mechanism implements it. An example of escape/intervention shows how the concept can be used and how the 
diagrams of our language look like. We conclude that one of the main impacts where escape/intervention could 
have the highest impact is in providing multi-agent systems with the feature of “graceful degradation”. 
 
Keywords: Agents-based modeling and simulation, agent-oriented process support, interaction-centric 
approach. 
 
1 INTRODUCTION 
In this paper we argument the advantages of a novel way to reason about, model, simulate, and implement agents, a 
way based on the escape/intervention concept. A previous paper [11] introduced the concept from the perspective of 
agent-oriented software engineering only, but it has not presented strong ontological arguments in favor of 
implementing a mechanism based on this concept. A series of papers already published present various aspects of 
our general approach, like the focus on interaction [15], local behavior (or interaction belief) description and use 
[16], behavior alignment [7], but we consider that it is necessary to explain the concept from a perspective that is 
anchored in a social context [13]. Other researchers, like [4], emphasize that this is crucial for any development 
related to agent methodologies. Agents are a metaphor inspired from social reality, and their defining characteristics 
like autonomy, empowerment, high level language and communication skills, negotiation ability, argumentation of 
beliefs, trust evaluation, and the ability to reason about organizational knowledge, are intrinsically social. 
There are two collateral issues in this paper. One is the discussion based on the ontology that is used in our 
research. The ontology answers question like: “What is an agent?”, “What are the main concepts that are used in 
conjunction with the agent concept?”, “How the agents manage to work together?” We are considering the 
ontological commitments extremely important for any agent research and we defined a formal ontology on which 
the research framework is build (one may say: the ontology is the framework). In this paper, we present all the basic 
concepts of our framework (which is implemented AGE – the Agent Growing Environment). The concept of 
escape/intervention builds logically on these basic concepts. 
The second issue is related to the importance of the interaction concept. We are modeling, simulating and 
building agents that support interactional processes, that is, the process itself can be decomposed in a set of 
interactions between agents. These interactions can be regulated exchanges of information but also can be more 
informal interactions like dialogs and meetings. The community of Social Intelligence Design recognizes the 
importance of the interaction concept. Fruchter emphasizes [6] that any new collaboration technology will require 
the rethinking of “interactions among people in terms of the individual’s behavior, interaction dynamics…, 
protocols, collaboration processes…, interactivity with the content of interest”. Other works investigate various 
aspects related to the interaction concepts, like virtual representations of physical reality (gestures, body language) 
in [8], and also categorize the interactional processes in terms of the nature of the interaction space [12]. 
This paper is organized as follows: section 2 presents the positioning of our agent approach w.r.t. other 
approaches and also what we use from these. Section 3 discusses the ontological commitments, defining what we 
consider an agent, an interaction, a belief, a behavior, etc. Section 4 explains in detail the escape/intervention 
concept and also a variant of its implementation. Section 5 presents in detail an example of agent interaction, and 
how escape/intervention can enrich the behavior of the participating agents with discussion in section 6. Section 7 
concludes the paper and outlines some immediate issues for future research. 
 
2 SUPPORT PARADIGM FOR SOCIAL INTERACTION PROCESSES 
The support for processes that exhibit social interaction via software components can be categorized on a spectrum 
defined by the degree of global process explicitness, visibility of the process description, flexibility and whether the 
approach has a centralistic view or not. The following subsections compare three approaches. 
 
2.1 WORKFLOW ORIENTED SUPPORT 
On one side of the spectrum, both the interaction process structure and dynamics are specified in a central point, and 
all participants are playing their roles accordingly. This is the typical way workflow enactment services are 
designed. There is a strong emphasis on designing the role related protocols and exception procedures. The process 
structure is identified during the early phases of the development, the behavior of the participants is strongly 
regulated, and all the known exceptions have to be captured before the system is released for use. The main 
advantage is the clarity and visibility of the overall organizational behavior. Also, in certain organizations (e.g. 
insurance companies) it brings discipline and good quality of service. The disadvantages stem from the rigidity of 
the enacted system, and also from the difficulty to model activities that are based on social interaction, like dialogs, 
negotiations, and meetings. Moreover, any local change in behavior should be made immediately visible to the 
central point of view, and any change of the global process description will have its immediate impact on every 
participant. These make dynamic changes very difficult. If changes are inevitable and occur often, the solution is to 
maintain multiple versions of the process model, but this leads very often to errors [1]. Current research investigates 
the decentralization of the workflow definition, bringing the field closer to the agent paradigm [9]. 
 
2.2 GROUPWARE SUPPORT 
Groupware tools (or Computer Supported Cooperative Work (CSCW) – technology) help people to collaborate by 
allowing them to send information to each other [5]. Since these tools focus more on information sharing they are 
not ‘process aware’ meaning they cannot control and execute a process in an automated way unless certain extra 
(workflow) components are added. Overall, existing automation solutions do not support unstructured processes in 
which different (physically or logically) distributed participants collaborate via social interactions. More recent 
research adds decentralized workflow techniques to groupware tools. 
 
2.3 AGENT ORIENTED SUPPORT 
On the other side of the spectrum is the way to support a complex interaction process via an agent approach, where 
each agent is able to perform its own activities within the process, interacting also with other agents. The agent 
paradigm states that there are no central points of control or global representations of the process structure available 
to the agents. The agent's beliefs should be locally tuned in order to obtain a global behavior that is actually the 
desired process behavior. Although this is possible, it is extremely difficult when the process is complex and 
interaction oriented and also when the agents do not have extensive beliefs about the intricacies of the 
organizational structure. This is happening when the agents do not have enough experience in the organization (they 
are “new”). The main advantage of the agent approach is that it is easier to model dialog and unstructured 
information exchange, compared to the workflow approach. 
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2.4 OUR APPROACH 
Considering that the workflow and agent approaches are situated at the extremes of the spectrum, our approach can 
be considered as one somewhere in the middle that brings together conceptual frameworks from both agent and 
workflow methods. In a sense groupware software tends to do the same but a lack of explicit agent representation 
devoids this approach from the clarity it could have. 
We have developed a framework called the Agent Growing Environment (AGE) that enables the modeling, 
simulation and development of complex processes consisting of social interaction-based activities. Taken from the 
workflow oriented approach, AGE supports a set of interacting agents where each has an exact view of the whole 
process. The difference with the workflow approach is that beliefs of these agents are allowed to mismatch, or even 
contradict. 
The agent oriented approach let us use agents to give meaning to the concept of locality, and expand concepts 
that are ontologically defined, as belief, autonomy [4], (legal) ownership, and responsibility. Other features that 
come with the use of agents are dependability and robustness of the overall system. A feature (which is more 
common for Artificial Neural Network-based systems) that ensures that an increasing level of 'noise' will slowly 
degrade the performance of the system is called graceful degradation. It means that if more exceptions and 
unforeseen contexts occur, the number of necessary external interventions by users will not increase steeply at one 
or more points. Graceful degradation means the system will not collapse and halt due to one event, but will just 
gradually decrease performance.  
Two aspects are always interrelated for a given methodology in the MAS context. We use these to define our 
focal points for the AGE framework. 
 
• The selected agent's architecture (including the ACL the agent communication language of choice). 
• The modeling language used. 
 
2.4.1 The Agent Architecture 
Taking an internal viewpoint, the main difference between our architecture and the existing ones, is the structured, 
procedural kind of belief of the agents we call behavior. To some extent, these behaviors can be regarded as plans. 
In structural terms, these are actually workflows, capturing the way an agent beliefs he has to interact with other 
agents, all from a local perspective. The agent carrying such an interaction belief knows what it is supposed to do in 
an interaction and has expectations of what the opposite agents are doing. In other terms, the agent has an 
acquaintance model about the behavior of the agents it is interacting with. 
From an external viewpoint, we use roles (widely used in other methodologies, and put in our agent perspective 
by Stuit and Szirbik [14]), to augment the interaction descriptions and assign to them the agents that may 
participate. We use both role and interaction as building blocks for the model that a particular agent has about its 
environment.  
 
 
Figure 1: Interaction Composition Diagram 
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2.4.2 Modeling Language 
The TALL [14] language is able to capture the structure and the basic building blocks of an organization that runs 
via social interaction based processes by having special symbols for agents, roles, interactions and behaviors. TALL 
is a graphical language (as seen in figure 1 – with one kind of diagram of TALL) and allows modelers to define a 
behavior which resembles an Unified Modeling Language (UML) activity diagram with swimlanes (see figures 5, 6, 
and 7), and borrows from workflow specific languages, inspired from Petri nets (that is, differentiates between 
states and activities, unlike UML). The language has multiple purposes in the context of our research. Firstly, it is 
used for organizational modeling, helping the stakeholders of the modeling exercise to understand their organization 
and eventually change the models and based on this the organizational processes and structure. Secondly, the 
language is also used to build the simulation models, having precise denotational and operational semantics. What 
makes this language different from almost any other agent-oriented description language is its main focus on agent-
to-agent interaction. Prior to our approach interactions as explicit modeling terms (represented as elongated 
hexagons in figure 1) appeared in only in the MESSAGE approach (another modeling language framework [3]) and 
less explicitly in AORml [17] where chains of interactions can describe a process or a workflow in a diagram. The 
problem with these previous approaches is that the view is outside the agents and centralistic and the agents have to 
obey in any case these external descriptions about how they should interact. TALL allows for composition and 
decomposition of interactions. These structures are sets of cascading interactions which ultimately represent social 
interaction processes and can have local representations in each (set of) agent(s). 
Our simulations are not closed experiments. They resemble more interactive games. Players (like the ones in 
war-games) can interact with the simulated agents and change their behavior. The interaction models help the 
system to trigger top-down or bottom up other interactions, allowing that more agents are taking part in the 
simulation run.  
In figure 2, we explain how an instance of an interaction is modeled - this model can show a post-mortem of 
what happened, but also can be a snapshot of the run-time situation at a given moment. We explain later in detail (in 
section 3.2) how an interaction is executed. 
 
 
Figure 2. The model of an instance of an interaction 
 
3 ONTOLOGICAL COMMITMENTS 
The proposed ontology is centered on two basic terms: something that is performed, (the social interaction) 
something that is, (the agents) and two other secondary terms that help associate them (role and behavior). They are 
related to each other in the following sentence: Agents play roles and perform behaviors to participate in 
interactions. In the following subsections we start to detail the agent and role concept, we continue with the 
interaction and finally explain behavior. With the main constructs defined our ontological definitions for growth and 
alignment will form the bridge to the next section about the escape mode. 
 
3.1 AGENT AND ROLE 
The combination between workflow enactment and agent systems comes down to the introduction of dynamic 
assignment to a role. The occupancy of a role in a running interaction by an agent, gives a sort of dynamic identity 
to that agent identifiable by the agent in the name defined by itself in the behavior it is exhibiting during the 
interaction. The last section of the paper shows an example where behaviors are illustrated and the name of the self-
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roles appear as labels of the swimlanes marked “me” (see figure 5). In the next subsections we distinguish three 
agent meta-types (also used by Wagner [17]) that provide information about the agent's characteristics. 
 
3.1.1 Human Agent  
At the conceptual level these are representing the real humans. In the simulation these appear as simulated humans 
(and at the simulation level can be regarded as mere software components) but they are also interfaces (typical 
capabilities) between external human players and the rest of the simulation. They act as representatives of the 
external humans and relay messages from and to other agents. We consider human agents atomic and entities with a 
physical presence. 
 
3.1.2 Institutional / Organizational / Synthetic Agent 
At the conceptual and modeling levels these are abstractions that provide an interface within groups of agents. 
Synthetic agents typically don't have a responsible human attached, but a blackboard mechanism which is monitored 
by an (human) agent or external human. Synthetic agents are composed from other agents and are highly artificial 
and abstract in the sense they represent an organization or a social system. However, during simulation, these agents 
are represented as software components and can play roles and perform behaviors. The sum of all behaviors of the 
agents in the represented organization is not necessarily equal to the total set of behaviors available to the 
institutional / organizational agent. It is possible to represent and enact in simulation a synthetic agent that exhibits 
the behavior of an organisation but which has no “internal agents” yet. These agents (atomic or synthetic) can be 
added later. 
 
3.1.3 Software Agent 
These are autonomous programs that have been delegated with some of the decision making powers of a human 
agent. This can be done by identifying formal some of the behavior of the human and these representations have 
been “coded” in the software agent. It is important to note that the responsibility for any action of a software agent 
can always be traced back to a human or organization that owns the software agent (both in simulations and after 
deployment). Software agents are atomic, and are always own by a human or an organization. 
 
3.2 INTERACTION 
An interaction during AGE sessions is initiated by one of the agents, when it performs a behavior (which is running 
due to another, previously started interaction). The system starts the interaction and assigns the agent to the 
appropriate role in the interaction. The agent may or may not know the role name as known by the overall system 
(even the agent has an internal label for it – and this one can be different).If the role name does not exist yet in the 
system (the interaction is incompletely defined), the system is entering a state we call escape mode and a new role is 
added to this interaction by the experimenter - after an eventual consultation with the players. Alternatively, a new 
role can be created automatically, and the players will attach those swimlanes of their behaviors that are appropriate 
to this role, aligning also the names their use for the role to a unique label, selected by the most “powerful” agent 
present in the interaction who can be the experimenter. Normally, in other approaches, the role-names are 
considered global knowledge because they are linked to an organizational structure (or in other words: agents share 
the same ontology and problem space).  
When the agent is starting to play a role in the interaction, the rest of the roles have to be assigned to other 
agents in the system. This can be done automatically, or manually. These agents will use their existing behaviors, or 
protocols that have been previously attached to the different roles. It is desirable that all the behaviors match. If it is 
not the case, the system will resort to escape mode again, and the alignment can be achieved manually by the 
players with the help of the experimenter, or automatically, if alignment mechanism have been implemented. For 
some cases of simple behaviors and light cases of mismatch, automatic procedures for alignment have been already 
implemented (see [7]). 
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In figure 3, we present how interactions are instantiated in the system. During gaming/simulation sessions, some 
interactions and portions of the process can be carried outside the system. The role of the experimenter in this case 
is to log this external activity and try to formalize it in more behaviors and interaction descriptions. These new 
defined parts of the process can be added to the next simulation sessions. 
In AGE interactions are facilitated by a service of the system acting as a medium on the behalf of the 
experimenter. It is important to note that everything starts with an interaction. All processes are interaction driven. 
Interactions are also the abstract way to describe and visualize the simulated process. 
 
 
Figure 3. Interaction initiation. 
 
At the simulation level there are at least three roles involved when an interaction is initiated. We call the smallest 
interaction (in terms of number of roles) an atomic interaction when only two roles exchange information. However, 
there is always a third role (invisible) for the agent that facilitates the interaction set-up. This agent has with global 
knowledge, acts on the behalf of the experimenter and it is called Interaction Facilitator (IF). The description below 
and figure 3 depict the necessary steps to set up an interaction x between two agents A and B playing roles y and z 
respectively. To start with, agent A requests to participate in an interaction x. The next steps leading to the 
successful run of interaction x are the following. 
 
(1) The IF searches for interaction of type x in its knowledge base and instantiates it. 
(2) The IF queries agent A if it possesses the necessary behaviors to play role y. 
(3) Agent A has a compatible behavior and confirms. 
(4) The IF searches for an agent B and queries if B's skills to be compatible with the role z –behavior. 
(5) Agent B has a compatible behavior and confirms  
(6) The IF accepts agent B to participate in role z. 
(7) Interaction setup is complete and both swimlanes start by inserting a token in their workflow-based 
behavior descriptions. 
 
3.3 BEHAVIOR 
The third core element in the proposed ontology is behavior. It can be seen as a localized belief of an agent, or (part 
of) an interaction belief. The behavior implies action and it is represented as a structured set of activities and states. 
The ontological definition of the behavior concept is strongly related to workflow definitions. At the modeling 
level, a behavior is an abstraction of a social interaction (or business) process as it is seen from a local agent 
perspective. An agent can have a view only about its own activities, and these are structured along a swimlane that 
is tagged with the perceived name of the related role. When performing this behavior the agent is uncertain about 
the way the other agents are performing the roles involved in the interaction. In the proposed framework, it is 
preferable when agents' behaviors contain acquaintance models, that is, contain the other swimlanes that express the 
expected behavior of the other agents that participate in the interaction via roles (the examples in figures 5, 6, 7 
illustrate these). 
Two extremes in behavior descriptions can be identified. On one end there are the protocols or organizational 
behaviors which are role-bound and part of a domain's global beliefs. These can be considered as internal domain 
knowledge (sharing ontology and problem space). Nevertheless, they remain beliefs if the domain is considered part 
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of a larger encompassing domain. On the other end are the behaviors that are still unspecified, and have to be 
discovered. This discovery is usually done with the help of an expert in the performance of the tasks related to this 
behavior. During AGE gaming/simulation sessions, the external players, with the help of the experimenter, guide 
their associated simulated agent through the interaction that is unfolding. In MAS use, this happens when the user 
has to improvise an ad-hoc behavior in order to finish the interaction where he plays a role, which happens when the 
agent doesn't know what to do and resorts to its superior, i.e. escaping. In this way, the superior is instructing the 
agent how to perform the tasks this agent has not been able to execute. This is where the user intervenes and acts as 
the Deus Ex Machina (explained in paragraph 4.2). 
Initially, in the simulation model, there are no software agents. After using improvised and/or well known 
organizational behaviors (which can be regarded sometimes as organizational protocols), these behaviors can be 
reused by the agents in future interactions even they have been only partially described. If repeated improvised 
behaviors (which have to be logged) will emerge as patterns, these are candidates for behaviors that are represented 
in the simulated human and synthetic agents. These ones will be continuously improved in order to be fully usable 
by (simulated) software agents that have been “split” from their simulated human agents. When stakeholders agree, 
these behaviors can be imposed as protocols and linked to roles/interaction (and not to particular agents). With that, 
the agents are incrementally “grown” by adding new behaviors to them. 
 
3.4 GROWTH 
The concept of Agency lets us define agents at various abstraction levels. From concept to deployment, the agent-
concept is untouched, but the physical form changes drastically. One of the problems we address here is that the 
almost natural form of the agent at the conceptual level is completely different from the software program at the 
implementation level. At the conceptual level, we assume the agent to be able to grow (in knowledge e.g. beliefs) 
but at the same time we demand the agent to be part of a formal (rigid) system. One of the AGE framework's 
features is to make this possible. 
Software programs running in a system are mere collections of algorithms and abide to the rules defined for 
Turing-machines. Due to these rules, the notion of growth poses a problem, because software programs cannot 
change their internal structure (add or change internal states) without violating the bounds of the system (if a virus-
scanner is an agent, then the operating-system would be its system). One expects clever design and implementation 
of the agent will not circumvent these limitations, because agents remain Turing-machines. In that respect, our 
definition of the trigger to enter Escape mode is the same as the event where a Turing-machine enters a state which 
has no transition rules. Yet, since our primary objective is to define an agent architecture which allows agents to 
grow (i.e. have the potential to enter an 'infinite' set of states), we have to find a way out of the system. An agent 
with the Escape mode mechanism has a default transition available to it from every possible state, always and 
anytime. This transition allows the halting Turing-machine to change to a state which is defined outside its own 
system, but does exist in the encapsulating system. We can still describe the finite set of states from the perspective 
of the agent, by assuming that any state not in the agent's own system exists in the complementing systems. With 
that we defined the Escape mode-state and -transition. 
Any agent going into the Escape transition after detection of a would-be Turing-machine halt, is either entering a 
state which is defined in the encapsulating system or causes the agent's Deus Ex Machina (in that system) to also 
trigger its Escape mode. This pattern will repeat itself until there are no encapsulating systems left and ultimately 
the 'top' Deus Ex Machina is reached: the human responsible for the entire agent system (in most cases the 
experimenter). The human, which is too complex to be reduced to a Turing-machine (for the time being) which 
presumably has an (almost) infinite set of states, intervenes through its Deus Ex Machina-interface and puts the 
agent in a new state which can be created on the fly. 
 
3.5 ALIGNMENT 
Agents are primarily concerned with the interaction with other agents playing roles, by performing their behaviors. 
In the event of a halting state, the cause is most of the time a conflict between the agent's behavior and other’s 
behaviors. A behavior that does not exactly matches the opposite behavior(s) (or lack of any behavior to begin with) 
brings the agent in a state where the next action is not defined and Intervention is needed. In most cases this will 
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encompass the alignment of the agent's behavior with the opposite behaviors by changing the agent's behavior 
model. 
It is assumed that humans have (at least access to) knowledge about the entire interaction, since they exist in a 
system encapsulating (at least) the participating agent(s)'s system(s). The actions of a human aligning the behavior 
of agents in an interaction can be captured and logged as an alignment policy which can be used whenever a similar 
problem emerges (with the same pattern of interaction, roles and behaviors). The logged alignment policies can be 
considered as patches applied by the agent themselves on occasion by exception. However, the agent is also capable 
of changing its own behaviors by applying the policy and enrich itself with a new behavior. This is where the AGE 
framework displays its most important feature: growth. 
The graphical language TALL, in which we can represent behavior, allows for easy dynamic behavior editing 
and ensures soundness in respect to the rules defining Petri-nets (which in turn ensures no transitions into Turing's 
halting states). The editing tool supports the user in charge of the agent to define alignment policies which can be 
used by the agent or exchanged between agents if necessary (inter-agent-growth / alignment). The formalisms 
behind the alignment is presented by Meyer in his work [7]. 
 
4 THE ESCAPE/INTERVENTION CONCEPT 
This concept has three components. The first describes the state the agent enters when searching for help. This is 
called the Escape Mode. The second describes the entity that helps and intervenes, we call this the Deus ex Machina 
and its Intervention, and the third describes how the action taken by the Deus ex Machina in the form of 
Intervention is implemented. An agent reaching for something outside of its system is escaping (see 4.1). Something 
that changes what is inside a system without being part of it is intervening via the intervention mechanism (see 4.3). 
The definition of the intervening entity is given in 4.2. In the next section, we will give an elaborate example of 
escape and intervention. 
 
4.1 THE ESCAPE MODE 
As we stated before, an agent in AGE can go into escape mode if it recognizes a situation that demands 
intervention: when it is not possible to infer automatically which role the agent has to play in an interaction, or when 
alignment of behaviors has to be done manually. Escape mode is defined as: the state an agent enters when it fails to 
grasp a problem and needs intervention from something outside its system. The escape mode is also used when an 
agent in a game, as a representative of a participant in a process, is confronted with a situation that it is not 
empowered to take a decision and act in such context, or when the agent is programmed a-priori to go in escape 
mode on exceptional situations. The most obvious situation is where the agent has a default behavior to respond to 
an unknown situation. A concept very close to escape mode is the workflow-management (WfM) and case 
management (CM) concept of escalation [2], also encountered in some groupware application. Escalation is 
triggered when a deadline or time limit is exceeded for a work item, and immediate action is required. In CM, when 
escalation occurs, it functions as a notification mechanism contacting a number of people assigned to the case. In 
WfM, escalation corresponds to the event where the workflow instance/case (or part of) does not end in time. An 
external process is then started and takes the necessary steps to handle the situation. Often it can be resumed as an 
allocation of additional resources. 
Escape mode is the part of the mechanism that identifies the patterns of the problems in a situation (but does not 
solve them). Entering escape mode means for the agent to let some-one higher in his internal organization to take 
over. The agent's behavior becomes guided or fully conducted by a superior (expert) game player, experimenter, or 
the user after MAS deployment. To describe the nature of the superior with respect to escape mode we use a term 
from the antique Greek theatre. 
 
4.2 DEUS EX MACHINA AND INTERVENTION 
The notion of superiority is phrased by the question: "Who is in charge?" Antique theatre gives us a concept; 
something that can solve all of the present problems and fixes the story, and in the case of AGE the flow of the 
process. According to its definition in the Encyclopedia Britannica the Latin phrase deus ex machina has been 
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extended to refer to any resolution to a story which does not pay due regard to the story's internal logic. The 
resolution is so unlikely it challenges suspension of disbelief, and presumably allows the experimenter to end it in 
the way he or she wanted. In AGE, the Deus ex Machina is played by the experimenter or players who take care of 
the situations that has not been modeled. They can change (adapt) the behavior of the agents dynamically. It is 
possible that even the agents are not able to cope (they do not have the experience or domain knowledge); hence 
they relay the exceptions to their own respective Deus ex Machina, who is presumably an external expert player 
outside the current session or an organizational agent. We don't consider that the Deus ex Machina is absolutely 
necessarily a human agent. It can be a (exceptionally intelligent) software agent who can provide the necessary 
supports, this agent being always owned by an individual human or an organization. This software agent may have 
been empowered to act as a Deus ex Machina for its own organization's agents. 
Before setting up any AGE sessions some basic initial beliefs of the agents are set as an incomplete result of 
preliminary analysis. Still not present in the system are the patterns of behavior that will emerge, the complete 
hierarchy of roles and the nature of interactions that will be identified later. During this first session the Dei ex 
Machinae (at different levels) will decide which behaviors have to be carried out by themselves and which will be 
delegated to other agents. 
Experimenters control the simulation and have the constant awareness of what is going on in the system. The 
experimenter's scope is broader and deeper than that of the agents. An agent, giving a notification of an exception of 
some sort always knows there is some-one watching over it that can help in this situation. In its own ontology it can 
be defined as Superior, Employer, Owner, Parent, etc. Experimenters are able to use the logged behavior of the 
multiple Dei ex Machinae to enrich the behavior of the agents, change interactions, in short: re-model a small part 
of the simulation during the AGE sessions. Escape mode is the part of the mechanism that identifies the patterns of 
the problems in a situation (but does not solve them). Experimenters are able to use the logged behavior of the 
multiple Dei ex Machinae to enrich the behavior of the agents, change interactions, in short: re-model a small part 
of the simulation during the AGE sessions. 
 
 
Figure 4. Simplified TALL agent representation. 
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4.3 THE INTERNAL MECHANISM 
Figure 4 depicts a simplified representation of an agent. The agent is divided in three areas, each with its own 
model: 
 
- The agent model contains information about beliefs of its environment, so-called perceptions of other agents 
and behaviours. 
- The process model contains the concept of interaction, roles, protocols (assigned to interactions) and should 
represent the overall process. 
- The simulation model is the working area of the agent. The simulation model is the result of merging the 
agent- and process model, and allow the agent to try to complete the process by simulating. 
 
The influence of the Deus Ex Machina is best explained by looking at the flow of information between the agent’s 
perception of its environment (the agent- and process model) and the Deus ex Machina. Figure 5 depicts where the 
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Deus Ex Machina is able to influence the agent’s models. All of these are interventions which may or may not have 
been triggered by the agent’s escape mode. 
When we activate the agent, a Deus Ex Machina is responsible, although not necessarily required, for providing 
the agent with some preliminary knowledge (using an agent without knowledge to begin with will cost a lot of time 
to use). This is depicted by the arrows labeled ‘A’. The agent is able to start merging the agent- and process model 
into what we call interpretation in the simulation model. This is the second flow (B) of information where the Deus 
Ex Machina may choose to let the agent use only a part of its models. After the merging is complete, the Deus Ex 
Machina can let the agent simulate. During this process (C), exceptions may require the agent to stop simulating and 
solve the problems first by changing behaviour, interactions, etc. Dei Ex Machinae are able to do this on the fly, or 
when the agent has sufficient knowledge of the process, is able to propose a change itself (see section 5 for a real-
case scenario). Eventually the simulation reaches a point where the Deus Ex Machina decides the agent has 
improved (or not) and chooses to use the acquired knowledge in the simulation model to be embedded in the agent- 
and process model (D). Although this is possible even during simulation, it is recommended to do this after the 
agent reach a stable point, e.g.: a distinct cycle within the process is completed, when the process is finished, 
multiple runs of the same process are completed. 
 
 
Figure 5. Deus Ex Machina intervention. 
C: “On the fly” 
B: “Selective” 
A: “Preliminary” 
D: “Grow / Learn” 
 
5 EXAMPLE 
The exceptions that trigger the escape mode mentioned in the previous sections occur when agents encounter 
inconsistencies in their models. This example is looking specifically at the agent during simulation, where it is able 
to enter escape mode. 
The example takes places in a logistic environment, and considers the existence of three agents: a sales manager, 
a tactical production planner, and a shopfloor level scheduler. The sales manager is in charge with the relation with 
the customer, and one of his main responsibilities is to expedite orders if customers ask for it (for a price). The 
planner is in charge with the internal movement of goods through the entire business, from purchasing to sales, and 
his main role is to keep inventories and flows in balance. To insure this, he has at his disposal a set of powerful IT 
tools for planning but also execution scheduling. The scheduler is the person responsible for the shopfloor level 
execution, and usually he is not using IT tools. If he needs a schedule, the best way is to ask the planner to generate 
one for him. This arrangement is typical in production organisations where the shopfloor has a so called “jumble” 
architecture, that is, the flow of materials and manufacturing tasks is difficult to organise in the line-style, or dock-
style. Moreover, changes in the shopfloor schedules have to be registered immediately at tactical level. This is way 
scheduling remains an activity that is still linked to the planner and not the scheduler, who is in charge with 
execution time ad-hoc changes.  
In the next figures, we illustrate the situation of order expedition. The behaviours of the agents are depicted as 
interaction belief diagrams. First, in figure 6, we show the belief of the sales manager. He intends to send a request 
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to the scheduler, and a note to the planner (who is finally responsible for the actions to execute the order faster). 
After, he waits for the response, and finishes its actions depending on the result. According to the expected 
behaviours depicted in the other swimlanes, the scheduler is expected to analyze the request and make himself a re-
schedule if possible. Then, it sends a message back to the sales manager with the positive result. The planner is 
expected by the sales manager to wait for an answer from the scheduler, after it receives the request for re-
scheduling. 
In this case, the sales manager is not well aware of the way things are working in the organisation. He believes 
that the scheduler is doing the scheduling, but in reality, the planner is in charge with that. In terms of syntax, the 
process description for the ‘re-scheduling interaction’ has to contain three swimlanes. One describes the intended 
activities to be performed by the sales manager (left). The other swimlanes describe what the sales manager’s 
beliefs about the scheduler (middle) and the planner are (right). Swimlanes identify not only activity areas, but also 
the identity of the participants in the interaction (as explained in 3.1). We label the swimlane with a ‘role-name’. 
The first left-side swimlane is the one illustrating the ‘me’ behavior. We opted for adding supplementary 
information to the role name that identifies a swimlane, in the form of a predicate me, with the attributes agent id 
and agent type. Albeit being somehow redundant, that allows the analyst to see immediately whom the owner of this 
behavior description is.  
 
 
Figure 6. Interaction belief of the sales manager. 
 
In figure 7, the interaction belief of the scheduler is depicted, by using also three swimlanes. In this organisation, the 
scheduler is “far” from the sales manager. Normally, he is never directly working with him. However, due to 
personnel hierarchy reasons, he is not refusing directly a request from a sales manager, but he is answering that the 
re-scheduling is not possible. In any situation, a request will end with a failure to expedite. The behaviour of the 
scheduler is tuned to the fact that the planner is the one who is able to produce quickly and accurate tentative 
schedules for the shopfloor. If the request for expediting would have come directly from the planner, accompanied 
by a proposed schedule, the chances for a positive response would be much higher.  
In the sense of pure communication channels, the expected messages and their sequence lead to matching 
behaviours between the sales manager and the scheduler. They both send the correct messages at the right moment. 
However, the expectation that the scheduler is willing to re-schedule is a false assumption on the part of the sales 
manager. During simulation execution, because the agents are not blocking tokens from reaching the last place in 
the Petri-Net; their behaviour is performed without fail and does not trigger automatically the escape mode. That 
means that the repetitive negative response of the scheduler can only be discovered by an external observer of the 
process. In case that this observer exists and is able to find a solution (for example by changing the behaviour of the 
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sales manager), such an action qualifies as an intervention (action A or C in figure 5). A kind of trigger for escape 
could be a simple rule for the sales manager that after a certain number of negative responses, he automatically 
invokes the intervention. In a more generic setting, low performance indicators of various agents can be used as 
escape mode triggers implemented as self-reflective rules. 
 
 
Figure 7. Interaction belief of the scheduler. 
 
Considering the behaviour of the scheduler once more, we have to emphasise that he is aware that the planner is 
able to generate plans. Figure 8 depicts two interaction beliefs from the perspective of the scheduler (a) and the 
planner (b) of how this interaction takes place. When the scheduler has a problem, and needs a new schedule, he 
asks the planner to provide him with one generated by its automatic capability. 
If these three agents would exchange their beliefs about their behaviours, the sales manager would realize the 
response from the scheduler is always negative, and that the planner is actually responsible for the re-scheduling. 
This kind of behavioural alignment is called “a priori” alignment, and it is discussed in [7]. 
 
(a) IB of  scheduler (b) IB of planner 
Figure 8. The agents’ interaction beliefs. 
 
In the case that the Deus ex Machine intervenes after the escape of one of the sales managers, due to poor 
performance for example, the corrected situation, in terms of a proposed workflow between the three agents, could 
be the solution depicted in figure 9. Here, the request is always sent first to the planner, who makes a tentative 
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schedule, which is sent to the shopfloor, where it could be carried out or not. The agents can learn this new 
behaviour and for the time being, the interaction behaviours will be aligned.  
If we consider that a new sales manager appears in the environment, and he does not know that he has to 
expedite orders through the planner and not the scheduler, that will mean that we are back to the situation presented 
in figure 6. To avoid this situation, the simplest solution is to enable the behaviour of the scheduler with an escape 
trigger. In figure 7, the scheduler was allowed to receive a request message from the sales manager. This should 
remain always possible, in order to keep the communication channels open. However, due to the fact that there is no 
longer a possibility modelled in the behaviour of the scheduler (which changed from the one in figure 6 to the one 
in figure 9), receiving the message will automatically trigger an escape, because the scheduler agent “does not 
know” what to do with a message from the sales manager. As explained in section 3.4 and according to the token-
flow rules in Petri-Nets, a token will be stuck in a place between the agents (a messageplace) and will lead to 
automatic escape to the Dues Ex Machina. 
 
 
Figure 9. The adapted behaviours of the sales manager, scheduler and planner. 
 
6 DISCUSSION 
In real organisations, as the one discussed in the above example, this pattern of error detection, correction from 
hierarchically superior participants, and local learning by agents, is one of the most basic ways to adjust to various 
forms of change. Change can appear as an infusion of new ideas, appearance/disappearance of new agents in the 
organisation, pressure from the environment to change, etc. This pattern of adapting to change is typical for 
interactional processes, and it is natural to use tools and methods inspired from process management. Albeit human 
agents are not representing mentally their interaction beliefs as graphs (maybe with the exception of those humans 
who are working intensively with workflow systems that are based on graphical languages), they are very good in 
understanding a process description that is depicted by a flowchart, Petri-net, or something alike. If a process is to 
be supported by software agents in a one-human-to-one-software-agent fashion, the interaction behaviours of these 
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agents are presented to their owners in graphical form, and the owners could intervene when necessary by changing 
these depictions on the fly. That means that the software agents change their behaviour according with the new 
understandings of their owners, who respond to escapes triggered by built-in mechanisms of the software agents. 
They may also intervene when they observe that the behaviour of their agents is not aligned with the behaviour of 
other agents. Escape and intervention may occur in a simulation of the process, in a controlled environment, but it 
can also happen during the usage of a real multi-agent system that supports a running business process. 
By enriching incrementally the behavior of the agents, we can say that agents “grow”. The escape/intervention 
rate decreases and the game/simulation does not have to be controlled from “outside” by the human players and 
experimenters (the Dei ex Machinae). With this growth, control of the overall process will emerge “inside-out”. 
 
7 CONCLUSION AND FUTURE WORK 
The interaction and escape are patterns that are inspired from real-life social interactions, commonly encountered in 
organizations and social settings where the actors that interact for a meaningful purpose (societal or business-like 
goal). In these settings, escape and intervention happen more often when the actors have limited experience and 
knowledge about how the objectives are achieved via a common collaborative effort of all the actors. Human actors 
who are not sure what to do in a certain situation are asking either other actors with whom they interact for help, but 
more natural is to ask a hierarchically superior actor, who supposedly “knows better”, and can take responsibility. In 
a symmetric way, hierarchically superior agents intervene when they detect that the activity of subordinate agents is 
not up to their expectations, or when they are just making blatant mistakes. They will try to correct the behavior of 
the subordinate agents, according to their experience and views. Of course, the intervention derived change can go 
in the other way, sometimes the superior agent realizes that the subordinate is exhibiting the correct behavior and 
he, the superior agent, has to adapt its own views. 
When developing support software, in the form of a MAS, most of the current approaches tend to model the 
behavior of the agents in its entirety (as perceived from the system requirements), before the system has any role in 
support. Of course, requirements are usually implemented iteratively, and after each iteration, testing (which can be 
realized via scenario testing) is performed. However the system will exhibit support characteristics only when most 
of the systems requirements have been implemented. Our approach is rather different. We start with a model that 
has “empty” agents, and the process is carried out via escape and interventions of the players and experimenters that 
participate in the interactive simulation game. Basically, these players are “piloting” the simulated agents, guiding 
them in all the necessary social interactions. All activities and information passing is logged, this providing the basis 
for building the base of the local interaction beliefs (behavioral descriptions). As the simulation game progresses in 
complexity, trying more scenarios and looking for exceptions, the agents grow their behavioral base and the process 
is emerging as an internal capability of the simulated agents, and becomes less piloted by the external players. 
In an ideal situation, the players can be completely satisfied with the ways the process is carried out, and the 
simulated agents become the software agents of the MAS used for support in the real organization. If the simulation 
and grow supposedly covered all the potential scenarios (which is of course impossible), in theory, the MAS can run 
the process by itself, without human intervention. In reality, such a situation is naturally impossible, and humans are 
needed to intervene in unforeseen circumstances and also help escaping software agents. That leads to the necessity 
to leave the MAS with the same capabilities for escape and intervention as in the simulated environment provided 
by AGE. Actually, the infrastructure we intend to use for the MAS, after the system is deployed is just a variant of 
the one used in simulation and growth. 
One of our immediate future steps is to deploy the framework in a real environment. Currently we are preparing 
a pilot [10] with a major gas transporting company, where an AGE-derived MAS will support the complex short 
term contracting process with shippers and brokers. The MAS will cover not only support for the inter-
organizational area between the transporter and the rest, but will include actors (synthetic and individual humans) 
from within these organizations.  
Another direction for research, where results have been already published [7] is to reduce the 
escape/intervention rate. Currently, this is slowing down growth and necessitates very long game/simulation 
sessions and players time. We have implemented some simple automatic alignment algorithms and also investigated 
how to formalize alignment policies and how to select them. A very interesting avenue for research is to enable 
software agents themselves to help escaping agents and intervene when necessary. This is in line with the desire to 
have the graceful degradation characteristic for our MAS. 
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Finally, we consider that any ontologically-based development (as is the conceptual architecture, description 
languages, development philosophy) should be inspired and motivated by a social context. As connectionism was 
inspired by the brain, evolutionary computing by genetics, e-commerce applications rely on trust models, agent-
oriented technologies should be driven by observed patterns from collaborative behaviors and social interactions. 
Other researchers have been pointing this out for a time, but it is surprising how few patterns of this kind have been 
added to the agent methods in the last decade. We hope that this natural social pattern of escape/intervention will 
prove the merits in agent-oriented developments. 
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Abstract 
This paper is about the development of collaboration enforcing technology for shifting attitudes of 
participants in conflict via a narration task. The work is based on two cultural elements: conflict 
resolution theory and the design of a collaborative tabletop interface aimed specifically for the task. The 
two main research questions are: Does a face-to-face collaboration-enforcing interface for negotiating 
narration facilitate a change of attitudes and contribute to reconciliation? Can this interface be an 
alternative to a typical face-to-face moderated discussion? In this paper the theoretical background, the 
design of the interface and the first pilot studies with Arab and Jewish participants are described. 
 
Keywords:  Multiple-user interfaces, conflict resolution, social interaction, collaboration. 
 
1 INTRODUCTION 
The study described in this paper aims to explore the role of a technology for enforcing collaboration in shifting 
attitudes of participants in conflict via a narration task. The general claim is that participants may achieve a 
greater understanding of and appreciation for the other’s viewpoint under conditions that support partaking in a 
joint task and creating a shared narration. The application-oriented specific goal is to provide technology that can 
help shift attitudes of youth in conflict towards more positive views of each other via interactions and joint 
actions that take place during a collaborative narration task.  The work is based on two cultural elements: conflict 
resolution theory and the design of a collaborative tabletop interface aimed specifically for the task. The two 
main research questions are:  
• Does a face-to-face collaboration-enforcing interface for negotiating narration facilitate a change of attitudes 
and contribute to reconciliation? 
• Can this interface be an alternative to a typical face-to-face moderated discussion? 
A specific software has been designed for use with the DiamondTouch (DT) [1], a multi-user, touch-
and-gesture-activated screen designed to support small-group collaboration. The DT has a 32-inch diagonal 
surface (a 42-inch diagonal display is also available) that can be placed flat on a standard table. The graphical 
user interface (GUI) is projected onto this surface. It contains an array of antennas embedded in the touch 
surface. Each antenna transmits a unique signal. Each user has a separate receiver, connected to the user, 
typically through the user's chair. When a user touches the surface, antennas near the touch point couple an 
extremely small amount of signal through the user's body and to the receiver. This technology supports multiple 
touches by a single user and distinguishes between simultaneous inputs from multiple users.  
In a previous study, Zancanaro et al. [2] have developed the enforced collaboration concept in the 
StoryTable interface based on the Diamond Touch, which is aimed at fostering collaboration between children 
while telling a story. The StoryTable displays virtual environments where users are able to manipulate objects 
and characters within the context of a specific background setting.  The StoryTable technology supports multiple 
users, including successive or in-tandem actions such as simultaneous touch commands and multi-user drag-and-
drop acts. The key idea beyond the Story Table is the so-called enforced collaboration: by requiring some 
specific action to be carried out “physically” together (like, for example, pushing together a button to listen the 
whole story) it may foster collaboration at a higher level. The StoryTable was evaluated with normative children 
in two trials followed by a user study in a local school at Trento, Italy [2, 3]. The results showed that forced 
multi-user operations were a powerful means by which cooperation could be stimulated being the stories 
produced more balanced and richer than in a control condition. Our research group has recently begun a study 
using the same technology as an intervention for children with high functioning autism.  The results, to date, 
demonstrate the effectiveness of the enforced collaboration for promoting adaptive social behaviors in this 
population [4]. 
In contrast to the previous design aimed at children’s narration (cf. [2]), the Narration Negotiation and 
Reconciliation Table (known as NNR Table) is specifically inspired by conflict resolution theory and meant for 
teenaged and young adult participants. It was designed by a multi-disciplinary team including psychologists, 
conflict resolution experts and computer scientists.  
The specific population target in our first study is Jewish and Arab youth.  Feelings of mistrust, hate and 
radicalization are common between the Arab and Jewish populations in Israel and in the Territories of the 
Palestinian Authority. Any intervention will be important for experimental study since it has the potential to 
have a real impact on the situation. At this stage we have conducted a series of pilot studies with the NNR Table 
software and anticipate that the use of the enforced collaboration together with conflict resolution-based 
intervention during the shared narrative task will positively affect the attitudes of the Jewish and Arab youth 
towards each other.    In this paradigm, story-telling partners (Jewish-Arab pairs) work in tandem to create and 
record a shared story each in their own language (supported by simultaneously translation to English to ensure 
that both partners fully understand the entire story).  Collaboration is enforced by means of programmed 
functions which require both partners to jointly activate the DT.  Intervention during the story-telling sessions is 
provided in accordance with the different phases of conflict escalation and conflict resolution theory. The entire 
session is videotaped.  Participant behaviors are coded and all verbal interactions (metacommunication and the 
stories themselves) are recorded for subsequent analysis.   
2 CONFLICT RESOLUTION THEORIES  
Both the background and the rationale of this study are based on theoretical models of conflict 
escalation and conflict resolution.  There is no agreed upon definition as to what conflict resolution is. The 
disagreement revolves around the boundaries of the field [5]. This includes both the definition of the problem 
and the solution. On the level of problem definition, some [e.g., 6] make a distinction between conflict and 
dispute, others [e.g., 8] between different types of conflicts and still others [e.g., 7] between conflict resolution 
and related fields such as peace education. The types of conflicts described include conflict of interest, conflict 
of understanding and conflict of ideologies [e.g., 8]. Conflict of interest has been conceptualized in terms of gain 
and loss; in other words, the gain of one party is the loss of the other. Conflict of understanding is a 
disagreement on method, that is, on the ways to accomplish a common goal.  
Conflicting ideologies occur when the conflict of interest arises on ideological, rather than material 
grounds and these may be related to cultural differences. The impact of cultural differences as a source of 
conflict was initially introduced and developed by [9]. Finally, Burton [3] distinguished between conflict and 
dispute. The distinction is similar but not identical to the one between conflict of interest and conflict of 
understanding. Dispute occurs in cases of misunderstanding, while conflict arises when a party is deprived of 
something that he or she defines as basic human need.  
Conflict resolution is a concept that involves acting to resolve a conflict. The various types of 
intervention models vary along several dimensions.  One dimension is related to the role of the third party (the 
moderator), and his/her mode and level of involvement.  Another is the level of intervention and change, ranging 
from the personal individual to the interpersonal or inter-group levels. A third dimension is the object of change, 
which may be behavior, cognition, emotions or all of these together. The literature emphasizes the need to teach 
conflict resolution skills in the context of youth’s developmental process to ensure optimal development, ability 
to deal with life stressors and being able to handle the high risk of being engaged in violence [10, 11]. In the 
scope of the present study, we have implemented several theoretical principles of the conflict resolution theories.   
We have implemented two types of moderation: one which is human, performed by a research assistant, limited 
to giving instructions; the other is performed by the technology, having designed an artifact called Point of 
Disagreement, henceforth POD, that allows each participant to explicitly express his disagreement with the 
other's party position, and proposing an alternative. The selection of the preferred choice is physically enforced, 
for instance, by throwing the non-agreed contents to a trash as a joint action, meaning that both participants have 
to drag the deleted content to the trash bin together. Thus, in general, during the experimental task the 
intervention occurs at the behavioral level, aiming to affect the cognitive and emotional levels of both 
participants at a personal level.   
3 TECHNOLOGY DESIGN 
For the current application we have designed a software interface that supports the telling of a joint narrative.  As 
shown in the schematic representation shown in Figure 1, the interface consists of a Picture Repository in which 
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are located photographs depicting scenes related to the life for Jews and Arabs in Israel.   The photos, which 
have been selected by polling the target population during a preliminary study, represent all aspects of life from 
innocuous settings (e.g., eating in a restaurant) to positive interactions (e.g., a Jew and Arab meeting in a social 
setting) to negative interactions (e.g., a Jew and Arab in conflict such as a protest demonstration).  The users 
produce a joint narrative on the StoryBox by successively creating Units of a MultiMedia User Story (UMMUS).  
The UMMUS are generated by placing photos in the UMMUS Editor and recording an appropriate voice 
snippet. Every UMMUS has a background color, corresponding to its creator.  If one user disagrees with the 
UMMUS placed in the StoryBox by his partner, he places a Point of Disagreement (POD) around that UMMUS 
and creates an alternate UMMUS.  The partner can then generate yet another UMMUS for consideration, or he 
can agree to remove his first UMMUS.   
The unique feature of this interface is the ability to enable either individual or joint actions.  As listed in 
Table 1, certain actions are carried out by each user on his own.  Thus each user is able to construct a new 
UMMUS, to insert it into the StoryBox, and to create a POD on his partner’s UMMUS (i.e., individual actions).  
In contrast, other actions may only be carried out when both users act in tandem.  For example, an UMMUS may 
be moved to another location in the StoryBox, a POD may be removed and the final narration approved only 
when both users act together (i.e., joint actions).   
 A deliberate balance between individual and joint actions was sought in order to encourage freedom of 
expression in narrating the story while enforcing the two partners to consider each other’s points of view.  The 
interaction thus occurs first at an intellectual level as each reflects upon the other’s choice of pictures and 
narrated commentary.   But the obligatory simultaneous tangible actions serve to encourage the users to interact 
at a physical level as well.  
 Figs. 2 and 3 show screen shots of the actual software interface at two different stages of the narration.   
Fig. 2 shows the StoryBox when two UMMUS have been created by one user (green background) and one 
UMMUS has been created by a second user (blue background) and inserted into the StoryBox.  Fig. 3 shows a 
screen shot of the StoryBox after two Points of Disagreement have been created. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Trash Bin 
StoryBox
Points of 
Disagreement 
Units of MultiMedia User Story 
(UMMS) 
Picture Repository 
UMMUS Editor 
 
Figure 1. Conceptualization of interface design for the Narration Negotiation and Reconciliation Table (NNR Table) 
showing the main functions including the StoryBox, Units of MultiMedia Story (UMMUS), UMMUS editor, Picture 
repository, Points of disagreement and Trash bin. 
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StoryTable Actions Individual or Joint 
Construct new Unit of MultiMedia Story 
(UMMUS) 
Individual 
Insert new UMMUS into StoryBox Individual 
Create a Point of Disagreement (POD) box  Individual 
Insert an alternative UMMUS in POD Individual 
Delete a UMMUS Individual 
Move UMMUS from its original position  Joint 
Remove a POD Joint 
Retrieve discarded UMMUS Joint 
Listen to narration Joint 
Approve the narration Joint 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Table 1. Main NNR Table actions showing whether they can be performed by a 
single user (individual) or by both users together (joint).    Units of MultiMedia 
User Story (UMMUS), UUMUS Editor, Picture repository, Points of disagreement 
and Trash bin. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Screen shot of the NNR Table showing the Picture 
repository, Points of Disagreement and Trash bin.  Two 
UMMUS have been created by one user (green background) 
and one UMMUS has been created by a second user (blue 
background) and inserted into the StoryBox.  
Figure 3. Screen shot of the NNR Table after two 
Points of Disagreement have been created.  
 
4 DESIGN IMPLEMENTATION 
The NNR Table application has been implemented on top of RWF, Rotatable Windows Framework, developed 
at Irst. The framework, implemented in Microsoft .NET and already compatible with Windows Vista, allows the 
manipulation of graphical objects exploiting the power of the operative system to perform low level operations 
like moving, drawing and rotating widgets. A Rotatable Window can contain any kind of graphical widget 
(picture, drawing, button, etc.) and allows the definition of different actions according to the events fired by the 
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Diamond Touch (e.g. single versus joint click, dragging of a window over another).  Moreover the RWF extends 
the pointing and clicking model of the system, based on the mouse, to allow multiple and simultaneous 
interaction with graphical objects, based on the DT. This required the extension of the current desktop 
interaction paradigm, which allows manipulating one widget at a time via the mouse. The RWF detects events 
from the DT and converts them in standard mouse events, e.g. MouseDown, DragOver, enriched with 
information about the position of users’ touching points and users’ identity.  
The implementation of the system started by a table of requirements on the lines described earlier. 
Besides this, the analysis of filmed low-fi experiments helped to identify possible features needed by users 
during the interaction with the system. 
The UMMUS is the basic information unit of the application. It is a rotatable window that can be freely 
moved either by a single user or simultaneously by both users, according to the rotate translate algorithm [12]. 
Unlike DiamondSpin, the reference point of manipulation actions (move or rotate) is not the center of the table 
but the point where the user(s) touch(es) the rotatable window. Each UMMUS contains a picture (optional) and 
two audio snippets, which can be recorded by users through the Editor (see below). The first audio snippet is 
registered in the original language (Hebrew or Arab), whereas a translator can provide an English version of the 
snippet.   
The Multimedia Editor is a device that stores a UMMUS and allows loading a picture and recording 
speech. It also allows changing the background color and to store the title (with a keyboard or, in the future, 
through speech recognition). When an UMMUS is loaded with audio and image and/or title, we call it a “loaded 
UMMUS”. A loaded UMMUS belongs to the user that loaded it and the property is visually marked by a colored 
frame. The other participant(s) cannot delete or change it but they can listen to the audio by pressing the “play” 
button (if the UMMUS contains a translation, a checkbox allows to select the original language instead). 
UMMUSs are stored in the NNR Table working space. 
The play button (on the upper left) allows the playback of the audio snippets associated to the UMMUS. 
The toggle button (at the bottom left) enables the choice of the audio snippet to be played or recorded. Every 
UMMUS has a background color, corresponding to its owner. UMMUS can be moved freely on the stage by 
anyone, but some actions can be performed only by the owner. For example only the owner can edit, trash or 
insert in the Story Box a UMMUS.  
The Editor is the widget that allows the editing of existing UMMUS or the creation of new ones. 
Dragging a picture on the Editor creates a new UMMUS. Dragging a UMMUS from the stage to the Editor 
enabled the editing mode, which allows the user to change the picture and the audio snippet. A UMMUS has to 
contain at least one audio snippet before it can be removed from the Editor. Only the owner of a UMMUS can 
modify it.  
The Picture Repository is a scrollable list of picture that can be used to build UMMUS, whereas he 
Trashcan contains UMMUS that have been discarded by users. 
The StoryBox is the main widget of the application. It is the “field” where collaboration occurs via 
putting new UMMUS in the story, moving them or "negotiating" by inserting a POD to a partner's UMMUS and 
adding an alternative. UMMUS are vertically oriented so to be more accessible by both users, which are 
supposed to sit in front of each other.  A StoryBox is a place where the users can negotiate the process of  
“sequencing” some of the UMMUS produced in order to have a (coherent) shared narration.  The NNR Table is 
more than just a container for passive objects; rather it contains the basic mechanism to foster collaboration and 
recognition of the others through a set of predefined actions, as listed in Table 1). For example, we have “stalling 
situations” where the users cannot proceed if they do not agree. This is accomplished by imposing some 
constraints on the actions that can be done by the users and by the necessity of having some action to be 
performed together (multi-user action).  
The StoryBox has a structure that allows: 
1. insert a UMMUS, in a  position in the sequence (to express the creators' willingness to have it as part of 
the shared narration) 
2. insert a POD (point of disagreement). A POD  states in an explicit way the disagreement on some 
UMMUS (points of local conflict in the narration) 
3. provide possible actions for realizing a compromise through negotiations that are: 
a)  local with a joint action for solving the point of conflict.  
b) involving two points of conflict (“I concede on this point if you concede on that point”).  
Metacommunication among participants (for instance for deciding a joint action) is external to the table, 
but can be recorded together with everything else. 
4.  closing the narration as a joint act of approval. In order to close the narration all PODS should be solved 
(there are no remaining PODS on the StoryBox). 
Given that the beginning of a joint story is a key point the system, in the joint phase, places the first 
UMMUS of the story by default. It is a special UMMUS, with a neutral color, which can be configured by 
experimenters before starting the application. 
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Another important issue faced during the implementation is the ‘fairness’ of widgets disposition, 
especially in the joint scenario. In table top interfaces there is no orientation that is, the application can be 
accessed from any point of the table. In our scenario, such a feature is simplified by assuming that users sit one 
in front of each other. This led us to implement the initial disposition of widgets so that each one is vertically 
oriented, apart from the Story box that is placed in the center, in order to not show a kind of “preference” of the 
system towards one of the two users. 
5 PARADIGM 
5.1 PROTOCOL  
The target population includes Jewish-Arab pairs of youth aged 15-16 years who act story-telling partners.  They 
work in tandem to create and record a shared narrative for three hypothetical audiences -- Jewish, Arab, and a 
third party who is not involved in the conflict.  The pairs jointly prepare and tell a story, each in their own 
language (supported by simultaneously translation to English to ensure that both partners fully understand the 
story). 
Collaboration is enforced by means of programmed functions which require both partners to jointly 
activate the NNR Table.  During the story-telling session the intervention is conducted by a moderator who  
provides guidance in accordance with the different phases of conflict escalation, negotiation and resolution 
theory.  The entire session is videotaped and participant behaviors are coded such that all verbal interactions 
(negotiations and the stories themselves) are transcribed for subsequent analysis.   
The participants are instructed to view a presentation of photos from various situations between 
Palestinian Arabs and Israeli Jews.  After they view the presentation, they are asked to each prepare a short 
narrative of their interpretation of the conflict using a subset of the photos.  After they both complete their 
individual stories they are to prepare an agreed upon narrative of what they saw using recorded parts of stories 
that they previously prepared, or adding new ones when needed.  The narrative seeks to present a fair account of 
the conflict and the reasons behind it. 
5.2 OUTCOME MEASURES 
The present study aims to affect the cognitive and emotional levels of both participants at a personal level.. It has 
been found that many joint activity interventions improve inter-individual attitudes but do not shift inter-group 
attitudes [13]. Since the storytelling manipulation involves engaging with controversial issues from a perspective 
associated with the other group, we also expect to have some impact on the perception of inter-group attitudes.  
Thus the outcome measures relate to the other as individual and the conflict as attitudes towards the other as a 
group.  
The outcome measures relate to diverse dimensions of the intervention and its outcomes: 
1. Attitudinal effect – Comparative Pre-Post analysis within groups  
• The conflict (group) 
• The other (individual) 
• Change of the conflict situation (group) 
• Future - Perception of the conflict (group) and other (individual) in 10 years. 
2. Process analysis - within groups – based on the escalation/de-escalation theory categories – content 
analysis (from videos)  
3. Structural ST analysis – within groups - total length of story, number of PODs, number of contents 
each part proposed within a PODs, success story, etc (based on log file analysis).and the contribution of 
the technological moderation artifact (the POD) to conflict resolution.  
 
6 PILOT STUDIES 
6.1 "LOW TECH" VERSION OF THE STORYBOX 
During the last year we carried out a number of pilot studies in order to achieve an ongoing formative evaluation 
aimed at providing feedback to the design and development teams. Two participants participated in each session, 
an Israeli Arab and an Israeli Jew, ranging in age from 17 to 25 years. The first four pilot sessions were 
conducted with a "Low Tech" version of the NNR Table prototype. The study objective was described to the 
participants and they viewed an initial stimulus designed to arouse their feelings about controversial situations in 
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the Middle East.  During two sessions, the pre-narration stimulus consisted of a short video clip showing Israeli 
soldiers responses to an Arab child wearing an explosive belt.  During other sessions, a series of photos 
illustrating various scenes of life in Israel and the Palestinian Authority were used. 
We conducted four "Low Tech" pilot sessions, each lasting about 1-1/2 hours. The "Low Tech" 
prototype version consisted of a large cardboard surface, shown in Fig. 4, that simulated graphically all the 
functions that were defined for the "High Tech” version. It included the StoryBox  (shown as a movie strip with 
empty frames), a set of printed photos for the Picture Repository, two sets of colored frames (one for each 
participant), a set of black frames to represent the PODs, a Trash can to contain deleted UMMUS and a photo of 
a tape recorder to represent the UMMUS Editor. To create an UMMUS, the participant selected a photo, 
attached it to one of his colored frames, and told a short segment of the story. The moderator wrote down this 
segment, attached it to the UMMUS and the participant then put the UMMUS in the StoryBox. The other 
participant then created his own UMMUS in the same manner, and added it to the StoryBox. When a participant 
disagreed with an UMMUS inserted by his partner, he took a POD frame, put it on the disputed UMMUS and 
added an alternative UMMUS that he created. In order to remove an UMMUS within a POD, both participants 
had to touch it and take it to the Trash can. Each participant spoke in his original language (Arabic or Hebrew), 
and a translator rendered the segment into English (a language understood but not necessarily spoken by both 
participants).  The moderator also wrote down and attached the translated segment to the UMMUS.  After the 
participants agreed to remove all the PODs, the moderator read the shared narration in English to the 
participants, and verified that it was approved by both participants. They agreed on the final version by jointly 
touching the End "button". The whole session was video recorded for further analysis. At the end of the session 
the moderator interviewed the participants about their attitudes towards the task, its conceptual design and the 
intervention paradigm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.   The left photo show two participants using the "Low Tech" prototype of the NNR Table.  The 
right photo shows one participant creating an UMMUS. 
 
6.2 "HIGH TECH" VERSION OF THE STORYBOX 
The "High Tech" version has recently been completed. Functional evaluations were performed by the research 
team to ensure that all functions were properly implemented and debugged.  The sessions were video recorded, 
and a log file was created that stored all participants' actions.  Two pilots with pairs of participants were 
conducted applying the same intervention protocol that was used in the "Low Tech" version. The majority of the 
actions (individual and shared) were clearly understood and properly used by the participants. The participants, 
who did not know each other in advance, were able to create a coherent and interesting narration that consisted 
of an initial neutral introduction to the conflict, an escalation of the conflict and then a resolution of the conflict.  
The created a total of 15 UMMUS to reflect these successive phases.  However, although conflict was clearly 
evident, they chose to represent it via alternate UMMUS that were placed in the StoryBox rather than using the 
POD function.  During a focused discussion after the intervention it became clear that further instruction in the 
concept of the POD and a demonstration of its use is necessary.  The POD function, more than any other in the 
NNR Table is novel to the participants and much to rehearsed prior to the intervention.  It was interesting that the 
participants discovered an alternate method (agreement to jointly remove their UMMUS) as a way to resolve the 
conflict in the absence of sufficient knowledge of the POD.  Fig. 5 shows a view of the NNR Table with the 
completed narration (contained in the UMMUS).  Fig. 6 shows the two participants with the moderator during 
the focused discussion following the intervention.  
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6  CONCLUSIONS 
The study described in this paper aimed to explore the role of a technology for enforcing collaboration in shifting 
attitudes of participants in conflict via a narration task. The general claim is that participants may achieve a 
greater understanding of and appreciation for the other’s viewpoint under conditions that support partaking in a 
joint task and creating a shared narration. The application-oriented specific goal is to provide technology that can 
help shift attitudes of youth in conflict towards more positive views of each other via interactions and joint 
actions that take place during a collaborative narration task.  The work is based on two cultural elements: conflict 
resolution theory and the design of a collaborative tabletop interface aimed specifically for the task. 
The results of the interviews and the video analysis helped to improve the conceptual design and the 
intervention protocol.  For example, we found that the participants tended to narrate a story too similar to the 
pre-narration stimulus when a video clip was used.  The initial set of photos used was very harsh and participants 
either felt obliged to tell a “severe” story or declined to continue the intervention.  We are ultimately using pre-
narration photos based on a preliminary study in which youth of the same age as our target population select 
photos that represent a range of both positive and negative situations.   
Another issue that arose from these pilot studies is related to the translation of the narration.  The presence of a 
translator was definitely felt to be intrusive in the sense of distancing the participants from each other and 
making the narration less fluid and more awkward.  In some cases, the Arabic speaking participant knew Hebrew 
and did not need the translation.  As a result of these experiences, we are currently considering alternate methods 
including a counter-balanced design in which some of the Jewish-Arab participant pairs will interact in Hebrew 
and others in Arabic.  In such a case, an Arab moderator will run the Hebrew intervention and a Jewish 
moderator will run the Arabic intervention.    
In summary, the initial results demonstrate the potential of the NNR Table as an aid to the 
understanding of conflict negotiation and an original way to engage participants in shared actions as a means for 
fostering acceptance.    Our current efforts are directed towards the running of the full study on pairs of Israeli 
and Arab youth who live within Israel.  We then intend to apply it to even more contentious populations, where 
it will be used with pairs of Israeli and Palestinian youth.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.   A view of the NNT table during one of the HighTech pilot studies.   
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Figure 6.   The two participants with the moderator during the focused discussion following the intervention. 
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Abstract 
Research in Social Intelligence has been concerned with the cross-cultural aspects of intelligent behavior. 
This paper describes part of a research program that aims at developing a cross-cultural design framework 
for color selection in Web pages. In the first stage of this program, an experiment was conducted that 
compares the color preferences of a group of 53 Korean subjects with a matched group of 53 English 
subjects.  Based on the study of the color books it was predicted that Korean subjects prefer soft, bright and 
pastel tone colors, whereas English subjects prefer strong, dark, dull and intense colors. The results 
confirmed the hypothesis and the differences in the color preferences between Korean and English subjects 
was significant (p < 0.005). This result facilitates future steps of the research program, which will be 
concerned with the semantics and the contextual effects of color perception.  
 
Keywords: Cross-Cultural Social Intelligence, Color Preferences, Culture-dependent Design, Semantics and 
Context of Color Preferences. 
 
1 INTRODUCTION 
Various authors have attempted to define the concept of social intelligence [1][2][3][4]. For instance Kinoshita [3] 
has characterized social intelligence as “intelligence needed to get along within society” and Marlow [1] has offered 
the definition of “the ability to understand the feelings, thoughts, and behavior of persons, including oneself, in 
interpersonal situations and to act appropriately upon that understanding”. Ascalon et al. [4] have particularly 
emphasized the cross-cultural aspects of social intelligence. They defined cross-cultural social intelligence (CCSI) 
as grounded in three propositions. First, CCSI is viewed as an extension of social intelligence. Second, social 
intelligence cannot adequately explain effective interpersonal behavior across cultures. This assertion is based on 
the assumptions that social intelligence is culturally-bound [5] and that cultures differ [6][7][8] Third, the 
effectiveness is judged with reference to empathy and non-ethnocentrism, which are derived from the social 
intelligence [9][10][11][12] and cross-cultural [13][14][15][16][17][18][8] 
Therefore, Ascalon et al. [4] argue that CCSI includes the abilities of 
? understanding non-verbal cues in different cultures 
? generating social inferences in different social situations 
? achieving social objectives in different cultural interactions based on the understanding of cultural differences. 
These requirements play a crucial role in the design of e-commerce Web sites. As markets become increasingly 
global, organizations need not only to address the needs in different cultures but also communicate their objectives 
in different cultural interactions. This communication has a nonverbal component, in addition to the usual verbal 
communication. There are many words to express human emotions and thoughts and in a similar way, colors have 
been used [19]. If commercial Web sites want to communicate such non-verbal messages, color becomes a crucial 
issue. Typically, designers rely on design frameworks. These include guidelines for suitable color, font, or style 
combinations. 
Unfortunately, such frameworks offer no cross-cultural dimension. Therefore, the authors have started a research 
program with the objective to develop such a cross-cultural framework that is capable to help designers in England 
to develop Web sites that are attractive for Koreans and vice versa. This paper describes the first experiment of the 
research program. In this experiment the color preferences among English and Korean subjects were established. 
This experiment was informed by Korean and English color books [19][20][21][22]. These books list colors and 
color combinations typically used in English and Korean designs but the differences are only general and implicit 
and also there are different color books in Korea and in the UK. Based on the study of the color books it was 
predicted that Korean subjects prefer soft, bright and pastel tone colors, whereas English subjects prefer strong, dark, 
dull and intense colors. This hypothesis is in line with philosophical perspectives that have traditionally influenced 
Koreans’ preference in color selection: These include the theory of Yin and Yang [23] the nature-friendship 
perspective [24] and aspects of heaven worship [24]. 
 
The theory of Yin and Yang that was developed in China exerts great influence on the view of colors among 
Chinese people, but also among Koreans and Japanese [25][23] and other peoples in the East Asian and South-East 
Asian regions. This is due to a strong Chinese cultural influence in ancient times, when China was the centre of an 
East Asian culture. In the Chinese symbolic system, four gods (blue dragon, red phoenix, black turtle and white 
tiger) are associated with five elements. The colors that are associated with them are blue, red, black and white 
[26]. Kim [26] also has pointed out that these colors, in a sense of a color scheme were related to the directions as 
blue (east), red (south), yellow (centre), white (west) and black (north).   
 
The friendship attitude towards nature and the emphasis of the four distinct seasons with their changing colors [24] 
let Koreans prefer natural colors and the result of the above experiment confirmed this. The relationship between 
attitudes towards nature and color schemes is also supported by recent compilations of colors. Here 352 different 
kinds of colors were named based on nature related items, such as names of animals, plants and natural materials 
[27]. 
 
Aspects of the worship of Heaven [24] describe Koreans’ desire to become close to heaven and to integrate the 
concepts of the heavenly and the human world. Its philosophy is also connected to worshipping the color ‘White’. 
So Kim and Kim [28] have argued that Korea is the origin of the color concept White.  
 
The next section will give an outline of the research program. The subsequent section will describe the experiment 
on color preferences and the final section will relate the experiment to the program and will give some indication of 
the planned next stage. 
 
2 OVERVIEW OVER THE RESEACH PROGRAM 
This program aims at investigating the relationships between color design and presentational context of commercial 
websites that intend to communicate cross-cultural meaning. It is planned to develop an interactive design 
framework based on the investigation that will guide designers of commercial websites, worldwide, to create 
culturally specific, effective and significant color schemes in order to improve their users’ experience. 
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Figure 1 shows the key relationships in this research program. They form a triangle between meaning, color and 
context.  
 
Figure 1: The key relationships between color context and meaning. 
Exploring general meaning of color is very ambiguous but when it is associated with a particular context, it 
constrains the set of possible alternative meanings. Meanings such as emotion, are relational concepts [29]. 
Language signs have certain meanings that are used in certain situations, consistently produce certain behaviors and  
occur in predictable associations with other signs. In this sense the interactive triangle will form and identify 
relationships between color, meaning and contextual effects.  
However there is another factor which affects these relationships and that is culture. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                   Figure 2: The relationship between color, meaning, context and culture. 
As indicated in Figure 2, color, meaning, context and culture form a pyramid structure. This relational structure is 
planned to be investigated further with controlled experiments. The experiments are conducted in parallel in the UK 
and Korea and will identify cross-cultural differences and their color perceptions. The investigation is based on the 
following five-stage approach: 
Stage 1: Exploration of meaning of color using Q-Methodology 
This involves an exploration of meaning in a sequence of three experiments. In the first experiment, English and 
Korean subjects give scores that indicate their preferred colors. This experiment is reported in this paper. In the next 
experiment, a group of English subjects and a group of Korean subjects is presented with a combined set of English 
and Korean preferred colors from the first experiment. The subjects have to characterize the meanings of the colors 
in a brief text. The meaning derived from the experiment is then used in a third experiment that uses Q-methodology. 
In the Q-Methodology, subjects are presented with a set of statements on a stimulus board. Then the subjects are 
Culture 
Context
Meaning
Color 
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asked to place a word or color card on those statements. For instance, the general attribution of blue may be sky and 
its concreted meaning may be happy feeling.  
 
Stage 2: Exploration of contextual effect of color by discourse analysis 
This is another explorative analysis using different methods, such as discourse analysis or content analysis, as 
alternative ways to measure the response of feeling that is evoked by viewing a website. The purpose of this stage is 
to investigate how experience affects the association of color with a contextual situation.  
 
This can be seen as an ‘Interpretative act of an individual’ [30]. For example, in Figure 3 three images are presented, 
with a blue background color combination with a gradient from dark (Hex. 000099) to light (0099ff). In addition 
two different contexts are provided. Context 1 contains the depiction of stars, while Context 2 contains waves. This 
may lead to an interpretation of the images as sky or water and is an example of how meaning is changed by 
different context. 
 
                                                                  Figure 3: Changing Context 
 
 
Stage 3: Investigating the relationship between meaning and context  
This involves the investigation of relationships between meaning and context. As shown in Figure 4, the items are 
all of the same yellow color. But using different context, it shows how these form different meanings with different 
context. The first image is a signal in a computer program to attract users’ attention, the second sign is associated 
with a smile or a happy feeling and the third warns of radiation dangers. 
 
                               
                                      
                                         Figure 4: Relationship between Meaning and Context 
 
 
Stage 4: Generating and testing a model based on those investigations 
This stage involves generating and testing a model in controlled experiments based on those previous investigations. 
Liu and Mihalcea [31] analyzed color of weblog but they didn’t use commercial websites for color analysis. The 
experiments in this research program will involve Web sites that were constructed by following the guidelines of the 
model and also a wide range of commercial web sites that are downloaded from the Internet. 
 
Water Sky 
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Figure 5: Generating the testing model 
Stage 5: Creating a design framework for web application based on previous investigations 
Based on the results of the previous stages interactive/dynamic guidelines will be constructed. These can then be 
used by designers of commercial website who create designs based on color, meaning and context. This design 
framework can also be used to evaluate existing commercial websites. Wide range of commercial websites could be 
categorized in terms of context and semantics in preference of colors.  
 
The next section will describe the first experiment in this program. 
 
3 EXPERIMENT  
The main objective of this experiment was to investigate which colors are user preferred colors to be used in E-
Commerce websites by Korean and English subjects. After presenting a sequence of colors, subjects were asked to 
provide scores indicating whether the presented color was preferred or not.  
3.1 METHOD 
3.1.1 Design 
The experiment was conducted as a mixed design. In this experiment, 94 colors were presented as related repeated 
measure to two groups of 53 subjects each. The first group consisted of 17 female and 36 male English subjects and 
the second group consisted of 17 female and 36 male Korean subjects. Therefore the cultural difference was the 
unrelated factor.  
 
3.1.2 Subjects 
Subjects in the Korean group were non-designers who, as native Korean speakers, were born and educated in Korea 
and now live in Korea. Subjects in the English group were non-designers who, as native English speakers, were 
born and educated in UK and now live in the UK. In both groups the cultural origin criterion also applied to parents 
and grandparents. As shown in Figure 6, the age ranged from 20 years to 65 years (means 38.4 and SD 13.7 years) 
and the groups were matched according to age and gender. Half of the 53 subjects in each group were users of the 
Internet on a daily basis either at home or in the office and the other half, from various occupational groups, were 
not users of the Internet or computer at all or were very occasional users. 
 
Independent Variables 
Dependent Variables 
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Figure 6: Age range of subjects 
3.1.3 Materials 
Web pages were designed to present in total 94 colors in sequence. Each page showed just one color that filled 
nearly the entire page in front of a small grey (50% of Black) background (based on Latin-square). Those 94 colors 
were collected from Korean and English color books. These books list colors and color combinations typically used 
in English and Korean designs [19][20][21][22]. They were then systematically categorized (by HSB) and randomly 
generated to avoid interferences between the presentation of two different colors. The color samples are available at 
http://www.ygassociates.com/gsoonchoi/colours/. For the color blindness test, Ishihara’s standardized figures were 
used [32]. 
 
3.1.4 Apparatus 
The web pages were displayed on a Sony VAIO VGN-S28LP Laptop Computer, which is set up in a black box. The 
box is sufficiently large to include the computer and the head of the subject. In this way subject’s perceptions were 
excluded from any visual effects outside of the computer screen. The measurements of the black box were 65cm 
width x 40cm height x 85cm depth 
 
3.1.5 Procedure 
Each subject is tested for color blindness before participating in the experiment to ensure that they have normal 
color vision.  Participants were required to touch the back of the box with the back of their head. This resulted in a 
constant distance between computer screen and head of the subject. The computer screen was setup in an angle of 
90 degree to the base and raised to the participant’s eye level. The computer was covered with the black box 
described above. Then the designed web pages were presented. After presenting each page, subjects were asked to 
score and indicate whether the presented color was more preferred by Korean or English subjects. For each color 
presentation a Likert scale from 1 to 7 was provided (1: do not like it at all, 7: like it very much) 
 
3.2 RESULTS  
In the world of colors there are chromatic colors such as red, orange and yellow which define hue by mixing those 
colors. Most color scales are based on 10 hues. Black, white and gray are achromatic colors and define the tone by 
adding those colors to chromatic ones [33]. 10 chromatic colors can be organized into a circular chart (Figure 7) 
showing the transitions of the color spectrum.  
Figure 7 shows preferred colors of English and Korean subjects, which were analyzed by the 10 Hue Munsell  
system and neutral. 
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 Preferred colors for English                                              Preferred colors for Korea 
 
                                         Figure 7: Analyzed by the 10 Hue Munsell system and Neutral. 
The Munsell system was first presented in 1915 by Albert. H. Munsell and has become the standard method of 
classifying colors. The 10 Hue Munsell system consists of a circle with ten segments, arranging its colors at equal 
distances and placing them in such a way that opposing pairs would result in an achromatic mixture 
(compensatively). Five colors – red (R), yellow (Y), green (G), blue (B) and purple (P) – are placed in equidistance 
from each other but also from a grey of the same value (N). Additional five mixtures – yellow-red (YR), green-
yellow (GY), blue-green (BG), purple-blue (PB) and red-purple (RP) – are also placed around the circle. Only the 
colors with more than 10% preferred were considered in the comparison. It shows that the color Red (Hex Color 
Code: FF0505) was most preferred by the English subjects with 20.8% given 7 points for the color.  
 
The most preferred color by the Korean subjects were Black (Hex Color Code: 000000) with 28.3% given 7 points 
for the color. Further more, the latter group showed a preference for the color White (Hex Color Code: FFFFFF, 
18.9%) which was not found in the English group as preferred.  
 
In addition, the Korean list of preferred colors showed a larger range of different colors whereas the English list had 
a narrower preferred color range. It is worth noticing the lack of preferred colors between Y (Yellow) and G 
(Green) range from English subjects. 
 Figure 8 indicates the eighteen colors which were preferred by Korean subjects but not by the English and the ten 
colors which were preferred by the English subjects but not by the Korean.  
Considering the qualitative differences between the English and Korean group, it was noted that Korean subjects 
prefer soft, bright and pastel tone colors, whereas English subjects prefer strong, dark, dull and intense colors.  
 
The data have been statistically analyzed using a mixed ANOVA with cultural origin (Korean and English) as 
unrelated factor and color variable with 94 different colors as related factor with 94 levels. There was a significant 
main effect of the color presentation, F = 13.9, p<0.005, a significant main effect of the nationality, F = 13.0, p < 
0.005 and a significant interaction effect between color and nationality, F = 2.4, p < 0.005. 
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Figure 8: Lists of color difference in preference. 
 
 
3.3 DISCUSSION  
It was predicted that Korean subjects prefer soft, bright and pastel tone colors, whereas English subjects prefer 
strong, dark, dull and intense colors.  
This hypothesis has been confirmed in the experiment. Moreover, this result is in line with the philosophical 
perspectives that have been described in Section 1. For instance the Korean preference for the colors blue, black, 
red and white, that was found in the experiment, can related to the Chinese cultural influence that included a symbol 
system where  these colors represent the four gods, dragon, phoenix, turtle and tiger. Moreover the same colors are  
used to represent the directions east, west, north and south. In addition the color yellow, which also was highlighted 
in the Korean results, is used to represent the center. 
 
The majority of colors in the Korean results could be related to natural items and the four seasons with their 
changing colors.  
 
The preference for the color white that could not be found the English results, is consistent with the Korean 
emphasis of this color in worshipping heaven and to integrate the concepts of the human and the heavenly world. 
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4 CONCLUSION 
As already advocated by Ascalon et al. [4], designing for objectives of social intelligence in different cultural 
interactions, which are based on the understanding of cultural differences, requires a framework that improves the 
users’ experience. However, such experience does not just constrain the preferences in color selection, but also the 
meaning associated with color. Therefore, the next experiment in the research program described in Section 2 will 
focus on the meaning of colors.  
Based on the preference ratings in the previous experiment, the most preferred colors in both groups will be selected 
and presented in a mixed format with a random sequence of Korean and English preferred colors. After the 
presentation of a single color, subjects will write down their feelings and a description of items they associate with 
that color. The analysis of the obtained texts is expected to show different associations of color meaning in both 
groups. 
Beyond the actual path from color preferences via semantics and context, the future work also needs to develop case 
studies of embodying the design framework. The design framework that just derived recommendations from these 
semantic results would be ambiguous. This ambiguity can be resolved by presenting colors in different context and 
analyzing how this context constraints the semantic interpretation of the color. For this purpose the current Web site 
will be further developed in parallel to the developing design framework. This is expected to provide a broader 
understanding of cross-cultural differences in color preferences.  
 
Finally, it is hoped that the anticipated interactive and dynamic design framework will educate designers and 
improve awareness for culturally sensitive, effective and significant color schemes.  
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Abstract
Global project teamwork is communication intensive and relies heavily on synchronous and
asynchronous information and collaboration technologies (ICT). The use of ICT shapes and
reshapes work processes and social interactions among team members, and team members
reshape ICT and the way it is used. We explore in this paper how an asynchronous project
ICT, called ThinkTank, reshaped the work practice of design-construction global teams, and
how the interaction with this ICT reshaped the purpose and benefits of its use. The paper
briefly describes the ThinkTank web-based asynchronous collaboration and discussion forum
and a simple influence diffusion model (IDM) that formalizes the process of identifying the in-
fluence of people, messages, and terms mathematically. Discovering who the influence leaders
in project teams are can be beneficial and critical from a corporate management perspective,
since they can guide or motivate the team towards successful actions and outcomes. We
present the ThinkTank-IDM integrated system and demonstrate how the use of IDM applied
in the context of global teamwork discussion forums in ThinkTank can assist in identify-
ing influence leaders, influence topics, and social interaction dynamics over time. We use a
testbed of fifty three ThinkTank project team forums archived over eight years to validate
the ThinkTank-IDM system.
Keywords: global teamwork, asynchronous collaboration technology, influence leader, social
interaction, influence topic.
1 Introduction
The process of designing and constructing modern buildings depends for its success on the effec-
tive communication of ideas among individuals with different backgrounds who are likely to be
geographically distributed as well. Historically, the most effective communications occur during
face-to-face meetings where multiple members of the team are able to interact and participate
in project-wide problem solving. The entire architecture, engineering and construction (AEC)
industry has adopted internet-based technologies such as e-mail and incorporated them into the
daily routine. These technologies offer a combination of advantages such as direct one to one com-
munication, similar to phones, asynchronous modes such as written communications, along with
the ability to store and retrieve the communications in electronic form. However, the effectiveness
of ordinary e-mail for team collaboration is limited by the distributed storage and the lack of
organization that would facilitate tracking, sorting, searching, and retrieval. Commercial web-
based portals offer a formal mechanism for storing and tracking official project communications.
However, these tend to be structured along traditional contractual lines to provide a legal “chain
of custody” and tracking data relative to information flow. Consequently, project portals are not
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designed to foster and support the fluid process of concept generation and development, problem
solving and discussion that takes place among project stakeholders. What is needed to support
the creative design process is an electronic environment that facilitates the asynchronous discourse
among project stakeholders, situated in between the spectrum defined by the unstructured chaos
of proliferating e-mail and the over structured commercial portals.
Global project teamwork is communication intensive and relies heavily on synchronous and
asynchronous information and collaboration technologies (ICT) [O’Hara-Devereaux and Johansen,
1994]. The use of ICT is shaping and reshaping work processes and social interactions among
team members, on one hand. On the other hand, team member reshape ICT and the way it is
used. We explore in this paper how ThinkTank (a web-based asynchronous collaboration and
discussion forum [Fruchter et.al. 2003]) reshaped the work process of AEC global teams, and
how the interaction with this ThinkTank by fifty three teams over eight years (1999 through
2007) reshaped the purpose and benefits of its use. In addition to improved communication
and collaboration, ICT like ThinkTank contain tacit and implicit information about the people
in the team and the critical topics raised at different times during the project. For instance,
team members might be influence leaders without being the assigned project leader. Discovering
who the influence leaders in project teams are can be beneficial and important from a corporate
management perspective, since they can guide or motivate the team towards successful actions
and outcomes. Influence is generically defined as the ability to indirectly affect the beliefs or
actions of other people. An interesting framework to describe influence (article on Canadian
politics (see Blogspot,2006)) that can be related to teamwork scenarios offers five ways to be
influential: “(1) express an original idea or a common one in an insightful new way, (2) meet
and speak to more people, (3) raise issues and opinions ignored by others, (4) volunteer with a
group, (5) gain expertise by researching a subject. Other studies focus leadership and influence
and trust in teams [Fei Song, 2006] [Macy, 1991]. Leaders influence people. In his book “On
Leadership” Gardner stresses the interdependence between leaders and the followers. “Leadership
is the process of persuasion or example by which an individual or team induces a group to pursue
objectives held by the leader or shared by the leader and his or her followers.” [Garnder, 1990]
Discussion forums are an online communication genre that is offered today by many Web based
services and collaboration technologies (e.g., Yahoo, MS SharePoint, Buzzsaw, etc.). ThinkTank
is a discussion forum that was customized for project teamwork activities. Text based information
extraction is a growing area of research and development that is one of our points of departure.
Many computer supported collaborative work studies (CSCW), natural language processing and
data mining focus on leveraging the growing online information as well as corporate resources.
For instance, Tacit (www.tacit.com) integrates and mines corporate communications to connect
distributed participants, by identifying “who” “when” “why” based on real time organizational
activities. Other studies focus on social networks aiming to maximize the spread of influence in
social networks [Kempe et al 2003]. An interesting latent opportunity for corporate competitive
advantage is leverage of such data stores like ThinkTank to discover chances for business or project
improvement, and new business opportunities. An area that is related to our study is chance
discovery. It is an area gaining in interest since 2000 [Ohsawa 2003] [Fruchter 2006]. Chance
discovery does not mean discovery by chance, but discovery of a chance from a pool of interlinked
events. This paper briefly describes the ThinkTank and a simple influence diffusion model (IDM)
[Matsumura, 2003] that formalizes the process of identifying the influence of people, messages, and
terms mathematically. We present the ThinkTank-IDM integrated system that provides a new
perspective to information extraction in small teams and demonstrate how the use of IDM applied
in the context of global teamwork discussion forums in ThinkTank can assist to identify influence
leaders, influence topics, and social interaction dynamics over time. We use a testbed of fifty three
ThinkTank project team forums archived over eight years to validate the ThinkTank-IDM system.
2 ThinkTank
One of the on-going efforts in the Project Based Learning Laboratory (PBL) at Stanford Univer-
sity studies issues related to interdisciplinary collaboration across disciplines and geographically
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distributed teams for the past decade. Design teams composed of architects, engineers, and con-
struction managers from partner universities and industry companies worldwide from Europe,
Asia, and U.S. are engaged in the PBL testbed. They are challenged to collaborate and produce
building designs on a tight schedule as part of the annual Architecture, Engineering, Construction
(AEC) Global Teamwork Design Course (Fruchter 2004). They communicate synchronously and
asynchronous across distance and time zones. The limitations of e-mail quickly became apparent
and the PBL Lab team developed a custom tool that would address the project communication
requirements. The objectives to develop Thinktank included:
1. Provide an efficient asynchronous communication, i.e., European, Asian, and U.S. teammates
needed to carry on a meaningful dialogue even though they would not be collocated. Ordi-
nary e-mail supports this need rather well. The objective was not to develop a collaboration
tool that would replace or compete with e-mail applications, but to leverage the existing
e-mail work habits and processes practitioners are used to and integrate them into the new
the collaboration tool. Consequently, keeping a clear distinction between the benefits and
use situation of the two applications – e-mail and asynchronous collaboration tool.
2. Provide a means to capture the individual conversations that occur among teammembers and
keep the individual threads organized in a way that would facilitate re-creating the thought
process underlying the team decisions. Consequently, capturing not only the product (i.e.,
design decision, concept, or detailed drawing) but also the process it was created.
3. Provide a means to share and make visible the entire transcript of each discussion accessible
to everyone on the team without duplicating the underlying data and without creating
enormous amounts of clerical overhead.
4. Provide a means to capture reference material such as sketches, CAD drawings and pictures
etc. needed to aid in communication linked to the specific discussion to keep it in context.
Implicit in this requirement is the capture of versions of sketches as the design evolves.
5. Provide a means to foster collaboration, exploration, and communication among team mem-
bers from different cultural backgrounds.
ThinkTank offers a asynchronous meeting cyberspace, providing structure to the communica-
tions, and performing the clerical operations seamlessly. The underlying concept of ThinkTank
is that rather than typing e-mail that will end up in multiple in-boxes across the globe, team
members type their correspondence into ThinkTank where it is archived in a database for future
tracking, sharing, sorting, searching, re-use, or re-purposing. ThinkTank is based on the Web
based discussion forum principles. Many commercial and free Web discussion forum tools are
available (e.g., Google, Yahoo, Microsoft). ThinkTank was tailored for project communication
needs. The underlying Microsoft AccessTM or Oracle database is organized by groups, with each
group having a private, password-protected, virtual asynchronous meeting room. Within the group
meeting rooms the content is organized based on the “book” metaphor with three levels of orga-
nization: Forums representing key topics or project phases for similar to book chapters, Subjects
representing issues brought up within a Forum, similar to section within a chapter of a book, and
threaded Messages representing the actual ideas captured and shared among team members, sim-
ilar to the paragraphs within a section of a book. Messages are created as needed over the course
of the project by the team members. Each group can create any number of forums, within each
forum there can be any number of subjects, within subjects any number of threads, and within
threads any number of messages. Within the context of ordinary project communications, there
are no practical limits to the numbers of each. Each message may have document attachments.
This allows documents to be kept in the context of the dialogue.
Create-Capture-Share: ThinkTank enables project member to create forums, subjects and mes-
sages, capturing and sharing their ideas with the the team. Once these are submitted, ThinkTank
archives them automatically in the database. ThinkTank enables the creator of a message to
specify who in the team should be notified. The notification mechanism links the corporate e-mail
Influence Leaders in Global Teamwork 181
system to ThinkTank enabling a smooth transition among the applications. The receiver of the
notification will have in the email in-box a message with a direct “quick-login” to the specific forum,
subject, message sent that requires his/her attention. This eliminates time-consuming browsing
through large archives.
Alert : When the user logs in to review messages ThinkTank indicates the new/unread messages
through “alert” red bullet markers. This addresses the information overload.
Reply : The user has two options to reply to a reviewed message: (1) reply through the Think-
Tank functionality, or (2) reply through e-mail ThinkTank functionality which switches to the
corporate e-mail system in case a user chooses a private communication channel for feedback.
Who, When, What: Each message contains information regarding the originator, his/her pic-
ture, profession and role in the team, the time stamp when the message was submitted, and its
content that can be text and attachments. The picture of the originator attached to the message
provides a persistence presence that sustains relationships among geographically distributed team
members.
Search and Sort : One of the advantages of linking the ThinkTank discussion forum to a
database is to enable searching and sorting. The search functionalities allow for simple keyword
searches and advances searches based on author, discipline, level of granularity in the database,
and text data mining, respectively. The search is valuable for knowledge re-use and quick access
to specific items produced in the past. Sorting allows users to view the content chronologically in
ascending and descending order. In addition, users can sort by (1) author, for instance when the
user needs to review all the messages posted by specific person, e.g., the structural engineer or the
architect, in a threaded discussion, or (2) by reply structure, when the user wants to review the
discussion as an on-going asynchronous conversation among team members.
3 Influence Diffusion Model (IDM)
Our observations of communication and collaboration in teams or larger communities of interest
show that people who were inspired or impacted by another person’s thought would consider the
same perspective, or respond to that perspective, often using the same words as the originator.
In the context of global project teams, the same phenomenon can be observed. A team member’s
thoughts or behaviors often affect others’ thoughts or behaviors. Such a team member who has
a strong influence on others can be considered as an influence leader in the team. However, the
influence leader is not always the assigned project leader. Discovering who the influence leaders
in project teams are can be beneficial and important from a corporate management perspective,
since they can guide or motivate the team towards successful actions and outcomes. Influence
diffusion in a team is one way to measure influence. We consider a simple Influence Diffusion
Model (IDM) that formalizes the process of identifying the influence of people, messages, and
terms mathematically [Matsumura 2003]. IDM defines the influence based on the propagation of
terms throughout discussion threads, i.e., in the context of ThinkTank that will correspond to the
message thread within one subject in a specific forum. For example, if message Cy replies to Cx,
the influence of Cx onto Cy, ix,y, is defined as ix,y =
|wx∩wy|
|wy| where |wy| denotes the count of
terms in Cy, and Wx ∩Wy denotes the count of propagated terms from Cx and Cy. In addition,
if Cz replies to Cy, the influence of Cx onto Cz via Cy, ix,z is defined as ix,z =
|wx∩wy∩wz|
|wz| · ix,y
where |wz| denotes the count of terms in Cz, and |wx ∩wy ∩wz| denotes the count of propagated
terms from Cx and Cz.
It is generally considered that the more a message affects other messages, the more the influence
increases. Therefore, the influence of C x is measured by the sum of the influence diffused from
C x, i.e., ix,y+ix,z if there are only three messages C x, C y, and C z. To understand the procedure
of measuring the influence of messages in more detail, let us measure the influence of messages
in the illustrated discussion thread in Figure 1, where C 1 is replied to by C 2 and C 4, and C 2 is
replied to by C 3. In this case, terms A, C are propagating from C 1 to C 2, term B is propagating
from C 1 to C 4, and term C is propagating from C 2 to C 3. Here, the influence of C 1 is calculated
as follows.
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Figure 1: A discussion thread of three messages
– The influence of C1 on C2: The number of propagated terms from C1 to C2 is two (A,C ),
and the number of terms in C2 is three (A,C,D). Thus, the influence of C1 on C2 is 2/3.
– The influence of C1 on C4: The number of propagated terms from C1 to C3 is one (B), and
the number of terms in C2 is two (B,F ). Then, the influence of C1 on C4 is 1/2.
– The influence of C1 on C3 through C2: The number of propagated terms from C1 to C3 via
C2 is one (C ), and the number of terms in C2 is two (C,F ). Considering that the influence
of C1 on C2 is 2/3, the influence of C1 on C3 via C2 becomes 2/3 ∗ 1/2 = 1/3. The influence
of C1 in Figure 1 is calculated as (the influence from C1 to C2) + (the influence from C1 to
C4) + (the influence from C1 to C3) = 2/3 + 1/2 + 1/3 = 3/2. Similarly, the influence of
C2, C3 and C4 are calculated as 1/2, 0, and 0 respectively. Therefore, C1 is selected as the
most influential comment in Figure 1.
The influence of people is measurable by applying the same principle. By assuming that C1,
C2, C3 and C4 in Figure 1 are posted by person P1, P2, P3 and P3 respectively, the relationship
between people, called human-network, is illustrated in Figure 2. Here, the influence of P1 on
P2 is equal to the influence of C1 on C2, while the influence of P1 on P3 is the sum of C1’s
influence on C3 via C2, and of C1 on C4. Referring to the above results, the influence of P1 on
P2 becomes 2/3, and the influence from P1 to P3 becomes 2/3 ∗ 1/2 + 1/2 = 5/6. Therefore, the
influence of P1 is calculated as (the influence from P1 to P2) + (the influence from P1 to P3) =
2/3 + 5/6 = 3/2. Likewise, the influence of P2 and P3 is calculated as 1/2 and 0, respectively.
P1 is the influence leader in the discussion thread. Assuming that all terms equally mediate
the influence of messages, the influence of each term can be measured by the sum of influence
mediated by the term throughout discussion threads. Referring to Figure 2, the influence of A
becomes 2/3 ∗ 1/2 = 1/3 because A mediates 2/3 influence together with C. In the same way, the
influence of B becomes 1/2, and the influence of C becomes (2/3 ∗ 1/2)+ (2/3 ∗ 1/2)+ 1/2 = 7/6.
The influence of other terms (D, E, F ) becomes 0. Thus, influence topic in the discussion thread
would be a set of terms C, A, B. IDM software module is written in PERL. The IDM algorithm
first identifies all the keywords in the documents. It is trained to discount all common words (e.g.,
is, am, I etc.). The algorithm calculates the influences of the keywords. It does this by calculating
how far this word is percolated in the messages until a decision is made. The following describes
the integration of ThinkTank and IDM, the testbed, scenarios of use, and observations.
4 Integration of ThinkTank and IDM
The objective of integrating ThinkTank and IDM is to assist global team members to find valuable
information about influential comments and opinion leaders i.e., knowledgeable people who affect
the decision making process in a team. Such information is embedded implicitly in discussions. We
define a comment chain as the relation of comments in each message that indicates the influence of a
specific message. The integration of ThinkTank-IDM builds on the assumption that a person’s idea
is expressed and propagated through words or terms in the context of ThinkTank’s asynchronous
discussions. Words or terms are specific to the AEC domain and can be nouns or more complex
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Figure 2: Human-network of the discussion thread in Figure 1
noun phrases (e.g., steel, structure, tension ring). Consequently, influence diffuses along the
comment chain through the medium of words. Following is an example of the representation and
calculation of IDM influence propagation in a ThinkTank discussion thread. It illustrates a group
of people discussing which programming language to use for their software development Figure 3.
IDM determines Shuba’s total influence in the discussion as the sum of her influence on Matt and
on Nao. To calculate Shuba’s total influence the following terms are defined: Term1 as Shuba’s
influence on Matt; Term2 Shuba’s influence on Nao; and Term3 Shuba’s influence on the final
decision. Shuba’s influence on Matt, Term1 = 12 , since Matt used one of Shuba’s words “XMP” in
his discussion. Shuba’s influence on Nao, Term2 = 0, since Nao did not use any of Shuba’s words.
Consequently, Shuba’s influence on Nao is zero. Shuba’s influence on the final decision, Term3,
is determined by two parts: direct influence and indirect influence on final decision. The direct
influence of Shuba on final decision is 1/3, since she one of the three keywords present in the final
decision. Shuba’s indirect influence on the final decision is: 1/2 ∗ 2/3 = 1/3, as she influenced
Matt who was also involved in taking the final decision. Since Matt’s influence on final decision
was 2/3 and Shuba’s influence on Matt was 1/2. Consequently:
Term3 = direct influence + indirect influence = 1/3 + 1/3 = 2/3.
Total Influence of Shuba = Term1 + Term2 + Term3 = 1/2 + 0 + 2/3 = 5/6
IDM calculates the Total Influence of Matt = 4/3 and Total Influence of Nao = 2/3.
Since Matt’s influence is the highest, Matt could be considered as a potential opinion leader
in this discussion.
Figure 3: Representation of IDM influence propagation in a ThinkTank discussion thread
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The following describes the ThinkTank-IDM integration. The first step entails extracting the
content from the project team ThinkTank database archive and creates a text file - team_name.txt.
This text file contains the following data: (1) text from messages written by team members, (2)
Name of the authors, (3) content and structure (Reply Structure) of messages from ThinkTank,
and (4) Subject of discussion. To create the text file the entire threaded conversation (i.e., Forum)
is downloaded from ThinkTank as a Word document and saved as a team_name.txt file. This
text file is converted to IDM format team_name.xml. The following shows a sample of the XML
markups created through this conversion:
• <Id>#0000008</id> → indicates the message number.
• <Name>Shuba</name> → indicates Name of the team member
• <Replyid></replyid> → indicates if the message is a reply to a message or a new message.
• <Body> send response post Shuba </body> → indicates the content of the message
The team_name.xml file is the input to the IDM.pl module that calculates the influence of
team members, messages, and terms.
5 Testbed Environment
To validate ThinkTank-IDM integration we used the Architecture, Engineering, Construction
Management (AEC) Global Teamwork program offered since 1993 at Stanford University in co-
operation with partner universities in Europe, Asia, and US. [Fruchter, 2004] The AEC Global
Teamwork program is based on the PBL methodology of teaching and learning that focuses on
problem based, project organized activities that produce a product for a client. PBL is based on
re-engineered processes that bring people from multiple disciplines together. It engages faculty,
industry practitioners, and students from architecture, engineering, construction management dis-
ciplines, who are geographically distributed. The core atom in this learning environment is the
AEC student team, which consists of an architect, two structural engineers, and two construction
managers from the M.Sc. level. One of the innovative features of this course is the mentoring
model that engages professors and industry experts who play the role of master builder mentors.
The AEC Global Teamwork program is a two Quarter class that engages architecture, struc-
tural engineering, and construction management students from partner universities i.e., Stanford
University, UC Berkeley, Cal Poly San Luis Obispo, Georgia Tech, Kansas University, and Uni-
versity Wisconsin Madison in the US; Puerto Rico University, Stanford Japan Center in Kyoto
Japan, Aoyama Gakuin University in Tokyo Japan, University of Ljubljana in Slovenia, Bauhaus
University in Weimar Germany, ETH Zurich and FHA in Switzerland; Strathclyde University
in Glasgow and Manchester University in UK; KTH in Stockholm, Chalmers University and IT
University Goteborg in Sweden, and TU Delft in Netherlands, in Europe. Every year there are
three to twelve AEC student teams. Each team is geographically distributed, and has a client
with a building program, a location, a budget, and a time line. The core activity of each team is a
building project with a program, a budget, a site, a time for delivery. The maximum team size was
seven members. One of the asynchronous collaboration technologies used by each team is Think-
Tank. We used the ThinkTank archive created 1999-2007 as the testbed for the ThinkTank-IDM
validation. The testbed consists of fifty three AEC project teams (53) that engaged two hundred
twenty eight (228) participants. The team size varied from three member teams to seven member
six member teams. The size of the overall archive considered for the testbed is approximately 5GB,
14,000 messages, and 3,000 subjects. Out of the fifty three (53) teams we performed ThinkTank-
IDM retrospective analysis on thirty nine (39), and used ThinkTank-IDM for real-time analysis
on fourteen (14) teams, since we started this study in 2004. As we performed the ThinkTank-IDM
analysis of influence leaders in all 53 teams we validated the results by comparing the data about
each team dynamics known by instructor (Dr. Fruchter) who observed and coached all the AEC
Global Teamwork and the results from ThinkTank-IDM obtained by analysts who did not know
the AEC teams (Ms. Swaminathan and Mr. Matsumura). The comparison results showed that
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ThinkTank-IDM identified correctly the influence leaders in 50 out of 53 teams. Three teams were
balanced and did not have a specific influence leader.
6 ThinkTank-IDM Scenarios and Observations
We describe in this section a number of relevant scenarios of use resulting from the ThinkTank-IDM
analysis. (1) Temporal Analysis of Influence Leaders in AEC project teams. A first perspective
focused on the influence of the members of the team during the AEC project. To illustrate the
results we a team from the year 2003. The team’s name was Pacific team and its participants are
shown in Table 1.
The Pacific team used ThinkTank to discuss key issues of their building project. Since all
the messages in ThinkTank are stored with timestamps it afforded us to study the influence
of messages over time as the project progressed. The ThinkTank-IDM team analysis identified
the overall influence leader and the range of influence topics discussed in the project. Table 2
illustrates ThinkTank-IDM results ranking the top five terms used in the concept development
phase of the project. They represent terms that initiated many influential topics of discussions.
Table 3 presents sample output data regarding the ranking of the top five comments mentioned
in ThinkTank messages. Table 4 shows a sample output of participant ranking that indicates the
one of the construction managers Christian as the top influence leader. Figure 4 shows the Pacific
Team ThinkTank-IDM participant ranking and comment chain. Note Renate was the instructor
who was coaching the team. We used ThinkTank-IDM to study the dynamic change in influence
leadership over time. As different disciplines raised critical challenges in the project the respective
team member(s) moved to the center of the activity becoming an influence leader for a period
of time. We plotted time history graphs and set them side by side to observe the relationship
among team members and influence. The x-axis indicates when the messages were posted and
the y-axis shows the message’s influence. Figure 5 shows examples of such graphs obtained for
the architect – DP, and one of the engineers – MB. Note that these AEC team projects start the
third week of January and end the first week of May every year. All team members travel to
Stanford and are collocated the first week and last week of the project. All other activities are
online as team members are located at their specific universities. The Spring break is in the middle
of March. These events are reflected by dips in communication shown in the graphs, i.e., when
team members are collocated they tend to capture less their discussions, issues, and decisions. By
comparing for instance the two time histories of the architect and one engineer we observe that
DP, the architect was the influence leader for the first two weeks as he was tasked to develop a
vision and an architectural concept for the project and start the cross-disciplinary collaboration
with the engineers and construction managers. As the project progressed, the engineers started
to raise critical issues and their messages became influential influence. Such information can be
valuable for the general contractor who oversees the project and can assist the team with timely
input and resources that can speed up the project and improve the team process.
The ThinkTank-IDM analysis provides insights into the team dynamics in terms of the interac-
tions among team members, their influence and the influence topics created by them. We analyzed
the intersection between influence leader and influence topic over time and illustrate a number
of interesting types of situations. In this analysis the x-axis indicates a Run representing a time
frame of one to two weeks. The y-axis indicates the influence. We abstract the names of the team
members as follows: A1 – architect 1, A2 – architect 2 (during one year there was an experiment
with two architects per team), E1- engineer 1, E2 – engineer 2, E3 – engineer 3, CM1 – construction
manager 1, and CM2 – construction manager 2. The labels over the bars indicate the influence
topic and its originator, e.g., steel truss (E3) means the influence topic was “steel truss” originated
by engineer E3. Bars indicate the influence leader and the degree of their influence. Figure 6a
provides an overall example of the ThinkTank-IDM time history of the Atlantic 2004 AEC project
team from the second week of their project through completion. Further detailed analysis of the
intersection between influence leader and influence topic over time revealed interesting types of
social interactions that include: (1) Influence leader and influence topic coincide as illustrated in
Figure 6b, i.e., influence leader E2 triggered the influence topic “seismic spreadsheet” in Atlantic
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2003 team, and influence leader E1 triggered the influence topic “trusses” in Ridge 2005 team. (2)
Influence leader builds on influence topic from another discipline that highlights cross-disciplinary
attention and engagement, as illustrated by the example in Figure 6c, i.e., the influence leader is
architect A1 who discusses the influence topic “structural engineer” triggered by engineer E1. (3)
Influence leader builds on influence topic raised by a team member from the same discipline, i.e.,
influence leader and influence topic are not the same. This is illustrated by the example in Figure
6d, i.e., the influence leader E2 builds on the influence topic “structural solution” originated by
E1 from the same discipline. (4) Influence leader of previous phase of project triggers the response
and influence leader from a different discipline in the next project phase, as illustrated in Figure
6e, i.e., in the second and third run the influence leaders build in the influence topic originated by
a different discipline. This leads to an interweaving of influence topics and influence leaders that
indicates high engagement and responsiveness among team members. In the first run the influ-
ence leader and influence topic coincide, i.e., engineer E1. In the second run the influence leader
is the construction manager CM1 who builds on the influence topic of the previous run initiated
by E1. In the third run the influence leader is the architect A1 who builds on the influence topic
proposed by construction manager CM1. (5) Team dynamics revealed by time history analysis of
ThinkTank-IDM – example shows a balanced communication and contribution to the dialogue by
all team members, as illustrated in Figure 6f. It also reveals the fact that the architect is respon-
sive to the engineer’s and construction managers’ information requests and suggests. However,
the architect generates few topics of influence in the early phase of the project.
Table 1: Pacific Team Table 2: Term Ranking Table 3: Comment Ranking
Table 4: Ranking of Participants Figure 4: ThinkTank-IDM
participant ranking and comment chain
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Figure 5: (a) architect, (b) structural engineer; Time history of influence messages posted by
different team members
7 Concluding Remarks
This paper presents a new perspective on information extraction focused on small to medium
teams (3-10 members) using an integrated system ThinkTank-IDM. ThinkTank-IDM provides an
effective communication environment that allows users to observe, understand, leverage, and aug-
ment the social interactions and intelligence that evolve in the team mediated by ICT, on one
hand. ThinkTank-IDM processes the project team dialogues. This facilitates the design of a new
social intelligence perspective for the people about the people in the team, their interactions, and
topics of interest. The use of ThinkTank is shaping and reshaping work processes and social inter-
actions among team members, on the other hand. We used ThinkTank-IDM to study the change
in influence leadership over time. We analyzed the intersection between influence leader and influ-
ence topic over time. This analysis revealed interesting types of situations that characterize social
team interactions, i.e.: (1) Strong leadership: (Figure 6b), (2) Cross-disciplinary engagement (Fig-
ure 6c), (3) Discipline centric teaming (Figure 6d), (4) Inter-disciplinary leadership interweaving
(Figure 6e), (5) Balanced team engagement (Figure 6f).
Figure 6: AEC Global Team Interactions: (a) Overview of ThinkTank-IDM time history of an
AEC Global Team; (b) Influence leader coincides with the influence topic; (c) Influence leader
builds on influence topic from another discipline; (d) Influence leader builds on influence topic
of member from the same discipline; (e) Influence topic in previous run triggers the response
influence topic and influence leader from a different discipline in the next run; (f) Team dynamics
time history reveals balanced contribution
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Abstract
This research aims toward the development of multifarious information search technique by
utilizing contents which are accumulated to SBM and tags. With the time series analysis of
tagging conduct, the method can extract contents which are appraised as sprouting of SBM
users’ interest, as central interest of them, and as the topic of communication between them
respectively. In other words, tags of SBM can bring us appropriate information according to
our intent. Since tags tell us major interest and cutting edge of the users’, the way extracting
from tag has potential working for profiling users and making use of the information for
marketing activity toward them. We conduct approach to make use of actual data to search
for polyphenic situation which has never been conducted. We think this way must be improved
when you recognize mechanism of SBM as communication platform and the function of tags.
Keywords: SBM, tag, time series variation, new tag ratio, search
1 BACKGROUND
1.1 INFORMATION OVERLOAD ON THE INTERNET
Recently, due to the popularity of full-time internet connection, the increase of networking speed,
expansion of storage capacity, CPU processing ability and decreasing prices makes the amount
of data being stored or transferred on the internet to increase (Ministry of Internal Affairs and
Communications, Japan, 2006). On the other hand, the amount of information a person can
process have its limit as what have been mention by Simon (1996) in past times and, recently
Davenport and Beck (2001). From a user’s perspective, it’s necessary for individuals to accurately
select the data or information that are effective to them. However, paralleling to the increase in
data, there emerged fluctuation in data quality. In fact, it is becoming more difficult for us to find
necessary information from the internet.
∗The data for the analysis for this thesis was provided by EC Navi Company. The authors would like to express
their deepest gratitude.
†Present contact address: Hakuhodo Incorporated
1.2 INTRODUCTION OF INFORMATION ORGANIZATION TOOLS
When gathering information on the internet, most frequently used tool are the search engines. In
Japan, there are some books guiding effective ways to find appropriate information using search
engines, especially about advanced search technique using Google: c.f. Tsuda (2004) and other
titles. Like this, many efforts to effectively use the search engines can be seen. However, search
engine shows only a list of the sites and ranking that are relevant to the query. The user needs
to access all the listed sites and locate relevant contents to find the contents meeting his/her own
need. Even if the user can bookmark and save the URL of interesting sites, there are limits on
the amount of bookmarks. It will be also difficult to find information from the overpopulated
bookmarks.
Several technologies, like weblog and social networking service (SNS) have been developed to
simplify the process of information exchange over the internet. Much of consumer’s voice and
experience has been distilled on these kind of sites, then they are collectively called as CGM
(Consumer Generated Media). Collecting and organizing massive information on the internet is a
time consuming process. On the other hand, recently new tools have been developed and introduce
to ease this process. One of it is the social bookmarking service (SBM).
1.3 CHARACTERISTICS OF THE SOCIAL BOOKMARKING SER-
VICE (SBM)
Social bookmarking service (SBM) is a service where a website’s URL can be saved on the server.
Basically, it is an implementation of bookmarking function available on the browser over at the
server side. The following is what differs from the normal browser based bookmarking functions:
1. When saving the URL, can provide annotation such as keywords or comments.
2. The URL list and annotation would be publicly accessible.
However, if the URL was just saved only, utilizing this massive accumulated URL later would be
difficult. The bookmarking functions on the browser basically managed by separating data into
folders. On the other hand, SBM, instead of using folders to manage the data, metadata that
were saved as keywords or comments can be used as keys during search process. Additionally, the
accumulated URL and metadata are publicly available, and possible for other users to use it.
1.4 CLASSIFICATION BY FOLDER AND TAGGING
To organize files and data on a computer, we create folders and classify by directories. When
classifying by folders, understanding the hierarchy will be a premise. If the hierarchy was not
understood properly, it is difficult to search (Marlow et al., 2006) and if multiple folders were
created, it will be difficult to locate the folder (Jones et al., 2005).
Recent years, the tagging classification method have been introduced and widely used on web
services. The idea of tagging is adding some words (mostly one word as a keyword) as a metadata
to the targeted data or URL. The words used for tagging are called tag. When a tag was issued,
a link automatically formed with the respective list. By tagging, the respective file to be saved
will be grouped and classified. Tags are being used in a variety of areas for classification purpose.
For example, Technorati1 uses tags to classify weblog, and Gmail2 uses tags to classify emails.
While with Gmail, it classifies e-mails sent and received. With SBM, you can tag websites (URL)
and the tagged information can be shared with other users. In other words, SBM is a massive
database for websites with metadata.
1Technorati:http://technorati.com/
2Email service provided by Google Inc (URL: https://mail.google.com)
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2 DESIGN TO ANALYSIS
2.1 USER COMMUNITY FORMATIONS
With SBM, the accumulated data is publicly available. The history of all user’s bookmarking and
tagging are calculated frequency to display at ranking page. Individual’s collection of accumulated
sites reflects the individual’s preferences. Data aggregated in this service which consists of URL and
tags, is a reflection of the user’s preferences. SBM was designed to use other people’s accumulated
information, and we assume that users with similar preferences can come together, forming a
community with similar preferences.
2.2 VOCABULARY USED ON TAGS AND RECOMMENDED INFOR-
MATION BY TAGS
On the SBM the vocabulary used for tagging represent the classification of the users. The collec-
tions of tags are a reflection of their preferences. It is an indication and visualization of the users’
information management system. Collection of the tags is a representation of all the users’ infor-
mation management system by preferences. Based on this concept, ”folksonomy” a classification
system from bottom up emerged (Mathes, 2004). The ideas to aggressively utilize tag groups or
classification system as folksonomy were established as information distribution system.
Niwa et al. (2006) proposed the approach to recommend information with using accumulated
tags and relation between tags and users. First, gather information from whole system of the SBM,
and calculate affinity between vocabulary used for the tag and user respectively. Then cluster
vocabulary on the basis of affinity to avoid fluctuation. Lastly, calculate the sense of affinity of
each keyword cluster to each user, and then recommend user bundle of sites scaled with growth
of attention. On the other hand, Ohmukai et al. (2006) proposed collaborative recommendation
method on the basis of the classification system not of network allover, but between users with
close relationship, to bring more precise information according to individual’s preference.
2.3 VOCABULARY CONCENTRATION
There were multiple proposals on information search supporting method, as mentioned. However,
there were problems with using tags as a medium for sharing information. The vocabulary used
on tags tend to be concentrated (popular vocabularies) to small numbers, and it could be hard
to reach information suited variety of perspectives. For this analysis, we used data from SBM
service, Buzzurl3 operated by EC Navi Company. The top 1.1% of the popular vocabularies used
covers 50% of all the tags (Figure.1). It is too concentrated in small number of vocabulary to
make use of tags for the query of searching because to lead disproportionate recommendation.
2.4 CHANGE IN THE TIME SERIES OF THE VOCABULARY BY
TAGGING
To prevent these concerns, we looked at the frequency used, and also the change in time series
of the vocabulary used. There is a research to visualize the time series change of the vocabulary
used (Dubinko et al., 2006). In contrast, we did not only follow the change, but also checked the
new vocabulary used. We framed a hypothesis that users adopt new vocabulary for tag when
the tagged contents contain something new aspect for them, and we emphasized on these new
vocabulary used.
Tags are used to organize the accumulated contents. Therefore, users tend to use similar tags
to annotate similar contents. Users must not increase the variation of tags more than necessary.
New tags are used on contents that differ from ever accumulated sites, or on contents accumulated
from a different perspective. We want to apply this thinking to all the users. By implementing
this, sites many users annotate with new tags must contain information many users think are new.
3Buzzurl:http://buzzurl.jp/ The service name was EC Navi Popular News when data was provided.
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Figure 1: Frequency distribution of vocabulary for tags
2.5 NEW TAG RATIO
Newly used vocabularies by the user are named as new tags. Whether the vocabulary is already
used or not by anyone, we determine individual tag as new tag or not, according to the each user’s
history of usage. In other words, if other users have ever used the vocabulary, and even if the user
has never adopted it before, we will treat it as a new tag (Figure.2).
Vocabulary that was newly used = new tag
User B/C already used the tag “food”, No. 7/8, will not considered as a 
new tag.
User A, used “food” at No.9, for the first time, hence it will become a 
new tag. 
Figure 2: Definition of new tag.
We classified stored sites as total number of whole tags issued, and ratio of new tags issued by
each URL. We name the ratio as new tag ratio. Therefore, new tag ratio is indicated by formula
below (1), c: content (site), R: new tag ratio, N : number of the total new tags, and T : number
of all the tags.
R(c) =
N(c)
T (c)
(1)
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We consider site catching the attention of many users can be bookmarked by many users, and
contents that have high new tag ratio include new information many users are interested in.
3 ANALYSIS SUBJECT
3.1 SELECTING SBM ANALYSIS SUBJECT
Based on the assumption that we have showed up to now, we will initiate a verification analysis
of actual stored data on SBM: accumulated URLs and tags.
We used Buzzurl(Figure.3)4,for analysis, as stated previously. The concept of this service,
similar to digg5 is to register news related site, and extract contents with new information. This
is suitable for our intent for the analysis. Buzzurl is operated by a Japanese corporation called
EC Navi Company. This site is in Japanese and majority of the users, are using Japanese.
Figure 3: Buzzurl
3.2 CHARACTERISTICS OF BUZZURL
(FORMERLY EC NAVI POPULAR NEWS)
3.2.1 FUNCTION TO GENERATE FURTHER COMMUNICATION
Buzzurl does not only specialize in genre of contents, but also provide users functions which
characterize the site suitable for handling news contents. The first user to register a new site is
displayed largely (Figure.4), and this promote other users to register new sites.
They provide a service to promote communication between users, too. Users can register
someone with similar interests or gathering many contents you valuate good as a favorite user.
The list of sites registered by Favorite Users is displayed in one’s individual page. Also, the
site displays the users who tend to register similar sites to one’s accumulation as Synchro-user.
Users can simply find other users with similar interests and preferences. Buzzurl generates further
communication among users with using these functions.
3.2.2 TAGGING SUPPORT
When registering a site, candidates for tag are displayed. These consist of a list of vocabulary
used on similar sites or one’s own history of usage (Figure.5). These tagging supports lead users
to select vocabularies ever used by themselves or other users.
4Buzzurl:http://buzzurl.jp/
5digg:http://www.digg.com/ SBM, specialize in news related contents, providing services in English
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ranking of popular site ：the user who bookmarked the site first is 
indicated.
Figure 4: Site ranking of the highest registered number: user that registers first on the respective
site will be displayed
candidate other user has ever used for the site
candidate the user him/herself has ever used
Figure 5: Tagging support
3.3 SUMMARY OF THE ANALYZED DATA
Data used for analysis is the registered bookmark data from October 2005 to December 2006.
During this time frame, users registered to this site were 1,221 users. There were 74,128 types
of registered URL, and registered number was 139,602. Out of 139,602 bookmarks, there were
264,058 tags. 31,076 types of vocabularies used, per 1 bookmark the average number of tags were
1.9.
3.4 USER CHARACTERISTICS
The type of users that registered the most number of URLs were professionals of planning &
marketing (11.7%), researchers, developers and technicians (10.8%), followed by engineers (9.9%).
Top 3 categories of business registered over 30% of the total users. From the user population
perspective, the dominant were the housewives6 (18.6%), however they did not use the SBM func-
tions aggressively. The core users were those professionals involved with planning and marketing
6The reason for having many housewives was that EC Navi Company, which operates Buzzurl, originally was a
price comparison site. Furthermore, it was due to the fact that the members from the price comparison site were
issued a Buzzurl account without processing a new membership registration.
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or engineering.
occupation bookmarked
sites(%)
number of
users(%)
average
number of
bookmark-
ing
all 16382sites 130586users -
planning, marketing 11.7 1.7 56.3
technical expert 10.8 9.1 9.4
engineer 9.9 3.9 20.4
part time job 8.8 9.0 7.8
homemaker 7.8 18.6 3.4
student 7.6 5.4 11.3
PR, advertising, design 4.7 1.1 33.7
sales person 4.6 8.9 4.1
self-employed individual 3.4 5.6 4.8
company executive 3.2 1.9 13.5
managerial worker 2.3 2.3 7.8
clerical pos 2.0 5.0 3.2
general secretary, personnel worker 1.4 2.7 4.1
civil officer 0.5 2.8 1.5
accountant 0.5 2.2 1.8
specialist personnel 0.4 2.1 1.5
fringe worker 0.4 2.9 1.1
teacher 0.1 0.9 0.7
Agriculture, Forestry and Fisheries 0.0 0.2 0.7
Others 20.1 13.6 11.7
Table 1: number of sites bookmarked by Buzzurl user by occupation
4 TAG ANALYSIS
4.1 URL REGISTRATION DISTRIBUTION
The frequency distribution of the registered URL is shown in Figure.1 before, a small amount of
sites were registered intensively and a large number of sites were registered by small number of
users, representing a long tail distribution.
On the tags of SBM, there were problems with ”polysemy,” ”synonymy”, ”basic level vari-
ation”(Marlow et al., 2006). Yet for this analysis, if strings differed, we treated as a different
vocabulary. For example, ”EC navi” and ”EC Navi”, were counted as separate vocabulary.
4.2 TREND OF THE VOCABULARY USED FOR THE TAGS
When analyzing a large number of tags that are being used, ”Google”, ”Web2.0”, ”YouTube”,
”Microsoft”, computer or internet related vocabularies were frequently used in most cases. Also,
”advertising” came in 14th, responding to the characteristics of the people who are actively regis-
tering the sites. In other words, shows the interests of people that belong to planning & marketing
and engineering business categories.
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rank tag number of usage % %(accumulation)
1 Google 4,004 1.52 1.52
2 neta (troll) 3,041 1.15 2.67
3 funny 2,493 0.94 3.61
4 professional wrestling 2,419 0.92 4.53
5 graphical content 2,278 0.86 5.39
6 SNS 2,086 0.79 6.18
7 Blog 1,826 0.69 7.54
8 showbiz 1,773 0.67 7.54
9 football 1,685 0.64 8.18
10 FIFA World Cup. 1,603 0.61 8.79
11 music 1,594 0.60 9.39
12 web2.0 1,580 0.60 9.99
13 youtube 1,513 0.57 10.56
14 advertising 1,426 0.54 11.10
15 game 1,355 0.51 11.62
16 motion picture 1,344 0.51 12.13
17 social 1,282 0.49 12.61
18 news(in Japanese) 1,262 0.48 13.09
19 sports 1,199 0.45 13.54
20 EC navi 1,164 0.44 13.98
21 news (literal) 1,131 0.43 14.41
22 Microsoft 1,115 0.42 14.83
23 mobile phone 1,053 0.40 15.23
24 movie 1,050 0.40 15.63
25 security 1,011 0.38 16.01
26 mixi (SNS in Japan) 1,002 0.38 16.39
27 convenient 897 0.34 16.73
28 search 888 0.34 17.07
29 gourmet 880 0.33 17.40
30 professional baseball 856 0.32 17.73
Table 2: Top 30 vocabularies used for tags
4.3 SITE DISTRIBUTION BY NUMBER OF REGISTRATION AND
NEW TAG RATIO
The average tag per site was 8.4, and among that the amount of tags with new vocabulary, were
3.0. In other words, the new tag ratio was 33.1%. Next, we looked at the relationship of the total
amount of tags per site and the amount of new tags. Figure.6 shows a comparison of total amount
of tags per site to the ratio of new tags.
number of all tags annotated number of tags with new vocabulary new tag ratio (%)
Average 8.42 2.97 33.1
SD 9.20 7.34 27.3
Table 3: average and standard deviation: number of annotated tags
Using the total amount of tags and new tag ratio on the site, we would like to extract the
main interest and the new concerns of the users. Regarding the extraction, the above standard
was applied based on the average and standard deviation for the total tags and new tag ratio
(Table.3).
(1) Sites with many total tags, and little amount of new tags:
the standard was a total amount of tags, over 20, and the new tag ratio, less than 20%.
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Figure 6: number of tags and new tag ratio
(2) Sites with many total tags, and new tags:
the standard was total amount of tags, over 20, and the new tag ratio, over 50%.
(3) Sites with little amount of total tag, and many new tags:
the total amount of tags, less than 8, and new tag ratio, over 50%.
According to each standard, we will look at the top 20 registered sites and the top 20 frequently
used vocabulary on the tags.
5 RESULTS
5.1 SITES WITH MANY TOTAL TAGS AND LITTLE AMOUNT OF
NEW TAGS
First, we will look at (1) sites with many total tags, and little amount of new tags. On Table.4,
is listed the top 20 sites in total tags which the total was over 20 and new tag ratio was less than
20%. Most sites within the top 20 were ITC or marketing related topics. We can assume that it
covered the contents of interest of the active users.
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rank title of site number of all tags new tag ratio(%)
1 Google pledges $900 million for MySpace honors 81 18.52
2 Japan.internet.com column / search engine marketing 52 11.54
3 ITmedia News : mixi (SNS in Japan) and YouTube
affect websphere in Japan
50 16.00
4 Google Moves to Sell Space for Video Spots on Network
of Web Sites-New York Times reported - CNET Japan
47 14.89
5 NTT DoCoMo cooperate with Google to provide mo-
bile search- CNET Japan
47 19.15
6 misconception about amazon.com and ”long tail” -
guide to new economy on the Internet - nikkeibp.jp
46 13.04
7 Ameba (blog service in Japan) redesign of services -
CNET Japan
45 6.67
8 Any: Video SNS for mobile phone increase of capital -
CNET Japan
45 17.78
9 ITmedia News : banner ad in mixi (Japanese SNS),
number of impressed over times second to Yahoo!
Japan
42 19.05
10 Japan.internet.com Web marketing - Can alliance of
Yahoo! and eBay threat Google ?
40 17.50
11 Buzzurl has new feature - CNET Japan 39 7.69
12 Any: Japanese SNS start to compatible for video -
CNET Japan
39 17.95
13 4 requirement of Web2.0 site - GIGAZINE 38 5.26
14 ITmedia News : Microsoft report to kick around taking
over eBay
37 16.22
15 ITmedia D mobile : mobile phone featuring Gachapin
(Japanese TV character) released
36 19.44
16 media and PR (blog site): digg and YouTube launch
new service promised to success
35 14.29
17 Using ”Google”(verb) in Japanese, OK? - CNET Japan 34 17.65
18 EC navi company launch SBM compatible for video -
CNET Venture View
34 14.71
19 way to access Buzzurl via mobile phone |What is Buz-
zurl? (blog site)
34 14.71
20 Google’s antisocial downside - CNET Japan 33 18.18
Table 4: Top 20 sites title of total tags: sites with many total tags and little new tags
rank tag number of usage rate(%) accumulation(%)
1 Google 26 3.75 3.75
2 YouTube 21 3.03 6.77
3 SNS 17 2.45 9.22
4 Web2.0 16 2.31 11.53
5 Yahoo! 14 2.02 13.54
6 advertising 12 1.73 15.27
7 video (in Japanese) 11 1.59 16.86
8 CNET 11 1.59 18.44
9 Yahoo 11 1.59 20.03
10 search 10 1.44 21.47
11 Mobile 9 1.30 22.77
12 EC navi 8 1.15 23.92
13 Google(in Japanese) 7 1.01 24.93
14 web 6 0.86 25.79
15 video (literal) 6 0.86 26.66
16 video delivery 6 0.86 27.52
17 ITmedia (Japanese ITC news site) 6 0.86 28.39
18 mobile phone 5 0.72 29.11
19 search engine 5 0.72 29.83
20 ranking 5 0.72 30.55
Table 5: Top 20 tags: sites with many total tags and little new tags
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Then, what kinds of vocabularies for tagging on these sites are used? On Table.5 the top 20
most used vocabularies as tags are listed. When compared to the top tags of the overall registered
URL(Table.2), the majority of the registered with low new tag ratio has 2 characteristics.
First, it is mainly covered by ITC or marketing related vocabularies and other contents are
few. While there are vocabularies as ”neta (troll)”, ”funny”, ”professional wrestling”, ”graphical
content” in the list of the top 30 sites overall, you cannot find these words in the list of this segment.
In the top 5, internet related vocabularies such as ”Google”, ”YouTube”, ”SNS”, ”Web2.0”, and
”Yahoo!” were listed.
Second, the top vocabularies used hold a high ratio on tagging. Of the overall tags, the
vocabularies that covered the top 30 had a ratio of 18%, a little short of 20%. Sites on registered
new tag ratio that are low, of the top 20, it was 31%, and exceeded 30%. Therefore, it can be said
that sites with many tags and low new tag ratio, and the tags annotated to them reflect the core
of the active user’s interest and concerns.
5.2 SITES WITH MANY TOTAL TAGS, AND MANY NEW TAGS
Next, we will look at (2) sites with many total tags, and many new tags. The contents of the
top 20 sites (Table.6) were mainly ITC related, however there were contents like ”taste ranking
of favorite Umai Bo (Traditional Japanese molded confection)”, ”What is your favorite Miyazaki
movie?”, ”Doraemon Finale, read in comic”, including contents from daily life or culture. Then,
what kinds of vocabularies were used on the tags for these sites?
rank title of site number of all tags new tag ratio(%)
1 Cyber Agent inc. hire Horie (ex-CEO of Livedoor inc.)
as CTO: nikkansports.com
121 52.9
2 ranking of popular flavor of ”Umai-bo”(Japanese
molded confection) - goo ranking
77 68.8
3 list of software which adverse Windows OS works -
GIGAZINE
72 61.1
4 Whit is your favorite movie directed by Hayao
Miyazaki?
71 57.7
5 the last episode of Doraemon in catoon 67 68.7
6 CEO of EC navi compare Kakaku.com to Yahoo!, EC
navi to Google - CNET Japan
66 51.5
7 EC navi redesign SNS service - CNET Japan 65 50.8
8 Opt developed new way of creating advertising on the
basis of classificating consumer in 3 segments - CNET
Japan
59 55.9
9 ”SaaS” ”social DB” ”long tail”: keyword of Drecom’s
strategy of development - CNET Japan
58 55.2
10 jig.jp provide tool to modify schedule in mobile phone
via PC
55 67.3
11 ITmedia News : Cyboze Inc. to IPO in the first section
of the Tokyo Stock Exchange
54 72.2
12 Amazon Japan start commission sale - CNET Japan 53 58.5
13 nakata.net - official site of Hidetoshi Nakata 52 57.7
14 Netage group’s use new brand name ”Saaf” for all ser-
vice line up and integrate user account with RSS Ads,
Inc - CNET Japan
52 59.6
15 Japan.internet.com Web business - how to title and
write explanatory text
52 75.0
16 EC navi / Vote; Do you use mixi? 51 54.9
17 ITmedia News : NTT break into video share service
like YouTube
51 51.0
18 careers to study appropriate fee for connecting the Net
- CNET Japan
49 77.6
19 Hatena inc. to foray into U.S and develop services in
English: IT-PLUS
47 70.2
20 scene like fiction 47 66.0
Table 6: Top 20 sites of total tags: sites with many total tags and many new tags
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On Table.7, the top 20 vocabulary most frequently tagged is listed, and the number 1 was the
operating company ”EC Navi(in Japanese)”. When compared to Table.6, EC Navi related titles,
it shows the concern and interests in respect of the operating company. In other words, loyalties
are starting to form for companies that provide SBM platform and this service. From number 2,
vocabularies like ”neta (troll)” ”funny”, ”news”, ”ranking”, are listed. These words are used to
have fun for the moment, or in order to share a topic with others, therefore it cannot be considered
as users prior concerns. In other words, these tags were a medium for communication between
users, rather than individual’s interest and preferences.
Additionally, when site and contents of the tags are considered, a platform called SBM, forms
loyalty, which promotes information accumulation. Furthermore, SBM through sites and tags is
considered to be a medium of communication. Henceforth, we believe that there is a need to
investigate and verify the user’s awareness.
rank tag number of usage rate(%) accumulation(%)
1 EC Navi(in Japanese) 11 1.33 1.33
2 neta (troll) 9 1.09 2.42
3 funny 8 0.97 3.38
4 web2.0 7 0.85 4.23
5 news 7 0.85 5.07
6 ranking 6 0.72 5.80
7 EC 6 0.72 6.52
8 entertainment 6 0.72 7.25
9 EC navi 5 0.60 7.85
10 PC 5 0.60 8.45
11 gourmet 5 0.60 9.06
12 far-out 4 0.48 9.54
13 social 4 0.48 10.02
14 PC(in Japanese) 4 0.48 10.51
15 ITC 4 0.48 10.99
16 advertising 4 0.48 11.47
17 SNS 4 0.48 11.96
18 Blog 4 0.48 12.44
19 Web service 4 0.48 12.92
20 The Internet / ITC 3 0.36 13.29
Table 7: Top 20 vocabularies used on new tags: sites with many total tags and many new tags
5.3 SITES WITH LITTLE AMOUNT OF TOTAL TAG, AND MANY
NEW TAGS
Finally, we will verify (3)the sites with little amount of total tags, and many new tags. On Table.8,
that shows the top 20 of the total tags, internet related contents were at number 10, and marketing
related at number 19, each being included once.
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rank title of site number of all tags new tag ratio(%)
1 extinct and threatened specie: Humboldt penguin in-
crease too much in Japan : science : YOMIURI ON-
LINE
7 71.4
2 BADSTRING 7 57.1
3 〈 SPA! (magazine for young men in Japan 〉 kumae¨ri (a
woman arrested on arson)
7 57.1
4 recruiting for government-paid secretary for Taizo Sug-
imura (House of Representatives member in Japan)
7 71.4
5 kawasaki’s dialy - meet shokotan (Japanese idol) 7 57.1
6 for beautiful human life(blog) - spy photo put on
the magazine without permission and to abuse human
rights of otaku-woman
7 57.1
7 you see something on Travolta’s hairline :
ABC(Amarican baka commedy)commity
7 71.4
8 remark of arrested announcer sneaking camera shots of
the woman
7 85.7
9 Happa-tai get tobe world famous 7 85.7
10 Google to offer free analytics service - CNET Japan 7 57.1
11 Digg View 7 71.4
12 discovered bags in the soft of mobile phone manufac-
tured by sharp inc and to be corrected
7 57.1
13 sites for downloading wallpaper for high definition mon-
itor - GIGAZINE
7 71.4
14 Emily Chang - eHub Interviews Lingr 7 71.4
15 code.mfac.jp - Trac 7 57.1
16 topics for blog except meal nor readings, you can make
lots of entries (Lifehacks) : Nb online
7 57.1
17 nantara kantara (blog): Pluto,,,,,,,not planet 7 71.4
18 Also the capacity 10G byte appears! –The web mail
competition which is converted keenly - CNET Japan
7 71.4
19 access hours for ”CGM”; blog, SNS, BBS extends - -
Internet advertising workshop investigation
7 100.0
20 Drawing 3D picture with Acrobat Reader 7 100.0
Table 8: Top 20 sites: sites with little total tags and many new tags
The top vocabulary that was used in these sites (Table.9) were mainly dealing with hobbies
and culture, such as ”movie”,” entertainment”, ”music”, ”world cup (football)”, ”football”, and
”sports”. The subdivisions of these various genres were based on the individual’s interest and
preferences. It is also a field where it constantly transmits the newest trends. The vocabulary in
the 3rd place was ”new products”. We can consider that the contents in these sites are evaluated
as new by individual’s interests and preferences.
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rank tag number of usage rate(%) accumulation(%)
1 movie 47 0.43 0.43
2 Google 46 0.42 0.85
3 new product 44 0.40 1.25
4 entertainment 39 0.36 1.60
5 neta (troll) 37 0.34 1.94
6 mobile phone 37 0.34 2.28
7 Microsoft 32 0.29 2.57
8 Blog 32 0.29 2.86
9 social 32 0.29 3.15
10 the Internet 31 0.28 3.44
11 music 31 0.28 3.72
12 game 27 0.25 3.97
13 SNS 27 0.25 4.21
14 Blog 27 0.25 4.46
15 world cup (football) 27 0.25 4.70
16 football 26 0.24 4.94
17 security 25 0.23 5.17
18 sport 24 0.22 5.39
19 computer 24 0.22 5.61
20 ITC 24 0.22 5.83
Table 9: Top 20 vocabularies used on tags: sites with little total tags and many new tags
6 CONCLUSION
6.1 SUMMARY OF ANALYSIS
In this research, by analyzing the accumulated data and metadata in the SBM, we attempted to
develop a new information search method. By initiating implemented metadata equal to tagging
history time series analysis, and using a new tag ratio as an indicator, we classified the accumulated
sites of the SBM into the following 3 categories, not only to extract interest and preference of
the user community, but also show us the possibility to extract contents based on our target in
accordance with the intended use.
(1) Sites with many total tags, and little amount of new tags
⇒Contents centered on active user’s interests and concerns
(2) Sites with many total tags, and many new tags
⇒Topics related to medium of communication between the users
(3) Sites with small amount of total tags, and many new tags
⇒Contents that were evaluated as new by individual’s interests and preferences
6.2 POTENTIAL OF WAY TO SEARCH ON PARTICULAR PUR-
POSE
SBM is mainly used for recognizing latest topic among the users’ community by ranking on the
top page, or searching useful contents screened by other users now. However, the result of analysis
bring the possibility that you can select way to find contents to meet one’s end among 1) to
catch up with the latest fashion of the community, 2) to find contents being useful for medium of
communication, or 3) find novel topic faster. The value created by SBM is extended from just the
function of filtering contents based on wisdom of crowd (Surowiecki, 2004) to vitalization of the
community by provide topic to stimulate communication among the members.
6.3 REMAINED TASKS
At present, this research shows the results from only analyzing the accumulated data in the SBM.
There is a need to analyze results in accordance with the interest and concerns of the users, and
to consider on what degree users’ loyalty regarding the SBM platform is formed through user’s
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survey. Through these surveys, by analyzing from various aspects the mechanism of gathering
loyalty SBM will accumulate data and we believe that this can lead us to the understanding of
the sophisticated tagging function and the developing of its application method. Our research was
an unprecedented attempt to use SBM’s actual data and develop a versatile information search
method. We need to analyze the user’s information search organization activity and behavioral
psychology of communication to understand the effect of the platform design. Also the tag, etc
and characteristics of the metadata was not fully analyzed. With these perspectives, and as the
understanding for the SBM at all levels advance, making it possible for the method we propose in
this research to be brushed up.
Finally, we would like to start by thanking Toshiyasu Tsushima and Akiyo Sugawara from EC
Navi Company, for providing the data that was the foundation of our analysis, and everyone from
EC navi labs: Buzzurl development operation representative. With this data, we were able to
apply this actual data of SBM, which there are only few cases world wide, to develop a method.
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Abstract
Scientific experimentation in the molecular biology domain is highly dynamic and requires
expertise from diverse disciplines, such as molecular biology, statistics, bioinformatics and
mathematics. Scientists are confronted with new technological developments and bioinfor-
matics tools when analyzing and interpreting vast amounts of data from their experiments. In
our project, we investigate the face-to-face collaboration of multidisciplinary scientific teams.
Our aim is to identify requirements and to design and evaluate new interaction concepts to
support scientific teams in future collaborative environments.
This paper presents an on-going work on the support of co-located scientific team collabora-
tion in a real world context. In particular, we focus on situational awareness: being aware
of what is happening around you, and on group creativity. These are essential for successful
team collaboration. After presenting an overview of the studies on team creativity and situ-
ational awareness support, we describe the collaborative environment for scientific teams in
a molecular biology context. We also report our results of an empirical case study translated
into user requirements for support of multidisciplinary collaboration of scientific teams, as well
as our findings on the situational awareness support in collaborative environments. Finally,
we present our multi-level approach for practical case studies with multidisciplinary scien-
tific teams. These studies bring new insights into how the new computing technology affects
teamwork and contribute to the development of novel concepts for collaborative environments.
Keywords: Co-located collaboration, situational awareness, creativity, teamwork, collabo-
rative environment, scientific teams
1 INTRODUCTION
Evolving technologies in molecular biology are producing vast amounts of data. Scientists exper-
imenting in this discipline are confronted with the problem of applying methods from different
disciplines, such as statistical, mathematical and machine learning techniques, when analyzing
and interpreting their data. In addition, integration of the results with information from hetero-
geneous information sources is a difficult part of their experiments analysis. Nowadays, molecular
biologists daily retrieve data from many large, often publicly available databases and have to ana-
lyze them while interpreting their own results. Such databases often have complex web interfaces
which are too difficult for inexperienced users such as biologists (Kulyk and Wassink, 2006).
An important research area in molecular biology is omics experimentation deals with “omes”:
large or complete arrays of cell components, such as the genome (all genes) and the proteome (all
proteins). For example, studies that encompass the whole genome are in general referred to as
“genomics” studies, and studies that examine the expression level of all mRNAs (messenger RNA,
which directs the synthesis of proteins) in a given cell population are called “transcriptomics”.
Omics experimentation has two tightly coupled aspects: the wet-lab part and the dry-lab or in-
silico part. The wet lab refers to concrete experiments on real cells or their components, often
using high-throughput techniques that may generate up to a million datapoints per experiment.
The dry lab refers to quality control, analysis, and interpretation of the wet-lab data. Dry-lab
activities are all performed using the computer.
Current omics experimentation in molecular biology, such as needed in, for example, drug dis-
covery and cancer research, is a complex, highly dynamic and multidisciplinary task that requires
teamwork (Rauwerda et al., 2006; van der Vet et al., 2007). Project success in teams often de-
pends upon team coordination and creative thinking. Diversity of expertise in teams has a positive
impact on creative problem solving (Coughlan and Johnson, 2006; Shalley and Gilson, 2004).
The majority of the reported studies on team coordination support is centred on distributed
collaboration and has been conducted in laboratories with mainly students performing predefined
tasks (Carroll et al., 2006). The focus of our research is on co-located collaboration of teams
working on joint projects in real work environments. This work is a part of a user interfaces
and visualisation project within BioRange, devoted to the user-centred design and evaluation
of visualisations and enriched interactions in order to enhance the exploration of bioinformatics
resources by multidisciplinary teams of scientists (van der Vet et al., 2007). BioRange is a large
national project of the Netherlands Bioinformatics Centre (NBIC) that supports bioinformatics
development in the Netherlands.
In this paper, we present on-going work on the support of scientific team collaboration in the
context of molecular biology omics experimentation. In particular, we focus on group creativity
and situational awareness since they play an essential role in successful team’s collaboration. Situ-
ational awareness concerns “knowing what is going on”, basically being aware of what is happening
around you and having a shared understanding of the information. Situational awareness can be
generally defined as (Endsley, 1995, p.36):
The perception of the elements of the environment within a volume of time and
space, the comprehension of their meaning, and the projection of their status in the
near future
Endsley (1995) suggests that situational awareness can be achieved by linking an objective state
of the world to its mental analogue on three levels:
• Level 1: Perception of the elements in the environment within a volume of space;
• Level 2: Comprehension of their meaning;
• Level 3: Projection of their status in the near future.
In our research, we define situational awareness as the process of identifying the source and
nature of the problem, comprehending multiple visualisations and a context (Figure 2), observing
various changes in the environment, seeing what team members do and have done and keeping
track of the work progress. We investigate the following research questions: What does situa-
tional awareness mean in scientific team collaboration? How can we support situational awareness
in collaborative environments? How will new computing technology influence scientists’ work,
team collaboration and creative thinking in practice? How can we design technology that sup-
ports scientists’ tasks and to get them to interact in a collaborative environment with prolonged
involvement? After presenting an overview of the state-of-the-art on team creativity and team
coordination support, we describe the collaborative environment for scientific teams in molecular
biology context, and how to support situation awareness. We also report our conceptual results to-
gether with the results of an empirical case study that included contextual interviews, observations
and questionnaires in different sub-domains of bioinformatics. Finally, we present our approach
for practical case studies with molecular biology teams followed by conclusions and discussion.
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2 SUPPORTING CREATIVITY AND TEAM COORDINATION
Presence of various expertise and levels of experience in a team is important for creative thinking
and reasoning (Dunbar, 1995; Shalley and Gilson, 2004). There have been a series of studies
investigating group creativity processes in real world situations. However, the tasks used in these
studies did not address scientific teams. Yet, creativity and creative thinking theory can be applied
just as much in science as in design (Johnson and Carruthers, 2006). A recent empirical study by
Johnson and Carruthers provides a good overview of the relevant theories on creative processes.
Results of this work are requirements for software tools to support specific creative tasks (Johnson
and Carruthers, 2006).
Other empirical studies, although conducted in real work environments, focus only on team co-
ordination. For instance, Manser et al. (2006) investigate coordination needs of cardiac anaesthesia
teams in an operating room environment. The result of their study is a conceptual framework for
the analysis of multidisciplinary team collaboration in complex work environments. A qualitative
study by Wilson et al. (2006) reports the impact of a shared display on small group work in a
medical setting.
Recent studies have also stated that people first need to understand the context in order to
understand the existing situation and reach shared understanding in a team (Carroll et al., 2006;
Varakin et al., 2004) (See Figure 2). As user-centred designers, we first need to analyse the actual
context in which the computing technology will be deployed. Understanding of the actual context
will help us to design technology that supports scientists in their primary task at hand, and thus
leads them to collaborate and interact in a collaborative environment with prolonged involvement.
It will also help us to find out how new computing technology in collaborative environments will
influence scientists’ work, team collaboration and creative thinking (Hallnass and Redstrom, 2002).
Molecular biology in general is a highly visual discipline (Campbell and Heyer, 2006). Visu-
alisations play a large role in the analysis and interpretation of omics experiments (van der Vet
et al., 2007) (See Figure 1). In the next section we discuss how visualisations can support group
discussions and we introduce the collaborative environment for scientific teams. We argue that
situational awareness can be supported in such environments by making changes in visualisations
and relations between multiple visualisations easily noticeable and by means of attentive and
proactive interfaces.
Figure 1: A scenario in which a life scientist is interacting with multiple visualisations.
Do you know what I know? Situational Awareness and Scientific Teamwork in Collaborative Environments 209
3 SCIENTIFIC VISUALISATIONS AND SITUATIONAL AWARE-
NESS IN COLLABORATIVE ENVIRONMENTS
Until recently, most of the studies in scientific visualisations mainly address the design of integrated
software visualisation tools, with ”single user - single visualisation” interaction. However, as a
study on collaborative scientific visualisations illustrates (Li et al., 2005), the picture becomes
more complex in situations where groups of users will be interacting with multiple visualisations
and communicating with each other at the same time. In genomics research, there is a strong need
for visualising the large genomics datasets during multidisciplinary collaborative discussions for
comparing and sharing data among scientists (Li et al., 2005). Designing visualisations for multiple
use to enhance exploration of heterogeneous information is a new challenge in cooperative work.
Work on collaborative environments and group support has been reported in a number of
studies. Depending on the aspect one wants to emphasise, such an environment is often called
by different names: for example, collaborative interactive environment (Borchers, 2006), multiple
display environments (Huang, 2006; Rogers and Lindley, 2004), ubiquitous computing room (Brad
et al., 2002), collaborative control room (Li et al., 2005), among many others. Many of these
environments use visualisations on large displays to support group discussions (Borchers, 2006;
Huang, 2006; Rogers and Lindley, 2004).
Much of this work is relevant but has to be adapted to the specific needs of the multidisciplinary
teams in omics experimentation: molecular biologists, microarray experts, bioinformaticians, and
statisticians. The practitioners of the various disciplines involved in our research bring with them
a rich and often implicit background knowledge, as was found for scientists in general by Dunbar
(1995).
The e-BioLab environment is a collaborative environment that aims to facilitate multidisci-
plinary teams during project meetings on molecular biology experiments, with an initial focus
on microarray experiments (Rauwerda et al., 2006). The goal of a microarray experiment is to
simultaneously examine the expression level of all genes of a specific organism, in a cell type in a
specific growth or stress condition. Microarray technology is currently one of the most important
methods in genomics and is usually applied to unravel complex cellular mechanisms or discover
transcriptomics (see the introduction) biomarkers: genes whose expression profile can be used for
diagnostic purposes or to monitor and predict cellular processes (Stekel, 2003).
Figure 2: Scientists interacting with microarray visualisations using multiple displays in e-BioLab,
MicroArray Department/Integrative Bioinformatics Unit, University of Amsterdam.
In interpreting a microarray experiment in the e-BioLab, both results of the experiment itself
and of statistical data analysis can be displayed in the form of visualisations on the large display,
as in the example on Figure 2. In this way, team members can assess an entire microarray
experiment. Moreover, in a multidisciplinary setup a large high-resolution display connected
to online genomics resources can be used to construct models of biological mechanisms, thus
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enhancing omics experimentation and interpretation of the results. The largest tiled display is
split into a number of displays (See Figure 1, 2). The visualisations on the various parts of the
display are obviously related in the sense that they refer to the same experiment, but currently it is
not always evident what the precise relation is. To prevent users from getting lost and to support
situational awareness, visual aids will have to bring the relations between the various subscreens
and changes in visualisations more in focus of attention.
Multiple visualisations can be closely related, and therefore a change in a visualisation on one
display will have to be related to visualisations on other displays in a manner pioneered by the
Spotfire1 system. In our case, however, the situation is more complex. For example, in microarray
experimentation a statistician needs to establish confidence intervals and statistical power of an
analysis. However, only molecular biologists and microarray experts can assess whether it is
experimentally possible in the wet-lab to increase statistical power or to avoid confounding by
choosing a different experimental setup.
The complexity of multiple displays showing often complex visualisations can, as mentioned
earlier, be reduced by employing attentive and proactive interfaces (Crowley, 2006). Such in-
terfaces have to anticipate the context and provide an appropriate feedback without distracting
the user from their main task. An example of such interfaces for awareness and collaboration
support is a persuasive displays environment designed by Mitsubishi Research Lab (Dietz et al.,
2004). Such environments can also include peripheral awareness displays: systems that reside in
the user’s environment within the periphery of user’s attention (Plaue et al., 2004). These ubiq-
uitous computing services provide feedback on the periphery of user’s attention. The feedback is
generated on the basis of multimodal cues sensed by the sensors embedded in the environment
(Iqbal et al., 2005). The evaluation of such awareness interfaces focuses on effectiveness and unob-
trusiveness: the ability of visual representation to communicate information at a glance without
overloading the user (Plaue et al., 2004; Kulyk et al., 2006) We will elaborate on this in the next
section.
4 OUR APPROACH AND RESULTS
The support of multidisciplinary scientific teams in collaborative environments is centrally ad-
dressed within our BioRange project. As in any user-centred approach, user studies and task
analysis are a core activity in our research (Bartlett and Toms, 2005; Homa et al., 2004; van Welie
and van der Veer, 2003). Contextual observations and interviews are conducted to find out how
such collaboration takes place in daily work practices between biologists, bioinformaticians, and
biomedical researchers and how we can support them (Kulyk and Wassink, 2006). The results
of our studies demonstrate that multidisciplinary collaboration is essential in molecular biology
and bioinformatics. Visualisations of experimental and biological data are used for discussing the
experimental results and for assessing the progress of an experiment. Scientists expect they will
profit from multiple visualisations in a collaborative environment. At the same time, they point
out the danger of overwhelming the viewer with too much information. They strongly prefer to
collaborate face-to-face. This is also confirmed in studies for other user groups (McCowan et al.,
2003; Nijholt et al., 2006; Rienks et al., 2006) and for scientific teams (Dunbar, 1995). The results
of our exploratory study have been translated into requirements for support of collaboration and
multidisciplinary teamwork in bioinformatics, as well as into profile descriptions of novices, experts
and scientific teams (Kulyk and Wassink, 2006).
In order to identify the key aspects and user requirements for the collaboration support in
the context of a scientific collaborative environment, we also perform an extensive task analysis
of the current microarray experimentation practice, based on contextual interviews and observa-
tions (van Welie and van der Veer, 2003). Use case scenarios for empirical studies in microarray
experiments are provided by our project partners (Rauwerda et al., 2006). Scientists from various
disciplines: molecular biologists, microarray experts, bioinformaticians and statisticians closely
collaborate during such experiments. In particular, we aim to build a detailed task model of mi-
1http://www.spotfire.com, last visited May 30, 2007
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croarray experiments. A task model of the current work situation describing phases of a microarray
experiment is currently being validated with domain experts.
As the literature confirms, creativity in scientific collaboration can be supported by providing
an appropriate environment and a context (Coughlan and Johnson, 2006). However, introducing a
new environment and new technologies, as for example presenting multiple visualisations on a large
display (see Figure 1,2), may increase scientist’s cognitive load and influence the way project team
members collaborate (Varakin et al., 2004). Awareness information in such shared workspace
environment is always required to coordinate team activities (Dourish and Bellotti, 1992). We
believe that situational awareness is a very important aspect of co-located team collaboration in
complex environments, as other research confirms (Manser et al., 2006) (see section 2). Especially
in the multidisciplinary settings, situational awareness information is affected by individual team
members abilities, their interaction with other team members, and the environments in which
they collaborate (Bolstad et al., 2005). It is essential to provide situational awareness support in
collaborative environments in order to support team’s coordination needs and creative problem
solving.
On the basis of our current findings from conceptual studies and requirements analysis, we are
performing a series of practical case studies. We are conducting a series of real-life observations
during the project discussions of multidisciplinary scientific teams in the e-BioLab (Rauwerda
et al., 2006; van der Vet et al., 2007). Our aim is to get insight into how the new technology
affects teamwork, and to contribute to the development of novel concepts to support co-located
group creativity and situational awareness in a scientific collaborative environment. In particular,
we are investigating the effect of the large display visualizations on both individual and team
situational awareness. We are also evaluating new designs to enhance the awareness by making
relations and changes between different visualizations more explicit. For instance, during the
project meeting relevant visualizations on a tiled display will be highlighted and the other ones
will become faded. In this way, a presenter can draw the attention of the other team members to
visualizations relevant to the expertise of particular scientists (Figure 2). In addition, a notification
about the annotations made on visualizations is essential to make all team members aware of the
changes. We are using multiple data collection techniques during the case study: systematic direct
observations, screen capturing and video recording of molecular biology teams during their project
discussions. Video recordings from several angles together with capturing multiple displays enables
us to analyse several ongoing interactions simultaneously.
The complexity of the processes involving both communication in the team and the use of the
collaborative environment requires the combination of the methodological approach to support
situational awareness in co-located team collaboration and the practical method to capture and
analyse the dynamics of technology-mediated interactions in the environment. The nature of the
interfaces as well as physical characteristics and affordances of the environment define the way in
which interactions occur (Fruchter and Cavallin, 2006). Therefore our approach for data analy-
sis includes the combination of behaviour, interaction and environment analysis. In addition to
the objective analysis, post-interviews and questionnaires will be carried out to obtain subjective
judgments of the team members on, among other aspects, group satisfaction, situational aware-
ness and distraction from primary task (Kulyk et al., 2006). The three dimensions of situational
awareness described above will be used in designing a questionnaire. We are adapting the com-
putational model of shared situation awareness (Bolstad et al., 2005) to the context of our case
studies. This model uses the Situation Awareness Global Assessment Technique (SAGAT) - an
objective measure of situation awareness based on work of Endsley (1995).
By applying several user study techniques and a multi-level method for data analysis we can
define interaction patterns: ways in which team members interact with each other and the environ-
ment. Thus we iteratively improve the design of the e-BioLab, as well as construct a framework for
evaluation of how new technology, such as multiple large display visualisations, influence scientists’
work and team collaboration.
212 Olga Kulyk, Betsy van Dijk, Paul van der Vet, Anton Nijholt
5 CONCLUSION AND DISCUSSION
A new wave of advanced visualisation environments, such as collaborative interactive environ-
ments (Borchers, 2006), multiple display environments (Huang, 2006; Rogers and Lindley, 2004)
and our collaborative scientific environment (van der Vet et al., 2007) requires new methods of
design and evaluation in order to adequately address all aspects of collaborative work. In this
paper, we presented the on-going research on the support of co-located team collaboration in the
context of molecular biology omics experimentation. We described state-of-the-art studies on team
coordination and creativity support. Furthermore, we discussed how visualisations can support
group discussions and described the collaborative environment for scientific teams in a molecular
biology context. As a result we showed that situational awareness is of a crucial importance in
co-located team collaboration. We argued that situational awareness can be supported in such
environments by bringing changes and relations between multiple visualisations more in focus of
attention and by means of attentive and proactive interfaces. We also reported our results of an
empirical case study and domain analysis translated into user requirements for support of multi-
disciplinary collaboration of scientific teams. At the end we presented the multi-level approach for
analysing the technology-mediated interaction in collaborative environment, taking into account
important issues of situational awareness and group work. Practical case studies bring new in-
sights into how computing technology affects teamwork and contribute to the development of novel
concepts for scientific collaborative environments. This work will also contribute to understanding
of how scientists of various levels of expertise and backgrounds interact with new technologies in
collaborative environments.
The expected results of this research are: (a) a conceptual framework for studying situational
awareness in co-located collaboration of multidisciplinary teams, (b) requirements and guidelines
for collaborative designs based on the analysed results of practical case studies, (c) a new genre of
technologies to support situational awareness of teams in collaborative environments. This work
aims to inform the theory and practice of human computer interaction and design for collaboration
support.
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Abstract
In this paper, we integrate “entrainment” phenonena with image processing as a new and
unique approach to capture interpersonal communication among participants in a meeting.
We use an omnidirectional camera to capture a 360-degree view at one time and then process
the panoramic images to estimate the relations. We designated this approach as Entrainment-
based Interpersonal Communication (EIC) and investigated its performance from various
perspectives using a supervised dataset. The results show that EIC can automatically capture
interpersonal communication.
Keywords: Entrainment, Interpersonal Communication, Omnidirectional camera
1 Introduction
Human communication channels comprise verbal and nonverbal elements. Verbal communication
uses oral or spoken language to express conscious or intended information, whereas nonverbal com-
munication conveys unconscious or unintended information by paralinguistic elements in speech
and sign language. Paralinguistic cues include the pitch, volume, and intonation of speech, and
sign language includes postures, gestures, expressions, gazes, etc. In this study, we specifically
examine nonverbal communication as important information for assessing interpersonal commu-
nication in meetings.
Nonverbal communication has been formulated by researchers of human behavior from the
perspective of “entrainment” or “synchrony” for over a century. Over 200 years ago, A. Smith
first described in his book the synchrony of our behavior (Smith, 1759).
J.D. Matarazzo et al. developed one of the first studies of the congruence of speech duration
in interpersonal conversation (Matarazzo et al., 1963), The interaction phenomenon of rhyth-
mic correlation between speech and body movement was observed (Condon and Ogston, 1966;
Kendon, 1970). The term “synchrony” or “interactional synchrony” came to be used to describe
the phenomenon. W.S. Condon and L.S. Sander observed that human neonates synchronized
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with adult speech (Condon, 1974). Condon called that synchronous behavior “entrainment.” J.
Welkowitz and M. Kuc explored the temporal congruence of dialogue patterns and found that they
related to perceived warmth (Welkowitz and Kuc, 1973). B.B. Gump and J.A. Kulik observed the
behavioral mimicry of facial expressions and emotional contagion (Gump and Kulik, 1997). In-
terpersonal communication derived from entrainment or synchrony reportedly imparts a feeling of
“rapport.” Numerous studies have demonstrated that rapport is established between people who
mimic specific postures and body motions (Scheflen, 1964; Charny, 1966; Morris, 1977; LaFrance
and Ickes, 1981; Navarre, 1982; Maurer and Tindall, 1983; Bernieri et al., 1996; Chartrand and
Bargh, 1999). These works indicate that we can capture interpersonal communication when the
phenomenon of entrainment or synchrony is observed. Because it is the motivation of this study,
we seek to observe that phenomenon using an omnidirectional camera.
Along with development of new technology and the progress of computer power, research
related to detection of interpersonal communication has also accumulated recently. A.P. Pentland
undertook seminal research on interpreting the actions of people using computers (Pentland, 1996).
R. Stiefelhagen et al. tracked the gaze directions of people at a meeting from video data to discern
whom they were looking at (Stiefelhagen et al., 1998).
A promising technology that has emerged recently is the omnidirectional camera because it
enables the capture of a 360-degree view simultaneously. Many researchers have been inspired using
the camera for detecting characteristics of interpersonal communication. R. Stiefelhagen et al. also
presented an algorithm for capturing human interaction in a meeting from omnidirectional images
(Stiefelhagen et al, 2005). Their system provided information related to who is talking to whom
by tracking people, then recognizing their faces and their head poses. Cielniak et al. proposed
an algorithm for tracking a moving person using an omnidirectional camera with a Kalman filter
to estimate the position of the person (Cielniak et al., 2003). Some groups have used panoramic
videos to develop meeting-recording systems (Foote and Kimber, 2000; Gross et al, 2000; Rui et
al., 2001). Their purposes are to search, play back, and summarize the meetings. These systems
integrate techniques of audio and video analysis such as speaker detection, face detection, and
people tracking.
It is noteworthy in this regard that researchers conducting interpersonal communication con-
duct their work on different conceptual islands; they have not explored new fields by mutually
integrating their accumulated knowledge. In this paper, we describe the integration of the idea
of “entrainment” with analysis of omnidirectional images as a new and unique approach to assess
interpersonal communication. We name this approach Entrainment-based Interpersonal Commu-
nication (EIC). Although EIC uses only a single omnidirectional camera, it is portable to any
venue to record meetings on the spot without any special preparation. Preliminary experiments
were conducted to evaluate what kinds of relations EIC can reveal or provide in interpersonal
communication. Estimating interpersonal relations is also applicable for enhancing collaborative
activities. Furthermore, EIC presents the novel possibility of capturing interpersonal communica-
tion. It is anticipated from these achievements that EIC can contribute to development of Social
Intelligence Design.
In Section 2, we describe EIC to capture human motions using an omnidirectional camera. In
Section 3, we investigate EIC from various directions to evaluate the accuracy and the types of
communication. In Section 4, we additionally discuss EIC, and conclude this paper in Section 5.
2 Capturing Entrainment-based Interpersonal Communication
We extract EIC information related to a meeting from time-series images that were captured
using the omnidirectional camera. Figure 1 shows the omnidirectional camera that we use in
this study along with an example of a captured omnidirectional image. As an omnidirectional
image sensor used with a camera, we used HyperOmni Vision (Yamazawa et al., 1993), which
obtains panoramic images using a hyperbolic mirror. We produced an omnidirectional camera by
attaching HyperOmni Vision to a camera (DSR-PD150; Sony Corp.).
Before capturing EIC, we process all the recorded frames (images) in advance for ease of
computational cost. The process illustrated in Fig. 2 is explained as six steps below. Note that
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Hyperbolic mirror Sony DSR-PD150
Figure 1: Omnidirectional camera and an example of a captured image
the images in Fig. 2 are transformed into panoramic images.
Step 1 (Background Subtraction): For each frame recorded using the omnidirectional cam-
era, perform background subtraction to extract human regions.
Step 2 (Thresholding): Each pixel in each frame is binarized by thresholding. The thresholding
parameter is described later.
Step 3 (Clustering): Apply k-means clustering method to classify the regions into n-partitions,
where n is the given number of participants. Consequently, we obtain clustered human
regions for each frame.
Step 4 (Frame Subtraction): For each pair of temporally adjacent frames in clustered human
regions, img<t> and img<t+1>, subtract img<t> from img<t+1> to extract motion regions
for each person.
Step 5 (Motion Estimation): The number of human motions for each frame is obtained by
counting the number of pixels of motion regions for each person for each frame.
Step 6 (Smoothing): The number of human motions is smoothed using the rule of majority of
adjacent back and front r frames. That is, the motion is set to “1” if human moved in r+1
adjacent frames, and others are set to “0”.
Using the process described above, we can obtain time-series binary data showing human
motions.
The entrainment of human motions is visible by counting the number of frames in which each
pair of people moves at the same time. For example, if participant A and B move in {nA} and
{nB} frames, respectively, then the degree of entrainment between participant A and B is obtained
as {nA ∩ nB}.
3 Experimental Evaluation
3.1 Experimental Settings
We have recorded two cases of our group’s regular meetings for experimental evaluation. One
meeting, held on October 20, 2006, includes four participants; the other, on October 27, 2006,
had five participants. In both cases, people were sitting around a table, mutually discussing their
research topics.
We put the omnidirectional camera in the middle of the table and captured 640× 480 pixel at
30 fps for about one hour in each case to capture panoramic images. The meetings also videotaped
using a normal video camera for review of the meeting in detail. Then, we selected 5 min in the
middle of each meeting and manually checked omnidirectional and normal videotapes to prepare
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Figure 2: Overall flow of image processing
a supervised dataset in which “motion,” “line of sight,” and “utterance” are annotated for each
frame. The software packages we used for annotation were iMovie and GraphicConverter for
Mac OSX. We hereafter call the supervised dataset of four participants Case 1 and that of five
participants as Case 2.
The behaviors of participants in Case 1 and Case 2 are summarized briefly in Table 1. Note
that participants A, B, C, and D in Case 1 and Case 2 represent the same people. Table 2 shows
the degree of motion by the number of frames. Tables 3 and 4 show the amount of line of sight
instances by the number of frames.
3.2 Evaluation of Motion Extraction
We next investigate the best thresholding value using supervised datasets to evaluate the best
performance of EIC that uses entrainment for estimating interpersonal communication.
The best thresholding value is determined based on the F -measure shown as eq. (1)–(3).
F -measure =
2 ∗ Precision ∗Recall
Precision+Recall
, (1)
Precision =
|N ∩ C|
|N | , (2)
Recall =
|N ∩ C|
|C| , (3)
where N is the amount of human motion obtained using the approach in Section 2, and C is the
amount of human motion obtained using the supervised dataset.
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Table 1: Summary of meetings in Case 1 and Case 2
Case Participants Remarks
- Reading papers most of the time.
A - -Few utterances. Sometimes talking with B.
- Flipping papers frequently.
- Reporting on B’s own research.
Case 1 B - Many utterances to C.
- Gesturing in utterance. Taking notes.
- Substantial facilitator.
C - Many utterances to B.
- Gesturing in utterances.
- Observer.
D - No utterance at all. Sometimes laughing.
- Synchronizing with speakers.
- Reading papers most of the time.
A - Speaking to B and C several times.
- Flipping papers frequently.
- Reporting on B’s own research.
B - Many utterances. Answering questions from everyone.
- Gesturing in utterance.
- Commenting to B.
Case 2 C - Speaking to A and D several times.
- Gesturing in utterance.
- Looking at speakers.
D - Few utterances. Sometimes speaking to B.
- Turning to face speakers.
- Speak to B.
E - Moderate utterance.
- Swinging body while observing.
Table 2: Summary of motions in Case 1 and Case 2
Case Participant Motion (frames)
A 2031
Case 1 B 3560
C 3228
D 2109
A 4514
Case 2 B 4840
C 3568
D 4955
E 3415
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Table 3: Summary of line of sight (LOS)
from speaker to listener in Case 1
Participant Listener LOS (frames)
B 192
A C 0
D 0
A 972
B C 278
D 0
A 152
C B 1014
D 0
A 0
D B 0
C 0
Table 4: Summary of line of sight (LOS)
from speaker to listener in Case 2
Participant Listener LOS (frames)
B 50
A C 177
D 0
E 0
A 3
B C 151
D 22
E 621
A 51
C B 533
D 107
E 0
A 114
D B 148
C 32
E 26
A 18
E B 46
C 0
C 0
The best F -measures for each person are shown in Table 5. For comparison with the simplest
approach, the F -measures obtained by setting the threshold value as the average amount of human
motion are also shown in Table 5. Table 5 also shows the baseline of F -measures obtained using
the expected value of |N ∩ C|. These results show that we can achieve practical F -measures if
we can set the best thresholding value from a supervised dataset, although it is not a realistic
approach. Automatic detection of the best thresholding value is a future work.
In addition, Case 1’s correlation coefficient between motions extracted by supervised dataset
(|C|) and motion extraction with exploratory thresholding (|N |) is 0.96; Case 2’s correlation
coefficient is 0.75. These results imply that the automatically extracted motions have the same
tendency of the motions by the supervised dataset with respect to motion extraction.
3.3 Evaluation of Entrainment-based Motion Extraction
We define “synchronous” as the state in which people move in the same frame. By counting the
amount of synchronous activity of a pair of people, we can estimate the degree of EIC among
them. Here, we extract EIC for each pair of people using image processing as well as a supervised
dataset; we then compare them to validate how EIC reconstructs observed human motions. Here,
EIC is shown as |N | in Table 6.
Table 6 shows F -measures obtained from Case 1 and Case 2 and the baseline of F -measures
obtained using the expected value of |N ∩ C|. The results show clearly that EIC achieves F -
measures by 0.265 ∼ 0.693 with the best thresholding values. The correlation coefficients among
|N | and |C| are 0.88 in Case 1 and 0.75 in Case 2. The results show the possibility of obtaining
an approximate EIC automatically, and will be useful in practice for understanding interpersonal
communications.
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Table 5: Evaluation of motion extraction
Case Thresholding Participant |N | |C| |N ∩ C| F-measure Baseline
A 1864 2031 1020 0.524 0.216
Exploratory B 4746 3560 2704 0.651 0.452
C 3305 3228 2296 0.703 0.363
Case 1 D 2052 2109 1338 0.643 0.231
Overall 11967 10928 7358 0.643 0.346
A 1573 2031 628 0.349 0.197
Average B 1393 3560 1004 0.405 0.222
C 984 3228 854 0.406 0.168
D 1275 2109 763 0.451 0.177
Overall 5225 10928 3249 0.402 0.193
A 4600 4514 3985 0.874 0.506
B 5049 4840 3961 0.801 0.549
Exploratory C 4900 3568 2705 0.639 0.459
D 6242 4955 4214 0.753 0.614
Case 2 E 3375 3415 2442 0.719 0.377
Overall 24166 21292 17307 0.761 0.514
A 1755 4514 1691 0.539 0.281
B 1526 4840 1411 0.443 0.258
Average C 878 3568 728 0.327 0.157
D 870 4955 783 0.269 0.164
E 935 3415 871 0.400 0.163
Overall 5964 21292 5484 0.402 0.212
Table 6: Evaluations of EIC
Case Participant pair |N | |C| |N ∩ C| F-measure Baseline
A–B 1258 802 340 0.330 0.109
A–C 759 802 320 0.410 0.086
Case 1 A–D 539 496 137 0.265 0.056
B–C 1410 1358 720 0.520 0.153
B–D 1097 651 258 0.295 0.090
C–D 753 982 490 0.565 0.095
Overall 5816 5091 2265 0.415 0.107
A–B 2493 2449 1692 0.685 0.274
A–C 2386 1955 1344 0.619 0.239
A–D 3554 2757 2186 0.693 0.345
A–E 1297 1303 656 0.505 0.144
Case 2 B–C 2943 1958 1189 0.485 0.261
B–D 3471 2573 1824 0.604 0.328
B–E 2047 1764 1067 0.560 0.210
C–D 3870 1987 1368 0.467 0.292
C–E 1863 1081 627 0.426 0.151
D–E 2285 1769 1018 0.502 0.222
Overall 26209 19596 12971 0.566 0.275
Capturing Entrainment-based Interpersonal Communication Using Omnidirectional Camera 223
Table 7: Correlation coefficient between EIC and communication patterns
Case Participant pair EIC All S→L L→S O→S O→L
A-B 1258 2491 1164 436 0 57
A-C 759 2199 152 0 167 688
A-D 539 221 0 0 70 6
Case 1 B-C 1410 3716 1292 536 113 13
B-D 1097 886 0 0 441 93
C-D 753 1735 0 0 269 49
Correlation w/ EIC 1.000 0.738 0.836 0.848 -0.065 -0.277
A-B 2493 850 53 53 3 6
A-C 2386 1378 228 189 178 78
A-D 3554 385 114 0 49 7
A-E 1297 204 18 0 44 40
B-C 2943 2151 684 279 73 31
Case 2 B-D 3471 2312 170 3 353 103
B-E 2047 1625 667 48 0 38
C-D 3870 1227 139 101 170 11
C-E 1863 257 0 0 9 0
D-E 2285 517 26 0 0 9
Correlation w/ EIC 1.000 0.445 0.089 0.196 0.560 0.083
3.4 Evaluation of Entrainment-based Motion Types
Based on the annotations we added manually, we prepare supervised communication patterns
showing “who talks to whom” among participants, listeners, and observers. Then, we calculate
correlation coefficients between the patterns using automatically extracted motions to investigate
what features our approach is extracting.
We investigate EIC and five communication patterns as follows.
• EIC: Entrainment-based interpersonal communication among participants
• All: Line of sight from speaker/listener/observer to speaker/listener/observer
• S→L: Line of sight from a speaker to a listener
• L→S: Line of sight from a listener to a speaker
• O→S: Line of sight from an observer to a speaker
• O→L: Line of sight from an observer to a listener
Note that “S” signifies “speaker”, “L” denotes a “listener”, and “O” represents an “observer”.
Table 7 shows correlation coefficients between EIC and communication patterns. The degree of
line of sight between participants is obtained as the number of frames. Moreover, EIC is obtained
automatically, while ALL, S→L, L→S, O→S, and O→L are extracted from the supervised dataset.
The results reveal that Case 1 and Case 2 are formed by different types of communication. For
example, synchrony between a speaker and a listener (S→L) is dominant in Case 1, although
synchrony between an observer and a speaker (O→S) is prominent in Case 2. In this manner, the
EIC approach can capture interpersonal communication irrespective of “who speaks to whom”
relations.
4 Discussion
The pros and cons of EIC are discussed in this section. Primarily, EIC explores the possibility
of a new and unique approach using entrainment for capturing interpersonal communication. In
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fact, EIC presents some advantages over orthodox approaches such as face-tracking and gaze
recognition.
The first advantage is its simplicity of implementation. We merely put a single omnidirec-
tional camera on the table and capture 360-degree views. No other special device such as a sensor
or microphone is necessary, aside from the omnidirectional camera. Interpersonal relations are
inferred from the captured images based on the combination of traditional subtraction and clus-
tering approaches. Consequently, the technical robustness of EIC is its second advantage. The
third advantage of EIC is its robustness for different environments. The background environ-
ment is updated frequently because the participants usually use documents or pencils, have some
drinks, etc., and put them on the table during a meeting. This adversely affects the background
subtraction. However, adverse effects can be avoided because most would be canceled out by frame
subtraction. The fourth advantage of EIC is the ability of capturing interpersonal communications
with or without utterances. Tracking speakers is important if the purpose of this study is to record
meetings. However, if the purpose is to capture interpersonal communication, not only speakers
but also listeners and observers should be considered because they are all participants for whom
we want to infer relations.
A disadvantage of EIC is the setting of the best thresholding value. In this study, we tuned
the parameter using a supervised dataset to investigate the best performance of EIC. However,
that is not a practical approach because we cannot usually use a supervised dataset. A second
disadvantage is weakness against noise generated from background and frame subtraction and
wobbling of the omnidirectional camera. The noise adversely affects measuring entrainment among
participants. These two disadvantages shall be resolved in future works.
5 Conclusion
This paper presents an entrainment-based approach for understanding interpersonal communica-
tion. We used an omnidirectional camera to capture a 360-degree view at one time and process the
panoramic images. We investigated the performance of proposed approach from various points of
view using a supervised dataset. The results show that the proposed approach offers the possibility
of automatically capturing interpersonal communication.
Much research on entrainment phenomena has been accumulated for decades in the domains
of psychology and cognitive science. The novelty of this paper is its presentation of a bridge
between entrainment phenomena and image processing to realize Entrainment-based Interpersonal
Communication (EIC). The EIC concept is very simple. For that reason, it would be possible to
improve and expand, and otherwise refine the procedure to achieve better performance.
Understanding interpersonal communications in a group or organization is important for pro-
moting cooperation and supporting creative activities. We hope this study will contribute to
development of social intelligence design by enhancing the synergy effect of interpersonal commu-
nication.
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Abstract
The success of social robots in achieving natural coexistence with humans depends on both
their level of autonomy and their interactive abilities. Although many robotic architectures
have been suggested and many researchers have focused on human-robot interaction, a robotic
architecture that can effectively combine interactivity and autonomy is still unavailable. In
this paper a robotic architecture called EICA (Embedded Interactive Control Architecture)
is presented that tries to fill this gap. The proposed architecture can help robotic designers in
creating sociable robots that can combine both natural interactivity with humans and reactive
fast response to the physical and social environmental changes. The resulting robots can then
be more socially intelligent than the robots designed using current deliberative, reactive or
even hybrid architectures.
Keywords: Embodiment, EICA, Social Robotics, HRI
1 Introduction
A robot that can correctly execute its task but fails to interact with humans in a natural way is
as unacceptable in the area of social robotics as a robot that knows how to interact with humans
but fails to achieve the task for which it was designed. The ability to combine natural social
interactivity with autonomy is then a vital requirement for a successful social robot.
Usually researchers focus on one of those two areas ignoring the other completely, but the
history of AI tells us that although system decomposition is useful for studying various parts, the
task of combining those parts together to produce a productive final system usually turns out to
be extremely difficult if the different subcomponents were not designed with the complete system
in mind.
After defining the basic terms in section 2, the theoretical hypotheses behind the design of the
proposed architecture are stated in section 3, followed by a discussion of its design in section 4
and the solutions adopted by EICA to some of the main challenges facing the implementation in
section 5. Section 6 compares EICA to some related architectures from the robotics, Agent, and
MAS communities, and section 7 illustrates some of the advantages provided by EICA to social
robotics research. The paper is then concluded.
2 Definitions and Related Literature
2.1 Autonomy
Autonomy is an important term in modern AI as well as theoretical biology and social sciences.
Many researchers in these areas have tried to define autonomy. The available definitions are vast
and inter-related. In robotic control literature autonomy is usually taken to mean the ability of
the robot to work without direct control of a human. This definition of autonomy is limited to a
single kind ignoring other kinds of autonomy like environmental autonomy, and social autonomy.
A better definition comes from the Agent and MAS (Multi-Agent Systems) literature. Au-
tonomy is a relational concept that cannot be defined without reference to the agent goals and
environment. An agent X is said to be autonomous from an entity Y toward a goal G if and only
if, X has the power to achieve G without needing help from Y.
Castelfranchi and Falcone (2004) showed that autonomy and sociality (the ability to live and
interact in a society) are inter-related and as much as the society limits the autonomy of its
members, it enhances it in the same time through different processes.
In this work, we focus on general autonomy according to the aforementioned definition.
2.2 Interactivity
In this work interactivity is defined as the ability to use normal modes of interaction, and stable
social norms during close encounters with humans. This definition is focusing on short term
fast interaction compared with the general definition of interactivity in social sciences and MAS
literature which is usually focusing on long term sociality.
Interactivity with this definition is a pre-condition for implementing social robots but is not
what makes the robot social. Sociality needs explicit reasoning about social relations and expec-
tations of others. Sociality in this sense can be built on top of the EICA architecture we propose
in this paper using a set of deliberative processes that manage trust, reputation and various so-
cial relations. Interactivity in the short term sense given here is a real time quality which resists
traditional deliberative reasoning implementations and suggests a reactive implementation.
2.3 Embodiment
The GOFAI’s view of intelligence as some transcendental phenomena is challenged by many au-
thors on both philosophical and practical bases (Vogt (2002), Ziemke (1999)). The need of an
alternative encouraged many authors to challenge the basic assumptions of GOFAI, leading to
many interrelated hypotheses including the dynamical hypothesis in cognitive science, and the
behavioral approach in robotics (Brooks (1991)). There is something common in all of those al-
ternatives; all of them are enactive approaches that rely on some form of embodiment to overcome
the grounding problem (Ziemke (1999)).
Five different notions of embodiment can be identified as suggested by Ziemke (1999). The
first two of them are:
1. Structural Coupling which means that the agent is dynamically related to its environment
forming a single combined dynamical system.
2. Historical Embodiment through a history of structural coupling with the environment that
affects the agent’s internal dynamical system.
We propose that the precondition level of embodiment for achieving intelligent autonomous
real world agents is the historical embodiment level. What this level of embodiment emphasizes
is the role of the extended interaction between the agent and the environment. This extended
interaction is usually overlooked as a detail that is not important for implementing intelligent
agents, but this interaction is the only way around the grounding problem as the history of the
interaction can associate an internal meaning to the perceived signals, allowing the agent to act
in the environment in a rooted and situated way, that is not possible using only externally coded
algorithms.
2.4 Mutual Intention
To be able to interact naturally with humans, the real world agent (e.g. robot, ECA, etc) needs to
have several faculties including the ability to sense human generated signals, to understand them
in a goal directed manner and to show its own intention in a natural way for humans. Usually
those are treated as three separate problems, but in natural interactions between humans this
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separation is not normally existing. In natural interaction situations the intentions of the two
agents co-evolve rather than being communicated. Of course communication situations in which
information is transferred in only one direction (as suggested by the points above) do exist, but
this communication framework cannot be assumed to cover all possible interactions in the real
world especially those involving nonverbal behavior.
Let’s look at a very simple situation during which one person is giving another person directions
to a specific location. This situation appears to be a one way transfer of information that should
conform to the separate three steps formulation outlined above.
1. The listener perceives the signals given by the speaker (Passive Perception).
2. The listener analyzes the perceived signals (Intention Understanding).
3. The listener gives a final feedback (Intention Communication).
In reality the interaction will not go this way. The listener will not be passive during the
instructions but will actively align his body and gives feedback to the speaker, and those actions
by the listener will change the cognitive state of the speaker and indirectly will change the signals
perceived by the listener. So perception will be in fact interactive not passive. The second step
is also not realistic because during the interaction the listener will continuously shape her under-
standing (internal representation) of the speaker’s intention, so no final analysis step separated
from the perception will occur. The third step is again just a simplification because the feedback
given is continuous in the form of mutual alignment and not just a confirmation as suggested by
the scenario decomposition above.
This analysis suggests recasting the problem in real world interaction from three separate
problems to a single problem we call Mutual Intention formation and maintenance.
Mutual Intention is defined in this work as a dynamically coherent first and second order view
toward the interaction focus.
First order view of the interaction focus, is the agent’s own cognitive state toward the interac-
tion focus.
Second order view of the interaction focus, is the agent’s view of the other agent’s first order
view.
Two cognitive states are said to be in dynamical coherence if the two states co-evolve according
to a fixed dynamical low.
2.5 Relation Between Historical Embodiment and Mutual Inten-
tion
The relation between mutual intention and embodiment is very important to understand both of
them. The level of embodiment required to achieve any nontrivial level of intelligent behavior in
the real world is the interactive historical embodiment (as hypothesized by the authors), and the
precondition of natural interaction between intelligent agents is the ability to interactively form
and maintain mutual intention.
The common concept here is the concept of interaction as a kind of co-evolution between the
agent and his environment (historical embodiment) and between the agent and the other agents
(mutual intention formation and maintenance).
3 Hypotheses
The EICA architecture presented in this paper is based on two theoretical hypotheses made by
the authors:
Historical Embodiment Hypothesis This hypothesis can be stated as:The precondition level
of embodiment for achieving intelligent autonomous real world agents is the historical em-
bodiment level as defined in Ziemke (1999). What this level of embodiment emphasizes is
the role of the extended interaction between the agent and the environment. For details
refer to Mohammad and Nishida (2007a).
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Figure 1: Embodied Interactive Control Architecture (EICA): Operational View
Intention through Interaction Hypothesis This hypothesis can be stated as: Intention can
be best modeled not as a fixed hidden variable of unknown value, but as a dynamically
evolving function. Interaction between two agents couples their intention functions creating
a single system that co-evolves as the interaction goes. This co-evolution can converge a
mutual intention state of either cooperative or conflicting nature if the dynamical coupling
low was well designed. For details refer to Mohammad and Nishida (2007a).
4 Embodied Interactive Control Architecture (EICA)
Based on the two hypotheses presented in section 3, the authors proposed a hybrid deliberative-
reactive architecture for mobile robots that tries to combine natural interaction and autonomy.
It is worth noting that this architecture is different from most existing robotic architectures in
the following characteristics:
1. The architecture do not only specify the relation between various components but also spec-
ifies the main components needed for the success of the robot.
2. The signals originating from humans (and other intelligent agents) are treated differently
from inanimate originated signals. This allows the implementation of interaction algorithms
in the lowest level of the system and also promotes the use of Interactive Perception for
human generated signals (Mohammad and Nishida (2006)).
3. All the processes of the robot run asynchronously, and action selection is done in two steps
working at the intention level and the action level. See section 5
4. There is no clear cut separation between deliberative and reactive processes.
5. Emotions are utilized in the lowest level to summarize recent inputs to the robot.
6. There is no symbolic representation of the intention but an active Intention function is used
instead in the form of reactive plans as detailed in Mohammad and Nishida (2007b).
The system consists of a dynamic set of concurrently active processes that continuously generate
either simple actions or reactive plans (called intentions). Those reactive plans and simple actions
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are registered into the intention function which realizes the active model of intention proposed
in Mohammad and Nishida (2007b). The action integrator operates on the Intention function,
handling the conflicts between intentions, and generating the final actuating commands to the
motor system of the robot or agent. There is no difference in the way the system deals with
reactive processes and the way it deals with deliberative processes. The only differences between
those two kinds of processes is the implementation technology, the time scale and the tendency to
register actions/rective plans (reactive processes) or to configure the parameters of other processes
(deliberative processes). Fig. 1 shows a simplified version of the interaction between major parts
of EICA.
The architecture from the functional view consists of two major subsystems:
1. The sensorimotor control subsystem which is a reactive control subsystem creating a short
loop between the sensed signals and the actions. This subsystem is essential for implementing
embodiment as it grounds the robot into its environment. Processes on this subsystems are
implemented as either augmented state machines or dynamical systems depending on the
continuity of the variables they deal with.
2. The deliberative reasoning subsystem which is a deliberating subsystem that implements a
long term loose control loop between the sensed signals and the actions. The main respon-
sibility of the modules of this subsystem is to control the modules of the lower sensorimotor
subsystem to implement learning and natural interaction. This subsystem is essential for im-
plementing historical embodiment as it implements the required evolution of the dynamical
coupling between the agent and the environment.
EICA has a set of system processes that exist in every implementation and coordinate the
relation between other processes. Those system processes are briefed here:
Intention Function: This process is realized as an active memory module (a dynamical sys-
tem) in which the required behavior plans of all the other active processes of the robot are
registered and then the module automatically updates the intentionality degree (which is a
measure of the probability of selection as the next executable entity) of all those behavior
tokens based on the process-assigned attributes of every plan (e.g. priority, confidence and
expiration time), and the outputs of the emotional module and the innate drives module.
Action Integrator: The action integrator is responsible of driving the actuators of the agent
based on the motion primitives stored in the motion repertoire of the agent and the top
intentionality executable entities (actions and reactive plans) in the intention function.
Low Level Emotions: Those are a set of processes that continuously summarize the inputs
to the agent forming a continuous representation of the internal low level emotional state
(mode) in a multidimensional space. The emotion dimensions of this module need not
correspond to the normal human emotions but should be based on the experience of the
robot itself. This module is an active module and the emotional state is always moving in
the multidimensional emotional space according to the evolution lows of various emotions. It
should be noted that Low Level Emotions in EICA are more like unconscious modes rather
than affective emotions. Affective behavior can be implemented in EICA using the High
Level Emotions module of the deliberative subsystem.
Innate Drives: Those are active components that look at the current sensor data and current
status and affect the Intention Function arbitration between reactive plans (intentions). An
example of the Innate Drives may be a surviving drive that increases the mutuality and/or
priority of a recharging plan when the energy level of the robot is below a specific threshold.
Even though no complete implementation of a robot using the EICA architecture is currently
available, it will be useful to highlight an implementation scenario that is currently under devel-
opment by the authors to verify the effectiveness of EICA. The robot envisioned in this work is a
knowledge transfer agent that can listen to expert explanations of a given task and then conveys
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this knowledge to novice humans when they have a need for such knowledge transfer (Nishida et al.
(2006)). To achieve its goals the robot should be able to interact normally with humans during
the listening and teaching phases to reduce the cognitive load on the human and to create an
environment similar to direct face-to-face situations. The robot may also be able to automatically
detect explanation scenarios (e.g. when the expert is already explaining the task) or the need for
help (e.g. when a human fails) which requires autonomous operation. As seen from this brief illus-
tration of the robot, natural interaction is central to the success of its operation while autonomy
from humans toward achieving natural interaction and optionally autonomy from them toward
auto-triggered operation are also needed. For this reason this application seems appropriate for
an EICA implementation. The following paragraphs will focus on the listening part of the robot.
To achieve natural listening the robot needs to implement many behaviors that are expected in
natural human-human interactions. Examples of those behaviors include nonverbal internal state
expression, body alignment, synchronized gaze direction, nonverbal speech regulation acts (like
nodding, brief confirmation utterances etc), entrainment of head movements and speech speed.
Each one of those behaviors can be implemented through a set of active processes (or a single
process in simple cases) that produce reactive plans to generate high level interaction related
actions like nodding, changing gaze direction, pointing, uttering specific sounds etc.
Yong Xu and Nishida (2006) showed that mutual adaptation plays an important rule in human-
human interaction. This kind of behavior is a learning behavior that adjusts the parameters of
the interaction regulation processes mentioned above.
To reduce the processing load on the robot, attention focusing can be used to guide the sensors
of the robot to the important features of the input space. For example the gaze direction of the
human can be utilized by this process to reduce the portion of the scene image that the robot
needs to process in order to detect relevant objects in a machine-vision based implementation.
To achieve autonomous operation, a reactive navigator and high level path planner can be
utilized. This kind of behavior is needed while the robot is following the human during the
explanation task or when it searches for its charging base in a complex environment.
Interactive Perception as proposed by Mohammad and Nishida (2006) can be utilized to process
input hand movements of the human during the explanation. In auto-triggered operation mode,
an active participation process can detect explanation scenarios by analyzing human-human in-
teractions in the workspace, and start a knowledge collection interaction with the person who is
giving the explanation.
Innate drives can encode action regulation tendencies to ensure robust operation of the robot.
For example a politeness innate drive can inform the path planner to stay on a safe distance behind
the expert when following him during the explanation.
Low Level Emotions can be used to summarize inputs of the robot to provide an internal con-
tinuous state representation that informs the action integrator and other processes. For example,
a confidence emotion value that is adjusted using nonverbal cues in the human behavior (like
repetition rate, or facial expressions) can inform the intention function to reduce the priority of
the gaze direction synchronization process compared with the priority of the nonverbal internal
state expression process to ensure that the human will recognize a confusion expression from the
robot.
Brezeal (2004) had shown that affective expression of the robot can be effective in eliciting
natural interaction from humans in teammate scenarios. For this reason High Level Emotion
processes can be utilized to provide explicit affective expression of the current state of the robot.
For example boredom can be expressed by this process when the expert stops attending to the
explanation to call for attention.
Fig. 2 shows simplified scenario from the aforementioned example. In the beginning the robot
was scanning the environment for salient features that require attention. The interaction with
the human started when the human directed his gaze to the robot for a few seconds. This causes
a new intention of the type Face Following to be registered in the Intention Function. During
interaction as the human directs his gaze from the robot to an object in the environment, a Gaze
Following reactive plan is getting created. After that the Object Following reactive plan is being
registered to follow the moving object while listening to the human.
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Figure 2: Example Operation of EICA
The exact behavior of the robot is not determined only by the kinds of intentions (reactive
plans) registered in the intention function but by the relevant intentionality of each of them. Fig.
2 also shows the relative intentionality of the aforementioned four intentions during the course of
the interaction. As shown in the very start of the interaction the Face Following intention takes
over the Environment Scanning intention signaling the engagement of the robot in the interaction.
As the human starts the explanation he directs his attention to an object in the environment and
this caused the Gaze Following intention to take over signaling that the robot is attending to the
same object (mutual attention). In this case the Face Following intention’s intentionality did not
drop to zero which will make the robot look at the face of the human from time to time to confirm
its engagement and to signal a nonverbal request of continuation because attending completely to
the object will not be natural to the human. During this hypothesized interaction the object of
interest is moved in the environment, and this movement engaged the Object Following intention
which intentionality did never increase over the two active interaction related intentions. This
arrangement will give the human a feeling that the robot is actually following the instructions as
it do follow the object while keeping the feeling of engagement in the interaction by brief looking
back to the face of the human, and following his gaze when it briefly goes away from the object of
interest. As the interaction is finalized the human will direct his gaze and attention back to the
robot which will decrease the intentionality of the Face Following intention again generating an
eye contact during this disengagement stage of the interaction.
This example, although overly simplified, gives an illustration of the power of EICA in social
robotics as the designer of the robot need not think about all those detailed interaction timing
events while designing the interaction repertoire of reactive plans. This also has the potential of
easily integrating interaction learning, as the whole interaction behavior can be controlled and
tuned by tuning the dynamical system used in the intention function to update the intentionality
degree of various reactive plans. This property opens the way to evolutionary implementations
where the robot actually learns interaction protocol through the interactions it engages in with
humans.
5 From Foundation to Implementation
Currently a complete OS independent implementation of EICA using C++ is available. Due to
lack of space details of the implementation will be given in a future paper. This section will focus
instead on formulating some of the major technological challenges facing the implementation and
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the proposed solutions to them.
A major problem in any HRI scenario is how to model the robot’s intention and how to regulate
the intention communication between the human and the robot in order to achieve mutual intention
as described in section 2.4. In EICA the solution of those two problems is based on the idea of
reactive plans. A reactive plan is a running process that implements a simple dynamical system or
an augmented state machine. The intention of the robot is modeled as a set of concurrently running
reactive plans. This modeling technique is in contrast to the traditional view of intention as a static
hidden variable and is inspired by recent findings in experimental psychology and neuroscience (for
details refer to Mohammad and Nishida (2007b)). Intention Interaction is modeled by continuous
alignment of the intention function representing the robot’s intention and the perceived behavior
of the human based on interactive perception as detailed in Mohammad and Nishida (2006).
Action integration is another major challenge facing behavioral architectures. There are two
possibilities usually used for the granularity of the action integration operation, namely integration
at the behavior level, or integration at the action level. The first strategy suffers from the ignorance
of most behaviors in favor of a single or a small set of nonconflicting behaviors which leads to
frequent behavior switching causing jerky observed behavior of the robot. The action level strategy
suffers from the problem of conflicting behaviors where actions of a specific behavior undo or
negatively interfere with the effects of actions from another active behavior. In EICA the action
integration is done in two steps:
1. The dynamic Intention Function process provides intention level arbitration between com-
peting processes in the form of the intentionality degree. This prevents conflicting intentions
from being activated together while providing smooth transition between behaviors as all
processes are still concurrently active. This arbitration is based on the priority of every
intention, the confidence of the process that generated it, its time constraints, the current
values of the low level emotions, and the innate drives.
2. The Action Integrator process provides low action level integration based on the actuator
capabilities (e.g. actions that affect different actuators can normally be mixed) under the
control of the issuing processes (using the mutuality attribute assigned by the reactive plan
or the process to every action).
This two layered integration based on process assigned simple attributes has the potential of com-
bining the advantages of the aforementioned two strategies of action integration while alleviating
the disadvantages of both. Actual implementation on a physical robot is required before any
remarks about the effectiveness of this technology can be concluded.
A related problem is the way to combine actions during execution. The two extremes are serial
execution of mutually exclusive actions and parallel summation of them. In EICA the Action
Integrator uses process specified mutuality attribute, and actuator capabilities to decide the kind
of integration required at each step. This arrangement allows EICA to operate in any integration
mode including serial execution, summation, and any combination of them.
6 Relation to Other systems
Some researchers in the robotics community tried to design robots that integrate autonomy with
interaction. For example Stoytchev and Arkin (2004) designed a hybrid deliberative/reactive archi-
tecture that can deal with high level human commands and explained a successful implementation
in a Fax delivery application. Their proposed architecture also used a motivational subsystem
that is similar to the Low Level Emotion component in EICA. The main disadvantages of this
system compares with EICA are:
1. The motivational subsystem is less fixable than Low Level Emotions in EICA. For example
it do not allow the evolution low of one emotion to depend on another emotion.
2. The relation between the deliberative process and the reactive process is fixed by design
(configuration).
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3. The HRI in their system was not natural (users pressed buttons on a screen to give com-
mands). For this reason equivalents to the interaction related components of EICA were not
found.
Rachid Alami and Chatila (2005) introduced a framework for task planning that takes into
account the presence of humans. The robot is controlled using a three layers architecture and the
human awareness is implemented in the decisional layer which uses a symbolic planner (SHOP2)
to achieve an agenda of goals while maximizing safety, comfort, and legibility. The main focus of
this work was in path-planning and no actual interaction happens between the human and the
robot. In EICA this kind of human aware path planning can still be implemented as a deliberation
process that configures navigation reactive plans.
S Karim (2006) recently developed a software agent architecture that combines high level BDI
(Belief-Desire-Intention) planning with low level reactive execution (FALCON). The low level
reactive system was used to create new plans in the BDI planner. This use of the reactive system
as an advisor of the deliberative component is interesting but it still delegates the actual control
of the agent to the deliberative part which is basically a symbolic manipulator which harms the
scalability of the system.
It can be shown that the EICA architecture is capable of achieving any control policy achievable
by BDI based planners because simply it can use one in the deliberative subsystem. A more
interesting way to represent BDI architectures within the framework of EICA is to encapsulate all
the entities used in those architectures in the reactive components of EICA as follows:
– Believes can be represented by virtual sensors that update their states using the sensor data,
and can also be updated by other processes
– Desires can be represented by a subset of High Level Emotions that is regulated through the
Innate Drives of the robot and the current active plans.
– Intention can be encoded as a set of reactive plans that are triggered and shutdown using
the active processes of the robot (see Mohammad and Nishida (2007b) for details).
The EICA architecture can still produce control policies that are more robust to environmental
changes and not subject to the grounding problem because of its use of reactive behavior adjust-
ment. For example in the BDI system if the robot had a wrong belief about its place, the whole
path planning system will fail, but in EICA as this belief can be represented by a reactive virtual
sensor; the wrong belief will be adjusted using the current world-originating signals and the next
step of the active plan will be informed with the new situation.
MAS researchers introduced many systems for combining sociality with autonomy. Those
systems focused usually on long term social activities like trust management and used simulated
agents in most cases. The EICA architecture on the other hand focuses on short term interactivity
with humans and is expected to be implemented on physical robots.
7 EICA and Social Robotics
EICA has many advantages as a platform for social robotics research including:
1. As the current implementation of EICA is completed in a robot/task/platform independent
Object Oriented system; creating a robot based on EICA implies only specializing a few
classes and overriding some virtual functions. This reduces the development time and allows
researchers to spend more time focusing on experimenting in the real world which is the only
way HRI can advance.
2. The separation of action fusion in the Intention Function and the Action Integrator allows
easier mapping between the required behavior of the robot and the internal processes to
implement that behavior. For example the developer will not need to consider the possible
conflicts between actions suggested by different human-robot interaction processes as those
conflicts are handled by the Action Integrator based on high level properties like the priority,
confidence, and expiration time which can be easily calculated by each process
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8 Conclusion
In this paper a new control architectures for embodied agents (e.g. mobile robots) called EICA was
introduced. The architecture is based on the historical embodiment hypothesis and the intention
through interaction hypothesis. The architecture combines deliberation and reaction in a novelle
non-layered way that makes it more suitable to implement interactive agents. The theoretical
background and design of the architecture were given followed by a comparison between it and
some related architectures and a discussion of its relevance to social robotics research.
Future research will focus on applying the EICA architecture to realize a robot that can work
as a knowledge media between humans. Another area of research is to build a robot that can
modify its own EICA implementation through learning for example through genetic evolution.
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Abstract
In this paper, we propose a novel agent-based social simulation based on cognitive abstraction.
Each agent in this social simulation has notions and relations, which are represented by a
matrix. By introducing cognitive economy to a network graph, we can regard agents as persons
with cognitive balance, self-consistency and so on. We simulated agent communications in
several network societies and surveyed the social dynamics.
Keywords: agent-based simulation, cognitive system, quantification method, cognitive bal-
ance
1 Introduction
Hummon and Doreian proposed an agent-based approach based on cognitive theories that deal with
the dynamics of social balance processes (Hummon, 2003). In this paper, from a more general
and fundamental point of view about cognitive systems, we suppose an agent-based computer
simulation that is based on Hayashi’s quantification method and Harary’s structural balance.
The agent’s micro process provides a macro-structure as the agent’s groups in our agent-based
computer simulation (Notsu, 2006).
In our agent-based social simulation, based on Hayashi’s quantification method (Hayashi, 1952)
and Heider’s balance theory (Heider, 1958), the agent’s abstraction in a cognitive system is ap-
proximately evaluated by a maximum eigenvalue λ of the agent’s matrix, which is regarded as its
cognitive space or graph. Hayashi’s quantification method provides us with an appropriate numer-
ical value that represents cognitive space and is used for giving an approximate data arrangement
in Euclidean space. Heider’s balance theory is regarded as a general motivational theory and
provides a framework for conducting empirical work. We regard these processes as abstractions
in a cognitive system, and simulate a society. Furthermore, we intend to examine the dynamics of
“social value emergence.”
2 Abstraction in a Cognitive space and graph
We regard the maximum eigenvalue of matrix data about cognition as the feature quantity of
the cognitive space and graph. In the following research about cognitive space and graphs, the
maximum eigenvalue of matrix data is used for representing the cognitive space or for calculating
cognitive balance.
2.1 Cognitive space
As the relational data E = [eij ] is acquired in sociometry, we can consider the quantification
dimensionally. Suppose that eij represent the sentimental distance between notion i and notion j,
and that notions are positioned optimally in some dimensional space by Hayashi’s quantification
method.
Hayashi’s quantification method Giving a numerical value xi to notion i (i = 1, 2, · · · , n),
a metric Q can be considered. The appropriate numerical value x = (x1, x2, · · · , xn)⊤ maximizes
the Q value. Q is an indicator of the correctness of numerical value x.
Q = −
n∑
i,j=1,i̸=j
eij (xi − xj)2
=
n∑
i,j=1,i̸=j
2eijxixj −
n∑
i=1

n∑
j=1,i̸=j
eij + eji
x2i
= x⊤Hx ≤ λ
n∑
i=1
x2i
(1)
where, H = [hij ]
hij =

eij + eji (i ̸= j)
−
n∑
k=1,k ̸=i
eik + eki (i = j) for i = 1, 2, · · · , n.
So, the appropriate numerical value x = (x1, x2, · · · , xn)⊤ is given by the eigenvector x′
corresponding to the maximum eigenvalue λ of H.
Example When eij is the distance or dissimilarity between notion i and notion j, a cognitive
system is described as E = [eij ] in Table 1. H = [hij ] is
Table 1: Matrix of E = [eij ]
notion 1 2 3 4
1 -1 1 1
2 0 -1 -2
3 -2 1 2
4 1 -1 3
H = [hij ] =

0 −1 −1 2
−1 4 0 −3
−1 0 −4 5
2 −3 5 −4
 .
We obtain the maximum eigenvalue λ = 5.7460 and the corresponding eigenvector x′ =
(−0.2596, 0.8544,−0.1841,−0.4107)⊤ by H. Figure 1 shows the appropriate one-dimensional plot
by x′.
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-1 0 1
1 3 4 2
Figure 1: Appropriate one-dimensional plot E = [eij ]
2.2 Cognitive graph
Perceptual Balance To get another perspective on cognitive system, we refer to the na¨ıve
psychology or common-sense psychology proposed by F. Heider (Heider, 1958). He is a well-
known founder of the theory of perceptual balance or cognitive balance, which is usually referred
to as P-O-X Theory. Heider analyzed words that express a person’s situation (“word analysis”)
p o
x
(8) - (2) -
(8) +
+
Balanced situation
p o
x
(8) - (2) +
(8) +
-
Imbalanced situation
Figure 2: Heider’s perceptually balanced and imbalanced situations
as well as the situation itself (“situation analysis”) based on na¨ıve psychology.
Heider focused on the “consistency” of these relations in very localized situation settings, that
is, “the perceptual or cognitive balance” of a person (noted as “P”) with another person (“O”)
with regard to an entity (“X”). For example, let us consider the case where
• P likes O ((8)+: positive sentiment relation),
• O makes a record cabinet (X) ((2)+: positive unit formation relation),
• P thinks that the record cabinet is poorly made ((8) -: negative sentiment relation).
These situations are illustrated in the right of Fig. 2 and are regarded as being “imbalanced.”
Positive relations are represented by solid lines and negative relations by the dashed lines. The
balance of this triangular system is defined as the sign of the product of these three arcs, being
(+). In the case shown on the right-hand in Fig. 2, we have (+) × (+) × (−) = (−), so the
situation is imbalanced. The balanced situation can be accepted by P without “stress,” while
the imbalanced situation makes P feel stressful and uncomfortable. Heider’s theory of perceptual
balance says that an imbalanced state (situation) is altered to restore the balance of the system
(situation).
Minimal Balancing Processes Moreover, perceptual balance is not localized only by these
three vertices. An extension of Heider’s theory was created to treat more realistic social problems.
This social systems modeling uses a general signed graph, and no restrictions are set on the number
of members or items. Also, they do not refer to the distinction between members and items as in
Heider’s model (Harary, 1961)-(Newcomb, 1953).
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Characterization of Balanced System A graphG (balanced or imbalanced) is represented
by the adjacency matrix A (G) = [aij ] whose entities are stated as follows.
aij =

1 if the relation between vertices i
and j is positive,
−1 if the relation between vertices i
and j is negative,
0 if the relation of vertices i
and j does not exist.
(2)
The structure theorem by Cartwright and Harary says that, in a balanced system, the set of
vertices (notions) is partitioned into two subgroups (one of which may be empty) in such a way
that the relations between the vertices of the same subgroup have positive signs and the relations
between the vertices of different subgroups have negative signs (Fig. 3).
We attach +1 to the vertices of one subgroup and −1 to those of the other subgroup given by
the structure theorem. The vertices of the subgroup in the balanced system are represented by a
sign vector s = (s1, s2, · · · , sn)⊤, where
si ∈ {1,−1} , for i = 1, 2, · · · , n. (3)
s⊤ denotes the transposed vector of s, and n is the number of the vertices of G. For example,
s = (1, 1,−1,−1, 1)⊤ represent the subgroups of the balanced graph shown in Fig. 3.
l denotes the number of different sign relations between a graph G and a balanced graph G′ as
l =
n∑
i,j=1
| aij − si · sj · | aij ||
4
,
=
1
4
 n∑
i,j=1
| aij |
−
 n∑
i,j=1
si · sj · aij
 ,
=
1
4
 n∑
i,j=1
| aij |
− (s⊤A (G) s)
 ,
(4)
where the subgroup of G′ is represented by a sign vector s = (s1, s2, · · · , sn)⊤.
When the number of different sign relations l is the minimum, a sign vector s∗ (of the minimum
balanced situation from graph G) satisfies the following equation.
s∗⊤A (G) s∗ = max
s
s⊤A (G) s. (5)
Considering the minimum balanced situation, it is obvious that
max
s
s⊤A (G) s ≤ x∗⊤A (G)x∗, (6)
and
∥ e∗ ∥= √n, (7)
1
2
3 4
5
Figure 3: Balanced graph
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where x∗ is the eigenvector of A (G) corresponding to the maximum eigenvalue λ∗ and ∥ s ∥ is its
Euclidean norm. Therefore, the approximately optimum sign vector s∗ can be given by the use of
(8).
s∗ = (s∗1, s
∗
2, · · · s∗n)⊤ , (8)
s∗i =
{
1 if x∗i ≥ 0
−1 if x∗i < 0 for i = 1, 2, · · · , n,
where x∗ is the eigenvector of A (G) corresponding to the maximum eigenvalue λ∗ (Katai, 1978a),
(Katai, 1978b).
2.3 Abstraction in a Cognitive System
Based on these discussions, we define each agent’s abstraction process in a cognitive system by a
maximum eigenvalue λ of the agent’s matrix H = [hij ]. When eij is the distance or dissimilarity
between notion i and notion j in an agent’s cognitive space, the agent’s matrix H = [hij ] is defined
by
hij =

eij (i ̸= j)
−α ·
n∑
k=1,k ̸=i
eik (i = j) for i = 1, 2, · · · , n.
α is the parameter of a cognitive system between space and graph. α = 0 corresponds to a graph
and α = 1 corresponds to a space. In the abstraction process, an agent changes eij in order to
enlarge its maximum eigenvalue. This process also includes a balancing process.
3 Example of Agent Based Social Simulation
We would like to show an example of agent-based social simulation. In this simulation, each agent
has a matrix that represents its cognitive space or graph and will try to enlarge its maximum
eigenvalue by changing some elements of its matrix. In this example, the elements of its matrix
are defined for simplification by
a(x)ij ∈ {1, 0,−1} . (9)
However, these elements also can be designed as continuous values in other simulations.
Agents Each agent has its own n × n matrix A (G) = [aij ] that represents its own cognition
(Notsu, 2001a), (Notsu, 2001b). An agent’s feelings, attitudes and beliefs are virtually indicated
by its matrix. n is the number of notions. They abstract their own matrix by the method using
the eigenvector x∗ corresponding to the maximum eigenvalue λ∗ of H = [hij ]. H = [hij ] is
hij =

aij (i ̸= j)
−α ·
n∑
k=1,k ̸=i
aik (i = j) for i = 1, 2, · · · , n.
In order to enlarge its maximum eigenvalue, an agent changes its matrix. A new matrix
A (G′) = [a′ij ] is defined by
a′ij = si · sj · |aij |.
s = (s1, s2, · · · , sn)⊤ represents the appropriate grouping of notions which is defined by
s∗i =
{
1 if x∗i ≥ 0
−1 if x∗i < 0 for i = 1, 2, · · · , n,
where x∗ = (x∗1, x
∗
2, · · · , x∗n)⊤ is the eigenvector of H = [hij ].
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Communication In our simulation, an agent communicates with another agent. The agent x
receives a(y)ij from the agent y. a(y)ij is an element of the agent y’s adjacency matrix A(y). a(y)ij
is given by
a(y)ij ∈ {1,−1} , (10)
and
a(x)ij ̸= a(y)ij . (11)
New information for agent x is the existence of a relation that is different from the relation that
x previously had.
Figure 4: Communication
Dissimilarity We define the dissimilarity between agents x and y such that
r(x)(y) =
n∑
i,j=1
| a(x)ij − a(y)ij |
4
for i, j = 1, 2, · · · , n. (12)
Other Parameters In this example, the following conditions are assumed.
• The number of agents m is 20.
• The number of notions (vertices) n that each agent has is 10.
• In each communication, up to 8, 10, 12 elements a(y)ij are chosen which satisfies (10) (11).
• The predetermined percentage of the elements in each of the initial adjacency matrices is 0.
• 50% of the other elements in the matrices are 1 and the other 50% are −1.
Simulation Methodology
Step 1 Create an agent’s n× n adjacency matrices A(1), A(2), · · · , A(m) randomly.
...
Figure 5: Create agents
Each agent abstracts its adjacency matrices A.
Step 2 Select two agents (x, y) randomly.
Either selected agent x receives a(y)ij which are the elements of the adjacency matrix A(y)
of another agent y.
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The agent balances its adjacency matrix A′, which is replaced by received elements a(y)ij .
Step 3 Calculate the dissimilarity between A(y) and A′(y) (12).
Step 4 If the repetition time exceeds a predetermined number, then terminate. Otherwise, go to
step 2.
Simulation Conclusion In Figs. 6-11 the vertical axes of the 3D graphs show the mean
of dissimilarity between agent x before communication and agent x after communication (100
iterations). The horizontal axes are related to the number of communications and the percentages
of relations that agents have at first.
α = 0
Dissimilarity
Percentages of
relations at first
Number of
communications
Figure 6: 8 elements a(y)ij
are chosen for communica-
tion
Dissimilarity
Percentages of
relations at first
Number of
communications
Figure 7: 10 elements
a(y)ij are chosen for com-
munication
Dissimilarity
Percentages of
relations at first
Number of
communications
Figure 8: 12 elements
a(y)ij are chosen for com-
munication
α = 1
Dissimilarity
Percentages of
relations at first
Number of
communications
Figure 9: 8 elements a(y)ij
are chosen for communica-
tion
Dissimilarity
Percentages of
relations at first
Number of
communications
Figure 10: 10 elements
a(y)ij are chosen for com-
munication
Dissimilarity
Percentages of
relations at first
Number of
communications
Figure 11: 12 elements
a(y)ij are chosen for com-
munication
These figures show us that social values emerge gradually. At first, there are no groups in the
agent’s society. In Figs. 7, 8, 10 and 11, dissimilarity decreases as the number of communications
increases. After 2000 communications, there is approximately no change in the agents’ graph
structure and they have many common sentiment relations. These figures also show that the
percentages of relations have important aspects of efficient and safe group management because
the vertical axis is also regarded as “agent stress.” In particular, we can see that the number of
communications does not always reduce agents’ stress.
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4 Conclusion
We proposed a generalized social simulation based on Hayashi’s quantification method and Hei-
der’s balance theory. Hayashi’s quantification method provides us with an appropriate numerical
value that represents cognitive space and is used for giving an approximate data arrangement in
Euclidean space. Heider’s balance theory is regarded as a general motivational theory and pro-
vides a framework for conducting empirical work. Therefore, an agent’s abstraction process in a
cognitive system was approximately evaluated by a maximum eigenvalue λ of the agent’s matrix,
which was regarded as its cognitive space or graph. We simulated a society established by these
agent processes.
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       Abstract 
This paper focuses on the adaptability aspect of social intelligence and reports experimental results on a stage model 
of changing identity during group development. In contrast to previous models, an analysis of 120 written self-
descriptions has suggested, that it is not the task at hand but the dynamic of the intra-group relationships, which 
determines when the group enters a new stage. This view was experimentally tested. Four groups of undergraduate 
students were formed with four members in each group. The groups investigated theories on group decision 
processes for 10 weeks. After weekly group meetings, each group member had to describe the relationships in the 
groups and the various views about the task at hand in diagrammatic descriptions. The analysis of the descriptions 
showed four categories of identities moving from individual to group identity. The means of the number of 
diagrammatic items used in each category had a peak at different stages of the group development. A new stage was 
entered, when the relationship to other group members changed, as opposed to a change of a particular task pattern. 
It showed a clear stage process based on the changing nature of the intra-group relationships. A follow-up 
experiment, one month after the project was completed and the groups ceased to exist, required the same subjects to 
describe themselves and their experience with the group work. The results showed that subjects had returned to their 
emphasis of individual identity, however when asked about their group experience, they mainly referred to group 
identity rather than to other identity categories.  
 
Keywords: Individual Identity, Group Identity, Group Development, Social Diagrammatic Language.. 
 
 
1 INTRODUCTION 
Various definitions of social intelligence have been proposed [7], [9]. In the absence of a generally accepted 
definition, we follow Kinoshita’s characterization of  “intelligence needed to get along within society” [9]. More 
precisely, Kinoshita has identified the following dimensions of social intelligence: 
? general conceptualization, 
? adapting to circumstances 
? extent of an inner world, and 
? emotional control. 
  
In particular, the feature of adaptability can be related to the self and social identity. Initially, social psychology 
has focused on the individual self  [1]. Later views accepted the group only as a cognitive representation within the 
individual (Hogg and Abrams, 1988). This also affected the methodologies of choice, which focused on the 
question of how individuals perceive the group and less on the individual’s behavior within the group context. This 
perspective led  to a rich body of research on identity. The concept of identity was seen to be built on personal 
identity and social identity  [17], [8]. Personal identity refers to the personal characteristics of an individual, 
whereas social identity includes the individual’s memberships in various groups. Individuals aim at maintaining a 
positive social identity, a process that is supported by social comparison  [5]. Research on social identity theory 
explained how individuals distinguish between in-groups and out-groups [4], [17], and investigated the nature of 
intergroup discrimination [3].  
However Worchel and Coutant [18] have emphasized that groups live not just in the internal representations of 
individuals, but have physical realities with social and physical boundaries, roles and norms and also with a history. 
Based on this view, Worchel, et al. [19] have proposed an extended model of identity. Personal identity represents 
and individual’s physical and personality characteristics. Group membership categorizes the social world into 
groups. Intragroup identity includes status and role an individual adopts in a given group. Finally, group identity 
represents the groups boundaries, its history, and its reputation. This categorization led later to a stage model of 
group development  [18]. The initial stage in this model is group identification. This stage addresses the identity of 
the group as and entity. The emphasis is on group identity rather than personal identity. In the group productivity 
stage, the focus is on group goals and group strategies. Here group membership and intra-group identity are 
important. During the individuation stage, in addition to intra-group identity, personal identity becomes more 
important. This change is due to events in the group, such as role conflicts. If the personal identity component 
becomes stronger, this may led to a withdrawal from the group. The stage in this model is the decay stage. In this 
phase, members leave the group and leaders are blamed. This may lead to the cessation of the group. But the group 
may begin a process of rebuilding with different members. 
Of course this was meant as a general model of group behavior and not as a specific model of work groups, 
which is the focus of this paper. Work groups typically do not end by decay, but by task completion. Even more 
importantly an analysis of 120 self-descriptions, which are briefly described in the next section, found no evidence 
for the identification stage, as it was described by Worchel and Coutant. However, the analysis suggested a 
categorization of identity characteristics in four groups: personal identity, individual-supported identity, group-
supported identity and group identity. The first and last group are consistent with Worchel et al.’s categories. The 
second group includes characteristics that describe how other group members supports an individual (“What can 
they do for me?). The third group describes characteristics of individuals who support other group members.  
This categorization was tested in an experiment that involved groups of students who conducted experimental 
work on decision making theories over 10 weeks. After their weekly group meetings they had to describe their 
relationships within the group, their group member’s views of the task at hand and their self-descriptions bu sing 
elements of a diagrammatic language for intra-group relationships (SDL). A brief discussion of this language will 
follow in the next section. 
Based on this categorization, it was predicted that groups go through four phases in their development and that 
in each phase the number of diagrammatic items of one identity category is higher than the numbers of the other 
categories. 
Worchel and Coutant [18] have argued that the individual identity would be more emphasized in later stages of 
the group development. It should therefore be expected that this emphasis on individual identity is increased after 
the group ceases to exist. Therefore in a second experiment the same subjects were retested one months after their 
project was completed. They were asked to provide graphical descriptions of themselves and also of their project 
experience. It was predicted that in this experiment subjects use more descriptors of the individual identity category 
than of any other category, similar to the pretest in Experiment 1. 
The remainder of this paper is organized in four parts. The next section provides a brief summary of the social 
diagrammatic language used in the experiments. The subsequent two sections describe the experiments and the last 
section evaluates the differences between the results reported in this paper and the studies described by Worchel and 
Coutant. 
 
2 SOCIAL DIAGRAMMATIC LANGUAGE (SDL) 
SDL has been designed as a language that enables group members to describe their intra-group relationships. The 
approach has been published in various journals and conference proceedings [11][12][13][15][14]. Therefore, here 
only a brief overview is given. The language supports the graphical representation of different group members and 
their attributes. Such attributes also include emotion scales [16]. Furthermore, a large number of relationships can 
be represented including conflict resolution strategies  [6][2].  
A limitation of earlier versions of the language was the lack of detailed mechanisms to represent self-
descriptions. Therefore, 120 undergraduate students of a degree course on business information systems were asked 
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describe themselves in terms of attributes and relationships they considered as important. The qualitative analysis of 
the texts resulted in N-VIVO-type models with a network structure.  
 
The models suggested that the students described their identity in four top-level categories: individual identity, 
individual-supported identity, group-supported identity, and group identity.  
The individual identity category used descriptors such as ambitious, lazy, knowledgeable, or organized. These 
descriptors could be used without any reference to a social context.  
The individual-supported identity category contained descriptors that indicated the value of other group 
members for the individual. (What can they do for me?). Examples are supportive, respectful, approachable, not 
easily offended or understanding.  
The group-supported identity category would be better referred to as group-member-supported identity. Here the 
individual expresses how he or she is of value for other individual group members. (What can I do for them?).  
Finally the group identity category considers the group as an entity and the descriptors refer more to 
comparisons to other groups, such as group performance, group objectives, intra-group coherence or group esteem.  
From these models, new SDL-descriptors were derived. The number of descriptors is rather large and a detailed 
description is beyond the scope of this paper. Therefore only some examples will be given. Some attributes were 
assigned to an individual person or an entire group as opposed to attributes that characterized relationships. These 
individual attributes such as honest, moody, bubbly or group esteem, were mostly used in the individual identity 
stage and the group identity stage. Sometimes different descriptors were used that had similar but not identical 
semantics, such as moody and withdrawn. For these similar descriptors, generalized graphical elements were 
designed (Figure 1) 
 
 
 
 
 
 
 
Figure 1: Generalized Attribute Scales 
 
In the boxes, at the bottom of the scale, subjects can enter opposing pairs such as moody and bubbly or 
withdrawn and outgoing. Obviously, such generalized attribute representation causes problems for the analysis, 
because it needs to be decided whether the descriptors used are semantically different or identical. Therefore mostly 
graphical elements with predefined semantic endpoints for the scales are used (Figure 2). 
 
 
 
 
 
 
 
 
 
Figure 2: Individual Attribute Scales 
 
In the individual-supported stage and the group-supported stage, attributes were used to characterize 
relationships rather than just individuals. These attributes were associated with a unidirectional or bidirectional 
arrow (Figure 3). 
 
 
 
 
Inward  -   Outward 
1 5
Honest 
1 5
never always 
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Figure 3: Relationship Attributes 
 
Next, two experiments will be described that tested whether during group development, people follow the stage 
process hypothesized above. 
 
 
3 EXPERIMENT 1 
3.1 METHOD 
3.1.1 Design 
The experiment used a related design. 20 Subjects formed 5 groups with 4 group members each who had to design 
and conduct a study as part of a course module in decision making. The decision tasks were related to London’s 
organization of the Olympic Games in 2012. 
3.1.2 Subjects 
Subjects were 20 undergraduate students in a Business Information System course, who attended a course module 
on Decision Making. The age range was between 21 and 24 years (means 22.7 years). The groups were gender and 
age matched. 
 
3.1.3 Materials 
Each group member received a comprehensive instruction document that described all the elements of the Social 
Diagrammatic Language and provided examples of how to use these elements in describing intra-group 
relationships. 
 
3.1.4 Procedure 
At the begin of the course module, subjects received collectively instructions in the use of SDL and they were 
provided with the instruction document. Before each group met for the first time, each group member had to 
generate graphics that characterized themselves. At this stage, subjects did not know who their group members will 
be. Then the groups were formed and a sequence of 10 weekly group meetings started. After each meeting group 
members were asked to characterize themselves, the other members of their group and their relationships within the 
group by generating SDL graphics.  
 
Supportive 
1
Not at all 
5
Highly 
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3.2 RESULTS 
The results showed that the means of the number of descriptors used in each of the four categories had a single peak 
during the group development. These peaks were in the sequence of individual identity, individual-supported 
identity, group-supported identity and group-identity (Figure 4). These results were also reflected in the individual 
results, i.e. there was no inversion of two peaks. However the duration of the various stages was variable. There was 
no evidence for Worchel and Coutant’s [18] suggestion that the begin of a new stage depends on the begin of a new 
task the group is involved in. However, the SDL graphics showed that the begin of a new stage coincided with a 
change in the intra-group relationships. For instance, if the proposals that an individual made during the individual-
supported identity stage, were accepted by other group members, this led to a high involvement of that individual 
during the remainder of the project. Such an individual entered the group-supported identity stage earlier. In 
contrast, a rejection of the ideas of an individual, did not only lead to low involvement but also to a prolongation of 
the individual-supported identity stage. In fact, three subjects showed such a severe withdrawal that even in the 
group identity stage, they fall back into the individual support identity stage. This is shown in Figure 4 by a slight 
increase in the descriptor numbers for the individual-supported category after group meeting 9. 
The results were analyzed using a related two-way ANOVA with the variables meetings (levels: pretest and 10 
after-meeting tests) and identity (4 levels with descriptors for individual identity, individual-support identity, group-
support identity, and group identity). The main effects of meetings (F = 15.5, p < 0.005) and identity (F = 143.1, p < 
0.005) were significant. Also the interaction between meetings and identity was significant (F = 256.7, p < 0.005).  
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Figure 4: Means of descriptor numbers during group development 
 
3.3 DISCUSSION 
The result confirmed the hypothesis that the groups went through four distinct phases in their development and 
that in each phase the number of diagrammatic items of one identity category is higher than the numbers of the other 
categories. 
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This result is in contrast to Worchel and Coutant [18] model that as first stage suggested group indentification, 
where group members focus on group identity and attempt to form the group. The result of the above experiment, 
did not show evidence for this. The members of the newly formed group rather attempted to form new relationships 
with individual other group members. Often they expressed a selfish attitude, by comparing group members with 
respect to their usefulness in achieving the goals of the individual group member, as opposed to the goals of the 
group. Completing this individual-supported identity and entering the next stage depended on two factors. Firstly, 
the individual-supporting relationships with most of the group members need to have been well established. 
Secondly, These other group member needed to accept and utilize the input of the individual. Such a situation led 
then to high involvement and to entering the next more altruistic phase of group-supporting identity. In this phase, 
still the focus is not so much on group goals and group strategies as Worchel and Coutant suggested with their 
productivity phase, but on supporting another individual member of the group, which often involved negotiating 
goals. Only when mutual goals have been addressed, and the acceptance of the individual continuous, the individual 
begins to consider group goals. Therefore this group identity stage is similar to Worchel and Coutant’s productivity 
phase. The productivity in the experimental groups was increased towards the end of the project, possibly because 
the approaching deadline focused the minds. Although there was low involvement in three cases, none group 
member left the group. So evidence for Worchel and Coutant’s decay phase could not be found. 
It should also be noted that the descriptors chosen for describing the individual identity, could be categorized in 
the categories described by Makri-Botsari [10]:academic competence, social acceptance, athletic competence, 
physical appearance,  job competence, romantic appeal,  behavioral conduct, close friendship. Additional categories 
were relationship to parents. and spirituality. Therefore these categories appear to be rather stabile. 
 
 
4 EXPERIMENT 2 
4.1 METHOD 
4.1.1 Design and Subjects 
The same 20 subjects from the previous experiment were individually presented with two questions/tasks in random 
sequence. 
 
4.1.2 Procedure 
The subjects were already familiar with SDL from the previous experiment. One month after the groups ceased to 
exist, the subjects were individually presented with two questions tasks:  
1. Describe yourself in the form of SDL diagrams 
2. Describe your project experience by using SDL Diagrams. 
 
4.2 RESULTS 
Figure 5 shows the number of descriptors used in both tasks split into individual identity (1), individual-supported 
identity (2), group-supported identity (3), and group identity (4). For their self-descriptions subjects used a slightly 
smaller number of descriptors from the individual identity category (means 10 descriptors) than in the pre-test of 
Experiment 1 (means 12 descriptors ). However in both tests, these numbers were much larger than the numbers in 
the other categories. 
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Figure 5: Results of Experiment 2 
 
Also in the graphics generated in response to the question about the group experience, the number of descriptors 
from the group identity category was only slightly lower (means 5 descriptors) than in the last phase of the group 
work (means 6 descriptors). But there was a qualitative difference. Whereas in the last phase of the group work, 
subjects used only a graphical element that represented the entire group, in the second experiment subjects used the 
same element but in addition to an element that represented themselves. Their statements referred less to 
comparisons between their group and other groups but more to their relationship to the rest group, which was seen 
as an entity. 
 
 
4.3 DISCUSSION 
The result confirm the prediction that group members return to a focus on individual identity after the group ceases 
to exist. In contrast to Worchel and Coutant’s [18] view, this refocus could not be found in the later stages of the 
existing group, but it appeared after the group work was completed and the group goals, which were dominant in 
the last phase of the group work (see Experiment 1), were satisfied.  
If asked about their group experience most subjects returned to the group identity that had maintained in the last 
phase of their group work. However, the qualitative differences between the group identity in the last phase of the 
group work and the group identity in this experiment, suggests a split identity with an individual and a group 
component. Additional support for this view is provided by the strong increase in the number of descriptors related 
to the individual identity, at least one month after the group experience. It is possible that after this experience faded, 
the individual identity may become again the only identity component.  
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Finally, the three subjects with low involvement in the later meetings of Experiment 1 were consistent and also a 
month later used no descriptors that were related to group identity or group-supported identity. But they continued 
to score relatively high on the categories of individual identity and individual-supported identity. 
 
5 CONCLUSION 
The results of both experiments differ in a number of ways from the Worchel and Coutant [18] model. However, in 
this comparison two caveats are needed. First, Worchel and Coutant conducted their studies with more subjects. 
Secondly and even more importantly, they considered different types of groups. This study is exclusively concerned 
with work groups. These have different constraints from let us say, a hobby group or a support group of a football 
club. Typically work groups have to perform under tight deadlines, which may shift the productivity phase of the 
Worchel and Coutant model to the end of the group’s development. Also members of work groups often take 
greater risks when they leave the group. They may be threatened with unemployment or at least experience 
disadvantages in their career. This situation may prohibit the decay of a group, as suggested by Worchel and 
Coutant.  
Still there remain two important differences between the studies. The experiments described in this paper did not 
support a group identification phase where group members try to develop a group identity. They rather tried to 
develop binary relationships, which could only later support them in developing a group identity. A reason for this 
may partly be the particular feature of work groups, which are formed by means of an external facilitator such as a 
professor or a superior. But it also may be related to the second difference. The experimental results suggest that a 
new stage was only entered, if the relationships that support that stage had been developed. This differs from the 
Worchel and Coutant perspective that suggested that a changing task marks the entrance into a new phase. This may 
be a misconception, which may be caused by different research methods. It appears that a number of previous 
studies were questionnaire-based. Because of the fine-grained descriptions of relationships in SDL diagrams and the 
increased variability in expressing views about relationships, the effect of changing relationships may be visible by 
using the SDL method but not by using questionnaires. 
Although it might be that work groups often follow the model outlined in this paper, they are able to change it to 
some extent. Previous studies have shown that, if work groups use strategies that increase trust and harmony, this 
enables group members to adopt values of other group members in an early stage [14]. In such a situation, the 
individual-supported stage may be shortened and it also may avoid low involvement. In principle, here is an area, 
social intelligence design tools could help. However, it could be questioned, whether a shortening of the individual-
supported identity stage is beneficial. It may well be that trust and harmony are established in this stage and that 
these are pre-requisites for the later stages. Therefore shortening this stage may cause problems in the intra-group 
relationships later on. This differs from the problem of low-involvement. The results have shown that, if a group 
member’s contributions are not accepted, this leads to a low involvement of this group member in later stages of the 
group development. This low involvement could be reduced by suitable management tools. An agent system where 
each group member is represented by an agent could monitor the contributions of each group member and also the 
responses provided by other group members. This could be combined with a management system that identifies 
niches within the group task. If important contributions of group members could not be accepted by the group, these 
members could be assigned to such niche tasks, so that they still can be involved in the group activities.  
The study has only considered group work in face to face interactions. Therefore future studies would need to 
consider groups that are distributed over several sites as well. It can be hypothesized that in such groups the 
individual-supported identity stage is extended, because the visual dimension is usually missing and therefore less 
trust enhancing cues would be received by the group members. Here again social intelligence design tools could 
help, in particular if those tools would have a visual component that would be able to transmit emotional cues.  
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Abstract
A novel representation model of information flow between a sender and receivers of visual
information is introduced. Several types of visual information media are dealt with in our
daily lives. In particular, copied images are commonly used in offices, schools, etc. If they are
posters etc. in which some symbols have been encoded, the persons looking at the images can
easily understand the sender’s intention. However, it is not easy to understand the delicate
nuances put into photographs and paintings. In this paper, the difficulty of understanding
such images on paper copies is discussed from the aspect of information flowing via images
on copied papers.Furthermore, some of experimental works of art are shown in order to verify
the discussion. This study is the first step in a joint research project on informatics and visual
arts.
Keywords: Visual Information Media, Copy, Photograph, Painting.
1 Introduction
Today, our lives are surrounded by visual information media, e.g., books, newspapers, posters,and
photographs. When we look at those media, we do not care about the paper as a form or the
techniques of representation, but we pay attention to the content that is represented there. Here,
if the content of a visual information medium is encoded with some symbols, e.g., characters
and pictograms, it would be comparatively easy to understand the sender’s intention accurately.
However, it is generally not easy to understand the delicate nuances put into photographs and
paintings. This is enumerated as being one of the causes of difficulty in which slight differences in
shade and texture have a significant effect on the impression of the information expressed (Goto
et al., 2004).
When the visual information from these mediums is copied, the problem increases the com-
plexity further. People who see the images on a paper copy are not usually interested in the
processes of copying. However, the texture of an image on a paper copy is greatly influenced by
the process of copying, the properties of the paper, ink, etc. For instance, Sugiyama publishes
photographs of his print work in the research bulletin of Tama Art University (Sugiyama, 2004).
Then, he appends his original print work in the bulletin. It might be that his purpose is to reduce
the possibility that the photographs of his work will give the wrong impression to viewers.
In this paper, the difficulty of understanding images copied on paper is discussed from the
aspect of information flowing via images on paper copies. Consciously or unconsciously, we concede
that visual information media has a communications function via the transmission of intentions
(H. Sano, 2000). If we could not transmit the essence of information, we could not help but say
that the communication was incomplete. Communication is one of the most important aspects of
a society. Therefore, it is necessary to discuss and investigate copying in order to design a society
intelligently. In this paper, the relationship between a copy and the original is discussed focusing
on visual art. Generally, the essence of visual art is easily changed by copying. Namely, we can
perceive a clear change of the information by treating works of visual art.
2 Recognition Process of Visual Information
2.1 Reproduction and Copy
Generally, two meanings are included in the word “copy” in Japanese, i.e., “reproduction” and
“duplication.” “Reproduction” refers to an imitation of an original work. Producing facsimiles of
artworks corresponds to this word (Benjamin, 1936). In the process of making facsimiles, workers
try to reproduce all information that is included in the original works, i.e., shape, form, color, size,
etc. On the contrary, “duplication” means to duplicate information with optical copying machines
and cameras. In this case, it is assumed that the images in the copied papers are different from
the originals, and the information selected by operators is copied. For example, color information
is discarded in many cases. Therefore, duplication rather than reproduction is more familiar to us.
Moreover, the ability to obtain necessary information from images on paper copies is needed in
todays information society. Therefore, the word “copy” is regarded as duplications in this paper.
2.2 Recognition of Copies
We see images on a paper copy and understand the information expressed by them. In the process
of recognition, the visual information is processed by a receiver as follows:
1. Images on a paper copy are perceived.
2. Changes in the images that occur in the process of copying are reasoned.
3. The receiver is mental images are corrected according to the reasoning result in step 2.
4. The expressed information is understood.
In step 3, if a particular quality of the copied images is insufficient, the images are corrected from
a situation and a context where the copied item is presented (In this case, the criteria of quality
are not the reproducibility, but whether enough information is included (Okita et al., 2005)).
Furthermore, the original images are inferred from the corrected images. Namely in this process,
techniques and KANSEI (Ozaki, 2006) are required in order to acknowledge the images on copied
papers accurately and to correct them opportunely.
3 Verification and Discussion
In this section, images taken by cameras and copied by copy machines are verified in order to
elucidate the inference processes mentioned in section 2. Furthermore, the process of copying is
discussed in order to elucidate gaps between images on a copied paper and the images on the
copies.
Figure 1 shows examples of a situation where information does not flow correctly from a sender
to the receivers via a copy. The left image in Fig.1 shows an original drawing, the center image
shows a photograph of the drowing taken after it was intentionally wrinkled, and the right image
shows a monochrome photocopy of the photograph. The fact that “the paper is wrinkled” can
be recognized from the photograph. However, it is not discernible whether “the paper itself is
wrinkled” or the image has a “texture like wrinkles” from the copy.
If the receiver has seen both the photograph and the copy, the fact that “the paper is wrinkled”
is understood even if only the copy is shown, and he/she can infer the original image. This inference
is difficult, however for the receivers who have not seen the original drawing. Thus, even if the
same information is received, critical differences are generated in the receivers’ understanding. In
other words, people who cannot fill in the gaps of images between each step of copying cannot
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Figure 2: Information flow between a sender and a receiver.
create a suitable mental image of the original. As a result, it is thought that the receiver who
receives indistinct information occasionally feels some stress due to inaccurate acknowledgment
(Kaiho et al., 1991, 1996). Hence, operators who produce the copies should consider the fact
that there is a possibility that people who see the copies has never seen the photograph or the
original. People who sees a copy correct their image of the original by focusing on changes in the
images that occurred in the process of copying. The operator should also understand the manner
of correcting. It is expected that these approaches will become the beginning of a solution to
alleviate the mental stress caused when copied items are acknowledged.
Figure2 illustrates a situation in which a picture of an object was taken with a camera, and the
picture was copied with an optical copying machine. An optical layout, which is from a specific
viewpoint at a specific moment, is fixed on the photograph when taking a picture with a camera.
In contrast, copy machines scan images on a manuscript by using optical reflections structurally.
At this time, the optical layout that is irradiated during scanning is fixed onto the copy. Therefore,
two kinds of different optical layouts are fixed simultaneously on the copy. It is thought that the
combined optical layout makes it difficult for the receivers to understand the original.
For instance, in Fig.2, when B (photo) was taken, the ambient light (Gibson, 1979) around A
(object) was fixed on the photograph. Furthermore, when C (copy) was made, the ambient light
around B was fixed on the copy. Of course, C is also irradiated by the ambient light. Hence, the
receivers of the copy see the information from three kinds of light simultaneously. Therefore, we
can regard “understanding the differences between images on an original paper and images on the
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transit: vision #2 Frame work 2 Frame work 2 (zoom)
Figure 3: Experimental works.
(a) (b) (c)
Figure 4: Photographs of “transit: vision #2 from three directions.
copies” as “extracting light that is irradiated in the process of copying from visual information,
which is complex and involves various kinds of light, by making inductions from the situation.”
For people who have received information only of C, it is difficult to get an image of A by
understanding correctly a structure of complex visual information that includes nested ambients
light. The method Sugiyama used which is described in section 1, enables us to image the original
works inductively by presenting a pair of an original work and a photograph of that work. This
method can be said to be appropriate for artistic visual communications.
4 Experimental Works of Art
Based on these considerations, M.Okita, a print artist, created some experimental works. Figure
3 shows some of them.
The left side of Fig.3 is a photograph of a print work titled “transit: vision #2,” which
seemingly looks like a piece of white paper. Actually, a pattern of lights is expressed on the white
paper.
The pictures shown in Fig.4 are photographs of “transit: vision #2.” Figure4 (a) was taken
from the left side of the object, Fig.4 (b) was taken from the front of the object, and Fig.4 (c) was
taken from the right side of the object. All of the photographs were taken in the same normal light
environment, i.e., weak natural light from the windows mixed with artificial light from fluorescent
lamps. That is to say, the photographs can be regarded as a situation of changing viewpoints in
the same room. The parameters used when taking the photographs are as follows: Canon Power
Shot A540 / semi automation mode (F3.2 fixed) / fluorescent lamps for correction / no flush.
From the photographs, we can see that the object gives different impressions depending on the
observer’s viewpoint.
The center image in Fig.3 is a photograph of the mixed media work “Frame work 2.” Shadows
of an acrylic board of the frame appear on white paper. Observers can enjoy the shapes of the
shadows that change depending on where they stand. The right side of Fig.3 is a photograph of
an example of the shape of the shadows.
We are concerned that the figure will not be understood by the observers because it is very
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difficult to convey the essence of these works through photographs and copies, as previously
mentioned in this paper.
5 Conclusion
An image on a paper copy does not consist only of information on what is copied. It also includes
information on lighting that is irradiated in the process of copying. Therefore, when copying
repeatedly, it is difficult to distinguish the essential visual information from that which includes
light present at the different stages. In this paper, simple experiments were carried out in order
to verify different cases. Moreover, the processes of inferring original images when a person sees a
copy were discussed. If the people who make copies consider the fact that receivers may be confused
by the structure of optical information, it may become possible to present visual information in
a more sophisticated way. In this case, the operator’s acts would not be a one-sided presentation
of the information, and it is much more likely that the persons who see the copy can arrive at a
mutual agreement with the operator. It can be said that the operator’s acts correspond to the
communicative action by J. Habermas(Myerson, 2001).
Moreover, communication using copied visual information is indispensable in our lives as de-
scribed in section 1. Some properties of a copied object are emphasized, and some properties are
weakened compared to the original object. That is to say, the copied object can be said to be a
different thing from the original object. Hence, we should not forget that essential information in
art tends to be lost with today’s information transmitting technologies.
The following situation is assumed. Someone important is trying to send a message to you by
a messaging machine. There are two types of machine. One imitates the person’s voice, and the
other sends a copy of a handwritten message from that person. In this situation, if the messaging
machine imitated the person’s voice, you would not be impressed as you would if he/she was
present. On the other hand, how would you feel if the machine sent the handwritten letter to you?
It might depend on the situation as to which machine was preferred.
In copying technology, aiming to improve the specifications corresponds to developing a high
quality voice imitating machine. Nevertheless, investigating the technology to “send a handwritt-
ten letter” is also important. In this paper, we focused on the latter technology. It is important
for social media technology because it is closely related to human emotions. Several methods of
applying the proposed model for visual communication media should be studied as future work.
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Abstract
In the field of social intelligent design poor attention has been paid in exploring the role and the possible
contribution of the concept of agency. In this paper major concerns about human-robot interaction have been
discussed in a preliminary exploration of the concept. I try to understand what is agency, what are its roots and how
magically it appears in engaging with artificial creatures. By considering physically and socially situated robots it is
possible to explore how do people recognize and accept agency in social interactions. The interplay between humans
and robots is investigated by exploring signification processes and interpretation/ attribution dynamics in such
novel sociality. This is addressed by assuming the materialist perspective about agencies and their nature in order to
explore opportunities for designing socially able robotic agents.
Keywords: Agency, Human-robot interaction, Developmental Psychology, Social Psychology.
1 INTRODUCTION
As robots and robotic devices are becoming more and more familiar in our everyday life it is required to understand
also how they exist as a unique kind of objects and the challenges they present to design. Like other devices, robots
require peculiar attention on the design of materials, the invention of forms and functions, and how to be
appropriately situated within different contexts and specific activities [1]. Furthermore the research in robotics is
advancing to the point where it is becoming easier to build robots than make them interacting with us in our
offices, homes, schools, and research labs [2] or investigate people acceptance and expectations on the different
(service, companion) robots’ roles [1].
We know them as self-standing objects, autonomous at certain degrees, with a pre-defined shape and subsequent set
of possibilities to act in the world. Classic examples range from robotic lawn mower (e.g. Ambrogio L200) to
humanoids (e.g. Honda ASIMO).
Quite often a big effort (in terms of scientific and economic resources) is taken in the technological development of
robots and poor attention is paid to social intelligence design and how to design agents able to engage people in a
relationship. Scholars are sceptical. Norman considers today’s devices not reliable, versatile, or intelligent enough
for sociality [2]. He sees how the social aspects of the interaction are far more complex than the technical ones and
that many roboticists typically fail to recognize. Suchman has shown how difficult for socially intelligent machines
is to meet people in real life [39].
Robotic applications require to be socially situated and their intelligence has to be socially (and culturally)
embedded [3]. The ‘situated’ artificial systems are interpreted as physically situated by getting robots to act in the
real world. The attempt to evolve those systems from “physically situated” into “socially situated” is a clear
emerging field of study [4]. For example Dautenhahn et al. [5] consider “socially situated the agent that acquires
information about the social as well as the physical domain through its surrounding environment, and its
interactions with the environment may include the physical as well as the social world”. It has to be further clarified
the difference for an agent to act in the physical world (like KTH service robot CERO) in respect to social world
[40].
Still considering the literature on attitudes and expectations towards robot [5] [6] [20] it’s not clear the impact
robotics have on people and what role they can play in social interactions yet.
In order to understand how robots might relate to people meaningful contributions come from the domain of
(interactive) robotic art. At this time, as often happen, art comes first of technology and some intuitions are better
and immediately investigated with pieces of art (or installations) than with traditional HCI processes. Interactive art
has then now a valuable contribution from physical computing applications. The application of microprocessors;
sensors and activators attached to objects can give form to powerful animated entities whose agential nature is still
to be defined.
One meaningful example from the domain of interactive art is the robot ball Adelbrecht [7]. Adelbrecht is a sphere
of 40 cm diameter with a motor that allows “the robot” to roll around, while sensors enable it to detect multiple
values (position, bump, ambient sound level, touch and battery level). One of the goals of the present discussion is
to explore what does it happen when such ordinary entity (i.e. the ball) also shows autonomous behaviour, takes
initiative or disregard people expectations. How does it exist as a ball with particular behaviour and personality?
 
Fig. 1 The robot ball Adelbrecht (Archive: ImageDigital Martin Spanjaard: Adelbrecht Copyright © 1992 Jan Sprij).
As a moving animated ball, Adelbrecht invites the users to engage in exchanges [8] and as speaking ball as well it
introduces surprise and curiosity along the interaction. Adelbrecht ball both affords the physical environment and
the social world with different results and consequences. In particular its shape and physical behaviour invites
people to natural give-and-take plays and its continuous movement may support enjoyment as well. Furthermore,
when people hear Adelbrecht speaking English it largely varies the qualities of the interaction. As documented by
the artist the talking ball might easily deceive listeners’ expectations because speaking appear indeed at least unusual
for a physical sphere [7]. Moreover Adelbrecht talks about his life, his environment and people playing with him.
As the author himself [7] states: “people feel quite off control since speaking is part of the unexpected set of
behaviours for a ball”.
Animated objects (like Adelbrecht) and robots are not only things to be perceived and accepted, but are themselves
capable of perceiving people and displaying (even emerging) behavior simulating physical and temporal aspects of
our existence [9].
One of the crucial concerns with robotics (not only as art) is the nature of the behavioural responses of the users.
The interplay that occurs between all the subjects involved in a given art piece (robots, humans, etc.) defines the
specific qualities of that interaction [9]. This is specially shown in recent analysis on agents and human- machine
configurations [39].
Robots exhibiting social intelligence may, in theory, engage people in social relationship. Scientists and artists [2]
[9] agree on considering the use of the word 'intelligence' as misleading even in artificial intelligence design.
“Ability” could substitute “intelligence” and refer to objects able to engage people in mutual exchanges and
motivate the interaction both with their physical and behavioural features. Furthermore such objects could represent
agency on some different levels.
In this paper the interplay between humans and robots is investigated by exploring how agency (and agencies) is
constructed by negotiation and the role it plays in such novel sociality. Exploring the physical and the social reality
of robots is done by considering few examples of animated objects that (mainly serendipitously) meet people as
agencies in our real world.
The goal of the present discussion is to highlight on the concept of agency and rise up questions on its value for
social intelligence design. The suggestions are more intended as tentative answers in a far complex domain rather
than consolidated theories. Further investigation is required in order to clarify better some of the ideas in the paper,
moreover regarding the domain of human-robot interaction.
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2 NOTHING  REALLY INTELLIGENT
“Lovers in two- dimensional world, no doubt!”
One subject in the famous experiment. (Heider, Simmel 1944)
Adelbrecht helps us to reflect upon the design of socially intelligent agents and human expectations and believes.
Socially interactive robots can assume different morphological shapes (i.e. anthropomorphism under various degrees
or pet-like appearance) and signify different behaviors for people. On the other side people react relying on the joyful
play of imagination and the natural tendency to attribute psychological identity to objects. The robot has a
signification as social entity since observers are present at its behaviour [15] and human observers naturally start the
process of recognition and personality attribution over it. The two processes, signification and attribution, constitute
the experience people have with agency (and agencies) when interacting with embedded robots.
In many familiar experiences with technology the attribution of agency is negotiated and thus constructed between
humans and machines. I would argue that distinct features embedded in intelligent objects couldn’t alone create
agency and thus support social meaningful interactions. The machines themselves may set people attitudes out and
lead their behaviours.
Sometimes animated objects are able to meet people expectations, some other, as Adelbrecht while speaking about
his life, they don’t. This is part of natural interactions with objects (and robots). It has to be investigated more the
role of agency we unconsciously experience along these socialites.
The attribution of agency has been investigated since long ago in social and developmental psychology. In their
foundational experiment [10], Heider and Simmel observed subjects interpreting and storytelling upon geometrical
shapes (triangles and squares) moving and showing apparently “social” behaviour. In the short videos presented,
shapes were running after each other and for the subjects were mimicking social behaviours.
Fig. 2  Screenshots from analogue of Heider & Simmel, 1944. Animation by H.G. Nevarez & B.J. Scholl, Yale University
The subjects of the experiment found motives out of this movement and invented stories often referring to emotions
and internal states (i.e. wishes and intentions). The subjects specified the personalities of characters in the movie by
mean of their physical qualities (size) and movement (e.g. self-propelled movement and reaction).
This well-known experiment highlighted on the experience everyone makes as child when attribute identity to
objects because of their shapes or movement. It is what happens when we look at cars and fix on rear- lights and
bumpers seeing it as it was a face. This is the fancy experience of imagination.
It is proven then that stimuli presented in a certain order [11], like the distance between eyes and mouth, trigger the
adaptive tendency to face recognition and lead us to (unconsciously) attribute identity and life sometimes to stones
or cars (see [12] for brilliant examples).
Understanding and ascribing meaning to behaviour can be thought as foundation of the attribution of agency in
more complex interactions. On behalf of different instantiations and representations, socially intelligent robots can
be accepted as agencies in real interactions, like therapeutic and educational settings. Interpretation and signification
[13] have been already introduced in the domain of social artificial intelligence and tentative of modeling as valuable
concepts for the discussion in recent works in HRI [14][15][16].
2.1 SIGNIFICATION AND INTERPRETATION
In a recent theory on Behavioural Implicit communication [14][15] signification is described as a process where an
actor (Y) observe the acting agent (X) and ascribe some meaning to its behavior. In signification X does not
intentionally cause the interpretative process. It is its behaviour (defined at the functional level) that supports the
emergence of the interpretation in Y. This means that X’s behavior is a sort of diagnostic sign [15], and what Y
perceives is meaningful to him.
In different scales it is what happen when we insult our computer because of a system error, or when we try to
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convince our car to start  [16], we took behaviour of responsive and autonomous machines as meaningful and
explicative. We usually behave as if objects (and devices) would be motivated by proper intentions that we try to
influence or interact with. The natural tendency to personification lies on the universal play of imagination we start
to experience as a child and continuing all the lifetime.
Piaget [21] despite some skepticism has long ago established that young children (and some adults) animate things
that move, like clouds or water  [8]. Certainly people do not consciously state that cars, computers, clouds or stones
can have their own goals and intrinsic motivations [16], but this natural disposition to imagination may support the
recognition of agencies in complex interactions.
We tend to attribute internal forces, intentions and motivations to certain objects. Certain but not all. Some may
support our attribution of agency; others could hardly be treated as subjects with inner states.
Examples are given in robotics where attribution of social intelligence and agency (in different representation’
degrees) might be serendipitously met. In this way giving life and personality to objects (robots) is due by chance
still in a beneficial way. Specific features may help in conveying social engagement along the interactions. In
experimental studies with the harp seal robot Paro [17] we focused on the role of the physical and material qualities
(e.g. size, dimensions, soft fur) and of robot (reactive and proactive) behaviour. By mean of expressions of sociality
like head turning, eye blinking and purring people, Paro got the effect to engage people in personally meaningful
interactions [17][4] evoking emotional feelings and past experiences.
At different representation scale the Weizenbaum’s chatbot Eliza engages people in meaningful interaction by
emulating a Rogerian psychotherapist. Actually ELIZA has almost no intelligence whatsoever (like other more
recent chatbots), it has only behavior like string substitution and canned responses based on keywords. Then it
limits your conversation to talking about yourself and your life. Many people actually mistook Eliza for human and
even when knowing who they were interacting with, they still engage in confidential dialogues [22].
Relying on distinct features and behavioural rules both the embodied robot Paro and the chatbot Eliza have the
power to make people suspending their judgments, knowledge and believes in agencies.
Elements like the sense of potential control, the contingent reactivity and the appropriate (for the interaction) social
skills provide people with rich humus for personal engagement in flow experiences [18][20]. People and robots
negotiate their own agencies along the interaction by discovering the opportunities for socially and emotionally rich
relations.
3 AGENCY IN OUR REAL WORLD
We try now to go in depth in discussing agency and trying to clarify its importance for social intelligence and for
the interactions in our real world. We will start the discussion by considering how agency is rooted in fantasy and
imagination and it can be experienced in real situated contexts.
As it is shown in the tradition of the Piagetian account, attribution of agency in interaction with complex systems
may be rooted in the development of imagination processes in the childhood. Imagination makes children vivifying
many, (if not potentially every) objects. Taking this assumption to the extreme we can argue that everything can
become an agential entity through the indefeasible game of fantasy. In many contributions in developmental
psychology kids give life to “every” object they are in intimate relation with. What can be the most intimate object
for me (for 8 years old kids or other kids in Singapore) couldn’t be the same for you (or others). The special
meaning the doll has for (every) female kid is to be the companion that, even without any social ability (or
intelligence), is attributed agency and identity of living creature.
The objects I may feel in intimate relation with are personally and historically determined and examples of this are
around us in the everyday contexts. The housewife spending most of the time in her home could perceive that place
as her intimate world and objects in that place may be enlivened and act as magical characters. We could imagine
the housewife seeing her broom as a living entity with her own personality. The woodsman developing a strict
special relation with his axe gives another example of how humans (children and adults in different ways) tend
naturally to give voice to objects they make special (continuous and essential) use of. Children love to have
favourite mates (being a bear, a doll, a blob or even the violin they love to play) and people in general ascribe
personal meanings to things by their perception, cultural values and history.
What does happen when such entities-by-imagination also shows autonomous behaviour and their own initiative?
When they exist as contingently reactive agents?
We try to consider both an historical and situated perspective [39] and phenomenologist view on the human- robot
configurations. What is done by default through the work of imagination is enhanced by the experience of
contingent and reactive entities. While interacting with socially able entities people are engaged in more elaborated
exchanges where negotiation dynamics become central and may require a specific framework to be interpreted. An
emerging approach [23][24] is considering agency in personal experience as the manner in which subjects and
objects can be understood not as separate entities that come together, but as a whole entity emerging in encounters
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between persons and things. Negotiation is here an intra-action between the elements of the agential entity [23].
In this form of materialist constructivism (defined agential realism) the philosopher and physicist Karen Barad [25]
suggests that we need an account for the relations between humans and nonhumans based on their asymmetries and
differences. This implies that people and autonomous, reactive objects construct agencies within the material stance
they are situated in, regarding the (physical and social) abilities they have and the history of their transactions.
In this view agencies are distributed among the different autonomous entities along the interaction exchanges. The
subjects’ identity doesn’t initiate from individual disposition but stems from a whole shaped by the various
accounts of things, robots and persons. Differently from current socio-technical theories, in agential realism the
boundaries between humans and objects are not naturally given but constructed in particular historical ways [23].
Along the definition of boundaries the actual meanings are negotiated and reformulated along time. In describing
these different levels of playfulness (imagination and attribution of agency), meaning making plays a more central
role in respect to objective judgments and realities. Our social (real) experiences provide us many examples of
transient (ontological) judgments over realities and entities. Often they emerge as nurtured by the culture where they
are situated in.
Like the imagination games we play as kids the attribution of agencies is not fixed and given once forever, it is
created starting from the things (a stone or a robot with autonomous and contingent behaviour) coming back to us
and to the network of relationships we have in the real world. The attribution of agency is then profoundly
historically created and culturally situated and at the utmost you can neither think of it as a proper attribution
process. This is not in fact a point-to-point (subject-to-object) relation but rather a dynamic emergence of agencies
along the interaction and the negotiations.
In the complex domain of human- robot interaction, the subjects act intra the agential whole constituted by the
human and the socially able robot. The signification of the presence of the robot is then supported by the games of
imagination, while the hypothesis here is that the (unconscious) process of attribution of agency relies on the
experience of elaborated social behaviour and interaction capabilities.
4. THE VALUE OF AGENCY FOR SOCIALITY
The capacity to know oneself and to know others is an inalienable a part of the human condition as is the capacity
to know objects or sounds, and it deserves to be investigated no less than these other "less charged" forms.
    (Gardner 1983, p. 243)
It is worth to wonder how the materialist constructivist theory discussed above might contribute to social
intelligence design. At first we need to go in depth debating the use of the word ‘intelligence’ in social domain.
Psychologists have been distinguishing among intelligences for some time, and have specified the concrete
intelligence as the ability to understand and manipulate objects and the social intelligence as the ability to
understand and relate to people.
The agential account would consider a novel concept of social ability based on the tendency to recognize and
attribute agencies. Intelligence can therefore be substituted with ‘ability’ (competence and capability) to enter social
relationship and recognize the others (people and objects) and the self as agents.
Studies in autism and Theory of Mind [26] [27] [28] show the graduality of the development of social ability. In
theories like the imitation [29] [30] and the modular theory [26] [31 the development of social intelligence is
described as a process where subsequent steps specify the acquisition of distinct social competences being enriched
along the 4th year of age. The recognition of agency has been developed in the first stage of the process within the
18th month and the ability to be engaged in mutual social exchanges take place even before, from the early few
hours of life. The engagement in reciprocal social exchanges is what has been envisioned long ago [31] as the
concept of social intelligence was coined to intend the person's ability to engage in adaptive social interactions.
More recently [32] redefined social intelligence refers to the knowledge about the social world.
The ability to engage in adaptive reciprocal social exchanges implies the presence and the recognition of an agent in
our real world. Humans have natural disposition to meaningfully attribute personality to objects and find agencies
in self-propelled robotic things showing at least proactive behaviors and contingent reactions. While training with
different toys, animated objects and robotic objects kids become aware to their own agential nature: knowing and
perceiving they can act upon the world and enter relational exchanges.
Children discover their agential nature at birth, developing then a stronger and stronger awareness of their ability to
enter sociality with things and people. We naturally tend to recognize agents to make sense of the world and feel in
control of the things around us. Being relational by nature we cannot do anything else than establish relations with
(animated) objects. I would argue that the continuous training we make with agents (whatever will be their nature)
constitutes a valuable support for young kids to tune personal social behaviour. Marleau-Ponty suggested a similar
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account for the not-sameness to every subject. It is this diversity that offers the task of a true communication and
relation, and confers on my objects the new dimension of intersubjective being [34].
Animated objects capable to move in the physical world are then only far to possess the nature of intersubjective
being ready for the social world. Avoiding obstacles and incidentally coordinate with (human) bodies walking in the
corridor [40] may suggest an oversimplified interpretation of social agencies as defined in Barad perspective [24].
The social ability of coordinating with humans is still meaningfully based on physical turn taking but the
construction of the personal experience might take advantage from the agential perspective on interactive robots.
Such intersubjective exchanges might be exhaustively read as intrapersonal (agential) dynamics due to the embodied
presence of different subjects (the robot and the human).
5. DISCUSSION
Here follows a preliminary discussion on how this visionary reflection on agency might inform the research of
social intelligence design and which kind of consequences and applications it might have on this field.
The goal of the paper is to highlight on the concept of agency and rise up questions on its value within social
intelligence and meaningful personal experiences. Proven the complexity of research in HRI following
oversimplifications of human experience wouldn’t reveal to be so promising. The concept of agency is here
discussed in order to open perspectives on sociality and rise up research questions.
A more ambitious goal can be starting to imagine which possible directions this research can take and if it can find
an application for the design of social agents. As briefly introduced in par.2 in the field of human- robot interaction
the myth of the agency cues often emerges in discussions. The concept of agency can enrich this discussion and
provide an insight on the design of robot sociality. A possible recipe for the design of good social intelligent robots
fascinates designers in many domains (agent technology, chatbots, virtual agents and robotics).
The recipe might not consist of distinct features (ingredients) stand-alone to be meshed in order to get the social
intelligence (e.g. self-propelled motion, contingent reaction or sensors apparatus). Such features are still recognized
as distinct stances from the users but it hypothetically happens within a more holistic experience of interaction.
Studies in human social development show how children distinguish punctual characteristics among
animated/unanimated objects, intentional actions and physical causality [35] [36]. Notwithstanding this human
ability, following the above described theory of agency [23], [24], [25] robotic agents have to be explored as unique
intersubjective beings with their own material accounts. The design of specific agency cues (stand-alone) similar to
system requirements might hardly contribute to embed “agency” in a historically evolving social objects.
These have to be thought in a whole agential account referred to the actual interaction concerning the human subjects
involved.
I would argue that accounting agency might also contribute to a broader view of social intelligence considering
ambiguity in real sociality. Designing for agency might receive valuable contributions from the perspective of
ambiguity as explored in recent approach [37]. Designing for agency might mean guiding the interaction but not
constraining it in the frame of the pre-defined implemented solutions: if people behaviour is not constrained,
emergent responses and new opportunities for meaningful interaction (i.e. coordination/ competition or confidential
exchanges) would be allowed (and expected). In this way robotic agents would really evoke personal intimateness
and support rich social experience. Humans stay focused more on hic et nunc relationships [38] than on accurate and
coherent behavioural systems. In real world issues related to spatial-temporal dimensions like spacing, distancing,
syncing and timing [8], [38] provide us with an insight on what is the social ability of being engaged in flexible
and adaptive exchanges.
As it has been observed with the seal robot Paro [16] often children and adults give life to objects capable to engage
in simple relational dynamics (e.g. give-and-take or contingent reactions) it seems sufficient to allow interpretation
even without accurate behavioural responses [8].  
Trying to imagine the future of social intelligent agents I agree with the visionary artist Eduardo Kac [9] arguing
that, as a genre, robots do not aspire to convert themselves into closed and fixed forms. They are capable of
perishing as a concept if a new situation arises to encompass and surpass them. As robotic devices needs to be
socially situated and socially responsive to be valuable in our real world, there is a need to both widen the view on
their social reality and to better specify how and why agency might contribute to this domain.
In the game of the fantasy sociable might be all the things (and machines) that engage people in a meaningful
interaction. Not always we need complex and accurate artificial systems (vision, mechanics…) or specific aesthetic
qualities (e.g. the fur in the Huggable, MIT, 2007), the major need for sociality is the design for good dancers [8]
with agential value.
266 Alessandro Pollini
REFERENCES
[1] DiSalvo, C., Gemperle, F., Forlizzi, J., and Kiesler, S. (2002). All Robots are Not Created Equal: The
Design and Perception of Humanoid Robot Heads. Designing Interactive Systems 2002 Conference
Proceedings, pages 321-326, 2002.
[2] Norman, D. Robots in the home: what might they do? Interactions, Robots! Volume 12, 2005
[3] Vygotskij, L. S. (1978) Mind in society. The development of higher psychological processes. Cambridge
(Mass) and London: Harvard University Press.
[4] Marti, P., Bacigalupo, M., Giusti L., Mennecozzi, C., (2006) Socially Assistive Robotics in the Treatment of
Behavioural and Psychological Symptoms of Dementia” In Proceedings of the BioRob 2006 The first IEEE /
RAS-EMBS International Conference on Biomedical Robotics and Biomechatronics , Pisa, Italy
[5] Fong, T., Nourbakhsh, I., Dautenhahn, K. (2002) A survey of socially interactive robots, Robotics and
Autonomous Systems 42 pages 143-166, 2002
[6] Kidd, C., Breazeal, C. (2005) Sociable robot systems for real-world problems. In Proceedings of Monitoring,
measuring and motivating exercise: ubiquitous computing to support fitness Workshop at Ubicomp 05 (The
Seventh International Conference on Ubiquitous Computing). Tokyo, Japan, 11-14 September 2005
[7] Spanjaard M. (1992) Interactive art. Prix Ars Electronica. Available at
http://www.aec.at/en/archives/prix_archive/prix_projekt.asp?iProjectID=10838
[8] Ackermann, E. (2005) Playthings that do things: A young kid’s “incredibles”! In Proceedings IDC 2005,
Interaction design and children, June 8-10, Boulder, Colorado, USA, 2005
[9] Kac , E. (2001) Robotic Art Chronology. In Convergence, Volume 7, N. 1, 87-111
[10] Heider, F., Simmel, M. (1944) An experimental study of apparent behavior. American Journal of Psychology,
57, pp. 243-259.
[11] Meltzoff, A.N. (1990) Foundations for developing a concept of self. The role of imitation in relating self to
other and the value of social mirroring, social modelling, and self practice in infancy In: Cicchetti e
M.Beeghly (a cura di) The self in transition. Infancy to childood, University of Chicago Press, Chicago
pp.139-164
[12] McCloud S. (1999) Understanding comics. Vittorio Pavesio, Torino
[13] Eco U. (1975) Trattato di semiotica generale. Bompiani, Milano
[14] Castelfranchi, C., Giardini, F. (2003). Will Humans and Robots Ever Coordinate Each Other Via Behavioural
Communication?. In Symposium on Evolvability and Interaction: Evolutionary Substrates of
Communication, Signalling, and Perception in the Dynamics of Social Complexity, Queen Mary University,
London (pp. 30-35).
[15] Giardini, F., Castelfanchi, C. (2004). Behavioural Implicit Communication for Human-Robot Interaction.
AAAI Fall Symposium Series Technical Report FS-04-05. pp. 91-96. Menlo Park, California AAAI Press.
[16] Giusti, L. Marti, P. (2006) Interpretative Dynamics in Human Robot Interaction. In  K. Dautenhahn, C.
Nehaniv Getting to Know Socially Intelligent Robots. Proceedings of IEEE RO-MAN 06: The 15th IEEE
International Symposium on Robot and Human Interactive Communication, 6-8 September 2006, University
of Hertfordshire, Hatfield, United Kingdom.
[17] Marti, P. Pollini, A. Rullo, A. Shibata, T. (2005) Engaging with artificial pets. In Proceedings of Annual
Conference of the European Association of Cognitive Ergonomics, 2005, 29 September-1 October 2005,
Chania, Crete, Greece.
[18] Csikszentmihalyi, M. (1991). Flow: The Psychology of Optimal Experience. HarperCollins
[19] Breazeal, C. (2003) Toward sociable robots. Robotics and Autonomous Systems, 42 (2003), 167--175.
[20] Marti, P., Giusti, L., Pollini, A., Rullo, A. (2005) Experiencing the flow: design issues in human-robot
interaction. In Proceedings of the 2005 joint conference on Smart objects and ambient intelligence: innovative
context-aware services: usages and technologies. Grenoble, France
Why agency might contribute to social intelligence 267
[21] Piaget, J. (1972) La formazione del simbolo nel bambino. Imitazione, gioco e sogno. Immagine e
rappresentazione (tit. orig.: La formation du symbole chez l'enfant – 1945) La Nuova Italia Ed., Firenze.
[22] Weizenbaum, J. (1966) ELIZA - A Computer Program for the Study of Natural Language Communication
between Man and Machine, Communications of the Association for Computing Machinery 9 36-45.
[23] Barad, K. (2007) Meeting the Universe Halfway: Quantum Physics and the Entanglement of Matter and
Meaning, Durham, NC: Duke University Press.
[24] Barad, K. (2003) Posthumanist Performativity: Toward an Understanding of How Matter Comes to Matter, in
Signs: Journal of Women in Culture and Society, vol. 28, no. 3, Spring 2003.
[25] Barad, K. (1998) Agential Realism: Feminist Interventions in Understanding Scientific Practices, in The
Science Studies Reader, edited by Mario Biagioli, NY: Routledge Press
[26] Baron-Cohen, S. (1995)  Mindblindness. An essay on autism and theory of mind. MIT Press, Cambridge,
Massachusetts.
[27] Meltzoff, A.N. (1995) Infants’ understanding of people and things: From body imitation to folk psychology.
In Bermudez, J. “Body and the Self” MIT Press
[28] Wellman, H. M. (1990) The child’s theory of mind. MIT Press. Cambridge, Massachusetts.
[29] Meltzoff, A.; Gopnik, A. (1990) Relations between thought and language in infancy, In ICSLP-1990, 736-
740.
[30] Meltzoff A.N., Decety J. (2003) What imitation tells us about social cognition: a rapproachment between
developmental psychology and cognitive neuroscience. The Royal Society, Published online 14 February,
2003.
[31] Leslie A. (1994) TOMM, TOBY, and agency: Core architecture and domain specificity. In Mapping the Mind:
Domain Specificity in Cognition and culture, edited by L.Hirschfeld e S.Gelman. Cambridge University
Press.
[32] Thorndike, E.L. (1920). Intelligence and its use. Harper's Magazine, 140, 227-235.
[33] Cantor, N., Kihlstrom, J.F. (1987). Personality and social intelligence. Prentice-Hall, Englewood Cliffs, N.J.
[34] Merleau-Ponty, M. (1964) Primacy of Perception. Chicago: Northwestern University Press.
[35] Poulin – Dubois D., Shultz T. (1989) The infant’s concept of agency : the distinction between social and
nonsocial objects The Journal of Genetic Psychology, 151, 77 – 90
[36] Woodward A.L (1998) Infants selectively encode the goal object of an actor’s reach. Cognition 69,1, 1- 34
[37] Gaver , W. Beaver , J. Benford, S. (2003) Ambiguity as a resource for design, Proceedings of the SIGCHI
conference on Human factors in computing systems, April 05-10, 2003, Ft. Lauderdale, Florida, USA
[38] Masciotra, D. Ackermann, E. (1997) To Know is to Relate: The Art of Distancing in Human Transactions,
from the World Wide Web    http://www.er.uqam.ca/nobel/k32277/Know.relate.conference.htm    
[39] Suchman, L.A. (2007) Human–machine reconfigurations: Plans and situated actions. Cambridge: Cambridge
University Press.
[40] Christensen, H. I., Pacchierotti, E. (2005) Embodied social interaction for robots. In Proceedings of AISB-05,
April 2005, Hertsfordshire, UK.
268 Alessandro Pollini
Interactivity, vividness and richness in user interfaces 
Marco (M.C.) Rozendaal, David V. Keyson and Huib de Ridder 
Dept. of Industrial Design  
Delft University of Technology 
Landbergstraat 15,  
2628 CE Delft,  
The Netherlands  
m.c.rozendaal@tudelft.nl, d.keyson@tudelft.nl, h.deridder@tudelft.nl 
 
 
       Abstract 
Richness in user interfaces is known to influence engagement. This study examines how the level of interactivity 
and vividness affect the experienced richness of a user interface. An experiment was conducted in which 
participants explored a game-like user interface under varying levels of interactivity and vividness. Twelve 
subjects with a background in industrial design participated in the experiment. Results showed that interactivity 
increased when the user interface allowed for multiple actions possibilities. Vividness increased when colour and 
detail were used more profoundly in the visual design. Raising the levels of both interactivity and vividness 
increased experienced richness. A stronger effect on experienced richness was found for interactivity as 
compared to vividness. Implications of these findings toward user interface design are discussed. 
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1 INTRODUCTION 
1.1 OVERVIEW 
In the consumer-electronics industry, user interfaces can be found in which the design focus is on creating a sense of 
engagement. For example, interacting with websites can be made more engaging through the addition of sound, 
animation and increased levels of interactivity. In the case of digital music players, the interface of the Apple iPod 
may be seen as engaging due to the rich action the rotation wheel offers to access soundtracks compared to poor 
action of push buttons. In the case of voice mail services, browsing through a collection of voice mails may be 
enriched by using gestures and musical sounds [23].  
Engagement, which may be seen as a playful state in which things may be tried out [16, 17] has been found to 
relate to feelings of curiosity, interest and confidence [13]. Richness is known to affect the levels of experienced 
engagement during interaction [8, 29]. Given these findings, having knowledge about how to enrich the user 
interface may be a valued design goal. In this study, an experiment was setup that investigated various ways to 
manipulate richness within user interfaces. 
1.2. RICHNESS 
Richness in user interfaces can generally be conceptualised as the range of possibilities afforded by an interactive 
medium in terms of its perceptual and behavioural aspects. In terms of gaining an understanding of richness in 
communication media, a classification system was defined by Daft and Lengel [9]. The criteria applied were (1) the 
capacity of the medium to transmit multiple cues, (2) language variety, (3) the personal focus of the medium and (4) 
the availability of instant feedback [4]. In considering these criteria, face-to-face communication was considered the 
richest while numerical computer data output was considered the poorest.  
While Daft and Lengel analysed media richness by taking the perceptual and behavioural aspects 
simultaneously, Steuer [25] analysed richness in terms of the perceptual and behavioural aspects in isolation [14, 
25]. The richness of the medium was composed of a behavioural aspect he named interactivity and a perceptual 
aspect he named vividness. Interactivity was described as “…the extent to which a person is able to influence and 
manipulate either the form or content of a mediated environment in real-time” [25 p. 14]. Vividness is described as 
“…the representational richness of a mediated environment as defined by its formal features…” [25 p. 11]. Using 
these dimensions, various media could be mapped. For example, a book may be seen as low in interactivity and low 
in vividness, while the fictional holodeck of the Star Trek series may be high in both interactivity and vividness. In 
the following two sections, interactivity and vividness will be explained in further detail. 
1.2.1 Interactivity 
Interactivity as defined by Steuer, combines both the possibilities of the system and the human action that is needed 
to bring about these possibilities [2]. With increased interactivity, users are free to switch between goals and 
strategies [18], thereby allowing users to interact in an increasingly expressive and personal manner [12, 30].  
In terms of system possibilities, a system can be made more interactive by increasing the amount of lower-level 
manipulations to reach higher-level goals [15, 18, 28]. When a user interface is designed top down, the lower-level 
manipulations are restrained by the higher-level goal. When the lower-level manipulations of the user interface are 
increased, users can vary strategies to reach the higher-level goal and may even vary between goals. A drawback can 
be that due to the increased range of possibilities users might get lost because more planning and action is needed to 
reach a goal.  
In terms of human action, a system can be made more interactive by allowing users to influence multiple 
parameters, in parallel, continuously and in real-time [25]. While interaction with our physical environment is 
conducted in this manner, interaction with mediated user interfaces may be considered having limited parameters 
that are addressed serially in a discrete manner. By designing interaction this way, interaction is created that feels 
more direct. In this line of thinking user interfaces were developed, so-called direct manipulation interfaces [24], 
graspable [11] and tangible user interfaces [6, 10, 27]. With graspable user interfaces, physical objects, having a 
dedicated function are used to influence mediated content. Often, the mediated content could be manipulated by 
using both hands simultaneously [3]. Physical elements may be used in combination with mediated content. For 
example, Fitzmaurice et al [11] designed a system in which physical bricks could directly manipulate graphical 
objects on a screen by laying a block upon the projected graphical objects. These blocks could control the location 
and rotation of mediated graphical objects simultaneously by moving and rotating the brick. Using these bricks was 
found to encourage two-handed use and allowed for more parallel input, thereby improving user’s overall 
expressiveness.  
1.2.2 Vividness 
Vividness as defined by Steuer involves the representational richness of a medium. Vivid user interfaces were found 
to increase the robustness of interaction [20] and were found to increase the attractiveness of the user interface [26].  
The robustness of interaction is increased with increased vividness because the messages that the interface 
transmits are easier to recognize and memorise [21, 31]. As messages contain multiple perceptual cues that can be 
used to contrast the message from other messages. Furthermore, messages may also be remembered more easily 
because the rich perceptual cues allow one to build richer schemas and memory cues [26]. For example, colour 
coding menu items within a graphical user interface increases the clarity of menu navigation. Using sound feedback 
in interaction gives users an increased sense of control, especially in situations were users are visually occupied.  
Vividness can also influence the attractiveness of the user interface through experienced arousal as a mediating 
variable. Firstly, increasing vividness by increasing the heterogeneity of elements, irregularity of shapes and 
asymmetry in the visual design led to increased levels of arousal that was experienced during perception. Secondly, 
the attractiveness of the visual design followed an inverted U-shape path with increasing levels of experienced 
arousal. Therefore, intermediate levels of vividness were considered most attractive [5, 19]. In a similar way, the 
experienced quality of photographic images was affected by manipulating vividness through colour saturation [22].  
1.2.3 Aim of this study 
The current study investigates how the experienced interactivity and vividness of user interfaces accumulate into 
experienced richness. First, experienced interactivity is expected to increase by increasing the action possibilities of 
the user interface. Experienced vividness is expected to increase by increasing the use of colour, detail and 
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asymmetry in the visual design. Second, experienced richness is though to increase with increasing levels of 
experienced interactivity and vividness. However, it is still unclear how this accumulation takes place.  
In the following sections of this paper, the words ‘interactivity’ and ‘vividness’ are represented in plain text 
starting with a capital letter to refer to the physical manipulations of interactivity and vividness. Italics are used to 
refer to the subjective experience of interactivity and vividness. For example ‘Interactivity’ versus ‘interactivity’. 
2 METHOD 
2.1 PROTOTYPE 
To test the before mentioned hypotheses, a game-like user interface was developed. The user interface follows the 
direct manipulation paradigm i.e., the user interface consists of virtual objects that may be manipulated via a 
physical input device. The user interface is designed such that the level of Interactivity and Vividness may be freely 
varied. Figure 1 gives an overview of the layout of the user interface. Five balls and a pocket are located in a 
playfield area. The pocket is placed in the middle of the play field and five balls are circularly distributed around it. 
The balls are not able to leave the play field area. To exemplify this, a border element is added. Balls may be 
removed from the game by dropping the balls into the pocket. The game is played on a glass table with a physical 
pen-like input device. A beamer projects the game on the table surface from beneath (see figure 2). On the table, a 
Mimio pen input system is placed to make the tabletop touch sensitive. The combination of the projection and the 
Mimio system creates a situation in which projected objects can be directly manipulated by means of the pen.  
 
 
 
Figure 1. Schematic overview of the layout 
of the user interface.   
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Figure 2. Picture of layout of the experimental setup. The interactive table is placed within a living 
room.  The pen can be used to manipulate the virtual objects, which are projected on the tabletop. 
2.1.1 Interactivity 
With increased levels of Interactivity, the variety of ball behaviour and ball control, via the pen, increased. In total, 
three versions were designed that were named I1, I2 and I3. These versions are described in more detail below (see 
also table 1 for a schematic overview). 
In the case of I1, the balls are not moveable. A ball can be selected by means of pressing the pen upon the 
tabletop in the area where the ball is projected. When the ball is selected, the ball is highlighted by means of a visual 
effect. The type of visual effect that is applied depends upon the visual design. Balls can be potted by selecting a ball 
and selecting the pocket subsequently. At the moment the pocket is selected, the previously selected ball disappears.  
In the case of I2, balls can be selected and potted in the same way as in behaviour I1. Additionally, balls can be 
moved around through the playfield. This can be done by first selecting a ball and then moving the pen, while 
keeping pressure upon the table. The ball that is being moved can push the other balls and a ball can be potted by 
placing it above the pocket area. In the case of I3, balls can be selected and moved around in the same way as in 
behaviour I1 and I2. Additionally, the balls can also be thrown. A ball can be thrown by moving the ball with the 
pen, and then by lifting the pen from the tabletop. The ball continues to move in the direction and speed specified by 
the pen action. Furthermore, the balls bounce off the borders. Besides clicking, dragging and pushing balls into the 
pocket as in behaviour I2, balls can also be potted by performing the throwing action into the direction of the pocket 
area.  
2.1.2 Vividness 
With increased levels of Vividness, the use of colour, detail and asymmetry of the visual design increased. In total, 
three versions were designed that were named V1, V2 and V3 (see figure 3). These versions are described in more 
detail below. 
The design of V1 can be characterised as a symmetrical geometrical figure, without any colour or detail. 
Differences between the balls and the pocket are communicated by means of the line-thickness of the circles, in that 
the pocket line is a bit thinner than the lines of the balls. When a ball is selected, visual feedback is given by 
increasing the line thickness of that ball. The design of V2 can be characterised as being smooth and tinted. The 
circular form of the game border is slightly asymmetrical and the four corners of the playfield are rounder compared 
to appearance of V1. In terms of colour, low saturated colours have been added. The game border is presented in a 
shade of blue, the playfield is purple shaded, the balls are in an ivory colour, and the pothole is black. When a ball is 
selected, visual feedback is given by increasing the ball’s line thickness and by increasing the ball’s colour 
saturation and level of textural detail. The design of V3 can be characterised as being bright and detailed. The 
asymmetry of the game’s border and the smoothness of the playfield have been further increased. Colours appear 
more dominant due to the increased saturation levels. The game objects appear to have materialistic properties due 
to increased level of detail. This look is supported by the increased shading effect that besides smoothening the 
lines, creates a sense of depth. When a ball is selected, the same effect is applied as in V2. 
 
 
 
 
 
 
 
272 Marco (M.C.) Rozendaal, David V. Keyson, Huib de Ridder
Table 1. Descriptions of the three Interactive versions. Descriptions are given on the level of the possibilities 
of the system and the human action that is needed to bring about these possibilities. 
 
 
 Version 
Level of description I1 I2 I3 
System 
possibili-
ties 
General Balls are not moveable 
and give feedback by 
means of a visual 
highlight effect.  
 
Balls are moveable, give 
feedback by means of a 
visual highlight effect, 
and push other balls. 
Balls are moveable, give 
feedback by means of a 
visual highlight effect, 
push other balls, can be 
thrown and bounces off 
against borders. 
 
 Ball 
potting 
Pocket area must be 
clicked after a ball has 
been clicked. 
Pocket area may be 
clicked after a ball has 
been clicked or a ball 
may be dragged or 
pushed above the pocket. 
Pocket area may be 
clicked after ball has 
been clicked or a ball 
may be dragged, pushed 
or thrown above the 
pocket. 
 
Human 
action 
 Position input device and 
press and release the 
input device upon the 
tabletop surface. 
 
Position input device, 
press input device upon 
the tabletop surface. The 
input device may be 
moved while keeping 
pressure upon the 
tabletop surface. 
 
Position input device, 
press input device upon 
the tabletop surface. The 
input device may be 
moved while keeping 
pressure upon the 
tabletop surface. When 
the input device is lifted 
from the tabletop 
surface, the ball 
continues to move in the 
direction and with a 
certain speed specified 
by the input device. 
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Figure 3. Impressions of the three visual versions. Vividness increases from left to 
right.  
2.2 EXPERIMENTAL DESIGN 
The experimental design was a three by three full factorial design consisting of three levels of Interactivity (I1, I2 
and I3) and three levels of Vividness (V1, V2 and V3). Each participant experienced all of the nine experimental 
conditions. In each condition, participants were asked to judge the level of interactivity, vividness and richness. The 
order in which the experimental conditions were presented was randomized across participants. 
2.3 PARTICIPANTS  
Twelve subjects participated in the experiment. The participants were six masters students, two PhD students and 
four employees of the faculty of Industrial Design Engineering. Of this sample group, nine were men and three were 
women.  The ages ranged between 22 and 43 years, with an average age of 29 years and a standard deviation of 7 
years. 
2.4 PROCEDURE 
Participants were seated behind the interaction-table. The participants were told that the goal of the experiment was 
to judge nine different user interfaces in terms of several perceptual dimensions. Participants were briefly explained 
the working of the interaction platform. They were explained that the user interface, which was projected on the 
interaction-table from beneath, could be manipulated by means of pressing the pen upon the tables’ surface. 
Hereafter, the participants were presented with all of the nine experimental conditions. In each condition, the 
participants were given all the time they needed to create an understanding of the interface. After each condition, a 
questionnaire had to be filled in.  
This questionnaire consisted of three multi-items scales in which were measured interactivity [18, 25, 30], 
vividness [5, 19] and richness [4, 8]. Judgments could be given on a seven-point scale (see table 2). Questionnaire 
items were only explained to the participants when they indicated that items were not clear to them. The experiment 
was concluded with a short interview and debriefing. 
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Table 2. List of items assessing interactivity, vividness and richness. 
 
interactivity 
 
vividness 
 
richness 
 
Direct feedback Colourful Complex 
Freedom in action Level of detail  Intense 
Interactivity Symmetry Varied 
Level of influence Form diversity Rich 
Possibilities 
 
 
 
 
 
 
 
 
 
In the experiment, Dutch terms were used.  
3 RESULTS 
A reliability analysis was performed upon the three multi-item scales measuring interactivity, vividness and richness 
to assess the internal consistency of each scale. All three scales were above the critical alpha threshold of .70 [7]. 
For interactivity alpha was 0.91 (N=108, 4 items). The item assessing direct feedback was not included since it 
decreased alpha to 0.87. The Interactivity manipulations involved the range of possibilities rather than the amount of 
time between user action and system feedback. For vividness alpha was 0.80 (N=108, 3 items). The item assessing 
symmetry was not included since it decreased alpha to 0.77. The layout of the user interface was varied to a small 
extent compared to the use of colour and detail. For richness alpha was 0.90 (N=108, 4 items).  
A multivariate repeated measures analysis was performed upon the averaged scales. Results show that by 
increasing the level of Interactivity the level of experienced interactivity increased and that by increasing the level of 
Vividness the level of experienced vividness increased. By increasing the levels of both Interactivity and Vividness 
the level of experienced richness increased (see figures 4-6). These effects were significant. No interaction effects 
between Interactivity and Vividness on richness were found (see table 3).  
 
 
Figure 4. Mean scores of 
experienced interactivity as a 
function of Interactivity and 
Vividness. Vertical lines 
represent standard error of 
mean. 
 
Figure 5. Mean scores of 
experienced vividness as a 
function of Interactivity and 
Vividness. Vertical lines 
represent standard error of 
mean. 
 
Figure 6. Mean scores of 
experienced richness as a 
function of Interactivity and 
Vividness. Vertical lines 
represent standard error of 
mean. 
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Table 3. Effects of Interactivity and Vividness on experienced interactivity, vividness and richness. 
 experienced interactivity experienced vividness experienced richness 
 F Sig.  F Sig.  F Sig. 
Interactivity F(2,22) = 107.465 p<.000 ** F(2,22) = 2.234 p<.131  F(2,22) = 31.015 p<.000 ** 
          
Vividness F(2,22) = 0.112 p<.895 F(2,22) = 66.223 p<.000 ** F(2,22) = 16.784 p<.000 ** 
          
Interactivity x 
Vividness 
F(4,44) = 0.498 p<.737 F(4,44) = 0.578 p<.680  F(4,44) = 0.195 p<.940  
  
**  p<0.0001 
   
4 DISCUSSION 
This study shows that user interfaces, which are perceived as increasingly interactive and vivid, are perceived as 
increasingly rich. These findings are similar to investigations in media richness and virtual reality systems in which 
media technology that is increasingly rich, depends upon both behavioural and perceptual dimensions [9, 25].  
No interaction effect was found between Interactivity and Vividness on richness. This indicates that interactive 
and visual attributes are linearly added or averaged in relation to richness judgments [1]. Interestingly, Interactivity 
had a stronger effect on the richness than Vividness.  The interactive aspects may have been more influential since 
interactivity affects the user behaviourally while vividness only affects the user perceptually. However, this effect 
might also be attributed to the range of Vividness manipulations that may have been a smaller compared to the range 
of the Interactivity manipulations. 
Increased levels of interactivity was found to increase exploratory behaviour. Participants varied strategies to pot 
the balls and discovered possibilities such as placing balls on top of each other, making patterns and exploring the 
bouncing action. These observations are in line with Manninen’s notion of rich interaction, in that increasing the 
range of low-level manipulations tends to increase the variety in goals and strategies [18]. According to Malone [17] 
this may increase fun since challenge can be experienced at multiple levels. Furthermore, the increased range of 
manipulations allowed participants to interact in a personal manner. For example, one participant furiously explored 
the throwing and bouncing action, while another participant using the same user interface tried to place the balls into 
the hole with minute precision. This may support the proposition by Wensveen that rich interaction allows for more 
personal and affective expressions [30]. 
Two things can be said about the social impact of the prototype based upon observing peoples reactions to it 
during ‘hands-on’ demonstrations. The physical platform of the prototype i.e., round tabletop with video projection 
from underneath, facilitated a co-experience; multiple people could easily group around the table. This would have 
been more difficult to attain when the user interfaces were presented on a desktop computer. Further it was observed 
that the group became livelier as the user interfaces increased in richness; group members showed more physical 
movement, laughter and conversation as the variety of experiences that the user interfaces elicited increased. Given 
these observations, the impact of the prototype, in terms of its platform and richness manipulations, may have an 
impact beyond an individual level. 
4.1 IMPLICATIONS FOR DESIGN 
In terms of user interface design, designers may design towards specific richness levels by manipulating either the 
interactive or the perceptual aspects of the design. In applying richness, consideration will have to be given to the 
ease of implementation and to technological restrictions. Increasing richness via perceptual features may be easier to 
implement compared to interactive ones. While perceptual features are skin deep, interactive features affects the 
interface structurally that involves programming code. Implementing interactive features could therefore be more 
time consuming and error-prone than implementing perceptual ones. However, increasing richness through 
interactive features may put less of a demand on memory and processing power compared to perceptual ones. 
Adding interactive features merely increases the programming, while the addition of perceptual features may 
increase the number of large media files, like sound and video for instance. 
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4.2  FUTURE STUDIES 
Given the results of this experiment, an appropriate next step would be to examine how interactivity and vividness 
relate to engagement. From observations of the current study and results of the study conducted by Chapman [8] 
described earlier, it seems that richly experienced user interfaces may also be experienced as engaging during 
interaction. Increasingly interactive user interfaces were experienced for longer periods and were perceived as fun, 
while the least rich user interfaces were quickly abandoned. Upcoming studies will focus on the effect that richly 
experienced user interfaces may have on engagement. 
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Abstract
This paper presents the theoretical framework for a project in which we will design, develop
and test a personal identity profile that can contribute to an improved mediated collaboration
environment for virtual project teams. The profile aims to foster interpersonal trust by
enabling better and quicker estimations on trustworthiness. We here describe the mental
model for trustworthiness estimation, on which we will base the further development of the
personal identity profile.
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1 Introduction
Project teams are increasingly functioning in distributed settings, in which project members do
not meet face to face, but collaborate through text-based mediated communication [25]. Virtual
project teams are a form of group organization staffed by members across spatial, temporal,
cultural and/or organizational boundaries and assembled on an as needed basis for the duration
of a project [15, 25]. These project teams use ICT to facilitate communication and in many cases,
members rarely see each other in person and do not have a prior history of working together.
Virtual project teams tend to experience various problems with collaboration, such as no or
infrequent interactions, undesirable behavior like free-riding and sucker effects, conflicts and low-
quality knowledge building [14]. Research [3, 6, 9, 12, 26, 34] indicates that a lack of interpersonal
trust plays a role in interaction problems during collaboration. A high interpersonal trust level
among project team members is generally seen as beneficiary for collaboration [12]. A positive trust
state is associated with improved trusting behavior (e.g. improved knowledge sharing) between
people.
In this project we will test whether the provision of specific signals in a personal identity
profile (PIP) foster perceived trustworthiness of team members and accelerates interaction within
virtual project teams. We ground the selection of signals presented in the profile on a conceptual
model of the determinants (elements of a mental model) of trustworthiness. We surmise that the
availability of specific signals accelerate the formation of a mental model of each other and enables
quicker and richer (considering more factors) estimations on trustworthiness [5, 32], thus fostering
interpersonal trust and accelerating interaction.
In this paper we describe the theoretical framework for the design and development of such a
profile.
2 Interpersonal trust and trustworthiness
Interpersonal trust is here defined as [23, 31]: “a psychological state of a trustor comprising the
intention to accept vulnerability, in a context involving risk, based on positive expectations of the
intentions or behavior of the trustee”.
An analysis of definitions and concepts used in different disciplines [19, 24, 33] learns that
trust in general has both cognitive (e.g. competence, reliability, professionalism) and affective
elements (e.g. caring, emotional connection to each other). It is assumed that interpersonal trust
exists within a particular context between a trustor and a trustee [35]; is not binary (exists or not
exists), but gradual and that this level of experienced interpersonal trust can change over time; it
is dependent on the amount of perceived risk related to the aim a trustor wants to achieve and the
general trust disposition (attitude) of the trustor [5, 22, 28]. Interpersonal trust is to some extent
based on a mental model of the situation in which trust is required (cognitive/calculus-based
trust). This is especially the case in situations where people start to interact and don’t know each
other (very well), as in virtual project teams. In long-term interpersonal relations the chances
on affective-based trust, the emotion-based counterpart of calculus-based trust, are higher. In
this project, focused on positively influencing interpersonal trust in virtual project teams, we will
therefore focus on cognitive-based interpersonal trust.
Existing research [5, 12, 15, 28] suggests that at least three factors influence this type of
interpersonal trust:
• The general trust disposition of the trustor (e.g. general attitude towards trust and tendency
to trust other people, mood and perception)
• Characteristics of the context (e.g. amount of risk, locus of control)
• Perceived trustworthiness of the trustee
One of the factors influencing overall interpersonal trust is perceived trustworthiness of others
[32, 35]. Perceived trustworthiness is the belief that someone is worthy to trust. In our research
the attention is focused on this factor.
3 Trustworthiness: routes, signals and cues
People assess trustworthiness using a mental model of trust warranting properties of a trustee
[5, 13]. A representation of these properties of a trustee are stored in a cognitive schemata (mental
model) on trustworthiness. The elements of this cognitive schemata are called ‘determinants of
trustworthiness’. The trust warranting properties of a person are evaluated and estimated based
on information people perceive for themselves (directly) or receive from others (indirectly) and
represented under the right ‘determinant of trustworthiness’. The different information canals
through which people can receive information about others are called ‘routes’. The pieces of
information they receive are called ‘signals’ [1, 11]. When signals are interpreted by the receiver
and related to his or her mental model of the world, they can become cues for certain trust
warranting properties of others in a certain trust requiring context [5, 20, 23, 28]. The need of
a mental model of trustworthiness, stems from our lack of detailed knowledge about the trustee.
Riegelsberger e.a., [28] state that “Trust is only required in situations that are characterized by risk
and uncertainty. Only if something is at stake, and only if the outcome of a situation is uncertain,
do we need to trust.)”(p.4)
In face to face encounters people construct a mental model of others based on different types of
signals (e.g. text based, visual, audio) received through different routes (e.g. via social networks,
previous experience or the group context a person belongs to [15]. In virtual project teams team
members are less able to evaluate trustworthiness due to a lack of routes and types of signals
(e.g. visual and vocal) on which trustworthiness estimations can be made [34]. Signals which are
naturally available in a face to face setting are not present in the mediated setting [11, 16, 21, 28],
due to separation in space and time and due to mediated communication.
Research suggests [34] that different signals function as cues for the determinants of trust-
worthiness in face to face settings. But on what determinants do people want to collect signals,
independent of the communication environment (e.g. f2f, online), in order to form a mental model
of trustworthiness?
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In their model of trustworthiness [28, 29] distinguish intrinsic trust warranting properties of
the trustee and contextual incentives which can lead to fulfillment of the expectation of the trustor
(Figure 1).
Figure 1: Intrinsic trust-warranting properties that impact trustee’s fulfillment (Riegelsberger e.a.,
[28]), p.11)
Riegelsberger e.a. [28, 29] divide intrinsic trust warranting properties into ability and motiva-
tion. They also distinguish three contextual properties that can create incentives for fulfillment
and which are also taken into account while estimating trust: temporal, social and institutional
embeddedness.
Temporal embeddedness [28] refers to the chances that the trustor and trustee will meet again in
the future. If they have stable identities and would meet again, a trustee is now more keen to meet
expectations, due to the chance of reciprocity (return of favor) in the future. Social embeddedness
refers to the possibility that the trustor exchanges information about a trustee’s performance
among other trustors. Trustees who know that trustors exchange information about their behavior
have an incentive to fulfill, even if they don’t expect future interaction with this trustor. “Interest
in future interactions with anyone who might gain access to reputation information is an incentive
for fulfillment in the present encounter”(p.9) [28]. When institutional embeddedness is applicable
both trustor and trustee know that defection of the trustee, who operates under institutional
constraints, has serious consequences (e.g. the loss of a job). This helps the trustor to behave
vulnerable even if little is known about the intrinsic properties of the trustee [28].
We will show that not all factors of Riegelsbergers’ e.a.[28, 29] model are applicable when
applying the model on the context of temporary virtual project teams. The factors of tempo-
ral and social embeddedness are less relevant, because many virtual teams are operating inter-
organizational, temporal, distributed and mediated and on an one-off encounter. We may therefore
assume that team members don’t know each other well in advance; don’t have a prior history of
working together; don’t have the opportunity to meet face to face; are unlikely to work with each
other again in the near future; and don’t share an elaborate social network (so, they don’t have
a lot of “worth of mouth” reputation information available). Therefore, in these cases, only the
institutional embeddedness will be a contextual incentive for fulfillment of expectations of the
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trustor.
Next to this contextual factor, the trustor in a virtual team can only form his mental model
of trustworthiness on signals of intrinsic (=inherent characteristics of the trustee, like ability and
motivation) trust warranting properties of the trustee derived from first impression and direct
experience during interaction. Consequently, if we design signals in a collaborative environment
for a virtual project team, their main function is to give more information on the intrinsic properties
of the trustee and his/her institutional background.
But does the model of Riegelsberger e.a. [28, 29] provide enough insight in the nature of these
intrinsic properties which are evaluated while determining the trustworthiness of another person?
Castelfranchi & Falcone [5] argue that a more complex model for the estimation of interpersonal
trust is needed, in order to develop interpersonal trust theory in general. They claim that it is
needed while “otherwise we will neither be able to explain or to predict an agent’s risk perception
and decision” and “because without an explicit theory of the cognitive bases of trust any theory
of persuasion/dissuasion, influence, signs and images for trust, deception, reputation, etc. is not
’parsimonious’ but is simply empty)” (p.5).
We will also need a more complex model in the future phases of our project, in order to
determine which signals are relevant to include in a personal identity profile and which are not.
So, based on existing literature around the measurement of interpersonal trust and trustworthiness
[4, 7, 8, 18, 27, 30], we elaborated on the model of Riegelsberger e.a. and developed the following
conceptual model for the determinants of trustworthiness (figure 2):
Figure 2: determinants of perceived trustworthiness
The five main categories of the intrinsic properties which are evaluated while estimating trust-
worthiness are:
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communality The perceived number of overlap of characteristics of the trustor with the
trustee. This can be any characteristic, even trivial ones, like a similar
goal they want to achieve, a shared hobby or the same type of pet they
have.
ability The perceived level of capability of a trustee, determined by knowledge,
skills and competences
benevolence The perceived level of courtesy of a trustee towards the trustor, determined
by how helpful, available, receptive, willing to share and faithful towards
achieving the objectives a trustee is according to the trustor.
internalized norms The perceived number of positive intrinsic norms a trustee guards his
actions with, such as integrity, discretion, honesty, fairness, responsibility,
loyalty
accountability The perceived level of liability of the trustee/ the degree the trustee is
accountable for his/her acts, determined by reliability, consistency, self-
confidence, openness, friendlyines/kindness and persistence.
This model will be used as a basis to further develop the personal identity profile.
4 The aim of the research project
Existing research on interpersonal trust in case of online collaboration often fails to look at the
determinants of trustworthiness and only address the final interpersonal trust level or demonstrated
trusting behavior. We are now exploring this black box in the context of a temporary virtual
project team.
The next phase of the project will be aimed at further verification of this model and at relating
information to the different determinants of trustworthiness in the model, so these signals can
become cues for the trustor. Some researchers [21, 29] recently explored the relation between the
determinants of trustworthiness and presented information, but these studies were conducted in
economic contexts (of branding/product identity/online markets) in order to support trustworthi-
ness estimations of buyers/sellers in these environments [2, 11, 21].
The aim of this project is to explore:
What type of information on personal identity helps virtual team members to make perceived
better (quicker and richer) estimations of trustworthiness, thereby advancing interaction in terms
of starting point, frequency and type of messages ?
Our assumption is that providing virtual teams with information, specifically designed to meet
the determinants of trustworthiness, will lead to better and quicker estimations of trustworthiness.
This will be reflected in advanced interaction patterns in terms of starting point, frequency and
type of messages.
5 The personal identity profile
The selected information will be represented in a personal identity profile (PIP) and delivered as
a webpage representation within the virtual team collaborative environment.
A PIP may contain different types of information, represented in different ways (e.g. vi-
sual, audio) on different times related to the collaboration phases and in different data states
(static/dynamic), e.g.:
Signals initially available Signals derived from behavior
Static photograph final peer assessment rates
Dynamic list of professional interests personal task-status, interac-
tion frequency, ratings
Table 1: examples of static and dynamic signals
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We use the concept ‘static’ in terms of ‘fixed signals’ and ‘dynamic’ in terms of ‘changeable’
signals. The signals will be deliberately chosen in order to give information on the different
determinants comprising the mental model of trustworthiness. Above table consists of exemplary
information of information which might become available within a PIP. Further investigation of
information, specifically targeted at providing cues within the conceptual model of trustworthiness,
is needed.
6 Conclusion
In this paper we have presented an initial theoretical framework for the design, development and
testing of a personal identity representation, aimed to improve trustworthiness estimation within a
virtual project team. The core idea is that interpersonal trust within virtual project teams will be
fostered by supporting mental model formation on trustworthiness. To support the mental model
formation we will present static and dynamic signals representing virtual project team members
in a personal identity profile.
Future work
In the next phase of the project we will test what signals people mark as important while estimating
trustworthiness of others within different virtual project team settings and how these signals relate
to the determinants of trustworthiness.
Based on this information, we will design, develop, implement and test a personal identity
profile in two pilots. In one pilot, a simple static version of the profile will be used, in the other a
more elaborate version of the profile (including dynamic information). In these pilots, we will work
with an experimental group with a Personal Identity Profile (PIP) and a control group without
this profile and measure initial perceived trustworthiness and interaction patterns within these
groups, in order to determine the effect of the profile.
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Abstract
A novel information medium using homeless cats is introduced in order to activate the lo-
cal community. Lifestyles have changed greatly with the appearance of new media. The
appearance of the newspaper generated public opinion, and the popularization of television
accelerated our consumption desires. In recent years, transmitting information at high speed
in particular has become possible with new media, e.g. the Internet. This fact has caused
communication between local people to decrease, although new technology connects people
in distant places. This research aims at activating the regional community by using homeless
cats, which are seen as a problem in the community, as part of a communication medium. The
medium is composed of a web site, a database system and a translation system. Information
on a cat is input in the database through the web site. The data is translated into “cat
language” and represented. Communication through this medium makes a new community
that is centered around homeless cats.
Keywords: communication media, local community, homeless cats.
1 Introduction
Our life has changed greatly with the appearance of new media. Public opinion grew with the
appearance of the newspaper, and people’s desires for consumption were accelerated by the pop-
ularization of television. Especially in recent years, high-speed information transmission became
possible with new digital media, e.g. the Internet. While on the one hand these media connect
strangers in distant places, they also weaken the connections between residents of local communi-
ties (Dreyfus, 2001). As a result, local residents often become indifferent to one another.
In this paper, we have tried to use homeless cats, which are often seen as problems in a local
community, as part of a new communications medium. In Japan, the public health center has
strict rules for managing the care of dogs, but no such rules exist for cats. Therefore, a lot of
homeless cats live in the community, and people view those cats from both amicable, and hostile
standpoints. This paper is aimed at the activation of the local community by using the homeless
cats as part of a communication medium that will connect people who are related to the cats and
make them aware of their neighbors’ intentions, which had not been considered before.
2 Background
2.1 Local community and media
Several problems that occur in a local populace are regarded as problems of community. Here, the
community can be defined as the unit of a neighborhood association or the unit of a self-governing
body of an apartment house. Communities are also made by mental connections such as among
people sharing histories because they live in the same area and among people who use the public
areas of an apartment.
Some communities also might exist between people who share the same hobbies or the same
sense of values. In these cases, there is no physical space such as a block or apartment house, and
individual connections are conceptual. Namely, communities are formed by groups who share an
identity, i.e. values, ideologies and history.
As it has been said that all communities are virtual communities (Silverstone, 1999), it can
also be said that they are formed by a kind of symbol, i.e. common feelings about symbolical
things and events. The ultimate meaning of community is the situation in which the members
have common symbols or they believe they have them.
These symbols are fixed in peoples’ minds through repetition by various media, and the com-
munities are formed by considering their difference from others. Inevitably, media play a major
role in the occurrence of communities.
At a glance, the relationship between people is thought to be strengthened by the media brought
by new communication technologies, and understanding between people becomes deeper. However,
it is actually impossible for the sense of distance between people to be erased by technologies
(Silverstone, 1999). If anything, new media tends to put a mental distance between people by
paralyzing their sense of consideration and responsibility for each other. Hence, with the changing
of media technologies, many communities have been reconstructed into ones in which individual
relationships are weak.
2.2 Relationship between local community and homeless cats
The spheres of activity of homeless cats are different in male and female cats. Most female cats
make their territories around the grounds of private houses. Meanwhile, the territory of a male cat
is an irregular-shaped area with a radius of 200 m ∼ 300 m (Hiraiwa, 2002). Usually, the bounds
of a cat’s territory are the fences and walls of human houses etc., and the bounds might be shared
by two or more male cats. In a shared area, specific male cats appear and get food at specific
times. Moreover, in most cases, cats’ public roads correspond to roads that humans use. As we
can see from these examples, cats have activating patterns that depend on humans’ lifestyles. In
the territories, homeless cats cause trouble by leaving food to rot, excreting wastes, sharpening
their claws on plants, etc.
Regional cat activity is known as an approach by residents to solve various problems con-
cerning homeless cats (Kurosawa, 2005). This activity aims to reduce the problems caused by
homeless cats by doing the following:
• Deciding when and where to give food to homeless cats.
• Cleaning excrement completely.
• Performing operations to prevent conception and surgical castration.
It is thought as a background of such movement that the problems of homeless cats actually affect
a lot of people and cannot be disregarded.
Each homeless cat lives with deep relations to the people in the local community. If symbiosis
with homeless cats became possible by converting some problems into benefits, a big change in
communities could be expected.
2.3 Relationship between humans and homeless cats
The most likely cause of the problems occurring with homeless cats is the act of giving food to
them. The cats are given food at points along their routes and this is where the most trouble
occurs.
People who are bothered by the cats say the problems are caused by the people who give food
to the cats. Therefore, the community is divided into two groups by the symbols of “people who
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Figure 1: Image of Neko-media
give food to cats” and “people who have had trouble with cats,” and the relations of the residents
become strained.
Moreover, it is pointed out that the relations between cats and people have different features
than other aminal/human relationships. In general, it can be said that cat owners tend to be
passive and quiet, while people who keep dogs are active and outgoing (Ogata and Shibata, 2001).
Even though there are people who clean up leftover food and excrement from cats, it is not very
noticeable by the residents. It is thought that this is also one of the factors by which the two
groups of residents are estranged.
3 Neko-media
3.1 Outline of Neko-media
In this paper, a communication medium that uses homeless cats which we call Neko-media, is
proposed based on the discussion in section 2. Figure 1 shows an outline of the information flow
in Neko-media. Neko-media is a web application consisting of a web site that can be accessed by
a cellular phone, a database system and a translator engine.
When a person meets a homeless cat and gives it food, he/she then accesses the web site and
inputs information about the interaction with the cat (step (2) in Fig.1). At this time, the user
interface is an easy selection type, e.g. “Food was given or not given.” Information input here is
accumulated in the database (DB). The person who comes across the cat (B in Fig.1) accesses the
web site, and he/she can see the records of other people and their interactions with the cats. This
time, the accumulated data is translated into “the cat’s words” by the translator and displayed
(step (3) in Fig.1). At this time, the cat’s words are expressed by human language such as English
or Japanese. As a result, B will know the “cat’s internal state” through Neko-media, and the
person can relate to the cat accordingly (step (4) in Fig.1).
It is possible that Neko-media reflects how the internal state of the cat has changed by inter-
action with people if we assume that the changes of our internal state (=feelings) are caused by
relations with others.
3.2 Generating cat’s words
The translator, which is the core module of Neko-media, translates the data written by the people
who interacted with the cats into words a cat would use. The translator consists of a morphological
analysis system and word database. Though the system can handle only Japanese now, it is
expected that application to other languages will also be easy from the mechanism of the system.
Figure 2 shows an outline of the process of generating the cat’s words.
Morphological analysis is the most basic technology of natural language processing that resolves
a sentence into words (morphemes) and identifies the character of the words (part of speech, con-
jugated form etc.). Morphological analysis is not easy for writing without spaces between words,
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e.g. Japanese and Chinese, though it is comparatively easy for European languages. However,
Japanese morphological analysis has now reached an accuracy of 99% or more (Hashida, 2001).
The procedure for generating the cat’s words from a person’s comments is shown in the fol-
lowing:
1. A person’s comment is morphologically analyzed.
2. A weight is applied to each morpheme by using the weight database.
3. The cat’s words are retrieved from the cat word database by using the weightier words as
the keywords. When two or more words are retrieved, one of them is selected at random. In
this way, a cat’s word is prevented from becoming a mechanical impression.
If no data can be retrieved, a noncommittal word is selected. This case corresponds to the
situation of “the cat cannot understand the person’s word, and it replies ambiguously.”
The weight database consists of a combination of “the word that shows a cat’s action and
condition” and “the weight corresponding to its importance.” Table 1 shows a part of the weight
database.
Table 1: Part of weight database
morpheme weight
eat 3
injury 3
defecate 3
heal 2
cheer 2
much 1
very 1
3.3 The information carried by a homeless cat
When a member of the community interacts with a homeless cat, he/she writes the information
into the Neko-media web site, e.g. “What did it eat? How much did it eat?”; “Did it excrete
waste?”; and “Was it injured?” Then, the people who interact with the cat after that receive the
information in the “cat’s words.”
This information obviously differs in kind from information directly written on a web site such
as a BBS or a weblog. If the only purpose is to transmit information as items, then it is sufficient
Morphological
analysis
A comment 
1. 
2. 
3. 
Cat’s words
keywordsNumbering
morphemes
Weight 
DB 
Translator
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DB
Figure 2: Process of generating cat’s words
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Figure 3: Communication model of local community
to display the items on the web site. However, when “understanding each other” is necessary,
sharing the communication space is required (Ishizaki, 2002).
It is possible for the communication space to be shared with the actual cat by using Neko-
media. Therefore, a better understanding is promoted by an utterance of the cat as information
of other persons.
Moreover, as described in section 2.3, it is said that people who cherish cats are passive,
obedient and quiet. It is not likely that these persons would actively join bulletin board system
(BBS) communities, etc. By using Neko-media, information is translated into words from a cat’s
perspective; hence the existence of other persons can be acknowledged without relating directly
with them.
3.4 Community created by Neko-media
Figure 3 shows the interest relationship among the people around homeless cats in the local
community before and after introducing Neko-media.
The nodes labeledA∼D represent the groups of residents that are divided by their relationship
with homeless cats as follows:
A. Give food / Consider cats’ problems
The people who belong to this group understand that homeless cats have been causing some
problems. They feel that one has a debt to pay by giving food to homeless cats. Some of
them may clean excrement independently.
B. Don’t give food / Don’t consider cats’ problems
The members of this group are not especially interested in homeless cats. It is thought that
a lot of residents in a local community belong to this group.
C. Don’t give food / Consider cats’ problems
The members of this group regard cats as troublesome animals. In many cases, they might
have been harmed by homeless cats.
D. Give food / Don’t consider cats’ problems
They give food to cats. Nevertheless, they are not interested in the cats problems.
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Top page Data form Cat’s diary
Handle name of who 
writes information
Indicator of 
hunger
Foods given to cat
Comments on cat Cat’s words
Figure 4: Screens of experimental system
In the situation that is shown in Fig. 3 (1), the members of A and D are distinguished from the
other people in the community by the concepts of C, i.e. “the members of A and D are giving
food to homeless cats, so they are troublesome persons” and “the members of A and B are the
victims of homeless cats.” As a consequence, the community is divided into two groups. Moreover,
some of the members of A do not think D to be good because their lack of awareness of the issues
deteriorates peoples’ impressions of cat lovers. In this case, the community is divided by the
symbol of the “level of awareness of the issues concerning problems with homeless cats.”
Figure 3 (2) shows the information flow after introducing Neko-media into the community. The
members of A write about their interaction with a homeless cat on Neko-media. The information
is transmitted to the members of D via Neko-media and as a result a change takes place in the
consideration of the members of D, and they are integrated into group A gradually. Moreover, the
recognition of the members of C for the members of A and homeless cats maybe be changed by
understanding the grappling with cat problems by the members of A and the methods of dealing
with the cat problems.
In this scheme, it might be pointed out that the persons who aren’t cat lovers do not access
the Neko-media system. However, even if the people do not access the Neko-media directory, they
might be integrated into the community because of the change in other residents’ recognition of
homeless cats. The feelings of the other residents are relative; therefore, the medium influences
the entire community.
Thus, the community is reconstructed by the symbol of “the people who positively grapple
with the cat problem.”
3.5 Experiment of Neko-media engine
An experimental system was created based on the idea described in this section, and an experiment
was carried out in order to verify the behavior of the Neko-media engine and its influence on users.
Figure 4 shows an example of screens of the experimental system. The experiment was performed
in the 34th SICE symposium on intelligent systems in Japan. In this experiment, four false cats
impersonated by humans were employed instead of real cats. The false cats carried a tag on which
is printed a QR-code at the neck, and they moved freely in the symposium venue. Figure 5 shows
scenes of the experiment.
Table 2 shows the total number of persons who accessed the experimental system and the
number of comments written. Fifteen of the 20 persons wrote a comment when they accessed
the system. Most of the comments were like utterances spoken to a human, though they were
comments on the cat.
Six of the 15 comments were related to food for the cat. The following is thought to be the
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Figure 5: Scenes from experiment
Table 2: Number of accesses and number of comments
Cat A Cat B Cat C Cat D Total
1st day access 0 4 4 1 9
comment 0 2 3 1 6
2nd day access 3 4 3 1 11
comment 3 4 1 1 9
cause: information on food for the cat is obvious in comparison with information on its physical
condition. We can notice changes in the physical condition of the cat by sharing information on
food because the amount of a meal eaten is influenced by the physical condition.
In this experiment, real cats weren’t employed because the main purpose was confirming the
behavior of the Neko-media engine. Therefore, it is thought that there are some differences in the
test reactions compared with the case of using real cats. The next step is an experiment using
actual cats.
4 Related works
As a medium in a small-scale community, the community broadcast system (community fm radio)
has been studied (Kanayama et al., 2007). Community broadcast is wireless broadcasting by
slight electric wave in use since 1992 in Japan according to revisions of the broadcasting license
law. This study also focused on a process in which a community is created through the activities
of “inform/know,” “think/understand,” “share,” “act,” etc.
In a community broadcast system, an information sender has to consider the listeners and has
to devise the means of representation. On the other hand, in the Neko-media system, the act of
talking to a cat becomes information sending, so active information sending becomes possible more
easily. It is also important that the information is transmitted in a third party’s (cat’s) words
in Neko-media rather than in the sender’s own words. Therefore, it is expected that it becomes
easier to accept facts objectively with Neko-media.
The Neko-media system is aimed at information transmission to the people who are related
to a homeless cat, while community fm is aimed at sending uniform information to a number of
people because it was developed for the purpose of securing networks when a large scale disaster,
such as an earthquake, occurs.
As communication media in a small-scale community, fliers, notices of circulation, etc. are also
known. Generally, fliers are used for commercial purposes. A notice of circulation is used to notify
the community, and their function for forming new community is weak.
The concept of theMedia biotope (Mizukoshi, 2005) is known as a study of small-scale media.
In this concept, it is said that small-scale media should grow by relating with other media as in
an ecosystem. Each community that introduced Neko-media is more activated by interacting with
each other. It is also said that “media stacking,” i.e. symbiosis of huge media and small media, is
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important. Neko-media supplements other larger media. Hence, Neko-media can be classified as
one of the practices of Media biotope.
5 Neko-media as “profit of inconvienience”
5.1 Profit of inconvenience
Profit of inconvenience (Fukuoka, 2000) is the concept of “spending time and effort to create
a new value.” Kawakami et al. (2005) have proposed using the idea for several methods of system
designing.
According to the concept of profit of inconvenience, the judgment of “convenience” and “incon-
venience” is subjective, and it is not possible to determine it unconditionally. Thus, “visibility”
has been enumerated as a universal criterion for the evaluation of convenience. If the visibility
is good, it is evaluated from the standpoint of a profit of inconvenience, even if there is little
inconvenience from the standpoint of effectiveness, ability and feeling of satisfaction.
Moreover, if “inconvenience” is used well, it might provide a chance for escape from acclimation,
and lead to positive action and spontaneous discovery.
5.2 Visibility of community
The restriction that it is necessary to access the web site from a cellular phone each time food is
given is a kind of “inconvenience” for the people who are giving food to homeless cats. However,
they can know the condition of the cat by expending the effort, and they can feel mental satisfaction
by recording signs that they were related.
If the purpose is only to share information regarding the cats conveniently, a system that
accumulates information easily and directly displays it should be adopted. However, the Neko-
media engine dares to translate information that the person wrote on the web site into the cat’s
words and display it. Modern people are inexperienced in noticing the real intentions of expressions
with hidden meanings due to the evil of excessive subtitles on television programs, especially in
Japan. Hence, they might think it inconvenient that they should have to guess the other persons’
real intentions from cat utterances. However, by making an effort, the individual relations between
cats and the people who interacted with them are kept. Therefore, it becomes easy for cat-lovers
as well to join the communities, even though they may be passive and quiet.
Both of the above-mentioned inconveniences relate to the basic idea of forming a community
with Neko-media. Neko-media is evaluated from the aspect of the profit of inconvenience because
it can be said that these inconveniences will make the local communities visible.
,
5.3 A viewpoint of communication
To maintain a community, complex communication skills are demanded from us (Abe, 1995). Es-
pecially in a local community, personal problems (e.g. differences of lifestyle and personality) cross
with public problems (e.g. sharing of region and space) because the relationship among residents
depends on the living environment. In this case, it is difficult for them to agree on the purposes
and values of things, and more complex skills of communications are demanded.
Therefore, to propose systems that support the design of a local community, dialectical dis-
cussions, i.e. analyzing which conventional communication systems are proper, are not effective.
It is preferable that a system has flexibility, i.e. the outputs are not restricted rigidly and are not
incorrect.
When a system is designed, many possibilities of automation are examined. However, there are
a lot of factors that cannot be solved by a “convenience” of automation in the system design of a
community. The approach of introducing the idea of “profit of inconvienience” into system design
(Kawakami et al., 2005) has the possibility of becoming an essential solution of a local community
design. This is supported also from the standpoint that visibility is important for communication.
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Figure 6: Example of QR code and collar with QR code
5.4 High technology vs. low technology
If it is enough that the idea of “a cat carries information” is achieved, it might be possible to
gather information from a cat’s territory automatically by applying ubiquitous technology such as
RFID tags, etc. However, when thinking about the character of communications media, it seems
that it is effective to dare to adopt technologies by which people can see their own actions. If
RFID tags etc. are used, we cannot actually feel our own relation with the community.
In Neko-media, the composition of conversations is formed by using a cellular phone that is a
“personal tool” for us. It is also advantageous because it can be introduced without constructing a
special infrastructure because there is sufficient diffusion of cellular phones that can be connected
to web sites.
The QR code that is a kind of two dimensional bar code is used to access to the web site (Fig.
6 shows an example of a QR code and a cat’s collar with a QR code). It is easy to guess the
meaning of the QR code because they are often used to connect to web sites with cellular phones.
Consequently, it is thought that the QR code can easily lead to the act of access. Moreover, the
pleasure and surprise upon discovering the QR code on the cat’s collar is expected to lead to the
act of accessing the web site (Suto et al., 2005).
6 Conclusion
In this paper, the various problems that homeless cats cause and regional activities that consider
these problems were focused on, and “Neko-media,” which regards homeless cats as part of a
communication medium, was proposed. This novel medium aims at activating local societies
through symbiosis with homeless cats. By introducing the Neko-media system, it is expected that
a community can be reconstructed by the symbol of “level of consideration for problems of cats”
and the relationship among residents can be strengthened.
An experiment with the Neko-media engine was carried out by using false cats to test the Neko-
media engine system. The development of applying methods to a real community and verifying
the effects of Neko-media are left as future works. We have already proposed a “regional cat
activity starter kit” as a concrete case for the application of Neko-media (Okita et al., 2006). This
kit consists of a “Neko-media engine,” a “collar for the cat with a QR code” and a “directions
manual,” and it aims to promote a regional cat activity by forming a community with common
recognition of the activity. We will carry out some experiments using this kit and investigate the
results.
Moreover, it is necessary to examine the methods of evaluating the effects of Neko-media.
Neko-media is not aimed at only transmitting mere information, but also at making changes to the
composition of a community by transmitting information. Therefore, it is difficult to confirm the
effect quantitatively. That the introduction of a qualitative evaluation method, e.g. investigating
how the interaction of residents changed before and after introducing Neko-media by protocol
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analysis of conversations of residents, is needed.
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