Abstract. We consider the fundamental theorem of asset pricing (FTAP) and hedging prices of options under non-dominated model uncertainty and portfolio constrains in discrete time. We first show that no arbitrage holds if and only if there exists some family of probability measures such that any admissible portfolio value process is a local super-martingale under these measures. We also get the non-dominated optional decomposition with constraints. From this decomposition, we get duality of the super-hedging prices of European options, as well as the sub-and super-hedging prices of American options. Finally, we get the FTAP and duality of super-hedging prices in a market where stocks are traded dynamically and options are traded statically.
Introduction
We consider the fundamental theorem of asset pricing (FTAP) and hedging prices of European and American options under the non-dominated model certainty framework of [4] with convex closed portfolio constraints in discrete time. We first show that no arbitrage in the quasi-sure sense is equivalent to the existence of a set of probability measures; under each of these measures any admissible portfolio value process is a local super-martingale. Then we get the non-dominated version of optional decomposition under portfolio constraints. From this optional decomposition, we get the duality of super-and sub-hedging prices of European and American options. We also show that the optimal super-hedging strategies exist. Finally, we add options to the market and get the FTAP and duality of super-hedging prices of European options by using semi-static trading strategies (i.e., strategies dynamically trading in stocks and statically trading in options).
Our results generalize the ones in [5, Section 9 ] to a non-dominated model-uncertainty set-up, and extend the results in [4] to the case where portfolio constraints are involved. These conclusions are general enough to cover many interesting models with the so-called delta constraints; for example, when shorting stocks is not allowed, or some stocks are not tradable at some periods.
Compared to [5, Section 9] , the main difficulty in our setting is due to the fact that the set of probability measures does not admit a dominating measure. We use the measurable selection mechanism developed in [4] to overcome this difficulty, i.e., first get the FTAP and super-hedging result in one period, and then "measurably" glue each period together to get multiple-period versions. It is therefore of crucial importance to get the one-period results. In [4] , Lemma 3.3 serves as a fundamental tool to show the FTAP and super-hedging result in one-period model, whose proof relies on an induction on the number of stocks and a separating hyperplane argument. While in our set-up, both the induction and separating argument do not work due to the presence of constraints. In this paper, we instead use a finite covering argument to overcome the difficulty stemming from constraints. Another major difference from [4] is the proof for the existence of optimal super-hedging strategy in multiple period, which is a direct consequence of Theorem 2.2 there. A key step to prove Theorem 2.2 is to modify the trading strategy to the one with fewer rank yet still giving the same portfolio value. However, this approach fails to work in our set-up, since the modification may not be admissible anymore due the portfolio constrains. In our paper, we first find the optimal static trading strategy of options, and then find the optimal dynamical trading strategy of stocks by optional decomposition with constraints. Optional decomposition also helps us obtain the duality results for the American options.
The rest of the paper is organized as follows: We show the FTAP in one period and in multiple periods in Sections 2 and 3 respectively. In Section 4, we get the super-hedging result in one period. In Section 5, we provide the non-dominated optional decomposition with constraints in multiple periods. Then starting from the optional decomposition, we analyze the sub-and super-hedging prices of European and American options in multiple periods in Section 6. Finally in Section 7, we add options to the market, and study the FTAP and super-hedging using semi-static trading strategies in multiple periods.
The rest of this section is devoted to some notation and concepts that will be used throughout this paper. Some variables there are not specified, yet will be clarified later on in the paper.
Notation and relevant concepts.
• P(Ω) denotes set of all the probability measures on (Ω, B(Ω)).
• ∆S t (ω, ·) = S t+1 (ω, ·) − S t (ω), ω ∈ Ω t . We simply write ∆S when there is only one period.
• Let P ⊂ P(Ω). A property holds P − q.s. if and only if it holds P -a.s. for any P ∈ P.
• N (P) :
• E P |X| := E P |X + | − E P |X − |, and by convention ∞ − ∞ = −∞.
• L 0 + (P) is the space of random variables X on the corresponding topological space satisfying X ≥ 0 P−q.s., and L 1 + (P) is the space of random variables X satisfying sup P ∈P E P |X| < ∞.
, when there is no ambiguity.
• We say NA(P) holds, if for any H ∈ H satisfying (H · S) T ≥ 0, P − q.s., then (H · S) T = 0, P − q.s., where H is some admissible control set of trading strategies for stocks. Similar definitions holds when there are options in addition. Denote NA({P }) for NA(P ).
• We write Q ≪ P, if there exists some P ∈ P such that Q ≪ P .
• Let (X, G) be a measurable space and Y be a topological space. A mapping Φ from X to the power set of Y is denoted by Φ : X ։ Y . We say Φ is measurable (resp. Borel measurable), if {x ∈ X : Φ(x) ∩ A = ∅} ∈ G, ∀ closed (resp. Borel measurable) A ⊂ Y.
(1.1)
Φ is closed (resp. compact) valued if Φ(x) ⊂ Y is closed (resp. compact) for all x ∈ X.
• A set of random variables A is P − q.s. closed, if (a n ) n ⊂ A convergent to some a P − q.s.
implies a ∈ A.
• "u.s.a." (reps. "l.s.a.") is short for upper (reps. lower) semianalytic. "u.m." is short for universally measurable.
• P t := {P 0 ⊗ . . . ⊗ P t : P k (·) is a u.m. selector of P k , k = 0, . . . , t}, t = 0, . . . T − 1. In particular P = P T −1 .
• Let X and Y be some Borel spaces and U : X ։ Y . Then u is a u.m. selector of U , if
The FTAP in one period
We derive the FTAP for one-period model in this section. Theorem 2.1 is the main result of this section.
2.1. The set-up and the main result. Let P be a set of probability measures on Ω, which is assumed to be convex. Let S : Ω → R d be Borel measurable, which represents the stock price process in one period. Let H ⊂ R d be the set of admissible trading strategies. We assume H satisfies the following conditions: Assumption 2.1. C H (P) is (i) convex, and (ii) closed.
The following is the main result of this section: Theorem 2.1. Let Assumption 2.1 hold. Then NA(P) holds if and only if for any P ∈ P, there exists Q ∈ Q dominating P .
2.2.
Proof for Theorem 2.1. Let us first prove the following lemma, which is simplified version of Theorem 2.1 when P consists of a single probability measure.
Lemma 2.1. Let P ∈ P(Ω) and assume Assumption 2.1 w.r.t. C H (P ) holds. Then N A(P ) holds if and only if there exists Q ∼ P , such that E Q |∆S| < ∞ and E Q [H∆S] ≤ 0, for any H ∈ H.
Proof. Sufficiency is obvious. We shall prove the necessity in two steps. And w.l.o.g. we assume that E P |∆S| < ∞ (see e.g., [4, Lemma 3.2] ).
Step 1:
Without loss of generality, assume X n → X, P -a.s.. If (H n ) n is not bounded, then let 0 < ||H n k || → ∞ and we have that
Taking limit on both sides along a further sub-sequence, we obtain that H∆S ≥ 0 P -a.s. for some H ∈ R d with ||H|| = 1. Since C H (P ) is closed, H∆S ∈ C H (P ). By NA(P ), H∆S = 0 P -a.s., which implies H ∈ N (P ) ∩ N ⊥ (P ) = {0}. This contradicts ||H|| = 1. Therefore, (H n ) n is bounded, and thus there exists a subsequence (H n j ) j convergent to some H ′ ∈ C H (P ). Then
Step 2: From Step 1, we know that
Remark 2.1. The FTAP under a single probability measure with constraints is analyzed in [5, Chapter 9] . However, although the idea is quite insightful, the result there is not correct. Below is a counter-example to [5, Theorem 9 .9].
Example 2.1. Consider the one-period model: there are two stocks S 1 and S 2 with the path space
be the set of admissible trading strategies; let P be a probability measure on this path space such that S 1 1 is uniformly distributed on [1, 2] . It is easy to see that NA(P ) holds, and H satisfies the assumptions (a), (b) and (c) on [5, page 350] . Let H = (h 1 , h 2 ) such that H∆S = 0, P -a.s. Then h 1 (S 1 1 − 1) = h 2 , P -a.s., which implies h 1 = h 2 = 0. By [5, Remark 9.1], H also satisfies assumption (d) on [5, page 350] . Now suppose [5, Theorem 9.9] holds, then there exists Q ∼ P , such that
which contradicts (2.1).
In fact, it is not hard to see that in this example,
is not closed.
Proof of Theorem 2.1. Sufficiency. If not, there exists H ∈ H and P ∈ P, such that H∆S ≥ 0, P − a.s. and P (H∆S > 0) > 0. Take Q ∈ Q with Q ≫ P . Then E Q [H∆S] ≤ 0, which contradicts with H∆S ≥ 0, Q − a.s. and Q(H∆S > 0) > 0. Necessity. We shall prove it in three steps.
Step 1: Fix P ∈ P. Denote H := {H ∈ C H (P) : ||H|| = 1}. For any H ∈ H ⊂ N ⊥ (P), by N A(P), there exists P H ∈ P, such that P H (H∆S < 0) > 0. It can be further shown that there exists ε H > 0, such that for any H ′ ∈ B(H, ε H ),
Indeed, there exists some δ > 0 such that P H (H∆S < −δ) > 0. Then there exists some M > 0, such
Because H ⊂ ∪ H∈H B(H, ε H ) and H is compact from Assumption 2.1, there exists a finite cover of
n i=0 a i = 1 and a i > 0, i = 0, . . . , n. Then P ≪ P ′ ∈ P, and P ′ (H∆S < 0) > 0 for any H ∈ H.
Step 2: We shall show that there exists P ′′ ∈ P dominating P ′ , such that
is a finite dimensional vector space, after finite such steps, we can find such P ′′ ∈ P dominating P ′ with N ⊥ (P ′′ ) = N ⊥ (P).
Step 3: As N ⊥ (P ′′ ) = N ⊥ (P) from Step 2, C H (P ′′ ) = C H (P), thanks to which we see that C H (P ′′ ) is convex and closed. Since P ′′ ≫ P ′ , P ′′ (H∆S < 0) > 0, for any H ∈ H. Then NA(P ′′ ) holds. From Lemma 2.1, there exists Q ∼ P ′′ ≫ P ′ ≫ P , such that E Q |∆S| < ∞ and E Q [H∆S] ≤ 0 for any H ∈ H.
The FTAP in multiple periods
We derive the FTAP in multiple period in this section, and Theorem 3.1 is our main result. We will reduce it to a one-step problem and apply Theorem 2.1.
3.1.
The set-up and the main result. We use the set-up in [4] . Let T ∈ N be the time Horizon and let Ω 1 be a Polish space. For t ∈ {0, 1, . . . , T }, let Ω t := Ω t 1 be the t-fold Cartesian product, with the convention that Ω 0 is a singleton. We denote by F t the universal completion of B(Ω t ) and write (Ω, F) for (Ω T , F T ). For each t ∈ {0, . . . , T − 1} and ω ∈ Ω t , we are given a nonempty convex set P t (ω) ⊂ P(Ω 1 ) of probability measures. Here P t represents the possible models for the t-th period, given state ω at time t. We assume that for each t, the graph of P t is analytic, which ensures that P t admits a u.m. selector, i.e., a u.m. kernel P t : Ω t → P(Ω t ) such that P t (ω) ∈ P t (ω) for all ω ∈ Ω t . Let
where each P t is a u.m. selector of P t , and
: Ω t → R d be Borel measurable, which represents the price at time t of a stock S that can be traded dynamically in the market.
For each t ∈ {0, . . . , T −1} and ω ∈ Ω t , we are given a set H t (ω) ⊂ R d , which is thought as the set of admissible controls for the t-th period, given state ω at time t. We assume for each t, graph(H t ) is analytic, and thus admits a u.m. selector; that is, an
We introduce the set of admissible portfolio controls H:
Then for any H ∈ H, H is an adapted process. We make the following assumptions on H.
Assumption 3.1.
Below is the main theorem of this section:
Theorem 3.1. Under Assumption 3.1, NA(P) holds if and only if for each P ∈ P, there exists Q ∈ Q dominating P .
3.2.
Proof of Theorem 3.1. We will first prove some auxiliary results. The following lemma is parallel to [4, Lemma 4.6] . Our proof mainly focuses on the difference due to the presence of constraints.
Lemma 3.1. Let t ∈ {0, . . . , T − 1}. Then the set
is u.m., and if Assumption 3.1(i) and NA(P) hold, then N t is P-polar.
Proof. Fix t ∈ {0, . . . , T − 1} and let
It could be easily shown that 
is u.m. Therefore, there exists a Borel measurable setÑ c t,P , such thatÑ c t,P = N c t,P = N c t P -a.s. Thus N c t is u.m. by [3, Lemma 7.26 ]. It remains to show that N t is P-polar. If not, then there exists P * ∈ P such that P * (N t ) > 0. Similar to the argument above, there exists a map Λ • * :
Then N t = {Φ = ∅} P * -a.s. It is easy to see that
is analytic. Therefore, by the Jankov-von Neumann Theorem [3, Proposition 7.49], there exists a u.m. selector (y, P ) such that (y(·), P (·)) ∈ Φ(·) on {Φ = ∅}. As N t = {Φ = ∅} P * − a.s., y is P * -a.s. an arbitrage on N t . Redefine y = 0 on {y / ∈ Λ • ∩ H t }, and P to be any u.m. selector of P t on {Φ = ∅}. So we have that y(·) ∈ H t (·), P (·) ∈ P t (·), y∆S t ≥ 0 P − q.s., and
H t = y, and H s = 0, s = t.
Also define
where P s is any u.m. selector of P s , s = t + 1, . . . , T − 1. Then (H · S) T ≥ 0 P − q.s., and
, which contradicts NA(P).
The lemma below is a measurable version of Theorem 2.1. It is parallel to [4, Lemma 4.8].
Lemma 3.2. Let t ∈ {0, . . . , T − 1}, let P (·) : Ω t → P(Ω 1 ) be Borel, and let Q t : Ω t ։ P(Ω 1 ),
If Assumption 3.1(ii)(iii) holds, then Q t has an analytic graph and there exist u.m. mappings Q(·),P (·) : Ω t → P(Ω 1 ) such that
which has an analytic graph as shown in the proof of [4, Lemma 4.8]. Consider Ξ :
Recall the analytic set Ψ Ht defined Assumption 3.1(iii). We have that
is analytic. As a result, we can apply the Jankov-von Neumann Theorem [3, Proposition 7 .49] to find u.m. selectors Q(·),P (·) such that (P (·), Q(·)) ∈ Ξ(·) on {Ξ = ∅}. We set Q(·) :=P (·) = P (·) on {Ξ = ∅}. By Theorem 2.1, if Assumption 3.1(ii) and NA(P t (ω)) hold, and P (ω) ∈ P t (ω), then Ξ(ω) = ∅. So our construction satisfies the conditions stated in the lemma. It remains to show graph(Q t ) has analytic graph. Using the same argument for Ξ, but omitting the lower bound P (·), we see that the mapΞ :
has an analytic graph. Since graph(Q t ) is the image of graph(Ξ) under the canonical projection
Proof of Theorem 3.1. Using Lemmas 3.1 and 3.2, we can perform the same glueing argument Bouchard and Nutz use in the proof of [4, Theorem 4.5], and thus we omit it here.
3.3. Sufficient conditions for Assumption 3.1(iii). By [3, Proposition 7 .47], the map (ω, Q) → sup y∈Ht(ω) E Q [y∆S t (ω, ·)] is upper-semianalytic, which does not necessarily imply the analyticity of Ψ Ht as the complement of an analytic set may fail to be analytic. Therefore we provide some sufficient conditions for Assumption 3.1(iii) below.
It is easy to see that for any stretch H t of H t , (ii) there exists a countable set (y n ) n ⊂ R d , such that for any ω ∈ Ω t and y ∈ H t (ω), there exist (y n k ) k ⊂ (y n ) n ∩ H t converging to y, then Ψ Ht is Borel measurable.
Proof. Define function φ :
It can be shown by a monotone class argument that φ is Borel measurable. Then by the assumption,
is Borel measurable.
4. Super-hedging in one period 4.1. The set-up and the main result. We use the set-up in Section 2. Let f be a u.m. function. Define the super-hedging price
We also denote π P (f ) = π {P } (f ). We further assume: Assumption 4.1. H(P) is convex and closed.
Remark 4.1. It is easy to see the if H(P) is convex, then C H (P) is convex.
Below is the main result of this section. 
Besides, π(f ) > −∞ and there exists H ∈ H such that π(f ) + H∆S ≥ f P − q.s..
4.2.
Proof of Theorem 4.1. We first provide two lemmas.
Lemma 4.1. Let NA(P) hold. If H(P) and C H (P) are closed, then
Proof. It is easy to see that π P (f ) ≥ sup P ∈P π P (f ). We shall prove the reverse inequality. If π P (f ) > sup P ∈P π P (f ), then there exists ε > 0 such that
From the proof of Theorem 2.1, we have that there exists P ′′ ∈ P, such that N ⊥ (P ′′ ) = N ⊥ (P) and NA(P ′′ ) holds.
Moreover, we have that the set
Since C H (P) is closed, there exist some H ∈ C H (P) = C H (P ′′ ) with ||H|| = 1 such that H n k /||H n k || → H. Taking the limit along (n k ) k , we have H∆S ≥ 0 P ′′ -a.s. NA(P ′′ ) implies H∆S = 0 P ′′ -a.s. So H ∈ C H (P ′′ ) ∩ N (P ′′ ) = {0}, which contradicts ||H|| = 1. Thus (H n ) n is bounded, and there exists H ′′ ∈ R d , such that (H n j ) j → H ′′ . Since H(P) is closed, H ′′ ∈ H(P), which further implies
For any H ∈ A α , there exist P H ∈ P, such that
It can be further shown that there exists δ H > 0, such that for any H ′ ∈ B(H, δ H ),
Since A α ⊂ ∪ H∈Aα B(H, δ H ) and A α is compact, there exists (
where n i=0 a i = 1 and a i > 0, i = 0, . . . , n. Then it is easy to see that for any H ∈ H(P) = H(P ′′ ) = H(P ′ ),
which implies that
which contradicts (4.2).
Lemma 4.2. Let NA(P) hold. If H(P) and C H (P) are closed, then the set
is P − q.s. closed.
Proof. Let X n = H n ∆S − W n ∈ K(P) → X P − q.s., where w.l.o.g. H n ∈ H(P) and X n ∈ L 0 + (P), n = 1, 2, . . . If (H n ) n is not bounded, then with our loss of generality, 0 < ||H n || → ∞. Consider
As (H n /||H n ||) n is bounded, there exists some subsequence (H n k /||H n k ||) k converging to some H ∈ R d with ||H|| = 1. Taking the limit in (4.5) along (n k ) k , we get H∆S ≥ 0 P − q.s.., which together with NA(P) implies H∆S = 0 P − q.s.. On the other hand, because (H n k /||H n k ||) k ∈ C H (P) and C H (P) is closed, H ∈ C H (P). Then H ∈ C H (P) ∩ N (P) = {0}, which contradicts ||H|| = 1.
Therefore, (H n ) n is bounded and there exists some subsequence (H n j ) j converging to some
Proof of Theorem 4.1. We first show that π P (f ) > −∞ and the optimal super-hedging strategy exists. If π P (f ) = ∞ then we are done. If π P (f ) = −∞, then for any n ∈ N, there exists H n ∈ H such that
By Lemma 4.2, there exists some H ∈ H such that H∆S ≥ 1 P − q.s., which contradicts NA(P). If π P (f ) ∈ (−∞, ∞), then for any n ∈ N, there exists someH n ∈ H, such that π P (f )+1/n+H n ∆S ≥ f . Lemma 4.2, implies that there exists someH ∈ H, such that π P (f ) +H∆S ≥ f . By Lemma 4.1,
where we apply [5, Proposition 9.23] for the third equality. Conversely, if π P (f ) = ∞, then we are done. Otherwise let x > π P (f ), and there exist H ∈ H, such that x + H∆S ≥ f P − q.s.. Then for any Q ∈ Q,
By the arbitrariness of x and Q, we have that
which together with (4.6) implies (4.1).
Optional decomposition in multiple periods
5.1. The set-up and the main result. We use the set-up in Section 3. In addition, let f : Ω T → R be u.s.a. We further assume:
Assumption 5.1.
(i) For t ∈ {0, . . . , T − 1} and ω ∈ Ω t , (H t (ω))(P t (ω)) is convex and closed; (ii) the map A t (ω, Q) :
Remark 5.1. See Section 3.3 for sufficient conditions for Assumption 5.1(ii).
For any Q ∈ P(Ω T ), there are Borel kernels Q t : 
Then it is not difficult to see that Q ⊂ Q, where Q is defined in (3.1). And if for each t ∈ {0, . . . , T − 1} and ω ∈ Ω t , H t (ω) is a convex cone, then Q = Q. Below is the main result of this section.
Theorem 5.1. Let Assumptions 3.1 & 5.1 and NA(P) hold. Let V be an adapted process such that V t is u.s.a. for t = 1, . . . , T . Then the following are equivalent:
(ii) There exists H ∈ H and an adapted increasing process C with C 0 = 0 such that
5.2.
Proof of Theorem 5.1.
Lemma 5.1. Let Assumption 5.1(ii) hold, and define Q t : Ω t ։ P(Ω 1 ) by
Then Q t has an analytic graph.
Proof. The set
is Borel measurable. Thus, for Ξ :
graph(Ξ) is analytic since it is the projection of the analytic set
onto Ω T × P(Ω 1 ). By Assumption 5.1(ii), the functionÂ :
The following lemma, which is a measurable version of Theorem 4.1, is parallel to [4, Lemma 4.10]. Given Theorem 4.1, the proof of this lemma follows exactly the argument of [4, Lemma 4.10], and thus we omit it here.
Lemma 5.2. Let NA(P) and Assumption 5.1 hold, and let t ∈ {0, . . . , T −1} andf : Ω t ×Ω 1 → R * be u.s.a.. Then
is u.s.a.. Besides, there exists a u.m. function y(·) : Ω t → R d with y(·) ∈ H t (·), such that
for all ω ∈ Ω t such that NA(P t (ω)) holds andf (ω, ·) > −∞ P t (ω) − q.s.. We have that
Proof. Denote the right side above by R. Let R = Q 0 ⊗ . . . ⊗ Q T −1 ∈ R. Without loss of generality, we can assume that Q t : Ω t → P(Ω 1 ) is Borel measurable and
It can be shown that graph(Φ) is analytic, and thus there exists u.m. selectorsQ t (·),P t (·), such that (Q t (·),P t (·)) ∈ Φ(·) on {Φ t = ∅}. We shall show by an induction that for t = 0, . . . , T − 1,
and there exists P t (·) : Ω t → P(Ω 1 ) such that
Then by setting t = T − 1, we know R = Q T −1 ∈ Q. It is easy to see that the above holds for t = 0. Assume it holds for t = k < T − 1. Then
set by Lemma 3.1 and the induction hypothesis. As a result,Q k+1 = Q k+1 Q k -a.s., which implies that
ω ∈ Ω k , together with the induction hypothesis, we have that Q k+1 ≪ P 0 ⊗ . . . ⊗ P k+1 . Thus we finish the proof for the induction. Conversely, for any R ∈ Q, we may write R = Q 0 ⊗ . . . ⊗ Q T −1 , where Q t : Ω t → P(Ω 1 ) is some Borel kernel, t = 0, . . . , T − 1. Then Q t (ω) ∈ Q t (ω) for Q t−1 -a.s. ω ∈ Ω t−1 . Thanks to the analyticity of graph(Q t ), we can modify Q t (·) on a Q t−1 -null set, such that the modificationQ t (·) is u.m. andQ t (·) ∈ Q t (·) on {Q t = ∅}. Using a forward induction of this modification, we have that
Proof of Theorem 5.1. (ii) =⇒ (i): For any Q ∈ Q,
Hence,
We shall first show that
s.a., and graph(Q t ) is analytic. As a result, by [3, Proposition 7.50] there exists a u.m. selector Q ε t : Ω t → P(Ω 1 ), such that Q ε t (·) ∈ Q t (·) on {Q t = ∅} (whose complement is a Q-null set), and
Noticing Q = Q ′ on Ω t , we have
By the arbitrariness of ε and Q, we have (5.2) holds. By Lemma 5.2, there exists a u.m. function
for ω ∈ Ω t \ N t . Fubini's theorem and (5.2) imply that
Finally, by defining C t := V 0 + (H · S) t − V t , the conclusion follows. 
Moreover, π(f ) > −∞ and there exists H ∈ H, such that π(f ) + (H · S) T ≥ f P − q.s.
Proof. It is easy to see that
. We shall show the inverse inequality. Define V T = f and
Then V t is u.s.a. by Lemma 5.2 for t = 1, . . . , T . It is easy to see that (V t − B Q t ) t is a Qsupermartingale for each Q ∈ Q. Then by Theorem 5.1, there exists H ∈ H, such that
First assume that f is bounded from above. Then by [3, Proposition 7 .50], Lemma 5.1 and Lemma 5.2, we can choose a u.m. ε optimizer Q ε t for E t in each time period. Define
which implies (6.2).
In general let f be any u.s.a. function. Then we have
Obviously the limit of the right hand side above is sup
T ] . To conclude that the limit of the left hand side is E 0 • . . . • E T −1 (f ), it suffices to show that for any t ∈ {0, . . . , T − 1}, and F t+1 -measurable functions v n ր v,
, where N t and K(·) are defined in (3.2) and (4.4) respectively. Since
Finally, using a backward induction we can show that V t > −∞ P − q.s., t = 0, . . . , T − 1 by Lemma 3.1 and Theorem 4.1. In particular, π(f ) = V 0 > −∞.
Corollary 6.1. Let Assumption 5.1 and NA(P) hold. Assume that for any t ∈ {0, . . . , T − 1} and ω ∈ Ω t , H t (ω) is a convex cone containing the origin. Then
Proof. By assumption, Q = Q and B Q T = 0 for any Q ∈ Q. Moreover, Assumption 3.1(iii) is implied by Assumption 5.1(ii) and (3.4).
6.2. Hedging American options. For t ∈ {0, . . . , T − 1} and ω ∈ Ω t , define
In particular Q 0 = Q. Assume graph(Q t ) is analytic. Let T be the set of stopping times with respect to the raw filtration (B(Ω t )) t , and let T t ⊂ T be the set of stopping times that are no less than t. We consider the sub-and super-hedging prices of an American option in this subsection. The same problems are analyzed in [2] but without portfolio constraints. The analysis here is essentially the same, so we only provide the results and the main ideas for their proofs. For more details and discussion see [2] . Let f = (f t ) t be the payoff of the American option. Assume that f t ∈ B(Ω t ), t = 1, . . . , T , and f τ ∈ L 1 (Q) for any τ ∈ T and Q ∈ Q. Define the sub-hedging price:
and the super-hedging price:
The sub-hedging price is given by
(ii) For t ∈ {1, . . . , T − 1}, assume that the map 4) and there exists H ∈ H, such that π(f ) + (H · S) τ ≥ f τ , P − q.s., ∀τ ∈ T .
Proof. (i) We first show that
s, which implies x ≤ β, and thus π(f ) ≤ β. Conversely, for x < β, there exists there exists (H, τ ) ∈ H×T , such that f τ +(H ·S) T ≥ x P −q.s. Then in fact we have that
NA(P) implies D is P-polar. Therefore x ≤ π(f ), and thus β ≤ π(f ). It can be shown that
where we apply Theorem 6.1 for the last equality above.
(ii) Define
It can be shown that V t is u.s.a. for t = 1, . . . , T and (V t − B Q t ) t is a Q-supermartingale for each Q ∈ Q. By Theorem 5.1, There exists H ∈ H such that
The inverse inequality is easy to see. 
Even though the definition ofπ(f ) is less useful for super-hedging since the stopping time should not be known in advance, it suggests that B Q T comes from knowing τ in advance (compare π(f ) andπ(f )). It is also both mathematically and financially meaningful thatπ(f ) ≤ π(f ). However, it is interesting that when B Q vanishes (e.g., when H t (ω) is a cone), thenπ(f ) = π(f ).
FTAP and super-hedging in multiple periods with options
Let us use the set-up in Section 3. In addition, let g = (g 1 , . . . , g e ) : Ω → R e be Borel measurable, and each g i is seen as an option which can be traded at time t = 0 at price 0 without constraints. (Note the options can only be traded at t = 0) Definition 7.1. f : Ω → R is replicable (by stocks and options), if there are exists some x ∈ R, h ∈ R e and H ∈ H, such that
Below is the main result of this section:
Theorem 7.1. Let assumptions in Corollary 6.1 hold. Also assume that g i is not replicable by stocks and other options, and g i ∈ L 1 (Q), i = 1, . . . , e. Then we have the following. (i) NA(P) holds if and only if for each P ∈ P, there exists Q ∈ Q g dominating P .
(ii) Let NA(P) holds. Let f :
(iii) Assume in addition H = −H. Let NA(P) hold and let f : Ω → R be Borel measurable satisfying f ∈ L 1 (Q g ). Then the following are equivalent:
is a constant on Q g ; (c) For all P ∈ P there exists Q ∈ Q g such that P ≪ Q and
Moreover, the market is complete 1 if and only if Q g is a singleton.
1 I.e., for any Borel measurable function f :
Proof. We first show the existence of optimal super-hedging strategy in (ii). It can be shown that
where we apply Theorem 6.1 for the second equality above. We first claim that there exists some compact set K ⊂ R e , such that
And it suffices to show that 0 is a relative interior point of the convex set {E Q [g] : Q ∈ Q}. If not, then there exists some h ∈ R e with h = 0, such that E Q [hg] ≤ 0 for any Q ∈ Q. Then the super-hedging price of hg using S, π 0 (hg), satisfies π 0 (hg) ≤ 0 by Corollary 6.1. Hence there exists H ∈ H, such that (H · S) T ≥ hg P − q.s.. As the price of hg is 0, NA(P) implies that
which contradicts the assumption that each g i cannot be replicated by S and the other options, as h = 0. Hence we have shown (7.2).
Then φ is continuous since
Hence there there exists some h * ∈ K ⊂ R e , such that π(f ) = inf Then by Theorem 6.1 there exists H * ∈ H, such that π(f ) + (H * · S) T ≥ f − h * g P − q.s.. Next let us prove (i) and (7.1) in (ii) simultaneously by an induction. For e = 0, (i) and (7.1) hold by Theorem 2.1 and Corollary 6.1. Assume for e = k (i) and (7.1) hold and we consider e = k + 1. We first consider (i). Let π k (g k+1 ) be the super-hedging price of g k+1 using stocks S and options g ′ := (g 1 , . . . , g k ). By induction hypothesis, we have
Recall the price of g k+1 is 0. Then NA(P) implies π k (g k+1 ) ≥ 0. If π k (g k+1 ) = 0, then there exists (H, h) ∈ H × R k , such that (H · S) T + hg ′ − g k+1 ≥ 0 P − q.s.. Then by NA(P), (H · S) T + hg ′ − g k+1 = 0, P − q.s., which contradicts the assumption that g k+1 cannot be replicated by S and g ′ . Therefore π k (g k+1 ) > 0. Similarly π k (−g k+1 ) > 0. Thus we have inf
Then there exists Q − , Q + ∈ Q g ′ satisfying
(7.3)
Then for any P ∈ P, let Q ∈ Q g ′ dominating P . Let
By choosing some appropriate λ − , λ, λ + > 0 with λ − + λ + λ + = 1, we have P ≪ Q ′ ∈ Q g , where g = (g 1 , . . . , g k+1 ).
Next consider (7.1) in (ii). Denote the super-hedging price π k (·) when using S and g ′ , and π(·) when using S and g, which is consistent with the definition in (7.1). It is easy to see that By the induction hypothesis, we have that 0 > sup
Obviously from the above z = 0. If z > 0, then by positive homogeneity π(f ) < 0, contradicting the assumption π(f ) = 0. Hence z < 0. Take Q ′′ ∈ Q g ⊂ Q g ′ . Then by (7.6) 0 > E Q ′′ [yg k+1 + zf ] = E Q ′′ [zf ], and thus E Q ′′ [f ] > 0 = π(f ), which contradicts (7.4). Last let us prove (iii). It is easy to see that (a) =⇒ (b) =⇒ (c). Now let (c) hold. Let (H, h) ∈ H × R e such that π(f ) + (H · S) T + hg ≥ f P − q.s. If there exists P ∈ P satisfying P {π(f ) + (H · S) T + hg > f } > 0, then by choosing a Q ∈ Q g that dominates P , we have that π(f ) > E Q [f ] = π(f ), contradiction. Hence π(f ) + H · S + hg = f P − q.s., i.e., f is replicable.
If the market is complete, then by letting f = 1 A , we know that Q → Q(A) is constant on Q for every A ∈ B(Ω) by (b). As any probability measure is uniquely determined by its value on B(Ω), we know that Q is a singleton. Conversely, if Q is a singleton, then (b) holds, and thus the market is complete by (a).
