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PETRI NETS AND ITS POLYNOMIALS
Andrey Grinblat∗ and Viktor Lopatkin†
Abstract. For every finite Petri net, we construct a commutative poly-
nomial in two variables and with coefficients from the semiring of natural
numbers. We also present an inverse construction and show that multi-
plication of polynomials correspondence to product of the corresponding
Petri nets in the category of Petri nets with Winskel’s morphisms. We
endow the set of all Petri nets with Zariski topology.
Mathematics Subject Classifications: 68W10, 05C25, 12Y05,
05C31, 13F20, 13B25
Key words: Petri nets; polynomials; Winskel’s morphisms; Zariski
topology.
Introduction
Petri nets are a tool for graphical and mathematical simulation, ap-
plicable to many systems. The are systems for describing and studying
information processing systems that are characterized as being concurrent,
asynchronous, distributed, parallel, nondeterministic, and/or stochastic. As
a graphical tool, Petri nets can be used as a visual communication aid sim-
ilar to flow charts, block diagrams, and networks. In addition, tokens are
used in these nets to simulate the dynamics and concurrent activities of sys-
tems. As far as its being a mathematical tool, it is possible to set up state
equations, algebraic equations, and other mathematical models governing
the behavior of systems.
G. Winskel in [3] noticed that Petri nets can be viewed as certain 2-
sorted algebras; it allows defining the concept of morphisms for Petri nets
as homomorphisms of the corresponding algebras. Thus, the category of
Petri nets is defined. The product of two Petri nets is defined in [4].
It this paper, we consider every finite Petri net N with injection map
ϕ : B → N on the set of its conditions, i.e., we label every condition by
some natural number. For every pair (N,ϕ) we construct a polynomial
P (N,ϕ) ∈ N[x, y] in two variables and with coefficients from the semiring
of natural numbers. Next, we present an inverse procedure, namely for
∗expandrey@mail.ru
†wickktor@gmail.com, please use this email for contacting.
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every polynomial P (x, y) ∈ N[x, y], P (0, 0) 6= 0 we construct the Petri
net N (P ). We show that multiplication of polynomials P,Q ∈ N[x, y],
P (0, 0), Q(0, 0) 6= 0 correspondences to product of the Petri nets N (P ) ×
N (Q) in the category of Petri nets with Winskel’s morphisms. We also
consider a Petri net N (P + Q) and show that it can be obtained from
N (P ) and N (Q) by “attaching”. All of this enables us to introduce the
Zariski topology on the set of Petri nets and we thus get a correspondence
between prime ideals of N[x, y] and undecomposable Petri nets.
1. The Category of Petri Nets
In this section we recall some basic definitions of Petri nets theory and
algebraic geometry. We essentially follow [3, 4] to define morphisms and
product for Petri nets and we thus define Petri net category PN.
Definition 1.1. A Petri net N is a quadruple (B,E, pre, post), where
(1) B, E are disjoint finite sets of conditions and events, respectively,
(2) pre : E → 2B is the precondition map such that pre(e) is nonempty
for all e ∈ E,
(3) post : E → 2B is the postcondition map such that post(e) is nonempty
for all e ∈ E.
Petri nets have a well-known graphical representation in which events
are represented as boxes and conditions as circles with directed arcs between
them (see fig.1).
Example 1.2. Let us consider the following Petri net N which is shown
in fig.1. We have B = {b0, b1, b2, b3, b4, b5}, E = {e1, e2, e3, e4}, pre(e1) =
{b0, b3}, post(e1) = {b1, b2}, etc.
Let N = (B,E, pre, post) be a Petri net with the events E. Define
E∗ := E ∪ {∗}. We extend the pre and post condition maps to ∗ by taking
pre(∗) = ∅, post(∗) = ∅.
We will use the notation: whenever it does not cause confusion, we
write •e for the preconditions, pre(e) and e• for the postcondition, post(e),
of e ∈ E∗. We write •e• for •e ∪ e•.
Now we aim to define the category of Petri nets [3, 4].
Definition 1.3. Let N = (B,E, pre, post) and N ′ = (B′, E ′, pre′, post′) be
Petri nets. A morphism (β, η) : N → N ′ consists of a relation β ⊆ B × B′,
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Figure 1. An example of Petri net
such that βop is a partial functionB′ → B, and a partial function η : E → E ′
such that β(•e) = •η(e), and β(e•) = η(e)•. Thus, the diagrams
E∗
pre
//
η

2B
2β

E ′∗ pre′
// 2B
′
E∗
post
//
η

2B
2β

E ′∗ post′
// 2B
′
are commutative.
Proposition 1.1. [4, Proposition 44] Nets and their morphisms form a
category PN, in which the composition of two morphisms (β, η) : N → N ′
and (β′, η′) : N ′ → N ′′ is (β ◦ β′, η ◦ η′) : N → N ′′ (composition in the left
component being that of relations and in the right that of partial functions).
From the Proposition it follows that we have the following commutative
diagrams
E∗
η
//
η◦η′
""
pre

E ′∗
η′
//
pre′

E∗
pre

2B
2β
//
2β◦β
′
==
2B
′
2β
′
// 2B
E∗
η
//
η◦η′
""
post

E ′∗
η′
//
post′

E∗
post

2B
2β
//
2β◦β
′
==
2B
′
2β
′
// 2B
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Recall that a morphism f : X → Y in a category C is an isomorphism
if it admits a two-sided inverse, meaning that there is another morphism
f−1 : Y → X such that f−1◦f = idX and f ◦f−1 = idY , where idX and idY
are the identity morphisms of X and Y , respectively. We use the standard
notation f : X ∼= Y .
Remark 1.4 (isomorphism in the category PN). We thus get, that a
morphism (β, η) : N → N ′ is an isomorphism, in the category PN, if there
is another morphism (β−1, η−1) such that the following diagrams
E∗
pre
//
η

idE∗

2B
2β
~~
2idB

E ′∗ pre′
//
η−1 
2B
′
2β
−1
  
E∗ pre
// 2B
E∗
post
//
η

idE∗

2B
2β
−1
~~
2idB

E ′∗ post′
//
η−1 
2B
′
2β
−1
  
E∗ post
// 2B
are commutative. It follows that, in the case when N and N ′ are finite then
an isomorphism between them is a pair (β, η) of two bijections such that
the aforementioned diagrams are commutative.
In [4], is was defined the product of Petri nets. The product of nets and
its behavior are more straightforward, and, as is expected, correspond to a
synchronization operation on nets.
Definition 1.5 (Product of Petri nets). Let N1 = (B1, E1∗, pre1, post1)
N2 = (B2, E2, pre2, post2) be Petri nets. Their product N = N1 × N2 :=
(B,E∗, pre, post); it has the events E := E1∗ ×∗ E2∗, the product in Set∗
with the projections pi1 : E∗ →∗ E1∗ and pi2 : E∗ →∗ E2∗. Its conditions
have the form B := B1 unionsq B2, the disjoint union of B1 and B2. Define ρ1
to be the opposite relation to the injection (ρ1)
op : B1 → B. Define ρ2
similarly. Define the pre and post conditions of an event e in the product
in terms of its pre and post conditions in the components by
pre(e) := (ρ1)
op[pre1(pi1(e))] + (ρ2)
op[pre2(pi2(e))]
post(e) := (ρ1)
op[post1(pi1(e))] + (ρ2)
op[post2(pi2(e))].
In the case N = N1 × N2 we say N1, N2 are factors of N , N is decom-
posable if N1, N2 are not empty Petri nets and undecomposable otherwise.
Further, a factor N1 of some Petri net N is called prime factor if N1 is not
empty and it is undecomposable.
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(a, ∗) (∗, b)(a, b)
(∗, c)(a, c)
Figure 2. The product of two Petri nets is shown.
2. Net’s Polynomials
In this section we construct for every Petri net N a polynomial P ∈
N[x, y] and we shall shown that two isomorphic Petri nets, in the category
PN, can have the same polynomial.
We start from the following procedure allows to construct a polynomial
P (N) ∈ N[x, y] from a given Petri net N .
Construction 2.1. Let N = (B,E∗, pre, post) be a Petri net and ϕ :
B → N an injection. Set P (N,ϕ) := ∑
e∈E∗
xi(e)yj(e) ∈ N[x, y], where i(e) :=∑
b∈•e
2ϕ(b), j(e) :=
∑
b∈e•
2ϕ(b) and we put e 7→ x0y0 = 1 iff •e• = ∅, in particular
∗ 7→ 1.
Example 2.2. Let us consider the following Petri net N (see fig.3), with
B = {b0, b1, b2, b3, b4}, E∗ = {e1, e2, e3, e4, e5, e6, ∗}.
Set ϕ(b0) = 0, ϕ(b1) = 1, ϕ(b2) = 2, ϕ(b3) = 3 and ϕ(b4) = 4. We
then get: e1 7→ x20y22 = xy4, e2 7→ x20y22 = xy4, e3 7→ x21y23 = x2y8,
e4 7→ x21y23 = x2y8, e5 7→ x21y23 = x2y8, e6 7→ x22+23y24 = x12y16 and
∗ 7→ 1. We thus obtain P (N,ϕ) = 2xy4 + 3x2y8 + x12y16 + 1.
Lemma 2.1. Let N = (B,E, pre, post), N = (B′, E ′, pre′, post′) be Petri
nets; if there is an isomorphism (β, η) : N
∼=−→ N ′ (in the category PN, see
Remark 1.4), then P (N,ϕ) = P (N ′, ϕ ◦ β−1), where ϕ : B → N is an
arbitrary injection.
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Figure 3. Here the Petri net and its polynomial P (N,ϕ) =
2xy4 + 3x2y8 + x12y16 + 1 are shown.
Proof. Let P (N,ϕ) =
∑
e∈E∗
xi(e)yj(e) and β(b) = b′, η(e) = e′. Since the pair
(β, η) is the isomorphism N ∼= N ′ (see Remark 1.4) then it implies
i(e) :=
∑
b∈•e
2ϕ(b) =
∑
β−1(b′)∈•η−1(e)
2ϕ(β
−1(b′)) =
∑
b′∈•e′
2ϕ(β
−1(b′)) := i(e′)
j(e) :=
∑
b∈e•
2ϕ(b) =
∑
β−1(b′)∈η−1(e)•
2ϕ(β
−1(b′)) =
∑
b′∈e′•
2ϕ(β
−1(b′)) := j(e′).
We thus get the following polynomial P (N ′, ϕ ◦ β−1) = ∑
e′∈E′∗
xi(e
′)yj(e
′)
which is obviously equal to P (N,ϕ). This completes the proof. 
We explicitly describe an inverse procedure to Construction 2.1. This
procedure allows us to construct a Petri net N(P ), with a concrete injection
ι : {the set of condtions of N} → N, from a given polynomial P ∈ N[x, y]
with P (0, 0) 6= 0. We shall further show that for every Petri net N ′ (with
an injection ϕ), the Petri net N(P (N ′, ϕ)) can be identified with N (see
Proposition 2.1).
At first, we start with some notations. Let k = ε0(k)2
0 + ε1(k)2
1 + · · ·+
ε`k(k)2
`k be a binary decomposition of k ∈ N. Set τ(k) := {t : εt(k) = 1} if
k > 0 and τ(0) = ∅ in otherwise.
Construction 2.3. Let I ⊂ N×N be a finite set such that (0, 0) ∈ I and let
P = P (x, y) =
∑
(i,j)∈I
ai,jx
iyj ∈ N[x, y] be a polynomial such that a0,0 6= 0.
For every pair (i, j) ∈ I we form the following set Ei,j :=
{
e
(i,j)
1 , . . . , e
(i,j)
ai,j
}
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of some elements. Set N (P ) :=
(
B,E∗, pre, post
)
, where
B = τ(P ) :=
⋃
(i,j)∈I
{τ(i), τ(j)}, ∗ := e(0,0)a0,0 , E∗ =
⋃
(i,j)∈I
Ei,j,
the maps pre, post : E → 2B and the injection ι : B → N are defined as
follows
pre
(
e
(i,j)
k
)
= τ(i), post
(
e
(i,j)
k
)
= τ(j), ι(τ(i)) = τ(i).
0 1
e
(0,1)
1 e
(3,3)
1
e
(2,0)
2
e
(2,0)
1
∗
e
(0,0)
1
Figure 4. For the given polynomial P = x3y3 + 2x2 + y+ 2,
the corresponding Petri net is shown.
Example 2.4. For the following polynomial P = x3y3 + 2x2 + y+ 2, let us
construct the corresponding Petri net (B,E∗, pre, post). We obtain:
B = τ(3) ∪ τ(2) ∪ τ(1) ∪ τ(0)
= {1, 0} ∪ {1} ∪ {0} ∪∅ = {1, 0},
E∗ = E3,3 ∪ E2,0 ∪ E0,1 ∪ E0,0
=
{
e
(3,3)
1
}
∪
{
e
(2,0)
1 , e
(2,0)
2
}
∪
{
e
(0,1)
1
}
∪
{
e
(0,0)
1 , e
(0,0)
2 = ∗
}
,
and ι(0) = 0, ι(1) = 1. The maps pre, post : E → 2B are defined as it
shown in fig.4.
Proposition 2.1. Let N = (B,E∗, pre, post) be a Petri net and ϕ : B → N
be an injection. There exists an isomorphism N ∼= N (P (N,ϕ)), in the
category PN.
Proof. Let N (P (N,ϕ)) =
(
B˜, E˜∗, p˜re, p˜ost
)
. From Construction 2.3 it
follows that B˜ = τ(P (N,ϕ)) = {n ∈ N : n ∈ Im(ϕ)} = Im(ϕ), i.e.,
B˜ = Im(ϕ), but since ϕ is injection, we thus get the following bijection
β = ϕ−1 : B˜ ∼= B : ϕ = β−1. Further, from Construction 2.1 it follows
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that
∑
(i,j)∈I
ai,j = |E∗| it implies |E˜∗| =
∑
(i,j)∈I
ai,j = |E∗|, and thus there exist
bijections between these sets. Let us choose a bijections (say) η : E˜∗ ∼= E∗
satisfies the following conditions{
•η(e(i,j)k ) = τ(i) ∈ B˜,
η(e
(i,j)
k )
• = τ(j) ∈ B˜,
{
•η−1 (e) = ϕ−1(τ(i)) ∈ B,
η (e)• = ϕ−1(τ(j)) ∈ B,
for every E˜ 3 e(i,j)k ↔ e ∈ E∗, we then obtain the needed isomorphism
(β, η) : N ∼= N (P (N,ϕ)). This completes the proof. 
3. Algebraic Operations on Petri Nets
In this section we consider sum and multiplication of polynomials from
the semiring N[x, y] in the context of Petri nets: we prove that multiplica-
tion of two polynomials P , P ′, such that P (0, 0), P ′(0, 0) 6= 0, corresponding
to product of the Petri nets N (P ), N (P ′); and the sum P +P ′ correspon-
dences to operation, on the set of Petri net, which was described in [?]. We
shall see that this way implies a criteria for a decomposition Petri nets (in
the sense of Definition 1.5).
3.1. Multiplication of net’s polynomials. Here we take an interest in
the multiplication of two polynomials P1, P2 ∈ N[x, y] in the context of
corresponding Petri nets N (P1), N (P2). We shall show that it correspon-
dences to the product of Petri nets in category PN.
First of all we need the following technical but useful result.
Lemma 3.1. Let P = P1 ·P2 ∈ N[x, y]; then τ(P1)∩ τ(P2) = ∅ if and only
if τ(P ) = τ(P1) ∪ τ(P2).
Proof. It obviously suffices to prove that for any two integers i1, i2 ∈ N,
τ(i1 + i2) = τ(i1) ∪ τ(i2) if and only if τ(i1) ∩ τ(i2) = ∅.
Let i1 = ε
(1)
0 2
0+ε
(1)
1 2
1+. . .+ε
(1)
0 2
`i1 and i2 = ε
(2)
0 2
0+ε
(2)
1 2
1+. . .+ε
(2)
0 2
`i2 .
Assume that τ(i1) ∩ τ(i2) = ∅, it follows that i1 + i2 = ε020 + ε121 +
. . . + ε`2
`, where εj = max
{
ε
(1)
j , ε
(2)
j
}
, 1 ≤ j ≤ max{`i1 , `i2} = `, i.e.,
τ(i1 + i2) = τ(i1) ∪ τ(i2). Conversely, let τ(i1 + i2) = τ(i1) + τ(i2) and
suppose that τ(i1) ∩ τ(i2) 6= ∅. For every n ∈ τ(i1) ∩ τ(i2), we obviously
have ε
(1)
n + ε
(2)
n = 1 + 1 = 0 mod (2), it follows that n /∈ τ(i1 + i2), but
n ∈ τ(i1)∩ τ(i2) ⊆ τ(i1)∪ τ(i2) = τ(i1 + i2), i.e., we get a contradiction. 
Theorem 3.1. Let (N,ϕ) =
(
(B,E∗, pre, post), ϕ
)
be a Petri net with an
injection ϕ : B → N, let P1, P2 ∈ N[x, y] such that τ(P1)∩τ(P2) = ∅. Then
P (N,ϕ) = P1 · P2 if and only if N (P1)×N (P2) ∼= N , in the category NP.
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Proof. Let P (N,ϕ) =
∑
(i,j)∈I
ai,jx
iyj, P1 =
∑
(i,j)∈I1
a
(1)
i,j x
iyj, P2 =
∑
(i,j)∈I2
a
(2)
i,j x
iyj,
here I, I1, I2 are finite subsets of N×N, such that (0, 0) ∈ I, I1, I2. Further,
let us set N (P (N,ϕ)) =
(
B˜, E˜∗, pre, post
)
, N (P1) =
(
B1, E1∗, pre, post
)
and N (P1) =
(
B2, E2∗, pre, post
)
.
(1) Assume that P (N,ϕ) = P1 · P2. By Proposition 2.1, there exists an
isomorphism N (P (N,ϕ)) ∼= N and by Lemma 3.1 we get τ(P (N,ϕ)) =
τ(P1) ∪ τ(P2). We have also seen (see the proof of Proposition 2.1) that
B˜ = τ(P (N,ϕ)). Fix (i, j) ∈ I, it is clear that ai,j =
∑
i1+i2=i
j1+j2=j
a
(1)
i1,j1
a
(2)
i2,j2
, here
(i1, j1) ∈ I1, (i2, j2) ∈ I2. It follows from the preceding discussion that∣∣∣E˜∗∣∣∣ = |E∗| = ∑
(i,j)∈I
ai,j =
∑
(i,j)∈I1
a
(1)
i,j
∑
(i,j)∈I2
a
(2)
i,j =
∣∣∣E˜1∗∣∣∣× ∣∣∣E˜2∗∣∣∣ .
Hence, there exist bijections E˜∗ ∼= E∗ ∼= E˜1∗× E˜2∗. Next, let us consider
the following map
E1∗ × E2∗ 3
(
xi1yj1 , xi2yj2
) 7→ xi1+i2yj1+j2 ∈ E∗,
since τ(P1)∩ τ(P2) = ∅, we see that this map is an injection. Further, from
the fact E∗ ∼= E1∗ × E2∗ it follows that this map is a bijection. Hence we
get
b ∈ •(e1, e2)⇐⇒ b ∈ τ(i1) ∪ τ(i2)⇐⇒ b ∈ τ(i1 + i2)⇐⇒ b ∈ •e,
it implies that N (P1)×N (P2) ∼= N .
(2) Conversely, assume thatN (P1)×N (P2) ∼= N . We have P (N,ϕ) :=∑
e∈E∗
xi(e)yj(e), where i(e) :=
∑
b∈•e
2ϕ(b) and j(e) :=
∑
b∈e•
2ϕ(b). Because N ∼=
N (P1)×N (P2), it follows from Definition 1.5 that
i(e) = i((e1, e2)) =
∑
b∈•e
2ϕ(b) =
∑
b∈•(e1,e2)
2ϕ(b)
=
∑
b1∈•e1
2ϕ(b1) +
∑
b2∈•e2
2ϕ(b2) = i(e1) + i(e2),
here e1 ∈ E1∗ and e2 ∈ E2∗. In the same way one can easy get j(e) =
j((e1, e2)) = j(e1) + j(e2). We thus obtain
P (N,ϕ) =
∑
e∈E∗
xi(e)yj(e) =
∑
e1∈E1∗
∑
e2∈E2∗
xi(e1)+i(e2)yj(e1)+j(e2)
=
∑
e1∈E1∗
xi(e1)yj(e1)
∑
e2∈E2∗
xi(e2)yj(e2) = P1 · P2.
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Finally, note that Definition 1.5 implies that B has to be the disjoint
union B1unionsqB2 of B1 and B2. It shows that τ(P1)∩τ(P2) = ∅. This completes
the proof. 
Corollary 3.1. A Petri net N = (B,E, pre, post) is decomposable, i.e.,
it can be represented as a product of two Petri nets in the category PN, if
and only if the polynomial P (N,ϕ), for an arbitrary choice of an injection
ϕ : B → N, is decomposable over N[x, y], P (N,ϕ) = P1 · P2 and τ(P1) ∩
τ(P2) = ∅.
Proof. This immediately follows from Theorem 3.1. 
b0 b1
a b c
Figure 5. The Petri net N .
Example 3.2. Let us consider the following Petri net N which is shown in
fig.5. Let us find out whether this Petri net can be decomposable.
Set ϕ(b0) = 0 and ϕ(b1) = 1. We thus get a 7→ x20 = x, b 7→ x20y21 =
xy2, 7→ y21 = y2 and ∗ 7→ 1. It implies that P (N,ϕ) = x + xy2 + y2 + 1.
It is not hard to see that P (N,ϕ) = x + xy2 + y2 + 1 = (x + 1)(y2 + 1).
Let P1 = x + 1 and P2 = y
2 + 1. We see that τ(P1) ∩ τ(P2) = ∅. Using
Construction 2.3 we construct the Petri nets N (P1) and N (P2) (see fig.6).
It is easy to see that N = N (P1)×N (P2).
0 1
e1 e2
Figure 6. Two Petri nets N (P1) (at left) and N (P1) (at
right) that correspond to the polynomials P1 = x + 1 and
P2 = y
2 + 1, respectively.
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3.2. Sum of net’s polynomials. Here we consider sum P1 + P2 of two
polynomials P1, P2 ∈ N[x, y] in the context of Petri nets, i.e., we want to
know what a Petri net arises from a sum of two net’s polynomials.
We start with the following example.
Example 3.3. Let N1 = {B1, E1∗, pre1, post1}, N2 = {B2, E2∗, pre2, post2}
be Petri nets which are shown in fig.7. We have B1 = {b11, b12}, E1∗ =
{a, ∗1}, B2 = {b21, b22, b23} and E2∗ = {b, ∗2}.
Let injections ϕ1 : B1 → N, ϕ2 : B2 → N be given by ϕ1(b11) =
1, ϕ1(b12) = 2 and ϕ2(b21) = 2, ϕ2(b22) = 3, ϕ2(b23) = 4. Then, using
Construction 2.1, we obtain P (N1, ϕ1) = xy
4+1 and P (N2, ϕ2) = x
4y24+1.
We now aim to construct a Petri net correspondences to the sum of these
polynomials. Let P := x4y24 + xy4 + 2. Using Construction 2.3 and taking
account that 24 = 110002, 4 = 1002, we obtain
B = τ(P ) = τ(24) ∪ τ(4) ∪ τ(1) ∪ τ(0)
= {4, 3} ∪ {2} ∪ {0} ∪ {∅},
E∗ = E4,24 ∪ E1,4 ∪ E0,0
=
{
e
(4,24)
1
}
∪
{
e
(2,4)
1
}
∪
{
e
(0,0)
1 , e
(0,0)
2 = ∗
}
,
and the maps pre and post are defined as it shown in fig.8. We see that the
Petri net N (P ) can be described as “an attaching” the net N1 to N2 by
the map ϕ(b12) = ϕ(b21).
b11
b12
b21
b22 b23
a b
Figure 7. Two Petri nets N1(left side) and N2(right side) are shown.
The preceding example shows that it is convenient to introduce the fol-
lowing definition.
11
1 2
3
4
e
(1,4)
1 e
(4,24)
1 e
(0,0)
1
Figure 8. The Petri net N (P ) is shown, where P = xy4 +
x4y24 + 2.
Definition 3.4. Let N1 = (B1, E1∗, pre1, post1), N2 = (B2, E2∗, pre2, post2)
be two Petri nets and let ϕ1 : B1 → N, ϕ2 : B2 → N be injections. We define
an attaching N1 to N2 by ϕ1, ϕ2 as the following Petri net N1
⊔
ϕ1,ϕ2
N2 =
(B,E∗, pre, post), where B = B1 unionsq B2/{b1 ∼ b2 if ϕ1(b1) = ϕ2(b2)}, the
events E has the following form E1∗ unionsq∗ E2∗ ∪ {?}, here E1∗ unionsq∗ E2∗ is the
coproduct (wedge sum) in Set∗, ? is an added event and the maps pre, post
are defined as follows
pre(e) =
{
pre1(e), if e ∈ E1,
pre2(e), if e ∈ E2,
post(e) =
{
post1(e), if e ∈ E1∗,
post2(e), if e ∈ E2∗,
and we set pre(?) = post(?) = ∅.
Theorem 3.5. Let N1 = (B1, E1∗, pre1, post1), N2 = (B2, E2∗, pre2, post2)
be two Petri nets and let ϕ1 : B1 → N, ϕ2 : B2 → N be injections. Consider
N1
⊔
ϕ1,ϕ2
N2 = (B,E∗, pre, post) and let an injection ϕ : B → N is de-
fined as follows ϕ(b) =
{
ϕ1(b), if b ∈ B1,
ϕ2(b), if b ∈ B2.
Then P (N,ϕ) = P (N1, ϕ1) +
P (N2, ϕ2). Conversely, let P1, P2 ∈ N[x, y] be two polynomials such that
P1(0, 0), P2(0, 0) 6= 0, then the Petri netsN (P1+P2) andN (P1)
⊔
ι1,ι2
N (P2)
are isomorphic in the category NP.
Proof. From Construction 2.1 and Definition 3.4 it follows that∑
e∈E∗
xi(e)y(j(e)) =
∑
e1∈E1∗
xi(e1)yj(e1) +
∑
e2∈E2
xi(e2)yj(e2) + xi(?)yj(?),
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and since ϕ(b) =
{
ϕ1(b), if b ∈ B1,
ϕ2(b), if b ∈ B2,
we see that P (N,ϕ) = P (N1, ϕ1) +
P (N2, ϕ2).
Conversely, let P1, P2 ∈ N[x, y] be two polynomials, P1 =
∑
(i1,j1)∈I1
a
(1)
i1,j1
xi1yj1 ,
P2 =
∑
(i2,j2)∈I2
a
(2)
i2,j2
xi2yj2 , such that P1(0, 0) 6= 0 and P2(0, 0) 6= 0. Let
N (P1+P2) =
(
B˜, E˜∗, p˜re, p˜ost
)
andN (P1)
⊔
ι1,ι2
N (P2) = (B,E∗, pre, post).
By Construction 2.3 we get
B˜ = τ(P1 + P2) =
⋃
(i,j)∈I1∪I2
{τ(i), τ(j)}
= τ(P1) ∪ τ(P2) ∼= τ(P1) unionsq τ(P2)/{τ(i1) = τ(i2), τ(j1) = τ(j2)},
E∗ =
⋃
(i1,j1)∈I1
(i2,j2)∈I2
{
e
(i1,j1)
1 , . . . , e
(i1,j1)
a
(1)
i1,j1
}
∪
{
e
(i2,j2)
2 , . . . , e
(i2,j2)
a
(2)
i2,j2
}
it follows that there exists a bijection β : B˜ ∼= B and a bijection η :
E˜∗ ∼= E∗, because Definition 3.4 and Construction 2.3 yield B = τ(P1) unionsq
τ(P2)/{τ(i1) = τ(i2), τ(j1) = τ(j2)}, E˜∗ ∼= E1∗ unionsq∗ E2∗ ∪ {e(0,0)
a
(1)
0,0
} and E˜∗ ∼=
E1∗unionsq∗E2∗∪{e(0,0)
a
(2)
0,0
}. Finally, it is easy to see that under these bijections β, η
the corresponding diagrams of Remark 1.4 are commutative. This completes
the proof.

4. Zariski Topology on Petri Nets
From the preceding section it follows that we can consider every polyno-
mial P ∈ N[x, y], P (0, 0) 6= 0 as a Petri net and vice versa. As well known,
every commutative (semi)ring can be endowed with the Zariski topology.
Recall some basic definitions and concepts of Zariski topology. We es-
sentially follow [1].
A semiring is a nonempty set R on which operations of addition and
multiplication have been defined such that the following conditions hold:
(1) (R,+) is a commutative monoid with identity element 0;
(2) (R, ·) is a semigroup;
(3) multiplications distributes over addition from either side;
(4) 0r = r0 = 0 for all r ∈ R.
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Further, if (R, ·) is a commutative semigroup and it contains identity ele-
ment then the semiring R is called unitary commutative (or R is a commu-
tative semiring with unit). We consider only commutative semirings with
unit.
As in the case of (associative commutative) rings, we can introduce ideals
of semirings. An ideal I of a semiring R is a nonempty subset of R satisfying
the following conditions: (1) if a, b ∈ I then a + b ∈ I; (2) if a ∈ I and
r ∈ R then ra ∈ I; (3) I 6= R.
Let R be an a (commutative) semiring with unit, an ideal p ⊂ R is called
prime if and only if whenever a · b ∈ p, for a, b ∈ R, we must have either
a ∈ p or b ∈ p. The spectrum of R, denoted Spec(R), is the set of all prime
ideals of R. The set Spec(R) can be equipped with the Zariski topology, for
which the closed sets are the sets
V (I) :=
{
p ∈ Spec(R)|I ⊆ p}
where I is an ideal. Then, it is easy to see that:
(1) V
(∑
α∈A
Iα
)
=
⋂
α∈A
V (Iα), for every family {Iα}α∈A of ideals of R,
(2) V (I) ∪ V (J) = V (IJ) = V (I ∩ J) for every pair I, J of ideals of R.
A basis for the Zariski topology can be constructed as follows. For
f ∈ R, define Df := Spec(R) \ V ((f)). Then each Df is an open subset of
Spec(R), and {Df |f ∈ R} is a basis for the Zariski topology.
We are now able to present the following
Theorem 4.1. Let N ∈ PN be a finite Petri net. Let V (N) be a set
{N ′ ∈ PN} of all decomposable Petri nets, such that N ′ is a factor of N .
The set Pϕ =
{
(N = (B,E∗, pre, post), ϕ)
}
of all finite Petri nets N ∈ PN
with fixed injections ϕ : B → N, can be endowed with a topology (the Zariski
topology) which is a collection of the closed subsets V (N).
Proof. It is obviously that this topology arises from the Zariski topology on
SpecN[x, y]. Using Constructions 2.1, 2.3, Theorem 3.1 and Corollary 3.1
we complete the proof. 
Corollary 4.1. Every undecomposable Petri net N ∈ PN is closed point in
the topological space Pϕ.
Proof. As well known, closed points in the Zariski topology of N[x, y] cor-
respondence to maximal ideals of N[x, y]. Because N is undecomposable
then it is clear that the ideal (P (N,ϕ)) is maximal. This completes the
proof. 
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