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The contact process (CP) on the one-dimensional integer lattice is the Markov
process xt with state–space equal to the set of all subsets of Z and transition rates
qðA; Anf jgÞ ¼ 1 if j 2 A;
qðA; A [ f jgÞ ¼ ljA \ f j  1; j þ 1gj if j eA: (1)
Here j  j denotes cardinality. For this process and all others described in this paper,
if A and B are subsets of Z such that jADBj41; then qðA; BÞ ¼ 0: In words, each
integer is either occupied by a member of some population or vacant; occupied sites
become vacant at rate 1, while vacant sites become occupied at rate l times the
number of occupied neighbors. See Liggett [14,15] for a construction of the process,
additional information about it, and a proof of its phase transition: if x0 ¼ f0g; then
there exists lc 2 ð0;1Þ such that if l4lc; then Pðxta; for all tÞ40; while if lplc;
then Pðxta; for all tÞ ¼ 0: We consider the contact process on a ﬁnite segment; let
zNt be the Markov chain with state–space equal to the set of all subsets of f1; . . . ; Ng
and transition rates given by (1) for A  f1; . . . ; Ng and j 2 f1; . . . ; Ng; with
zN0 ¼ f1; . . . ; Ng: In the ﬁnite case, for all l;
sN ¼ infftX0 : zNt ¼ ;go1 a.s.
Durrett and Liu [8] and Durrett and Schonmann [9] show, via the following theorem,
that the phase transition appears in the ﬁnite process in the limit as N !1: Here, g1
and g2 are deterministic functions of l that are deﬁned in the next section.
Theorem 1 [8,9]. If lolc then as N !1;
sN
logN
! 1
g1ðlÞ
in probability. If l4lc then as N !1;
log sN
N
! g2ðlÞ
in probability.
In words, sN grows logarithmically with N when lolc and exponentially with N
when l4lc: When l ¼ lc; Durrett et al. [10] show that sN grows polynomially with
N, but the correct power is unknown. We do not study the critical process here.
Instead, we explore the following design question ensuing from this phenomen-
ological result. Suppose one can vary the reproduction rate from point to point. How
should this be done to maximize the asymptotic rate of growth of sN with N?
We restrict our attention to piecewise-constant rate proﬁles. That is, a profile
ðK ; l; aÞ consists of K rates l1; l2; . . . ; lK ; along with nonnegative constants
a1; . . . ; aK ; such that
PK
j¼1 aj ¼ 1: To construct the process of size N, we let i0 ¼ 0
and for j 2 f1; . . . ; Kg; we let ij ¼ b
Pj
k¼1 akNc: Throughout we assume that N is
sufﬁciently large that ij1oij for all j 2 f1; . . . ; Kg: Our contact process is then the
Markov chain with state–space equal to the set of all subsets of f1; . . . ; Ng and
ARTICLE IN PRESS
A.B. Wagner, V. Anantharam / Stochastic Processes and their Applications 115 (2005) 117–153 119transition rates
qðA; Anf jgÞ ¼ 1 if j 2 A;
qðA; A [ f jgÞ ¼ lðj  1ÞjA \ f j  1gj þ lðj þ 1ÞjA \ f j þ 1gj if j eA
for j 2 f1; . . . ; Ng; where (here and below) lðkÞ ¼ lm where m satisﬁes im1okpim:
We generalize Theorem 1 to these piecewise-homogeneous processes in Theorems
2–4. We then consider the optimization problem mentioned above. A simple
coupling argument [15, p. 34] shows that increasing a li increases the asymptotic
growth rate of sN with N. We consider the problem of choosing the proﬁle to
maximize this growth rate subject to an upper bound on the average rate.
Speciﬁcally, we consider the optimization problem
maximize lim infN!1ðlogEðsNÞÞ=N
over K ; l; a;
subject to
PK
j¼1 ajljpl0 þ Z;
ljXl0 for all j 2 f1; . . . ; Kg:
(2)
Here l0X0 and ZX0 are the data of the problem. We view l0 as the intrinsic rate
endowed to each point, and Z as the additional rate that we distribute over the points
as we choose. We will prove that as long as Z40; the maximum growth rate is
exponential, and we write Rðl0; ZÞ for the maximum achievable exponent, that is,
for the supremum of lim infðlogE½sN Þ=N over the set of feasible proﬁles.
This problem was motivated by the following caricature of a sensor network.
We place an array of sensors in a remote environment to record events of interest.
In practice, the sensors are often dropped from an airplane, which motivates
studying models in which the sensors are evenly spaced along a line. The sensors
acquire data about their environment, which they collectively fuse. The fused
measurements are either discarded as uninteresting or retained by the network
until it is queried at a later time. The individual sensors are envisioned to have
limited memories. This raises the question of how to store a datum in the network
for a long period in a way that does not unduly tax the memories of the individual
sensors.
One approach is to store redundant copies of the datum in the network, and
permit individual sensors to destroy their copies when they require additional
memory. New copies can be generated by having the sensors occasionally transmit
the datum, when they have it, to a neighbor.1 This gives rise to a contact process
model for the spread of the information, and our optimization problem can be
described as ﬁnding broadcast rates that maximize the amount of time the datum is
retained in a large network, subject to a constraint on the average rate.
Our solution to the optimization problem is as follows. We express Rðl0; ZÞ in
terms of the concave hull of g2ðlÞ from Theorem 1, and we show that the optimum
exponent is achieved by a proﬁle with K ¼ 2: We are unable to characterize the1Communication beyond neighbors is often prohibited in large wireless networks due to interference
considerations [12].
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exempliﬁed by a scaling theory conjecture combined with numerical simulations of
critical exponents suggesting that g2ðlÞ might have an inﬂection point to the right of
lc: Section 3 contains additional details. We also consider the analogous
optimization problem for the simpler biased voter model. For this process we
provide a complete solution, which is given in Section 5.
A similar question for two-dimensional site percolation has been studied by
Carlson and Doyle [3,4] in the context of power laws in complex systems. Robert et
al. [16] consider, in the same context, the effect of design on a simple epidemic model
in which infection spreads between three cells. Booth et al. [1] study the continuum
percolation properties of algorithms for placing discs on the plane to cover randomly
placed points. There is a substantial amount of work on the inﬁnite contact process
with inhomogeneous rates [15, p. 131]. Most of this work considers models in which
the rates are random, and we are not aware of any work on the ﬁnite process.
The remainder of the paper is organized as follows. Section 2 contains the required
background on the contact process, including the graphical construction and its
planar-graph duality that is key to the later proofs. Section 3 contains our main
results, which are the hitting time asymptotics and the solution to the optimization
problem for the contact process. Section 4 describes the biased voter model. The
results for this model are contained in Section 5. Sections 6 and 7 contain the proofs
of the contact process results and biased voter model results, respectively.2. Contact process preliminaries
The functions g1 and g2 mentioned in the introduction are deﬁned in terms of the
inﬁnite process. For more information about the following deﬁnitions and for proofs
of the assertions see Liggett [15]. Let ðxAt ÞtX0 be the contact process on Z with initial
state A. The function g1 is deﬁned as
g1ðlÞ ¼  lim
t!1
1
t
logP xf0gt a;
 
:
The existence of the limit is proven using subadditivity: the process has at least one
occupied point whenever it is alive, so
P xf0gtþsa;jxf0gt a;
 
XP xf0gs a;
 
;
which implies
P xf0gtþsa;
 
XP xf0gs a;
 
P xf0gt a;
 
:
Thus  logPðxf0gt a;Þ is subadditive in t, which implies that
 1
t
logP xf0gt a;
 
converges to its inﬁmum, which is positive if lolc: In particular,
P xf0gt a;
 
p expðg1tÞ:
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tA ¼ inf tX0 : xAt ¼ ;
 
:
The function g2 is deﬁned as
g2ðlÞ ¼  lim
N!1
1
N
logP tf1;...;Ngo1 :
This limit also exists for all l by subadditivity, but it is positive if l4lc:
Later we will use a third limiting function. Let rt ¼ sup xf0gt and let R ¼ suptX0 rt:
Then
g3ðlÞ ¼  lim
n!1
1
n
logPðRXnÞ
exists, again by subadditivity, for all l and it is positive if lolc: We often omit the
explicit dependence of these limits on l:
The key to the proof of Theorem 1 is the graphical representation of the contact
process. Since we will make heavy use of it, we review it here.
The homogeneous contact process with a deterministic initial state can be
constructed graphically from a countable number of Poisson processes: one with rate
1 and two with rate l for each n. The vertical axis in this representation represents
time while the horizontal axis represents space. We draw (i) d’s above n at the arrival
times of the rate-1 process, (ii) arrows from n to n  1 at the arrival times of the ﬁrst
rate-l process, and (iii) arrows from n to n þ 1 at the arrival times of the second rate-
l process. Fig. 1 shows a sample realization. The d’s represent potential deaths and
the arrows represent potential births.
We say there is a contact process path from ði; sÞ to ðj; tÞ if one can travel from ði; sÞ
to ðj; tÞ by combinations of (i) moving up while directly over integers without passing
through a d; and (ii) moving horizontally from one integer to a neighboring one
through an arrow. The bold line in Fig. 1 is an example of a valid contact process
path from ð0; 0Þ to ð1; tÞ: We construct the contact process by setting
xAt ¼ f j 2 Z : there is a contact process path from ði; 0Þ to ðj; tÞ for some i 2 Ag:
Motivated by duality in percolation, we say there is a dual path from ði; sÞ to ðj; tÞ if
one can travel from ði; sÞ to ðj; tÞ while observing the following rules:
(i) The path may move upward over half-integers but may not cross a right arrow.
(ii) The path may move downward over half-integers but may not cross a left arrow.
(iii) The path may move horizontally from a half-integer to the next lowest half-
integer only through d’s.
(iv) The path may move horizontally to the right between half-integer points without
restriction.The dotted line in Fig. 1 is an example of a valid dual path from ð4:5; 0Þ to ð0:5; 0Þ:
That this is the appropriate way of deﬁning dual paths can be seen by constructing
the contact process from a sequence of increasingly-ﬁne oriented percolations, and
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Durrett and Schonmann [9]:Proposition 1 [9]. There is a dual path from ðN þ 1
2
; 0Þ to ð1
2
; 0Þ in ð1;1Þ  ð0; TÞ if
and only if there is no contact process path from ðn; 0Þ to ðm; TÞ for all n 2 f1; . . . ; Ng
and all m 2 Z:
The proof follows from two observations: (i) a contact process path from ðn; 0Þ to
ðm; TÞ and a dual path from N þ 1
2
; 0
 
to 1
2
; 0
 
in ð1;1Þ  ð0; TÞ can never
intersect, and (ii) the boundary of the set of space–time points for which there is a
contact process path from a point in f1; . . . ; Ng  f0g is a valid dual path.
By taking T !1 in Proposition 1 we obtain a useful corollary,
xf1;...;Ngt ¼ ; for some t
 
¼ 9 a dual path from N þ 1
2
; 0
 
to 1
2
; 0
 
in ð1;1Þ  ð0;1Þ ; ð3Þ
which implies
lim
N!1
1
N
logP 9 a dual path from N þ 1
2
; 0
 
to 1
2
; 0
 
in ð1;1Þ  ð0;1Þ 
¼ g2: ð4Þ
Since we will be dealing with inhomogeneous processes, we note that we can construct a
process ~xAt in which point n has a lower reproduction rate, l
0pl; using the graphical
representation by thinning the Poisson process of arrows leading from n with retention
probability l0=l: Since removing arrows from the graphical representation does not create
new contact process paths, we have ~xAt  xAt for all tX0:
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Our ﬁrst step is to generalize Theorem 1 to piecewise-homogeneous processes. The case
in which the entire process is subcritical is immediate; we provide it for completeness.
Theorem 2. Let ðK ; l; aÞ be a profile such that ljolc for all j 2 f1; . . . ; Kg: Then
sN
logN
! 1
g1ðmaxðl1; . . . ; lK ÞÞ
in probability as N !1:
In the subcritical case, each partition dies before spreading very far into its
neighboring partitions, so the partitions essentially evolve independently, and sN is
determined by the extinction times of the partitions with the maximum rate. In the
supercritical case, the partitions interact in a signiﬁcant way.
Theorem 3. Let ðK ; l; aÞ be a profile such that lj4lc for all j 2 f1; . . . ; Kg: Then
log sN
N
!
XK
j¼1
ajg2ðljÞ
in probability as N !1; and
logE½sN 
N
!
XK
j¼1
ajg2ðljÞ:
The proof essentially shows that the process dies out only when all of the
individual partitions die out simultaneously. The chance that partition j evolving in
isolation dies out in a short time interval is expðajg2ðljÞN þ oðNÞÞ: Over short time
scales, the partitions are nearly independent, so the chance that the entire process
dies out in a short time interval is expðPKj¼1 ajg2ðljÞN þ oðNÞÞ: It then follows that
the hitting time is expðPKj¼1 ajg2ðljÞN þ oðNÞÞ:
Our result about mixed proﬁles is incomplete. To state it, we require additional
notation. Let F be the set of indices j such that ij separates supercritical and
nonsupercritical partitions,
F ¼ f j 2 f1; . . . ; K  1g : ðlj ^ ljþ1Þplcoðlj _ ljþ1Þg:
Now M ¼ jF j þ 1 is the number of ‘‘aggregate partitions’’, sets of partitions that
are connected, entirely supercritical or not, and maximal in that adding another
partition either makes the set unconnected or mixed. We denote these aggregate
partitions by Cj for j 2 1; . . . ; M:
C1 ¼ f1; . . . ; inf F [ fKgg;
Cj ¼ fsupCj1 þ 1; . . . ; inffk 2 F : k4 supCj1g [ fKgg:
Let L be the number of aggregate partitions that are supercritical, so L ¼ dM=2e if
l14lc; otherwise L ¼ bM=2c: We call a Cj consisting of supercritical partitions an
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Fig. 2. A sample mixed proﬁle. The supercritical partitions have their index placed above the line. The
nonsupercritical, below.
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f1; . . . ; Lg denote the islands, which are the Cj’s with even or odd indices depending
on whether l1plc or l14lc; respectively. Fig. 2 shows an example. Throughout, we
interpret an empty sum as zero.
Theorem 4. Let ðK ; l; aÞ be a profile. Then
P
log sN
N
o max
j2f1;...;Lg
X
i2Dj
aig2ðliÞ
0
@
1
A 
0
@
1
A! 0;
P
log sN
N
4
XL
j¼1
X
i2Dj
aig2ðliÞ þ 
0
@
1
A! 0
for all 40 as N !1; and
lim inf
N!1
logE½sN 
N
X max
j2f1;...;Lg
X
i2Dj
aig2ðliÞ
0
@
1
A;
lim sup
N!1
logE½sN 
N
p
XL
j¼1
X
i2Dj
aig2ðliÞ:
The difﬁculty is determining when the seas isolate the islands into separate
processes. The lower and upper bounds in Theorem 4 correspond to two possible
answers to this question, ‘‘always’’ and ‘‘never’’. If the islands are isolated then the
extinction time of the process is the extinction time of its longest-living island, giving
an exponent of maxj2f1;...;Lgð
P
i2Dj aig2ðliÞÞ: If the population can spread from one
island to another, a process we call colonizing, then the process dies out only when all
of the islands die out simultaneously. By the discussion following Theorem 3, this
gives an exponent of
PL
j¼1ð
P
i2Dj aig2ðliÞÞ:
We conjecture that the correct answer is ‘‘sometimes’’; whether a sea prevents two
islands from colonizing depends on their sizes and reproduction rates. To support
this conjecture, consider the time the process takes to spread across a homogeneous
subcritical region of width N. Bramson et al. [2] prove the following.
Proposition 2 [2]. Consider a modified subcritical contact process on Z; xt;
in which x0 ¼ f0g and 0 is always occupied. Let DN ¼ infftX0 : N 2 xtg:
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logDN
N
! g3ðlÞ
in probability.
The intuition behind the result is that each time point 0 spreads to point 1, the
process spreads to N before retreating back to 0 with probability expðg3ðlÞN þ
oðNÞÞ; and in an interval of length T, the number of times 0 spreads to 1 is
proportional to T. For the piecewise-homogeneous process, we show that the chance
of the process started with only f1g occupied spreading to N before becoming extinct
is expðPKj¼1 ajg3ðljÞN þ oðNÞÞ; and thereby prove the following.
Proposition 3. Let ðK ; l; aÞ be a profile such that ljolc for all j 2 f1; . . . ; Kg: For each
N, let ~xNt be the piecewise-homogeneous contact process modified so that 1 is always
occupied, and let
DN ¼ inf tX0 : N 2 ~xNt
 
:
Then as N !1;
logDN
N
!
XK
j¼1
ajg3ðljÞ
in probability.
Using this proposition, one can obtain a reasonable conjecture for the exponent of
a mixed proﬁle by comparing the lifetime of each island, in isolation, to the amount
of time required for the island to colonize the neighboring islands. Since the solution
to the optimization problem does not depend on the validity of this conjecture,
we will not discuss it further. Let g^l02 ðlÞ denote the concave hull of g2ðlÞ on ½l0;1Þ;
i.e., for xXl0;
g^l02 ðxÞ ¼ sup
Xn
j¼1
ajg2ðljÞ :
Xn
j¼1
ajlj ¼ x and ljXl0 for j ¼ 1; . . . ; n
( )
;
where the supremum is over n; a; and l:
Theorem 5. Rðl0; ZÞ ¼ g^l02 ðl0 þ ZÞ: Furthermore, Rðl0; ZÞ is achieved by a profile with
K ¼ 2:
The sufﬁciency of proﬁles with two rates follows from Carathe´odory’s Theorem
[17, p. 155] and some continuity arguments. Clearly, at least two rates are required in
the case that l0 þ Zolc; since then the constraint forbids us from making the entire
process supercritical, so the optimum exponent is approached by making part of the
process supercritical, and leaving the rest at l0: If g2 is concave on ½lc;1Þ; then
multiple partitions are required only if l0olc and l0 þ Z is sufﬁciently small. More
precisely, if g2 is concave on ½lc;1Þ and l0Xlc; then g^l02 ¼ g2 on ðl0;1Þ so
Rðl0; ZÞ ¼ g2ðl0 þ ZÞ; and an optimum proﬁle would consist of a single partition
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g^l02 ðlÞ ¼
g2ðlÞ ll0ll0 if lol
;
g2ðlÞ if lXl;
(
(5)
and so if l0 þ ZXl; an optimum proﬁle would consist of a single partition with rate
l0 þ Z; and if l0 þ Zol; an optimum proﬁle would consist of two partitions, one
with rate l and another with rate l0:
One might expect g2 to be concave on ðlc;1Þ since it is nondecreasing and depends
on l primarily through a comparison to the death rate, which is 1. Thus we expect
the effect of increasing l by D to diminish as l increases. Indeed, g2 increases at most
logarithmically: if all points in f1; . . . ; Ng die out before reproducing, then
tf1;...;Ngo1 so
Pðtf1;...;Ngo1ÞX 1
1þ 2l
 N
;
which gives g2ðlÞp logð1þ 2lÞ: But we are unable to prove that g2 is concave on
½lc;1Þ; in fact we suspect that it is not.
Scaling theory predicts that the contact process has a natural length of scale,
L?ðlÞ; that tends to inﬁnity as a power as l! lc;
lim
l!lc
logL?ðlÞ
logðl lcÞ
¼ a (6)
for some a40 [11]. We have expressed the convergence in the logarithmic sense but in
reality the nature of the convergence is unclear. Accurate but nonrigorous simulations
place a; assuming it exists, at 1.09681 [5] and 1.09684 [13]. The natural way of deﬁning
L? mathematically for the supercritical process is the following. Let nl be the upper
invariant measure of the homogeneous process on Z with rate l; and let
Clðn; mÞ ¼ nlðA : n 2 A and m 2 AÞ  nlðA : n 2 AÞ2:
Assuming Clðn; mÞ ! 0 exponentially as m  n !1; we deﬁne
ðL?ðlÞÞ1 ¼  lim
n!1
1
n
logClð0; nÞ: (7)
The link to g2 is due to Durrett et al. [11], who show that for all nX0 and lX0;
Clð0; nÞp expðg2ðlÞnÞ: (8)
If (6) and (7) hold with a41; then (8) would imply that g2 is not concave near lc: We
are unable to resolve this issue, but we note that even if g2 is not concave near lc; we
do not expect it to have more than one inﬂection point to the right of lc; and a single
inﬂection point would not alter the solution to the optimization problem much over
the concave case. Thus we conjecture the following.
Conjecture 4. There exists lc2Xlc such that g2 is convex on ½lc; lc2  and concave on
½lc2 ;1Þ: If l0Xlc2 ; then Rðl0; ZÞ ¼ g2ðl0 þ ZÞ and Rðl0; ZÞ is achieved by the profile
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most one of whose rate is not l0:
Being unable to validate this conjecture, we cannot assert that two partitions are
required only when l0olc and l0 þ Z is sufﬁciently small, and in this case that at
most one of the partitions is supercritical. However, for the simpler biased voter
model, to which we turn next, we can make such an assertion.4. Biased voter model preliminaries
The biased voter model is similar to the contact process except that the rate of a
point transitioning from state 1 to 0 is equal to the number of neighbors in state 0,
rather than a constant. More precisely, it is the Markov chain with state–space equal
to the set of all subsets of f1; . . . ; Ng and transition rates
qðA; Anf jgÞ ¼ jðZnAÞ \ f j  1; j þ 1gj if j 2 A;
qðA; A [ f jgÞ ¼ ljA \ f j  1; j þ 1gj if j eA
for j 2 f1; . . . ; Ng: A point in state 1 with two neighbors in state 1 cannot change
states, so we can construct the biased voter model on f1; . . . ; Ng with initial state
f1; . . . ; Ng using two random walks: Let Lt be a random walk on f1; 2; . . .g that
moves to the left at rate l and moves to the right at rate 1 with L0 ¼ 1: Let Rt be a
random walk on f. . . ; N  1; Ng that moves to the right at rate l and moves to the
left at rate 1, with R0 ¼ N: If we use zNt to denote the ﬁnite biased voter model at
time t and deﬁne sN as before then we have
zNt ¼ fLt; . . . ; Rtg for tpsN (9)
and sN ¼ infft : RtoLtg: Similar to the contact process, Lt and Rt can be
constructed graphically from Poisson processes. We construct Lt by placing arrows
at rate l from n to n  1 and arrows at rate 1 from n to n þ 1 for nX2: Point 1 is
similar except that we omit the arrows directed toward 0. Then Lt starts at ð1; 0Þ and
evolves in time by moving upward and following each arrow. We can construct Rt
similarly. Comparing this construction with the analogous one for the contact
process illustrates the difference between the two models. The contact process
struggles against the autonomous deaths of the population members, and it dies out
when these deaths cause it to collapse from within. The biased voter model, on the
other hand, dies out when it is overcome by the external force that attacks it from the
outside. The biased voter model dynamic is the simpler of the two, and it leads to
simpler and more complete results. Notice that the following analogue of Theorem 1,
for instance, does not require deﬁnitions involving the process on Z:
Theorem 6 [8]. If lo1 then as N !1;
sN
N
! 1
2ð1 lÞ
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log sN
N
! logðlÞ
in probability.5. Biased voter model results
Again we consider piecewise-homogeneous processes. Our deﬁnition of a proﬁle
remains the same, but now given the proﬁle ðK ; l; aÞ; we consider the Markov chain
zNt with initial state f1; . . . ; Ng and transition rates
qðA; Anf jgÞ ¼ jðZnAÞ \ f j  1; j þ 1gj if j 2 A;
qðA; A [ f jgÞ ¼ lðj  1ÞjA \ f j  1gj þ lðj þ 1ÞjA \ f j þ 1gj if j eA:
We can construct this process from two random walks by modifying the construction
used for the homogeneous process. Let Lt be a random walk on N; starting at 1, with
transition rates
qðn; n þ 1Þ ¼ 1;
qðn; n  1Þ ¼
l1 if 2pnpi1;
l2 if i1 þ 1pnpi2;
..
.
lK if iK1 þ 1pn
8>>>><
>>>:
and let Rt be a random walk on f. . . ; N  1; Ng; starting at N, with transition rates
qðn; n  1Þ ¼ 1;
qðn; n þ 1Þ ¼
l1 if npi1;
l2 if i1 þ 1pnpi2;
..
.
lK if iK1 þ 1pnpN  1:
8>>>><
>>>:
Then we can construct zNt by (9) as with the homogeneous process. In the sequel, we
refer to this as the edge construction of the piecewise-homogeneous biased voter
model.
Theorem 7. If ðK ; l; aÞ is a profile such that ljo1 for all j 2 f1; . . . ; Kg; then
sN
N
!
XK
j¼1
aj
2ð1 ljÞ
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log sN
N
!
XK
j¼1
aj logðljÞ
in probability as N !1; and
logE½sN 
N
!
XK
j¼1
aj logðljÞ:
Theorem 8. Theorem 4 holds for the biased voter model if we replace lc with 1 and
g2ðlÞ with logþl:
Determining the correct exponents for mixed proﬁles should be relatively easy for
the biased voter model. We do not explore this here because our interest in the biased
voter model is its solution to the optimization problem.
Theorem 9. For the biased voter model, if l0X1; then Rðl0; ZÞ ¼ logðl0 þ ZÞ is
achieved by the profile ð1; l0 þ Z; 1Þ: If l0o1; let l1 be the unique solution to
1 l0
l1
¼ log l1
that is greater than 1. If l0 þ ZXl1; then again Rðl0; ZÞ ¼ logðl0 þ ZÞ: If l0 þ Zol1;
then Rðl0; ZÞ ¼ Z=l1 is achieved by the profile ð2; ðl1; l0Þ; ða; 1 aÞÞ; where a ¼
Z=ðl1  l0Þ:6. Proofs of contact process results
Theorem 2 follows from two simple couplings.
Proof of Theorem 2. Consider the homogeneous process on f1; . . . ; Ng with
reproduction rate l ¼ maxðl1; . . . ; lK Þ; and call its extinction time sN : The
piecewise-homogeneous process can be coupled to this homogeneous process such
that sNpsN ; as described in Section 2. Then sN= logN ! 1=g1ðlÞ by Theorem 1,
which shows the upper bound. For the lower bound, choose j 2 arg maxfl1; . . . ; lKg
and couple the piecewise-homogeneous process to the homogeneous process on
fij1; . . . ; ijg formed by forbidding births to occur from ij1 to ij1 þ 1 and from ij þ 1
to ij in the piecewise-homogeneous process. Let sN denote the extinction time of this
homogeneous process. Then sNpsN ; and
P
sN
logN
o 1
g1ðlÞ
 
 
pP sN
logN
o 1
g1ðlÞ
 
 
pP sN
logðij  ij1Þ
o 1
g1ðlÞ
 
2
 
þ P sN
logðij  ij1Þ
 sN
logN
4

2
 
! 0: &
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a sequence of lemmas. First we deﬁne some events. Borrowing from Durrett and
Schonmann [9], we write a ! b for ‘‘there is a dual path from a to b in the graphical
representation.’’ Some of these events require that the graphical representation be
constructed for both positive and negative time.
AN ¼ N þ 12; 0
 ! 1
2
; 0
 
in ð1;1Þ  ½0;1Þ ;
ATN ¼ N þ 12; 0
 ! 1
2
; 0
 
in ð1;1Þ  ½0; T  ;
BN ¼ N þ 12; 0
 ! 1
2
; 0
 
in 1
2
; N þ 1
2
  ½0;1Þ ;
BTN ¼ N þ 12; 0
 ! 1
2
; 0
 
in 1
2
; N þ 1
2
  ½0; T  ;
CN ¼ N þ 12; 0
 ! 1
2
; t
 
in 1
2
; N þ 1
2
  ð1;1Þ for some t ;
CTN ¼ N þ 12; 0
 ! 1
2
; t
 
in 1
2
; N þ 1
2
  ½T ; T  for some t ;
DTN ¼ N þ 12; s
 ! 1
2
; t
 
in 1
2
; N þ 1
2
  ½T ; T  for some s and t :
The scheme here is that the B events have both endpoints of the dual path ﬁxed,
while the C events have only one endpoint ﬁxed and the D events have both free.
When a superscript appears, it constrains the path vertically. Observe that BTN 
CTN  DTN and BTN  ATN : Note also that the B events depend on the birth arrows
from N to N þ 1 and from 1 to 0, but not from N þ 1 to N or from 0 to 1. The C
events depend on the birth arrows between N and N þ 1 in both directions, but not
on the arrows between 0 and 1. The D events are independent of all birth arrows
between N and N þ 1 and between 0 and 1. Note that ATN appeared in Proposition 1,
while AN appeared in its corollary (4).
All of these events refer to the homogeneous process on Z: We will also ﬁnd it
convenient to use the B, C, and D events in the context of the piecewise-
homogeneous process on f1; . . . ; Ng: When doing so, we place a tilde above the event
(e.g. ~BN ) and we add arrows between N and N þ 1 at rate lK and between 0 and 1 at
rate l1 to the graphical representation, since the B and C events use them.
Lemma 1. There exist functions mkðlÞ; mðlÞ; and nkðlÞ; which are positive on ðlc;1Þ;
such that
lim
N!1
 1
N
logP AkN
  ¼ nkðlÞ and P AkN p expðnkðlÞNÞ; (a)
lim
N!1
 1
N
logP BkN
  ¼ mkðlÞ and P BkN p expðmkðlÞNÞ; (b)
lim
N!1
 1
N
logPðBNÞ ¼ mðlÞ and PðBN Þp expðmðlÞNÞ: (c)
The proof of this lemma is essentially the same as that of Lemma 1 in Durrett and
Schonmann [9]. We provide a condensed version for completeness.
Proof. Consider (a). Let Akm;n ¼ fðm þ 12; 0Þ ! ðn þ 12; 0Þ in ð1;1Þ  ½0; kg: Then
AkN \ AkMþN ;N  AkMþN and AkN and AkMþN;N are positively correlated by Harris’
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P AkMþN
 
XP AkN \ AkMþN ;N
 
XP AkN
 
P AkMþN ;N
 
:
But PðAkMþN ;NÞ ¼ PðAkMÞ so if we let aN ¼  logPðAkNÞ then we see that aN is
subadditive, which proves all of (a) except that nkðlÞ40 if l4lc: The convergence in
parts (b) and (c) are proved similarly, although they do not require Harris’ inequality
since BN and BMþN ;N are independent as they depend on disjoint parts of the
graphical representation. All of the limits are positive since g2ðlÞ40 on ðlc;1Þ and
AkN  AN ; BkN  AN ; and BN  AN : &
We wish to show that m ¼ g2: We ﬁrst show that mk ! m and nk ! g2 as k !1:
The argument is from Durrett and Schonmann [9], who attribute it to J. Chayes and
L. Chayes.
Lemma 2. As k !1; mkðlÞ ! mðlÞ and nkðlÞ ! g2ðlÞ on ½0;1Þ:
Proof. Note that mkðlÞ is decreasing in k and mkðlÞXmðlÞ for all k. Fix 40 and note
that for all sufﬁciently large N, we have
expððmðlÞ þ ÞNÞpP BNð Þ:
Now BkN " BN as k !1 so PðBkNÞ " PðBN Þ thus
expððmðlÞ þ ÞNÞp lim
k!1
P BkN
 
p lim
k!1
expðmkðlÞNÞ
p exp  lim
k!1
mkðlÞ
 
N
 
:
This implies
mðlÞ þ X lim
k!1
mkðlÞ:
This shows that mk ! m; the other is the same. &
To show that mðlÞ ¼ g2ðlÞ on ½0;1Þ; it sufﬁces to show
Lemma 3. mkðlÞ ¼ nkðlÞ on ½0;1Þ:
Proof. Note that mkXnk: Suppose that three events occur: A
k
N ; fthere is no arrow
from N to N þ 1 during ½0; kg; and fthere is no arrow from 1 to 0 during ½0; kg: Fix a
dual path P from ðN þ 1
2
; 0Þ to ð1
2
; 0Þ; and without loss of generality, suppose that P is
simple. Consider moving along P from ðN þ 1
2
; 0Þ to ð1
2
; 0Þ: Let S denote the point at
which it crosses fN þ 1
2
g  ½0; k for the last time, and let T denote the point at which
it crosses f1
2
g  ½0; k for the ﬁrst time. Then moving from ðN þ 1
2
; 0Þ to S along
fN þ 12g  ½0; k; then S to T along P, then from T to ð12; 0Þ along f12g  ½0; k shows
that there is a dual path from ðN þ 1
2
; 0Þ to ð1
2
; 0Þ in ½1
2
; N þ 1
2
  ½0; k: Thus, BkN occurs.
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e2lkP AkN
 
pP BkN
 
;
nkXmk: &
Corollary 5.
lim
N!1
1
N
logPðBNÞ ¼ g2:
Lemma 4.
lim
N!1
P BN
2
N
 
PðBN Þ
¼ 1:
Proof. We will show that if BNnBN2N occurs, then the process on Z with initial state
f1; . . . ; Ng must die out, but not before living at least N2 time units, i.e.,
N2otf1;...;Ngo1: To see that tf1;...;Ngo1; note that BN implies AN ; then apply (3).
To see that N2otf1;...;Ng; suppose BN and tf1;...;NgpN2 occur. We will show that BN
2
N
must occur as well. There is a dual path, P1; from ðN þ 12; 0Þ to ð12; 0Þ in ½12; N þ 12 
½0;1Þ: By Proposition 1 there is also a dual path, P2; from ðN þ 12; 0Þ to ð12; 0Þ in
ð1;1Þ  ½0; N2: We may assume without loss of generality that P1 and P2 are
simple. If P1 or P2 is contained in ½12; N þ 12  ½0; N2; then clearly BN
2
N occurs, so
suppose P1 extends above N
2 and P2 extends either to the right of N þ 12 or to the left
of 1
2
: Consider moving along P1 from ðN þ 12; 0Þ to ð12; 0Þ and let p1 and p2 be the
space–time points of the ﬁrst and last times that the path intersects ½1
2
; N þ 1
2
  fN2g:
Let S1 denote the part of P1 between ðN þ 12; 0Þ and p1 and let S2 denote the part of
P1 between p2 and ð12; 0Þ: Fig. 3 shows an example.
Now S1 and P2 must intersect, since they both originate at ðN þ 12; 0Þ: Let p3 be the
space–time point of the last time that they intersect when one moves along P2:
Similarly, S2 and P2 must intersect, since they both end at ð12; 0Þ: Let p4 be the
space–time point of the ﬁrst time they intersect when one moves along P2: Between
points p3 and p4; P2 must lie entirely in ½12; N þ 12  ½0; N2; so moving from ðN þ 12; 0Þ
to p3 along S1; then p3 to p4 along P2; then p4 to ð12; 0Þ along S2 exhibits a dual path
from ðN þ 1
2
; 0Þ to ð1
2
; 0Þ in ½1
2
; N þ 1
2
  ½0; N2; which implies BN2N : Thus
BN \ ftf1;...;NgpN2g  BN
2
N :
So
BNnBN
2
N  N2otf1;...;Ngo1
 
:
It is known [15, Theorem 2.30] that there exist constants C;  2 ð0;1Þ such that for
all Z  Z;
P totZo1 pCet:
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Fig. 3. Sample dual paths for the proof of Lemma 4.
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P BNnBN
2
N
 
pCeN2 :
So for all sufﬁciently large N,
0p1
P BN
2
N
 
P BNð Þ
p C exp N
2
 
expððg2 þ ÞNÞ
! 0: &
Corollary 6.
 lim
N!1
1
N
logP BN
2
N
 
¼ g2:
In words, Corollaries 5 and 6 say that the chance that the process dies out before
growing outside its original interval decays with the same exponent as the chance
that the process dies out at all. The next lemma shows how to use this fact to bound
the hitting time of the piecewise-homogeneous process.
Lemma 5. Let ðK ; l; aÞ be a profile such that lj4lc for all j 2 f1; . . . ; Kg: Then for all
40;
P
log sN
N
4
XK
j¼1
ajg2ðljÞ þ 
 !
! 0:
Proof. By comparing our process to a modiﬁed one in which at times kN2; k 2 N; all
nodes are made to be occupied if any of them are, we see that for all t40;
PðsN4tÞpP sN4N2
 b t
N2
c
:
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2
N implies sNpN2 so
PðsN4tÞp 1 P ~BN
2
N
  b t
N2
c
:
Now ~BN
2
N occurs if there is a dual path from ðij þ 12; 0Þ to ðij1 þ 12; 0Þ in ½ij1 þ 12; ij þ 12
½0; ðij  ij1Þ2 for each j 2 f1; . . . ; Kg: Applying Corollary 6 to each partition, and
noting that the dual paths across distinct partitions are independent, we have
lim inf
N!1
1
N
logP ~B
N2
N
 
X
XK
j¼1
ajg2ðljÞ: (10)
Thus for all sufﬁciently large N,
PðsN4tÞp 1 exp 
XK
j¼1
ajg2ðljÞ þ =2
 !
N
 ! !bt=N2c
: (11)
Taking t ¼ expððPKj¼1 ajg2ðljÞ þ ÞNÞ implies the result, since then the right-hand side
converges to zero. &
Lemma 6.
lim
N!1
1
N
logP DN
3
N
 
¼ g2:
Proof. Since BN
2
N  DN
3
N ; we see that
lim inf
N!1
1
N
logP DN
3
N
 
X g2:
For the upper bound, let
TN ¼ mðfs 2 ½N3; N3 þ 1 : ðN þ 12; sÞ ! ð12; tÞ in ½12; N þ 12  ½N3; N3 þ 1
for some tÞ:
Here and throughout, mðÞ denotes Lebesgue measure. By Tonelli’s theorem,
E½TN  ¼
Z N3þ1
N3
P N þ 1
2
; s
 ! 1
2
; t
 
in 1
2
; N þ 1
2
  N3; N3 þ 1  for some t ds:
Durrett and Schonmann [9] show that if
GN ¼ N þ 12; 0
 ! 1
2
; t
  2 R R for some t ;
then
lim
N!1
1
N
logPðGN Þ ¼ g2:
Fix 40: Then for sufﬁciently large N,
PðGNÞp expððg2  ÞNÞ:
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E½TN p 2N3 þ 1
 
expððg2  ÞNÞ: (12)
Deﬁne
UN ¼ inf s : s ¼ N3 or N þ 12; s
 ! 1
2
; t
 
in 1
2
; N þ 1
2
  N3; N3  for some t ;
where the inﬁmum is over s 2 ½N3; N3: Then UN is independent of the arrows from
N þ 1 to N, so the event that there are no arrows from N þ 1 to N during
½UN ; UNþ1 is independent of UN and has probability expðlÞ: If UNoN3; and there
are no arrows from N þ 1 to N during ½UN ; UNþ1; then TNX1; so by Markov’s
inequality and (12),
expðlÞP UNoN3
 
p 2N3 þ 1  expððg2  ÞNÞ:
But PðUNoN3Þ ¼ PðDN3N Þ; so the previous inequality implies
lim sup
N!1
1
N
logP DN
3
N
 
p g2: &
The technique of relating events like GN and D
N3
N using expectations and Tonelli’s
theorem will be used several times below. Having provided the complete argument in
the previous proof, we will include less detail in the sequel.
Lemma 7.
lim
N!1
1
N
logP ~CN
2
N
 
¼ 
XK
j¼1
ajg2ðljÞ:
Proof. Since ~BN
2
N  ~CN
2
N ; the lower bound follows from (10). For the upper bound,
deﬁne
DN
2
N ;j ¼ ij þ 12; s
 ! ij1 þ 12; t  in ij1 þ 12; ij þ 12  N2; N2  for some s and t :
For all sufﬁciently large N, N2pðij  ij1Þ3 for all j 2 f1; . . . ; Kg; so by Lemma 6,
lim sup
N!1
1
ajN
logP DN
2
N ;j
 
p g2ðljÞ
for all j. Since the DN
2
N ;j ; j 2 f1; . . . ; Kg are independent, and
~CN
2
N 
\K
j¼1
DN
2
N ; j ;
we have
lim sup
N!1
1
N
logP ~CN
2
N
 
p
XK
j¼1
ajg2ðljÞ: &
ARTICLE IN PRESS
A.B. Wagner, V. Anantharam / Stochastic Processes and their Applications 115 (2005) 117–153136We can complete the proof of Theorem 3 once we show that 1
N
logPð ~CN Þ !
PKj¼1 ajg2ðljÞ: To relate Pð ~CNÞ to Pð ~CN2N Þ we must generalize to inhomogeneous
processes on N the fact used in Lemma 4 that for the homogeneous process on Z;
PðtotZo1ÞoC expðtÞ for all Z  Z: We will apply our bound to a sequence
of piecewise-homogeneous processes, and we require the same C and  to work for
each one. To accomplish this, we prove the bound for a general class of
inhomogeneous processes. Let ~xZt be the contact process on N with ~x
Z
0 ¼ Z and
with transition rates
qðA; Anf jgÞ ¼ 1 if j 2 A;
qðA; A [ f jgÞ ¼
yRðj  1ÞjA \ f j  1gj þ yLðj þ 1ÞjA \ f j þ 1gj if jeA; ja1;
yLð2ÞjA \ f2gj if jeA; j ¼ 1;
(
for A  N and j 2 N; where yL; yR : N! ½0;1Þ: Let
~tZ ¼ inf tX0 : ~xZt ¼ ;
 
:
Lemma 8. For all l4lc; there exist positive constants C and d such that for
all inhomogeneous contact processes on N such that minðyLðiÞ; yRðiÞÞXl for all i 2 N;
all Z  N; and all tX0;
Pðto~tZo1ÞpC expðdtÞ:
Proof. We use a restart argument modeled after the one in Durrett [6, p. 1032].
We can couple ~xZt to a homogeneous process x
Z
t on N with rate l by thinning the
Poisson processes in the graphical representation. Let ðzj;st ÞtXs denote the contact
process on ½ j;1Þ starting with f jg occupied, constructed from the graphical
representation of ðxZt ÞtX0 restricted to ½ j;1Þ  ½s;1Þ:
Let x0 ¼ inf Z; T0 ¼ 0; and T1 ¼ infftX0 : zx0;0t ¼ ;g: If T1o1 and ~xZT1a;; let
x1 ¼ inf ~xZT1 : If T1o1 and ~xZT1 ¼ ;; let x1 ¼ 1: Then let T2 ¼ infft4T1 : zx1;T1t ¼ ;g;
and repeat the procedure until we ﬁnd a point ðxL; TLÞ such that zxL;TLt survives
forever. Such a point exists with probability 1, since each zxi ;Tit has some probability
p40 of surviving forever [8].
On ~tZo1; TLX~tZ; so to~tZo1 implies toTL: There exist positive constants C
and d; independent of yL and yR; so that conditioned on LXl; X i ¼ Ti  Ti1;
i ¼ 1; . . . ; l are i.i.d. with
PðX iXtÞ ¼ Pðtptjto1ÞpC expðdtÞ;
where
t ¼ inf tX0 : z0;0t ¼ ;
 
;
and the exponential bound is from Section 3 of Durrett and Liu [8]. Then there exists
k40 such that fðkÞ ¼ E½expðkX iÞo1; and 40 such that ekfðkÞo1: Then for all
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PðTL4tÞpPðL4btcÞ þ PðX 1 þ    þ X btcXtÞ
pð1 pÞbtc þ ektfðkÞbtc: &
Lemma 9.
lim
N!1
Pð ~CN
2
N Þ
Pð ~CN Þ
¼ 1:
Proof. Construct ~CN and ~CN
2
N from the graphical representation of an inhomoge-
neous process on N; ð~xtÞtX0; in which points f1; . . . ; Ng inherit their reproduction
rates from the piecewise-homogeneous process, and the points in fN þ 1; N þ 2; . . .g
reproduce at rate lK : Note that we require the graphical representation in both
positive and negative time. On this graphical representation, deﬁne the following
four events for all m and n such that NXmXn41;
Eþm;n ¼ m þ 12; 0
 ! n  1
2
; 0
 
in 1
2
; N þ 1
2
  ½0;1Þ ;
Em;n ¼ m þ 12; 0
 ! n  1
2
; 0
 
in 1
2
; N þ 1
2
  ð1; 0 ;
Fþm;n ¼ m þ 12; 0
 ! n  1
2
; 0
 
in 1
2
; N þ 1
2
  0; N2  ;
Fm;n ¼ m þ 12; 0
 ! n  1
2
; 0
 
in 1
2
; N þ 1
2
  N2; 0  :
For mXn ¼ 1; we allow the path to end at an arbitrary time. That is,
Eþm;1 ¼ m þ 12; 0
 ! 1
2
; s
 
in 1
2
; N þ 1
2
  ½0;1Þ for some s 
and similarly for the other three events. Let
tmn ¼ inf tX0 : ~x
fn;...;mg
t ¼ ;
n o
;
where ~x
A
t denotes
~xt started in state A. For any 1pnpmpN; if Eþm;n occurs and
f~tmnpN2g; then a modiﬁcation of the argument used in Lemma 4 shows that Fþm;n
must also occur. Thus
Eþm;nnFþm;n  fN2o~tmno1g:
So by the previous lemma, there exist C40 and d40 so that for all N, m, and n such
that 1pnpmpN;
PðEþm;nnFþm;nÞpC exp dN2
 
: (13)
Let ~Xt be the contact process on N constructed from the graphical representation
obtained by reﬂecting the portion of the original graphical representation that lies
below t ¼ 0 about the t ¼ 0 axis, then reversing the direction of all of the arrows.
Observe that there is a dual path from ði; sÞ to ðj; tÞ in the graphical representation of
~Xt if and only if there is a dual path from ði;sÞ to ðj;tÞ in ½12;1Þ  ð1; 0 in the
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that
PðEm;nnFm;nÞpC exp dN2
 
:
Now suppose that ~CN occurs, and let P be any simple dual path from ðN þ 12; 0Þ to
f1
2
g  ð1;1Þ in ½1
2
; N þ 1
2
  ð1;1Þ: Without loss of generality we can assume that
P intersects ½12; N þ 12  f0g only at half-integers. Let x1 þ 12; x2 þ 12; . . . ; xM1 þ 12 be
those half-integers, in the order in which it reaches them. Thus x1 ¼ N: Let xM ¼ 0:
Again without loss of generality, we can assume that x14x24   4xM : Since P must
live entirely above or below t ¼ 0 between xi þ 12 and xiþ1 þ 12; either Eþxi ;xiþ1þ1 or
Exi ;xiþ1þ1must occur for each i ¼ 1; . . . ; M  1: If Fþm;n occurs whenever Eþm;n does and
Fn;m occurs whenever E

m;n does, then
~CN
2
N also occurs, so
~CNn ~CN2N implies that there
exist m and n such that 1pnpmpN; and Eþm;nnFþm;n or Eþm;nnFþm;n occur. Thus
Pð ~CNn ~CN
2
N Þp2N2C expðdN2Þ:
The result then follows as in the proof of Lemma 4. &
Corollary 7.
lim
N!1
1
N
logPð ~CNÞ ¼ 
XK
j¼1
ajg2ðljÞ:
Lemma 10. Let ðK ; l; aÞ be a profile such that lj4lc for all j 2 f1; . . . ; Kg: Then for all
40;
P
log sN
N
o
XK
j¼1
ajg2ðljÞ  
 !
! 0 (14)
as N !1; and
logE½sN 
N
!
XK
j¼1
ajg2ðljÞ:
Proof. We proceed as in Lemma 6 of Durrett and Schonmann [9]. Write g ¼PK
j¼1 ajg2ðljÞ: By Tonelli’s theorem, for all sufﬁciently large N,
E m s 2 ½0; T þ 1 : N þ 1
2
; s
 ! 1
2
; t
 
in 1
2
; N þ 1
2
  ð1;1Þ for some t   
¼
Z Tþ1
0
P N þ 1
2
; s
 ! 1
2
; t
 
in 1
2
; N þ 1
2
  ð1;1Þ for some t ds
p ðT þ 1Þ expððg =2ÞNÞ: ð15Þ
If there exist s; t 2 ½0; T  such that ðN þ 12; sÞ ! ð12; tÞ in ½12; N þ 12  ½0; T ; and
there are no arrows from N þ 1 to N during ½s; s þ 1; then the measure in (15)
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P N þ 1
2
; s
 ! 1
2
; t
 
in 1
2
; N þ 1
2
  ½0; T  for some s and t 
pelK ðT þ 1Þ expððg =2ÞNÞ;
which implies
PðsNpTÞpelK ðT þ 1Þ expððg =2ÞNÞ;
since sNpT implies the existence of such a path. Substituting T ¼ expððg ÞNÞ
shows (14). To show convergence of expectations, note that
E½sN  ¼ E½sN1ðsNo expððg ÞNÞÞ þ E½sN1ðsNX expððg ÞNÞÞ
X expððg ÞNÞPðsNX expððg ÞNÞÞ:
From this it follows that
lim inf
N!1
logE½sN 
N
Xg:
For the upper bound, write
E½sN  ¼
Z 1
0
PðsNXtÞdt:
Then, using (11), we have for all sufﬁciently large N,
E½sN p expððgþ ÞNÞ þ
Z 1
expððgþÞNÞ
ð1 expððgþ =2ÞNÞÞt=N21 dt:
If we write yðNÞ for 1 expððgþ =2ÞNÞ; then the integral evaluates to
yðNÞ1 N
2
log yðNÞ yðNÞ
expððgþÞNÞ=N2 ;
which converges to zero as N !1: &
The proofs of Theorems 4 and 5 make use of the following fact.
Lemma 11. g2ðlÞ is continuous from the right on ½0;1Þ:
Proof. If 0plplc; then
P tf1;...;Ng ¼ 1 pNP tf0g ¼ 1  ¼ 0;
so Pðtf1;...;Ngo1Þ ¼ 1 for all N and g2ðlÞ ¼ 0: This proves the conclusion on ½0; lcÞ:
To verify it at lc; note that Durrett et al. [10] show that
lim inf
l#lc
ðl lcÞð1=5Þ
g2ðlÞ
40;
which implies that g2ðlÞ # 0 as l # lc: To prove the conclusion on ðlc;1Þ; write
BN
2
N ðlÞ for the event BN
2
N in the graphical representation with rate l; and note that if
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2
N ðl1Þ and BN
2
N ðl2Þ can be coupled by constructing BN
2
N ðl2Þ from the
graphical representation of BN
2
N ðl1Þ along with additional arrows with rate l2  l1:
Then
0pP BN2N ðl1Þ
 
 P BN2N ðl2Þ
 
p1 exp 2ðl1  l2ÞN3
 
;
so PðBN2N ðlÞÞ is continuous. Deﬁne
f N ðlÞ ¼ 
1
N
logP BN
2
N ðlÞ
 
:
Then f N ðlÞ is continuous in l for ﬁxed N, and by subadditivity,
f N ðlÞXg2ðlÞ:
Note that both f N and g2 are nondecreasing. Now ﬁx l4lc and 40: Choose N
so that f N ðlÞpg2ðlÞ þ =2: Then choose d such that for all y 2 ½l; lþ d;
f NðyÞpf NðlÞ þ =2: Then
g2ðyÞpf NðyÞpg2ðlÞ þ : &
Proof of Theorem 4. The lower bound in probability and expectation can be proven
by coupling the process to the all-supercritical process consisting of one of the
supercritical islands with a maximal hitting time exponent and then applying
Theorem 3. We omit the details of this procedure and concentrate on the upper
bounds.
Let C denote the indices of the nonsupercritical partitions. Choose l4lc
such that g2ðlÞo=2; and let sN be the extinction time of the all-supercritical
process obtained by making all of the partitions in C supercritical with rate l:
By coupling that process to the original one so that sNpsN ; we have E½sN pE½sN ;
and
P
log sN
N
4
X
jeC
ajg2ðljÞ þ 
 !
pP log sN
N
4
X
jeC
ajg2ðljÞ þ 
 !
pP log sN
N
4
X
jeC
ajg2ðljÞ þ
X
j2C
ajg2ðlÞ þ =2
 !
:
Applying Theorem 3 completes the proof. &
Proof of Theorem 5. Let l0X0 and ZX0; and let ðK ; l; aÞ be any feasible proﬁle.
By Theorem 4,
lim inf
N!1
1
N
logE½sN p
XK
j¼1
ajg2ðljÞpg^l02 ðl0 þ ZÞ:
Thus Rðl0; ZÞpg^l02 ðl0 þ ZÞ: Observe that g^l02 ðl0 þ ZÞo1 since g2ðlÞp logð1þ 2lÞ:
By Carathe´odory’s Theorem, [17, p. 155], g^l02 is approached by proﬁles with
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g^l02 ðxÞ ¼ sup
X2
j¼1
ajg2ðljÞ :
X2
j¼1
ailj ¼ x and minðl1; l2ÞXl0
( )
:
Thus there exist sequences ðakj ; lkj ; k 2 N; j ¼ 1; 2Þ such that lkjXl0 for all k and j,X2
j¼1
akj l
k
jpl0 þ Z 8k; (16)
and X2
j¼1
akj g2 l
k
j
 
! g^l02 ðl0 þ ZÞ (17)
as k !1: By considering subsequences, we can assume that akj and lkj are
monotonic. If lkj " 1 as k !1; then
akj g2 l
k
j
 
p l0 þ Z
lkj
log 1þ 2lkj
 
! 0:
So setting lkj ¼ l0 for all k does not change (16) or (17). Thus we may assume that
the sequences lk1 and l
k
2 are bounded, in which case there is a convergent
subsequence of ðakj ; lkj ; k 2 N; j ¼ 1; 2Þ that converges to a1; a2; l1; l2: Since g2 is
nondecreasing and right continuous, we have for any sequence xn ! x;
lim sup
n!1
g2ðxnÞpg2ðxÞ:
Thus
g^l02 ðl0 þ ZÞpa1g2ðl1Þ þ a2g2ðl2Þ:
It follows that Rðl0; ZÞXg^2ðl0 þ ZÞ and it is achieved by a proﬁle with two
rates. &
We will prove two more lemmas before proceeding with the proof of Proposition 3.
Lemma 12. Let xNt be a piecewise-homogeneous contact process on f1; . . . ; Ng with
xN0 ¼ f2g for which ljolc for all j 2 f1; . . . ; Kg: Let R ¼ suptX0 sup xNt and D0N ¼
infftX0 : N 2 xNt g: Then for all b40;
lim
N!1
1
N
logPðRXNÞ  1
N
logP D0NpbN2
  ¼ 0:
The result also holds for a homogeneous subcritical contact process on Z:
Proof. Consider the piecewise-homogeneous process. For all b40;
0pPðRXNÞ  P D0NpbN2
  ¼ P bN2oD0No1 
p exp g1ðmaxðl1; . . . ; lK ÞÞbN2
 
:
Consider the homogeneous process on f0g [N; xt; with reproduction rate
minðl1; . . . ; lK Þ and initial state f0g; and let R0 ¼ suptX0 sup xt: Then
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on the state of xt when N ﬁrst becomes occupied, it follows that
PðR0XM þ NÞXPðR0XNÞPðR0XMÞ:
Thus if we let
y ¼ inf
N2N
 1
N
logPðR0XNÞ;
then yXg3ðminðl1; . . . ; lK ÞÞ40; and for all sufﬁciently large N,
PðRXNÞXPðR0XN  2ÞX expð2yðN  2ÞÞ;
in which case
0p1 P D
0
NpbN2
 
PðRXNÞ p
exp g1ðmaxðl1; . . . ; lK ÞÞbN2
 
expð2yðN  2ÞÞ ! 0:
This shows that for all b40;
lim
N!1
PðRXNÞ
P D0NpbN2
  ¼ 1
and the result for the piecewise-homogeneous process follows. The proof for the
homogeneous process is similar. &
Lemma 13. Let xNt be a piecewise-homogeneous contact process on f1; . . . ; Ng with
xN0 ¼ f2g for which ljolc for all j 2 f1; . . . ; Kg: Let R ¼ suptX0 sup xNt and
D^N ¼ infftX0 : there is a contact process path from ð2; sÞ to ðN; tÞ
in ½1; N  ½s; t for some sX0g:
Then
lim
N!1
1
N
logPðRXNÞ  1
N
logP D^NpbN2
 
¼ 0:
The result also holds for a homogeneous subcritical contact process on Z:
Proof. By Tonelli’s theorem, for any b40;
E m s 2 0; bN2 þ 1  : there is a CP path from ð2; sÞ to ðN; tÞ
for some tpbN2 þ 1
¼
Z bN2þ1
0
P there is a CP path from ð2; sÞ to ðN ; tÞ for some tpbN2 þ 1 ds
p
Z bN2þ1
0
PðRXNÞds
¼ bN2 þ 1 PðRXNÞ:
If there is a contact process path from ð2; sÞ to ðN ; tÞ for some sX1 and tpbN2 þ 1 in
½1; N  ½s; t; and there are no d’s at 1 during ½s  1; s; then the above measure is at
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e1P D^NpbN2
 
p bN2 þ 1 PðRXNÞ:
Since PðD0NpbN2ÞpPðD^NpbN2Þ; the previous equation and Lemma 12 give the
result. &
Proof of Proposition 3. For each j 2 f1; . . . ; Kg; let
D^jN ¼ infftX0 : there is a contact process path from ðij1 þ 2; sÞ to ðij ; tÞ
in ½ij1 þ 1; ij  ½s; t for some sX0g:
Constructing the jth partition from a homogeneous process on Z with rate lj ; and
applying Lemma 13 to the homogeneous process shows that
 lim
N!1
1
N
logP D^
j
NpN2
 
¼ ajg3ðljÞ: (18)
Let 40: For the piecewise-homogeneous process, using the notation from the
previous lemma,
P D^NpN2
 
p
YK
j¼1
P D^jNpN2
 
:
Then (18) implies
P D^NpN2
 
p exp 
XK
j¼1
ajg3ðljÞ  =4
 !
N
 !
(19)
for all sufﬁciently large N, which implies, by Lemma 13,
PðRXNÞp exp 
XK
j¼1
ajg3ðljÞ  =2
 !
N
 !
: (20)
We can now proceed as in Bramson et al. [2]. Let T1; T2; . . . ; be the times at which
there are arrows from 1 to 2, and let TðtÞ ¼ supfk : Tkptg: If there is a path from
f1g  ½0; t to fNg  ½0; t then there is a path from f2g  fT1; . . . ; TTðtÞg to fNg  ½0; t:
Then by the union bound,
PðDNptÞpPðTðtÞ42lctÞ þ 2lct exp 
XK
j¼1
ajg3ðljÞ  =2
 !
N
 !
:
Substituting t ¼ expððPKj¼1 ajg3ðljÞ  ÞNÞ gives the lower bound, since then the ﬁrst
term tends to zero by the weak law of large numbers, and evidently the second term
also tends to zero. Let
DjN ¼ infftX0 : there is a contact process path from ðij1 þ 2; 0Þ
to ðij ; tÞ in ½ij1 þ 1; ij  ½0; tg:
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A
j
N ¼ fthe CP on fij1 þ 1; . . . ; ijg with initial state fij1 þ 2g eventually occupies ijg;
then Lemma 12 implies
lim
N!1
1
ajN
logP DjNpN2
 
 1
ajN
logP A
j
N
 
¼ 0
and Lemma 13 implies
lim
N!1
1
ajN
logP D^
j
NpN2
 
 1
ajN
logP A
j
N
 
¼ 0;
which when combined with (18) yields
lim
N!1
1
N
logP DjNpN2
 
¼ ajg3ðljÞ: (21)
There is a contact process path in the piecewise-homogeneous process from ð1; 0Þ
to ðN; TÞ for some TpKN2 þ K if the following occur: (a) point 1 does not become
vacant during ½0; 1; (b) there is an arrow from 1 to 2 at time s 2 ½0; 1; (c) there is a
contact process path from ð2; sÞ to ði1; s þ tÞ with tpN2; (d) points i1 and i1 þ 1 do
not become vacant during ½s þ t; s þ t þ 1; (e) there is an arrow from i1 to i1 þ 1 at
time u and an arrow from i1 þ 1 to i1 þ 2 at time v with s þ tpupvps þ t þ 1; (f)
there is a contact process path from ði1 þ 2; vÞ to ði2; v þ wÞ with wpN2 that never
moves left of i1 þ 1; etc. Let 40: Using (21) to lower bound the probabilities of the
contact process paths, we have for some p40 and all sufﬁciently large N,
P DNpKN2 þ K
 
X exp 
XK
j¼1
ajg3ðljÞ þ =2
 !
N
 !
pK :
Now partition the time interval ½0; t into subintervals of length ½0; KN2 þ K : Each
subinterval provides an independent chance of ﬁnding a contact process path from 1
to N, so
PðDN4tÞp 1 pK exp 
XK
j¼1
ajg3ðljÞ þ =2
 !
N
 ! !bt=ðKN2þKÞc
:
Substituting t ¼ expððPKj¼1 ajg3ðljÞ þ ÞNÞ and noting that the right-hand side
converges to zero completes the proof. &7. Proofs of biased voter model results
The subcritical part of Theorem 6 follows from the next lemma, which is a
calculation about the average drift of a random walk in an inhomogeneous
environment.
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qðn; n þ 1Þ ¼ 1;
qðn; n  1Þ ¼
ln if np1;
l2 if nX2
(
with supnp2 lno1: Let Tn ¼ infftX0 : X t ¼ ng: Then
TN
N
! 1
1 l2
in probability as N !1:
Proof. Let Sn ¼ Tnþ1  Tn: By a simple extension of the weak law of large numbers,
it sufﬁces to show that
lim
n!1
E½Sn ¼
1
1 l2
; (22)
sup
nX1
E½S2no1: (23)
Let Y t be a random walk on Z with rates qðn; n  1Þ ¼ l2 and qðn; n þ 1Þ ¼ 1 and
with Y 0 ¼ 1: Let Zt be a random walk on Z with Z0 ¼ 1 and with rates
qðn; n þ 1Þ ¼ 1þ infkp2 lk
1þ supkp2 lk
;
qðn; n  1Þ ¼ sup
kp2
lk
1þ infkp2 lk
1þ supkp2 lk
:
Note that for each state Zt has a larger average holding time and a smaller drift than
either X t or Y t: Let
Un ¼ infftX0 : Y t ¼ ng;
V n ¼ Unþ1  Un;
W n ¼ infft : Zt ¼ n þ 1g  infft : Zt ¼ ng:
Also deﬁne the events
An ¼ fX t ¼ 1 for some t 2 ðTn; Tnþ1Þg;
Bn ¼ fY t ¼ 1 for some t 2 ðUn; Unþ1Þg:
Then PðAnÞ ¼ PðBnÞ for all nX2; and
E½Sn ¼ E½Sn1ðAcnÞ þ E½Sn1ðAnÞ
¼ E½Vn1ðBcnÞ þ E½Sn1ðAnÞ
¼ E½Vn  E½V n1ðBnÞ þ E½Sn1ðAnÞ
jE½Sn  E½VnjpE½V n1ðBnÞ þ E½Sn1ðAnÞ
p2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E½W 21PðBnÞ
q
:
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the jump chain of lY ðtÞ2 ; which is a discrete-time martingale, gives
PðBnÞ ¼
l12  1
ln2  1
;
which shows (22). To see (23), note that E½S2npE½W 21: &
We will also use the following elementary large deviations lemma.
Lemma 15. Let X t be a random walk on Z with X 0 ¼ 0 and with rates qðn; n þ 1Þ ¼ l
and qðn; n  1Þ ¼ m with l4m: Then for every 40 there is a d40 such that
PðX t  ðl mÞtp tÞp expðdtÞ;
for all tX0:
Proof. Let
f ðyÞ ¼ yþ yðl mÞ  lþ ley  mþ mey:
Then f ð0Þ ¼ 0; and f 0ð0Þ ¼ ; so ﬁx y40 such that f ðyÞo0: If Y t and Zt are
independent Poisson processes with rates l and m; then X t is identically distributed to
Y t  Zt; so by the Chernoff bound,
PðX ðtÞ  ðl mÞtp tÞp expðyt þ yðl mÞtÞE½expðyY t þ yZtÞ
p exp yt þ yðl mÞt  lt þ ltey  mt þ mtey 
¼ expðf ðyÞtÞ: &
Lemma 16. If ðK ; l; aÞ is a profile such that ljo1 for all j 2 f1; . . . ; Kg; then
sN
N
!
XK
j¼1
aj
2ð1 ljÞ
in probability as N !1:
Proof. Write g for
PK
j¼1
aj
2ð1lj Þ : Let Lt and Rt be the random walks in the edge
construction of the process. Then
j ¼ sup 1pjpK :
Xj1
k¼1
ak
1 lk
og
( )
is the partition in which we expect Lt and Rt to meet. To pinpoint the location within
j; choose b to satisfy
Xj1
k¼1
ak
1 lk
þ baj
1 lj
¼
XK
k¼jþ1
ak
1 lk
þ ð1 bÞaj
1 lj
(24)
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equation equal g: We expect Lt and Rt to meet around
M ¼ ij1 þ dbajNe;
since the left-hand side of (24) is how long we expect Lt to take to reach M and
the right-hand side of (24) is how long we expect Rt to take to reach M. For
each j 2 f1; . . . ; Kg; let Sj ¼ infft : Lt ¼ ijg and let Tj ¼ infft : Rt ¼ ijg: Also let
S0 ¼ 0; and
S ¼ infft : Lt ¼ Mg;
T ¼ infft : Rt ¼ Mg:
Then
P
sN
N
og 
 
pP S
N
og 
 
þ P T
N
og 
 
:
But
P
S
N
og 
 
¼ P S
N
o
Xj1
k¼1
ak
ð1 lkÞ
þ baj
1 lj
 
 !
p
Xj1
k¼1
P
Sk  Sk1
N
o akð1 lkÞ
 =K
 
þ P S  Sj1
N
o baj

1 lj
 =K
 
! 0
by Lemma 14. Similarly, PðT=Nog Þ ! 0: For the upper bound, modify Lt
and Rt so that at time S, Lt becomes a homogeneous random walk on Z with
qðn; n  1Þ ¼ maxðl1; . . . ; lK Þ and qðn; n þ 1Þ ¼ 1; and at time T, Rt becomes a
homogeneous random walk on Z with qðn; n  1Þ ¼ 1 and qðn; n þ 1Þ ¼
maxðl1; . . . ; lK Þ: These walks can be coupled to the original process so that
sNp infft : RðtÞoLðtÞg:
Then
P
sN
N
4gþ 
 
pP S
N
4gþ =2
 
þ P T
N
4gþ =2
 
þ P S
N
pgþ =2; LðgþÞNpM
 
þ P T
N
pgþ =2; RðgþÞNXM
 
:
The ﬁrst two terms converge to zero as above. To see that the third and fourth terms
also go to zero, consider ~Lt ¼ LtþS  M : Then ð ~LtÞtX0 is a homogeneous random
walk with positive drift, and
P
S
N
ogþ =2; LðgþÞNpM
 
¼ P S
N
ogþ =2; ~LðgþÞNSp0
 
:
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P
S
N
ogþ =2; ~LðgþÞNSp0
 
p expðdN=2Þ: &
Lemma 17. Let X t be a random walk on Z with X 0 ¼ 1 and rates qðn; n þ 1Þ ¼ l and
qðn; n  1Þ ¼ 1; with l41: Let Tn ¼ infftX0 : X t ¼ ng: Then for all b40;
lim
N!1
1
N
logP

TN ¼ min

TN ; T0;bN2
 ¼  log l:
Proof. Applying the optional stopping theorem to the jump chain of lX t ; which is a
discrete-time martingale, gives for all NX1;
PðTN ¼ minðTN ; T0ÞÞ ¼
l 1
lN  1 :
It follows that
lim
N!1
1
N
logPðTN ¼ minðTN ; T0ÞÞ ¼  log l:
Since
PðTN ¼ minðTN ; T0ÞÞpP TN ¼ minðTN ; T0Þ; TNpbN2
 
þ P minðTN ; T0Þ4bN2
 
;
it sufﬁces to show that PðminðTN ; T0Þ4bN2Þp expðdN2Þ for some d40: But this
is true since for all sufﬁciently large N,
P minðTN ; T0Þ4bN2
 
pP T04bN2
 
pP X bN2p0
 
p exp dN2 ;
where the large deviations bound is from Lemma 15. &
Lemma 18. If ðK ; l; aÞ is a profile such that lj41 for all j 2 f1; . . . ; Kg; then
P
log sN
N
4
XK
j¼1
aj logðljÞ þ 
 !
! 0
as N !1 for all 40:
Proof. By comparing the process to one that is reset to f1; . . . ; Ng at times
N2; 2N2; . . . ; if it is still alive, we obtain
PðsN4tÞp 1 P sNoN2
  b t
N2
c
:
Let Lt and Rt be the walks in the edge construction of the original (nonrestarted)
process. Let Tj ¼ infft : Rt ¼ ijg for j 2 f0; . . . ; Kg: Then
PðsN4tÞp 1 P T0oN2
  b t
N2
c
:
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P T0oN2
 
XP Tj1  Tjo
N2
K
for all j ¼ 1; . . . ; K
 
¼
YK
j¼1
P Tj1  Tjo
N2
K
 
:
We can apply the previous lemma to bound the chance that after visiting ij ; Rt visits
ij1 before visiting ij þ 1 and before N2=K time units have elapsed,
P Tj1  Tjo
N2
K
 
X expððaj log lj þ =2KÞNÞ;
for all j and all sufﬁciently large N. Thus
PðsN4tÞp 1 exp 
XK
j¼1
aj log lj þ

2
 !
N
 !" #b t
N2
c
:
Taking t ¼ expððPKj¼1 aj log lj þ ÞNÞ gives the result. &
Following Durrett and Schonmann [9], we prove the lower bound using the
following estimate of the chance that a random walk makes an excursion against its
drift. Our Lemma 19 is a generalization of their result (5.1) to walks in piecewise-
homogeneous environments.
Lemma 19. Let ðK ; l; aÞ be a profile such that lj41 for all j 2 f1; . . . ; Kg: For each
b40; there exist positive constants C and d such that for all sufficiently large N, if Lt is
the left edge in the edge construction of the piecewise-homogeneous biased voter model
on f1; . . . ; Ng and m 2 f1; . . . ; Ng and tp expðbNÞ;
P max
t1pspt
LsXm
 
pCN2Kþ2lðmik1Þk
Yk1
j¼1
lajNj þ CedN
2
;
where k satisfies ik1ompik:
Proof. First, we will ﬁnd exponents that are uniform over N on the tail probabilities
of the length of an excursion of Lt from 1, and the number of excursions that Lt
makes from 1 during a ﬁnite time interval. Let S0 ¼ 0; and for iX1 let
Ui ¼ infft4Si1 : Lt ¼ 2g;
Si ¼ infft4Ui : Lt ¼ 1g:
Durrett and Liu [8] show that if L0t is a random walk on N with rates qðn; n þ 1Þ ¼ 1
and qðn; n  1Þ ¼ minðl1; . . . ; lK Þ with L00 ¼ 1; and
U ¼ inf t40 : L0t ¼ 2
 
;
S ¼ inf t4U : L0t ¼ 1
 
;
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PðS4tÞpC expðdtÞ:
This follows by ﬁrst deﬁning V ¼ S  U so that
PðS4tÞpPðU4t=2Þ þ PðV4t=2Þ:
We then observe that U is exponentially distributed with mean 1, so
PðU4t=2Þp expðt=2Þ: During ½U ; SÞ; Lt behaves like a random walk on Z;
starting at 2, which drifts to the left, so Lemma 15 provides an exponent to the tail of
V. Durrett and Liu [8, p. 1171] supply additional details. Since Lt and L
0
t can be
coupled so that S1pS; their argument also shows that
PðS14tÞpC expðdtÞ:
If Y t is a Poisson process with rate 1, then for all 40 there exists d40 such that
PðY t4ð1þ ÞtÞp expðdtÞ
for all tX0: Let TðtÞ ¼ supfn : Unptg: Then TðtÞpstY t; so PðTðtÞ42tÞp expðdtÞ:
Here and below we redeﬁne C and d from line to line to simplify the notation.
Using these facts, we will ﬁnd C40 and d40 such that for all sufﬁciently large N
and all m 2 f1; . . . ; Ng;
P max
0pspS1
LsXm; S1pN2
 
pCN2Klðmik1Þk
Yk1
j¼1
lajNj þ CedN
2
: (25)
To do this, form K independent random walks X 1t ; . . . ; X
K
t ; the jth living on
fij1 þ 1; . . . ; ijg with rate lj of moving left and rate 1 of moving right, and starting in
state ij1 þ 1 at time 0. Using the graphical construction described in Section 4, these
walks can be coupled to Lt so that if Lt reaches m before time t; then X
j
t reaches ij
before time t for all jok; and X kt reaches m before time t: Then
P max
0pspS1
LsXm; S1pN2
 
pP max
0pspN2
X ksXm
 Yk1
j¼1
P max
0pspN2
X js ¼ ij
 
:
Fix j 2 f1; . . . ; Kg and let M be the number of times that X jt leaves ij1 þ 1 before
time N2: Let S be the ﬁrst time that X jt returns to ij1 þ 1: Then there exist 40 and
d40 such that for all N and all l 2 fij1 þ 1; . . . ; ijg;
P max
0pspN2
X jsXl
 
pP M42N2
 þ 2N2P max
spS
X
j
tXl
 
p exp dN2 þ 2N2 l2j  lj
llij1j  lj
:
There exists C40 such that for all xX1 and all j 2 f1; . . . ; Kg;
lj  1
lxj  1
pClxj :
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P max
0pspN2
X ksXm
 
p expðdN2Þ þ 2N2Clðmik1Þk
and
P max
0pspN2
X js ¼ ij
 
p expðdN2Þ þ 2N2ClðajN2Þj :
This establishes (25). Returning to Lt; let
AN ¼ Si  Si14N2 for some 1pipTðexpðbNÞÞ
 
;
BtN ¼ TðtÞ  Tðt  N2Þ42N2
 
:
Then
PðAN ÞpPðTðexpðbNÞÞX2 expðbNÞÞ þ 2 expðbNÞP S1XN2
 
pC expðd expðbNÞÞ þ C exp bN  dN2 
pC exp dN2 ; ð26Þ
and
PðBtN Þp exp dN2
 
: (27)
Thus
P max
t1pspt
LsXm
 
pPðAN Þ þ PðBtN Þ þ 2N2P max
0pspS1
Ls ¼ m; S1pN2
 
:
Applying the bounds (25), (26), and (27) completes the proof. &
Lemma 20. If ðK ; l; aÞ is a profile such that lj41 for all j 2 f1; . . . ; Kg; then
P
log sN
N
o
XK
j¼1
aj logðljÞ  
 !
! 0
as N !1 for all 40; and
logE½sN 
N
!
XK
j¼1
aj log lj :
Proof. We follow Durrett and Schonmann [9]. If sNpT then there exist a toT
and an m 2 f1; . . . ; Ng such that Lt ¼ Rt ¼ m: Write T ¼ expðð
PK
j¼1 aj logðljÞ  ÞNÞ
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PK
j¼1 aj logðljÞ: Then by the union bound and the previous lemma,
PðsNpTÞp
XdTe
t¼1
XN
m¼1
P max
t1pspt
LsXm
 
P min
t1pspt
Rspm
 
pðT þ 1ÞN CN4Kþ4
YK
j¼1
lajNj þ C expðdN2Þ
 !
;
which gives the ﬁrst result since the right-hand side converges to zero. The proof
that ðlogE½sN Þ=N converges is the same as for the contact process, with logþ l in
place of g2: &
We omit the proof of Theorem 7 because it is essentially the same as the proof of
Theorem 4 for the contact process.
Proof of Theorem 9. Let ðK ; l; aÞ be any feasible proﬁle. Theorem 7 shows that
lim inf
N!1
logE½sN 
N
p
X
j:lj41
aj log lj ¼
XK
j¼1
ajðlog ljÞþphðl0 þ ZÞ;
where hðÞ is the concave hull of ðlog xÞþ on ½l0;1Þ: Thus Rðl0; ZÞphðl0 þ ZÞ: If
l0X1; then the concavity of log gives hðl0 þ ZÞ ¼ logðl0 þ ZÞ; so Rðl0; ZÞ ¼ logðl0 þ
ZÞ; since it is achieved by the uniform proﬁle. If l0o1; then observe that there is a
unique l141 that solves
1 l0
l1
¼ log l1;
and deﬁne
f ðxÞ ¼ ðx  l0Þ=l1; l0pxpl1;
log x; x4l1:
"
Observe that f is concave on ½l0;1Þ and f ðxÞXðlog xÞþ for xXl0: The latter claim is
clear for x4l1 and l0pxp1: Observing that f ðxÞ  log x is nonincreasing on ½1; l1
and equal to 0 at x ¼ l1 shows it for ð1; l1:
Since f is concave and f ðxÞXðlog xÞþ; we have f ðxÞXhðxÞ; so that Rðl0; ZÞpf ðxÞ:
If l0 þ ZXl1; then the uniform proﬁle has exponent logðl0 þ ZÞ ¼ f ðl0 þ ZÞ; which
implies that Rðl0; ZÞ ¼ logðl0 þ ZÞ: If l0 þ Zol1; then some simple algebra shows
that the proﬁle stated in the theorem is feasible and has exponent Z=l1 ¼ f ðl0 þ ZÞ;
which implies that Rðl0; ZÞ ¼ Z=l1: &Acknowledgements
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