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Abstract
This paper considers the relationship between congruence and encompassing. Congru-
ence is deﬁned formally, and though it is not testable directly, it can be tested indirectly
via tests of misspeciﬁcation. Empirically more than one model can appear congruent, but
that which encompasses its rivals is dominant, will encompass all models nested within it,
and accurately predict the misspeciﬁcations of non-congruent models. These results are
consistent with a general-to-speciﬁc modelling strategy being successful in practice. An
empirical example illustrates these points.
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1 Introduction
Economists and econometricians who undertake empirical modelling face many problems, not
the least of which is how to deal with the fact that, with very rare exceptions, all models ana-
lysed are approximations to the actual processes that generate the observed data. The simplest
approach to this problem is to ignore it, but potentially this is most likely to lead to invalid and
misleading inferences. An alternative approach recognises the problem explicitly by adopting
misspeciﬁcation-robust inference procedures, such as using heteroscedastic-autocorrelation-
consistent standard errors (see inter alia Andrews, 1991 and Gouri´ eroux and Monfort, 1995).
However, this approach does nothing speciﬁc to tackle the problem, rather it is analogous to
taking out an insurance policy whilst continuing to engage in hazardous activities - with the in-
surance eventually becoming more and more expensive, or redundant. Another approach, in
addition to recognising the problem explicitly, aims to alleviate it by establishing a statistically
and economically well speciﬁed framework within which to conduct modelling . This third ap-
proachisassociatedwiththeLSEmethodology(seeinteraliaHendry, 1995andMizon,1995a)
in which the concepts of congruence and encompassing have important roles. Brieﬂy, congru-
ence is the property of a model that has fully exploited all the information implicitly available
once an investigator has chosen a set of variables to be used in modelling. Encompassing on
the other hand, is the property of a model that can account for the results obtained from rival
models, and in that sense makes the rivals inferentially redundant.
The present analysis emphasises the importance of having a congruent model of the joint
distribution of all relevant variables as a statistical framework for the evaluation of competing
models nested within it. Such evaluation of models done using parsimonious encompassing
has many advantages, including: yielding transitive relations amongst the models, and avoid-
ing the anomaly of general models failing to encompass simpliﬁcations of themselves. By ap-
plying the concept of parsimonious encompassing to the relationship between a model and the
corresponding data generation process (DGP) a formal deﬁnition of congruence is given. Also
it is argued that nesting is more than one model being an algebraic simpliﬁcation of another,
that the congruence of a model is a sufﬁcient condition for it to nest and encompass a simpli-
ﬁcation (parametric or nonparametric) of itself, and consequently it plays a crucial role in the
application of the encompassing principle.
The outline of the chapter is as follows. The next section presents notation and discusses
the concepts of the data generation process (DGP), the local data generating process (LDGP),
an econometric model, and nesting, all of which have important roles in the rest of the chapter.
Section 3 discusses the parametric relationship between the LDGP and an econometric model,
prior to deﬁning parametric encompassing and parsimoniousencompassing. In section 4 linear
and nonlinearparametric, andnonparametric examplesof a general modelfailingto encompass
a special case of itself are presented. Section 5 uses the concept of parsimonious encompassing
toprovideaformaldeﬁnitionofcongruence, whichisthenshowntobeasufﬁcientconditionfor
the anomaly of section 4 not to occur. Since the hypothesis deﬁning congruence is not testable
directly,alternativeindirectmethodsfortestingcongruencearediscussedinsection6. Thisdis-
cussion highlights the distinction between misspeciﬁcation and speciﬁcation testing of models,
and some of the limitations of misspeciﬁcation hypotheses are analysed. An illustration of an3
empirically congruent model that is not the DGP is presented in section 7. Section 8 presents
conclusions.
2 Preliminaries
It is assumed that a statistical representation can be given to the process by which observations
are made on the phenomena of interest in the economy being studied. This is called the data
generation process.
2.1 The Data Generation Process (DGP)
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w
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t
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t may be non-constant over time due to regime shifts and structural breaks –
see Hendry and Mizon (1998) and Hendry and Mizon (2000) for discussion of the distinction
between these parameter changes.
2.2 Econometric Models
Even when a sample of
T time series observations is available on all
N variables in
w
t it is
not possible to analyse the inter-relationships between all of them since
N is usually large re-
lative to
T
;and more importantly particular interest may be in a transformed sub-set
x
t of
w
t
:
Hence econometric modelling will typically employ knowledge from economic theory and the
statistical properties of the observed
x
t to guide model speciﬁcation. An econometric model
f
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) is the postulated sequential joint density at time
t. It is assumed that
k
<
d and
￿ represents the constant parameters postulated by the modeller, so any time-
dependent effects have been reparameterized accordingly (as in a ‘structural time-seriesmodel’
re-represented as an ARIMA process: see Harvey, 1993).
From the theory of reduction (see, inter alia, Hendry, 1995, and Mizon, 1995a), there exists
a local DGP (LDGP) for the chosen variables
x
t
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)
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), and this divergence
has to be taken into account when making inferences about
￿ (see inter alia Cox (1961) and
White (1982)). Indeed, the modeller is free to specify any form of f
x
(
￿
) independently of what
process has actually generated the data which is almost always unknown. Precisely because
the form of the econometric model is under the control of the investigator it is important that
criteria are employed toassist inthe speciﬁcationof models. Designinga modelto fullyexploit
theinformationavailabletotheinvestigatorisrequiringthemodeltobecongruent,andensuring
thatitisat leastas goodasitsrivalsmeansthat themodelisencompassing. Boththeseconcepts
are analysed in more detail below.
2.3 Nesting
Not only is it usual for an econometric model to differ from the LDGP, but there will often be
more than one econometric model to be considered for the analysis of a particular economic
phenomenon. For example, one parametric probabilitymodelfor
x
t mightconsistof the family
of sequential densities indexed by the parameter vector
￿
:
M
1
=
f
g
1
(
x
t
j
X
t
￿
1
;
￿
1
)
;
￿
1
2
B
1
￿
R
p
1
g (4)
when
X
t
￿
1
=
(
X
0
;
x
1
;
:
:
:
;
x
t
￿
1
)
=
(
X
0
;
X
1
t
￿
1
), with
X
0 being initial conditions. Denoting
this probability model by
M
1 and considering the alternative probability model
M
2
:
M
2
=
f
g
2
(
x
t
j
X
t
￿
1
;
￿
2
)
;
￿
2
2
B
2
￿
R
q
g (5)
enables nesting to be deﬁned.
Deﬁnition 1 (Nesting).
M
1 is nested within
M
2 if and only if
M
1
￿
M
2
:
Whenever
M
1 and
M
2 do not satisfy the conditions in this deﬁnition they are said to be
non-nested. A particular form of nesting that yields an heuristic explanation of nesting arises
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B
1
￿
B
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p
1
<
p
2
;sothat
M
1 isnestedwithin
M
2 asaresultoftherestrictionsonthe
parameter spaces deﬁning the reduction from
B
2 to
B
1
: In this case both models are purporting
to represent the same probability distribution, but
M
1 is a parametric simpliﬁcation of
M
2
:
Notethoughthatonemodelbeingaparametricsimpliﬁcationofanotherdoesnotbyitselfimply
that it is nested in the more general model - see Lu and Mizon (2000) and the discussion below
for more details. Throughout the paper
M
1 and
M
2 are used as generic alternative parametric
probability models of the same distribution, though the particular distribution will vary from
example to example.5
When the purpose of modelling is to use econometric models to learn more about the re-
lationships amongst the elements of
x
t in the DGP (as in theory testing and economic policy
analysis) there is a premium to having an econometric model that provides a good approxim-
ation to the LDGP. Congruence, which is concerned with the relationship between a model f
x
and the LDGP
D
x
; is discussed in detail in section 5. When there is more than one economet-
ric model available it is important to have criteria for assessing their merits, especially if they
each appear to be congruent. Encompassing is concerned with the relationships between rival
models, and is discussed in detail in the next section.
3 Encompassing
Whethermodelsarenestedornon-nesteditisimportanttobeabletocomparethemandevaluate
their relative merits, and “The encompassing principle is concerned with the ability of a model
to account for the behaviour of others, or less ambitiously, to explain the behaviour of relevant
characteristics of other models.” (Mizon (1984)). A model
M
1 encompasses another model
M
2 if
M
1 can account for resultsobtained from
M
2
: In other words, anythingthat can be done
using
M
2 can be done equally well using
M
1
; and so once
M
1 is available
M
2 has nothing
further to offer. These heuristic concepts are made more formal in the next two sub-sections.
3.1 Parametric Encompassing
The concept of encompassing considered in this paper is that of population encompassing in a
Neyman-Pearson hypothesis testing framework, which is in accord with the approach in Mizon
(1984), Mizon and Richard (1986), and as formally deﬁned in Hendry and Richard (1989). Un-
derlying all empirical econometric analyses is an information set (collection of variables or
their sigma ﬁeld), and a corresponding probability space. This information set has to be suf-
ﬁciently general to include all the variables thought to be relevant for the empirical implement-
ation of theoretical models in the form of statistical models. It is also important that this in-
formation set include the variables needed for all competing models that are to be compared,
otherwise there can be non-comparabilities. Let these variables be
x
t and the LDGP that gen-
erates these variables be the joint density
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Note that the parameters of a model are not arbitrary in that
M
g and its parameterization
￿ are
chosen to correspond to phenomena of interest (such as elasticities and partial responses within
the chosen probability space), although there may be observationally equivalent parameteriza-
tions. Equally, estimationisan issueseparate from that of modelspeciﬁcation, and inparticular
an arbitraryestimationmethoddoes notdeﬁne the parametersof a model. Givena particularset
of parameters there usually exist good and bad estimation methodsfor them, some of which are
consistent and efﬁcient, whilst others are inconsistent etc. The parameterization is an integral
part of the speciﬁcation of a model, and in many circumstances can be related to the moments6
of the variables
x
t
: Given the speciﬁcation of the model
M
g the probability limit under
M
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the maximumlikelihoodestimator
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g) deﬁnes the parameter
￿.
However, in general
￿ will differ from its pseudo-true value
￿
0, as a consequence of inadequate
speciﬁcation of
M
g.
With these deﬁnitions it is possible to give a more formal deﬁnition of encompassing in the
present context.
Deﬁnition 2 (Encompassing).
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(See Mizon and Richard (1986), Hendry and Richard (1989), and Gouri´ eroux and Monfort
(1995))
Note that this deﬁnition of encompassing applies when
M
1 and
M
2 are non-nested as well
as nested. However, Hendry andRichard (1989)showedthatwhen
M
1 and
M
2 are non-nested
M
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M
c a concept to which attention is turned in the next sub-section.
3.2 Parsimonious Encompassing
Let
M
s be a sub-model of
M
g (as deﬁned in section 3.1) which has the form
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: With this notation it is possible to
deﬁne parsimonious encompassing in the following way.
Deﬁnition 3 (Parsimonious Encompassing).
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Hencewhen
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)
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g theformermodelisavalidreductionofthelatter, andsoefﬁcient
inference on
￿ can be obtained from
M
s. This interpretation of parsimonious encompassing is
used in section 5 to provide a formal deﬁnition of congruence.
Note that whenever
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2 and
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M
1 and
M
2 are non-nested, but
M
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; then
M
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c with
M
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=
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[
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: Hence parsimo-
nious encompassing plays an important role in the comparison of alternative models whether
they are nested or non-nested. Therefore it is relevant to ask whether there is a separate role for
encompassingasopposedtoparsimoniousencompassing: thatthere iscan beseenfromthefol-
lowing argument. Parsimonious encompassing is the property that a model is a valid reduction7
of a more general model. Noting that in practice, particularly if a general-to-simple modelling
strategyis adopted, the general modelwillembed thedifferent econometricmodelsimplement-
ing rival economic theories for the phenomenon of interest, searching for the model that parsi-
moniously encompasses the general model is speciﬁcation searching amongst models nested
within a common general model. If after completing a modelling exercise and having determ-
ined which model is preferred, further information becomes available, this raises the question
as to whether the existing results are robust to the extension of the information set. The fur-
ther information may take the form of new a priori theories which imply an extension of the
information set to embrace the empirical models implementing these new theories. Testing the
preferred model’sabilityto encompassthe newlyavailable rival models(which can be doneus-
ing non-nested test statistics) is a form of misspeciﬁcation testing. Indeed it can be interpreted
astestingtheadequacyoftheinformationsetoriginallychosenforthemodelling,againstexten-
sions suggested by rival theories. However, given that one degree of freedom non-nested test
statistics (such as those of Cox, 1961 and Davidson and MacKinnon, 1981) have low power
against a wide range of alternatives (see e.g., Mizon and Richard, 1986) there will always be an
argument for re-commencing the modelling with a more general information set.
The above analysis has indicated that underlying all encompassing comparisons there is a
general model which has the rival models as simpliﬁcations of it. This general model might be
one of the rival models which nests all its rivals, or it might be a completing model providing
the statistical framework for model comparison. The next section discusses the relationship
between encompassing and general models.
4 Encompassing and General Models
Thetheoryofreductionimpliesthatforthevariablesin
x
t thereisalocalDGP
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which then by deﬁnition encompasses all econometric models of the same distribution having
the form
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). Therefore, it might be expected heuristically that a general model will
encompass simpliﬁcations of itself. Indeed Hendry (1995) states:
“Ageneralmodelmustencompassaspecialcasethereof: indeed,misspeciﬁcationanalysis
could not work without this result.”
However, that this need not always be the case was pointed out by Gouri´ eroux and Monfort
(1995) who state:
“A model
M
2 nesting a model
M
1 does not necessarily encompass
M
1.
"
In the following sub-sections four examples are presented of general models failing to en-
compassalgebraicsimpliﬁcationsofthemselves. Possiblereasonsforthisphenomenonarethen
discussed.
4.1 A linear parametric example
Consider the two linear models
M
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M
2 of the conditional distribution
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+. Clearly,
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the sense that
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; and the parameter
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￿ is included in that of
￿
: Then,
M
2 should be able to explain the results of its own
sub-model, and so encompass
M
1. However, in general, this is not the case.
In the framework of Gouri´ eroux and Monfort (1995), who proposed this example, whether
or not
M
2 encompasses
M
1 depends on the DGP. For example, if the DGP were non-linear of
the form:
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0),so
that
M
2 does not encompass
M
1 in general. Gouri´ eroux and Monfort (1995) further argue that
M
2
E
M
1 will occur though for those particular forms of the DGP in which
￿
2
=
￿
(
￿
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)
=
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:
One possible interpretation of this result is that whether or not a model encompasses a
simpliﬁcation of itself depends fortuitously on the nature of the unknown DGP. In this vein
Gouri´ eroux and Monfort (1995) argue that whenever the unknown DGP is nonlinear then the
law of iterated projections will not apply in general, and so a larger model may not encompass
an algebraic simpliﬁcationof itself, as in the above example. However, if in the above example
the parameter spaces are unrestrictedsothat
￿
2
R and
￿
2
R
2 and the assumptionthat
z
t and
u
t
are identically independently distributed is dropped, but
M
2 now includes the false assertion
that
z
t and
u
t are orthogonal, then even if the DGP were linear
M
2 would fail to encompass
M
1
: This example, was used by Govaerts, Hendry and Richard (1994) and Hendry (1995) to
discuss the apparent anomaly of some models failing to encompass algebraic simpliﬁcations of
themselves. The conclusion drawn by these authors was that as a result of the false assertion
that
z
t and
u
t are orthogonal,
M
1 and
M
2 are non-nested - the orthogonality hypothesis hav-
ing no role in
M
1 despite it being a part of the speciﬁcation of
M
2. Hence the problem is not
simply associated with nonlinear DGPs. In particular, by reconsidering the models from the
perspective of the joint density of
(
y
t
;
z
t
;
u
t
), Hendry (1995) argues that the conditional model
associated with
M
1 is not nested within the one associated with
M
2.
The anomaly for the linear example presented in this sub-section has a nonlinear counter-
part, as shown in the next sub-section.
4.2 A Nonlinear Parametric Example
Let the two non-linear conditional models
M
1 and
M
2 be deﬁned as:
M
1
:
y
t
=
f
2
(
z
t
;
￿
)
+
￿
2
t
M
2
:
y
t
=
f
2
(
z
t
;
￿
)
+
g
2
(
u
t
;
￿
)
+
"
2
t9
where
f
2and
g
2 are two regular functions deﬁned on
R
￿
R. Since
M
1 is a special case
(
g
2
=
0
)
of
M
2 it would appear to be nested in it, but it is not in general encompassed by
M
2
: The re-
strictionsontheformof
M
2, namelythattheconditionalmeanof
y
t isadditivelyseparablein
z
t
and
u
t
; will result in
M
2 failing to encompass
M
1 whenever the DGP does not have this prop-
erty. For example, were the DGP to have the form of (6) then
M
2
E
M
1 will not hold, because
thepseudo-truevaluesof
￿ under
P
0 andunder
M
2 differ, andso
f
2
(
z
t
;
￿
0
)
6
=
f
2
(
z
t
;
￿
2
). Here
again, the situation in terms of pseudo-true values, may be viewed as a sequence of projections
which lead to different values of
f
2
: Hence the failure of
M
2
E
M
1 to hold arises because of a
false auxiliary hypothesis involved in
M
2
; which can be interpreted as rendering
M
2 and
M
1
non-nested.
4.3 Comfac Example
Mizon (1993) in the process of illustrating the importance of modelling in a framework which
has a congruent general model, produced the following illustration of a model failing to en-
compass an algebraic simpliﬁcation of itself (the example is explored in more detail in Mizon
(1995b)):
M
1
:
y
t
=
￿
z
t
+
￿
3
t
M
2
:
y
t
=
￿
y
t
￿
1
+
￿
z
t
￿
￿
￿
z
t
￿
1
+
"
3
t
in which
z
t is a white noise process with constant variance
￿
2
z distributed independently of
￿
3
t
and
"
3
t. In this example it appears that
M
1 is nested within
M
2 with the restriction
￿
=
0
rendering the models equivalent. However, when the DGP lies in the class of densities charac-
terized by the stationary (
j
￿
j
<
1) linear partial adjustment model:
P
0
:
y
t
=
￿
y
t
￿
1
+
￿
z
t
+
v
t
the pseudo-true value of
b
￿ is
￿
0
=
￿, whereas the pseudo-true values
￿
0 and
￿
0 of
b
￿ and
b
￿
respectively are given as the solutions of the equations:
￿
0
￿
￿
=
￿
￿
￿
0
(
￿
0
￿
￿
)
=
[
￿
2
0
￿
2
￿
￿
0
+
￿
2
0
=
(
1
￿
￿
2
)
￿
2
z
]
￿
0
￿
￿
=
￿
￿
￿
￿
0
=
(
1
+
￿
2
0
)
The solution for
￿
0 is:
￿
0
=
￿
￿
(
1
+
￿
2
0
)
￿
￿
￿
0
￿
=
￿
1
+
￿
2
0
￿
when
￿
0 is a root of the ﬁfth order polynomial:
a
Z
5
+
b
Z
4
+
c
Z
3
+
d
Z
2
+
e
Z
+
f
=
0
with:
a
=
￿
2
0
+
￿
2
￿
2
z
￿
2
￿
￿
2
￿
2
z
b
=
￿
2
￿
2
z
￿
￿
￿
￿
2
0
￿
￿
2
￿
2
z
￿
3
c
=
￿
2
￿
2
￿
2
z
+
2
￿
2
￿
2
z
￿
2
+
2
￿
2
0
d
=
￿
2
￿
￿
2
0
￿
2
￿
2
￿
2
z
￿
3
+
2
￿
2
￿
2
z
￿
e
=
￿
￿
2
￿
2
z
+
￿
2
￿
2
z
￿
4
+
￿
2
0
f
=
￿
2
￿
2
z
￿
￿
￿
￿
2
0
￿
￿
2
￿
2
z
￿
3
Further, the
M
2
￿pseudo-true value of
b
￿ is
￿
2
=
￿
0
; but
￿
0
=
￿ if and only if
￿
=
0in which
case
￿
0
=
0
;
￿
i
;
￿
i thus implyingthat
M
2
E
M
1 if and only if the DGP lies in the class of static10
densities - the four roots on the unit circle are ruled out by the stationarity condition. Hence in
general
￿
2
=
￿
0
6
=
￿ and so
M
2 does not encompass
M
1 despite the latter being an algebraic
simpliﬁcation of the former. Mizon (1995b) attributed this failure of
M
2 to encompass
M
1 to
the false common factor auxiliary hypothesis implicit in
M
2 rendering it non-nested relative to
M
1
; since the latter model does not involve the common factor hypothesis.
Similar anomalies can arise in a nonparametric context, as the next sub-section shows for
two nonparametric regression models.
4.4 A Nonparametric Example
Let
M
1 and
M
2 be two conditional models deﬁned with respect to the conditional distribution
y
t
j
￿
(
z
t
;
u
t
) but without any speciﬁed parametric form, when
￿
(
z
t
;
u
t
) is the sigma ﬁeld gen-
erated by
z
t and
u
t.
M
1 hypothesises that the conditional mean only includes
z
t, whilst
M
2
excludes the variable
z
t :
M
1
:
E
[
y
t
j
￿
(
z
t
;
u
t
)
]
=
E
[
y
t
j
￿
(
z
t
)
]
M
2
:
E
[
y
t
j
￿
(
z
t
;
u
t
)
]
=
E
[
y
t
j
￿
(
u
t
)
]
Deﬁning the functions
f, and
g to be the following conditional expectations :
f
(
￿
)
=
E
[
y
t
j
z
t
=
￿
]
g
(
￿
)
=
E
[
y
t
j
u
t
=
￿
]
yields the nonparametric non-nested regression models :
M
1
:
y
t
=
f
(
z
t
)
+
￿
4
t
M
2
:
y
t
=
g
(
u
t
)
+
"
4
t
In this context a natural nesting model is:
M
:
y
t
=
m
(
z
t
;
u
t
)
+
￿
4
t
where
m
(
z
t
;
u
t
)
=
E
[
y
t
j
￿
(
z
t
;
u
t
)
]
which as a result of unrestrictedly conditioning on both
z
t and
u
t nests both
M
1 and
M
2
: In-
deed,
M is conditioned on the sigma-ﬁeld
￿
(
z
t
;
u
t
)
; generated by the variables
(
z
t
;
u
t
), and so
willencompassallnonparametricsub-modelsdeﬁnedbyhypothesesrelating
￿
(
z
t
;
u
t
)tosigma-
ﬁelds included within it. Consequently,
M will encompass
M
1 and
M
2 whatever the DGP is,
provided that the conditioning on
￿
(
z
t
;
u
t
) is valid.
A situation similar to the previous parametric ones, arises in considering the alternative
‘nesting’ model
M
0 :
M
0
:
y
t
=
f
(
z
t
)
+
g
(
u
t
)
+
￿
t
Inthiscase,
M
1 correspondstothespecialcasewhere
g
￿
0,and
M
2 correspondstothespecial
case where
f
￿
0
; and so they appear to be nested in
M
0
: However, as a result of incorporating11
the restriction of additive separability in its speciﬁcation
M
0 does not nest either
M
1 or
M
2,
both of which are deﬁned with respect to the distribution
y
t
j
￿
(
z
t
;
u
t
) with
￿
(
z
t
;
u
t
) unrestric-
ted. So
M
0 will not encompass the sub-models
M
1 and
M
2
: This problem can be described
alternatively as one in which
M
0 is based on
S
0, the union of the sigma ﬁelds
￿
(
z
t
) and
￿
(
u
t
),
and as such is not a sigma ﬁeld itself without the restriction of additive separability.
The next section provides a formal deﬁnition of congruence, which is then shown to be a
sufﬁcient condition for the anomaly discussed in this section not to occur.
5 Congruence
Congruence has been discussed in numerous places such as Hendry (1985), Hendry (1987),
Hendry and Mizon (1990), and Mizon (1995a). From Hendry (1995) it can be deﬁned in the
following way.
Models are said to be congruent when they have:
￿ homoscedastic, innovation errors;
￿ weakly exogenous conditioning variables for the parameters of interest;
￿ constant, invariant parameters of interest;
￿ theory consistent, identiﬁable structures;
￿ data admissible formulations on accurate observations.
Thus, for example, if
M
g
=
f
f
g
(
x
t
j
X
t
￿
1
;
￿
)
￿
2
￿
￿
R
k
g is congruent it will be the-
ory consistent (coherent with a priori theory), data coherent (coherent with observed sample
information), and data admissible (coherent with the properties of the measurement system).
Detailed explanations of each of these conditions, including discussion of how they might be
tested, can be found in Hendry (1995) and Mizon (1995a). Theory consistencydoes not require
that the model conform in all aspects to a very detailed statement of a theory, such as one asso-
ciated with an inter-temporal optimization problem. Rather it requires that
x
t incorporate the
relevantsetofvariables(transformedifnecessary)toenablealternativedensitiestobespeciﬁed
that include the parameters of interest. Alternativelystated, a congruent model willbe coherent
with low level theory, and will provide a framework within which the hypotheses of high level
theorycanbetested. Therequirementthatthemodelerrorsareinnovationswithrespectto
X
t
￿
1
ensures that all the information contained in linear functions of
X
t
￿
1 has been fully exploited.
If this were not the case, then there is information already available that could improve the per-
formance of the model, that is currently not used. Note that this requirement does not rule out
the possibilityof specifying the model error to be generated by a moving average process, such
as
￿
t
=
￿
t
+
￿
￿
t
￿
1 for which
￿
t is not an innovation. What is required in such a case is that the
white noise error
￿
t be an innovation with respect to
X
t
￿
1.
Ineachoftheexamplesdiscussedinsection4
M
2 isnotcoherentwiththe‘observedsample
information’ and so is not congruent. If the feature of each of these
M
2 models that leads to
the lack of congruence were removed, then they would each encompass the corresponding
M
1
model. Accordingly it would appear that a general model
M
2 which is congruent will encom-
pass a simple model
M
1 that it nests. This surmise will be proved below as a corollary to the
following formal deﬁnition of congruence.12
Theinterpretationof parsimoniousencompassingpresentedinsection3.2immediatelysug-
gests the following deﬁnition of congruence.
Deﬁnition 4 (Congruence). A theory consistent, data admissible model
M
g
=
f
f
g
(
x
t
j
X
t
￿
1
;
￿
)
;
￿
2
￿
￿
R
k
g is congruent if and only if
M
g
E
p
(
￿
)
L
D
G
P at the
point
￿
=
￿
0 when
L
D
G
P
=
f
D
x
(
x
t
j
X
t
￿
1
;
￿
)
;
￿
2
￿
￿
R
s
g
;which means that
M
g is a valid
reduction of the local DGP. Equivalently
M
g is congruent if and only if
￿
2
(
￿
0
)
= 0 when
￿
=
￿
(
￿
)
=
(
￿
1
(
￿
)
0
;
￿
2
(
￿
)
0
)
=
(
￿
0
;
￿
2
(
￿
)
0
) is an isomorphic reparameterization of
￿ with
￿
@
￿
@
￿
0
￿
￿
0
having full rank
:
Congruence therefore requires a model
M
g, in addition to being data coherent (
￿
2
(
￿
0
)
=
0), to be deﬁned with respect to a probability space that has a density function
f
x
(
x
t
j
X
t
￿
1
;
￿
)
;
a set of variables
x
t
; and parameterization
￿
; that are capable of being (low level) theory con-
sistent and data admissible. Though many models that are commonly used in econometrics are
linear in variables and parameters, it is conceivable that the unknown LDGPs are nonlinear.
Whilst ﬁnding a congruent nonlinear model would be invaluable, in its absence linear approx-
imations may capture the main features of the data sufﬁciently well for there to be no evidence
of non-congruence. Indeed such linear econometric models can be highly effective vehicles for
economic analysis using available information, despite not being observationally equivalent to
the LDGP.Further positiveconsequencesof a modelbeingcongruent are considered inthenext
two sub-sections.
5.1 General Models, Encompassing and Nesting
From the example of Gouri´ eroux and Monfort (1995) discussed in section 4 it might appear
that whether a parametrically more general model will encompass a simpliﬁcation of itself de-
pends fortuitously on the nature of unknown LDGP. However, this ignores the possibility that
models can be designed to ensure that they encompass simple cases of themselves. Although
GourierouxandMonfortarguedthattheLDGPcanbesuchthat
M
2 doesnotencompassitssub-
model
M
1, they also provided a zone which deﬁnes a class of LDGPs which will enable
M
2 to
encompass
M
1. Since the LDGP is unknown and cannot be designed (except in situations like
MonteCarlosimulationexperiments),whereasmodelsareartifactsthatcanbedesignedtohave
particularcharacteristics,itseemsnaturaltoconsiderwhatdesignfeaturesarerequiredformod-
els to encompass simpliﬁcationsof themselves. Heuristicallya congruent nesting model can be
expected to encompass all sub-models of itself. Hence if a general model fails to encompass
a simpliﬁcation of itself it is possible that this has arisen as a result of the general model not
being congruent or not nesting the simpliﬁcation, or both. The examples in section 4 suggest
that one model will encompass an algebraic simpliﬁcation of itself if and only if there are no
false auxiliary hypotheses implicit in the nesting model, which are not also an integral part of
the ‘nested’ model. When a general model
M
g is data coherent (i.e.,
￿
2
(
￿
0
)
=0), it is a valid
reduction of the LDGP and so will be able to explain the properties of all models nested within
it, as the following lemma records.
Lemma 5. Since a data coherent model is a valid reduction of the LDGP, and by deﬁnition the
LDGP encompasses all models deﬁned on the same probability space, a data coherent model
will encompass all models nested within it.13
A direct consequence of this lemma is the following corollary.
Corollary 6. Since a congruentmodelisdata coherent, it toowillencompassall modelsnested
within it. (i.e. if
￿
2
(
￿
0
)
=0 then
M
g
E
M
i
8
M
i
￿
M
g)
Hence congruence is a sufﬁcient condition for a model to encompass models nested
within it, and so provides a sufﬁcient condition for the absence of the anomaly pointed out
by Gouri´ eroux and Monfort (1995). The fact that it is not necessary is illustrated by the
following example. Let the set of variables agreed to be relevant for a particular problem be
(
y
t
;
x
t
;
z
t
;
u
t
)
;and for theparameters of interestlet
(
x
t
;
z
t
;
u
t
) be weakly exogenousvariables,
1
so that the LDGP lies in D
(
y
t
j
x
t
;
z
t
;
u
t
)
: Consider the models:
M
1
:
y
t
=
￿
x
t
+
￿
1
t
￿
1
t
￿
N
(
0
;
￿
2
￿
1
)
M
2
:
y
t
=
￿
x
t
+
￿
z
t
+
"
1
t
"
1
t
￿
N
(
0
;
￿
2
"
1
)
and note that in general
M
2 is not congruent since it wrongly excludes
u
t, and so is not a valid
reduction of the LDGP. However, if it were the case that
u
t were orthogonal to both
x
t and
z
t,
then
M
2 would encompass
M
1 despite
M
2 not being congruent.
Further note that since congruence is a sufﬁcient condition for the absence of the anomaly
it will be possible for a non-congruent nesting model to encompass some, though not all, nes-
ted models. In fact, given that congruence cannot be directly established (see the discussion of
testing congruence below) it is fortunate that congruence is a sufﬁcient, but not necessary, con-
dition for
M
g
E
M
s when
M
s
￿
M
g. Equally, although congruence and nesting ensure that
the nesting model encompasses the nested model, nesting alone does not ensure encompassing.
5.2 General-to-speciﬁc Modelling
InadditiontoprovidingasufﬁcientconditionfortheanomalynotedbyGouri´ erouxandMonfort
(1995) not to occur, congruence provides justiﬁcationfor the modellingstrategy which seeks to
evaluatealternativemodelsofthephenomenonofinterestintheframeworkofacongruentnest-
ing model - see Hendry (1995), Mizon (1977b), Mizon (1977a) and Mizon (1995a). The above
deﬁnitions, lemma, and corollary indicate that a good strategy to avoid misleading inferences
is to test hypotheses such as
M
s
E
p
(
￿
)
M
g only when
M
g is congruent. Equally, they make it
clear that the equivalence
M
1
E
M
2
(
)
M
1
E
p
M
c requires
M
c to be congruent, or at least
data coherent (cf. Hendry and Richard (1989) and Hendry (1995)). Also note that since
￿
(
￿
)
is an isomorphic reparameterization of
￿ it follows that
￿ and
￿
2 are variation free, which is a
convenient property for a model like
M
g to have given that the LDGP is in general unknown.
However, despite
￿ and
￿
2 being variation free, fully efﬁcient inference on
￿ can only be ob-
tained from
M
g if it is congruent, that is when
￿
2
= 0. It is therefore important to test models
for congruence.
6 Testing Congruence
Unfortunately, the deﬁnition of congruence is non-operational since the LDGP (and hence its
parameterization) are unknown, so that a test of the hypothesis
￿
2
(
￿
0
)
=0 is not feasible. To
1This is not an essential feature of the example, but simpliﬁes the presentation.14
the extent that part of
￿
2 is known it would be possible to conduct a partial test of congruence,
and this would be in the spirit of misspeciﬁcation testing. Indeed, the fact that only a subset
of
￿
2 might be known, and hence part of the condition for congruence testable, reﬂects the fact
thatat best itisonlypossibletotest necessary conditionsfor congruence. Acommonlyadopted
strategyfortestingcongruenceistotesttheadequacyofamodelagainstmisspeciﬁcationinpar-
ticular directions, such as havingresiduals that are serially correlated and heteroscedastic, there
being invalidconditioning,and parameter non-constancies. Indeed this isthe basisof the deﬁn-
itions of congruence given in, for example, Hendry (1995) and Mizon (1995a). In the present
context misspeciﬁcation testing applied to
M
g in order to assess its congruence can be charac-
terized as testing the
m hypotheses
￿
i
=
0for
M
g
E
p
M
i
g when the augmented modelsare given
by
M
i
g
=
f
f
i
g
(
x
t
j
X
t
￿
1
;
￿
;
￿
i
)
;
￿
2
￿
;
￿
i
2
R
g, with
f
i
g
(
x
t
j
X
t
￿
1
;
￿
;
0
)
=
f
g
(
x
t
j
X
t
￿
1
;
￿
)
8
i
and the
￿
0
i
s might be residual serial correlation coefﬁcients, parameter changes, or heterosce-
dasticity parameters. Note that in cases were
￿
2
(
￿
0
)
6
= 0 the non-congruence of
M
g can ex-
hibit itself in many different
￿
0
i
s being non-zero. For example, a shift in a long run equilibrium
of a system often results in serially correlated residuals. This illustrates the well known fact
that it is often (usually) inappropriate when an hypothesis
￿
i
=
0 (such as zero residual serial
correlation) is rejected, to modify the tested model
M
g in the direction of the alternative hy-
pothesis for the misspeciﬁcation test (e.g. by introducing a serially correlated error process).
See inter alia Mizon (1995b) for further discussion of this point. In the present context notice
also that for a test of misspeciﬁcation not to yield potentially misleading information it is ne-
cessary that the completing model
M
i
g encompass
M
g. This accords with the quotation from
Hendry (1995) given in section 4, but note that
M
g
￿
M
i
g does not ensure that
M
i
g
E
M
g.T o
the extent that the misspeciﬁcation hypotheses
￿
i
=
0 for
i
=
1
;
2
;
:
:
:
m are not orthogonal to
each other this poses a problem. Were each
M
i
g congruent the problem would disappear, but
fortunately congruence of
M
i
g is not essential for misspeciﬁcation testing of
M
g provided that
the investigator does not adopt
M
i
g as the preferred model if
￿
i
=
0is rejected.
SincetheLDGPisnotknownthusimplyingthat
￿
2
(
￿
)isunknowable,whereas
￿ canbees-
timated, the following restricted deﬁnition of parsimonious encompassing might be considered
as the basis for an alternative way to test congruence.
Deﬁnition 7 (Restricted Parsimonious Encompassing). Model
M
s parsimoniously encom-
passes another model
M
g with respect to
￿
;
(
M
s
E
p
(
￿
)
M
g
) if and only if :
￿
M
s
￿
M
g
￿
M
s
E
(
￿
)
M
g
Note thatthe encompassingcomparisonis madewithrespect to
￿
; the parameter ofthe nes-
ted model
M
s, rather than
￿ of the nesting model
M
g
: However, the implicit null hypothesis
(see Mizonand Richard, 1986) associated withthis deﬁnitionhas the same basic form as that of
a Hausman speciﬁcation test statistic Hausman (1978), namely the hypothesis that the contrast
between the pseudo true value of
￿ in
M
s and that of
￿ in
M
g (when
￿ is reparameterized
as
￿
0
=
(
￿
0
;
 
0
)) is zero. Hence this hypothesis does not deﬁne a valid reduction from
M
g
:
Indeed, as shown by Holly (1982), the implicit null hypothesis holds if either (i)
 
(
￿
)
= 0
or (ii)
p
l
i
m
T
!
1
￿
T
￿
1
@
2
L
g
@
￿
@
 
0
￿
=
0. The fact that (ii) does not ensure that
M
s contains all in-
formation relevant for inference on
￿ highlights the limitation of this approach. This is there-15
fore not a promisingroute for testing for valid reductions from a fully speciﬁed alternative (e.g.
M
s
E
p
(
￿
)
M
g), and thus not for speciﬁcation testing. On the other hand when
M
g is not a ser-
ious alternative to
M
s but simply a vehicle for testing the adequacy of
M
s, then testing the
hypothesis
M
s
E
p
(
￿
)
M
g canbeusefulasamisspeciﬁcationtest. Hencetheroleofsuchrestric-
ted parsimonious encompassing hypotheses seems to lie in misspeciﬁcation testing rather than
speciﬁcationtesting(see Mizon, 1977a for discussionof thisdistinction). Thusthere isa poten-
tial role for testing restricted parsimonious encompassing hypotheses of the type
M
g
E
p
(
￿
)
M
i
g
when
M
i
g is not a serious alternative to
M
g but simply a vehicle for indirectly testing the con-
gruence of
M
g.
7 Empirical Illustration
As a means of illustrating many of the concepts discussed in this chapter this section contains
analysis of data generated from an artiﬁcial LDGP. Using artiﬁcial data, rather than observed
macro time series data, has the advantage of allowing the LDGP to be designed precisely to il-
lustrate the chosen concepts. In particular, the LDGP is known, as is the equivalence set of rep-
resentations for it, and thusfor thisspecial circumstance they provide clear benchmarks against
which empirical models can be compared. For the particular sample of data generated, the al-
ternative representationsof the LDGP which are knownto be observationallyequivalentcan be
estimated. In addition, there are other empirical models, which despite not being observation-
ally equivalent to the LDGP, display no evidence of misspeciﬁcation, and so cannot be rejected
as congruent models.
Consider asituationinwhichthevariable tobemodelled
y
t
;and anunrelated(and thusnon-
causal) variable
z
t
; are generated by:
￿
y
t
z
t
￿
=
￿
￿
0
0
0
￿
￿
y
t
￿
1
z
t
￿
1
￿
+
￿
￿
1
;
t
+
￿
￿
1
;
t
￿
1
￿
2
;
t
￿
(7)
when
(
￿
1
;
t
;
￿
2
;
t
)
0
=
￿
t
￿
N
I
(
0
;
I
2
)
: Hence
y
t isgenerated froman
A
R
M
A
(
1
;
1
)
; and
z
t from an
independent white noise process. An observationally equivalent representation of this LDGP
is given with the ﬁrst equation of (7) replaced by:
y
t
=
1
X
i
=
0
￿
i
y
t
￿
1
￿
i
+
￿
1
;
t
: (8)
with
￿
i
=
(
￿
￿
)
i
[
￿
+
￿
]
: Note that
￿
i
￿
!
0 as
i
￿
!
1 for
j
￿
j
<
1 and
j
￿
j
<
1 so that a
ﬁnite order autoregression will give a good approximation to (8) under these conditions. Fur-
ther, although this particular LDGP has two observationallyequivalent representations, the one
involving the moving average error format in (7) might be preferred on grounds of parsimony
if the LDGP were known. In fact, this
A
R
M
A
(
1
;
1
) format was used to generate the sample
of
T
=
1
0
0observations on
y
t and
z
t (with
￿
=
0
:
9 and
￿
=
0
:
5), rather than the less tractable
A
R
(
1
) representation in (8). However, in practice the LDGP is not known and the best that
can be done is to compare the relative merits of alternative empirical models.16
The following analysis illustrates how it is possible to ﬁnd more than one empirical model
for which in the sample there is no evidence of misspeciﬁcation so that the hypothesis of con-
gruence is not rejected, even though all but one of the models differ in the population from the
LDGP.Hence, althoughinthepopulationacongruentmodelisobservationallyequivalenttothe
LDGP, a model for which the hypothesis of congruence has not been rejected need not be equi-
valent to the LDGP. However, an important feature of models that are empirically congruent
is that they are indistinguishable from the LDGP on the basis of sample information. Further
empirically congruent models have properties in the sample similar to those of the LDGP in
the population, namely: (i) they will encompass models nested within them; (ii) they provide a
validbasis againstwhichto testreduction or simpliﬁcationhypotheses; and (iii)they are able to
successfully predict the properties of other models (see Hendry, 1995 for a discussion of mis-
speciﬁcation encompassing).
Consider the following classes of empirical model:
M
1
:
y
t
=
￿
1
+
￿
1
y
t
￿
1
+
u
1
;
t
+
￿
1
u
1
;
t
￿
1
M
2
:
y
t
=
￿
2
+
P
4
i
=
1
￿
2
;
i
y
t
￿
i
+
P
4
i
=
0
￿
2
;
i
z
t
￿
i
+
u
2
;
t
M
3
:
y
t
=
￿
3
+
P
5
i
=
1
￿
3
;
i
y
t
￿
i
+
u
3
;
t
(9)
M
1 isan
A
R
M
A
(
1
;
1
)andincludestheLDGPat
￿
1
=
0
;
￿
1
=
0
:
9and
￿
1
=
0
:
5
;plus
E
(
u
1
;
t
)
=
0
;
C
o
v
(
u
1
;
t
;
u
1
;
s
)
=
0
t
6
=
s
; and
V
(
u
1
;
t
)
=
1.
M
2 is an autoregressive-distributed lag model
A
D
(
4
;
4
)
;andalthoughitdoesnotincludetheLDGPsoitisnotcongruentinthepopulation,the
hypothesis of congruence is not rejected in sample.
M
3 is a ﬁfth order autoregression
A
R
(
5
)
;
which neither includes nor is equivalent to the LDGP, but is a ﬁnite order truncation of (8). As
a preliminary to considering simpliﬁcations of them, these three models are now estimated and
diagnostic statistics used to assess the evidence for their misspeciﬁcation.
First, the LDGP,
M
1
; was estimated and the particular sample evidence for misspeciﬁca-
tion assessed. The parameter point estimates and standard errors and the residuals
b
u
1
;
t were
calculated using the exact maximum likelihood estimation option for linear regression models
with moving average errors in Microﬁt (see Pesaran and Pesaran, 1997). The diagnostic statist-
ics were calculated in PcGive (see Doornik and Hendry, 1996), which was used together with
PcGets (see Krolzig and Hendry, 2000) for the other results reported in this section. The dia-
gnostic statistics reported are: single equation residual standard deviations
^
￿,
F
a
r
(
p
;
￿
) a Lag-
rangemultipliertestof
p
t
h orderresidualserialcorrelation,
F
h
e
t atestofresidualheteroscedasti-
city,
F
a
r
c
h
(
q
;
￿
) a test of
q
t
h order residual autoregressive heteroscedasticity,
￿
2
n
o
r
m
(
2
) a test of
residual normality;
A
I
C the Akaike information criterion, and
S
C the Schwarz information
criterion (see Hendry and Doornik, 1996 for more details).
y
t
=
￿
0
:
1
5
2
2
(
0
:
1
6
4
)
+
0
:
9
1
8
8
(
0
:
0
4
1
)
y
t
￿
1
+
b
u
1
;
t
+
0
:
4
4
8
3
(
0
:
0
9
3
)
b
u
1
;
t
￿
1
R
2
=
0
:
9
1
9
;
s
=
1
:
0
3
5
7
;
T
=
9
9
;
A
I
C
=
0
:
1
0
0
;
S
C
=
0
:
1
7
9
F
a
r
(
5
;
9
3
)
=
0
:
2
4
[
0
:
9
4
]
;
F
a
r
c
h
(
4
;
9
0
)
=
0
:
7
0
[
0
:
5
9
]
F
h
e
t
(
2
;
9
4
)
=
0
:
2
9
[
0
:
7
5
]
;
￿
2
n
o
r
m
(
2
)
=
0
:
2
1
[
0
:
9
0
]
(10)
The point estimates of
￿
;
￿and
￿ are close to, with none of them signiﬁcantly different from,
their population values, and there is no evidence of misspeciﬁcation in the model. Hence this17
particular sample of data is capable of providing accurate estimates of the LDGP, and does not
give any indication of non-congruence via the reported diagnostic statistics.
The estimates for
M
2 are:
b
y
t
=
￿
0
:
0
7
5
(
0
:
1
2
)
+
1
:
4
0
(
0
:
1
1
)
y
t
￿
1
￿
0
:
5
9
(
0
:
1
9
)
y
t
￿
2
+
0
:
1
0
(
0
:
1
9
)
y
t
￿
3
+
0
:
0
3
(
0
:
1
1
)
y
t
￿
4
+
0
:
0
6
(
0
:
1
1
)
z
t
￿
0
:
1
6
(
0
:
1
1
)
z
t
￿
1
+
0
:
0
1
(
0
:
1
1
)
z
t
￿
2
+
0
:
0
0
2
(
0
:
1
1
)
z
t
￿
3
+
0
:
0
4
(
0
:
1
1
)
z
t
￿
4
R
2
=
0
:
9
2
4
;
s
=
1
:
0
3
1
3
;
T
=
9
6
;
A
I
C
=
0
:
1
6
0
;
S
C
=
0
:
4
2
7
F
a
r
(
5
;
8
1
)
=
0
:
3
0
[
0
:
9
1
]
;
F
a
r
c
h
(
4
;
7
8
)
=
0
:
9
2
[
0
:
4
6
]
F
h
e
t
(
1
8
;
6
7
)
=
0
:
8
8
[
0
:
6
1
]
;
￿
2
n
o
r
m
(
2
)
=
0
:
1
7
[
0
:
9
2
]
(11)
Again there is no evidence of misspeciﬁcation in this estimated model, so
M
2 also provides a
valid basis from which to test the validity of reductions. Note in particular that
M
2 includes
the irrelevant non-causal variables
z
t
;
z
t
￿
1
;
:
:
:
z
t
￿
4
; none of whose estimated coefﬁcients is sig-
niﬁcantly different from zero. In addition, the estimated coefﬁcients of
y
t
￿
1 and
y
t
￿
2 are close
to
￿
1
=
1
:
4 and
￿
2
=
￿
0
:
7
; whilst those of
y
t
￿
3 and
y
t
￿
4 corresponding to
￿
3
=
0
:
3
5 and
￿
4
=
￿
0
:
1
7
5 are not signiﬁcantly different from these values or zero. The fact that none of
the diagnostic statistics indicates non-congruence implies that the fourth order autoregression
within
M
2 provides a good approximation to LDGP.
The results from estimating
M
3 also yield a model with no evidence of misspeciﬁcation,
and suggest that an
A
R
(
2
) provides a good representation of these sample data.
b
y
t
=
￿
0
:
0
8
(
0
:
1
2
)
+
1
:
3
9
(
0
:
1
1
)
y
t
￿
1
￿
0
:
6
1
(
0
:
1
9
)
y
t
￿
2
+
0
:
1
4
(
0
:
2
0
)
y
t
￿
3
￿
0
:
0
1
(
0
:
1
9
)
y
t
￿
4
+
0
:
0
2
(
0
:
1
1
)
y
t
￿
5
R
2
=
0
:
9
2
0
;
s
=
1
:
0
2
7
8
;
T
=
9
5
;
A
I
C
=
0
:
1
1
6
;
S
C
=
0
:
2
7
7
F
a
r
(
5
;
8
4
)
=
1
:
5
3
[
0
:
1
9
]
;
F
a
r
c
h
(
4
;
8
1
)
=
1
:
1
0
2
[
0
:
3
6
]
F
h
e
t
(
1
0
;
7
8
)
=
0
:
8
2
[
0
:
6
1
]
;
￿
2
n
o
r
m
(
2
)
=
0
:
2
9
[
0
:
8
6
]
(12)
On the basis of results so far it is concluded that:
(a) estimating‘general’ models involving the available data for
y
t and
z
t yields three models
for which the hypothesis of congruence is not rejected, only one of which is equivalent
to the LDGP;
(b) the irrelevant non-causal variables
z
t
;
z
t
￿
1
;
:
:
:
z
t
￿
4 are not falsely indicated to be relevant;
(c) the informal general-to-speciﬁc modellingwithin the autoregressive-distributedlag class
of model reported above works well;
(d) estimating
M
1 whichincludestheLDGPworksbestintermsofpointestimatesandgood-
nessofﬁtadjustedforlossofdegreesoffreedominhigherdimensionalparameterizations
- see the
A
I
C and
S
C values.
Although the use of information criteria to choose amongst congruent models as referred
to in (d) leads to the choice of
M
1
; it is clear that both
M
2 and
M
3 can be simpliﬁed and so18
further evaluationof their merits is in order. Note that
M
1
;
M
2 and
M
3 are non-nested models
and so strictly are only alternatives to each other in the context of an embedding model, such
as the minimum completing model:
M
4
:
y
t
=
￿
4
+
P
5
i
=
1
￿
4
;
i
y
t
￿
i
+
P
4
i
=
0
￿
4
;
i
z
t
￿
i
+
u
4
;
t
+
￿
4
u
4
;
t
￿
1 (13)
whichis an
A
D
(
5
;
4
)
M
A
(
1
). WhenestimatedusingMicroﬁt, thismodeltooexhibitednoevid-
ence of misspeciﬁcation as the following results show.
y
t
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￿
0
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1
2
(
0
:
1
9
)
+
0
:
7
7
(
0
:
1
9
)
y
t
￿
1
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3
1
(
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2
3
)
y
t
￿
2
￿
0
:
3
3
(
0
:
1
6
)
y
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￿
3
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1
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(
0
:
1
3
)
y
t
￿
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0
:
0
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(
0
:
1
1
)
y
t
￿
5
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0
:
0
6
(
0
:
1
1
)
z
t
￿
0
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1
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(
0
:
1
3
)
z
t
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1
￿
0
:
0
6
(
0
:
1
3
)
z
t
￿
2
+
0
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3
(
0
:
1
3
)
z
t
￿
3
+
0
:
0
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(
0
:
1
0
)
z
t
￿
4
+
b
u
4
;
t
+
0
:
6
5
(
0
:
1
7
)
b
u
4
;
t
￿
1
R
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=
0
:
9
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4
;
s
=
1
:
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3
6
2
;
T
=
9
5
;
A
I
C
=
0
:
1
8
8
;
S
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=
0
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5
1
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F
a
r
(
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;
7
8
)
=
0
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9
9
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0
:
4
3
]
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F
a
r
c
h
(
4
;
7
5
)
=
1
:
3
3
[
0
:
2
7
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F
h
e
t
(
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0
;
6
2
)
=
0
:
7
3
[
0
:
7
8
]
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￿
2
n
o
r
m
(
2
)
=
0
:
1
6
[
0
:
9
3
]
(14)
It is important to note that typically models with moving average errors will only be con-
sidered if a general model with such an error is speciﬁed. In fact, regarding
M
2 and
M
3
as alternative general and unrestricted models (GUMs), it is seen that it is possible to get
GUMswhichexhibitnoevidenceofnon-congruencewithoutspecifyingmovingaverageerrors.
However, for these sample data once the
M
A
(
1
) error speciﬁcation is entertained the estimated
moving average coefﬁcient remains signiﬁcant in all simpliﬁcations that have no evidence of
misspeciﬁcation. Indeed, applying a simpliﬁcation strategy of sequentially deleting the least
signiﬁcant variable until all remaining variables are signiﬁcant, results in
M
1 being selected.
If the
M
A
(
1
) error speciﬁcation is notconsidered then the minimumcompletingmodel for
M
2
and
M
3 is an
A
D
(
5
;
4
)
; which is (13) with
￿
4
=
0
: Denoting this model as
M
5 and estimating
it yields the following results, which also reveal no evidence of misspeciﬁcation:
b
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t
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8
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:
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:
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￿
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￿
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￿
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￿
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￿
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￿
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5
;
A
I
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=
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:
1
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0
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S
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=
0
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4
8
6
F
a
r
(
5
;
7
9
)
=
1
:
2
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[
0
:
3
1
]
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F
a
r
c
h
(
4
;
7
6
)
=
0
:
9
1
[
0
:
4
7
]
F
h
e
t
(
6
5
;
1
8
)
=
0
:
7
5
[
0
:
7
6
]
;
￿
2
n
o
r
m
(
2
)
=
0
:
2
1
[
0
:
9
0
]
(15)
Formodelsintheautoregressive-distributedclassacomputer-automatedgeneral-to-speciﬁc
modelling strategy has been implemented in PcGets (see Krolzig and Hendry, 2000), and this
was applied to
M
5
: The computer program PcGets ﬁrst tests a GUM for congruence, then con-
ducts variable elimination tests for ‘highly irrelevant’ variables at a loose signiﬁcance level
(25% or 50%, say) in order to simplify the GUM. The program then explores the many paths
that can be used to simplify the GUM by eliminating statistically-insigniﬁcant variables on F-
and t-tests, and applying diagnostic tests to ensure that only valid reductions are entertained.19
This ensures that the preferred model in each path is congruent. Encompassing procedures and
information criteria are then used to select a model from this set of congruent models. As a ﬁ-
nal check of model adequacy, the constancy of the chosen model across sub-samples is tested.
Using
M
5 as a congruent GUM, and applying PcGets ﬁnds the following
A
R
(
2
) (denoted by
M
6 below) as a unique valid reduction:
b
y
t
=
￿
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:
1
1
(
0
:
1
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)
+
1
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4
(
0
:
1
0
)
y
t
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1
￿
0
:
4
1
(
0
:
1
0
)
y
t
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R
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9
1
8
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s
=
1
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0
2
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;
T
=
9
5
;
A
I
C
=
0
:
0
7
7
;
S
C
=
0
:
1
5
7
F
a
r
(
5
;
8
7
)
=
0
:
7
6
[
0
:
5
8
]
;
F
a
r
c
h
(
4
;
8
4
)
=
1
:
3
1
[
0
:
2
7
]
F
h
e
t
(
4
;
8
7
)
=
0
:
2
3
[
0
:
9
2
]
;
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2
n
o
r
m
(
2
)
=
0
:
6
7
[
0
:
7
2
]
(16)
Hence the application of PcGets to these data selects
M
6 as a congruent reduction of
M
5
:
This is in conformity with the results in Hendry and Trivedi (1972) and Hendry (1977) which
note that an
M
A
(
p
) is well approximated in terms of goodness of ﬁt by an
A
R
(
p
)
; so that an
A
R
M
A
(
p
;
q
) will be well approximated by an
A
R
(
p
+
q
)
: In the case of
M
1
p
=
q
=
1so that
the
A
R
(
2
) in
M
6 is expected to provide a good approximation to
M
1
:
Given that
M
1
;
M
2
;
:
:
:
M
6 are all empirically congruent it is interesting to compare their
goodnessofﬁtandthevaluesofthe
A
I
C and
S
Cinformationcriteria. FrominspectionofTable
1 the best ﬁt, as judged by the residual sum of squares (
R
S
S), is obtained as to be expected by
the most proﬂigate parameterization, namely
M
4
: The other over-parameterized models
M
5,
M
2 and
M
3 also perform well in goodness of ﬁt. However, these four models are strongly
dominated in terms of information criteria by
M
1 and
M
6
; with
M
1 being preferred to
M
6
despite each model have three parameters plus the residual variance to be estimated.
Table 1
A
I
C
S
C
R
S
S
R
a
n
k
M
1
0
:
0
4
2
6
6
0
:
0
9
6
4
3
9
5
:
0
5
3
1
1
M
2
0
:
1
5
9
9
7
3
0
:
4
2
7
0
9
9
1
:
4
6
7
8
6
4
M
3
0
:
1
1
5
9
1
1
0
:
2
7
7
2
1
9
4
:
0
1
6
6
2
3
M
4
0
:
1
8
8
6
7
0
:
5
1
1
2
7
8
9
:
1
1
4
1
5
=
6
=
6
M
5
0
:
1
9
0
1
2
0
:
4
8
5
8
3
9
1
:
1
4
1
5
5
6
=
5
=
5
M
6
0
:
0
5
6
3
0
0
:
1
0
9
7
3
9
7
:
4
1
5
2
8
2
The results for these estimated models can also be used to illustrate that a congruent model
will be able to predict the properties of other models, particularly those nested within it. For
example,
M
6 (an
A
R
(
2
)) which is empiricallycongruent and a validreduction of
M
5, predicts
that the errors of the followingparsimoniousmodels
A
R
(
1
)
;
A
D
(
1
;
1
)
;
A
D
(
1
;
0
)and
A
D
(
0
;
0
)20
will all be serially correlated. This is indeed the case as the results in the Table 2 show:
Table 2
F
a
r
(
5
;
￿
)
F
a
r
c
h
(
4
;
￿
)
￿
2
n
o
r
m
(
2
)
F
h
e
t
(
￿
;
￿
)
R
S
S
S
C
A
D
(
1
;
1
)
3
:
5
8
[
0
:
0
1
]
￿
￿
0
:
2
4
[
0
:
9
2
]
0
:
0
5
[
0
:
9
8
]
0
:
8
9
[
0
:
5
1
]
1
1
9
:
7
1
7
0
:
3
7
6
A
D
(
1
;
0
)
3
:
6
8
[
0
:
0
0
]
￿
￿
0
:
4
4
[
0
:
7
8
]
0
:
0
9
[
0
:
9
6
]
0
:
8
0
[
0
:
5
3
]
1
2
0
:
5
1
4
0
:
3
3
6
A
R
(
1
)
3
:
5
5
[
0
:
0
1
]
￿
￿
0
:
4
3
[
0
:
7
8
]
0
:
0
2
[
0
:
9
9
]
0
:
0
8
[
0
:
9
2
]
1
2
1
:
5
9
9
0
:
2
9
8
A
D
(
0
;
0
)
1
9
8
:
0
[
0
:
0
0
]
￿
￿
7
3
:
5
3
[
0
:
0
0
]
￿
￿
4
:
8
0
[
0
:
0
9
]
1
:
5
4
[
0
:
2
2
]
1
2
8
6
:
1
9
2
:
6
4
6
Finally,notethatusingthe
S
CtoselectamongstthemodelsinTable2wouldresultinthe
A
R
(
1
)
model being selected, despite its non-congruence. Indeed, using the
S
C criterion results in the
A
R
(
2
) model being preferred to all models other than the
M
1
;
M
6 and
M
3. Hence selecting
models solely on the basis of information criteria such as the
S
C, and paying no attention to
the congruence of the alternative models, can result in a model being selected that is parsimoni-
ouslyparameterized but misspeciﬁed. Notingthatinferences based onmisspeciﬁed modelscan
be very misleading, are not exploiting relevant information that is already available, illustrates
the value of seeking congruent and encompassing models and of adopting a general-to-speciﬁc
modelling strategy.
8 Conclusions
In thischapter therelationshipbetweenalternative econometricmodelsand theLDGP has been
considered. Inparticular,aneconometricmodelhasbeendeﬁnedtobecongruentifandonlyifit
parsimoniouslyencompassestheLDGP.Inthepopulationthisimpliesthatacongruentmodelis
observationallyequivalenttotheLDGP,andthattheymutuallyencompasseachother. Henceby
deﬁnition a congruent model contains the same information content as the LDGP. The fact that
alternative parameterizations for a given density can exist means that the LDGP can be a mem-
ber of an equivalence set of models. The principle of, ceteris paribus, preferring parsimonious
to proﬂigate parameterizations can be applied to select the simplestrepresentation of the LDGP
(e.g., preferring the
A
R
M
A
(
1
;
1
) representation over the
A
R
(
1
) in section 7). However, con-
gruence so deﬁned is not directly testable in practice, and as a result is tested indirectly via tests
for evidence of misspeciﬁcation. Consequently, when the hypothesis of congruence is not re-
jected using sample data, this means that the present use that has been made of the available
information has been unable to distinguish between the model and the LDGP. In section 7 this
was illustrated by the
A
R
(
2
) model providing an excellent approximation to the LDGP - an
A
R
M
A
(
1
;
1
)
: Another feature of empirically congruent models is that they mimic the proper-
ties of the LDGP: they can accurately predict the misspeciﬁcations of non-congruent models;
they can encompass models nested within them; and they provide a valid statistical framework
for testing alternative simpliﬁcations of them. The fact that there can be more than one empir-
ically congruent model means that it is important to evaluate their relative merits, and this can
be done via encompassing comparisons. A very powerful way to ﬁnd congruent and encom-
passing models in practice is to use a general-to-speciﬁc modelling strategy, beginning from a21
congruent GUM. Finally, the arguments in this chapter apply equally to econometric systems
and single equation models. The empirical analysis in section 7 only considers single equation
models to keep the illustration simple.
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