We identify explicit conditions on geometry and material contrast for creating band gaps in 2-d photonic and 3-d acoustic crystals. This approach is novel and makes use of the electrostatic and quasi-periodic source free resonances of the crystal. The source free modes deliver a spectral representation for solution operators associated with propagation of electromagnetic and acoustic waves inside periodic high contrast media. An accurate characterization of the quasi-periodic and electrostatic resonance spectrum in terms of the shape and geometry of the scatters is possible. This information together with the Dirichlet and a Neumann like spectra associated with the inclusions provide conditions sufficent for opening band gaps at finite contrast. The theory provides a systematic means for the identification of photonic and phononic band gaps within a specified frequency range.
Introduction
High contrast periodic media are known to exhibit unique optical, acoustic, and elastic properties [15] , [34] . In this paper we identify new explicit conditions on geometry and material contrast for creating band gaps in 2-d photonic and 3-d acoustic crystals. We consider wave propagation through a periodic medium in R d , d = 2, 3, made from two materials. One of the materials is in the form of disjoint inclusions. The inclusions are completely surrounded by the second material and do not touch the boundary of the period cell. The material coefficient is taken to be 1 inside the inclusions and and takes the value k > 1 in the surrounding material. The union of all the inclusions D 1 , D 2 , . . . , D n inside each period is denoted by D, see figure 1. The crystal occupies R d . The material coefficient for the medium is written a(x) = k(1 − χ Ω (x)) + χ Ω (x) where χ Ω is the indicator function for Ω taking the value 1 inside Ω and zero outside.
Wave propagation inside the crystal at frequency ω is described by the spectral problem
Here the self-adjoint divergence form operator
with domain W 1,2 (R d ), d = 2, 3. This mathematical formulation describes wave propagation in both two and three dimensional acoustic crystals and electromagnetic wave propagation through two dimensional photonic crystals. For acoustic wave propagation the material coefficient a −1 (x) = ρ(x) describes the mass density ρ(x) of the periodic medium. For a two dimensional photonic crystal a −1 (x) = (x) describes the dielectric constant of a non-magnetic medium given by a lattice of infinitely long parallel rods periodically arranged in the plane transverse to the long axis of the rods. The electromagnetic wave travels along the transverse plane with magnetic field directed along the rods and the electric field in the plane.
Floquet theory [29] , [23] , [33] , [28] shows that the spectrum σ(L k ) has the band structure
where S j are the spectral bands associated with Bloch waves propagating inside the crystal. The Bloch waves h(x) satisfy
together with the α quasi-periodicity condition h(x + p) = h(x)e iα·p . Here the wave vector α lies in the first Brillouin zone of the reciprocal lattice given by Y = (−π, π]
d . For each α ∈ Y the Bloch eigenvalues ω 2 are of finite multiplicity and denoted by λ j (k, α) with λ j (k, α) ≤ λ j+1 (k, α), j ∈ N.
The band structure for the crystal is described by the family of dispersion relations respectively. The band gaps are frequency intervals ω − < ω < ω + for which no waves propagate inside the crystal, i.e., b j < ω Over the past decades new theoretical insights into the nature of the frequency spectrum for high contrast periodic media have been made [9, 10, 11] . These efforts provide an asymptotic analysis that rigorously establishes the existence of band gaps for photonic and acoustic crystals made from thin walled cubic lattices containing cubes of material with a = 1 surrounded by walls with a = k. Band gaps are shown to appear in the limit as walls become vanishingly thin as k 0. More recently it has been shown that band gaps appear as one passes to the limit k ∞, [14] . These gaps open in the vicinity of eigenvalues associated with the Dirichlet spectra of the included phase [14] , [12] , [30] , and [1] . In this article we depart from previous high contrast asymptotic investigations and describe the location and width of band gaps for finite values of the contrast k > k, where k is given explicitly in terms of the crystal geometry Ω. We provide rigorous criteria that are based on the crystal geometry and material properties for opening band gaps in both 2 and 3 dimensional periodic materials, see Theorems 1.1, 1.2, 10.2 10.3, 12.1, and 12.2. These results apply to a wide class of inclusion geometries associated with smooth boundaries. This class of inclusion geometries include dispersions of smooth but not necessarily convex particles separated by a prescribed minimum distance, these are referred to as buffered dispersions of inclusions see section 8. The buffered dispersions are examples of a more general class of dispersions referred to as P θ that can be characterized in a simple way in terms of energy inequalities described in Definition 8. 3 .
To illustrate the ideas we consider a photonic crystal where D ⊂ Y is a collection of circular rod cross sections in the transverse plane described by N disks of radius a. The disks can be arranged in any configuration inside the period but neighbors can be no closer than a prescribed minimum distance t inside the crystal Ω and we write b = a + t, see figure 2. We introduce the Dirichlet spectra associated with the the Laplace operator −∆ on the inclusions. For this case the spectra is characterized by the number of disks N and the Dirichlet spectrum associated with a single disk of radius a. We consider the part of the spectra associated with eigenfunctions having nonzero average over the disk. These are denoted by δ * 0j = η 0,j /a where η 0j are the zeros of the Bessel function of order zero J 0 . The Dirichlet eigenvalues associated with mean zero eigenfunctions are denoted by ν nk = η nk /a where η n,k is the k th zero of the n th Bessel function J n , 1 ≤ n. Next we introduce the roots ν 0k of the spectral function
where a 0k = D u 0k dx are averages of the rotationally symmetric normalized eigenfunctions u 0k associated with the eigenvalues δ * 0j and given by u 0k = J 0 (rη 0k /a)/(a √ πJ 1 (η 0k )).
(1.10)
We write σ N = {∪ j∈N ν 0j } {∪ (n,k)∈N 2 ν nk } . We now provide an explicit condition on the contrast k that is sufficient to open a band gap in the vicinity of δ * 0j together with explicit formulas describing its location and bandwidth. Theorem 1.1. Opening a band gap Given δ * 0j define the the set σ + N to be elements ν ∈ σ N for which ν > δ * 0j . The element in σ
We define r j to be
Then one has the band gap Figure 2 : Shaded regions are inclusions of radius a surrounded by a shell of thickness t.
Next we provide an explicit condition on k sufficient for the persistence of a spectral band together with explicit formulas describing its location and bandwidth. Theorem 1.2. Persistence of passbands Given δ * 0j define the the set σ − N to be elements ν ∈ σ N for which ν < δ * 0j . The element in σ − N closest to δ * 0j is denoted by ν j . Set d j according to
Define r j to be
Then one has a passband in the vicinity of δ * 0j and
Note that both thresholds k j and k j depend explicitly on the crystal geometry through a and b and the Dirichlet spectrum of the disk. Density results on the distribution of zeros of Bessel functions [16] , [8] show that the distance between adjacent eigenvalues d j approaches zero with increasing j. This implies together with (1.14) and (1.16) that the contrast sufficient to open gaps grows without bound as j → ∞.
The same mechanism can be used to open band gaps when the coefficient satisfies a(y) = 1 k < 1 inside the array of inclusions and equals 1 outside. This is shown to follow from a reciprocal relation satisfied by the spectrum. These aspects are discussed in the concluding section where a second application to H-polarized modes inside photonic crystals is provided.
In this paper we introduce an approach to quantitatively describe band structure as illustrated in Theorems 1.1 and 1.2. This method is used to establish explicit conditions for band gap opening and persistence of passbands that apply to a wide class of inclusion shapes see, Theorem 10.2 and Theorem 10.3. We begin by introducing the Neumann spectrum defined by the spectral problem on
together with the homogeneous Neumann boundary condition, where h is a function in H 1 (Y ) with Y h dx = 0. Here χ D denotes the indicator function of D in the unit period. The Neumann eigenvalues for (1.21) at fixed k > 1 are written ν j (k), j = 1, 2, . . . and ordered according to min-max with 0 < ν 1 (k) ≤ ν 2 (k), · · · . The Bloch wave problem can be can also be restricted to the unit period and is given by the spectral problem
together with the α quasi-periodicity condition now expressed as h(x) = u(x)e iα·x , where u(x) is a periodic function in H 1 loc (R d ) with unit period Y . For α = 0 we require Y u dx = 0. For future reference we note for k > 1 and from the min-max principle that the Neumann spectrum provides a lower bound on the Bloch spectrum given by
Our approach is based upon: 1) a representation of the Bloch eigenvalues (1.5) as convergent series expressed in terms of the contrast k with explicitly defined convergence radii as in [24] and 2) a representation of the Neumann eigenvalues as convergent series expressed in terms of the contrast k with explicitly defined convergence radii. In what follows we proceed as in [24] to recover explicit bounds on the radii of convergence of the series representation for Neumann eigenvalues by deriving a spectral representation formula for the inverse operator
To proceed we complexify the problem and consider k ∈ C noting that the divergence form operator
∇ is no longer uniformly elliptic. Our approach does not rely on ellipticity and we develop an explicit representation formula for −∇ · (k(1 − χ D ) + χ D )∇ that holds for complex values of k. We identify the subset z = 1/k ∈ Ω 0 of C where this operator is invertible. The explicit formula shows that the solution operator
−1 is a meromorphic operator valued function of z for z ∈ Ω 0 = C \ S, see section 4 and Lemma 4.1. Here the set S is discrete and consists of poles lying on the negative real axis with only one accumulation point at z = −1. For the problem treated here we expand about z = 0 and the distance between z = 0 and the set S is used to bound the radius of convergence for the series. The spectral representation for −∇·(k(1−χ D )+χ D )∇ follows from the existence of a complete orthonormal set of functions associated with the Neumann electrostatic resonances of the crystal, i.e., functions v such that n · ∇v = 0 on the boundary of Y and real eigenvalues λ for which
These resonances are connected to the spectra of Neumann-Poincaré operators associated with double layer potentials discussed in [17] , [22] . They are similar in spirit to the well known electrostatic resonances identified in the composites literature and useful for bounding effective properties [4] , [3] , [25] , [27] , [5] and [13] . The spectral representation is applied to analytically continue the Neumann spectra for complex values of k, see Theorem 3.1. Application of the contour integral formula for spectral projections [31] , [19] , [20] delivers an analytic representation formula for the spectral projection associated with the component of Neumann spectrum contained inside contours surrounding the limit eigenvalue ν j (∞) see, section 4. We provide an analytic perturbation theory in section 4 together with a calculation provided in section 11 to find an explicit formula for the radii of convergence for the power series representation for spectral projections. The formula shows that the radius of convergence is determined by: 1) the distance of the origin to the nearest pole z
, and 2) the separation between distinct Neumann eigenvalues in the z = 1/k → 0 limit see Theorem 7.3. On restricting k to be real
−1 becomes self adjoint and we recover a series representation for the Neumann eigenvalues (4.13), (4.14) . Similar theorems on power series and radii of convergence for spectral projections associated with the Bloch spectra λ j (k, α) are established in [24] making use of quasi-periodic source free modes. We adapt these results to the present context noting that the operator is self adjoint when k is real to recover a convergent series representation for Bloch eigenvalues see, (5.19) and (5.20) .These formulas together with an analogue of Cauchy's inequality provide explicit error estimates for the difference between the full power series and the leading order term for both Bloch and Neumann Eigenvalues see, Theorem 7.4. We proceed to identify the leading order terms in series expansions for both Neumann and Bloch eigenvalues in section 6. The leading order terms are shown to be elements of the limiting Dirichlet and Neumann spectrum of the included domain D in agreement with [14] . The fundamental theorems on band gaps and passbands, Theorems 10.2 and Theorem 10.3, are shown to follow from application of Theorem 7.4 parts 1 and 3 and the interlacing property of the limit spectrum as k → ∞. The theory presented here can be used to quickly search for photonic and phononic band gaps within a prescribed frequency range. Once identified these gaps can be maximized by applying topology optimization or level set methods to find inclusion shapes and lattice geometries that give the largest band gaps, see [7] , [32] , [26] , [18] , [2] .
The paper is organized as follows: In the next section we introduce the Hilbert space formulation of the Neumann eigenvalue problem and the variational formulation of the Neumann electrostatic resonance problem. The completeness of the eigenfunctions associated with the electrostatic resonance spectrum is established and a spectral representation for the operator
These results are collected and used to continue the Neumann eigenvalues as functions of k, off the real axis onto the complex plane, see Theorem 3.1 of section 3. Spectral perturbation theory [21] is applied to recover the series representation for Neumann eigenvalues in the neighborhood of ∞ in section 4. The series expansion for the Bloch spectra is developed in section 5. The leading order spectral theory for the Neumann and Bloch spectra is developed in section 6. The main theorems on radius of convergence are presented in section 7 and given by Theorems 7.1, 7.2, 7.3. These theorems apply to the class composite crystals P θ described in Definition 8.3 provided in section 8. The explicit radii of convergence for distributions of identical disks is presented in section 9. The fundamental theorems on band gaps and passbands are presented and proved in section 10 and are applied to recover Theorems 1.1 and 1.2 for all crystal geometry's belonging to P θ . The explicit formulas for the convergence radii are derived in section 11 as well as the proof of Theorem 7.3 and the error estimates for the series truncated after N terms. We conclude in section 12 with a reciprocal relation and the identification of spectral gaps for the dual problem a = The eigenfunctions h for (1.21) belong to the space
The space H is a Hilbert space under the inner product
For any k ∈ C, the weak formulation of the eigenvalue problem (1.21) for h and ω 2 can be written
The linear operator T k : H −→ H associated with B k is defined by
In what follows we decompose H into invariant subspaces of source free modes and identify the associated Neumann electrostatic resonance spectra. This decomposition will provide an explicit spectral representation for the operator T k , see Theorem 5. 
Clearly W 1 and W 2 are orthogonal subspaces of H, so define
We therefore have
The To set up the spectral analysis note that elements of W 3 can be represented in terms of single layer potentials supported on ∂D. We introduce the d-dimensional Newtonian potential, d = 2, 3 given by
14)
The Neumann Green's function is given by 
The jump in normal derivative across ∂D belongs to H −1/2 (∂D) and is written:
For u ∈ W 3 we have the identity
where ∂D ρ u ds = 0 follows from (2.10) and (2.11). and we introduce H
It follows from [6] , that for any ρ ∈ H −1/2 (∂D) 19) where n is the outward directed normal vector on ∂D and K * D is the Neumann Poincaré operator defined by 20) and K D is the Neumann Poincaré operator
In what follows we assume the boundary ∂D is (∂D) into W 3 and we define
is continuous and has bounded inverse, see [6] . One readily verifies the symmetry 22) and application delivers the Plemelj symmetry for
Moreover as seen in [22] the operator −S ∂D is positive and selfadjoint in L 2 (∂D) and in view of
1/2 (∂D) be the trace operator, which is bounded and onto.
Lemma 2.1.
∂D Gu). Since u, w ∈ W 3 , it follows that w − u ∈ W 3 as well. Since Gu = Gw, we have that G(w − u) = 0, and so
⊥ , so w = u as desired. The boundedness follows from the continuity of S −1 ∂D and G.
We introduce an auxiliary operator T : W 3 −→ W 3 , given by the sesquilinear form
The next theorem will be useful for the spectral decomposition of T k .
Theorem 2.2. The linear map T defined in equation (2.24) is given by
and is compact and self-adjoint.
Proof. For u, v ∈ W 3 , consider
(∂D), an integration by parts yields
Applying the jump conditions from (2.19) yields
Note that by the same jump conditions
Application of (2.27) to equation (2.26) and an integration by parts yields the desired result. Compactness follows directly from the properties of S D and K * .
Rearranging terms in the weak formulation of (1.24) and writing µ = 1/2 − λ delivers the equivalent eigenvalue problem for Neumann electrostatic resonances:
Since T is compact and self adjoint on W 3 , there exists a countable subset {µ i } i∈N of the real line with a single accumulation point at 0 and an associated family of orthogonal finite-dimensional projections {P µi } i∈N such that
Moreover, it is clear by (2.24) that
The upper bound 1/2 is the eigenvalue associated with the eigenfunction Π ∈ W 3 such that Π = 1 in D. It is also easy to show that there are no nonzero elements of W 3 that are eigenfunctions associated with eigenvalue µ = −1/2. In section 8 an explicit lower bound µ − is identified such that the inequality −1/2 < µ − ≤ µ i , holds uniformly for a very broad class of geometries.
Lemma 2.3. The eigenvalues {µ i } i∈N of T are precisely the eigenvalues of the Neumann-Poincaré operator K * associated with quasi-periodic double layer potential restricted to ∂D. Finally, we see that if u 1 ∈ W 1 and u 2 ∈ W 2 , then
. Let Q 1 , Q 2 be the orthogonal projections of H onto W 1 and W 2 respectively, and define P 1 := Q 1 + P 1/2 , P 2 := Q 2 . Here P 1/2 is the projection onto the one dimensional subspace spanned by the function Π ∈ W 3 . Then
is an orthogonal family of projections, and
We now recover the spectral decomposition for T k associated with the sesqualinear form (2.6).
Theorem 2.4. The linear operator T k : H −→ H associated with the sesqualinear form B k is is given by
Proof. For u, v ∈ H we have
Since P µi u is an eigenvector corresponding to
and so we calculate
But we also know that
and so
Since we clearly have
and the projections P 1 , P 2 , P µi are mutually orthogonal for all − 1 2 < µ i < 1 2 , the proof is complete.
It is evident that T k is invertible whenever
For future reference we also introduce the set S of z ∈ C for which T k is not invertible given by
which also lies on the negative real axis. In section 8 we will provide explicit upper bounds on the set S that depend upon the geometry of the inclusions.
Neumann spectrum for Complex Coupling Constant
We set ω 2 = ν(k) in (1.21) and extend the Neumann eigenvalue problem to complex coefficients k outside the set Z given by (2.28). The Neumann spectral problem (1.21)is written as
with u ∈ H. Here −∆ N is the Laplace operator associated with the bilinear form ·, · defined on H. We characterize the Bloch spectra by analyzing the operator
where the operator −∆ 
and also belong to H. Note further for γ i = 0 that (3.3) holds if and only if (3.1) holds with
Collecting results we have the following theorem Theorem 3.1. Let Z denote the set of points on the negative real axis defined by (2.28). Then the Neumann eigenvalue problem (1.21) can be extended for values of the coupling constant k off the positive real axis into C \ Z, i.e., the Neumann eigenvalues are of finite multiplicity and denoted by
Series Representation of Neumann Eigenvalues
In what follows we set γ = ν −1 (k) and analyze the spectral problem
Henceforth we will analyze the high contrast limit by by developing a power series in z = 1 k about z = 0 for the spectrum of the family of operators associated with (4.1).
Here we define the operator A(z) such that A(1/k) = B(k) and the associated eigenvalues β j (1/k) = γ j (k) and the spectral problem is
The Neumann eigenvalues are of finite multiplicity and described in terms of β j (z) ∈ σ(A(z)) by
It is readily seen from the above representation that A α (z) is self-adjoint for k ∈ R and is a family of bounded operators taking L 2 0 (Y ) into itself see, Theorem 11.6 and subsequent remarks. We have the following:
on the negative real axis associated with the eigenvalues {µ i } i∈N . The set S consists of poles of A(z) with only one accumulation point at z = −1.
In the sections 8 and 9 we identify explicit lower bounds −1/2 < µ * ≤ min i {µ i }, that hold for generic classes of inclusion domains D. The corresponding upper bound z * on S is written
Let β 0 ∈ σ(A(0)) with spectral projection P (0), and let Γ be a closed contour in C enclosing β 0 but no other β 0 ∈ σ(A(0)). The spectral projection associated with β(z) ∈ σ(A(z)) for β(z) ∈ int(Γ) is denoted by P (z). Here we suppose all elements β(z) ∈ int(Γ) converge to β 0 as z → 0. This collection is known as the eigenvalue group associated with β 0 . We write M (z) = P (z)L 2 0 (Y ) and suppose for the moment that Γ lies in the resolvent of A(z) and dim(M (0)) = dim(M (z)) = m, noting that Theorems 7.1, 7.2 and 7.3 provide explicit conditions for when this holds true. Since A(z) is analytic in a neighborhood of the origin we write
and expanding successively in Neumann series and power series we have the identity
where
Application of the contour integral formula for spectral projections [31] , [19] , [20] delivers the expansion for the spectral projection
and we have 8) and the power series representation for the operator A(z) follows from (4.5).
Next we develop a series representation for the eigenvalues of A(z) for real z = 1/k. We observe that the operator A(z) is selfadjoint and bounded for z ∈ R ∈ S see, Theorem 11.6. So for z ∈ R \ S there is a complete orthonormal system of eigenfunctions
Now for β 0 such that β 0 = (A(0)ϕ i (0), ϕ i (0)) and β i (z) associated with the eigenvalue group corresponding to β 0 inside Γ we have P (z)ϕ i (z) = ϕ i (z) and from (4.8)
The eigenfunctions ϕ i (z) are analytic in z see ( [21] , Chapter II §4 & Chapter VII §3). We develop a series for the eigenvalues suitable for the analysis. We apply (2.29) and write 11) where
for n ≥ 1. Equation (4.10) together with 4.11 deliver a series representation formula for Neumann
for real k in a neighborhood of ∞. Substituting (4.11) into (4.10) and manipulation yields
for z in an interval containing z = 0.
Series Representation of Bloch Eigenvalues
We begin with the variational description of the Bloch eigenvalue problem (1.22) . Denote the spaces of all α quasi-periodic complex valued functions belonging to
For α = 0 the eigenfunctions h for (1.22) belong to the space
The space H 
The space H 1 # (0, Y ) is also Hilbert space with inner product defined by (2.3). For any k ∈ C, the the variational formulation of the Bloch eigenvalue problem (1.22) for h and ω 2 is given by
for all v in H 
Clearly W 1 and W 2 are orthogonal subspaces of H 1 # (0, Y ), and
and W 3 is identified with the subspace of H For every α ∈ Y * the associated subspace W 3 can be decomposed into finite dimensional pairwise orthogonal subspaces associated with the eigenvalue problem for quasi-periodic electrostatic resonances.
T
The operator T defined by the sesqualinear form (2.24) is seen to be compact and selfadjoint on W 3 see, [24] . Since T is compact and self adjoint on W 3 , there exists a countable subset {µ i } i∈N of the real line with a single accumulation point at 0 and an associated family of orthogonal finite-dimensional projections {P µi } i∈N such that
see [24] . The upper bound 1/2 is the eigenvalue associated with the eigenfunction Π ∈ H 1 # (α, Y ) such that Π = 1 in D and is harmonic on Y \ D. In [24] an explicit lower bound µ * is identified such that the inequality −1/2 < µ * ≤ µ i , holds for a generic class of geometries uniformly with respect to α ∈ Y . It is shown that this bound is independent of α ∈ Y * see [24] and is discussed in sections 8 and 9.
Finally, we see that if u 1 ∈ W 1 and u 2 ∈ W 2 , then
and W 2 respectively, and define P 1 := Q 1 + P 1/2 , P 2 := Q 2 . Here P 1/2 is the projection onto the one dimensional subspace spanned by the function
The representation for T α k is given by the following lemma Lemma 5.1. Representation of bilinear form, [24] The linear operator T
. We analyze the Bloch spectra by by developing a power series in z = 1 k about z = 0 for the spectrum of the family of operators given by
Here the operator (−∆ α ) −1 defined for all α ∈ Y * is given by
where G α (x, y) is the Greens function for the quasi-periodic Laplace operator. The operator A α (z) is self-adjoint for k ∈ R and is a family of bounded operators taking L 2 # (α, Y ) into itself and we have [24] Lemma 5.2. Spectrum of A α (z)
Where S = ∪ i∈N z i is the collection of points z i = (µ i + 1/2)/(µ i − 1/2) on the negative real axis associated with the eigenvalues {µ i } i∈N . The set S consists of poles of A α (z) with only one accumulation point at z = −1.
For
extends to complex coupling constants k with k −1 ∈ C \ S.
Analysis provided in [24] shows that upper bounds introduced the sections 8 and 9 also apply to the set of quasi-periodic source free resonances and S is bounded uniformly away from 0 for all α ∈ Y * , i.e.,
) with spectral projection P (0), and let Γ be a closed contour in C enclosing β α 0 but no other β α 0 ∈ σ(A α (0)). The spectral projection associated with β α (z) ∈ σ(A α (z)) for β α (z) ∈ int(Γ) is denoted by P (z). As before we suppose all elements β α (z) ∈ int(Γ) converge to β α 0 as z → 0. This collection is known as the eigenvalue group associated with β α 0 . We write M (z) = P (z)L 2 # (α, Y ) and suppose for the moment that Γ lies in the resolvent of A α (z) and dim(M (0)) = dim(M (z)) = m, noting that Theorems 7.1 and 7.2 provide explicit conditions for when this holds true. Since A α (z) is analytic in a neighborhood of the origin we write
for n ≥ 1. Application of the contour integral formula for spectral projections [31] , [19] , [20] delivers the expansion for the spectral projection
Proceeding as before we get 14) and the power series representation for the operator A α (z) follows from (5.12). The operator A α (z) is selfadjoint and bounded for z ∈ R ∈ S see, [24] . So for z ∈ R \ S there is a complete orthonormal system of eigenfunctions {ϕ i (z)} i∈N in L 
As before the eigenfunctions ϕ i (z) are analytic in z, see [21] . We develop a series for the eigenvalues suitable for the analysis. We apply (5.7) and write 17) where
for n ≥ 1. Equation (5.16) together with 5.17 deliver a series representation formula for Neumann eigenvalues ν i (k) = (β i ( where
Neuman and Bloch spectrum in the High Contrast Limit
We identify the spectrum of the limiting operator A(0). Using the representation
we see that
and denote the spectrum of A(0) by σ(A(0)).
To begin consider the Dirichlet eigenvalues of the Laplace operator on D associated with the spectral problem −∆ψ = δψ, ψ ∈ H 1 0 (D) and denote the spectrum by σ(−∆ D ). The subset of Dirichlet eigenvalues associated with eigenfunctions having zero mean over D is denoted by {δ j } j∈N and the set of Dirichlet eigenvalues associated with eigenfunctions with nonzero mean is denoted by {δ * j } j∈N . Next we introduce the sequence of numbers {ν j } j∈N given by the positive roots ν of the spectral function S(ν) defined by
where the coefficients a j = | D ψ j dx| are integrals of eigenfunctions ψ j corresponding to the Dirichlet eigenvalues δ * j . The explicit characterization of σ(A(0)) is given by the following theorem.
To establish the theorem we first show that the eigenvalue problem
with λ ∈ σ(A α (0)) and eigenfunction u ∈ L 2 0 (Y ) is equivalent to finding λ and u ∈ W 2 for which
To see the equivalence note that we have u = P 2 u and for v ∈ H, 8) and the equivalence follows noting that P 2 is the projection of H onto W 2 .
To conclude we show that the set of eigenvalues for (6.4) is given by {δ j −1 } j∈N ∪ {ν −1 j } j∈N . We see that u ∈ W 2 and from (2.7) we have the dichotomy: Dũ dx = 0 and u =ũ ∈H (6.12)
We normalizeũ so that γ = Dũ dx = 1 and writẽ
where, ψ j are the Dirichlet eigenfunctions of −∆ D associated with eigenvalue δ j extended by zero to Y . Substitution of (6.13) into (6.12) gives
Multiplying both sides of (6.14) by ψ k over Y and orthonormality of {ψ j } j∈N , shows thatũ is given byũ
where δ * k correspond to Dirichlet eigenvalues associated with eigenfunctions for which D ψ k dx = 0. To calculate ν, we integrate both sides of (6.15) over D to recover the identity
It follows from (6.16) that λ ∈ {ν
i } i∈N and the proof of Theorem 6.1 is complete. We now recover the spectrum of the limiting operator A α (0) when α ∈ Y * . Using the representation
The following theorem provides the explicit characterization of the spectrum σ(A α (0)) for α = 0.
Theorem 6.2. Limit spectrum for quasi-periodic problem [24] .
To conclude we recover the limit spectrum σ(A 0 (0)) for the periodic problem, see [24] .
Theorems 6.1, 6.2, and 6.3 are in accord with Lemma 2.3 parts (b) and (c) of [14] . 
Radius of Convergence and Separation of Spectra
* denote the lower bound on the quasi-periodic resonance eigenvalues for the domain D. It is noted that in the sequel a wide class of domains are identified for which there exist lower bound s on both quasi-periodic resonances and electro static source free resonances. The corresponding upper bound on the set z ∈ S for which A α (z) is not invertible is given by 
2. The projection P (z) is holomorphic for |z| < r * and P (z) is given by
3. The spaces M (z) and M (0) are isomorphic for |z| < r * .
4. The series (5.19) converges uniformly for z ∈ R with |z| < r * .
Suppose now α = 0. Recall from Theorem 6.3 that the limit spectrum for
For this case take Γ to be the closed contour in C containing an eigenvalue β 0 0 in σ(A 0 (0)) but no other element of σ(A 0 (0)) and definê
Suppose the lowest quasi-periodic resonance eigenvalue for the domain D lies inside −1/2 < µ * < 0 and the corresponding upper bound on S is given by
Theorem 7.2. Separation of spectra and radius of convergence for α = 0.
The following properties hold for inclusions with domains D that satisfy (7.6):
1. If |z| < r * then Γ lies in the resolvent of both A 0 (0) and A 0 (z) and thus separates the spectrum of A 0 (z) into two parts given by the component of spectrum of A 0 (z) inside Γ denoted by Σ (z) and the component exterior to Γ denoted by Σ (z). Σ (z) consists of the eigenvalue group β 0 (z) associated with β 0 0 . The invariant subspace of A 0 (z) associated with Σ (z) is denoted by M (z)
Now consider the Neumann spectrum. Recall from Theorem 6.1 that the limit spectrum for
For this case take Γ to be the closed contour in C containing an eigenvalue β 0 in σ(A(0)) but no other element of σ(A(0)) and definê
Theorem 7.3. Separation of Neumann spectra and radius of convergence.
The following properties hold for inclusions with domains D that satisfy (7.10):
1. If |z| < r * then Γ lies in the resolvent of both A(0) and A(z) and thus separates the spectrum of A(z) into two parts given by the component of spectrum of A(z) inside Γ denoted by Σ (z) and the component exterior to Γ denoted by Σ (z). Σ (z) consists of the eigenvalue group β(z) associated with β 0 . The invariant subspace of A(z) associated with Σ (z) is denoted by M (z)
4. The series (4.13) converges uniformly for z ∈ R with |z| < r * .
We have the estimate for the error incurred when only finitely many terms of the series 4.13 and 5.19 are calculated.
Theorem 7.4. Error estimates for the eigenvalue expansion.
1. Let α = 0, and suppose D, z * , and r * are as in Theorem 7.1. Then the following error estimate for the series (5.19) holds for z ∈ R and |z| < r * :
2. Let α = 0, and suppose D, z * , and r * are as in Theorem 7.2. Then the following error estimate for the series (5.19) holds for z ∈ R and |z| < r * :
3. Consider the Neumann spectrum and suppose D, z * , and r * are as in Theorem 7.3. Then the following error estimate for the series (4.13) holds for z ∈ R and |z| < r * :
Remark 7.5. Note that the estimates (7.13) through (7.15) are uniform in the index i for elements in the eigenvalue group restricted to the real axis for |z| < r * .
The Theorems 7.1 and 7.2 parts 1 through 3 and explicit convergence radii for power series representation for the eigenvalue group are proved in [24] . The proofs of part 4 of Theorems 7.1 and 7.2 together with Theorems 7.3 and 7.4 are given in section 11.
Radius of Convergence and Separation of Spectra for Periodic Scatterers of General Shape
In this section we describe general conditions on photonic or phononic crystals that guarantee a power series representation for spectral bands and for which all Theorems in section 7 hold. Consider an
Suppose we can surround each D i by a buffer layer R i so that each inclusion D i together with its buffer does not intersect with the any of the other buffered inclusions, i.e., D i ∪R i ∩D j ∪R j = ∅, i = j. The set of such inclusion domains will be called buffered dispersions of inclusions, see Figure 2 . We denote the operator norm for the Dirichlet to Neumann map for each inclusion by DN i and the Poincare constant for each buffer layer by C Ri and we state the following theorem.
Theorem 8.1. Convergent power series for the Bloch and Neumann spectra for buffered dispersions of inclusions. All 2 dimensional photonic and d dimensional acoustic crystals (d = 2, 3) made from buffered dispersions with constants C Ri and DN i that satisfy
have Bloch and Neumann spectra described by convergent power series for real values of the contrast within a neighborhood of z = 1/k = 0. The radii of convergence is controlled by the values DN i and C Ri , i = 1, . . . , N and Theorems 7.1 through 7.4 apply to these crystals.
The theorem follows from an explicit condition on the inclusion geometry that guarantees a lower bound µ * for both Neumann electrostatic resonance spectra and quasi-periodic resonance spectra. The lower bound depends only upon geometry and is uniform in α for the quasi-periodic spectra. This lower bound provides a positive distance between the origion z = 0 and the poles of A α (z) and A(z). The explicit condition is given by the following criterion. 
2 } one has the lower bound
This theorem is proved for quasi-periodic resonances in [24] and its proof follows identical lines for the Neumann electrostatic resonances in W 3 = H.
The parameter θ is a geometric descriptor for D and we define a wide class of crystal geometries to which Theorems 7.1 through 7.4 apply. The convergent series representation for buffered dispersions of inclusions now follows from the theorem.
Theorem 8.5. Suppose there is a θ > 0 for which
then the buffered geometry lies in P θ .
This theorem is established in [24] for quasi-periodic spectra and an identical proof can be used to prove it for the Neumann electrostatic spectra discussed here.
Radius of Convergence and Separation of Spectra for Disks
We now consider both Neumann and Bloch spectra for crystals discussed in the introduction with each period cell containing an identical distribution of N disks D i , i = 1, . . . , N of radius a. We suppose that the smallest distance separating the disks is t d > 0. The buffer layers R i are annuli with inner radii a and outer radii b = a + t where t ≤ t d /2 and is chosen so that the collection of buffered disks lie within the period cell. For this case a suitable constant θ is computed in [5] and is given by
Since a < b, we have that 0 < θ < 1.
We also note that when D i are discs of radius a > 0, we can recover an explicit formula for d from equations 7.1, 7.5, and 7.9. In particular, any eigenvalue β 
Then we may choose Γ from section 7 so that
We apply the explicit form for θ to obtain a formula for r * in terms of a,b, d given above, and α. Recall that ρ from Theorem 8.2 is given by ρ = min{ 1 2 , θ 2 }. In light of inequality (9.2), we have that
and we calculate the lower bound µ * :
Recalling that
we obtain an explicit radius of convergence r * in terms of a, b, η n,k ,η, and α for α = 0,
.
(9.8)
When α = 0 Theorem 6.3 shows that the limit spectrum consists of a component given by the roots ν 0k of
where a 0k = D u 0k dx are averages of the rotationally symmetric normalized eigenfunctions u 0k given by
The other component is comprised of the eigenvalues exclusively associated with mean zero eigenfunctions. The collection of these eigenvalues is given by {∪ n =0,k (η nk /a) 2 } The elements λ nk of the spectrum σ(A 0 (0)) are given by the set {∪ n =0,k (η nk /a) 2 } ∪ {∪ k ν 0k }. Now fix an element λ nk and letη be the minimizer of min
Then as before we may choose Γ from section 7 so that
and in terms of a, b, λ n,k , andη for α = 0:
Theorem 6.1 shows that the limit spectrum for the Neumann eigenvalue problem also consists of a component given by the roots ν 0k of (9.9). The elements λ nk of the spectrum σ(A(0)) are the same as for the limit periodic case σ(A 0 (0)) and given by the set {∪ n =0,k (η nk /a) 2 } ∪ {∪ k ν 0k }. Proceeding as before we may choose Γ from section 7 so that
and r * is given by
The collection of suspensions of N buffered disks is an example of a class of buffered inclusion geometries and collecting results we have the following: Corollary 9.1. For every suspension of buffered disks with θ given by (9.1): Theorem 7.1 holds with r * given by (9.8) for α ∈ Y , α = 0, Theorem 7.2 holds with r * given by (9.13) for α = 0, and Theorem 7.3 holds with r * given by (9.13). Moreover Theorem 7.4 part one holds with r * given by (9.8) and parts two and three hold for r * given by (9.13) and (9.15) respectively 10 Opening band gaps and persistence of pass bands for k > 1
We apply the characterization of σ(A(0)) given by Theorem 6.1 together with (4.2) to recover the high contrast limit of the Neumann spectrum given by
where δ j is the part of the Dirichlet spectra for D associated with mean zero eigenfunctions and ν i are the roots of the spectral function (6.3) . This is precisely the high contrast Numann spectrum described in [14] . In what follows we do not distinguish between the two component parts of the spectrum and write elements of σ N as ν j , j ∈ N. The Dirichlet spectrum is given by Theorem 10.2. Opening a band gap Consider any crystal geometry belonging to the class P θ . Suppose δ * j is simple then δ * j < ν j+1 . Set
Then one has the band gap
Next we provide an explicit condition on k sufficient for the persistence of a spectral band together with explicit formulas describing its location and bandwidth. Theorem 10.3. Persistence of passbands Consider any crystal geometry belonging to the class P θ . Suppose δ * j is simple then ν j < δ * j . Set
Then one has a passband in the vicinity of δ * j and We now establish Theorem 10.2.
Proof. Consider ν j+1 of multiplicity m < ∞. Setd = d j with
and r * = r j and apply Theorem 7.3 so that any element β i (z), 1 ≤ i ≤ ≤ m in the eigenvalue group has series representation given by 9) for z inside the interval −r j < z < r j . For k > r 10) and ν j+1 (k) → ν j+1 for k → ∞. Since ν j+1 (k) is increasing with k we conclude
We take a min-max ordering for σ(−∆ D ) and suppose that the j th Dirichlet eigenvalue corresponds to an eigenfunction of nonzero mean. The eigenvalue is denoted by δ * j . The min-max principle together with the monotonicity of eigenvalues with respect to increasing k delivers the inequality between the Bloch eigenvalues and σ(−∆ D ):
* , and k > 0. (10.12) Application of (1.23) and (10.12) gives
for every α ∈ Y * and it is clear that a band gap opens in the Bloch spectrum when δ * j < ν j+1 (k) or equivalently when
We apply (7.15), (10.11) and Remark 7.5 to get 15) and the theorem follows for all k that satisfy
We now establish Theorem 10.3.
Proof. From the min-max formulation we have that λ j (k, 0) and λ j (k, α) are increasing with k and from [14] (or [24] ) we have (10.17) and lim
With this in mind observe that if |δ *
To proceed we estimate the difference |λ j (k, α) − δ * j |. Setd = d j with
and r * j given by (7.3) withd = d j . Apply Theorem 7.1 noting that δ * j is simple so that β α j (z) has series representation given by (10.20) for z inside the interval −r * j < z < r * j . For k > r * j we have λ j (k, α) = 1 β α j (k −1 ) and we apply (7.13) to get
The persistence of band structure described by (10.19) follows for a fixed α ∈ Y * for all k that satisfy
We maximize r * j over α ∈ [−π, π] d to find that it is attained for |α| 2 = dπ 2 and the maximum is r * j = r j . For this choice we recover the persistence of band structure described by (10.7) and (10.8).
Derivation of the Convergence Radius, Separation of Spectra and Error Estimates
Here we prove Theorems 7.3 and 7.4. The Theorems 7.1 and 7.2 parts 1 through 3 and explicit convergence radii for power series representation for the eigenvalue group are proved in [24] . To begin, we recall that the Neumann series (4.5) and consequently (4.6) and (4.13) converge provided that
With this in mind we follow [24] and compute an explicit upper bound B(z) and identify a neighborhood of the origin on the complex plane for which
holds for ζ ∈ Γ. The inequality B(z) < 1 will be used first to derive a lower bound on the radius of convergence of the power series expansion of the eigenvalue group about z = 0. It will then be used to provide a lower bound on the neighborhood of z = 0 where properties 1 through 3 of Theorem 7.3 hold.
We have the basic estimate given by
. Here ζ ∈ Γ as defined in Theorem 7.1 and elementary arguments deliver the estimate 4) whered is given by (7.1). Next we estimate (
. Denote the energy seminorm of u by u = ∇u L 2 (Y ) .
(11.5)
To proceed we introduce the standard Poincare and Green's function estimates: 6) and for v ∈ L 2 0 (Y )
where λ N is the first nonzero Neumann eigenvalue for the period
For any v ∈ L 2 0 (Y ), we apply (11.6) to find
Applying (11.7) and (11.8) delivers the upper bound:
The next step is to obtain an upper bound on (( 10) where 
(11.11)
Thus we maximize the function
(11.12) over x ∈ [µ * , 1/2] for z in a neighborhood about the origin. Let Re(z) = u, Im(z) = v and we write 13) to get the bound
We now examine the poles of g(u, x) and the sign of its partial derivative ∂ x g(u, x) when |u| < 1. If Re(z) = u is fixed, then g(u, x) = ((
−2 has a pole when ( On the other hand, if x is fixed, g has a pole at
The sign of ∂ x g is determined by the formula 17) where
Calculation shows that ∂ x g < 0 for x >x, i.e. g is decreasing on (x, ∞). Similarly, ∂ x g > 0 for x <x and g is increasing on (−∞,x). Now we identify all u = Re(z) for whichx =x(u) satisfieŝ
Indeed for such u, the function g(u, x) will be decreasing on [µ * , 1/2], so that g(u, µ * ) ≥ g(u, x) for all x ∈ [µ * , 1/2], yielding an upper bound for (11.14).
Lemma 11.2. The set U of u ∈ R for which − 1 2 <x(u) < µ * < 0 is given by
Proof. Note first that µ * = inf i∈N {µ i } ≤ 0 follows from the fact that zero is an accumulation point for the sequence {µ i } i∈N so it follows that −1 ≤ z * . Notingx =x(u) = We now show that
. Then
and so h is decreasing on (−∞,
as desired.
Combining Lemma 11.2 with inequality (11.14), noting that −|z| ≤ Re(z) ≤ |z| and on rearranging terms we obtain the following corollary.
Corollary 11.3. For |z| < |z * |:
From Corollary 11.3, (11.3), and (11.4) we easily see that
A straight forward calculation shows that B(z) < 1 for
Since r * < |z * | we have established that the Neumann series (4.5) and consequently (4.6) and (4.13) converge for |z| < r * . Now we establish properties 1 through 3 of Theorem 7.3. First note that inspection of (4.5) shows that if (11.1) holds and if ζ ∈ C belongs to the resolvent of A(0) then it also belongs to the resolvent of A(z). Since (11.1) holds for ζ ∈ Γ and |z| < r * , property 1 of Theorem 7.3 follows. Formula (4.6) shows that P (z) is analytic in a neighborhood of z = 0 determined by the condition that (11.1) holds for ζ ∈ Γ. The set |z| < r * lies inside this neighborhood and property 2 of (r * ) p (r * − |z|) , (11.27) for |z| < r * and property 3 of 7.4 is established. Now we establish (11.26) . Applying (11.24) and noting that |ζ − β 0 | =d on Γ one obtains the estimate |β (11.28) for |z| < r * . Note that the righthand side of (11.28) is increasing with |z| ≤ r * < |z * |. The righthand side is maximized for |z| = r * and we recover (11.26) on applying (11.25) . We conclude noting that parts 1 and 2 of Theorem 7.4 follow identical arguments using Corollary 12.3 of [24] . Now we show that the operator B(k) introduced in section 3 is bounded and compact. 29) where the last inequality follows from (11.7). The upper estimate on T For v ∈ H the projections P µi v are of the form
is an orthonormal basis for the subspace P µi (H). The projections P 1 and P 2 are defined similarly. Without loss of generality we show that P µi (−∆ N ) −1 is a self adjoint operator on L A similar argument holds for all terms in (11.34) and we conclude that A(z) is self adjoint for real z.
Reciprocal relation and applications
We introduce a reciprocal relation for both Bloch and Neumann spectra and use it to understand band structure for crystals with coefficient a = 1 k < 1 inside Ω and a = 1 outside. We denote the eigenvalue associated with a choice of coefficient a(x) = a in for points x ∈ D and a = a out for points x ∈ Y \ D by ω 2 = ω 2 (a in , a out ). The spectral problem is given by the solution u of 3)
The reciprocal relation (12. 3) provides the relation between the band structure for the operator L k described by (1.1) andL
and is given by
As an application we return to the photonic crystal given by the periodic dispersion of N disks each separated by a minimum distance as described section 1. We suppose that the dielectric constant inside each disk is now greater than 1 and given by k while the surrounding material has dielectric constant 1. For this case we apply (12.4) together with Theorems 1.1 and 1.2 to recover the following theorem on existence of band gaps and persistence of spectral bands for H-polarized modes. We define r j to be Next we provide an explicit condition on k sufficient for the persistence of a spectral band together with explicit formulas describing its location and bandwidth. Observe that since 1/k < 1 Theorems 12.1 and 12.2 provide qualitative criteria for sub wavelength control of band structure for k > k. We conclude and point out that the results developed here provide rigorous criteria based on geometry and material properties for opening band gaps in both 2 and 3 dimensional periodic materials, see Theorems 1.1, 1.2, 10.2 10.3, 12.1, and 12.2.
