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We consider classical nonlinear oscillators on hexagonal lattices. When the coupling between the
elements is repulsive, we observe coexisting states, each one with its own basin of attraction. These
states differ by their degree of synchronization and by patterns of phase-locked motion. When
disorder is introduced into the system by additive or multiplicative Gaussian noise, we observe a
non-monotonic dependence of the degree of order in the system as a function of the noise intensity:
intervals of noise intensity with low synchronization between the oscillators alternate with intervals
where more oscillators are synchronized. In the latter case, noise induces a higher degree of order in
the sense of a larger number of nearly coinciding phases. This order-by-disorder effect is reminiscent
to the analogous phenomenon known from spin systems. Surprisingly, this non-monotonic evolution
of the degree of order is found not only for a single interval of intermediate noise strength, but
repeatedly as a function of increasing noise intensity. We observe noise-driven migration of oscillator
phases in a rough potential landscape.
PACS numbers: 05.45.Xt, 05.40.Ca, 64.60.aq
I. INTRODUCTION
The so-called order-by-disorder effect is usually dis-
cussed in different contexts of spin models. The no-
tion refers to the frequently found situation in which
the ground state is degenerate due to the competi-
tion among the interactions, and this degeneracy is
lifted due to disorder. Here the lifting can be temper-
ature driven (that is entropically) [1, 2] or quantum
driven as in [3] or [4, 5]. The term itself was intro-
duced in classical spin models [1], and was further
discussed in [6]; it has been also observed in quan-
tum magnetism [2, 7] and in ultracold atoms, see
for example [8]. In [4, 5] this effect was studied for
a two-dimensional Heisenberg antiferromagnet on a
Kagome´ lattice, where the long-range order of spins
was induced via disorder. As mentioned in [2], it de-
pends crucially on the degree of degeneracy whether
the order-by-disorder effect dominates in the compe-
tition of interactions so that its implications on cor-
relations become visible. What makes the order-by-
disorder effect particularly interesting is the feature
that it appears to be counterintuitive.
In this paper we consider a different realization of
an order-by-disorder effect in a multistable system of
classical active rotators [9]. Active rotators are a
prototype of systems that, depending on the choice
of parameters, display either periodic oscillations or
excitable fixed-point behavior. Most studies of en-
sembles of rotators treated attractive (positive) cou-
pling, which favored in-phase synchronization. In a
few studies a random subset of attractive couplings
was replaced by repulsive ones. Disorder in the very
sign of couplings was the focus of [10] with the re-
sult that a moderate fraction of repulsive interactions
triggered global firing of the rotator ensemble, an ef-
fect that is suppressed for large networks unless the
interaction topology is appropriately changed.
In previous studies the repulsive coupling was intro-
duced into the ensembles of active rotators [10] and
Kuramoto oscillators [11] at random, without an ex-
plicit control over the induced frustration. In a re-
cent work [12] the case of directed links was treated:
for a certain proportion of oscillators (“contrarians”)
the coupling to the mean field was negative, which
resulted in rich nontrivial dynamics. Differently, in
this paper we consider undirected coupling and fo-
cus on effects that are merely induced by frustration,
while disorder is implemented in the form of additive
or multiplicative noise. We therefore prescribe the
sign of couplings in a way that it is possible to control
the number of induced frustrated bonds and to distin-
guish effects, generated by frustration and noise, from
those which owe to disorder in the coupling signs in
combination with noise. As we shall see, for the latter
case the order-by-disorder effect is absent.
The notion of frustration in oscillatory systems was
introduced in [13] and further used in [11] for Ku-
ramoto oscillators with undirected coupling. Later it
was generalized by one of us [14] for directed networks
and excitable and oscillatory systems. In [14] we have
shown that frustration in these systems can indeed
lead to a considerable increase in the number of sta-
tionary states and to multistability, an effect analo-
gous to that in spin systems. It is this growth in the
number of coexisting attractors, for which we here in-
troduce frustration in the active rotator systems.
Without noise the system obeys a gradient dynam-
ics which drives it to lower values of the potential in
the high-dimensional configuration space. The evo-
lution either ends up in one of the local minima of
the energy landscape, or (since the potential is not
bounded from below) proceeds ad infinitum along the
descending rifts at the bottom of landscape valleys.
While the local minima in the energy landscapes of
spin systems correspond to different fixed points, at-
tractors for active rotator units, depending on the
choice of parameters, can be either fixed points (min-
ima as well) or trajectories along the rifts. If, in the
toroidal phase space of the system, the rifts turn into
closed curves, the respective attractors are limit cy-
cles: the motion along them corresponds to periodic
oscillations. Non-closed rifts correspond to temporal
patterns which never repeat themselves exactly: ei-
ther quasiperiodic or chaotic oscillations. Besides the
quantitative details, the attractors differ by their de-
gree of synchronization (which we call “order”): the
2number of different oscillator phases in the patterns of
phase-locked motions. The lower this number is, the
higher the order, the more phases in the ensemble co-
incide in a state. Counterintuitive, this order can be
increased via the introduction of disorder into the sys-
tem: disorder in the form of additive or multiplicative
white noise.
II. THE MODEL
We study systems of N active rotators [9], whose
phases ϕi are governed by the equations:
dϕi
dt
= ωi − b sinϕi + σAξi(t) +
(κ+ σMηi(t))
Ni
∑
j
Aij sin(ϕj − ϕi). (1)
Here ωi denote the natural “frequencies” of the rota-
tors, b and κ parameterize, respectively, the level of
excitability and the coupling strength. Further,Ni de-
notes the number of neighbors to which the i-th unit
is connected, and Aij is the adjacency matrix with
Aii = 0, Aij = 1 if i 6= j and units i and j are con-
nected, otherwise Aij = 0. The terms σMηi and σAξi
denote multiplicative and additive white noise, respec-
tively, with 〈ηi〉 = 0 = 〈ξi〉, 〈ηi(t)ηj(t)〉 = 2δijδ(t−t′),
likewise 〈ξiξj〉 = 2δijδ(t − t′), where σM and σA are
measures for the multiplicative and additive noise in-
tensities, respectively. Throughout the paper we set
ωi = ω: for a set of identical elements the synchro-
nized solution always exists on arbitrary plane lat-
tices, in contrast to two-dimensional lattices of oscil-
lators with distributed frequencies [15]. We choose
Aij to represent a hexagonal lattice of the size M ×L
with periodic boundary conditions, unless otherwise
stated, as shown in Fig. 1 (a), so that each unit has
the same number of nearest neighbors: Ni = 6.
Most former studies have been performed for posi-
tive coupling κ = |κ|, while we are mainly interested
in repulsive coupling and choose κ = −|κ|. The reason
is that negative κ in combination with the hexagonal
coupling pattern turns all bonds into frustrated. Con-
sider any elementary triangle formed by units i, j, k.
Negative coupling ensures that unit i prefers to be
antiphase to j and j prefers to be antiphase to k. As
a result, i would be in phase to k, which is in con-
flict with the repelling direct link between them. So
whatever phase the unit k assumes, the bond either
between k and j or between k and i is frustrated.
In order to compare our results with couplings that
are disordered with respect to their sign, but do not
lead to any frustrated bonds, we show also the case
of positive couplings for the bonds along the horizon-
tal directions in Fig. 1 (b), while all other bonds are
repulsive.
III. MULTISTABILITY FOR REPULSIVE
COUPLING
Kuramoto oscillators. Consider eq. (1) with
both sources of noise set to zero. Let us first dis-
aL n
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FIG. 1. Hexagonal lattice with all triangles frustrated for
all couplings being negative (a) and not frustrated (b) for
positive couplings along the horizontal links and negative
ones otherwise.
cuss the phase space structure for b = 0: a set
of N Kuramoto oscillators coupled on a hexagonal
(M×L)-lattice. By going into the comoving frame via
ϕ(t) → ϕ(t) − ωt and rescaling the time via the nor-
malized coupling strength |κ|/6 (for the given number
of nearest neighbors), we arrive at
ϕ˙i = sign(κ)
∑
j
Aij sin(ϕj − ϕi). (2)
While for positive κ this system has a single stable
fixed point in which all phases are the same (this cor-
responds to synchronous oscillations with frequency ω
in the lab frame), we see hints on the expected mul-
tistability for the negative coupling for a subset of
solutions. These are plane-wave solutions, character-
ized by fronts of constant phases along parallel lines
on the hexagonal lattice such that no nearest neigh-
bors share the same phase. Their spatial distribution
is characterized by
ϕm,n =
2pi
M
k1m+
2pi
L
k2n (3)
for coordinates m = 1, ...,M and n = 1, ..., L, where
allowed values for the wave vector k1, k2 are restricted
to integers by the periodic boundary conditions. In
patterns of this kind the coupling term identically van-
ishes. For this set we show in the Appendix A.1 that
for a sufficiently large extension of the lattice and an
even number of the linear extension M = L, there
are always two sets of wave vectors k1 = k2 = k and
k1 = k2 = k+1 such that the plane waves correspond
to different solutions. These solutions do not merely
differ by a rotation of the linear front, but by the very
number of oscillators sharing the same phase (below
we denote such sets of oscillators as “clusters”).
Plane-wave solutions, which obviously reflect the
lattice symmetry in their fronts of constant phases,
are not the only stable solutions on a hexagonal lat-
tice, as we shall discuss in more detail below.
Active rotators. In the following, without restric-
tion of generality, we assume b to be non-negative.
For b 6= 0, by rescaling the time unit we set b = 1
and follow the solutions in the parameter space of
ω and κ. For ω < 1 and positive κ, active rota-
tors have a stable fixed point, ϕi = ϕs = arcsinω,
i = 1, . . . , N , in which all elements are synchronized
with the same phase. This fixed point is stable for suf-
ficiently small negative κ as well; when κ is decreased,
it loses stability via the degenerate pitchfork bifur-
cation at κc = −
√
1− ω2/(1 − λmin/N ), where λmin
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FIG. 2. Solutions of eq. (1) with 4 and 6 clusters on a 4×4
lattice for ω = 0.7, b = 1, κ = −2 and σM = σA = 0.
is the minimal (most negative) eigenvalue of the ad-
jacency matrix Aij . The corresponding derivation is
provided in Appendix A.2. For the hexagonal lattice
the minimal eigenvalue is always degenerate; its mul-
tiplicity depends on the periods M and L: for M 6= L
and M=L=3n it equals 2; for M=L 6= 3n it equals 6
with the exception of the caseM=L=4 when the mul-
tiplicity of the minimal eigenvalue is 9. Accordingly,
the dynamics on the corresponding central manifold is
not quite trivial. Leaving the complete description for
the forthcoming publication, here we note only that,
in spite of the high multiplicity, the gradient character
of the dynamics forbids the complexification of eigen-
values, therefore no Hopf bifurcations can occur.
For sufficiently negative κ, when, at ω > 1, every
individual unit is in the limit-cycle state, there are no
stable fixed points. Since we are primarily interested
in the order-by-disorder effect, we do not further zoom
into the bifurcation region, but choose κ sufficiently
negative as to be well inside the parameter domain
with time-dependent dynamics. This domain is char-
acterized by coexisting states with different synchro-
nization patterns which perform periodic or quasiperi-
odic oscillations. Even for small lattice sizes the num-
ber of coexisting attractors can be quite large, and
below we briefly describe just two typical patterns.
Similarly as for Kuramoto oscillators, one form of
stable solutions are plane-wave patterns. They are
characterized by fronts of identical phases which are
parallel to each other and extend along straight lines
of the hexagonal lattice as shown in Fig. 2 (b), con-
necting sites which are not nearest neighbors in ac-
cordance with the repulsive couplings. A special case
of plane wave solutions are splay-like states for which
the instantaneous values of phases characterizing dif-
ferent clusters are separated on the unit circle by equal
intervals.
Another type of solution appears as a spherical
wave on a hexagonal lattice. For example, it is found
as a 6-cluster solution on a 4n1 × 4n2 lattice with
integer n1, n2. At a first glance, the phase assign-
ments on the 4 × 4-lattice, displayed in Fig. 2 (d),
may look irregular; there the characters a, ..., f label
different clusters. However, what we see is a sector of a
“discretized” spherical wave on the hexagonal lattice,
with an isolated oscillator in its center, surrounded by
two clusters of three oscillators, in alternating order
bc bc bc, along the first polygon ring of nearest neigh-
bors. In the second ring of next-nearest-neighbors of
the center, three clusters of three oscillators are ar-
ranged like edfedfedf . Phase differences within a ring
and between different rings do not stay constant, but
oscillate regularly. Placing on a 4× 4-lattice the cen-
ter of the wave into any of the 16 sites and performing
any number of 60◦ rotations, we obtain 96 replicas of
this configuration.
The existence of the described wave assumes com-
patibility with the lattice size and the boundary condi-
tions; its stability depends on the strength of repulsive
coupling.
Characterization of states. In view of our goal
to analyze the order-by-disorder effect, it is sufficient
to distinguish the states according to their cluster par-
titions: we denote the states as pn, n being the overall
number of clusters. We say that several oscillators be-
long to the same cluster if they share the same phase
within numerical accuracy. This accuracy will be low-
ered and adapted in the presence of noise. Of course,
this characterization is not unique: several different
states can have (and as we will see below they do have
indeed) the same partition into clusters. By differ-
ent we mean dynamical distinctions: two states which
cannot be transformed into each other by a combina-
tion of symmetry transformations of the lattice (trans-
lations, rotations, reflections); for periodic solutions,
it suffices to have non-coinciding values of the period.
IV. ORDER-BY-DISORDER FOR ACTIVE
ROTATORS
Quasi-stationary states. In the following we
consider active rotators coupled with frustration on
hexagonal lattices under the action of noise. With-
out noise, the stationary pn-states, characterized by
their cluster partitions, correspond to frequency - syn-
chronized oscillators, with phase-locked motion in case
of Kuramoto oscillators, (that is time-constant phase
differences between different clusters,) and oscillating
phase differences between different clusters in case of
active rotators.
In contrast, under the action of weak and moderate
noise, the system exhibits behavior which we would
call quasi-stationary. In fact, this is noisy dynamics
on a landscape with many traps: the trajectory moves
from one pn-state to another, spends there a notice-
able amount of time, departs to the next one, and this
ad infinitum. For strong noise the short intervals of
stay can hardly be resolved and the motion turns into
a random walk across the rough energy landscape.
We represent our results in terms of time evolu-
tions of individual oscillator phases ϕi(t), i = 1, ..., N ,
a presentation which is limited by the spatial reso-
lution for larger systems. The widespread character-
ization in terms of the Kuramoto order parameters
ρn = 1/N
∑N
j=1 exp inϕj has been designed for the
case of uniformly rotating oscillators, and works es-
pecially well in the splay situation, when the phase
clusters are more or less uniformly placed on the cir-
cle. There for the state pn the values of |ρj | with j < n
4(nearly) vanish, whereas the value of |ρn| is close to
1. Since in our computations the values of phases in
the clusters are typically not equally spread, the lower
parameters |ρj | are usually not small and can hardly
serve as simple indicators. In case of active rotators
the set of order parameters is even less appropriate:
phase space of an active rotator involves segments of
relatively fast and relatively slow evolution. Since ma-
jor portions of time are spent on slow segments, the
parameter ρ1 would be close to 1 (and, hence, indicate
synchrony) even in the case when the coupling is com-
pletely absent. It may also happen that the average
over one time period of some ρn, n ∈ {1, ..., N} takes
a larger value for a state with less coinciding phases.
Examples will be discussed below.
Our basic example is the lattice of size 4 × 4 at
ω=0.7, b=1 and sufficiently strong negative coupling
κ=–2. In the absence of noise, this lattice is espe-
cially multistable. Starting from different initial con-
ditions (a sequence of randomly generated 2×104 sets)
we were able to resolve here 75 stable periodic orbits
of the type p4 which have different values of the period
and, hence, are dynamically different. Each of these
orbits has a multitude of symmetric replicas. Besides,
we detected two dynamically different spherical waves
of the type p6: one of them corresponds to a limit
cycle, and another one – to a quasiperiodic state. Fi-
nally, one periodic solution and several quasiperiodic
states belong to the type p16: all instantaneous values
of individual phases are different. The reason why
we call the latter type a clustered pattern although
each cluster consists of a single oscillator, is the fact
that in this state the phases are still correlated: phase
differences between the sixteen oscillators oscillate pe-
riodically or quasiperiodically. This regular character
of oscillations persists at weak noise. In contrast, in
the most disordered state that is observed for strong
noise, the evolution of individual phases seems fully
uncorrelated.
For detection of periodic and quasiperiodic states
we used the numerically obtained Poincare´ mapping
on the hypersurface ϕ1=const. Limit cycles turn into
attracting fixed points of the mapping, whereas the
quasiperiodic states (two-dimensional tori) are identi-
fied as smooth curves on the secant surface.
Now we turn on additive noise and monotonically
increase its intensity. The results are shown in Fig. 3.
We plot the phases of all 16 oscillators in the in-
terval [0, 2pi] as functions of time. While the noise
intensity is varied from σA = 0.01 to σA = 1, all other
parameters are kept fixed: ω = 0.7, b = 1, κ = −2.
In the presence of noise, exact coincidence of phases
is washed out, but the tendency to form easily recog-
nizable groups persists, therefore we soften the defini-
tion: we say that oscillators belong to one cluster if
their phases agree within 1.6 · 10−1 for σA = 0.02 and
within 5.5 · 10−1 for σA = 0.1, so that the accuracy
has to be adapted to the noise intensity. If we charac-
terize the solutions by the cluster partitions in terms
of pn, and mark all disordered states by the symbol
d, we read off the following sequence from Fig. 3: p16
(each oscillator is isolated) for 0 ≤ σ ≤ 0.02; p4 (four
clusters with four oscillators in each), for σA = 0.03,
σA = 0.05, and later again for σA = 0.08; p6 solutions
consisting of one isolated oscillator, two clusters with
three oscillators each and three clusters with three os-
cillators each around the center of the spherical wave,
for σA = 0.06, (σA = 0.07, not displayed), σA = 0.09
(and σA = 0.1, not displayed). The states as seen for
σA = 0.03 and σA = 0.05 correspond to p4 patterns,
but for stronger noise the system stays in a more or-
dered realization of this pattern, which may give a
hint on a deeper valley of the attractor in which the
synchronization is less sensitive to the noise. For even
stronger noise like σA = 1.0 the solutions get fully dis-
ordered: all phases are non-synchronized and uncor-
related. In terms of our notion of order, a 4-cluster so-
lution is more ordered than a 6-cluster solution which
is more ordered than a 16-cluster solution.
Generic features. For all realizations, displayed
in Fig. 3, we varied only the intensity of additive noise,
starting from the same randomly chosen initial con-
dition, and choosing the same seed for the random
number generator. The question therefore arises of
how representative are these plots. Individual plots
like those of Fig. 3 do depend on the boundary con-
ditions (whether periodic or not), initial conditions
(random or not), the realization of noise (additive,
multiplicative, weak, intermediate, and the very real-
ization), moreover on the time instant at which the
snapshots are taken, and the lattice size. What is
independent of the concrete choice of all these con-
ditions is the observed non-monotonically varying de-
gree of order when the noise intensity is monotonically
increased. This feature should be observed as long as
the boundary and initial conditions allow for many
coexisting attractors in the system without noise, as
we shall explain in the following.
We formed an ensemble of hundred randomly cho-
sen initial conditions, and for each of them we re-
peated the simulation with ten different realizations
of noise of the same intensity. Let us call the sequence
(p16, p4, p16, p4, p6, p4, p6, p6, p4, p6, p6, d) that is
observed in Fig. 3 a “pattern”. If we view as “qualita-
tively the same pattern” those sequences which differ
by permutations of the sequence or a different num-
ber of 6-cluster and 4-cluster solutions, then out of
the hundred initial conditions ∼ 20% led to qualita-
tively the same pattern as in Fig. 3. The remain-
ing 80% of initial conditions lead to sequences like
(p16, . . . , p6, . . . , d) with homogeneous behavior for a
larger intermediate range of noise, in case of which the
non-monotonic behavior is less pronounced. From the
different realizations of noise for otherwise unchanged
parameters about 30% have led to qualitatively the
same patterns, the actual numbers vary between one
and six out of ten. We conclude that the observation
of a sequence with a pattern as displayed in Fig. 3
is not a rare event in the stochastic dynamics of the
ensemble.
It should be noticed that the patterns of Fig. 3 cor-
respond to a short time window after 104 time units
from the start of integration and are not meant as fi-
nal states. The sequence of order may differ for other,
earlier and also (arbitrarily) later time windows, as we
explain below. In particular, on sufficiently long time
segments the p4 solution of panel b) will repeatedly
transform to p6 and p16 solution and back.
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FIG. 3. Order-by-disorder on a 4 × 4 lattice of active rotators, for ω = 0.7, b = 1, κ = −2, σM=0 and monotonically
increasing noise intensity σA between panels (a) to (h). For further explanations see the text.
Similar, but visually more pronounced differences
between more and less ordered and disordered states
are recovered on a 10×10-lattice. Ordered states with
ten clusters of ten oscillators each are seen for the in-
termediate noise intensities σ = 0.03, 0.05, 0.08, 0.09
and 0.1, while we see hundred different phases, syn-
chronized for zero or small noise values and fully disor-
dered for large noise values, for the plots see (Fig. 4).
Remarkably, if we here further zoom into the
noise intervals, for example into [0.06, 0.07] between
the disordered patterns of hundred different phases
at 0.06 and 0.07 (Fig. 5), we see a sequence like
d o o d d d d o o, for equidistant values of σA between
0.061 to 0.069, where d stands for hundred different
phases and o (order) for ten different phases organized
in ten clusters.
At this point one may be tempted to continue the
zooms to find out, down to which resolution of the
noise intensity the characteristic order of the solutions
within the same time interval (here 104) persists. A
variation of the noise in steps of 10−4 for intervals
within [0.061, 0.069] showed the same type of ordered
solutions.
Again, all runs for different noise intensities started
from the very same randomly chosen initial configura-
tion of oscillator phases. Also here a slight change in
the initial conditions may lead to different patterns as
a function of the same increasing noise intensity. We
observed similar pronounced non-monotonic behavior
for about ten out of hundred different randomly cho-
sen initial conditions.
We have also identified order-by-disorder in larger
systems like 32×32-lattices. Here we used histograms
of the distribution of phases over the unit circle, which
result from a collection of phase values at a fixed time
instant (here 104 time units from the start of inte-
gration.) For an intermediate value of the noise in-
tensity (σA = 0.01), the histogram has a more pro-
nounced peak structure than for vanishing noise or
for a strength of σA = 0.1, see Fig. 6. For such sys-
tems we expect a multitude of attractors that is hard
to resolve in its variety.
Order-by-disorder for multiplicative noise. Similar
sequences of alternating synchronization patterns as
in Fig. 3 are obtained, when the additive noise is re-
placed by multiplicative noise and σM is varied be-
tween 0.01 and 0.1, with other parameters fixed at
the same values. Here we again observe the effect of
order-by-disorder for roughly 10% of the different ini-
tial conditions; an example is shown for active rotators
in Fig. 7.
Order-by-disorder for non-periodic boundary condi-
tions. According to our numerical data, the discussed
effect seems to be unrelated to the kind of boundary
conditions on the lattice. As shown in Fig. 8, the
tendency to formation of long-living clusters at small
and moderate values of noise intensity persists for the
lattice with free boundaries as well.
Order-by-disorder for Kuramoto oscillators. Ku-
ramoto oscillators on the hexagonal lattice display
similar sequences of states as in Fig. 3, confirming
that the phenomenon is not caused by the excitabil-
ity of the active rotators, but by the structure of the
underlying potential landscape, which itself depends
on the lattice topology and the sign-assignments of
couplings. In Table I we illustrate why an alternative
representation in terms of higher Kuramoto order pa-
rameters (here ρ1, ρ2, ρ4, and ρ6) fails to reflect the
order of states in full detail.
For example, in the noisy disordered state (σA =
1.0) they show larger values than for the initial state of
vanishing noise intensity in panel (a) of Fig. 9. While
otherwise ρ2 adequately reflects the change in the or-
der as observed in Fig. 9, ρ4 fails for σA = 0.09, where
the order is less than for σA = 0.08 in contrast to what
the order parameter suggests.
V. HIERARCHIES IN THE POTENTIAL
BARRIERS
We interpret the occurrence of more ordered and
less ordered cluster partitions for monotonically in-
creasing noise strength as an indication of a hierar-
chy in the potential barriers. In our system the role
of a potential is played by the integral over ϕ of the
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FIG. 4. Order-by-disorder on a 10× 10 lattice of active rotators, for parameter values ω = 0.7, b = 1, and κ = −2.
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FIG. 5. Zoom into the noise interval between 0.061 to 0.069, for otherwise the same parameters as in Fig. 4.
equations (1), in terms of which the equations obey a
gradient dynamics, dϕi/dt = −∇iV , with V given by
V = −ω
∑
i
ϕi−b
∑
i
cosϕi− κ
2N
∑
i,j
Aij cos(ϕj−ϕi).
(4)
The first term in (4) is linear with respect to the
phases ϕi and is responsible for the unbounded aver-
age drift whose slope ω is the same for all patterns.
Two last terms, taken together, form the oscillatory
part of the potential, Vosc. We evaluate Vosc for the
4-cluster solution, the 6-cluster solution, and the 16-
cluster solution. The mean values over one period
are V
(4)
osc = −7.76, V (6)osc = −7.65, and V (16)osc = −7.51,
respectively: the higher the order, the lower the corre-
sponding potential. However, we possess no detailed
knowledge about the landscape in between, in par-
ticular about the height of the ridges. Sensitive re-
sponse to different noise intensities indicates that the
landscape is quite rough, owing to the implemented
high degree of frustration. Numerical evidence sug-
gests that for a sizeable portion of initial conditions,
deterministic paths to their eventual attractors pass
close to one or several ridges, which makes them sensi-
7FIG. 6. Histogram of active rotator phases on a 32 × 32 lattice, at the time instant 104 time units after start of the
integration, for parameter values ω = 0.7, b = 1, and κ = −2, and additive noise, for three values of σA.
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FIG. 7. Order-by-disorder on a 10× 10 lattice of active rotators, for parameter values ω = 0.7, b = 1, and κ = −2, and
multiplicative noise.
σA panel ρ1 ρ2 ρ4 ρ6
0.00 a 0.001 0.102 0.060 0.149
0.01 b 0.002 0.279 0.300 0.339
0.02 c 0.003 0.868 0.514 0.104
0.03 d 0.005 0.489 0.803 0.414
0.04 e 0.006 0.420 0.503 0.366
0.05 f 0.007 0.372 0.334 0.393
0.06 g 0.009 0.838 0.461 0.235
0.07 h 0.009 0.280 0.302 0.258
0.08 i 0.011 0.767 0.303 0.227
0.09 j 0.012 0.644 0.308 0.417
0.10 k 0.013 0.787 0.346 0.224
1.00 l 0.122 0.256 0.223 0.222
TABLE I. Order parameter ρ1, ρ2, ρ4, ρ6 for the different
noise intensities and their phase evolutions as displayed in
Fig. 9.
tive to the action of noise and introduces uncertainty
in the destination.
In general, on the very large timescale, the time evo-
lution of ϕi under the action of noise is a walk over the
entire landscape. However, for the small and moder-
ate noise intensities the residence times in vicinities of
the deep minima or rifts are quite large (of the order
of several hundred or thousand time units), whereas
the shallow valleys are traversed relatively fast. Below
we restrict ourselves to the moderately long epochs
of evolution; hence, for shortness, these intermediate
asymptotics near which the system spends long inter-
vals of time, are referred to as “attractors”. It is these
states that are displayed in Fig. 3. Furthermore, as
indicated before, it is not the number of different pat-
terns, characterized as p4, p6, p16, or d, which defines
the number of different attractors, since characteriza-
tions in terms of a pattern do not uniquely charac-
terize a state due to the high degeneracy in assigning
a pattern to the grid. Therefore, what we call “new
attractors” below may share the same pattern as en-
countered before.
Consider an ensemble of stochastic trajectories
which start from the same initial location in the high-
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FIG. 8. Order-by-disorder on a 4 × 4 lattice of active rotators with free boundary conditions, for parameter values
ω = 0.7, b = 1, and κ = −2. Same parameters as in Fig. 3, but with free boundary conditions.
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FIG. 9. Order-by-disorder for Kuramoto oscillators on a 4× 4 lattice, for parameter values ω = 0.7, b = 0, and κ = −2.
Same parameters as in Fig. 3 except for b = 0.
dimensional landscape, that is, the ensemble is formed
by different realizations of noise. Without noise, the
gradient dynamics drives the phases along the gradi-
ent of the potential until the first local minimum or
rift is met, where the system gets stuck, be it in a
fixed point or in a limit cycle. Under sufficiently weak
noise, the bulk of the trajectories of the ensemble re-
mains close to the deterministic orbit and ends up at
the same attracting set. Under somewhat stronger
noise, the ensemble splits: part of the trajectories
crosses the nearby ridge(s) and goes to different at-
tractor(s), in contrast to the rest which follows the
deterministic trajectory. This is what we have seen
to occur in ten realizations. Fig. 10 (a) displays the
temporal evolution of the oscillatory part of the po-
tential Vosc(t) for two trajectories which start from
the same initial position under the same parameter
values and correspond to two different realizations of
additive noise at σA = 0.04. The dashed line shows
the trajectory which largely follows the deterministic
solution and ends up at a p16 pattern (the attract-
ing state for these initial conditions in the absence of
9noise). The trajectory which is shown by the solid
line, initially tracks the deterministic solution as well;
however, after a certain time and a short epoch of
strong oscillations, it appears to cross the ridge and
land upon the deeper lying attractor of a p4 solution.
A closer look at the individual phases (Fig. 10 (b))
shows that transitional oscillations are close to the
three-clustered state: apparently this is the unstable
periodic solution, located on the ridge which separates
the basins of p16 and p4. The trajectory approaches
this state along its stable manifold, spends some time
(roughly the interval 45 < t < 75) in its neighbor-
hood, displaying larger amplitudes of Vosc, and leaves
it along the unstable manifold. Very similar type of
crossover behavior was found for σA = 0.02 and 0.03
for different noise realizations, also leading to p4 or
p16 patterns in the end.
Starting with yet a higher noise level, the over-
whelming majority of trajectories cannot resolve the
former basin of attraction any longer, as its shape
gets buried under the noisy background; instead, the
stronger noise enables the trajectories to explore the
phase space in more remote regions from the start-
ing point. It then depends on the depth of the valley
whether the new attractor is able to keep the trajec-
tory in its vicinity for a while and let the system settle
inside the rift. Were the basin as shallow as the former
one, the structure of the rift could not be recognized,
and the transient passage of such a basin would not be
identified as long-living metastable state in our simu-
lations.
Now, as a matter of fact, our system finds repeat-
edly new attractors when the noise is increased. This
may be either due to the presence of several ridges al-
ready in the vicinity of the starting point; it is then a
random event which attractor is chosen under a new
realization of noise, once its depth is sufficiently large.
Or the new attractors are discovered when the noise
drives the system a longer path through phase space,
as long as an attractor in a more remote deep val-
ley stops the walk for a transient time. Wherever
the new attractors are located, with increasing noise
they have to be increasingly deep to become observ-
able. Naturally, trajectories visiting basins of attrac-
tions between the higher ridges will be less localized
for stronger noise. This feature explains the need
for adapting the size of the tolerance interval within
which two phases are identified, see Fig. 3 (d) and (f).
For sufficiently high noise intensities, the whole po-
tential structure V is buried under the noise, and the
phase trajectory performs a random walk, now driven
by an effectively random potential, without correla-
tions between individual phases, as it was seen in
Fig. 3 (h).
It should be noticed that Fig. 10(b) shows only the
first 160 time units of the quasi-stationary state to il-
lustrate the dispersion of the trajectories after about
45 time units. The state remains time-dependent af-
terwards, as the system keeps jumping from one at-
tractor to another in the presence of noise. The his-
togram of escape times from one type of ordered state
to another (say from any of the p4 to any of the p16-
states) shows a multi-peak structure. More details
will be presented in a forthcoming paper.
Analogy to stochastic resonance
As an argument in favor of our conjecture of a hi-
erarchical landscape with potential barriers of vari-
ous depths, we demonstrate analogous behavior for
stochastic resonance. To this aim we choose a one-
dimensional potential U(x) with only two levels of
barriers: U(x) =
∑4
i=1 αix
2i, as shown in Fig. 11 (a).
Unlike most studies of stochastic resonance, we are
interested not in temporal (resonance-like) aspects of
the dynamics, but in the localization of solutions in
different basins.
Consider the motion of a particle, described by the
stochastic differential equation
dx
dt
= −dU
dx
+A sinωt+ ξ(t), (5)
where ξ(t) is Gaussian white noise with intensity σ:
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = 2σδ(t− t′). An external sub-
threshold periodic perturbation A sinωt does not al-
low the particle to leave any of the four local min-
ima in the absence of noise, but combined with noise
it triggers the switching between different minima.
In Fig. 11 (b)-(f) the response of the system to in-
creasing noise intensity σ is shown. For low inten-
sity (σ = 0.22), we observe very small random os-
cillations about one of the local minima, here about
x = 1 (Fig. 11 (b), red line). Regular oscillations in
Figs. 11 (b)-(f) show the periodic external force (blue
lines). For an optimal noise strength (σ ≃ 0.53), the
particle is enabled to cross the lower barrier, so it
jumps in resonance with the external frequency ω be-
tween x = 1 and x = 2 (or, depending on the initial
conditions, x = −1 and x = −2) (Fig. 11 (c)). For an
intermediate larger noise intensity the motion between
x = 1 and x = 2 is irregular (Fig. 11 (d)). For cross-
ing the second barrier, there is the second “optimal”
noise strength σ ≃ 1.22 for which the particle jumps
in resonance with the external frequency between lo-
cations in the interval [1, 2] and [−2,−1] (Fig. 11 (e)).
For even larger noise the particle does no longer see
the underlying shape of the potential, but moves ir-
regularly between the outer walls (Fig. 11 (f)). We
see that under higher noise intensity the localization
occurs on levels separated by higher barriers, and the
particle is less localized in the vicinity of the minima.
This reduced localization is akin to our need for adapt-
ing the tolerance interval when two rotator phases are
identified within an uncertainty of ±∆ϕ.
VI. DISORDER IN THE COUPLING SIGNS,
BUT NO FRUSTRATION
Without frustration, but with disorder in the cou-
pling signs according to the choice as in Fig. 1 (b), we
have neither seen a signature for multistability, nor for
the order-by-disorder phenomenon in oscillators. On
a 4 × 4-lattice with otherwise the same choice of pa-
rameters we started from 106 randomly chosen initial
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FIG. 10. a) Oscillatory component of the potential Vosc(t) as function of time for ω = 0.7, b = 1, κ = −2 and σM=0,
for two different realizations of additive noise at σA = 0.04. Starting from the same location with Vosc(0) = −0.248 (not
displayed), two trajectories eventually go apart and end up at different attracting patterns. The dashed line tracks the
deterministic solution which leads to the p16-pattern. The solid line eventually leaves this path and goes to a four-cluster
state p4. b) Individual phases ϕi(t) for the solid line from the top panel. Note the proximity to the three-cluster state
in the interval 45 < t < 75.
FIG. 11. Stochastic resonance for a potential (a) with two barrier heights: Panels (b) - (f) show the value of the force (in
blue) and the response of the system (in red) as functions of time, for different noise intensities σ = 0.22, 0.53, 0.84, 1.22,
and 2.0. For further explanations see the text.
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FIG. 12. Two-cluster solution of active rotators on a 4 × 4 lattice without frustration. Oscillators in cluster a and b
share the same phase, respectively. The solution is representative for our results for ω = 0.7, b = 1, and κ = −2 and 106
randomly chosen initial conditions.
11
conditions, and from 104 for a 10×10-lattice. The only
stationary state we have found were 2-cluster solutions
with oscillators in cluster A aligned along a horizon-
tal line and alternating with oscillators in cluster B
along the succeeding horizontal line, where the phase
difference between clusters A and B fluctuates about
pi (see Fig. 12).
VII. SUMMARY AND CONCLUSIONS
It is well known that the role of noise in nonlinear
systems can be quite versatile [16]: in particular, it
can increase the order in a disordered system. Here
we made use of a similar mechanism that is known
from spin systems with an analogous role played by
the temperature there and noise here: we have cho-
sen the topology and the couplings in a way as to
induce frustrated bonds. Frustration leads to a con-
siderable increase in the number of attracting states.
Since the units are oscillatory, coexisting states are
no longer restricted to fixed points as in spin systems,
but can also be different patterns of phase-locked mo-
tion. The energy landscape is not necessarily degen-
erate, but the system is multistable. Similarly to spin
systems, here the noise can temporarily increase the
order of states, a fact that we called order-by-disorder.
Surprisingly, however, as a function of monotonically
increasing noise intensity we observe not only a max-
imum of order at some optimal noise intensity, as one
may have expected from analogous results on stochas-
tic resonance [17], coherence resonance [18], or system
size resonance [19]. Instead we record an alternating
sequence of higher and lower order among the oscilla-
tor phases, so that the variation of the noise intensity
appears to “scan” a rough potential landscape with a
hierarchy of potential barriers. To turn it into a prac-
tical device for scanning similar kinds of potential,
the high sensitivity to the initial conditions should be
reduced by adding appropriate control terms to the
dynamics. Interestingly, the quasi-stationary state in
the presence of noise shows a variety of time scales,
realized in the escape times from one to another “at-
tractor” (metastable state), which we shall further ex-
plore in a forthcoming paper.
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Appendix A
1. Multistability for plane waves in Kuramoto
oscillators
In the corotating reference frame the existence of
steady states for Kuramoto oscillators is independent
on the coupling strength, while their stability depends
on the coupling sign. Here we formulate sufficient sta-
bility conditions for a certain class of fixed points, and
for the coexistence of multi-stable solutions.
On the hexagonal M × L lattice, the equation of
motion for each oscillator includes 6 terms. We re-
strict ourselves to the plane waves with the pattern
(3): ϕm,n = 2pi (k1m/M+k2n/L), m = 1, . . . M ; n =
1, . . . , L; there, the terms cancel pairwise, hence every
solution of this form is an equilibrium point. Let the
coupling strength κ be negative.
In the symmetric Jacobian matrix for an equilib-
rium of this kind, each row includes 7 non-zero el-
ements. The non-zero off-diagonal elements are, re-
spectively, two elements − cos 2pik1/M , two elements
− cos 2pik2/L and two elements − cos 2pi(k1/M +
k2/L). The diagonal elements equal cos 2pik1/M +
cos 2pik2/L+ cos 2pi(k1/M + k2/L). Since the sum in
every row vanishes, the Jacobian always possesses the
zero eigenvalue which corresponds to the translational
invariance of the equations of motion (2).
If all off-diagonal elements are negative, that is,
cos
2pik1
M
< 0, cos
2pik2
L
< 0, cos 2pi
(
k1
M
+
k2
L
)
< 0,
(A1)
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FIG. 13. Coexisting fixed point solutions with 4 clusters (a), 6 clusters (b), 8 clusters (c), and 16 clusters (d) obtained
for parameter values ω = 0, b = 1, and κ = −2.
then the Jacobian matrix has no positive eigenvalues.
Indeed, by splitting the Jacobian into the diagonal
and the off-diagonal matrices we observe, as a con-
sequence of the Frobenius-Perron theorem, that none
of the eigenvalues of the non-diagonal part exceeds
in the absolute value the (negative) diagonal element.
This implies stability for the considered plane wave
solution.
Note that this condition is not necessary: it does
not include e.g. the patterns of spherical waves, which
are numerically observed as stable solutions as well.
Next we use the same framework to demonstrate co-
existence on sufficiently large lattices of plane waves
(3) which differ by their number of clusters. For the
case of the square lattice with M = L, k1 = k2, condi-
tion (A1) is reduced to L/4 < k < 3L/8. For L ≥ 18
this interval contains at least two integers. Taking
an even L ≥18 and two consecutive integers q and
q+1 from the stability interval, we observe that the
first one corresponds to the pattern with L/ gcd(L, q)
clusters, where gcd(L, q) is the greatest common di-
visor of L and q, whereas the second one corresponds
to L/ gcd(L, q + 1) clusters. Since two consecutive
integers have no nontrivial common divisors, whereas
a divisor 2 is shared between L and either q or q+1,
the numbers of clusters in two stable steady patterns
cannot coincide.
2. Stability of the “synchronous” fixed point for
active rotators
Here we discuss the synchronous steady solution for
Eq.(1). We set, without restrictions of generality, b=1
and work in the parameter space of ω and κ.
We start from the non-coupled case κ = 0. For
ω < 1 there are 2N fixed points, defined by ϕi =
ϕ∗1,2, with ϕ
∗
1 = arcsinω and ϕ
∗
2 = pi − arcsin(ω). For
linearizations of (1) at these points, the number of
positive eigenvalues of the respective Jacobian equals
the number of components ϕ∗2. Accordingly, out of 2
N
steady states 2N–2 are saddles, one is stable, and one
is unstable. For the stable equilibrium the values of
each coordinate equals arcsin ω.
Now we switch on the coupling κ. Notably, the
location of this equilibrium in the phase space is in-
dependent of κ. For the corresponding Jacobian J we
obtain
Jij =
{
−
√
1− ω2 − κ, i = j
κ
N Aij i 6= j ,
(A2)
so that
J =
κ
N A− (
√
1− ω2 + κ)I, (A3)
where N , as above, is the number of nearest neighbors
on the lattice. The eigenvalues of J are
λi =
κ
N λ
A
i − κ−
√
1− ω2, (A4)
where λAi are the eigenvalues of the adjacency matrix.
For κ=0, all eigenvalues of J are negative. For κ < 0,
the first eigenvalue λi that becomes positive corre-
sponds to the minimal eigenvalue of A, λAmin, provided
λAmin < N . The transition takes place at
κc = −
√
12 − ω2
1− λAmin/N
; (A5)
here the stable fixed point loses stability and becomes
a saddle. Notably, for a hexagonal lattice (N=6) the
minimal eigenvalue is always degenerate.
Our numerical observations on the hexagonal lat-
tices suggest that the synchronous equilibrium has a
large basin of attraction for sufficiently small weak
negative couplings: this attractor was the only one
which we found for 104 different randomly chosen ini-
tial conditions on various lattice sizes (3 × 3, 4 × 4,
5 × 5 and ω = 0.7) and κ = −0.5, −0.7, −0.9. On
the other hand, for values κ < κc, multistable solu-
tions were easily found by starting from different ini-
tial conditions, solutions with clusters of phase locked
oscillators that performed limit cycles. Therefore one
may wonder whether multistable fixed point solutions
exist as well. Such coexisting fixed point solutions
can be identified for the case of ω = 0, starting from
initial conditions, which are given by phase distribu-
tions that are known from Kuramoto oscillators for
(b = 0) and otherwise the same choice of parameters,
but then turning on b. Since we can absorb b 6= 0 in
the time scale (setting b = 1), we checked the stability
of these fixed point solutions under tuning κ to more
negative values, keeping ω = 0. Using the Newton
Raphson method, we found coexisting fixed points for
κ < κc = −1/(1 − λAmin/6) which differ in the clus-
ter partition of coinciding phases. For the coexisting
fixed-point solutions see Fig. 13.
