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Abstract
To monitor water quality, utilities typically employ periodic manual sampling. However, when a contamination event occurs, it may
require days before it is detected. To enhance monitoring, utilities employ sensors which monitor various water quality parameters.
A common approach is the use of chlorine sensors for monitoring chlorine residuals at diﬀerent locations in the network, in order
to determine whether a contamination event has occurred. Unfortunately, due to signiﬁcant variability in water demands, as well
as the eﬀect of hydraulic and quality control actions, the disinfectant residual at the sensor location may ﬂuctuate signiﬁcantly in
time, and therefore, model-free event detection algorithms may not be able to detect certain contamination events, or they may
cause false alarms. This work extends the work in [1] by proposing a model-based method for contamination event detection using
real-time concentration lower-bound estimations as well as multi-level thresholds, for enhancing detection and reducing detection
delay while minimizing false positive alarms.
c© 2015 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the Scientiﬁc Committee of CCWI 2015.
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1. Introduction
Water quality monitoring is of great importance for water utilities in order to ensure good quality service for
consumers but also to detect events occurring in the system, such as contamination events. Contamination events in
drinking water distribution networks are caused either by accidental events or as a result of malicious attacks at any
location in the network. For instance, a recent case of accidental pollution of water with an industrial chemical took
place in West Virginia (USA) in 2014, leaving almost 300,000 consumers aﬀected [2].
A common practice for water quality monitoring is to manually take samples from certain locations in the distribu-
tion network. This practice is not eﬀective in the case of a contamination event since many customers will be aﬀected
before such event is conﬁrmed. A most recent approach is to employ on-line water quality sensors which can monitor
water quality in real-time. These sensors may monitor generic water quality parameters such as chlorine concentra-
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tion, turbidity, conductivity and pH since many of these parameters are aﬀected in the case a contaminant enters the
water. The location of the sensors may be selected after solving the optimal sensor placement problem [3,4].
The problem of contamination detection has been approached in various ways. Single-type or multiple-type mea-
surements can be used for detection of contaminants, from one or more locations of the network. The measurements
are then analysed statistically without the need for a model of the water network (model-free), or are compared to
calculated values from a network model (model-based). An example of a single-location multi-type measurement
approach is given in [5], where each parameter was compared to its 3σ bounds.
When multi-type sensors are available in more than one location, contamination can be detected by computing
distance metrics [6], or by time series analysis of the measurements as performed in the CANARY event detection tool
[7,8]. In the latter, an adaptive threshold is formed on the standard deviation of a moving window of measurements.
In [9] a Bayesian Belief Network approach was presented as a method to infer the probability of contamination.
In more recent work, the contamination event probability was calculated using artiﬁcial neural networks to model
water quality and produce an estimation error which was then compared to a threshold [10]. The probability was
calculated by utilizing a sequential Bayesian rule. Furthermore, in [11], this approach was extended to consider
dynamic thresholds computed with respect to the measurements from a moving window.
The use of model-based approaches for contamination event detection require the knowledge of multiple chemical
reaction dynamics. The underlying assumption is that when injected in the water, certain contaminants will aﬀect key
monitored parameters in a speciﬁc way [12]. For example, a bacterial toxin may decrease the concentration of free
chlorine, decrease the oxidation reduction potential and increase the conductivity of the water. The use of chlorine
as a disinfectant by many water utilities results in chlorine sensors being widely used in water distribution networks
for monitoring chlorine residuals. The use of chlorine sensors speciﬁcally for contamination event detection was
proposed in [13], and it can be a low-cost solution for contamination detection. The actual chlorine reaction dynamics
in most of the cases are not known, and as a result, empirical models can be utilized [14]. In addition, models
describing chlorine reactions with contaminants (such as sodium arsenite and organophosphate) have been proposed
[15]. In [16], the EPANET-MSX software [17] was used to simulate the chlorine response to the injection of certain
biological agents in a water distribution benchmark network. Furthermore, in [18], chlorine and contaminant reaction
models were considered to detect and classify contamination events using a real-time detection and identiﬁcation
methodology.
Water quality models used for estimating chlorine residuals often do not give accurate results, due to their time-
varying nature. The greatest source of uncertainty in estimating water quality parameters is introduced by the vari-
ability of water demands [19]. In [20], a chlorine concentration interval estimator, which calculated an interval of
values instead of a single value for chlorine concentration, was implemented by considering the uncertainty in water
ﬂows. Hydraulic and quality control actions also contribute to the ﬂuctuation of disinfectant residuals and must be
considered [21]. The use of ﬁxed detection thresholds for chlorine residuals can make the event detection insensitive
to small or incipient contamination events or can trigger false alarms in the case of abrupt hydraulic actions. In [1],
a method for computing bounds of the expected chlorine concentration at diﬀerent chlorine sensing locations is pre-
sented. This method considers the known chlorine input injection signals and also takes into account the uncertainties
in hydraulic dynamics. The bounds are calculated using multiple Monte-Carlo simulations which run in parallel to
the real system.
The present work extends the work in [1] by considering the use of multi-level thresholds, which facilitate the
computation of warnings regarding the possible occurrence of a contamination event. At each time-step, simulations
with randomized water demands are executed, and a low-concentration bound is estimated. Based on this bound,
multiple levels (thresholds) are calculated in real-time, giving the ability to identify possible contamination events in
less time than the baseline Lower-bound method, while contributing to the overall risk-evaluation process, limiting
false positives. The proposed algorithm is evaluated using a randomized contamination event generator implemented
on EPANET[22] and EPANET-MSX[17], based on a benchmark network.
The contribution of this work is the proposal of a new model-based contamination event detection algorithm which
considers chlorine inputs and a system model with partially known parameters, in order to estimate a lower-bound
of the chlorine concentration at each sensor location, and to compute multi-level thresholds which can be used for
detecting events while while minimizing false positive alarms.
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This paper is organized as follows: In Section 2, the design methodology is described, and in Section 3, a case
study on a realistic water distribution system is presented. Finally, Section 4 concludes this work and discusses future
work.
2. Design Methodology
The Water Distribution Network has actuators and sensors for controlling and monitoring chlorine concentrations,
and is driven by the partially-known consumer demands d(k) ∈ RNn at Nn nodes. The output signal y(k) ∈ RNs of the
system corresponds to the measured chlorine concentrations at Ns locations where chlorine concentration sensors are
installed. Chlorine concentrations are controlled through the a controller.
Following on the formulation in [1], we deﬁne k as the discrete time, with sampling time Δt, v(k) as the average
chlorine concentration state vector and w(k) as the average contaminant concentration state vector, where each state
corresponds to the concentration in a ﬁnite volume within a pipe. Furthermore, we deﬁne u(k) as the controllable
disinfectant concentration input and d(k) the consumer water demands. The water distribution system water quality
model can be described by
v(k + 1) = fv(v(k), u(k), d(k); p) + gv(v(k),w(k); p) (1)
w(k + 1) = fw(w(k), d(k); p) + gw(v(k),w(k); p) + φ(k; pφ)
y(k) = Cv(k),
where fv(·) and fw(·) are the advection functions for the disinfectant and contaminant substances respectively; gv(·)
and gw(·) are the reaction functions for the disinfectant and contaminant substances respectively. The set p is in
general comprised of all the parameters aﬀecting the dynamics, and in this work we will consider pipe roughness
coeﬃcients; in general, the actual parameters of the set p are unknown (or partially/nominally known) and may be
time-varying. Function φ(·) corresponds to the unknown non-negative contamination fault function; the set pφ is
comprised of the contamination fault parameters, such as starting time, duration and magnitude. Finally, y(k) is the
output vector of the chlorine measurements and C is the output matrix. Note that, this mathematical representation of
the system is equivalent to the Lagrangian model used by the EPANET [23,24] and the diﬀerential equations used by
EPANET-MSX [17].
Typically, the Water Distribution Network has a controller responsible for computing the input signals u(k) ∈ RNu
for the Nu chlorination actuators, with respect to some reference signal r(k) and the system’s measurable output.
In this work, without loss of generality, a time-based control algorithm will be considered, to specify the chlorine
concentration setpoint at the disinfection locations. The input signal u(k), which can be time-varying, is known and
will be considered in the event detection algorithm. The input signal is a key parameter of the proposed methodology,
as it allows to consider known variations in the quality, without triggering false positives alarms.
The actual nodal water demands d(k) ∈ RNn at the Nn nodes which aﬀect the contaminant and disinfectant propa-
gation, are not known, but in general are bounded within a region d(k) ∈ D. Likewise, the system parameters p ∈ RNp
at the Np pipes, are partially known and are bounded within a region p ∈ P∗. Both D∗ and P∗ are not known, but we
assume it is possible to calculate estimates such thatD∗ ⊂ D and P∗ ⊂ P. Furthermore, the output vector is bounded
within a region, y(k) ∈ Y∗(k), which is also unknown. Note that the assumption D∗ ⊂ D and P∗ ⊂ P does not imply
that it is possible to ﬁnd Y such that Y∗ ⊂ Y, due to the complex and uncertain dynamics of hydraulics and quality.
For the event detection, it is useful to calculate an estimate of the lower bound of the output vector, such that y(k) ≥
yˆ(k). This can be achieved using randomized Monte-Carlo simulations [1]; in speciﬁc, M randomized simulations can
run in parallel to the operation of the real system, based on a nominal water distribution system model, and a nominal
water demand model while taking into account the input signal u(k). Note that at each time step, only the next time
step needs to be computed.
In speciﬁc, for the i-th Monte Carlo simulation, vectors d(i)(k) and p(i) are calculated, such that d(i)(k) = dˆ(k)(1 +
α(i)(k)) and p(i) = pˆ(1 + β(i)), where d(i)(k) ∈ D and p(i) ∈ P, dˆ(k) and pˆ are the nominal (known) estimates of the
demand and parameter (i.e. roughness coeﬃcients) vectors; α(i)(k) and β(i) are the uncertainty parameters such that
α(i)(k) ≤ α and β(i) ≤ β, where α and β are known uncertainty upper bounds.
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Fig. 1. Architecture of the proposed contamination event detection scheme.
Therefore, the i-th Monte Carlo simulation is used to calculate an estimate of the concentration at the j-th sensor,
yˆ(i)j (k) at time k using (1). Finally, the estimated lower-bound can be calculated based on the M simulations, as
y j(k) = min
{
yˆ(i)j (k; d
(i)(k), p(i)) | i ∈ {1, . . . ,M}
}
. (2)
In practice, due to the uncertainties and the complex nature of the system, it cannot be guaranteed that y j(k) < y j(k)
for all k. Therefore, it is not possible to construct a detection scheme which is based on the violation of the lower-
estimation threshold, as it would cause a large number of false positives. A diﬀerent approach, would be to consider
multiple lower thresholds, and to require a delay threshold in detecting an event. The intuition is that lower levels
would be able to detect a smaller number of (larger) contamination events, but faster, whereas higher levels would be
able to detect a larger number of (smaller) contamination events but with some delay as well as with a higher risk of
false positive alarms.
In this work a multi-level approach is proposed as follows: Compute multiple detection levels μ(i)(k), for i ∈
{1, . . . ,m}, such that μ(i)(k) = γ(i)y j(k) and for 0 < γ(1) < γ(2) < . . . < γ(m) ≤ 1. Then, for each sensor j and for
each level i, compute a detection delay threshold h(i)j based on a set of historical and simulation data S describing
both the normal and faulty behaviour of the system, for optimizing a speciﬁc metric (e.g. minimizing number of False
Positives or maximizing Accuracy and F1-score); such that h(i)j = fh(S), where fh is the algorithm which selects the
optimal delay threshold.
The event detection logic compares a window of measurements with the multiple levels. In general, an event alarm
ﬂag A j(k) at the j-th sensor node is triggered at time k, if for a time-window of measured chlorine concentrations at
the j-th sensor node, there is a number of consecutive measurements which are lower than a certain level. In speciﬁc,
A j(k) =
{
Warning y j(τ) < μ
(i)
j (τ), τ ∈ {k − h(i)j , . . . , k}, i ∈ {1, . . . ,m}
Normal otherwise
(3)
The overall architecture described in the paragraphs above can be summarized in Fig. 1.
3. Case Study
In the simulation studies of this section, a hydraulic benchmark model based on EPANET and a quality benchmark
model based on EPANET-MSX are used, similar to the case study presented in [1]. The hydraulic benchmark corre-
sponds to the ‘Network 1’ which was used as part of the “Battle of the Water Sensor Networks” design competition
1433 Demetrios G. Eliades et al. /  Procedia Engineering  119 ( 2015 )  1429 – 1438 
Reservoir
Tank B
Tank A
45
122
31
83
17
30
Fig. 2. The benchmark water distribution system with 129 nodes.
[3], depicted in Fig. 2. The network is comprised of Np = 178 pipes, Nn = 126 junctions, two tanks and one reservoir.
Realistic parameters are considered for all structural and hydraulic characteristics. For each junction, the benchmark
assigns a nominal water consumption volume, d(k), of 48-hours duration and with 30-minute hydraulic time-step. The
quality benchmark is based on the model used in [15] for simulating reactions of Chlorine and Arsenite in drinking
water. The water distribution network is assumed to use chlorine disinfection, and chlorine disinfection actuators
are considered at two locations, Nu = 2, the ‘Reservoir’ and ‘Tank A’, as shown in Fig. 2. In this case-study, all
the hydraulic and quality models are simulated using the EPANET and the EPANET-MSX toolkits, within the Matlab
programming environment using the EPANET-Matlab Class. The multi-species solver uses the 5th-order Runge-Kutta
method with a 10-minute time-step.
The placement of the ﬁve chlorine sensors is based on a Pareto optimal solution proposed in the “Battle of the
Water Sensor Networks” competition [3]. In speciﬁc, Ns = 5 water quality sensors are considered at nodes ‘17’, ‘31’,
‘45’, ‘83’ and ‘122’, as indicated in Fig. 2. Considering single contamination events which can occur at any node
at any time within one day, with 5-minute sampling time, in total 37,152 contamination scenarios can be constructed
(129 nodes × 288 samples), for which the sensor placement scheme used is able to detect (given an ideal contaminant
sensor), 75.6% of all the constructed scenarios. This means that 24.4% of all constructed contamination events cannot
be detected using this sensor placement scheme, and thus more sensors would be required to increase coverage.
The case study involves the simulation of 8 days of operation of the realistic water distribution network. In the
following, it is assumed that the demands and roughness coeﬃcients are unknown, but are bounded within a known
region. Furthermore, the controller is based on a simple known scheduling rule for specifying the input signal:
u(k) =
{
1 mg/L if k < 3 days, k ≥ 5 days
0.5 mg/L if 3 days ≤ k < 5 days (4)
The evaluation methodology followed in this case study is described as follows:
1. Identify the 10% worst-case contamination events for the network (with respect to the impact metric of contami-
nated water consumption volume). Construct a contamination event scenarios set, comprised of the location and
the time of occurrence.
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Fig. 3. Comparison of chlorine concentration in sensor at node ‘17’ during normal operation and during a contamination event.
2. Construct a dataset of 500 contamination scenarios based on the contamination event scenarios set, with random-
ized magnitudes 0 < φ(·) ≤ 1 occurring on Day 4 of the simulation, and with 15% maximum uncertainty in the
demands (patterns and base demands) at each node, as well as the roughness coeﬃcients.
3. Construct a dataset of 500 scenarios of normal operation without contamination events and with randomized
demands and roughness coeﬃcients, as in Step 2. This is important in order to evaluate the event detection
ability of the proposed algorithm.
4. At each time step, run M = 100 Monte Carlo simulations to estimate the Chlorine concentration at the next
time-step. For this, we consider α = 20% uncertainty in the demands and β = 20% in the roughness coeﬃcients,
with respect to the nominal estimated parameters. From the set of the 100 concentration estimations at each
node, calculate the minimum lower-bound concentration estimation.
5. Based on the minimum lower-bound concentration estimation, compute m multi-level thresholds which will be
used for detection at each time-step.
6. To measure the ability of the detection scheme under diﬀerent parameters, the following are considered: For
each scenario, a label is assigned depending on whether the event has been correctly identiﬁed (True Positive),
if there was a false alarm (False Positive), if it was missed (False Negative), or if there was no contamination
aﬀecting the sensor and there was no alarm (True Negative). This is performed for each sensor separately. It
is important to note that in some contamination events, the contaminant may not reach some sensor locations.
In addition to the labelling of each node behaviour for each scenario, we consider the general case when all the
information from the sensors is combined. Speciﬁcally, if there is at least one sensor with ‘False Positive’, then
the detection scheme as a whole is labelled as ‘False Positive’; otherwise, if there is at least one ‘True Positive’,
then the detection scheme is ‘True Positive’; otherwise, if there is at least one ‘False Negative’, it is classiﬁed as
‘False Negative’; otherwise, it is ‘True Negative’. This approach penalizes false positive warnings.
7. Based on the 1000 simulated training scenarios with and without contamination events, run the detection scheme
for various levels and detection delay thresholds, and evaluate their True Positive, True Negative, False Positive
and False Negative score, as well as their F1-score metric.
8. Calculate the minimum detection delay thresholds for each level i (for γ(i) ∈ {60%, 62%, ..., 100%}, i ∈ {1, ...,m},
where m = 21, which minimize the number of False Positives (i.e. zero False Positives).
9. Finally, evaluate the eﬀectiveness of the proposed detection scheme based on the calculated thresholds, in an
test set of 357 contamination events, with unknown hydraulic and water quality conditions, which were not used
during the training period.
An example of how chlorine concentration is aﬀected due to contamination event, is shown in Fig. 3, when
Arsenite is injected at node ‘27’ on Day 4 at time 08:30 as a step input of magnitude 0.37 mg/L. At Day 5, the eﬀects
of the Arsenic contamination are appearing on the sensor measurement, resulting in a decrease of the normal chlorine
concentration. It is important to note that due to the variability in the chlorine input, the normal measured output is
between 0.2-0.8 mg/L, and the contamination event causes a violation of these bounds for only a short period of time.
Thus, it might not be possible to conﬁrm the event simply based on the use of ﬁxed alarm thresholds. Figure 4 depicts
the estimated chlorine concentrations measured at nodes ‘17’ and ‘31’, for 500 randomized simulations (depicted as
grey area). The lower bound is depicted with the dashed line, and is the result of the computation of 100 Monte Carlo
simulations which run in parallel to the operation of the system, considering the inputs to the system. It is important
to note that the lower bound is an estimate and as a result, it cannot be assumed that it will not be violated at certain
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Fig. 5. Detection delay thresholds with respect to the percentage level of the Lower Bound.
time steps. Figure 5 depicts the estimated detection delay threshold computed based on the 1000 simulation scenarios,
which minimize the number of False Positives (in this case study we require zero False Positives), with respect to the
percentage level of the Lower Bound computed using the 100 Monte Carlo simulations. Figure 6 depicts a subset
of the multiple levels computed for node ‘17’, together with the measured signal when a contamination event has
occurred and reached the node. As seen from the graph, the event is detected at Day 4.48, with 17 time steps delay
(i.e. 170 minutes).
Table 3 illustrates the results of the testing set of 357 random scenarios at the 10% worst-case locations and times
for contamination, when considering the multi-level detection thresholds. The ﬁrst part of the table illustrates the
results for each sensor separately, with respect to the True/False Positives/Negatives. When considered independently,
node ‘17’ has the highest F1-score (harmonic mean between precision and recall), and node ‘83’ the worst F1-score.
From the 357 scenarios constructed, there were 2 False Positive occurrences at two nodes. However, when the results
are combined according to the rule speciﬁed in the methodology, which penalizes False Positives, more scenarios are
classiﬁed as True Positives than what each sensor location achieves independently. This is because some contamina-
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tion scenarios can be detected only by some sensors. As a result, a higher F1-score can be achieved when combined
the 5 sensor information. As a note, the 34 True Negatives in the ‘combined’ case corresponds to the cases when the
contamination event did not arrive at the sensor locations at a concentration greater than zero within the time period
of the simulation.
Table 3 shows the detection delay results when using the Lower-bound method and the Multi-level method. To
compare both methods, the minimum detection delay threshold was selected for the Lower-bound method, so that the
same number of False Positives (i.e. 2) are found when using the test set. The results demonstrate that the Multi-level
method is able to detect contamination events signiﬁcantly faster than if only the Lower-bound method was used. In
general, for the Multi-level method, detection occurs with a delay of median value of 2.33 hours, and a maximum
delay of 46.33 hours. It is important to note that these delays are required in order to guarantee that the False Positives
are minimized, as it causes the method to use conservative thresholds.
An interesting observation of the present case study is that the contamination magnitudes of the detected scenarios
compared with the undetected scenarios are not signiﬁcantly diﬀerent with respect to their medians, when using the
Wilcoxon rank sum test (p=0.448).
Table 1. Event detection algorithm evaluation on 357 random scenarios.
True Positive False Positive False Negative True Negative F1-Score
Junction-17 232 0 85 40 0.85
Junction-31 213 0 102 42 0.81
Junction-45 178 1 137 41 0.72
Junction-83 154 0 162 41 0.66
Junction-122 211 1 108 37 0.79
Combined 250 2 71 34 0.87
Table 2. Detection delay for the Lower-bound method and the Multi-level method (hours).
Method Minimum Median Average Maximum
Lower Bound 18.33 18.66 26.00 57.50
Multi-level 2.17 2.33 5.43 46.33
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4. Conclusions and Future Work
In this paper we present a model-based contamination event detection algorithm using multiple detection thresh-
olds, which monitor multiple chlorine concentration measurements in real-time. In parallel to the real system op-
eration, a set of Monte Carlo simulations are executed, while at each time-step, based on the known input and by
assuming known bounds on the demands and roughness coeﬃcients, an estimate of the chlorine concentration lower-
bound is calculated. However, this lower-bound cannot guarantee that the chlorine measurements will be larger at
every time step, due to the complex uncertain dynamics. Instead, a detection delay threshold can be estimated, based
on historical or simulated data. However, when considering the lower-bound, this threshold can be large in order to
reduce false positives. To improve this, a multi-level threshold approach is adopted in this work. In speciﬁc, a set
of pre-deﬁned levels are computed as percentages of the lower-bound estimate, and for each level a detection delay
threshold is calculated based on a training dataset describing normal and faulty conditions.
To evaluate the results, a training set of 1000 scenarios was created, with 500 normal and 500 contamination scenar-
ios, and based on these, the detection delay thresholds were computed for each level. Afterwards, the algorithm was
evaluated using a test set of 357 random contamination scenarios. The results, at least for this case study, demonstrate
the ability of the algorithm to identify a number of contamination events with a very small number of false positives
and with signiﬁcant reduction in the detection delay.
Future work will investigate the application of the algorithm in a water quality monitoring system, and evaluate its
eﬀectiveness in real operational conditions.
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