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Abstract
In this paper we propose three iterative greedy algorithms for compressed sensing, called iterative alternating direction (IAD),
normalized iterative alternating direction (NIAD) and alternating direction pursuit (ADP), which stem from the iteration steps
of alternating direction method of multiplier (ADMM) for `0-regularized least squares (`0-LS) and can be considered as the
alternating direction versions of the well-known iterative hard thresholding (IHT), normalized iterative hard thresholding (NIHT)
and hard thresholding pursuit (HTP) respectively. Firstly, relative to the general iteration steps of ADMM, the proposed algorithms
have no splitting or dual variables in iterations and thus the dependence of the current approximation on past iterations is direct.
Secondly, provable theoretical guarantees are provided in terms of restricted isometry property, which is the first theoretical
guarantee of ADMM for `0-LS to the best of our knowledge. Finally, they outperform the corresponding IHT, NIHT and HTP
greatly when reconstructing both constant amplitude signals with random signs (CARS signals) and Gaussian signals.
I. INTRODUCTION
As a new paradigm for signal sampling, compressed sensing (CS) [1], [2], [3] has attracted a lot of attention in recent
years. Consider an s-sparse signal x = (x1, x2, . . . , xn)T ∈ Rn which has at most s nonzero entries. Let A ∈ Rm×n be a
measurement matrix with m n and b = Ax be a measurement vector. CS deals with recovering the original signal x from
the measurement vector b by finding the sparsest solution to the underdetermined linear system b = Ax, i.e., solving the
following `0 minimization problem:
min ‖x‖0 s.t. Ax = b, (1)
where ‖x‖0 := |{i : xi 6= 0}| denotes the `0 quasi norm of x. Unfortunately, as a typical combinatorial optimization problem,
the above `0 minimization is NP-hard [2].
One popular strategy is to relax the `0 minimization problem to an `1 minimization problem:
min ‖x‖1 s.t. Ax = b, (2)
which is a constrained linear programming and thus can be solved in polynomial time [4] when interior point methods are
employed. However, the complexity O(m2n3/2) [4] of such a second-order method can be prohibitively expensive for the
very large-scale problems that arise from typical CS applications, e.g., n ≈ 106. Accordingly, recent years have witnessed a
renewed interest in simpler first-order methods, which aim at solving an unconstrained problem called “`1-regularized least-
squares (`1-LS)” as follows:
min
x
‖x‖1 + 1
2α
‖Ax− b‖22, (3)
for an appropriately chosen α > 0 depending on the noise level. When there is no noise on the measurements b, or when the
noise level is low, one can solve (3) for a fixed small α > 0, which can be view as a penalty approximation to (2). A lot of
first-order algorithms were proposed to get an -accuracy estimation, such as iterative shrinkage thresholding algorithm (ISTA)
[5], fast iterative shrinkage thresholding algorithm (FISTA) [6], gradient projection for sparse reconstruction (GPSR) [7], fixed
point continuation (FPC) [8] and so on.
In [9], instead of solving (3) directly, the authors proposed alternating direction algorithms which employ the well-known
alternating direction method of multiplier (ADMM) [10] to solve (3) by variable splitting as follows:
min
x∈Rn,r∈Rm
{
‖x‖1 + 1
2α
‖r‖22 : Ax+ r = b
}
, (4)
where r ∈ Rm is a splitting variable. Corresponding to the `1-LS solvers ISTA and its variants, there exist iterative hard
thresholding (IHT) [11] and its variants such as normalized iterative thresholding pursuit (NIHT) [12], hard thresholding
pursuit (HTP) [13] to solve the following “`0-regularized least-squares (`0-LS)” problem
min
x
‖x‖0 + 1
2α
‖Ax− b‖22 (5)
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2directly without convex relaxation (In IHT, NIHT and HTP, α is changed implicitly to maintain s nonzero entries in the
approximation vector in each iteration.). These iterative greedy algorithms have comparable theoretical guarantees with `1
minimization in terms of restricted isometry property (RIP), good empirical performance and low computational complexity
[12], [13], [14]. Accordingly, instead of the `1-regularization in (4), one may try to solve
min
x∈Rn,r∈Rm
{
‖x‖0 + 1
2α
‖r‖22 : Ax+ r = b
}
(6)
directly too. In [10], the authors gave a beneficial discussion about this idea, but they did not give any theoretical guarantee
and gave no connection with the existing iterative greedy algorithms.
In this paper, we give a further study about (6). Firstly, we reformulate the classical iteration steps of ADMM iteration
to a new form without splitting and dual variables which is called the iterative alternating direction (IAD) algorithm, and
thus show its close connection with the well-known IHT algorithm. Then, two variants of IAD called normalized iterative
alternating direction (NIAD) and alternating direction pursuit (ADP) are proposed which correspond to the variants NIHT
and HTP of IHT. Moreover, the theoretical guarantees are given in terms of restricted isometry property (RIP) for IAD, NIAD
and ADP. Finally, experiments are given to show the improved empirical performance of IAD, NIAD and ADP relative to the
corresponding IHT, NIHT and HTP algorithms.
Notations: Let x ∈ Rn. Let S ⊆ {1, 2, . . . , n}, and |S| and S respectively denote the cardinality and complement of S. Let
xS ∈ Rn denote the vector obtained from x by keeping the |S| entries in S and setting all other entries to zero. Let supp(x)
denote the support of x or the set of indices of nonzero entries in x. Note that x is s-sparse if and only if |supp(x)| ≤ s.
For a matrix A ∈ Rm×n, let AT denote the transpose of A and AS denote the submatrix that consists of columns of A with
indices in S. Let I denote the identity matrix whose dimension is decided by contexts. In addition, define hard(x, τ)(τ ≥ 0)
the vector that set all the entries of x except the entries (in magnitude) larger than τ to zero and Hs(x) the vector that set
all the entries of x except the s largest magnitude entries to zero. Finally, for all series {c(k)}, k ∈ {0, 1, 2 · · · }, we denote∑j
k=i c(i) = 0, if i > j.
Denote the general CS model:
b = Ax+ e = AxS +AxS + e = AxS + e
′, (7)
where A ∈ Rm×n is a measurement matrix with m  n, e ∈ Rm is an arbitrary noise, b ∈ Rm is a low-dimensional
observation, S denotes the indices of the s largest magnitude entries of x, and e′ = AxS + e denotes the total perturbation
by the sparsity defect xS and measurement error e.
II. REFORMULATION OF ADMM ITERATION
A. Applying ADMM to `0-LS after variable splitting
Consider the `0-LS problem (6) after variable splitting. The augmented Lagrangian function of (6) is give as follows
L(x, r,y) = {‖x‖0 + 1
2α
‖r‖22 − yT (Ax+ r− b) +
β
2
‖Ax+ r− b‖22}, (8)
where the dual variable y ∈ Rm is a multiplier and β > 0 is a penalty parameter. In (8), by utilizing the separability structure
of x and r in the objective function, ADMM minimize L(x, r,y) with respect to x and r separately via a Gauss-Seidel type
iteration. After minimizing r and x once in order, the multiplier y is updated immediately. The iteration steps can be explained
as follows.
Algorithm 1 ADMM
Initialize x(0) and y(0) = 0, k = 0.
Iteration: At the k-th iteration, go through the following steps.
1) r(k + 1) = argminr L(x(k), r,y(k));
2) x(k + 1) = argminx L(x, r(k + 1),y(k));
3) y(k + 1) = y(k)− β(Ax(k + 1) + r(k + 1)− b).
until the stopping criterion is met.
Output: r(k + 1),x(k + 1),y(k + 1).
Firstly, in step 1 of Alg. 1, the minimizer of (8) with respect to r is given by
r(k + 1) =
αβ
1 + αβ
(y(k)/β + b−Ax(k)) . (9)
However, after some simple transform, the subproblem in step 2 of Alg. 1 is equivalent to
min
x∈Rn
‖x‖0 + β
2
‖Ax+ r(k + 1)− b− y(k)/β‖22, (10)
3which is the form of (5). We approximately solve (10) by using a quadratic approximation of 12‖Ax+r(k+1)−b−y(k)/β‖22
at x = x(k), but keeping ‖x‖0 intact:
min
x∈Rn
‖x‖0 + β
(
g(k)T (x− x(k)) + 1
2τ
‖x− x(k)‖22
)
, (11)
where τ > 0 is a proximal parameter and
g(k) = AT (Ax(k) + r(k + 1)− b− y(k)/β)
= − 1
αβ
AT r(k + 1)
is the gradient vector of 12‖Ax+ r(k + 1)− b− y(k)/β‖22 at x = x(k). (11) can be solved explicitly by (see e.g., [15])
x(k + 1) = hard
(
x(k)− τg(k),
√
2τ
β
)
= hard
(
x(k) +
τ
αβ
ATr(k + 1),
√
2τ
β
)
. (12)
Finally, the multiplier y is updated by
y(k + 1) = y(k)− β (Ax(k + 1) + r(k + 1)− b) . (13)
So, when applying ADMM to `0-LS after variable splitting, the algorithm can be summarized as follows:
Algorithm 2 ADMM for `0-LS after variable splitting
Initialize x(0) and y(0) = 0, k = 0.
Iteration: At the k-th iteration, go through the following steps.
1) r(k + 1) = αβ1+αβ (y(k)/β + b−Ax(k)) ;
2) x(k + 1) = hard
(
x(k) + ταβA
Tr(k + 1),
√
2τ
β
)
;
3) y(k + 1) = y(k)− β(Ax(k + 1) + r(k + 1)− b).
until the stopping criteria is met.
Output: r(k + 1),x(k + 1),y(k + 1).
B. Reformulation of ADMM for `0-LS after variable splitting
The form of Alg. 2 can be used in practice directly, but there is no theoretical guarantee to the best of the authors’ knowledge
when hard thresholding operator is applied in step 2 and the roles of the three parameters α, β, τ to the algorithm are not very
clear, making them inconvenient to be tuned. However, after some transformations, one can get a formula on x(k + 1) which
is relatively convenient to be analyzed and expresses clear roles of τ , αβ and β.
Firstly, a useful lemma is introduced as follows.
Lemma 1. For two series {a(k)}, {b(k)}, where a(k), b(k) ∈ R, k ∈ {0, 1, 2, · · · }, and three numbers c1, c2, c3 ∈ R, if
b(k + 2) = c1b(k + 1) + c2a(k + 1) + c3a(k), k ∈ {0, 1, 2, · · · }, then for k ∈ {1, 2, 3, · · · }, one has
b(k + 1) = ck1b(1) + c2a(k) + (c1c2 + c3)
k−1∑
i=1
ck−1−i1 a(i) + c
k−1
1 c3a(0). (14)
The proof of Lemma 1 can be found in the supplementary.
Consider the general CS model (7), denote
c(k) = b−Ax(k) = A(xS − x(k)) + e′. (15)
Then in step 1 of Alg. 2, letting r(k + 2)− r(k + 1) and using the identity in step 3 to eliminate the factors y(k + 1),y(k),
for k ∈ {0, 1, 2, · · · }, we have
r(k + 2)− 1
1 + αβ
r(k + 1) =
αβ
1 + αβ
(2c(k + 1)− c(k)) .
In addition, in step 1 of Alg. 2, r(1) = αβ1+αβ c(0). Then by Lemma 1 for k ∈ {1, 2, 3, · · · }, one has
r(k + 1) =
2αβ
1 + αβ
c(k) +
k−1∑
i=1
αβ(1− αβ)
(1 + αβ)k+1−i
c(i)− α
2β2
(1 + αβ)k+1
c(0).
4Then for k ∈ {1, 2, 3, · · · }, the step 2 of Alg. 2 can be reformulated as follows:
x(k + 1) = hard
(
x(k) +
2τ
1 + αβ
ATc(k) + τ(1− αβ)
k−1∑
i=1
1
(1 + αβ)k+1−i
ATc(i)
− αβτ
(1 + αβ)k+1
AT c(0),
√
2τ
β
)
, (16)
In (16), one can see that x(k + 1) has no dependence on the splitting variable r(k + 1) or the dual variable y(k), so steps 1
and 3 can be eliminated in Alg. 2 if (16) is used to update x(k + 1). From (16), the alternating direction iteration of ADMM
can be seen as a method to take advantage of the approximation vector x(i), i ∈ {0, 1, 2, · · · , k − 1} before the k-iteration to
update x(k+1) in some effective way (in each iteration, we minimize r(k+1) as well as x(k+1)). In addition, the parameters
α and β influence the vector in the hard thresholding operator only by their product αβ, which is not obvious in the original
formula in step 2 of Alg. 2. αβ determines the decay rate of the impact of the residue vector AT c(i), i ∈ {0, 1, 2, · · · , k} as
the iteration goes. For αβ fixed, τ gives a tradeoff between the contributions of current approximation x(k) and the residue
in the past iterations and β is used to tune the number of the nonzero entries in x(k + 1).
Now define γ = αβ, µ = 1+αβ2 τ and assume that γ is fixed in each iteration and the sparsity s is known in priori or
estimated beforehand. If one always maintains s nonzero entries in x(n + 1) in each iteration (in this case β is determined
implicitly), then (16) can be reformulated as follows,
x(k + 1) = Hs
(
x(k) + µ
(
AT c(k) +
1− γ
2
k−1∑
i=1
1
(1 + γ)k−i
AT c(i)− γ
2(1 + γ)k
AT c(0)
))
. (17)
When using (17) in our iteration, in order to avoid repetitive computations, for k ∈ {1, 2, 3, · · · }, we set
u(k) =
1− γ
2
k−1∑
i=1
1
(1 + γ)k−i
AT c(i),
v(k) =
γ
2(1 + γ)k
AT c(0).
Define f(x) = 12‖Ax− b‖22. Then one has
u(k + 1) = − 1− γ
2(1 + γ)
∇f(x(k)) + 1
1 + γ
u(k),
v(k + 1) =
1
1 + γ
v(k),
where ∇f(x(k)) = AT (Ax(k)−b). For k = 0, by the iteration steps of Alg. 2, if maintaining s nonzero entries in x(1), one
has
x(1) = Hs(x(0) +
1
2
µAT (b−Ax(0))).
According to the above derivations and assumptions, Alg. 2 can be reformulated as Alg. 3 which is called “iterative alternating
direction” (IAD), corresponding to IHT.
Algorithm 3 Iterative alternating direction (IAD)
Input: y,A, s, µ, γ,x(0).
Initialization: x(1) = Hs(x(0) + 12µA
T (b−Ax(0))),u(1) = 0,v(1) = γ2(1+γ)AT (b−Ax(0)).
Iteration: For k = 1, 2, 3, · · · , go through the following steps.
1) ∇f(x(k)) = AT (Ax(k)− b);
2) x(k + 1) = Hs(x(k) + µ(−∇f(x(k)) + u(k)− v(k)));
3) u(k + 1) = − 1−γ2(1+γ)∇f(x(k)) + 11+γu(k);
4) v(k + 1) = 11+γv(k).
until the stopping criterion is met.
Output: x(k + 1).
If u(k) and v(k) are set to 0, IAD degrades to IHT. In fact, if setting γ = 1, then u(k) = 0, and thus the only difference
between IAD and IHT is v(k) = 1
2k+1
AT c(0) which decays at exponential rate and has little impact on x(k + 1) as iteration
goes. Therefore, IAD can be considered as an alternating direction version of IHT. However, the empirical performance of
IAD can be much better than that of IHT when γ is set to some small value, such as γ = 0.1. In this case, u(k) 6= 0 can
improve the effect of the hard thresholding noteworthily. In addition, just like the role of µ in IHT, the selection of µ makes
5Algorithm 4 Normalized iterative alternating
direction (NIAD)
Input: y,A, s, γ,x(0).
Initialization:
µ(1) =
‖(AT (b−Ax(0)))supp(x(0))‖22
‖A(A∗(b−Ax(0)))supp(x(0))‖22
;
x(1) = Hs(x(0) +
1
2
µ(1)AT (b−Ax(0)));
u(1) = 0,v(1) = γ
2(1+γ)
AT (b−Ax(0)).
Iteration: For k = 1, 2, 3, · · · , go through the following
steps.
1) ∇f(x(k)) = AT (Ax(k)− b);
2) µ(k + 1) =
‖(−∇f(x(k))+u(k)−v(k))S(k)‖22
‖A(−∇f(x(k))+u(k)−v(k))S(k)‖22
;
3) x(k + 1) = Hs
(
x(k) + µ(k + 1)
·(−∇f(x(k)) + u(k)− v(k)));
4) S(k + 1) = supp (x(k + 1)) ;
5) u(k + 1) = − 1−γ
2(1+γ)
∇f(x(k)) + 1
1+γ
u(k);
6) v(k + 1) = 1
1+γ
v(k).
until the stopping criterion is met.
Output: x(k + 1).
Algorithm 5 Alternating direction pursuit
(ADP)
Input: y,A, s, γ,x(0).
Initialization:
w(1) = Hs(x(0) +
1
2
AT (b−Ax(0)));
S(1) = supp(w(1));
x(k + 1) =
argminz∈Rn{‖b−Az‖2, supp(z) ⊆ S(1)};
u(1) = 0,v(1) = γ
2(1+γ)
AT (b−Ax(0)) .
Iteration: For k = 1, 2, 3, · · · , go through the following
steps.
1) ∇f(x(k)) = AT (Ax(k)− b);
2) w(k + 1) =
Hs (x(k)−∇f(x(k)) + u(k)− v(k)) ;
3) S(k + 1) = supp(w(k + 1));
4) x(k + 1) = argminz∈Rn{‖b −
Az‖2, supp(z) ⊆ S(k + 1)};
5) u(k + 1) = − 1−γ
2(1+γ)
∇f(x(k)) + 1
1+γ
u(k);
6) v(k + 1) = 1
1+γ
v(k).
until the stopping criterion is met.
Output: x(k + 1).
a big difference about the empirical performance of IAD. Finally, the requested additional computation for the added steps 3
and 4 are clearly marginal.
Corresponding to the well-known NIHT and HTP, the variants “normalized iterative alternating direction” (NIAD) and
“alternating direction pursuit” (ADP ) are given in Alg. 4 and Alg. 5 respectively. In step 2 of NIAD, µ(k + 1) is set to a
step size that maximally reduces the error [16] in each iteration. If x(0) is set to some s-sparse vector, µ(1) can be selected
according to the initialization step; if x(0) is set to 0 simply, denote S(1) the indices of the s largest magnitude entries in
ATb, one can set µ(1) = ‖(A
Tb)S(1)‖22
‖A(ATb)S(1)‖22 . See more discussions in [12]. In the initialization step and step 4 of ADP, ADP sets
µ = 1 in each iteration and solves a least squares problem on the support of w(k + 1) for debiasing just like HTP does [13].
III. THEORETICAL ANALYSIS
This section highlights our theoretical results for IAD, NIAD and ADP. The proofs can be found in the supplementary.
Definition 1 ([2]). A matrix A ∈ Rm×n is said to satisfy the (δs, s)-order RIP if
∣∣∣‖Ax‖22‖x‖22 − 1∣∣∣ ≤ δs for all x with ‖x‖0 ≤ s
and x 6= 0.
Theorem 1. Consider the general CS model (7). For each algorithm alg from {IAD, NIAD, ADP}, if A satisfies ρalg > |1−γ|γ ,
alg is guaranteed after k iterations to return an approximation x(k + 1) satisfying
‖xS − x(k + 1)‖2 ≤ (calg1 (λalg1 )k−2 + calg2 (λalg2 )k−2 + calg3 bk)‖xS − x(0)‖2
+(calg4 + c
alg
5 (λ
alg
1 )
k−2 + calg6 (λ
alg
2 )
k−2 + calg7 b
k)‖e′‖2. (18)
where
ρIAD =
2(1−√3(|1− µ|+ µδ3s))√
3µ(1 + δ3s)
, bIAD1 =
√
3(|1− µ|+ µδ3s), bIAD2 =
√
3µ|1− γ|(1 + δ3s)
2
;
ρNIAD =
2(1− (2√3 + 1)δ3s)√
3(1− δ3s)2(1 + δ3s)
, bNIAD1 =
2
√
3δ3s
1− δ3s , b
NIAD
2 =
√
3|1− γ|(1 + δ3s)
2(1− δ3s) ;
ρADP =
√
2(
√
1− δ23s −
√
2δ3s)
1 + δ3s
, bADP1 =
√
2δ23s
1− δ23s
, bADP2 = |1− γ|
√
1 + δ3s
2(1− δ3s) ;
b =
1
1 + γ
< 1;
λalg1 =
(b+ balg1 ) +
√
(b− balg1 )2 + 4bbalg2
2
< 1, λalg2 =
(b+ balg1 )−
√
(b− balg1 )2 + 4bbalg2
2
< 1.
6The coefficients calg1 , c
alg
2 , · · · , calg7 are positive constants or O(k) numbers and don’t influence whether the corresponding
algorithms converge or not, which will be given in the supplementary.
The above theorem says that the convergence rate of alg from {IAD,NIAD,ADP} is determined jointly by δ3s, µ and γ. If
γ = 1, IAD, NIAD and ADP will converge if δ3s <
√
3
3 − |1 − µ|, δ3s < 2
√
3−1
11 ≈ 0.224, δ3s <
√
3
3 ≈ 0.5773 respectively,
which are equivalent to the theoretical guarantees of IHT, NIHT and HTP in order. If γ 6= 1, the bounds of the proposed
algorithms on δ3s will be stricter than the above bounds, but are still positive constants. In the exact reconstruction case, i.e,
x is s-sparse and there is no noise, we have the following corollary.
Corollary 1. When x is s-sparse with support set S and there is no noise, denote xmin = min{|xi|, i ∈ S} and λalg =
max{λalg1 , λalg2 , b}, where alg is from {IAD,NIAD,ADP}. Then alg will find the support S of x exactly after
ln(xmin/‖x(0)− x‖2)− ln(calg1 + calg2 + calg3 b2)
lnλalg
+ 3
iterations.
IV. EXPERIMENTS
In this section, we show the empirical performance of IAD, NIAD and ADP by comparing the exact reconstruction rate
with the corresponding IHT, NIHT and HTP algorithms. By comparing the maximal sparsity level of the underlying sparse
signals at which the perfect reconstruction is ensured ([17] called this point critical sparsity), accuracy of the reconstruction
can be compared empirically. In each trial, we construct an m× n(m = 200, n = 1000) measurement matrix A with entries
drawn independently from Gaussian distribution N (0, 1m ). In addition, an s-sparse vector x whose support is chosen at random.
CARS signals and Gaussian signals are considered. Each nonzero element of Gaussian signals is drawn from standard Gaussian
distribution and that of CARS signals is from the set {1,−1} uniformly at random. The sparsity level ranges in [1, 60] in CARS
signal case and [1, 100] in Gaussian signal case. For each reconstruction algorithm, 1000 independent trials are performed and
the exact reconstruction rate is plotted in y-axis as the sparsity s changes in x-axis. For IAD and IHT, two representative µ
are set : µ = 1 and µ = 1/3 in each trial and the corresponding algorithms are called IAD1, IHT1 and IAD1/3, IHT1/3
respectively. For IAD, NIAD and ADP, γ = 0.1 is set simply to show the improved empirical performance to the corresponding
IHT, NIHT and HTP. One can tune γ to acquire a relatively better empirical performance, which is not our focus here. Eight
subfigures are plotted and each subfigure tests a couple of algorithms from (IAD1, IHT1), (IAD1/3, IHT1/3), (NIAD, NIHT),
(ADP, HTP) in CARS or Gaussian signal cases (the top four are CARS signal cases and the bottom four are Gaussian signal
cases). Meanwhile, a well-known implementation of `1 minimization, `1-magic (http://users.ece.gatech.edu/∼justin/l1magic/),
is used as a base-line algorithm to compare the performance among different couples of algorithms. In order to balance time
complexity and computational accuracy, the stopping criterion “k ≥ 400 or ‖y−Ax(k+1)‖2‖y‖2 ≤ 10−6” is used for each algorithm.
However, we use a different criterion “the support S(k + 1) of x(k + 1) is equal to the support S of the original x” to judge
whether the reconstruction is exact or not. Because if S(k+1) = S, one can acquire the exact x by a posteriori least squares
fit on S(k + 1).
In Fig. 1, one can see that IAD1, IAD1/3, NIAD and ADP all outperform the coressponding algorithms IHT1, IHT1/3,
NIHT and HTP greatly. In addition, the empirical performance of IAD1/3, NIAD and ADP are much better than that of `1
minimization in the Gaussian signal case and can approach that of `1 minimization in the CARS signal case, which is rare for
iterative greedy algorithms in compressed sensing.
Table I lists the critical sparsity of the four pairs of algorithms both in the Gaussian and CARS signal cases (row 2 and row
4 respectively). For each pair, relative gains are calculated in both cases (row 3 and row 5 respectively). On the one hand, in
Table I, one can know that relative to the corresponding ones, because the reconstruction capabilities of IHT1 and IHT1/3 are
too restricted, IAD1 and IAD1/3 can acquire higher relative gains than NIAD and ADP. While the improvements of NIAD and
ADP relative to NIHT and HTP respectively are also substantial. On the other hand, in terms of critical sparsity, the variants
NIAD and ADP have better empirical performance than IAD1 and IAD1/3, which is similar to the improved performance by
NIHT and HTP relative to IHT1 and IHT1/3.
TABLE I
THE CRITICAL SPARSITY AND RELATIVE GAINS OF THE FOUR PAIRS OF ALGORITHMS IN THE CARS AND GAUSSIAN SIGNAL CASES.
Algorithms IHT1 IAD1 IHT1/3 IAD1/3 NIHT NIAD HTP ADP
CARS Signals 10 23 10 36 28 38 29 38
Relative Gains 130.0% 260.0% 35.7% 34.5%
Gaussian Signals 7 20 24 52 45 61 45 66
Relative Gains 185.7% 116.7% 35.6% 46.7%
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Fig. 1. Comparison of IAD1 and IHT1, IAD1/3 and IHT1/3, NIAD and NIHT, ADP and HTP respectively from left to right (Top: CARS signals; bottom:
Gaussian signals.).
V. CONCLUSIONS
In this paper, we presented three alternating direction algorithms for `0 regularization, called “iterative alternating direction”
(IAD), “normalized iterative alternating direction” (NIAD) and “alternating direction pursuit” (ADP). They have provable
theoretical guarantees and good empirical performance relative to the corresponding IHT, NIHT and HTP algorithms. However,
the optimal value of γ needs to be investigated further.
SUPPLEMENTARY: THE PROOFS OF LEMMAS AND THEOREMS IN MAIN BODY
A. Proof of Lemma 1
The lemma is proved by recursively using the condition b(k + 2) = c1b(k + 1) + c2a(k + 1) + c3a(k), k ∈ {0, 1, 2, · · · }.
For k ∈ {1, 2, 3, · · · }, we have
b(k + 1) = c1b(k) + c2a(k) + c3a(k − 1)
= c1(c1b(k − 1) + c2a(k − 1) + c3a(k − 2)) + c2a(k) + c3a(k − 1)
= c21b(k − 1) + c2a(k) + (c1c2 + c3)a(k − 1) + c1c3a(k − 2)
= c21(c1b(k − 2) + c2a(k − 2) + c3a(k − 3)) + c2a(k) + (c1c2 + c3)a(k − 1) + c1c3a(k − 2)
= c31b(k − 2) + c2a(k) + (c1c2 + c3)a(k − 1) + c1(c1c2 + c3)a(k − 2) + c21c3a(k − 3)
...
= ck1b(1) + c2a(k) + (c1c2 + c3)
k−1∑
i=1
ck−1−i1 a(i) + c
k−1
1 c3a(0).
B. Lemma 2 and its proof
The following lemma is critical for the proof of Theorem 1.
Lemma 2. For a series {a(k)}, a(k) ≥ 0, for all k ∈ {0, 1, 2, · · · }. If a(k+1) ≤ b1a(k)+ b2
∑k−1
i=1 b
k−ia(i)+ b3bk+ b4, k ∈
{1, 2, 3, · · · }, b, b1, b2, b3, b4 ≥ 0, then for k ∈ {2, 3, 4, · · · },
a(k + 1) ≤
((
ω1 +
b1
2
)
λk−21 −
(
ω1 − b1
2
)
λk−22
)
a(2)
+
((
ω2 +
b2
2
)
λk−21 −
(
ω2 − b2
2
)
λk−22
)
a(1)
+
(
bk−2 +
(
ω1 +
b1
2
)
θ1 −
(
ω1 − b1
2
)
θ2
)
b3b
2
+
(
1 +
(
ω1 +
b1
2
)
1− λk−21
1− λ1 −
(
ω1 − b1
2
)
1− λk−22
1− λ2
)
b4,
8where
λ1 =
(b+ b1) +
√
(b− b1)2 + 4bb2
2
, λ2 =
(b+ b1)−
√
(b− b1)2 + 4bb2
2
;
θ1 =
{
λk−21 −bk−2
λ1−b , λ1 6= b
(k − 2)λk−31 , λ1 = b
, θ2 =
{
λk−22 −bk−2
λ2−b , λ2 6= b
(k − 2)λk−32 , λ2 = b
;
ω1 =
−bb1 + b21 + 2bb2
2
√
(b− b1)2 + 4bb2
, ω2 =
(b+ b1)b2
2
√
(b− b1)2 + 4bb2
.
a(k + 1) will be upper bounded if (1− b)(1− b1) > bb2 and 0 < b < 1, and will approach 0 as k →∞ if (1− b)(1− b1) >
bb2, 0 < b < 1 and b4 = 0.
Proof: By recursively applying the condition a(k+1) ≤ b1a(k) + b2
∑k−1
i=1 b
k−ia(i) + b3bk + b4, k ∈ {2, 3, 4, · · · } to the
highest-order term of the right hand side, one has
a(k + 1) ≤ b1a(k) + b2
k−1∑
i=1
bk−ia(i) + b3bk + b4
≤ b1(b1a(k − 1) + b2
k−2∑
i=1
bk−1−ia(i) + b3bk−1 + b4) + b2
k−1∑
i=1
bk−ia(i) + b3bk + b4
= (b21 + b2b)a(k − 1) + (b1b2 + b2b)
k−2∑
i=1
bk−1−ia(i) + (b1b3 + b3b)bk−1 + (b1 + 1)b4
≤ (b1(b21 + bb2) + b(b1b2 + bb2))a(k − 2)
+(b2(b
2
1 + bb2) + b(b1b2 + bb2))
k−3∑
i=1
bk−2−ia(i)
+(b3(b
2
1 + bb2) + b(b1b3 + bb3))b
k−2 + ((b21 + bb2) + b1 + 1)b4
...
≤ c(j)a(j) + d(j)
j−1∑
i=1
bj−ia(i) + e(j)bj + l(j)b4.
When the highest-order is j in the right hand, the above four series {c(j)}, {d(j}, {e(j)}, {l(j)} are the coefficients of
a(j),
∑j−1
i=1 b
j−ia(i), bj , b4 respectively. According to the recursive procedure, one has
c(k) = b1, d(k) = b2, e(k) = b3, l(k) = b4; (19)
and
c(j) = b1c(j + 1) + bd(j + 1), (20)
d(j) = b2c(j + 1) + bd(j + 1), (21)
e(j) = b3c(j + 1) + be(j + 1), (22)
l(j) = c(j + 1) + l(j + 1). (23)
According to (20) and (21), one has [
c(j)
d(j)
]
=
[
b1 b
b2 b
] [
c(j + 1)
d(j + 1)
]
. (24)
Define
B =
[
b1 b
b2 b
]
,
By solving the characteristic polynomial
|λI−B| =
∣∣∣∣ b1 bb2 b
∣∣∣∣ = λ2 − (b+ b1)λ+ bb1 − bb2 = 0,
one has two eigenvalues
λ1 =
(b+ b1) +
√
(b− b1)2 + 4bb2
2
, λ2 =
(b+ b1)−
√
(b− b1)2 + 4bb2
2
,
9and two eigenvectors
e1 =
[
b
u+ v
]
, e2 =
[
b
u− v
]
corresponding to λ1 and λ2 respectively, where
u =
b− b1
2
, v =
√
(b− b1)2 + 4bb2
2
.
So B can be expressed by eigenvalue decomposition
B = [e1, e2]
[
λ1
λ2
]
[e1, e2]
−1
=
1
2bv
[
b b
u+ v u− v
] [
λ1
λ2
] [ −u+ v b
u+ v −b
]
. (25)
According to (24) and (25), one has[
c(i)
d(i)
]
= Bk−i
[
c(k)
d(k)
]
=
1
2bv
[
b b
u+ v u− v
] [
λk−i1
λk−i2
] [ −u+ v b
u+ v −b
] [
b1
b2
]
=
1
2bv
[
(−u+ v)bλk−i1 + (u+ v)bλk−i2 b2λk−i1 − b2λk−i2
(−u2 + v2)λk−i1 + (u2 − v2)λk−i2 (u+ v)bλk−i1 − (u− v)bλk−i2
] [
b1
b2
]
=
1
2v
[ −(u− v)λk−i1 + (u+ v)λk−i2 b(λk−i1 − λk−i2 )
b2(λ
k−i
1 − λk−i2 ) (u+ v)λk−i1 − (u− v)λk−i2
] [
b1
b2
]
=
[ (
ω1 +
b1
2
)
λk−i1 −
(
ω1 − b12
)
λk−i2(
ω2 +
b2
2
)
λk−i1 −
(
ω2 − b22
)
λk−i2
]
, (26)
where
ω1 =
−bb1 + b21 + 2bb2
2
√
(b− b1)2 + 4bb2
, ω2 =
(b+ b1)b2
2
√
(b− b1)2 + 4bb2
.
Recursively using (22), one has
e(2) = be(3) + b3c(3)
= b(be(4) + b3c(4)) + b3c(3)
...
= bk−2e(k) + b3
k−3∑
i=0
bic(i+ 3)
= b3b
k−2 + b3
k−3∑
i=0
bi
((
ω1 +
b1
2
)
λk−i−31 −
(
ω1 − b1
2
)
λk−i−32
)
= b3b
k−2 + b3
(
ω1 +
b1
2
)
θ1 − b3
(
ω1 − b1
2
)
θ2, (27)
where
θ1 =
{
λk−21 −bk−2
λ1−b , λ1 6= b
(k − 2)λk−31 , λ1 = b
, θ2 =
{
λk−22 −bk−2
λ2−b , λ2 6= b
(k − 2)λk−32 , λ2 = b
.
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Recursively using (23), it follows that
l(2) = c(3) + l(3)
= c(3) + c(4) + l(4)
...
= l(k) +
k−3∑
i=0
c(i+ 3)
= 1 +
k−3∑
i=0
((
ω1 +
b1
2
)
λk−i−31 −
(
ω1 − b1
2
)
λk−i−32
)
= 1 +
(
ω1 +
b1
2
)
1− λk−21
1− λ1 −
(
ω1 − b1
2
)
1− λk−22
1− λ2 . (28)
When the highest-order term is j = 2, one has
a(k + 1) ≤ c(2)a(2) + d(2)a(1) + e(2)b2 + l(2)b4, k ∈ {2, 3, 4, · · · }. (29)
a(k + 1) will be upper bounded if |λ1| < 1, |λ2| < 1, 0 < b < 1. When b, b1, b2 ≥ 0, it is equivalent to
(1− b1)(1− b) > bb2.
In addition, if b4 = 0 holds additionally, c(2), d(2), e(2), l(2) all will approach to 0 as k →∞. Applying (26), (27) and (28)to
(29), Lemma 2 is proved.
C. Some useful lemmas
The following three lemmas are used in the derivations of RIC related results.
Lemma 3 (Consequences of the RIP).
1) (Monotonicity [2]) For any two positive integers s ≤ s′, δs ≤ δs′ .
2) For two vectors p,q ∈ Rn and µ > 0, if |supp(p)∪supp(q)|≤ t, then
|〈p, (I− µATA)q〉| ≤ (|µ− 1|+ µδt)‖p‖2‖q‖2; (30)
moreover, if U ⊆ {1, . . . , n} and |U ∪ supp(q)|≤ t, then
‖((I− µATA)q)U‖2 ≤ (|µ− 1|+ µδt)‖q‖2. (31)
We omit the proofs of (30) and (31) here for their similarity to the proofs of [18, Lemma 1].
Lemma 4 (Noise perturbation in partial support [13]). For the general CS model b = AxS+e′ in (7), letting U ⊆ {1, . . . , n}
and |U | ≤ u, we have
‖(ATe′)U‖2 ≤
√
1 + δu‖e′‖2. (32)
The next lemma introduces a simple inequality introduced in [18] which is useful in our derivations.
Consider the general CS model b = AxS+e′ in (7). Let S′ ⊆ {1, 2, . . . , n} and |S′| = t. Let zp be the solution of the least
squares problem argminz∈Rn{‖b−Az‖2, supp(z)⊆ S′}. The least squares problem has the following orthogonal properties
introduced in [18].
Lemma 5 (Consequences for orthogonality by the RIP [18]). If δs+t < 1,
‖xS − zp‖2 ≤
√
1
1− δ2s+t
‖(xS)S′‖2 +
√
1 + δt
1− δs+t ‖e
′‖2. (33)
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D. Proof of Theorem 1
Firstly, an inequality is derived from the equality (17), which uses a similar derivation from [13]. Then we apply it to IAD,
NIAD and ADP respectively. Finally, Lemma 2 is used to get the Theorem 1.
For k ∈ {1, 2, 3, · · · }, using (15), (17) can be rewrote as follows
x(k + 1) = Hs
(
x(k) + µ
(
ATA(xS − x(k)) + 1− γ
2
k−1∑
i=1
1
(1 + γ)k−i
ATA(xS − x(i))
− γ
2(1 + γ)k
ATA(xS − x(0)) +
(
1− 1
(1 + γ)k+1
)
ATe′
))
. (34)
Denote
h(k) =
1− γ
2
k−1∑
i=1
1
(1 + γ)k−i
ATA(xS − x(i))− γ
2(1 + γ)k
ATA(xS − x(0)) +
(
1− 1
(1 + γ)k+1
)
ATe′,
following a similar derivation skill from [13], in the hard thresholding operator (34), one has
‖ (x(k) + µ (ATA(xS − x(k)) + h(k)))S ‖2
≤ ‖ (x(k) + µ (ATA(xS − x(k)) + h(k)))S(k+1) ‖2,
then
‖ (x(k) + µ (ATA(xS − x(k)) + h(k)))S\S(k+1) ‖2
≤ ‖ (x(k) + µ (ATA(xS − x(k)) + h(k)))S(k+1)\S ‖2. (35)
For the right hand of (35), one has
‖ (x(k) + µ (ATA(xS − x(k)) + h(k)))S(k+1)\S ‖2
= ‖((µATA− I)(xS − x(k)) + µh(k))S(k+1)\S‖2. (36)
For the left hand of (35), one has
‖ (x(k) + µ (ATA(xS − x(k)) + h(k)))S\S(k+1) ‖2
= ‖ (x(k) + µ ((ATA(xS − x(k)) + h(k)))− xS + xS)S\S(k+1) ‖2
≥ ‖(xS)S(k+1)‖2 − ‖((µATA− I)(xS − x(k)) + µh(k))S\S(k+1)‖2. (37)
Denote S4S(k + 1) = (S\S(k + 1)) ∪ (S(k + 1)\S). Combing (36) and (37), it follows that
‖(xS)S(k+1)‖2 ≤
√
2‖((µATA− I)(xS − x(k)) + µh(k))S4S(k+1)‖2. (38)
1) For IAD and NIAD, following a similar derivation skill from [13], one has
‖xS − x(k + 1)‖22 = ‖(xS − x(k + 1))S(k+1)‖22 + ‖(xS)S(k+1)‖22
= ‖((µATA− I)(xS − x(k)) + µh(k))S(k+1)‖22
+2‖((µATA− I)(xS − x(k)) + µh(k))S4S(k+1)‖22
≤ 3‖((µATA− I)(xS − x(k)) + µh(k))S∪S(k+1)‖22.
By triangle inequality, RIC definition and Lemma 3, it follows that
‖xS − x(k + 1)‖2
≤
√
3
(
(|µ− 1|+ µδ3s)‖xS − x(k)‖2
+
µ|1− γ|
2
(1 + δ3s)
k−1∑
i=1
1
(1 + γ)k−i
‖xS − x(i)‖2
+
µγ(1 + δ3s)
(1 + γ)k
‖xS − x(0)‖2 + µ
(
1− 1
(1 + γ)k+1
)√
1 + δ3s‖e′‖2
)
. (39)
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Particularly, for k = 1, one has
‖xS − x(2)‖2
≤
√
3
(
(|µ− 1|+ µδ3s)‖xS − x(1)‖2
+
µγ(1 + δ3s)
1 + γ
‖xS − x(0)‖2 + µ
(
1− 1
(1 + γ)2
)√
1 + δ3s‖e′‖2
)
. (40)
For NIAD, in step 2, by RIP definition,
1
1 + δ3s
≤ µ(k + 1) = ‖ (−∇f(x(k)) + u(k)− v(k))S(k) ‖
2
2
‖A (−∇f(x(k)) + u(k)− v(k))S(k) ‖22
≤ 1
1− δ3s .
Then one has
|µ− 1|+ µδ3s ≤ max
{∣∣∣∣ 11 + δ3s − 1
∣∣∣∣+ 11 + δ3s δ3s,
∣∣∣∣ 11− δ3s − 1
∣∣∣∣+ 11− δ3s δ3s
}
= max
{
2δ3s
1 + δ3s
,
2δ3s
1− δ3s
}
=
2δ3s
1− δ3s . (41)
So, for NIAD, from (39) and (41), it follows that
‖xS − x(k + 1)‖2
≤
√
3
(
2δ3s
1− δ3s ‖xS − x(k)‖2 +
|1− γ|(1 + δ3s)
2(1− δ3s)
k−1∑
i=1
1
(1 + γ)k−i
‖xS − x(i)‖2
+
γ(1 + δ3s)
(1 + γ)k(1− δ3s)‖xS − x(0)‖2
+
(
1− 1
(1 + γ)k+1
) √
1 + δ3s
1− δ3s ‖e
′‖2
)
. (42)
Particularly, for k = 1, one has
‖xS − x(2)‖2
≤
√
3
(
2δ3s
1− δ3s ‖xS − x(1)‖2 +
γ(1 + δ3s)
(1 + γ)(1− δ3s)‖xS − x(0)‖2
+
(
1− 1
(1 + γ)2
) √
1 + δ3s
1− δ3s ‖e
′‖2
)
. (43)
2) For ADP, in step 4, by Lemma 5,
‖xS − x(k + 1)‖2 ≤
√
1
1− δ23s
‖(xS)S(k+1)‖2 +
√
1 + δ3s
1− δ3s ‖e
′‖2. (44)
Setting µ = 1 and combing (38) and (44), one has
‖xS − x(k + 1)‖2
≤
√
2
1− δ23s
‖((ATA− I)(xS − x(k)) + h(k))S4S(k+1)‖2 +
√
1 + δ3s
1− δ3s ‖e
′‖2
≤
√
2
1− δ23s
(
δ3s‖xS − x(k)‖2 + |1− γ|
2
(1 + δ3s)
k−1∑
i=1
1
(1 + γ)k−i
‖xS − x(i)‖2
+
γ(1 + δ3s)
(1 + γ)k
‖xS − x(0)‖2 +
(√
1 + δ3s
2(1− δ3s) + 1−
1
(1 + γ)k+1
)√
1 + δ3s‖e′‖2
)
.
(45)
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Particularly, for k = 1, one has
‖xS − x(2)‖2
≤
√
2
1− δ23s
(
δ3s‖xS − x(1)‖2 + γ(1 + δ3s)
1 + γ
‖xS − x(0)‖2
+
(√
1 + δ3s
2(1− δ3s) + 1−
1
(1 + γ)2
)√
1 + δ3s‖e′‖2
)
. (46)
In (39), denote
bIAD1 =
√
3(|µ− 1|+ µδ3s),
bIAD2 =
√
3µ|1− γ|(1 + δ3s)
2
,
bIAD3 = b5‖xS − x(0)‖2 − b6‖e′‖2,
bIAD4 = b
IAD
7 ‖e′‖2.
where
bIAD5 =
√
3µγ(1 + δ3s),
bIAD6 =
µ
√
3(1 + δ3s)
1 + γ
,
bIAD7 = µ
√
3(1 + δ3s).
In (42), denote
bNIAD1 =
2
√
3δ3s
1− δ3s ,
bNIAD2 =
√
3|1− γ|(1 + δ3s)
2(1− δ3s) ,
bNIAD3 = b
NIAD
5 ‖xS − x(0)‖2 − bNIAD6 ‖e′‖2,
bNIAD4 = b
NIAD
7 ‖e′‖2.
where
bNIAD5 =
√
3γ(1 + δ3s)
1− δ3s ,
bNIAD6 =
√
3(1 + δ3s)
(1 + γ)(1− δ3s) ,
bNIAD7 =
√
3(1 + δ3s)
1− δ3s .
In (45), denote
bADP1 =
√
2δ23s
1− δ23s
,
bADP2 = |1− γ|
√
1 + δ3s
2(1− δ3s) ,
bADP3 = b
ADP
5 ‖xS − x(0)‖2 − bADP6 ‖e′‖2,
bADP4 = b
ADP
7 ‖e′‖2.
where
bADP5 = γ
√
2(1 + δ3s)
1− δ3s ,
bADP6 =
1
1 + γ
√
2
1− δ3s ,
bADP7 =
√
1 + δ3s
1− δ3s +
√
2
1− δ3s .
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In the initialization step, i.e., when k = 0, the derivation step is similar to that in [13]. We omit the steps here.
For IAD,
‖xS − x(1)‖2 ≤
√
3
(∣∣∣∣12µ− 1
∣∣∣∣+ 12µδ3s
)
‖xS‖2 + 1
2
µ
√
3(1 + δ3s)‖e′‖2. (47)
For NIAD, from (42), in order to guarantee the convergence of NIAD, one can see that a necessary condition is
bNIAD1 < 1, which results in δ3s < 0.224. Thus, by (41),∣∣∣∣12µ− 1
∣∣∣∣+ 12µδ3s ≤ max
{∣∣∣∣ 12(1 + δ3s) − 1
∣∣∣∣+ δ3s2(1 + δ3s) ,
∣∣∣∣ 12(1− δ3s) − 1
∣∣∣∣+ δ3s2(1− δ3s)
}
= max
{
1 + 3δ3s
2(1 + δ3s)
,
∣∣∣∣−1 + 2δ3s2(1− δ3s)
∣∣∣∣+ δ3s2(1− δ3s)
}
= max
{
1
2
+
δ3s
1 + δ3s
,
1
2
}
=
1 + 3δ3s
2(1 + δ3s)
.
Then from (47) and (48), one has
‖xS − x(1)‖2 ≤
√
3(1 + 3δ3s)
2(1 + δ3s)
‖xS − x(0)‖2 +
√
3(1 + δ3s)
2(1− δ3s) ‖e
′‖2. (48)
For ADP,
‖xS − x(1)‖2 ≤
√
2δ23s
1− δ23s
‖xS − x(0)‖2 +
(
1√
2(1− δ3s)
+
√
1 + δ3s
1− δ3s
)
‖e′‖2.
In (47), denote
bIAD8 =
√
3
(∣∣∣∣12µ− 1
∣∣∣∣+ 12µδ3s
)
, bIAD9 =
1
2
µ
√
3(1 + δ3s).
In (48), denote
bNIAD8 =
√
3(1 + 3δ3s)
2(1 + δ3s)
, bNIAD9 =
√
3(1 + δ3s)
2(1− δ3s) .
In (49), denote
bADP8 =
√
2δ23s
1− δ23s
, bADP9 =
1√
2(1− δ3s)
+
√
1 + δ3s
1− δ3s .
Denote a(k) = ‖xS − x(k)‖2, b = 11+γ and alg as any one from {IAD, NIAD, ADP}. From above derivations and
notations, it follows that,
a(k + 1) ≤ balg1 a(k) + balg2
k−1∑
i=1
bk−ia(i) + balg3 b
k + balg4 , (49)
a(2) ≤ balg1 a(1) + balg3 b+ balg4 , (50)
a(1) ≤ balg8 a(0) + balg9 ‖e′‖2. (51)
Using Lemma 2 to (49) and applying (50) and (51) to the resulting inequality, after some transforms, one has,
‖xS − x(k + 1)‖2 ≤ (calg1 (λalg1 )k−2 + calg2 (λalg2 )k−2 + calg3 bk)‖xS − x(0)‖2
+(calg4 + c
alg
5 (λ
alg
1 )
k−2 + calg6 (λ
alg
2 )
k−2 + calg7 b
k)‖e′‖2. (52)
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where
calg1 =
(
balg1 b
alg
8 + bb
alg
5
)(
ωalg1 +
balg1
2
)
+ balg8
(
ωalg2 +
balg2
2
)
+ b2balg5
(
ωalg1 +
balg1
2
)
θalg11 ,
calg2 = −
(
balg1 b
alg
8 + bb
alg
5
)(
ωalg1 −
balg1
2
)
− balg8
(
ωalg2 −
balg2
2
)
− b2balg5
(
ωalg1 −
balg1
2
)
θalg21 ,
calg3 =
(
1 +
(
ωalg1 +
balg1
2
)
θalg12 −
(
ωalg1 −
balg1
2
)
θalg22
)
balg5 ,
calg4 =
1 +
(
ωalg1 +
balg1
2
)
1− λalg1
− ω
alg
1 − b
alg
1
2
1− λalg2
 balg7 ,
calg5 =
(
balg1 b
alg
9 − bbalg5 + balg7
)(
ωalg1 +
balg1
2
)
+ balg9
(
ωalg2 +
balg2
2
)
−b2balg6
(
ωalg1 +
balg1
2
)
−
balg7
(
ωalg1 +
balg1
2
)
1− λalg1
,
calg6 = −
(
balg1 b
alg
9 − bbalg5 + balg7
)(
ωalg1 −
balg1
2
)
− balg9
(
ωalg2 −
balg2
2
)
+b2balg6
(
ωalg1 −
balg1
2
)
θalg21 +
balg7
(
ω1 − b
alg
1
2
)
1− λalg1
,
calg7 = −
(
1 +
(
ωalg1 +
balg1
2
)
θalg12 −
(
ωalg1 −
balg1
2
)
θalg22
)
balg6 .
b =
1
1 + γ
< 1,
λalg1 =
(b+ balg1 ) +
√
(b− balg1 )2 + 4bbalg2
2
< 1, λalg2 =
(b+ balg1 )−
√
(b− balg1 )2 + 4bbalg2
2
< 1.
ωalg1 =
−bbalg1 + (balg1 )2 + 2bbalg2
2
√
(b− balg1 )2 + 4bbalg2
, ωalg2 =
(b+ balg1 )b
alg
2
2
√
(b− balg1 )2 + 4bbalg2
. (53)
θalg11 =

1
λalg1 −b
, λalg1 6= b
k−2
λalg1
, λalg1 = b.
, θalg11 =
{
− 1
λalg1 −b
, λalg1 6= b
0, λalg1 = b.
;
θalg21 =

1
λalg2 −b
, λalg2 6= b
k−2
λalg2
, λalg2 = b.
, θalg22 =
{
− 1
λalg2 −b
, λalg2 6= b
0, λalg2 = b.
.
‖xS − x(k)‖2 will be bounded if (1− balg1 )(1− b) > bb2, which is equivalent to
ρalg >
|1− γ|
γ
,
where
ρIAD =
2(1−√3(|1− µ|+ µδ3s))√
3µ(1 + δ3s)
,
ρNIAD =
2(1− (2√3 + 1)δ3s)√
3(1− δ3s)2(1 + δ3s)
,
ρADP =
√
2(
√
1− δ23s −
√
2δ3s)
1 + δ3s
.
Therefore, Theorem 1 is proved.
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E. Proofs of Corollary 1
When x is s-sparse with support set S and there is no noise, if ‖x(k + 1) − x‖2 < xmin, then S(k + 1) = S. In this
case, one can get the exact solution after a posteriori least squares fit on S(k + 1). This case can be obtained if
‖x− x(k + 1)‖2 < (calg1 (λalg1 )k−2 + calg2 (λalg2 )k−2 + calg3 bk)‖x− x(0)‖2
≤ (calg1 + calg2 + calg3 b2)(λalg)k−2‖x− x(0)‖2 < xmin. (54)
From (calg1 + c
alg
2 + c
alg
3 b
2)(λalg)k−2‖x− x(0)‖2 < xmin in (54), one has
k ≥ ln(xmin/‖x− x(0)‖2)− ln(c
alg
1 + c
alg
2 + c
alg
3 b
2)
lnλalg
+ 3.
Therefore, Corollary 1 is proved.
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