ABSTRACT. Our main task in this note is to prove the existence and to classify the exact growth at infinity of radial positive C 6 -solutions of (−∆) 3 u = u p in R n , where n 15 and p is bounded from below by the sixth-order Joseph-Lundgren exponent. Following the main work of Winkler, we introduce the sub-and super-solution method and comparision principle to conclude the asymptotic behavior of solutions.
INTRODUCTION
In this article, we are interest in studying the exact growth at infinity of positive solutions of the following sixth-order Lane-Emden equation
in R n , where n 7 and p > 1. While equations of form (1.1) involving Laplacian and bi-Laplacian have been attracted by many mathematicians over the last few decades since its root in conformal geometry and blow-up theory, equations involving tri-Laplacian of the form (1.1) have just started capturing attention recently. The motivation of working on equation (1.1) goes back to a recent paper by Lou, Wei and Zou [LWZ16] in which a complete classification of finite Morse index and stable solutions to the equation
(−∆)
3 u = |u| p−1 u in R n . Furthermore, counterparts of (1.1) involving negative exponents such as the equation
(1.2) in R 3 and the equation
(1.3) in R 5 were also studied in [DN17] for (1.2) and in [FX13] for (1.3). In order to the necessarily of carrying research on the sixth-order Lane-Emden equation (1.1), let us briefly mention some known results for similar equations with lower order of Laplacian.
First, for the well-known the second-order Lane-Emden equation
in R n with n 3 and p > 1, the following two exponents known as the Sobolev exponent given by p S (2, n) := (n + 2)/(n − 2) and the Joseph-Lundgren exponent given by p JL (2, n) = (n−2) 2 −4n+8 √ n−1 (n−2)(n−10) if n 11, ∞ if n 10 (1.5)
play an important role, see [GS81, GNW92, Wan93] . To be more precise, if p S (2, n), any positive radial C 2 -solution u enjoys the following asymptotic behavior depending on either p = p JL (2, n) or not. Here, λ 1 is the smallest root of the quadratic equation (m 2 + λ)(n − 2 − m 2 − λ) + pL p−1 2 = 0, which has two real distinct roots if and only if p > p JL (2, n) while it has double root when p = p JL (2, n).
For the corresponding fourth-order equation
in R n with n 5 and p > 1, an analouge result was also obtained in [GG06, Win10] . In this context, the Sobolev exponent denoted by p S (4, n) is given by p S (4, n) := (n + 4)/(n − 4) and the Joseph-Lundgren exponent denoted by p JL (4, n) is the unique root greater than p S (4, n) of the algebraic equation − (n − 4)(n 3 − 4n 2 − 128n + 256)(p − 1) 4 + 128(3n − 8)(n − 6)(p − 1) 3 + 256(n 2 − 18n + 52)(p − 1) 2 − 2048(n − 6)(p − 1) + 4096 = 0.
A formula for p JL (4, n) can be precisely write down as follows
if n 13, ∞ if n 11.
(1.9)
Having p S (4, n) and p JL (4, n) at hand, it was proved that if p > p S (4, n), then the following asymptotic behavior for any radial entire solution u is well known which has four real roots ordered as λ 1 < 0 < λ 2 λ 3 < λ 4 .
In addition, λ 2 = λ 3 if and only if p = p JL (4, n).
Following the well known results presented above, we are interested in asymptotic behavior for solutions of (1.1) in the sense of (1.6)-(1.7) for (1.4) and (1.10)-(1.11) for (1.8).
In order to go further, for Eq. (1.1) we first denote by p S (6, n) the Sobolev exponent given by p S (6, n) := (n + 6)/(n − 6) and by p JL (6, n) the Joseph-Lundgren exponent (see [HR17, LWZ16] ) given by
if n 15,
where
and
To seek for the exact growth at infinity of radial solutions of (1.1), let us go back to the the work of Winkler [Win10] . To study the existence of solutions, the author transformed (1.8) into the Lane Emden type system including two second-order elliptic equations as follows −∆u = v,
in R n and considers the associated parabolic problem
in R n × (0, ∞) with the initial datas are sub-solutions of (1.13). Here, the existence of radial entire solutions of (1.14) comes from the fact that it is of cooperative type. Furthermore, thanks to the the comparision principle stated in [QS07, Prop. 52.21], it has been shown that solutions of (1.14) are bounded by sub-and super-solutions of (1.13). Then, with the help from the monotonicity property and parabolic regularity theory, the conclusion follows that there exists the steady state positive solutions of (1.14), i.e the stationary problem (1.13).
Inspired by the main result of [Win10] , in the present paper, we study the exact growth at infinity of radially symmetric solutions to (1.1) under the restriction p p JL (6, n). First, for the exponent p higher than p JL (6, n), we obtain the following result. Theorem 1.1. Let n 15 and p > p JL (6, n). Then, for given b > 0, there exists a classical radially symmetric solution u of (1.1) such that
and λ 3 is the smallest positive root among six real roots of the following polynomial P (λ) = (m+λ)(m+λ+2)(m+λ+4)(n−2−m−λ)(n−4−m−λ)(n−6−m−λ)−pL p−1 .
Second, for the exponent p equal to p JL (6, n), we also obtain an asymptotic behavior of solutions of (1.1) which involves a logarithmic correction. The precise statement of this case is as follows. Theorem 1.2. Let n 15 and p = p JL (6, n). Then, for given b > 0, there exists a classical radially symmetric solution u of (1.1) such that
where the notations still remain as Theorem 1.1.
To conclude this section, we briefly show the organization of this note as follows. In the second section, several notations and conventions shall be given. Furthermore, basic properties of the exponent p JL (6, n) as well as the roots of polynomial P appearing in the statement of Theorem 1.1 shall also be discussed. In the third and fourth section, as routine, we transform the sixth-order (1.1) into the system of three second-order equations
and contruct sub-and super-solutions in the supercritical and critical cases, respectively. Finally, we prove Theorem 1.1 and 1.2 in the last section.
PRELIMINARIES
From now on, for simplicity, we use p S and p JL instead of p S (6, n) and p JL (6, n). Besides, we also use the two notations L and m appearing in the statement of Theorem 1.1. By a direct computation, it is not hard to see that the following function
is the singular solution of (1.1) when n 7 and p > n/(n − 6). Furthermore, linearizing (1.1) around its singular solution u ∞ leads us to the fact that
is the characteristic equation of (1.1). Consequently, investigating all zero point of this equation (2.1) is crucial. We have the following lemma.
Proposition 2.1. Under the assumption p p JL , we have the following claims (a). For n 15, the polynomial Q(m) = (m + 6)(m + 2)(m + 4)(n − 2 − m)(n − 4 − m)(n − 6 − m)
only has a unique zero point p JL , which is larger than p S and Q(m) is strictly negative as p > p JL . (b). Eq. (2.1) admits 6 real roots, denoted by λ i with 1 i 6, ordered according to
The equality λ 3 = λ 4 holds only in the case p = p JL (6, n).
Part (b). With the change of variable l = m + λ, we rewrite (2.1) as
It is not hard to see that b, c and d are positive. Note that
has two distinct roots. Hence, P 1 admits three distinct real roots x 1 , x 2 and x 3 . Due to Vieta's formula, it must be hold one of them is positive and the others are negative. Moreover, we have
from Part(a). Hence, without generality, we can assume that
For each x i , we have to solve l(n − 6 − l) = x i .
Thanks to (2.5), three above quadratic equations admits six real roots
for i = 1, 2, 3, which are ordered as below
The equality holds when the equation
admits repeated roots l 3 = l 4 = (n − 6)/2, i.e x 3 = (n − 6) 2 /4, or p = p JL . In order to complete Part(b), we have to verify that two roots of (2.7) are larger than m. That is equivalent to saying that the polynomial
has two positive roots. However, this is apparent from the definition of m and (2.5). Therefore, the ordering (2.6) can be improved to
That is the conclusion we are looking for.
From now on, we always denote
where λ 3 is the smallest root of (2.1). Before ending this section, let us recall the following useful lemma whose proof can be found in [Win10, Lemmas 3.2, 3.4].
Lemma 2.1. Let p > 0 be given, there exists C p > 0 such that
for all 0 z 1.
THE SUPERCRITICAL CASE p > p JL
This section is devoted to construction of sub-and super-solutions to (1.15) in the supercritical case p > p JL . For clarity, we divide our construction into two subsections.
3.1. Construction of a sub-solution (1.15). Our first aim is to construct an entire subsolution (u, v, w) of (1.15) when p > p JL , which is equal to zero near the origin. Then, we will discuss the explicit formula of u, v, w in the outer consistent region. Let b > 0 be given, we define the following functions, where
It follows from the two elementary inequalities
Next, we will give the properties of the functions given in (3.1).
Lemma 3.1. Let the functions u out , v out , w out be given as in (3.1) and r 1 , r 2 , r 3 be defined in (3.3) and (3.4). There holds
Proof. A direct computation shows that the first and second equalities in (3.6) hold. In order to prove the remaining estimate, we apply (2.8) to get
for r > r 1 , which yields that
here we have used the fact that l = m + λ 3 is the root of (2.1).
We are now in position to construct a sub-solution to (1.15).
Lemma 3.2. Let the functions u out , v out , w out be given as in (3.1) and r 1 , r 2 , r 3 be defined in (3.3), (3.4). Define the following functions,
(3.9)
Then u, v, w are nonnegative and Lipschitz continuous on R n and satisfy
Proof. From (3.1), it is not hard to see that u, v, w are nonnegative and Lipschitz continuous on R n . It is sufficient to prove Lemma 3.2 in 4 following cases: 0 < |x| < r 1 , r 1 < |x| < r 2 , r 2 < |x| < r 3 and r 3 < |x|. If 0 < |x| < r 1 , (3.10) is trivial since u = v = w = 0. We can also see that the case r 3 < |x| is a consequence of (3.1). Next, we consider the others. When r 1 < |x| < r 2 , we have u = u out and v = w = 0. Immediately, we deduce the second and third line of (3.10). Besides, thanks to v out (r) ≤ 0 for r < r 1 , we obtain
This establishes (3.10).
In the last case, r 2 < |x| < r 3 , there holds u = u out , v = v out and w = 0. The third inequality of (3.10) can be easily seen and the first one holds by the first line of (3.6). Meanwhile, we have −∆v = −∆v out = w out 0 w, i.e. the second line of (3.10) holds. Combining the previous 4 cases, we conclude Lemma 3.2 and give the explicit formula of the entire sub-solution of (1.15) in the supercritical case.
3.2. Construction of a super-solution (1.15). Set
Clearly k 0 > l. Before constructing a super-solution to (1.15), it is worth noting that there is a fundamental difference between the construction of entire super-and sub-solutions to (1.15).
To be more precise, in the inner region around the origin, we replace the constant zero being part of the sub-solution to some function of the form A(r 2 + ǫ) −κ , where A, κ are relevant positive constants and 0 < ǫ ≪ 1 to be specified. Besides, far away from the origin, we look for an outer super-solution which is similar (3.1), however, with a minor modification. To make it clear, we will state the inner and outer parts of the super-solution in the next two lemmas.
Lemma 3.3. For any ǫ > 0, we consider the following functions
for all r > 0.
Proof. We recall the following estimate from [Win10, Lemma 3.6],
for all r 0.
We substitute k by m, m + 2 and m + 4, repectively to obtain that
satisfy the following estimates
for all r > r 1 , (3.14)
Proof. Let k ∈ (l, k 0 ) be given, clearly
To fulfill (3.14), the constant c is required to satisfy
where C p is the constant appearing in Lemma 2.1. Indeed, going back to (3.3) to get that r 1 ≥ r 1 and that
for all r ≥ r 1 . The direct computation shows the first and second equalities of (3.14), while
From the definition of r 1 , we notice that
for r r 1 . Hence, thanks to Lemma 2.1, we give the estimate
for r r 1 . Hence,
Our next task is to give the borderline between inner and outer super-solutions introduced in two preceding lemmas.
Lemma 3.5. Let k ∈ (l, k 0 ) be given. Then, there exists ǫ 0 > 0 such that for any ǫ ∈ (0, ǫ 0 ), the following quantities fulfill the following estimates r 1 < r 1 (ǫ) < r 2 < r 2 (ǫ) < r 3 < r 3 (ǫ) < r 3 + 1.
(3.18)
Here, u in,ǫ , v in,ǫ , w in,ǫ , u out , v out , w out are given in (3.11) and (3.13) and
Proof. To overcome this lemma, let us present the gap functions between inner and outer parts of the super-solutions (u ǫ , v ǫ , w ǫ )
In the next stage, we study the pointwise convergence of ψ 1,ǫ , ψ 2,ǫ and ψ 3,ǫ as ǫ ց 0. It is not hard to see that
for all r > 0 in C 1 loc ((R, ∞)) sense. In addition, we also notice the sign of limiting functions, Combining with the monotone convergence of ψ i,ǫ (i = 1, 2, 3), we obtain that each function has exactly one zero point r i (ǫ) > r i for all ǫ > 0 . Hence, for all η > 0, there exists
). For i = 1, 2, 3, one can choose η is equal to (r 2 − r 1 )/2, (r 3 − r 2 )/2 and 1, respectively to complete the order (3.18).
Now we are in position to construct a super-solution (u ǫ , v ǫ , w ǫ ) of (1.15).
Lemma 3.6. Let p > p JL and b > 0, then there exist k > l, c > 0 and ǫ 0 > 0 such that whenever ǫ ∈ (0, ǫ 0 ), the functions
are nonnegative, Lipschitz continuous on R n and satisfy
in the distributional sense on R n . Here, r 1 (ǫ), r 2 (ǫ), r 3 (ǫ) are given in (3.15), (3.16) and (3.17) and the functions u in,ǫ , v in,ǫ , w in,ǫ , u out , v out , w out are defined through (3.11) and (3.13).
Proof. There is a need to prove Lemma 3.6 in four sub-domains 0 < |x| < r 1 (ǫ), r 1 (ǫ) < |x| < r 2 (ǫ), r 2 (ǫ) < |x| < r 3 (ǫ) and r 3 (ǫ) < |x|. The case 0 < |x| < r 1 (ǫ) and r 3 (ǫ) < |x| are directly followed by Lemma 3.3 and 3.4. Now, we deal with the two remaining cases.
When r 1 (ǫ) < |x| < r 2 (ǫ), there holds
Hence, using Lemma 3.4 again, the first inequality of (3.25) can be obtained, since
The second and third one are consequences of Lemma 3.3. Indeed,
here we have used the definition of r 1 (ǫ) and r 2 (ǫ). From this, we can conclude (3.25) in the region r 1 (ǫ) < |x| < r 2 (ǫ).
In the region r 2 (ǫ) < |x| < r 3 (ǫ), we can argue similarly keeping in mind that v ǫ (x) = v out (|x|) in this scenario. Thus, proof of Lemma 3.6 is complete.
THE CRITICAL CASE p = p JL
This section is devoted to construction of sub-and super-solutions to (1.15) in the critical case p = p JL . As shown in the statement of Theorem 1.2, the asymptotic behavior of solutions of (1.1) involves a logarithmic correction leading to more complicated proof of the borderline between sub-and super-solutions. As always, we divide our construction into two subsections. 4.1. Construction of a sub-solution to (1.15). Following the way of construction of the sub-solution in the supercritical case presented in subsection 3.1, we define the following functions There exists large enough R > 0 such that the numbers r 1 , r 2 , r 3 are well-defined and ordered as follows R < r 1 < r 2 < r 3 < +∞. Proof. Let real number µ be given such that
and that
.
Let R, r 1 be chosen as follows
Now, in terms of the outer part of (u, v, w), we define
It is obvious that φ 1 (r 1 ) = 0 and for r > r 1 , there holds
which tells us that φ 1 only has a positive root r 1 . Hence r 1 = r 1 . AFor the function φ 2 , at r 1 , we calculate to see that
for all r > r 1 . Thus, there is only one zero point r = r 2 > r 1 of φ 2 . This fact implies that
Making a substitution into φ 3 (r 2 ) to get that
Meanwhile, for r ≥ r 2 (> r 1 ),
Combining these above facts to obtain that φ 3 admits only one positive root r 3 > r 2 . That leads to the well definition of r 3 and (4.3).
The following result is similar to Lemma 3.1 hower for the critical case. Proof. The first and second lines of (4.4) can be easily verified by computing directly from the definition of u out and v out . To obtain the third line of (4.4), we make us of the following identity
(4.5) with γ = 1 and α = l + 4. Hence, we obtain
here we notice that l(n − 2 − l)(n − 10 − 2l) + (l + 4)(n − 6 − l)(n − 2 − 2l) = 0.
In order to apply Lemma 2.1, we need to verify that 0 u out (r) < Lr −m for all r r 1 . Indeed,
for all r > R. Hence,
Thus, (4.4) is proved.
Simply repeating the way in the supercritical case, we complete the construction of the entire sub-solution of (1.15). The proof is similar to Lemma 3.2 and we omit the detail here.
Lemma 4.3. Let r 1 , r 2 , r 3 and u out , v out , w out be defined as in (4.2) and (4.1). We consider the following functions
w(x) := 0, 0 |x| < r 3 , w out (|x|), |x| r 3 .
Then u, v, w are nonnegative, Lipschitz continuous on R n and such that
in the distributional sense in R n .
4.2.
Construction of a super-solution to (1.15). We divide R n into two regions. The inner super-solutions are still remained as stated in Lemma 3.3. Next, we will show the explicit formula of outer super-solution as follows, given β ∈ (0, 1), 
N.T. TAI
Proof. Let C p be the constant appearing in Lemma 2.1 and c 1 be large enough such that 
for all c > c 1 . Thanks to (4.5), the first two equality of (4.8) can be checked directly. Thus, it suffices to prove the third inequality of (4.8), that is −∆w out u p out for all r > r 1 . First, we compute −∆w out . Using (4.5) again, we deduce that
where A i with i = 0, 1, 2 are given as follows
and B i with i = 1, . . . , 6 are given as follows
Recall that l = (n − 6)/2 and β ∈ (0, 1). Therefore, it is easy to see that
Hence, −∆w out (r) is bounded from below by the function
(4.9)
In order to apply Lemma 2.1, we must have 0 < u out < Lr −m for all r > r 1 . Indeed, set f (r) := Lr l−m − b log r R when r > r 1 . A direct computation shows that
which yields that
for all r > r 1 . Hence, we claim that 0 < u out (r) < Lr −m . Thanks to (2.8), we get
for r > r 1 . Due to (4.9) and (4.10) , we obtain
for r r 1 . We can see that the right-hand side of the previous inequality has the same sign with that of
Computing directly, for all r r 1 , we know that
Hence,
due to the choice of c. This is equivalent to saying that
for all r r 1 . This establishes (4.8) as claimed.
The following result is an analouge of Lemma 3.5.
Lemma 4.5. Let β ∈ (0, 1) and r 1 be given in Lemma 4.4. Then, there exists c 2 > 0 such that given any c > c 2 , we can select positive real numbers r 2 , r 3 and ǫ 0 such that for all ǫ ∈ (0, ǫ 0 ), there exists numbers r 1 (ǫ), r 2 (ǫ), r 3 (ǫ) satisfying as well as r 1 < r 1 (ǫ) < r 2 < r 2 (ǫ) < r 3 < r 3 (ǫ) < r 3 + 1.
(4.14)
Here, the functions u in,ǫ , v in,ǫ , w in,ǫ , u out , v out , w out are defined through (3.11) and (4.8).
Proof. Let c 2 be chosen such that
Let us denote the following gap functions,
Then as ǫ ց 0, we have in
where 
Now a direct calculation shows that
Here we have used the fact that β ∈ (0, 1) and that 2l = n − 6 < n − 2. These estimates implies that there exists some r 2 > r 1 such that
Now we consider the limiting function ϕ 3 The fact that ϕ 2 has only one positive root r 2 leads us to
We subsitute into ϕ 3 to get
Thanks to r 2 > r 1 , we have ϕ 3 (r 2 ) < 0. Furthermore, a direct computation shows that
Since β ∈ (0, 1), for r > r 2 (> r 1 ), the right-hand side is bounded from below by
which is larger than
Hence, the function ϕ 3 admits a unique zero point r 3 , which immediately yields
< 0 for all r < r 3 , = 0 for r = r 3 , > 0 for all r > r 3 .
Having the sign of all limiting function ϕ i with i = 1, 2, 3 we can repeat the argument used in the proof of Lemma 3.5 to conclude the lemma.
We are now in position to construct a super-solution to (1.15).
Lemma 4.6. Let p = p JL . Then there exists k > l, c > 0 and ǫ 0 > 0 such that whenever ǫ ∈ (0, ǫ 0 ), the functions 20) are nonnegative, Lipschitz continuous on R n and satisfy
in the distributional sense on R n .
The proof of Lemma 4.6 is similar to that Lemma 3.6; hence we omit its details.
5. PROOF OF THEOREM 1.1 AND 1.2 5.1. Comparision principle and monotonicity property for parabolic systems of cooperative type. One of key ingredients in proving Theorem 1.1 and 1.2 is a comparision principle and monotonicity property for parabolic systems of cooperative type.
Lemma 5.1. Let 0 < T < ∞ and Ω be an arbitrary domain (bounded or unbounded) in R n , we denote that Ω T := Ω×(0, T ) and P T is parabolic boundary of Ω T . For i = 1, 2, 3,
as well as
loc (Ω T ). We suppose that u i v i on P T and
for all i = 1, 2, 3. 
where f 1 , f 2 , f 3 are C 1 -functions such that
in the very weak sense if, for all nonnegative function ψ ∈ C 2 (R n ), there holds
Therefore, we claim that for system (5.1) under assumption (5.2), and v 1 , v 2 and v 3 satisfy (5.3) in the very weak sense, then
Lemma 5.2 above can be seen as an extension of [QS07, Prop 52.20], which was stated in bounded domain. Similar arguments still guarantee the monotonicity of solutions u 1 , u 2 and u 3 along time in the whole space.
5.2. Proof of Theorem 1.1. Before proving Theorem 1.1, we need to establish the following result.
Lemma 5.3. Let p > p JL and ǫ 0 , r i , r i (ǫ)(i = 1, 2, 3) be stated in Lemma 3.5. Two triplets (u in,ǫ , v in,ǫ , w in,ǫ ) and (u out , v out , w out ) are defined through (3.11) and (3.1). Then, the functions u, v, w and u ǫ , v ǫ , w ǫ appeared in Lemma 3.2 and Lemma 3.6 satisfy u u ǫ , v v ǫ and w w ǫ (5.5)
for small enough ǫ > 0 in R n .
Proof. Since u ǫ is always nonnegative, there is a need to prove the first inequality of (5.5) as |x| r 1 . In the case |x| r 1 (ǫ), we have u(x) = u out (|x|). Hence,
When r 1 |x| < r 1 (ǫ), due to m < l we have
These establish u u ǫ . The others of (5.5) can be proved similarly.
We are now in position to prove Theorem 1.1. Let the triplets (u, v, w) and (u ǫ , v ǫ , w ǫ ) are defined as in Lemma 3.2 and 3.6. We consider the parabolic system
(5.7)
It could be realized that the PDE system (5.7) is of cooperative type and the initial datas are sub-solutions of (1.15). Hence, we apply Lemma 5.1 for
to obtain that (5.7) has a globally radially symmetric classical solution along with the following comparision principle,
for all x ∈ R n , t > 0. Moreover, from Lemma 5.2, the initial data also implies the monotonicity in time of solution, i.e. U t 0, V t 0, and W t 0 in R n × (0, +∞). As a consequence of the standard regularity theory, we get
loc (R n ) sense as t → +∞, where u, v and w are smooth limit functions. Thanks to the monotocity of U, V, W along time again and parabolic regularity theory, there exists a sequence of times
W t (x, t j ) = ∆W (x, t j ) + |U (x, t j )| p−1 U (x, t j ), x ∈ R n .
Letting j → ∞ to show that the limit functions u, v, w is a globally radial solution of the following stationary problem      0 = ∆u + v, 0 = ∆v + w, 0 = ∆w + |u| p−1 u in R n . We recall the comparision principle to get that u is strictly positive in R n . Hence, u is a smooth positive solution of
which is bounded from below as Due to the choice c, it is not hard to see that r 3 < r 1 . Hence, (4.3) and (4.14) can be joined into r 1 < r 2 < r 3 < r 1 < r 1 (ǫ) < r 2 < r 2 (ǫ) < r 3 < r 3 (ǫ) < r 3 + 1.
That implies,
u in,ǫ (|x|), 0 |x| < r 1 , u in,ǫ (|x|) − u out (|x|), r 1 |x| < r 1 (ǫ), u out (|x|) − u out (|x|), r 1 (ǫ) |x|, for all r > r 1 . Next, we need to verify that w out −w out does not change sign in (r 3 (ǫ), ∞). Hence, we complete proof of Lemma 5.4. Theorem 1.2 can be deduced by copying proof of Theorem 1.1 with a simple modification. The super-solutions u ǫ , v ǫ , w ǫ are taken from Lemma 4.6, not from Lemma 3.6.
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