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Industrieunternehmen agieren in Produktionsnetzwerken und sehen sich mit 
hohen Anforderungen an die Leistungsfähigkeit der Netzwerke konfrontiert. 
Gleichzeitig ist ihr Netzwerkmanagement von Silodenken und Isolation geprägt. 
In der operativen Planung wirken Auftragsänderungen, Qualitätsprobleme und 
technische Änderungen negativ auf die Leistungsfähigkeit. Die Digitalisierung 
ermöglicht einen intensiveren Informationsaustausch in Produktionsnetzwerken. 
Unternehmen erwarten, dass eine erhöhte Informationstransparenz zu einer 
schnelleren Identifizierung und kürzeren Reaktionszeit auf Störungen führt. 
Risiken, wie ein ungünstiges Kosten-Nutzen-Verhältnis, verhindern jedoch eine 
Transparenzsteigerung. 
Diese Dissertation entwickelt einen Lösungsansatz zur Transparenzsteigerung 
in Produktionsnetzwerken. Zunächst werden ein Kennzahlensystem und ein 
Rezeptormodell zur Bewertung von Störungen entwickelt. Geschäftsprozess- 
und Informationsreifegradmodelle charakterisieren den Informationsaustausch. 
Es folgt die Ermittlung von Wirkzusammenhängen zwischen dem Auftreten von 
Störungen, dem Informationsaustausch und der Leistungsfähigkeit mithilfe eines 
Multimethoden-Simulationsmodells. Um die Modellanalyse zu erleichtern, werden 
mathematische Ersatzmodelle (Metamodelle) an das Verhalten der Simulation 
angepasst. Nach der Definition eines Zielzustands für den Informationsaustausch 
mittels robuster Optimierung, werden Digitalisierungsmaßnahmen verglichen und 
eine Empfehlung zur Transparenzsteigerung gegeben. 
Der Lösungsansatz wird auf einen Anwendungsfall zur Herstellung von Kunststoff-
Metall-Bauteilen für die Automobilzulieferindustrie angewendet. Er verbessert 
die Leistungsfähigkeit durch verstärkten Informationsaustausch und trägt zur 
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maschinen- und Handhabungstechnologien als auch mit der ganzheitlichen Betrach-
tung und Optimierung des gesamten Produktionssystems. Hierbei werden jeweils tech-
nologische wie auch organisatorische Aspekte betrachtet. 
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Industrial companies of various sizes and different industries are part of global produc-
tion networks. Production networks offer advantages such as access to markets, ac-
cess to lower factor costs, and access to resources. At the same time, companies face 
high demands regarding the performance of the networks. Their network management 
is often characterized by silo thinking and isolation. At the operational planning level, 
disruptions resulting in order changes, quality problems, and engineering changes have 
a negative performance impact. The ongoing digitalization enables a more intensive 
information exchange in production networks. Companies expect an increase in trans-
parency to lead to faster identification and a shorter response time to disruptions. How-
ever, risks such as an unfavorable cost-benefit ratio prevent a transparency increase.  
Current literature insufficiently explores the cause-effect relationships between 
disruptions, information exchange, and the performance of global production networks. 
There is a lack of a methodology that considers disruption management, identifies 
cause-effect relationships as well as a target state for information exchange, and 
selects digitalization technologies for putting the transparency increase into practice. 
Based on the industrial motivation and the research deficit, this work contributes to the 
increase of transparency in global production networks. First, a key performance 
indicator system and a receptor model for evaluating the occurrence of disruptions are 
developed. Business process and information maturity models are designed in order to 
characterize the information exchange in production networks. This is followed by the 
determination of cause-effect relationships between the occurrence of disruptions, the 
information exchange, and the performance of production networks using a multi-
method simulation model. To facilitate the model analysis, mathematical surrogate 
models (metamodels) are adapted to the behavior of the simulation. After defining a 
target state for the information exchange by means of robust optimization, digitalization 
measures are compared and a recommendation for transparency increase is given.  
Within an AiF- and a DFG-funded research project, the developed methodology is 
exemplary applied to an use case for the production of plastic-metal components for 
the automotive supplier industry. Within the use case, the application improves 
operational performance and contributes to the implementation of digitalization 
measures. Furthermore, increased transparency can be the base for a collaboration 
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In den letzten Jahrzehnten garantierte die Globalisierung den Erfolg der deutschen 
Industrie (Völz 2009, S. 1 f.; Weiß & Sachs et al. 2018, S. 32). Deutsche Produkte 
wurden auf der ganzen Welt marktnah und kostengünstig gefertigt (Ugesh 2013, S. 7; 
WTO 2017, S. 48). Aufgrund geopolitischer Spannungen, nationalistischer Initiativen 
und Protektionismus gerät die Globalisierung in jüngster Vergangenheit ins Stocken 
(UNCTAD 2018, S. 22 f.; ATKearney 2016, S. 3; Felbermayr & Kinzius et al. 2017, S. 
8). Trotzdem bleiben die deutschen Unternehmen zuversichtlich (Grömling 2019, S. 2 
f.). Neue, durch das Internet der Dinge unterstützte Fertigungstechnologien verspre-
chen eine wirtschaftliche Herstellung individualisierbarer Produkte bei hoher Flexibilität 
(Monostori & Kádár et al. 2016, S. 624; Vogel-Heuser & Bauernhansl et al. 2017, S. 
220). Das Generieren von Wissen durch eine zielgerichtete Informationsverarbeitung 
lässt einen effizienteren Ressourcenumgang und neue Geschäftsmodelle erwarten 
(Schuh & Anderl et al. 2017, S. 5). Die Herausforderungen der Globalisierung und die 
neuen Chancen von Industrie 4.0 müssen von der Forschung integriert betrachtet wer-
den, um Lösungen zur Sicherung der Wettbewerbsfähigkeit der Industrie zu schaffen. 
1.1 Motivation 
Sowohl große als auch kleine und mittelständische Unternehmen unterschiedlicher 
Branchen organisieren ihre Produktion in global verteilten Produktionsnetzwerken (Lu 
& Beamish 2001, S. 565). Die operative Leistung dieser Netzwerke wird durch Dynamik 
im Produktionsumfeld negativ beeinflusst (Wiendahl 2011, S. 207). Störungen bewirken 
eine verringerte Produktivität, steigende Arbeitskosten und Umsatzminderungen (Wi-
endahl 2011, S. 4 f.). Die Ursachen von Störungen sind vielfältig. Am häufigsten treten 
Produktfehler und Qualitätsmängel auf (Bendul & Brüning 2017, S. 12). Auch Betriebs-
ausfälle wichtiger Produktionsmaschinen, Steuerungssysteme und Lieferanten können 
weitreichende Störungen in Form von Problemen bei der Auftragsabwicklung nach sich 
ziehen (Bendul & Brüning 2017, S. 12; Ohlen 2017, S. 7). 
Aufgrund der abnehmenden Wertschöpfungstiefen sind Produktionsnetzwerke anfällig 
gegenüber Störungen (vgl. Abbildung 1-1) (Sodhi & Tang 2012, S. 7). 
Fertigungsparadigmen wie Lean Management und Just-In-Time Produktion haben zu 
einer Eliminierung von Zeit-, Kapazitäts- und Lagerpuffern geführt (Pfohl 2008). Auf 
globalen Beschaffungs- und Absatzmärkten sind die Reaktionszeiten auf Störungen 
lang (Sodhi & Tang 2012, S. 7). Zudem können die Folgen von Störungen nur schwer 
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abgeschätzt werden. Folglich weisen Produktionsnetzwerke eine geringe Robustheit 
gegenüber Störungen auf. Die Automobilzulieferindustrie sieht aufgrund ihrer 
komplexen Zulieferpyramiden ein großes Problem in Störungen (Specht 2009, S. 4).  
Die Anfälligkeit gegenüber Störungen wird durch eine mangelnde Zusammenarbeit der 
Partner in Produktionsnetzwerken bei der Identifikation und Reaktion auf Störungen 
verstärkt. Im Hinblick auf den Informationsaustausch sind Produktionsnetzwerke heute 
überwiegend von Verschlossenheit geprägt (ROI 2017, S. 3). Zwar kooperieren noch 
 der Partner in Produktionsnetzwerken bei der Beseitigung von Störungen mit 
ihrem unmittelbar benachbarten Partner (Bendul & Brüning 2017, S. 23). Sowohl dieser 
Anteil als auch die Kooperationsintensität nehmen mit zunehmender Entfernung der 
Subpartner stark ab (Bendul & Brüning 2017, S. 23). Informationen zur Identifikation 
und Beseitigung von Störungen werden nicht ausreichend ausgetauscht. 
Industrie 4.0 bietet eine Vielzahl teils unbekannter und neuer Technologien, um den 
Informationsaustausch in Produktionsnetzwerken zu verbessern (Frazzon & Hartmann 
et al. 2013, S. 51 f.; Monostori & Kádár et al. 2016, S. 622 f.; Lanza & Ferdows et al. 
2019, S. 836 f.; Geissbauer & Schrauf et al. 2014, S. 9). Grundlage sind technische 
Befähiger wie beispielsweise Sensoren zur Erfassung von Daten über Maschinen und 
Menschen (Lee & Bagheri et al. 2015, S. 19). Technologien wie Radio Frequency 
Identification (RFID) ermöglichen eine Kennzeichnung und Nachverfolgung von 
Objekten. Daten können mit gesteigerter Rechenleistung und neuen statistischen 
Verfahren schneller und besser interpretiert werden (Han & Kamber 2010, S. 2 f.; 
Manyika & Chui et al. 2011, S. 5). Die Bedeutung der durch Industrie 4.0 ermöglichten 
horizontalen Vernetzung wird von mehr als  der Unternehmen als hoch 
eingeschätzt (Geissbauer & Schrauf et al. 2014, S. 9). Unternehmen erhoffen sich von 
Netzwerken, in denen Informationen zwischen den Partnern bei hoher Quantität, 
Aktualität und Qualität ausgetauscht werden, viele Vorteile. Zu den Vorteilen solcher 
transparenter Produktionsnetzwerke zählen eine schnellere Schadensbegrenzung im 
Störungsfall, eine Steigerung der Lieferqualität sowie effizientere Betriebsabläufe1 (vgl. 
Abbildung 1-1). Nahezu die Hälfte der Unternehmen sieht Zeit- und Kostenaufwände 
                                         
1 BVL (2018), Digitale Netzwerke sind Treiber des Wandels. BVL Infografik Digitale Netzwerke Januar 2018, 







als Hindernisse beim Aufbau transparenter Produktionsnetzwerke (vgl. Abbildung 1-1). 
Unternehmen kennen weder die kausalen Beziehungen zwischen den erwarteten 
Vorteilen und der Transparenz, noch können sie den optimalen Grad der Transparenz 
im Produktionsnetzwerk bestimmen (AEB 2016, S. 41 f.; Hermes 2017, S. 3). 
1.2 Forschungsleitende Fragestellungen 
Von der Motivation und den Herausforderungen der Transparenzsteigerung in 
Produktionsnetzwerken ausgehend werden folgende forschungsleitende Fragestellun-
gen für diese Arbeit formuliert: 
1. Wie lassen sich Wirkzusammenhänge zwischen dem Informationsaustausch 
und der Leistung des operativen Managements von Produktionsnetzwerken 
identifizieren, um besser auf auftretende Störungen reagieren zu können? 
2. Wie kann ein gegenüber Störungen robustes Zielbild für den 
Informationsaustausch im Produktionsnetzwerk festgelegt werden? 
3. Welche durch Industrie 4.0 verfügbaren Maßnahmen sind zur 
Transparenzsteigerung im Produktionsnetzwerk umzusetzen? 
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Das Ziel der Arbeit ist die Entwicklung eines Lösungsansatzes zur 
Transparenzsteigerung in globalen Produktionsnetzwerken. Insbesondere 
Produktionsnetzwerke der Automobilzulieferindustrie, welche einfache Erzeugnisse mit 
kundenspezifischen Varianten fertigen, sollen adressiert werden. Ihre Produktion ist 
typischerweise nach dem Prinzip der Fließ- oder der Inselfertigung organisiert 
(Eversheim 2002, S. 173 f.). 
Störungen treten in Produktionsnetzwerken auf unterschiedlichen Produktionssystem-
ebenen auf. Sie können einzelne Stationen, aber auch ganze Zellen, Linien oder den 
Produktionsstandort betreffen. Der Ansatz soll die Netzwerkelemente auf allen Detail-
lierungsebenen abbilden. Insbesondere die operative Leistung des Auftrags-
managements, der Qualitätsproblembehebung und des technischen Änderungs-
managements wird durch Störungen verschlechtert. Die Leistung des Netzwerks soll in 
diesen Bereichen multikriteriell beurteilt werden. 
Der Informationsaustausch soll die Gestaltungsgröße bei der Ermittlung der 
Wirkzusammenhänge zwischen Störungen, Informationsaustausch und der Leistung 
des operativen Managements sein. Verschiedene Arten und Merkmale der im 
Störungsmanagement ausgetauschten Informationen sollen betrachtet werden.  
Die Identifikation von Wirkzusammenhängen zwischen dem Informationsaustausch 
und der Leistung des operativen Managements setzt ein hohes Systemverständnis 
über Produktionsnetzwerke voraus. In der Realität sind Produktionsnetzwerke jedoch 
komplex und häufig unverstanden (Ferdows & Vereecke et al. 2016, S. 63). Wechsel-
wirkungen zwischen Störungen, Informationsaustausch und Leistung lassen sich nicht 
direkt beobachten. Der Ansatz dieser Arbeit soll es ermöglichen, das dynamische 
Systemverhalten der Netzwerke abzubilden und auszuwerten. Bei ausreichender 
Genauigkeit und akzeptablem Aufwand sollen mit Modellen neue Erkenntnisse zu den 
Wirkzusammenhängen und dem Zielbild des Informationsaustauschs erlangt werden, 
die sich auf reale Produktionsnetzwerke übertragen lassen. 
Die Umsetzung des gegenüber Störungen robusten Zielbilds eines transparenten 
Produktionsnetzwerks erfolgt über Maßnahmen aus dem Bereich Industrie 4.0. Hierzu 
zählen beispielsweise die Einführung neuer Anwendungssysteme sowie Infrastruktur 
der Informations- und Kommunikationstechnik. Der Ansatz soll unterschiedliche Maß-
nahmen berücksichtigen und hinsichtlich geeigneter Zielgrößen multikriteriell bewerten. 
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1.4 Aufbau der Arbeit 
Die Arbeit ist wie folgt gegliedert (vgl. Abbildung 1-2): In Kapitel 1 werden die Ausgangs-
situation und die Motivation der Transparenzsteigerung globaler Produktionsnetzwerke 
verdeutlicht. Zudem werden forschungsleitende Fragestellungen und die Zielsetzung 
formuliert. Kapitel 2 grenzt die für das Verständnis der Arbeit notwendigen Begriffe ab. 
Grundlagen in den Bereichen Produktionsnetzwerke, Störungsmanagement und Infor-
mationsaustausch sowie Analyse und Verbesserung komplexer Systeme mittels 
Ablaufsimulation, Metamodellierung und robuster Optimierung werden eingeführt. 
Kapitel 3 beleuchtet den Stand der Forschung. Existierende Ansätze zur Transparenz-
steigerung in Produktionsnetzwerken werden vorgestellt, bewertet und darauf 
aufbauend das Forschungsdefizit abgeleitet. Kapitel 4 stellt den Lösungsansatz zur 
Transparenzsteigerung in Produktionsnetzwerken vor. Er besteht aus Beschreibungs-, 
Analyse- und Umsetzungsmodellen sowie einem übergeordneten Vorgehen. Diese 
werden in Kapitel 5 hergeleitet. Kapitel 6 schildert die beispielhafte Anwendung des 
Ansatzes auf ein Produktionsnetzwerk zur Fertigung von Kunststoff-Metall-Verbund-
bauteilen der Automobilzulieferindustrie. Kapitel 7 bewertet den Ansatz im Hinblick auf 
die formulierte Zielsetzung. Zudem wird ein Ausblick auf zukünftige Forschungsthemen 
gegeben. Die Arbeit endet mit einer Zusammenfassung in Kapitel 8.  
 
Abbildung 1-2: Aufbau der Arbeit 
Zusammenfassung8
Lösungsansatz4
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Dieses Kapitel führt die Grundlagen der Transparenzsteigerung globaler Produktions-
netzwerke ein. Zuerst werden Produktionsnetzwerke, deren Planungsaufgaben und 
das Störungsmanagement vorgestellt (vgl. Abschnitt 2.1). Der weitere Verlauf führt in 
den Informationsaustausch im Störungsmanagement von Produktionsnetzwerken ein. 
Der Abschnitt erläutert den verstärkten Einsatz von Informations- und Kommunikations-
technik im Rahmen von Industrie 4.0 (vgl. Abschnitt 2.2). Das Kapitel endet mit einer 
Einführung in die Ablaufsimulation, die statistische Versuchsplanung, die Metamodel-
lierung und die robuste Optimierung (vgl. Abschnitt 2.3). 
2.1 Störungsmanagement in Produktionsnetzwerken 
Dieser Abschnitt diskutiert Begrifflichkeiten zur Produktion in globalen Produktionsnetz-
werken (vgl. Abschnitt 2.1.1). Ein Verständnis für die Planungsaufgaben von Produkti-
onsnetzwerken und das Störungsmanagement wird geschaffen (vgl. Abschnitt 2.1.2). 
Robustheit wird definiert und deren Bedeutung herausgestellt (vgl. Abschnitt 2.1.3). 
2.1.1 Globale Produktionsnetzwerke 
2.1.1.1 Produktion und Produktionssystem 
Produktion bezeichnet die gelenkte Kombination und Umwandlung von Produktionsfak-
toren in Produkte und Dienstleistungen (Paul 2015, S. 542 f.; Wöhe & Döring et al. 
2016, S. 269 f.). Zu den Produktionsfaktoren zählen elementare Faktoren wie mensch-
liche Arbeitsleistung, Betriebsmittel und Werkstoffe (Gutenberg 1983). Dispositive 
Faktoren wie Leitung, Planung, Organisation und Überwachung lenken die Produktion 
(Gutenberg 1983). Ziel ist die Erstellung von Leistungen für einen Absatzmarkt (Töpfer 
2007, S. 433 f.). Die Produktion von Gütern ist eine Grundfunktion von Industrieunter-
nehmen (Bloech & Bogaschewsky et al. 2014, S. 3).  
Heute und zukünftig zeichnet sich die Produktion durch ihre Vernetzung über Material- 
und Informationsflüsse aus (Nyhuis 2008, S. 93 f.). Nicht nur einzelne Teilbereiche der 
Fertigung und Montage sind zu betrachten. Vielmehr ist die Betrachtung des gesamten 
Produktionssystems in strukturellen Skalen bis zum Produktionsnetzwerk wesentlich 
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(Nyhuis 2008, S. 93). Bei der Planung und Organisation werden verschiedene Struk-
turebenen mit jeweiligen Planungsobjekten unterschieden (Wiendahl & ElMaraghy et 
al. 2007, S. 785; Schenk & Wirth et al. 2014, S. 165). Auf unterster Ebene befinden sich 
die einzelnen Stationen und Fertigungszellen. Sie beinhalten die Betriebsmittel und 
führen wertschöpfende Tätigkeiten, einschließlich Werkstück- und Werkzeughandha-
bung aus. Stationen und Zellen werden mit Fördertechnik zu einem Fertigungs- oder 
Montagesystem verknüpft. Auf dieser Ebene finden typischerweise Tätigkeiten zur 
Fertigstellung eines Werkstücks inklusive der Qualitätssicherung statt. Die darüber 
befindlichen Segmente sind in Fertigung, Montage und Lager unterteilt. Ganze Teile 
und Produkte werden versandfertig hergestellt. Mehrere Segmente bilden den 
Produktionsstandort. Er dient als Knotenpunkt eines Produktionsnetzwerks. (Wiendahl 
& ElMaraghy et al. 2007, S. 785)  
2.1.1.2 Globale Produktionsnetzwerke 
Produktionsnetzwerke sind die Folge einer Dezentralisierung der Produktion (Warn-
ecke 1999, S. 93 f.; Abele & Meyer et al. 2008, S. 4; Moser 2014, S. 9). Als Netzwerke 
im betriebswirtschaftlichen Sinn dienen sie der unternehmensübergreifenden 
Leistungserstellung und nutzen die Vorteile der Arbeitsteilung mit spezifischen 
Ressourcen und Kompetenzen (Wiendahl & Lutz 2002, S. 1 f.; Bach & Brehm et al. 
2012, S. 105). In ihrem Aufbau bestehen Produktionsnetzwerke aus Knoten und Kanten 
(vgl. Abbildung 2-1) (Neuner 2009, S. 37 f.). Die Knoten sind Produktionsstandorte, 
welche Wertschöpfungsaktivitäten durchführen (Váncza 2016, S. 1377 f.). Sie können 
einem oder mehreren wirtschaftlich eigenständigen Unternehmen angehören (Neuner 
2009, S. 39). Auf Beschaffungsseite werden weitere Knoten durch Lieferanten gebildet. 
Auf Absatzseite sind es Distributionszentren und Kunden (Váncza 2016, S. 1377 f.). 
Sind die Knoten über mindestens zwei unterschiedliche Länder verteilt, handelt es sich 
um globale Produktionsnetzwerke (Neuner 2009, S. 7). Material-, Informations- und 
Finanzflüsse bilden die Kanten und verbinden die Knoten im Netzwerk miteinander 
(Váncza 2016, S. 1377 f.). Produktionsnetzwerke werden selten von Grund auf neu 
geplant, sondern entwickeln sich über die Zeit weiter (Grunow & Günther et al. 2007, 
S. 1). Ihre Struktur ist relativ stabil (Lanza & Ferdows et al. 2019, S. 825). Meist existiert 
ein dominierender Partner, welcher als fokaler Partner bezeichnet wird (Sydow 2010, 
S. 382; Lanza & Ferdows et al. 2019, S. 825). Auch wenn die Aktivitäten in Produkti-
onsnetzwerken auf die Erreichung gemeinschaftlicher langfristiger Ziele ausgerichtet 
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sind, können einzelne Knoten eine hohe Autonomie aufweisen und sich im gegenseiti-
gen Wettbewerb befinden (Lanza & Ferdows et al. 2019, S. 825). In diesem Fall ist der 
Zugang der Partner zu Ressourcen und Informationen eingeschränkt sowie 
asymmetrisch (Váncza & Monostori et al. 2011, S. 801). 
Eng verwandt mit dem Begriff Produktionsnetzwerk ist der Begriff Lieferkette (engl. 
Supply Chain). Während die Betrachtung von Produktionsnetzwerken ihren Ursprung 
in der Betriebslehre hat, entstammt die Betrachtung von Lieferketten der Logistik (Rud-
berg & Olhager 2003, S. 30). Lieferketten stellen Produkte und Dienstleistungen schritt-
weise über ein Produktions- und Distributionssystem mit einem Partner pro Wertschöp-
fungsstufe bereit. Produktionsnetzwerke betrachten netzwerkartige Strukturen mit 
mehreren Partnern pro Wertschöpfungsstufe (vgl. Abbildung 2-1). (Beer 2014, S. 26 f.) 
2.1.2 Planungsaufgaben und Störungsmanagement 
2.1.2.1 Planungsaufgaben globaler Produktionsnetzwerke 
Friedli & Mundt et al. (2014) strukturieren die Planungsaufgaben globaler Produktions-
netzwerke in einem Management-Framework. Das Framework unterscheidet Pla-
nungsaufgaben auf den drei Ebenen Strategie, Konfiguration und Koordination. Auf 
Strategieebene wird unter Berücksichtigung von Differenzierungsfaktoren die 
langfristige Produktionsstrategie aus der Unternehmensstrategie abgeleitet und es 
 












werden Netzwerk- und Standortkompetenzen definiert. Die Konfiguration befasst sich 
mit der physischen Gestaltung des Produktionsnetzwerks inklusive der Bestimmung 
der Anzahl, geografischen Lage und Spezialisierung der Produktionsstandorte. Die 
Koordination beinhaltet das taktische und operative Management der global verteilten 
Wertschöpfungsaktivitäten. Entscheidungen hinsichtlich der Autonomie der Standorte, 
der Ressourcenzuteilung im Netzwerk, dem Informations- und Wissensaustausch 
sowie den Anreizsystemen werden getroffen. Entscheidend für den Erfolg ist die 
Harmonisierung der Planung über alle Ebenen. (Friedli & Mundt et al. 2014, S. 46 f.) 
2.1.2.2 Dynamikursachen und Störungen 
Prägend für das heutige Produktionsumfeld ist eine hohe Dynamik (vgl. Abschnitt 1.1). 
Bei der Beschaffung, der Produktion und dem Absatz lassen sich verschiedene 
Ursachen der Dynamik identifizieren sowie der Konfiguration und Koordination globaler 
Produktionsnetzwerke zuordnen (vgl. Abbildung 2-2). 
 
 
Abbildung 2-2: Schwankungen, Streuungen, Anpassungen und Abweichungen in    























































































Schwankungen, Streuungen und Anpassungen sind Ursachen der Dynamik bei der 
Konfiguration (vgl. Abbildung 2-2). Schwankungen werden durch heterogene 
Anforderungen in unterschiedlichen Planungsperioden hervorgerufen (Wiendahl 2011, 
S. 213). Sie treten als saisonale oder konjunkturelle Schwankungen, beispielsweise der 
Marktnachfrage, auf. Streuungen bezeichnen heterogene Anforderungen derselben 
Planungsperiode (Wiendahl 2011, S. 211 f.). Ein Beispiel sind unterschiedlich lange 
Wiederbeschaffungszeiten für Zulieferprodukte. Anpassungen äußern sich als 
Reaktion auf die Dynamik und beinhalten kurzzyklische Änderungen von Plänen (Wi-
endahl 2011, S. 214). Aus Produktionssicht kann der Ausfall von Produktionsressour-
cen ein Auslöser für eine Anpassung sein. Aus Beschaffungssicht macht die Änderung 
von Lieferkonditionen eine Anpassung notwendig.  
Abweichungen sind Ursache der Dynamik bei der Koordination von Produktionsnetz-
werken (vgl. Abbildung 2-2). Abweichungen werden durch Ereignisse ausgelöst (Wien-
dahl 2011, S. 216). Die bedeutendsten und in dieser Arbeit betrachteten Ereignisse 
sind: (i) Änderungen der Aufträge, (ii) Änderungen der Qualität bei Zuliefermaterialien 
oder selbst hergestellten Produkten sowie (iii) technische Änderungen an den Endpro-
dukten (Wiendahl 2011, S. 211). Haben Ereignisse eine negative Wirkung, die sich als 
Verringerung der Leistung äußert, ist von Störungen die Rede (Stricker 2016, S. 15). 
Ereignisse können bekannt oder unbekannt auftreten. Die negative Wirkung unbekann-
ter Ereignisse ist schwer zu quantifizieren (Stricker 2016, S. 15). Die negative Wirkung 
von Störungen wird durch die Strategien Verhindern, Antizipieren und Bewältigen der 
Störung reduziert (Fischäder 2007, S. 31 f.; Wiendahl 2006, S. 326). In dieser Arbeit 
steht die schnelle Bewältigung von Störungen im Vordergrund. Sie wird nachfolgend 
als Störungsmanagement bezeichnet. Das Störungsmanagement unterscheidet 
zeitliche Phasen (Hopfmann 1989; Hernández Morales 2003, S. 49). Nach Auftreten 
einer Störung vergeht Zeit bis zur Wahrnehmung, Erkennung der Notwendigkeit sowie 
Planung und Auswahl einer Reaktionsmaßnahme. Zudem ist Zeit für den Beginn, den 
Anlauf und die Wirkung der Maßnahme nötig (Hernández Morales 2003, S. 49). 
2.1.2.3 Prozesse des Störungsmanagements 
Auftragsänderungen, Qualitätsprobleme sowie Endproduktänderungen sind häufig auf-
tretende Störungen (vgl. Abschnitt 2.1.2.2). Sie werden durch Auftragsmanagement, 





Das Auftragsmanagement plant und steuert den Produktionsprozess hinsichtlich 
Menge, Termin und Kapazität (Westkämper & Decker 2006, S. 179). Notwendige Infor-
mationen werden beschafft, verarbeitet und weitergeleitet (Westkämper & Decker 
2006, S. 179). Aus Sicht des Kunden ist es das Ziel des Auftragsmanagements, ein 
Produkt innerhalb einer möglichst kurzen Zeitspanne (Lieferzeit) mit größtmöglicher 
Termingenauigkeit (Liefertreue) zu liefern, welches den Kundenspezifikationen 
entspricht (Lieferqualität) (Wagenitz 2007, S. 9). Aus Sicht des produzierenden 
Unternehmens sind die Produktionsressourcen gleichmäßig hoch auszulasten und 
Lagerbestände zu vermeiden (Wagenitz 2007, S. 9).  
Ausgangspunkt des Auftragsmanagements ist ein Kunden- beziehungsweise Lieferauf-
trag. Er löst im weiteren Verlauf einen Produktionsauftrag aus (Westkämper & Decker 
2006, S. 180). Die Auslösung des Produktionsauftrags hängt von der Auftragsabwick-
lungsstrategie ab. Zwei Extremformen sind die Build-To-Order- (BTO) und die Build-
To-Stock-Strategie (BTS). Bei BTO muss ein Kunden- beziehungsweise Lieferauftrag 
zur Anstoßung des Produktionsprozesses eingehen (Mandel 2012, S. 29). Eine 
Produktion nach der BTS-Strategie zeichnet sich durch eine kundenauftragsanonyme 
Produktion in ein Fertigwarenlager aus (Mandel 2012, S. 29). In der Praxis werden 
häufig Hybridformen gewählt.  
Die Stelle im Produktionsprozess, ab der die Wertschöpfung mit Bezug zu einem Kun-
denauftrag durchgeführt wird, wird als Kundenauftragsentkopplungspunkt (KEP) 
bezeichnet (Volling 2009, S. 14). Die Wahl des KEP beeinflusst die Reaktionsmöglich-
keiten auf kurzfristige Auftragsänderungen. Bei kurzer Lieferzeit, schlecht prognosti-
zierbarer Nachfrage, hoher Produktkomplexität und hoher Unsicherheit im Auftrags-
durchlauf sollte ein KEP nahe dem Kunden gewählt werden (Volling 2009, S. 16 f.). 
2.1.2.3.2 Qualitätsproblembehebung 
Qualität ist die realisierte Beschaffenheit eines Produkts bezüglich einer geforderten 
Beschaffenheit (Geiger & Kotte 2008, S. 81). Die Feststellung, inwieweit ein Produkt 
seine Forderungen nach Beschaffenheit erfüllt, erfolgt im Rahmen von Qualitätsprüfun-
gen (Geiger & Kotte 2008, S. 108). Dazu werden Qualitätsmerkmale wie beispielsweise 
Zuverlässigkeits- und Sicherheitsmerkmale sowie geometrische Merkmale definiert und 
deren Einhaltung über Prüfmerkmale sichergestellt (Benes & Groh 2017, S. 125). 
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Qualitätsabweichungen sollten früh entdeckt und beseitigt werden (Brüggemann & Bre-
mer 2015, S. 29). Mit jeder Phase von der Beschaffung, Herstellung, Auslieferung bis 
zum Einsatz eines Produkts steigen die Kosten ihrer Beseitigung schätzungsweise mit 
einer er-Potenz (Brüggemann & Bremer 2015, S. 29).  
Die Entdeckung und Beseitigung von Qualitätsabweichungen wird als Qualitätsprob-
lembehebung bezeichnet. Zur Entdeckung von Qualitätsabweichungen stehen unter-
schiedliche Prüfmittel zur Verfügung. Hierzu zählen Sichtprüfung, optische Prüfung und 
taktile Prüfung (Arndt 2018, S. 100). Sie werden während der Produktion in unterschied-
lichem Umfang, wie beispielsweise -Prüfung, Stichprobenprüfung und Prüfver-
zicht, eingesetzt. Der Einsatz findet an verschiedenen Orten wie beispielsweise 
fertigungsfern, innerhalb des Fertigungssystems oder an den einzelnen Stationen und 
Fertigungszellen statt (Lanza & Häfner et al. 2019, S. 403). Die Beseitigung von Quali-
tätsabweichungen erfolgt über Korrekturmaßnahmen wie Nacharbeit und Reparatur 
(Geiger & Kotte 2008, S. 209). Bei nicht korrigierbaren Qualitätsabweichungen wird das 
Produkt als Ausschuss aus der Produktion ausgesondert (Geiger & Kotte 2008, S. 209). 
2.1.2.3.3 Technisches Änderungsmanagement 
Technische Änderungen sind Modifikationen an Produkten, nachdem diese für die Pro-
duktion freigegeben wurden (Wickel 2017, S. 10). Technische Änderungen werden 
umgesetzt, um Qualitäts- oder Sicherheitsmängel am Produkt zu beseitigen oder 
Rationalisierungspotentiale zu erschließen. Auch eine Steigerung des Kundennutzens 
sowie veränderte Normen und Gesetze können Änderungen erfordern (Belener 2008, 
S. 142). Mehr als zwei Drittel der Unternehmen der Automobilindustrie und des Maschi-
nen- und Anlagenbaus setzen mindestens alle drei Tage eine technische Änderung um 
(Koch & Brandl et al. 2015, S. 31 f.). Die Notwendigkeit technischer Änderungen sollte 
früh erkannt werden. Eine späte Umsetzung steigert die Kosten (Gille 2013, S. 64).  
Bei der Umsetzung technischer Änderungen gelten Normen wie beispielsweise der 
gemeinschaftliche Engineering Change Management Reference Process des VDAs 
und der SASIG (VDA 4965 Version 3.0). Er unterteilt den Änderungsprozess in Phasen 
wie die Identifikation der Änderung, die Entwicklung von Lösungen, die Spezifikation, 
die Entscheidung über die Änderung sowie die Umsetzung der Änderung in Entwick-
lung und Produktion (VDA 4965 Version 3.0, S. 5 f.). Jede Änderung ist prüfungs-, ge-
nehmigungs- und dokumentationspflichtig (Gille 2013, S. 57).  
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Bei komplexen Produkten bedingen technische Änderungen häufig Änderungen weite-
rer Produktkomponenten (Wickel 2017, S. 14). Eine Kettenreaktion von Änderungen 
tritt auf. Sie wird als Änderungspropagation bezeichnet und kann mehrere Partner im 
Produktionsnetzwerk betreffen (Reddi & Moon 2013, S. 5273; Wickel 2017, S. 14). 
2.1.3 Robustheit und deren Bewertung 
2.1.3.1 Definition der Robustheit 
Produktionsnetzwerke sollen robust gegenüber Störungen sein (Váncza & Monostori et 
al. 2011, S. 797). Robustheit bezeichnet die Eigenschaft von Produktionssystemen, 
trotz Dynamik im Produktionsumfeld eine hohe und gleichzeitig stabile Performance 
aufzuweisen (Stricker 2016, S. 19). Die Performance gibt wieder, wie gut das 
Produktionsziel erreicht wird (Töpfer 2007, S. 1121; Maestrini & Luzzini et al. 2017, S. 
301). Sie ist als multikriterielle Leistung in den Bereichen Kosten, Qualität und Zeit zu 
verstehen (Tonchia & Quagini 2010, S. 9 f.).  
Eng mit der Robustheit verwandt sind die beiden Produktionssystemeigenschaften 
Stabilität und Resilienz. Stabilität fordert im Gegensatz zur Robustheit jedoch keine 
Mindesthöhe der Performance (Stricker 2016, S. 22). Resilienz toleriert im Vergleich 
zur Robustheit eine kurzzeitig schlechtere Performance nach Auftreten einer Störung 
(Stricker 2016, S. 22). 
2.1.3.2 Bewertung von Robustheit mit Kennzahlen und Kennzahlensystemen 
Die Messung der Performance erfolgt über Kennzahlen 
 (Horváth & Gleich et al. 2015, S. 286). Kennzahlen stellen 
quantitativ erfassbare Sachverhalte in komprimierter Form dar (Zell 2008, S. 133). In 
der Literatur existieren finanzielle und nicht-finanzielle Kennzahlen (Ewert & Wagen-
hofer 2014, S. 548). Nicht-finanzielle Kennzahlen adressieren meist Produktivität, Zeit 
und Qualität (Ewert & Wagenhofer 2014, S. 548 f.). Kennzahlen, die in Beziehung 
zueinander stehen und als geordnete Gesamtheit über einen Sachverhalt vollständig 
informieren, werden als Kennzahlensysteme bezeichnet (Horváth & Gleich et al. 2015, 
S. 288). Kennzahlensysteme sollen aktuell, hinreichend genau, deterministisch, stabil 
und valide sein (Stricker 2016, S. 13). Zudem sollen sie in Einklang mit der Strategie 
des Produktionsnetzwerks stehen (Niven 2003, S. 171).  
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Zur Bewertung von Robustheit bietet es sich an, das Verhalten von Kennzahlen beim 
Auftreten von Störungen mit deskriptiver Statistik auszuwerten (Stricker 2016, S. 23 f.). 
Die Höhe der Performance kann über Lagemaße der zentralen Tendenz  wie 
beispielsweise den Modus, den Median oder das arithmetische Mittel verglichen 
werden (Stricker 2016, S. 24; Rößler & Ungerer 2016, S. 32). Zur Bewertung der 
Stabilität der Performance lassen sich Lagemaße der Streuung  wie die Varianz, 
die Standardabweichung oder der Variationskoeffizient heranziehen (Stricker 2016, S. 
24; Rößler & Ungerer 2016, S. 44).  
2.2 Informationsaustausch in Produktionsnetzwerken 
Dieser Abschnitt führt Begrifflichkeiten zu Informationen ein und motiviert die Bedeu-
tung des Informationsaustauschs in Produktionsnetzwerken (vgl. Abschnitt 2.2.1). Der 
weitere Verlauf stellt Arten von Informationen und Merkmale des Informationsaus-
tauschs im Störungsmanagement vor (vgl. Abschnitt 2.2.2). Der Abschnitt endet mit 
einer Einführung in Informations- und Kommunikationstechnik (vgl. Abschnitt 2.2.3). 
2.2.1 Informationen und Bedeutung des Informationsaustauschs 
2.2.1.1 Begrifflichkeiten zu Daten, Informationen und Wissen 
Informationen setzen sich in ihrer kleinsten Einheit aus verschiedenen Einzelsymbolen 
und -zeichen zusammen (Krcmar 2015, S. 11). Werden diese in einen regelbasierten 
Zusammenhang gebracht, entstehen Daten (Krcmar 2015, S. 11). Daten sind an sich 
isoliert und kontextunabhängig. Sie können jedoch vom Menschen interpretiert werden. 
Dabei entstehen Informationen, welche die Wahrnehmung und Beurteilung von Sach-
verhalten ändern (Krcmar 2015, S. 11). Ergebnis der Bewertung, Vernetzung und 
Einordnung von Informationen ist das Wissen (Piller 2008, S. 19). Wissen hat einen 
langfristigen Charakter und erlaubt Urteile und Rückschlüsse (Piller 2008, S. 19).  
Diese Arbeit nutzt bewusst den Begriff Informationsaustausch. Der Begriff Datenaus-
tausch wäre unzutreffend, da Informationen im Kontext des Störungsmanagements 
verarbeitet werden und die Reaktion auf Störungen von den im Produktionsnetzwerk 
verfügbaren Informationen abhängt. Auch die Bezeichnung Wissensaustausch wäre 
unzutreffend. Es wird keine langfristige Verbesserung beispielsweise durch die 
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Änderung des Störungsmanagements oder durch die Reduktion des Auftretens von 
Störungen angestrebt. 
2.2.1.2 Notwendigkeit des Informationsaustauschs in Produktionsnetzwerken 
Informationen sind Ressourcen für Produktionsprozesse (Schütt 2006, S. 58; Krcmar 
2015, S. 15 f.). Sie liegen bei den Partnern von Produktionsnetzwerken jedoch nur 
unvollkommen und ungleich verteilt vor (Schütt 2006, S. 55). Aus diesem Grund 
müssen Informationen im Rahmen eines Ressourcenmanagements erzeugt, gespei-
chert, ausgetauscht, genutzt und entfernt werden (Bodendorf 2006, S. 2 f.). Im Hinblick 
auf ihren Austausch weisen Informationen spezifische Eigenschaften auf: Sie sind 
immaterielle Ressourcen, die in kurzer Zeit transportiert werden können (Krcmar 2015, 
S. 17). Informationen sind nicht frei verfügbar aber leicht teil- und vervielfältigbar (Schä-
fer 2009, S. 103). Informationen haben einen Wert, welcher von der Aktualität, dem 
Umfang und der Qualität ihres Austauschs abhängt (Krcmar 2015, S. 16). 
Das bekannteste Beispiel eines mangelnden Informationsaustauschs in Produktions-
netzwerken ist der aus der Logistik bekannte Bullwhip-Effekt (Beer 2014, S. 22 f.). Der 
Bullwhip-Effekt beschreibt das Phänomen einer zeitlich verzögerten und sich verstär-
kenden Oszillation der Nachfrage mit wachsendem Abstand vom Kunden (Forrester 
1958, S. 37 f.). Ursache des Bullwhip-Effekts ist nicht das Fehlverhalten von Planern, 
sondern die Struktur von Produktionsnetzwerken. Negative Folgen sind eine Verringe-
rung der Leistungsfähigkeit durch Produktionsschwankungen, unabgestimmte Produk-
tionskapazitäten, Umsatzverluste, erhöhte Bestandshaltung, zusätzliche Transporte 
sowie kurzfristige Mehr- und Minderarbeit (Beer 2014, S. 2 f.). Die Folgen des Effekts 
können durch den Austausch von Informationen über die Nachfrage des Kunden sowie 
eine kürzere Informationsübertragungszeit reduziert werden (Beer 2014, S. 205 f.).  
Ein weiteres Phänomen ist der Snowball-Effekt. Er beschreibt die Verstärkung negati-
ver Folgen von Störungen in Richtung des Kunden einer Lieferkette (Świerczek 2014, 
S. 90 f.). Der Effekt ist stark ausgeprägt, wenn die Lieferkette aus wenigen Partnern 
besteht, die gleichzeitig starke wechselseitige Abhängigkeiten in den Planungsprozes-
sen und einen hohen Integrationsgrad aufweisen (Świerczek 2014, S. 101 f.).  
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2.2.2 Informationsaustausch im Störungsmanagement 
2.2.2.1 Arten von Informationen im Störungsmanagement 
Im Rahmen des Störungsmanagements werden Informationen zwischen den Partnern 
von Produktionsnetzwerken ausgetauscht. Abbildung 2-3 stellt einen Ausschnitt dieser 
Informationen in einer Übersicht dar und ordnet sie dem Auftragsmanagement, der 
Qualitätsproblembehebung sowie dem technischen Änderungsmanagement zu. Die 
Informationen sind entsprechend der drei Arten Stamm-, Status- und Transaktionsin-
formationen kategorisiert. Stamminformationen identifizieren, klassifizieren oder 
charakterisieren Produkte und Produktionsressourcen anhand derer Merkmale und 
Eigenschaften (Caridi & Crippa et al. 2010, S. 600). Sie stehen über einen langen Zeit-
raum zur Verfügung und werden innerhalb dessen mehrmals verarbeitet (Brich & Ha-
senbalg 2013, S. 179; Leimeister 2015, S. 76). Statusinformationen unterrichten über 
den Zustand von Produkten, Produktionsressourcen und Produktionsprozessen (Caridi 
& Crippa et al. 2010, S. 600). Im Gegensatz zu Stamminformationen erfahren sie 
während des Produktionsprozesses eine sich wiederholende Änderung (Leimeister 
2015, S. 76). Transaktionsinformationen setzen Planer über Vorgänge und Ereignisse 
in Kenntnis (Caridi & Crippa et al. 2010, S. 600). Sie zeichnen sich durch eine Dynamik 
 
Abbildung 2-3: Beispielhafte Informationen des Störungsmanagements 
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sowie eine zeitlich begrenzte Gültigkeit aus. Transaktionsinformationen fließen laufend 
in die Informationsverarbeitung ein und bewirken eine Änderung der Status-
informationen (Brich & Hasenbalg 2013, S. 14; Leimeister 2015, S. 76).  
2.2.2.2 Merkmale des Informationsaustauschs 
Der Austausch von Informationen lässt sich hinsichtlich verschiedener Merkmale 
charakterisieren (vgl. Abbildung 2-4). 
Das Merkmal Richtung unterscheidet vertikale und horizontale Informationsflüsse (We-
ber & Kummer 1998, S. 28). Vertikale Informationsflüsse geben Informationen über 
verschiedene Planungs- und Steuerungsebenen innerhalb einer Organisation weiter 
(Weber & Kummer 1998, S. 28). Insbesondere Informationsaggregation und -disaggre-
gation zwischen operativen und strategischen Ebenen sind bedeutend (Wiendahl 2011, 
S. 297). Horizontale Informationsflüsse adressieren den Austausch von Informationen 
zwischen Lieferanten, Produktionsstandorten sowie Kunden des Produktionsnetzwerks 
(Weber & Kummer 1998, S. 28).  
Für die Arbeit sind die weiteren Merkmale Reichweite, Quantität, Aktualität und Qualität 
der horizontalen Informationsflüsse bedeutend.  
Die Reichweite spezifiziert die Anzahl der in den Informationsaustausch involvierten 
Partner im Netzwerk (Otto 2002, S. 99). Bei bilateralem Austausch werden Informatio-
nen in einer Zweierbeziehung beispielsweise zwischen einem Lieferanten und dessen 
direktem Kunden ausgetauscht (Ostertag 2008, S. 30). Bei multilateralem Austausch 
sind mehr als zwei Partner involviert (Ostertag 2008, S. 80; Bullinger & Spath et al. 
2009, S. 405).  
 
Abbildung 2-4: Übersicht der Merkmale des Informationsaustauschs 
















Das Merkmal Quantität beschreibt, welche Menge an Informationen im Produktions-
netzwerk ausgetauscht wird und in welchem Umfang die Partner Zugang zur 
ausgetauschten Information erhalten (Däcke 2013, S. 161). Einzelne Partner können 
keinen, einen eingeschränkten oder einen vollen Zugang zu Informationen haben 
(Caridi & Crippa et al. 2010, S. 601).  
Das Merkmal Aktualität gibt den Grad der zeitlichen Informationssynchronisierung 
wieder. Informationen können auf Anfrage, wiederkehrend (bspw. jährlich, monatlich, 
wöchentlich oder täglich) sowie in Echtzeit ausgetauscht werden (Caridi & Crippa et al. 
2010, S. 601).   
Unter dem Oberbegriff Qualität diskutiert die Literatur die Zweckerfüllung, Reichhaltig-
keit und Aktionsrelevanz der geteilten Information (Eppler 2003, S. 1; Caridi & Crippa 
et al. 2010, S. 601; Däcke 2013, S. 161). Mögliche Ausprägungen sind eine unbefriedi-
gende, zufriedenstellende oder hohe Qualität (Caridi & Crippa et al. 2010, S. 601).  
Die Merkmale können für jeden horizontalen Informationsfluss im Produktionsnetzwerk 
unterschiedlich ausgeprägt sein (Caridi & Crippa et al. 2010, S. 601). Diese Arbeit 
bezeichnet ein Produktionsnetzwerk als transparent, wenn in ihm Informationen multi-
lateral bei hoher Quantität, Aktualität und Qualität ausgetauscht werden. 
2.2.3 Informations- und Kommunikationstechnik 
Informations- und Kommunikationstechnik sind Ressourcen zur Speicherung, 
Verarbeitung und Kommunikation von Informationen (Krcmar 2015, S. 24). Sie unter-
stützen die Planung und Ausführung der Produktion (Krcmar 2015, S. 24). Der Einsatz 
von Informations- und Kommunikationstechnik ist zwischen den Partnern von 
Produktionsnetzwerken abzustimmen (Krcmar 2015, S. 640). Dabei lassen sich die 
zwei Ebenen2 Anwendungssysteme (vgl. Abschnitt 2.2.3.1) und Infrastruktur (vgl. 
Abschnitt 2.2.3.2) unterscheiden (vgl. Abbildung 2-5). 
2.2.3.1 Anwendungssysteme mit Bezug zum Störungsmanagement 
Anwendungssysteme sammeln, nutzen und kommunizieren Informationen (Krcmar 
2015, S. 22). Für das Störungsmanagement in Produktionsnetzwerken sind betriebliche 
und überbetriebliche Anwendungssysteme relevant (Alpar & Alt et al. 2016, S. 182 f.).  
                                         
2 Cohen, L. & Berg, T. (2002), Marketplace realities in strategic sourcing, Gartner Inc, Stamford. 
https://www.bus.umich.edu/kresgepublic/journals/gartner/research/ 109700/109782/109782.pdf [05.09.2019]. 
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2.2.3.1.1 Betriebliche Anwendungssysteme 
Kern betrieblicher Anwendungssysteme sind Enterprise Resource Planning Systeme 
(ERP-Systeme). ERP-Systeme planen den Einsatz betrieblicher Ressourcen wie 
Betriebsmittel, Personal, Material und Kapital (Alpar & Alt et al. 2016, S. 32). Sie decken 
ganze Aufgabenbereiche von Unternehmen wie beispielsweise Controlling, 
Finanzwesen, Personalwesen, Produktentwicklung, Fertigung, Einkauf, Logistik sowie 
Vertrieb und Kundendienst ab (Alpar & Alt et al. 2016, S. 187 f.). ERP-Systeme gewähr-
leisten einen Informationsaustausch zwischen den einzelnen Funktionen und 
integrieren deren Daten in einer einheitlichen Datenbank (Alpar & Alt et al. 2016, S. 
186). In Industriebetrieben unterstützen ERP-Systeme die Produktionsplanung (Alpar 
& Alt et al. 2016, S. 227 f.). Sie führen eine Produktionsprogrammplanung auf Monats-, 
Wochen- und Tagesbasis durch, ermitteln Primär-, Sekundär- sowie Tertiärbedarfe und 
generieren Beschaffungs- sowie Fertigungsvorschläge (Alpar & Alt et al. 2016, S. 229 
f.). ERP-Systeme verfügen über Schnittstellen zu spezialisierten Anwendungssyste-
men. Diese weisen eine Pluralität an Funktionen auf und können nicht überschnei-

















dungsfrei voneinander abgegrenzt werden (Hausladen 2016, S. 93). Für das Auftrags-
management sind Manufacturing Execution Systeme (MES), Warehouse Management 
Systeme (WMS) und Transportation Management Systeme (TMS) relevant. MES 
dienen der Fertigungsplanung und -steuerung auf Tages-, Schicht- und Minutenbasis 
(Kletti 2015, S. 28). Sie erfüllen Aufgaben wie Betriebs- und Maschinendatenerfassung, 
Fertigungssteuerung und -überwachung, Personalzeiterfassung und -einsatzplanung 
sowie Fertigungsprüfung und Prüfmittelverwaltung (Kletti 2015, S. 67 f.). Eine direkte 
Anbindung an Maschinen, Messsysteme sowie Technik zur automatischen 
Identifikation und Datenerfassung ermöglicht MES eine Datenerfassung in Echtzeit 
(Kletti 2015, S. 215). WMS unterstützen die Verwaltung lagerfähiger Artikel und Waren 
(Hausladen 2016, S. 161). Darüber hinaus bieten sie Funktionen zum effizienten Ma-
nagement von Bedarfen und Beständen (Hausladen 2016, S. 161). TMS vereinfachen 
die Beschaffung von Transportdienstleistungen sowie die Durchführung und Überwa-
chung von Transporten (Helo & Szekely 2005, S. 8).  
Anwendungssysteme für die Qualitätsproblembehebung sind Computer Aided Quality 
Systeme (CAQ-Systeme). CAQ-Systeme unterstützen die Qualitätsplanung, -lenkung 
und -prüfung. Dazu erfassen, analysieren, dokumentieren und archivieren sie qualitäts-
relevante Daten (Dickmann 2015, S. 77). Die Daten können mit Qualitätssicherungs-
methoden wie der Fehlermöglichkeits- und -einflussanalyse (FMEA) verknüpft werden 
(Dickmann 2015, S. 77).  
Für das technische Änderungsmanagement sind vor allem Product Lifecycle Manage-
ment-Systeme (PLM-Systeme) relevant. PLM-Systeme vereinen produktbeschrei-
bende Merkmale wie 2D-Zeichnungen oder 3D-CAD-Modelle in einem integrierten 
Daten- und Ablaufmanagement (Herbst & Hoffmann 2018, S. 3). Sie helfen unter-
schiedlichen Funktionen im Unternehmen, ihre Datenräume produktbeschreibender 
Merkmale zu standardisieren und in Beziehung zu setzen. PLM-Systeme können 
Produktmerkmale über den gesamten Produktlebenszyklus schnell, sicher und 
rückverfolgbar anlegen sowie ändern (Herbst & Hoffmann 2018, S. 3).  
2.2.3.1.2 Überbetriebliche Anwendungssysteme 
Überbetriebliche Anwendungssysteme unterstützen den Informationsaustausch im 
Produktionsnetzwerk. Sie werden von einzelnen Partnern des Netzwerks betrieben 
oder von externen Serviceanbietern netzwerkübergreifend zur Verfügung gestellt. Ein 
Beispiel sind Supply Chain Management-Systeme (SCM-Systeme). SCM-Systeme 
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erfüllen ein breites Spektrum produktionsplanerischer Aufgaben wie die strategische 
Netzwerkplanung, Absatzplanung, Auftragserfüllung, Distributions-, Transport- und 
Produktionsplanung (Wannenwetsch 2010, S. 581). Im Gegensatz zu ERP-Systemen 
betrachten SCM-Systeme die Material-, Informations- und Finanzströme vom 
Lieferanten über das eigene Unternehmen bis zum Kunden (Kurbel 2016, S. 444). 
Weitere überbetriebliche Anwendungssysteme sind eSupplier Relation Management-
Systeme (eSRM-Systeme). eSRM-Systeme nutzen Informations- und Kommunikati-
onstechnik zur Umsetzung von virtuellen Marktplätzen, Online-Katalogen (bspw. Supp-
lier Self Service und Purchasing Homepages), Vendor Managed Inventory (VMI), Col-
laborative Planning, Forecasting & Replenishment (CPFR) und Qualitätsmanagement 
(Advanced Product Quality Planning (APQP)) (Hausladen 2016, S. 89 f.). 
Der Informationsaustausch überbetrieblicher Anwendungssysteme ist über 
verschiedene Normen standardisiert. Sie werden von internationalen Organisationen, 
beispielsweise die Internationale Organisation für Normung (ISO), und nationalen 
Verbänden, beispielsweise der Verband der Automobilindustrie (VDA), herausgege-
ben. Im Auftragsmanagement regeln die Norm DIN ISO 9735 sowie die Empfehlungen 
VDA 4900 bis VDA 49493 den Datenaustausch zu Anfragen, Angeboten, Abrufen und 
Transporten. Den Normen und Empfehlungen zufolge soll der Informationsaustausch 
nach dem Standard EDI (Electronic Data Interchange) erfolgen. EDI definiert ein auto-
matisch und eindeutig verarbeitbares, maschinenlesbares Datenformat. Auf Basis einer 
elektronischen Datenübertragung ermöglicht EDI automatisierte Geschäftsprozesse 
(Kischporski 2017, S. 11 f.). In der Qualitätsproblembehebung gibt der VDA-Leitfaden 
„Standardisierter Reklamationsprozess“ Empfehlungen zum elektronischen Austausch 
von Informationen im Reklamationsprozesses mittels standardisierter XML-Schnittstel-
len (VDA-QMC 2009). Für den Austausch von Produktinformationen sind die Norm DIN 
V ENV ISO 10303-1 und die Empfehlungen VDA 4950 bis VDA 49683 maßgebend. 
2.2.3.2 Infrastruktur mit Bezug zum Störungsmanagement 
Infrastruktur umfasst alle Hard- und Softwarekomponenten, welche Daten und 
Informationen erzeugen, verarbeiten, speichern und zwischen den Anwendungssyste-
                                         
3 VDA (2015), Liste VDA-Empfehlungen Logistik, Verpackung, EDI, PLM, Digitale Fabrik, Verband der Automo-




men kommunizieren (Krcmar 2015, S. 24). Für das Störungsmanagement ist insbeson-
dere Infrastruktur relevant, welche ein Tracking und Tracing im Produktionsnetzwerk 
ermöglicht. Tracking bezeichnet das Verfolgen der Positionen und Zustände von 
Produktionseinheiten entlang des Wertstroms (Arnold & Isermann et al. 2008, S. 482; 
Hausladen 2016, S. 186). Es unterstützt die schnelle Umplanung von Aufträgen bei 
Störungen im Auftragsmanagement. Tracing ermöglicht retrospektive die Rückverfol-
gung der Fertigungshistorie von Produktionseinheiten (Arnold & Isermann et al. 2008, 
S. 482; Hausladen 2016, S. 187). In der Qualitätsproblembehebung trägt es beispiels-
weise zur schnelleren Identifikation der Fehlerursache sowie zur Eingrenzung 
betroffener Produktionseinheiten bei. Infrastruktur, die ein Tracking und Tracing ermög-
licht, sind im Wesentlichen Auto-ID-Systeme (Arnold & Isermann et al. 2008, S. 816). 
Auto-ID-Systeme lassen sich in die schrift- und symbolbasierten Systeme sowie die 
elektronischen Systeme unterscheiden (Helmus & Meins-Becker et al. 2009, S. 199). 
Zu den schrift- und symbolbasierten Systemen gehören Klarschrifterkennung und Bar-
code-Systeme (Helmus & Meins-Becker et al. 2009, S. 199). Klarschrifterkennung er-
kennt maschinell oder handschriftlich erstellten Text. Barcode-Systeme lesen eine pa-
rallele Anordnung von Strichen und Trennlücken, den Barcode, mittels optischer La-
serabtastung aus (Finkenzeller 2015, S. 2). Die Zusammensetzung von Barcodes ist 
über Standards wie die Global Trade Item Number (GTIN) und das Versandlabel Num-
mer der Versandeinheit (NVE) standardisiert (Finkenzeller 2015, S. 2). Aufgrund gerin-
ger Kosten und hoher Standardisierung sind Barcode-Systeme weit verbreitet (Dick-
mann 2015, S. 630). Allerdings existieren Nachteile wie geringe Speicherkapazitäten, 
fehlende Wiederbeschreibbarkeit und geringe Beständigkeit (Dickmann 2015, S. 630). 
Zu den elektronischen Auto-ID-Systemen gehören Magnet- und Chipkarten (Helmus & 
Meins-Becker et al. 2009, S. 199). Magnetkarten bestehen aus einer Plastikkarte, in 
welche ein Magnetstreifen als Datenträger eingelassen ist. Magnetkarten können leicht 
kopiert werden und es besteht die Gefahr des Datenverlusts durch Entmagnetisierung 
(Helmus & Meins-Becker et al. 2009, S. 210). Chipkarten bestehen neben der Plastik-
karte aus einem elektronischen Datenspeicher sowie einem optionalen Mikroprozessor. 
Vorteilhaft an Chipkarten ist der Schutz gegen Zugriff und Manipulation. Nachteilhaft 
sind schnell auftretende Abnutzungs- und Korrosionserscheinungen (Helmus & Meins-
Becker et al. 2009, S. 211). RFID (Radio Frequency Identification) ist ein weiteres 
elektronisches Auto-ID-System, welches Daten auf Basis von Radiowellen austauscht 
(Finkenzeller 2015, S. 9). Es existieren Ausführungen mit passiven und aktiven 
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Transpondern. Passive Transponder setzen sich aus einer Antenne und einem Mikro-
chip zusammen (Genc 2015, S. 26). RFID-Systeme mit aktivem Transponder haben 
eine eigene Energieversorgung und senden Daten. Sie können mit Sensorik beispiels-
weise zur Temperaturüberwachung und Ortung ausgestattet sein (Schenk 2015, S. 
253). RFID-Systeme tauschen Daten ohne Sichtkontakt, lageunabhängig sowie mit ho-
her Dichte und Lesegeschwindigkeit aus (Finkenzeller 2015, S. 10). Ihr Einsatz ist durch 
die Empfehlung VDA 5500 „Grundlagen und allgemeine technische Spezifikationen für 
den RFID-Einsatz in der Automobilindustrie“ (VDA 5500 Version 1.2) und die VDI-Richt-
linie 4472 Blatt 12 „Anforderungen an Transpondersysteme zum Einsatz in der Supply 
Chain - Einsatz der Transpondertechnologie zur Unterstützung der Rückverfolgbarkeit 
am Beispiel der automobilen Supply-Chain“ (VDI 4472 Blatt 12) standardisiert. 
2.2.3.3 Industrie 4.0 und Einsatz von Informations- und Kommunikationstechnik  
Heute wird eine Gestaltung der Produktion nach der Philosophie von Industrie 4.0 ge-
fordert. Kennzeichnend für Industrie 4.0 ist die Vernetzung des Produktionssystems 
mithilfe von Informations- und Kommunikationstechnik (Vogel-Heuser & Bauernhansl 
et al. 2017, S. 15). Die Vernetzung beginnt bei einzelnen Stationen und Zellen und 
reicht bis zu ganzen Produktionsstandorten. Das Vorgehen zur Umsetzung von Indust-
rie 4.0 orientiert sich an Reifegradmodellen (Anderl 2015, S. 14 f.; Siestrup & Zeeb 
2017, S. 61; Liebrecht & Schaumann et al. 2018, S. 163). Reifegradmodelle bestehen 
aus einer Folge von Reifegraden, welche von einem Ausgangszustand startend einen 
gewünschten Entwicklungsverlauf hin zu einem Endzustand beschreiben (Knackstedt 
& Pöppelbuß et al. 2009, S. 535).  
Ausgangspunkt des Reifegradmodells zur digitalen Transformation der Deutschen Aka-
demie für Technikwissenschaften (acatech) ist die „Computerisierung“. In dieser Reife-
gradstufe wird Informations- und Kommunikationstechnik lediglich isoliert im Unterneh-
men eingesetzt. Die zweite Stufe trägt den Namen „Konnektivität“. Sie löst den isolier-
ten Einsatz von Informations- und Kommunikationstechnik durch vernetzte Anwen-
dungssysteme ab. „Sichtbarkeit“ ist die dritte Reifegradstufe. Sie zeichnet sich durch 
eine sensorbasierte Datenerfassung aus. Von Beginn bis Ende des Produktionsprozes-
ses entsteht ein digitales und aktuelles Unternehmensbild. Die vierte Stufe, „Transpa-
renz“, analysiert die Daten des digitalen Abbilds. Sie unterstützt unter Zuhilfenahme 
von Ingenieurswissen komplexe Entscheidungen. Die fünfte Reifegradstufe heißt 
„Prognosefähigkeit“. Sie ermöglicht es, Entscheidungen zu antizipieren und rechtzeitig 
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einzuleiten. Der höchste Reifegrad ist die „Adaptierbarkeit“. In diesem visionären 
Zustand passen sich Unternehmen mit automatisiertem Handeln an Rahmenbedingun-
gen an. Entscheidungen werden von den Anwendungssystemen selbst getroffen 
(Schuh & Anderl et al. 2017, S. 15 f.).  
Diese Arbeit wendet das Prinzip von Reifegradmodellen auf die Verstärkung des Infor-
mationsaustauschs in Produktionsnetzwerken an. Es wird ein Entwicklungsverlauf zur 
Verbesserung des Störungsmanagements definiert. 
2.3 Ablaufsimulation und Metamodellierung 
Als Vorgehensweise zur Analyse und Bewertung von Produktionssystemen stellt dieser 
Abschnitt die Ablaufsimulation (vgl. Abschnitt 2.3.1) sowie die Planung und Durch-
führung von Simulationsexperimenten (vgl. Abschnitt 2.3.2) vor. Außerdem werden  
Metamodelle und die robuste Optimierung eingeführt (vgl. Abschnitt 2.3.3). Meta-
modelle und robuste Optimierung unterstützen die Entscheidungsfindung bei der 
Anwendung von Ablaufsimulation. 
2.3.1 Ablaufsimulation von Produktionssystemen 
2.3.1.1 Einsatz von Simulationsmodellen 
Produktionsplaner stehen vor der Aufgabe, Produktionssysteme zu entwerfen und 
deren Leistungsfähigkeit zu verbessern. Sie bewerten Maßnahmen zur Realisierung 
von Verbesserungen. Das reale Produktionssystem ist aufgrund zeitlicher und kosten-
mäßiger Beschränkungen für die notwendigen Untersuchungen häufig nicht zugänglich 
(Schenk & Wirth et al. 2014, S. 225). Zudem wird eine Abschätzung des Systemverhal-
tens durch die Dynamik und Unsicherheit im Produktionsumfeld erschwert (März & Krug 
et al. 2011, S. 4). Mit diesen Eigenschaften sind Kriterien für den Einsatz von 
Ablaufsimulation als Problemlösungsmethode erfüllt (Mittal & Durak et al. 2017, S. 7). 
Ablaufsimulation bezeichnet das Nachbilden eines Systems und seiner dynamischen 
Prozesse in einem Simulationsmodell (vgl. Abbildung 2-6) (VDI 3633 Blatt 1, S. 3). Mit 
Simulationsmodellen werden im Rahmen von Experimenten verschiedene Simulations-
läufe unter systematischen Parameter- oder Strukturvariationen durchgeführt. Die 
Simulationsläufe lassen sich anhand der Zielgrößen interpretieren und die gewonnenen 
Erkenntnisse auf das reale Produktionssystem übertragen. (VDI 3633 Blatt 1, S. 3).  
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2.3.1.2 Konzepte der Modellbildung 
Die Literatur beschreibt verschiedene Modellierungskonzepte für die Ablaufsimulation 
(vgl. Abbildung 2-6).  
Die ereignisdiskrete Simulation bildet die einzelnen Objekte des Originalsystems ab. 
Sie betrachtet die Objekte während der Simulation zu diskreten Zeitpunkten, an denen 
Ereignisse eine Zustandsänderung auslösen (Reggelin & Schenk 2011, S. 23). Auch 
die agentenbasierte Simulation bildet ein dynamisches Zeitverhalten ab. Sie modelliert 
das Verhalten einzelner Agenten. Die Agenten nehmen ihre Umwelt wahr, tauschen 
Informationen mit anderen Agenten aus und treffen auf Basis ihres lokalen Wissens 
Entscheidungen (Siegfried 2014, S. 17 f.; Sayama 2015, S. 427). Die systemdynami-
sche Simulation verfolgt keine Modellierung einzelner Objekte, Ereignisse oder Agen-
ten. Das Originalsystem wird mittels eines kontinuierlichen, flussorientierten Ansatzes 
bestehend aus Bestand- und Flussgrößen modelliert. (Nyhuis 2008, S. 121) Bei der 
Simulation von Produktions- und Logistiksystemen wird am häufigsten die ereignisdis-
krete Simulation angewendet (Reggelin & Schenk 2011, S. 21). Die gleichzeitige Nut-
zung verschiedener Modellierungskonzepte in einem Simulationsmodell wird als Multi-
methodensimulation bezeichnet (Borshchev 2013, S. 4089). 
 























2.3.1.3 Vorgehen zur Durchführung von Simulationsstudien 
Die Simulation unterscheidet die Phasen Aufgabendefinition, Systemanalyse, Modell-
formalisierung, Implementierung sowie Experimente und Analyse (vgl. Abbildung 2-7) 
(VDI 3633 Blatt 1, S. 18 f.; Gutenschwager & Rabe et al. 2017, S. 141 f.). Die Phasen 
werden von einer parallel stattfindenden Datenbeschaffung und -aufbereitung begleitet 
(VDI 3633 Blatt 1, S. 18). Der Schwerpunkt dieser Arbeit liegt auf den Experimenten. 
2.3.2 Planung und Durchführung von Simulationsexperimenten 
Simulationsexperimente führen und werten Simulationsmodelle in wiederholten 
Simulationsläufen bei systematischer Parametervariation aus (VDI 3633 Blatt 3, S. 2). 
Die Durchführung der Simulationsläufe und die Ergebnisauswertung erzeugen einen 
hohen Rechenaufwand (VDI 3633 Blatt 3, S. 4). Aus diesem Grund wird die statistische 
Versuchsplanung (engl. Design of Experiments (DoE)) angewandt (Siebertz & van Beb-
ber et al. 2017, S. 179 f.). Ziel ist es, einen Kompromiss zwischen der Minimierung der 
Anzahl notwendiger Simulationsläufe und der Maximierung des Informationsgehalts der 
Simulationsergebnisse zu finden (Dean & Voss et al. 2017, S. 1 f.).  
 
Abbildung 2-7: Einbindung von Experimenten und Analysen bei der Durchführung von 



























Reale Umgebung Aufbau des Simulationsmodells Experimentplanung und Auswertung des Simulationsmodells
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2.3.2.1 Begrifflichkeiten zu Simulationsexperimenten 
Die Größen eines zu untersuchenden Simulationsmodells lassen sich in Einflussgrößen 
 und Zielgrößen  unterteilen (Kleppmann 2013, S. 12). Einflussgrößen  wirken auf 
die Zielgrößen  (Kleppmann 2013, S. 12). Zielgrößen  sind die Ergebnisse eines 
Simulationsexperiments wie beispielsweise Kennzahlen und deren Kennzahlenwerte 
(Kleppmann 2013, S. 12). Lassen sich die Einflussgrößen während der Simulation 
gezielt auf einen Wert einstellen, heißen sie Steuergrößen (Kleppmann 2013, S. 13). 
Weisen die Einflussgrößen hingegen ein stochastisches Verhalten auf, heißen sie 
Rauschgrößen (Kleppmann 2013, S. 13). Mit Simulationsmodellen werden während der 
Experimente Versuche durchgeführt. Ein Versuchsplan  beschreibt eine 
Menge durchzuführender Versuche (Siebertz & van Bebber et al. 2017, S. 5). Die 
Menge der Einflussgrößen, die während eines Versuchs variiert wird, heißt Faktoren  
beziehungsweise Steuerfaktoren  und Rauschfaktoren  (Siebertz & van 
Bebber et al. 2017, S. 5). Faktoren nehmen während der Versuche unterschiedliche 
Werteausprägungen, sogenannte Stufen, an (Siebertz & van Bebber et al. 2017, S. 6). 
Das Maß der Wirkung eines Faktors  auf die Zielgröße  ist der Effekt (Kleppmann 
2013, S. 330). Der Effekt wird als Unterschied der Mittelwerte der Zielgrößen bei 
wechselnden Faktorstufen gemessen (Kleppmann 2013, S. 330). Die Wechselwirkung 
gibt an, wie stark der Effekt eines Faktors  auf die Zielgröße  von einem anderen 
Faktor  und umgekehrt abhängt (Kleppmann 2013, S. 333). 
 
2.3.2.2 Entwurf von Versuchsplänen 
Ziel des Entwurfs von Versuchsplänen ist es, die Wirkung vieler Faktoren bei 
akzeptablem Aufwand zu untersuchen. Im Rahmen der Versuche werden gleichzeitig 
mehrere Faktoren des Faktorraums variiert. Die Stufen der ausgewählten Faktoren 
sollten voneinander unabhängig (Orthogonalität) und die Stufen jedes einzelnen Fak-
tors gleichmäßig auf die Stufen anderer Faktoren verteilt (Ausgewogenheit) sein (Sie-
bertz & van Bebber et al. 2017, S. 7). Die Literatur unterscheidet Versuchspläne für 
verschiedene Fragestellungen.  
Vollfaktorielle Versuchspläne untersuchen alle möglichen Kombinationen von 
Faktorstufen (vgl. Abbildung 2-8) (Kleppmann 2013, S. 101 f.). Der Versuchsaufwand 
nimmt mit steigender Anzahl von Faktoren und Stufen inakzeptabel stark zu.  
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Teilfaktorielle Versuchspläne werden dieser Problematik gerecht. Sie wählen eine Teil-
menge der Versuche vollfaktorieller Versuchspläne aus (vgl. Abbildung 2-8). Teilfakto-
rielle Versuchspläne eignen sich zur Identifikation und Vorauswahl relevanter Faktoren 
aus einer Faktormenge im Rahmen von Screening-Versuchen (Dean & Voss et al. 
2017, S. 497). Screening-Versuche werden beispielsweise nach dem Yates-Standard 
oder dem Standard von Plackett-Burman entworfen (Siebertz & van Bebber et al. 2017, 
S. 28 f.). Versuchspläne nach dem Yates-Standard sind orthogonal und ausgewogen 
(Siebertz & van Bebber et al. 2017, S. 32 f.). Ihre Einschränkung liegt in der groben 
Größenabstufung der Anzahl notwendiger Versuche. Plackett-Burman-Versuchspläne 
sind äußerst recheneffizient (Siebertz & van Bebber et al. 2017, S. 35). Allerdings 
verletzen sie die Forderung nach der Orthogonalität. In der Folge kommt es zu einer 
Vermengung der Effekte und Wechselwirkungen zwischen den Faktoren, welche die 
Ergebnisinterpretation erschwert (Siebertz & van Bebber et al. 2017, S. 33 f.).  
Zentral zusammengesetzte Versuchspläne sind eine weitere Form von Versuchsplänen 
(vgl. Abbildung 2-8). Sie kombinieren einen zweistufigen, vollfaktoriellen Versuchsplan 
mit einem Mittelpunkt im Faktorraum mit mehreren gleichmäßig um den Mittelpunkt 
angeordneten Sternpunkten. Ergebnis ist eine gleichmäßigere Verteilung der Faktoren 
und Stufen, welche eine Untersuchung von Wechselwirkungen zwischen den zu unter-
suchenden Faktoren ermöglicht (Siebertz & van Bebber et al. 2017, S. 40 f.). 
Sogenannte Taguchi-Versuchspläne (vgl. Abbildung 2-8) bestehen aus einem inneren 
Versuchsplan für die zu untersuchenden Steuerfaktoren und einem äußeren Versuchs-
plan für die zu untersuchenden Rauschfaktoren eines Systems. Jede Stufe des inneren 
Plans wird mit allen Kombinationen des äußeren Plans kombiniert. Der entstehende 
gekreuzte Versuchsplan ist die Grundlage für die Anwendung des Taguchi-Ansatzes. 
Der Taguchi-Ansatz identifiziert in einem System diejenige Einstellung der 
Steuerfaktoren, welche die durch die Rauschfaktoren erzeugte Schwankung der Ziel-
größen minimiert (Kleppmann 2013, S. 168 f.). 
Die bisher vorgestellten Versuchspläne haben den Nachteil, dass sie eine oder mehrere 
Regionen des Faktorraums vernachlässigen (Dean & Voss et al. 2017, S. 772). Raum-
füllende Versuchspläne, wie beispielsweise Latin-Hypercube-Versuchspläne, umgehen 
diesen Nachteil (vgl. Abbildung 2-8). Sie ziehen zufällige Stichproben für die Stufen der 
Faktoren und legen Informationen gleichmäßig über den Faktorraum offen (Dean & 
Voss et al. 2017, S. 774 f.). Aufgrund ihres raumfüllenden Aufbaus und der Verwendung 
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mehrerer Faktorenstufen eignen sich raumfüllende Versuchspläne für Simulati-
onsexperimente (Kleijnen 2015, S. 199 f.; Siebertz & van Bebber et al. 2017, S. 225). 
2.3.2.3 Auswertung von Versuchsergebnissen  
Nach dem Entwurf eines Versuchsplans werden Versuche durchgeführt und die Zu-
sammenhänge zwischen den Einflussgrößen  und den Zielgrößen  ausgewertet. Die 
Auswertung erfolgt durch die Anpassung von Beschreibungsmodellen  an die 
Versuchsergebnisse (Siebertz & van Bebber et al. 2017, S. 28 f.). Für jede Zielgröße  
ist ein separates Modell anzupassen (Law 2015, S. 668). Einfache lineare Beschrei-
bungsmodelle  haben die Form (vgl. Siebertz & van Bebber et al. (2017, S. 21)): 
 2-1 
Die linearen mathematischen Terme  geben den Effekt des Faktors  und die 
Terme  die Wechselwirkungen zwischen den Faktoren  und  wieder.  ist 
ein unkorrelierter Fehlerterm der Regression mit Erwartungswert . Die Terme  
und  werden dem Beschreibungsmodell  während der Anpassung 
sukzessive über Regressionsanalysen hinzugefügt oder entfernt (Fahrmeir & Kneib et 
al. 2013, S. 104 f.). Die Anpassung endet, wenn durch weiteres Hinzufügen oder 
Entfernen der Terme keine wesentliche Verbesserung der Güte des 
Beschreibungsmodells  erreicht wird. 
 















2.3.3 Metamodelle und robuste Optimierung 
Beschreibungsmodelle nähern die wahre aber unbekannte funktionale Beziehung 
 zwischen den Einflussgrößen  und der Zielgröße  durch eine losgelöste, 
mathematische Funktion  (Kleijnen 2015, S. 10). Neben den vorgestellten 
linearen Beschreibungsmodellen existieren Modelle, die auf anderen mathematischen 
Verfahren basieren. Sie approximieren die Werte von Zielgrößen  für unbekannte 
Kombinationen der Einflussgrößen  in kurzer Zeit und akzeptabler 
Vorhersagegenauigkeit. Sie sind Grundlage für Visualisierungen, Vorhersagen sowie 
Optimierungen (Siebertz & van Bebber et al. 2017, S. 232). Herausforderungen liegen 
in der Wahl des geeigneten mathematischen Verfahrens, in der Versuchsplanung und 
-durchführung, in der Anpassung des Beschreibungsmodells sowie in dessen 
Eignungsbewertung mittels Gütekriterien (Barton & Meckesheimer 2006, S. 539). Bei 
der Anwendung von Beschreibungsmodellen im Rahmen der Ablaufsimulation ist die 
approximierende Funktion  ein Modell des Simulationsmodells. Sie wird nachfolgend 
Metamodell genannt (Kleijnen 2015, S. 10). Alternative Bezeichnungen in der Literatur 
lauten Ersatz- oder Approximationsmodell (Kleijnen 2009, S. 707; Siebertz & van Beb-
ber et al. 2017, S. 231). 
2.3.3.1 Metamodellklassen und zugehörige Verfahren 
Metamodelle lassen sich in strukturprüfende und strukturentdeckende Verfahren unter-
teilen (vgl. Abbildung 2-9) (Backhaus & Erichson et al. 2018, S. 13 f.). Da einige 
Verfahren beide Prinzipien kombinieren, existieren auch Mischformen. 
Strukturprüfende Verfahren finden Anwendung, wenn auf Basis sachlogischer 
Überlegungen Vorkenntnisse über die Beziehung zwischen Einfluss- und Zielgrößen 
 
Abbildung 2-9: Metamodellklassen und zugehörige Verfahren  






















vorhanden sind (Backhaus & Erichson et al. 2018, S. 15). Strukturentdeckende Verfah-
ren werden genutzt, falls keine Vorstellungen über die Beziehungen existieren (Back-
haus & Erichson et al. 2018, S. 15). Maßgebliche Unterschiede der Verfahren liegen in 
der Prognosegüte, der Problemabhängigkeit, der Interpretierbarkeit, der 
konzeptionellen Einfachheit und im Rechenaufwand für die Anpassung der 
Metamodelle (Jin & Chen et al. 2001, S. 5).  
 
2.3.3.1.1 Strukturprüfende Verfahren 
Ein einfaches und weit verbreitetes Verfahren ist die Anwendung linearer Regressions-
modelle (LR) (Fahrmeir & Kneib et al. 2013, S. 22):  
 2-2 
LR unterstellen lineare funktionale Beziehungen zwischen den Einflussgrößen  und 
der Zielgröße . Diese werden über die Terme  wiedergegeben. LR eignen sich 
zur Wiedergabe der einzelnen Effekte von Faktoren. Wechselwirkungen zwischen den 
Faktoren werden nicht berücksichtigt. (Fahrmeir & Kneib et al. 2013, S. 22) 
Ein weiteres Verfahren ist die Anwendung nichtlinearer Regressionsmodelle (NLR). 
NLR schätzen Zusammenhänge zwischen den Einflussgrößen  und der Zielgröße  
mit nichtlinearen Funktionen (Rhinehart 2016, S. 7). Vielfältige funktionale Beziehungen 
wie Quadratwurzel-Modelle, Potenz-Modelle oder Logistische Modelle lassen sich 
abbilden (Backhaus & Erichson et al. 2018, S. 553). NLR sind rechenaufwändiger als 
LR. Statistische Tests zur Prüfung von Parametersignifikanz und Prognosegüte sind 
nur eingeschränkt anwendbar (Backhaus & Erichson et al. 2018, S. 551).  
Response Surface Modelle (RSM) umfassen Metamodelle, welche aus Polynomen 
bestehen. Die Polynome haben meist eine lineare oder quadratische Form. RSM kön-
nen Wechselwirkungseffekte zwischen den Einflussgrößen berücksichtigen. Ein einfa-
ches RSM mit linearen Polynomen ohne Berücksichtigung von Wechselwirkungseffek-
ten ist das lineare Regressionsmodell (vgl. Formel 2-2). Das allgemeine lineare 
Beschreibungsmodell aus Formel 2-1 ist ein RSM mit linearen Polynomen und Berück-




2.3.3.1.2 Mischformen strukturprüfender und strukturentdeckender Verfahren 
Gauß-Prozess Regressionen (GPR), auch Kriging genannt, nähern die funktionalen 
Beziehungen durch eine Trendfunktion  und die Realisierungen eines 
stationären normalverteilten Gauß-Prozesses  (Law 2015, S. 676 f.): 
 2-3 
Die Trendfunktion  gibt einen globalen Trend, das heißt eine systematische Zu- 
oder Abnahme der Zielgrößen, vor. Der Typ der Trendfunktion kann festgelegt werden 
und beispielsweise wie bei den Regressionsmodellen einen linearen oder nichtlinearen 
Zusammenhang mit Regressionsparametern  beinhalten. Im Fall einer bekannten 
Trendfunktion bezeichnet man das Verfahren als einfaches Kriging. Ist die 
Trendfunktion hingegen frei wählbar und unbekannt, bezeichnet man das Verfahren als 
universelles Kriging. Der Gauß-Prozess  interpoliert die zu approximierenden 
Versuchsergebnisse. Interpolation bedeutet, dass die freien Parameter des Gauß-
Prozesses  derart geschätzt werden, dass das Metamodell die Versuchsergeb-
nisse der im Versuchsplan enthaltenen Faktorstufen exakt abbildet. Zwischen den 
untersuchten Faktorstufen bedingt der Gauß-Prozess einen glatten, unendlich 
differenzierbaren Modellverlauf. (Jurecka 2007, S. 90 f.; Forrester 2008, S. 49 f.; Klei-
jnen & Mehdad 2014, S. 575; Law 2015, S. 675 f.; Kleijnen 2017, S. 8 f.) 
Radiale Basisfunktionen (RBF) bestehen, ähnlich wie GPR, aus zwei Bestandteilen. 
Diese sind eine Trendfunktion  und eine gewichtete Summe radialer Basisfunk-
tionen  (vgl. Chen & Fu et al. (2014, S. 6)): 
 2-4 
Die Trendfunktion  gibt wie zuvor einen bekannten oder unbekannten Trend für 
das Metamodell vor. Die radialen Basisfunktionen  sind Funktionen, deren Werte vom 
Abstand  des mit dem Metamodell zu prognostizierenden Wertes  und den 
vorhandenen Versuchsergebnissen  abhängt. Die Norm  für den Abstand ist die 
euklidische Norm. Es existieren verschiedene Typen radialer Basisfunktionen . Bei 
der Prognose werden je nach Typ unterschiedliche Funktionen auf die ermittelten Ab-
stände angewandt. Beispiele sind lineare radiale Basisfunktionen 
, kubische Funktionen  oder Gaußsche Funktionen            
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 mit freiem Parameter . (Forrester 2008, S. 45 f.; Chen 
& Fu et al. 2014, S. 6 f.; Jurecka 2007, S. 93 f.) 
Weitere Verfahren aus der Klasse der Mischformen sind Splines wie Multivariate 
Adaptive Regression Splines (MARS) (Siebertz & van Bebber et al. 2017, S. 254 f.). 
2.3.3.1.3 Strukturentdeckende Verfahren 
Ein Beispiel für ein strukturentdeckendes Metamodellierungsverfahren sind Künstliche 
Neuronale Netze (KNN). KNN bestehen aus Knoten, welche Teil einer Eingangs-, einer 
Ausgangsschicht oder einer verdeckten Schicht sind (Sammut & Webb 2011, S. 988; 
Kim 2017, S. 22). Jeder Knoten besitzt als Input eine Eingangsgröße, die er gemäß 
einer Aktivierungsfunktion in einen Output transformiert. Die Eingangsgröße eines 
Knotens ist die gewichtete Summe derjenigen Ausgangsgrößen anderer Knoten, die in 
direkter Verbindung mit dem Knoten stehen (Sammut & Webb 2011, S. 988; Kim 2017, 
S. 27 f.). Der Knoten der Ausgangsschicht entspricht der Ausgangsgröße des KNN und 
dient der Vorhersage der Zielgröße . Neben der Schichtenanzahl und der 
Aktivierungsfunktion sind auch die Struktur der Verbindung der Neuronen (bspw. 
vorwärtsgerichtete Netze, rückgekoppelte Netze) und die Trainingsmethode für die 
Verfahrensgüte entscheidend. (Fausett 1994, S. 379 f.; Kruse & Borgelt et al. 2015, S. 
35 f.) 
Weitere strukturentdeckende Verfahren sind Regressionsbäume (RB) und Support 
Vector Regressionen (SVR) (Kuhn & Johnson 2016, S. 151 f.; Siebertz & van Bebber 
et al. 2017, S. 248 f.). 
2.3.3.2 Validierung von Metamodellen 
Metamodelle müssen vor der Nutzung bezüglich ihrer Güte bewertet werden (Siebertz 
& van Bebber et al. 2017, S. 314). Beim Einsatz strukturprüfender Verfahren genügt 
eine Validierung anhand von Validierungskriterien. Hierzu zählen beispielsweise das 
Bestimmtheitsmaß , der Mittlere Quadratische Approximationsfehler  (engl. 
Mean Squared Error) oder die Wurzel der mittleren Fehlerquadratsumme  (engl. 
Root Mean Square Error). Insbesondere bei strukturentdeckenden Verfahren besteht 
die Gefahr einer Überanpassung des Metamodells (engl. Overfitting). Bei Überanpas-
sung reproduziert das Metamodell ein zufälliges Verhalten, welches nicht auf 
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tatsächlich vorhandene Effekte und Wechselwirkungen rückführbar ist (Kuhn & John-
son 2016, S. 62 f.). Zur Vermeidung des Overfittings müssen fortgeschrittene Verfahren 
wie die Holdout- und die Kreuzvalidierung eingesetzt werden (Barton 1998, S. 167 f.).  
Die Holdout-Validierung teilt den ursprünglichen Datensatz in zwei disjunkte Teildaten-
sätze, den eigentlichen Trainingsdatensatz und den Testdatensatz, auf. Anschließend 
wird das Metamodell unter Einsatz des Trainingsdatensatzes angepasst und mit den 
Daten des Testdatensatzes prognostiziert. Zuletzt erfolgt anhand der Übereinstimmung 
der Prognose- und der Testdaten die Berechnung der Güte des Metamodells (Kuhl-
mann 2007, S. 408 f.). Die Holdout-Validierung erkennt ein Overfitting. Allerdings ist 
das Verfahren bei kleinen Datensätzen unpraktikabel. Bei unglücklicher Aufteilung des 
Ursprungsdatensatzes liefert es schlechte Ergebnisse (Kuhlmann 2007, S. 413).  
Die Kreuzvalidierung umgeht die Problematik der unglücklichen Aufteilung des initialen 
Datensatzes. Die -fach Kreuzvalidierung teilt den Datensatz in  gleich große zufällige 
Teildatensätze auf (Hastie & Tibshirani et al. 2017, S. 241 f.). Anschließend wird ein 
zyklisch wechselnder Teildatensatz als Testdatensatz ausgewählt und die Anpassun-
gen mit den verbleibenden Trainingsdatensätzen durchgeführt. Ergebnis sind 
Schätzungen der Modellgüte, wobei der Durchschnitt der Schätzungen zur Bewertung 
der Güte des Metamodells herangezogen wird (Kuhlmann 2007, S. 415).  
Die Leave-One-Out-Validierung ermöglicht eine Validierung über alle Datenpunkte des 
Datensatzes (Arlot & Celisse 2010, S. 53 f.). Dazu wird ein einzelner Datenpunkt aus 
dem Ursprungsdatensatz ausgeschlossen. Anschließend wird eine Anpassung mit den 
restlichen Datenpunkten durchgeführt, der ausgeschlossene Datenpunkt geschätzt und 
das Gütekriterium berechnet. Nach Wiederholung der Prozedur für alle Punkte ergibt 
sich die Güte als Durchschnitt der Einzelanpassungen. (Kuhlmann 2007, S. 414 f.) 
2.3.3.3 Integration von Metamodellen in die robuste Optimierung 
Die Leistungsfähigkeit eines Produktionssystems kann verbessert werden, in dem 
optimale Faktoreinstellungen  zum Betrieb des Systems hinsichtlich der Zielgröße  
gefunden werden. Optimierung bezeichnet im mathematischen Sinn die Suche nach 
dem Minimum einer Funktion  (Rhein 2014, S. 51). Metamodelle werden in die 
Optimierung integriert, indem sie die Funktion  ersetzen (Rhein 2014, S. 89).  
Bei der Anwendung von Optimierung im Kontext von Produktionssystemen ist die 
Dynamik im Produktionsumfeld zu berücksichtigen. Sie bewirkt, dass eine Teilmenge 
Grundlagen 35 
 
der Faktoren, die Menge der Rauschfaktoren, einer Streuung unterliegt. Deren stochas-
tisches Verhalten wirkt auf die Faktoreinstellungen , welche selbst zu einer Zufallsva-
riablen  werden. Die Funktion  überträgt die Stochastik auf die Zielgröße . Ihre 
Ergebnisse streuen ebenfalls (Rhein 2014, S. 57 f.). Stochastik verlangt die Anwendung 
robuster Optimierung (Bertsimas & Brown et al. 2011, S. 464). Robuste Optimierung 
generiert Lösungen, welche die Zielgröße  im Mittel gut erfüllen und gleichzeitig nur 
kleine Schwankungen zulassen (Rhein 2014, S. 59). Ein Lösungsansatz der robusten 
Optimierung ist es, Lagemaße der zentralen Tendenz  und der Streuung  der 
Zielgröße  in die Optimierungsaufgabe zu integrieren (Rhein 2014, S. 60). Für die 
zentrale Tendenz  eignen sich beispielsweise die in Abschnitt 2.1.3.2 eingeführten 
Maße Erwartungswert oder Median (Rhein 2014, S. 72). Für die Streuung  kom-
men die Varianz oder die Standardabweichung infrage (Rhein 2014, S. 72). Das ent-
sprechende robuste Optimierungsproblem lautet (Rhein 2014, S. 62): 
 
             
                           2-5 
                    
 definieren die Nebenbedingungen des robusten Optimierungsproblems.  und 
 sind untere beziehungsweise obere Schranken des zulässigen Wertebereichs von 
. Die Lagemaße  beziehungsweise  können, wie die ursprüngliche Funktion 
, mit Metamodellen approximiert werden. Die Verknüpfung von robuster 
Optimierung und Metamodellen ist ein junger Forschungsbereich (Kleijnen 2015, S. 
275). 
Die in Formel 2-5 dargestellte Funktion  besitzt zwei Zielkriterien  und . 
Es handelt sich folglich um ein multikriterielles Optimierungsproblem (Knowles & Chair 
et al. 2008, S. 11). Lösungen, die das Kriterium  minimieren, minimieren nicht 
zwingend das Kriterium  und umgekehrt. Aufgrund dieses Konflikts besitzen 
multikriterielle Optimierungsprobleme in der Regel keine eindeutige Lösung. Die 
Lösung ist stattdessen die Menge der sogenannten pareto-optimalen Punkte  (vgl. 
Abbildung 2-10) (Knowles & Chair et al. 2008, S. 11 f.). Jeder Punkt  in der Menge 
zeichnet sich dadurch aus, dass keine andere Einstellung  der Faktoren existiert, 
welche das Zielkriterium  beziehungsweise  verbessert, ohne das 
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Zielkriterium  beziehungsweise  zu verschlechtern (Knowles & Chair et al. 
2008, S. 11 f.). Die pareto-optimalen Punkte  werden als effizient und die Menge der 
nicht effizienten Punkte als dominiert bezeichnet. Innerhalb der Menge der pareto-
optimalen Punkte  wählen Entscheider die zur Verbesserung des 
Produktionssystems umzusetzende Faktoreinstellung anhand ihrer Risikoneigung. 
Risikoaverse Entscheider ziehen pareto-optimale Faktoreinstellungen mit geringeren 
Werten von  vor (vgl. Abbildung 2-10) (Laux & Gillenkirch et al. 2012, S. 92 f.). 
Risikoaffine Entscheider gehen das mit Unsicherheit verbundene Risiko ein und wählen 
Faktoreinstellungen mit höheren Werten von  (vgl. Abbildung 2-10) (Laux & Gil-
lenkirch et al. 2012, S. 92 f.).  
 
 
Abbildung 2-10: Robuste Optimierung und Entscheidungen bei Unsicherheit 
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3 Stand der Forschung 
Dieses Kapitel stellt den Stand der Forschung auf dem Themengebiet der Transparenz-
steigerung in Produktionsnetzwerken vor. Es wird mit der Formulierung von 
Anforderungen an einen Lösungsansatz zur Transparenzsteigerung in Produktions-
netzwerken begonnen (vgl. Abschnitt 3.1). Anschließend folgt die Vorstellung 
existierender Ansätze zu den Auswirkungen und zur Bewertung von Transparenz (vgl. 
Abschnitt 3.2), zur Verbesserung des Störungsmanagements durch Transparenz (vgl. 
Abschnitt 3.3) sowie zur Auswahl und Einführung von Maßnahmen zur Transparenz-
steigerung (vgl. Abschnitt 3.4). Das Kapitel endet mit einer Bewertung der Ansätze 
hinsichtlich der formulierten Anforderungen. Ein Forschungsdefizit für die Transparenz-
steigerung in Produktionsnetzwerken wird abgeleitet (vgl. Abschnitt 3.5).  
Die vorgestellten Ansätze erheben keinen Anspruch auf Vollständigkeit. Für weitere 
Literatur auf dem Themengebiet wird auf die Übersichten von Madenas & Tiwari et al. 
(2014), Ralston & Richey et al. (2017) und Kache & Seuring (2014) verwiesen.  
3.1 Anforderungen an den Lösungsansatz 
Vor dem Hintergrund der aufgeworfenen forschungsleitenden Fragestellungen (vgl. Ab-
schnitt 1.2) und der Zielsetzung (vgl. Abschnitt 1.3) lassen sich folgende Anforderungen 
an einen Ansatz zur Transparenzsteigerung in Produktionsnetzwerken formulieren: 
 (1)  Produktionsnetzwerke und Störungsmanagement: In Produktionsnetzwerken tre-
ten Störungen auf verschiedenen Ebenen des Produktionssystems auf. Folglich 
ist nicht nur die übergeordnete Netzwerkebene mit den einzelnen Lieferanten, 
Produktionsstandorten und Kunden zu betrachten. Vielmehr ist eine detaillierte 
Untersuchung der Produktionsstandorte auf mehreren Strukturebenen notwendig 
(Anforderung: Mehrebenenbetrachtung des Produktionssystems). Störungen 
haben Auftragsänderungen, Qualitätsabweichungen und technische 
Endproduktänderungen zur Folge. Ein Ansatz zur Transparenzsteigerung muss 
das Störungsmanagement inklusive der Geschäftsprozesse zur Bewältigung 
dieser Störungen betrachten (Anforderung: Auftragsmanagement, 
Qualitätsproblembehebung und technisches Änderungsmanagement). 
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(2)  Robustheit und Informationen: Störungen wirken sich negativ auf die operative 
Leistung von Produktionsnetzwerken aus. Die Leistung wird anhand der Robust-
heit unter Einsatz von Kennzahlensystemen bewertet. (Anforderung: Bewertung 
der Robustheit). Da das Potential eines verstärkten Informationsaustauschs zur 
Steigerung der Robustheit untersucht werden soll, sind Änderungen der Art 
(bspw. Stamm-, Status- und Transaktionsinformationen) und Merkmale (bspw. 
Reichweite, Quantität, Aktualität, Qualität) ausgetauschter Informationen zu 
untersuchen (Anforderung: Einfluss des Informationsaustauschs). 
(3)  Ermittlung von Wirkzusammenhängen: Für eine Bewertung der Robustheit in Ab-
hängigkeit des Informationsaustauschs müssen Produktionsnetzwerke in einem 
dynamischen Modell nachgebildet werden. Eine Modellierung der Struktur des 
Produktionsnetzwerks, der Material- und Informationsflüsse sowie des Störungs-
managements ist notwendig (Anforderung: Nachbildung dynamisches System). 
Um Wirkzusammenhänge trotz der Vielzahl zu untersuchender Einflussfaktoren 
auf Seite der Störungen und der Informationen systematisch ermitteln zu können, 
sind Modellversuche recheneffizient durchzuführen (Anforderung: Experimentier-
barkeit). Die Ergebnisse der Versuche sind auf die relevanten Effekte herunter-
zubrechen (Anforderung: Relevante Wirkzusammenhänge). 
(4)  Zielzustand und Maßnahmen: Um die Transparenz im Produktionsnetzwerk 
steigern zu können, muss ein Zielzustand für den Informationsaustausch im 
Produktionsnetzwerk bestimmt werden (Anforderung: Zielzustand Informations-
austausch). Maßnahmen zur Transparenzsteigerung können die Einführung und 
stärkere Vernetzung von Anwendungssystemen (bspw. stärkere Verknüpfung 
des MES mit dem ERP-System, Einführung eines CAQ-Systems) und Infrastruk-
tur (bspw. Nutzung von RFID, Datenspeicherung in der Cloud) beinhalten (Anfor-
derung: Anwendungssysteme und Infrastruktur). Die Einführung neuer 
Anwendungssysteme und Infrastruktur ist hinsichtlich verschiedener Kriterien wie 
beispielsweise monetärer und zeitlicher Implementierungsaufwände zu bewerten 
(Anforderung: Multikriterieller Vergleich). 
Für die im weiteren Verlauf vorgestellten Ansätze wird in Abschnitt 3.5 geprüft, inwiefern 
sie die vorgestellten Anforderungen erfüllen. 
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3.2 Auswirkungen und Bewertung von Transparenz 
In der Forschung existieren Ansätze, welche die Auswirkungen und Vorteile eines 
hohen Informationsaustauschs auf die Leistung von Produktionsnetzwerken untersu-
chen (vgl. Abschnitt 3.2.1). Zudem werden Kennzahlensysteme für die Messung von 
Robustheit und Transparenz in Produktionsnetzwerken entwickelt (vgl. Abschnitt 3.2.2). 
3.2.1 Ansätze über die Auswirkungen von Transparenz 
Kembro & Näslund (2014) prüfen die Belege der Vorteilhaftigkeit von Informationsaus-
tausch für Lieferketten. Über eine Literaturrecherche und Auswertung von  wissen-
schaftlichen Artikeln kommen sie zu dem Ergebnis, dass der Großteil der Forschung 
den Informationsaustausch aus der Perspektive eines fokalen Unternehmens in einer 
dyadischen Käufer-Lieferantenbeziehung bewertet. Die Autoren bemängeln, dass 
wenige Ansätze Lieferketten mit mehreren Partnern betrachten. Nicht die Vorteile des 
Informationsaustauschs, sondern deren Barrieren und treibende Kräfte seien Untersu-
chungsgegenstand. Die Autoren schlagen vor, dass die Forschung zukünftig verstärkt 
Lieferketten mit mehreren Partnern betrachten soll. Zudem sind Kennzahlensysteme 
für den Informationsaustausch aufzustellen. Es sollte von anderen Forschungsmetho-
den wie Fallstudien Gebrauch gemacht werden. (Kembro & Näslund 2014) 
Sezen (2008) vergleicht die Zusammenhänge zwischen Design, Integration, Informati-
onsaustausch und Performance von Lieferketten. Dazu sammelt er Daten von 125 tür-
kischen Fertigungsunternehmen und führt Regressionsanalysen zur Modellierung der 
Beziehungen durch. Seine Ergebnisse zeigen, dass Integration und Informationsaus-
tausch positiv mit der Performance korrelieren. Allerdings hat nur das Design der 
Lieferkette einen signifikant positiven Effekt. Der Autor schlussfolgert, dass zur 
Performancesteigerung von Lieferketten primär Designfragen betrachtet werden 
sollten. (Sezen 2008) 
Leeuw & Fransoo (2009) stellen auf Basis von Literaturrecherchen und Fallstudien aus 
der Bekleidungs-, Lebensmittel- und Elektronikindustrie ein konzeptionelles Modell für 
die Treiber der Kollaboration in Lieferketten auf. Informationsaustausch sehen die 
Autoren als einen Aspekt der Kollaboration an. Sie stellen fest, dass auf der Marktseite 
die Faktoren Nachfrageunsicherheit, Versorgungsunsicherheit und lange Lieferzeiten 
eine hohe Kollaboration bedingen. Auf der Produktseite hängt die Kollaboration von der 
Wichtigkeit des Produkts, der Produktindividualisierung und dem notwendigen Know-
40 Stand der Forschung 
 
how zur Fertigung des Produkts ab. Auf Seite der Lieferkettenpartner sind Fähigkeiten, 
Wettbewerbsposition und das Machtverhältnis entscheidend. (Leeuw & Fransoo 2009) 
Scholten & Schilder (2015) gehen dem Zusammenhang zwischen Kollaboration und 
Resilienz von Lieferketten nach. Auf Basis von  Interviews zu Käufer-Lieferanten-
Beziehungen in der Lebensmittelindustrie stellen sie fest, dass verstärkter 
Informationsaustausch die Transparenz und auch die Resilienz der Lieferkette steigern. 
Zudem deuten die Ergebnisse ihrer Studie darauf hin, dass gegenseitige 
Abhängigkeiten der Partner von Lieferketten den Willen zum Informationsaustausch 
erhöhen und somit zur Resilienz beitragen. (Scholten & Schilder 2015) Eine weitere 
Studie über das Zusammenspiel von Informationsaustausch und Agilität in Lieferketten 
findet sich in Kim & Chai (2017). 
Wiengarten & Humphreys et al. (2010) untersuchen den Zusammenhang zwischen der 
operativen Performance von Lieferketten und den Kollaborationsmöglichkeiten Infor-
mationsaustausch, Anreizangleichung und gemeinsame Entscheidungsfindung. Mit ei-
ner Befragung von  Einkäufern der deutschen Automobilindustrie und Regressions-
analysen testen die Autoren verschiedene Hypothesen. Sie stellen fest, dass eine Stei-
gerung des Informationsaustauschs zu verbesserter operativer Performance führt. 
Anreizangleichung und gemeinsame Entscheidungsfindung tragen nur zu einer Ver-
besserung bei, wenn die ausgetauschte Information relevant, aktuell und genau ist. Die 
Autoren schlussfolgern, dass Unternehmen Investitionen in die Steigerung des 
Informationsaustauschs priorisieren müssen. (Wiengarten & Humphreys et al. 2010) 
Baihaqi & Sohal (2013) gehen der Frage nach, welche der vier Faktoren integrierte 
Informationstechnologien, interne Integration, Informationsqualität sowie Nutzen-Auf-
wand-Verteilung die Intensität des Informationsaustauschs und die Performance beein-
flussen. Ihre Datenauswertung von  australischen Fertigungsunternehmen mittels 
Strukturgleichungsmodellen zeigt, dass integrierte Informationstechnologien und die In-
formationsqualität den Informationsaustausch positiv beeinflussen. Ein starker Informa-
tionsaustausch geht nicht zwingend mit einer hohen Unternehmensperformance ein-
her. Erst die durch den verstärkten Informationsaustausch ermöglichte Kollaboration 
zwischen den Lieferkettenpartnern steigert die Performance. (Baihaqi & Sohal 2013) 
Panahifar & Byrne et al. (2018) identifizieren Wechselwirkungen zwischen den Eigen-
schaften des Informationsaustauschs, der Kollaboration und der Performance von 
Lieferkettenpartnern. Sie führen eine Umfrage mit  Führungskräften durch. Zur 
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Schätzung der Zusammenhänge stellen sie Strukturgleichungsmodelle unter Anwen-
dung der Methode der kleinsten Quadrate auf. Die Ergebnisse zeigen, dass ein positi-
ver Zusammenhang zwischen den drei Eigenschaften Vertrauen, Bereitschaft und 
Sicherheit des Informationsaustauschs sowie der Kollaboration besteht. Zudem 
existiert ein positiver Zusammenhang zwischen der Kollaboration und der 
Unternehmensperformance. (Panahifar & Byrne et al. 2018) 
Auch Koçoğlu & İmamoğlu et al. (2011) greifen auf Strukturgleichungsmodelle und die 
Anwendung der Methode der kleinsten Quadrate zurück, um Hypothesen zu den 
Zusammenhängen zwischen Informationsaustausch, Integration und Performance in 
der Lieferkette zu testen. Mit einer empirischen Studie und Datenauswertung von  
türkischen Fertigungsunternehmen weisen die Autoren einen positiven Zusammen-
hang zwischen Informationsaustausch und Performance nach. Sie stellen fest, dass 
der Austausch von Informationen auf Zulieferseite einen signifikanteren Einfluss als der 
Austausch von Informationen auf Kundenseite hat. (Koçoğlu & İmamoğlu et al. 2011) 
Weitere Arbeiten befassen sich mit Anreizsystemen und der Aufteilung des Nutzens 
eines verstärkten Informationsaustauschs. Hierzu zählen Leng & Parlar (2009), Bian & 
Shang et al. (2016) und Ponte & Fernández et al. (2016). Für die 
Transparenzsteigerung in globalen Produktionsnetzwerken sind die Arbeiten von 
untergeordneter Bedeutung weswegen sie nicht weiter erläutert werden. 
3.2.2 Ansätze zur Messung und Bestimmung des Wertes von Transparenz 
Caridi & Crippa et al. (2010) stellen einen quantitativen Ansatz zur Messung der Sicht-
barkeit von Zulieferketten vor. Sie berechnen für einzelne Produkte eines fokalen 
Unternehmens Sichtbarkeitskennzahlen anhand der Quantität, Qualität, Genauigkeit 
und Aktualität der Information, die in der Zulieferkette ausgetauscht wird. Für einzelne 
Informationsarten wie Stamm-, Status- und Transaktionsinformationen sowie operative 
Pläne werden separate Sichtbarkeitskennzahlen verwendet. Anschließend folgt eine 
Verknüpfung und Aggregation der Kennzahlen zu einem Kennzahlensystem. Die 
Kennzahlen direkt vorgelagerter Lieferkettenpartner können stärker gewichtet werden 
als die Kennzahlen weit entfernter Partner. (Caridi & Crippa et al. 2010) 
Stricker (2016) entwirft ein Kennzahlensystem zur Messung und Steigerung der Ro-
bustheit verketteter Produktionssysteme. Sie recherchiert mehr als  produktionsbe-
zogene Kennzahlen und verknüpft diese anhand ihrer Wechselwirkungen zu einem 
Kennzahlennetz. Mit dem Ziel der Komplexitätsreduktion folgen die Verdichtung des 
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Kennzahlennetzes mithilfe eines mathematischen Optimierungsmodells sowie die 
Überführung in ein eindimensionales und quantifizierbares Robustheitsmaß. Zuletzt 
werden Störungen und unsichere Umwelteffekte bewertet sowie robustheitssteigernde 
Maßnahmen ausgewählt. Transparenzsteigernde Maßnahmen werden zwar erwähnt. 
Der Fokus liegt jedoch auf Maßnahmen aus den Bereichen menschliche Arbeit, 
Betriebsmittel, Werkstoffe und Organisation. (Stricker 2016) 
Caridi & Moretto et al. (2014) stellen ein Vorgehen zur Ermittlung des Wertes transpa-
renter Zulieferketten vor. Kernbestandteil sind zehn Diagramme, welche Kausalzusam-
menhänge zwischen produktionslogistischen Kennzahlen sowie einer Änderung von 
Quantität und Qualität des Informationsaustauschs beschreiben. Im ersten Schritt des 
Vorgehens finden eine Identifikation, Priorisierung und Auswahl produktionslogistischer 
Kennzahlen mit Verbesserungsbedarf statt. Anschließend werden Informationsflüsse 
identifiziert, die zur Verbesserung beim Auftreten von Störungen beitragen können. 
Zuletzt findet eine Abschätzung der Verbesserung produktionslogistischer Kennzahlen 
bei Steigerung des Informationsaustauschs statt. Während das methodische Vorgehen 
aus der Literatur abgeleitet wird, sind die Kausaldiagramme das Ergebnis einer 
Befragung von Industrieexperten. (Caridi & Moretto et al. 2014) 
Lee & Rim (2016) bemängeln, dass bisherige Ansätze den Wert der Transparenz nicht 
anhand der Performancesteigerung der Produktions- und Logistikprozesse, sondern in 
Form von Informations-Reifegradmodellen bemessen. Aus diesem Grund führen sie 
ein Kennzahlensystem ein, welches das Six Sigma-Konzept des Qualitätsmanage-
ments aufgreift. Es überführt produktionslogistische Kennzahlen der Lieferkette in 
Prozessfähigkeitsindizes und aggregiert diese zu einer Gesamtkennzahl. Die Autoren 
postulieren, dass die Überführung heterogener Kennzahlen in eine Gesamtkennzahl 
eine Bewertung und Steigerung der Transparenz ermöglicht. (Lee & Rim 2016) 
3.3 Verbesserung des Störungsmanagements durch Transparenz 
Ansätze des zweiten Bereichs analysieren Informationsaustausch, Störungen und 
Leistung in Auftragsmanagement (vgl. Abschnitt 3.3.1), Qualitätsproblembehebung 
(vgl. Abschnitt 3.3.2) und technisches Änderungsmanagement (vgl. Abschnitt 3.3.3). 
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3.3.1 Ansätze zur Verbesserung des Auftragsmanagements 
Wadhwa & Mishra et al. (2010) implementieren eine ereignisdiskrete Simulation einer 
mehrstufigen Lieferkette. Mit der Simulation untersuchen sie die Wirkung der Störungen 
Nachfrageschwankung und Prozessverzögerung auf die Kennzahlen Lieferzeit, 
Lieferverzug und Lagerfüllgrad. Die Partner der Lieferkette verfolgen unterschiedliche 
Auftragsabwicklungsstrategien wie beispielsweise Build-To-Stock. Bei den 
Simulationsexperimenten werden die Sichtbarkeit der Lagerbestände und die 
Bestellpolitiken der Partner variiert. Den Ergebnissen zufolge verbessert Informations-
austausch die Lieferzeit der Lieferkette. Die Lieferzeiten einzelner Partner können sich 
allerdings auch verschlechtern. Die Verbesserungen fallen geringer aus, falls die Part-
ner individuelle Bestandsziele verfolgen. (Wadhwa & Mishra et al. 2010) 
Barlas & Gunduz (2011) bilden eine dreistufige Lieferkette in einer systemdynamischen 
Simulation ab. Sie führen Analysen zu den Folgen von Störungen wie Nachfrage- und 
Lieferzeitschwankungen durch. Dabei wechseln sie Bestellpolitiken und betrachten un-
terschiedliche Fälle zum Austausch von Nachfrageinformationen. Die Ergebnisse 
zeigen, dass unkoordinierte, isolierte Nachfrageprognosen der einzelnen Partner der 
Lieferkette die Hauptursache für den Bullwhip-Effekt sind. Der Effekt kann durch das 
Teilen und Vorhersagen der Nachfrage nicht komplett eliminiert aber reduziert werden. 
Die Autoren empfehlen zur Steigerung des Informationsaustauschs kollaborative 
Planung sowie den Einsatz von VMI, EDI und RFID. (Barlas & Gunduz 2011) 
Jonsson & Mattsson (2013) führen eine Simulationsstudie mit zufällig erzeugten, Pois-
son-verteilten Nachfragen durch, um den Wert von Informationsaustausch für die 
Verwaltung von Lagerbeständen an Endprodukten zu untersuchen. Sie betrachten 
stabile sowie saisonale und durch Sonderabverkäufe schwankende Nachfrage-
szenarien. Der Austausch von Kundenprognosen, Planaufträgen, Lagerbestandsdaten 
und Point-of-Sales-Daten wird variiert. Die Ergebnisse zeigen, dass der Austausch von 
Point-of-Sales-Daten immer sinnvoll ist. Kundenprognosen und Planaufträge sollten bei 
schwankender Nachfrage ausgetauscht werden. Ein Austausch von Lagerbestands-
daten stiftet bei konstanter Nachfrage einen Mehrwert. (Jonsson & Mattsson 2013) 
Shukla & Tiwari et al. (2010) bestimmen den störungsrobusten Betriebspunkt einer Lie-
ferkette. Die Autoren implementieren ein ereignisdiskretes Simulationsmodell, welches 
es erlaubt, das Zusammenspiel der zwei qualitativen Faktoren verzögerte Produkt-
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differenzierung und Informationsaustausch sowie der vier quantitativen Faktoren Ferti-
gungskapazität, Bestellmenge, Lieferzeit und Liefertreue zu untersuchen. Zielgröße 
sind die Kosten der Lieferkette. Unter Einsatz der Taguchi-Methode erzeugen die Au-
toren einen Versuchsplan, anhand dessen die optimale Parametereinstellung der qua-
litativen Faktoren bestimmt wird. Anschließend wird eine Metamodellierung der konti-
nuierlichen Faktoren mittels nichtlinearen Regressionsmodellen durchgeführt. Zuletzt 
verarbeitet ein Algorithmus die Regressionsergebnisse zur Bestimmung der optimalen 
Parameterwerte der qualitativen Faktoren. (Shukla & Tiwari et al. 2010) 
Greinacher (2017) entwickelt einen simulationsgestützten Ansatz zur Mehrzieloptimie-
rung schlanker und ressourceneffizienter Produktionssysteme. Mit dem Ziel der Abbil-
dung unterschiedlicher Konfigurationen eines Produktionssystems modelliert er Mate-
rial-, Energie- sowie Informationsflüsse in einer ereignisdiskreten Ablaufsimulation. Mit 
statistischer Versuchsplanung nähert er ein Metamodell an die Simulation an, welches 
auf Gauß-Prozess Regression basiert. Anschließend wird unter Variation von Parame-
tern das Modellverhalten ausgewertet. Zu den Parametern zählen beispielsweise die 
Menge und Verteilung der Kundennachfrage sowie die Ausschussraten und Verfügbar-
keit von Maschinen. Zuletzt bestimmt er mit statistischen Analysen und Mehrzielopti-
mierung ein Zielzustand des Produktionssystems und wählt Verbesserungsmaßnah-
men der schlanken und ressourceneffizienten Produktion aus. (Greinacher 2017) 
Cannella & Ciancimino (2010) formulieren ein Differentialgleichungssystem, welches 
Lieferketten mit drei verschiedenen Formen des Informationsaustauschs und der Auf-
tragsnivellierung abbildet. Anschließend führen die Autoren eine Sensitivitätsanalyse in 
Form eines numerischen Experiments durch. Sie untersuchen den Effekt starker Nach-
frageschwankungen auf die Kennzahlen operative Leistung und Kunden-Service-Level. 
Die Ergebnisse zeigen, dass die positive Wirkung des Informationsaustauschs auf die 
operative Leistung größer als die Wirkung der Auftragsnivellierung ist. Zudem wird bei 
hohem Informationsaustausch die negative Wirkung der Auftragsnivellierung auf das 
Kunden-Service-Level nahezu kompensiert. (Cannella & Ciancimino 2010) 
Liu & Xiang et al. (2019) betrachten Lieferketten, in denen Standorte über einen Lo-
gistikdienstleister Kundennachfragen erfüllen. Sie unterscheiden fünf Formen des In-
formationsaustauschs beispielsweise zu Aufträgen, Kapazitäten und Beständen. Für 
jede Form des Austauschs wird zuerst ein Koordinationsmechanismus für die Liefer-
kette definiert und als Teil eines Optimierungsproblems formalisiert. Danach werden 
Optimierungen zur Erfüllung der Kundennachfrage bei unterschiedlicher Standort- und 
Stand der Forschung 45 
 
Produktanzahl, Kapazitäten sowie Produktionsmengen durchgeführt. Der Wert des In-
formationsaustauschs ist als relativer Unterschied der laufenden Betriebskosten der 
Lieferkette definiert. Die Ergebnisse ermöglichen es, eine Rangfolge für die Vorteilhaf-
tigkeit der Formen des Informationsaustauschs zu bilden. (Liu & Xiang et al. 2019) 
Eine Vielzahl weiterer Ansätze untersucht Zusammenhänge im Themengebiet Auf-
tragsmanagement und Informationsaustausch. Da sie eine Ähnlichkeit mit den bereits 
vorgestellten Ansätzen aufweisen, werden sie an dieser Stelle kurz genannt jedoch 
nicht weiter erläutert. Cavusoglu & Cavusoglu et al. (2012) nutzen Simulation, um die 
Wechselwirkungen zwischen Produktionsaufschub und Informationsaustausch im Um-
gang mit Nachfrageunsicherheit in Lieferketten zu analysieren. Schmidt (2009) prüft, 
wie sich das Zusammenfassen von Auftragsdaten im Vergleich zum Informationsaus-
tausch auf die Bestände und den Kunden-Service-Level der Lieferkette auswirkt. Er 
greift auf Ablaufsimulation und Sensitivitätsanalysen zurück (Schmidt 2009). Shang & 
Zhou et al. (2010) entwerfen ein analytisches Bestandsmodell einer Lieferkette. Sie 
zeigen, dass die Kosteneinsparung durch flexible Lieferungen die Einsparung durch 
verstärkten Informationsaustausch übersteigt (Shang & Zhou et al. 2010). Babai & 
Boylan et al. (2016) weisen analytisch nach, dass der Wert des Informationsaustauschs 
abnimmt, wenn es sich um eine autokorrelierte Nachfrage handelt. Wang & Disney 
(2016) bieten eine Literaturübersicht weiterer Ansätze zu Auftragsmanagement und 
Informationsaustausch. 
3.3.2 Ansätze zur Verbesserung der Qualitätsproblembehebung 
Erasmus (2008) entwickelt einen Qualitätsmanagement-Schnittstellen-Ansatz zur Er-
zeugung qualitätsfähiger, verteilter Wertschöpfungsprozesse. Der Ansatz ist an Quali-
tätsregelkreise angelehnt. Er befähigt Endprodukthersteller, ihre Hoheit über die Pro-
duktqualität einer Zulieferkette zu wahren, ohne einzelne Lieferanten aus der Pflicht zur 
Erfüllung ihrer Qualitätsziele zu entlassen. Ein wichtiges Werkzeug ist der partnerüber-
greifende Austausch von Qualitätsinformationen innerhalb der Lieferkette. Der Ansatz 
wird anhand eines Fallbeispiels der Automobilindustrie erprobt. (Erasmus 2008) 
Arndt (2018) entwickelt ein Vorgehen zur standortübergreifenden Bewertung und Stei-
gerung der Prozessqualität globaler Produktionsnetzwerke. Teil seines Lösungsansat-
zes ist ein auf verschiedenen Standort-, Lieferanten- und Kundentypen aufbauendes 
Kennzahlensystem zur Bewertung der Prozessqualität. Zudem wird ein wertstromba-
siertes Vorgehen entwickelt, welches den Ist-Zustand der Prozessqualität inklusive 
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Anzahl, Umfang und Kosten qualitätsbezogener Störungen bewertet. Weiter wird ein 
Maßnahmenkatalog zur Steigerung der Prozessqualität aufgestellt. Der letzte Schritt 
des Vorgehens beinhaltet die Zusammenführung aller Bestandteile in einem agenten-
basierten Simulationsmodell. Das Simulationsmodell ermöglicht eine dynamische 
Bewertung der Prozessqualität sowie die Auswahl qualitätssteigernder Maßnahmen im 
Netzwerk. Der Ansatz wird in der Automobilzulieferindustrie erprobt. (Arndt 2018) 
Kuei & Madu et al. (2008) nutzen ereignisdiskrete Simulation und Metamodellierung, 
um in einer Lieferkette die Wirkung kritischer Faktoren auf die Lieferzeit und Qualität zu 
untersuchen. Sie führen Experimente durch, bei denen sie Störungen wie Nachfrageun-
sicherheit, Qualitäts- und Lieferprobleme simulieren. Anschließend klassifizieren sie die 
Ergebnisse mithilfe von Varianzanalysen. Folgeexperimente sowie eine Regression 
dienen der Bestimmung des Einflusses von Störungen auf die Zielgrößen. Die Ergeb-
nisse zeigen, dass nicht Nachfrage- und Lieferprobleme, sondern Qualitätsprobleme 
die Performance der Lieferkette am stärksten bestimmen. (Kuei & Madu et al. 2008) 
3.3.3 Ansätze zur Verbesserung des technischen Änderungsmanagements 
Madenas & Tiwari et al. (2015) führen Interviews mit  multinationalen Unternehmen 
der Automobilindustrie durch, um den Zusammenhang zwischen Störungen und dem 
Informationsfluss während der Produktentwicklung zu untersuchen. Sie sammeln zu-
erst  Störungen und ordnen diese den drei Dimensionen Information, Informations-
system sowie Gesamtverwaltung zu. Anschließend teilen sie die Dimensionen in  
Kategorien ein. Ihre Auswertung zeigt, dass die Störungen am häufigsten in Bezug zu 
den drei Kategorien Zugänglichkeit, Systemfunktionalität sowie Nutzung und Wartung 
der Informationssysteme gesetzt werden können. (Madenas & Tiwari et al. 2015) 
Masmoudi & Leclaire et al. (2017) stellen ein formales Modell zur Vorhersage der Aus-
breitung von technischen Änderungen anhand der Produktgeometrie vor. Motivation ist 
die Tatsache, dass Änderungen an Produktkomponenten zusätzliche Änderungen an-
derer Produktkomponenten nach sich ziehen können. Diese Kettenreaktion ist auf die 
Komplexität der Produktstruktur zurückzuführen. Sie kann den Umfang technischer Än-
derungen stark anschwellen lassen und sich negativ auf die Prozesse von der Beschaf-
fung über die Produktion bis zum Vertrieb auswirken. Zur Vorhersage des Effekts ferti-
gen die Autoren ein Geometriemodell des Produkts an und modellieren die Abhängig-
keiten der Komponenten analytisch über einen Abhängigkeitsgraphen. Anschließend 
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wird mithilfe des Graphen sowie einem Schicht- und einem Pfadausbreitungsalgorith-
mus die Ausbreitung der Änderungen vorhergesagt. (Masmoudi & Leclaire et al. 2017) 
Reddi & Moon (2013) modellieren auf den Ergebnissen von  Interviews aufbauend 
unterschiedliche Lieferantentypen und Prozesse der Produktentwicklung sowie des 
technischen Änderungsmanagements in der Lieferkette eines Erstausrüsters. 
Anschließend werden mit einer systemdynamischen Simulation drei Simulationsstudien 
unter Einsatz statistischer Versuchsplanung durchgeführt. Ziel ist die Ermittlung 
wechselseitiger Effekte von Parametern wie Umfang und Geschwindigkeit sowie die 
Priorisierung der Parametereffekte auf die Zielgröße Umsetzungsdauer von Produkt-
entwicklungen und technischen Änderungen in der Lieferkette. (Reddi & Moon 2013) 
Cichos & Aurich (2015) und Cichos & Aurich (2016) stellen eine dreistufige Methodik 
zur Planung und Abwicklung paralleler technischer Änderungen innerhalb eines 
Produktionssystems vor. Die Autoren entwickeln zuerst Produktionsszenarien und 
führen eine Bewertung und Analyse der Wechselwirkungen zwischen unterschiedlichen 
technischen Änderungen durch. Anschließend gruppieren sie technische Änderungen, 
wählen diese zur Implementierung aus und kontrollieren deren Umsetzungsfortschritt. 
Dabei identifizieren die Autoren Ähnlichkeiten mit Fragestellungen der Produktionspla-
nung und -steuerung (PPS) und übertragen deren Methoden auf die betrachtete 
Fragestellung. Mit dem Ziel der Implementierung der Methodik bauen die Autoren 
zuletzt eine Datenbank auf, die alle Informationen der technischen Änderungen 
sammelt sowie eine Gruppierung und Auswahl der technischen Änderungen 
ermöglicht. (Cichos & Aurich 2015; Cichos & Aurich 2016) 
3.4 Maßnahmen für die Transparenzsteigerung 
Ansätze des dritten Bereichs vergleichen Anwendungssysteme (vgl. Abschnitt 3.4.1) 
sowie Infrastruktur (vgl. Abschnitt 3.4.2) und beschreiben Vorgehen zur Einführung. 
3.4.1 Ansätze über Maßnahmen im Bereich Anwendungssysteme 
Fawcett & Wallin et al. (2011) untersuchen die Rolle von Informationstechnik als 
Wegbereiter einer Kollaboration in der Lieferkette. Viele Unternehmen konnten trotz 
hoher Investitionen in Anwendungssysteme die Performance ihrer Lieferkette nicht 
verbessern. Mit einer Auswertung von über  Fragebogenrückläufern und 
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Strukturgleichungsmodellen testen die Autoren Hypothesen zu den Zusammenhängen 
von operativer Performance, Investitionen in Anwendungssysteme sowie Informations-
austausch und Kollaboration. Die Ergebnisse zeigen, dass Investitionen in 
Anwendungssysteme mit geringeren Beständen, höherer Produktqualität und 
verbesserter Produktentwicklungsfähigkeit einhergehen. Allerdings entsteht der Mehr-
wert nicht allein durch die Investition. Der Wille zum verstärkten Teilen von Informatio-
nen sowie die stärkere Vernetzung und Zusammenarbeit innerhalb der Lieferkette 
führen zur Leistungsverbesserung. (Fawcett & Wallin et al. 2011) 
Goswami & Engel et al. (2013) entwickeln eine Methode zur Bewertung von Supply 
Chain Informationssystemen (SCIS) und ihres Mehrwerts für die Steigerung der Sicht-
barkeit von Lieferketten. Der erste Schritt ihres Vorgehens basiert auf Systemtests und 
halbstrukturierten Interviews mit Systembetreuern zur Ermittlung der Systemfunktiona-
lität. Anschließend bewerten die Autoren die Systeme hinsichtlich ihrer Konnektivität, 
der Art der gespeicherten Informationen sowie der Informationsqualität. Zuletzt wird ein 
Fazit in Bezug auf die Verbesserung der Sichtbarkeit der Lieferkette gezogen. Im Rah-
men der Anwendung der Methodik führen die Autoren einen praktischen Vergleich zwi-
schen dem ERP-System SAP APO® und dem eSRM-System SupplyOn® durch. Sie 
stellen fest, dass SAP APO® die Planung und Optimierung standortinterner und -über-
greifender Produktionsprozesse unterstützt. SupplyOn® verbessert den 
unternehmensübergreifenden Informationsaustausch. (Goswami & Engel et al. 2013) 
3.4.2 Ansätze über Maßnahmen im Bereich Infrastruktur 
Prockl & Pflaum (2012) nennen Out-of-Stock-Situationen, Überbestände und Durch-
laufzeitprobleme als typische Störungen globaler Lieferketten. Als Ursache identifizie-
ren sie eine mangelnde Verknüpfung von Materialflüssen mit Anwendungssystemen. 
Zur Integration von Material- und Informationsflüssen stellen sie die Basistechnologien 
RFID, Echtzeitlokalisierungssysteme, Sensornetzwerke und Telematikmodule vor. 
Zudem bewerten sie mit einem morphologischen Kasten das Problemlösungspotential 
der Technologien anhand der Kriterien Identifikation, Ortungsgenauigkeit, Sensorik, 
Vernetzung, Datenspeicher und Logik. Drei Anwendungsfälle bei Lufthansa Technik, 
DHL und Original 1 veranschaulichen den Mehrwert der Technologien. (Prockl & 
Pflaum 2012) 
Musa & Gunasekaran et al. (2014) geben einen umfassenden Überblick über Techno-
logien zum Verfolgen und Rückverfolgen von Produkten, mögliche Konfigurationen 
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entsprechender Hard- und Software sowie alternative Systemarchitekturen. Als 
Technologien werden 1D Barcodes, 2D Barcodes, RFID-Systeme, Elektronische 
Produktcodes (EPC) sowie integrierte Systeme vorgestellt. Die Konfigurationen unter-
scheiden sich in der verwendeten Technologie, den zu speichernden Informationen 
(bspw. Ort, Temperatur, Feuchtigkeit, Vibration), dem Ort des Identifikationspunkts, 
dem Umfang der Identifikation (bspw. Produkt, Komponente, Stock Keeping Unit 
(SKU)) und weiteren Faktoren. Als Systemarchitekturen für ein RFID basiertes 
Verfolgen und Rückverfolgen von Produkten werden das EPC-Netzwerk, das Savitrak 
System, Microsoft BizTalk RFID und Sun Java System RFID betrachtet. (Musa & Guna-
sekaran et al. 2014) 
Lepratti & Lamparter et al. (2014) stellen ein Vorgehen zur Transparenzsteigerung glo-
baler Lieferketten der Automobilindustrie vor. Ziel ist die Integration von Unternehmen 
in das RFID-Based Automotive Network (RAN). Das RAN-Netzwerk ist das Ergebnis 
eines gleichnamigen, vom BMWi geförderten, Forschungsprojekts zur Weiterentwick-
lung des EDI gestützten Auftragsbezugs in Logistikketten der Automobilindustrie hin zu 
einem Informationsaustausch auf Basis standardisierter Prozesse sowie dem Einsatz 
von RFID-Technik. Das vorgestellte Integrationskonzept besteht aus mehreren Bau-
steinen. Ein Baukasten definiert standardisierte Logistik-, Produktions- und Qualitäts-
prozesse. Weitere Bestandteile sind eine Spezifikation der für den Informationsaus-
tausch notwendigen Daten und Datenstrukturen sowie eine Beschreibung von Daten-
erfassungsklassen wie beispielsweise Mobile Ortung, Permanente Ortung, Gabelstap-
ler, Just-In-Sequence-Gates und RFID-Regale. Alle Elemente werden in einer IT-Archi-
tektur für den Datenaustausch, dem InfoBroker, vereint. Zur Ermittlung von Wirtschaft-
lichkeit und Ressourceneffizienz wird eine lieferkettenübergreifende Bewertungsme-
thodik vorgestellt. Die exemplarische Anwendung des Vorgehens erfolgt bei mehreren 
deutschen Automobilisten und deren Zulieferern. (Lepratti & Lamparter et al. 2014) 
Guo & Ngai et al. (2015) stellen ein auf RFID- und Cloud-Technologie basierendes 
Entscheidungsunterstützungssystem zur Überwachung und Planung der Produktions-
prozesse in Produktionsnetzwerken vor. Ein Datenverarbeitungsmodell verdichtet die 
Informationen und leitet Kennzahlen für die Überwachung und Steuerung der 
Produktion ab. Ergebnis ist die Echtzeitüberwachung der Produktion sowie die Neu- 
und Umplanung von Produktionsaufträgen auf der Unternehmens-, Standort- und 
Shopfloorebene. Anwendungspartner ist ein chinesisches Industrieunternehmen mit 
mehreren Standorten. Zu den erzielten Verbesserungen zählen  Steigerung der 
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Produktionseffizienz,  Reduktion der Verschwendung und  Reduktion der 
Lohn- und Betriebskosten. Die Produktionseffizienz wird als Auslastung gemessen. 
(Guo & Ngai et al. 2015) 
Qi & Zheng et al. (2016) stellen ein skalierbares Datenzugriffssystem zur Steigerung 
der Sichtbarkeit von Lieferketten mit RFID-Systemen vor. Sie argumentieren, dass der 
Einsatz von RFID zwar den Austausch von produkt- und produktionsbezogenen Infor-
mationen ermöglicht. RFID-Systeme sind jedoch bezüglich einer Datenmanipulation 
anfällig. Deswegen wird eine Zugriffsberechtigung benötigt. Die Autoren entwickeln ei-
nen Steuerungsmechanismus, welcher den Zugriff anhand von Rollenattributen der Lie-
ferkettenpartner und Produktattributen der RFID-Tags regelt. Der Mechanismus 
ermöglicht den Widerruf von Zugriffsberechtigungen, indem Partner Verschlüsselungen 
ohne Offenlegung der zugrunde liegenden Dateninhalte delegieren können. Die Ska-
lierbarkeit und Effizienz des Datenzugriffsystems wird anhand von Simulationen bestä-
tigt und mit handelsüblichen RFID-Systemen demonstriert. (Qi & Zheng et al. 2016) 
Yan & Xin et al. (2014) präsentieren einen Ansatz zur Integration von Lieferketten mit-
hilfe der Cloud of Things. Die Cloud of Things ist ein von den Autoren entworfenes 
Konzept zur Vernetzung der Service-Plattformen einzelner Lieferanten, Produzenten, 
Logistikzentren und Logistikspediteuren. Der Aufbau der Cloud of Things besteht aus 
drei Schichten. Jede Schicht macht von spezifischen Schlüsseltechnologien Gebrauch. 
Die unterste Schicht nutzt beispielsweise RFID, Global Positioning System (GPS) so-
wie General Packet Radio Service (GPRS) und nimmt Daten für die Prozessüberwa-
chung auf. Die mittlere Schicht verknüpft die heterogenen Netzwerke einzelner Partner 
anhand verschiedener Netzwerkspezifikationen wie beispielsweise Wireless Local Area 
Network (WLAN) oder ZigBee. Die oberste Schicht stellt unter Einsatz von Algorithmen 
zur Verarbeitung großer Datenmengen Services über die Lieferkette bereit. Die Cloud 
of Things wird in einem Testlabor umgesetzt. Wesentliche Verbesserungen sind die 
Reduktion der Zeit zur Datenaufnahme, die Möglichkeit zur Statusnachverfolgung in 
der Lieferkette und die flexible Bereitstellung von Services. (Yan & Xin et al. 2014) 
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3.5 Forschungsdefizit 
Die Ausführungen zeigen, dass eine Vielzahl relevanter Ansätze mit Bezug zur Trans-
parenzsteigerung in Produktionsnetzwerken existiert. Tabelle 3-1 fasst die Ansätze zu-
sammen und stellt die Erfüllung der in Abschnitt 3.1 formulierten Anforderungen dar. 
Ansätze über die Auswirkungen von Transparenz nutzen empirische Forschungs-
methoden, um allgemeingültige Aussagen über die Zusammenhänge von Leistung und 
Informationsaustausch in Lieferketten zu treffen (vgl. Kembro & Näslund (2014), Leeuw 
& Fransoo (2009), Wiengarten & Humphreys et al. (2010), Baihaqi & Sohal (2013), Pa-
nahifar & Byrne et al. (2018) und Koçoğlu & İmamoğlu et al. (2011)). Erhobene Daten 
werden mittels Hypothesen und Strukturgleichungsmodellen getestet (vgl. Baihaqi & 
Sohal (2013), Panahifar & Byrne et al. (2018) und Koçoğlu & İmamoğlu et al. (2011)) 
oder anhand von Regressionsanalysen (vgl. Wiengarten & Humphreys et al. (2010)) 
ausgewertet. Eine modellhafte Abbildung von Produktionsnetzwerken mit ihrem dyna-
mischen Verhalten findet nicht statt. Folglich ermöglichen diese Ansätze keine theorie-
basierte, systematische Bewertung der Wirkzusammenhänge zwischen Transparenz 
und Performance. Das Störungsmanagement wird nicht weiter detailliert. Die Leis-
tungsfähigkeit wird lediglich mit Einzelkennzahlen wie Umsatzwachstum (vgl. Panahifar 
& Byrne et al. (2018)), Service-Level und Durchlaufzeit (vgl. Wiengarten & Humphreys 
et al. (2010)) oder in Form von marktorientierten und finanziellen Kennzahlensystemen 
(vgl. Wiengarten & Humphreys et al. (2010)) gemessen. Multikriterielle, produktionslo-
gistische Kennzahlensysteme werden nicht zur Bewertung der Robustheit genutzt. 
Maßnahmen zur Einführung von Anwendungssystemen oder Infrastruktur für die Trans-
parenzsteigerung werden nicht empfohlen. Weitere Ansätze thematisieren die Zusam-
menhänge zwischen Kollaboration und Resilienz von Lieferketten (vgl. Scholten & 
Schilder (2015)) und vergleichen die Effekte von Design, Integration sowie Informati-
onsaustausch auf die Performance (vgl. Sezen (2008)). Für das Störungsmanagement 
sind sie von Interesse, da das Themengebiet der Veränderungsfähigkeit von Produkti-
onssystemen behandelt wird. Allerdings gelten die gleichen Defizite wie bei den vorhe-
rigen Ansätzen. 
Ansätze zur Messung von Transparenz bestimmen die Robustheit verketteter Produk-
tionssysteme (vgl. Stricker (2016)), die Sichtbarkeit von Zulieferketten (vgl. Caridi & 
Crippa et al. (2010)) und den Wert sichtbarer Lieferketten (vgl. Caridi & Moretto et al. 
(2014) und Lee & Rim (2016)). Stricker (2016) vernachlässigt die Netzwerkperspektive 
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und die Wirkzusammenhänge zwischen Robustheit und Informationsaustausch. Caridi 
& Crippa et al. (2010) stellen keinen Bezug zwischen Informationsaustausch und 
Performance her. Caridi & Moretto et al. (2014) ermitteln den Wert sichtbarer Zuliefer-
ketten anhand der Kausalzusammenhänge zwischen produktionslogistischen Kenn-
zahlen sowie einer Änderung des Informationsaustauschs. Lee & Rim (2016) 
verknüpfen ein Informations-Reifegradmodell mit einer Aggregation produktionslogisti-
scher Kennzahlen. Beide zuletzt genannten Ansätze geben keine Empfehlung zur 
Einführung von Anwendungssystemen oder Infrastruktur zur Transparenzsteigerung. 
Die Ansätze zum Auftragsmanagement betrachten die Zusammenhänge zwischen 
Informationsaustausch und Leistungsfähigkeit (vgl. Liu & Xiang et al. (2019)) und 
Störungen (vgl. Wadhwa & Mishra et al. (2010), Barlas & Gunduz (2011), Jonsson & 
Mattsson (2013), Cannella & Ciancimino (2010) und Shukla & Tiwari et al. (2010)). 
Lieferketten werden analytisch oder über Ablaufsimulation als dynamische Systeme 
nachgebildet und Experimente durchgeführt. Die Ansätze betrachten das Auftragsma-
nagement isoliert. Qualitätsproblembehebung und technisches Änderungsmanage-
ment werden vernachlässigt. Eine Ausnahme bildet Greinacher (2017). Er berücksich-
tigt Qualitätsprobleme wie beispielsweise schwankende Ausschussraten. Allerdings 
vernachlässigt er den Informationsaustausch und die Netzwerkperspektive. Die An-
sätze der Qualitätsproblembehebung betrachten die Qualitätsproblembehebung weit-
gehend isoliert (vgl. Erasmus (2008), Arndt (2018) und Kuei & Madu et al. (2008)). Arndt 
(2018) und Kuei & Madu et al. (2008) berücksichtigen nicht die Potentiale eines verbes-
serten Informationsaustauschs. Die Ansätze zum technischem Änderungsmanage-
ment weisen keinen Bezug zu globalen Produktionsnetzwerken auf (vgl. Madenas & 
Tiwari et al. (2015), Masmoudi & Leclaire et al. (2017), Cichos & Aurich (2015) und 
Cichos & Aurich (2016)). Reddi & Moon (2013) untersuchen die Auswirkung von Um-
fang, Geschwindigkeit und Priorisierung von Produktentwicklungen und technischen 
Änderungen auf die Zielgröße Umsetzungsdauer der Änderung in der Lieferkette. Wirk-
zusammenhänge mit dem Informationsaustausch werden vernachlässigt. Allen Ansät-
zen ist gemein, dass sie die Forderung nach einem Zielzustand für den Informations-
austausch nur eingeschränkt erfüllen. Außer Barlas & Gunduz (2011) wählt kein Ansatz 
Anwendungssysteme oder Infrastruktur zur Verstärkung des Informationsaustauschs 
aus. 
Ansätze zur Auswahl und Einführung transparenzsteigernder Maßnahmen schlagen 
den Einsatz verschiedener Basistechnologien für die Transparenzsteigerung vor (vgl. 
Stand der Forschung 53 
 
Prockl & Pflaum (2012) und Musa & Gunasekaran et al. (2014)). Insbesondere der 
Einsatz der beiden Technologien RFID (vgl. Lepratti & Lamparter et al. (2014), Guo & 
Ngai et al. (2015) und Qi & Zheng et al. (2016)) und Cloud (vgl. Guo & Ngai et al. (2015) 
und Yan & Xin et al. (2014)) zum Verfolgen und Rückverfolgen von Produkten ist gut 
erforscht. Auf Seite der Anwendungssysteme wird die grundlegende Rolle von IT-
Systemen als Wegbereiter der Kollaboration untersucht (vgl. Fawcett & Wallin et al. 
(2011)). Ein Vergleich von Systemen wie beispielsweise SAP APO® und SupplyOn® im 
Hinblick auf das Potential der Transparenzsteigerung findet statt (vgl. Goswami & Engel 
et al. (2013)). Alle Ansätze widmen sich der Transparenzsteigerung im Auftrags-
management. Anwendungssysteme oder Infrastruktur zur Transparenzsteigerung in 
der Qualitätsproblembehebung und im technischen Änderungsmanagement werden 
nicht betrachtet. Defizitär ist zudem, dass Anwendungssysteme und Infrastruktur nur 
hinsichtlich allgemeiner Vor- und Nachteile gegenübergestellt oder einzelne 
Implementierungen vorgestellt werden. Ein multikriterieller Vergleich, welcher auf einer 
vorgelagerten Analyse ihres Potentials im Anwendungsfall basiert, findet nicht statt. 
Keiner der vorgestellten Beiträge erfüllt alle Anforderungen an einen Lösungsansatz 
zur Transparenzsteigerung in Produktionsnetzwerken (vgl. Tabelle 3-1). Es mangelt an 
einem Vorgehen, welches die Kernprozesse des Störungsmanagements integriert 
betrachtet, Wirkzusammenhänge zwischen Störungen und Informationsaustausch 
identifiziert und robustheitssteigernde Maßnahmen zur Transparenzsteigerung 
auswählt. 
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Tabelle 3-1: Bewertung und Vergleich von Ansätzen mit Bezug zur Transparenz-






































Leeuw & Fransoo (2009)
Scholten & Schilder (2015)
Wiengarten & Humphreys et al. (2010)
Baihaqi & Sohal (2013)
Panahifar & Byrne et al. (2018) 
Koçoğlu & Imamoğlu et al. (2011)
Caridi & Crippa et al. (2010) 
Stricker (2016)
Caridi & Moretto et al. (2014) 
Lee & Rim (2016) 
Erasmus (2008)
Arndt (2018)
Kuei & Madu et al. (2008)
Ansätze zur Verbesserung des Störungsmanagements durch Transparenz
Wadhwa & Mishra et al. (2010)
Barlas & Gunduz (2011)
Shukla & Tiwari et al. (2010)
Jonsson & Mattsson (2013)
Liu & Xiang et al. (2019)
Cannella & Ciancimino (2010)
Greinacher (2017)
Kembro & Näslund (2014)












































































































































































































Qi & Zheng et al. (2016)
Yan & Xin et al. (2014)
Ansätze zu Maßnahmen für die Transparenzsteigerung
Fawcett & Wallin et al. (2011) 
Prockl & Pflaum (2012) 
Musa & Gunasekaran et al. (2014)
Lepratti & Lamparter et al. (2014) 
Goswami & Engel et al. (2013)
Madenas & Tiwari et al. (2015)
Masmoudi & Leclarie et al. (2017) 
Reddi & Moon (2013)
Cichos & Aurich (2015, 2016)




Die Forschungsfragen (vgl. Abschnitt 1.2) bilden in Verbindung mit dem Forschungs-
defizit (vgl. Abschnitt 3.5) den Bezugsrahmen für den Lösungsansatz. Der Ansatz greift 
die Erkenntnis auf, dass die Kernprozesse des Störungsmanagements bei der 
Transparenzsteigerung in Produktionsnetzwerken integriert betrachtet werden müssen. 
Das Vorgehen ermittelt ein Zielbild für den Informationsaustausch, welches sowohl das 
Auftragsmanagement, die Qualitätsproblembehebung als auch das technische Ände-
rungsmanagement umfasst. Der Lösungsansatz wendet Ablaufsimulation, statistische 
Versuchsplanung, Metamodellierung und robuste Optimierung an, um Wirkzusammen-
hänge zwischen Störungsmanagement und Informationsaustausch systematisch aus-
zuwerten. Der Forderung nach Bestimmung eines robusten Zielbilds für den Informati-
onsaustausch wird entsprochen, indem geeignete Anwendungssysteme zur Transpa-
renzsteigerung multikriteriell bewertet und ausgewählt werden.  
Teile des Lösungsansatzes zur Transparenzsteigerung wurden vom Autor dieser Arbeit 
in den Veröffentlichungen Treber & Lanza (2018), Treber & Bubeck et al. (2018), Treber 
& Breig et al. (2019) und Lanza & Treber (2019) publiziert. Der Ansatz nutzt drei 
Kategorien von Modellen sowie ein übergeordnetes Vorgehen, welche im weiteren 
Verlauf der Arbeit hergeleitet werden (vgl. Abbildung 4-1): 
1. Beschreibungsmodelle – zur Abbildung von Produktionssystemen, Ziel-
systemen, Störungen, Störungsmanagement und Informationsaustausch in 
globalen Produktionsnetzwerken 
2. Analysemodelle – zur gezielten Untersuchung der Leistung globaler Produk-
tionsnetzwerke beim Auftreten von Störungen und steuerbarem Informations-
fluss sowie zur Bestimmung eines Zielzustands des Informationsaustauschs 
3. Umsetzungsmodelle – zur Ermittlung, zum Vergleich und zur Auswahl 
alternativer Maßnahmen zur Transparenzsteigerung 
4. Vorgehen – zur durchgängigen Anwendung der Modelle und zur Befähigung 
der Transparenzsteigerung in der Praxis 
Die Beschreibungsmodelle (vgl. Abschnitt 5.1) bilden relevante Aspekte des Informati-
onsaustauschs in Produktionsnetzwerken deskriptiv ab. Auf Produktionssystemebene 
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(vgl. Abschnitt 5.1.1) stellt eine idealtypische Charakterisierung unterschiedliche 
Erscheinungsformen von Produktionssystemen im Auftragsmanagement, in der Quali-
tätsproblembehebung und im technischen Änderungsmanagement dar. Zur Messung 
der operativen Leistung der drei Bereiche wird ein Kennzahlensystem aufgestellt. Ein 
Rezeptormodell beschreibt die Wirkung auftretender Störungen in Form von Parame-
tervariationen der Objekte von Produktionsnetzwerken. Auf Informationsebene (vgl. 
Abschnitt 5.1.2) gibt ein Geschäftsprozessmodell die betriebliche Reaktion auf Auf-
tragsänderungen, Qualitätsprobleme und technische Änderungen wieder. Es werden 
verschiedene horizontale Informationsflüsse im Netzwerk definiert. Reifegradmodelle 
strukturieren die Reife der Geschäftsprozesse und des Informationsaustauschs. 
Die Analysemodelle (vgl. Abschnitt 5.2) bestehen aus einem Simulations- und einem 
Versuchs-Framework. Das Simulations-Framework (vgl. Abschnitt 5.2.1) gibt das 
dynamische Systemverhalten zwischen Störungen, Informationsaustausch und Leis-
tung in Produktionsnetzwerken in einer Ablaufsimulation wieder. Das Framework im-
plementiert die Beschreibungsmodelle (vgl. Abschnitt 5.1) und ist in seinem Aufbau in 
drei Arten von Modulen unterteilt: Die Produktionssystemmodule simulieren die 
Produktions- und Logistikprozesse zwischen Lieferanten, Produktionsstandorten und 
Kunden sowie das Auftreten von Störungen. Die Geschäftsprozessmodule simulieren 
die betriebliche Reaktion der Partner auf Störungen. Das Kennzahlenmodul berechnet 
und visualisiert Kennzahlenwerte auf verschiedenen Produktionssystemebenen. Alle 
Module des Simulations-Frameworks sind generisch gestaltet. Auf diese Weise können 
Netzwerke unterschiedlicher Gestalt und Ausprägung nachgebildet werden.  
Das Simulations-Framework wird mit dem Versuchs-Framework gekoppelt. Das 
Versuchs-Framework (vgl. Abschnitt 5.2.2) ist wiederum in drei Module untergliedert: 
Ein Modul zur Ermittlung signifikanter Wirkzusammenhänge führt Screening-Versuche 
durch. Es bestimmt aus der Vielzahl variierbarer Faktoren auf Seite des Informations-
austauschs diejenigen Faktoren, die die Leistungsfähigkeit des Störungsmanagements 
signifikant beeinflussen. Ein weiteres Modul zur Analyse der Wirkzusammenhänge 
nutzt Metamodelle, um in kurzer Zeit für beliebige Kombinationen aus Störungen und 
Informationsaustausch zugehörige Kennzahlenwerte im Produktionsnetzwerk voraus-
zusagen und graphisch darzustellen. Mit einem dritten Modul wird das Zielbild des 
Informationsaustauschs bestimmt. Das Modul nutzt Metamodelle als Schätzer für 
Erwartungswerte sowie Variationskoeffizienten von Kennzahlen und führt eine robuste 
Optimierung des Informationsaustauschs durch.  
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Die Umsetzungsmodelle (vgl. Abschnitt 5.3) bestehen aus einem Katalog von 
Maßnahmen zur Steigerung des Informationsaustauschs (vgl. Abschnitt 5.3.1). Zudem 
wird ein Entscheidungsmodell entwickelt, welches Auftragsmanagement, Qualitäts-
problembehebung und technisches Änderungsmanagement in Abhängigkeit ihres 
Wertbeitrags zur Umsetzung der Produktionsstrategie des fokalen Unternehmens im 
Netzwerk priorisiert (vgl. Abschnitt 5.3.2). Das Entscheidungsmodell identifiziert den 
Handlungsbedarf zur Transparenzsteigerung und wählt anhand des Maßnahmenkata-
logs Anwendungssysteme zur Verbesserung des Störungsmanagements aus.  
Das Vorgehen (vgl. Abschnitt 5.4) dient als Leitfaden und wendet die Modelle an, um 
die Transparenz in Produktionsnetzwerken für industrielle Anwendungsfälle zu 
steigern. Auf Basis der Beschreibungsmodelle wird zuerst das Störungsmanagement 
für den Anwendungsfall aufgenommen (vgl. Abschnitt 5.4.1). Anschließend folgt die 
Ermittlung der Wirkzusammenhänge und des Zielbilds für den Informationsaustausch 
unter Einsatz der Analysemodelle (vgl. Abschnitt 5.4.2). Zuletzt werden anhand der 
Umsetzungsmodelle Maßnahmen ermittelt, die den Informationsaustausch steigern 
und das Störungsmanagement im Anwendungsfall verbessern (vgl. Abschnitt 5.4.3). 
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5 Transparenzsteigerung in Produktionsnetzwerken 
Dieses Kapitel leitet die Beschreibungsmodelle (vgl. Abschnitt 5.1), die Analysemodelle 
(vgl. Abschnitt 5.2), die Umsetzungsmodelle (vgl. Abschnitt 5.3) und das Vorgehen (vgl. 
Abschnitt 5.4) zur Transparenzsteigerung in globalen Produktionsnetzwerken her. 
5.1 Beschreibungsmodelle 
Die Beschreibungsmodelle sollen die relevanten Aspekte der Transparenzsteigerung 
in Produktionsnetzwerken deskriptiv abbilden. Die Beschreibungsmodelle sind die 
Basis für das Simulations- und das Versuchs-Framework. Es wird zwischen Beschrei-
bungsmodellen auf der Produktions- (vgl. Abschnitt 5.1.1) und auf der Informations-
ebene (vgl. Abschnitt 5.1.2) unterschieden.  
5.1.1 Produktionsebene 
Die vorgelegte Arbeit soll das Störungsmanagement in Produktionsnetzwerken der 
Automobilzulieferindustrie verbessern (vgl. Abschnitt 1.3). Von dieser Zielsetzung aus-
gehend wird auf Produktionsebene der physische Prozess zur Herstellung einer 
variablen Anzahl von Produkten in einem Produktionsnetzwerk betrachtet. Bei den 
betrachteten Produkten handelt es sich um gering- oder mehrteilige Produkte mit oder 
ohne kundenspezifische Varianten (Schuh & Stich 2012, S. 154 f.). Die Produktions-
netzwerke bestehen in ihrer Struktur aus einer beliebigen Anzahl von Lieferanten, 
Produktionsstandorten und Kunden. Sie werden nachfolgend zusammenfassend als 
Partner des Produktionsnetzwerks bezeichnet. Es wird angenommen, dass der Wert-
strom im Netzwerk zyklenfrei und konvergierend ist. Der Wertstrom durchläuft einzelne 
Partner des Netzwerks nicht mehrfach. Zudem existiert von einem Produktionsstandort 
ausgehend nur ein Weg im Wertstrom zum Kunden. Nachfolgend werden die Struk-
turen und Prozesse der Produktionsstandorte systematisiert. Strukturen und Prozesse 
der Lieferanten und Kunden stehen nicht im Fokus. Für die Produktionsstandorte 
werden Merkmale und Ausprägungen des Auftragsmanagements, der 
Qualitätsproblembehebung und des technischen Änderungsmanagements definiert 
(vgl. Abschnitt 5.1.1.1). Zudem wird ein Kennzahlensystem zur Bewertung der Leis-
tungsfähigkeit aufgestellt (vgl. Abschnitt 5.1.1.2) sowie ein Rezeptormodell zur 
Beschreibung des Auftretens von Störungen definiert (vgl. Abschnitt 5.1.1.3). 
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5.1.1.1 Idealtypische Merkmale und Ausprägungen von Produktionssystemen 
Im ersten Schritt werden Unterscheidungsmerkmale von Produktionssystemen der Pro-
duktionsstandorte in den Bereichen Auftragsmanagement, Qualitätsproblembehebung 
und technisches Änderungsmanagement definiert. Jedem Merkmal werden relevante 
und logisch unabhängige Ausprägungen zugeordnet. Die spätere Formalisierung der 
Produktionssystemmodule des Simulations-Frameworks greift die Merkmale sowie 
Ausprägungen auf (vgl. Abschnitt 5.2.1.1). 
5.1.1.1.1 Merkmale und Ausprägungen des Auftragsmanagements 
Im Auftragsmanagement orientieren sich die Merkmale und deren Ausprägungen an 
der Morphologie unternehmensinterner Auftragsabwicklungsprozesse nach Schuh & 
Stich (2012). Aus der Morphologie werden das Produktspektrum, die Produktstruktur, 
die Auftragsauslösung sowie die Ablaufart der Fertigung als relevante Merkmale 
herausgegriffen (vgl. Abbildung 5-1). Produktionssysteme der Automobilzuliefer-
industrie lassen sich in die Auftragsabwicklungstypen Lagerfertiger oder Rahmenauf-
tragsfertiger charakterisieren (Schuh & Stich 2012, S. 121 f.). Das Produktspektrum von 
Lagerfertigern umfasst Standardprodukte mit einfacher Struktur (Schuh & Stich 2012, 
S. 182). Die Produktion erfolgt in Fließfertigung auf Lager (Schuh & Stich 2012, S. 182). 
Rahmenauftragsfertiger schließen mit ihren Kunden Rahmenverträge ab und fertigen 
mehrteilige Produkte mit kundenspezifischen Varianten auf Abruf (Schuh & Stich 2012, 
S. 156). Die Ablaufart der Fertigung entspricht der Insel- oder der Fließfertigung (Schuh 




Abbildung 5-1: Unterscheidungsmerkmale des Auftragsmanagements in Anlehnung 












Geringteiliges Produkt Mehrteiliges Produkt
Standardprodukt 
mit Varianten
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5.1.1.1.2 Merkmale und Ausprägungen der Qualitätsproblembehebung 
Die relevanten Merkmale und Ausprägungen der Qualitätsproblembehebung (vgl. Ab-
bildung 5-2) basieren auf den Arbeiten zum Qualitätsmanagement von Pfeifer & Schmitt 
(2014) sowie zur Steigerung der Prozessqualität globaler Produktionsnetzwerke von 
Arndt (2018). Das Merkmal Reichweite der Prüfung beschreibt die Tatsache, dass im 
Rahmen des Störungsmanagements neben eigengefertigten Produkten auch fremdbe-
zogene Zulieferteile auf Qualitätsmerkmale geprüft werden können. Die Prüfpunkte 
machen Angaben zu möglichen Prüforten, beispielsweise am Wareneingang, innerhalb 
der Produktion und am Warenausgang. Der Umfang spezifiziert den Anteil der 
geprüften Menge an der Grundgesamtheit gefertigter Produkte. Die Genauigkeit 
adressiert die Häufigkeit von Fehlentscheidungen bei Prüfungen. Der Umgang mit 
Fehlern kann in Form von Nacharbeit oder Ausschuss erfolgen. Bei Nacharbeit wird 
das fehlerhafte Produkt in einen Zustand überführt, der die Qualitätsanforderungen 
erfüllt. Bei Ausschuss erfolgt eine Entnahme aus dem Produktionsprozess. 
5.1.1.1.3 Technisches Änderungsmanagement 
Die Merkmale und Ausprägungen des technischen Änderungsmanagements (vgl. Ab-
bildung 5-3) basieren auf den Empfehlungen zum Management von Änderungen von 
Gille (2013) und Wickel (2017). Das Merkmal Adressat legt fest, welche Partner des 
Produktionsnetzwerks von der Änderung betroffen sind. Das Merkmal Volumen 
beschreibt, ob eine initiale technische Änderung lediglich Komponenten einer Produkt-
variante, mehrere Varianten oder das gesamte Produktspektrum betrifft. Das Merkmal 
Häufigkeit gibt an, wie häufig technische Änderungen die Produktion stören. Mit dem 
 
Abbildung 5-2: Unterscheidungsmerkmale der Qualitätsproblembehebung in Anleh-
nung an Pfeifer & Schmitt (2014, S. 525 f.) und Arndt (2018, S. 100 f.) 
Merkmal Ausprägungen
Prüfpunkte Prozessschritte Warenein / -ausgang Warenein / -ausgang und Prozessschritte
Umfang der Prüfung 100%-Prüfung Stichprobe Prüfverzicht
Umgang mit Fehler Nacharbeit Ausschuss
Genauigkeit der Prüfung Niedrig Mittel Hoch
Reichweite der Prüfung Eigengefertigte Produkte Zulieferteile Eigengefertigte Produkte und Zulieferteile
Transparenzsteigerung in Produktionsnetzwerken 61 
 
Merkmal Häufigkeit ist eng das Merkmal Ausbreitung verknüpft. Es beschreibt, ob die 
initiale Änderung einer Produktkomponente weitere Änderungen anderer Komponenten 
nach sich zieht. Eine Folge kann die unerwünschte Fortpflanzung technischer 
Änderungen im Produktionsnetzwerk sein (vgl. Abschnitt 2.1.2.3.3). Das Merkmal 
Gültigkeit beschreibt den Zeitpunkt der Umsetzung der technischen Änderung. 
5.1.1.2 Kennzahlensystem zur Bewertung des Störungsmanagements 
Als nächster Schritt wird ein Kennzahlensystem zur Bewertung der operativen Leistung 
des Störungsmanagements definiert. Das Kennzahlensystem ist das Ergebnis der vom 
Verfasser der Arbeit betreuten Abschlussarbeit A_Mathieu (2018). 
Das Störungsmanagement wird durch die Leistung des Auftragsmanagements, der 
Qualitätsproblembehebung und des technischen Änderungsmanagements bestimmt. 
Die Leistung des Störungsmanagements orientiert sich für jeden der Geschäftspro-
zesse an den drei klassischen Zielen der Produktion: Zeit, Qualität und Kosten. Zwi-
schen den Zielen existiert ein Zielkonflikt. Im Auftragsmanagement ist beispielsweise in 
der Kategorie Qualität eine hohe Liefertreue gegenüber dem Kunden entscheidend. 
Eine hohe Liefertreue kann über Lagerhaltung erreicht werden. Lagerhaltung bindet 
jedoch Kapital. Dies mindert die Leistung in der Kategorie Kosten. Zielkonflikte werden 
in Abhängigkeit der Strategie des Produktionsnetzwerks durch individuelle Priorisierung 
der Ziele gelöst. Zur Unterstützung der Priorisierung stellt Anhang A1 eine Übersicht 
typischer Ziele des Auftragsmanagements, der Qualitätsproblembehebung und des 
technischen Änderungsmanagements in den Kategorien Zeit, Qualität und Kosten dar. 
 
Abbildung 5-3: Unterscheidungsmerkmale des technischen Änderungsmanagements 
in Anlehnung an Gille (2013, S. 61 f.) und Wickel (2017, S. 9 f.) 
Merkmal Ausprägungen
Häufigkeit
Gültigkeit Ab Verbrauch Restbestand Ab definiertem Zeitpunkt
Ausbreitung Ohne Mittelmäßig Stark
Volumen Einzelteil Produkt Produktspektrum
Nie Gelegentlich Häufig
Adressat Direkter Lieferant Sublieferant Gesamtes Netzwerk
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Von den Zielen ausgehend werden diejenigen in VDMA 66412-1 und ISO 22400-1 ge-
nannten produktionslogistischen Kennzahlen gesichtet, welche eine Bewertung der 
zeit-, qualitäts- und kostenbezogenen Ziele des Auftragsmanagements, der Qualitäts-
problembehebung und des technischen Änderungsmanagements ermöglichen. Es folgt 
ein Vergleich der Kennzahlen anhand von Anforderungen wie beispielsweise Aussage-
kraft, Relevanz, einfache Messbarkeit und Vergleichbarkeit (Stricker 2016, S. 13). 
Ergebnis ist eine Auswahl von acht priorisierten Kennzahlen. Diese priorisierten Kenn-
zahlen sind in Abbildung 5-4 dargestellt und über Steckbriefe beschrieben (vgl. Anhang 
A2). Sie ermöglichen die Bewertung der Leistung des Störungsmanagements für Auf-
tragsmanagement, Qualitätsproblembehebung sowie technisches Änderungsmanage-
ment und werden im Bewertungsmodul des Simulations-Frameworks formalisiert (vgl. 
Abschnitt 5.2.1.3).  
Leistungsfähigkeit wurde zu Beginn der Arbeit im Sinne der Robustheit und als Kom-
promiss einer hohen und stabilen Leistung definiert (vgl. Abschnitt 2.1.3.1 und Stricker 
(2016, S. 19)). Die bisher ausgewählten Kennzahlen berücksichtigen den geforderten 
Kompromiss zwischen Höhe und Stabilität der Leistung nicht. Die Forderung nach dem 
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Kompromiss wird im weiteren Verlauf der Arbeit bei der Formulierung des robusten 
Optimierungsproblems zur Bestimmung des Zielzustands des Informationsaustauschs 
adressiert (vgl. Abschnitt 5.2.2.4). 
5.1.1.3 Rezeptormodell für Störungen 
Die Leistung von Produktionsnetzwerken soll bezüglich des Auftretens von Störungen 
bewertet werden. In dem zu modellierenden Simulations- und Versuchs-Framework 
wird die Leistung als Ergebnisgröße eines Simulationslaufs gemessen. Die Störungen 
sind hingegen Eingangsgrößen des Simulations- und des Versuchs-Frameworks in 
Form von Rauschgrößen und Änderungen derer Werteausprägungen. Die Übersetzung 
von Störungen in Rauschgrößen erfolgt mit einem Rezeptormodell. Rezeptormodelle 
sind geeignet, da diese Arbeit nicht auf eine proaktive Verringerung der Häufigkeit des 
Auftretens von Störungen abzielt. Vielmehr soll besser auf auftretende Störungen 
reagiert und deren negative Wirkung reduziert werden. Die Störungswirkung rückt aus 
diesem Grund in den Betrachtungsfokus.  
Das Rezeptormodell (vgl. Abbildung 5-5 und Anhang A3) reduziert eine Vielzahl unter-
schiedlicher Störungen auf den drei Ebenen Globales Umfeld (bspw. Technologie, 
Produkte, Markt), Produktionsnetzwerk (bspw. Lieferanten, Kunden, Logistik) sowie 
Produktionsstandort (bspw. Maschinen und Steuerungssysteme) auf eine geringe 
Anzahl von Rezeptoren. Die Störungen werden über eine Literaturrecherche ermittelt 
(vgl. Anhang A3). Auch unterschiedliche Rezeptoren sind aus der Literatur bekannt (vgl. 
Möller (2008, S. 21 f.) und Pohl (2013, S. 11)). Für das Störungsmanagement werden 
die Rezeptoren Produkt, Stückzahl, Zeit, Qualität und Technologie herausgegriffen. Für 
jeden Rezeptor werden Rauschgrößen definiert, anhand derer die Störungen ihre 
Wirkung im Netzwerk entfalten. Störungen im Auftragsmanagement sind beispiels-
weise schwankende Kundennachfragen nach Produkten. Der entsprechende Rezeptor 
Stückzahl wird über eine Variation der Ausprägungen der Rauschgrößen Bestellmenge 
 und Bestellhäufigkeit  des Kunden  bei Standort  für das Produkt 
der Variante  beschrieben. Weitere Störungen des Auftragsmanagements sind 
Ausfälle von Produktionsressourcen. Sie wirken auf die Rezeptoren Technologie sowie 
Zeit und werden über Änderungen der Ausprägungen der Rauschgröße Mittlere 
Betriebszeit zwischen Ausfällen  der Ressource  am Standort  charakterisiert. 
In Anhang A3 ist eine Übersicht der recherchierten Störungen, Rezeptoren und 
Rauschgrößen gegeben. Die Übersicht erhebt keinen Anspruch auf Vollständigkeit. Die 
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in der Übersicht genannten Rauschgrößen werden in den Produktionssystemmodulen 
des Simulations-Frameworks formalisiert und implementiert (vgl. Abschnitt 5.2.1.1). 
5.1.2 Informationsebene 
Im Folgenden liegt der Fokus auf der Informationsebene. Dieser Abschnitt modelliert 
die Geschäftsprozesse des Auftragsmanagements, der Qualitätsproblembehebung 
und des technischen Änderungsmanagements (vgl. Abschnitt 5.1.2.1). Zudem wird 
spezifiziert, in welchen horizontalen Informationsflüssen die Partner Informationen im 
Produktionsnetzwerk austauschen (vgl. Abschnitt 5.1.2.2). Auch eine Definition von 
digitalen Reifegraden der Geschäftsprozesse sowie von Reifegraden der unterstützen-
den Anwendungssysteme und Infrastruktur findet statt (vgl. Abschnitt 5.1.2.3). 
5.1.2.1 Modellierung der Geschäftsprozesse des Störungsmanagements 
Die Modellierung der Geschäftsprozesse des Störungsmanagements bildet die 
betriebliche Reaktion der Produktionsstandorte auf Störungen ab. Sie ist das Ergebnis 
der vom Verfasser der Arbeit betreuten Abschlussarbeit A_Hauger (2018). Für das Auf-
tragsmanagement, die Qualitätsproblembehebung und das technische Änderungs-
management wird jeweils ein separater Prozess modelliert. Der Prozess der Qualitäts-
problembehebung ist in Abbildung 5-6 dargestellt. Er orientiert sich an der Literatur von 
Pfeifer & Schmitt (2014, S. 525 f.) und Brüggemann & Bremer (2015, S. 218 f.). Der 
 
Abbildung 5-5: Ausschnitt des Rezeptormodells (vgl. Gesamtdarstellung Anhang A3) 
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Geschäftsprozess des Auftragsmanagements ist von Schuh & Stich (2012, S. 121 f.) 
und der Prozess des technischen Änderungsmanagements von Wickel (2017, S. 22 f.) 
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hergeleitet. Beide Prozesse sind in Anhang A4 aufgeführt. Als Modellierungssprache 
wird Business Process Model and Notation (BPMN) verwendet (vgl. Anhang A4). Die 
Prozesse bestehen aus Flussobjekten (bspw. Aktivitäten, Ereignisse und Gateways), 
welche über Verbindungsobjekte (bspw. Sequenz- und Nachrichtenflüsse) verknüpft 
sind. Informationsobjekte und Datenspeicher begleiten die Objekte. 
Um praxisrelevante Unterschiede der Produktionsstandorte abzubilden, werden 
verschiedene Prozessvarianten abhängig von den in Abschnitt 5.1.1.1 definierten 
Merkmalen und Ausprägungen unterschieden. Im Auftragsmanagement wird 
beispielsweise modelliert, dass bei Rahmenauftragsfertigung ein eingehender Liefer-
auftrag einen Produktionsauftrag auslöst. Bei Lagerfertigung werden Lieferaufträge in 
der Regel direkt mit dem im Lager vorhandenem Bestand bedient. Auch in der Quali-
tätsproblembehebung existieren verschiedene Prozessvarianten. Eine Prüfung wird 
angestoßen, wenn eine Lieferung in den Wareneingang gelangt oder ein Produktions-
auftrag einzelne Prüfpunkte der Produktion passiert. Diese Modellierung setzt unter-
schiedliche Ausprägungen in den Merkmalen Reichweite und Prüfpunkte um. Das 
technische Änderungsmanagement sieht vor, dass vor der Implementierung der 
Änderung ein weiterer Änderungsauftrag an Lieferanten im Produktionsnetzwerk 
übermittelt werden kann. Diese Funktion modelliert eine mögliche 
Änderungsausbreitung im Netzwerk. Die Geschäftsprozesse werden in den Geschäfts-
prozessmodulen des Simulations-Frameworks formalisiert (vgl. Abschnitt 5.2.1.2). 
5.1.2.2 Reichweite der horizontalen Informationsflüsse im Produktionsnetzwerk 
Während des Störungsmanagements tauschen die Partner im Produktionsnetzwerk 
Informationen aus. Der Empfang einer Information löst den Start oder die Fortführung 
eines Geschäftsprozesses aus. Da verschiedene Partner in den Informationsaustausch 
involviert sein können, werden unterschiedliche Informationsflüsse im Produktionsnetz-
werk definiert und über Parameter kodiert. Die Definition der Informationsflüsse ist für 
beliebig stufige Produktionsnetzwerke gültig und das Ergebnis der vom Verfasser der 
Arbeit betreuten Abschlussarbeit A_Hauger (2018). Abbildung 5-7 stellt die einzelnen 
Flüsse beispielhaft für ein vierstufiges Netzwerk dar. Im Auftragsmanagement werden 
Informationen, deren Austausch entgegen den Wertstrom erfolgt (bspw. Bestellung, 
Lieferauftrag, Lieferfrist), über den Parameter  kodiert. Diese Informationen kön-
nen an direkt zuliefernde Produktionsstandorte ), direkt zuliefernde Stand-
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orte und deren Substandorte ) oder alle Standorte des Produktionsnetz-
werks ) übermittelt werden. Informationen, die im Auftragsmanagement in 
Richtung des Wertstroms ausgetauscht werden (bspw. Auftragsbestätigung, Ortungs-
daten, Maschinenstatus), werden über den Parameter  kodiert. Sie werden 
entweder gar nicht ( ), mit direkt nachgelagerten Standorten ( ) 
oder mit allen nachgelagerten Standorten im Produktionsnetzwerk ( ) ausge-
tauscht. Nach dem gleichen Schema findet in der Qualitätsproblembehebung die Sys-
tematisierung der Informationsflüsse entgegen dem Wertstrom (bspw. Qualitätsbericht, 
Reklamation) statt. Informationen werden entweder keinem ( ), direkt zulie-
fernden Standorten ( ) oder dem tatsächlichen Verursacher des Qualitäts-
problems ( ) mitgeteilt. Mit dem Wertstrom werden Informationen (bspw. Qua-
litätswarnung, Report) entweder gar nicht ( ), mit nachgelagerten 
Produktionsstandorten ( ) oder mit allen nachgelagerten Standorten im Pro-
duktionsnetzwerk ( ) ausgetauscht. Initiator technischer Änderungen ist im-
mer der Kunde. Deswegen wird im technischen Änderungsmanagement nur der Aus-
tausch von Informationen gegen den Wertstrom betrachtet (bspw. Änderungsauftrag, 
Produktdaten, technische Zeichnung). Wenn die Information zur Änderung nicht vorab 
zur Verfügung gestellt wird, beginnt die Umsetzung der Änderung mit der Verschrottung 
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des ersten Teils der abgelaufenen Generation ( ). Alternativ werden Informa-
tionen dem direkt betroffenen Standort ( ) oder allen Standorten im Netzwerk 
( ) zugänglich gemacht. Die horizontalen Informationsflüsse werden in den 
Geschäftsprozessmodulen des Simulations-Frameworks formalisiert (vgl. Abschnitt 
5.2.1.2). Im Versuchs-Framework dient die Wahl des Informationsflusses als Steuer-
größe bei der Wiedergabe von Wirkzusammenhängen (vgl. Abschnitt 5.2.2.3) und bei 
der Ermittlung des Zielbilds des Informationsaustauschs (vgl. Abschnitt 5.2.2.4). 
5.1.2.3 Reifegrade für Geschäftsprozesse und Informationsaustausch 
Neben ihrer Reichweite weisen die horizontal ausgetauschten Informationen unter-
schiedliche Merkmale hinsichtlich Quantität, Aktualität und Qualität auf. Die Merkmale 
beeinflussen die operative Leistungsfähigkeit des Störungsmanagements. Mit dem Ziel 
einer Systematisierung werden ein Reifegradmodell digitaler Geschäftsprozesse sowie 
ein Reifegradmodell des Informationsaustauschs im Störungsmanagement aufgestellt. 
Die Reifegradmodelle werden bei der Definition des Zielzustands des Informationsaus-
tauschs aufgegriffen. Sie dienen dazu, konkrete Maßnahmen zur Verbesserung wie die 
Einführung neuer Anwendungssysteme und Infrastruktur zu definieren (vgl. Abschnitt 
5.3). Die Reifegradmodelle sind das Ergebnis der vom Verfasser der Arbeit betreuten 
Abschlussarbeiten A_Beller (2019) und A_Ertas (2020). 
Das Reifegradmodell digitaler Geschäftsprozesse (vgl. Abbildung 5-8) greift die Arbeit 
von Appelfeller & Feldmann (2018, S. 21 f.) auf. Es definiert vier Reifegradstufen. Sie 
sind jeweils für Auftragsmanagement, Qualitätsproblembehebung und technisches 
Änderungsmanagement identisch. Die geringste digitale Reife haben Prozesse des 
Reifegrads „Analog“. Analoge Prozesse werden weitgehend manuell durchgeführt. In 
dieser Stufe sind Transaktionsinformationen mit eingeschränktem Zugang, mangeln-
dem Zeitbezug sowie unbefriedigender Qualität im Produktionsnetzwerk verfügbar. Die 
nächst höhere Stufe heißt „Digitalisiert“. Prozesse dieser Stufe werden durch betriebli-
che Anwendungssysteme unterstützt. Die verarbeiteten Transaktions- und Stamminfor-
mationen haben eine höhere Qualität. Bei den eingesetzten Anwendungssystemen 
handelt es sich um Basissysteme mit Standardfunktionalität. Sie sind weder 
standardisiert noch zwischen den Partnern im Produktionsnetzwerk vernetzt. Die dritte 
Reifegradstufe hat den Namen „Digital Integriert“. Sie nutzt standardisierte Transakti-
ons-, Stamm- und Zustandsinformationen, welche in zufriedenstellender Quantität, Ak-
tualität und Qualität vorliegen. Die Geschäftsprozesse laufen weitgehend automatisiert 
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ab. Die Anwendungssysteme der Partner verfügen über Schnittstellen für den überbe-
trieblichen Datenaustausch und es werden Auto-ID-Systeme genutzt. Die höchste 
Stufe für Prozesse ist der Reifegrad „Digital Selbststeuernd“. Informationen liegen mit 
vollem Zugang, in Echtzeit und hoher Qualität vor. In diesem Reifegrad werden die 
Geschäftsprozesse von Anwendungssystemen und Auto-ID-Systemen nicht nur unter-
stützt. Vielmehr sind sie integraler Prozessbestandteil und führen die Prozesse auto-
matisiert aus.  
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Die Reifegradmodelle des Informationsaustauschs (vgl. Anhang A5) detaillieren das 
Reifegradmodell digitaler Geschäftsprozesse jeweils für Auftragsmanagement, Quali-
tätsproblembehebung und technisches Änderungsmanagement. Sie weisen der Reich-
weite und den Merkmalen der ausgetauschten Information konkrete Werte zu und be-
nennen die Art der ausgetauschten Information. Zudem werden die auf den 
Reifegradstufen zum Einsatz kommenden Anwendungssysteme spezifiziert. Im 
Auftragsmanagement zeichnet sich der Prozessreifegrad Analog durch den Einsatz von 
ERP-Systemen aus. Der Informationsaustausch erfolgt beispielsweise per Post, 
Telefon oder Fax. Im Prozessreifegrad Digitalisiert findet die Übermittlung per E-Mail 
statt. Der Reifegrad Digital Integriert nutzt vernetzte MES, WMS, TMS und ERP-
Systeme. Kennzeichnend für den Reifegrad Digital Selbststeuernd ist ein voll automa-
tisiertes Auftragsmanagement. Alle im Störungsmanagement ausgetauschten Informa-
tionen sowie die unterstützenden Anwendungssysteme, Infrastruktur und Standards 
sind auf diese Weise systematisiert. Die durch den höheren Reifegrad erzielte 
Beschleunigung und Verbesserung des Störungsmanagements ist unternehmens-
spezifisch zu bewerten. Sie kann im Simulations-Framework über Parameter einzelner 
Fluss- und Verbindungsobjekte der Geschäftsprozesse hinterlegt werden. Diese 
Parameter dienen als Steuergröße bei der Untersuchung der Wirkzusammenhänge 
(vgl. Abschnitt 5.2.2.3) und bei der Ermittlung des störungsrobusten Zielbilds des 
Informationsaustauschs (vgl. Abschnitt 5.2.2.4) mit dem Versuchs-Framework. 
5.2 Analysemodelle 
Dieser Abschnitt stellt die Modelle zur Analyse der Wirkzusammenhänge sowie zur Be-
stimmung eines störungsrobusten Zielzustands für den Informationsaustausch in 
globalen Produktionsnetzwerken vor. Das Simulations-Framework (vgl. Abschnitt 5.2.1) 
führt zuerst Module für die Simulation des Störungsmanagements ein. Anschließend 
werden die Module in ein übergeordnetes Versuchs-Framework eingebettet (vgl. 
Abschnitt 5.2.2). Das Versuchs-Framework ermöglicht die Durchführung von 
Simulationsexperimenten und Metamodellierungen zur Beantwortung komplexer 
Fragestellungen hinsichtlich des Zielzustands für den Informationsaustausch in 
Produktionsnetzwerken.  
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5.2.1 Simulations-Framework 
Das Simulations-Framework besteht aus Modulen, welche dynamische Produktions- 
und Logistikprozesse, das Störungsmanagement sowie das Kennzahlensystem zur 
Bewertung der Leistungsfähigkeit von Produktionsnetzwerken abbilden. Die Module 
lassen sich in drei Kategorien gruppieren: (i) Die Produktionssystemmodule (vgl. 
Abschnitt 5.2.1.1) modellieren physische Fertigungs-, Montage- und Logistikprozesse 
sowie das Auftreten von Störungen. (ii) Die Geschäftsprozessmodule (vgl. Abschnitt 
5.2.1.2) modellieren das Störungsmanagement in den drei Bereichen Auftragsmanage-
ment, Qualitätsproblembehebung und technisches Änderungsmanagement in 
Abhängigkeit der im Produktionsnetzwerk ausgetauschten Informationen. (iii) Das 
Bewertungsmodul (vgl. Abschnitt 5.2.1.3) formalisiert die Kennzahlen zur Messung der 
operativen Leistungsfähigkeit des Auftragsmanagements, der Qualitätsproblembehe-
bung und des technischen Änderungsmanagements. Die Kennzahlen werden zu einem 
Kennzahlensystem verknüpft. Die Implementierung des Simulations-Frameworks 
erfolgt in AnyLogic® und die Funktion des Frameworks wird mit Verifikations- und 
Validierungstechniken geprüft (vgl. Abschnitt 5.2.1.4). 
5.2.1.1 Produktionssystemmodule 
Die Produktionssystemmodule sind das Ergebnis der vom Verfasser der Arbeit betreu-
ten Abschlussarbeiten A_Bubeck (2018) und A_Maier (2019). Grundsätzlich sind die 
Module nach dem Prinzip der Bottom-Up Modellierung aufgebaut (vgl. Abbildung 5-9). 
Die granularsten Elemente bilden die Instanzen des Moduls „Produktionsauftrag“. Sie 
modellieren Aufträge, die während der Produktion an Instanzen des Moduls 
„Produktionsressource“ bearbeitet werden. Produktionsressourcen werden um einen 
Wareneingang, ein Lager sowie die Geschäftsprozesse des Störungsmanagements 
erweitert und zu einer Instanz des Moduls „Produktionsstandort“ zusammengefasst. 
Auf höchster Ebene sind Instanzen des Moduls Produktionsstandort untereinander so-
wie mit Kunden über Transporte verknüpft. Sie simulieren das Produktionsnetzwerk im 
Modul „Produktionsnetzwerk“. Der Fokus der weiteren Erläuterungen liegt auf den 
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5.2.1.1.1 Modul Produktionsauftrag 
Das Modul „Produktionsauftrag“ modelliert Produktionsaufträge  zur Produktion 
von Teilen, Erzeugnissen oder Produkten (vgl. Abbildung 5-10). Auslöser der Erzeu-
gung eines Produktionsauftrags  sind ein eingehender Lieferauftrag oder das 
Unterschreiten eines Mindestbestands im Modul Produktionsstandort. Nach der 
Auslösung durchlaufen Produktionsaufträge einzelne Instanzen des Moduls Produkti-
onsressource (vgl. Abschnitt 5.2.1.1.2). Im Auftragsmanagement bestimmt der 
Parameter Variante  die Produktvariante sowie die Steuergröße Losgröße  
die Teilemenge des zu produzierenden Auftrags. Der Parameter Arbeitsplan legt 
die Ressourcen und Zeitdauern der einzelnen zu durchlaufenden Produktionsschritte 
fest. Der Parameter Teilestückliste  definiert die Variante und die Menge der für 
die Produktion benötigten Zulieferteile. Für die Qualitätsproblembehebung ist der 
Parameter Fehlerhistorie  wichtig. Er protokolliert die Art und Anzahl der an einer 
Ressource aufgetretenen Qualitätsabweichungen. Der Parameter Generation  
definiert den Produktzustand und ist für das technische Änderungsmanagement 
entscheidend. Nach Beendigung der Produktion gelangt der Produktionsauftrag  in 
das Lager des Produktionsstandorts. Die Teile des Auftrags dienen im weiteren Verlauf 
im Modul Produktionsnetzwerk als Zuliefererzeugnisse für andere 
Produktionsstandorte oder bedienen Kunden.  
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5.2.1.1.2 Modul Produktionsressource 
Das Modul „Produktionsressource“ modelliert einzelne Fertigungszellen oder 
Produktionsstationen  sowie die dort stattfindende Bearbeitung (vgl. Abbildung 
5-11). Produktionsressourcen werden von Produktionsaufträgen durchlaufen. Das 
Auftragsmanagement bildet ab, wie ein Produktionsauftrag  in einen Puffer vor der 
Produktionsressource  gelangt. Anschließend wird die Fertigung des Auftrags sowohl 
in Abhängigkeit der Steuergröße Mittlere Reparaturzeit  als auch in 
Abhängigkeit der Rauschgrößen Kapazität , Geschwindigkeit  
und Mittlere Betriebszeit zwischen Ausfällen  simuliert. Aspekte der 
Qualitätsproblembehebung werden über die Simulation von Qualitätsabweichungen 
abgebildet. Die Rauschgrößen Fehlerart  und Fehlerrate  
stellen das Auftreten von Fehlern bei der Bearbeitung dar. Die Steuergrößen Prüfhäu-
figkeit  und Entdeckungswahrscheinlichkeit von Fehlern  
modellieren eine mögliche Entdeckung des Fehlers im Rahmen einer nachgelagerten 
Prüfung. Ein entdeckter Fehler wird in Abhängigkeit der Steuergröße Nacharbeitsrate 
 nachgearbeitet oder verschrottet. Nach der Bearbeitung wird der 




 Abbildung 5-10: Aufbau des Moduls Produktionsauftrag 
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5.2.1.1.3 Modul Produktionsstandort 
Das Modul „Produktionsstandort“ modelliert Produktionsstandorte  (vgl. Abbildung 
5-12). Es verknüpft mehrere Instanzen der Produktionsressourcen zu einem oder 
mehreren Fertigungsprozessen, welche nach dem Prinzip der Inselfertigung oder der 
Fließfertigung organisiert sind. Die Fertigungsprozesse werden um die standortweite 
Funktion der Produktionssteuerung, der Wareneingangskontrolle, des Lagers, des 
Informationsaustauschs und der Berechnung von Kennzahlen erweitert. In der 
standortinternen Sicht des Auftragsmanagements stößt der Produktionsstandort die 
Erzeugung von Produktionsaufträgen  an und führt eine Durchlaufterminierung durch. 
In der externen Sicht werden Lieferaufträge  bei anderen Produktionsstandorten plat-
ziert und Lieferungen entgegengenommen. Auch der Empfang von Lieferaufträgen von 
Kunden oder anderen Produktionsstandorten sowie der Versand entsprechender Teil-
elieferungen sind abgebildet. Die gesamte Steuerung des Auftragsmanagements 
erfolgt durch permanenten Abgleich der Steuergröße Mindestbestand  
mit den Parametern Physischer Bestand  und Disponibler Bestand 
. Zur Abbildung idealtypischer Lagerfertiger modelliert der Produktionsstand-
ort ein Lager. Im Lager werden Produkte aller Varianten bis zum Eingang von Liefer-
aufträgen bevorratet. Bei Abbildung der Rahmenauftragsfertigung ist die Lagerfunktion 
deaktiviert. In der Qualitätsproblembehebung modelliert der Produktionsstandort eine 
Wareneingangskontrolle. In der Wareneingangskontrolle werden Lieferungen auf 
Qualitätsabweichungen geprüft und bei vorgelagerten Produktionsstandorten 
  
Abbildung 5-11: Aufbau des Moduls Produktionsressource 
Systemebene SubmoduleInput Output
 Neu initiierter 
Produktionsauftrag
 Produktionsauftrag von 
einem vorgelagerten 
Prozessschritt
 Produktionsauftrag an 
nachgelagerten 
Prozessschritt
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reklamiert. Im technischen Änderungsmanagement wird die Abwicklung von Änderun-
gen an Produktkomponenten abgebildet. Eingehende Lieferungen werden anhand des 
Parameters Generation  geprüft und bei Gültigkeitsablauf verschrottet. Bei Eingang 
einer technischen Änderung werden deren Umsetzung am Standort modelliert und 
Restbestände der Produktvariante entsorgt. Neben den physischen 
Produktionsprozessen sind im Modul Produktionsstandort die Geschäftsprozesse 
implementiert (vgl. Abschnitt 5.2.1.2). 
5.2.1.1.4 Modul Produktionsnetzwerk 
Das Modul „Produktionsnetzwerk“ modelliert Vorgänge auf der Systemebene des Netz-
werks. Dazu verknüpft das Modul einzelne Produktionsstandorte  und  mithilfe von 
Transportverbindungen untereinander sowie mit einem oder mehreren Kunden . 
Im Auftragsmanagement ist es möglich, Transportverbindungen über die Parameter 
Transportkapazität  und Transportgeschwindigkeit  individuell zu 
parametrisieren. Die Kunden modellieren das Platzieren von Lieferaufträgen. Die 
entsprechenden Größen Bestellmenge  und Bestellhäufigkeit 
 sind frei einstellbar und übernehmen die Rolle von Rauschgrößen. In 
der Qualitätsproblembehebung löst der Kunde bei Empfang fehlerhafter Teilelieferun-
gen Reklamationen aus. Im Änderungsmanagement initiiert der Kunde technische 
Änderungen. Rauschgrößen wie Änderungsrate und Wahrscheinlichkeit 
der Änderungspropagation  werden individuell gewählt. Zum Lesen der 
  
Abbildung 5-12: Aufbau des Moduls Produktionsstandort 
Systemebene SubmoduleInput Output
 Lieferung mit Teilen von 
Zulieferern
 Informationen von 
Produktionsstandorten 
oder Kunden                   
(vgl. Abschnitt 5.1.2.2)
 Erzeugnisse für 
Produktionsstandorte oder 
Produkte für Kunden
 Informationen an Produktions-
standorte oder Kunden      
(vgl. Abschnitt 5.1.2.2)
Rauschgrößen Steuergrößen
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für die Modellparametrisierung nötigen Eingangsdaten und zum Schreiben der 
Ergebnisse sind mehrere Tabellen und Datenbanken in das Modul Produktionsnetz-
werk vollständig integriert. Sie fungieren als Schnittstelle zwischen dem Simulations- 
und dem Versuchs-Framework bei der Durchführung von Simulationsexperimenten 
(vgl. Abschnitt 5.2.2.5). 
5.2.1.1.5 Modulübergreifende Simulation stochastischer Störungen  
In Anlehnung an das Rezeptormodell (vgl. Abschnitt 5.1.1.3) bilden die 
Produktionssystemmodule das Auftreten von Störungen ab. Dazu nehmen die Rausch-
größen der Module Produktionsressource und Produktionsnetzwerk während der 
Simulationsläufe Werte stochastischer Verteilungsfunktionen an. Alle Verteilungsfunk-
tionen basieren auf Zufallszahlengeneratoren. Sie erzeugen ausgehend von einem 
Seed-Wert eine zufällige Zahlenfolge. In den Simulationsmodulen lassen sich die Seed-
Werte manuell oder stochastisch festlegen. Diese Funktion bildet entweder ein stochas-
tisches oder ein reproduzierbares Modellverhalten ab. Ein reproduzierbares Verhalten 
ist insbesondere für die Verifikation der Module wichtig (vgl. Abschnitt 5.2.1.4). 
5.2.1.2 Geschäftsprozessmodule 
Die Formalisierung der Geschäftsprozesse im Simulations-Framework ist das Ergebnis 
der vom Verfasser der Arbeit betreuten Abschlussarbeit A_Hauger (2018). Die 
Geschäftsprozessmodule sind im Modul Produktionsstandort implementiert. Zu Beginn 
einer Simulation werden die Geschäftsprozesse entsprechend der gewünschten 
 
Abbildung 5-13: Aufbau des Moduls Produktionsnetzwerk 
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Prozessvariante instanziiert (vgl. Abschnitt 5.1.2.1). Während der Simulation modellie-
ren die Prozesse das Störungsmanagement in Abhängigkeit der horizontalen Informa-
tionsflüsse (vgl. Abschnitt 5.1.2.2). Die Logik der Prozesse folgt Anhang A4. 
5.2.1.2.1 Modul Geschäftsprozess Auftragsmanagement 
Das Modul „Geschäftsprozess Auftragsmanagement“ steuert während der Simulation 
die Auftragsabwicklung sowie den Austausch auftragsbezogener Informationen.  
In Abhängigkeit der Konfiguration des Produktionsnetzwerks empfängt jeder Produkti-
onsstandort  Lieferaufträge von den Kunden  oder von im Wertstrom nachgelagerten 
Standorten  über das Informationsobjekt Bestellung. Lieferaufträge der Kunden  
werden anhand der Rauschgrößen Bestellmenge  und Bestellhäufigkeit 
 initial erzeugt. Lieferaufträge nachgelagerter Standorte  werden in der 
Aktivität Lieferantenauftrag auslösen generiert. Das Informationsobjekt Bestellung 
enthält in Anlehnung an die definierten Reifegrade des Informationsaustauschs 
verschiedene Informationen. Hierzu zählen der Kundenname, die Produktvariante, die 
Bestellmenge und ein Liefertermin. Zuerst priorisiert das Auftragsmanagement am 
Standort  die Lieferaufträge in Abhängigkeit des Liefertermins im Rahmen der Aktivität 
Kundenauftrag erfassen. Nach der Auftragserfassung folgt die Aktivität Produktionsauf-
trag planen. Dabei wird die Bestellmenge des Auftrags mit dem Bestandsparameter 
Disponibler Bestand  abgeglichen. Bei Lagerfertigung ist in der Regel 
disponibler Bestand zur Bedienung des Lieferauftrags vorhanden. Bei Rahmenauf-
tragsfertigung wird zuerst die Aktivität Produktion ausgelöst. Die Produktion setzt das 
Vorhandensein von Zulieferteilen voraus. Dies kann zur Platzierung weiterer Lieferauf-
träge bei vorgelagerten Produktionsstandorten über die Aktivität Lieferantenauftrag 
auslösen führen. Die Aktivität Produktion erzeugt Instanzen des Moduls Produktions-
auftrag  und steuert deren Bearbeitung an den Produktionsressourcen . Während bei 
Lagerfertigung ein einmal definierter Produktionsplan strikt eingehalten wird, findet bei 
Rahmenauftragsfertigung ein kontinuierlicher Abgleich des Produktionsplans mit den 
Lieferterminen statt. Die über die Rauschgröße Mittlere Betriebszeit zwischen Ausfällen 
 gesteuerten Ausfälle machen Änderungen des Produktionsplans notwendig. 
Nach Abschluss der Produktion gelangen die Teile des Produktionsauftrag  über die 
Aktivität Einlagerung in das Lager oder den Warenausgang. Ab nun steuern die 
Aktivitäten Versandabwicklung und Auftrag ausliefern die Belieferung des bestellenden 
Standorts  oder des Kunden . 
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5.2.1.2.2 Modul Geschäftsprozess Qualitätsproblembehebung 
Das Modul „Geschäftsprozess Qualitätsproblembehebung“ steuert die Entdeckung und 
Beseitigung von Qualitätsabweichungen sowie den Austausch qualitätsbezogener 
Informationen.  
Während der Bearbeitung von Produktionsaufträgen  entstehen Qualitätsabweichun-
gen über die Rauschgrößen Fehlerart  sowie Fehlerrate . Sie werden im 
Parameter Fehlerhistorie  vermerkt und über Qualitätsprüfungen am Warenein-
gang sowie an den Produktionsressourcen entdeckt. Bei Entdeckung einer Qualitäts-
abweichung am Wareneingang des Standort  findet eine Verschrottung der 
betroffenen Teile des Lieferauftrags statt. Zudem wird in Abhängigkeit des horizontalen 
Informationsflusses über die Aktivität Austausch von Qualitätsinformation das Informa-
tionsobjekt Reklamation an vorgelagerte Produktionsstandorte versandt. Reklamatio-
nen enthalten Informationen wie eine Fehlerbeschreibung und den verursachenden 
Produktionsstandort . Beim verursachenden Standort  stößt die Reklamation die 
Aktivitäten Untersuchung des Qualitätsproblems, Ursachenanalyse, Lösungsfindung 
und Maßnahmenumsetzung an. Die Aktivitäten simulieren in Abhängigkeit der zur 
Verfügung gestellten Informationen eine unterschiedliche schnelle Behebung des Qua-
litätsproblems über eine Verbesserung der Rauschgrößen Fehlerart  sowie 
Fehlerrate . Bei Entdeckung einer Qualitätsabweichung an einer Produktions-
ressource  am Standort  wird neben der Nacharbeitung oder Verschrottung des 
betroffenen Produktionsauftrag  das Informationsobjekt Qualitätswarnung an nachge-
lagerte Standorte  oder Kunden  versandt. Die enthaltenen Informationen 
ermöglichen es dem Empfänger, seinerseits die Prüfhäufigkeit  und die Ent-
deckungswahrscheinlichkeit von Fehlern  zu erhöhen. In der Folge werden 
Qualitätsabweichungen früher erkannt und nicht an nachfolgende Standorte und 
Kunden weitergereicht.  
5.2.1.2.3 Modul Geschäftsprozess Technisches Änderungsmanagement 
Das Modul „Geschäftsprozess Technisches Änderungsmanagement“ simuliert die Ab-
wicklung technischer Änderungen sowie den Informationsaustausch.  
Technische Änderungen werden von den Kunden  initiiert, indem in Abhängigkeit der 
Rauschgröße Änderungsrate  das Informationsobjekt Änderungsbericht an 
zuliefernde Produktionsstandorte  versandt wird. Das Objekt Änderungsbericht enthält 
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Informationen zu der von der Änderung betroffenen Produktvariante  und Generation 
. Nach Eingang des Informationsobjekts wird der Änderungsprozess am Standort  im 
Rahmen der Aktivitäten Änderung erfassen, Änderung klassifizieren und prüfen, Ent-
wicklung von Lösungen für Änderung sowie Lösungen für Änderungen technisch be-
werten durchgeführt. Die Zeitdauern der Aktivitäten ist parametrisierbar. Sie bilden eine 
unterschiedlich schnelle Umsetzung der technischen Änderung ab. Die Aktivität Lösun-
gen für Änderungen technisch bewerten zieht in Abhängigkeit der Rauschgröße Wahr-
scheinlichkeit der Änderungspropagation  eine Folgeänderung bei einem 
vorgelagerten Produktionsstandort  nach sich. Die Folgeänderung wird über das 
Informationsobjekt Änderungsauftrag mitgeteilt. Sie hat zur Folge, dass auch der 
Standort  den eben beschriebenen Teil des Änderungsprozesses durchläuft. Nach 
Abschluss bestätigen die Produktionsstandorte  und  dem Kunden  die Änderung 
über das Informationsobjekt Änderungsbestätigung. Die Umsetzung der Änderung wird 
über die Aktualisierung des Parameters Generation  in der Aktivität Änderung 
implementieren simuliert. Im Anschluss werden nur noch Produktionsaufträge  mit 
gültiger Generation  hergestellt. Teile, die im Zeitraum zwischen den Aktivitäten 
Änderung genehmigen und Änderung implementieren mit ungültiger Generation  im 
Produktionsnetzwerk zirkulieren, werden im Wareneingang der Standorte verschrottet. 
5.2.1.3 Bewertungsmodul 
Das Bewertungsmodul ist das Ergebnis der vom Verfasser der Arbeit betreuten Ab-
schlussarbeit A_Mathieu (2018). Das Modul implementiert die in Abschnitt 5.1.1.2 ge-
nannten Kennzahlen zur Messung der Leistungsfähigkeit des Störungsmanagements. 
Es greift die Strukturierung der Produktionssystemmodule auf und verknüpft die Kenn-
zahlen über Ressourcen-, Standort- und Netzwerkebene zu einem Kennzahlensystem. 
Die Berechnung der Kennzahlen basiert auf absoluten Kennwerten. Sie werden zum 
Zeitpunkt  erfasst. Im Folgenden werden die Kennzahlen definiert.  
Der Umlaufbestand  wird auf Ebene der Ressourcen  als , auf Ebene der 
Standorte  als  und auf Netzwerkebene als  berechnet. Auf Ebene der 
Ressource  ist er als Summe der Werte  der Produktionsaufträge 
 definiert, die sich zum Zeitpunkt  im Puffer oder in der Bearbeitung an der 
Ressource  befinden. Auf Standortebene wird das Produkt aus der Anzahl der Teile 
im Wareneingang  sowie im Warenausgang und Lager  und 
deren Teilewerte  beziehungsweise  über alle Varianten  addiert: 





Die Auftragsdurchlaufzeit  wird lediglich auf Standortebene als  berechnet. 
Sie ist für alle bis zum Zeitpunkt  gefertigten Produktionsaufträge  als Mittelwert 
der Zeitspanne definiert, die zwischen der Erzeugung  der Produktionsaufträge und 
dem Ende ihrer Bearbeitung  vergangen ist: 
 5-4 
Die Liefertreue  wird auf Standortebene als  und auf Netzwerkebene als  
berechnet. Sie ist als Anteil der Lieferaufträge definiert, die bis zum Zeitpunkt  vom 
Standort  an andere Standorte  und Kunden  innerhalb der geforderten Lieferzeit 
ausgeliefert wird. Der Anteil wird anhand der Gesamtmenge der zu den Standorten  
und Kunden  ausgelieferten Aufträge  und  sowie der Menge der 
pünktlich ausgelieferten Aufträge  und  ermittelt. Auf Netzwerk-
ebene ist die Liefertreue als durchschnittliche Liefertreue der an die Kunden pünktlich 
ausgelieferten Aufträge aller Standorte definiert: 
 5-5 
 5-6 
Die Anzahl fehlerhafter Teile pro Million  wird auf Standortebene als  und 
auf Netzwerkebene als  berechnet. Auf Standortebene ist sie als Summe der 
Anzahl der Teile  beziehungsweise  definiert, die bis zum Zeitpunkt  
vom Standort  an andere Standorte  oder Kunden  mit Fehlern (Qualität oder abge-
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laufene Generation) ausgeliefert wird. Auf Netzwerkebene werden nur die an die Kun-
den  fehlerhaft ausgelieferten Teile betrachtet. Die Simulation rechnet die Anzahl 
automatisch auf eine Million Teile hoch: 
 5-7 
 5-8 
Die Prüfkosten  und die Nacharbeitskosten  werden auf Ebene einzelner Res-
sourcen  mit den Kennzahlen  und  berechnet. Bei den Verschrottungs-
kosten  erfolgt die Berechnung auf Ebene einzelner Produktionsaufträge  und Lie-
feraufträge  mit den Kennzahlen  und . Die Prüf- und Nacharbeitskosten 
sind aggregierte Summen der bis zum Zeitpunkt  durchgeführten Prüfungen und Nach-
arbeiten. Sie werden anhand der Kosten einer Prüfung  beziehungsweise Nach-
arbeit  sowie der Anzahl der durchgeführten Prüfungen  und Nachar-
beiten  ermittelt. Bei den Verschrottungskosten wird neben den Kosten der 
Verschrottung  auch der Wert der verschrotteten Teile  inbegriffen. 
Auf Standortebene werden die Kennzahlen unter Berücksichtigung der Kosten für die 
Prüfung von Lieferaufträgen im Wareneingang  zu den Kennzahlen , 
 und  aufsummiert. Auf Netzwerkebene folgt eine weitere Aggregation zu 













Die Berechnung des Anteils der Teile mit abgelaufener Generation  erfolgt auf 
Ebene der Standorte  mit der Kennzahl  und auf Netzwerkebene mit der 
Kennzahl . Die Kennzahl wird zum Zeitpunkt  berechnet als Anteil der Teile 
im Wareneingang mit abgelaufener Generation  an der Gesamtanzahl der 
Teile im Wareneingang : 
 5-19 
 5-20 
5.2.1.4 Implementierung und Prüfung des Simulations-Frameworks 
Das Simulations-Framework wird als objektorientierte Multimethodensimulation in Any-
Logic® implementiert. Die Implementierung ist das Ergebnis der vom Verfasser der 
Arbeit betreuten Abschlussarbeiten A_Mathieu (2018), A_Bubeck (2018), A_Hauger 
(2018) und A_Maier (2019). Einzelne Instanzen der Module können in der Simulation 
mehrfach verwendet und individuell parametrisiert werden. Die Produktionssystem-
module nutzen die Bausteine der ereignisdiskreten Modellierung. Die Geschäfts-
prozessmodule greifen auf die Bausteine der agentenbasierten Modellierung zurück. 
Von einer formalen Korrektheit der Implementierung kann aufgrund der hohen 
Komplexität zunächst nicht ausgegangen werden (VDI 3633 Blatt 1, S. 37). 
Verifikations- und Validierungstechniken sichern jedoch eine hinreichende Genauigkeit 
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ab. Den Empfehlungen von Rabe & Spiekermann et al. (2008, S. 93 f.) und Guten-
schwager & Rabe et al. (2017, S. 202 f.) folgend wird das Simulations-Framework mit 
verschiedenen Techniken geprüft. Während der Implementierung werden Entwick-
lungsstände der Module durch das Testen von Teilmodellen, strukturiertes Durchgehen 
und Begutachtung untersucht. Das Kennzahlensystem wird mit Dimensionstests 
getestet. Sensitivitätsanalysen und Grenzwerttests helfen nach Abschluss der 
Implementierung dabei, die Funktionstüchtigkeit des Frameworks zu untersuchen. 
Während der Simulationsläufe protokollieren Trace-Datensätze den Ablauf und decken 
Fehler bei der Einhaltung der Logik auf. Im Rahmen bilateraler Treffen und Sitzungen 
des Projektbegleitenden Ausschusses des Forschungsprojekts PlanQ (vgl. Abschnitt 6) 
wird die Simulation den industriellen Anwendern nach dem Prinzip der Validierung im 
Dialog vorgestellt. Dabei soll die Gültigkeit aus Anwendersicht bestätigt werden. (Rabe 
& Spiekermann et al. 2008, S. 93 f.; Gutenschwager & Rabe et al. 2017, S. 202 f.) 
5.2.2 Versuchs-Framework 
Das Simulations-Framework wird mit einem Versuchs-Framework verknüpft. Das 
Versuchs-Framework wertet die Simulation mit statistischen Experimenten und Meta-
modellen aus. Unterschiedliche Fragestellungen zu den Wirkzusammenhängen und 
dem störungsrobusten Zielbild des Informationsaustauschs in Produktionsnetzwerken 
werden beantwortet.  
Nachfolgend werden zuerst die im Versuchs-Framework betrachteten Faktoren 
eingeführt (vgl. Abschnitt 5.2.2.1). Anschließend wird das aus drei Modulen bestehende 
Framework vorgestellt. Das erste Modul prüft, welche der vielen Faktoren auf Seite der 
Störungen und des Informationsaustauschs tatsächlich einen signifikanten 
Wirkzusammenhang mit dem Störungsmanagement aufweisen (vgl. Abschnitt 5.2.2.2). 
Für die wirkstarken Faktoren trainiert das zweite Modul Metamodelle an (vgl. Abschnitt 
5.2.2.3). Die Metamodelle approximieren das Verhalten des Simulations-Frameworks. 
Sie geben die Wechselwirkungen zwischen Störungen, dem Informationsaustausch 
und der Leistungsfähigkeit des Produktionsnetzwerks für beliebige Kombinationen von 
Steuer- und Rauschgrößen wieder. Das dritte Modul nutzt die Metamodelle, um ein 
störungsrobustes Zielbild des Informationsaustauschs für Auftragsmanagement, Qua-
litätsproblembehebung und technisches Änderungsmanagement zu bestimmen (vgl. 
Abschnitt 5.2.2.4). Die Metamodelle übernehmen für unterschiedliche Einstellungen 
des Informationsaustauschs und Ausprägungen der Rauschfaktoren die Funktion von 
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Schätzern des Erwartungswerts und des Variationskoeffizienten von Kennzahlen. Die 
Schätzer sind Eingangsgrößen einer robusten Optimierung. Sie bestimmt eine 
Einstellung des Informationsaustauschs, bei der die Kennzahlen einen Kompromiss 
aus einer hohen und einer stabilen Leistung bezüglich Störungen aufweisen. Die 
Implementierung des Versuchs-Framework erfolgt in MATLAB® (vgl. Abschnitt 5.2.2.5). 
5.2.2.1 Einführung der betrachteten Faktoren 
Abbildung 5-14 stellt die im Versuchs-Framework betrachteten Faktoren  mit Einfluss 
auf das Störungsmanagement in Produktionsnetzwerken dar.  
Das Versuchs-Framework betrachtet Störungen als stochastische Rauschfaktoren 
. Ihre Integration in das Versuchs-Framework erfolgt über die Parameter des Rezep-
tormodells (vgl. Abschnitt 5.1.1.3). Die Ausprägungen dieser Parameter werden im 
Rahmen der Versuche zwar variiert. Die Parameter dienen jedoch nicht zur Verbesse-
rung der Leistungsfähigkeit des Störungsmanagements. Es wird angenommen, dass 
 
 
Abbildung 5-14: Überblick der Faktoren des Versuchs-Frameworks 
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die Rauschfaktoren kontinuierliche Werte annehmen. Sie gehören zur Menge kontinu-
ierlicher Faktoren  und es gilt . 
Die Reichweite des Informationsaustauschs im Produktionsnetzwerk  wird als 
Steuergröße  des Versuchs-Frameworks betrachtet. Die Reichweite basiert auf den 
horizontalen Informationsflüssen in Auftragsmanagement, Qualitätsproblembehebung 
und technisches Änderungsmanagement (vgl. Abschnitt 5.1.2.2). Es wird 
angenommen, dass die Steuerfaktoren des Informationsaustauschs der Menge der 
diskreten Faktoren  des Versuchs-Frameworks angehört. Es gilt .  
Bei den nachfolgenden Versuchen werden das Auftragsmanagement, die Qualitäts-
problembehebung und das technische Änderungsmanagement jeweils separat 
betrachtet. Bei der Durchführung der Versuche mit dem Simulations-Framework wer-
den in einem Simulationslauf Ergebnisse für mehrere Zielgrößen  
aufgenommen. Allerdings wird für jede Kennzahl der Leistungsfähigkeit des Störungs-
managements  ein eigenes Metamodell  angepasst. 
5.2.2.2 Modul Ermittlung signifikanter Faktoren des Informationsaustauschs 
Das Modul zur Ermittlung der signifikanten Faktoren des Informationsaustauschs ist 
das Ergebnis der vom Verfasser der Arbeit betreuten Abschlussarbeit A_Kentner 
(2018). Das Modul verfolgt zwei Ziele: Zuerst wird der Wirkzusammenhang zwischen 
dem Informationsaustausch und der Leistungsfähigkeit des Störungsmanagements 
grundsätzlich bestätigt oder widerlegt. Bei vorhandenem Zusammenhang identifizieren 
Screening-Versuche anschließend diejenigen Faktoren mit großem Einfluss auf die 
Leistungsfähigkeit. Das Screening hilft dabei, die Anzahl der im Simulations-Framework 
abgebildeten Steuer- und Rauschfaktoren auf eine für die weiteren Untersuchungen 
überschaubare Anzahl wirkstarker Faktoren zu reduzieren. 
5.2.2.2.1 Bestätigung oder Widerlegung der Wirkzusammenhänge 
Die Bestätigung oder Widerlegung der Wirkzusammenhänge erfolgt durch die Ermitt-
lung der statistisch signifikanten Haupteffekte des Informationsaustauschs. Vollfaktori-
elle Versuchspläne zur Untersuchung aller möglichen Einstellungen der Faktoren des 
Informationsaustauschs  werden aufgestellt. Die Rauschfaktoren  sind 
auf einen konstanten Wert fixiert. Das Verhalten hängt nur von den Stufen  der 
Faktoren des Informationsaustauschs  ab. Die Analyse der Haupteffekte erfolgt durch 
ein lineares Regressionsmodell , welches die Form von Formel 2-1 hat. Zur 
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Effektaufnahme wird eine Regression bei einem Signifikanzniveau von  durch-
geführt. Die Interpretation erfolgt anhand der -Werte der Regressionskoeffizienten. Ist 
der -Wert kleiner oder gleich dem Signifikanzniveau, wird eine statistisch signifikante 
Wechselwirkung zwischen dem Faktor des Informationsaustauschs  und der betrach-
teten Zielgröße  der Leistungsfähigkeit des Störungsmanagements unterstellt. 
5.2.2.2.2 Ermittlung der wirkstarken Faktoren 
Die Screening-Versuche ermitteln die Faktoren mit dem größten Einfluss auf die Leis-
tungsfähigkeit des Störungsmanagements. Die Versuche basieren auf Plackett-
Burman-Versuchsplänen. Plackett-Burman-Versuchspläne weisen eine starke 
Vermengung auf. Sie können deswegen sowohl Änderungen der Steuerfaktoren des 
Informationsaustauschs  als auch Änderungen der Rauschfaktoren  auf 
Seite der Störungen simultan betrachten. Allerdings weisen Plackett-Burman-
Versuchspläne auch eine geringe Auflösung auf. Damit geht der Nachteil einer 
teilweisen Vermengung von Haupt- mit Wechselwirkungen einher (Siebertz & van Beb-
ber et al. 2017, S. 33). Sogenannte Definitive-Screening-Versuchspläne wären eine 
Alternative zu Plackett-Burman-Versuchsplänen. Sie würden die Vermengung 
vermeiden. Allerdings eignen sie sich nicht für Versuche mit mehreren diskreten 
Faktoren wie die Faktoren des Informationsaustauschs (Myers & Anderson-Cook et al. 
2016, S. 516). Trotz der genannten Nachteile sind die Plackett-Burman-Versuchspläne 
am besten geeignet. Die Modellanpassung ist identisch zu den vorangegangenen Ver-
suchen. Wieder wird ein Metamodell  mit linearen Modelltermen über eine 
Regression aufgestellt. Zur Auswertung dienen die -Werte der Regressions-
koeffizienten bei einem Signifikanzniveau von . 
5.2.2.3 Modul Wiedergabe der Wirkzusammenhänge 
Das Modul zur Wiedergabe von Wirkzusammenhängen (vgl. Abbildung 5-15) ist das 
Ergebnis der vom Verfasser der Arbeit betreuten Abschlussarbeiten A_Kentner (2018) 
und A_Breig (2019). Es trainiert Metamodelle an das Verhalten des Simulations-
Frameworks an. Ziel ist es, in kurzer Zeit und ohne Rückgriff auf die Simulation, die 
Leistung des Störungsmanagements für beliebige Ausprägungen von Rauschfaktoren 
 sowie Steuerfaktoren des Informationsaustauschs  zu prognostizie-
ren. Dabei ist von nichtlinearen Zusammenhängen und Wechselwirkungen zwischen 
den Faktoren auszugehen. Da eine a priori Bestimmung der Eignung von Metamodellen 
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nicht möglich ist, werden zuerst unterschiedliche Metamodelle trainiert. Anschließend 
wird das Modell mit der höchsten Güte zur Wiedergabe der Zusammenhänge genutzt. 
5.2.2.3.1 Vorauswahl geeigneter Metamodelle 
Grundsätzlich kommen für die Wiedergabe der Wirkzusammenhänge alle in Abschnitt 
2.3.3.1 vorgestellten Metamodelle infrage. Da auch nichtlineare Zusammenhänge zwi-
schen den Faktoren wiedergegeben werden sollen, scheiden jedoch in der Klasse der 
strukturprüfenden Verfahren die Linearen Regressionsmodelle   aus der 
weiteren Betrachtung aus. In der Klasse der Mischformen versprechen Radiale Basis-
funktionen  keinen Mehrwert im Vergleich zu Gauß-Prozess Regressionen 
. Bei Radialen Basisfunktionen  ist es schwieriger, Rück-
schlüsse auf die funktionalen Beziehungen der Faktoren zu treffen (Jin & Chen et al. 
2001, S. 9). Zudem hängen die Ergebnisse stärker von den ausgewählten Trainings-
daten ab (Jin & Chen et al. 2001, S. 10). Aus diesen Gründen werden Response 
Surface Modelle , Gauß-Prozess Regressionen  und Künst-




Abbildung 5-15: Vorgehen zur Wiedergabe der Wirkzusammenhänge 
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5.2.2.3.2 Versuchsplanung 
Die Versuchsplanung betrachtet sowohl die Steuerfaktoren auf Seite des Informations-
austauschs  als auch die im vorangegangenen Screening als wichtig 
identifizierten Rauschfaktoren auf Seite der Störungen . Da Wechselwirkungen 
zwischen den Steuerfaktoren und den Rauschfaktoren wiedergegeben werden sollen, 
eignen sich gekreuzte Versuchspläne (Kleijnen 2015, S. 277). Gekreuzte Versuchs-
pläne bestehen aus einem inneren Versuchsfeld für die Steuerfaktoren des Informati-
onsaustauschs  sowie aus einem äußeren Versuchsfeld für die Rauschfaktoren . 
Bei der Versuchsdurchführung wird jeder Versuch des inneren Feldes mit allen Versu-
chen des äußeren Feldes kombiniert. Für das innere Feld der Steuerfaktoren wird ein 
Versuchsplan gewählt, der auf die Metamodellierungsklasse abgestimmt ist. Im Fall der 
Response Surface Modelle  handelt es sich um einen Central-Composite-
Design-Versuchsplan (Kleijnen 2015, S. 64). Bei den Gauß-Prozess Regressionen 
 und bei den Künstlichen Neuronalen Netzen  werden raum-
füllende Latin-Hypercube-Versuchspläne genutzt (Kleijnen 2015, S. 198 f.). Für das 
äußere Feld richtet sich die Wahl des Versuchsplans nach der angenommenen Wahr-
scheinlichkeitsverteilung für das Auftreten von Störungen. Da eine Gleichverteilung 
unterstellt wird, bietet sich die Nutzung eines Latin-Hypercube-Versuchsplans an (Klei-
jnen 2015, S. 198 f.). 
Nach der Erzeugung des Versuchsplans folgt die Durchführung entsprechender Simu-
lationsläufe mit dem Simulations-Framework. Der entstehende Versuchsdatensatz wird 
im Hinblick auf die notwendige Anpassung und Validierung der Metamodelle (vgl. Ab-
schnitt 5.2.2.3.3 und Abschnitt 5.2.2.3.4) in einen Trainings- und in einen Validierungs-
datensatz aufgeteilt. Die Aufteilung vermeidet eine zeitaufwändige Erzeugung zusätz-
licher Validierungsdaten unter erneuter Anwendung des Simulations-Frameworks zu 
einem späteren Zeitpunkt. 
5.2.2.3.3 Anpassung der Metamodelle 
Die Anpassung erfolgt auf Basis des Trainingsdatensatzes und passt die freien Para-
meter der Metamodelle an, um die Versuchsergebnisse der Simulationsläufe bestmög-
lich zu approximieren. Als Versuchsergebnisse werden nicht die Kennzahlenwerte  
der einzelnen Simulationsläufe verwendet. Stattdessen werden die Erwartungswerte 
der Kennzahlen  über alle Replikationen der durch den Versuchsplan vorgege-
benen Ausprägungen der Steuer- und Rauschfaktoren  herangezogen. 
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Bei den Response Surface Modellen  müssen Polynome angepasst 
werden, die bei der Wiedergabe unbekannter Wirkzusammenhänge einen möglichst 
guten Kompromiss aus hoher Flexibilität und kleinen Trainingsdatensätzen verspre-
chen. Die Forderung wird von Polynomen zweiter Ordnung am besten erfüllt (Morris 
2017, S. 218). Sie nutzen die Regressionsparameter  sowie einen Fehlerterm  und 
haben die Form (vgl. Myers & Anderson-Cook et al. (2016, S. 6)):  
 5-21 
Die Anpassung erfolgt mit dem LASSO-Verfahren (Least Absolute Shrinkage and 
Selection Operator). Das LASSO-Verfahren bestimmt die Regressionskoeffizienten  
nach dem Prinzip der Methode der kleinsten Quadrate. Die Summe der Regressions-
koeffizienten wird unter eine Toleranzgrenze gezwungen und weniger signifikante 
Koeffizienten  auf Null gesetzt. Diese Schrumpfung steigert das Verhältnis von Vor-
hersagegenauigkeit und Interpretierbarkeit des Regressionsmodells. (Berk 2016, S. 77) 
Die Gauß-Prozess Regressionsmodelle  haben die Form aus Formel 
2-3. Als Trendfunktion  wird ein lineares Polynom mit den freien Parametern  
verwendet. Der Gauß-Prozess  ist stationär und normalverteilt mit Erwartungswert 
Null, einer Varianz  und einer Kovarianz ungleich Null.  
Bei den auf Künstlichen Neuronalen Netzen aufbauenden Modellen   
handelt es sich um Feedforward-Netze mit einer verdeckten Schicht und sigmoider 
Aktivierungsfunktion. Als Trainingsmethode wird Levenberg-Marquardt 
Backpropagation genutzt.  
5.2.2.3.4 Validierung der Metamodelle 
Der nächste Schritt bewertet die angepassten Metamodelle hinsichtlich ihrer Güte.  
Die Validierung erfolgt auf Basis des Validierungsdatensatzes und im Fall der 
Response Surface Modelle  sowie der Gauß-Prozess Regressionen 
 mit einer fünffach Kreuzvalidierung. Die Lernprozesse der Künstlichen 
Neuronalen Netze  greifen auf eine Holdout-Validierung als Abbruch-
kriterium zurück. 
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Der eigentliche Vergleich der Prognosegüte der Metamodelle erfolgt mit den beiden 
Gütekriterien Root Mean Square Error  (dt. Wurzel der mittleren Fehlerquadrat-
summe) und Bestimmtheitsmaß . Für die Response Surface Modelle  
und die Gauß-Prozess Regressionen  wird der  automatisch als 
gemittelter Wert der Kreuzvalidierung bestimmt. Das Bestimmtheitsmaß  wird 
anhand des gesamten Versuchsdatensatzes manuell berechnet. Beim Künstlichen 
Neuronalen Netz  werden der  und das Bestimmtheitsmaß  des 
gesamten Versuchsdatensatzes herangezogen. 
5.2.2.3.5 Visualisierung und Interpretation der Wirkzusammenhänge 
Nach der Validierung wird das Metamodell mit der höchsten Prognosegüte 
 genutzt, um die Leistungsfähigkeit des Störungsmanagements für 
beliebige Kombinationen von Faktorausprägungen auf Seite der Störungen und des 
Informationsaustauschs zu prognostizieren. Die Interpretation der Wirkzusammen-
hänge erfolgt für Auftragsmanagement, Qualitätsproblembehebung und technisches 
Änderungsmanagement jeweils getrennt anhand von Funktionsgraphen. Bei der Dar-
stellung der Funktionsgraphen werden eine zu prognostizierende Kennzahl  der 
Leistungsfähigkeit des Störungsmanagements ( -Achse) sowie ein weiterer freier 
Rauschfaktor auf Seite der Störungen ( -Achse) ausgewählt. Für die verbleibenden 
Rauschfaktoren auf Seite der Störungen werden fixe Werte festgelegt. Zudem findet 
eine Auswahl verschiedener Einstellungen der Steuerfaktoren auf Seite des 
Informationsaustauschs statt. Nach der Festlegung der Faktoren wird das Metamodell 
 automatisch mehrmals für die ausgewählten Einstellungen des Informa-
tionsaustauschs ausgeführt. Bei jeder Ausführung findet eine schrittweise Variation des 
freien Faktors auf Seite der Störung statt. Die Ergebnisse der Prognosen werden für 
die einzelnen Einstellungen des Informationsaustauschs als Funktionsgraph des Kenn-
zahlenverlaufs  dargestellt (vgl. Abbildung 5-16). Der Vergleich der Graphen 
erlaubt die Interpretation der Wirkzusammenhänge. Horizontale Kennzahlenverläufe 
nahe dem Zielwert von  deuten auf eine hohe und vom Informationsaustausch un-
abhängige Leistung gegenüber Störungen hin (Fall 1). Horizontal verlaufende, aber ver-
tikal verschobene Kennzahlenverläufe zeigen eine Ab- oder Zunahme der Leistung bei 
verändertem Informationsaustausch an (Fall 2). Vertikal verschobene Kennzahlenver-
läufe ohne Deckungsgleichheit lassen Wechselwirkungen zwischen den Störungen, 
den Einstellungen des Informationsaustauschs und der Leistung erkennen (Fall 3). 
Transparenzsteigerung in Produktionsnetzwerken 91 
 
5.2.2.4 Modul Bestimmung des Zielzustands des Informationsaustauschs 
Das Modul zur Bestimmung des Zielzustands des Informationsaustauschs ist das 
Ergebnis der vom Verfasser der Arbeit betreuten Abschlussarbeit A_Breig (2019). Es 
identifiziert diejenige Einstellung des Informationsaustauschs, bei der die Leistungsfä-
higkeit des Produktionsnetzwerks hoch und die Anfälligkeit gegenüber Störungen 
gering ist. Das Ergebnis trägt der Forderung nach Umsetzung der 
Produktionssystemeigenschaft Robustheit Rechnung. Auf Seite der Rauschfaktoren  
werden die im Screening als wirkstark identifizierten Parameter des Rezeptormodells 
betrachtet. Steuerfaktoren sind die Faktoren des Informationsaustauschs . Zur 
Prognose der Erwartungswerte der Kennzahlen  nutzt das Modul die 
Metamodelle  aus Abschnitt 5.2.2.3. Zusätzlich werden neue Metamodelle 
 zur Approximation der Variationskoeffizienten  der Kennzahlen 
 trainiert. Darüber hinaus implementiert das Modul eine robuste Optimierung. Die 
robuste Optimierung nutzt die Metamodelle  und  als 
Eingangsgröße der Zielfunktion  und ermittelt eine gegenüber den Störein-
flüssen möglichst unempfindliche Einstellung des Informationsaustauschs . 
 
Abbildung 5-16: Wiedergabe und Interpretation der Wirkzusammenhänge 


















































Die Leistung ist unabhängig von 
den Störungen und dem 
Informationsaustausch hoch.
Die Leistung ist unabhängig von 
den Störungen. Sie nimmt jedoch 
mit dem Informationsaustausch zu 
oder ab.
Die Leistung ist abhängig von den 
Störungen und dem Informations-
austausch. Es existieren Wechsel-
wirkungen zwischen den Faktoren.
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5.2.2.4.1 Metamodelle und Versuchsplanung  
Die Auswahl, Anpassung und Validierung der Metamodelle für den Variationskoeffizien-
ten  folgt dem in Abschnitt 5.2.2.3 vorgestellten Vorgehen. Wieder werden 
Response Surface Modelle , Gauß-Prozess Regressionen 
 und Künstliche Neuronale Netze  als potenziell 
geeignete Metamodellklassen vorausgewählt. Eine erneute statistische 
Versuchsplanung ist nicht notwendig. Stattdessen werden die Versuchspläne und Er-
gebnisse der Simulationsläufe aus Abschnitt 5.2.2.3.2 genutzt. Die neuen Metamodelle 
 werden an den Variationskoeffizienten  der Simulations-
läufe angepasst. Die Überprüfung der Prognosegüte der Metamodelle  
ist identisch zu Abschnitt 5.2.2.3.3. Wie zuvor werden eine Kreuz- oder eine Holdout-
Validierung sowie ein Vergleich der Prognosegüten anhand der Maße  und 
Bestimmtheitsmaß  durchgeführt. 
5.2.2.4.2 Formalisierung und Lösung des robusten Optimierungsproblems 
Die robuste Optimierung ermittelt diejenige Einstellung  des Informationsaustauschs, 
bei der das Produktionsnetzwerk robust gegenüber dem Auftreten von Störungen ist. 
Im Rahmen der Optimierung wird der Erwartungswert  einer zu maximie-
renden Kennzahl  eines Geschäftsprozesses des Störungsmanagements 
maximiert beziehungsweise der Erwartungswert  einer zu minimierenden 
Kennzahl  minimiert. Gleichzeitig findet eine Minimierung des Variationskoef-
fizienten  der Kennzahl  statt. Mathematisch lässt sich das 
Optimierungsproblem für eine zu minimierende Kennzahl wie folgt formulieren:  
 
       
               
             5-22 
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Der Zielfunktionsvektor des Optimierungsproblems  setzt sich aus den zwei 
Zielfunktionen  und  zusammen. Der Block der 
ersten Nebenbedingungen  sichert zu, dass die Faktoren des Informationsaus-
tauschs  innerhalb ihres zulässigen diskreten Wertebereichs  
liegen. Der zweite  und dritte  Block der Nebenbedingungen garantiert, dass 
verbleibende kontinuierliche Steuerfaktoren , deren Werte von den Geschäfts-
prozessen und dem Informationsaustausch bestimmt werden, Ausprägungen innerhalb 
des zulässigen stetigen Parameterbereichs  annehmen. Die 
Rauschfaktoren  sind keine Entscheidungsvariablen des Optimierungsproblems. Sie 
werden deswegen weder in der Zielfunktion noch in den Nebenbedingungen aufgeführt 
und gehen nur implizit über die Bestandteile Erwartungswert  sowie Vari-
ationskoeffizient  der Zielfunktion in die Optimierung ein. 
Die Optimierung wird unter Einsatz der antrainierten Metamodelle durchgeführt. Die 
Zielfunktionsbestandteile Erwartungswert  sowie Variationskoeffizient 
 werden durch die Schätzer  beziehungs-
weise  ersetzt. Die Lösung des 
Optimierungsproblems erfolgt durch multikriterielle Optimierung und Ermittlung der 
pareto-optimalen Punkte . Sie stellen einen optimalen 
Kompromiss zwischen Erwartungswert  und Variationskoeffizient  
beziehungsweise Höhe und Stabilität der Kennzahl  des Störungsmanagements 
dar. Bei dem betrachteten zweikriteriellen Optimierungsproblem bilden die pareto-
optimalen Punkte  eine nicht zwingend stetige aber streng 
monoton fallende Paretoeffizienzkurve in einem -Diagramm. 
Bei dem vorliegenden Optimierungsproblem nehmen die Entscheidungsvariablen  
diskrete Werte an. Folglich handelt es sich um ein gemischt-ganzzahliges Optimie-
rungsproblem. Aufgrund der Wechselwirkungen zwischen den Steuer- und den 
Rauschfaktoren muss von einer nichtlinearen Zielfunktion ausgegangen werden. 
Aufgrund der hohen Rechenkomplexität wird das Optimierungsproblem in mehrere 
nichtlineare Teilprobleme  mit geringerer Komplexität zerlegt 
(vgl. Abbildung 5-17). Für jedes Teiloptimierungsproblem  ist die diskrete Einstel-
lung des Informationsaustauschs  vorgegeben. Lediglich die Einstellungen der 
verbleibenden stetigen Steuerfaktoren  wird optimiert. Die Ermittlung der pareto-
optimalen Punkte erfolgt für jedes Teiloptimierungsproblem  mit dem in Custódio 
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& Madeira et al. (2011) vorgestellten Algorithmus zur Mustersuche. Ergebnis ist die 
Menge der pareto-optimalen Punkte  für die 
entsprechende Einstellung des Informationsaustauschs . Um die Ergebnisse 
über alle Einstellungen des Informationsaustauschs zu erhalten, werden die pareto-
optimalen Punkte aller Teiloptimierungsprobleme  zusammen-
geführt. Im Anschluss wird die Menge der pareto-optimalen Punkte 
 über alle Einstellungen der Steuerfaktoren des Informations-
austauschs  ermittelt. 
5.2.2.4.3 Interpretation des pareto-optimalen Informationsaustauschs 
Die Bestimmung des Zielbilds für den Informationsaustausch erfolgt anhand der Menge 
der pareto-optimalen Punkte  und hängt von der Risikopräferenz 
des Entscheiders ab (Laux & Gillenkirch et al. 2012, S. 92 f.). 
Entstammen alle pareto-optimalen Punkte ein und derselben Einstellung des 
Informationsaustauschs , lässt sich die Frage nach dem störungsrobusten Zielbild 
im Produktionsnetzwerk unabhängig von der Risikopräferenz des Entscheiders 
 
Abbildung 5-17: Zerlegung des Ausgangsproblems in Teilprobleme mit geringerer 
Rechenkomplexität in Anlehnung an A_Breig (2019, S. 87) 
…
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eindeutig beantworten. In jedem Fall sollte die dominierende Einstellung des Infor-
mationsaustauschs  gewählt werden.  
Entstammen die pareto-optimalen Punkte hingegen abschnittsweise verschiedenen 
Einstellungen des Informationsaustauschs , hängt die Wahl von der Risikoaversität 
des Entscheiders im Produktionsnetzwerk ab. Ein sehr risikoaverser Entscheider sollte 
als Zielbild  eine Einstellung für den Informationsaustausch  mit geringen Werten 
für den Variationskoeffizienten  der Kennzahl  wählen. Bei dieser 
Einstellung könnte zwar durch eine andere Einstellung des Informationsaustauschs 
eine bessere Leistung des Störungsmanagements erzielt werden. Allerdings erfüllt die 
Lösung den Stabilitätsaspekt des Robustheitsbegriffs und wird somit dem Bedürfnis 
des Entscheiders nach hoher Risikoaversität gerecht. Ein risikoaffiner Entscheider 
sollte als Zielbild  eine Einstellung für den Informationsaustausch  mit höheren 
Werten für den Erwartungswert  der Kennzahl  wählen. Bei dieser 
Einstellung müssen zwar Abstriche bei der Stabilität hingenommen werden, allerdings 
verspricht diese Einstellung im Mittel die höchste Leistungsfähigkeit des 
Störungsmanagements.  
5.2.2.5 Implementierung und Nutzung des Versuchs-Frameworks 
Die Module des Versuchs-Frameworks werden in MATLAB® implementiert. Die 
Implementierung ist das Ergebnis der vom Verfasser der Arbeit betreuten Abschluss-
arbeiten A_Kentner (2018) und A_Breig (2019). Sie besteht aus mehreren Programmen 
und Schnittstellen, welche das Simulations-Framework teilautomatisiert ausführen (vgl. 
Abbildung 5-18). Der Ablauf zur Nutzung des Frameworks ist für alle Module gleich. 
Ausgangspunkt sind die Steuer- und Rauschgrößen sowie die Kennzahlen des zu 
untersuchenden Geschäftsprozesses des Störungsmanagements. Im ersten Schritt 
entwerfen die Module in MATLAB® Versuchspläne nach dem Prinzip von Design of 
Experiments (DoE). Methoden zur Erzeugung von vollfaktoriellen Versuchsplänen, 
Plackett-Burman-Versuchsplänen, Central-Composite-Versuchsplänen und Latin-
Hypercube-Versuchsplänen sind implementiert. Im zweiten Schritt speichern die 
Module die Versuchspläne als vielfache Replikationen in einer Microsoft Access®-
Datenbank ab. Jede Replikation bekommt einen anderen Seed-Wert zugeordnet. Die 
Zuordnung unterschiedlicher Seed-Werte trägt zur stochastischen Absicherung der 
Experimentierergebnisse bei (vgl. Abschnitt 5.2.1.1.5). Im dritten Schritt stoßen die Mo-
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dule die Durchführung der Simulationsläufe in AnyLogic® an. Parametervariationsexpe-
rimente führen das Simulations-Framework automatisiert mehrmals nacheinander aus. 
Im vierten Schritt werden die Ergebnisse der Parametervariationsexperimente in einer 
Microsoft Access®-Ergebnisdatenbank gespeichert. Die Datenbank beinhaltet sowohl 
die Faktorausprägungen als auch die zugehörigen Werte der Zielgrößen für die 
Simulationsläufe. Im fünften Schritt werden die Metamodelle in MATLAB® an das Ver-
halten des Simulationsmodells angepasst. Methoden zur Anpassung und Validierung 
von linearen Regressionsmodellen, Response Surface Modellen, Gauß-Prozess 
Regressionen und Künstlichen Neuronalen Netzen sind implementiert. Auch die Visu-
alisierung der Funktionsgraphen zur Wiedergabe der Wirkzusammenhänge und die 
robuste Optimierung zur Bestimmung des Zielzustands für den Informationsaustausch 
sind in MATLAB® implementiert. 
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5.3 Umsetzungsmodelle 
Die Umsetzungsmodelle bestehen aus einem Katalog praxistauglicher Maßnahmen 
aus den Bereichen Anwendungssysteme, Infrastruktur und Standards zur Verstärkung 
des Informationsaustauschs (vgl. Abschnitt 5.3.1). Ein Entscheidungsmodell priorisiert 
die Maßnahmen und schlägt die Einführung und Verbesserung von Anwendungssyste-
men für die Transparenzsteigerung vor (vgl. Abschnitt 5.3.2). 
 
Abbildung 5-19: Maßnahmenkatalog für das Auftragsmanagement 
Maßnahmen bei Wechsel  
von „Analog“ auf 
„Digitalisiert“
Maßnahmen bei Wechsel von 
„Digitalisiert“ auf 
„Digital Integriert“
Maßnahmen bei Wechsel  







 Digitalisierung des 
Auftragsmanagements durch 
Einführung eines MES
 Schaffung von Schnittstellen 
zwischen MES und ERP-System
 Austausch von 
Transaktionsinformationen im 
gesamten Netzwerk
 Austausch von Stamm-
informationen mit direkten 
Zulieferern und Kunden 
Infrastruktur:
 Nutzung einfacher Auto-ID (bspw. 
Barcode, DataMatrix-Code)
 Elektronischer Datenaustausch 
mit EDI anstatt Papierbelege, 
Post, Fax, Telefon oder E-Mail
Standards:
 Standardisierte analoge 
Identifikatoren (bspw. 
Produktkennzeichnung mit GTIN, 
GTL als Warenanhänger)
 Standardisierter elektronischer 












 Ausbau der Nutzung des MES 
(bspw. Track & Trace)
 Nutzung unterstützender TMS, 
WMS, CRM- und SRM-Systeme
 Konsequente Vernetzung der 
Anwendungssysteme und 
weitere Automatisierung der 
Prozesse
 Austausch von 
Stamminformationen im 
gesamten Netzwerk
 Austausch von 
Zustandsinformationen mit 
direkten Zulieferern und Kunden 
im Netzwerk
Infrastruktur:
 Nutzung fortschrittlicher Auto-ID 
in kritischen Prozessen (bspw. 
RFID, GPS, BLE, UWB, RTLS)
Standards:




 Intern und extern voll integrierte , 
MES, TMS, WMS, ERP- und 
CRM-Systeme
 Kollaborationsplattformen und 
SCM-Systeme 
 Elektronische automatisierte 
Abwicklung von Geschäfts-
prozessen mit Zulieferern und 
Kunden
 Austausch von 
Zustandsinformationen im 
gesamten Netzwerk 
 Integration von Kunden und 
Lieferanten (bspw. über VMI)
Infrastruktur:
 Nutzung flexibler, skalierbarer IT-
Ressourcen mit geräte-, zeit-
und ortsunabhängigem Zugriff 
sowie hoher Datensicherheit 
(bspw. Cloud)
 Nutzung von Smart Objects in 
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5.3.1 Maßnahmenkatalog 
Ergebnis der Anwendung des Versuchs-Frameworks ist ein Zielbild für den Informati-
onsaustausch, bei dem Auftragsmanagement, Qualitätsproblembehebung sowie tech-
nisches Änderungsmanagement eine hohe und stabile Performance aufweisen. Das 
Zielbild wird durch einen Wechsel der Reifegradstufen im Reifegradmodell des Infor-
mationsaustauschs und den damit verbundenen Maßnahmen umgesetzt. Abhängig 
 






 Digitalisierung der Qualitäts-
problembehebung durch 
Einführung eines CAQ-Systems
 Geringe Vernetzung von CAQ-
mit ERP-Systemen
 Digitalisierung von Dokumenten  




 Austausch einfacher 
Transaktions- und Stamm-
informationen mit direkten 
Zulieferern und Kunden im 
Netzwerk
Infrastruktur:
 Datenaustausch per Telefon 
oder E-Mail anstatt 
Papierbelege, Post oder Fax
 Nutzung einfacher Auto-ID 
(bspw. Barcode, Data Matrix-
Code)
Standards:
 Standardisierung und 
Zertifizierung des 
Qualitätsmanagements (bspw. 














 Intern starke Vernetzung des 
CAQ-Systems mit MES, ERP-
und PLM-Systemen
 Externe beidseitige Vernetzung 
der CAQ-Systeme mit Kunden 
und Lieferanten
 Automatisierung der Fehler-
erkennung in Produktion und 
Wareneingang 
 Austausch komplexer 
Transaktions-, Stamm- und 
Zustandsinformationen mit 
direkten Zulieferern und Kunden 
im Netzwerk
Infrastruktur:
 Nutzung von Sensor- und 
kamerabasierten Inspektions-
systemen zur automatisierten 
Fehlererkennung
Standards:
 Standardisierter Austausch von 
Qualitätsdaten (bspw. QDX des 
VDA)
Anwendungssysteme:
 Intern und extern voll integrierte 
MES, CAQ-, ERP- und PLM-
Systeme
 Plattformbasierte Abwicklung der  
Qualitätsprozesse inklusive 
erweiterter Funktionalität wie 
bspw. Kennzahlen, 
Lieferantenbewertung und 
Delegation des Erfassens von 
Prüfdaten
 Austausch komplexer 
Transaktions-, Stamm- und 
Zustandsinformationen mit 
nahezu allen Partnern im 
Netzwerk
Infrastruktur:
 Nutzung flexibler, skalierbarer IT-
Ressourcen mit geräte-, zeit-
und ortsunabhängigem Zugriff 
sowie hoher Datensicherheit 
(bspw. Cloud)
Maßnahmen bei Wechsel  
von „Analog“ auf 
„Digitalisiert“
Maßnahmen bei Wechsel von 
„Digitalisiert“ auf 
„Digital Integriert“
Maßnahmen bei Wechsel  
von „Digital Integriert“ auf 
„Digital Selbststeuernd“
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von der Reichweite des Informationsflusses im Ist-Zustand und der Reichweite des In-
formationsflusses im Zielbild kommen verschiedene Maßnahmen infrage. Die Maßnah-
men werden im Auftragsmanagement (vgl. Abbildung 5-19), in der Qualitätsproblembe-
hebung (vgl. Abbildung 5-20) und im technischen Änderungsmanagement (vgl. Abbil-
dung 5-21) jeweils mit einem Maßnahmenkatalog systematisiert. Der Katalog ist das 
Ergebnis der vom Verfasser der Arbeit betreuten Abschlussarbeiten A_Beller (2019) 
und A_Ertas (2020). Maßnahmen, die bei einem Wechsel vom Reifegrad „Analog“ in 
 






 Geringe interne Vernetzung von 
ERP-, CAD- und PDM- bzw. 
PLM-Systemen (bspw. in den 
Bereichen Teile- und 
Stücklistenverwaltung)
 Digitalisierung von Dokumenten  
zu Spezifikationen, Zeichnungen, 
Stücklisten und Änderungen
 Digitalisierung der internen 
Abwicklung technischer 
Änderungen
 Manueller Austausch  von 
Transaktions- und 
Stamminformationen mit direkten 
Zulieferern und Kunden im 
Netzwerk
Infrastruktur:
 Datenaustausch per Telefon 
oder E-Mail anstatt 
Papierbelege, Post oder Fax
Standards:
 Standardisierung der 
Produktdokumentation (bspw. 


















 Vollständige interne Vernetzung 
von ERP-, CAD-, PDM- bzw. 
PLM- und CAQ-Systemen
 Austausch von Transaktions-
und Stamminformation mit 
direkten Zulieferern und Kunden 
im Netzwerk
 Ablösungen von bilateralen 
Treffen technischer Einkäufer 




 Elektronischer Datenaustausch 
mit EDI




 Austausch von CAD-Dateien und 
begleitenden Organisations-
dateien in den Übertragungs-
formaten ENGDAT (EDI) und 
STEP (vgl. ISO 10303-21)
Anwendungssysteme:
 Intern und extern voll integrierte 
PDM-/PLM-, CAD-, ERP- und 
CAQ-Systeme
 Nutzung von Plattformen mit 
identischer und laufend 
aktualisierter Datenbasis zur 
gemeinschaftlichen Umsetzung 
technischer Änderungen
 Digitale Workflows zur möglichst 
automatisierten Abwicklung von 
technischen Änderungen
 Austausch von Transaktions-, 
Stamm- und 
Zustandsinformationen mit 
nahezu allen Partnern im 
Netzwerk
Infrastruktur:
 Nutzung flexibler, skalierbarer IT-
Ressourcen mit geräte-, zeit-
und ortsunabhängigem Zugriff 
sowie hoher Datensicherheit 
(bspw. Cloud)
Maßnahmen bei Wechsel  
von „Analog“ auf 
„Digitalisiert“
Maßnahmen bei Wechsel von 
„Digitalisiert“ auf 
„Digital Integriert“
Maßnahmen bei Wechsel  
von „Digital Integriert“ auf 
„Digital Selbststeuernd“
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den Reifegrad „Digitalisiert“ umgesetzt werden, stiften einen Nutzen in der Unterstüt-
zung der Geschäftsprozesse (Schulze 2009, S. 109 f.). Maßnahmen zum Wechsel vom 
Reifegrad „Digitalisiert“ in den Reifegrad „Digital Integriert“ zielen auf eine effizientere 
Gestaltung des Störungsmanagements ab (Schulze 2009, S. 109 f.). Maßnahmen zur 
Weiterentwicklung hin zum Reifegrad „Digital Selbststeuernd“ substituieren manuelle 
Arbeitstätigkeiten durch Automatisierung des Störungsmanagements (Schulze 2009, 
S. 109 f.). Die Maßnahmen erheben keinen Anspruch auf Vollständigkeit. Sie können 
abhängig vom industriellen Anwendungsfall erweitert werden. 
5.3.2 Entscheidungsmodell 
Das Entscheidungsmodell wählt Maßnahmen für die Transparenzsteigerung aus. Das 
Vorgehen ist in Abbildung 5-22 dargestellt: Zuerst werden in Abhängigkeit der 
Produktionsstrategie des fokalen Netzwerkpartners die Prozesse des Störungsmana-
gements priorisiert (vgl. Abschnitt 5.3.2.1). Für die priorisierten Prozesse folgt 
anschließend die Ermittlung des Handlungsbedarfs und geeigneter Maßnahmen durch 
den Vergleich der horizontalen Informationsflüsse im Ist-Zustand und im Zielbild des 
Informationsaustauschs (vgl. Abschnitt 5.3.2.2). Der Abschnitt endet mit einer 
Empfehlung zur Umsetzung von Maßnahmen aus den Bereichen Anwendungssysteme 
und Infrastruktur (vgl. Abschnitt 5.3.2.3).  
 Abbildung 5-22: Vorgehen zur Auswahl von Maßnahmen 
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5.3.2.1 Priorisierung der Prozesse mit Handlungsbedarf 
Die Umsetzung der in Abschnitt 5.3.1 vorgestellten Maßnahmen erfordert finanzielle 
und zeitliche Aufwendungen. Da die Ressourcen im Produktionsnetzwerk begrenzt 
sind, müssen Maßnahmen priorisiert werden.  
Es wird davon ausgegangen, dass ein fokaler Netzwerkpartner die Priorisierung be-
stimmt. Die Priorisierung soll helfen, die übergeordnete Produktionsstrategie des 
fokalen Netzwerkpartners umzusetzen. Thomas & Mundt et al. (2013, S. 130 f.) 
unterscheiden die vier idealtypischen Produktionsstrategien „Preiskämpfer“, „Kunden-
könig“, „Klassischer Produzent“ und „Innovator“. Die Strategien bewerten 
Differenzierungfaktoren der Produktion entweder als unentscheidend für den Wettbe-
werb, als sekundär wettbewerbsentscheidend oder als primär wettbewerbsentschei-
dend. Zu den Differenzierungsfaktoren zählen Preis, Qualität, Innovation, Lieferfähig-
keit und Flexibilität. Der Idealtyp Preiskämpfer setzt seinen strategischen Schwerpunkt 
auf das Preis-Qualitäts-Niveau. Kundenkönige differenzieren sich über ein breites 
Produktspektrum, eine hohe Flexibilität im Produktdesign und eine marktgerechte 
Gestaltung von Preis, Qualität und Bestellmengenflexibilität. Klassische Produzenten 
optimieren ihre Fertigung konsequent im Hinblick auf die Produktqualität sowie kurze, 
zuverlässige und flexible Lieferprozesse. Innovatoren streben eine Technologieführer-
schaft an. Sie differenzieren sich über Produktinnovationen und hohe Qualität. (Thomas 
& Mundt et al. 2013, S. 130 f.) 
Die gewählte Priorisierung ist das Ergebnis der vom Verfasser der Arbeit betreuten Ab-
schlussarbeit (A_Beller 2019). Sie setzt die Verbesserung der Prozesse des Störungs-
managements in Bezug zur Produktionsstrategie und der Bedeutung ihrer Differenzie-
rungsfaktoren (vgl. Abbildung 5-23). Sind die Differenzierungsfaktoren für einen Ideal-
typ nicht wettbewerbsentscheidend, wird die Verbesserung des entsprechenden 
Prozesses des Störungsmanagements gering priorisiert. Sekundäre und primäre 
wettbewerbsentscheidende Differenzierungsfaktoren mit Bezug zum Störungsmanage-
ment führen hingegen zu einer mittleren oder hohen Priorisierung einer Verbesserung 
der Erwartungswerte  und Variationskoeffizienten  des Auftragsma-
nagements, der Qualitätsproblembehebung und des technischen 
Änderungsmanagements. 
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Kundenkönige sollten eine gleichmäßige Verbesserung von Auftragsmanagement, 
Qualitätsproblembehebung und technisches Änderungsmanagement anstreben. Für 
Klassische Produzenten stehen Auftragsmanagement und Qualitätsproblembehebung 
im Vordergrund. Innovatoren sollten das technische Änderungsmanagement 
fokussieren. Für Preiskämpfer ist die Notwendigkeit zur Verbesserung des Störungs-
managements im Vergleich zu den anderen Strategien geringer. Verbesserungen im 
Auftragsmanagement und in der Qualitätsproblembehebung sollten priorisiert werden. 
5.3.2.2 Ermittlung des Handlungsbedarfs 
Ein Handlungsbedarf in der Transparenzsteigerung besteht lediglich, wenn die Bedeu-
tung einer Verbesserung von Auftragsmanagement, Qualitätsproblembehebung und 
technischem Änderungsmanagement als mittel oder hoch priorisiert wurde. Zur Ermitt-
lung des Handlungsbedarfs wird zuerst der Ist-Zustand und das Zielbild des horizonta-
len Informationsflusses in das jeweilige Reifegradmodell des Informationsaustauschs 
(vgl. Anhang A5) eingeordnet. Der Bedarf ergibt sich im Anschluss durch Vergleich der 
Kategorie „Anwendungssysteme und Infrastruktur“ des Reifegradmodells im Ist-
Zustand und im Zielbild unter Zuhilfenahme des entsprechenden Maßnahmenkatalogs 
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(vgl. Abschnitt 5.3.1). Im Auftragsmanagement könnten beispielsweise im Ist-Zustand 
Bestellinformationen gegen den Wertstrom lediglich mit direkt benachbarten 
Standorten wöchentlich per Fax ausgetauscht werden (Reifegrad „Analog“). Das Ziel-
bild könnte zusätzlich einen Informationsaustausch im gesamten Produktionsnetzwerk 
vorschlagen, der Bestands- und Ortungsdaten in Echtzeit umfasst (Reifegrad „Digital 
Integriert“). Der Kategorie „Anwendungssysteme und Infrastruktur“ (vgl. Anhang A5) 
und dem Maßnahmenkatalog (vgl. Abbildung 5-19) folgend, sollten in Zukunft zusätz-
lich WMS und TMS sowie fortschrittliche Auto-ID genutzt werden. Zudem sind die 
Prozesse unter Einsatz von Schnittstellen und Standards zu automatisieren (vgl. 
Anhang A5 und Abbildung 5-19).  
5.3.2.3 Umsetzung von Maßnahmen im Bereich Anwendungssysteme 
Die Maßnahmen zur Verbesserung des Störungsmanagements werden bei den Part-
nern unternehmensintern beispielsweise durch die Digitalisierung von Dokumenten und 
den Wechsel des Datenaustauschs von Papier auf Telefon oder E-Mail umgesetzt. Bei 
der Neueinführung und Vernetzung von Anwendungssystemen ist eine Unterstützung 
durch Dienstleister aus dem Bereich der Informationstechnologie nötig.  
Dieser Ansatz beschränkt sich im Weiteren auf den Vergleich von Anwendungs-
systemen externer Dienstleister. Interne Maßnahmen werden nicht betrachtet, da ihre 
Umsetzung anwendungsfallspezifisch erfolgt. Das Vorgehen zur Umsetzung der An-
wendungssysteme externer Dienstleister ist das Ergebnis der vom Verfasser der Arbeit 
betreuten Abschlussarbeit A_Beller (2019). 
5.3.2.3.1 Anforderungen an Anwendungssysteme zur Transparenzsteigerung 
Das Spektrum existierender Anwendungssysteme zur Verbesserung von Auftragsma-
nagement, Qualitätsproblembehebung sowie technisches Änderungsmanagement wird 
über Internetrecherchen, Messen und Kongresse, die Auswertung von Marktspiegeln 
und den Test von Demoversionen ermittelt (Groß & Pfennig 2017, S. 191 f.). 
Laut Tiemeyer (2014, 421 f.) sollten Anwendungssysteme anhand der Erfüllung 
funktionaler und nicht-funktionaler Anforderungen ausgewählt werden. Funktionale 
Anforderungen beschreiben gegenständliche Eigenschaften und legen den Leistungs-
umfang des einzuführenden Anwendungssystems fest (Tiemeyer 2014, S. 422). Nicht-
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funktionale Anforderungen definieren die Qualität, in der das einzuführende Informati-
onssystem seine Leistung erbringen soll (Tiemeyer 2014, S. 422). Die Erfüllung funkti-
onaler und nicht-funktionaler Anforderungen wird schrittweise geprüft.  
Der erste Bewertungsschritt berücksichtigt die funktionalen Anforderungen. Ein Anwen-
dungssystem ist zur Transparenzsteigerung geeignet, wenn es alle Maßnahmen, die 
mit einem Wechsel des Reifegrads vom Ist-Zustand zum Zielbild verbunden sind, zur 
Verbesserung des Störungsmanagements umsetzt (vgl. Abschnitt 5.3.1). Falls das 
System eine der Maßnahmen nicht umsetzt, eignet es sich nicht. Als Ausschlusskrite-
rium dient zudem die Notwendigkeit zur Umsetzung der im Zielbild gültigen Standards.  
Der zweite Bewertungsschritt dient der Detailbewertung der verbleibenden Anwen-
dungssysteme. Drei bis fünf Systeme werden anhand der nicht-funktionalen Kriterien 
„Kosten“, „Skalierbarkeit“, „Schnittstellen“ und „Support“ bewertet. Die Kosten des Sys-
tems setzen sich aus den Kosten für die Anschaffung von Hard- und Software, für den 
Aufbau der Infrastruktur, für die Entwicklung und Einführung des Systems sowie für 
dessen Betrieb, Wartung und Verwaltung zusammen. Das Störungsmanagement in 
Produktionsnetzwerken zeichnet sich durch die Beteiligung einer zeitlich wechselnden 
Anzahl von Partnern mit heterogener und historisch gewachsener Informations- und 
Kommunikationstechnik aus. Diese Eigenschaften werden von den beiden nicht-funkti-
onalen Anforderungen Skalierbarkeit und Schnittstellen adressiert. Das Kriterium Sup-
port trägt dem Umstand Rechnung, dass einzelne Partner im Produktionsnetzwerk vom 
fokalen Unternehmen zur Nutzung eines Anwendungssystems verpflichtet werden kön-
nen. Sie benötigen Unterstützung bei der Einführung des Anwendungssystems.  
5.3.2.3.2 Vergleich von Anwendungssystemen 
Da die Anwendungssysteme hinsichtlich mehrerer quantitativer und qualitativer Krite-
rien zu bewerten sind, eignen sich Verfahren der multikriteriellen Entscheidungsfin-
dung. In der Praxis ist die Auswahl der Anwendungssysteme durch das Vorliegen un-
vollständiger Informationen erschwert. Dies gilt beispielsweise im Hinblick auf die Kri-
terien Kosten, Schnittstellen und Skalierbarkeit des Systems. Als Folge kann keine ein-
deutige Rangfolge zwischen den Systemen gebildet werden. Während in der Industrie 
die Nutzwertmethode eingesetzt wird, empfiehlt die Forschung den Einsatz von Outran-
king-Verfahren für solche schlecht strukturierten Entscheidungssituationen. Hierzu zäh-
len beispielsweise ELECTRE (ELimination Et Choix Traduisant la Realité), TOPSIS 
(Technique for Order Preference by Similarity to Ideal Solution) und PROMETHEE 
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(Preference Ranking Organization METHod for Enrichment Evaluation) (Alinezhad & 
Khalili 2019, S. 29 f.). Das Verfahren PROMETHEE wird aufgrund seiner guten Nach-
vollziehbarkeit zum Vergleich der Anwendungssysteme genutzt. Ergebnis ist eine 
Rangfolge der Anwendungssysteme. Die Einführung und Nutzung gut bewerteter Sys-
teme verspricht eine Verbesserung des Auftragsmanagements, der Qualitätsproblem-
behebung und des technischen Änderungsmanagements bei gleichzeitiger 
Berücksichtigung von Kosten, Skalierbarkeit, Schnittstellen und Support. Als Hand-
lungsempfehlung wird die Einführung eines der gut bewerteten Anwendungssysteme 
im Netzwerk vorgeschlagen.  
5.4 Vorgehen 
In den vorherigen Abschnitten wurden verschiedene Modelle für die Transparenzstei-
gerung in Produktionsnetzwerken entwickelt. Dieser Abschnitt beschreibt ein Vorgehen 
zur Anwendung dieser Modelle auf einen industriellen Anwendungsfall. Zunächst wird 
der Ist-Zustand des Störungsmanagements im Produktionsnetzwerk mit den Beschrei-
bungsmodellen deskriptiv abgebildet (vgl. Abschnitt 5.4.1). Es folgt die 
Parametrisierung des Simulations-Frameworks entsprechend der Beschreibungs-
modelle sowie die Ermittlung der Wirkzusammenhänge mit dem Versuchs-Framework 
(vgl. Abschnitt 5.4.2). Zuletzt werden transparenzsteigernde Maßnahmen ausgewählt 
und zur Umsetzung vorgeschlagen (vgl. Abschnitt 5.4.3). 
5.4.1 Abbildung des Störungsmanagements 
Das Vorgehen beginnt mit der Aufnahme der Produktionsprozesse und Wertströme für 
jeden Produktionsstandort im Netzwerk des industriellen Anwendungsfalls. Ziel ist es, 
alle Produktionsstandorte entsprechend der in Abschnitt 5.1.1.1 definierten Merkmale 
und Ausprägungen im Auftragsmanagement, in der Qualitätsproblembehebung und im 
technischen Änderungsmanagement zu charakterisieren. Als unterstützende Metho-
den können die von Erlach (2010, S. 31 f.) beschriebene Wertstromanalyse und die von 
Arndt (2018, S. 85 f.) entwickelte Qualitätswertstromanalyse eingesetzt werden. Neben 
der Charakterisierung der Produktionsstandorte werden die für das Störungsmanage-
ment relevanten Kennzahlen ermittelt. Das Kennzahlensystem aus Abschnitt 5.1.1.2 
und Anhang A2 bietet eine Sammlung möglicher Kennzahlen. Aus der Sammlung 
werden diejenigen Kennzahlen herausgegriffen, die für die Produktionsstrategie des 
fokalen Unternehmens im Produktionsnetzwerk des industriellen Anwendungsfalls re-
levant sind. Auf Produktionsebene werden zuletzt Störungen definiert, deren Einfluss 
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auf die Leistungsfähigkeit im Produktionsnetzwerk untersucht werden soll. Entweder 
werden anhand von historischen Produktionsdaten bekannte Störungen des Anwen-
dungsfalls ermittelt. Alternativ ist es möglich, unbekannte Störungen unter Verwendung 
von Anhang A3 auf bekannte Rezeptoren und Parameter herunterzubrechen. 
Auf Informationsebene wird für jeden Produktionsstandort des industriellen Anwen-
dungsfalls eine Geschäftsprozessanalyse im Auftragsmanagement, in der Qualitäts-
problembehebung und im technischen Änderungsmanagement durchgeführt. Ziel ist 
es, die Geschäftsprozesse des Anwendungsfalls in die generischen Geschäftspro-
zesse aus Abschnitt 5.1.2.1 und Anhang A4 einzuordnen. Für jeden Partner des 
Produktionsnetzwerks werden zusätzlich die horizontalen Informationsflüsse mit den 
anderen Netzwerkpartnern aufgenommen. Die Reichweiten der Informationsflüsse 
werden entsprechend Abschnitt 5.1.2.2 kodiert. Die Kenntnis der Geschäftsprozesse 
und Informationsflüsse ermöglicht es, den Reifegrad der Geschäftsprozesse und des 
Informationsaustauschs im Ist-Zustand gemäß Abschnitt 5.1.2.3 und Anhang A5 für 
jeden Standort im Netzwerk des industriellen Anwendungsfalls einzuordnen. 
5.4.2 Ermittlung von Wirkzusammenhängen und Zielbild 
Der zweite Schritt des Vorgehens parametrisiert zuerst das Simulationsmodell entspre-
chend des industriellen Anwendungsfalls. Dabei werden in Abhängigkeit der aufgenom-
menen Produktionsprozesse (vgl. Abschnitt 5.4.1) zuerst einzelne Instanzen der in 
Abschnitt 5.2.1.1 vorgestellten Produktionssystemmodule Produktionsstandort und 
Produktionsressource aus dem Simulations-Framework in das Simulationsmodell ein-
gefügt. Die Module werden untereinander sowie mit Kunden verknüpft. Alle Modulpa-
rameter werden entsprechend des aufgenommenen Wertstroms mit Ausgangswerten 
belegt. Auch die in Abschnitt 5.2.1.2 entwickelten Geschäftsprozessmodule der 
Simulation werden entsprechend der aufgenommenen Geschäftsprozesse 
parametrisiert. Der Informationsfluss in den Geschäftsprozessmodulen wird 
entsprechend des aufgenommenen Ist-Zustands eingestellt (vgl. Abschnitt 5.4.1). 
Die Anwendung des Versuchs-Frameworks beginnt mit der Festlegung der für die Er-
mittlung der Wirkzusammenhänge zu untersuchenden Rausch- und Steuerfaktoren 
sowie ihrer Parameterbereiche. Die Rauschfaktoren sind durch das Rezeptormodell 
vorgegeben. Die Parameterbereiche können bei Vorliegen historischer Daten abge-
schätzt werden. Zur Untersuchung unbekannter Störungen müssen die Parameterbe-
reiche auf Basis öffentlich verfügbarer Sekundärdaten (bspw. Maschinendatenblätter, 
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Prognosen der Marktnachfragen) abgeschätzt werden. Für die Steuerfaktoren sind die 
Parameterwerte durch die zu untersuchenden Reichweiten des horizontalen Informati-
onsflusses im Produktionsnetzwerk vorgegeben. Die eigentliche Ermittlung der Wirkzu-
sammenhänge geschieht durch die schrittweise Anwendung der Module des Versuchs-
Frameworks. Zuerst bestätigt oder widerlegt das in Abschnitt 5.2.2.2 vorgestellte Modul 
zur Ermittlung signifikanter Faktoren die Existenz von Wirkzusammenhängen zwischen 
der Leistung des Störungsmanagements und dem Informationsaustausch. Falls Wirk-
zusammenhänge vorliegen, ermittelt das Modul die wirkstärksten Rausch- und Steuer-
faktoren. Im weiteren Verlauf werden mit dem in Abschnitt 5.2.2.3 eingeführten Modul 
zur Wiedergabe der Wirkzusammenhänge Response Surface Modelle, Gauß-Prozess 
Regression und Künstliche Neuronale Netze an das Verhalten von Störungen, Informa-
tionsaustausch sowie erwarteter Leistungsfähigkeit angepasst. Das in Abschnitt 5.2.2.4 
vorgestellte Modul zur Bestimmung des Zielzustands des Informationsaustauschs nutzt 
zuletzt das Metamodell mit der höchsten Prognosegüte gemeinsam mit einem weiteren 
Metamodell zur Wiedergabe der Streuung der Leistungsfähigkeit als Eingangsgrößen 
einer robusten Optimierung. Die Optimierung ermittelt ein gegenüber Störungen mög-
lichst robustes Zielbild für den horizontalen Informationsfluss im Produktionsnetzwerk. 
5.4.3 Umsetzung transparenzsteigernder Maßnahmen 
Zur Umsetzung des Zielbilds wird mit dem Entscheidungsmodell aus Abschnitt 5.3.2.1 
zuerst die Bedeutung einer Verbesserung von Auftragsmanagement, Qualitätsproblem-
behebung und technischem Änderungsmanagement bewertet. Die Bedeutung hängt 
von der Produktionsstrategie des fokalen Unternehmens des Anwendungsfalls ab. Für 
die ausgewählten Prozesse wird anschließend unter Einsatz von Anhang A5 der 
horizontale Informationsfluss im Ist-Zustand und im Zielbild gemäß Abschnitt 5.3.2.2 
verglichen. Die Maßnahmenkataloge aus Abschnitt 5.3.1 geben einen Überblick über 
potenziell geeignete Maßnahmen zur Umsetzung des Zielbilds. Zur konkreten 
Umsetzung werden den Ausführungen aus Abschnitt 5.3.2.3 folgend Anwendungssys-
teme externer Dienstleister mit Potential für die Transparenzsteigerung recherchiert. 
Die Anwendungssysteme werden auf die Erfüllung netzwerkspezifischer funktionaler 
Anforderungen geprüft. Ein multikriterieller Vergleich bildet zuletzt eine Rangfolge zwi-
schen potenziell geeigneten Systemen auf Basis von nicht-funktionalen Anforderungen. 
Gut bewertete Anwendungssysteme werden zur Umsetzung und Transparenzsteige-
rung im industriellen Anwendungsfall empfohlen. 
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6 Erprobung des Lösungsansatzes 
Der Lösungsansatz zur Transparenzsteigerung globaler Produktionsnetzwerke wird auf 
ein reales Produktionsnetzwerk zur Fertigung von Kunststoff-Metall-Bauteilen in der 
Automobilzulieferindustrie angewendet, um die Funktion des Ansatzes nachzuweisen 
und dessen Praxistauglichkeit zu erproben. Der Ansatz wurde im Rahmen des von der 
AiF geförderten Forschungsprojekts PlanQ – „Planungsunterstützung zur Gestaltung 
von Prüfstrategien und Umsetzung von Qualitätsmaßnahmen in globalen Wertschöp-
fungsnetzwerken“ (IGF-Vorhaben Nr. 19421 N/1) sowie im Rahmen des von der DFG 
geförderten Forschungsprojekts „Kennzahlensystem zur Robustheitssteigerung verket-
teter Produktionssysteme“ (Projekt Nr. LA 2351/35-1) entwickelt. Die Diskussion, An-
wendung und Bewertung von Teilschritten des Ansatzes fand mit ausgewählten Indust-
riepartnern statt. 
Die Erprobung beginnt mit einer Vorstellung der Produktionsprozesse und des Informa-
tionsaustauschs im Produktionsnetzwerk des Anwendungsfalls (vgl. Abschnitt 6.1). 
Dem Vorgehen aus Abschnitt 5.4 folgend werden anschließend das Störungsmanage-
ment abgebildet, Wirkzusammenhänge ermittelt sowie Maßnahmen zur Transparenz-
steigerung ausgewählt (vgl. Abschnitt 6.2). 
6.1 Vorstellung des Anwendungsfalls 
Die industrielle Erprobung erfolgt an einem Produktionsnetzwerk zur Fertigung von 
Kunststoff-Metall-Bauteilen. Das Netzwerk ist Teil einer hierarchisch aufgebauten 
automobilen Zulieferpyramide. Die Pyramide besteht aus einer Vielzahl mittelständi-
scher Auftragsproduzenten. Kunde und fokales Unternehmen der Pyramide ist ein 
multinational tätiger Automobilzulieferer, der Elektromotoren als Stellantriebe produ-
ziert und vertreibt (vgl. Abbildung 6-1). Der Stellantrieb dient in Kraftfahrzeugen der 
Steuerung von Frontwischern, Sitzverstellern oder Fensterhebern. Er wird in einer Viel-
zahl von Varianten bei einer jährlichen Stückzahl von circa   an meh-
reren Standorten in Deutschland, Mexiko und China gefertigt. Der Stellantrieb besteht 
in seinen Hauptkomponenten aus einem Gleichstrommotor sowie einem Getriebe. Nur 
die Endmontage führt der Automobilzulieferer selbst durch. Die einzelnen Komponen-
ten des Gleichstrommotors wie beispielsweise der Poltopf, die Magneten, der Rotor 
und das Kunststoff-Metall-Bauteil sind Zulieferteile. Gleiches gilt für die Komponenten 
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des Getriebes wie beispielsweise das Getriebegehäuse, die Zahnräder und die Dämp-
fungsscheiben.  
Die Größe der Zulieferpyramide macht eine Einschränkung der Betrachtung notwendig. 
Das Produktionsnetzwerk des Kunststoff-Metall-Bauteils bietet sich aufgrund der hohen 
Fertigungskomplexität des Bauteils im Vergleich zu anderen Motor- und Getriebeteilen 
an. Die Toleranzen sind eng und die Geometrie ist mit Durchbrüchen und unterschied-
lich dicken Wandstärken aufwändig. Auch der Verbau mehrerer Einlegeteile sowie die 
vielen Schnittstellen zwischen den Standorten steigern die Fertigungskomplexität. 
Die Betrachtung wird auf eine Produktvariante des Kunststoff-Metall-Bauteils einge-
grenzt. Das jährliche Volumen der im Produktionsnetzwerk gefertigten Variante beträgt 
 Stück. Nachfolgend werden zuerst der Aufbau und die Funktion des Kunststoff-
Metall-Bauteils erläutert (vgl. Abschnitt 6.1.1). Anschließend wird der Produktionspro-
zess (vgl. Abschnitt 6.1.2) sowie der Informationsaustausch (vgl. Abschnitt 6.1.3) im 
Produktionsnetzwerk geschildert. Die Ausführungen sind Ergebnis der vom Verfasser 
der Arbeit betreuten Abschlussarbeiten A_Linzbach (2017) und A_Fanck (2018). 
6.1.1 Aufbau und Funktion des Kunststoff-Metall-Bauteils 
Das Kunststoff-Metall-Bauteil besteht aus einem Kunststoffkorpus, in welchen zwei 
Kontaktfahnen, zwei Bürsten, zwei Drehfedern, zwei Bügeldrähte, ein temperaturab-
hängiger Widerstand sowie ein Temperaturschalter verbaut werden (vgl. Abbildung 
6-1). Das Kunststoff-Metall-Bauteil hat die Funktion, den Stromfluss zwischen dem 
Bordnetz des Automobils und dem Stellmotor sicherzustellen. 
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6.1.2 Produktionsprozesse der Standorte 
Die Herstellung des Bauteils erfolgt an drei Produktionsstandorten ,  und  unter-
schiedlicher Unternehmen mit jeweils unterschiedlichen Produktionsprozessen: Stand-
ort  stanzt und biegt die Kontaktfahnen. Standort  fertigt das Kunststoffbauteil. 
Standort  montiert Kontaktfahnen und Kunststoffbauteil mit den verbleibenden Kom-
ponenten. Die Herstellung der Bürsten, Drehfedern, Bügeldrähte und sonstiger Kom-
ponenten ist nicht Gegenstand der Betrachtung. Diese Teile werden von Lieferanten 
zugeliefert. Auch die Endmontage des Stellantriebs beim Automobilzulieferer geht nicht 
in die Betrachtung ein. Der Automobilzulieferer fungiert lediglich als Kunde . 
Standort  des Produktionsnetzwerks befindet sich in Deutschland. Für das betrach-
tete Volumen von   des Kunststoff-Metall-Bauteils werden jährlich circa 
  der Kontaktfahnen in zwei unterschiedlichen Varianten gestanzt und 
gebogen. Der Ablauf (vgl. Abbildung 6-2 und Anhang A6) beginnt mit der Zulieferung 
aufgerollter Messingbänder. Im weiteren Verlauf werden die Bänder abgewickelt und 
die Fahnen mit einem Stanzautomat vereinzelt. Da weder der Rohling noch die Abkan-
tungen der beiden Varianten der Kontaktfahne gleich sind, kommen beim Stanzen zwei 
unterschiedliche Folgeverbundwerkzeuge zum Einsatz. Die Werkzeuge stanzen in 
einzelnen Hüben jeweils zuerst die Ecken aus dem Band und lochen Rundungen aus. 
Anschließend wird die Fase der Kontaktfahne geprägt, die Außenkontur ins Band 
geschnitten und die Abkantungen gebogen. Nach dem Stanzen und Biegen ist eine 
Nachbearbeitung der Kontaktfahnen mittels Gleitschleifen notwendig. Zudem müssen 
Verunreinigungen wie Schmiermittelreste des Stanzens und Rückstände des Schlei-
fens entfernt werden. Als weiterer Prozessschritt schließt sich ein Waschvorgang an. 
Nach der Reinigung folgt eine Prüfung der Kontur der Fahnen an einer optischen 
Prüfstation mit Durchlichtprüfung. Vor dem Versand an Standort  werden die 
Kontaktfahnen zwischengelagert und verpackt. Der Versand erfolgt bei einer Losgröße 
von  . (A_Linzbach 2017; A_Fanck 2018) 
Auch Standort  befindet sich in Deutschland. An Standort  wird der Kunststoffkor-
pus mittels Spritzgießen hergestellt. Der Prozess (vgl. Abbildung 6-2 und Anhang A6) 
beginnt mit der Anlieferung von Kunststoffgranulat. Da das Granulat Feuchtigkeit aus 
der Umgebungsluft bindet, muss es vor dem eigentlichen Spritzgießen getrocknet 
werden. Der Trockenlufttrockner ist direkt auf der Spritzgießmaschine angebracht. Bei 
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der verwendeten Spritzgießmaschine handelt es sich um eine Horizontalspritzgießma-
schine, deren Schieberwerkzeug vier Formnester besitzt. Das Werkzeug wird in regel-
mäßigen Abständen entfernt, gereinigt und gegebenenfalls repariert. Die Entnahme der 
Spritzgießteile aus der Maschine erfolgt automatisiert mit einem Linearroboter. Nach 
dem Spritzgießen werden die Teile automatisiert zu einer Fräsmaschine transportiert. 
Sie fräst eine Einführschräge in den Korpus. Um die Auslieferung fehlerhafter Teile mit 
unüblich starker Schrumpfung oder Verzug zu verhindern, werden Stichproben des 
Kunststoffkorpus vor der Auslieferung mit einem Koordinatenmesssystem vermessen. 
Der Versand an Standort  erfolgt ohne Zwischenlagerung als Schüttgut bei einer Los-
größe von  . (A_Linzbach 2017; A_Fanck 2018) 
Standort  hat seinen Sitz in Osteuropa und montiert das Kunststoff-Metall-Bauteil 
(vgl. Abbildung 6-2 und Anhang A6). Die Kontaktfahne von Standort , das Kunststoff-
bauteil von Standort  sowie die nötigen Bürsten, Drehfedern, Bügeldrähte, 
Widerstände und Temperaturschalter werden zugeliefert. Vor der Montage finden eine 
Stichprobenprüfung der Zulieferteile sowie eine Reinigung der Kohlebürsten statt. Die 
Montage erfolgt in einem halbautomatisierten und verketteten Fließsystem, welches 
nach dem Umlaufprinzip organisiert ist. Zu Beginn werden die Kontaktfahnen in den 
Korpus eingelegt, die Bürsten in den Köcher eingeschoben, die Bürsten mit den Dreh-
federn eingespannt, der Widerstand hinter dem Haltedorn platziert und der Temperatur-
schalter eingesetzt. Es folgen das Warmverpressen von Bürstenlitze und Widerstand 
sowie das Verschweißen von Temperaturschalter und Bügeldrähten. Nach einem wei-
teren Warmverpressen von Widerstand und Bügeldrähten werden die Bügeldrähte mit 
den Bürstenlitzen verbunden und in ihre Aussparungen gebogen. Während die Bestü-
ckung aufgrund der schlechten Zugänglichkeit der Fügestellen manuell erfolgt, ist das 
Warmverpressen weitgehend automatisiert. Das fertige Kunststoff-Metall-Bauteil wird 
zuletzt mit einem Tintenstrahldrucker beschriftet. Vor der Auslieferung ist eine weitere 
Stichprobenprüfung notwendig. Dabei werden Merkmale wie der Bürstenanpressdruck 
und die Kontaktfahnenposition geprüft. Der Versand des Kunststoff-Metall-Bauteils an 
den Kunden  erfolgt ohne Zwischenlagerung und in Trays bei einer Losgröße von 
 pro Tray. (A_Linzbach 2017; A_Fanck 2018) 
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6.1.3 Informationsaustausch im Produktionsnetzwerk 
Der Informationsaustausch wird von der Rolle der einzelnen Unternehmen in der Zulie-
ferpyramide bestimmt. Im Gegensatz zur klassischen Beschaffung beziehen die Stand-
orte ihre Zulieferteile nicht eigenverantwortlich von ihren jeweiligen, im Wertstrom vor-
gelagerten, Lieferanten. Das Kunststoff-Metall-Bauteil ist ein Setzteil. Bei Setzteilen 
schreibt der Kunde, in diesem Fall der Automobilzulieferer, den einzelnen Partnern im 
Produktionsnetzwerk vor, welche Komponenten sie von welchen Lieferanten zu bezie-
hen haben (VDA-QMC 2012, S. 38). Der Automobilzulieferer verspricht sich dadurch 
Vorteile, wie beispielsweise die Umsetzung einer Gleichteilestrategie, die Erzielung po-
sitiver Skaleneffekte und die Vermeidung von Produktionsrisiken (Helbig & Brox 2018, 
S. 7). Allerdings werden die einzelnen Netzwerkpartner zu Auftragsproduzenten, die in 
einer doppelten Kunden-Lieferantenbeziehung stehen (vgl. Abbildung 6-3). Auftragsbe-
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zogene Informationen, beispielsweise zu Bestellungen und Lieferverzögerungen, wer-
den nur bilateral zwischen den Standorten ausgetauscht. Ein übergreifender Informati-
onsaustausch findet nicht statt. In der Folge schaukeln sich Lieferaufträge entgegen 
dem Materialfluss auf und es kommt zu Lieferengpässen im Netzwerk. Der Austausch 
qualitätsbezogener Informationen zu Reklamationen findet nur bilateral und der Aus-
tausch von Qualitätswarnungen überhaupt nicht statt, weil die Partner des Produktions-
netzwerks in gegenseitigem Wettbewerb bei der Vergabe von Einkaufsvolumen für die 
Fertigung von Bauteilen stehen. Sie verfolgen das Ziel, gegenüber dem Kunden  den 
eigenen Ruf als Qualitätsführer zu wahren. Es besteht kein Interesse an einem Aus-
tausch qualitätsbezogener Informationen, der eigene Schwächen offenbart. In der 
Folge werden fehlerhafte Teile im Produktionsnetzwerk bis zum Kunden  ausgelie-
fert. Im technischen Änderungsmanagement legt der Kunde  die Produktvorgaben 
des Kunststoff-Metall-Bauteils fest. Er initiiert technische Änderungen an Produktkom-
ponenten und wickelt diese mit dem jeweils direkt betroffenen Zulieferer ab. Es wird 
nicht geprüft, ob die geänderte Komponente trotz der unmittelbaren Veränderungen am 
Produktmodell sowie den mittelbar veränderten Produkteigenschaften noch den 
Spezifikationen anderer Standorte im Produktionsnetzwerk entspricht. (A_Linzbach 
2017) 
 
 Abbildung 6-3: Informationsaustausch im Produktionsnetzwerk des Anwendungsfalls 
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6.2 Exemplarische Anwendung und Ergebnisse 
Nachfolgend werden das Vorgehen und die Ergebnisse der Anwendung des Lösungs-
ansatzes auf das Produktionsnetzwerk zur Fertigung des Kunststoff-Metall-Bauteils 
geschildert. Das Vorgehen beginnt mit der Abbildung des Störungsmanagements (Ab-
schnitt 6.2.1). Anschließend werden die Wirkzusammenhänge im Anwendungsfall 
ermittelt (vgl. Abschnitt 6.2.2). Letzter Schritt ist die Bewertung und Auswahl praxis-
tauglicher Maßnahmen für die Transparenzsteigerung (vgl. Abschnitt 6.2.3).  
6.2.1 Abbildung des Störungsmanagements im Anwendungsfall 
6.2.1.1 Abbildung des Störungsmanagements auf Produktionsebene 
Um das Störungsmanagement des Anwendungsfalls im Ist-Zustand abzubilden, 
wurden im Rahmen der Abschlussarbeiten A_Linzbach (2017) und A_Fanck (2018) die 
Wertströme im Produktionsnetzwerk mit einer Wertstromanalyse aufgenommen. An 
jedem Standort wurden die Fertigung, Prüfstellen, Lager und angrenzende Bereiche 
besichtigt. Zudem wurden existierende Dokumente wie beispielsweise Stücklisten, 
Arbeitsvorgänge und Hallenlayouts gesichtet. Ergebnis der Wertstromanalyse ist eine 
detaillierte Beschreibung der Produktionsprozesse für den Anwendungsfall. Die Wert-
ströme sind in Anhang A6 dargestellt.  
Die Wertströme ermöglichen eine Charakterisierung der Produktionssysteme der ein-
zelnen Standorte hinsichtlich ihrer Merkmale für Auftragsmanagement, Qualitätsprob-
lembehebung und technisches Änderungsmanagement gemäß Abschnitt 5.1.1.1 (vgl. 
Abbildung 6-4). Da der Fertigungsprozess des Automobilzulieferers in seiner Rolle als 
Kunde  nicht weiter betrachtet werden soll, werden lediglich die Standorte ,  
sowie  in die Merkmalsschemen des Auftragsmanagements und der Qualitätsprob-
lembehebung eingeordnet. Standort  lässt sich entsprechend der Typologie von 
Schuh & Stich (2012, S. 121 f.) als Lagerfertiger charakterisieren. Die Auftragsabwick-
lung von Standort  entspricht einem Rahmenauftragsfertiger. Standort  lässt sich 
nicht eindeutig einem der beiden Idealtypen zuordnen. Da lediglich der Kunde  
technische Änderungen im Netzwerk initiiert, werden die Merkmale des technischen 
Änderungsmanagements nur für den Kunden  spezifiziert. 
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Der Automobilzulieferer bestimmt in seiner Rolle als Kunde  die für die Verbesserung 
des Störungsmanagements maßgeblichen Ziele sowie deren Kennzahlen. Die 
Bewertung der Lieferanten des Automobilzulieferers erfolgt auf Basis standardisierter 
Kriterien. Hierzu zählen eine ausgezeichnete Produkt- und Logistikqualität, das Produk-
tionskonzept und die Technikkompetenz. Auf Basis der geforderten ausgezeichneten 
Produkt- und Logistikqualität wird aus dem in Abschnitt 5.1.1.2 eingeführten Kennzah-
lensystem die Liefertreue  als Zielgröße einer hohen Leistungsfähigkeit des Auftrags-
 
 Abbildung 6-4: Charakterisierung der Produktionssysteme des Anwendungsfalls 
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managements ausgewählt. Richtwerte für die Liefertreue liegen bei . Ziel-
größe der Leistungsfähigkeit der Qualitätsproblembehebung ist die Kennzahl Anzahl 
fehlerhafter Teile pro Million . In der Praxis werden zeitlich befristete Obergrenzen 
eingeräumt. Sie betragen  für einfache Bauteile und  für kom-
plexe Bauteile. Zielgröße des technischen Änderungsmanagements ist ebenso wie im 
Auftragsmanagement die Kennzahl Liefertreue . 
Für den betrachteten Anwendungsfall wird eine verbesserte Reaktion auf bekannte 
Störungen untersucht. Es findet eine a priori Einschränkung der in Abschnitt 5.1.1.3 
eingeführten Störungen, Rezeptoren und Rauschfaktoren statt. Im Auftragsmanage-
ment berücksichtigt das Vorgehen Störungen, welche eine Änderung der Bestellmenge 
 und der Bestellhäufigkeit  des Kunden zur Folge haben. Auch Stö-
rungen der Mittleren Betriebszeit zwischen Ausfällen  der Produktionsressour-
cen sollen berücksichtigt werden. Für die Qualitätsproblembehebung sind alle Störun-
gen relevant, die einen Einfluss auf die Fehlerrate  der Produktionsressourcen 
nehmen. Im technischen Änderungsmanagement werden Störungen berücksichtigt, die 
eine Änderung der Änderungsrate  und der Wahrscheinlichkeit der Änderungs-
propagation  zur Folge haben. 
6.2.1.2 Abbildung des Störungsmanagements auf Informationsebene 
Neben der Wertstromanalyse werden im Rahmen der Abschlussarbeit von A_Linzbach 
(2017) standardisierte Interviews mit Vertretern der einzelnen Produktionsstandorte 
durchgeführt. Ziel ist es, für den Anwendungsfall zusätzliche Kenntnisse über die 
Prozesse und den Informationsaustausch im Auftragsmanagement, in der Qualitäts-
problembehebung und im technischen Änderungsmanagement zu erlangen. Auf Basis 
der Interviews können die in Abschnitt 5.1.2.1 modellierten Geschäftsprozesse weiter 
für den Anwendungsfall spezifiziert werden. Zudem ist es möglich, den Fluss- und 
Verbindungsobjekten konkrete Inhalte, Zeitdauern, Informationsobjekte und 
Datenspeicher zuzuordnen.  
Die gewonnenen Kenntnisse ermöglichen es, die Reichweite der horizontalen Informa-
tionsflüsse des Ist-Zustands mit den in Abschnitt 5.1.2.2 eingeführten Parameter 
 zu kodieren. Im Auftragsmanagement werden im Ist-Zustand 
entgegen der Richtung des Wertstroms Informationen wie Lieferabrufe, JIT-Abrufe oder 
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Empfangsbestätigungen nur mit direkt benachbarten Standorten ausgetauscht (Kodie-
rung ). Auch in Richtung des Wertstroms werden Informationen wie 
beispielsweise Lieferavise nur mit direkt benachbarten Standorten ausgetauscht (Ko-
dierung ). In der Qualitätsproblembehebung werden gegen den Wertstrom 
ausgetauschte Informationen wie Reklamationen mit den direkt benachbarten Standor-
ten geteilt (Kodierung ). In Richtung des Wertstroms findet kein Informati-
onsaustausch statt (Kodierung ). Im technischen Änderungsmanagement 
stellt der Kunde  Informationen wie technische Zeichnungen und Stücklisten dem 
direkt von der Änderung betroffenen Standort zur Verfügung (Kodierung ). 
Gemäß Abschnitt 5.1.2.3 folgt als Nächstes die Spezifizierung der Reifegrade des 
Informationsaustauschs im Netzwerk des Anwendungsfalls für den Ist-Zustand (vgl. Ab-
bildung 6-5). Dabei werden die Reifegradmodelle aus Anhang A5 genutzt. 
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Im Auftragsmanagement findet die Informationsübertragung zwischen dem Kunden  
und dem Produktionsstandort  im Ist-Zustand per EDI statt. Die ERP-Systeme beider 
Partner kommunizieren während der Planungs-, Produktions- und Versandprozesse 
ohne Medienbruch direkt miteinander. Informationen werden täglich aktualisiert und 
sind von zufriedenstellender Qualität. Da der Kunde  zusätzlich TMS sowie WMS 
nutzt und eine Vielzahl seiner Prozesse automatisiert hat, wird der Informationsaus-
tausch zwischen Kunde  und Produktionsstandort  auf den Reifegrad „Digital 
Integriert“ eingestuft. Der Informationsaustausch zwischen Standort  und dem 
Kunden  wird aufgrund fehlender Vernetzung mit anderen Anwendungssystemen 
und geringerer Automatisierung lediglich mit dem Reifegrad „Digitalisiert“ bewertet. Der 
Austausch von Informationen des Auftragsmanagements zwischen Standort  sowie 
Standort  und Standort  erfolgt im Ist-Zustand manuell über einen zeitlich undefi-
nierten Versand von Excel-Listen per Mail. EDI wird nicht genutzt. Die Quantität und 
die Qualität der ausgetauschten Informationen sind verbesserungswürdig. Die Bewer-
tung aller verbleibenden Informationsflüsse zwischen Standort  sowie Standort  
und Standort  erfolgt im Auftragsmanagement mit dem Reifegrad „Analog“.  
Für die Qualitätsproblembehebung nutzen der Kunde  und der Standort  im Ist-
Zustand CAQ-Systeme. Informationen wie beispielsweise Reklamationen und 8D-
Reports werden über XML basierend auf dem Standard QDX ausgetauscht. Ein direkter 
Austausch von Informationen zwischen den CAQ-Systemen ist jedoch nicht gegeben. 
Stattdessen stellt der Kunde  die Informationen von seinem CAQ-System ausgehend 
automatisiert über die Web-Anwendung SupplyOn® zur Verfügung. Standort  erhält 
daraufhin eine Bearbeitungsaufforderung per Mail und exportiert die Informationen 
manuell aus SupplyOn® in sein eigenes CAQ-System. Nach der Bearbeitung stellt 
Standort  dem Kunden  die Informationen über manuellen Import in SupplyOn® 
zur Verfügung.  verarbeitet die Informationen automatisiert weiter. Aufgrund der fort-
geschrittenen Automatisierung wird der Reifegrad des Informationsaustauschs zwi-
schen dem Kunde  und dem Standort  im Ist-Zustand mit dem Reifegrad „Digital 
Integriert“ bewertet. Der Informationsaustausch zwischen dem Standort  und dem 
Kunden  entspricht dem Reifegrad „Digitalisiert“. Zwischen Standort  sowie Stand-
ort  und Standort  werden qualitätsbezogene Informationen unstrukturiert als 
Excel-Dokumente oder gescannte Berichte per E-Mail ausgetauscht. Teilweise erfolgt 
die Kommunikation auch zeitlich improvisiert per Telefon. Aus diesem Grund hat der 
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Informationsaustausch zwischen Standort  sowie den Standorten  und  den 
Reifegrad „Analog“.  
Zur Abwicklung technischer Änderungen werden im Ist-Zustand die Produktänderun-
gen vom Kunden  im CAD- beziehungsweise PLM-System konstruiert. Das sich 
anschließende Freigabewesen, welches eine sequentielle Abfolge technischer und 
prozessualer Abstimmungen bis zur produktiven Umsetzung beinhaltet, wird nicht 
durch einen netzwerkübergreifenden, digitalen Bearbeitungsworkflow unterstützt. Statt-
dessen kommt es häufig zu bilateralen Treffen zwischen technischen Einkäufern des 
Kunden  sowie den Produktverantwortlichen und Geschäftsführern der Standorte , 
 und . Notwendige Dokumente wie Änderungsbeschreibungen, zeitliche und finan-
zielle Bewertungen, technische Daten und Risikoeinschätzungen sind zwar weitgehend 
standardisiert, liegen jedoch nicht durchgehend digital vor. Beim Kunden  lassen 
interne Schnittstellen zwischen CAD-, PLM- und ERP-Systemen zur unternehmenswei-
ten, automatischen Anpassung von Produktstammdaten und technischen Zeichnungen 
eine beginnende Vernetzung erkennen. Aufgrund der fehlenden prozessseitigen 
Unterstützung durch digitalen Informationsaustausch und netzwerkübergreifende 
Anwendungssysteme wird der Reifegrad zwischen Kunde  sowie den Standorten , 
 und  mit dem Reifegrad „Digitalisiert“ bewertet. 
6.2.2 Ermittlung der Wirkzusammenhänge im Anwendungsfall 
6.2.2.1 Parametrisierung der Simulation entsprechend dem Anwendungsfall 
Nach der Abbildung des Störungsmanagements wird ein Simulationsmodell des Pro-
duktionsnetzwerks zur Fertigung des Kunststoff-Metall-Bauteils aufgebaut. Das 
Simulationsmodell nutzt die Module des Simulations-Frameworks (vgl. Abschnitt 5.2.1). 
Die Implementierung und Parametrisierung sind Ergebnisse der vom Verfasser der Ar-
beit betreuten Abschlussarbeiten A_Mathieu (2018), A_Bubeck (2018), A_Hauger 
(2018) und A_Maier (2019). 
Auf Seite der Produktionssystemmodule besteht das Modell in seinem Aufbau auf 
höchster Aggregationsebene aus einer Instanz des Moduls Produktionsnetzwerk. Die 
Instanz implementiert die Zulieferer der Standorte ,  und . Es wird davon ausge-
gangen, dass die Zulieferer immer lieferfähig sind. Auch der Automobilzulieferer wird 
vereinfacht in seiner Rolle als Kunde  abgebildet. Er platziert Lieferaufträge und 
initiiert technische Änderungen. Neben den Zulieferern und dem Kunden  sind im 
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Modul Produktionsnetzwerk drei Instanzen des Moduls Produktionsstandort für die 
Standorte ,  und  enthalten. Die Instanzen der Produktionsstandorte sind 
entsprechend der realen Wertströme über Transportverbindungen untereinander sowie 
mit Zulieferern und Kunden verbunden. Eine Aggregationsebene tiefer simulieren die 
Standorte auf Produktionssystemseite die Produktionsprozesse. Sie enthalten jeweils 
mehrere Instanzen des Moduls Produktionsressource. Diese sind gemäß der realen, 
standortinternen Wertströme parametrisiert und miteinander verknüpft (vgl. Abbildung 
6-6 und Anhang A6). Die Instanzen des Moduls Produktionsressource werden von 
Instanzen des Moduls Produktionsauftrag durchlaufen. Jeder Produktionsauftrag 
entspricht einer Generation, hat eine Stückliste und durchläuft die Ressourcen mit den 
im Wertstrom vermerkten Bearbeitungszeiten.  
Auf Geschäftsprozessseite enthalten die Instanzen des Moduls Produktionsstandort je-
weils einen Geschäftsprozess für Auftragsmanagement, Qualitätsproblembehebung 
und technisches Änderungsmanagement. Die Prozessvarianten werden für jeden 
Standort ,  und  individuell anhand der Ergebnisse der Aufnahme des Störungs-
managements auf Informationsebene angepasst. Der im Rahmen der Geschäftspro-
zesse stattfindende horizontale Informationsfluss zwischen dem Kunden  und den 
Standorten ,  und  wird entsprechend der Reifegrade im Ist-Zustand eingestellt.  
Abbildung 6-6: Beispielhafte Parametrisierung der Simulation für Standort  
Parameter Wert Einheit Parameter Wert Einheit
Spritzgießen Einfuhrschräge fräsen
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Auf Seite des Bewertungsmoduls werden die Kennzahlen Liefertreue  und Anzahl 
fehlerhafter Teile pro Million  genutzt. Die restlichen Kennzahlen werden nicht 
betrachtet. Die Liefertreue  und die Anzahl fehlerhafter Teile pro Million  
werden sowohl auf Standort- als auch auf Netzwerkebene gemessen. Bei der Ermitt-
lung der Wirkzusammenhänge sind jedoch lediglich die netzwerkübergreifenden, zum 
Kunden  gemessenen Werte von  und  relevant. 
6.2.2.2 Anwendung des Versuchs-Frameworks 
Im weiteren Verlauf werden unter Rückgriff auf das Versuchs-Framework (vgl. Abschnitt 
5.2.2) statistische Versuche mit dem parametrisierten Simulationsmodell durchgeführt. 
Ziel ist es, die Wirkzusammenhänge zwischen Störungen, Informationsaustausch und 
der Leistungsfähigkeit des Störungsmanagements für den Anwendungsfall zu ermitteln. 
Auf Seite der Steuerfaktoren  findet eine Variation der Reichweite der horizontalen 
Informationsflüsse im Produktionsnetzwerk statt. Die dafür eingeführten Steuer-
faktoren werden in ihren Stufen , , 
,  und  gewechselt. Es wird angenommen, 
dass die Produktionsstandorte abhängig von der horizontal ausgetauschten Information 
besser auf Störungen reagieren. Die verbesserte Reaktion zieht über die Geschäfts-
prozesse mittelbar eine Veränderung der weiteren Faktoren Losgröße , Mindestbe-
stand  und Reparaturzeit  im Auftragsmanagement nach sich. In der 
Qualitätsproblembehebung verbessern sich mit steigendem Informationsaustausch die 
Faktoren Prüfhäufigkeit , Entdeckungswahrscheinlichkeit von Fehlern  
und Nacharbeitsrate  von Qualitätsfehlern. Im technischen Änderungsmanage-
ment sind es die Losgröße , der Mindestbestand  und der Physische Be-
stand . Da keine quantifizierbare Daten zur Verfügung stehen, basiert die 
Abschätzung des Ausmaßes der Veränderung dieser Faktoren auf dem Erfahrungs-
wissen der Industriepartner der Standorte ,  sowie . Die Berücksichtigung der 
weiteren Faktoren ist insbesondere für die Ermittlung des störungsrobusten Zielbilds 
des Informationsaustauschs wichtig (vgl. Abschnitt 6.2.2.2.3). Die Menge der betrach-
teten Rauschfaktoren  wird nicht vorab eingeschränkt. Ihre Eingrenzung erfolgt erst 
nach der Ermittlung der signifikanten Faktoren im Rahmen der Screening-Versuche 
(vgl. Abschnitt 6.2.2.2.1). 
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6.2.2.2.1 Ermittlung der signifikanten Faktoren 
Die Ermittlung signifikanter Faktoren soll zuerst die Existenz von Wirkzusammenhän-
gen zwischen dem Informationsaustausch und der Leistungsfähigkeit bestätigen oder 
widerlegen. Im zweiten Schritt sollen diejenigen Steuer- und Rauschfaktoren mit dem 
größten Einfluss auf das Störungsmanagement identifiziert werden. Das in Abschnitt 
5.2.2.2 vorgestellte Versuchsmodul wird genutzt. Die Ergebnisse sind Teil der vom Ver-
fasser der Arbeit betreuten Abschlussarbeit A_Kentner (2018).  
Zuerst werden für fünf Versuche  vollfaktorielle Versuchspläne aufgestellt. Die 
Versuchspläne variieren auf Seite der Steuerfaktoren  den Informationsaustausch  
mit , , ,  sowie . Die 
Rauschfaktoren  werden auf ihrer initialen Stufe belassen und nicht variiert. In 
Summe werden für jeden der fünf Versuche  jeweils  Simulations-
läufe durchgeführt. Dies entspricht allen möglichen Stufen bei Variation eines Faktors 
auf Seite des Informationsaustauschs. Die Versuchspläne werden zweimal repliziert. 
Die Auswertung erfolgt mit linearen Regressionsmodellen  bei einem 
Signifikanzniveau von .  
Die Ergebnisse zeigen, dass die ausgetauschten Informationen unabhängig von der 
Richtung des Informationsaustauschs die Leistung von Auftragsmanagement, der 
Qualitätsproblembehebung und des technischen Änderungsmanagements beeinflus-
sen. Die Ergebnisse bestätigen für den Anwendungsfall die Hypothese, dass ein 
 
Abbildung 6-7: Signifikanz und Wirkrichtung des Informationsaustauschs 
: Information gegen die Richtung des Wertstroms 
: Information in Richtung des Wertstroms 
: Information gegen die Richtung des Wertstroms 
: Information in Richtung des Wertstroms 
: Information gegen die Richtung des Wertstroms 
Auftragsmanagement (Kennzahl )
Qualitätsproblembehebung (Kennzahl )
Technisches Änderungsmanagement (Kennzahl )
Wirkrichtung
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Wirkzusammenhang zwischen dem Informationsaustausch und der Leistungsfähigkeit 
des Störungsmanagements im Produktionsnetzwerk existiert. Die Wirkrichtung des 
Informationsaustauschs auf die Kennzahlen   ist in Abbildung 
6-7 dargestellt. Die Anpassungsgüten der linearen Regressionsmodelle sind zum 
Nachweis der Existenz von Wirkzusammenhängen über alle Versuche  aus-
reichend. Der beste Wert des Bestimmtheitsmaßes  wird für die Versuche  und  
mit  erreicht. Allerdings folgen die Residuen keiner Normalverteilung. 
Sie zeigen Abweichungen zwischen der Prognose mit dem linearen Regressionsmodell 
und den Ergebnissen der Simulationsläufe. Dies ist ein Indiz dafür, dass für die Wie-
dergabe der Wirkzusammenhänge und für die Bestimmung des Zielbilds des Informa-
tionsaustauschs höherwertige Beschreibungsmodelle verwendet werden sollten.  
Die drei nachfolgenden Sreening-Versuche  betrachten neben der Variation 
von Steuerfaktoren auch eine Variation der Rauschfaktoren. Im Rahmen von Versuch 
 werden im Auftragsmanagement zusätzlich zu den bereits zuvor variierten Steuer-
faktoren  die Rauschfaktoren Bestellmenge  und Be-
stellhäufigkeit  des Kunden  variiert. Auch der Rauschfaktor Betriebszeit 
zwischen Ausfällen  sowie die weiteren Faktoren Reparaturzeit  und Los-
größe  der drei Standorte ,  und  werden gewechselt. In Versuch  sind es 
in der Qualitätsproblembehebung neben den Steuerfaktoren  zu-
sätzlich der Rauschfaktor Fehlerrate  und die weiteren Faktoren Prüfhäufigkeit 
, Entdeckungswahrscheinlichkeit von Fehlern  sowie Nacharbeitsrate 
 der drei Standorte ,  und . Im technischen Änderungsmanagement ist 
im Rahmen von Versuch  zusätzlich zum Effekt des Steuerfaktors  der 
Effekt von Änderungen der Rauschfaktoren Änderungsrate  und der Wahr-
scheinlichkeit der Änderungspropagation   von technischen Änderungen des 
Kunden  von Interesse. Auch in diesem Versuch werden als weitere Faktoren die 
Bestellmenge  und die Bestellhäufigkeit  des Kunden  variiert. 
Die einzelnen Faktoren sowie die Unter- und Obergrenzen der untersuchten Parame-
terbereiche sind in Anhang A7 vermerkt.  
Die Screening-Versuche basieren auf Plackett-Burman-Versuchsplänen. Jeder 
Versuch wird zwei Mal repliziert und enthält in Summe  Simulationsläufe. 
Wie zuvor findet die Auswertung der Versuche mit linearen Regressionsmodellen 
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 bei einem Signifikanzniveau von  statt. Bei der Ergebnisinterpre-
tation gilt ein Faktor als signifikant, wenn der  seines Koeffizienten im Regres-
sionsmodell kleiner als das Signifikanzniveau von  ist. Die signifikanten Fakto-
ren der Regressionen sind in Tabelle 6-1, Tabelle 6-2 und Tabelle 6-3 dargestellt. Die 
Wirkstärke der Faktoren wird anhand der Größe ihrer Koeffizienten bestimmt. 
Im Versuch  beträgt die Anpassungsgüte . Die Ergebnisse (vgl. Ta-
belle 6-1) zeigen, dass der Rauschfaktor Bestellmenge  des Kunden  
signifikant ist und seine Änderung stark auf die Kennzahl  wirkt. Auch die Faktoren 
Losgröße , Reparaturzeit , und Betriebszeit zwischen Ausfällen  der 
Standorte  und  sind signifikant. Ihre Wirkung auf die Kennzahl  ist jedoch 
geringer. Sie entspricht in ihrer absoluten Höhe etwa dem Effekt einer Variation der 
gegen den Wertstrom ausgetauschten Information des Auftragsmanagements .  
In Versuch  wird eine Anpassungsgüte von  erreicht. Die 
Ergebnisse (vgl. Tabelle 6-2) zeigen, dass insbesondere die Fehlerraten  im 
Produktionsnetzwerk signifikant auf die Kennzahl  wirken. Der Effekt der 
Fehlerraten  nimmt gegen den Wertstrom von den Standorten  bis  ab. Die 
Entdeckungswahrscheinlichkeit von Fehlern  sollte am Standort  hoch sein. 
Erstaunlich ist, dass Änderungen in den Rauschfaktoren einen über -fach stärkeren 
Tabelle 6-1: Signifikante Faktoren im Auftragsmanagement 
 
Bestellmenge des Kunden bei Standort
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negativen Effekt auf die Kennzahl  haben als der durch verstärkten Informati-
onsaustausch erzielte positive Effekt (vgl. Verhältnis  in Ta-
belle 6-2). Im Anwendungsfall sollte folglich zuerst die Fehleranfälligkeit der Produkti-
onsprozesse reduziert werden. Nur stabile Produktionsprozesse lassen eine Verbes-
serung des Störungsmanagements bei Verstärkung des Informationsaustauschs im 
Produktionsnetzwerk erwarten. 
In Versuch  beträgt die Anpassungsgüte lediglich . Den Ergebnissen 
zufolge ist auf Seite der Rauschfaktoren nur der Faktor Bestellmenge  sig-
nifikant (vgl. Tabelle 6-3). Aufgrund der geringen Anpassungsgüte werden die Ergeb-
nisse an dieser Stelle nicht weiter interpretiert. 
 
 
Tabelle 6-2: Signifikante Faktoren in der Qualitätsproblembehebung 
 
Fehlerrate am Standort















Tabelle 6-3: Signifikante Faktoren im technischen Änderungsmanagement 
 
Bestellmenge des Kunden bei Standort
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6.2.2.2.2 Wiedergabe der Wirkzusammenhänge 
In zwölf weiteren Versuchen  werden Metamodelle an das Verhalten des Si-
mulationsmodells angepasst. Die Metamodelle sollen Interaktionseffekte zwischen Stö-
rungen, Informationsaustausch und Leistungsfähigkeit bei hoher Genauigkeit wieder-
geben. Es werden nicht die Kennzahlen  sondern deren Erwartungswerte  
über alle Replikationen einer Faktoreinstellung genähert. Das in Abschnitt 5.2.2.3 ent-
wickelte Versuchsmodul wird genutzt. Die Ergebnisse sind Teil der vom Verfasser der 
Arbeit betreuten Abschlussarbeit A_Breig (2019). 
Zuerst findet auf Basis der Screening-Versuche und in Abstimmung mit den beteiligten 
Industriepartnern eine Reduzierung der betrachteten Rauschfaktoren statt. Lediglich 
die in der Spalte Eingrenzung von Tabelle 6-1, Tabelle 6-2 und Tabelle 6-3 markierten 
Rauschfaktoren werden weiter berücksichtigt. Im Auftragsmanagement erfolgt eine Un-
terteilung in zwei separate Studien. Die erste Studie betrachtet in den Versuchen 
 eine wechselnde Kundenbestellmenge  als Rauschfaktor bei der 
Anpassung der Metamodelle. Die zweite Studie passt die Metamodelle im Rahmen der 
Versuche  an das Verhalten bei schwankenden Betriebszeiten zwischen 
Ausfällen der Ressource ,  sowie  an. Beide Studien berück-
sichtigen als Steuerfaktoren die in Richtung und die entgegen der Richtung des Wert-
stroms ausgetauschten Informationen  und  des Auftragsmanagements. In 
der Qualitätsproblembehebung verbleiben gemäß der Ergebnisse des Screenings die 
Rauschfaktoren Fehlerrate ,  und  der Standorte ,  und  
zur Untersuchung in den Versuchen . Auf Seite der Steuerfaktoren werden 
die in Richtung und die entgegen der Richtung des Wertstroms ausgetauschten Infor-
mationen  und  berücksichtigt. Im technischen Änderungsmanagement er-
lauben die Screening-Versuche aufgrund ihrer geringen Anpassungsgüte keine belast-
bare Einschränkung der Faktoren. Stattdessen werden alle dezidierten Rauschfaktoren 
des technischen Änderungsmanagements in den Versuchen  weiter be-
trachtet (vgl. Abbildung 5-14). Diese sind die Änderungsraten ,  
und  sowie die Wahrscheinlichkeiten der Änderungspropagation , 
 und   des Kunden  mit den Standorten ,  und . Steuer-
faktor ist die gegen den Wertstrom ausgetauschte Information . Alle verbleiben-
den, nicht genannten Rauschfaktoren werden bei der Metamodellierung auf ihrer initi-
alen Stufe festgesetzt. Anhang A7 stellt die Faktoren in einer Übersicht dar. 
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Bei den durchgeführten Versuchen werden zuerst für Auftragsmanagement, Qualitäts-
problembehebung und technisches Änderungsmanagement jeweils drei Klassen von 
Metamodellen zur Wiedergabe der Wirkzusammenhänge zwischen Störungen, Infor-
mationsaustausch und dem Erwartungswert  der Kennzahl  angepasst. Zur 
späteren Wiedergabe der Wirkzusammenhänge wird das Metamodell mit der höchsten 
Prognosegüte  herangezogen. Bei den angepassten Metamodellen 
handelt es sich in den Versuchen  und  um Response Surface Modelle 
. In den Versuchen  und  sind es Gauß-Prozess Re-
gressionen . Die Versuche  und  passen Künstliche 
Neuronale Netze  an. Zur Anpassung der Response Surface Modelle 
dient ein gekreuzter Versuchsplan. Für die Gauß-Prozess Regressionen und die Künst-
lichen Neuronalen Netze werden Latin-Hypercube Versuchspläne genutzt. Die Kreu-
zung der Versuchspläne, die Berücksichtigung von Stochastik und die notwendigen 
Replikationen resultieren in sehr großen Versuchsplänen mit mehreren tausend Simu-
lationsläufen (vgl. Abbildung 6-8). Die Durchführung der Simulationsläufe erfolgt mit 
einem Simulationsrechner mit achtkernigem  GHz Prozessor und  GB DDR3 
Arbeitsspeicher. Die Produktionsprozesse im Produktionsnetzwerk des Anwendungs-
falls werden für eine Zeitdauer von  Monaten simuliert. Die Anpassung der Metamo-
delle erfolgt nach der Durchführung der Simulationsläufe in MATLAB®. Die Hyperpara-
meter der Metamodelle können Abbildung 6-8 entnommen werden. Die für die 
Validierung notwendigen Kreuz- beziehungsweise Holdout-Validierungen führt 
MATLAB® automatisch aus. Es verbleibt der Vergleich der Prognosegüten anhand der 
Gütekriterien Bestimmtheitsmaß  und  (vgl. Abbildung 6-8). 
Im Auftragsmanagement weisen Künstliche Neuronale Netze  in den 
beiden Studien zu wechselnder Kundenbestellmenge und schwankenden Betriebszei-
ten zwischen den Ausfällen der Ressourcen die höchste Prognosegüte mit 
 sowie 
 auf. Auch bei der Wiedergabe der Wirkzusammenhänge zu schwan-
kenden Fehlerraten in der Qualitätsproblembehebung und bei der Wiedergabe der Ef-
fekte zu schwankenden Änderungsraten und Wahrscheinlichkeiten der Änderungspro-
pagation im technischen Änderungsmanagement sind Künstliche Neuronale Netze    
         mit                     sowie 




Abbildung 6-8: Versuchspläne, Prognosegüten und Hyperparameter der Metamodelle 
Feedforward-Netz mit einer 
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 besser als Response Surface Mo-
delle  und Gauß-Prozess Regressionen . Die De-
tailergebnisse zur Validierung finden sich in Anhang A8. 
Die Wirkzusammenhänge zwischen Störungen, Informationsaustausch und der Leis-
tungsfähigkeit des Störungsmanagements werden unter Rückgriff auf die in Abschnitt 
5.2.2.3.5 vorgestellte Visualisierung veranschaulicht. Die implementierte Darstellung 
der Graphen sowie beispielhafte Ergebnisse für die Qualitätsproblembehebung und 
das Metamodell   können Abbildung 6-9 entnommen werden. Die 
von den Fehlerraten  und  abhängigen Funktionsgraphen des Erwar-
tungswerts  der Kennzahl   verlaufen für verschiedene Einstellungen 
des Informationsaustauschs   sowie  vertikal verschoben. Die Graphen 
sind zudem nicht deckungsgleich. Folglich existieren Wechselwirkungen zwischen den 
Rauschfaktoren  und , den Steuerfaktoren   und  sowie der 
Kennzahl . Aufgrund der Wechselwirkungen kann anhand der Visualisierung 
alleine kein störungsrobustes Zielbild für den Informationsaustausch bestimmt werden.  
 
Abbildung 6-9: Visualisierung beispielhafter Wirkzusammenhänge für den 




































































130 Erprobung des Lösungsansatzes 
 
6.2.2.2.3 Zielbild des Informationsaustauschs 
Die weiteren Arbeiten bestimmen mittels robuster Optimierung ein störungsrobustes 
Zielbild  für den Informationsaustausch im Produktionsnetzwerk des Anwendungs-
falls. Es werden dieselben Faktoren wie in Abschnitt 6.2.2.2.2 variiert. Im Auftragsma-
nagement betrachtet die erste Studie auf Seite der Steuerfaktoren die gegen den Wert-
strom und die in Richtung des Wertstroms ausgetauschte Information  und 
. Rauschfaktor ist die wechselnde Kundenbestellmenge . Die zweite 
Studie betrachtet bei gleichen Steuerfaktoren schwankende Betriebszeiten zwischen 
Ausfällen der Ressource ,  sowie  als Rauschfaktoren. In der 
Qualitätsproblembehebung ist die optimale Wahl der Steuerfaktoren  und  
des Informationsaustauschs im Hinblick auf wechselnde Fehlerraten ,  
sowie  von Interesse. Im technischen Änderungsmanagement wird das Zielbild 
des Informationsaustauschs  für unsichere Änderungsrate ,  
und  sowie unsichere Wahrscheinlichkeit der Änderungspropagation 
,  und  bestimmt. Die Ergebnisse sind Teil der vom Ver-
fasser der Arbeit betreuten Abschlussarbeit A_Breig (2019).  
Die robuste Optimierung (vgl. Abschnitt 5.2.2.4.2) benötigt als Eingangsgrößen der 
Zielfunktion Metamodelle  zur Approximation von Erwartungswerten 
 und Metamodelle  zur Approximation der Variationskoeffizienten 
 der Kennzahlen . Als Metamodelle  zur Approximation der 
Erwartungswerte  werden die Metamodelle aus Abschnitt 6.2.2.2.2 wiederver-
wendet. Zur Schätzung der Variationskoeffizienten  müssen zusätzlich neue 
Metamodelle  angepasst werden. Dem Vorgehen aus Abschnitt 5.2.2.3 
und Abschnitt 6.2.2.2.2 folgend werden die drei Klassen Response Surface Modelle, 
Gauß-Prozess Regressionen und Künstliche Neuronale Netze vorausgewählt. Bei der 
Anpassung der Modelle kann auf die bereits zuvor erzeugten Versuchspläne  
sowie die Ergebnisse der entsprechend durchgeführten Simulationsläufe 
zurückgegriffen werden. Die Ergebnisse der Validierung der Modelle anhand dem 
Bestimmtheitsmaß  und dem Root Mean Square Error  sind in Detail in Anhang 
A9 dargestellt. Wie zuvor haben Künstliche Neuronale Netze  mit 
 so-
wie  
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 die höchste Güte in der Prognose der Variationskoeffizienten 
. Sie werden als Eingangsgröße der Zielfunktion des Optimierungsmodells 
verwendet. 
Die robuste Optimierung wird mit dem in Formel 5-22 dargestellten Optimierungsprob-
lem durchgeführt. Nachfolgend ist das mit den Daten des Anwendungsfalls 
parametrisierte Optimierungsproblem für die erste Studie des Auftragsmanagements 
zu wechselnder Bestellmenge  formal dargestellt: 
 
       
 
       und  sowie  6-1
       
 
Die freien Parameter ,  und  der Nebenbedingung  werden 
über die Geschäftsprozesse des Störungsmanagements festgelegt. Das gemischt-
ganzzahlige Optimierungsproblem aus Formel 6-1 wird zur Lösung in neun nichtlineare 
Teiloptimierungsprobleme  mit geringerer Lösungskomplexität 
zerlegt. Die Anzahl von neun Teiloptimierungsproblemen resultiert aus den möglichen 
Kombinationen der Einstellungen  und  des Informati-
onsaustauschs. Es gilt . Jedes der Teilop-
timierungsprobleme wird in MATLAB® durch Bestimmung der pareto-optimalen Punkte 
 gelöst. 
Anschließend folgt eine Zusammenführung der pareto-optimalen Punkte der einzelnen 
Optimierungen. Zuletzt findet die Bestimmung der Menge der pareto-optimalen Punkte 
 über alle Einstellungen des Informationsaustauschs statt.  
Die Formalisierung und Lösung der Optimierungsprobleme wird für die verbleibende 
zweite Studie des Auftragsmanagements sowie für die Studie zur Qualitätsproblem-
behebung und die Studie zum technischen Änderungsmanagement wiederholt. 
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Die Optimierungsergebnisse der ersten beiden Studien zum störungsrobusten Informa-
tionsaustausch bei wechselnder Bestellmenge  des Kunden und bei 
schwankenden Betriebszeiten zwischen Ausfällen der Ressourcen ,  
sowie  im Auftragsmanagement sind in Abbildung 6-10 dargestellt.  
Bei wechselnder Bestellmenge  kann durch geeignete Wahl des Informati-
onsaustauschs der Erwartungswert  der Liefertreue  um bis zu  ge-
steigert und der Variationskoeffizient  um bis zu  verringert werden. Die 
pareto-optimalen Punkte  entstammen unterschiedlichen Ein-
stellungen des Informationsaustauschs . Folglich muss die Frage des störungsro-
busten Zielbilds im Produktionsnetzwerk des Anwendungsfalls in Abhängigkeit der Ri-
sikofreudigkeit des Entscheiders beantwortet werden. Bei Risikoaffinität sollten Infor-
mationen des Auftragsmanagements gegen den Wertstrom mit direkten Zulieferern 
ausgetauscht werden ( ). Gleichzeitig sollte in Richtung des Wertstroms ein 
möglichst geringer Informationsaustausch stattfinden ( ). Bei Risikoaversität 
empfiehlt sich der Austausch von Informationen gegen den Wertstrom mit direkten Part-
nern ( ) und in Richtung des Wertstroms mit allen Partnern ( ).
Abbildung 6-10: Zielbild des Informationsaustauschs im Auftragsmanagement (vgl. 
A_Breig (2018, S. 118 f.)) 
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Bei der Studie zu schwankenden Betriebszeiten zwischen Ausfällen der Ressourcen 
,  sowie  steigert die geeignete Wahl des Informationsaus-
tauschs den Erwartungswert  der Kennzahl Liefertreue  um bis zu . 
Eine Senkung des Variationskoeffizienten  um bis zu  ist möglich. Ri-
sikofreudige Entscheider sollten gegen den Wertstrom Informationen mit direkten Zu-
lieferern ( ) und in Richtung des Wertstroms im gesamten Produktionsnetz-
werk ( ) austauschen. Risikoaverse Entscheider bevorzugen einen Informa-
tionsaustausch entgegen den Wertstrom mit allen Partnern ( ) sowie in 
Richtung des Wertstroms mit den direkten Partnern des Netzwerks ( ).  
Die Ergebnisse der robusten Optimierung zeigen, dass im Auftragsmanagement eine 
Verstärkung des Informationsaustauschs nicht zwangsläufig zu verbesserten Erwar-
tungswerten  der Kennzahl Liefertreue  führt. Informationen sollten nicht 
möglichst stark, sondern möglichst zielgerichtet und in Abhängigkeit auftretender 
Störungen sowie der Risikofreude des Entscheiders ausgetauscht werden. Ein 
möglicher Erklärungsversuch für das Verhalten ist die Entstehung von Zwischenbestän-
den an den Standorten ,  und . Diese können bei verstärktem Informationsaus-
tausch im Auftragsmanagement durch die zunehmende Auslösung von Produktions- 
und Lieferaufträgen im zugrunde liegenden Simulationsmodell entstehen. Die 
Zwischenbestände gefährden die Einhaltung von Lieferterminen. Dieser vermutete 
Effekt ist anhand von Detailanalysen zum Verhalten des Simulationsmodells zu prüfen.  
Abbildung 6-11 stellt die Optimierungsergebnisse der beiden Studien zu schwankenden 
Fehlerraten ,  sowie  in der Qualitätsproblembehebung als auch 
zu wechselnden Änderungsraten ,  und   sowie 
unsicheren Wahrscheinlichkeiten der Änderungspropagation ,  
und  im technischen Änderungsmanagement dar.  
In der Qualitätsproblembehebung ist es möglich, den Erwartungswert  durch 
geeignete Wahl des Informationsaustauschs um bis zu  und den Variationskoeffi-
zienten  um bis zu  zu verringern. Im technischen Änderungsma-
nagement ist eine Steigerung des Erwartungswerts  um bis zu  und eine 
Verringerung des Variationskoeffizienten  um bis zu  möglich. Die 
pareto-optimalen Punkte  entstammen sowohl für die Quali-
tätsproblembehebung als auch für das technische Änderungsmanagement einer 
Einstellung des Informationsaustauschs . Folglich kann die Frage nach der Wahl des 
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störungsrobusten Informationsaustauschs unabhängig von der Risikoneigung des 
Entscheiders beantwortet werden. In der Qualitätsproblembehebung sollten Informati-
onen gegen den Wertstrom mit dem direkten Verursacher des Qualitätsproblems und 
in Richtung des Wertstroms mit allen Partnern des Produktionsnetzwerks geteilt werden 
( ). Im technischen Änderungsmanagement sollten 
Informationen gegen den Wertstrom mit allen Partnern des Produktionsnetzwerks 
geteilt werden ( ). Im Gegensatz zum Auftragsmanagement ist in der 
Qualitätsproblembehebung und im technischen Änderungsmanagement grundsätzlich 
ein möglichst starker Informationsaustausch zu wählen. 
6.2.3 Umsetzung transparenzsteigender Maßnahmen im Anwendungsfall  
6.2.3.1 Ableitung des Handlungsbedarfs 
Der erste Schritt der Auswahl transparenzsteigernder Maßnahmen priorisiert Auftrags-
management, Qualitätsproblembehebung und technisches Änderungsmanagement in 
Abhängigkeit der Produktionsstrategie des fokalen Unternehmens. Die Priorisierung ist 
das Ergebnis der vom Verfasser der Arbeit betreuten Abschlussarbeit A_Beller (2019).  
In seiner Rolle als Kunde  ist der Automobilzulieferer das fokale Unternehmen des 
Anwendungsfalls. Laut seinem Geschäftsbericht verfolgt der Automobilzulieferer die 
 
Abbildung 6-11: Zielbild des Informationsaustauschs in der Qualitätsproblem-        





















0 0,1 0,2 0,3
Ergebnisse zu wechselnden Fehlerraten 
der Ressourcen
Ergebnissen zu unsicheren Änderungsraten und 















































Variationskoeffizient Anzahl fehlerhafter 
Teile pro Million 






Erprobung des Lösungsansatzes 135 
 
drei produktionsstrategischen Ziele Kundenfokus, Gestaltung des Wandels und Spit-
zenleistung. Der Kundenfokus hat zum Zweck, die Bedürfnisse der Kunden zu verste-
hen und bestmögliche Produkte zu deren Erfüllung anzubieten. Durch die Gestaltung 
des Wandels soll auf aktuelle Veränderungen der Automobilindustrie wie beispiels-
weise Vernetzung, Elektrifizierung, Automatisierung, Energieeffizienz und aufstre-
bende Märkte reagiert werden. Spitzenleistung definiert der Automobilzulieferer als Ab-
grenzung vom Wettbewerb durch effiziente Produktionsprozesse, schlanke Produkti-
onsstrukturen und eine hohe Produktivität. Auf Basis des Ziels Spitzenleistung wird der 
Kunde  als ein „Klassischer Produzent“ klassifiziert. Primär wettbewerbsentschei-
dende Differenzierungsfaktoren sind eine hohe Qualität, kurze und zuverlässige Lie-
ferabläufe sowie eine hohe Bestellmengenflexibilität (Thomas & Mundt et al. 2013, S. 
130 f.). Folglich ist im Anwendungsfall zur zielgerichteten Verbesserung des Störungs-
managements eine hohe Leistung im Auftragsmanagement und in der Qualitätsprob-
lembehebung anzustreben (vgl. Abbildung 5-23). Eine Verbesserung des technischen 
Änderungsmanagements wird hingegen nicht weiter betrachtet. Der Kunde  handelt 
wie ein risikoaverser Entscheider. Bei der Steigerung der Leistung von Auftragsma-
nagement und Qualitätsproblembehebung haben die Verbesserungen des Erwartungs-
werts der Kennzahlen  beziehungsweise  eine höhere Priorität im 
Vergleich zu den Verbesserungen der Streuung der Kennzahlen  beziehungs-
weise  (vgl. Abbildung 5-23). Da der Kunde  das fokale Unternehmen ist, gilt 
die Priorisierung der Verbesserung des Erwartungswerts der Kennzahl  im Auf-
tragsmanagement und der Kennzahl  in der Qualitätsproblembehebung auch 
für die zuliefernden Standorte  und . 
Ausgehend vom Zielbild des Informationsaustauschs (vgl. Abschnitt 6.2.2.2.3) werden 
im nächsten Schritt die umzusetzenden, digitalen Reifegrade spezifiziert (vgl. Abbil-
dung 6-12). Im Auftragsmanagement sollten Informationen gegen den Wertstrom zu-
künftig im Reifegrad „Digitalisiert“ ausgetauscht werden (vgl. Abbildung 6-10, Zielbild 
 für risikoaversen Entscheider). Dies betrifft insbesondere den Austausch 
zwischen Standort  und den Standorten  sowie , welcher bisher im Reifegrad 
„Analog“ stattfindet. Nicht nur einfache Produktinformationen und Bestellmengen, 
sondern umfassende Informationen zu Terminen und Fristigkeiten, Auftrags- und 
Sendungs-IDs sollten mindestens wöchentlich und mit zufriedenstellender Qualität zur 
Verfügung gestellt werden (vgl. Anhang A5). In Richtung des Wertstroms sollte der Rei-
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fegrad des Informationsaustauschs von „Analog“ auf „Digital Integriert“ gewechselt wer-
den (vgl. Abbildung 6-10, Zielbild  für risikoaversen Entscheider). Der 
Informationsaustausch zwischen den Standorten  und  sowie dem Standort  be-
ziehungsweise Standort  und Kunde , welcher bisher in den Reifegraden „Analog“ 
und „Digitalisiert“ stattfindet, ist betroffen. Informationen zum Fertigungsfortschritt, zur 
Maschinenverfügbarkeit und zu den Lagerbeständen sollten im gesamten Netzwerk zur 
Verfügung gestellt werden. Die Informationen sollten umfassend, in Echtzeit und mit 
zweckerfüllender Qualität ausgetauscht werden (vgl. Anhang A5). Geeignete Maßnah-
men zur Umsetzung des Zielbilds im Auftragsmanagement (vgl. Abbildung 5-19) um-
fassen die verstärkte Nutzung von MES sowie deren Vernetzung mit TMS, WMS, 
Track&Trace- und SCM-Systemen. Auch eine Automatisierung der Auftragsprozesse 
beispielsweise durch die Einführung von EDI, die Nutzung standardisierter Identifikato-
ren und den Einsatz von Auto-ID-Systemen sollte in Erwägung gezogen werden.  
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In der Qualitätsproblembehebung sollten der Kunde  und der Standort  Qualitäts-
informationen gegen den Wertstrom nicht wie bisher gar nicht sondern im Reifegrad 
„Digital Integriert“ an die Standorte  und  adressieren (vgl. Abbildung 6-11, Zielbild 
). Informationen wie beispielsweise Reklamationen sollten zeitlich synchron 
sein und umfassend über aufgetretene Fehler, Ausschuss sowie notwendige Nachar-
beit informieren (vgl. Anhang A5). Umgekehrt sollten die Standorte  und  Qualitäts-
informationen nicht zurückhalten sondern auch im Reifegrad „Digital Integriert“ austau-
schen (vgl. Abbildung 6-11, Zielbild ). Sie sollten den Standort  sowie den 
Kunden  umfassend über Qualitätsprobleme warnen (vgl. Anhang A5). Mögliche 
Maßnahmen zur Umsetzung des Zielbilds (vgl. Abbildung 5-20) umfassen die Einfüh-
rung von CAQ-Systemen sowie deren Verknüpfung mit MES, ERP- und CAD-
Systemen. Auch eine weitere Automatisierung des Informationsaustauschs in der Qua-
litätsproblembehebung basierend auf Standards wie EDI und QDX kommt infrage. 
6.2.3.2 Geeignete Maßnahmen im Bereich Anwendungssysteme 
Zuletzt werden Anwendungssysteme des Auftragsmanagements und der Qualitäts-
problembehebung hinsichtlich ihres Potentials in der Verstärkung des Informationsaus-
tauschs verglichen und zur Umsetzung im Anwendungsfall empfohlen. Die Ergebnisse 
sind Teil der vom Verfasser der Arbeit betreuten Abschlussarbeit A_Beller (2019).  
Im Auftragsmanagement wird untersucht, welche ERP- beziehungsweise SCM-
Systeme sich eignen, um Auftragsinformationen zwischen Standort  und den beiden 
Standorten  und  im Reifegrad „Digitalisiert“ auszutauschen. Das System soll auch 
den Austausch von Informationen zu Fertigungsfortschritt, Maschinenverfügbarkeit und 
Lagerbeständen zwischen den Standorten  und  sowie dem Standort  und dem 
Kunden  im Reifegrad „Digital Integriert“ unterstützen. Initial sind die sieben Systeme 
tradecloud®, Netfira®, SAP Ariba®, SupplyOn®, Jaggaer®, infor Automotive® und 
myfactory ® Teil der Betrachtung. Anhang A10 stellt die Systeme mit Steckbriefen dar. 
Jaggaer®, infor Automotive® und myfactory® erfüllen als originäre ERP- beziehungs-
weise eSupplier Relation Management-Systeme nicht alle funktionalen Anforderungen 
des netzwerkübergreifenden Informationsaustauschs. Sie scheiden aus der Betrach-
tung aus. Für die verbleibenden Systeme erfolgt ein Vergleich mit PROMETHEE. 
Gemäß der Präferenzen der Industriepartner werden zuerst die nicht-funktionalen 
Anforderungen „Kosten“, „Skalierbarkeit“, „Schnittstellen“ und „Support“ mit einem 
paarweisen Vergleich gewichtet. Anschließend folgt eine Bewertung der verbleibenden 
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Systeme tradecloud®, Netfira®, SAP Ariba®, SupplyOn® hinsichtlich ihrer Erfüllung der 
nicht-funktionalen Anforderungen. Zuletzt wird auf Basis der Gewichtung und Erfüllung 
der Anforderungen eine Rangfolge der Systeme gebildet. Die Ergebnisse von 
PROMETHEE sind in Anhang A10 dargestellt. SupplyOn® schneidet am besten ab. Es 
zeichnet sich durch eine hohe Skalierbarkeit, Mehrsprachigkeit und einen guten IT-
Support bei geringen Kosten aus. Weitere Gründe sprechen für einen verstärkten 
Einsatz von SupplyOn®: Einerseits nutzten der Kunde  und Standort  im Ist-Zustand 
bereits SupplyOn®, um Qualitätsinformationen per EDI auszutauschen. Die verstärkte 
Nutzung von SupplyOn® erweitert die Systemlandschaft und hat eine Verankerung der 
EDI-basierten Datenverarbeitung im netzwerkweiten Informationsaustausch zur Folge. 
Auch in der Qualitätsproblembehebung werden verschiedene Anwendungssysteme 
recherchiert und verglichen. Das einzuführende System soll einen Informationsaus-
tausch im Reifegrad „Digital Integriert“ umsetzen. Bei der Recherche werden nur 
originäre CAQ-Systeme betrachtet. ERP-Systeme mit integrierten CAQ-Modulen sind 
aufgrund des geforderten hohen Reifegrads nicht Teil der Betrachtung. Als weitere 
funktionale Anforderung wird gefordert, dass die betrachteten Systeme neben dem 
Austausch von Qualitätsinformationen einen webbasierten Zugriff ermöglichen und 
über QDX-Schnittstellen verfügen. Der Vergleich anhand der nicht-funktionalen 
Kriterien „Skalierbarkeit“, „Mehrsprachigkeit“, „IT-Support“ und „Kosten“ erfolgt 
zwischen den vier Systemen BabtecQ®, Pickert RQM®, CAQ.Net® und iqs CAQ®. Die 
Systeme sind in Anhang A11 mit Steckbriefen beschreiben. Mit PROMETHEE wird ein 
paarweiser Vergleich der Anforderungen, eine Bewertung der Anforderungserfüllung 
sowie eine Rangfolgenbildung der Systeme durchgeführt. Die Ergebnisse des 
Verfahrens sind in Anhang A11 dargestellt. Pickert RQM® und iqs CAQ® erfüllen die 
Anforderungen besonders gut. Die Nutzung dieser Systeme an den Standorten  und 
 würde den bisherigen Austausch von Qualitätsinformationen zwischen Kunden  
und Standort  über SupplyOn® gut ergänzen. Bei Pickert bietet das Modul Pickert 
RQM.PAM® eine Schnittstelle an, die den automatisierten QDX-basierten Austausch 
qualitätsbezogener Daten über SupplyOn® gewährleistet. Bei der Nutzung von iqs 
CAQ® würde entweder ein weiteres, von iqs betriebenes, Partnerportal für die netz-
werkübergreifende Abwicklung von Qualitätsvorgängen zur Verfügung stehen. 
Alternativ kommuniziert auch dieses Portal nahtlos per QDX mit SupplyOn®. Die 
Nutzung von SupplyOn® im Auftragsmanagement und Pickert RQM® oder iqs CAQ®  in 
der Qualitätsproblembehebung führen zu einer Transparenzsteigerung im Netzwerk. 
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7 Diskussion und Ausblick 
Der Lösungsansatz zur Transparenzsteigerung globaler Produktionsnetzwerke wird in 
Abschnitt 7.1 hinsichtlich der Erfüllung der eingangs formulierten Zielsetzung und 
Anforderungen bewertet. Abschnitt 7.2 gibt unter Berücksichtigung der Erkenntnisse 
der exemplarischen Anwendung einen Ausblick auf zukünftige Forschung. 
7.1 Diskussion und kritische Würdigung 
Ziel dieser Arbeit war es, einen Lösungsansatz zur Transparenzsteigerung von Produk-
tionsnetzwerken zu entwickeln (vgl. Abschnitt 1.3). Der Ansatz sollte das Störungsma-
nagement verbessern. Wirkzusammenhänge zwischen dem Informationsaustausch, 
Störungen und der operativen Leistung von Produktionsnetzwerken sollten identifiziert 
werden. Zudem sollte ein Zielbild des Informationsaustauschs festgelegt sowie 
geeignete Maßnahmen zur Transparenzsteigerung ausgewählt werden. Zur Erreichung 
der Zielsetzung wurden Anforderungen an den Ansatz definiert (vgl. Abschnitt 3.1). Der 
Stand der Forschung erfüllt die Anforderungen nicht ausreichend (vgl. Kapitel 3). 
Der Lösungsansatz sollte Produktionssysteme auf verschiedenen Systemebenen dar-
stellen. Dieser Anforderung wurde in mehrerer Hinsicht Rechnung getragen. Die Be-
schreibungsmodelle betrachten Produktionsstandorte nicht als in sich geschlossene 
Systeme. Stattdessen definieren sie Merkmale auf mehreren Systemebenen. Das 
Kennzahlensystem berücksichtigt die Netzwerk-, die Standort- und die Ressourcen-
ebene. Das Rezeptormodell überführt Störungen in Rauschgrößen, welche auf Res-
sourcenebene variiert werden können. Die Analysemodelle entwickeln Simulations-
module, welche Netzwerke bei hohem Detaillierungsgrad bis auf die Ressourcenebene 
modellieren. Das schrittweise Vorgehen bei der Anwendung des Versuchs-Frameworks 
erlaubt es, trotz hoher Systemkomplexität die Wirkzusammenhänge auf einzelne Res-
sourcen herunterzubrechen. Die Anforderung der Mehrebenenbetrachtung ist erfüllt.  
Der Lösungsansatz sollte Auftragsmanagement, Qualitätsproblembehebung und 
technisches Änderungsmanagement als Kernprozesse des Störungsmanagements 
betrachten. Die Charakterisierung der Produktionssysteme, das Kennzahlensystem, 
das Rezeptormodell, die Geschäftsprozesse, der Informationsaustausch sowie die 
Ablaufsimulation, die Versuchsplanung und die Auswahl von Maßnahmen zur 
Transparenzsteigerung werden konsequent auf diese Teilbereiche des Störungsmana-
gements ausgerichtet. Die Anforderung wird erfüllt. Die Abbildung des technischen 
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Änderungsmanagements ist herausfordernd, da die Prozesse im Vergleich zu Auftrags-
management und Qualitätsproblembehebung weniger formalisiert sind. Kritisch ist, 
dass durch die Einschränkung auf die Kernprozesse womöglich andere Störungen nicht 
mit ausreichendem Detailgrad betrachtet wurden. Beispiele sind Störungen in der 
Logistik.  
Der Lösungsansatz sollte mit Kennzahlensystemen die operative Leistung des 
Störungsmanagements anhand der Systemeigenschaft Robustheit bewerten. Die 
Forderung wird umgesetzt, indem ein multidimensionales hierarchisches Kennzahlen-
system für Auftragsmanagement, Qualitätsproblembehebung und technisches 
Änderungsmanagement entworfen wird. Das Versuchs-Framework bestimmt den 
störungsrobusten Informationsaustausch über robuste Optimierung. Die Optimierung 
ermittelt die Pareto-Optima in der Verbesserung von Erwartungswerten und Variations-
koeffizienten der Kennzahlen. Erwartungswerte und Variationskoeffizienten 
adressieren die Robustheit, welche als hohe und stabile Leistung definiert ist. Die 
Anforderung ist erfüllt. 
Um das Potential eines verstärkten Informationsaustauschs ermitteln zu können, sollte 
der Lösungsansatz verschiedene Arten und Eigenschaften von Informationen berück-
sichtigen. Um die Anforderung zu erfüllen, werden verschiedene Informationen des 
Auftragsmanagements, der Qualitätsproblembehebung und des technischen 
Änderungsmanagements definiert. Anschließend wird unter Verwendung von Reife-
gradmodellen die Reichweite, Quantität, Aktualität und Qualität der Informationen 
systematisiert. Eine verbesserte Reaktion auf Störungen durch Änderung der Art und 
Merkmale der Informationen ist im Simulations-Framework über die implementierten 
Geschäftsprozesse sowie deren Interaktion mit den Produktionssystemmodulen 
abgebildet. Die Anforderung wird erfüllt. Die Erprobung zeigt, dass Produktionsplaner 
den Mehrwert zusätzlicher oder besserer Informationen bei der Reaktion auf Störungen 
nur schwer abschätzen können. Nicht die Herausforderung der Modellierung von 
Informationen und deren Eigenschaften aber die Herausforderung der Quantifizierung 
ihres Mehrwerts für einen industriellen Anwendungsfall bleibt bestehen. 
Um die Wirkzusammenhänge zwischen Störungen, Informationsaustausch und der 
Leistungsfähigkeit bestimmen zu können, sollten Produktionsnetzwerke als experimen-
tierbares dynamisches System nachgebildet werden. Die Anforderung wird erfüllt, 
indem eine modulare Ablaufsimulation in AnyLogic® implementiert wird. Die Simulation 
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kombiniert Bausteine der ereignisdiskreten Modellbildung in den Produktionssystem-
modulen mit Bausteinen der agentenbasierten Modellbildung in den Geschäftsprozess-
modulen. Auf diese Weise werden sowohl diskrete Produktionsprozesse als auch die 
partnerspezifischen, informationsbasierten Reaktionen auf Störungen abgebildet. Alle 
Bausteine sind wiederverwendbar und parametrisierbar. Diese Eigenschaften 
ermöglichen in kurzer Zeit eine individuelle Anpassung der Simulation an industrielle 
Anwendungsfälle. Teilautomatisierte Schnittstellen zwischen Simulations- und 
Versuchs-Framework steigern die Experimentierbarkeit weiter. 
Relevante Wirkzusammenhänge zwischen Störungen, Informationsaustausch und 
Leistungsfähigkeit sollten recheneffizient identifiziert werden. Zudem sollte ein Zielzu-
stand für den Informationsaustausch im Produktionsnetzwerk bestimmt werden. Ein 
schrittweises Vorgehen mit Screening wichtiger Faktoren sichert die Erfüllung der An-
forderung ab. In der exemplarischen Anwendung übersteigen die Effekte einer 
Variation der Rauschfaktoren auf Seite der Störungen die Effekte einer Variation der 
Steuerfaktoren des Informationsaustauschs teilweise. Dies erschwert die Ermittlung der 
Wirkzusammenhänge. Der Experimentieraufwand ist dank des schrittweisen 
Vorgehens im Anwendungsfall akzeptabel. Der Einsatz robuster Optimierung erweist 
sich bei der Bestimmung des Zielbilds des Informationsaustauschs als geeignet. Er 
sichert die im Robustheitsbegriff verankerte Höhe und Stabilität der Leistung zu. 
Um die Transparenzsteigerung in der Praxis umzusetzen, sollte die Eignung verschie-
dener Anwendungssysteme und Infrastruktur in der Umsetzung des Zielbildes für den 
Informationsaustausch multikriteriell bewertet werden. Der Ansatz identifiziert zuerst in 
Abhängigkeit der Produktionsstrategie des fokalen Unternehmens im Produktionsnetz-
werk die Bereiche des Störungsmanagements mit Verbesserungsbedarf. Anschließend 
vergleicht er auf Basis der Reifegradmodelle den Ist-Zustand und das Zielbild des 
Informationsaustauschs. Mögliche Verbesserungsmaßnahmen in den Bereichen 
Anwendungssystemen, Infrastruktur und Standards werden festgelegt. Intern bei den 
Partnern umzusetzende Maßnahmen werden nicht weiter berücksichtigt. Maßnahmen, 
welche bei der Umsetzung die Unterstützung externer Softwareanbieter benötigen, 
werden multikriteriell bewertet. Betrachtet man den Ansatz als Ganzen, liegt der 
Schwerpunkt auf der Abbildung des Störungsmanagements sowie auf der Ermittlung 
der Wirkzusammenhänge mit dem Simulations- und dem Versuchs-Framework. An-
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wendungssysteme und Infrastruktur könnten zum Beispiel in Form von Marktrecher-
chen oder einzelnen Systemvergleichen detaillierter dargestellt werden. Auch der 
monetäre Vergleich von Informationssystemen mit Outranking-Verfahren könnte 
detailliert werden. Die Anforderung ist nur eingeschränkt erfüllt.  
Abbildung 7-1 bewertet den Ansatz im Hinblick auf die in Abschnitt 3.1 formulierten 
Anforderungen. Der Ansatz erfüllt die Anforderungen und erweitert den Stand der 
Forschung geeignet. 
7.2 Ausblick 
Für zukünftige Forschung ergeben sich mehrere Anknüpfungspunkte zur 
Weiterentwicklung und Verbesserung des vorgeschlagenen Lösungsansatzes. 
Die exemplarische Anwendung des Lösungsansatzes erfolgt an einem vergleichsweise 
einfachen industriellen Produktionsnetzwerk. Es werden Produktionsprozesse an drei 
Standorten für die Fertigung einer Variante des Kunststoff-Metall-Bauteils für einen ein-
zelnen Kunden betrachtet. Die exemplarische Anwendung variiert lediglich die horizon-
talen Informationsflüsse im Netzwerk. Zukünftige Forschung könnte den Ansatz auf 
komplexere industrielle Produktionsnetzwerke anwenden. Auch die Art und 
Eigenschaften ausgetauschter Information könnte variiert werden. Die Ergebnisse 
würden die Praxistauglichkeit des Ansatzes weiter untermauern oder widerlegen. 
Der bisherige Lösungsansatz wendet das Versuchs-Framework zur Ermittlung von 
Wirkzusammenhängen jeweils isoliert auf die drei Geschäftsprozesse Auftragsma-
nagement, Qualitätsproblembehebung und technisches Änderungsmanagement an. 
 
Abbildung 7-1: Abschließende Bewertung der Eignung des Lösungsansatzes im Hin-
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Auch wird lediglich eine Kennzahl zur Robustheitsbewertung pro Geschäftsprozess 
betrachtet. Zukünftige Forschung könnte untersuchen, welche Wechselwirkungseffekte 
zwischen der Leistungsfähigkeit der Geschäftsprozesse beim simultanen Auftreten von 
Störungen in allen drei Prozessen bestehen. Das gesamte Kennzahlensystem könnte 
betrachtet werden. Interaktionseffekte zwischen den Prozessen und mögliche Zielkon-
flikte des Störungsmanagements würden auf diese Weise aufgedeckt werden.  
Trotz des schrittweisen Vorgehens muss zur Bestimmung der Wirkzusammenhänge 
eine Vielzahl an Versuchen durchgeführt werden. Zukünftige Forschung könnte die 
Anzahl notwendiger Versuche zur Auswertung der Ablaufsimulation verringern. Eine 
Möglichkeit liegt in der Anwendung sogenannter optimaler Versuchdesigns. Optimale 
Designs nutzen eine adaptive Versuchsplanung, welche dem Versuchsplan neu zu 
untersuchende Faktoreinstellungen iterativ hinzugefügt. Für jede neue Einstellung wird 
ein Simulationslauf durchgeführt und das Metamodell an die vorhandenen Simulations-
ergebnisse angepasst. Die Auswahl der nächsten zu untersuchenden Faktoreinstellung 
hängt von der Prognosegüte des Metamodells ab (Liu & Ong et al. 2018, S. 394 f.). 
Adaptive Versuchspläne reduzieren den Versuchsaufwand. Sie sind für strukturprü-
fende Verfahren der Metamodellierung gut erforscht. Jüngere Forschung entwickelt 
auch für Gauß-Prozess Regressionen (vgl. Gammerman & Vovk et al. (2015, S. 116 
f.)) und Optimierungen (vgl. Bortz & Höller et al. (2018, S. 747 f.)) optimale Designs. 
Sie könnten bei einer Weiterentwicklung des Lösungsansatzes angewendet werden.  
Der Lösungsansatz macht Störungen in Produktionsnetzwerken unternehmensüber-
greifend sichtbar und verringert deren Schäden. Im Rückblick auf das von der 
Deutschen Akademie für Technikwissenschaften (acatech) entwickelte Reifegradmo-
dell der digitalen Unternehmenstransformation (vgl. Abschnitt 2.2.3.3) trägt der Ansatz 
zur Umsetzung der Reifegradestufen Computerisierung, Konnektivität, Sichtbarkeit und 
Transparenz bei. Höhere Reifegradstufen verlangen prognosefähige und adaptierbare 
Produktionsprozesse. Die Forschung muss zur Umsetzung dieses Zukunftsbilds beitra-
gen. Es stellt sich die Frage, welche Formen der durch Transparenz ermöglichten 
Kollaboration ein antizipatives Handeln im Produktionsnetzwerk ermöglichen und das 
Auftreten von Störungen verringern. Neue Lösungsansätze könnten die durch verstärk-
ten Informationsaustausch ermöglichte Kollaboration beispielsweise mittels daten-
getriebener Produktionsdienstleistungen umsetzen. Um die Effizienz globaler 
Produktionsnetzwerke weiter zu steigern, müssen notwendige Voraussetzungen wie 




Unternehmen unterschiedlicher Industriezweige und Größe organisieren ihre Produk-
tion in global verteilten Produktionsnetzwerken. Produktionsnetzwerke bestehen aus 
Partnern wie beispielsweise Lieferanten, Produktionsstandorten und Kunden. Sie sind 
mit hohen Anforderungen bezüglich ihrer Leistungsfähigkeit konfrontiert. Die 
Koordination von Produktionsnetzwerken ist derzeit von Verschlossenheit, Silodenken 
und Intransparenz geprägt. Zwischen den Netzwerkpartnern findet ein unzureichender 
Informationsaustausch statt. In der Folge werden Störungen in den drei Kernbereichen 
Auftragsmanagement, Qualitätsproblembehebung und technisches Änderungs-
management nicht schnell genug identifiziert und beseitigt. Dies zieht eine Ver-
ringerung der Leistung auf operativer Ebene nach sich. Die fortschreitende 
Digitalisierung befähigt Industrieunternehmen zu einem intensiveren Informationsaus-
tausch. Von einer Erhöhung der Transparenz ihrer Produktionsnetzwerke erwarten 
Unternehmen eine verbesserte Reaktion auf Störungen. Risiken wie beispielsweise ein 
ungünstiges Kosten-Nutzen-Verhältnis halten sie von einer Transparenzsteigerung ab. 
Von der Motivation ausgehend identifiziert diese Arbeit die Wirkzusammenhänge zwi-
schen dem Informationsaustausch und der Leistung des Störungsmanagements in 
Produktionsnetzwerken. Sie verbessert das Störungsmanagement, indem ein 
störungsrobustes Zielbild für den Informationsaustausch ermittelt sowie 
Digitalisierungsmaßnahmen zur Umsetzung im Produktionsnetzwerk vorgeschlagen 
werden. Die Arbeit ist an den Bedürfnissen der Automobilzulieferindustrie ausgerichtet.  
Zunächst werden auf Produktions- und Informationsebene mehrere Beschreibungs-
modelle entwickelt. Auf Produktionsebene charakterisieren die Beschreibungsmodelle 
die Produktionssysteme der Partner im Netzwerk idealtypisch. Ein Kennzahlensystem 
misst die Leistungsfähigkeit des Störungsmanagements und ein Rezeptormodell 
charakterisiert die im Netzwerk auftretenden Störungen. Auf Informationsebene werden 
die Geschäftsprozesse des Auftragsmanagements, der Qualitätsproblembehebung 
und des technischen Änderungsmanagements modelliert. Zudem findet eine Systema-
tisierung des Informationsaustauschs mit Reifegradmodellen statt. 
Die Beschreibungsmodelle dienen im weiteren Verlauf der Implementierung von 
Analysemodellen in Form eines Simulations- und eines Versuchs-Frameworks. Das 
Simulations-Framework modelliert das Störungsmanagement globaler Produktions-
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netzwerke auf Ressourcen-, Standort- und Netzwerkebene bei variierbarem Informati-
onsaustausch in AnyLogic®. Das Versuchs-Framework wertet die Simulation systema-
tisch mittels statistischen Versuchen und Metamodellierung aus. Dabei werden die 
Wirkzusammenhänge zwischen der Leistung des Störungsmanagements sowie dem 
Informationsaustausch ermittelt und mit robuster Optimierung ein Zielzustand für den 
Informationsaustausch im Produktionsnetzwerk bestimmt. Das Versuchs-Framework 
ist in MATLAB® implementiert. 
Der letzte Schritt greift den ermittelten Zielzustand des Informationsaustauschs aus. In 
Einklang mit der Produktionsstrategie des fokalen Netzwerkpartners prüfen 
Auswahlmodelle verschiedene praxistaugliche Maßnahmen hinsichtlich ihrer Eignung 
zur Transparenzsteigerung im Produktionsnetzwerk. Die Maßnahmen umfassen die 
Einführung sowie die verstärkte Nutzung von Anwendungssystemen, Infrastruktur und 
Standards aus dem Bereich Informations- und Kommunikationstechnik. Die Auswahl 
der Anwendungssysteme wird durch einen multikriteriellen Vergleich unterstützt. 
Die Erprobung des Ansatzes zur Transparenzsteigerung erfolgt im Rahmen eines von 
der AiF und eines von der DFG geförderten Forschungsprojekts. Für ein Produktions-
netzwerk zur Herstellung von Kunststoff-Metall-Bauteilen für die Automobilzuliefer-
industrie werden die Wirkzusammenhänge zwischen Störungen, dem Informationsaus-
tausch und der Leistungsfähigkeit bestimmt. Die Ergebnisse zeigen, dass Infor-
mationen im Auftragsmanagement nicht möglichst intensiv, sondern zielgerichtet aus-
getauscht werden sollten. In der Qualitätsproblembehebung und im technischen 
Änderungsmanagement ist ein starker Informationsaustausch umzusetzen. 
In Summe leistet der Ansatz einen Beitrag zur Verbesserung des Störungsmanage-
ments durch verstärkten Informationsaustausch. Er trägt zur Steigerung der Wettbe-
werbsfähigkeit von Industrieunternehmen bei, die ihre Produktion in verteilten Netzwer-
ken organisieren. Der Schwerpunkt des Ansatzes liegt auf der Ermittlung der Wirkzu-
sammenhänge sowie der Bestimmung des störungsrobusten Zielbilds des Informati-
onsaustauschs. Zukünftige Forschung sollte sich stärker mit den Lösungen zur Trans-
parenzsteigerung aus dem Bereich Informations- und Kommunikationstechnik aus-
einandersetzen. Auch sollte die Frage beantwortet werden, ob die durch Transparenz 
ermöglichte Zusammenarbeit ein verbessertes antizipatives Handeln im Produktions-
netzwerk ermöglicht, welche die Entstehung von Störungen möglichst vermeidet. 
146 Literaturverzeichnis 
 
9  Literaturverzeichnis 
Verweise gemäß dem Schema (A_Name Jahr) beziehen sich auf studentische Arbeiten 
am wbk Institut für Produktionstechnik des Karlsruher Instituts für Technologie (KIT), 
die vom Verfasser der Dissertation angeleitet wurden. 
(A_Beller 2019)  
Beller, L. (2019), Technologieauswahl zur Transparenzsteigerung globaler Pro-
duktionsnetzwerke mittels Reifegradmodellen und multikriterieller Entscheidungs-
methodik. Masterarbeit, Karlsruher Institut für Technologie (KIT), Karlsruhe, wbk 
Institut für Produktionstechnik. 
(A_Breig 2019)  
Breig, R. (2019), Vorgehensmodell zur Metamodellierung und Analyse der Leis-
tungsfähigkeit globaler Produktionsnetzwerke bei variierbarem Informationsaus-
tausch. Masterarbeit, Karlsruher Institut für Technologie (KIT), Karlsruhe, wbk 
Institut für Produktionstechnik. 
(A_Bubeck 2018)  
Bubeck, C. (2018), Entwicklung eines Simulations- und Metamodells zur systema-
tischen Leistungsanalyse eines Produktionsnetzwerkes. Masterarbeit, Karlsruher 
Institut für Technologie (KIT), Karlsruhe, wbk Institut für Produktionstechnik. 
(A_Ertas 2020)  
Ertas, S. (2020), Definition eines Reifegradmodells und Zuordnung von Digitalisie-
rungstechnologien für den Informationsaustausch in Produktionsnetzwerken. Mas-
terarbeit, Karlsruher Institut für Technologie (KIT), Karlsruhe, wbk Institut für Pro-
duktionstechnik. 
(A_Fanck 2018)  
Fanck, N. (2018), Wertstrombasierte Methode zum Aufbau der für die Simulation 
globaler Produktionsnetzwerke von Kunststoff-Metall-Bauteilen notwendigen Da-
tenbasis. Bachelorarbeit, Karlsruher Institut für Technologie (KIT), Karlsruhe, wbk 
Institut für Produktionstechnik. 
(A_Hauger 2018)  
Hauger, B. (2018), Agentenbasierte Simulation von Produktionsnetzwerken zur 
Transparenzsteigerung. Masterarbeit, Karlsruher Institut für Technologie (KIT), 
Karlsruhe, wbk Institut für Produktionstechnik. 
Literaturverzeichnis 147 
 
(A_Kentner 2018)  
Kentner, M. (2018), Gezielte Analyse der Leistungsfähigkeit von Produktionsnetz-
werken bei steuerbarem Informationsfluss mittels Metamodellierung. Masterarbeit, 
Karlsruher Institut für Technologie (KIT), Karlsruhe, wbk Institut für Produktions-
technik. 
(A_Linzbach 2017)  
Linzbach, R. (2017), Entwicklung eines wertstromorientierten Vorgehensmodells 
zur Erfassung und nachhaltigen Verbesserung des Qualitätsniveaus global verteil-
ter Wertschöpfungsnetzwerke. Masterarbeit, Karlsruher Institut für Technologie 
(KIT), Karlsruhe, wbk Institut für Produktionstechnik. 
(A_Maier 2019)  
Maier, J. (2019), Baukastensystem zur Verkürzung der Implementierungszeit von 
Simulationsmodellen für das Qualitäts- und Auftragsmanagement globaler Produk-
tionsnetzwerke. Masterarbeit, Karlsruher Institut für Technologie (KIT), Karlsruhe, 
wbk Institut für Produktionstechnik. 
(A_Mathieu 2018)  
Mathieu, M.-P. (2018), Konzeption und simulationsbasierte Realisierung eines 
Kennzahlensystems zur Bewertung der Leistungsfähigkeit von Produktionsnetz-
werken. Bachelorarbeit, Karlsruher Institut für Technologie (KIT), Karlsruhe, wbk 
Institut für Produktionstechnik. 
(Abele & Meyer et al. 2008)  
Abele, E.; Meyer, T.; Näher, U.; Strube, G. & Sykes, R. (2008), Global production. 
A handbook for strategy and implementation, Springer, Berlin. ISBN: 
9783540716532. 
(AEB 2016)  
AEB (2016), Global Trade Management Agenda 2016. Supply Chain Collaboration 
in der Unternehmenspraxis. Und die wichtigsten Aufgaben beim Management in-
ternationaler Lieferketten, AEB SE & Duale Hochschule Baden-Württemberg 
(DHBW) Stuttgart. 
(Alinezhad & Khalili 2019)  
Alinezhad, A. & Khalili, J. (2019), New methods and applications in Multiple Attri-
bute Decision Making (MADM), Springer, Cham. ISBN: 9783030150082. 
148 Literaturverzeichnis 
 
(Alpar & Alt et al. 2016)  
Alpar, P.; Alt, R.; Bensberg, F.; Grob, H. L.; Weimann, P. & Winter, R. (2016), An-
wendungsorientierte Wirtschaftsinformatik. Strategische Planung, Entwicklung und 
Nutzung von Informationssystemen, Springer Vieweg, Wiesbaden. ISBN: 
9783658141455. 
(Anderl 2015)  
Anderl, R. (2015), Leitfaden Industrie 4.0. Orientierungshilfe zur Einführung in den 
Mittelstand, VDMA-Verlag, Frankfurt am Main. ISBN: 9783816306771. 
(Appelfeller & Feldmann 2018)  
Appelfeller, W. & Feldmann, C. (2018), Die digitale Transformation des Unterneh-
mens. Systematischer Leitfaden mit zehn Elementen zur Strukturierung und Reife-
gradmessung, Springer Gabler, Berlin. ISBN: 9783662540602. 
(Arlot & Celisse 2010)  
Arlot, S. & Celisse, A. (2010), „A survey of cross-validation procedures for model 
selection“, Statistics Surveys, 4, S. 40–79. 
(Arndt 2018)  
Arndt, T. (2018), Bewertung und Steigerung der Prozessqualität in globalen Pro-
duktionsnetzwerken. Dissertation, Karlsruher Institut für Technologie (KIT), Karls-
ruhe, wbk Institut für Produktionstechnik. 
(Arnold & Isermann et al. 2008)  
Arnold, D.; Isermann, H.; Kuhn, A.; Tempelmeier, H. & Furmans, K. (2008), Hand-
buch Logistik, Springer, Berlin. ISBN: 9783540729297. 
(ATKearney 2016) 
 ATKearney (2016), From Globalization to Islandization. What will the next global 
economy order look like?, ATKearney Global Business Policy Council. 
(Babai & Boylan et al. 2016)  
Babai, M. Z.; Boylan, J. E.; Syntetos, A. A. & Ali, M. M. (2016), „Reduction of the 
value of information sharing as demand becomes strongly auto-correlated“, Inter-
national Journal of Production Economics, 181 (Part A), S. 130–135. 
(Bach & Brehm et al. 2012)  
Bach, N.; Brehm, C.; Buchholz, W. & Petry, T. (2012), Wertschöpfungsorientierte 
Literaturverzeichnis 149 
 
Organisation. Architekturen - Prozesse - Strukturen, Gabler, Wiesbaden. ISBN: 
9783834936912. 
(Backhaus & Erichson et al. 2018)  
Backhaus, K.; Erichson, B.; Plinke, W. & Weiber, R. (2018), Multivariate Analyse-
methoden. Eine anwendungsorientierte Einführung, Springer Gabler, Berlin. ISBN: 
9783662566558. 
(Baihaqi & Sohal 2013)  
Baihaqi, I. & Sohal, A. (2013), „The impact of information sharing in supply chains 
on organisational performance: an empirical study“, Production Planning & Con-
trol, 24 (8-9), S. 743–758. 
(Barlas & Gunduz 2011)  
Barlas, Y. & Gunduz, B. (2011), „Demand forecasting and sharing strategies to re-
duce fluctuations and the bullwhip effect in supply chains“, Journal of the Operatio-
nal Research Society, 62 (3), S. 458–473. 
(Barton 1998)  
Barton, R. R. (1998), Simulation metamodels, IEEE Computer Society Press, Los 
Alamitos, CA. ISBN: 0780351347. 
(Barton & Meckesheimer 2006)  
Barton, R. R. & Meckesheimer, M. (2006), „Metamodel-Based Simulation Opti-
mization“ in Handbooks in operations research and management science. Simula-
tion, Hrsg. S. Henderson & Barry N., Elsevier Science & Technology, North Hol-
land, ISBN: 9780444514288, S. 535–574. 
(Bauer & Hayessen 2009)  
Bauer, J. & Hayessen, E. (2009), 100 Produktionskennzahlen, Cometis, Wiesba-
den. ISBN: 9783940828576. 
(Beer 2014)  
Beer, A. (2014), Der Bullwhip-Effekt in einem komplexen Produktionsnetzwerk. 
Entwicklung eines realitätsadäquaten Simulationsmodells in Anlehnung an ein Re-
albeispiel und Quantifizierung der Wirksamkeit von Maßnahmen gegen den Bull-
whip-Effekt. Dissertation, Universität Duisburg-Essen, Duisburg, Institut für Pro-
duktion und Industrielles Informationsmanagement. 
150 Literaturverzeichnis 
 
(Belener 2008)  
Belener, P. M. (2008), Technisches Änderungsmanagement modularer Produkte 
und Prozesse. Dissertation, Ruhr-Universität Bochum, Bochum, Lehrstuhl für Pro-
duktionssysteme. 
(Bendul & Brüning 2017) 
Bendul, J. & Brüning, M. (2017), Kooperatives Supply Chain Risikomanagement: 
Neue Wege für den Umgang mit existenzbedrohenden Supply Chain Störungen, 
Arbeitsgruppe Produktions- und Logistiknetzwerke der Jacobs University Bremen. 
(Benes & Groh 2017)  
Benes, G. & Groh, P. E. (2017), Grundlagen des Qualitätsmanagements, Carl 
Hanser, München. ISBN: 3446451838. 
(Berk 2016)  
Berk, R. A. (2016), Statistical learning from a regression perspective, Springer, 
Cham. ISBN: 9783319440477. 
(Bertsimas & Brown et al. 2011)  
Bertsimas, D.; Brown, D. B. & Caramanis, C. (2011), „Theory and applications of 
robust optimization“, SIAM Review, 53 (3), S. 464–501. 
(Bian & Shang et al. 2016)  
Bian, W.; Shang, J. & Zhang, J. (2016), „Two-way information sharing under 
supply chain competition“, International Journal of Production Economics, 178, S. 
82–94. 
(Bloech & Bogaschewsky et al. 2014)  
Bloech, J.; Bogaschewsky, R.; Buscher, U.; Daub, A.; Götze, U. & Roland, F. 
(2014), Einführung in die Produktion, Springer Gabler, Berlin. ISBN: 
9783642318924. 
(Bodendorf 2006)  
Bodendorf, F. (2006), Daten- und Wissensmanagement, Springer, Berlin. ISBN: 
9783540287438. 
(Borshchev 2013)  
Borshchev, A. (2013), „Multi-method modeling“. WSC'13 Proceedings of the 2013 
Winter Simulation Conference. Simulation: Making Decisions in a Complex World, 
Literaturverzeichnis 151 
 
Hrsg. R. Pasupathy, S.-H. Kim, A. Tolk, R. R. Hill & M. E. Kuhl, Omnipress, Madi-
son, S. 4089–4100. ISBN: 9781479920778. 
(Bortz & Höller et al. 2018)  
Bortz, M.; Höller, J.; Schwientek, J.; Böttcher, R.; Hirth, O. & Asprion, N. (2018), 
„Experimental design in a multicriteria optimization context: An adaptive scheme“, 
IFAC-PapersOnLine, 51 (2), S. 747–752. 
(Brich & Hasenbalg 2013)  
Brich, S. & Hasenbalg, C. (2013), Kompakt-Lexikon Wirtschaftsinformatik. 1.500 
Begriffe nachschlagen, verstehen, anwenden, Springer Gabler, Wiesbaden. ISBN: 
9783658030292. 
(Brüggemann & Bremer 2015)  
Brüggemann, H. & Bremer, P. (2015), Grundlagen Qualitätsmanagement. Von den 
Werkzeugen über Methoden zum TQM, Springer Vieweg, Wiesbaden. ISBN: 
9783658092214. 
(Brunner & Wagner 2016)  
Brunner, F. J. & Wagner, K. W. (2016), Qualitätsmanagement. Leitfaden für Stu-
dium und Praxis, Carl Hanser, München. ISBN: 9783446447127. 
(Bullinger & Spath et al. 2009)  
Bullinger, H.-J.; Spath, D.; Warnecke, H.-J. & Westkämper, E. (2009), Handbuch 
Unternehmensorganisation. Strategien, Planung, Umsetzung, Springer, Berlin. 
ISBN: 9783540875956. 
(Cannella & Ciancimino 2010)  
Cannella, S. & Ciancimino, E. (2010), „On the bullwhip avoidance phase. Supply 
chain collaboration and order smoothing“, International Journal of Production Re-
search, 48 (22), S. 6739–6776. 
(Caridi & Crippa et al. 2010)  
Caridi, M.; Crippa, L.; Perego, A.; Sianesi, A. & Tumino, A. (2010), „Measuring visi-
bility to improve supply chain performance. A quantitative approach“, Benchmar-
king, 17 (4), S. 593–615. 
(Caridi & Moretto et al. 2014)  
Caridi, M.; Moretto, A.; Perego, A. & Tumino, A. (2014), „The benefits of supply 
152 Literaturverzeichnis 
 
chain visibility. A value assessment model“, International Journal of Production 
Economics, 151, S. 1–19. 
(Cavusoglu & Cavusoglu et al. 2012)  
Cavusoglu, H.; Cavusoglu, H. & Raghunathan, S. (2012), „Value of and interaction 
between production postponement and information sharing strategies for supply 
chain firms“, Production and Operations Management, 21 (3), S. 470–488. 
(Chen & Fu et al. 2014)  
Chen, W.; Fu, Z.-J. & Chen, C. S. (2014), Recent advances in radial basis function 
collocation methods, Springer, Berlin. ISBN: 9783642395710. 
(Cichos & Aurich 2015)  
Cichos, D. & Aurich, J. C. (2015), „Planning and controlling of multiple, parallel en-
gineering changes in manufacturing systems“, Procedia CIRP, 33, S. 81–86. 
(Cichos & Aurich 2016)  
Cichos, D. & Aurich, J. C. (2016), „Support of engineering changes in manufac-
turing systems by production planning and control methods“, Procedia CIRP, 41, 
S. 165–170. 
(Custódio & Madeira et al. 2011)  
Custódio, A. L.; Madeira, J. F. A.; Vaz, A. I. F. & Vicente, L. N. (2011), „Direct mul-
tisearch for multiobjective optimization“, SIAM Journal on Optimization, 21 (3), S. 
1109–1140. 
(Czaja 2009)  
Czaja, L. (2009), Qualitätsfrühwarnsysteme für die Automobilindustrie, Gabler, 
Wiesbaden. ISBN: 9783834994189. 
(Däcke 2013)  
Däcke, N. (2013), Akteursbasierte Führung von Supply Chain-Beziehungen. 
Handlungsrahmen zum Erfolgsfaktoren-basierten Lieferanten-Management, Sprin-
ger Gabler, Wiesbaden. ISBN: 9783834940032. 
(Dean & Voss et al. 2017)  
Dean, A.; Voss, D. & Draguljić, D. (2017), Design and analysis of experiments, 




Dickmann, P. (Hrsg.) (2015), Schlanker Materialfluss. Mit Lean Production, Kan-
ban und Innovationen, Springer Vieweg, Berlin. ISBN: 9783662448687. 
(DIN V ENV ISO 10303-1) 
DIN V ENV ISO 10303-1 (1994), Industrielle Automatisierungssysteme und In-
tegration - Produktdatendarstellung und -austausch - Teil 1: Überblick und grund-
legende Prinzipien, Deutsches Institut für Normung e.V., Beuth, Berlin. 
(DIN ISO 9735) 
DIN ISO 9735 (2002), Elektronischer Datenaustausch für Verwaltung, Wirtschaft 
und Transport (EDIFACT) - Syntax-Regeln auf Anwendungsebene, Deutsches 
Institut für Normung e.V., Beuth, Berlin. 
(Engroff 2005)  
Engroff, B. (2005), Praktischer Einsatz von Kennzahlen und Kennzahlensystemen 
in der Produktion, Arbeitsgemeinschaften für Vitale Unternehmensentwicklung, 
Eschborn. ISBN: 9783981003802. 
(Eppler 2003)  
Eppler, M. J. (2003), Managing information quality. Increasing the value of infor-
mation in knowledge-intensive products and processes, Springer, Berlin. ISBN: 
9783540247821. 
(Erasmus 2008)  
Erasmus, J. H. (2008), Qualitätsmanagement in global verteilten Wertschöpfungs-
prozessen. Ein fertigungsorganisatorischer Lösungsansatz zur wirtschaftlichen Er-
zeugung einer qualitätsfähigen Zulieferkette. Dissertation, Helmut-Schmidt-Univer-
sität / Universität der Bundeswehr Hamburg, Hamburg, Institut für Konstruktions- 
und Fertigungstechnik. 
(Erlach 2010)  
Erlach, K. (2010), Wertstromdesign. Der Weg zur schlanken Fabrik, Springer, Ber-
lin. ISBN: 9783540898672. 
(Eversheim 2002)  
Eversheim, W. (2002), Organisation in der Produktionstechnik 3. Arbeitsvorberei-
tung, Springer, Berlin. ISBN: 9783642563362. 
154 Literaturverzeichnis 
 
(Ewert & Wagenhofer 2014)  
Ewert, R. & Wagenhofer, A. (2014), Interne Unternehmensrechnung, Springer 
Gabler, Berlin. ISBN: 9783642359606. 
(Fahrmeir & Kneib et al. 2013)  
Fahrmeir, L.; Kneib, T.; Lang, S. & Marx, B. (2013), Regression. Models, methods 
and applications, Springer, Dordrecht. ISBN: 9783642343322. 
(Fausett 1994)  
Fausett, L. V. (1994), Fundamentals of neural networks. Architectures, algorithms, 
and applications, Prentice Hall, Englewood Cliffs. ISBN: 9780133341867. 
(Fawcett & Wallin et al. 2011)  
Fawcett, S. E.; Wallin, C.; Allred, C.; Fawcett, A. M. & Magnan, G. M. (2011), „In-
formation Technology as an enabler of supply chain collaboration: a dynamic-cap-
abilities perspective“, Journal of Supply Chain Management, 47 (1), S. 38–59. 
(Felbermayr & Kinzius et al. 2017) 
Felbermayr, G.; Kinzius, L. & Yalcin, E. (2017), Hidden Protectionism. Non-Tariff 
Barriers and Implications for International Trade, ifo Institut – Leibniz-Institut für 
Wirtschaftsforschung an der Universität München e. V., ifo Forschungsberichte 
(91). 
(Ferdows & Vereecke et al. 2016)  
Ferdows, K.; Vereecke, A. & De Meyer, A. (2016), „Delayering the global produc-
tion network into congruent subnetworks“, Journal of Operations Management, 41 
(1), S. 63–74. 
(Finkenzeller 2015)  
Finkenzeller, K. (2015), RFID-Handbuch. Grundlagen und praktische Anwendun-
gen von Transpondern, kontaktlosen Chipkarten und NFC, Carl Hanser, München. 
ISBN: 9783446444393. 
(Fischäder 2007)  
Fischäder, H. (2007), Störungsmanagement in netzwerkförmigen Produktionssys-
temen, Deutscher Universitätsverlag, Wiesbaden. ISBN: 9783835093751. 
(Forrester 1958)  
Forrester, J. W. (1958), „Industrial Dynamics: A Major Breakthrough for Decision 
Makers“, Harvard Business Review, 36 (4), S. 37–66. 
Literaturverzeichnis 155 
 
(Forrester 2008)  
Forrester, A. (2008), Engineering design via surrogate modelling. A practical 
guide, Wiley, Hoboken. ISBN: 9780470060681. 
(Frazzon & Hartmann et al. 2013)  
Frazzon, E. M.; Hartmann, J.; Makuschewitz, T. & Scholz-Reiter, B. (2013), „Towa-
rds socio-cyber-physical systems in production networks“, Procedia CIRP, 7, S. 
49–54. 
(Friedli & Mundt et al. 2014)  
Friedli, T.; Mundt, A. & Thomas, S. (2014), Strategic management of global manu-
facturing networks. Aligning strategy, configuration, and coordination, Springer, 
Berlin. ISBN: 9783642341847. 
(Gammerman & Vovk et al. 2015) 
Gammerman, A.; Vovk, V. & Papadopoulos, H. (Hrsg.) (2015), Statistical learning 
and data sciences, Springer, Cham. ISBN: 9783319170909. 
(Geiger & Kotte 2008)  
Geiger, W. & Kotte, W. (2008), Handbuch Qualität. Grundlagen und Elemente des 
Qualitätsmanagements: Systeme, Perspektiven, Vieweg, Wiesbaden. ISBN: 
9783834802736. 
(Geissbauer & Schrauf et al. 2014)  
Geissbauer, R.; Schrauf, S.; Koch, V. & Kuge, S. (2014), „Industrie 4.0–Chancen 
und Herausforderungen der vierten industriellen Revolution“, Pricewaterhouse-
Coopers (PWC), 227, S. 13. 
(Genc 2015)  
Genc, E. (2015), Frühwarnsystem für ein adaptives Störungsmanagement. Disser-
tation, Technische Universität München, München, Institut für Werkzeugmaschi-
nen und Betriebswissenschaften. 
(Gille 2013)  
Gille, C. (2013), Gestaltung von Produktänderungen im Kontext hybrider Produkte. 
Kostenanalyse am Beispiel der Groß- und Kleinserienfertigung im Maschinenbau, 
Springer Gabler, Wiesbaden. ISBN: 9783658026943. 
156 Literaturverzeichnis 
 
(Goswami & Engel et al. 2013)  
Goswami, S.; Engel, T. & Krcmar, H. (2013), „A comparative analysis of informa-
tion visibility in two supply chain management information systems“, Journal of 
Enterprise Information Management, 26 (3), S. 276–294. 
(Greinacher 2017)  
Greinacher, S. (2017), Simulationsgestützte Mehrzieloptimierung schlanker und 
ressourceneffizienter Produktionssysteme. Dissertation, Karlsruher Institut für 
Technologie (KIT), Karlsruhe, wbk Institut für Produktionstechnik. 
(Grömling 2019) 
Grömling, M. (2019), Zaghafte Zuversicht. IW-Verbandsumfrage für 2020, Institut 
der deutschen Wirtschaft Köln e.V., IW-Kurzbericht (84/2019). 
(Groß & Pfennig 2017)  
Groß, C. & Pfennig, R. (2017), Professionelle Softwareauswahl und -einführung in 
der Logistik. Leitfaden von der Prozessanalyse bis zur Einsatzoptimierung, Sprin-
ger Gabler, Wiesbaden. ISBN: 9783658147266. 
(Grunow & Günther et al. 2007)  
Grunow, M.; Günther, H. O.; Burdenik, H. & Alting, L. (2007), „Evolving production 
network structures“, CIRP Annals, 56 (1), S. 427–430. 
(Guo & Ngai et al. 2015)  
Guo, Z. X.; Ngai, E.W.T.; Yang, C. & Liang, X. (2015), „An RFID-based intelligent 
decision support system architecture for production monitoring and scheduling in a 
distributed manufacturing environment“, International Journal of Production Econo-
mics, 159, S. 16–28. 
(Gutenberg 1983)  
Gutenberg, E. (1983), Die Produktion, Springer, Berlin. ISBN: 0387056947. 
(Gutenschwager & Rabe et al. 2017)  
Gutenschwager, K.; Rabe, M.; Spieckermann, S. & Wenzel, S. (2017), Simulation 
in Produktion und Logistik. Grundlagen und Anwendungen, Springer Vieweg, Ber-
lin. ISBN: 9783662557440. 
(Han & Kamber 2010)  
Han, J. & Kamber, M. (2010), Data mining. Concepts and techniques, Elsevier, 
Amsterdam. ISBN: 9781558609013. 
Literaturverzeichnis 157 
 
(Hastie & Tibshirani et al. 2017)  
Hastie, T.; Tibshirani, R. & Friedman, J. H. (2017), The elements of statistical lear-
ning. Data mining, inference, and prediction, Springer, New York. ISBN: 
9780387848587. 
(Hausladen 2016)  
Hausladen, I. (2016), IT-gestützte Logistik. Systeme - Prozesse - Anwendungen, 
Springer Gabler, Wiesbaden. ISBN: 9783658130794. 
(Helbig & Brox 2018) 
Helbig, N. & Brox, A. (2018), Sub-supplier Management. Directed Parts in the Au-
tomotive Industry, Deloitte Touche Tohmatsu Limited (DTTL). 
(Helmus & Meins-Becker et al. 2009) 
Helmus, M.; Meins-Becker, A.; Laußat, L. & Kelm, A. (Hrsg.) (2009), RFID in der 
Baulogistik. Forschungsbericht zum Projekt "Integriertes Wertschöpfungsmodell 
mit RFID in der Bau- und Immobilienwirtschaft", Vieweg, Wiesbaden. ISBN: 
9783834807656. 
(Helo & Szekely 2005)  
Helo, P. & Szekely, B. (2005), „Logistics information systems“, Industrial Manage-
ment & Data Systems, 105 (1), S. 5–18. 
(Herbst & Hoffmann 2018)  
Herbst, S. & Hoffmann, A. (2018), Product Lifecycle Management (PLM) mit Sie-
mens Teamcenter. Grundlagen, Anwendung und Best Practices, Carl Hanser, 
München. ISBN: 9783446446496. 
(Hermes 2017)  
Hermes (2017), Transparenz in der Supply Chain. Die 6. Ausgabe des Hermes-
Barometers präsentiert die Ergebnisse einer Telefonbefragung unter rund 200 Lo-
gistikentscheidern. Hermes Europe GmbH, Hermes Barometer 2017 (6). 
(Hernández Morales 2003)  
Hernández Morales, R. (2003), Systematik der Wandlungsfähigkeit in der Fabrik-
planung. Dissertation, Leibniz Universität Hannover, Hannover, Institut für Fabrik-
anlagen und Logistik. 
(Ho & Zheng et al. 2015)  
Ho, W.; Zheng, T.; Yildiz, H. & Talluri, S. (2015), „Supply chain risk management: 
158 Literaturverzeichnis 
 
a literature review“, International Journal of Production Research, 53 (16), S. 
5031–5069. 
(Hopfmann 1989)  
Hopfmann, L. (1989), Flexibilität im Produktionsbereich. Ein dynamisches Modell 
zur Analyse und Bewertung von Flexibilitätspotentialen, Lang, Frankfurt am Main. 
ISBN: 9783631408636. 
(Horváth & Gleich et al. 2015)  
Horváth, P.; Gleich, R. & Seiter, M. (2015), Controlling, Franz Vahlen, München. 
ISBN: 9783800649556. 
(ISO 22400-1) 
ISO 22400-1 (2014), Automatisierungssysteme und Integration - Leistungskenn-
zahlen (KPI) für das Fertigungsmanagement - Teil 1: Überblick, Begriffe und Ter-
minologie, International Organization for Standardization, Beuth, Berlin. 
(Jin & Chen et al. 2001)  
Jin, R.; Chen, W. & Simpson, T. W. (2001), „Comparative studies of metamo-
delling techniques under multiple modelling criteria“, Structural and Multidiscipli-
nary Optimization, 23 (1), S. 1–13. 
(Jonsson & Mattsson 2013)  
Jonsson, P. & Mattsson, S.-A. (2013), „The value of sharing planning information 
in supply chains“, International Journal of Physical Distribution & Logistics Ma-
nagement, 43 (4), S. 282–299. 
(Jurecka 2007)  
Jurecka, F. (2007), Robust design optimization based on metamodeling techni-
ques. Dissertation, Technische Universität München, München, Lehrstuhl für Sta-
tik. 
(Kache & Seuring 2014)  
Kache, F. & Seuring, S. (2014), „Linking collaboration and integration to risk and 
performance in supply chains via a review of literature reviews“, Supply Chain Ma-
nagement: An International Journal, 19 (5/6), S. 664–682. 
(Kembro & Näslund 2014)  
Kembro, J. & Näslund, D. (2014), „Information sharing in supply chains, myth or 
Literaturverzeichnis 159 
 
reality? A critical analysis of empirical literature“, International Journal of Physical 
Distribution & Logistics Management, 44 (3), S. 179–200. 
(Kim 2017)  
Kim, P. (2017), MATLAB Deep Learning, Apress, Berkeley. ISBN: 
9781484228449. 
(Kim & Chai 2017)  
Kim, M. & Chai, S. (2017), „The impact of supplier innovativeness, information 
sharing and strategic sourcing on improving supply chain agility: Global supply 
chain perspective“, International Journal of Production Economics, 187, S. 42–52. 
(Kischporski 2017)  
Kischporski, M. (2017), EDI - Digitalisierung und IT-Wertbeitrag konkret umge-
setzt. Eine Einführung in Electronic Data Interchange und zur Digitalen Transfor-
mation, Springer Gabler, Wiesbaden. ISBN: 9783658190507. 
(Kleijnen 2009)  
Kleijnen, J. P.C. (2009), „Kriging metamodeling in simulation: A review“, European 
Journal of Operational Research, 192 (3), S. 707–716. 
(Kleijnen 2015)  
Kleijnen, J. P. C. (2015), Design and analysis of simulation experiments, Springer, 
Cham. ISBN: 9783319180861. 
(Kleijnen 2017)  
Kleijnen, J. P.C. (2017), „Regression and Kriging metamodels with their experi-
mental designs in simulation: A review“, European Journal of Operational Rese-
arch, 256 (1), S. 1–16. 
(Kleijnen & Mehdad 2014)  
Kleijnen, J. P.C. & Mehdad, E. (2014), „Multivariate versus univariate Kriging me-
tamodels for multi-response simulation models“, European Journal of Operational 
Research, 236 (2), S. 573–582. 
(Klein & Schnell 2012)  
Klein, A. & Schnell, H. (2012), Controlling in der Produktion. Instrumente, Strate-
gien und Best-Practices, Haufe Lexware, Freiburg. ISBN: 9783648031995. 
160 Literaturverzeichnis 
 
(Kleppmann 2013)  
Kleppmann, W. (2013), Versuchsplanung. Produkte und Prozesse optimieren, Carl 
Hanser, München. ISBN: 9783446437913. 
(Kletti 2015) 
Kletti, J. (Hrsg.) (2015), MES - Manufacturing Execution System. Moderne Infor-
mationstechnologie unterstützt die Wertschöpfung, Springer Vieweg, Berlin. ISBN: 
9783662469019. 
(Knackstedt & Pöppelbuß et al. 2009)  
Knackstedt, R.; Pöppelbuß, J. & Becker, J. (2009), „Vorgehensmodell zur Entwick-
lung von Reifegradmodellen“, Wirtschaftsinformatik Proceedings 2009, 44,           
S. 535–544. 
(Knowles & Chair et al. 2008)  
Knowles, J.; Chair, D. R.; Corne, D. & Deb, K. (2008), Multiobjective problem sol-
ving from nature. From concepts to applications, Springer, Berlin. ISBN: 
9783540729631. 
(Knüppel 2016)  
Knüppel, K. M. (2016), Modellbasiertes Störungsmanagement in Produktionssys-
temen. Dissertation, Leibniz Universität Hannover, Hannover, Institut für Fabrikan-
lagen und Logistik. 
(Koch & Brandl et al. 2015)  
Koch, J.; Brandl, F.; Hofer, A. & Reinhart, G. (2015), Studie: Änderungsmanage-
ment in der Produktion, Institut für Werkzeugmaschinen und Betriebswissenschaf-
ten (iwb) der Technischen Universität München, München. 
(Koçoğlu & İmamoğlu et al. 2011)  
Koçoğlu, İ.; İmamoğlu, S. Z.; İnce, H. & Keskin, H. (2011), „The effect of supply 
chain integration on information sharing: Enhancing the supply chain perfor-
mance“, Procedia - Social and Behavioral Sciences, 24, S. 1630–1649. 
(Krcmar 2015)  
Krcmar, H. (2015), Informationsmanagement, Springer Gabler, Wiesbaden. ISBN: 
9783662458631. 
(Kruse & Borgelt et al. 2015)  
Kruse, R.; Borgelt, C.; Braune, C.; Klawonn, F.; Moewes, C. & Steinbrecher, M. 
Literaturverzeichnis 161 
 
(2015), Computational Intelligence. Eine methodische Einführung in künstliche 
neuronale Netze, evolutionäre Algorithmen, Fuzzy-Systeme und Bayes-Netze, 
Springer Vieweg, Wiesbaden. ISBN: 9783658109035. 
(Kuei & Madu et al. 2008)  
Kuei, C.-h.; Madu, C. & Winch, J. (2008), „Supply chain quality management. A si-
mulation study“, Information and Management Sciences, 19 (2), S. 131–151. 
(Kuhlmann 2007)  
Kuhlmann, J. (2007), „Ausgewählte Verfahren der Holdout- und Kreuzvalidierung“ 
in Methodik der empirischen Forschung, Hrsg. S. Albers, D. Klapper, U. Konradt, 
A. Walter & J. Wolf, Gabler, Wiesbaden, S. 407–416. 
(Kuhn & Johnson 2016)  
Kuhn, M. & Johnson, K. (2016), Applied predictive modeling, Springer, New York. 
ISBN: 9781461468486. 
(Kurbel 2016)  
Kurbel, K. (2016), Enterprise Resource Planning und Supply Chain Management 
in der Industrie. Von MRP bis Industrie 4.0, De Gruyter, Berlin. ISBN: 
9783110441697. 
(Lanza & Ferdows et al. 2019)  
Lanza, G.; Ferdows, K.; Kara, S.; Mourtzis, D.; Schuh, G.; Váncza, J.; Wang, L. & 
Wiendahl H.-P. (2019), „Global production networks. Design and operation“, CIRP 
Annals, 68 (2), S. 823–841. 
(Lanza & Häfner et al. 2019)  
Lanza, G.; Häfner, B.; Schild, L.; Berger, D.; Eschner, N.; Wagner, R. & Zaiß, M. 
(2019), „In-Line Measurement Technology and Quality Control“ in Metrology, Hrsg. 
W. Gao, Springer, Singapore, S. 399–433. 
(Lanza & Treber 2019)  
Lanza, G. & Treber, S. (2019), „Transparency increase in global production net-
works based on multi-method simulation and metamodeling techniques“, CIRP An-
nals, 68 (1), S. 439–442. 
(Laux & Gillenkirch et al. 2012)  
Laux, H.; Gillenkirch, R. M. & Schenk-Mathes, H. Y. (2012), Entscheidungstheorie. 
Mit 69 Tabellen, Springer, Berlin. ISBN: 9783642235108. 
162 Literaturverzeichnis 
 
(Law 2015)  
Law, A. M. (2015), Simulation modeling and analysis, McGraw Hill Education, New 
York. ISBN: 9781259254383. 
(Lee & Bagheri et al. 2015)  
Lee, J.; Bagheri, B. & Kao, H.-A. (2015), „A Cyber-Physical Systems architecture 
for Industry 4.0-based manufacturing systems“, Manufacturing Letters, 3, S. 18–
23. 
(Lee & Rim 2016)  
Lee, Y. & Rim, S.-C. (2016), „Quantitative model for supply chain visibility. Process 
capability perspective“, Mathematical Problems in Engineering, 2016 (2), S. 1–11. 
(Leeuw & Fransoo 2009)  
Leeuw, S. de & Fransoo, J. (2009), „Drivers of close supply chain collaboration: 
one size fits all?“, International Journal of Operations & Production Management, 
29 (7), S. 720–739. 
(Leimeister 2015)  
Leimeister, J. M. (2015), Einführung in die Wirtschaftsinformatik, Springer, Berlin. 
ISBN: 9783540778462. 
(Leng & Parlar 2009)  
Leng, M. & Parlar, M. (2009), „Allocation of cost savings in a three-level supply 
chain with demand information sharing. A cooperative-game approach“, Operati-
ons Research, 57 (1), S. 200–213. 
(Lepratti & Lamparter et al. 2014)  
Lepratti, R.; Lamparter, S. & Schröder, R. (2014), Transparenz in globalen Liefer-
ketten der Automobilindustrie. Ansätze zur Logistik- und Produktionsoptimierung, 
Wiley, Hoboken. ISBN: 9783895784408. 
(Li & Chen et al. 2011)  
Li, J.; Chen, J. & Wang, S. (2011), Risk management of supply and cash flows in 
supply chains, Springer, New York. ISBN: 9781461405108. 
(Liebrecht & Schaumann et al. 2018)  
Liebrecht, C.; Schaumann, S.; Zeranski, D.; Antoszkiewicz, A. & Lanza, G. (2018), 
„Analysis of interactions and support of decision making for the implementation of 




Lindemann, U. (Hrsg.) (2016), Handbuch Produktentwicklung, Carl Hanser, Mün-
chen. ISBN: 9783446445185. 
(Liu & Ong et al. 2018)  
Liu, H.; Ong, Y.-S. & Cai, J. (2018), „A survey of adaptive sampling for global me-
tamodeling in support of simulation-based complex engineering design“, Structural 
and Multidisciplinary Optimization, 57 (1), S. 393–416. 
(Liu & Xiang et al. 2019)  
Liu, C.; Xiang, X. & Zheng, L. (2019), „Value of information sharing in a multiple 
producers–distributor supply chain“, Annals of Operations Research, 191 (1), S. 
115. 
(Lu & Beamish 2001)  
Lu, J. W. & Beamish, P. W. (2001), „The internationalization and performance of 
SMEs“, Strategic Management Journal, 22 (6-7), S. 565–586. 
(Madenas & Tiwari et al. 2014)  
Madenas, N.; Tiwari, A.; Turner, C. J. & Woodward, J. (2014), „Information flow in 
supply chain management. A review across the product lifecycle“, CIRP Journal of 
Manufacturing Science and Technology, 7 (4), S. 335–346. 
(Madenas & Tiwari et al. 2015)  
Madenas, N.; Tiwari, A.; Turner, C. & Peachey, S. (2015), „An analysis of supply 
chain issues relating to information flow during the automotive product develop-
ment“, Journal of Manufacturing Technology Management, 26 (8), S. 1158–1176. 
(Maestrini & Luzzini et al. 2017)  
Maestrini, V.; Luzzini, D.; Maccarrone, P. & Caniato, F. (2017), „Supply chain per-
formance measurement systems. A systematic review and research agenda“, In-
ternational Journal of Production Economics, 183, S. 299–315. 
(Mandel 2012)  
Mandel, J. (2012), Modell zur Gestaltung von Build-to-Order-Produktionsnetzwer-
ken. Dissertation, Universität Stuttgart, Stuttgart, Fakultät für Konstruktions-, Pro-
duktions- und Fahrzeugtechnik. 
164 Literaturverzeichnis 
 
(Manyika & Chui et al. 2011)  
Manyika, J.; Chui, M.; Brown, B.; Bughin, J.; Dobbs, R.; Roxburgh, C. & Hung By-
ers, A., Big data. The next frontier for innovation, competition, and productivity, 
McKinsey Global Institute. 
(März & Krug et al. 2011)  
März, L.; Krug, W.; Rose, O. & Weigert, G. (2011), Simulation und Optimierung in 
Produktion und Logistik. Praxisorientierter Leitfaden mit Fallbeispielen, Springer, 
Berlin. ISBN: 9783642145353. 
(Masmoudi & Leclaire et al. 2017)  
Masmoudi, M.; Leclaire, P.; Zolghadri, M. & Haddar, M. (2017), „Change propaga-
tion prediction. A formal model for two-dimensional geometrical models of pro-
ducts“, Concurrent Engineering, 25 (2), S. 174–189. 
(McCormack & Handfield 2008)  
McCormack, K. & Handfield, R. B. (2008), Supply chain risk management. Minimi-
zing disruptions in global sourcing, Auerbach Publications, New York. ISBN: 
9780849366420. 
(Mittal & Durak et al. 2017) 
Mittal, S.; Durak, U. & Ören, T. (Hrsg.) (2017), Guide to simulation-based discipli-
nes. Advancing our computational future, Springer, Cham. ISBN: 9783319612638. 
(Möller 2008)  
Möller, N. (2008), Bestimmung der Wirtschaftlichkeit wandlungsfähiger Produkti-
onssysteme. Dissertation, Technische Universität München, München, Institut für 
Werkzeugmaschinen und Betriebswissenschaften. 
(Monostori & Kádár et al. 2016)  
Monostori, L.; Kádár, B.; Bauernhansl, T.; Kondoh, S.; Kumara, S.; Reinhart, G.; 
Sauer, O.; Schuh, G.; Sihn, W. & Ueda, K. (2016), „Cyber-physical systems in ma-
nufacturing“, CIRP Annals, 65 (2), S. 621–641. 
(Morris 2017)  
Morris, M. (2017), Design of experiments. An introduction based on linear models, 
CRC Press, Boca Raton. ISBN: 9781584889236. 
Literaturverzeichnis 165 
 
(Moser 2014)  
Moser, R. (2014), Strategische Planung globaler Produktionsnetzwerke. Bestim-
mung von Wandlungsbedarf und Wandlungszeitpunkt mittels multikriterieller Opti-
mierung. Dissertation, Karlsruher Institut für Technologie (KIT), Karlsruhe, wbk 
Institut für Produktionstechnik. 
(Musa & Gunasekaran et al. 2014)  
Musa, A.; Gunasekaran, A. & Yusuf, Y. (2014), „Supply chain product visibility. 
Methods, systems and impacts“, Expert Systems with Applications, 41 (1), S. 176–
194. 
(Myers & Anderson-Cook et al. 2016)  
Myers, R. H.; Anderson-Cook, C. & Montgomery, D. C. (2016), Response surface 
methodology. Process and product optimization using designed experiments, John 
Wiley & Sons, Hoboken. ISBN: 9781118916018. 
(Neuner 2009)  
Neuner, C. (2009), Konfiguration internationaler Produktionsnetzwerke unter Be-
rücksichtigung von Unsicherheit, Gabler, Wiesbaden. ISBN: 9783834983442. 
(Niven 2003)  
Niven, P. R. (2003), Balanced scorecard step-by-step for government and nonpro-
fit agencies, John Wiley & Sons, Hoboken. ISBN: 9780470180020. 
(Nyhuis 2008) 
Nyhuis, P. (Hrsg.) (2008), Beiträge zu einer Theorie der Logistik, Springer, Berlin, 
Heidelberg. ISBN: 9783540756415. 
(Ohlen 2017) 
Ohlen, O. (2017), SCM in deutschen Industrieunternehmen 2017. Zwischen 
Wunsch und Wirklichkeit, EMPORIAS Management Consulting GmbH & Co. KG, 
Unterföhring. 
(Ostertag 2008)  
Ostertag, R. (2008), Supply-Chain-Koordination im Auslauf in der Automobilindust-
rie. Koordinationsmodell auf Basis von Fortschrittszahlen zur dezentralen Planung 




(Otto 2002)  
Otto, A. (2002), Management und Controlling von Supply Chains. Ein Modell auf 
der Basis der Netzwerktheorie, Deutscher Universitätsverlag, Wiesbaden. ISBN: 
9783663107163. 
(Panahifar & Byrne et al. 2018)  
Panahifar, F.; Byrne, P. J.; Salam, M. A. & Heavey, C. (2018), „Supply chain colla-
boration and firm’s performance“, Journal of Enterprise Information Management, 
31 (3), S. 358–379. 
(Paul 2015)  
Paul, J. (2015), Praxisorientierte Einführung in die Allgemeine Betriebswirtschafts-
lehre. Mit Beispielen und Fallstudien, Springer Gabler, Wiesbaden. ISBN: 
9783658071066. 
(Pfeifer & Schmitt 2014)  
Pfeifer, T. & Schmitt, R. (2014), Masing Handbuch Qualitätsmanagement, Carl 
Hanser, München. ISBN: 9783446439924. 
(Pfohl 2008) 
 Pfohl, H.-C. (Hrsg.) (2008), Sicherheit und Risikomanagement in der Supply 
Chain. Gestaltungsansätze und praktische Umsetzung, DVV Media Group, Ham-
burg. ISBN: 9783871543876. 
(Piller 2008)  
Piller, F. T. (2008), Mass Customization. Ein wettbewerbsstrategisches Konzept im 
Informationszeitalter, Deutscher Universitätsverlag, Wiesbaden. ISBN: 
9783835003552. 
(Pohl 2013)  
Pohl, J. (2013), Adaption von Produktionsstrukturen unter Berücksichtigung von 
Lebenszyklen. Dissertation, Technische Universität München, München, Institut für 
Werkzeugmaschinen und Betriebswissenschaften. 
(Ponte & Fernández et al. 2016)  
Ponte, B.; Fernández, I.; Rosillo, R.; Parreño, J. & García, N. (2016), „Supply 
chain collaboration. A Game-theoretic approach to profit allocation“, Journal of In-
dustrial Engineering and Management, 9 (5), S. 1020. 
Literaturverzeichnis 167 
 
(Prockl & Pflaum 2012)  
Prockl, G. & Pflaum, A. (2012), „Mehr Transparenz in der Versorgungskette durch 
das „Internet der Dinge““ in Business Innovation in der Logistik, Hrsg. W. Stölzle & 
T. C. Lieb, Springer, Wiesbaden, S. 105–126. 
(Qi & Zheng et al. 2016)  
Qi, S.; Zheng, Y.; Li, M.; Liu, Y. & Qiu, J. (2016), „Scalable industry data access 
control in RFID-enabled supply chain“, IEEE/ACM Transactions on Networking, 24 
(6), S. 3551–3564. 
(Rabe & Spiekermann et al. 2008)  
Rabe, M.; Spiekermann, S. & Wenzel, S. (2008), Verifikation und Validierung für 
die Simulation in Produktion und Logistik. Vorgehensmodelle und Techniken, 
Springer, Berlin. ISBN: 9783540352815. 
(Ralston & Richey et al. 2017)  
Ralston, P. M.; Richey, R. G. & Grawe, S. J. (2017), „The past and future of supply 
chain collaboration. A literature synthesis and call for research“, The International 
Journal of Logistics Management, 28 (2), S. 508–530. 
(Reddi & Moon 2013)  
Reddi, K. R. & Moon, Y. B. (2013), „Modelling engineering change management in 
a new product development supply chain“, International Journal of Production Re-
search, 51 (17), S. 5271–5291. 
(Reggelin & Schenk 2011)  
Reggelin, T. & Schenk, M. (2011), Mesoskopische Modellierung und Simulation lo-
gistischer Flusssysteme. Dissertation. Dissertation, Otto-von-Guericke-Universität 
Magdeburg, Magdeburg, Institut für Logistik und Materiflusstechnik. 
(Rhein 2014)  
Rhein, B. (2014), Robuste Optimierung mit Quantilmaßen auf globalen Metamo-
dellen. Dissertation, Universität zu Köln, Köln, Mathematisch-Naturwissenschaftli-
che Fakultät. 
(Rhinehart 2016)  
Rhinehart, R. R. (2016), Nonlinear regression modeling for engineering applica-
tions. Modeling, model validation, and enabling design of experiments, Wiley, 




ROI (2017), The New Ice Age - Global Footprint in the Era of Isolation, ROI Ma-
nagement Consulting AG, ROI Dialog Issue 54, München. 
(Rößler & Ungerer 2016)  
Rößler, I. & Ungerer, A. (2016), Statistik für Wirtschaftswissenschaftler. Eine an-
wendungsorientierte Darstellung, Springer Gabler, Berlin. ISBN: 9783662484111. 
(Rücker & Freund 2019)  
Rücker, B. & Freund, J. (2019), Praxishandbuch BPMN. Mit Einführung in DMN, 
Hanser, München. ISBN: 9783446461116. 
(Rudberg & Olhager 2003)  
Rudberg, M. & Olhager, J. (2003), „Manufacturing networks and supply chains: an 
operations strategy perspective“, Omega, 31 (1), S. 29–39. 
(Sammut & Webb 2011)  
Sammut, C. & Webb, G. I. (2011), Encyclopedia of machine learning. With 78 tab-
les, Springer, New York. ISBN: 9780387301648. 
(Sayama 2015)  
Sayama, H. (2015), Introduction to the modeling and analysis of complex systems, 
Open SUNY Textbooks, Geneseo. ISBN: 9781942341062. 
(Schäfer 2009)  
Schäfer, S. (2009), Controlling und Informationsmanagement in strategischen Un-
ternehmensnetzwerken. Multiperspektivische Modellierung und interorganisatio-
nale Vernetzung von Informationsprozessen, Gabler, Wiesbaden. ISBN: 
9783834914118. 
(Schenk 2015) 
Schenk, M. (Hrsg.) (2015), Produktion und Logistik mit Zukunft. Digital Engineering 
and Operation, Springer Vieweg, Berlin. ISBN: 9783662482650. 
(Schenk & Wirth et al. 2014)  
Schenk, M.; Wirth, S. & Müller, E. (2014), Fabrikplanung und Fabrikbetrieb. Metho-
den für die wandlungsfähige, vernetzte und ressourceneffiziente Fabrik, Springer 
Vieweg, Berlin. ISBN: 9783642054587. 
(Schmidt 2009)  
Schmidt, R. (2009), „Information sharing versus order aggregation strategies in 
Literaturverzeichnis 169 
 
supply chains“, Journal of Manufacturing Technology Management, 20 (6), S. 
804–816. 
(Scholten & Schilder 2015)  
Scholten, K. & Schilder, S. (2015), „The role of collaboration in supply chain resi-
lience“, Supply Chain Management: An International Journal, 20 (4), S. 471–484. 
(Schuh & Anderl et al. 2017) 
Schuh, G.; Anderl, J.; Gausemeier, J.; Hompel, M. ten & Wahlster, W. (2017), In-
dustrie 4.0 Maturity Index. Managing the digital transformation of companies, aca-
tech Deutsche Akaedime der Technikwissenschaften, acatech Study. 
(Schuh & Stich 2012) 
Schuh, G. & Stich, V. (Hrsg.) (2012), Produktionsplanung und -steuerung, Springer 
Vieweg, Berlin. ISBN: 9783642254239. 
(Schulze 2009)  
Schulze, U. (2009), Informationstechnologieeinsatz im Supply Chain Management. 
Eine konzeptionelle und empirische Untersuchung zu Nutzenwirkungen und Nut-
zenmessung, Gabler, Wiesbaden. ISBN: 9783834915290. 
(Schütt 2006)  
Schütt, M. (2006), Informationsmanagement auf elektronischen B2B-Marktplätzen, 
Deutscher Universitätsverlag, Wiesbaden. ISBN: 9783835003606. 
(Sezen 2008)  
Sezen, B. (2008), „Relative effects of design, integration and information sharing 
on supply chain performance“, Supply Chain Management: An International Jour-
nal, 13 (3), S. 233–240. 
(Shang & Zhou et al. 2010)  
Shang, K. H.; Zhou, S. X. & van Houtum, G.-J. (2010), „Improving supply chain 
performance. Real-time demand information and flexible deliveries“, Manufacturing 
& Service Operations Management, 12 (3), S. 430–448. 
(Shukla & Tiwari et al. 2010)  
Shukla, S. K.; Tiwari, M. K.; Wan, H.-D. & Shankar, R. (2010), „Optimization of the 
supply chain network. Simulation, Taguchi, and psychoclonal algorithm embedded 
approach“, Computers & Industrial Engineering, 58 (1), S. 29–39. 
170 Literaturverzeichnis 
 
(Siebertz & van Bebber et al. 2017)  
Siebertz, K.; van Bebber, D. & Hochkirchen, T. (2017), Statistische Versuchspla-
nung. Design of Experiments (DoE), Vieweg, Berlin. ISBN: 9783662557426. 
(Siegfried 2014)  
Siegfried, R. (2014), Modeling and simulation of complex systems. A framework 
for efficient agent-based modeling and simulation, Springer Vieweg, Wiesbaden. 
ISBN: 9783658075286. 
(Siestrup & Zeeb 2017)  
Siestrup, G. & Zeeb, D. (2017), „Reifegradbestimmung. Der Weg zur Supply Chain 
4.0“, Industrie 4.0 Management, 33 (3), S. 59–62. 
(Singhal & Agarwal et al. 2011)  
Singhal, P.; Agarwal, G. & Mittal, M. L. (2011), „Supply chain risk management. 
Review, classification and future research directions“, International Journal of Busi-
ness Science and Applied Management, 6 (3), S. 15–42. 
(Sodhi & Tang 2012)  
Sodhi, M. S. & Tang, C. S. (2012), Managing supply chain risk, Springer, Boston. 
ISBN: 9781461432388. 
(Specht 2009)  
Specht, D. (2009), Weiterentwicklung der Produktion. Tagungsband der Herbstta-
gung 2008 der Wissenschaftlichen Kommission Produktionswirtschaft im VHB, 
Gabler, Wiesbaden. ISBN: 9783834918307. 
(Stölzle & Lieb 2012) 
Stölzle, W. & Lieb, T. C. (Hrsg.) (2012), Business Innovation in der Logistik, Sprin-
ger, Wiesbaden. ISBN: 9783658006433. 
(Stricker 2016)  
Stricker, N. (2016), Robustheit verketteter Produktionssysteme. Dissertation, 
Karlsruher Institut für Technologie (KIT), Karlsruhe, wbk Institut für Produktions-
technik. 
(Świerczek 2014)  
Świerczek, A. (2014), „The impact of supply chain integration on the “snowball 
effect” in the transmission of disruptions: An empirical evaluation of the model“, In-
ternational Journal of Production Economics, 157, S. 89–104. 
Literaturverzeichnis 171 
 
(Sydow 2010)  
Sydow, J. (2010), Management von Netzwerkorganisationen, Gabler, Wiesbaden. 
ISBN: 9783834918789. 
(Tang & Nurmaya Musa 2011)  
Tang, O. & Nurmaya Musa, S. (2011), „Identifying risk issues and research advan-
cements in supply chain risk management“, International Journal of Production 
Economics, 133 (1), S. 25–34. 
(Thomas & Mundt et al. 2013)  
Thomas, S.; Mundt, A. & Friedli, T. (2013), Management globaler Produktionsnetz-
werke. Strategie, Konfiguration, Koordination, Carl Hanser, München. ISBN: 
9783446437661. 
(Tiemeyer 2014)  
Tiemeyer, E. (2014), Handbuch IT-Projektmanagement. Vorgehensmodelle, Ma-
nagementinstrumente, Good Practices, Hanser, München. ISBN: 9783446441217. 
(Tonchia & Quagini 2010)  
Tonchia, S. & Quagini, L. (2010), Performance measurement. Linking balanced 
scorecard to business intelligence, Springer, Berlin. ISBN: 9783642132346. 
(Töpfer 2007)  
Töpfer, A. (2007), Betriebswirtschaftslehre. Anwendungs- und prozessorientierte 
Grundlagen, Springer, Berlin. ISBN: 9783540493952. 
(Treber & Breig et al. 2019)  
Treber, S.; Breig, R.; Kentner, M.; Häfner, B. & Lanza, G. (2019), „Information 
exchange in global production networks. Increasing transparency by simulation, 
statistical experiments and selection of digitalization activities“, Procedia CIRP,   
84, S. 225–230. 
(Treber & Bubeck et al. 2018)  
Treber, S.; Bubeck, C. & Lanza, G. (2018), „Investigating causal relationships 
between disruptions, product quality and network configurations in global produc-
tion networks“, Procedia CIRP, 78, S. 202–207. 
172 Literaturverzeichnis 
 
(Treber & Lanza 2018)  
Treber, S. & Lanza, G. (2018), „Transparency in global production networks. Im-
proving disruption management by increased information exchange“, Procedia 
CIRP, 72, S. 898–903. 
(Ugesh 2013)  
Ugesh, A. J. (2013), The 'Made in Germany' champion brands. Nation branding, 
innovation and world export leadership, Taylor and Francis, London. ISBN: 
9781409466468. 
(UNCTAD 2018)  
UNCTAD (2018), Investment and new industrial policies, United Nations Con-
ference on Trade and Development, New York. ISBN: 9789211129267. 
(Váncza 2016)  
Váncza, J. (2016), „Production Networks“ in CIRP Encyclopedia of Production En-
gineering, Hrsg. L. Laperrière & G. Reinhart, Springer, Berlin, S. 1377–1384. 
(Váncza & Monostori et al. 2011)  
Váncza, J.; Monostori, L.; Lutters, D.; Kumara, S. R.; Tseng, M.; Valckenaers, P. & 
van Brussel, H. (2011), „Cooperative and responsive manufacturing enterprises“, 
CIRP Annals, 60 (2), S. 797–820. 
(VDA 4965 Version 3.0) 
VDA 4965 Version 3.0 (2010), ECM Recommendation Part 0 (ECM), Verband der 
Automobilindustrie e. V. 
(VDA 5500 Version 1.2) 
VDA 5500 Version 1.2 (2015), Grundlagen und allgemeine technische Spezifikati-
onen für den RFID-Einsatz in der Automobilindustrie, Verband der Automobilin-
dustrie e. V. 
(VDA-QMC 2009)  
VDA-QMC (2009), Das gemeinsame Qualitätsmanagement in der Lieferkette. Si-
cherung der Qualität im Produktlebenszyklus - Standardisierter Reklamationspro-
zess, Verband der Automobilindustrie e. V., Beuth, Berlin. 
Literaturverzeichnis 173 
 
(VDA-QMC 2012)  
VDA-QMC (2012), Qualitätsmanagement in der Automobilindustrie. Band 2 Siche-
rung der Qualität von Lieferungen Produktionsprozess- und Produktfreigabe PPF, 
Verband der Automobilindustrie e. V., Beuth, Berlin. 
(VDI 4472 Blatt 12) 
VDI 4472 Blatt 12 (2010), Anforderungen an Transpondersysteme zum Einsatz in 
der Supply Chain, Verein Deutscher Ingenieure e.V., Beuth, Berlin. 
(VDI 3633 Blatt 1) 
VDI 3633 Blatt 1 (2014), Simulation von Logistik-, Materialfluss- und Produktions-
systemen, Verein Deutscher Ingenieure e.V., Beuth, Berlin. 
(VDI 3633 Blatt 3) 
VDI 3633 Blatt 3 (2014), Simulation von Logistik-, Materialfluss- und Produktions-
systemen, Verein Deutscher Ingenieure e.V., Beuth, Berlin. 
 (VDMA 66412-1) 
VDMA 66412-1 (2009), Manufacturing Execution Systems (MES) Kennzahlen, 
Verband Deutscher Maschinen- und Anlagenbau e. V., Beuth, Berlin. 
(Vogel-Heuser & Bauernhansl et al. 2017) 
Vogel-Heuser, B.; Bauernhansl, T. & Hompel, M. ten (Hrsg.) (2017), Handbuch In-
dustrie 4.0, Springer Vieweg, Berlin. ISBN: 9783662452790. 
(Volling 2009)  
Volling, T. (2009), Auftragsbezogene Planung bei variantenreicher Serienproduk-
tion. Eine Untersuchung mit Fallstudien aus der Automobilindustrie, Gabler, Wies-
baden. ISBN: 9783834980717. 
(Völz 2009) 
Völz, H.-J. (2009), Globalization and the German Economy, Bundesvereinigung 
der Deutschen Arbeitgeberverbände e. V., Volkswirtschaftlicher Argumentendienst 
(60). 
(Wadhwa & Mishra et al. 2010)  
Wadhwa, S.; Mishra, M.; Chan, F. T.S. & Ducq, Y. (2010), „Effects of information 
transparency and cooperation on supply chain performance. A simulation study“, 
International Journal of Production Research, 48 (1), S. 145–166. 
174 Literaturverzeichnis 
 
(Wagenitz, 2007)  
Wagenitz, A. (2007), Modellierungsmethode zur Auftragsabwicklung in der Auto-
mobilindustrie. Dissertation, Technische Universität Dortmund, Dortmund, Fachbe-
reich Maschinenbau. 
(Wang & Disney 2016)  
Wang, X. & Disney, S. M. (2016), „The bullwhip effect. Progress, trends and direc-
tions“, European Journal of Operational Research, 250 (3), S. 691–701. 
(Wannenwetsch 2010)  
Wannenwetsch, H. (2010), Integrierte Materialwirtschaft und Logistik. Beschaf-
fung, Logistik, Materialwirtschaft und Produktion, Springer, Heidelberg. ISBN: 
9783540897729. 
(Warnecke 1999) 
 Warnecke, H.-J. (Hrsg.) (1999), Vom Fraktal zum Produktionsnetzwerk. Unterneh-
menskooperationen erfolgreich gestalten, Springer, Berlin. ISBN: 9783540645252. 
(Weber & Kummer 1998)  
Weber, J. & Kummer, S. (1998), Logistikmanagement, Schäffer-Pöschel, Stuttgart. 
ISBN: 3791092146. 
(Weiß & Sachs et al. 2018) 
 Weiß, J.; Sachs, A. & Weinelt, H. (2018), 2018 Globalization Report. Who Be-
nefits Most from Globalization?, Bertelsmann Stiftung. 
(Westkämper & Decker 2006)  
Westkämper, E. & Decker, M. (2006), Einführung in die Organisation der Produk-
tion, Springer, Berlin. ISBN: 9783540260394. 
(Westkämper & Löffler 2016)  
Westkämper, E. & Löffler, C. (2016), Strategien der Produktion. Technologien, 
Konzepte und Wege in die Praxis, Springer, Berlin. ISBN: 9783662489130. 
(Wickel 2017)  
Wickel, M. C. (2017), Änderungen besser managen. Eine datenbasierte Methodik 
zur Analyse technischer Änderungen. Dissertation, Technische Universität Mün-
chen, München, Fakultät für Maschinenwesen. 
Literaturverzeichnis 175 
 
(Wiendahl 2006)  
Wiendahl, H.-H. (2006), „Auftragsmanagement im turbulenten Umfeld. Teil 2 - Lö-
sungsansätze“, wt Werkstatttechnik online, 96 (5), S. 325–330. 
(Wiendahl 2011)  
Wiendahl, H.-H. (2011), Auftragsmanagement der industriellen Produktion. Grund-
lagen, Konfiguration, Einführung, Springer, Berlin. ISBN: 9783642191497. 
(Wiendahl & ElMaraghy et al. 2007)  
Wiendahl, H.-P.; ElMaraghy, H. A.; Nyhuis, P.; Zäh, M. F.; Wiendahl, H.-H.; Duffie, 
N. & Brieke, M. (2007), „Changeable Manufacturing - Classification, Design and 
Operation“, CIRP Annals, 56 (2), S. 783–809. 
(Wiendahl & Lutz 2002)  
Wiendahl, H.-P. & Lutz, S. (2002), „Production in Networks“, CIRP Annals, 51 (2), 
S. 573–586. 
(Wiendahl & Reichardt et al. 2014)  
Wiendahl, H.-P.; Reichardt, J. & Nyhuis, P. (2014), Handbuch Fabrikplanung. Kon-
zept, Gestaltung und Umsetzung wandlungsfähiger Produktionsstätten, Carl Han-
ser, München. ISBN: 9783446437029. 
(Wiengarten & Humphreys et al. 2010)  
Wiengarten, F.; Humphreys, P.; Cao, G.; Fynes, B. & McKittrick, A. (2010), „Colla-
borative supply chain practices and performance. Exploring the key role of infor-
mation quality“, Supply Chain Management: An International Journal, 15 (6), S. 
463–473. 
(Wöhe & Döring et al. 2016)  
Wöhe, G.; Döring, U. & Brösel, G. (2016), Einführung in die allgemeine Betriebs-
wirtschaftslehre, Franz Vahlen, München. ISBN: 9783800650002. 
(WTO 2017)  
WTO (2017), World Trade Statistical Review 2017, World Trade Organization, 
BERNAN Press. ISBN: 9789287041517. 
(Yan & Xin et al. 2014)  
Yan, J.; Xin, S.; Liu, Q.; Xu, W.; Yang, L.; Fan, L.; Chen, B. & Wang, Q. (2014), 
„Intelligent supply chain integration and management based on cloud of things“, 
International Journal of Distributed Sensor Networks, 10 (3), S. 1–15. 
176 Literaturverzeichnis 
 
(Zell 2008)  
Zell, M. (2008), Kosten- und Performance Management. Grundlagen - Instrumente 
- Fallstudie, Gabler, Wiesbaden. ISBN: 9783834981363.
Liste eigener Veröffentlichungen 177 
 
10 Liste eigener Veröffentlichungen 
(Friedli & Lanza et al. 2017)  
Friedli, T.; Lanza, G.; Schuh, G.; Treber, S.; Wiech, M. & Gützlaff, A. (2017), 
„Aktive Gestaltung globaler Produktionsnetzwerke“, ZWF Zeitschrift für wirt-
schaftlichen Fabrikbetrieb, 112 (5), S. 279–283. 
(Lanza & Treber 2019)  
Lanza, G. & Treber, S. (2019), „Transparency increase in global production 
networks based on multi-method simulation and metamodeling techniques“, 
CIRP Annals, 68 (1), S. 439–442. 
(Liebrecht & Hochdörffer et al. 2017)  
Liebrecht, C.; Hochdörffer, J.; Treber, S.; Moser, E.; Erbacher, T.; Gidion, G. & 
Lanza, G. (2017), „Concept development for the verification of the didactic 
competence promotion for the Learning Factory on Global Production“. Procedia 
Manufacturing, 9, S. 315–322. 
(Nehen & Treber et al. 2018)  
Nehen, J.; Treber, S. & Lanza, G. (2018), „Prozessmodell für das Auslaufma-
nagement: Steuerung von Serienausläufen in der Investitionsgüterindustrie unter 
Berücksichtigung der Variantenvielfalt“, Industrie 4.0 Management, 5, S. 7–10. 
(Peukert & Treber et al. 2020) 
Peukert, S.; Treber, S.; Balz, S.; Häfner, B. & Lanza, G. (2020), „Process model 
for the successful implementation and demonstration of SME-based industry 4.0 
showcases in global production networks“, Production Engineering, 14 (1), S. 1–
14. 
(Treber & Breig et al. 2019)  
Treber, S.; Breig, R.; Kentner, M.; Häfner, B. & Lanza, G. (2019), „Information 
exchange in global production networks. Increasing transparency by simulation, 
statistical experiments and selection of digitalization activities“, Procedia CIRP, 
84, S. 225–230. 
 
 
178 Liste eigener Veröffentlichungen 
 
(Treber & Bubeck et al. 2018)  
Treber, S.; Bubeck, C. & Lanza, G. (2018), „Investigating causal relationships 
between disruptions, product quality and network configurations in global produc-
tion networks“, Procedia CIRP, 78 , S. 202–207. 
(Treber & Lanza 2018)  
Treber, S. & Lanza, G. (2018), „Transparency in global production networks. 
Improving disruption management by increased information exchange“, Procedia 
CIRP, 72 , S. 898–903. 
(Treber & Moser et al. 2016) 
Treber, S.; Moser, E. & Lanza, G. (2016), „Workforce Flexibility in Production 
Networks: Mid-Term Capacity Planning Illustrated by an Example of the Automo-
tive Industry“. Advanced Materials Research, 1149, S. 427–434. 
(Treber & Moser et al. 2017) 
Treber, S.; Moser, E.; Schneider, J. & Lanza, G. (2017), „Digitales Dokumenten-
management: Unterstützung zur Einführung von Dokumentenmanagement-
systemen in produktionsnahen Unternehmensbereichen“, Industrie 4.0 
Management, 4, S. 17–20. 
(Treber & Moser et al. 2019) 
Treber, S.; Moser, E.; Helming, S.; Häfner, B. & Lanza, G. (2019), „Practice-
oriented Methodology for Reallocating Production Technologies to Production 
Locations in Global Production Networks“, Production Engineering, 13 (3-4), S. 
283–291. 
(Verhaelen & Treber et al. 2019) 
Verhaelen, B.; Treber, S.; Häfner, B. & Lanza, G. (2019), „Standortgerechter 
Produktionsanlauf im Netzwerk“, ZWF Zeitschrift für wirtschaftlichen Fabrikbe-





Abbildung 1-1: Herausforderung Transparenzsteigerung in Produktions-
netzwerken 
3 
Abbildung 1-2: Aufbau der Arbeit 5 
Abbildung 2-1: Abgrenzung von Produktionsnetzwerk und Lieferkette 8 
Abbildung 2-2: Schwankungen, Streuungen, Anpassungen und 
Abweichungen in Produktionsnetzwerken in Anlehnung an 
Wiendahl (2011, S. 211) 
9 
Abbildung 2-3: Beispielhafte Informationen des Störungsmanagements 16 
Abbildung 2-4: Übersicht der Merkmale des Informationsaustauschs 17 
Abbildung 2-5: Informations- und Kommunikationstechnik im Störungs-
management 
19 
Abbildung 2-6: Prinzip und Modellierungskonzepte der Ablaufsimulation 25 
Abbildung 2-7: Einbindung von Experimenten und Analysen bei der Durch-
führung von Simulationsstudien in Anlehnung an VDI 3633 
(Blatt 1, S. 19) 
26 
Abbildung 2-8: Schematische Darstellung von Versuchsplänen zur Faktor-
variation 
29 
Abbildung 2-9: Metamodellklassen und zugehörige Verfahren 30 
Abbildung 2-10: Robuste Optimierung und Entscheidungen bei Unsicherheit 36 
Abbildung 4-1: Gesamtübersicht des Lösungsansatzes 57 
Abbildung 5-1: Unterscheidungsmerkmale des Auftragsmanagements in 
Anlehnung an Schuh & Stich (2012, S. 121 f.) 
59 
Abbildung 5-2: Unterscheidungsmerkmale der Qualitätsproblembehebung 
in Anlehnung an Pfeifer & Schmitt (2014, S. 525 f.) und 
Arndt (2018, S. 100 f.) 
60 
Abbildung 5-3: Unterscheidungsmerkmale des technischen Änderungs-
managements in Anlehnung an Gille (2013, S. 61 f.) und 
Wickel (2017, S. 9 f.) 
61 
Abbildung 5-4: Kennzahlen der Leistungsfähigkeit des Störungsmanage-
ments 
62 





Abbildung 5-6: Geschäftsprozess zur Behebung von Qualitätsproblemen 65 
Abbildung 5-7: Horizontale Informationsflüsse im Produktionsnetzwerk 67 
Abbildung 5-8: Reifegradmodell digitaler Geschäftsprozesse im Störungs-
management 
69 
Abbildung 5-9: Aufbau des Simulations-Frameworks 72 
Abbildung 5-10: Aufbau des Moduls Produktionsauftrag 73 
Abbildung 5-11: Aufbau des Moduls Produktionsressource 74 
Abbildung 5-12: Aufbau des Moduls Produktionsstandort 75 
Abbildung 5-13: Aufbau des Moduls Produktionsnetzwerk 76 
Abbildung 5-14: Überblick der Faktoren des Versuchs-Frameworks 84 
Abbildung 5-15: Vorgehen zur Wiedergabe der Wirkzusammenhänge 87 
Abbildung 5-16: Wiedergabe und Interpretation der Wirkzusammenhänge 91 
Abbildung 5-17: Zerlegung des Ausgangsproblems in Teilprobleme mit ge-
ringerer Rechenkomplexität in Anlehnung an A_Breig (2019, 
S. 87) 
94 
Abbildung 5-18: Implementierung und Ablauf der Nutzung des Versuchs-
Frameworks 
96 
Abbildung 5-19: Maßnahmenkatalog für das Auftragsmanagement 97 
Abbildung 5-20: Maßnahmenkatalog für die Qualitätsproblembehebung 98 
Abbildung 5-21: Maßnahmenkatalog für das technische Änderungs-
management 
99 
Abbildung 5-22: Vorgehen zur Auswahl von Maßnahmen 100 
Abbildung 5-23: Priorisierung in Anlehnung an (A_Beller 2019, S. 68 f.) 102 
Abbildung 6-1: Stellantrieb und Explosionszeichnung des Kunststoff-Metall-
Bauteils 
109 
Abbildung 6-2: Wertstrom im Produktionsnetzwerk des Anwendungsfalls 112 
Abbildung 6-3: Informationsaustausch im Produktionsnetzwerk des 
Anwendungsfalls 
113 
Abbildung 6-4: Charakterisierung der Produktionssysteme des 
Anwendungsfalls 
115 
Abbildung 6-5: Reifegrade des Informationsaustauschs im Ist-Zustand 117 
Abbildungsverzeichnis III 
 
Abbildung 6-6: Beispielhafte Parametrisierung der Simulation für Standort 
S2 
120 
Abbildung 6-7: Signifikanz und Wirkrichtung des Informationsaustauschs 122 
Abbildung 6-8: Versuchspläne, Prognosegüten und Hyperparameter der 
Metamodelle 
128 
Abbildung 6-9: Visualisierung beispielhafter Wirkzusammenhänge für den 
Anwendungsfall (vgl. Lanza & Treber (2019, S. 442)) 
129 
Abbildung 6-10: Zielbild des Informationsaustauschs im Auftrags-
management (vgl. A_Breig (2018, S. 118 f.)) 
132 
Abbildung 6-11: Zielbild des Informationsaustauschs in der Qualitätsprob-
lembehebung und im technischen Änderungsmanagement 
(vgl. A_Breig (2019, S. 106 f.)) 
134 
Abbildung 6-12: Reifegrade des Informationsaustauschs im Soll-Zustand 136 
Abbildung 7-1: Abschließende Bewertung der Eignung des Lösungsansat-
zes im Hinblick auf die eingangs formulierten 








Tabelle 3-1 Bewertung und Vergleich von Ansätzen mit Bezug zur 
Transparenzsteigerung in Produktionsnetzwerken 
54 
Tabelle 6-1 Signifikante Faktoren im Auftragsmanagement 124 
Tabelle 6-2 Signifikante Faktoren in der Qualitätsproblembehebung 124 






A1 Konkurrierende Ziele des Störungsmanagements 
Anhang A1 stellt unterschiedliche und wechselseitig konkurrierende Ziele des Auftrags-
managements, der Qualitätsproblembehebung und des technischen Änderungsmana-
gements in den Kategorien Zeit, Qualität und Kosten dar (vgl. (Westkämper & Löffler 













































A2 Kennzahlen zur Bewertung der Leistungsfähigkeit 
Anhang A2 stellt die verwendeten Kennzahlen zur Bewertung der Leistungsfähigkeit 
von Auftragsmanagement, Qualitätsproblembehebung und technisches Änderungsma-
nagement mit Steckbriefen dar. Die Definition der Kennzahlen ist das Ergebnis der vom 
Verfasser der Arbeit betreuten Abschlussarbeit A_Mathieu (2018). 
 
Umlaufbestand  
Definition für diese 
Arbeit 
Der Umlaufbestand entspricht der Summe der Bestandswerte der un-
fertigen Erzeugnisse im Produktionsprozess. 












je kleiner desto besser 
Quelle Abgeleitet von Klein & Schnell (2012)  
 
Auftragsdurchlaufzeit  
Definition für diese 
Arbeit 
Die Auftragsdurchlaufzeit misst die vergangene Zeit zwischen Be-
ginn und Abschluss der Bearbeitung eines Produktionsauftrags. 
Bewerteter Prozess Auftragsmanagement, Qualitätsproblembehebung 
Zielkategorie Zeit 






je kleiner desto besser 










Definition für diese 
Arbeit 
Die Liefertreue gibt den Anteil der Lieferaufträge an, die innerhalb 
eines Terminrahmens ohne Qualitätsfehler und in der richtigen Ge-
neration an Kunden ausgeliefert wurden. 
Bewerteter Prozess Auftragsmanagement, Qualitätsproblembehebung, technisches Änderungsmanagement 
Zielkategorie Zeit, Qualität 





je größer desto besser 
Quelle Abgeleitet von Engroff (2005) 
 
Anzahl fehlerhafter Teile pro Million  (Parts Per Million)  
Definition für diese 
Arbeit 
Die Kennzahl gibt die Anzahl fehlerhaft ausgelieferter Teile pro ei-
ner Million an Kunden ausgelieferter Teile an. 
Bewerteter Prozess Qualitätsproblembehebung, technisches Änderungsmanagement 
Zielkategorie Qualität 





je kleiner desto besser 
Quelle Abgeleitet von Engroff (2005) 
 
Prüfkosten  
Definition für diese 
Arbeit 
Prüfkosten geben an, wie viel Kosten für die Prüfung der Teile von 
Produktionsaufträgen angefallen sind. 












je kleiner desto besser 







Definition für diese 
Arbeit 
Die Nacharbeitskosten geben an, wie viel Kosten für die Nacharbeit 
fehlerhafter Teile von Produktionsaufträgen angefallen sind.  












je kleiner desto besser 
Quelle Abgeleitet von Bauer & Hayessen (2009) 
 
Verschrottungskosten  
Definition für diese 
Arbeit 
Verschrottungskosten geben die Kosten an, die für die Verschrottung 
von Produktionsaufträgen mit fehlerhaften Teilen angefallen sind. 
Bewerteter Prozess Qualitätsproblembehebung, technisches Änderungsmanagement 
Zielkategorie Kosten 






je kleiner desto besser 
Quelle Abgeleitet von Bauer & Hayessen (2009) 
 
Anteil der Teile mit abgelaufener Generation  
Definition für diese 
Arbeit 
Die Kennzahl gibt an, welcher Anteil der Teile im Wareneingang 
eine Generation mit abgelaufener Gültigkeit besitzt. 
Bewerteter Prozess Auftragsmanagement, technisches Änderungsmanagement 
Zielkategorie Qualität 





je kleiner desto besser 






A3 Rezeptormodell für Störungen 
Anhang A3 beschreibt die Wirkung realer Störungen des Auftragsmanagements, der 
Qualitätsproblembehebung und des technischen Änderungsmanagements anhand von 
Rezeptoren: 






















































  3.) Sie wirkt über den Rezeptor…   








































Änderung der Frist eines Lie-




Koch & Brandl et 
al. 2015) 
Änderung der Menge eines 
Lieferauftrags ●                 
(Koch & Brandl et 
al. 2015; Czaja 
2009) 
Fehler in der Prognose der 
Marktnachfrage ● ●               
(Czaja 2009; Ho & 
Zheng et al. 2015; 
Singhal & Agarwal 
et al. 2011; Knüp-
pel 2016) 
Schwankende Marktnachfrage ●  ●               
(Ho & Zheng et al. 
2015; Li & Chen et 
al. 2011) 
Markteintritt eines neuen Wett-
bewerbers ●    ●             
(Ho & Zheng et al. 
2015; McCormack 
& Handfield 2008) 
Änderung der Marktpreise ● ●               
(Ho & Zheng et al. 
2015; Singhal & 
Agarwal et al. 
2011; Li & Chen et 
al. 2011) 
Ausfall einer Produktionsres-
source   ● ●             





  ● ●             
(Knüppel 2016; 




Streik / Arbeitsniederlegung 
am Produktionsstandort 
 ● ●             
(Stölzle & Lieb 
2012; Li & Chen et 
al. 2011; Ho & 
Zheng et al. 2015) 
Änderung der Fertigungstech-
nologie, Anlagen und Betriebs-
mittel 
● ● ●           ● 
(Ho & Zheng et al. 
2015; Lindemann 
2016; Singhal & 
Agarwal et al. 
2011; Koch & 
Brandl et al. 2015) 
Ausfall / Lieferengpass eines 
Lieferanten ● ●               
(Knüppel 2016; 
Tang & Nurmaya 
Musa 2011) 
Ausfall eines Transportmittels / 
Transportwegs ● ●               
(Ho & Zheng et al. 
2015; Li & Chen et 
al. 2011; McCor-
mack & Handfield 
2008) 
Änderung des Produktportfo-
lios (Neuprodukt, Facelift) ●           ●   ● 
(Stölzle & Lieb 
2012; Koch & 
Brandl et al. 2015) 




  ●  ●  ● ● ●       (Knüppel 2016) 
Mangelhafte Qualifikation des 
Personals       ● ● ●       (Knüppel 2016) 
Menschliche Fehler in der Pro-
zessdurchführung       ● ● ●     ● 
(Singhal & Agarwal 
et al. 2011; Linde-
mann 2016; Knüp-
pel 2016) 
Änderung an der Produktspe-
zifikation     ●            ● 
(Czaja 2009; Lin-
demann 2016; 
Koch & Brandl et 
al. 2015) 
Umsetzung von Produktivitäts- 
und Effizienzmaßnahmen ● ●         ● ● ● 
(Koch & Brandl et 
al. 2015) 
Änderung von Gesetzen und 
Richtlinien             ● ● ● 
(Koch & Brandl et 
al. 2015) 





















A4 Geschäftsprozesse des Störungsmanagements 
Anhang A4 detailliert die Geschäftsprozesse des Störungsmanagements. Sie sind das 


























































































































































A5 Reifegradmodell des Informationsaustauschs 
Anhang A5 detailliert die Reifegrade der Geschäftsprozesse und ist Ergebnis der vom 
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ERP-Systemen
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 Gegen Wertstrom: 
 In Wertstrom-
richtung:   
 Gegen Wertstrom: 
 In Wertstrom-
richtung: 
 Gegen Wertstrom: 
 In Wertstrom-
richtung:  





















































































+ + +/ / Zusätzlich ausgetauschte Information bei Wechsel auf nächste Reifegradstufe


















und nur im Fall 
von Reklamation
 Keine Information 
zu Häufigkeit, Art 
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Fehlerart, -häufig-
keit und -schwere
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+ + +/ / Zusätzlich ausgetauschte Information bei Wechsel auf nächste Reifegradstufe
 Gegen Wertstrom: 
 In Wertstrom-
richtung:   
 Gegen Wertstrom: 
 In Wertstrom-
richtung: 
 Gegen Wertstrom: 
 In Wertstrom-
richtung:  
 Gegen Wertstrom: 
 In Wertstrom-
richtung: 








 Anfragen und 
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Änderung
 Berichte über 
Änderungen
 Informationen zur 
Produktgeneration
 Informationen zu 
technischen 
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 PLM-Systeme mit 
Schnittstellen zu 
ERP-, CAD- und 
CAQ-Systemen
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 Gegen Wertstrom:  Gegen Wertstrom:  Gegen Wertstrom:  Gegen Wertstrom: 





A6 Wertströme des Anwendungsfalls 
Anhang A6 zeigt die Wertströme des Anwendungsfalls. 
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A7 Parameter des Anwendungsfalls 
Anhang A7 stellt die Parameter und Wertebereiche des Anwendungsfalls dar. 
 




Betriebszeit zwischen Ausfällen  
Betriebszeit zwischen Ausfällen  





















Änderungsrate des Kunden  
Änderungsrate des Kunden  
Änderungsrate des Kunden  
Wahrsch. Änderungspropagation  
Wahrsch.  Änderungspropagation  














A8 Validierung der Metamodelle für den Anwendungsfall – 1 
Anhang A8 stellt die Ergebnisse der Validierung der Metamodelle in Form von Predic-
ted-vs.-Actual-Plots dar (Siebertz & van Bebber et al. 2017, S. 78 f.). Jeder Plot ver-
gleicht für einen Versuch  den, anhand von Simulationsläufen ermittelten, Erwar-
tungswert einer Kennzahl  (sog. Actual) mit der Vorhersage des 
Erwartungswerts durch das Metamodell  (sog. Predicted). Bei hoher Güte des 
Metamodells liegt die Punktewolke nahe der Diagonalen. Die Validierung ist das 
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A9 Validierung der Metamodelle für den Anwendungsfall – 2 
Anhang A9 stellt die Ergebnisse der Validierung der Metamodelle mit Predicted-vs.-
Actual-Plots dar (Siebertz & van Bebber et al. 2017, S. 78 f.). Anstatt des Erwartungs-
werts wird der, anhand von Simulationsläufen ermittelte, Variationskoeffizient einer 
Kennzahl  (sog. Actual) mit der Vorhersage des Variationskoffenzienten 
durch das Metamodell  (sog. Predicted) verglichen. Die Validierung ist das 
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A10 Vergleich von Systemen für das Auftragsmanagement 
Anhang A10 listet die Anwendungssysteme tradecloud®, Netfira®, SAP Ariba®, 
SupplyOn®, Jaggaer®, infor Automotive® und myfactory ® zur Transparenzsteigerung im 
Auftragsmanagement auf. Mit dem Verfahren PROMETHEE werden die Systeme 
tradecloud®, Netfira®, SAP Ariba® und SupplyOn® hinsichtlich der Erfüllung nicht-
funktionaler Anforderungen verglichen. Die Recherche und der Vergleich der Systeme 
ist das Ergebnis der vom Verfasser der Arbeit betreuten Abschlussarbeit A_Beller 
(2019). 
 
Anwendungssysteme des Auftragsmanagements: 
tradecloud® 
Name des Anbieters: Tradecloud B.V. 
Anwendungssystem: tradecloud supply chain platform® 
Systemmodule / -services: - 
Typ des Anwendungs-
systems: 
Supply Chain Management-System und eSupplier Relation  
Management-System 
Größenklassen der Kunden 
und Referenzkunden: 
Mittelgroße Unternehmen und große Unternehmen wie bspw. 




Name des Anbieters: Netfira GmbH 
Anwendungssystem: Netfira Enterprise Buyer® 
Systemmodule / -services: Buyer Portal, MailConnect und RealTime Connect 
Typ des Anwendungs-
systems: 
Supply Chain Management-System und eSupplier Relation  
Management-System 
Größenklassen der Kunden 
und Referenzkunden: 
Kleine und mittelgroße Unternehmen wie bspw. Schuler AG 






Name des Anbieters: SAP Ariba, Tochterunternehmen der SAP SE 
Anwendungssystem: SAP Ariba® 
Systemmodule / -services: SAP Ariba Supplier Management, SAP Ariba Strategic Sourcing Suite, SAP Ariba Cloud Integration Gateway und weitere 
Typ des Anwendungs-
systems: 
Supply Chain Management-System und eSupplier Relation  
Management-System 
Größenklassen der Kunden 
und Referenzkunden: 
Mittelgroße Unternehmen und große Unternehmen wie bspw. 




Name des Anbieters: SupplyOn AG 
Anwendungssystem: SupplyOn® 
Systemmodule / -services: SCM (WebEDI / EDI), Performance Monitor, Action Manage-ment, Document Manager, Sourcing, Collaboration Folder 
Typ des Anwendungs-
systems: 
eSupplier Relation Management-System und Supply Chain Ma-
nagement-System 
Größenklassen der Kunden 
und Referenzkunden: 
Unternehmen aller Größen wie bspw. ZF Friedrichshafen AG, 




Name des Anbieters: JAGGAER 
Anwendungssystem: JAGGAER® 
Systemmodule / -services: JAGGAER ONE-Plattform 
Typ des Anwendungs-
systems: eSupplier Relation Management-System 
Größenklassen der Kunden 
und Referenzkunden: 
Mittelgroße Unternehmen und große Unternehmen wie bspw. 





Name des Anbieters: Infor (Deutschland) GmbH 
Anwendungssystem: Infor CloudSuite Automotive® 
Systemmodule / -services: - 
Typ des Anwendungs-
systems: ERP-System 
Größenklassen der Kunden 
und Referenzkunden: 
Mittelgroße Unternehmen und große Unternehmen wie bspw. 




Name des Anbieters: myfactory International GmbH 
Anwendungssystem: myfactory® 
Systemmodule / -services: myfactory.ERP, myfactory.PPS 
Typ des Anwendungs-
systems: ERP-System, MES 
Größenklassen der Kunden 
und Referenzkunden: 














Anwendung von PROMETHEE zum Vergleich der Systeme: 
Bewertung der Systeme hinsichtlich nicht-funktionaler Anforderungen 
        
      
Nicht-funktionale Anforderungen 
  





























tradecloud® 4 7 4 3   
  Netfira® 4 3 4 3   
  SAP Ariba® 3 9 8 7   
  SupplyOn® 6 6 8 9   
                
 
 
Paarweiser Vergleich zur Gewichtung der nicht-funktionalen Anforderungen 
          
      
 Anforderungen 
    



































n Kosten 1,00 1,00 0,50 0,25 2,75   
  Skalierbarkeit 1,00 1,00 0,50 0,25 2,75   
  Schnittstellen 2,00 2,00 1,00 0,50 5,50   
  Support 4,00 4,00 2,00 1,00 11,00   






Ergebnis der Anwendung von PROMETHEE 
          
      
 Systeme 
    





































tradecloud® - 0,24 0,12 0,06 0,14   
  Netfira® 0,00 - 0,12 0,00 0,04   
  SAP Ariba® 0,36 0,61 - 0,18 0,38   
  SupplyOn® 0,52 0,70 0,39 - 0,54   
  
  Eingangsfluss 0,29 0,52 0,21 0,08   
  
                  
  
  Nettofluss -0,15 -0,47 0,17 0,45   
  












A11 Vergleich von Systemen für die Qualitätsproblembehebung 
Anhang A11 listet die Anwendungssysteme BabtecQ®, Pickert RQM®, CAQ.Net® und 
iqs CAQ® zur Transparenzsteigerung in der Qualitätsproblembehebung auf. Die 
Systeme werden mit dem Verfahren PROMETHEE hinsichtlich der Erfüllung nicht-
funktionaler Anforderungen verglichen. Die Recherche und der Vergleich der Systeme 
ist das Ergebnis der vom Verfasser der Arbeit betreuten Abschlussarbeit A_Beller 
(2019). 
Anwendungssysteme der Qualitätsproblembehebung: 
BabtecQ® 
Name des Anbieters: Babtec Informationssysteme GmbH 
Anwendungssystem: BabtecQ® 
Systemmodule / -services: Reklamationsmanagement, Quality Cockpit, Lieferanten-Cockpit sowie Lieferantenbewertung, SPC, FMEA und weitere 
Typ des Anwendungs-
systems: CAQ-System 
Größenklassen der Kunden 
und Referenzkunden: 
Unternehmen aller Größen wie bspw. Stihl AG & Co. KG, 




Name des Anbieters: Pickert & Partner GmbH 
Anwendungssystem: Pickert RQM® 
Systemmodule / -services: Reklamationsmanagement, Traceability, Warenein- und aus-gang, Lieferantenbewertung, Kennzahlen, KPI und weitere 
Typ des Anwendungs-
systems: CAQ-System, MES 
Größenklassen der Kunden 
und Referenzkunden: 
Kleine und mittelgroße Unternehmen wie bspw. Buderus Guss 







Name des Anbieters: CAQ AG Factory Systems 
Anwendungssystem: CAQ.Net® 
Systemmodule / -services: SRM.Net, Risk.Net, REM.Net, JobControl.Net und weitere 
Typ des Anwendungs-
systems: CAQ-System 
Größenklassen der Kunden 
und Referenzkunden: 
Unternehmen aller Größen wie bspw. Continental AG, TI Auto-




Name des Anbieters: iqs Software GmbH 
Anwendungssystem: iqs CAQ® 
Systemmodule / -services: iqs LIB, iqs RKM, iqs WE/WA, iqs SPC, iqs FMEA und weitere 
Typ des Anwendungs-
systems: CAQ-System 
Größenklassen der Kunden 
und Referenzkunden: 
Mittelgroße und große Unternehmen wie bspw. Brose Fahr-













Anwendung von PROMETHEE zum Vergleich der Systeme: 
Bewertung der Systeme hinsichtlich nicht-funktionaler Anforderungen 
        
      
Nicht-funktionale Anforderungen 
  





























BabtecQ® 4 6 3 4   
   Pickert RQM® 6 4 6 6   
  CAQ.Net® 5 6 4 5   
  iqs CAQ® 4 8 5 5   
                
 
 
Paarweiser Vergleich zur Gewichtung der nicht-funktionalen Anforderungen 
          
      
 Anforderungen 
    



































n Kosten 1,00 1,00 0,50 0,25 2,75   
  Skalierbarkeit 1,00 1,00 0,50 0,25 2,75   
  Schnittstellen 2,00 2,00 1,00 0,50 5,50   
  Support 4,00 4,00 2,00 1,00 11,00   






Ergebnis der Anwendung von PROMETHEE 
          
      
Systeme 
    








































BabtecQ® - 0,18 0,00 0,00 0,06   
   Pickert RQM® 0,64 - 0,35 0,47 0,49   
  CAQ.Net® 0,29 0,18 - 0,18 0,22   
  iqs RKM® 0,35 0,36 0,24 - 0,32   
  
  Eingangsfluss 0,43 0,24 0,20 0,22   
  
                  
  
  Nettofluss -0,37 0,24 0,02 0,10   
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