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LYAPUNOV AND HARTMAN-WINTNER TYPE
INEQUALITIES FOR A NONLINEAR FRACTIONAL
BOUNDARY VALUE PROBLEM WITH GENERALIZED
HILFER DERIVATIVE
MOKHTAR KIRANE1,2 AND BERIKBOL T. TOREBEK3
Abstract. In this work, we obtain a Lyapunov-type and a Hartman-
Wintner-type inequalities for a linear and a nonlinear fractional differential
equation with generalized Hilfer operator subject to Dirichlet-type boundary
conditions. We prove existence of positive solutions to a nonlinear fractional
boundary value problem. As an application, we obtain a lower bound for the
eigenvalues of corresponding equations.
1. Introduction and main results
Lyapunov’s inequality is an outstanding result in mathematics with many
applications – see [T10, H15, SL15] and references therein. The result, as proved
by Lyapunov in [L93], asserts that if q ∈ C ([a, b];R) , then a necessary condition
for the boundary value problem
(1.1)
 u
′′(t) + q(t)u(t) = 0, a < t < b,
u(a) = u(b) = 0,
to have a nontrivial classical solution is given by
(1.2)
b∫
a
|q(s)| ds > 4
b− a.
Looking for a generalization for fractional differential equations, in [F13], Fer-
reira investigated a Lyapunov-type inequality for the Riemann-Liouville frac-
tional boundary value problem
(1.3)
 D
α
au(t) + q(t)u(t) = 0, a < t < b,
u(a) = u(b) = 0,
where Dαa is the (left) Riemann-Liouville derivative of order α ∈ (1, 2] and
q ∈ C ([a, b];R) . He proved that, if (1.3) has a nontrivial classical solution,
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then
(1.4)
b∫
a
|q(s)| ds > Γ(α)
(
4
b− a
)α−1
.
In [F14] Ferreira considered the fractional boundary value problem with Dαa
Caputo derivative of order 1 < α ≤ 2
(1.5)
 D
α
au(t) + q(t)u(t) = 0, a < t < b,
u(a) = u(b) = 0,
and an interesting Lyapunov-type inequality was estabilished
(1.6)
b∫
a
|q(s)| ds > Γ(α)α
α
((α− 1)(b− a))α−1 ,
where q ∈ C ([a, b];R) .
Moreover, some Lyapunov-type inequalities for linear fractional boundary
value problems have been obtained in [MMW13, JS15, O’RS15, RB15, EA16,
F16, CT17].
Recently, Chidouh and Torres [CT17] obtained the following Lyapunov-type
inequality for the Riemann-Liouville fractional-order nonlinear boundary value
problem
(1.7)
 D
α
au(t) + q(t)f(u) = 0, a < t < b,
u(a) = u(b) = 0,
where q : [a, b] → R is a real nontrivial Lebesgue integrable function and
f ∈ C (R+,R+) is a concave and nondecreasing function. They demonstrated
that, if (1.7) has a nontrivial solution, then
(1.8)
b∫
a
|q(s)| ds > Γ(α)4
α−1η
(b− a)α−1 f(η) ,
where η = max
a≤t≤b
|u|.
In [HW51], Hartman and Wintner proved that if (1.1) have a nontrivial
solution, then
(1.9)
b∫
a
(b− s)(s− a)q+(s)ds > b− a,
where q+(s) = max{q(s), 0}. Observe that Lyapunov inequality (1.2) can be
deduced from (1.9) using the fact that
max
a≤s≤b
(b− s)(s− a) = (b− a)
2
4
.
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Recently, some Hartman-Wintner-type inequalities were obtained for different
fractional boundary value problems. In this direction, we refer to Cabrera,
Sadarangania, Samet [CSS17] and Jleli, Kirane, Samet [JKS17].
In this paper we succeeded to generalize inequalities (1.2), (1.4), (1.6) and
(1.8) for the nonlinear fractional boundary value problem
(1.10)
 D
α,µ
a u(t) + q(t)f(u) = 0, a < t < b,
u(a) = u(b) = 0,
where Dα,γa , 1 < α ≤ γ < 2 is a generalized Hilfer fractional derivative (see
Section 2).
Recently, nonlinear fractional differential equations have been investigated
extensively. The motivation for those works rises from both the development of
the theory of fractional calculus itself and the applications of such constructions
in various sciences such as physics, chemistry, aerodynamics, electrodynamics of
complex medium, and so on. For examples and details, see [BG03, Zh03, K09,
BRRT07, DB08, CW12, CI12, IR16] and the references therein. The Dirichlet
problem for fractional differential equations and systems of fractional differential
equations is discussed in papers [BL05, ShZh09, JY10, ZhL08]. In [BL05],
the authors investigate the existence and multiplicity of positive solutions of
problem (1.10), for q(t) ≡ 1, γ = α, a = 0, b = 1.
The paper is organized as follows. In Section 2 we recall some properties and
definitions of fractional operators. In Section 3, we firstly derive the correspond-
ing Green’s function; consequently problem (1.10) is reduced to a equivalent
Fredholm integral equation of the second kind. Finally, we prove Lyapunov-
type inequality for the linear case of problem (1.10). In Section 4: using the
Krasnoselskii fixed point theorem, the existence and multiplicity of positive so-
lutions are obtained. In Section 5, assuming that f : R+ → R+ is continuous,
concave and nondecreasing, we generalize Lyapunov’s inequality (1.8). In Sec-
tion 6, for continuous, concave and nondecreasing f : R+ → R+ we obtain
Hartman-Wintner’s type inequality (6.1).
2. Definitions and some properties of fractional operators
In this section, we compile some basic definitions and properties of fractional
differential operators.
Definition 2.1. [KST06] (Riemann-Liouville integral). Let f be a locally inte-
grable real-valued function on −∞ ≤ a < t < b ≤ +∞. The Riemann–Liouville
fractional integral Iαa of order α ∈ R (α > 0) is defined as
Iαa f (t) = (f ∗Kα) (t) =
1
Γ (α)
t∫
a
(t− s)α−1 f (s)ds,
where Kα(t) =
tα−1
Γ(α)
, Γ denotes the Euler gamma function.
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Definition 2.2. [KST06] (Riemann-Liouville derivative). Let f ∈ L1[a, b],
−∞ ≤ a < t < b ≤ +∞ and f ∗Km−α ∈ Wm,1[a, b],m = [α] + 1, α > 0, where
Wm,1[a, b] is the Sobolev space defined as
Wm,1[a, b] =
{
f ∈ L1[a, b] : d
m
dtm
f ∈ L1[a, b]
}
.
The Riemann–Liouville fractional derivative Dαa of order α > 0 (m − 1 < α <
m, m ∈ N) is defined as
Dαa f (t) =
dm
dtm
I1−αa f (t) =
1
Γ (m− α)
dm
dtm
t∫
a
(t− s)m−1−α f (s)ds.
Definition 2.3. [KST06] (Caputo derivative). Let f ∈ L1[a, b], −∞ ≤ a < t <
b ≤ +∞ and f ∗ Km−α ∈ Wm,1[a, b],m = [α], α > 0. The Caputo fractional
derivative Dαa of order α ∈ R (m− 1 < α < m, m ∈ N) is defined as
Dαa f (t)
= Dαa
[
f (t)− f (a)− f ′ (a) (t− a)
1!
− ...− f (m−1) (a) (t− a)
m−1
(m− 1)!
]
.
If f ∈ Cm[a, b] then, the Caputo fractional derivative Dαa of order α ∈ R
(m− 1 < α < m, m ∈ N) is defined as
Dαa [f ] (t) = I1−αa f (m) (t) =
1
Γ (m− α)
t∫
a
(t− s)m−1−α f (m) (s)ds.
Definition 2.4. [H08] (Hilfer derivative). Let f ∈ L1[a, b], −∞ ≤ a < t < b ≤
+∞, µ ∈ [0, 1], m − 1 < α < m, f ∗K(1−µ)(m−α) ∈ ACm[a, b], where ACm[a, b]
is the space of real-valued functions f which have continuous derivatives up
to order m − 1 on [a, b] such that f (m−1) belongs to the space of absolutely
continuous functions AC[a, b] :
ACm[a, b] =
{
f : [a, b]→ R : f (m−1) ∈ AC[a, b]} .
The Hilfer fractional derivative Dα,µa of order α ∈ R (m− 1 < α < m, m ∈ N)
and type µ is defined as
Dα,µa f(t) = I
µ(m−α)
a
dm
dtm
I(1−µ)(m−α)a f(t).
The Hilfer fractional derivative Dα,µa is considered as an interpolator between
the Riemann-Liouville and Caputo derivative since
Dα,0a = D
α
a , D
α,1
a = Dαa .
Definition 2.5. [FIK14] (generalized Hilfer derivative). Let f ∈ L1[a, b],−∞ ≤
a < t < b ≤ +∞, α ≤ µ, m−1 < α < m, f∗Km−γ ∈ ACm[a, b], where ACm[a, b]
is the space of real-valued functions f which have continuous derivatives up
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to order m − 1 on [a, b] such that f (m−1) belongs to the space of absolutely
continuous functions AC[a, b] :
ACm[a, b] =
{
f : [a, b]→ R : f (m−1) ∈ AC[a, b]} .
The generakized Hilfer fractional derivative Dα,γa of order α ∈ R (m− 1 < α <
m, m ∈ N) and type γ is defined as
Dα,γa f(t) = I
γ−α
a
dm
dtm
Im−γa f(t).
The generalized Hilfer fractional derivative Dα,γa is considered as an interpo-
lator between the Riemann-Liouville, Caputo and Hilfer derivative since
Dα,γa =

Dα,αa = D
α
a ,
Dα,ma = Dαa ,
D
α,µ(m−α)+α
a = Dα,µa .
Property 2.1. If f ∈ L1[a, b] and α > 0, β > 0, then the following equality
holds
Iαa I
β
a f(t) = I
α+β
a f(t).
Property 2.2. [KST06] If f ∈ L1[a, b] and f ∗Km−α ∈ ACm[a, b], m = [α] + 1,
then the equality
IαaD
α
a f(t) = f(t)−
m∑
j=1
(t− a)α−j
Γ(α− j + 1)
dm−j
dtm−j
Im−αa f(a),
holds almost everywhere on [a, b].
Property 2.3. Let f ∈ L1[a, b] and f ∗ Km−γ ∈ ACm[a, b], m − 1 < α ≤
γ < m, m = [α] + 1. Then the Riemann-Liouville fractional integral Iαa and the
generalized Hilfer derivative Dα,γa are connected by the relation
IαaD
α,γ
a f(t) = f(t)−
m∑
j=1
(t− a)γ−j
Γ(γ − j + 1)
dm−j
dtm−j
Im−γa f(a).
Proof. Using the representation
Dα,γa f(t) = I
γ−α
a D
γ
af(t)
and applying property 2.1 we get
IαaD
α,γ
a f(t) = I
α
a I
γ−α
a D
γ
af(t) = I
γ
aD
γ
af(t).
Further, by property 2.2 we have
IαaD
α,γ
a f(t) = I
γ
aD
γ
af(t)
= f(t)−
m∑
j=1
(t− a)γ−j
Γ(γ − j + 1)
dm−j
dtm−j
Im−γa f(a).
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
Property 2.4. The following result holds true for the fractional derivative op-
erator Dα,γa defined by definition 2.5:
Dα,γa (t− a)ν−1 =
Γ(ν)
Γ(ν − α)(t− a)
ν−α−1, 0 < ν, 0 < α ≤ γ.
3. Lyapunov-type inequality for the linear case of problem (1.10)
Lemma 3.1. The function u(t) is a solution of the boundary value problem
(1.10) if, and only if, u(t) satisfies the integral equation
(3.1) u(t) =
b∫
a
G(t, s)q(s)f (u(s)) ds,
where
(3.2) G(t, s) =

(
t−a
b−a
)γ−1 (b−s)α−1
Γ(α)
− (t−s)α−1
Γ(α)
, a ≤ s ≤ t ≤ b,
(
t−a
b−a
)γ−1 (b−s)α−1
Γ(α)
, a ≤ t ≤ s ≤ b.
Proof. Taking Riemann-Liouville fractional integral Iαa to both side of the equa-
tion
(3.3) Dα,γa u(t) + q(t)f (u(s)) = 0, a < t < b,
and using property 2.3, the solution of the fractional differential equation (3.3)
can be written as
u(t) = C1
(t− a)γ−2
Γ(γ − 1) + C2
(t− a)γ−1
Γ(γ)
− 1
Γ (α)
t∫
a
(t− s)α−1 q (s) f (u(s))ds, a < t < b,
where C1 and C2 are real constants given by
C1 = I
2−γ
a u(a),
C2 =
d
dt
I2−γa u(a).
Since u(a) = 0, we get C1 = 0. From u(b) = 0, we have
C2 =
Γ(γ)
(b− a)γ−1 I
α
a q(b)f (u(b)) .
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Then for the function u(t), we get
u(t) = C2
(t− a)γ−1
Γ(γ)
− Iαa q(t)f (u(t))
=
(
t− a
b− a
)γ−1
Iαa q(b)f (u(b))− Iαa q(t)f (u(t))
=
(
t− a
b− a
)γ−1
1
Γ (α)
b∫
a
(b− s)α−1 q (s) f (u(s))ds
− 1
Γ (α)
t∫
a
(t− s)α−1 q (s) f (u(s))ds, a < t < b.
Whereupon
u(t) =
1
Γ (α)
t∫
a
((
t− a
b− a
)γ−1
(b− s)α−1 − (t− s)α−1
)
q (s) f (u(s))ds
+
1
Γ (α)
b∫
t
(
t− a
b− a
)γ−1
(b− s)α−1 q (s) f (u(s))ds, a < t < b.
This ends the proof. 
Lemma 3.2. Let Green’s function G(t, s) be defined as in Lemma 3.1. Then
the Green function G satisfies the following conditions:
(i) G(t, s) ≥ 0 for all a ≤ t, s ≤ b;
(ii) max
a≤t≤b
G(t, s) = G(s, s), s ∈ [a, b];
(iii) G(s, s) has a unique maximum, given by
(3.4) max
a≤s≤b
G(s, s) =
(α− 1)α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
Γ(α)(b− a)γ−α .
Proof. We start by defining two functions
G+(t, s) =
(
t− a
b− a
)γ−1
(b− s)α−1 − (t− s)α−1 , a ≤ s ≤ t ≤ b
and
G−(t, s) =
(
t− a
b− a
)γ−1
(b− s)α−1 , a ≤ t ≤ s ≤ b.
It is clear that
G−(t, s) ≥ 0, for all a ≤ t ≤ s ≤ b.
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Now, regarding the function G+(t, s), we have that
G+(t, s) =
(
t− a
b− a
)γ−1
(b− s)α−1 − (t− s)α−1
=
(
t− a
b− a
)γ−1
(b− s)α−1
−
(
t− a
b− a
)α−1(
b−
(
a+
(s− a)(b− a)
t− a
))α−1
.
Observe now that
a+
(s− a)(b− a)
t− a ≥ s,
then
G+(t, s) ≥ (b− s)α−1
[(
t− a
b− a
)γ−1
−
(
t− a
b− a
)α−1]
,
and therefore G+(t, s) ≥ 0, which concludes the proof of (i).
The function G−(t, s) is an increasing function in t and a decreasing function
in s. Then
0 ≤ G−(t, s) ≤ G−(s, s).
Using (
t− a
b− a
)γ−1
≤ 1, for a ≤ t ≤ s ≤ b,
then
∂G+
∂s
(t, s) = (α− 1)
(
(t− s)α−2 −
(
t− a
b− a
)γ−1
(b− s)α−2
)
≥ (α− 1) ((t− s)α−2 − (b− s)α−2) ≥ 0.
Hence, for a given t, the function G+(t, s) is an increasing function of s ∈ [a, t].
Consequently,
G+(t, s) ≤ G+(t, t),
which concludes the proof of (ii).
Finally, let
f(s) = G(s, s) =
(
s− a
b− a
)γ−1
(b− s)α−1 , s ∈ [a, b].
Now, one can verify that
f ′(s) = G′(s, s)
= (γ − 1)(b− a)
(
s− a
b− a
)γ−2
(b− s)α−1
− (α− 1)
(
s− a
b− a
)γ−1
(b− s)α−2 .
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Observe that f ′(s) has a unique zero, attained at the point
s = s∗ =
(γ − 1)b+ (α− 1)a
γ + α− 2 .
Since, f ′′(s∗) ≤ 0 (it is easy to check, for example, in Maple), we conclude that
max
s∈[a,b]
f(s) = f(s∗)
=
(α− 1)α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
(b− a)γ−α .
This gives
max
s∈[a,b]
G(s, s) =
(α− 1)α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
Γ(α)(b− a)γ−α .
This completes the proof of the Lemma. 
Theorem 3.1. If the fractional boundary value problem
(3.5)
 D
α,µ
a u(t) + q(t)u(t) = 0, a < t < b,
u(a) = u(b) = 0,
has a nontrivial solution, where q is a real and continuous function, then
(3.6)
b∫
a
|q(s)|ds > (γ + α− 2)
γ+α−2
(α− 1)α−1
Γ(α)(b− a)γ−α
((γ − 1)b− (α− 1)a)γ−1 .
Proof. We equip C ([a, b]) with the Chebyshev norm
‖u‖ = sup
t∈[a,b]
|u|.
It follows from Lemma 3.1 that a solution to the fractional boundary value
problem (3.5) satisfies the integral equation (3.1). Hence,
‖u‖ ≤ max
t∈[a,b]
b∫
a
‖u‖|G(t, s)q(s)|ds,
or, equivalently,
1 ≤ max
t∈[a,b]
b∫
a
|G(t, s)q(s)|ds.
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Using now the properties of the Green function G proved in Lemma 3.2, we get
1 ≤ max
t∈[a,b]
b∫
a
|G(t, s)q(s)|ds
≤ max
t∈[a,b]
b∫
a
|G(t, s)||q(s)|ds
≤ max
s∈[a,b]
b∫
a
|G(s, s)||q(s)|ds
≤ (α− 1)
α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
Γ(α)(b− a)γ−α
b∫
a
|q(s)|ds.
Hence
1 ≤ (α− 1)
α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
Γ(α)(b− a)γ−α
b∫
a
|q(s)|ds,
from which the inequality (3.6) follows. 
Remark 3.1. Note that if we set α = 2 and γ = 2 in (3.6), we obtain Lyapunov’s
classical inequality (1.2).
Remark 3.2. Note that if we set γ = α in (3.6), we obtain Lyapunov-type
inequality (1.4).
We will end this work by presenting an application of Theorem 3.1. More
specifically, we will show how inequality (3.6) can be used to determine intervals
for the real zeros of the Mittag-Leffler function:
Eα,δ(z) =
∞∑
k=0
zk
Γ(αk + δ)
, δ, z ∈ C<(α) > 0.
Let now a = 0 and b = 1 for simplicity and consider the following fractional
Sturm–Liouville type eigenvalue problem:
(3.7)
 D
α,µ
a u(t) + λu(t) = 0, 0 < t < 1,
u(0) = u(1) = 0.
We also mention that analogous fractional Sturm–Liouville problem have
been studied in [TT16, KA13, RTV13].
Corollary 3.1. Let λ ∈ R be an eigenvalue of problem (3.7). Then
|λ| > (γ + α− 2)
γ+α−2
(α− 1)α−1
Γ(α)
(γ − 1)γ−1 .
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Corollary 3.2. If
|λ| ≤ (γ + α− 2)
γ+α−2
(α− 1)α−1
Γ(α)
(γ − 1)γ−1 ,
then the system of eigenfunctions
u(λ, t) = tγ−1Eα,γ (−λtα)
of eigenvalue problem (3.7) has no real zeros.
Remark 3.3. Note that if we set α = 2, γ = 2 in (3.7), we obtain the classical
Sturm-Liouville eigenvalue problem
u′′(t) + λu(t) = 0, t ∈ (0, 1),
u(0) = u(1) = 0.
Then λ = (pik)2, k ∈ N. Hence it is obvious that Sturm-Liouville problem has
no nontrivial eigenfunctions if λ ∈ [−2, 2].
Corollary 3.3. If
|λ| ≤ (γ + α− 2)
γ+α−2
(α− 1)α−1
Γ(α)
(γ − 1)γ−1 ,
then the problem (3.7) has no nontrivial solutions in the class of real functions.
Theorem 3.2. The eigenvalue problem (3.7) has an infinite number of eigen-
values, and they are the roots of the Mittag-Leffler function Eα,γ (−λ) , i.e. the
eigenvalues satisfy
(3.8) Eα,γ (−λ) = 0.
Proof. Using the results in [STU12] and by property 2.4, a solution of fractional
differential equation in (3.7) reads
(3.9) u(t) = c1t
γ−2Eα,γ−1 (−λtα) + c2tγ−1Eα,γ (−λtα)
= c1
∞∑
k=0
(−λ)k t
αk+γ−2
Γ(αk + γ − 1) + c2
∞∑
k=0
(−λ)k t
αk+γ−1
Γ(αk + γ)
,
where c1 and c2 are the real constants.
From u(0) = 0 we obtain c1 = 0. Since u(1) = 0, we get c2Eα,γ (−λ) = 0.
According to well-known results (see. for example [P05, PS13]) Mittag-Leffler
type function Eα,γ (−λ) can has real roots. For more accurate results we give
the picture of function Eα,γ (−λ) (at γ = 2) for particular values of 3/2 ≤ α < 2
and λ (see. Figure 1):
Eigenfunctions of the problem (3.7) has the form
u(λ, t) = tγ−1Eα,γ (−λtα) ,
where λ are the roots of the Mittag-Leffler function Eα,γ (−λ) . 
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Figure 1.
4. Existence of positive solutions of problem (1.10)
Definition 4.1. Let X be a real Banach space. A nonempty closed convex set
K ⊂ X is called a cone if it satisfies the following two conditions:
(i) x ∈ K, λ ≥ 0, implies λx ∈ K;
(ii) x ∈ K, −x ∈ K, implies x = 0.
Lemma 4.1. [K64] (Krasnoselskii fixed point theorem). Let X be a Banach
space and let K ⊂ X be a cone. Assume Ω1 and Ω2 are bounded open subsets
of X with 0 ∈ Ω1 ⊂ Ω1 ⊂ Ω2, and let
T : K ∩ (Ω2\Ω1)→ K
be a completely continuous operator such that
(i) ‖Tu‖ ≥ ‖u‖ for any u ∈ K ∩ ∂Ω1 and ‖Tu‖ ≤ ‖u‖ for any u ∈ K ∩ ∂Ω2;
or
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(ii) ‖Tu‖ ≤ ‖u‖ for any u ∈ K ∩ ∂Ω1 and ‖Tu‖ ≥ ‖u‖ for any u ∈ K ∩ ∂Ω2.
Then, the operator T has a fixed point in K ∩ (Ω2\Ω1) .
Lemma 4.2. For the Green function G(t, s) defined by Lemma 3.1, a positive
function ϕ ∈ C(a, b) exists such that
min
t∈[ 3a+b4 , 3b+a4 ]
G(t, s) ≥ ϕ(s)G(s, s), a < s < b.
Proof. From Lemma 3.2 known that
G(t, s) ≥ 0, t, s ∈ [a, b].
Moreover, we know that Greens function G(t, s) is decreasing with respect to t
for s ≤ t and increasing with respect to t for t ≤ s. Obviously,
G(t, s) > 0, t, s ∈ (a, b)
and one can seek the minimum in the interval
[
3a+b
4
, 3b+a
4
]
. Then for t ∈[
3a+b
4
, 3b+a
4
]
we have
min
t∈[ 3a+b4 , 3b+a4 ]
G(t, s)
=

G+
(
3b+a
4
, s
)
, if s ∈ (a, 3a+b
4
]
,
min
{
G+
(
3b+a
4
, s
)
, G+
(
3a+b
4
, s
)}
, if s ∈ [3a+b
4
, 3b+a
4
]
,
G−
(
3a+b
4
, s
)
, if s ∈ [3b+a
4
, b
)
,
=
 G+
(
3b+a
4
, s
)
, if s ∈ (a, r] ,
G−
(
3a+b
4
, s
)
, if s ∈ [r, b) ,
=
1
Γ(α)

(
3
4
)γ−1
(b− s)α−1 − (3b+a−4s)α−1
4α−1 , if s ∈ (a, r] ,
1
4
γ−1
(b− s)α−1, if s ∈ [r, b) ,
where 3a+b
4
< r < 3b+a
4
is the unique solution of equation
G+
(
3b+ a
4
, s
)
= G−
(
3a+ b
4
, s
)
.
Set
ϕ(s) =

G+( 3b+a4 ,s)
G+(s,s)
, if s ∈ (a, r] ,
G−( 3a+b4 ,s)
G−(s,s)
, if s ∈ [r, b) .
The proof is complete. 
Define the cone K ⊂ C ([a, b]) by
K = {u ∈ C ([a, b]) : u(t) ≥ 0, a ≤ t ≤ b} .
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Lemma 4.3. Let T : K → C ([a, b]) be the operator defined by
(4.1) Tu(t) =
b∫
a
G(t, s)q(s)f(u(s))ds,
then T : K → K is completely continuous.
Proof. The operator T : K → K is continuous in view of non-negativeness and
continuity of G(t, s), q(s) and f(u).
Let Ω ⊂ K be bounded, i.e., there exists a positive constant M > 0 such that
‖u‖ ≤M, for all u ∈ Ω. Let
M0 = max
a≤t≤b,0≤u≤M
(|qf(u)|+ 1) ,
then, for u ∈ Ω, we have
|Tu(t)| ≤
b∫
a
|G(t, s)||q(s)||f(u(s))|ds ≤M0
b∫
a
G(s, s)ds.
Hence, T is bounded in Ω.
On the other hand, given ε > 0, setting
δ =
(
Γ(α)ε
M0(b− a)α+1−γ
) 1
γ−1
+ a,
then, for each u ∈ Ω, t1, t2 ∈ [a, b], t2 < t1 and t1 − t2 < δ − a, one has
|Tu(t1)− Tu(t2)| < ε.
That is to say, T is equicontinuous in Ω.
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In fact,
|Tu(t1)− Tu(t2)|
=
∣∣∣∣∣∣
b∫
a
G(t1, s)q(s)f(u(s))ds−
b∫
a
G(t2, s)|q(s)f(u(s))|ds
∣∣∣∣∣∣
=
t1∫
a
[G(t1, s)−G(t2, s)] |q(s)f(u(s))|ds
=
t2∫
t1
[G(t1, s)−G(t2, s)] |q(s)f(u(s))|ds
=
b∫
t2
[G(t1, s)−G(t2, s)] |q(s)f(u(s))|ds
<
M0
Γ(α)(b− a)γ−1
t1∫
a
(b− s)α−1 [(t1 − a)γ−1 − (t2 − a)γ−1] ds
+
M0
Γ(α)(b− a)γ−1
t2∫
t1
(b− s)α−1 [(t1 − a)γ−1 − (t2 − a)γ−1] ds
+
M0
Γ(α)(b− a)γ−1
b∫
t2
(b− s)α−1 [(t1 − a)γ−1 − (t2 − a)γ−1] ds
<
M0
Γ(α)(b− a)γ−α−1
[
(t1 − a)γ−1 − (t2 − a)γ−1
]
.
In the following, we divide the proof into two cases.
Case 1. Let δ ≤ t2 < t1 < b, then by using the mean value theorem we have
|Tu(t1)− Tu(t2)|
<
M0
Γ(α)(b− a)γ−α−1
[
(t1 − a)γ−1 − (t2 − a)γ−1
]
≤ M0(γ − 1)(δ − a)
γ−2
Γ(α)(b− a)γ−α−1 [t1 − t2]
≤ M0(δ − a)
γ−2
Γ(α)(b− a)γ−α−1 [t1 − t2] ≤ ε.
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Case 2. Let a ≤ t2 < t1 < δ. Then
|Tu(t1)− Tu(t2)|
<
M0
Γ(α)(b− a)γ−α−1
[
(t1 − a)γ−1 − (t2 − a)γ−1
]
≤ M0
Γ(α)(b− a)γ−α−1 (δ − a)
γ−1 ≤ ε.
By the Arzela–Ascoli theorem, the operator T : K → K is completely continu-
ous. The proof is complete. 
Denote
(4.2) θ =
 b∫
a
G(s, s)q(s)ds
−1
and
(4.3) θ∗ =

3b+a
4∫
3a+b
4
G(s, s)ϕ(s)q(s)ds

−1
.
To prove the existence of nontrivial positive solutions to the fractional bound-
ary value problem (1.10) we consider the following hypotheses:
(A) f(u) ≥ θ∗r1 for u ∈ [0, r1];
(B) f(u) ≤ θr2 for u ∈ [0, r2],
where f : R+ → R+ is continuous.
Theorem 4.1. Let q : [a, b]→ R+ be a nontrivial Lebesgue integrable function.
Assume that there exists two positive constants 0 < r1 < r2 such that the
assumptions (A) and (B) are satisfied. Then the fractional boundary value
problem (1.10) has at least one nontrivial positive solution u belonging to X
such that
r1 ≤ ‖u‖ ≤ r2.
Proof. Using the Arzela-Ascoli theorem, we prove that T : K → K is completely
continuous operator (see. lemma 4.3). Let
Ωi = {u ∈ K : ‖u‖ ≤ ri} .
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From (A) and Lemma 4.2, we have for t ∈ [3a+b
4
, 3b+a
4
]
and u ∈ K ∩ ∂Ω1 that
Tu(t) =
b∫
a
G(t, s)q(s)f(u(s))ds
≥
b∫
a
min
t∈[ 3a+b4 , 3b+a4 ]
G(t, s)q(s)f(u(s))ds
≥
b∫
a
ϕ(s)G(s, s)q(s)f(u(s))ds
≥ θ∗r1
b∫
a
ϕ(s)G(s, s)q(s)ds
≥ θ∗r1
3b+a
4∫
3a+b
4
ϕ(s)G(s, s)q(s)ds ≥ ‖u‖.
Thus, ‖Tu‖ ≥ ‖u‖ for any u ∈ K ∩ ∂Ω1. Let us now prove that ‖Tu‖ ≤ ‖u‖ for
all u ∈ K ∩ ∂Ω2. From (B), it follows that
‖Tu(t)‖ =
∣∣∣∣∣∣
b∫
a
max
t∈[a,b]
G(t, s)q(s)f(u(s))ds
∣∣∣∣∣∣
≤
b∫
a
max
t∈[a,b]
G(t, s)q(s)f(u(s))ds
≤
b∫
a
G(s, s)q(s)f(u(s))ds
≤ θr2
b∫
a
G(s, s)q(s)ds ≤ ‖u‖,
for u ∈ K ∩ ∂Ω2. Thus, from Krasnoselskii fixed point theorem (see. lemma
4.1) we conclude that the operator T defined by (4.1) has a fixed point in
K ∩ (Ω2\Ω1) . Therefore, the fractional boundary problem (1.10) has at least
one positive solution u belonging to X such that
r1 ≤ u ≤ r2.
The proof is complete. 
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Example 4.1. Let α := 7
4
, γ := 2, a = 0, b = 1, q(t) = t2, f(u) = coshu in
(1.10). Then we have the following fractional boundary value problem:
(4.4)
 D
7
4
,2
0 u(t) + t
2 coshu(t) = 0, t ∈ (0, 1),
u(0) = u(1) = 0.
Firstly, let us calculate the values of θ and θ∗. Here
ϕ(s) =

3
4s
− 1
2
√
2s
(
3−4s
1−s
) 3
4 , s ∈ (0, r],
1
4s
, s ∈ [r, 1)
where r ≈ 0, 58. Hence, by a simple computation, we get
θ ≈ 8, 9 and θ∗ ≈ 11, 61.
Choosing r1 =
1
12
, r2 =
1
8
we obtain
f(u) = coshu ≥ θ∗r1, for u ∈
[
0,
1
12
]
.
f(u) = coshu ≤ θr2, for u ∈
[
0,
1
8
]
.
Therefore, from Theorem 4.1, problem (4.4) has at least one nontrivial solution
u in C ([0, 1]) such that 1
12
≤ ‖u‖ ≤ 1
8
.
5. Lyapunov-type inequality for the problem (1.10)
The next result generalizes Theorem 3.1 by choosing f(u) = u in Theorem
5.1, inequality (5.2) reduces to (3.6). Note that f ∈ C(R+,R+) is a concave
and nondecreasing function.
Lemma 5.1. [R87] (Jensen’s inequality). Let µ be a positive measure and let
Ω be a measurable set with µ(Ω) = 1. Let I be an interval and suppose that u is
a real function in L(dµ) with u(t) ∈ I for all t ∈ Ω. If f is convex on I, then
(5.1) f
∫
Ω
u(t)dµ(t)
 ≤ ∫
Ω
(f ◦ u) (t)dµ(t).
If f is concave on I, then the inequality (5.1) holds with ≤ substituted by ≥.
Let
‖u‖L1 = ‖u‖L1([a,b]) =
b∫
a
|u(s)|ds,
where L1 ([a, b]) the space of all real functions, defined on [a, b], which are
Lebesgue integrable.
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Theorem 5.1. Let q : [a, b]→ R be a real nontrivial Lebesgue integrable func-
tion. Assume that f ∈ C (R+,R+) is a concave and nondecreasing function. If
the fractional boundary value problem (1.10) has a nontrivial solution u, then
(5.2)
b∫
a
|q(s)|ds > (γ + α− 2)
γ+α−2
(α− 1)α−1
Γ(α)(b− a)γ−α
((γ − 1)b− (α− 1)a)γ−1
ω
f(ω)
,
where ω = max
t∈[a,b]
u(t).
Proof. The proof makes use of Lemma 3.1. We have
|u(t)| ≤
b∫
a
G(t, s)|q(s)||f(u(s))|ds.
So
‖u(t)‖ ≤
b∫
a
G(t, s)|q(s)||f(u(s))|ds
≤
b∫
a
max
s∈[a,b]
G(s, s)|q(s)||f(u(s))|ds
≤ (α− 1)
α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
Γ(α)(b− a)γ−α
b∫
a
|q(s)||f(u(s))|ds.
Using Jensen’s inequality (5.1), and taking into account that f is concave and
nondecreasing, we get that
‖u(t)‖ ≤ (α− 1)
α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
Γ(α)(b− a)γ−α
b∫
a
|q(s)||f(u(s))|ds
=
(α− 1)α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
Γ(α)(b− a)γ−α ‖q‖L1
b∫
a
|q(s)||f(u(s))|
‖q‖L1 ds
≤ (α− 1)
α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
Γ(α)(b− a)γ−α ‖q‖L1f
 b∫
a
|q(s)||u(s)|
‖q‖L1 ds

≤ (α− 1)
α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
Γ(α)(b− a)γ−α f (‖u‖)
b∫
a
|q(s)|ds.
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Thus,
‖u(t)‖ ≤ (α− 1)
α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
Γ(α)(b− a)γ−α f (‖u‖)
b∫
a
|q(s)|ds.
This concludes the proof. 
Corollary 5.1. Consider the fractional boundary value problem (1.10) with
f ∈ C (R+,R+) concave and nondecreasing and q ∈ L1 ([a, b],R+) . If there
exists two positive constants 0 < r1 < r2 such that f(u) ≥ θ∗r1 for u ∈ [0, r1]
and f(u) ≤ θr2 for u ∈ [0, r2], then
b∫
a
q(s)ds >
(γ + α− 2)γ+α−2
(α− 1)α−1
Γ(α)(b− a)γ−α
((γ − 1)b− (α− 1)a)γ−1
r1
f(r2)
.
Example 5.1. Consider the following fractional boundary value problem: D
3
2
, 3
2
0 u(t) +
√
t exp
(− 1
u+1
)
= 0, 0 < t < 1,
u(0) = u(1) = 0.
We have that
f(u) = exp
(− 1
u+1
)
: R+ → R+ is continuous, concave and nondecreasing
function;
q(t) =
√
(t) : [0, 1]→ R+ is a Lebesgue integral function and ‖q‖1L = 23 > 0.
We computed the values of θ and θ∗ in (4.2) and (4.3). Then we have θ ≈ 4.23
and θ∗ ≈ 7.29. Choosing r1 = 120 and r2 = 110 , we obtain
f(u) = exp
(
− 1
u+ 1
)
≥ θ∗r1, for u ∈
[
0,
1
20
]
;
f(u) = exp
(
− 1
u+ 1
)
≤ θr2, for u ∈
[
0,
1
10
]
.
Therefore, from Corollary 6.2, we get that
b∫
a
q(s)ds =
2
3
>
Γ
(
3
2
)
exp(10/11)
10
≈ 0.22.
Remark 5.1. Note that if we set γ = α in (5.2), then we obtain Lyapunov-type
inequality (1.8).
Theorem 5.2. Let f ∈ C (R+,R+) be nondecreasing and q ∈ L1 ([a, b],R+) . If
f(u) < θ|u|,
then the problem (1.10) has no non-trival solution.
Here θ =
(
b∫
a
G(s, s)q(s)ds
)−1
.
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Proof. Assume, on the contrary, that there exists u 6= 0. Then, by Lemma 3.2
we have
‖u‖ =
∣∣∣∣∣∣
b∫
a
G(t, s)q(s)f(u(s))ds
∣∣∣∣∣∣ ≤ maxt∈[a,b]
b∫
a
G(t, s)|q(s)||f(u(s))|ds
≤
b∫
a
G(s, s)|q(s)||f(u(s))|ds < θ
b∫
a
G(s, s)|q(s)||u|ds
≤ θ‖u‖
b∫
a
G(s, s)|q(s)|ds = ‖u‖,
a contradiction. Therefore, problem (1.10) has no solution. 
6. Hartman-Wintner-Type Inequality for the problem (1.10)
Our main result in this section is the following Hartman-Wintner-type in-
equality.
Theorem 6.1. Let the functions q and f satisfy the condition of Theorem
5.1. Suppose that fractional boundary value problem (1.10) has a nontrivial
continuous solution. Then
(6.1)
b∫
a
(s− a)γ−1 (b− s)α−1 q+(s)ds > ‖u(t)‖
f (‖u‖)Γ(α)(b− a)
γ−1.
Proof. By Lemma 3.1, a solution u ∈ C ([a, b]) to (1.10) has the expression
u(t) =
b∫
a
G(t, s)q(s)f (u(s)) ds, a ≤ t ≤ b.
From this, for any a ≤ t ≤ b, we obtain
|u(t)| ≤
b∫
a
|G(t, s)q(s)f (u(s))| ds ≤
b∫
a
|G(t, s)| |q(s)| |f (u(s))| ds.
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By Jensen’s inequality (5.1), and taking into account that f is concave and
nondecreasing, we get that
|u(t)| ≤
b∫
a
G(s, s) |q(s)| |f (u(s))| ds
≤ ‖G(s, s)q(s)‖L1
b∫
a
G(s, s) |q(s)| |f (u(s))|
‖G(s, s)q(s)‖L1
ds
≤ ‖G(s, s)q(s)‖L1 f
 b∫
a
G(s, s) |q(s)| |u(s)|
‖G(s, s)q(s)‖L1
ds

≤ ‖G(s, s)q(s)‖L1 f
‖u‖ b∫
a
G(s, s) |q(s)|
‖G(s, s)q(s)‖L1
ds

≤
b∫
a
G(s, s) |q(s)| dsf (‖u‖)
≤ 1
Γ(α)(b− a)γ−1
b∫
a
(s− a)γ−1 (b− s)α−1 q+(s)dsf (‖u‖) .
Then we get
‖u(t)‖ ≤ 1
Γ(α)(b− a)γ−1
b∫
a
(s− a)γ−1 (b− s)α−1 q+(s)dsf (‖u‖) .
The proof is complete. 
Corollary 6.1. If f(u) = u (linear case), for q ∈ L1 ([a, b],R+) we obtain
b∫
a
(s− a)γ−1 (b− s)α−1 q+(s)ds > Γ(α)(b− a)γ−1.
Corollary 6.2. Consider the fractional boundary value problem (1.10) with
f ∈ C (R+,R+) concave and nondecreasing and q ∈ L1 ([a, b],R+) . If there
exists two positive constants 0 < r1 < r2 such that f(u) ≥ θ∗r1 for u ∈ [0, r1]
and f(u) ≤ θr2 for u ∈ [0, r2], then
f (r2)
r1
b∫
a
(s− a)γ−1 (b− s)α−1 q+(s)ds > Γ(α)(b− a)γ−1.
Remark 6.1. Note that if we set γ = α = 2 and f(u) = u in (6.1), then we
obtain Hartman-Wintner inequality (1.9).
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Remark 6.2. As (see (3.4))
max
s∈[a,b]
(s− a)γ−1 (b− s)α−1
=
(α− 1)α−1
(γ + α− 2)γ+α−2
((γ − 1)b− (α− 1)a)γ−1
Γ(α)(b− a)γ−α ,
from Hartman-Wintner-type inequality (6.1) we have Lyapunov-type inequality
(5.2).
Corollary 6.3. Let λ ∈ R+ be an eigenvalue of the problem (3.7). Then
λ >
Γ(γ + α)
Γ(γ)
(b− a)−α.
Corollary 6.4. If
λ ≤ Γ(γ + α)
Γ(γ)
(b− a)−α,
then the system of eigenfunctions
u(λ, t) = tγ−1Eα,γ (−λtα)
of eigenvalue problem (3.7) has no real positive zeros.
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