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For increasingly rarefied flowfields, the Navier-Stokes (NS) equations lose accuracy
partially due to the single temperature approximation. To overcome this barrier, a
continuum multi-temperature model based on the Bhatnagar-Gross-Krook (BGK)
equation coupled with the Landau-Teller-Jeans relaxation model has been proposed
for two-dimensional hypersonic non-equilibrium multi-temperature flow computation.
In recent study, a two-stage fourth-order gas-kinetic scheme (GKS) has been devel-
oped for equilibrium flows, which achieves a fourth-order accuracy in space and time
as well as high efficiency and robustness. In this paper, targeting for accurate and
efficient simulation of multi-temperature non-equilibrium flows, a high-order three-
dimensional multi-temperature GKS is implemented under the two-stage fourth-order
framework, with the fourth-order Simpson interpolation rule for the newly emerged
source term. Simulations on decaying homogeneous isotropic turbulence, low-density
nozzle flow, rarefied hypersonic flow over a flat plate, and type IV shock-shock in-
teraction are used to validate the multi-temperature model through the comparison
with experimental measurements. The unified gas kinetic scheme (UGKS) results,
and the Direct simulation Monte Carlo (DSMC) solutions will be used as well in some
cases for validation. Computational results not only confirm the high-order accuracy
and quite robustness of this scheme, but also show the significant improvement on
computational efficiency compared with UGKS and DSMC, especially in the near
continuum flow regime.
Keywords: Multi-temperature kinetic model; Gas-kinetic method; High-order tem-
poral discretization; Non-equilibrium flow computation.
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I. INTRODUCTION
The classification of flow regimes is based on the Knudsen number Kn, which is defined as
the ratio of the molecular mean free path over a characteristic length scale of the system. The
whole flow regime is roughly divided into continuum flow regime (Kn ≤ 0.01), continuum-
transition regime (0.01 < Kn ≤ 10), and free molecular regime (Kn > 10). The Navier-
Stokes (NS) equations with linear relations between stress and strain and the Fourier’s
laws are adequate to model the equilibrium flow in the continuum flow regime. For non-
equilibrium flow in the continuum-transition regime, the Navier-Stokes equations are well
known to be inadequate. However, this continuum-transition regime is important for many
scientific and practical engineering applications, such as the simulation of micro-scale flows
and space exploration vehicles1. Therefore, accurate models with reliable solutions and lower
computational costs for non-equilibrium flow are useful for solving the non-equilibrium flow
problem in the near continuum regime.
Available numerical schemes for simulating non-equilibrium flow can be classified into
particle method and deterministic method. Direct simulation Monte Carlo (DSMC)2,3 uses
probabilistic simulation to solve the Boltzmann equation, which is a representative of particle
method and is widely used for rarefied low simulations. However, in the continuum-transition
regime, DSMC requires a great amount of particles and the cell size and time step are limited
by the particle mean free path and mean collision time, which is very expensive both in the
memory cost and computational time. The deterministic method, such as Discrete Velocity
Methods (DVM) or Discrete Ordinate Method (DOM)4–7, solve the Boltzmann or model
equations directly with the discretization of particle velocity space. In the continuum-
transition regime, the cell size and time step are also constrained by the particle mean free
path and mean collision time, make these methods be prohibitively expensive. Recently,
the multi-scale numerical scheme unified gas kinetic scheme (UGKS)8–11 has been developed
successfully for monatomic and diatomic gases for entire Knudsen number flow. Different
from the splitting process used in DSMC and DVM/DOM methods, the distinguishable
feature of UGKS is the coupling of the particle transport and collision, which makes the
grid size and time step used in UGKS are not limited by the particle mean free path and
collision time, such as those imposed in DSMC and DVM methods. Even though UGKS is
the most efficient method for whole flow regime simulation currently, in view of a considerable
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number of discrete velocity points to be updated, it is still expensive in the near continuum
flow regime than those based on the macroscopic equations. At the same time, for smooth
flow, shch as those in the boundary layer, a high-order scheme is preferred to get accurate
solutions. However, most schemes for the rarefied flow, such as DSMC, DVM/DOM, and
UGKS methods, have only at most second-order accuracy.
To study non-equilibrium flow efficiently, an extended Bhatnagar-Gross-Krook (BGK)
model coupled with the Landau-Teller-Jeans relaxation model has been proposed for two-
dimensional non-equilibrium multi-temperature flow computation12,13. In the continuum
flow regime, the corresponding kinetic scheme goes back automatically to the BGK-NS
method. On the other hand, this kinetic scheme solves the non-equilibrium translational
and rotational flow quite efficiently in the near continuum regime. In recent study, an
accurate and robust two-stage fourth-order gas-kinetic scheme (GKS)14,15 has been de-
veloped for equilibrium flows, which achieves a fourth-order accuracy in space and time,
and shows high efficiency and robustness from smooth flow to shock problem. In view
of smooth equilibrium region appearing in the non-equilibrium multi-temperature flows, a
high-order non-equilibrium GKS based on extended BGK method is preferred for simu-
lating multi-temperature flow efficiently and accurately. In current study, this high-order
non-equilibrium GKS is implemented under the previous two-stage fourth-order framework
for three-dimensional multi-temperature flows, and the source term is dealt with fourth-order
Simpson interpolation rule. Numerical tests from smooth decaying homogeneous isotropic
turbulence to challenging hypersonic type IV shock-shock interaction validate current high-
order non-equilibrium GKS. This high-order non-equilibrium GKS not only preserves high
accuracy and quite robustness through numerical cases, but also shows the significant im-
provement on computational efficiency in near continuum flow region.
In this paper, details on current extended kinetic model and corresponding macroscopic
equations are presented in Section 2. Section 3 gives the construction of this high-order
non-equilibrium numerical scheme under two-stage fourth-order framework for solving this
extended kinetic model. This is followed by the results and discussion of the non-equilibrium
multi-temperature flow computations in Section 4. Discussion and conclusion are shown in
the final section.
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II. GAS-KINETIC MODELS AND MACROSCOPIC GOVERNING
EQUATIONS FOR DIATOMIC GAS
In this section, the extended kinetic model and its derived macroscopic equations in three
dimension for diatomic gases are presented.
A. Equilibrium translational and rotational temperature model
By modeling the time evolution of a gas distribution function resulting from the free
transport and binary elastic collision, the Boltzmann equation has been constructed for
monotonic dilute gas. The simplification of the Boltzmann equation given by the BGK
model has the following form16,
∂f
∂t
+ u
∂f
∂x
+ v
∂f
∂y
+ w
∂f
∂z
=
g − f
τ
, (1)
where f is the number density of molecules at position (x, y, z) and particle velocity (u, v, w)
at time t. The left side of the Eq.(1) denotes the free transport, and the right hand side
represents the collision term. The relation between distribution function f and macroscopic
variables, such as mass, momentum, energy and stress, can be obtained by taking moments
of the distribution function. The collision operator in BGK model shows simple relaxation
process from f to a local equilibrium state g, with a characteristic time scale τ related to
the viscosity and heat conduction coefficients. The local equilibrium state is a Maxwellian
distribution,
g = ρ(
λ
pi
)
K+3
2 e−λ[(u−U)
2+(v−V )2+(w−W )2+ξ2], (2)
where ρ is the density, (U, V,W ) are the macroscopic fluid velocity in the x−,y− and z−
directions. Here λ = m/2kT , m is the molecular mass, k is the Boltzmann constant, and
T is the temperature. For three-dimensional equilibrium diatomic gas, the total number
of degrees of freedom K = 2, the internal variable ξ accounts for the rotational modes as
ξ2 = ξ21 + ξ
2
2 , and the specific heat ratio γ = (K + 5)/(K + 3) is determined.
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Based on the above BGK model as Eq.(1), the Euler equations can be obtained for a local
equilibrium state with f = g. On the other hand, for the Navier-Stokes equations, the stress
and Fourier heat conduction terms can be derived with the Chapman-Enskog expansion17
truncated to the 1st-order as,
f = g +Knf1 = g − τ(∂g
∂t
+ u
∂g
∂x
+ v
∂g
∂y
+ w
∂g
∂z
). (3)
For the Burnett and super-Burnett equations, the above expansion can be naturally
extended18, such as f = g + Knf1 + Kn
2f2 + Kn
3f3 + · · · . For the above Navier-Stokes
solutions, the GKS based on the kinetic BGK model has been well developed19. In order to
simulate the flow with any realistic Prandtl number, a modification of the heat flux in the
energy transport is used in this scheme, which is also implemented in the present study.
B. Non-equilibrium translational and rotational temperature model
A single temperature is assumed for translational and rotational modes in the above
Navier-Stokes equations. However, it loses accuracy in the simulation of non-equilibrium
flow because of the different temperatures for the translational and rotational energy modes.
In the following section, an extended BGK model for non-equilibrium rotational energy is
constructed and for the 1st time the corresponding three-dimensional macroscopic governing
equations are derived.
For non-equilibrium multi-temperature diatomic gas flow, the above-mentioned BGK
model can be extended in the following form,
∂f
∂t
+ +u
∂f
∂x
+ v
∂f
∂y
+ w
∂f
∂z
=
f eq − f
τ
+
g − f eq
Zrτ
=
f eq − f
τ
+Qs, (4)
where an intermediate equilibrium state f eq different with Eq.(2) is introduced with two
temperatures, one for translational temperature and the other for rotational temperature,
f eq = ρ(
λt
pi
)3/2(
λr
pi
)e−λt[(u−U)
2+(v−V )2+(w−W )2]−λrξ2r , (5)
where λt = m/2kTt is related to the translational temperature Tt, and λr = m/2kTr ac-
counts for the rotational temperature Tr. Therefore, the right hand side collision operator
6
contains two terms corresponding to the elastic and inelastic collisions respectively. Where
the relaxation process becomes f → f eq → g, and the inelastic collision process from f eq to g
takes a much longer time Zrτ than that of elastic collision process by τ . The additional term
Qs in the collision part accounts for the energy exchange between the translational and rota-
tional energy, which contributes to the source term for the corresponding three-dimensional
macroscopic flow evolution. The above three-dimensional extended BGK model is a natural
extension for two-dimensional extended BGK model13.
The relation between mass ρ, momentum(ρU, ρV, ρW ), total energy ρE, and rotational
energy ρEr with the distribution function f is given by,
W =

ρ
ρU
ρV
ρW
ρE
ρEr

=
∫
ψαfdΞ, α = 1, 2, 3, 4, 5, 6, (6)
where dΞ = dudvdwdξr and ψα is the component of the vector of collision invariants
ψ = (ψ1, ψ2, ψ3, ψ4, ψ5, ψ6)
T = (1, u, v, w,
1
2
(u2 + v2 + w2 + ξ2r ),
1
2
ξ2r )
T .
As a new temperature λr is introduced, the constraint of rotational energy relaxation has to
be imposed on the above extended kinetic model to self-consistently determine all unknowns.
Since only mass, momentum and total energy are conserved during particle collisions, the
compatibility condition for the collision term turns into,
∫
(
f eq − f
τ
+Qs)ψαdΞ = S = (0, 0, 0, 0, 0, s)
T , α = 1, 2, 3, 4, 5, 6. (7)
The source term for the rotational energy is from the energy exchange between translational
and rotational ones during inelastic collision. The source term for the rotational energy is
modeled through the Landau-Teller-Jeans-type relaxation model,
s =
(ρEr)
eq − ρEr
Zrτ
. (8)
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The equilibrium energy (ρEr)
eq is determined by the assumption Tr = Tt = T , such that
(ρEr)
eq =
ρ
2λeqr
and λeqr =
K + 3
4
ρ
ρE − 1
2
ρ(U2 + V 2 +W 2)
.
Here, the collision number Zr is related to the ratio of elastic collision frequency to inelastic
frequency. The particle collision time multiplied by a rotational collision number Zr models
the relaxation process for the rotational energy to equilibrate with the translational one.
The value Zr used in current study is given by,
Zr =
Z∞r
1 + (pi3/2/2)
√
T ∗/T + (pi + pi2/4)(T ∗/T )
,
where the quantity T ∗ is the characteristic temperature of intermolecular potential, and Z∞r
is the limiting value. Over a temperature range from 30K to 3000K for Nitrogen, the values
Z∞r = 23.0 and T
∗ = 91.5K are used. The local temperature T in the above equation is
the translational temperature. More advanced models for the energy relaxtion are discussed
in20,21.
Using the intermediate state give by Eq.(5), with the frozen of rotational energy exchange
the 1st-order Champan-Enskog expansion gives,
f = f eq +Knf1 = f
eq − τ(∂f
eq
∂t
+ u
∂f eq
∂x
+ v
∂f eq
∂y
+ w
∂f eq
∂z
). (9)
The corresponding macroscopic non-equilibrium multi-temperature continuum equations in
three-dimensions can be derived as the appendix, and the final form is given by,
∂W
∂t
+
∂F
∂x
+
∂G
∂y
+
∂H
∂z
=
∂Fv
∂x
+
∂Gv
∂y
+
∂Hv
∂z
+ S, (10)
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with
W =

ρ
ρU
ρV
ρW
ρE
ρEr

F =

ρU
ρU2 + p
ρUV
ρUW
(ρE + p)U
ρErU

G =

ρV
ρUV
ρV 2 + p
ρVW
(ρE + p)V
ρErV

H =

ρW
ρUW
ρVW
ρW 2 + p
(ρE + p)W
ρErW

,
and
Fv =

0
τxx
τxy
τxz
Uτxx + V τxy +Wτxz + qx
Uτtr + qrx

Gv =

0
τyx
τyy
τyz
Uτyx + V τyy +Wτyz + qy
V τtr + qry

Hv =

0
τzx
τzy
τzz
Uτzx + V τzy +Wτzz + qz
Wτtr + qrz

,
where ρE = 1
2
ρ(U2 + 3RTt +KRTr) is the total energy, and ρEr = ρRTr with K = 2 is the
rotational energy. The pressure p is related to the translational temperature as p = ρRTt.
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Meanwhile, the viscous normal stress terms are
τxx = τp[2
∂U
∂x
− 2
3
(
∂U
∂x
+
∂V
∂y
+
∂W
∂z
)]− ρK
2(K + 3)
1
Zr
(
1
λt
− 1
λr
),
τyy = τp[2
∂V
∂y
− 2
3
(
∂U
∂x
+
∂V
∂y
+
∂W
∂z
)]− ρK
2(K + 3)
1
Zr
(
1
λt
− 1
λr
),
τzz = τp[2
∂W
∂z
− 2
3
(
∂U
∂x
+
∂V
∂y
+
∂W
∂z
)]− ρK
2(K + 3)
1
Zr
(
1
λt
− 1
λr
),
with viscous shear stress term given by,
τxy = τyx = τp(
∂U
∂y
+
∂V
∂x
),
τxz = τzx = τp(
∂U
∂z
+
∂W
∂x
),
τyz = τzy = τp(
∂V
∂z
+
∂W
∂y
),
and heat conduction terms are
qx = τp[
K
4
∂
∂x
(
1
λr
) +
5
4
∂
∂x
(
1
λt
)],
qy = τp[
K
4
∂
∂y
(
1
λr
) +
5
4
∂
∂y
(
1
λt
)],
qz = τp[
K
4
∂
∂z
(
1
λr
) +
5
4
∂
∂z
(
1
λt
)].
The following terms are related to governing equation of rotational energy ρEr as,
τrt =
3ρK
4(K + 3)
1
Zr
(
1
λt
− 1
λr
),
qrx = τp
K
4
∂
∂x
1
λr
,
qry = τp
K
4
∂
∂y
1
λr
,
qrz = τp
K
4
∂
∂z
1
λr
.
The source term in Eq.(10) is given by,
S = (0, 0, 0, 0, 0,
(ρEr)
eq − ρEr
Zrτ
).
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Instead of the bulk viscosity term in the standard NS equations, a relaxation term between
translational and rotational energy is obtained in the above equations to model the non-
equilibrium process. The bulk viscosity term in NS equations,
2
3
K
K + 3
τp(Ux + Vy +Wz),
is replaced by the temperature relaxation term in the above Eq.(10),
− ρK
2(K + 3)
1
Zr
(
1
λt
− 1
λr
) =
ρR
Zr
K
K + 3
(Tr − Tt).
In the limiting case of small departures from equilibrium, the rotational energy equation
becomes
(ρEr)t + (ρErU)x + (ρErV )y + (ρErW )z =
ρR
Zrτ
3
K + 3
(Tt − Tr),
and with the Euler approximation for the right hand side of the above equation, we have
Tt − Tr = −2
3
ZrτT (Ux + Vy +Wz).
Based on above equation, the normal bulk viscosity term can be exactly recovered, given by
2
3
K
K + 3
τp(Ux + Vy +Wz) =
ρR
Zr
K
K + 3
(Tr − Tt).
With the above macroscopic modeling equations for a multi-temperature system, the
non-equilibrium flow in the near continuum regime is modeled beyond the NS assumption.
The bulk viscosity is replaced by a relaxation term between translational and rotational
energy, which seems more physically meaningful than the bulk viscosity assumption12,13, for
the flows inside the shock layer or the hypersonic flow near isothermal boundary. However,
we are supposed to keep in mind that the extended kinetic equation Eq.(4) will be directly
used in the numerical scheme in the following part, instead of solving the nonlinear system
Eq.(10).
11
III. HIGH-ORDER FINITE VOLUME NON-EQUILIBRIUM
GAS-KINETIC SCHEME
The extended model proposed in the previous section is solved based on the conservative
finite volume method GKS19. The numerical fluxes at cell interfaces are evaluated based
on the general time-dependent gas distribution solution. In this paper, a high-order non-
equilibrium finite volume GKS will be constructed, where the additional source term is dealt
with fourth-order Simpson interpolation rule.
A. Three-dimensional finite volume scheme
Taking moments of Eq.(4) and integrating over the control volume Vijk = xi×yj×zk with
xi = [xi− ∆x2 , xi + ∆x2 ], yj = [yj − ∆y2 , yj + ∆y2 ], zk = [zk− ∆z2 , zk + ∆z2 ], the three-dimensional
non-equilibrium finite volume scheme can be written as
dWijk
dt
= L(Wijk) =
1
|Vijk| [
∫
yj×zk
(Fi−1/2,j,k − Fi+1/2,j,k)dydz
+
∫
xi×zk
(Gi,j−1/2,k −Gi,j+1/2,k)dxdz +
∫
xi×yj
(Hi,j,k−1/2 −Gi,j,k+1/2)dxdy]
+ Sijk,
(11)
where Wijk is the cell averaged flow variables of mass, momentum, total energy, and rota-
tional energy, and Sijk is cell averaged source term for the rotational energy. All of them are
averaged over control volume Vijk and the volume of the numerical cell is |Vijk| = ∆x∆y∆z.
Here, numerical fluxes in x− direction is presented as an example
∫
yj×zk
Fi+1/2,j,kdydz = Fxi+1/2,j,k,t∆y∆z. (12)
Based on the fifth-order weighted essentially non-oscillatory scheme (WENO-JS)22 for the
spatial reconstruction on the primitive flow variables, the reconstructed pointwise values and
the spatial derivatives in normal and tangential direction can be obtained. In the smooth
flow computation, the linear form of WENO-JS is adopted to reduce the dissipation. The
numerical fluxes Fxi+1/2,j,k,t can be provided by the flow solvers, which can be evaluated by
taking moments of the gas distribution function as
12
Fxi+1/2,j,k,t =
∫
ψαuf(xi+1/2,j,k, t,u, ξ)dΞ, α = 1, 2, 3, 4, 5, 6, (13)
where f(xi+1/2,j,k, t,u, ξ) is based on the integral solution of BGK equation Eq.(4) at the
cell interface
f(xi+1/2,j,k, t,u, ξr) =
1
τ
∫ t
0
f eq(x′, t′,u, ξr)e−(t−t
′)/τdt′ + e−t/τf0(−ut, ξr), (14)
where xi+1/2,j,k = 0 is the location of the cell interface, u = (u, v, w) is the particle velocity,
xi+1/2,j,k = x
′ + u(t − t′) is the trajectory of particles. f0 is the initial gas distribution,
and f eq is the corresponding intermediate equilibrium state as Eq.(5). f eq and f0 can be
constructed as
f eq = f eq0 (1 + ax+ by + cz + At),
and
f0 =
f
eq
l [1 + (alx+ bly + clz)− τ(alu+ blv + clw + Al)], x ≤ 0,
f eqr [1 + (arx+ bry + crz)− τ(aru+ brv + crw + Ar)], x > 0,
where f eql and f
eq
r are the initial gas distribution functions on both sides of a cell interface.f
eq
0
is the initial equilibrium state located at cell interface, which can be determined through
the compatibility condition
∫
ψαf
eq
0 dΞ =
∫
u>0
ψαf
eq
l dΞ +
∫
u<0
ψαf
eq
r dΞ, α = 1, 2, 3, 4, 5, 6.
For a second-order flux, the time-dependent gas distribution function at the cell interfaces
is evaluated as
f(xi+1/2,j,k, t,u, ξr) = (1− e−t/τ )f eq0 + ((t+ τ)e−tτ − τ)(au+ bv + cw)f eq0
+ (t− τ + τe−tτ )Af eq0
+ e−t/τf eql [1− (τ + t)(alu+ blv + clw)− τAl](1−H(u))
+ e−t/τf eqr [1− (τ + t)(aru+ brv + crw)− τAr]H(u),
(15)
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where the coefficients in Eq.(15) can be determined by the spatial derivatives of macroscopic
flow variables and the compatibility condition. For three-dimensional diatomic gas, the
expansion of spatial variation ∂f eq/∂x is given by,
∂f eq
∂x
=
1
ρ
(a1 + a2u+ a3v + a4w + a5(u
2 + v2 + w2) + a6ξ
2
r )f
eq =
1
ρ
af eq, (16)
where all the coefficients in Eq.(16) can be explicitly determined by the relation with the
microscopic and macroscopic variables at the cell interface, i.e., W =
∫
ψαf
eqdudvdwdξr
and ∂W/∂x = (1/ρ)
∫
ψαaf
eqdudvdwdξr, where W = (ρ, ρU, ρV, ρW, ρE, ρEr) are the flow
variables. The components of coefficients a in Eq.(16) can be expressed as
a6 = 2
λ2r
K
(2
∂(ρEr)
∂x
− 1
2
K
λr
∂ρ
∂x
),
a5 =
2λ2t
3
(B − 2UA1 − 2V A2 − 2WA3),
a4 = 2λtA3 − 2Wa5,
a3 = 2λtA2 − 2V a5,
a2 = 2λtA1 − 2Ua5,
a1 =
∂ρ
∂x
− a2U − a3V − a4W − a5(U2 + V 2 +W 2 + 3
λt
)− a6 K
2λr
,
with the defined variables
B = 2
∂(ρE − ρEr)
∂x
− (U2 + V 2 +W 2 + 3
λt
)
∂ρ
∂x
,
A1 =
∂(ρU)
∂x
− U ∂ρ
∂x
,
A2 =
∂(ρV )
∂y
− V ∂ρ
∂x
,
A3 =
∂(ρW )
∂z
−W ∂ρ
∂x
.
In a similar way, the temporal variation of ∂f eq/∂t can be expanded and the correspond-
ing coefficients can be obtained from the compatibility condition for the Chapman-Enskog
14
expansion
∫
ψα(
∂f eq
∂t
+ u
∂f eq
∂x
+ v
∂f eq
∂y
+ w
∂f eq
∂z
)dΞ = 0,
where the above six equations uniquely determine six unknowns in A, i.e., A = A1 +A2u+
A3v + A4w + A5(u
2 + v2 + w2) + A6ξ
2
r .
Here, the second-order accuracy in time can be achieved by one step integration, with
the second-order gas-kinetic flux solver Eq.(15). Based on a higher-order expansion of the
equilibrium state around a cell interface, the one-stage high-order GKS has been developed
successfully23. However, the one-stage gas-kinetic solver become very complicated, especially
for three-dimensional multidimensional computations. In order to reduce the complexity of
high-order scheme, the technique of a two-stage fourth-order method will be used here for
the development of high-order scheme for non-equilibrium flow.
B. Two-stage high-order temporal discretization
In recent study, a two-stage fourth-order time-accurate discretization was developed for
Lax-Wendroff flow solvers, particularly applied for hyperbolic equations with the generalized
Riemann problem (GRP) solver14 and the GKS15. Such method provides a reliable frame-
work to develop a high-order three-dimensional non-equilibrium GKS with a second-order
flux function Eq.(15) only, where the source terms will be treated by high-order interpola-
tion. Key point for this two-stage high-order method is to use the time derivative of a flux
function. In order to obtain the time derivative of flux function at tn and t∗ = tn + ∆t/2,
the flux function should be approximated as a linear function of time within a time interval.
According to the numerical fluxes at cell interface Eq.(13), the following notation is
introduced
Fi+1/2,j,k(W n, δ) =
∫ tn+δ
tn
Fi+1/2,j,k(W
n, t)dt =
∫ tn+δ
tn
Fxi+1/2,j,k,tdt. (17)
In the time interval [tn, tn + ∆t/2], the flux is expanded as the following linear form
Fi+1/2,j,k(W
n, t) = Fni+1/2,j,k + ∂tF
n
i+1/2,j,k(t− tn). (18)
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Based on Eq.(17) and linear expansion of flux as Eq.(18), the coefficients Fi+1/2,j,k(W
n, tn)
and ∂tFi+1/2,j,k(W
n, tn) can be determined as,
Fi+1/2,j,k(W
n, tn)∆t+
1
2
∂tFi+1/2,j,k(W
n, tn)∆t
2 = Fi+1/2,j,k(W n,∆t),
1
2
Fi+1/2,j,k(W
n, tn)∆t+
1
8
∂tFi+1/2,j,k(W
n, tn)∆t
2 = Fi+1/2,j,k(W n,∆t/2).
By solving the linear system, we have
Fi+1/2,j,k(W
n, tn) = (4Fi+1/2,j,k(W n,∆t/2)− Fi+1/2,j,k(W n,∆t))/∆t,
∂tFi+1/2,j,k(W
n, tn) = 4(Fi+1/2,j,k(W n,∆t)− Fi+1/2,j,k(W n,∆t/2))/∆t2,
(19)
and Fi+1/2,j,k(W
∗, t∗),∂tFi+1/2,j,k(W ∗, t∗) for the intermediate state t∗ can be constructed
similarly.
With these notations, the three-dimensional high-order non-equilibrium algorithm for
multi-temperature flow is given by
(i) With the initial reconstruction, update W ∗ at t∗ = tn + ∆t/2 by
W ∗ijk = W
n
ijk −
1
∆x
[Fi+1/2,j,k(W n,∆t/2)− Fi−1/2,j,k(W n,∆t/2)]
− 1
∆y
[Gi,j+1/2,k(W n,∆t/2)−Gi,j−1/2,k(W n,∆t/2)]
− 1
∆z
[Hi,j,k+1/2(W n,∆t/2)−Hi,j,k−1/2(W n,∆t/2)]
+ S∗ijk
∆t
2
,
(20)
and compute the fluxes and their derivatives by Eq.(19) for future use,
Fi+1/2,j,k(W
n, tn), Gi,j+1/2,k(W
n, tn), Hi,j,k+1/2(W
n, tn),
∂tFi+1/2,j,k(W
n, tn), ∂tGi,j+1/2,k(W
n, tn), ∂tHi,j,k+1/2(W
n, tn).
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(ii) Reconstruct intermediate value W ∗ijk and compute
∂tFi+1/2,j,k(W
∗, t∗), ∂tGi,j+1/2,k(W ∗, t∗), ∂tHi,j,k+1/2(W ∗, t∗),
where the derivatives are determined by Eq.(19) in the time interval [t∗, t∗ + ∆t].
(iii) Update W n+1ijk by
W n+1ijk =W
n
ijk −
∆t
∆x
[F ni+1/2,j,k −F ni−1/2,j,k]
− ∆t
∆y
[G ni,j+1/2,k − G ni,j−1/2,k]−
∆t
∆z
[H ni,j,k+1/2 −H ni,j,k−1/2]
+ Sn+1ijk ∆t,
(21)
where F ni+1/2,j,k, G
n
i,j+1/2,k and H
n
i,j,k+1/2 are the numerical fluxes and expressed as
F ni+1/2,j,k = Fi+1/2,j,k(W
n, tn) +
∆t
6
[∂tFi+1/2,j,k(W
n, tn) + 2∂tFi+1/2,j,k(W
∗, t∗)],
G ni,j+1/2,k = Gi,j+1/2,k(W
n, tn) +
∆t
6
[∂tGi,j+1/2,k(W
n, tn) + 2∂tGi,j+1/2,k(W
∗, t∗)],
H ni,j,k+1/2 = Hi,j,k+1/2(W
n, tn) +
∆t
6
[∂tHi,j,k+1/2(W
n, tn) + 2∂tHi,j,k+1/2(W
∗, t∗)],
where S∗ijk and S
n+1
ijk are source terms, which will be solved through a high-order semi-implicit
way.
C. Fourth-order Simpson interpolation for source term
Let sijk denotes the source component for rotational energy ρEr, while other components
in source term Sijk are zero. Here, ρEr can be updated using an semi-implicit scheme based
on fourth-order Simpson interpolation rule.
(i) Update (ρEr)
∗ at t∗ = tn + ∆t/2 by
(ρEr)
∗
ijk = (ρEr)
n
ijk + (RHS)
∗
ijk +
∆t∗
2
(snijk + s
n+1
ijk ),
snijk =
(ρEeqr )
n
ijk − (ρEr)nijk
(Zrτ)nijk
,
s∗ijk =
(ρEeqr )
∗
ijk − (ρEr)∗ijk
(Zrτ)∗ijk
,
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thus
(ρEr)
∗
ijk =
2(Zrτ)
∗
ijk
2(Zrτ)∗ijk + ∆t∗
[(ρEr)
n
ijk + (RHS)
∗
ijk +
∆t∗
2
(snijk +
(ρEeqr )
∗
ijk
(Zrτ)∗ijk
)], (22)
where ∆t∗ = ∆t/2 and (RHS)∗ijk represents the component for rotational energy on the
right hand side of Eq.(20) without source term. (ρEr)
∗ can be updated based on Eq.(22),
as the right hand side terms are known after updating the flow variables through fluxes at
t∗.
(ii) Update (ρEr)
n+1 at tn+1 by
(ρEr)
n+1
ijk = (ρEr)
n
ijk + (RHS)
n+1
ijk +
∆t
6
(snijk + 4s
∗
ijk + s
n+1
ijk ),
sn+1ijk =
(ρEeqr )
n+1
ijk − (ρEr)n+1ijk
(Zrτ)
n+1
ijk
,
thus
(ρEr)
n+1
ijk =
6(Zrτ)
n+1
ijk
6(Zrτ)
n+1
ijk + ∆t
[(ρEr)
n
ijk + (RHS)
n+1
ijk +
∆t
6
(snijk + 4s
∗
ijk +
(ρEeqr )
n+1
ijk
(Zrτ)
n+1
ijk
)], (23)
where (RHS)n+1ijk represents the component for rotational energy on the right hand side of
Eq.(21) without source term. The right hand side terms are in Eq.(23) are known after
updating the flow variables through fluxes at tn+1, so (ρEr)
n+1 can be updated based on the
fourth-order Simpson interpolation rule.
IV. NUMERICAL EXAMPLES
In this section, numerical tests from smooth flow to hypersonic ones will be presented to
validate our numerical scheme. The collision time τ takes
τ =
µ
p
+ C
|pL − pR|
|pL + pR|∆t,
where µ is the viscous coefficient obtained from Sutherland’s Law, and C is set to 1.5 in the
computation. pL and pR denotes the pressure on the left and right hand sides at the cell
interface, which will reduce to τ = µ/p in the smooth flow region. ∆t is the time step which
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is determined according to the CFL number, which takes 0.3 in these computations.
A. Decaying homogeneous isotropic turbulence
Decaying homogeneous isotropic turbulence (DHIT) provides a benchmark for testing
the dissipative behavior of numerical scheme. In current study, the reference experiment is
conducted by Comte-Bellot et al.24, with Taylor Reynolds number Reλ = 71.6 and turbulent
Mach number Mat = 0.2. Here, computation domain is (2pi)
3 box with 1283 uniform grids.
Vremann-type large dddy simulation (LES) model25 is implemented with periodic boundary
condition in 6 faces.
The turbulent fluctuating velocity as u
′
, the Taylor microscale λ, the Taylor Reynolds
number Reλ and the turbulent Mach number Mat are defined as
u
′
=< (u21 + u
2
2 + u
2
3)/3 >
1/2,
λ2 =
u
′2
< (∂u1/∂x1)2 >
,
Reλ =
u
′
λ
ν
,
Mat =
< u21 + u
2
2 + u
2
3 >
1/2
c
,
where < · · · > represents the space average in computation domain. c represents the local
sound speed, and ν represents the kinematic viscosity coefficient as µ/ρ. The initial velocity
fields is computed from experiments energy spectral, with constant pressure, density and
temperature. For multi-temperature simulation, collision number Zr = 5 is used. The
rotational temperature is initiated with the same value as translational temperature. The
following quantities of turbulence have been computed in our simulations
E(κ) =
1
2
∫ κmax
κmin
Φii(κ)δ(|κ| − κ)dκ,
Mloc =
(u21 + u
2
2 + u
2
3)
1/2
c
,
∆T =
Trn −Rot
T0
,
where velocity spectral Φii is the Fourier transform of two-point correlation, with wave
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FIG. 1. Comparison of TKE spectral on high order equilibrium GKS, high order GKS and second
order GKS with collision number Zr = 5 at dimensionless time t
∗ = 0.87. The experimental data
is from24.
number κmin = 0 and κmax = 64. T0 is the initial temperature, while Trn and Rot represent
the translational temperature and rotational temperature, respectively.
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FIG. 2. PDF of the local Mach number Mloc (left) and contour of ∆T (right ) on the z = 0.5 plane
at dimensionless time t∗ = 0.87 .
Figure 1 shows the turbulence kinetic energy (TKE) spectral at dimensionless time
t∗ = 0.87, based on high order equilibrium GKS, high order GKS and second order GKS.
Without special statement, high order GKS denotes current high order non-equilibrium
multi-temperature GKS. In high wavenumber region, TKE spectral from high order GKS is
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closer to the experiment result, which outweighs results from second order GKS. High order
accuracy is achieved in high order GKS, which has advantage of simulating non-equilibrium
multi-temperature flow when smooth equilibrium region appears. Besides, tiny difference
resulting from the different bulk viscosity term between high order equilibrium GKS and
high order GKS is observed in this TKE spectral. This different behavior is also verified
by the PDF of the local Mach number Mloc and the contours of ∆T as the Figure 2, as the
maximum difference between translational temperature and rotational temperature on the
z = 0.5 plane at dimensionless time t∗ = 0.87 is no more than 1.2%.
B. Low-density nozzle flow
Low-thrust rocket engine has been used for the control of altitude and trajectory of
satellites and spacecrafts. For this type of rocket engine, the fluid experiences continuum,
transition flow regime, which provides a necessary test for the validity of current high order
GKS method for near continuum flow regime.
Low density nozzle flow has been measured using the electron beam fluorescence technique
by Rothe26, and DSMC simulations have been performed by Chung et al.27. The flow
condition for the test case is stagnation temperature T0 = 300K, stagnation pressure P0 =
474Pa, wall temperature Tw = 300K. This is an axis-symmetric flow problem, only one
quarter part of this nozzle has been computed with 340×60×60 grid points used inside the
nozzle. Empirical first-order slip boundary condition28 is used in current high order GKS
method for isothermal boundary condition.
Figure 3 shows the Mach contour and non-dimensional density contour inside this nozzle,
where high ratio of density from inlet to outlet are observed. The experimental data of den-
sity and rotational temperature along the nozzle centerline are shown in Figure 4. Current
high order GKS method is validated in near continuum flow regime, as computation results
provides a close match with the experimental measurement.
C. Rarefied hypersonic flow over a flat plate
Physical phenomena occurring around spacecraft in a hypersonic rarefied gas flow are
studied in order to understand these phenomena and to design a real size vehicle. Following
21
FIG. 3. Mach contour (left) and non-dimensional density contour (right) in the nozzle flow com-
putations.
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FIG. 4. Density and rotational temperature distributions along the central line of the nozzle, where
Rt is the throat radius. The measured rotational temperature is from experiment
26.
the experiment conducted by Tsuboi et al29, simulation on the hypersonic rarefied gas flow
over a flat plate is implemented. The case is the run 34, with the nozzle exit Mach number
Ma = 4.89, stagnation temperature T0 = 670K, stagnation pressure P0 = 983Pa, nozzle
exit temperature Te = 116K, and flat plate surface temperature Tw = 290K with first-
order slip boundary condition used. The geometry is shown in Fig 5, where 400× 200 and
300× 100 grid points above and below the flat plate are used. In this case, the shock wave
and boundary layer interaction near a sharp leading edge caused non-equilibrium between
translational and rotational temperatures in the rarefied gas regime.
The temperature distributions in the vertical direction above the flat plate at the locations
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FIG. 5. Translational (left) and rotational (right) temperature contours in the hypersonic flow over
a flat plate.
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FIG. 6. Rotational temperature distributions in the vertical direction at x = 5mm (left) and
x = 20mm (right). The measure rotational temperature29, current high order GKS solutions,
UGKS solution10, and DSMC solution29 are presented.
of x = 5mm and x = 20mm from the leading edge are shown in Figure 6. As a comparison,
the UGKS results10 and DSMC results29 are also included. As shown in Figure 6, current
high order GKS result is comparable with DSMC result, while current high order GKS is
more efficient than DSMC. While, UGKS results have a perfect match with the experiment
measurement than current high order GKS method and DSMC solution, which shows its
great advantage of multi-scale properties for the whole flow regime simulation. Here coarse
grids in physical space is used in UGKS scheme, with 59 × 39 grid points above the plate
and 44× 25 below the plate. However, velocity space is discretized with 80× 60 grid points
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in UGKS scheme, so current high order GKS method is still competitive in near continuum
flow regime considering its higher efficiency than UGKS.
D. Type IV shock-shock interaction
Shock-shock interaction is the key issue in hypersonic flow. The presence of intense shock
waves interaction strongly affects vehicle aerodynamic performance and leads to substantial
localized aerodynamic heating. Shock-shock interaction was classified by Edney30 into six
patterns, depending on the impinging position and angle. In this paper, the type IV inter-
action is studied, which is the most severe case to form the hot spot on the surface of the
cylinder due to the supersonic jet hitting on the wall. The flow patterns of the formation of
a supersonic impinging jet, a series of shock waves, expansion waves, and shear layers in a
local area of interaction, form a pretty challenging case for such a high-order GKS scheme.
FIG. 7. Configuration for ONERA experiment31 (left) and Schlieren images by density gradient
magnitude (right) from current high order GKS for type IV shock-shock interaction.
An experimental test has been conducted by Office national d’tudes et de recherches
arospatiales (ONERA)31 to investigate shock-shock interactions, which provides free-stream
air flow properties of M∞ = 10, T∞ = 52.5K, Tw = 300K, and Re∞/m = 1.66 × 105. The
leading edge of the shock generator is positioned at a distancel L = 102mm upstream of the
cylinder and 53mm below the axis of the cylinder, and the cylinder diameter is 16mm. Our
simulation is based on 250×440 grid points around the cylinder. Configuration for ONERA
shock-shock interaction experiment and the Schlieren images by density gradient magnitude
from current computational result are shown in Fig 7. A steady state solution is obtained
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from the high order GKS scheme after a long time iteration with the iterative steps on the
order of 105 and the flow structure keeps the same form.
FIG. 8. Tranlational temperature contour (left) and rotational temperature contour (right) for
type IV shock-shock interaction.
X
Y
-0.015 -0.01 -0.005
-0.006
-0.004
-0.002
0
0.002
slip lines
jet bow shock
impinging shock
supersonic jet
bow shock
Enlarged local Mach contour
X
Y
-0.015 -0.01 -0.005
-0.006
-0.004
-0.002
0
0.002
Enlarged local pressure contour
FIG. 9. Local Mach contour (left) and pressure (right) contour in the supersonic jet region.
The translational temperature contour and rotational temperature contour around the
cylinder are shown in Fig 8. These contours confirm the existence of multiple temperature for
this hypersonic flow. More specifically, the Mach number and pressure in the supersonic jet
region are shown in Fig 9, which clearly shows the strong jet and hot spot around the cylinder
surface. Figure 10 presents two horizontal profiles of measured rotational temperature in
experiment. One is located above the upper shock triple point at y = −2mm, and the
other is the line at y = −4mm, which passes the transmitted shock and intersects with the
surface one degree below the location of jet impingement. The high-order GKS results are
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close to DSMC solution32 at y = −2mm, while oscillation appears in DSMC simulation. At
y = −4mm, our computational results have a closer match with the experiment than DSMC
solution, especially near x = 0mm region.
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FIG. 10. Rotational temperature profile at y = −2mm (left) and profile at y = −4mm (right).
The measured rotational temperature31, current high order GKS solutions, and DSMC solution32
are presented.
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FIG. 11. Non-dimensional heating-rate distribution (left) and non-dimensional pressure distribu-
tion (right) along the cylindrical surface. The measured rotational temperature31, current high
order GKS solutions, and DSMC solution32 are presented.
The non-dimensional pressure and heat flux along the cylindrical surface from experi-
mental measurements31, the high order GKS and DSMC computational results32 are shown
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in Fig 11, where pc,s = 760Pa and qc,s = 5.7W/cm
2 are the reference value for undisturbed
flow about cylinder. The experimental heating data set are inadequate to define the peak
value because of the limited spatial resolution, while the high order GKS and DSMC present
the close peak position with different peak values. In terms of pressure distribution, the high
order GKS outweighs DSMC results near 0◦. Near 0◦ region, a slightly low pressure region is
found in Figure 9, which provides confidence on the high accuracy achieved by the high-order
GKS scheme.
V. CONCLUSION
In this paper, a high-order three-dimensional multi-temperature GKS method is imple-
mented under the two-stage fourth-order framework. Based on the extended BGK model,
the three-dimensional macroscopic governing equations for diatomic gas are derived, which
provide better insight into the behavior of the multi-temperature flow. Based on the devel-
oped multiple temperature kinetic model, a corresponding high-order GKS is constructed
under the two-stage fourth-order framework and the source term discretization with fourth-
order Simpson interpolation rule. For non-equilibrium multi-temperature flow computation,
decaying homogeneous isotropic turbulence, nozzle flows, hypersonic rarefied flow over a
plate, and type IV shock-shock interaction cases are tested. Comparisons among the nu-
merical solutions from current high order GKS scheme, UGKS results, DSMC solutions, and
experimental measurements show the high accuracy and quite robustness of current numer-
ical method. Most importantly, the current finite volume gas-kinetic scheme updating the
macroscopic flow variables explicitly, high efficiency is achieved in comparison with UGKS
and DSMC methods, especially near the continuum flow region.
APPENDIX: CONNECTION BETWEEN BGK AND MACROSCOPIC
NON-EQUILIBRIUM MULTI-TEMPERATURE EQUATIONS IN
THREE-DIMENSIONS
Derivation of the Navier-Stokes and Euler equations from the BGK model can be found in
the Appendix B in11. For macroscopic non-equilibrium multi-temperature equations in two-
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dimensions, it has been derived in13. This appendix provides the details for the derivation
to macroscopic non-equilibrium multi-temperature equations in three-dimensions. In this
appendix, ”Eq.(B.x)” represents the preliminary equation in Appendix B11, which will not
be rewritten in current appendix.
Continuity equation is given by
ρ,t + (ρUk),k = 0, (A.1)
which can be used to simplify the momentum equations, the total energy equations, and the
rotational energy energy equations.
For momentum equations, the left side L5 in Eq.(B.2) can be grouped as
L5 = 1
2
U2n[ρ,t + (ρUk),k] + ρUnUn,t + ρUkUnUn,k + Ukp,k
+
K + 3
2
[p,t + Ukp,k] +
K + 5
2
pUk,k +
K
2
(pr − p)t + K
2
[(pr − p)Uk],k.
The first term is 1
2
U2nL1 which is O(2), and next three are UnLn, and are therefore O().
Then L5 can be rewritten as
L5 = K + 3
2
[p,t + Ukp,k] +
K + 5
2
pUk,k + UnLn
+
K
2
{[(pr)t + (prUk),k]− [p,t + (pUk),k]}. (A.2)
Based on the Chapman-Enskog expansion up to zero order, rotational energy equation is
obtained as
(ρEr)t + (ρErUk),k =
3ρ
2(K + 3)Zrτ
(
1
λt
− 1
λr
), (A.3)
which can be used to eliminate (pr)t+(prUk),k. Based on pr = ρEr, Eq.(A.2) can be rewritten
as,
−K + 3
2
[p,t + Ukp,k] =
K + 5
2
pUk,k − K
2
pUk,k
+
K
2
{[ 3
2(K + 3)Zrτ
(
1
λt
− 1
λr
)]− [p,t + Ukp,k]}+ UnLn +O().
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Finally, we get
p,t + Ukp,k = −5
3
pUk,k − Kρ
2(K + 3)Zrτ
(
1
λt
− 1
λr
) +O(), (A.4)
which can be used to eliminate p,t + Ukp,k.
For the right sides of the momentum equations, we consider
Rj = (τˆFjk),k.
Using the fact that all odd moments in wk vanish, we get
Fjk ≡< ujuk >,t + < ujukul >,l
= Uj[(ρUk),t + [(ρUkUl) + pδkl],l] + ρUkUj,t + (pδjk),t
+ (ρUkUl + pδkl)Uj,l + (Ulpδjk + Ukpδjl),l.
The term in square brackets multiplying Uj is Lk, i.e. it is O(), and can therefore be
ignored. Then, after gathering terms with coefficients Uk and p, we have
Fjk = Uk[ρUj,t + ρUlUj,l + p,j] + p[Uk,j + Uj,k + Ul,lδjk] + δjk[p,t + Ulp,l].
The coefficient of Uk is Lj, according to Eq.(B.7), and can therefore be neglected. To
eliminate p,t from the last term we use the Eq.(A.4) for L5. Finally, decompose the tensor
Uk,j into its dilation and shear parts in the usual way, which gives
Fjk = [Uk,j + Uj,k − 2
3
Ul,lδjk]− Kρ
2(K + 3)Zr
(
1
λt
− 1
λr
)δjk. (A.5)
Analogy to derive the Navier-Stokes total energy equation, we write
Nk ≡< uku
3
n + ξ
2
r
2
>,t + < ukul
u3n + ξ
2
r
2
>,l .
which can be written as
Nk = N
(1)
k +N
(2)
k .
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where
N
(1)
k = [Uk
u3n + ξ
2
r
2
],t + [Uk < ul
u3n + ξ
2
r
2
>],l.
and
N
(2)
k ≡< wk
u3n + ξ
2
r
2
>,t + < wkul
u3n + ξ
2
r
2
>,l .
For N
(1)
k , we have
N
(1)
k = Uk[
1
2
< u2n + ξ
2
r >,t +
1
2
< ul(u
2
n + ξ
2
r ) >,l]
+ [
1
2
ρU2n +
K + 3
2
p]Uk,t + [Ul(
1
2
ρU2n +
K + 5
2
p)]Uk,l
+
K
2
(pr − p)Uk,t + K
2
Ul(pr − p)Uk,l.
The coefficient of Uk in the equation above is L5, and therefore can be dropped, and the
remaining terms can be rewritten as
N
(1)
k = [
1
2
ρU2n +
K + 3
2
p][Uk,t + UlUk,l] + pUlUk,l.
According to equation Eq.(B.7) to eliminate Uk,t, we get
N
(1)
k = −[
1
2
U2n +
K + 3
2
p
ρ
]p,k + pUlUk,l
+
K
2
(pr − p)Uk,t + K
2
Ul(pr − p)Uk,l. (A.6)
For N
(2)
k , remembering that moments odd in wk vanish, we have
N
(2)
k =< Unwnwk >,t + < UlUnwnwk >,l +
1
2
< U2nwkwl >,l +
1
2
< wkwl(w
2
n + ξ
2
r ) >,l
= (pUk),t + (pUkUl),l +
1
2
(U2np),k +
K + 5
2
(
p2
ρ
),k +
K
2
(
p(pr − p)
ρ
),k.
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This result can be written as
N
(2)
k = p[Uk,t + UlUk,l + UkUl,l + UlUl,k]
+ Uk(p,t + Ulp,l) +
1
2
U2np,k +
K + 5
2
(
p2
ρ
),k
+
K
2
(
p(pr − p)
ρ
),k.
We want to eliminate the first order time derivative, so we rearrange above equality as
N
(2)
k = p[Uk,t + UlUk,l + UkUl,l + UlUl,k]
+ Uk(p,t + Ulp,l) +
1
2
U2np,k +
K + 5
2
(
p2
ρ
),k
+
K
2
(
p(pr − p)
ρ
),k.
The Uk,t can be eliminated by Eq.(B.7), and p,t+Ulp,l can be eliminate by equation Eq.(A.4).
Hence
N
(2)
k = p[UkUl,l −
p,k
ρ
+ UlUl,k]
+ Uk[−5
3
pUl,l − K
(K + 3)Zrτ
(p− pr)] + 1
2
U2np,k (A.7)
+
K + 5
2
(
p2
ρ
),k +
K
2
(
p(pr − p)
ρ
),k.
For Nk, sum up N
(1)
k and N
(2)
k together, obtaining
Nk = p[Ul(Uk,l + Ul,k)− 2
3
UkUl,l]− Uk K
(K + 3)Zrτ
(p− pr)
+
K + 5
2
p(
p
ρ
),k +
K
2
(pr − p)Uk,t + K
2
Ul(pr − p)Uk,l + K
2
(
p(pr − p)
ρ
),k.
Eliminate Uk,t by Eq.(B.7) again, leading to
Nk = p[Ul(Uk,l + Ul,k)− 2
3
UkUl,l]− Uk K
(K + 3)Zrτ
(p− pr)
+
K
2
p(
pr
ρ
),k +
5
2
p(
p
ρ
),k. (A.8)
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For rotational energy equation, multiplying the continuity equation Eq.(A.1) by K
4λr
and
the subtracting the result from Eq.(A.3) gives,
L6 = ρ( K
4λr
)t + ρUk(
K
4λr
)k − 3ρK
4(K + 3)Zrτ
(
1
λt
− 1
λr
) +O(2). (A.9)
Unfolding R6, leads to
R6 = ∂
∂xk
{τˆ [< 1
2
ξ2ruk >,t + <
1
2
ξ2rukul >,l]}
= τˆ{ K
4λr
[(ρUk),t + (ρUkUl + pδk,l),l]
+ ρUk(
K
4λr
)t + (
K
4λr
),l[ρUkUl + pδkl]},k.
The term in square brackets is Lk, i.e. O(), and can be dropped. Gathering terms with
coefficients Uk and p, and eliminating ρ(
K
4λr
)t + ρUl(
K
4λr
),l by Eq.(A.9), we have
R6 = τˆ{Uk[ρ( K
4λr
)t + ρUl(
K
4λr
),l] + (
K
4λr
),lpδkl},k
= τˆ{Uk[ 3ρK
4(K + 3)Zr
(
1
λt
− 1
λr
)] + (
K
4λr
),lpδkl},k. (A.10)
Above equations can be rewritten in the form of Eq.(10). Hence, macroscopic non-
equilibrium multi-temperature equations to three-dimensions have been derived.
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