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SMOOTHING EFFECTS AND INFINITE TIME BLOWUP
FOR REACTION-DIFFUSION EQUATIONS:
AN APPROACH VIA SOBOLEV AND POINCARÉ INEQUALITIES
GABRIELE GRILLO, GIULIA MEGLIOLI, AND FABIO PUNZO
Abstract. We consider reaction-diffusion equations either posed on Riemannian manifolds or
in the Euclidean weighted setting, with power-type nonlinearity and slow diffusion of porous
medium time. We consider the particularly delicate case p < m in problem (1.1), a case largely
left open in [21] even when the initial datum is smooth and compactly supported. We prove
global existence for Lm data, and a smoothing effect for the evolution, i.e. that solutions cor-
responding to such data are bounded at all positive times with a quantitative bound on their
L∞ norm. As a consequence of this fact and of a result of [21], it follows that on Cartan-
Hadamard manifolds with curvature pinched between two strictly negative constants, solutions
corresponding to sufficiently large Lm data give rise to solutions that blow up pointwise ev-
erywhere in infinite time, a fact that has no Euclidean analogue. The methods of proof of the
smoothing effect are functional analytic in character, as they depend solely on the validity of
the Sobolev inequality and on the fact that the L2 spectrum of ∆ on M is bounded away from
zero (namely on the validity of a Poincaré inequality on M). As such, they are applicable to
different situations, among which we single out the case of (mass) weighted reaction-diffusion
equation in the Euclidean setting. In this latter setting, a modification of the methods of [37]
allows to deal also, with stronger results for large times, with the case of globally integrable
weights.
1. Introduction
Let M be a complete noncompact Riemannian manifold of infinite volume. Let us consider
the following Cauchy problem, for any T > 0{
ut = ∆u
m + up in M × (0, T )
u = u0 in M × {0}
(1.1)
where ∆ is the Laplace-Beltrami operator. We shall assume throughout this paper that 1 <
p < m and that the initial datum u0 is nonnegative. We let L
q(M) be as usual the space of
those measurable functions f such that |f |q is integrable w.r.t. the Riemannian measure µ and
make the following basic assumptions on M , which amount to assuming the validity of both the
Poincaré and the Sobolev inequalities on M :
(Poincaré inequality) ‖v‖L2(M) ≤
1
Cp
‖∇v‖L2(M) for any v ∈ C∞c (M); (1.2)
(Sobolev inequality) ‖v‖L2∗ (M) ≤
1
Cs
‖∇v‖L2(M) for any v ∈ C∞c (M), (1.3)
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where Cp and Cs are numerical constants and 2
∗ := 2NN−2 . The validity of (1.2), (1.3) puts
constraints on M , and we comment that it is e.g. well known that, on Cartan-Hadamard mani-
folds, namely complete and simply connected manifolds that have everywhere non-positive sec-
tional curvature, (1.3) always holds. Furthermore, when M is Cartan-Hadamard and, besides,
sec ≤ −c < 0 everywhere, sec indicating sectional curvature, it is known that (1.2) holds as well,
see e.g. [13, 14]. Thus, both (1.2), (1.3) hold when M is Cartan-Hadamard and sec≤ −c < 0
everywhere, a case that strongly departs from the Euclidean situation but covers a wide class
of manifolds, including e.g. the fundamental example of the hyperbolic space Hn, namely that
Cartan-Hadamard manifold whose sectional curvatures equal -1 everywhere (or the similar case
in which sec = −k everywhere, for a given k > 0).
The behaviour of solutions to (1.1) is influenced by competing phenomena. First of all there
is a diffusive pattern associated with the so-called porous medium equation, namely the equation
ut = ∆u
m in M × (0, T ) , (1.4)
where the fact that we keep on assuming m > 1 puts us in the slow diffusion case. It is known
that when M = Rn and, more generally, e.g. when M is a Cartan-Hadamard manifold, solutions
corresponding to compactly supported data have compact support for all time, in contrast with
the properties valid for solutions to the heat equation, see [41]. But it is also well-known that,
qualitatively speaking, negative curvature accelerates diffusions, a fact that is apparent first of all
from the behaviour of solutions of the classical heat equation. In fact, it can be shown that the
standard deviation of a Brownian particle on the hyperbolic space Hn behaves linearly in time,
whereas in the Euclidean situation it is proportional to
√
t. Similarly, the heat kernel decays
exponentially as t→ +∞ whereas one has a power-type decay in the Euclidean situation.
In the Riemannian setting the study of (1.4) has started recently, see e.g. [15], [16], [17], [19],
[20], [22], [33], [42], noting that in some of those papers also the case m < 1 in (1.4), usually
referred to as the fast diffusion case, is studied. Nonlinear diffusion gives rise to speedup phe-
nomena as well. In fact, considering again the particularly important example of the hyperbolic
space Hn (cf. [42], [17]), the L∞ norm of a solution to (1.4) satisfies ‖u(t)‖∞ ≍
(
log t
t
)1/(m−1)
as t → +∞, a time decay which is faster than the corresponding Euclidean bound. Besides, if
the initial datum is compactly supported, the volume V(t) of the support of the solution u(t)
satisfies V(t) ≍ t1/(m−1) as t → +∞, while in the Euclidean situation one has V(t) ≍ tβ(N,m)
with β(N,m) < 1/(m − 1).
The second driving factor influencing the behaviour of solutions to (1.1) is the reaction term
up, which has the positive sign and, thus, might drive solutions towards blow-up. This kind
of problems has been widely studied in the Euclidean case M = RN , especially in the case
m = 1 (linear diffusion). The literature for this problem is huge and there is no hope to
give a comprehensive review here, hence we just mention that blow-up occurs for all nontrivial
nonnegative data when p ≤ 1+2/N , while global existence prevails for p > 1+2/N (for specific
results see e.g. [7], [9], [10], [11], [23], [26], [35], [36], [45], [46]). On the other hand, it is known
that when M = HN and m = 1, for all p > 1 and sufficiently small nonnegative data there exists
a global in time solution, see [4], [43], [44], [34].
As concerns the slow diffusion case m > 1, in the Euclidean setting it is shown in [38] that,
when the initial datum is nonnegative, nontrivial and compactly supported, for any p > 1, all
sufficiently large data give rise to solutions blowing up in finite time. Besides, if p ∈ (1,m+ 2N ),
all such solutions blow up in finite time. Finally, if p > m+ 2N , all sufficiently small data give rise
to global solutions. For subsequent, very detailed results e.g. about the type of possible blow-up
and, in some case, on continuation after blow-up, see [12], [32], [39] and references quoted therein.
3In the Riemannian setting, existence of global solutions and blow-up in finite time for problem
(1.1) have been first studied in [47], under the assumption that the volume of geodesic balls of
radius R grows as Rα with α ≥ 2; this kind of assumption is typically associated to nonnegative
curvature, thus the opposite situation w.r.t. the one we are studying here, in which the volume
of geodesic balls grows at least exponentially as a function of the radius R. The results in the
setting studied in [47] are qualitatively similar to the Euclidean ones.
The situation on negatively curved manifolds is significantly different, and the first results in
this connection have been shown in [21], where only the case of nonnegative, compactly supported
data is considered. Among the results of that paper, we mention the case that a dichotomy
phenomenon holds when p > m, in the sense that under appropriate curvature conditions,
compatible with the assumptions made in the present paper, all sufficiently small data give
rise to solutions existing globally in time, whereas sufficiently large data give rise to solutions
blowing up in finite time. Results were only partial when p < m, since it has been shown that
when p ∈ (1, 1+m2 ] and again under suitable curvature conditions, all solutions corresponding
to compactly supported initial data exist globally in time, and blow up everywhere pointwise
in infinite time. When p ∈ (1+m2 ,m), precise information on the asymptotic behaviour is not
known, since blowup is shown to occur at worse in infinite time, but could in principle occur
before.
We extend here the results of [21] in two substantial aspects. In fact, we summarize our main
results as follows.
• The methods of [21] rely heavily on explicit barrier arguments, that by their very same
nature are applicable to compactly supported data only and, in addition, require explicit
curvature bounds in order to be applicable. We prove here global existence for Lm data
and prove smoothing effects for solutions to (1.1), where by smoothing effect we mean the
fact that Lm data give rise to global solutions u(t) such that u(t) ∈ L∞ for all t > 0, with
quantitative bounds on their L∞ norm. This will be a consequence only of the validity
of Sobolev and Poincaré inequalities (1.3), (1.2), see Theorem 2.2.
• As a consequence, combining this fact with some results proved in [21], we can prove that,
on manifolds satisfying e.g. −c1 ≤ sec ≤ −c2 with c1 ≥ c2 > 0, thus encompassing the
particularly important case of the hyperbolic space Hn (somewhat weaker lower curvature
bounds can be assumed), any solution u(t) to (1.1) corresponding to an initial datum
u0 ∈ Lm exists globally and, provided u0 is sufficiently large, it satisfies the property
lim
t→+∞
u(x, t) = +∞ ∀x ∈M,
namely complete blowup in infinite time occurs for such solutions to (1.1) in the whole
range p ∈ (1,m), see Theorem 2.3.
Our results can also be seen as an extension of some of the results proved in [37]. However, the
proof of the smoothing estimate given in [37, Theorem 1.3] is crucially based on the assumption
that the measure of the domain where the problem is posed is finite. This is not true in our
setting. So, even if we use some general idea introduced in [37], our proofs and results are in
general quite different from those in [37].
For detailed reference to smoothing effect for linear evolution equations see [8], whereas we
refer to [40] for a general treatment of smoothing effects for nonlinear diffusions, and to [5, 18, 17]
for connections with functional inequalities in the nonlinear setting.
The main result given in Theorem 2.2 depend essentially only on the validity of inequalities
(1.2) and (1.3), and as such is almost immediately generalizable to different contexts. As a
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particularly significant situation, we single out the case of Euclidean, mass-weighted reaction
diffusion equations. In fact we consider the problem{
ρ ut = ∆u
m + ρ up in RN × (0, T )
u = u0 in R
N × {0}, (1.5)
in the Euclidean setting, where ρ : RN → R is strictly positive, continuous and bounded, and
represents a mass density . The problem is naturally posed in the weighted spaces
Lqρ(R
N ) =
{
v : RN → R measurable , ‖v‖Lqρ :=
(∫
RN
vqρ(x) dx
)1/q
< +∞
}
,
This kind of models originates in a physical model provided in [24]. There are choices of ρ
ensuring that the following analogues of (1.2) and (1.3) hold:
‖v‖L2ρ(RN ) ≤
1
Cp
‖∇v‖L2(RN ) for any v ∈ C∞c (RN ) (1.6)
and
‖v‖L2∗ρ (RN ) ≤
1
Cs
‖∇v‖L2(RN ) for any v ∈ C∞c (RN ) (1.7)
for suitable positive constants. In fact, in order to make a relevant example, if ρ(x) ≍ |x|−a for
a suitable a > 0, it can be shown that (1.6) holds if a ≥ 2 (see e.g. [18] and references therein),
whereas also (1.7) is obviously true for any a > 0 because of the validity of the usual, unweighted
Sobolev inequality and of the assumptions on ρ. Of course more general cases having a similar
nature but where the analogue of (1.7) is not a priori trivial, could be considered, but we focus on
that example since it is widely studied in the literature and because of its physical significance.
In [27, 28] a large class of nonlinear reaction-diffusion equations, including in particular prob-
lem (1.5) under certain conditions on ρ, is investigated. It is proved that a global solution exists,
(see [27, Theorem 1]) provided that ρ(x) = |x|−a with a ∈ (0, 2),
p > m+
2− a
N − a,
and u0 ≥ 0 is small enough. In addition, a smoothing estimate holds. On the other hand, if
ρ(x) = |x|−a or ρ(x) = (1 + |x|)−a with a ∈ [0, 2), u0 6≡ 0 and
1 < p < m+
2− a
N − a,
then any nonnegative solution blows up in a suitable sense. Such results have also been gener-
alized to more general initial data, decaying at infinity with a certain rate (see [28]). Finally,
in [27, Theorem 2], it is shown that if p > m, ρ(x) = (1 + |x|)−a with a > 2, and u0 is small
enough, a global solution exists.
Problem (1.5) has also been studied in [30], [31], by constructing and using suitable barriers,
initial data being continuous and compactly supported. In particular, in [30] the case that
ρ(x) ≍ |x|−a for |x| → +∞ with a ∈ (0, 2) is addressed. It is proved that for any p > 1, if
u0 is large enough, then blowup occurs. On the other hand, if p > p¯, for a certain p¯ > m
depending on m, p and ρ, and u0 is small enough, then global existence of bounded solutions
prevails. Moreover, in [31] the case that a ≥ 2 is investigated. For a = 2, blowup is shown to
occur when u0 is big enough, whereas global existence holds when u0 is small enough. For a > 2
it is proved that if p > m, u0 ∈ L∞loc(RN ) and goes to 0 at infinity with a suitable rate, then there
exists a global bounded solution. Furthermore, for the same initial datum u0, if 1 < p < m, then
there exists a global solution, which could blow up as t→ +∞ .
5Our main results in this setting can be summarized as follows.
• We prove in Theorem 2.5 global existence and smoothing effects for solutions to (1.5),
assuming that the weight ρ : RN → R is strictly positive, smooth and bounded, so
that (1.7) necessarily holds, and assuming the validity of (1.6). In particular, Lm data
give rise to global solutions u(t) such that u(t) ∈L∞ for all t > 0, with quantitative
bounds on their L∞ norm. By constructing a specific, delicate example, we show in
Proposition 6.6 that the bound on the L∞ norm (which involves a quantity diverging as
t→ +∞) is qualitatively sharp, in the sense that there are examples of weights for which
our running assumption holds and for which blow-up of solutions in infinite time holds
pointwise everywhere (we refer to this property by saying that complete blowup in infinite
time occurs). We also prove, by similar methods which follow the lines of [37], different
smoothing effects which are stronger for large times, when ρ is in addition assumed to
be integrable, see Theorem 2.6.
Let us mention that the results in [31] for 1 < p < m are improved here in various directions.
In fact, now we consider a larger class of initial data u0, since we do not require that they are
locally bounded; moreover, in [31] no smoothing estimates are addressed. Furthermore, the fact
that for integrable weights ρ we have global existence of bounded solutions does not have a
counterpart in [31], nor has the blowup results in infinite time.
The paper is organized as follows. In Section 2 we collect the relevant definitions and state
our main results, both in the setting of Riemannian manifolds and in the Euclidean, weighted
case. In Section 3 we prove some crucial results for an auxiliary elliptic problem, that will then
be used in Section 4 to show bounds on the Lp norms of solutions to certain evolution problems
posed on geodesic balls. In Section 5 we conclude the proof of our main results for the case of
reaction-diffusion problems on manifolds. In Section 6 we briefly comment on the adaptation to
be done to deal with the weighted Euclidean case, and prove the additional results valid in the
case of an integrable weight. We also discuss there a delicate example showing that complete
blowup in infinite time may occur under the running assumptions.
2. Preliminaries and statement of main results
We first define the concept of solution to (1.1) that we shall use hereafter. It will be meant in
the very weak, or distributional, sense.
Definition 2.1. Let M be a complete noncompact Riemannian manifold of infinite volume. Let
1 < p < m and u0 ∈ Lm(M), u0 ≥ 0. We say that the function u is a solution to problem (1.1)
in the time interval [0, T ) if
u ∈ Lm(M × (0, T )) ,
and for any ϕ ∈ C∞c (M × [0, T ]) such that ϕ(x, T ) = 0 for any x ∈M , u satisfies the equality:
−
∫ T
0
∫
M
uϕt dµ dt =
∫ T
0
∫
M
um∆ϕdµ dt +
∫ T
0
∫
M
up ϕdµ dt
+
∫
M
u0(x)ϕ(x, 0) dµ.
Theorem 2.2. Let M be a complete, noncompact manifold of infinite volume such that the
Poincaré and Sobolev inequalities (1.2) and (1.3) hold on M . Let 1 < p < m and u0 ∈ Lm(M),
u0 ≥ 0. Then problem (1.1) admits a solution for any T > 0, in the sense of Definition 2.1.
Moreover for any T > τ > 0 one has u ∈ L∞(M × (τ, T )) and there exist numerical constants
c1, c2 > 0, independent of T , such that, for all t > 0 one has
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‖u(t)‖L∞(M) ≤ c1ec2t

‖u0‖
2m
Np+(m−p)(N+2)
Lm(M) +
‖u0‖
2m
N+(m−1)(N+2)
Lm(M)
t
2
N+(m−1)(N+2)

 . (2.1)
Besides, if q > 1 and u0 ∈ Lq(M) ∩ Lm(M), then there exists C(q) > 0 such that
‖u(t)‖Lq(M) ≤ eC(q)t‖u0‖Lq(M) for all t > 0 . (2.2)
One may wonder whether the upper bound in (2.1) is qualitatively sharp, since its r.h.s.
involves a function of time that tends to +∞ as t→ +∞. This is indeed the case, since there is
a wide class of situations covered by Theorem 2.2 in which classes of solutions do indeed satisfy
‖u(t)‖∞ → +∞ as t→ +∞ and show even the much stronger property of blowing up pointwise
everywhere in infinite time. In fact, as a direct consequence of Theorem 2.2, of known geometrical
conditions for the validity of (1.2) and (1.3), and of some results given in [21], we can prove the
following result. We stress that this property has no Euclidean analogue for the corresponding
reaction-diffusion problem.
Theorem 2.3. Let M be a Cartan-Hadamard manifold and let sec denote sectional curvature,
Rico denote the Ricci tensor in the radial direction with respect to a given pole o ∈ M . Assume
that the following curvature bounds hold everywhere on M , for suitable k1 ≥ k2 > 0:
Rico(x) ≥ −k1; sec ≤ −k2 .
Then the results of Theorem 2.2 hold. Besides, consider any nonnegative solution u to (1.1)
corresponding to an initial datum u0 ∈ Lm(M) which is sufficiently large in the sense that
u0 ≥ v0 for a suitable function v0 ∈ C0c (M), v0 > 0 in a geodesic ball BR with R > 0 sufficiently
large and, finally, m := infBR v0 is sufficiently large. Then u satisfies
lim
t→+∞
u(x, t) = +∞ ∀x ∈M.
2.1. Weighted reaction-diffusion equations in the Euclidean space. As mentioned in
the Introduction, the methods used in proving Theorem 2.2 are general enough, being based on
functional inequalities only, to be easily generalized to different contexts. We single out here the
one in which reaction-diffusion equations are considered in the Euclidean setting, but in which
diffusion takes place in a medium having a nonhomogeneous density, see e.g. [24], [27], [28], [29]
and references quoted therein.
We consider a weight ρ : RN → R such that
ρ ∈ C(RN ) ∩ L∞(RN ), ρ(x) > 0 for any x ∈ RN , (2.3)
and the associated weighted Lebesgue spaces
Lqρ(R
N ) = {v : RN → R measurable | ‖v‖Lqρ < +∞},
where ‖v‖Lqρ :=
∫
RN
ρ(x) |v(x)|q dx. Moreover, we assume that ρ is such that the weighted
Poincaré inequality (1.6) holds. By construction and by the assumptions in (2.3) it follows
that the weighted Sobolev inequality (1.7) also holds, as a consequence of the usual Sobolev
inequality in RN and of (2.3).
Moreover, we let u0 : R
N → R be such that
u0 ∈ Lmρ (RN ), u0(x) ≥ 0 for a.e. x ∈ RN
and consider, for any T > 0 and for any 1 < p < m, problem (1.5).
The definition of solution we use will be again the very weak one, adapted to the present case.
7Definition 2.4. Let 1 < p < m and u0 ∈ Lmρ (RN ), u0 ≥ 0. Let the weight ρ satisfy (2.3). We
say that the function u is a solution to problem (1.5) in the interval [0, T ) if
u ∈ Lmρ (RN × (0, T ))
and for any ϕ ∈ C∞c (RN × [0, T ]) such that ϕ(x, T ) = 0 for any x ∈ RN , u satisfies the equality:
−
∫ T
0
∫
RN
uϕt ρ(x) dx dt =
∫ T
0
∫
RN
um∆ϕdx dt +
∫ T
0
∫
RN
up ϕρ(x) dx dt
+
∫
RN
u0(x)ϕ(x, 0) ρ(x) dx.
(2.4)
Theorem 2.5. Let ρ satisfy (2.3) and assume that the weighted Poincaré inequality (1.6) holds.
Let 1 < p < m and u0 ∈ Lmρ (RN ), u0 ≥ 0. Then problem (1.5) admits a solution for any T > 0,
in the sense of Definition 2.4. Moreover for any T > τ > 0 one has u ∈ L∞(RN × (τ, T )) and
there exist numerical constants c1, c2 > 0, independent of T , such that, for all t > 0 one has
‖u(t)‖L∞(RN ) ≤ c1ec2t

‖u0‖
2m
Np+(m−p)(N+2)
Lmρ (R
N )
+
‖u0‖
2m
N+(m−1)(N+2)
Lmρ (R
N )
t
2
N+(m−1)(N+2)

 . (2.5)
Besides, if q > 1 and u0 ∈ Lqρ(RN ) ∩ Lmρ (RN ), then there exists C(q) > 0 such that
‖u(t)‖Lqρ(RN ) ≤ eC(q)t‖u0‖Lqρ(RN ) for all t > 0 .
Finally, there are examples of weights satisfying the assumptions of the present Theorem and
such that sufficiently large initial data u0 give rise to solutions u(x, t) blowing up pointwise
everywhere in infinite time, i.e. such that limt→+∞ u(x, t) = +∞ for all x ∈ RN , so that in
particular ‖u(t)‖∞ → +∞ as t→ +∞ and hence the upper bound in (2.5) is qualitatively sharp.
One can take e.g. ρ ≍ |x|−2 as |x| → +∞ for this to hold.
In the case of integrable weights one can adapt the methods of [37] to prove a stronger result.
Theorem 2.6. Let ρ satisfy (2.3) and ρ ∈ L1(RN ). Let 1 < p < m and u0 ∈ L1ρ(RN ), u0 ≥ 0.
Then problem (1.5) admits a solution for any T > 0, in the sense of Definition 2.4. Moreover
for any T > τ > 0 one has u ∈ L∞(RN × (τ, T )) and there exists C = C(m, p,N, ‖ρ‖L1(RN )) > 0,
independent of the initial datum u0, such that, for all t > 0, one has
‖u(t)‖L∞(RN ) ≤ C
{
1 +
[
1
(m− 1)t
] 1
m−1
}
. (2.6)
Remark 2.7. • The bound (2.6) cannot be replaced by a similar one in which the r.h.s. is
replaced by C(m−1)t , that would entail ‖u(t)‖∞ → 0 as t→ +∞, as customary e.g. in the
case of solutions to the Porous Medium Equation posed in bounded, Euclidean domains
(see [41]). In fact, it is possible that stationary, bounded solutions to (1.5) exist, provided
a positive bounded solution U to the equation
−∆U = ρUa (2.7)
exists, where a = p/m < 1. If this fact holds, V := U
1
m is a stationary, bounded, positive
solution to the differential equation in (1.5), whose L∞ norm is of course constant in
time. In turn, a celebrated results of [6] entails that positive, bounded solutions to (2.7)
exist if e.g. ρ ≍ |x|−2−ǫ for some ǫ > 0 as |x| → +∞ (in fact, a full characterization of
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the weights for which this holds is given in [6]), a condition which is of course compatible
with the assumptions of Theorem 2.6.
• Of course, the bound (2.5), which gives stronger information when t → 0, continues to
hold under the assumptions of Theorem 2.6.
3. Auxiliary results for elliptic problems
Let x0, x ∈ M be given. We denote by r(x) = dist (x0, x) the Riemannian distance between
x0 and x. Moreover, we let
BR(x0) := {x ∈M,dist (x0, x) < R}
be the geodesics ball with center x0 ∈ M and radius R > 0. Let x0 ∈ M any fixed reference
point. We set BR ≡ BR(x0) . As mentioned above, we denote by µ the Riemannian measure on
M .
For any given function v, we define for any k ∈ R+
Tk(v) :=


k if v ≥ k
v if |v| < k
−k if v ≤ −k
.
For every R > 0, k > 0, consider the problem

ut = ∆u
m + Tk(u
p) in BR × (0,+∞)
u = 0 in ∂BR × (0,+∞)
u = u0 in BR × {0},
(3.1)
where u0 ∈ L∞(BR), u0 ≥ 0. Solutions to problem (3.1) are meant in the weak sense as follows.
Definition 3.1. Let p < m. Let u0 ∈ L∞(BR), u0 ≥ 0. We say that a nonnegative function u is
a solution to problem (3.1) if
u ∈ L∞(BR × (0,+∞)), um ∈ L2
(
(0, T );H10 (BR)
)
for any T > 0,
and for any T > 0, ϕ ∈ C∞c (BR × [0, T ]) such that ϕ(x, T ) = 0 for every x ∈ BR, u satisfies the
equality:
−
∫ T
0
∫
BR
uϕt dµ dt =−
∫ T
0
∫
BR
〈∇um,∇ϕ〉 dµ dt +
∫ T
0
∫
BR
Tk(u
p)ϕdµ dt
+
∫
BR
u0(x)ϕ(x, 0) dµ.
We also consider elliptic problems of the type{
−∆u = f in BR
u = 0 in ∂BR ,
(3.2)
with f ∈ Lq(BR) for some q > 1.
Definition 3.2. We say that u ∈ H10 (BR), u ≥ 0 is a weak subsolution to problem (3.2) if∫
BR
〈∇u,∇ϕ〉 dµ ≤
∫
BR
fϕdµ,
for any ϕ ∈ H10 (BR), ϕ ≥ 0 .
9The following proposition contains an estimate in the spirit of the celebrated L∞ estimate of
Stampacchia (see, e.g., [25], [3] and references therein). However, the obtained bound and the
proof are different. This is due to the fact that we need an estimate independent of the measure
of BR, in order to let R → +∞ when we apply such estimate in the proof of global existence
for problem (1.1) (see Remark 3.4 below). Indeed recall that, obviously, since M has infinite
measure, µ(BR)→ +∞ as R→ +∞.
Proposition 3.3. Let f1 ∈ Lm1(BR) and f2 ∈ Lm2(BR) where m1 > N2 , m2 > N2 . Assume that
v ∈ H10 (BR), v ≥ 0 is a subsolution to problem{
−∆v = (f1 + f2) in BR
v = 0 on ∂BR
. (3.3)
in the sense of Definition 3.2. Let k¯ > 0. Then
‖v‖L∞(BR) ≤
{
C1‖f1‖Lm1 (BR) + C2‖f2‖Lm2 (BR)
} s−1
s ‖v‖
s−1
s
L1(BR)
+ k¯, (3.4)
where
s = 1 +
2
N
− 1
l
, (3.5)
N
2
< l < min{m1 ,m2}, (3.6)
C1 =
(
s
s− 1
) s
s−1 1
C2s
(
2
k¯
) 1
l
− 1
m1
, C2 =
(
s
s− 1
) s
s−1 1
C2s
(
2
k¯
) 1
l
− 1
m2
, (3.7)
and
C1 = C1 ‖v‖
1
l
− 1
m1
L1(BR)
, C2 = C2 ‖v‖
1
l
− 1
m2
L1(BR)
. (3.8)
Remark 3.4. If in Proposition 3.3 we further assume that there exists a constant k0 > 0 such
that
max(‖v‖L1(BR), ‖f1‖Lm1 (BR), ‖f2‖Lm2 (BR)) ≤ k0 for all R > 0,
then from (3.4), we infer that the bound from above on ‖v‖L∞(BR) is independent of R. This
fact will have a key role in the proof of global existence for problem (1.1).
3.1. Proof of Proposition 3.3. Let us first define
Gk(v) := v − Tk(v) , (3.9)
g(k) :=
∫
BR
|Gk(v)| dµ.
For any R > 0, for v ∈ L1(BR), we set
Ak := {x ∈ BR : |v(x)| > k}. (3.10)
We first state two technical Lemmas.
Lemma 3.5. Let v ∈ L1(BR). Then g(k) is differentiable almost everywhere in (0,+∞) and
g′(k) = −µ(Ak).
We omit the proof since it is identical to the one given in [3].
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Lemma 3.6. Let v ∈ L1(BR). Let k > 0. Suppose that there exist C > 0 and s > 1 such that
g(k) ≤ Cµ(Ak)s for any k ≥ k¯. (3.11)
Then v ∈ L∞(BR) and
‖v‖L∞(BR) ≤ C
1
s
s
s− 1‖v‖
1− 1
s
L1(BR)
+ k¯. (3.12)
Remark 3.7. Observe that if C in (3.11) does not depend on R and, for some k0 > 0,
‖v‖L1(BR) ≤ k0 for all R > 0,
then, in view of the estimate (3.12), the bound on ‖v‖L∞(BR) is independent of R.
Proof of Lemma 3.6. Thanks to Lemma 3.5 together with hypotheses (3.11) we have that
g′(k) = −µ(Ak) ≤ −
[
C−1 g(k)
] 1
s ,
hence
g(k) ≤ C [−g′(k)]s.
Integrating between k¯ and k we get∫ k
k¯
(
− 1
C
1
s
)
dτ ≥
∫ k
k¯
g′(τ) g(τ)−
1
s dg, (3.13)
that is:
−C− 1s (k − k¯) ≥ s
s− 1
[
g(k)1−
1
s − g(k¯)1− 1s
]
.
Using the definition of g, this can be rewritten as
g(k)1−
1
s ≤ g (k¯)1− 1s − s− 1
s
C−
1
s (k − k¯)
≤ ‖v‖1−
1
s
L1(BR)
− s− 1
s
C−
1
s (k − k¯) for any k > k¯.
Choose
k = k0 = C
1
s ‖v‖1−
1
s
L1(BR)
s
s− 1 + k¯,
and substitute it in the last inequality. Then g(k0) ≤ 0. Due to the definition of g this is
equivalent to ∫
BR
|Gk0(v)| dµ = 0 ⇐⇒ |Gk0(v)| = 0 ⇐⇒ |v| ≤ k0.
As a consequence we have
‖v‖L∞(BR) ≤ k0 =
s
s− 1C
1
s ‖v‖1−
1
s
L1(BR)
+ k¯.

Proof of Proposition 3.3. Take Gk(v) as in (3.9) and Ak as in (3.10). From now one we write,
with a slight abuse of notation,
‖f‖Lq(BR) = ‖f‖Lq .
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Since Gk(v) ∈ H10 (BR) and Gk(v) ≥ 0, we can take Gk(v) as test function in problem (3.3).
Then, by means of (1.3), we get∫
BR
∇u · ∇Gk(v) dµ ≥
∫
Ak
|∇v|2 dµ
≥
∫
BR
|∇Gk(v)|2 dµ
≥ C2s
(∫
BR
|Gk(v)|2∗ dµ
) 2
2∗
.
(3.14)
If we now integrate on the right hand side of (3.3), thanks to Hölder inequality, we get∫
BR
(f1 + f2)Gk(v) dµ =
∫
Ak
f1Gk(v) dµ +
∫
Ak
f2Gk(v) dµ
≤
(∫
Ak
|Gk(v)|2∗ dµ
) 1
2∗
[(∫
Ak
|f1|
2N
N+2 dµ
)N+2
2N
+
(∫
Ak
|f2|
2N
N+2 dµ
)N+2
2N
]
≤
(∫
BR
|Gk(v)|2∗ dµ
) 1
2∗
[
‖f1‖Lm1µ(Ak)
N+2
2N
(
1− 2N
m1(N+2)
)
+‖f2‖Lm2µ(Ak)
N+2
2N
(
1− 2N
m2(N+2)
)]
.
(3.15)
Combining (3.14) and (3.15) we have
C2s
(∫
BR
|Gk(v)|2∗ dµ
) 1
2∗
≤
[
‖f1‖Lm1µ(Ak)
N+2
2N
(
1− 2N
m1(N+2)
)
+‖f2‖Lm2µ(Ak)
N+2
2N
(
1− 2N
m2(N+2)
)]
.
(3.16)
Observe that ∫
BR
|Gk(v)| dµ ≤
(∫
BR
|Gk(v)|2∗ dµ
) 1
2∗
µ(Ak)
N+2
2N . (3.17)
We substitute (3.17) in (3.16) and we obtain∫
BR
|Gk(v)| dµ ≤ 1
C2s
[
‖f1‖Lm1µ(Ak)1+
2
N
−
1
m1 + ‖f2‖Lm2µ(Ak)1+
2
N
−
1
m2
]
.
Using the definition of l in (3.6), for any k ≥ k, we can write∫
BR
|Gk(v)| dµ ≤ 1
C2s
µ(Ak)
1+ 2
N
− 1
l
[
‖f1‖Lm1µ(Ak)
1
l
−
1
m1 + ‖f2‖Lm2µ(Ak)
1
l
−
1
m2
]
(3.18)
Set
C =
1
C2s
[
‖f1‖Lm1
(
2
k¯
‖v‖L1(BR)
) 1
l
−
1
m1
+ ‖f2‖Lm2
(
2
k¯
‖v‖L1(BR)
) 1
l
−
1
m2
]
.
Hence, by means of Chebychev inequality, (3.18) reads, for any k ≥ k¯,∫
BR
|Gk(v)| dµ ≤ C µ(Ak)s , (3.19)
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where s has been defined in (3.5). Now, (3.19) corresponds to the hypotheses of Lemma 3.6,
hence the thesis of such lemma follows and we have
‖v‖L∞ ≤ C1−
1
s
s
s− 1 ‖v‖
1− 1
s
L1
+ k¯ .
Then the thesis follows thanks to (3.8). 
4. Lq and smoothing estimates
Lemma 4.1. Let 1 < p < m. Let M be such that inequality (1.2) holds. Suppose that u0 ∈
L∞(BR), u0 ≥ 0. Let u be the solution of problem (3.1). Then, for any 1 < q < +∞, for some
constant C = C(q) > 0, one has
‖u(t)‖Lq(BR) ≤ eC(q)t‖u0‖Lq(BR) for all t > 0 . (4.1)
Proof. Let x ∈ R, x ≥ 0, 1 < p < m, ε > 0. Then, for any 1 < q < +∞, due to Young’s
inequality, it follows that
xp+q−1 = x(m+q−1)(
p−1
m−1
)xq(
m−p
m−1
)
≤ εx(m+q−1)( p−1m−1 )(m−1p−1 ) +
(
1
ε
p− 1
m− 1
) p−1
m−p
xq(
m−p
m−1
)(m−1
m−p
)
= εxm+q−1 +
(
1
ε
p− 1
m− 1
) p−1
m−p
xq.
(4.2)
Since u0 is bounded and Tk(u
p) is a bounded and Lipschitz function, by standard results,
there exists a unique solution of problem (3.1) in the sense of Definition 3.1; moreover, u ∈
C
(
[0, T ];Lq(BR)
)
. We now multiply both sides of the differential equation in problem (3.1)
by uq−1 and integrate by parts. This can be justified by standard tools, by an approximation
procedure. Using the fact that
Tk(u
p) ≤ up,
thanks to the Poincaré inequality, we obtain for all t > 0
1
q
d
dt
‖u(t)‖qLq(BR) ≤ −
4m(q − 1)
(m+ q − 1)2C
2
p‖u(t)‖m+q−1Lm+q−1(BR) + ‖u(t)‖
p+q−1
Lp+q−1(BR)
.
Now, using inequality (4.2), we obtain
1
q
d
dt
‖u(t)‖qLq(BR) ≤ −
4m(q − 1)
(m+ q − 1)2C
2
p‖u(t)‖m+q−1Lm+q−1(BR) + ε‖u(t)‖
m+q−1
Lm+q−1(BR)
+C(ε)‖u(t)‖qLq (BR),
where C(ε) =
(
1
ε
p−1
m−1
) p−1
m−p
. Thus, for every ε > 0 so small that
0 < ε <
4m(q − 1)
(m+ q − 1)2C
2
p ,
we have
1
q
d
dt
‖u(t)‖qLq(BR) ≤ C(ε)‖u(t)‖
q
Lq (BR)
.
Hence, we can find C = C(q) > 0 such that
d
dt
‖u(t)‖qLq(BR) ≤ C(q)‖u(t)‖
q
Lq(BR)
for all t > 0 .
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If we set y(t) := ‖u(t)‖qLq(BR), the previous inequality reads
y′(t) ≤ C(q)y(t) for all t ∈ (0, T ) .
Thus the thesis follows. 
Note that for the constant C(q) in Lemma 4.1 does not depend on R and k > 0; moreover,
we have that
C(q)→ +∞ as q → +∞ .
We shall use the following Aronson-Benilan type estimate (see [1]; see also [37, Proposition
2.3]).
Proposition 4.2. Let 1 < p < m, u0 ∈ H10 (BR) ∩ L∞(BR), u0 ≥ 0. Let u be the solution to
problem (3.1). Then, for a.e. t ∈ (0, T ),
−∆um(·, t) ≤ up(·, t) + 1
(m− 1)tu(·, t) in D
′(BR).
Proof. By arguing as in [1], [37, Proposition 2.3] we get
−∆um(·, t) ≤ Tk[up(·, t)] + 1
(m− 1)tu(·, t) ≤ u
p(·, t) + 1
(m− 1)tu(·, t) in D
′(BR),
since Tk(u
p) ≤ up . 
Proposition 4.3. Let 1 < p < m, R > 0, u0 ∈ L∞(BR), u0 ≥ 0. Let u be the solution to problem
(3.1). Let M be such that inequality (1.3) holds. Then there exists Γ = Γ(p,m,N,Cs) > 0 such
that, for all t > 0,
‖u(t)‖L∞(BR) ≤ Γ
{[
eCt‖u0‖Lm(BR)
] 2m
mN+2(m−p)
+
[
eCt‖u0‖Lm(BR)
] 2m
mN+2(m−1)
[
1
(m− 1)t
] 2
mN+2(m−1)
}
;
(4.3)
here the constant C = C(m) > 0 is the one given in Lemma 4.1 .
Remark 4.4. If in Proposition 4.3, in addition, we assume that for some k0 > 0
‖u0‖Lm(BR) ≤ k0 for every R > 0 ,
then the bound from above for ‖u(t)‖L∞(BR) in (4.3) is independent of R.
Proof of Proposition 4.3. Let us set w = u(·, t). Observe that wm ∈ H10 (BR) and w ≥ 0. Due to
Proposition 4.2 we know that
−∆(wm) ≤
[
wp +
w
(m− 1)t
]
. (4.4)
Observe that, since u0 ∈ L∞(BR) also w ∈ L∞(BR). Let q ≥ 1 and
r1 > max
{
q
p
,
N
2
}
, r2 > max
{
q,
N
2
}
.
We can apply to Proposition 3.3 with
r1 = m1, r2 = m2,
N
2
< l < min{m1 ,m2} .
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So, we have that
‖w‖mL∞(BR) ≤
{
C1(r1)‖wp‖Lr1 (BR) + γC2(r2)‖w‖Lr2 (BR)
} s−1
s ‖w‖m
s−1
s
Lm(BR)
+ k¯ , (4.5)
where s = 1 + 2N . Thanks to Hölder inequality and Young’s inequality with exponents
α1 =
sm(
p− qr1
)
(s− 1)
> 1, β1 =
sm
sm− (s− 1)
(
p− qr1
) > 1.
we obtain, for any ε1 > 0
‖wp‖Lr1 (BR) =
∥∥∥wp−q/r1+q/r1∥∥∥
Lr1(BR)
=
[∫
BR
wr1(p−q/r1)wqdµ
] 1
r1
≤
[
‖wp−q/r1‖L∞(BR)‖wq‖L1(BR)
] 1
r1
= ‖w‖p−q/r1L∞(BR)
(∫
BR
wq dµ
) 1
r1
= ‖w‖p−q/r1L∞(BR) ‖w‖
q/r1
Lq(BR)
≤ ε
α1
1
α1
‖w‖
m
p−q/r1
(p−q/r1)
s
s−1
L∞(BR)
+
α1 − 1
α1
ε
−
α1
α1−1
1 ‖w‖
β1q
r1
Lq(BR)
.
(4.6)
We set
δ1 :=
εα11
α1
, η(x) =
x− 1
x
x
x−1
.
Thus from (4.6) we obtain
‖wp‖Lr1 (BR) ≤ δ1 ‖w‖
m s
s−1
L∞(BR)
+
η(α1)
δ
1
α1−1
1
‖w‖
smq
r1
1
s(m−p+q/r1)+(p−q/r1)
Lq(BR)
(4.7)
Similarly, again thanks to Hölder inequality and Young’s inequality with exponents
α2 =
sm(
1− qr2
)
(s− 1)
> 1, β2 =
sm
sm− (s− 1)
(
1− qr2
) > 1.
we obtain, for any ε2 > 0
‖w‖Lr2(BR) ≤
∥∥∥w1−q/r2+q/r2∥∥∥
Lr2(BR)
≤ ‖w‖1−q/r2L∞(BR) ‖w‖
q/r2
Lq(BR)
≤ ε
α2
2
α2
‖w‖
m
1−q/r2
(
1− q
r2
)
s
s−1
L∞(BR)
+
α2 − 1
α2
ε
−
α2
α2−1
2 ‖w‖
β2q
r2
Lq(BR)
.
We set δ2 :=
ε
α2
2
α2
and thus we obtain
‖w‖Lr2 (BR) ≤ δ2 ‖w‖
m s
s−1
L∞(BR)
+
η(α2)
δ
1
α2−1
2
‖w‖
smq
r2
1
s(m−1+q/r2)+(1−q/r2)
Lq(BR)
(4.8)
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Plugging (4.7) and (4.8) into (4.5) we obtain
‖w‖m
s
s−1
L∞(BR)
≤ 2 1s−1
{[
C1‖wp‖Lr1 (BR) + γC2‖w‖Lr2 (BR)
] ‖w‖mLm(BR) + k¯ ss−1
}
≤ 2 1s−1

C1

δ1 ‖w‖m ss−1L∞(BR) + η(α1)
δ
1
α1−1
1
‖w‖
smq
r1
1
s(m−p+q/r1)+(p−q/r1)
Lq(BR)


+γC2

δ2 ‖w‖m ss−1L∞(BR) + η(α2)
δ
1
α2−1
2
‖w‖
smq
r2
1
s(m−1+q/r2)+(1−q/r2)
Lq(BR)



 ‖w‖mLm(BR) + 2 1s−1 k¯ ss−1 .
Without loss of generality we can assume that ‖w‖mLm(BR) 6= 0. Choosing ε1, ε2 such that
δ1 =
1
4C1‖w‖mLm(BR)
δ2 =
1
4γ C2‖w‖mLm(BR)
we thus have
1
2
‖w‖m
s
s−1
L∞(BR)
≤ 2 1s−1 η(α1)
(
4Cα11 ‖w‖mα1Lm(BR)
) 1
α1−1 ‖w‖
smq
r1
1
s(m−p+q/r1)+(p−q/r1)
Lq(BR)
+ 2
1
s−1 η(α2)
(
4γα2Cα22 ‖w‖mα2Lm(BR)
) 1
α2−1 ‖w‖
smq
r2
1
s(m−1+q/r2)+(1−q/r2)
Lq(BR)
+ 2
1
s−1 k¯
s
s−1 .
This reduces to
‖w‖L∞(BR) ≤
[
2
s
s−1 η(α1)(4C
α1
1 )
1
α1−1
] 1
m
s−1
s ‖w‖
α1
α1−1
s−1
s
Lm(BR)
‖w‖
smq
r1
1
s(m−p+q/r1)+(p−q/r1)
Lq(BR)
+
[
2
s
s−1 η(α2)(4γ
α2Cα22 )
1
α2−1
] 1
m
s−1
s ‖w‖
α2
α2−1
s−1
s
Lm(BR)
‖w‖
smq
r2
1
s(m−1+q/r2)+(1−q/r2)
Lq(BR)
+
(
2k¯
) 1
m .
(4.9)
Now we use the definitions of C1, C2, C1, C2 introduced in (3.8) and (3.7), obtaining
‖w‖L∞(BR) ≤
[
2
s
s−1 η(α1)(4C
α1
1 )
1
α1−1
] 1
m
s−1
s ‖w‖
α1
α1−1
s−1
s
(
1+ 1
l
− 1
r1
)
Lm(BR)
‖w‖
smq
r1
1
s(m−p+q/r1)+(p−q/r1)
Lq(BR)
+
[
2
s
s−1 η(α2)(4γ
α2C
α2
2 )
1
α2−1
] 1
m
s−1
s ‖w‖
α2
α2−1
s−1
s
(
1+ 1
l
− 1
r2
)
Lm(BR)
‖w‖
smq
r2
1
s(m−1+q/r2)+(1−q/r2)
Lq(BR)
+
(
2k¯
) 1
m .
By taking limits as r1 −→ +∞ and r2 −→ +∞ we have
α1
α1 − 1 −→
m
m− p+ ps
;
α2
α2 − 1 −→
m
m− 1 + 1s
;
η(α1) −→
[
p(s− 1)
ms
] p(s−1)
ms−p(s−1)
{
1− p(s− 1)
ms
}
;
η(α2) −→
[
s− 1
ms
] s−1
ms−(s−1)
{
1− s− 1
ms
}
.
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Moreover we define
Γ˜1 :=

2 ss−1
[
p(s− 1)
ms
] p(s−1)
ms−p(s−1)
[
4C
ms
p(s−1)
1
] p(s−1)
ms−p(s−1)


s−1
ms
,
Γ˜2 :=
{
2
s
s−1
[
s− 1
ms
] s−1
ms−(s−1) [
4C
ms
s−1
2
] s−1
ms−(s−1)
} s−1
ms
,
Γ˜ := max{Γ˜1 , Γ˜2}.
Hence by (4.9) we get
‖w‖L∞(BR) ≤ Γ˜
[
‖w‖
m
m−p+p/s
s−1
s (1+
1
l )
Lm(BR)
+ ‖w‖
m
m−1+1/s
s−1
s (1+
1
l )
Lm(BR)
γ
s−1
ms−(s−1)
]
+
(
2k¯
) 1
m . (4.10)
Letting l→ +∞ in (4.10), we can infer that
‖w‖L∞(BR) ≤ Γ
[
‖w‖
2m
mN+2(m−p)
Lm(BR)
+ ‖w‖
2m
mN+2(m−1)
Lm(BR)
γ
2
mN+2(m−1)
]
+
(
2k¯
) 1
m , (4.11)
where
Γ1 =

2
N+2
2
[
2p
m(N + 2)
] 2p
mN+2(m−p)
[
4
(
N + 2
N
)N+2
N 1
C2s
] m(N+2)
mN+2(m−p)


2
m(N+2)
,
Γ2 =

2
N+2
2
[
2
m(N + 2)
] 2
mN+2(m−1)
[
4
(
N + 2
N
)N+2
N 1
C2s
] m(N+2)
mN+2(m−1)


2
m(N+2)
.
Γ := max{Γ1,Γ2} .
Letting k¯ → 0 in (4.11) we obtain
‖w‖L∞(BR) ≤ Γ
[
‖w‖
2m
mN+2(m−p)
Lm(BR)
+ ‖w‖
2m
mN+2(m−1)
Lm(BR)
γ
2
mN+2(m−1)
]
. (4.12)
Finally, since u0 ∈ L∞(BR), we can apply Lemma 4.1 to w with q = m. Thus from (4.1) with
q = m and (4.12), the thesis follows. 
5. Proof of Theorems 2.2, 2.3
Proof of Theorem 2.2. Let {u0,h}h≥0 be a sequence of functions such that
u0,h ∈ L∞(M) ∩ C∞c (M) for all h ≥ 0,
u0,h ≥ 0 for all h ≥ 0,
u0,h1 ≤ u0,h2 for any h1 < h2,
u0,h −→ u0 in Lm(M) as h→ +∞ .
For any R > 0, k > 0, h > 0, consider the problem

ut = ∆u
m + Tk(u
p) in BR × (0,+∞)
u = 0 in ∂BR × (0,∞)
u = u0,h in BR × {0} .
(5.1)
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From standard results it follows that problem (5.1) has a solution uRh,k in the sense of Definition
3.1; moreover, uRh,k ∈ C
(
[0, T ];Lq(BR)
)
for any q > 1. Hence, it satisfies the inequalities in
Lemma 4.1 and in Proposition 4.3, i.e., for any t ∈ (0,+∞),
‖uRh,k(t)‖Lm(BR) ≤ eCt‖u0,h‖Lm(BR); (5.2)
‖uRh,k(t)‖L∞(BR) ≤ Γ
{[
eCt‖u0,h‖Lm(BR)
] 2m
mN+2(m−p)
+
[
eCt‖u0,h‖Lm(BR)
] 2m
mN+2(m−1)
[
1
(m− 1)t
] 2
mN+2(m−1)
}
.
(5.3)
In addition, for any τ ∈ (0, T ), ζ ∈ C1c ((τ, T )), ζ ≥ 0, max[τ,T ] ζ ′ > 0,∫ T
τ
ζ(t)
[(
(uRh,k)
m+1
2
)
t
]2
dµdt ≤ max
[τ,T ]
ζ ′C¯
∫
BR
(uRh,k)
m+1(x, τ)dµ
+ C¯max
[τ,T ]
ζ
∫
BR
F
(
uRh,k(x, T )
)
dµ
≤ max
[τ,T ]
ζ ′(t)C¯‖uRh,k(τ)‖L∞(BR)‖uRh,k(τ)‖mLm(BR)
+
C¯
m+ p
‖uRh,k(T )‖pL∞(BR)‖u
R
h,k(T )‖mLm(BR)
(5.4)
where
F (u) =
∫ u
0
sm−1+p ds ,
and C¯ > 0 is a constant only depending onm. Inequality (5.4) is formally obtained by multiplying
the differential inequality in problem (3.1) by ζ(t)[(um)t], and integrating by parts; indeed, a
standard approximation procedure is needed (see [18, Lemma 3.3] and [2, Theorem 13]).
Moreover, as a consequence of Definition 3.1, for any ϕ ∈ C∞c (BR×[0, T ]) such that ϕ(x, T ) = 0
for any x ∈ BR, uRh,k satisfies
−
∫ T
0
∫
BR
uRh,k ϕt dµ dt =
∫ T
0
∫
BR
(uRh,k)
m∆ϕdµ dt +
∫ T
0
∫
BR
Tk[(u
R
h,k)
p]ϕdµ dt
+
∫
BR
u0,h(x)ϕ(x, 0) dµ.
(5.5)
Observe that all the integrals in (5.5) are finite. Indeed, due to (5.2), uRh,k ∈ Lm(BR × (0, T ))
hence, since p < m, uRh,k ∈ Lp(BR × (0, T )) and uRh,k ∈ L1(BR × (0, T )). Moreover, observe that,
for any h > 0 and R > 0 the sequence of solutions {uRh,k}k≥0 is monotone increasing in k hence
it has a pointwise limit for k →∞. Let uRh be such limit so that we have
uRh,k −→ uRh as k →∞ pointwise.
In view of (5.2), (5.3), the right hand side of (5.4) is independent of k. So, (uRh )
m+1
2 ∈
H1((τ, T );L2(BR)). Therefore, (u
R
h )
m+1
2 ∈ C([τ, T ];L2(BR)). We can now pass to the limit
as k → +∞ in inequalities (5.2) and (5.3) arguing as follows. From inequality (5.2), thanks to
the Fatou’s Lemma, one has for all t > 0
‖uRh (t)‖Lm(BR) ≤ eCt‖u0,h‖Lm(BR). (5.6)
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On the other hand, from (5.3), since uRh,k −→ uRh as k →∞ pointwise and the right hand side of
(5.3) is independent of k, one has for all t > 0
‖uRh (t)‖L∞(BR) ≤ Γ
{[
eCt‖u0,h‖Lm(BR)
] 2m
mN+2(m−p)
+
[
eCt‖u0,h‖Lm(BR)
] 2m
mN+2(m−1)
[
1
(m− 1)t
] 2
mN+2(m−1)
}
.
(5.7)
Note that both (5.6) and (5.7) hold for all t > 0, in view of the continuity property of u deduced
above. Moreover, thanks to Beppo Levi’s monotone convergence Theorem, it is possible to
compute the limit as k → +∞ in the integrals of equality (5.5) and hence obtain that, for any
ϕ ∈ C∞c (BR × (0, T )) such that ϕ(x, T ) = 0 for any x ∈ BR, the function uRh satisfies
−
∫ T
0
∫
BR
uRh ϕt dµ dt =
∫ T
0
∫
BR
(uRh )
m∆ϕdµ dt+
∫ T
0
∫
BR
(uRh )
p ϕdµ dt
+
∫
BR
u0,h(x)ϕ(x, 0) dµ.
(5.8)
Observe that, due to inequality (5.6), all the integrals in (5.8) are finite, hence uRh is a solution
to problem (5.1), where we replace Tk(u
p) with up itself, in the sense of Definition 3.1.
Let us now observe that, for any h > 0, the sequence of solutions {uRh }R>0 is monotone
increasing in R, hence it has a pointwise limit as R→ +∞. We call its limit function uh so that
uRh −→ uh as R→ +∞ pointwise.
In view of (5.2), (5.3), (5.6), (5.7), the right hand side of (5.4) is independent of k and R. So,
(uh)
m+1
2 ∈ H1((τ, T );L2(M)). Therefore, (uh)
m+1
2 ∈ C([τ, T ];L2(M)). Since u0 ∈ Lm(M),
there exists k0 > 0 such that
‖u0h‖Lm(BR) ≤ k0 ∀ h > 0, R > 0 . (5.9)
Note that, in view of (5.9), the norms in (5.6) and (5.7) do not depend on R (see Proposition
4.3, Lemma 4.1 and Remark 4.4). Therefore, we pass to the limit as R→ +∞ in (5.6) and (5.7).
By Fatou’s Lemma,
‖uh(t)‖Lm(M) ≤ eCt‖u0,h‖Lm(M); (5.10)
furthermore, since uRh −→ uh as R→ +∞ pointwise,
‖uh(t)‖L∞(M) ≤ Γ
{[
eCt‖u0,h‖Lm(M)
] 2m
mN+2(m−p)
+
[
eCt‖u0,h‖Lm(M)
] 2m
mN+2(m−1)
[
1
(m− 1)t
] 2
mN+2(m−1)
}
.
(5.11)
Note that both (5.10) and (5.11) hold for all t > 0, in view of the continuity property of uRh
deduced above.
Moreover, again by monotone convergence, it is possible to compute the limit as R → +∞
in the integrals of equality (5.8) and hence obtain that, for any ϕ ∈ C∞c (M × (0, T )) such that
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ϕ(x, T ) = 0 for any x ∈M , the function uh satisfies,
−
∫ T
0
∫
M
uh ϕt dµ dt =
∫ T
0
∫
M
(uh)
m∆ϕdµ dt+
∫ T
0
∫
M
(uh)
p ϕdµ dt
+
∫
M
u0,h(x)ϕ(x, 0) dµ.
(5.12)
Observe that, due to inequality (5.10), all the integrals in (5.12) are well posed hence uh is a
solution to problem (1.1), where we replace u0 with u0,h, in the sense of Definition 2.1. Finally,
let us observe that {u0,h}h≥0 has been chosen in such a way that
u0,h −→ u0 in Lm(M)
Observe also that {uh}h≥0 is a monotone increasing function in h hence it has a limit as h →
+∞. We call u the limit function. In view (5.2), (5.3), (5.6), (5.7), (5.10), (5.11), the right
hand side of (5.4) is independent of k,R and h. So, u
m+1
2 ∈ H1((τ, T );L2(M)). Therefore,
u
m+1
2 ∈ C([τ, T ];L2(M)). Hence, we can pass to the limit as h→ +∞ in (5.10) and (5.11) and
similarly to what we have seen above, we get
‖u(t)‖Lm(M) ≤ eCt‖u0‖Lm(M), (5.13)
and
‖u(t)‖L∞(M) ≤ Γ
{(
emCt‖u0‖mLm(M)
) 1
m+p/s−p
s−1
s
+
(
emCt‖u0‖mLm(M)
) m(s−1)
s(m−1)+1
(
1
(m− 1)t
) s−1
1+s(m−1)
}
.
(5.14)
Note that both (5.13) and (5.14) hold for all t > 0, in view of the continuity property of u
deduced above.
Moreover, again by monotone convergence, it is possible to compute the limit as h→ +∞ in
the integrals of equality (5.12) and hence obtain that, for any ϕ ∈ C∞c (M × (0, T )) such that
ϕ(x, T ) = 0 for any x ∈M , the function u satisfies,
−
∫ T
0
∫
M
uϕt dµ dt =
∫ T
0
∫
M
um∆ϕdµ dt+
∫ T
0
∫
M
up ϕdµ dt
+
∫
M
u0(x)ϕ(x, 0) dµ.
(5.15)
Observe that, due to inequality (5.13), all the integrals in (5.15) are finite, hence u is a solution
to problem (1.1) in the sense of Definition 2.1.
Finally, let us discuss (2.2). Let q > 1. If u0 ∈ Lq(M) ∩ Lm(M), we choose the sequence u0h
so that it further satisfies
u0h → u0 in Lq(M) as h→ +∞ .
We have that
‖uRh,k(t)‖Lq(BR) ≤ eCt‖u0,h‖Lq(BR). (5.16)
Hence, due to (5.16), letting k → +∞, R → +∞, h → +∞, by Fatou’s Lemma we deduce
(2.2). 
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Proof of Theorem 2.3. We note in first place that the geometrical assumptions on M , in par-
ticular the upper curvature bound sec≤ −k2 < 0, ensure that inequalities (1.2) and (1.3) both
hold on M , see e.g. [13, 14]. Hence, all the result of Theorem 2.2 hold, in particular solutions
corresponding to data u0 ∈ Lm(M) exist globally in time.
Besides, it has been shown in [21] that if u0 is a continuous, nonnegative, nontrivial datum,
which is sufficiently large in the sense given in the statement, under the lower curvature bound
being assumed here the corresponding solution v satisfies the bound
u(x, t) ≥ Cζ(t)
[
1− r
a
η(t)
] 1
m−1
+
∀t ∈ (0, S), ∀x ∈M,
possibly up to a finite time explotion time S, which has however been proved in the present
paper not to exist. Here, the functions η, ζ are given by:
ζ(t) := (τ + t)α , η(t) := (τ + t)−β for every t ∈ [0,∞) ,
where C, τ,R0, infBR0 u0 must be large enough and one can take 0 < α <
1
m−1 , β =
α(m−1)+1
2 .
Clearly, v then satisfies limt→+∞ v(x, t) = +∞ for all x ∈ M , and hence u enjoys the same
property by comparison. 
6. Proof of Theorems 2.5, 2.6
For any R > 0 we consider the following approximate problem

ρ(x)ut = ∆u
m + ρ(x)up in BR × (0, T )
u = 0 in ∂BR × (0, T )
u = u0 in BR × {0} ,
(6.1)
here BR denotes the Euclidean ball with radius R and centre in O.
We shall use the following Aronson-Benilan type estimate (see [1]; see also [37, Proposition
2.3]).
Proposition 6.1. Let 1 < p < m, u0 ∈ H10 (BR) ∩ L∞(BR), u0 ≥ 0. Let u be the solution to
problem (6.1). Then, for a.e. t ∈ (0, T ),
−∆um(·, t) ≤ ρup(·, t) + ρ
(m− 1)tu(·, t) in D
′(BR).
Proof of Theorem 2.5. The conclusion follows using step by step the same arguments given in
the proof of Theorem 2.2, since the necessary functional inequalities are being assumed. We use
Proposition 6.1 instead of 4.2. The last statement of the Theorem will be proved later on in
Section 6.1 
In order to prove Theorem 2.6 we adapt the strategy of [37] to the present case, so we shall
be concise and limit ourselves to identifying the main steps and differences. Define
dµ := ρ(x)dx .
For any R > 0, for v ∈ L1ρ(BR), we set
Ak := {x ∈ BR : |v(x)| > k}.
Lemma 6.2. Let v ∈ L1ρ(BR). Suppose that there exist C > 0 and s > 1 such that
g(k) ≤ Cµ(Ak)s for any k ∈ R+.
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Then v ∈ L∞(BR) and
‖v‖L∞(BR) ≤ C
(
s
s− 1
)s
‖ρ‖s−1
L1(RN )
.
Proof. Arguing as in the proof of Lemma 3.6, we integrate inequality (3.13) between 0 and k
and using the definition of g, we obtain
g(k)1−
1
s ≤ ‖v‖1−
1
s
L1ρ(BR)
− s− 1
s
C−
1
s k for any k ∈ R+ .
Choose
k = k0 = C
1
s ‖v‖1−
1
s
L1ρ(BR)
s
s− 1 ,
and substitute it in the last inequality. Then we have
g(k0) ≤ 0 ⇐⇒
∫
BR
|Gk0(v)| dµ = 0 ⇐⇒ |Gk0(v)| = 0
⇐⇒ |v| ≤ k0 ⇐⇒ |v| ≤ C
1
s ‖v‖1−
1
s
L1ρ(BR)
s
s− 1 .
Thanks to the assumption that ρ ∈ L1(RN ), we can apply the weighted Hölder inequality to get
‖v‖L∞(BR) ≤
s
s− 1C
1
s ‖v‖1−
1
s
L∞(BR)
‖ρ‖1− 1s .
Rearranging the terms in the previous inequality we obtain the thesis. 
Lemma 6.3. Let ρ satisfy (2.3) and ρ ∈ L1(RN ). Let f1 ∈ Lm1ρ (BR) and f2 ∈ Lm2ρ (BR) where
m1 >
N
2
, m2 >
N
2
.
Assume that v ∈ H10 (BR), v ≥ 0 is a subsolution to problem{
−∆v = ρ(f1 + f2) in BR
v = 0 on ∂BR
.
Then
‖v‖L∞(BR) ≤ C1‖f1‖Lm1ρ (BR) + C2‖f2‖Lm2ρ (BR), (6.2)
where
C1 =
1
C2s
(
s
s− 1
)s
‖ρ‖
2
N
− 1
m1
L1(RN )
,
C2 =
1
C2s
(
s
s− 1
)s
‖ρ‖
2
N
− 1
m2
L1(RN )
,
(6.3)
with s given by (3.5) .
Remark 6.4. If in Lemma 6.3 we further assume that there exists a constant k0 > 0 such that
‖f1‖Lm1ρ (BR) ≤ k0, ‖f2‖Lm2ρ (BR) ≤ k0 for all R > 0,
then from (6.2), we infer that the bound from above on ‖v‖L∞(BR) is independent of R. This
fact will have a key role in the proof of global existence for problem (1.5).
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Proof of Lemma 6.3. By arguing as in the proof of Proposition 3.3, we get∫
BR
|Gk(v)| dµ ≤ 1
C2s
[
‖f1‖Lm1ρ µ(Ak)
1+ 2
N
− 1
m1 + ‖f2‖Lm2ρ µ(Ak)
1+ 2
N
− 1
m2
]
.
Thus ∫
BR
|Gk(v)| dµ ≤ 1
C2s
µ(Ak)
1+ 2
N
− 1
l
[
‖f1‖Lm1ρ ‖ρ‖
1
l
−
1
m1
L1(RN )
+ ‖f2‖Lm2ρ ‖ρ‖
1
l
−
1
m2
L1(RN )
]
.
Now, defining
C¯ =
1
C2s
[
‖f1‖Lm1 (BR)‖ρ‖
1
l
− 1
m1
L1(RN )
+ ‖f2‖Lm2 (BR)‖ρ‖
1
l
− 1
m2
L1(RN )
]
,
the last inequality is equivalent to∫
BR
|Gk(v)| dµ ≤ C¯ µ(Ak)s , for any k ∈ R+ ,
where s has been defined in (3.5). Hence, it is possible to apply Lemma 6.2. By using the
definitions of C1 and C2 in (6.3), we thus have
‖v‖L∞(BR) ≤ C1 ‖f1‖Lm1ρ (BR) + C2 ‖f2‖Lm2ρ (BR) .

Proposition 6.5. Let 1 < p < m, R > 0, u0 ∈ L∞(BR), u0 ≥ 0. Let u be the solution to
problem (6.1). Let inequality (1.7) holds. Then there exists C = C(p,m,N,Cs, ‖ρ‖L1(RN )) > 0
such that, for all t > 0,
‖u(t)‖L∞(BR) ≤ C
[
1 +
(
1
(m− 1)t
) 1
m−1
]
.
Proof. We proceed as in the proof of Proposition 4.3, up to inequality (4.8). Thanks to the fact
that ρ ∈ L1(RN ), we can apply to (4.4) the thesis of Lemma 6.3. Thus we obtain
‖w‖mL∞(BR) ≤ C1‖wp‖Lr1ρ (BR) + γC2‖w‖Lr2ρ (BR). (6.4)
Now the constants are
α1 =
m
p− qr1
;
α2 =
m
1− qr2
;
ε1 such that δ1 =
1
4C1
;
ε2 such that δ2 =
1
4γC2
.
Plugging (4.7) and (4.8) into (6.4) we obtain
‖w‖mL∞(BR) ≤ C1‖wp‖Lr1ρ (BR) + γC2‖w‖Lr2ρ (BR)
≤ C1

δ1 ‖w‖mL∞(BR) + η(α1)
δ
1
α1−1
1
‖w‖
mq
r1
1
m−p+q/r1
Lqρ(BR)


+ γC2

δ2 ‖w‖mL∞(BR) + η(α2)
δ
1
α2−1
2
‖w‖
mq
r2
1
m−1+q/r2
Lqρ(BR)

 .
(6.5)
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Inequality (6.5) can be rewritten as
‖w‖L∞(BR) ≤
[
2η(α1) (4C
α1
1 )
1
α1−1
] 1
m ‖w‖
q
r1
1
m−p+q/r1
Lqρ(BR)
+
[
2η(α2) (4γ
α2Cα22 )
1
α2−1
] 1
m ‖w‖
q
r2
1
m−1+q/r2
Lqρ(BR)
.
Computing the limits as r1 −→∞ and r2 −→∞ we have
η(α1) −→
[ p
m
] p
m−p
{
1− p
m
}
;
η(α2) −→
[
1
m
] 1
m−1
{
1− 1
m
}
;
‖w‖
q
r1
1
(m−p+q/r1)
Lqρ(BR)
−→ 1;
‖w‖
q
r2
1
(m−1+q/r2)
Lqρ(BR)
−→ 1.
Moreover we define
Γ1 :=
[
2
( p
m
) p
m−p
(
1− p
m
)] 1m
4
mp
m−pC
mp
m−p
1 ;
Γ2 :=
[
2
(
1
m
) 1
m−1
(
1− 1
m
)] 1m
4
m
m−1C
m
m−1
1 ;
C := max{Γ1 ,Γ2}
and notice that, by the above construction, the thesis follows with this choice of C. 
Proof of Theorem 2.6. The conclusion follows by the same arguments as in the proof of Theorem
2.2. However, some minor differences are in order. We replace Proposition 4.3 by Proposition
6.5. Moreover, since u0 ∈ L1ρ(RN ), the family of functions {u0h} is as follows:
u0,h ∈ L∞(RN ) ∩ C∞c (RN ) for all h ≥ 0,
u0,h ≥ 0 for all h ≥ 0,
u0,h1 ≤ u0,h2 for any h1 < h2,
u0,h −→ u0 in L1ρ(RN ) as h→ +∞ .
Furthermore, instead of (5.2), (5.6), (5.10), (5.13), we use the following. By standard arguments
(see, e.g. proof of [37, Proposition 2.5-(i)]) we have that
‖uRh,k(t)‖L1ρ(BR) ≤ C‖u0h‖L1ρ(BR) for all t > 0 ,
for some positive constant C = C(p,m,N, ‖ρ‖L1(RN )), and, for any ε ∈ (0,m − p),∫ 1
0
∫
BR
(uRh,k)
p+ερ(x)dxdt ≤ C˜ ,
for some positive constant C˜ = C˜(p,m,N, ‖ρ‖L1(RN ), ‖u0‖L1ρ(RN )). Hence, after having passed
to the limit as k → +∞, R → +∞, h → +∞, for any T > 0, ϕ ∈ C∞c (RN × (0, T )) such that
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ϕ(x, T ) = 0 for every x ∈ RN , we have that∫ T
0
∫
RN
up+ερ(x)ϕdxdt ≤ C .
Therefore, (2.4) holds.

6.1. End of proof of Theorem 2.5: an example of complete blowup in infinite time.
We recall that we are assuming m > 1 and 1 < p < m. Let us set r := |x|. We now construct a
subsolution to equation
ρ ut = ∆u
m + ρ up in RN × (0, T ) , (6.6)
under the hypothesis that there exist k1 and k2 with k2 ≥ k1 > 0 such that
k1r
2 ≤ 1
ρ(x)
≤ k2r2 for any x ∈ RN \Be. (6.7)
Moreover, due to the running assumptions on the weight there exist positive constants ρ1, ρ2
such that
ρ1 ≤ 1
ρ(x)
≤ ρ2 for any x ∈ Be . (6.8)
Let
s(x) :=


log(|x|) if x ∈ RN \Be,
|x|2 + e2
2e2
if x ∈ Be .
The requested statements will follow from the following result.
Proposition 6.6. Let assumption (2.3), (6.7) and (6.8) be satisfied, and 1 < p < m. If the initial
datum u0 is smooth, compactly supported and large enough, then problem (1.5) has a solution
u(t) ∈ L∞(RN ) for any t ∈ (0,∞) that blows up in infinite time, in the sense that
lim
t→+∞
u(x, t) = +∞ ∀x ∈ RN . (6.9)
More precisely, if C > 0, a > 0, α > 0, β > 0, T > 0 verify
0 < T−β <
a
2
. (6.10)
0 < α <
1
m− 1 , β =
α(m− 1) + 1
2
, (6.11)
and
u0(x) ≥ CTα
[
1− s(x)
a
T−β
] 1
m−1
+
, for any x ∈ RN ,
then the solution u of problem (1.5) satisfies (6.9) and the bound from below
u(x, t) ≥ C(T + t)α
[
1− s(x)
a
(T + t)−β
] 1
m−1
+
, for any (x, t) ∈ RN × (0,+∞) .
Proof. We construct a suitable subsolution of (6.6). Define, for all (x, t) ∈ RN ,
w(x, t) ≡ w(r(x), t) :=
{
u(x, t) in [RN \Be]× (0, T ),
v(x, t) in Be × (0, T ),
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where
u(x, t) ≡ u(r(x), t) := C(T + t)α
[
1− log(r)
a
(T + t)−β
] 1
m−1
+
,
and
v(x, t) ≡ v(r(x), t) := C(T + t)α
[
1− r
2 + e2
2e2
(T + t)−β
a
] 1
m−1
+
.
Moreover, let
F (r, t) := 1− log(r)
a
(T + t)−β ,
and
G(r, t) := 1− r
2 + e2
2e2
(T + t)−β
a
.
For any (x, t) ∈ (RN \Be)× (0, T ), we have:
ut = Cα(T + t)
α−1F
1
m−1 − Cβ(T + t)α−1 1
m− 1F
1
m−1 + Cβ(T + t)α−1
1
m− 1F
1
m−1
−1.
(um)r = −C
m
a
(T + t)mα
m
m− 1F
1
m−1
1
r
(T + t)−β .
(um)rr =
Cm
a
(T + t)mα
m
m− 1F
1
m−1
(T + t)−β
r2
+
Cm
a2
(T + t)mα
m
(m− 1)2F
1
m−1
−1 (T + t)
−2β
r2
.
For any (x, t) ∈ Be × (0, T ), we have:
vt = Cα(T + t)
α−1G
1
m−1 − Cβ(T + t)α−1 1
m− 1G
1
m−1 + Cβ(T + t)α−1
1
m− 1G
1
m−1
−1 .
(vm)r = −C
m
a
(T + t)mα
m
m− 1G
1
m−1
r
e2
(T + t)−β .
(vm)rr = −C
m
a
(T + t)mα
m
m− 1G
1
m−1
(T + t)−β
e2
+
Cm
a2
(T + t)mα
m
(m− 1)2G
1
m−1
−1(T + t)−2β
r2
e4
.
Set
D1 :=
{
(x, t) ∈ (RN \Be)× (0, T ) | 0 < F (r, t) < 1
}
.
For every (x, t) ∈ D1, by the previous computations we have
ut−1
ρ
∆um − up
= Cα(T + t)α−1F
1
m−1 − Cβ(T + t)α−1 1
m− 1F
1
m−1 + Cβ(T + t)α−1
1
m− 1F
1
m−1
−1
+
1
ρ
{
−C
m
a
(T + t)mα−β
m
m− 1F
1
m−1
1
r2
− C
m
a2
(T + t)mα−2β
m
(m− 1)2F
1
m−1
−1 1
r2
+(N − 1)C
m
a
(T + t)mα−β
m
m− 1F
1
m−1
1
r2
}
− Cp(T + t)pα.
(6.12)
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Thanks to (6.7), (6.12) becomes
ut−1
ρ
∆um − up
≤ CF 1m−1−1
{
F
[
α(T + t)α−1 − β
m− 1(T + t)
α−1 + (N − 2)k2C
m−1
a
m
m− 1(T + t)
mα−β
]
+
β
m− 1(T + t)
α−1 − C
m−1
a2
m
(m− 1)2 k1(T + t)
mα−2β − Cp−1(T + t)pαF p+m−2m−1
}
≤ CF 1m−1−1
{
σ(t)F − δ(t) − γ(t)F p+m−2m−1
}
where
ϕ(F ) := σ(t)F − δ(t)− γ(t)F p+m−2m−1 ,
with
σ(t) =
[
α− β
m− 1
]
(T + t)α−1 +
Cm−1
a
m
m− 1k2 (N − 2) (T + t)
mα−β ,
δ(t) = − β
m− 1(T + t)
α−1 +
Cm−1
a2
m
(m− 1)2 k1(T + t)
mα−2β ,
γ(t) = Cp−1(T + t)pα ,
Our goal is to find suitable C > 0, a > 0, such that
ϕ(F ) ≤ 0 , for all F ∈ (0, 1) .
To this aim, we impose that
sup
F∈(0,1)
ϕ(F ) = max
F∈(0,1)
ϕ(F ) = ϕ(F0) ≤ 0 ,
for some F0 ∈ (0, 1). We have
dϕ
dF
= 0 ⇐⇒ σ(t)− p+m− 2
m− 1 γ(t)F
p−1
m−1 = 0
⇐⇒ F0 =
[
m− 1
p+m− 2
σ(t)
γ(t)
]m−1
p−1
.
Then
ϕ(F0) = K
σ(t)
p+m−2
p−1
γ(t)
m−1
p−1
− δ(t)
where K =
(
m−1
p+m−2
)m−1
p−1 −
(
m−1
p+m−2
) p+m−2
p−1
> 0. The two conditions we must verify are
K[σ(t)]
p+m−2
p−1 ≤ δ(t)γ(t)m−1p−1 , (m− 1)σ(t) ≤ (p+m− 2)γ(t) . (6.13)
Observe that, thanks to the choice in (6.11) and by choosing
Cm−1
a
≥ 2β (m− 1)
m
1
k1
,
we have
σ(t) ≤ C
m−1
a
m
m− 1k2 (N − 2) (T + t)
mα−β ,
δ(t) ≥ C
m−1
2a2
m
(m− 1)2 k1(T + t)
mα−2β
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and conditions in (6.13) follow. So far, we have proved that
ut − 1
ρ(x)
∆(um)− up ≤ 0 in D1 .
Furthermore, since um ∈ C1([RN \ Be] × [0, T )) it follows that u is a subsolution to equation
(6.6) in [RN \Be]× (0, T ). Now, we consider equation (6.6) in Be× (0, T ). We observe that, due
to condition (6.10),
1
2
< G < 1 for all (x, t) ∈ Be × (0, T ). (6.14)
Similarly to the previous computation we obtain
vt − 1
ρ
∆vm − vp ≤ CG 1m−1−1ψ(G) ,
where
ψ(G) := σ0G− δ0 − γG
p+m−2
m−1 ,
with
σ0(t) =
[
α− β
m− 1
]
(T + t)α−1 + ρ2
N
e2
m
m− 1
Cm−1
a
(T + t)mα−β ,
δ0(t) = − β
m− 1(T + t)
α−1
γ(t) = Cp−1(T + t)pα .
Due to (6.14), v is a subsolution of (6.6) for every (x, t) ∈ Be × (0, T ), if
2
p+m−2
m−1 (σ0 − δ0) ≤ γ .
This last inequality is always verified thanks to (6.11). Hence we have proved that
vt − 1
ρ(x)
∆(vm)− vp ≤ 0 in Be × (0, T ) ,
Moreover, wm ∈ C1(RN × [0, T )), indeed,
(um)r = (v
m)r = −Cmζ(t)m m
m− 1
1
e
η(t)
a
[
1− η(t)
a
] 1
m−1
+
in ∂Be × (0, T ) .
Hence, w is a subsolution to equation (6.6) in RN × (0, T ).

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