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Abstract
We study the extremal particles of the two-dimensional Coulomb gas with con-
finement generated by a radially symmetric positive background in the determinantal
case and the zeros of the corresponding random polynomials. We show that when the
background is supported on the unit disk, the point process of the particles outside
of the disk converges towards a universal point process, i.e. that does not depend on
the background. This limiting point process may be seen as the determinantal point
process governed by the Bergman kernel on the complement of the unit disk. It has
an infinite number of particles and its maximum is a heavy tailed random variable.
To prove this convergence we study the case where the confinement is generated by a
positive background outside of the unit disk. For this model we show that the point
process of the particles inside the disk converges towards the determinantal point
process governed by the Bergman kernel on the unit disk. In the case where the
background is unbounded, we study the speed at which the farthest particle of the
Coulomb gas converges to infinity, and we obtain similar results for the associated
random polynomials.
1 Introduction
1.1 The Coulomb gas model
A Coulomb gas in the complex plane1 is a system of n interacting particles in equilibrium
located at x1, . . . , xn ∈ C with joint distribution
1
Zn
exp
−β
−∑
i<j
log |xi − xj |+ (n+ 1)
n∑
i=1
V (xi)
 d`Cn(x1, . . . , xn) (1)
where Zn is a normalizing constant, β is a real number usually interpreted as the inverse
of the temperature, V is a continuous real valued function, called the confining potential,
that satisfies
lim
|z|→∞
{V (z)− log |z|} > −∞ (2)
and `Cn is the Lebesgue measure on Cn. If we define the Hamiltonian HVn by
HVn (x1, . . . , xn) = −
∑
i<j
log |xi − xj |+ (n+ 1)
n∑
i=1
V (xi) (3)
then the joint distribution (1) is the canonical Gibbs measure at inverse temperature β
associated to this Hamiltonian. Coulomb gases were first introduced by Ginibre [Gin65]
1also called two dimensional one component plasma, 2D-OCP
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in the study of eigenvalues of non-Hermitian random matrices. This model has been
studied intensively since the 1970’s by both mathematicians and physicists. We refer
to the book of Forrester [For10] for the connection between two-dimensional Coulomb
gases, one-dimensional log-gases 2 and eigenvalues of random matrices. Coulomb gases
were also studied for their own interest by many physicists, including Jancovici, Forrester
and Madore [FJM92], and Caillol [Cai81]. Coulomb gases and log-gases also appear in
quantum physics, as Marino, Majumdar, Schehr and Vivo [MMSV14] remarked that free
fermions in a harmonic trap at zero temperature on the line behave like the log-gas of the
eigenvalues of GUE random matrices, and Laskin, Can and Wiegmann [LCW15] used that
two-dimensional Coulomb gases appear as the squared norm of Laughlin wave functions.
Coulomb gases also appear in the study of vortices in the Ginzburg-Landau model. We
refer to the book of Serfaty [Ser15] for many classical results on Coulomb gases and a link
with the Ginzburg-Landau model. We also refer to the review article of Serfaty [Ser17]
for more background on Coulomb gases.
In the Hamiltonian (3), the logarithmic terms represent the repulsion between the
particles, as this energy increases when the particles get closer. The logarithm of the
modulus is in fact proportional to the Green function on the complex plane. General-
izations of Coulomb gases in any dimension and in general manifolds can be studied by
replacing this function by the Green function of the considered space as in [LS15] and
[GZ18a]. The function V plays the role of a confining potential which enters in competi-
tion with the repulsion: this term pushes the particles to be located close to its minima.
The competition between repulsion and localization makes this system very interesting at
many level. The first question that was historically asked is the behavior of the empirical
measures
µn =
1
n
n∑
k=1
δxk
which encodes the global behavior of the system. For very general potentials V , it has
been proven that the empirical measures of the particles µn converge almost surely towards
a deterministic measure [ST97, Section 1.3], called the equilibrium measure µV , which is
characterized by the Frostman conditions.
If one assumes that the potential V satisfies the strongly confining assumption
lim
|z|→∞
{V (z)− log |z|} = +∞
then the equilibrium measure is compactly supported. Under this assumption, behavior
of the empirical measures is well-understood, with large deviations principles for the em-
pirical measures [HP00], [CGZ14], [GZ17], concentration inequalities [CHM18], local large
deviations principle [LS15], and central limit theorems for the linear statistics [BBNY16],
[LS18]. In the special case of a radially symmetric potentials V with second derivative
bounded from below by a positive constant (which, in particular, implies the strongly con-
fining assumption) Chafaï and Péché [CP14] showed that all the particles converge towards
the support of the limiting measure and that the farthest particle shows Gumbel fluctu-
ations. Recently, Lacroix-A-Chez-Toine, Grabsch, Majumdar and Schehr [LACTGMS18]
showed a universal intermediate deviations regime for different Coulomb gases. The far-
thest particles of further models are studied in [Seo15], [GQ18] and [CLQ18]. Some other
weakly confining models and strongly confining models are studied by one of the authors
in [GZ18b] mostly by the techniques used in this article.
2In fact, log-gases were introduced in the 1930’s in statistics as their appear in the study of singular
values of empirical covariance matrices with Gaussian coefficients.
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When the potential V satisfies the weakly confining assumption
lim
|z|→∞
{V (z)− log |z|} ∈ R
nearly all the results mentioned above are still open. Frostman equilibrium conditions, the
almost sure convergence towards an equilibrium measure and the large deviation principle
still hold, but the support of the equilibrium measure is not always compactly supported.
We will be mainly interested in a family of weakly confining potentials generated by a
positive unit charge background. More precisely, if ν is a probability measure, we define
the potential V ν by
∀z ∈ C, V ν(z) =
∫
C
log |z − w|dν(w) (4)
when it makes sense and study the Coulomb gas with confining potential V ν at inverse
temperature β = 2. This choice of potential corresponds to the physical situation where a
region of the plane is charged with a total positive charge n+1 and we study the positions
of n electrons with unit charge. The next two assumptions precise our model, and are
essential in all the proofs.
Assumption 0. In all this article, we assume that β = 2. Our results rely on a determi-
nantal approach and are only valid for this specific inverse temperature.
Assumption 1. The probability measure ν is radially symmetric and satisfies∫
C
| log |z| |dν(z) <∞.
Notice that Assumption 1 implies that the potential of ν, defined by (4) is well-defined
and finite at every point of C. In addition, it also implies that the logarithmic energy of ν
E(ν) = −
∫
C
V ν(z)dν(z) = −
∫∫
C2
log |z − w|dν⊗2(z, w)
is finite. All of this can be seen as a consequence of Lemma 5.1.
For this model, it is easy to see from Frostman’s equilibrium conditions [ST97, Theorem
1.3.1] that the equilibrium measure is ν. The purpose of the article is to study the behavior
of the extremal particles of this Coulomb gas. We will study the existence of outliers in
the cases where the measure ν is compactly supported or is supported in the complement
of a disk. For different behaviors of ν we study the speed at which the extremal particles
converge or, more precisely, the fluctuations of the positions of these particles.
1.2 Random polynomials associated to a background
Let ν be a probability measure such that its potential V ν is well-defined and finite every-
where. We define the inner product on Cn[X], the space of complex polynomials of degree
less or equal than n, by
〈P,Q〉n =
∫
C
P (z)Q(z)e−2nV ν(z)dν(z). (5)
Let (Rk)k∈{0,...,n} be an orthonormal basis of Cn[X] for this inner product such that the
degree of Rk is k. We consider the random polynomials
Pn(z) =
n∑
k=0
akRk(z) = a˜n
n∏
k=1
(z − zk) (6)
3
where the ak’s are independent standard complex normal random variables, i.e. they
follow the law defined by
1
pi
e−|z|
2
d`C(z).
This distribution will be written as NC(0, 1). The distribution of Pn does not depend on
the choice of the orthonormal basis, due to the invariance of the distribution the random
vector (a0, . . . , an) with respect to unitary matrices. Indeed, Pn follows the Gaussian law
in the Euclidean space Cn[X] endowed with the real part of the inner product 〈·, ·〉n/2.
One can recover the three classical models of random polynomials, namely Kac, elliptic
(or Kostlan-Schub-Smale) and Weyl polynomials.
Model Basis Measure Potential
Kac Xk νS1 uniform on S1 V νS1 (z) = max(log |z|, 0)
Elliptic
√
n+ 1
√(n
k
)
Xk ωFS = `Cpi(1+|z|2)2 V
ωFS (z) = 12 log(1 + |z|2)
Nearly Weyl
√
nkXk√
k!−
∫∞
n
rke−rdr
νD =
1|z|<1`C
pi V
νD(z) =
{1
2(|z|2 − 1) if |z| < 1
log |z| if |z| ≥ 1
The random polynomials that we called "Nearly Weyl" polynomials are not exactly the
classical rescaled Weyl polynomials, which use to be defined as
PRescaled Weyln (z) =
n∑
k=0
√
nk√
k!
zk.
Thanks to Rouché’s theorem, one can prove that the properties of the zeros of those two
models of random polynomials are asymptotically the same.
The three classical models of random polynomials presented above were linked to
physical systems by Bogomolny, Leboeuf and Bohigas [BBL96] and led to the study of
the Gaussian analytic functions. The general random polynomials were first studied by
Shiffman and Zelditch [SZ03] and then by Zeitouni and Zelditch [ZZ10] who were the first
to make a clear connection between Coulomb gases and zeros of random polynomials.
They proved that the joint distribution of the zeros of Pn is given by
1
Zn
exp
(
−2
[
HPoln (z1, . . . , zn)
])
d`Cn(z1, . . . , zn)
with
HPoln (z1, . . . , zn) = −
∑
i<j
log |zi − zj |+ (n+ 1) log
∫
C
n∏
k=1
|z − zk|2e−2nV ν(z)dν(z). (7)
This is very similar to the distribution of the Coulomb gas associated to the background
ν given by (1). In addition, Jensen’s inequality implies that for every (x1, . . . , xn) ∈ Cn
HPoln (x1, . . . , xn) ≥ HV
ν
n (x1, . . . , xn)
which indicated that the zeros of random polynomials should be very closely related to
the Coulomb gas with the same background. Using the strong analogy between Coulomb
4
gases and random polynomials, Zeitouni and Zelditch [ZZ10] showed that the sequence of
empirical measures of the zeros of Pn defined by
µn =
1
n
n∑
k=1
δzk
satisfies a large deviations principle. Then, Butez and Zeitouni [BZ17] showed that when
the coefficients ak have a density with respect to the Lebesgue measure on C or R, then
the same large deviations principle as in the Gaussian case holds.
The universality of the macroscopic behavior of the roots has been studied by many
authors. In the case of Kac polynomials, Ibragimov and Zaporozhets [IZ13] proved that
µn
weakly in P−−−−−−−→
n→∞ νS1 if and only if E(log(1 + |a0|)) <∞.
This result was extended to more general basis by Pritsker and Ramachandran [PR17], or
Bloom and Dauvergne [BD18]. The microscopic behavior of the roots of random polyno-
mials is also universal if one zooms at a point inside the support of the limiting measure
and different from zero, as shown by Tao and Vu [TV15].
1.3 Outline of the article
First we study the properties of the extremal particles of Coulomb gases and random
polynomials associated to a rotationally invariant background ν in different cases with
different behaviors.
1. If ν is compactly supported, we study the point process of the particles outside of
the support and show its convergence towards a point process that does not depend
on ν. In particular, we identify the limit distribution of the maximum of the moduli,
which is universal.
2. If ν is supported on the complement of a disk, we study the point process of the
particles inside this disk and we prove that it converges towards a limiting point
process which does not depend on ν. In particular, we identify the limit distribution
of the minimum of the moduli, which is also universal.
3. When the support of ν has an unbounded component, we show that under a proper
rescaling, the farthest particle converges in distribution towards a limiting random
variable. This scaling gives the speed at which the Coulomb gas fills the space.
4. When the support of ν contains the origin, we show that under a rescaling, the
particle of lowest modulus converges in distribution.
We start by presenting all the results on Coulomb gases, then we present the corresponding
results on random polynomials.
2 Results On Coulomb gases
2.1 Farthest particles
In this section we assume that the potential V ν is generated by a background ν satisfying
Assumption 1 and Assumption 2A given by
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Assumption 2A. The support of ν is included in the closed unit disk of C, and satisfies
∀r < 1, ν(Dr) < 1.
where Dr denotes the open disk of radius r. This means that the support of ν contains the
unit circle.
Definition 2.1 (Outer point process). Let (x1, . . . , xn) the system of particles with joint
distribution (1) with background generated by a measure ν satisfying Assumption 1 and
Assumption 2A. We define the outer process of the gas by
On = {xk | |xk| > 1} .
This point process corresponds to the particles outside the support of the limiting equilib-
rium measure.
Definition 2.2 (Bergman point process in the disk). The Bergman point process B is
the determinantal point process in D, the open unit disk of C, with kernel K given by the
Bergman kernel of the disk
∀z, w ∈ D K(z, w) = 1
pi(1− zw¯)2 .
This point process appears as the process of the zeros of the hyperbolic Gaussian
analytic function in the work of Peres and Virág [PV05]. This point process has an
infinite number of points, with no accumulation point inside the open unit disk. This
process is invariant under any conformal maps of the disk and every point of the unit
circle is almost surely an accumulation point of this process.
Definition 2.3 (Inversion map). We define the inversion map i : C∗ → C∗ by
i(z) = 1/z
In this article, we will use i∗ν to denote the pushforward of the measure ν by the
inversion map. None of the measures studied in this article have an atom at the origin,
hence this pushforward is well-defined.
Theorem 2.4. Let (x1, . . . , xn) be a Coulomb gas with joint distribution (1), associated to
a potential generated by a positive background ν satisfying Assumption 1 and Assumption
2A. Then the following holds
1. The sequence of random variables (maxk∈{1,...,n} |xk|)n∈N∗ converges in distribution
towards a limiting random variable x∞, supported on [1,∞), with cumulative distri-
bution function
P(x∞ < t) =
∞∏
k=1
(
1− t−2k
)
.
2. The point process On converges weakly as n goes to infinity towards the image under
inversion of the Bergman point process i(B) = {i(x) | x ∈ B}.
The topology on (deterministic) point process is reminded in Section 6 for convenience
of the reader. The point process i(B) can be seen as the determinantal point process
in Dc, associated to the Bergman kernel of Dc. One can easily check that the limiting
random variable x∞ has infinite variance, such as the variable maxk∈{1,...,n} |xk| for any
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n. This implies that maxk∈{1,...,n} |xk| does not converge to 1 as n goes to infinity. This
is a very different behavior from what was known in the context of strongly confining
potentials [CP14]. As the Bergman point process has finitely many points in any disk
with radius strictly smaller than 1, the inverse of this process has finitely many points in
any complementary of a disk of radius greater than 1.
Remark 2.5 (Universal behavior of the outer process). The limiting distribution for the
modulus of the farthest particle and the limiting point process do not depend on the choice
of the background ν. As most of the particles fill the unit disk according to the measure
ν, the outer particles "see" two canceling effects: on one hand they are attracted by the
positive background, but they are repelled by the negative charges which have nearly the
same effect as the background. The universal behavior of the outer point process is a
consequence of this competition.
2.2 Particles of lowest modulus
In this section we assume that the potential V ν is generated by a background ν satisfying
Assumption 1 and Assumption 2B given by
Assumption 2B. The support of ν is included in {z ∈ C | |z| ≥ 1}, and satisfies
∀r > 1, ν(Dcr) < 1.
where Dcr denotes the complement of the open disk of radius r. This means that the support
of ν contains the unit circle.
Definition 2.6 (Inner point process). Let (x1, . . . , xn) the system of particles with joint
distribution (1) with background generated by a measure ν satisfying Assumption 1 and
Assumption 2B . We define the inner process of the gas by
In = {xk | |xk| < 1} .
This point process corresponds to the particles inside the hole of the support of the limiting
equilibrium measure.
Theorem 2.7. Let (x1, . . . , xn) be a Coulomb gas with joint distribution (1), associated to
a potential generated by a positive background ν satisfying Assumption 1 and Assumption
2B. Then the following holds
1. The point process In converges weakly as n goes to infinity towards the Bergman
point process B.
2. The sequence of random variables (mink∈{1,...,n} |xk|)n∈N∗ converges in distribution
towards a limiting random variable y∞, supported on [0, 1), with cumulative distri-
bution function
P(y∞ < t) = 1−
∞∏
k=1
(
1− t2k
)
.
Remark 2.8 (Comment on Figure 2.2). In order to simulate realizations of the Coulomb
gas (1) with potential associated to the uniform measure on the unit circle
V (z) = 12pi
∫ 2pi
0
log |z − eiθ|dθ = max(log |z|, 0) (8)
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Figure 1: Histogram for the lowest modulus in the gas associated to the circular potential
(8) with n = 50, and density of the random variable y∞.
we used the algorithm introduced by Chafaï and Ferré [CF18]. This algorithm allows to
simulate efficiently Coulomb gases associated to any potential in dimension 1, 2 or 3.
The uniform measure on the unit circle is the only probability measure that strictly
satisfies Assumption 1, Assumption 2A and Assumption 2B. This figure also illustrate
the convergence of max |xk| towards x∞ = 1/y∞ as max |xk| has the same distribution as
1/min |xk|.
2.3 On the extremal particles in the bulk for the background model
We studied the farthest particles in the case where the limiting distribution of the system
was a compactly supported measure, and equivalently, we studied the behavior of the
particles of lowest modulus when the limiting distribution had a hole. The common
feature of these two systems is that there is a vanishing fraction of the particles that lie on
the studied area. When the support of ν is unbounded, it is straightforward to see that
the farthest particle goes to infinity almost surely. In this section we investigate at what
speed this particle goes to infinity. Equivalently, we study the particle of lowest modulus
of Coulomb gases for which the origin is in the support of the limiting measure ν and
obtain related results.
Theorem 2.9. Let ν be a rotationally invariant probability measure satisfying Assumption
1 and let (x1, . . . , xn) be the Coulomb gas associated to the background ν.
1. If there exists α > 0 and λ > 0 such that
lim
r→0
ν(Dr)
rα
= λ,
where Dr denotes the open disk of radius r, then the point process {x1, . . . , xn} con-
verges weakly towards the determinantal point process in C associated to the kernel
K(z, w) =
∞∑
k=0
bkz
kw¯ke−γ|z|
α
e−γ|w|
α (9)
where
γ = λ
α
and b−1k = 2pi
∫ ∞
0
r2k+1e−2γr
α
dr.
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This implies that
n1/α min
k∈{1,...,n}
|xk| L−−−→
n→∞ z∞
where the random variable z∞ has cumulative distribution function
F (y) = 1−
∞∏
k=0
Γ
(
2k+2
α ,
2λ
α y
α
)
Γ
(
2k+2
α
)
where the Γ with two arguments denotes the upper incomplete gamma function and
the Γ with one argument denotes the gamma function.
2. If there exists α > 0 and λ > 0 such that
lim
r→∞ r
αν(Dcr) = λ,
where Dcr is the complement of the open disk of radius r, then the point process
{x1, . . . , xn} converges weakly towards the inverse of the determinantal point process
associated to (9). Furthermore, we have that
1
n1/α
max
k∈{1,...,n}
|xk| L−−−→
n→∞
1
z∞
.
This result extends the corresponding result of Jiang and Qi [JQ17, Theorem 1] on the
spherical ensemble. Note that if ν has a positive density at the origin then the previous
result applies with α = 2 and λ being the density at the origin.
2.4 A generalization of our model
One could consider the following Coulomb gas with joint distribution
1
Zn
exp
−2
−∑
i<j
log |xi − xj |+ (n+ α)
n∑
i=1
V ν(xi)
 d`Cn(x1, . . . , xn) (10)
with a factor (n + α) instead of (n + 1) in front of the potential, with α > 0. All our
results can be generalized to this model with limiting point processes depending on the
parameter α. The only difference in the proofs lies in the inversion of this Coulomb gas:
when α 6= 1, the image by z 7→ 1/z of the Coulomb gas (10) associated to ν is the gas
with joint distribution
1
Zn
exp
−2
−∑
i<j
log |xi − xj |+ (n+ α)
n∑
k=1
V i∗ν(xi)
 dΛ⊗nα (x1, . . . , xn)
where
dΛα(x) = |x|2(α−1)d`C(x)
which can be proved by a straightforward calculation or following the proof of Lemma 5.3.
This allows to mimic the proofs given in the case α = 1. For further details we can see
[GZ18b].
This model has been studied by La-Croix-A-Chez-Toine, Grabsch, Schehr and Majum-
dar in [LACTGMS18] with ν the spherical measure ωFS .
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3 Random polynomials and Coulomb gases associated to a
positive background
In this section, we present results on the extremal zeros of random polynomials associated
to a background measure ν which are the counterparts of the results obtained for Coulomb
gases in the previous section. The results are very close to what was obtained before and
are presented in the same order.
Theorem 3.1 (Farthest roots of random polynomials). Let ν be a probability measure
satisfying Assumption 1 and Assumption 2A. Let Pn be the random polynomial defined by
(6) and let (z1, . . . , zn) be the zeros of Pn. Let
OPoln = {zk | |zk| > 1}
then the following holds
1. OPoln converges weakly towards the inverse of the Bergman point process i(B).
2. The sequence of random variables (max |zk|)n∈N converges in law towards the random
variable x∞ with cumulative distribution function
P(x∞ < t) =
∞∏
k=1
(
1− t−2k
)
.
Theorem 3.2 (Closest roots of random polynomials). Let ν be a probability measure
satisfying Assumption 1 and Assumption 2B. Let Pn be the random polynomial defined by
(6) and let (z1, . . . , zn) be the zeros of Pn. Let
IPoln = {zk | |zk| < 1}
then the following holds
1. IPoln converges weakly towards the Bergman point process B.
2. The sequence of random variables (min |zk|)n∈N converges in law towards the random
variable y∞ with cumulative distribution function
P(y∞ < t) = 1−
∞∏
k=1
(
1− t2k
)
.
Theorems 3.1 and 3.2 are the exact analogs of Theorems 2.4 and 2.7 for Coulomb
gases. In the case where the support of ν is unbounded or contains the origin, we observe
a phenomenon similar to the results of Theorem 2.9 but for which the limiting random
variable may differ of the Coulomb case.
Theorem 3.3 (Rescaled extremal roots of random polynomials). Let ν be a rotationally
invariant probability measure satisfying Assumption 1 and let Pn be the random polynomial
defined by (6) and let {z1, . . . , zn} be the set of its zeros. For any α > 0, we define the
measure µα on C by
dµα(z) =
α
2pi |z|
α−2d`C(z)
which is the only measure satisfying that for every r > 0, µ(Dr) = rα.
10
Figure 2: Histogram for the smallest modulus among the roots of random Kac polynomials
with degree 200 and density of y(∞).
1. If there exists α > 0 and λ > 0 such that
lim
r→0
ν(Dr)
rα
= λ
then the point process {n1/αz1, . . . , n1/αzn} converges towards the roots of
fα,λ(z) =
∞∑
k=0
ak(∫
C
|z|2ke− λα |z|αλdµα(z)
)1/2 zk
where the ak are independent NC(0, 1) random variables. As a consequence,
n1/α min |zk| a.s.−−−→
n→∞ m∞ = inf{|z| | fα,λ(z) = 0}.
2. If there exists α > 0 and λ > 0 such that
lim
r→∞ r
αν(Dcr) = λ
then the point process {z1/n1/α, . . . , zn/n1/α} converges towards the inverse of the
point process of the zeros of fα,λ. Furthermore, we have that
1
n1/α
max |zk| L−−−→
n→∞
1
m∞
.
Notice that the coefficients of fα,λ can be written using the gamma function. Notice
also that when α = 2 and λ = 2, which occurs for elliptic polynomials, the function fα,λ
is the Planar Gaussian Analytic function
f2,2(z) =
∞∑
k=0
ak
1√
k!
zk.
There does not seem to exist good reasons for z∞ and m∞ to be similar. Figure 3 suggests
they are not.
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Remark 3.4. In the special case where ν = νS1 is the uniform measure on the unit
disk, both theorems reduce to the result of Peres and Virág [PV05]. For other random
polynomials such as Weyl polynomials, this result is new. There is no hope that this result
holds for other distribution on the coefficients. This remark can be found, for instance, in
[TV15, Section 5] or in [BD04]. See [But18] for a discussion of this non-universality in
the case of the Kac polynomials.
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Figure 3: Approximations of the histograms of the random variables z∞ and m∞. On the
left we simulated the eigenvalues of the Forrester-Krishnapur ensemble and on the right
we simulated the zeros of Weyl polynomials, both with degree 100.
4 Related models and perspectives
4.1 On the background model
If we only assume the background ν to be compactly supported with a finite logarithmic
energy, i.e. ν not necessarily radial, we expect to observe a point process outside of
the support of the equilibrium measure, with accumulation points only on the edge of
the support of ν. We also expect the largest particle of this point process to have infinite
variance such as in the radial case. In fact, by Montel’s theorem applied to the sequence of
kernels it can be proved that the sequence of determinantal point processes on any simply
connected open subset outside the support is tight. For domain reasons, the possible
limiting processes cannot be the Bergman point process, but could be a deformed version
of it.
If we do not assume β = 2, all the results presented in this article fall. We hope
that similar results hold for any inverse temperature β. In dimension 1, the Sine point
process and the Airy point process have β counterparts which generalizes them to any
temperature. We can dream of a generalization to any β of the Bergman point process.
4.2 On random polynomials
The results of Theorems 3.1, 3.2 and 3.3 can be easily extended to the case where the
coefficients are i.i.d. random variables which satisfy
E(log(1 + |a0|)) <∞.
The proofs are exactly the same, but the limiting point process of the roots is related to
the zeros of random analytic functions with non-Gaussian coefficients. Very few results
are known on these functions. In addition, the properties of the zeros of these functions
12
are known not to be universal, as we can see, for instance, in [But18] in the case of the
hyperbolic GAF, but they exhibit a universal behavior near the unit circle as shown by
Ledoan, Merkli and Starr in [LMS12].
5 Proof of the results
First, we prove the results on Coulomb gases, then we prove the corresponding results on
random polynomials in the same order.
5.1 Results on Coulomb gases
We start with the proof of Theorem 2.7, then we deduce Theorem 2.4 and we finish with
the proof of Theorem 2.9.
5.1.1 Proof of Theorem 2.7
Lemma 5.1 (Useful formula for the potential). Let ν ∈ P(C) be a rotationally invariant
probability measure such that
∫
Dc1
log |x|dν(x) <∞. Then
V ν(z) =
∫ |z|
1
ν(Dr)
r
dr +
∫
Dc1
log |x|dν(x)
where Dr denotes the open disk of radius r.
This formula is known as Jensen’s formula and can be seen as a consequence of the
Poisson-Jensen formula [ST97, Theorem II.4.10].
Remark 5.2 (The potential is defined up to a constant.). Note that one can choose to
add a constant to the potential V ν without changing the joint distribution (1). Adding a
constant will only change the normalizing constant ZN . We can modify the potential V ν
so that it is constant equal to zero on the unit circle and then
∀z ∈ C V ν(z) =
∫ |z|
1
ν(Dr)
r
dr.
In fact, V ν defined in this way satisfies Poisson’s equation with source ν even if the actual
logarithmic potential (4) does not make sense. Nevertheless, it is only when the condi-
tion of Lemma 5.1 is satisfied that V ν satisfies condition (2). We emphasize that this
representation of the potential will be very helpful in the rest of the article.
Proof of Lemma 5.1. As ν is radial, the disintegration theorem3 [AGS08, Theorem 5.3.1]
allows us to write
ν =
∫ ∞
0
lrdµ(r)
where lr ∈ P(C) is the uniform probability measure on Cr, the circle centered at 0 of
radius r, and µ is a probability measure on [0,∞) characterized by
∀a, b > 0 µ((a, b)) = ν({a < |z| < b}).
This decomposition of the measure means that for any f positive measurable function or
integrable with respect to ν we have
3Conditional expectation in probabilist language.
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∫
C
f(z)dν(z) =
∫ ∞
0
(∫
Cr
f(w)dlr(w)
)
dµ(r).
Using this relation to compute the potential of the measure ν gives for every z ∈ C
V ν(z) =
∫
C
log |z − w|dν(w) =
∫ ∞
0
(∫
Cr
log |z − w|dlr(w)
)
dµ(r) =
∫ ∞
0
V lr(z)dµ(r).
where V lr is the potential of the uniform measure on Cr. In fact, as the integrability of
log |z − ·| is not yet known we may proceed by a limiting argument by first integrating
along the complement of an open annulus that contains z. But, as V lr can be computed
explicitly and is equal to [Ran95, p.29]
V lr(z) =
{
log r if |z| ≤ r
log |z| if |z| > r
we are able to complete the limiting argument. Hence we obtain
V ν(z) =
∫
[|z|,∞)
log r dµ(r) +
∫
[0,|z|)
log |z|dµ(r)
=
∫
[|z|,∞)
log r dµ(r) + log |z|ν(D|z|) (11)
where the last term is not there if z = 0. Notice that by (11) the lemma is already proven
for |z| = 1. Suppose z 6= 0. Let us notice that Fubini’s theorem implies∫ ∞
|z|
1
r
ν(Dcr)dr =
∫
R+
1r≥|z|
1
r
(∫
R+
1s≥rdµ(s)
)
dr
=
∫
R+
1s≥|z|
(∫ s
|z|
1
r
dr
)
dµ(s)
=
∫
[|z|,∞)
log s dµ(s)− log |z|ν(Dc|z|).
Then, by replacing this equality in (11), we obtain
V ν(z) = log |z|( ν(D|z|) + ν(Dc|z|) ) +
∫ ∞
|z|
ν(Dcr)
r
dr
= log |z|+
∫ 1
|z|
ν(Dcr)
r
dr +
∫ ∞
1
ν(Dcr)
r
dr
= log |z|+
∫ 1
|z|
1− ν(Dr)
r
dr +
∫ ∞
1
ν(Dcr)
r
dr
=
∫ |z|
1
ν(Dr)
r
dr +
∫ ∞
1
ν(Dcr)
r
dr
=
∫ |z|
1
ν(Dr)
r
dr +
∫
[1,∞)
log r dµ(r)
where the last equality is obtained by taking |z| = 1. The case z = 0 follows the same
argument.
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Proof of Theorem 2.7. Proof of 1. We begin by proving the first item.
Step 1: Kernel of the Coulomb gas
Let ν be a measure satisfying Assumption 1 and Assumption 2B. Let (x1, . . . , xn) be the
Coulomb gas associated to the background potential V ν . As β = 2, the point process
{x1, . . . , xn} is determinantal with kernel Kn : C× C→ C defined by
Kn(z, w) =
n−1∑
k=0
bk,nz
kw¯ke−(n+1)V
ν(z)e−(n+1)V
ν(w)
where
(bk,n)−1 =
∫
C
|z|2ke−2(n+1)V ν(z)d`C(z).
The point process In = {xk | |xk| < 1} is the restriction to the open unit disk of the
point process {x1, . . . , xn}, and is also a determinantal point process, with kernel given
by the restriction on D × D of Kn. We will also write this kernel Kn. In order to prove
the convergence of the sequence of point processes (In)n∈N towards the Bergman point
process, it is enough to prove that the sequence of kernels (Kn)n∈N converges uniformly
on compact subsets of D× D towards the Bergman kernel of the disk
K(z, w) = 1
pi
1
(1− zw¯)2 =
∞∑
k=0
1
pi
(k + 1)zkw¯k.
In fact, the proof will work, and thus the theorem is true, as soon as the radial potential
V satisfying (2) is zero inside of the closed unit disk and positive outside of it.
Step 2: Convergence of the coefficients
First, let us notice that
(bk,n)−1 =
∫
C
|z|2ke−2(n+1)V ν(z)d`C(z) = 2pi
∫ ∞
0
r2k+1e−2(n+1)V
ν(r)dr
= 2pi
∫ 1
0
r2k+1e−2(n+1)V
ν(r)dr + 2pi
∫ ∞
1
r2k+1e−2(n+1)V
ν(r)dr,
where we use V ν(r) to denote V ν evaluated at any point of norm r. As the potential V ν
is equal to 0 inside the unit disk, one can compute the first term
2pi
∫ 1
0
r2k+1e−2(n+1)V (r)dr = 2pi
∫ 1
0
r2k+1dr = pi
k + 1 .
For the second term, let us prove that
lim
n→∞
∫ ∞
1
r2k+1e−2(n+1)V
ν(r)dr = 0.
But this is a consequence of Lebesgue’s dominated convergence theorem where we use the
bound
r2k+1e−2(n+1)V
ν(r) ≤ r2k+1e−2(k+2)V ν(r)
for k ≤ n− 1. The fact that r2k+1e−2(n+1)V ν(r) goes to zero when r > 1 can be seen from
the fact that V ν > 0 which in turn can be seen from the formula in Lemma 5.1 as follows.
Let r > 0 and write
V ν(r) =
∫ r
1
ν(Ds)
s
ds.
If V ν(r) were zero the integrand ν(Ds) would be zero for almost every s ∈ [1, r] which is
impossible because ν(Ds) > 0 for s > 1.
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In summary, we obtain limn→∞ bk,n = k+1pi .
Step 3: Convergence of the kernels
Let us fix ρ ∈ (0, 1) then for any z, w inside the disk of radius ρ we have
|Kn(z, w)−K(z, w)| ≤
∞∑
k=0
∣∣∣∣bk,n − k + 1pi
∣∣∣∣ |z|k|w|k ≤ ∞∑
k=0
∣∣∣∣bk,n − k + 1pi
∣∣∣∣ ρ2k.
The right-hand term converges to zero as n goes to infinity by an application of Lebesgue’s
dominated convergence theorem, noticing that
∀k, n 0 ≤ bk,n ≤ k + 1
pi
.
which implies ∣∣∣∣bk,n − k + 1pi
∣∣∣∣ ρ2k ≤ 2(k + 1pi
)
ρ2k.
Step 4: Convergence of the point process and the minima
By [ST03, Proposition 3.10] the point process In converges towards the Bergman point
process B and we have completed the proof of the first item.
Proof of 2. As In converges towards B, by the continuity of the minimum (Lemma
6.1) we obtain that the minimum of the norms of In converges to the minimum of the
norms of B. But as the minimum of the norms of B is different from one almost surely
(B always has an infinite number of points), the limit of the minimum of the norms of In
coincides with the limit of the minimum of {|x1|, . . . , |xn|}.
Thanks to [HKPV09, Theorem 4.7.1], the set of the absolute values of the point of the
Bergman point process have the same distribution as {U1/2kk , k ∈ N}, with the Uk ′s being
independent uniform random variables on (0, 1). This immediately implies that
P(# (B ∩Dt) = 0) = 1−
∞∏
k=0
(1− t2k)
which completes the proof of this Theorem.
5.1.2 Proof of Theorem 2.4
The main idea of this proof is that Coulomb gases are stable under inversion. More
precisely, if (x1, . . . , xn) is a Coulomb gas of the form (1), with potential generated by
a background measure ν satisfying Assumption 1 and Assumption 2A, then ( 1x1 , . . . ,
1
xn
)
forms a Coulomb gas with potential generated by the background measure i∗ν which
satisfies Assumption 1 and Assumption 2B.
Lemma 5.3 (Coulomb gas are stable under inversion). Let V be a continuous real valued
function on C such that (2) is satisfied. Define V˜ on C \ {0} by
V˜ (z) = V
(1
z
)
+ log |z|
Let (x1, . . . , xn) be a random element of Cn distributed according to the law
1
Zn
exp
−2
−∑
i<j
log |xi − xj |+ (n+ 1)
n∑
i=1
V (xi)
 d`Cn(x1, . . . , xn) (12)
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where Zn is a normalization constant. Then the random vector ( 1x1 , . . . ,
1
xn
) is almost
surely well-defined and it is distributed according to the law
1
Zn
exp
−2
−∑
i<j
log |xi − xj |+ (n+ 1)
n∑
i=1
V˜ (xi)
 d`Cn(x1, . . . , xn). (13)
In particular, if (x1, . . . , xn) is the Coulomb gas associated to the background ν satisfying
Assumption 1, then ( 1x1 , . . . ,
1
xn
) is the Coulomb gas associated to the background i∗ν which
also satisfies Assumption 1.
Proof of Lemma 5.3. This lemma can be proved by a direct calculation. Instead, we would
like to remark another proof. Define
GV (x, y) = − log |x− y|+ V (x) + V (y)
and define the positive measure pi by dpi = e−4V d`C. Using this definitions we can write
exp
−2
−∑
i<j
log |xi − xj |+ (n+ 1)
n∑
i=1
V (xi)
 d`Cn(x1, . . . , xn)
= e−2
∑
i<j
GV (xi,xj)dpi⊗n(x1, . . . xn).
By a straightforward calculation we obtain
GV (i(x), i(y)) = − log |x− y|+ V˜ (x) + V˜ (y) =: GV˜ (x, y)
and that p˜i := i(pi) is given by
dp˜i = e−4V˜ (x)d`C(x).
In summary, the ‘inverse’ of e−2
∑
i<j
GV (xi,xj) is e−2
∑
i<j
GV˜ (xi,xj) and the ‘inverse’ of pi is
p˜i from which we obtain the result.
Let ν be a probability measure. We can prove that
∀z ∈ C, V i∗ν(z) = V ν
(1
z
)
+ log |z| −
∫
C
log |w|dν(w).
Indeed, let us fix z ∈ C \ {0}. Then
V i∗ν
(1
z
)
=
∫
C
log
∣∣∣∣1z − 1w
∣∣∣∣ dν(w)
=
∫
C
log |z − w|dν(w)−
∫
C
log |z|dν(w)−
∫
C
log |w|dν(w)
=
∫
C
log |z − w|dν(w)− log |z| −
∫
C
log |w|dν(w)
which gives the desired formula.
This proves that if (x1, . . . , xn) is a Coulomb gas with background generated by ν,
then ( 1x1 , . . . ,
1
xn
) is a Coulomb gas associated to the potential
V˜ (z) = V i∗ν(z)−
∫
C
log |w|dν(w).
One can remove the constant
∫
C log |w|dν(w) from the definition of the potential as it
enters the normalizing constant associated to this model. Hence, the image by inversion
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of the Coulomb gas associated to V ν is the Coulomb gas associated to V i∗ν . That i∗ν is
radially symmetric if ν is radially symmetric is a consequence of the fact that T ◦ i ◦T = i
for every rotation T . That the integral of | log |z|| with respect to i∗ν is finite if the integral
of | log |z|| with respect to ν is finite is a consequence of the change-of-variables formula.
Hence, i∗ν satisfies Assumption 1 if ν satisfies Assumption 1.
Proof of Theorem 2.4. Proof of 1. Let (x1, . . . , xn) be a Coulomb gas associated to a
background potential V ν , with the measure ν satisfying Assumption 1 and Assumption 2A.
Lemma 5.3 implies that ( 1x1 , . . . ,
1
xn
) is almost surely well-defined and is the Coulomb gas
associated to the background potential V i∗ν , with the probability measure i∗ν satisfying
Assumption 1 and Assumption 2B. Thanks to Theorem 2.7, the point process { 1x1 , . . . , 1xn }
converges weakly towards the Bergman point process. This implies that the point process
{x1, . . . , xn} converges weakly towards the image under inversion of the Bergman point
process.
Proof of 2. Let t ≥ 1 be fixed, then using Theorem 2.7 we obtain
P(max |xi| < t) = P(∀i ∈ {1, . . . , n}, |xi| < t)
= P
(
∀i ∈ {1, . . . , n}, 1|xi| >
1
t
)
= P
(
min
∣∣∣∣ 1xi
∣∣∣∣ > 1t
)
−−−→
n→∞
∞∏
k=1
(
1− 1
t2k
)
.
5.1.3 Proof of Theorem 2.9
Proof. Proof of 1. We begin by the proof of the first item.
Step 1: Kernel of the rescaled Coulomb gas
Let (x1, . . . , xn) be the Coulomb gas associated to the potential V ν , then the point process{
x1
n1/α
, . . . , xn
n1/α
}
is a determinantal point process associated to the kernel
K˜n(z, w) =
1
n2/α
Kn
(
z
n1/α
,
w
n1/α
)
=
n∑
k=0
bk,nz
kw¯ke
−(n+1)V ν
(
z
n1/α
)
e
−(n+1)V ν
(
w
n1/α
)
where
b−1k,n = 2pi
∫ ∞
0
r2k+1e
−2(n+1)V ν
(
r
n1/α
)
dr.
We will prove that the sequence of kernels K˜n converges uniformly on compact subsets
of C× C towards the kernel
K(z, w) =
∞∑
k=0
bkz
kw¯ke−γ|z|
α
e−γ|w|
α (14)
where
γ = λ
α
and b−1k = 2pi
∫ ∞
0
r2k+1e−2γr
α
dr.
To prove this convergence, we will first prove that bk,n → bk, then we will find a sequence
(Bk)k∈N such that
∑
Bkr
k has an infinite radius of convergence and bk,n ≤ Bk for every
n. This will imply the uniform convergence of the kernels.
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Step 2: Properties satisfied by the potential
Let ν be a rotationally invariant probability measure such that there exists α > 0 and
λ > 0 such that
lim
r→0
ν(Dr)
rα
= λ.
As the potential of ν can be written as
V ν(z) =
∫ |z|
1
ν(Dr)
r
dr
we obtain that
V ν(r)− V ν(0)
rα
−−−→
r→0
λ
α
.
and that V ν(r) > V ν(0) for every r > 0. From now, we will assume that V ν(0) = 0, as
adding a constant to the potential V ν does not change the distribution of the associated
Coulomb gas. Using this new convention, we have
lim
r→0
V ν(r)
rα
= λ
α
=: γ (15)
and
V ν(r) > 0 for every r > 0. (16)
In fact, those two properties of the potential are the only properties needed, apart from
(2), for the theorem to be true.
Step 3: Convergence of the coefficients
We prove that bk,n converges to bk as n goes to infinity or, equivalently,
lim
n→∞
∫ ∞
0
r2k+1e
−2(n+1)V ν
(
r
n1/α
)
dr =
∫ ∞
0
r2k+1e−2γr
α
dr
We divide the integral in three parts.∫ ∞
0
r2k+1e
−2(n+1)V ν
(
r
n1/α
)
dr
=
∫ n1/αε
0
r2k+1e
−2(n+1)V ν
(
r
n1/α
)
dr
+
∫ n1/αM
n1/αε
r2k+1e
−2(n+1)V ν
(
r
n1/α
)
dr
+
∫ ∞
n1/αM
r2k+1e
−2(n+1)V ν
(
r
n1/α
)
dr
where we have chosen ε > 0 such that γ2 rα ≤ V ν(r) for |r| ≤ ε and M > ε such that1
2 log |r| ≤ V ν(r) for |r| ≥M .
We also know, by the continuity and the positivity outside 0 of V that there exists a
constant C > 0 such that C ≤ V (r) for r ∈ [ε,M ].
As
e
−2(n+1)V
(
r
n1/α
)
1[0,n1/αε](r) ≤ e−
(n+1)
n
γrα ≤ e−γrα
we can use Lebesgue’s dominated convergence theorem for the first term. The second term
is bounded by ∫ n1/αM
n1/αε
r2k+1e−2(n+1)Cdr
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which goes exponentially fast to zero when n→∞.
The last integral is bounded by
∫ ∞
n1/αM
r2k+1e
−2(n+1) log
(
r
n1/α
)
dr = n(2k+2)/α
∫ ∞
M
ρ2k+1e−2(n+1) log ρdρ
= n(2k+2)/α
∫ ∞
M
ρ2k−2n−1dρ −−−→
n→∞ 0.
Step 4: Convergence of the kernels
Notice that, uniformly on compact sets,
(n+ 1)V
( |z|
n1/α
)
−−−→
n→∞ γ|z|
α
due to (15). Then, it is left to prove that
lim
n→∞
n∑
k=0
bk,nz
kw¯k =
∞∑
k=0
bkz
kw¯k
uniformly on compact sets of C× C.
Take ε > 0 such that 2λrα ≥ V (r) for |r| ≤ ε. Then
∫ ∞
0
r2k+1e
−2(n+1)V
(
r
n1/α
)
dr ≥
∫ n1/αε
0
r2k+1e−4
n+1
n
γrαdr
≥
∫ n1/αε
0
r2k+1e−8γr
α
dr
≥
∫ k1/αε
0
r2k+1e−8γr
α
dr.
So, if we define Bk by
(Bk)−1 =
∫ k1/αε
0
r2k+1e−8γr
α
dr = k(2k+2)/α
∫ ε
0
ρ2k+1e−8γkρ
α
dρ = k(2k+2)/α
∫ ε
0
ek(2 log ρ−8γρ
α)ρdρ.
By the root test, for ∑∞k=0Bkxk to converge for every x > 0, we need that
lim
k→∞
1
k
log
[
(Bk)−1
]
=∞.
We know that limk→∞ 1k log
[
k(2k+2)/α
]
= ∞ so that it would be enough to prove that
1
k log
∫ ε
0 e
k(2 log ρ−8γρα)ρdρ is bounded from below. In fact, by the Laplace method we know
that
lim
k→∞
1
k
log
∫ ε
0
ek(2 log ρ−8γρ
α)ρdρ = sup
ρ∈[0,ε]
{2 log ρ− 8γρα} > −∞.
Take R > 0 and suppose |z|, |w| ≤ R.∣∣∣∣∣
n−1∑
k=0
bk,nz
kw¯k −
∞∑
k=0
bkz
kw¯k
∣∣∣∣∣ ≤
∞∑
k=0
|bk,n − bk||z|k|w¯|k ≤
∞∑
k=0
|bk,n − bk|R2k
where we have defined bk,n = 0 for k ≥ n. As |bk,n− bk|R2k is bounded by 2BkR2k we can
use the dominated convergence theorem to conclude.
Step 5: Convergence of the point process and the minima
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By [ST03, Proposition 3.10] the point process
{
x1
n1/α
, . . . , xn
n1/α
}
converges to a determi-
nantal point process P associated to the kernel K defined in (14). By the continuity of
the minimum (Lemma 6.1) we obtain that
{
x1
n1/α
, . . . , |xn|
n1/α
}
converges to the minimum of
the norms of P .
Step 6: Analysis of the limiting distribution
Let {Yk}k≥0 be a sequence of positive independent random variables such that Yk follows
the law
r2k+1e−2γrαdr∫∞
0 s
2k+1e−2γsαds
.
If P is the determinantal point process associated to the kernel K then, by [HKPV09,
Theorem 4.7.1], the law of {|z| | z ∈ P} is the same as the law of the point process defined
by {Yk}k≥0. So the infimum has cumulative distribution function
P (inf{Yk} ≤ y) = 1− P (inf{Yk} > y) = 1−
∞∏
k=0
P (Yk > y) = 1−
∞∏
k=0
(1− P (Yk ≤ y)) .
But, by a change of variables we may see that∫ ∞
y
r2k+1e−2γr
α
dr = 1
α(2γ)(2k+2)/α
∫ ∞
2γyα
ρ(2k+2)/α−1e−ρdρ
= 1
α(2γ)(2k+2)/α
Γ
(2k + 2
α
, 2γyα
)
so that
P (Yk ≤ y) =
∫ y
0 r
2k+1e−2γrαdr∫∞
0 s
2k+1e−2γsαds
=
Γ
(
2k+2
α , 2γyα
)
Γ
(
2k+2
α
)
from which we may conclude the proof of the theorem.
Proof of 2. The proof follows the same argument as the proof of Theorem 2.4 along
with the fact that if ν satisfies limr→∞ rαν(Dcr) = λ, then its pushforward by the inversion,
i∗ν, satisfies limr→0 i∗ν(Dr)/rα = λ.
5.2 Results on random polynomials
We prove the results on random polynomials in the same order as we did for Coulomb
gases: we prove Theorem 3.2, then Theorem 3.1 and finally Theorem 3.3.
5.2.1 Proof of 3.2
Proof. Proof of 1. Let ν be a probability measure satisfying Assumption 1 and Assump-
tion 2B. As this measure is rotationally invariant, the random polynomials Pn are
Pn(z) =
n∑
k=0
ak
1
‖Xk‖n z
k.
We define
cn =
∫
C
e−2nV
ν(z)dν(z),
and we would like to prove that (cnPn)n∈N converges uniformly towards z 7→ ∑ akzk
almost surely on any compact set included in the open unit disk. Afterwards, we conclude
by Lemma 6.2.
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Let νn be the probability measure defined by
dνn(z) =
1
cn
e−2nV
ν(z)dν(z).
We begin by proving that
νn
weakly−−−−→
n→∞ νS1
where νS1 denotes the uniform measure on the unit circle. This will be a consequence of
Laplace’s method, some simple tightness property, and the invariance under rotations of
νn. Then, we expect that ‖Xk‖n/cn =
∫
C |zk|dνn(z) converges to
∫
C |zk|dνS1(z). This may
be a consequence of the weak convergence if |zk| were bounded. By Laplace’s method, we
prove that the integral of |zk| outside a large open disk converges to zero and then we may
consider zk as bounded.
Step 1: Convergence of the measures
In this step we prove that
νn
weakly−−−−→
n→∞ νS1 .
First, let us show that
lim
n
1
n
log cn = 0.
This may be seen as an application of Laplace’s method but we write the proof for the
reader’s convenience. As V ν is non-negative, cn ≤ 1, which implies
lim 1
n
log cn ≤ 0.
Let ε > 0 fixed. Then, as V ν is continuous and equals 0 on the unit circle, there exists ε′
such that V ν(z) ≤ ε for all z ∈ D1+ε′ . This implies that
cn =
∫
C
e−2nV
ν(z)dν(z) ≥
∫
D1+ε′
e−2nV
ν(z)dν(z) ≥ e−2nεν(D1+ε′).
Taking the logarithm and the limit inferior we get, as ν(D1+ε′) > 0,
lim 1
n
log cn ≥ −2ε.
As this can be done for every ε > 0 we obtain
lim
n→∞
1
n
log cn = 0.
This behavior along with the fact that for any closed A ⊂ {z | |z| > 1}
1
n
log
∫
A
e−2nV
ν(z)dν(z) ≤ − inf
z∈A
V ν(z) < 0
imply that for any r > 1
νn(Dcr)→ 0. (17)
This last fact also implies that the sequence is tight. The rotational invariance of νn and
(17) implies that the sequence of measures νn has a unique limit point νS1 so that
νn
weakly−−−−→
n→∞ νS1 .
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Step 2: Convergence of the integrals
Now let us prove that for any fixed non-negative integer k we have
‖Xk‖n
cn
=
∫
C
|z|2kdνn(z) −−−→
n→∞
∫
C
|zk|dνS1(z) = 1.
For A > 1 we write∫
C
|z|2kdνn(z) =
∫
DA
|z|2kdνn(z) +
∫
DcA
|z|2kdνn(z).
First, we notice that the convergence of νn towards νS1 implies that∫
DA
|z|2kdνn(z) −−−→
n→∞
∫
DA
|zk|dνS1(z) = 1.
By a direct application of Laplace’s method we may see that∫
DcA
|z|2ke−2nV ν(z)dν(z) ≤ e−n infz∈BcA V
ν(z)+o(n)
which together with the behavior of cn implies that
1
cn
∫
DcA
|z|2ke−2nV ν(z)dν(z) −−−→
n→∞ 0.
For convenience of the reader we will proceed in a somewhat more explicit way. As
V ν(z) ∼|z|→∞ log |z|, we may have chosen A > 1 such that for |z| > A we have V (z) ≥
1/2 log |z|. We obtain∫
DcA
|z|2ke−2nV ν(z)dν(z) ≤
∫
DcA
|z|2ke−n log |z|dν(z)
=
∫
DcA
|z|2k−ndν(z)
≤ A2k−n
if n ≥ 2k. This entails that
lim
n
1
n
log 1
cn
∫
DcA
|z|2ke−2nV ν(z)dν(z) ≤ −A
which, using the behavior of cn, implies that
1
cn
∫
DcA
|z|2ke−2nV ν(z)dν(z) −−−→
n→∞ 0.
Hence, we obtained that for any fixed k,
‖Xk‖n
cn
−−−→
n→∞ 1.
Step 3: Uniform convergence of the polynomials
Let ρ ∈ (0, 1), then for any z ∈ Dρ we have∣∣∣∣∣cnPn(z)−
n∑
k=0
akz
k
∣∣∣∣∣ ≤
n∑
k=0
∣∣∣∣ cn‖Xk‖n − 1
∣∣∣∣ |ak|ρk.
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This implies the almost sure uniform convergence of (cnPn)n∈N towards z 7→ ∑∞k=0 akzk
on any compact of the open unit disk if we notice that
cn
‖Xk‖n ≤ 1
which allows us to use the dominated convergence theorem.
Step 4: Convergence of the point process
To complete the proof, we use Lemma 6.2 which gives the almost sure convergence of the
point process.
Proof of 2. The proof follows the same argument as the proof of the second item of
Theorem 2.7.
5.2.2 Proof of 3.1
The following Lemma is the analog of Lemma 5.3 for random polynomials.
Lemma 5.4 (Inversion on the roots of random polynomials). Let Pn be a random poly-
nomial of degree less or equal than n associated to ν. Then the random polynomial Qn
defined by
Qn(z) = znPn
(1
z
)
is a random polynomial of degree less or equal than n associated to the measure i∗ν.
Proof. It is enough to notice that the application ∗ : Cn[X]→ Cn[X] defined by P ∗(z) =
znP (1/z) is an isometry between Cn[X] with the inner product defined by
〈P,Q〉n,ν =
∫
C
PQe−2nV
ν
dν
and Cn[X] with the inner product defined by
〈P,Q〉n,i∗ν =
∫
C
PQe−2nV
i∗ν
di∗ν
which may be seen by the change-of-variables formula.
Proof of Theorem 3.1. Let ν be a probability measure satisfying Assumption 1 and As-
sumption 2A and let
Pn(z) =
n∑
k=0
akRk(z) =
an
‖Rn‖n,ν
n∏
k=1
(z − zk)
be the random polynomial associated to ν. Lemma 5.4 implies that
Qn = znPn
(1
z
)
=
n∑
k=0
akRn−k(z) = Pn(0)
n∏
k=1
(
z − 1
zk
)
is the random polynomial associated to the measure i∗ν. In addition, the measure i∗ν
satisfies Assumption 1 and Assumption 2B. Theorem 3.2 implies that the point process
In =
{ 1
zk
,
1
|zk| < 1
}
converges towards the Bergman point process and that (mink∈{1,...,n} 1/|zk|)n∈N converges
in distribution towards the random variable y∞. This implies that
On = {zk, |zk| > 1}
converges towards the inverse of the Bergman point process and that the sequence of ran-
dom variables (maxk∈{1,...,n} |zk|)n∈N converges in distribution towards the random variable
x∞.
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5.2.3 Proof of 3.3
Proof. Proof of 1. Using Lemma 6.2 and Lemma 6.1 it is enough to prove that
1√
n
Pn
(
z
n1/α
)
=
n∑
k=0
ak
1√
n
1
nk/α‖Xk‖n z
k
converges uniformly on compact sets of C towards
fα,λ(z) =
∞∑
k=0
ak(∫
C
|z|2ke− λα |z|αλdµα(z)
)1/2 zk.
We start by recalling some properties of the potential V ν . Indeed for the convergence to
hold we assume V ν(0) = 0 which can be done by adding a constant. Then we prove that
for any k,
n1+2k/α‖Xk‖2n = n2k/α
∫
C
|z|2ke−2nV ν(z)ndν(z) −−−→
n→∞
∫
C
|z|2ke− λα |z|αλdµα(z). (18)
The idea is quite simple. If Tn : z 7→ n1/αz then
n2k/α
∫
C
|z|2ke−2nV ν(z)ndν(z) =
∫
C
|z|2ke−2nV
ν
(
z
n1/α
)
ndTn(ν)(z)
where Tn(ν) denotes the image measure of ν by Tn. By the hypotheses we should have
that nTn(ν) converges towards λµα and nV ν
(
z
n1/α
)
converges towards (λ/α)|z|α in some
sense what would imply (18). Finally, we find a sequence Bk such that for any n ∈ N,
1
n1+k/α‖Xk‖n ≤ Bk
with ∑∞k=0 akBkzk having an infinite radius of convergence.
Step 1: Properties of the potential
Let ν be a rotationally invariant probability measure such that there exists α > 0 and
λ > 0 such that
lim
r→0
ν(Dr)
rα
= λ.
As the potential of ν can be written as
V ν(z) =
∫ |z|
1
ν(Dr)
r
dr
we obtain that
V ν(r)− V ν(0)
rα
−−−→
r→0
λ
α
=: γ
and that V ν(r) > V ν(0) for every r > 0. From now, we will assume that V ν(0) = 0, as
adding a constant to the potential V ν only changes the polynomials Rk by a multiplicative
constant which has no impact on the zeros of Pn.
Step 2: Convergence of the coefficients
Let us define Tn : z 7→ n1/αz. Then for any r > 0 we have
nTn(ν)(Dr) = nν(Dr/n1/α) −−−→n→∞ λr
α = λµα(Dr).
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In particular, nTn(ν)(DK) converges towards λµα(DK) and the cumulative distribution
function of the probability measure onK nTn(ν)/nTn(ν)(DK) converges pointwise towards
the cumulative distribution function of λµα/λµα(DK). This implies that, for any K > 0
and any bounded continuous function g∫
DK
g ndTn(ν) −−−→
n→∞ λ
∫
DK
gdµα.
Let ε > 0. There exists δ > 0 such that for any z ∈ Dδ we have
(1− ε)γ|z|α ≤ V (z) ≤ (1 + ε)γ|z|α
and for any r ∈ (0, δ)
ν(Dr) ≤ 2λrα.
Let us start with∫
C
n2k/α|z|2ke−2nV ν(z)ndν(z) =
∫
Dδ
n2k/α|z|2ke−2nV ν(z)ndν(z) +
∫
Dc
δ
n2k/α|z|2ke−2nV ν(z)ndν(z).
From the formula (5.1) we know that V ν(z) > 0 as soon as z 6= 0, this implies that
0 ≤
∫
Dc
δ
n2k/α|z|2ke−2nV ν(z)ndν(z) ≤ n2k/α+1δ2ke−2n infDcδ V
ν(z) −−−→
n→∞ 0.
To study first term, we start by noticing that∫
Dδ
n2k/α|z|2ke−2nγ(1+ε)|z|αndν(z) ≤
∫
Dδ
n2k/α|z|2ke−2nV ν(z)ndν(z)
and ∫
Dδ
n2k/α|z|2ke−2nV ν(z)ndν(z) ≤
∫
Dδ
n2k/α|z|2ke−2nγ(1−ε)|z|αndν(z).
If we prove that for any γ′ > 0, we have∫
Dδ
n2k/α|z|2ke−2nγ′|z|αndν(z) −−−→
n→∞
∫
C
|z|2ke−γ′|z|αλdµα(z)
then we will obtain that for any ε > 0
lim
n
∫
Dδ
n2k/α|z|2ke−2nγ(1+ε)|z|αndν(z) ≤
∫
C
|z|2ke−γ(1−ε)|z|αλdµα(z)
and
lim
n
∫
Dδ
n2k/α|z|2ke−2nγ(1+ε)|z|αndν(z) ≥
∫
C
|z|2ke−γ(1+ε)|z|αλdµα(z).
Taking the limit as ε goes to zero will end the proof.
First, let us write∫
Dδ
n2k/α|z|2ke−2nγ′|z|αndν(z) =
∫
D
δn1/α
|x|2ke−2nγ′|x/n1/α|αndTn(ν)(x)
=
∫
D
δn1/α
|x|2ke−2γ′|x|αndTn(ν)(x).
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For any fixed K > 0, the weak convergence of the measures (nTn(ν))n∈N toward λµα
implies that ∫
DK
|x|2ke−2γ′|x|αndTn(ν)(x) −−−→
n→∞
∫
DK
|x|2ke−2γ′|x|αλdµα(ν)(x). (19)
If we are able to find a function h(K) going to zeros as K goes to infinity, independent of
n, for which
0 ≤
∫
D
δn1/α\DK
|x|2ke−2γ′|x|αndTn(ν)(x) ≤ h(K)
then (19) would be established. To this aim, we write∫
D
δn1/α\DK
|x|2ke−2γ′|x|αndTn(ν)(x) ≤
dδn1/αe∑
j=K
∫
Dj+1\Dj
|x|2ke−2γ′|x|αndTn(ν)(x)
≤
dδn1/αe∑
j=K
j2ke−2γ
′jαnTn(ν)(Dj)
≤
dδn1/αe∑
j=K
j2ke−2γ
′jαnν(Dj/n1/α)
≤
dδn1/αe∑
j=K
j2ke−2γ
′jαλ2jα
≤
∞∑
j=K
j2ke−2γ
′jαλ2jα = h(K)
which ends the proof of this step.
Step 3: Dominated convergence
To obtain the uniform convergence of Pn(./n1/α)/
√
n towards fα,λ, it is sufficient to find
a sequence bk, independent of n, such that for any k and n
1
n1+kα‖Xk‖2n
≤ bk
and with the power series ∑∞k=0 bkzk having an infinite radius of convergence.
Let ε > 0 such that for any r ∈ [0, ε]
9λ
10µα(Dr) ≤ ν(Dr) ≤
11λ
10 µα(Dr) (20)
and for any Z ∈ Dε
γ
2 |z|
α ≤ V ν(z) ≤ 3γ2 |z|
α.
Such an ε exists due to the properties stated at Step 0.
∫
C
n2k/α|z|2ke−2nV ν(z)ndν(z) ≥
∫
Dε
|n1/αz|2ke−3γ|zn1/α|αdν(z)
≥
∫
D
εn1/α
|x|2ke−3γ|x|αdTn(ν)(x)
≥
∫
D
εk1/α\Dεk1/α/2
|x|2ke−3γ|x|αdTn(ν)(x)
≥
(
ε
2k
1/α
)2k
e−3γε
αk
(
Tn(ν)(Dεk1/α)− Tn(ν)(Dεk1/α/2)
)
.
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Due to the inequality (20), we deduce
Tn(ν)(Dεk1/α)− Tn(ν)(Dεk1/α/2) = ν(Dε(k/n)1/α)− ν(Dε(k/n)1/α/2)
≥ 1110λnµ(Dε(k/n)1/α)−
9
10λµ(Dε(k/n)1/α/2)
≥ 1110λε
αk − 910λ(
ε
2)
αk
≥ k1320λε
α.
We can now define
b−1k =
(
ε
2k
1/α
)2k
e−3γε
αkk
13
20λε
α
and we check easily that
1
k
log bk −−−→
k→∞
−∞
which implies that ∑∞k=0 bkzk has an infinite radius of convergence. Using the dominated
convergence theorem, we obtain that the following convergence holds uniformly on compact
sets of C
1√
n
Pn
(
z
n1/α
)
−−−→
n→∞ fα,λ(z).
Proof of 2. By the same argument as in the proof of 3.1, it is an immediate conse-
quence of the first point, using the fact that if ν satisfies limr→∞ rαν(Dcr) = λ, then its
pushforward by the inversion, i∗ν, satisfies limr→0 i∗ν(Dr)/rα = λ.
6 Appendix: Point processes
We remind some definitions and properties of point processes that are used in the article.
Let X be a Polish space. We denote by CX the space of locally finite positive measures P
on X such that P (A) is a non-negative integer or infinity for every measurable set A ⊂ X.
It is not hard to see that for every P there exists a countable family (xλ)λ∈Λ of elements
of X such that every x ∈ X has an open neighborhood U ⊂ X for which the cardinal of
{λ ∈ Λ : xλ ∈ U} is finite and such that
P =
∑
λ∈Λ
δxλ .
Indeed, we could have defined CX more loosely by saying
CX = {P ⊂ X : P is locally finite and admits multiplicities}
and the measure version P would count the number of points inside a set. This set notation
shall be used along the article and sometimes we will use # (P ∩A) to denote P (A). We
will endow CX with a topology. Let f : X → R be a continuous function with compact
support. Define fˆ : CX → R by
fˆ(P ) =
∑
x∈P
f(x) =
∫
X
fdP
where in the sum we count x with multiplicity. Notice that fˆ makes sense since P is locally
finite and f is compactly supported. Then we endow CX with the smallest topology such
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that fˆ is continuous for every continuous function f : X → R with compact support.
Notice that this topology is the vague topology if CX is seen as a subspace of the space of
Radon measures on X. In particular, as the space of Radon measures on a Polish space
is Polish [BP18] it can be proved that CX , as it is a closed subset of this space, is a Polish
space too.
We shall be mainly interested in the cases where X is R+ = [0,∞), X is [0, 1) or X is
an open subset of C.
Lemma 6.1 (Continuity of the minimum). The application min : CR+ → [0,∞], that to
each P ∈ CR+ associates its minimum or, in measure terms, the infimum of its support,
is continuous. Similarly, the application that to each P ∈ C[0,1) associates its minimum in
[0, 1] is continuous.
Proof. We will only give the proof of the continuity of min as the proof of the continuity of
second application follows the same steps. Let P ∈ CR+ and consider a sequence {Pn}n∈N
that converges to P .
Suppose minP < ∞. Take ε > 0 and any positive continuous function f : R+ → R
supported on [0,minP + ε] such that f(minP ) > 0. As fˆ(Pn) → fˆ(P ) we have that
fˆ(Pn) > 0 for n large enough and then minPn ≤ minP + ε for n large enough so that
lim
n→∞minPn ≤ minP + ε.
As this can be done for every ε > 0 we obtain limn→∞minPn ≤ minP .
Now take a ∈ R+ such that a < minP . Consider any continuous function f supported
on [0,minP ] such that f(r) = 1 if r ≤ a. As fˆ(Pn) → fˆ(P ) = 0 we have that fˆ(Pn) < 1
for n large enough. Then, Pn([0, a]) = 0 and, thus, minPn ≥ a for n large enough. So,
a ≤ lim
n→∞
minPn.
As this can be done for every a < minPn we obtain minP ≤ limn→∞minPn and we may
conclude.
Suppose minP = ∞, i.e. P (R+) = 0. Take M > 0 and consider a non-negative
continuous function f : R+ → R with compact support such that f(y) = 1 if y ≤ M .
Then, as fˆ(Pn) → fˆ(P ) = 0, we have that fˆn(P ) < 1 for n large enough. In particular
Pn([0,M ]) = 0 for n large enough which implies that minPn > M for those n. As this
can be done for every M > 0 we obtain limn→∞minPn =∞ by definition.
Lemma 6.2 (Hurwitz’s continuity). Consider an open subset Ω of C and denote by O(Ω)
the space of holomorphic functions endowed with the compact-open topology (the topology
of uniform convergence on compact sets). Then the application zero : O(Ω)→ CΩ defined
by
zero(p) =
∑
p(z)=0
δz,
where the zeros are counted with multiplicity, is continuous.
Proof. Let (pn)n∈N be a sequence of elements in O(Ω) that has a limit p ∈ O(Ω). Let
f : Ω→ R be a continuous function with compact support. Denote by z1, . . . , zl the zeros
of P inside supp(f). Denote by L the total number of zeros of P counted with multiplicity.
Take ε > 0. We will find N > 0 such that
∣∣∣∑pn(z)=0 f(z)−∑p(z)=0 f(z)∣∣∣ < ε for n > N
where the zeros are, again, counted with multiplicity in the sums.
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By the continuity of f we can choose δ˜ > 0 such that for every k ∈ {1, . . . , l} we
have |f(z) − f(zk)| < ε/L for every z ∈ Dδ˜(zk). By Hurwitz’s theorem, as (pn)n∈N
converges to p uniformly on compact sets, there exists δ > 0 and N˜ > 0 such that
δ < δ˜ and for every k ∈ {1, . . . , l} the number of zeros of pn inside Dδ(zk) counted
with multiplicity is exactly the same as the multiplicity the zero zk of p for n ≥ N˜ .
Define K = suppf ∩ Dδ(z1)c ∩ · · · ∩ Dδ(zl)c. Because of the uniform convergence on
K and because p(z) 6= 0 for every z ∈ K we can take N > 0 such that N > N˜ and
supz∈K |pn(z)− p(z)| < infz∈K |p(z)|. This implies, in particular, that pn(z) 6= 0 for every
n ≥ N and z ∈ K. We may conclude by saying that
∣∣∣∣∣∣
∑
pn(z)=0
f(z)−
∑
p(z)=0
f(z)
∣∣∣∣∣∣ ≤
l∑
k=1
 ∑
pn(z)=0
z∈Dδ(zk)
|f(z)− f(zk)|
 <
l∑
k=1
 ∑
pn(z)=0
z∈Dδ(zk)
ε/L
 = ε.
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