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Introduction
An important theme in analytic number theory is the estimations of character sums. The classical Pólya-Vinogradov inequality (see for example [3, Chap. 23] ) states that for any non-principal Dirichlet character χ modulo q and M ∈ Z, N ∈ N, we have M<n≤M+N χ(n) ≪ q 1/2 log q.
The above estimate has many interesting applications such as the study of least quadratic non-residues, least primitive roots and primes in arithmetic progressions.
Another important topic studied in analytic number theory is the asymptotic behaviors of mean values. In view of the Pólya-Vinogradov inequality, we see that it is not possible to obtain an asymptotic formula for a single character sum. In order to obtain such formulas, we need to consider extra averages.
In the case of quadratic Dirichlet character sums, we are thus led to consider the following sum:
Although it is relatively easy to obtain an asymptotic formula of S(X, Y ) if Y = o(X/ log X) or X = o(Y / log Y ) with the help of the Pólya-Vinogradov inequality, it is much more subtle to do so when X and Y are of comparable size. In [2] , using a Poisson summation formula developed in [8] , J. B. Conrey, D. W. Farmer and K. Soundararajan succeeded in obtaining an asymptotic formula of S(X, Y ) for all X and Y .
The result of Conrey, Farmer and Soundararajan motivates one to study similar character sums. For example, let K = Q(i) be the Gaussian field and we denote O K = Z[i] for the ring of integers in K. For every c ∈ O K such that (c, 1 + i) = 1, let · c 2 be the quadratic residue symbols defined in Section 2.1. Suppose that Φ(t), W (t) are two non-negative smooth function compactly supported on R + , we define
A similar expression without the appearance of 1 + i in the quadratic symbol above has been studied previously by the authors in [4] . An asymptotic formula is obtained for such an expression, which is valid when Y = o(X) and X = o(Y 2−ε ) for any ε > 0.
Our goal in this paper is to further continue our investigation on S 2 (X, Y ; Φ, W ), aiming at obtaining a valid asymptotic formula for all large Y going up to X. Our new input here is the method used by K. Soundararajan and M. P. Young in [9] . After using Poisson summation first to transform one of the sums in S 2 into a dual sum, we shall follow the approach in [9] to treat the resulting sums using multiple Dirichlet series. This allows us to get a better control on Date: October 23, 2019.
the error terms obtained.
Before stating our result, we note that as pointed out in [4] , one can regard m · 2 as a Hecke character χ m (mod 16m) of trivial infinite type when (m, 1 + i) = 1, thus justifying our view of S 2 as Hecke character sums. Moreover, the factor 1+i n 2 is inserted in the expression of S 2 for a purely technical reason. One can obtain a similar asymptotic formula for S 2 without this factor.
Our main result is Theorem 1.1. Let Φ and W be two non-negative, smooth, compactly supported functions on R + . Let S 2 (X, Y ; Φ, W ) be defined in (1.2) . For large X and Y with X ≥ Y , θ = 131/416, we have for any ε > 0,
where C(Φ, W ) is given in (3.11).
We remark here that the result of Conrey, Farmer and Soundararajan on S(X, Y ) defined in (1.1) is that
Moreover, it is shown in [2] that
It follows that when Y < X 1−ε , we can recast S(X, Y ) as
The error term given in Theorem (1.1) is essentially of the same order of magnitude as the error term in the above expression. Moreover, the asymptotic formula given in (1.3) is now valid for all Y ≤ X 1−ε . When ̟|a, we define a ̟ 4 = 0. Then the quartic character can be extended to any composite n with (N (n), 2) = 1 multiplicatively. We extend the definition of · n 4 to n = 1 by setting · 1 4 = 1. We further define ( · n ) = · n 2 4 to be the quadratic residue symbol for these n.
Preliminaries
Note that in Z[i], every ideal coprime to 2 has a unique generator congruent to 1 modulo (1 + i) 3 . Such a generator is called primary.
Gauss sums.
For any n, r ∈ Z[i], n ≡ 1 (mod (1 + i) 3 ), the quadratic Gauss sum g 2 (r, n) is defined by
The following property of g 2 (r, n) can be easily derived from the definition of g 2 (r, n):
We write N (n) for the norm of any n ∈ Z[i] and ϕ(n) for the number of elements in the reduced residue class of O K /(n). The next lemma allows us to evaluate g 2 (r, n) for n ≡ 1 (mod (1 + i) 3 ) explicitly. (i) For m, n primary and (m, n) = 1, we have
Then for l ≥ 1,
As a immediate consequence of the above lemma, we see that for any k, n ∈ Z[i] with n primary,
The proof of Theorems 1.1 requires the following Poisson summation formula ( see [5] for details): 3 ) and · n 2 be the quadratic residue symbol (mod n). For any Schwartz class function W , we have
2.6. Evaluation of W i (t). We will require some simple estimates on W i (t) and its derivatives. First note that for any t ≥ 0, we note that W i (t) ∈ R since we have
We evaluate the above integral in polar coordinates to get
We now apply Mellin inversion to see that
where for any function f , its Mellin transformf is defined to be
We reverse the order of the two inner integrations above and arrive, after some changes of variables (first r 1/2 → r, then 2πtr sin θ → r and s → −s) , at We note that S(s) is clearly analytic when ℜ(s) ≤ 0. For 0 < ℜ(s) < 1, using integration by parts, we get
Applying the Taylor expansion of sin θ/θ around θ = 0 allows us to write (sin θ/θ) ′ = θg(θ) for some bounded function g when 0 ≤ θ ≤ π/2. It follows that the second integral of (2.5) gives an analytic extension of S(s) to ℜ(s) < 3 with a simple pole at s = 1 such that S(s) ≪ E ℜ(s) for some constant E uniformly when ℑ(s) > 1 and ℜ(s) ≤ 3 − ε for any ε > 0.
2.7.
Analytical behavior of a Dirichlet series. Let g 2 (k, n) be defined as in (2.1). We now fix a generator for every prime ideal (̟) ∈ O K together with 1 as the generator for Z[i] and extend to any ideal of O K multiplicatively. We denote the set of such generators by G. Let k 1 ∈ O K be square-free, we define
where we use the convention throughout the paper that all sums over k 2 are restricted to k 2 ∈ G.
It follows from (2.3) that g 2 (k 1 k 2 2 , n) ≪ N (n), so that J k1 (v, w) converges absolutely if ℜ(w) and ℜ(v) are all > 1. For any Hecke character χ, we denote L(s, χ) for the associated L-function. The next lemma describes certain analytical behavior of J k1 (v, w).
Lemma 2.8. The function J k1 (v, w) defined above may be written as
where J 2,k1 (v, w) is a function uniformly bounded by N (k 1 ) ε for any ε > 0 in the region ℜ(v) ≥ 1/2 + ε, and ℜ(w) ≥ ε.
Proof. It follows from Lemma 2.3 that the summand of (2.6) is jointly multiplicative in terms of n and k 2 , so that J k1 (v, w) can be expressed as an Euler product over all primary primes ̟ with each Euler factor at ̟ being
Applying (2.3) again, we have J ̟,k1 (v, w) ≪ 1 uniformly for all ̟.
For ̟ ∤ k 1 , we can replace g 2 (k 1 ̟ 2k2 , ̟ n ) in the definition of J ̟,k1 (v, w) by an explicit evaluation of it using Lemma 2.3. Keeping only the non-zero terms, this yields an alternative expression for J ̟,k1 (v, w), which we denote by J gen ̟,k1 (v, w). One checks that we have
We now extend the above definition of J gen ̟,k1 (v, w) to all other ̟ (including ̟ = 1 + i).
In the region ℜ(v) ≥ 1/2 + ε, ℜ(w) ≥ ε, it follows from the definition of J gen ̟,k1 (v, w) that the contribution from terms k 2 ≥ 1 is of size ≪ 1/N (̟) 1+2ε . The contribution of the term k 2 = 0 is 1 + χ ik1 (̟)N (̟) −1/2−w .
We now define
and we define J ̟,k1 (v, w) = 1 when ̟ = 1 + i.
Our arguments above imply that J gen 2,k1 (v, w) is uniformly bounded by 1 in the region ℜ(v) ≥ 1 2 + ε, and ℜ(w) ≥ ε. As one checks easily that J non−gen
2,k1
(v, w) is uniformly bounded by N (k 1 ) ε for any ε > 0 in the same region, the assertions of the lemma now follow.
2.9.
A mean value estimate. For k ∈ O K , recall that χ k denote the quadratic symbol k · 2 . We shall use * to denote a sum over square-free elements in O K throughout the paper. In the proof of Theorem 1.1, we need the following mean value estimate for quadratic Hecke L-functions.
Lemma 2.10. For any complex number σ + it with σ ≥ 1/2, we have *
and that * N (k1)≤X 
Proof of Theorem 1.1
Applying the Poisson summation formula, Lemma 2.5, we see that
The term M 0 can be treated exactly as in [4, Sec. 3.1], and the result there gives
where ζ K (s) is the Dedekind zeta function of K and θ = 131/416 arises from the currently best known error term of the Gauss circle problem (see [7] ).
3.1. The Term M ′ . Now suppose k = 0. Applying (2.4) gives
We take the Mellin inversion of Φ to further recast M ′ as
where the last equality above follows from the observation that the integral over s may be taken over any vertical lines with real part between 0 and 1.
Let f (k) = g 2 (k, n)/N (k) s and we write k = k 1 k 2 2 with k 1 square-free and k 2 ∈ G, where we recall here that G is the set of generators of all ideals in O K defined in Section 2.7. We break the sum over k 1 into to sums, depending on (k 1 , 1 + i) = 1, getting
Note that when (n, 1 + i) = 1, g 2 (k, n) = g 2 (2k, n) by (2.2) . It follows that we have f (2k 1 k 2 2 ) = 4 −s f (k 1 k 2 2 ) so that
We apply the above expression to recast M ′ as and J k1 (v, w) is defined in (2.6) . The formula for M 2 (s, u, k 1 , l) is identical to (3. 3) except that the factor 2 1−2s − 1 is omitted.
To evaluate M 1 (s, u, k 1 ) and M 2 (s, u, k 1 ), we apply Lemma 2.8 to replace J k1 (s, u) by L(1/2 + u, χ ik1 )J 2,k1 (s, u) and shift the line of integration over u to ℜ(u) = ε. We encounter a pole of the Dirichlet L-functions at u = 1 2 for k 1 = i 3 only. We denote the possible residue by R and the remaining integrals by I.
To deal with R, we move the line of integration over s to the line ℜ(s) = 3 − ε. Recall our discussions on the analytic behavior of S(s) in Section 2.6, we see that there is no pole of our integrand at s = 1 due to the presence of cos(πs/2). To estimate the integral on the 3 − ε line, we observe integrating by parts implies that for ℜ(s), ℜ(u) > 0 and any integers E i ≥ 0, 1 ≤ i ≤ 3,
We further note the following bound:
Combining (3.4), (3.5) and the bound for S(s) in Section 2.6 together with the estimation that J 2,i 3 (s, u) ≪ 1 by Lemma 2.8, we see that the remaining integral of s at ℜ(s) = 3 − ε is
Now, it still remains to estimate the contribution of I to (3.2) . We split the sum over k 1 into two terms based on whether N (k 1 ) ≤ H or not, for a suitable H to be chosen later. For the first category of terms we move the line of integration of s to ℜ(s) = c 1 for some 1/2 < c 1 < 1, and for the second category we move the line of integration of s to ℜ(s) = c 2 for some c 2 > 1. We find by Lemma 2.8 that for any ε > 0, J 2,k1 (s, u) ≪ (N (k 1 )) ε |L( 1 2 + u, χ ik1 )|. Using (3.4) with E 1 = E 2 = 1 and (3.5), together with the above bound and the bound for S(s) given in Section 2.6, we find that our first category of terms contributes (3.7)
We apply Lemma 2.10 and partial summation to see that * N (k1)≤H 1 N (k 1 ) c1/2−ε |L( We then deduce from (3.8) and (3.9) that the sum of the contributions of the two categories of terms is
(3.10) 3.2. Conclusion. We combine (3.1), (3.6) and (3.10) to see that when X ≥ Y ,
The assertion of Theorem 1.1 now follows from the above expression by setting
