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I present an estimator for the angular cross-correlation of two tracers of the cosmological large-
scale structure that utilizes redshift information to isolate separate physical contributions. The
estimator is derived by solving the Limber equation for a re-weighting of the foreground tracer
that nulls either clustering or lensing contributions to the cross-correlation function. Applied to
future photometric surveys, the estimator can enhance the measurement of gravitational lensing
magnification effects to provide a competitive independent constraint on the dark energy equation
of state.
PACS numbers: 95.36.+x, 95.75.Pq, 98.80.Es
Introduction The two-point correlation functions of
galaxies and quasars have proven to be powerful probes of
cosmological models [e.g. 1]. Over the next two decades,
wide-field astronomical surveys [28] will rely on two-point
correlation functions to self-calibrate several types of sys-
tematic error [e.g. 2–5] and constrain models of dark en-
ergy [e.g. 5–7].
Precise interpretation of correlation function measure-
ments requires knowledge of the line-of-sight distribution
of the sources. Astronomical surveys obtain this infor-
mation either with a spectrograph, which requires long
integration times and therefore limits the total number of
sources observed, or with broad-band photometry, which
allows improved statistical precision at the expense of
larger errors in the line-of-sight source distribution.
In this letter, I derive an estimator for cosmological
cross-correlation functions that simultaneously removes
the ambiguities in theoretical interpretation when the
line-of-sight source distributions have large observational
errors and maximizes the signal-to-noise ratio (SNR) of
shot-noise limited measurements through optimal sam-
ple selection. The method of Ref. [8] is complimentary
to this letter in optimizing the SNR for sample variance
dominated measurements.
While the cross-correlation estimator is broadly ap-
plicable, I will focus on the measurement of gravita-
tional lensing magnification, where an optimal estima-
tor promises particularly large scientific gains. Gravita-
tional lensing by cosmological large-scale structure causes
the images of background sources to be both magnified
and sheared. Lensing magnification alters the apparent
number density of background sources by two compet-
ing effects, 1) magnifying the area in a given patch of
sky thereby reducing the source number density, and 2)
increasing the apparant brightness of sources otherwise
just below a survey detection limit therby increasing the
observed source number density. The dominant effect is
determined by the slope of the differential source num-
ber counts as a function of magnitude, with steep slopes
yielding increases in the apparant number density.
Most detections of lensing magnification to-date have
measured the angular cross-correlation function of two
source samples widely separated in redshift [9–11] (al-
though see a novel method in Ref. [12]). In the absence
of lensing, such a correlation would be zero, yielding a
clean measurement of lensing effects.
The cross-correlation of galaxy shapes to detect lensing
shears (cosmic shear) is well established as an important
cosmological probe [e.g. 13]. Current and next generation
surveys targeted at measuring dark energy properties via
cosmic shear will rely on ‘photometric redshifts’ (photo-
z’s) that measure a galaxy spectrum in a few broad-
band optical filters. While photo-z’s show great promise
for statistical measurements of large-scale structure, the
large photo-z errors pose several challenges for analy-
sis. The detection of lensing magnification through cross-
correlation of photo-z bins is contaminated by the intrin-
sic clustering of galaxies that are co-located in redshift
and poorly separated due to the photo-z errors. This dif-
ficulty, along with the intrinsically lower-amplitude cor-
relations, have made lensing magnification a less attrac-
tive probe of dark energy properties than cosmic shear
in photometric surveys, although magnification has been
appreciated as a means of self-calibrating systematic er-
rors [4, 14–16].
Consider then the two-point cross-correlation function
of two tracers of the cosmological mass density that are
separated, but may partially overlap, in redshift. The
observed cross-correlation is the sum of those from in-
trinsic clustering where the samples overlap in redshift
(wgg), lensing magnification (µ) of background sources
by the mass around foreground galaxies (wgµ), and the
lensing two-point correlation from line-of-sight structures
that magnify both tracer samples (wµµ) [17].
The angular cross-correlation function of two catalogs
can be estimated by summing the number of source pair-
ings in angular bins (θ) normalized to the expected pair-
ings for catalogs with uniform positions over the sky [18],
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N1∑
i=1
N2∑
j=1
wiwj∆θ (|θi − θj |) /Nrand−pairs(θ; w) (1)
where ∆θ is one if the magnitude of the angular separa-
tion vector of source i and source j is in the bin centered
at θ and wi,j are arbitrary weights for each pair of sources.
We seek a set of weights, wi,j , in the sum over pairs
in the cross-correlation function estimator that will min-
imize or maximize the amplitude of either the cluster-
ing (wgg) or lensing contributons (wgµ) to the observed
cross-correlation. Ref. [19] pursued a related goal in
attempting to minimize both wgg and wgµ to measure
wµµ. This latter term is typically an order-of-magnitude
smaller than even wgµ, which would require unrealisti-
cally large galaxy samples for a statistically significant
measurement. Ref. [20] showed that the clustering (wgg)
and magnification (wgµ) terms can be separated using
the strong luminosity dependence of the lensing magni-
fication, but assuming sources can be cleanly separated
into non-overlapping redshift bins. I take a more gen-
eral approach for arbitrary cross-correlations that may
include large uncertainties in the redshift distributions. I
expect luminosity information will only further improve
the method in this letter for the measurement of lensing
magnification.
Derivation of the optimal estimator Each term con-
tributing to the angular cross-correlation of cosmological
tracers can be written as a projection of the 3D matter or
galaxy correlation function, assuming Limber’s approxi-
mation [21], flat-sky approximation, and zero spatial cur-
vature,
wXY (θ) =
∫ χ∞
0
dχWX(χ)K(χ, θ), (2)
where WX(χ) is either a redshift distribution or lens-
ing kernel [see the appendix of 17] for a given sample,
K(χ, θ) ≡WY (χ)ξ(χθ) is the product of the weight func-
tion for the background sample and the 3D galaxy cor-
relation function,
ξ(r) ≡
∫
k dk
2pi
P (k) J0(kr), (3)
P (k) is the 3D matter or galaxy power spectrum, J0 is
the zeroth order Bessel function and we have neglected
redshift space distortions.
Eqn. (2) is a Fredholm integral equation of the first
kind and can be solved for WX(χ) to yield a minimum or
maximum angular correlation wXY (θ). At least for the
standard cosmological model the source kernel K(χ, θ)
has a non-trivial null space such that there are non-trivial
WX(χ) that satisfy
∫
dχWX(χ)K(χ, θ) = 0. We will use
functions in the null space of K(χ, θ), assuming WY (χ)
is either a lensing or clustering window function, to con-
struct foreground weights WX(χ) that minimize the am-
plitude of wXY (θ) for all θ.
The eigenvectors of the source kernel provide a conve-
nient means to define an orthogonal basis in the range
of the kernel operator. The kernel K(χ, θ) as defined by
Eq. 2 is not Hermitian (K(χ, θ) 6= K(θ, χ)) due to the
presence of WY (χ) and we cannot be guaranteed to have
real eigenvalues and orthogonal eigenvectors. A better
kernel is found by considering the square of K(χ, θ),
C(χ, χ′) ≡
∫
dθK(χ, θ)K(χ′, θ), (4)
with eigenvalue equation,∫
dχC(χ, χ′)ψ(χ) = λψ(χ′). (5)
The kernel C(χ, χ′) is symmetric and normalizable, yield-
ing orthogonal and non-trivial eigenvectors that can be
used to construct a desireable solution for WX(χ).
With the aid of the auxiliary symmetric kernel eigen-
vectors,
Caux(θ, θ
′) ≡
∫
dχK(χ, θ)K(χ, θ′),∫
dχCaux(θ, θ
′) η(θ) = λη(θ′), (6)
the original source kernel can be reconstructed [22],
K(χ, θ) =
∞∑
i=1
√
λiψˆi(χ)ηˆi(θ), (7)
where hats denote unit normalized eigenvectors with an
L2 norm. So, solutions of the symmetric kernel eigen-
value equation also provide solutions for the original
source kernel eigenvalue equation.
The algorithm for optimizing the cross-correlation es-
timator has three steps:
1. Solve for the eigenfunctions of the lensing and clus-
tering symmtric source kernels and define which
physical effect is to be maximized (e.g. lensing)
and which is to be nulled (e.g. clustering).
2. Find components of the eigenfunctions of the source
kernel to be maximized (e.g. lensing) that are in
the null space of the source kernel to be nulled (e.g.
clustering) using Gram-Schmidt orthogonalization.
Construct a basis set from these components for
the final weight functions.
3. Solve for a combination of basis functions that opti-
mizes the signal-to-noise ratio to construct the pair
weights for the cross-correlation function estimator
in Eqn. 1.
The dominant Poisson contribution to the covariance of
the angular correlation function is nearly diagonal, yield-
ing a simple expression for the signal-to-noise ratio to
3optimize when we neglect sample variance,
SNR =
1
NX,eff(w)NY
∑
i
w(θi; w)
2∆θi, (8)
where ∆θi is the width of angular bin i, NY is the num-
ber of sources in catalog Y , and the effective number of
foreground sources in the catalog X after re-weighting is,
NX,eff(w) =
∫
dχ w2(χ)
dNX
dχ
, (9)
with the convention −1 ≤ w ≤ 1.
Implementation and example I will describe the im-
plementation of the optimal cross-correlation estimator
by means of an example lensing magnification measure-
ment that could be made with the Large Synoptic Survey
Telescope (LSST) [29]. The LSST will measure ∼ 109
galaxies with photo-z rms error of 0.05(1 + z) [23]. I
consider 4 tomographic bins with centers linearly spaced
between z = 0.5 and z = 1.4 (where the time-dependence
of dark energy may be most easily detected). The red-
shift distributions of the first 2 tomographic bins are de-
picted by the dashed lines in Fig. 1. This bin spacing
is a tradeoff between clean separation in redshift and
informative sampling in redshift. I consider only lin-
ear clustering predictions for the dark matter, with a
maximum wavenumber in the matter power spectrum of
0.1hMpc−1 and a multiplicative linear galaxy cluster-
ing bias relating the galaxy and matter power spectra,
Pgg(k; z1, z2) ≡ bg(z1)bg(z2)Pmm(k; z1, z2).
The optimal pair weights need to be recomputed
for every pair of tomographic redshift bins. For
two distinct bins in redshift with source distributions
n1(z) and n2(z), we first solve for the eigenfunc-
tions ψlensi (χ) of the symmetric kernel Clens(χ, χ
′) ≡
WY,lens(χ)WY,lens(χ
′)
∫
dθ ξ(χθ)ξ(χ′θ) as well as the
eigenfunctions ψclusti (χ) for the analogous clustering ker-
nel.
Then, to down-weight the intrinsic clustering contri-
bution to the final cross-correlation we select the compo-
nents of ψlensi (χ) that are orthogonal (with an L2 norm)
to all the ψclusti (χ) for all i up to a pre-specified numerical
tolerance in the rank-ordered eigenvalue spectrum. Af-
ter projection onto the null space of the clustering kernel
the eigenfunctions are no longer orthogonal. Let ϕˆopti (χ)
denote the orthonormal basis constructed from the pro-
jected eigenfunctions via Gram-Schmidt orthogonaliza-
tion.
We then define the optimal weights as functions of the
line-of-sight distance, χ, as,
WX(χ) =
nbasis−funcs∑
i=1
wiϕˆ
opt
i (χ) + φ(χ), (10)
where φ(χ) is an arbitrary function in the null space of
both the lensing and clustering kernels that can be used
0.0 0.2 0.4 0.6 0.8 1.0
Redshift
4
2
0
2
4
d
N
/
d
z
FIG. 1: Model foreground (red, dashed) and back-
ground (blue, dashed) redshift distributions and the optimal
reweighting of the foreground distribution (solid) to mini-
mize intrinsic clustering and optimize lensing in the cross-
correlation of the two redshift bins.
to minimize the shot noise and wi are parameters that
we will set to optimize the signal-to-noise ratio of the
correlation function measurement.
Most solutions for the optimal window will increase the
shot noise by down-weighting redshift ranges where the
galaxy number density is large. Intuitively, the shot noise
should be minimized when the optimal window is similar
to the observed redshift distribution of the foreground
sample (so that all galaxies have nearly equal magnitude
weights). A useful guess for φ(χ) in Eq. 10 could then
be the original foreground redshift distribution projected
into the null space of the lensing and clustering kernels.
I assume in Eq. 10 that the basis functions are sorted
in order of decreasing eigenvalue of the kernel to be maxi-
mized (e.g. lensing). The total number of basis functions
in Eq. 10 is limited in practice by numerical errors in the
discretization of the continuous eigenvalue Eq. 5. I use
20 Gauss quadrature weights for the example pair of bins
in Fig. 1. By calculating basis vectors of the kernel null
spaces and then applying the kernel to these basis func-
tions (which should yield zeros for all χ) I find the first
4 eigenfunctions yield numerical errors at least 3 orders
of magnitude below the expected amplitudes of the lens-
ing cross-correlations. The solid red line in Fig. 1 shows
the solution from Eq. 10 for the 2-bin example. For this
optimal weighting, 9 × 105 galaxies are needed in the
foreground redshift bin to obtain a signal-to-noise ratio
of one.
In Fig. 2 I show the predicted components of the an-
gular cross-correlation function for the 2 redshift bins
shown in Fig. 1 assuming the uniform foreground weight-
ing (dashed) and the optimal weighting (solid). Using
the optimal window reduces the amplitude of the intrin-
sic galaxy clustering correlation (red) (due to the par-
tial overlap of the redshift bins) by an order of magni-
tude and increases the amplitude of the magnification-
clustering cross-correlation (blue) over all scales consid-
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FIG. 2: Cross-correlation functions between two photomet-
ric redshift bins with (solid) and without (dashed) optimal
weighting. The contributions to the cross-correlation include
galaxy clustering (’Gal’) and lensing magnification (’Mag’).
The optimal weights both reduce the intrinsic clustering am-
plitude and increase the amplitude of the lensing magnifica-
tion cross-correlation.
ered. Nulling the lensing magnification instead reduces
all the lensing contributions to at least 2 orders of mag-
nitude below the intrinsic clustering.
In Fig. 3 I show forecasted constraints on the dark en-
ergy equation of state parameters w0 and wa, where the
time-dependent equation of state is modeled as, w(a) =
w0 +(1−a)wa [24]. Using the Fisher matrix, I forecast 3
scenarios that might be measured with LSST: 1) Galaxy
cross-correlations using the 4 tomographic bins described
above and uniform weights in the correlation estimator,
2) Galaxy cross-correlations with optimal weighting to
amplify, in turn, the lensing and clustering contributions,
3) Cosmic shear measured with the (cross-)correlation of
galaxy shapes. In all scenarios I marginalize over cosmo-
logical parameters σ8 and Ωm, 3 photo-z error param-
eters (the photo-z bin mean, bin variance, and ‘catas-
trophic’ outlier fraction), and the linear clustering bias
for scenarios 1 and 2. I assume Planck priors [25] on the
cosmological parameters and nuisance parameter priors
derived from the LSST tolerances [23]. The Planck prior
dominates the constraints on the wa axis and alleviates
sensitivities to the choice of fiducial photo-z error model.
The contour offsets in Fig. 3 show the parameter biases
when the linear galaxy clustering bias is systematically
mis-estimated by 1% (the inset assumes zero systematic
bias). Such systematics are major challenges for the con-
ventional galaxy clustering measurement, but are self-
calibrated with the optimally weighted clustering mea-
surement.
Conclusions Figure 3 demonstrates that, with opti-
mization, the lensing magnification measured via cross-
correlations of photo-z bins may yield a dark energy Fig-
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FIG. 3: Forecasted constraints on dark energy equation
of state parameters from galaxy angular auto- and cross-
correlation functions in 4 tomographic bins limited to the lin-
ear clustering regime. Inset panel: no systematic biases. Main
panel: assuming an uncorrected 1% systematic bias in the lin-
ear galaxy clustering bias. The largest (red) contour shows
the constraints using uniform weighting for each galaxy pair
in the correlation function estimator. The smaller contours
(blue) show the constraints when using the optimal redshift
weighting in this letter. For comparison, the smallest contours
(green) show the constraints with a cosmic shear measurement
(correlated galaxy shapes). In each case, I marginalize over
uncertainties in the photo-z distributions in each bin (mean,
variance, and outlier fraction) as well as the linear clustering
bias in each bin, with 30% priors. The optimal weighting in
the magnification cross-correlations increases the dark energy
Figure of Merit by 25% over uniform galaxy weighting and
reduces the systematic parameter biases to less than the 1-σ
uncertainties.
ure of Merit (defined as the inverse of the w0−wa ellipse
area) [26] up to 80% that from cosmic shear with the
same set of galaxies and tomographic binning. Because
the lensing magnification only depends on the clustering
bias of the foreground sample, the optimally weighted
cross-correlations are able to partially self-calibrate an
uncorrected systematic error in the bias, further improv-
ing the dark energy measurement relative to the standard
redshift weighting. By down-weighting the lensing con-
tributions to cosmological angular cross-correlations with
the same source catalog, we can also improve the mea-
surement of the linear clustering bias with respect to the
dark matter and the calibration of photometric redshift
uncertainties [27].
For partially overlapping redshift bins such as those
modeled in Fig. 1, the optimal weighting effectively dis-
cards a large number of galaxies. We therefore require
5large surveys such as the LSST to reduce the shot noise.
Typically, at least 106 sources are required in each fore-
ground redshift bin to detect lensing magnification via
cross-correlations with our optimal redshift weighting.
But LSST will yield at least 10 times more galaxies per
bin near the peak of the redshift distribution, with the
exact useable number depending on the accuracy of the
photometric calibration.
Other possible sources of systematic errors in the opti-
mal redshift weighting include unknown variations of the
source redshift distributions or luminosity functions due
to photometric calibration errors over a survey footprint
on the sky and uncertainties in the probability distri-
bution for the true redshift of each foreground object.
Because the optimal redshift weights are sensitive to the
model photo-z distributions, an iterative solution for the
redshift weights may yield important information on the
photo-z calibration as well.
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