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Kapitel 1
Einleitung
Materie wird optisch aktiv genannt, wenn sie die Ebene linear polarisierten Lichts dreht. Das Phänomen
beruht darauf, dass Moleküle der Materie chiral (griechischer Wortstamm χειρ ∼ Hand) gebaut sind.
Solche Moleküle besitzen keine Drehspiegelachse und können in zwei zueinander spiegelsymmetrischen
Formen auftreten, der rechtschiralen und linkschiralen Form, die sich, wie beispielsweise die rechte und
die linke Hand, durch keine Translation und Drehung zur Deckung bringen lassen. Die beiden Formen
nennt man auch Enantiomere.
Chirale Moleküle haben in einer nichtchiralen Umgebung dieselben chemischen Eigenschaften, doch
mit chiralen Partnern reagieren sie unterschiedlich. Viele Biomoleküle wie z.B. Proteine, DNA, Zucker,
Milch- oder Weinsäure sind chirale Moleküle, die sich in einer chiralen Umgebung benden. Infolge-
dessen wird beispielsweise rechtsdrehende Milchsäure im Körper verarbeitet und linksdrehende nicht,
oder es schmeckt bei einer bestimmten Verbindung das eine Enantiomer süß, während das andere bitter
ist. Bei zahlreichen Geruchsstoffen unterscheidet sich der Geruchseindruck der Enantiomere hinsicht-
lich Intensität und Ausprägung. Auch bei Pharmazeutika können unterschiedliche Wirkungen auftreten.
Bei einigen Betablockern wirkt das eine Enantiomer selektiv auf das Herz, das andere an den Zellmem-
branen des Auges.
Die Messung der optischen Aktivität kann als Hilfsmittel zur Strukturaufklärung chiraler Moleküle die-
nen. Als Messgröße verwendet man die optische Rotation, die den Drehwinkel der Ebene linear po-
larisierten Lichts angibt, oder den Circulardichroismus (CD), der den damit zusammenhängenden Un-
terschied im Absorptionsvermögen rechts- und linkszirkular polarisierten Lichts quantiziert. Von Vor-
teil gegenüber der Röntgenkristallographie ist, dass ein CD-Spektrum in Lösung aufgenommen werden
kann und nicht ein Einkristall gezüchtet werden muss. Da der Circulardichroismus sogar innerhalb der
Nanosekundenskala aufgenommen werden kann, wird auch daran gearbeitet, mit seiner Hilfe Informa-
tionen über den zeitlichen Ablauf von Konformationsänderungen in großen Molekülen wie Proteinen
und der DNA zu gewinnen (Kliger, D.S. and Lewis, J.W., 2000; Goldbeck, 1999). Von Nachteil aber
ist, dass aus dem CD-Spektrum zur Zeit nicht direkt auf die Struktur des Moleküls geschlossen werden
kann. Möglich ist nur, anhand des Vergleichs mit dem experimentellen CD-Spektrum einer bekannten
Struktur oder mit dem theoretischen CD-Spektrum einer angenommenen Struktur das Vorliegen einer
bestimmten Struktur zu bestätigen.
In dieser Arbeit werden CD-Spektren nach einer klassischen und einer quantenmechanischen Methode
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berechnet. Die Eignung der Methoden zur Strukturuntersuchung wird am Beispiel einiger β-Oligopeptide
und Oligonucleotide geprüft.
Kapitel 2
Problemstellung
Die Berechnung der CD-Spektren zweier β-Peptide durch Daura, van Gunsteren u.a. (2003) unter Ver-
wendung der quantenmechanischen Matrixmethode (Bayley u.a., 1969) lieferte unbefriedigende Re-
sultate, die auch unter Berücksichtigung der Flexibilität der Moleküle nur teilweise verbessert werden
konnten. So zeigten die Spektren eines β-Hepta- und eines β-Hexapeptids unter Zugrundelegung der
NMR-Struktur keine Übereinstimmung mit den experimentellen Spektren (siehe Abb.6.5 und Abb.6.4,
CNDO/S mit Acetamid). Die Einbeziehung der Konformere einer Moleküldynamik-Simulation in die
Berechnung des Spektrums änderte beim β-Heptapeptid daran wenig, da sich die einzelnen Konforme-
re nur wenig voneinander unterschieden. Beim β-Hexapeptid aber konnte eine bessere Übereinstim-
mung erreicht werden, da unter den Konformeren neben der am häugsten auftretenden 314-Helix der
NMR-Struktur auch die 12/10-Helix auftrat, deren CD-Spektrum ˜hnlichkeiten mit dem experimentel-
len Spektrum aufweist. Daura zog daraus den Schluss, dass das CD-Spektrum nur eine eingeschränkte
Aussagekraft über die Struktur besitzt. Insbesondere sei die aus dem NMR-Spektrum abgeleitete Struk-
tur nicht in jedem Fall die, die den Verlauf des CD-Spektrums prägt.
Um diese Ergebnisse zu überprüfen, werden in dieser Arbeit die CD-Spektren versuchsweise mit dem
klassischen Dipole Interaction Model nach Applequist (DeVoe, 1964, 1965; Applequist, 1979) ermittelt.
Weiterhin wird auch die Matrixmethode in anderen Varianten eingesetzt. In die Methode gehen die
Anregungsenergien und Übergangsmomente chromophorer Gruppen des Moleküls ein, die mit einer
semiempirischen wie der Complete Neglect of Differential Overlap (CNDO), einer ab initio Methode
oder mit der Time Dependent Densitiy Functional Theory (TDDFT) ermittelt werden können und zum
Teil auch experimentell zugänglich sind. Als chromophore Gruppe zur Berechnung der CD-Spektren
wird N-Methylacetamid statt Acetamid wie bei Daura verwendet und die Eigenschaften der Gruppe
werden mit der TDDFT statt der CNDO Methode ermittelt.
Ein weitere Aufgabe stellt die Untersuchung von Guanin-Quadruplexen (Henderson u.a., 1987; Sen &
Gilbert, 1988, 1990; Williamson u.a., 1989) mit Hilfe von CD-Spektren dar. Dazu hat Gray freundli-
cherweise die NMR-Struktur des Quadruplexes ’I3’ zur Verfügung gestellt. Sie enthält drei Quartetts,
von denen zwei benachbarte parallel und zwei antiparallel zueinander angeordnet sind (Gray, 2003).
Zunächst werden aus der Struktur die beiden benachbarten parallelen und antiparallelen Quartetts iso-
liert, um zu untersuchen, ob die mit der Matrixmethode berechneten Spektren dieser Teile die charak-
teristischen Unterschiede zwischen den experimentellen Spektren der Quadruplexe mit paralleler und
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antiparalleler Anordnung der Quartetts reproduzieren. Dann wird überprüft, inwiefern das mit den drei
Quartetts berechnete Spektrum des ’I3’ mit den experimentellen Spektren des ’I3’ übereinstimmt und
aus einer Kombination der Spektren des parallelen und antiparallelen Quadruplexes hervorgeht. Als
chromophore Gruppen werden die Guaninbasen verwendet und die angeregten Zustände werden mit
dem TDDFT Verfahren berechnet. Zusätzlich wird an diesem Beispiel untersucht, wie groß der Einuss
ist, den das Mischen der Zustände innerhalb der Guaninbasen auf das CD-Spektrum hat.
Die letzte Problemstellung betrifft die Untersuchung des Basenausklappens bzw. ’base-ippings’, das
mit der Bindung des Proteins MTaqI an eine bestimmte Stelle der DNA zur Methylierung der Base Ade-
nin ausgelöst wird. Beuck und Weinhold haben die geänderte Struktur der DNA bei ausgeklappter Base
experimentell unter anderem mit Hilfe von CD-Spektren einer ’Single-Atom-Edited DNA’ untersucht
(Beuck, Promotion 2004, RWTH Aachen). Dabei wurde an jeweils einer und einmal an zweien von
insgesamt sieben verschiedenen Positionen in der Nähe der ausgeklappten Base innerhalb einer DNA
Doppelhelix mit 14 Basenpaaren die Base Guanin durch Thioguanin ersetzt. Thioguanin verursacht
durch seine Wechselwirkung mit benachbarten Basen eine identizierbare CD-Bande bei Wellenlängen
oberhalb von 300nm, die Aufschluss über die Struktur der DNA in seiner Nähe gibt. Beuck und Wein-
hold haben ein Modell der Struktur entworfen, das aus der Kristallstruktur einer kürzeren DNA mit zehn
Basenpaaren stammt, an die das Protein MTaqI gebunden und bei der die Base Adenin ausgeklappt ist.
Die Unterschiede der experimentellen Spektren der DNA mit und ohne ausgeklappter Base für die je-
weiligen Positionen der Thiobase korrelieren mit der Strukturänderung der Modellstrukturen, so dass
sich die CD-Spektroskopie offensichtlich zur lokalen Strukturaufklärung eignet.
Rechnungen mit der Matrixmethode sollen der Aufschluss darüber geben, ob sich die Annahmen über
die Strukturänderung der DNA beim Ausklappen der Base für alle sieben Positionen auch theoretisch
nachvollziehen lassen. Die Rechnungen stellen damit einen neuen Test dafür dar, dass sich die Matrix-
methode zur Strukturuntersuchung der DNA eignet.
Kapitel 3
Das Dipole Interaction Model
3.1 CD in Abhängigkeit von der Molekülstruktur
Für ein chirales Molekül, das sich in Lösung unter dem Einuss eines äußeren elektromagnetischen
Wechselfeldes ~E(~r, t) und ~B(~r, t) mit~r als der Position des Moleküls bendet, lässt sich das induzierte
molekulare Dipolmoment~µ(t) nach
~µ(t) = α~E(~r, t)+βrot~E(~r, t) (3.1)
aus einem Teil α~E(~r, t) zusammensetzen, der in Richtung des elektrischen Feldes zeigt, und einem Teil
βrot~E(~r, t), der mit rot~E(~r, t) =− 1c ∂~B(~r, t)/∂t in Richtung des Magnetfeldes ~B(~r, t) zeigt. Die Skalare α
und β sind die Polarisierbarkeit des Moleküls bzw. der molekulare Rotationsparameter (Condon, 1937).
Setzt man die Polarisation, bzw. das räumlich gemittelte induzierte Dipolmoment der Moleküle pro
Volumen, als Feldquelle in die Maxwellgleichungen ein, ergibt sich ein gekoppeltes Differentialglei-
chungssystem für die zeit- und raumabhängigen Felder. Geht man davon aus, dass sich das in die Mate-
rie eintretende Licht in Richtung z-Achse ausbreitet, wird das System mit einem Ansatz für eine rechts-
und eine linkszirkular polarisierte Welle
~Er/l(z, t) = E~ex cos(ω(t−
nr/lz
c
)±E~ey sin(ω(t−
nr/lz
c
))) (3.2)
gelöst (siehe Anhang 11.4). E ist die Amplitude und nr/l ist der Brechungsindex der rechts- bzw. links-
zirkular polarisierten Welle mit
nr =
√
εD +ωg nl =
√
εD−ωg, (3.3)
wobei die Dielelektrizitätskonstante εD eine Funktion von α und der Konzentration des Stoffs und g
proportional zu β ist (Eyring, 1967, S. 342). Nach Gl.3.2 gibt der Brechungsindex den Faktor an, um
den sich die Phasengeschwindigkeit der elektromagnetischen Welle im Medium im Vergleich zu der im
Vakuum bzw. c verringert.
Für β = g = 0 haben nach Gl.3.3 die rechts- und linkszirkular polarisierte Welle den gleichen Bre-
chungsindex. Sie breiten sich also mit der gleichen Geschwindigkeit aus und überlagern sich zu einer
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linear polarisierten Welle. Für β, g 6= 0 breiten sich die rechts- und linkszirkular polarisierte Welle mit
verschiedener Geschwindigkeit aus. Dadurch dreht sich die Ebene linear polarisierten Lichts und die
Materie ist optisch aktiv.
Die Extinktion bzw. die Absorption des Mediums bezogen auf die Konzentration der Moleküle und die
Weglänge des Lichts ergibt sich (Applequist, 1979) aus dem Imaginärteil der Polarisierbarkeit zu
ε =−4piωNA6909 ℑ(α) (3.4)
und der Circulardichroismus als Differenz zwischen der Extinktion links- und rechtszirkular polarisier-
ten Lichts zu
∆ε =−8ω
2NA
6909 ℑ(β) (3.5)
Im allgemeinen ist der Unterschied zwischen der Absorption links- und rechtszirkular polarisierten
Lichts für chirale Moleküle klein gegenüber der Absorption selbst, so dass sich die Absorptions- bzw.
Extinktionsspektren kaum voneinander unterscheiden. Das CD-Spektrum als Differenzspektrum hin-
gegen stellt sich nach Gl.3.5 als Funktion des Rotationsparameters β dar und ist empndlich von der
Struktur der Moleküle abhängig. Im folgenden wird der Zusammenhang von β mit der Struktur mit
Hilfe einer klassischen Theorie hergestellt.
3.2 Das klassische Modell gebundener Elektronen
Nach der klassischen Modellvorstellung ist ein Elektron im Molekül ein elastisch gebundenes, punkt-
förmiges Teilchen, das unter dem Einuss von Licht zu gedämpften Schwingungen angeregt wird. Für
den einfachsten Fall einer eindimensionalen Schwingung gilt die Bewegungsgleichung
m ¤x =−eE(t)− kx− γ x (3.6)
mit m als der Masse des Elektrons, x als der Auslenkung aus der Ruhelage, −eE(t) als der Kraft, die das
elektrische Feld E(t) auf seine Ladung −e ausübt, −kx als der Rückstellkraft der elastischen Bindung
und −γ x als einer geschwindigkeitsabhängigen Reibungskraft. Für das Dipolmoment des Elektrons µ =
−ex schreibt sich die Bewegungsgleichung
¤µ+Γµ+ω20µ =
e2
m
E(t) (3.7)
mit Γ = γ/m und ω20 = k/m. Gäbe es mit E(t) = 0 und Γ = 0 kein äußeres Feld und keine Dämpfung,
würde das Elektron eine Schwingung mit der Eigenfrequenz ω0 ausführen.
Für den allgemeinen Fall wird als Lösung ein komplexes
µ(t) = αE(t) (3.8)
angesetzt mit einem komplexen E(t) = Eeiωt als induzierendem Feld und einem komplexen α als der
Polarisierbarkeit des Oszillators. Die physikalisch messbaren Größen sind jeweils die Realteile oder die
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Imaginärteile des komplexen Feldes und Dipolmoments und erfüllen jeweils beide die Differentialglei-
chung Gl.3.7. Setzt man die Ableitungen µ = iωEeiωt und ¤µ = −ω2Eeiωt in die Differentialgleichung
ein, folgt
α =
e2/m
ω20−ω2 + iΓω
(3.9)
=
e2
m
ω20−ω2
(ω20−ω2)2 +(ωΓ)2
− i e
2
m
ωΓ
(ω20−ω2)2 +(ωΓ)2
= |α|eiφ
mit
|α|= e
2
m
1
(ω20−ω2)2 +(ωΓ)2
(3.10)
und
tan φ =
ℑ(α)
ℜ(α)
=− ωΓ
ω20−ω2
. (3.11)
Nach Gl.3.8 schwingt das Elektron mit der gleichen Frequenz ω wie das induzierende Feld, aber nach
Gl.3.11 zeitlich phasenverschoben mit φ und einer Amplitude, die nach Gl.3.10 für ω = ω0 maximal
ist. Die absorbierte Leistung des Oszillators bzw. die Absorption des anregenden Lichts ist proportional
zum Imaginärteil der Polarisierbarkeit und damit proportional zur Dämpfung Γ (siehe Anhang11.1).
In der quantenmechanischen Behandlung des Elektrons entsprechen die Eigenfrequenzen der klassi-
schen Oszillationen ω0 mit ~ω0 = ∆E den Energiedifferenzen ∆E zwischen zwei quantenmechanischen
Zuständen, die Amplituden der Oszillationen bzw. die Oszillatorenstärken ergeben sich aus den quanten-
mechanischen Übergangsmomenten, und die klassische Dämpfung korrespondiert mit der Tatsache, dass
die Energie der elektronischen Oszillation zum Teil in eine Anregung der Kernschwingungen weiterge-
geben wird. Theoretisch lassen sich die Größen nur quantenmechanisch, nicht aber mit der klassischen
Physik ableiten.
3.3 Klassische Modelle zur Berechnung des Rotationsparameters
Um neben der Polarisierbarkeit α = α(ω) auch den frequenzabhängigen Rotationsparameter β = β(ω)
mit einem klassischen Modell zu beschreiben, muss das Modell des Elektrons als eindimensionaler
Oszillator erweitert werden. Ein nichtverschwindender Rotationsparameter β bedeutet nach Gl.3.1, dass
im Molekül ein Dipolmoment senkrecht zum elektrischen Feld bzw. parallel zum Magnetfeld induziert
wird. Das ist beispielsweise der Fall, wenn sich das Elektron unter dem Einuss des Feldes spiralförmig
bewegt. In diesem Fall werden sowohl ein elektrisches als auch ein magnetisches Moment induziert,
wobei die beiden Momente nicht senkrecht aufeinander stehen (siehe Abb.3.1)
Zur Ableitung einer spiralförmigen Bewegung des molekularen Dipolmoments sind zwei klassische
Modelle entwickelt worden: Das Einelektronenmodell (Condon, Altair, Eyring, 1937) und das Modell
der gekoppelten Dipoloszillatoren (Kuhn, 1929; DeVoe, 1964, 1965).
Nach dem Einelektronenmodell kommt es zu einer spiralförmigen Bewegung, wenn sich das Elektron in
einem asymmetrischen Potential bewegt, wie es in einem chiralen Molekül herrscht. Dieser Mechanis-
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Abbildung 3.1: Induzierte Momente~µ(t) und ~m(t) eines Moleküls unter dem Einuss einer elektroma-
gnetischen Welle ~E(z, t), die sich in z-Richtung ausbreitet. Links: Elektrisches Dipolmoment bei einer
linearen Bewegung eines Elektrons. Mitte: Magnetisches Moment bei einer kreisförmigen Bewegung
eines Elektrons. Rechts: Nichtorthogonal zueinander stehendes elektrisches und magnetisches Moment
bei einer spiralförmigen Bewegung eines Elektrons.
mus ist das klassische Analogon der in Kapitel fünf beschriebenen quantenmechanischen Berücksich-
tigung des Einusses des statischen elektrischen Feldes innerhalb des Moleküls, der zu einem Mischen
der Zustände führt, und wird hier nicht weiter behandelt.
Nach dem Modell der gekoppelten Oszillatoren kann es auch zu einer spiralförmigen Bewegung des mo-
lekularen Dipolmoments kommen, wenn mehrere Elektronen des Moleküls lineare Schwingungen um
räumlich voneinander getrennte Ruhelagen ausführen. Wie im folgenden Kapitel gezeigt wird, ist das
der Fall, wenn die Schwingungsrichtungen nicht parallel sind, sich die Schwingungen gegenseitig über
ihre elektrischen Felder beeinussen und das induzierende Feld längs des Moleküls räumlich nicht kon-
stant ist. Setzt man für die Wechselwirkung zwischen den Oszillatoren eine Dipol-Dipolwechselwirkung
an, so ist dieses Modell auch als ’Dipole Interaction Model’ bekannt. Nachdem Kuhn 1929 das Modell
vorgestellt hatte, wurde es 1963 und 1964 von DeVoe zur Anwendung auf Kristalle oder große Moleküle
in Lösung ausgearbeitet (De Voe, 1963; De Voe, 1964). Applequist entwickelte 1979 auf der Grundlage
des Modells eine praktikable, parametrisierte Methode zur Berechnung der CD-Spektren von Polypep-
tiden in Lösung (Applequist, 1979). Im folgenden Abschnitt wird das Dipole Interaction Model für den
allgemeinen Fall vorgestellt.
3.4 Theorie des Dipole Interaction Model
Gegeben sind N molekulare Dipoloszillatoren ~µk =~µk(t) mit k ∈ {1, ..,N}, die um die Ruhelagen ~rk
mit einer Auslenkung schwingen, die gegenüber ihren Abständen vernachlässigt werden kann (siehe
Abb.3.2). Die Dipole werden darum im folgenden gelegentlich auch Punktdipole genannt werden. Die
Schwingung eines Dipoloszillators wird dargestellt als Schwingung seiner drei Komponenten in den drei
Einheitsrichtungen: ~µk = µkx~ex + µky~ey + µkz~ez. Mit dem elektrischen Feld ~E = Ex~ex + Ey~ey + Ez~ez gilt
damit ~µk = αkxEx~ex + αkyEy~ey + αkzEz~ez mit αkx,αky,αkz als den Polarisierbarkeiten seiner drei Kom-
ponenten. Im folgenden werden die Komponenten eines Oszillators als eigenständige eindimensionale
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Abbildung 3.2: Schwingungsrichtungen zweier Dipole~µ1(t)und~µ2(t) an den Orten~r1 und~r2.
Oszillatoren gezählt. Damit beträgt die Anzahl der Oszillatoren 3N statt N. In Schwingungsrichtung
einer dieser 3N Dipoloszillatoren wirken das äußere elektrische Feld ~E(~ri)eiωt ·~ei mit ~ei ∈ {~ex,~ey,~ez},
i ∈ {1, ...,3N}, und die Summe der Felder der umliegenden 3N− 3 Dipoloszillatoren, so dass für den
Betrag des Dipolmoments gilt
µi(t) = αi{~E(~ri)eiωt ·~ei−
3N
∑
j
Gi jµ j(t)} (3.12)
mit
Gi j =
~ei ·~e j−3(~ei ·~ei j)(~ei j ·~e j)
|~r j−~ri|3 . (3.13)
und Gi j = 0 für~ri =~r j . −Gi jµ j(t) ist das elektrische Feld des Dipols j in Richtung ~ei und ~ei j = (~r j−
~ri)/|~r j−~ri| ist der Einheitsvektor, der vom Dipol i zum Dipol j zeigt. Setzt man µi(t) = µieiωt , dividiert
Gl.3.12 durch die Zeitabhängigkeit eiωt und formt um, ergibt sich das Gleichungssystem
µi
1
αi
+
3N
∑
j=1
Gi jµ j =~ei ·~E(~ri). (3.14)
Setzt man die Wechselwirkungsmatrix A mit den Elementen
Ai j =
1
αi
δi j +
3N
∑
j=1
Gi j
ein, ergibt sich
3N
∑
i=1
Ai jµ j =~ei ·~E(~ri) (3.15)
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und umgeformt
µi =
3N
∑
j=1
(A−1)i j{~e j ·~E(~r j)}. (3.16)
Approximiert man das elektrische Feld an den verschiedenen Positionen ~E(~r j) innerhalb des Moleküls
mit einer Taylorentwicklung bis zur ersten Ordnung (Bronstein, 1989) um~r0 als einen Vektor, der in das
Molekül zeigt
~E(~r j) = ~E(~r0)+
1
2
rot~E(~r0)× (~r j−~r0), (3.17)
setzt dies in Gl.3.16 ein und kürzt ab ~E = ~E(~r0), so erhält man
µi =
3N
∑
j=1
(A−1)i j{~e j ·~E + 12~e j · (rot
~E× (~r j−~r0))} (3.18)
=
3N
∑
j=1
(A−1)i j{~e j ·~E + 12 ((~r j−~r0)×~e j) · rot
~E}. (3.19)
Das gesamte Dipolmoment des Moleküls, das vom äußeren elektrischen Feld induziert wird, ergibt sich
aus der Summe der Dipolmomente~µi = µi~ei der 3N einzelnen Oszillatoren zu
~µ =
3N
∑
i
µi~ei ==
3N
∑
i, j
(A−1)i j{~e j ·~E + 12((~r j−~r0)×~e j) · rot
~E}~ei. (3.20)
Bendet sich das Molekül in Lösung oder in der Gasphase, vereinfacht sich Gl.3.20 nach einem Mit-
telungsprozess über alle Richtungen, die ein Vektor innerhalb des Moleküls relativ zum äußeren Feld
einnehmen kann (siehe Anhang11.2 und 11.2.1), zu
<~µ >=
3N
∑
i, j
(A−1)i j{13 (~ei ·~e j)
~E +
1
12
((~ri−~r j) · (~ei×~e j))rot~E}.
Durch Vergleich mit Gl.3.1 ergibt sich für die Polarisierbarkeit und den Rotationsparameter des Mole-
küls
α =
1
3
3N
∑
i, j
(A−1)i j(~ei ·~e j) (3.21)
β =
1
12
3N
∑
i, j
(A−1)i j(~ri−~r j) · (~ei×~e j). (3.22)
Extinktion und Circulardichroismus ergeben sich (Applequist, 1979) aus den Imaginärteilen der Polari-
sierbarkeit und des Rotationsparameters zu
ε =−4piωNA6909 ℑ(α) (3.23)
∆ε =−8ω
2NA
6909 ℑ(β) (3.24)
Das induzierte Dipolmoment lässt sich statt durch Inversion nach Gl.3.16 auch durch Diagonalisie-
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rung der Wechselwirkungsmatrix A erhalten. Dazu multipliziert man die Matrix mit der unitären Matrix
C = [ci j], deren Spalten aus den Eigenvektoren der Matrix bestehen, so dass Ct AC diagonal ist und als
Diagonalelemente die Eigenwerte enthält. Gl.3.15 schreibt sich dann in Kurzform
Ct ACCt [µ] = Ct [E]. (3.25)
Mit 1/α′i als den Eigenwerten ergibt sich nach Umformung
3N
∑
j=1
c jiµ j = αi ′
3N
∑
j=1
c ji{~e j ·~E(~r j)} (3.26)
für 1≤ i≤ 3N.
Vernachlässigt man die ˜nderung des elektrischen Felds innerhalb des Moleküls und setzt ~E ≈ ~E(~ri), so
ergibt sich
3N
∑
j=1
c jiµ j = αi ′
3N
∑
j=1
c′ji~e j ·~E (3.27)
Mit
~ei
′ =
3N
∑
j=1
ci j~e j, ~µi
′ =
3N
∑
j=1
ci jµ j,
schreibt sich Gl.3.27 kurz
~µi
′ = αi ′(~ei ′ ·~E) (3.28)
Jedes µi ′ repräsentiert eine Linearkombination von Oszillationen und stellt eine sogenannte Eigen-
schwingung dar. Die Amplitude dieser zusammengesetzten Schwingung oszilliert proportional zum äu-
ßeren elektrischen Feld mit der Polarisierbarkeit α′i. Sind die zusammengesetzten Vektoren ~ei ′ und die
Eigenwerte 1/αi ′ der Wechselwirkungsmatrix A bekannt, können nach Gl.3.28 aus dem elektrischen
Feld die Amplituden aller Eigenschwingungen direkt berechnet werden.
Berücksichtigt man wieder die ˜nderung des elektrischen Feldes innerhalb des Moleküls nach Gl.3.17
so erhält man für Moleküle in Lösung nach dem Mittelungsverfahren
<~µ >=
1
3
3N
∑
i
α
′
i(~ei
′ ·~ei ′)~E + 112
3N
∑
i
α
′
i(~ei
′ ·~mi ′)rot~E (3.29)
mit der magnetischen Eigenschwingung
~mi
′ =
3N
∑
j
ci j(~r j×~e j),
die dem magnetischen Moment der Eigenschwingung ~ei ′ proportional ist.
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Durch Vergleich mit Gl.3.1 erhält man
α =
1
3
3N
∑
i
α
′
i(~ei
′ ·~ei ′) (3.30)
β =
1
12
3N
∑
i
α
′
i(~ei
′ ·~mi ′) (3.31)
Im allgemeinen stehen die elektrische und magnetische Eigenschwingung ~e i ′ und ~mi ′, die sich jeweils
aus Schwingungen aller Oszillatoren zusammensetzen, nicht orthogonal zueinander.
Die Größen
Di =~ei ′ ·~ei ′
Ri =~e′i ·~m′i (3.32)
sind das klassische Analogon der quantenmechanischen Dipolstärke D0i =~µ0i ·~µi0 und Rotationsstärke
R0i = ℑ(~µ0i ·~mi0) für den Übergang 0−> i (siehe Gl.5.8).
In die Berechnung eines CD-Spektrums gehen über die Nichtdiagonalelemente G i j der Wechselwir-
kungsmatrix A nach Gl.3.13 die Struktur des Moleküls und über die Diagonalelemente α−1i j δi j die Po-
larisierbarkeiten der einzelnen Oszillatoren ein. Die Frequenzabhängigkeit der Polarisierbarkeiten lässt
sich aus dem Absorptionsspektrum der Gruppe gewinnen (DeVoe, 1963, 1964). Dann muss die Matrix A
für jede Frequenz invertiert oder diagonalisiert werden, um das Spektrum zu berechnen. Diese Methode
wurde z.B. von C.Cech u.a. (Cech u.a., 1976) oder neuerdings von Woody (Woody, 2005) benutzt.
Für die Frequenzabhängigkeit der Polarisierbarkeit der einzelnen Oszillatoren kann auch nach dem Mo-
dell der gedämpften erzwungenen Oszillation (siehe Gl.3.9) eine Lorentzfunktion angesetzt werden mit
αi =
fi
ω2i −ω2 + iΓiω
, (3.33)
der Eigenfrequenz ωi , dem Dämpfungskoefzienten Γi und der Oszillatorenstärke fi. Setzt man die
Dämpfungskoefzienten mit Γ = Γi alle gleich, dann erhält man (Applequist, 1979)
α =
1
3
N
∑
i
~ei
′ ·~ei ′
ω′2i −ω2 + iωΓ
(3.34)
β =
1
12
N
∑
i
~ei
′ ·~mi ′
ω′2i −ω2 + iωΓ
(3.35)
mit den Eigenfrequenzen
[
ω′2i
fk δik] = C
t
AC.
Für das Extinktionsspektrum ergibt sich daraus
ε(ω) =
32pi4ω2NAΓ
6909 ∑i
Di
(ω2i −ω2)2 +Γ2ω2
(3.36)
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und für das CD-Spektrum
∆ε(ω) =
64pi4ω3NAΓ
6909 ∑i
Ri
(ω2i −ω2)2 +Γ2ω2
. (3.37)
Kapitel 4
Applequists Dipole Interaction Model
4.1 Einführung
Applequist wendet das Dipole Interaction Model zunächst an, um für Licht der Natrium D-Linie mit
einer Wellenlänge von 589.3nm die dynamische Polarisierbarkeit eines Moleküls aus der Polarisier-
barkeit seiner Atome abzuleiten (Applequist, 1969, 1971, 1972). Er nennt das Modell in dieser Form
’Atom Dipole Interaction Model’. Vereinfachend nimmt er an, dass sich die hochenergetischen Über-
gänge des Moleküls, die für die dynamische Polarisierbarkeit verantwortlich sind, durch ein System
von induzierbaren ungedämpften Dipoloszillatoren repräsentieren lassen, die an den einzelnen Atom-
kernen lokalisiert sind. Den Polarisierbarkeiten dieser sogenannten ’Atomdipole’ ordnet er reelle Werte
zu, mit denen sich die experimentellen Polarisierbarkeiten eines ausgewählten Satzes kleiner Moleküle
optimal reproduzieren lassen (siehe Tab.4.1). Er zeigt anhand zahlreicher Beispiele, dass sich damit die
Polarisierbarkeiten, die Anisotropien der Polarisierbarkeiten und die optische Rotation anderer kleiner
Moleküle richtig vorhersagen lassen.
Tabelle 4.1: Atompolarisierbarkeiten in ¯3 (Applequist, 1979)
H(methyl) H(amide) C O N
0.135 0.167 0.878 0.434 0.53
1979 erweitert Applequist sein Modell, um es zur Berechnung der Absorptions- und CD-Spektren von
Polypeptiden im UV-Bereich anzuwenden (Applequist, 1979). Den Polarisierbarkeiten der Atome ord-
net er dazu dieselben Werte (siehe Tab.4.1) zu, die er zur Berechnung der Polarisierbarkeit kleinerer
Moleküle bei Licht der Natrium D-Linie verwendet hat.1
Zusätzlich ordnet er jeder Peptidbindung einen gedämpften Oszillator mit einer frequenzabhängigen
1 Diese Gleichsetzung erscheint allerdings fragwürdig, da bei einer höheren Frequenz unterhalb einer Absorptionsfrequenz
die Polarisierbarkeiten der Atome größer sein sollten. Denn setzt man für die Wellenlängenabhängigkeit der Polarisierbarkeit
nach Gl.3.33 eine Proportionalität zu 1/(ω20−ω2) ∼ λ2/(λ2−λ20) an und für Wasserstoff λ0 = 67.3nm und für ein Kohlen-
stoffatom λ0 = 100.2nm als Wellenlänge der ersten Absorptionslinie, dann ergibt sich für die Polarisierbarkeit eines Wasser-
stoffatoms im UV-Bereich z.B. bei 190nm ein 14prozentige und für die eines Kohlenstoffatoms eine 38prozentige Erhöhung
relativ zu den Werten bei der Natrium D-Linie mit 583.4nm.
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Polarisierbarkeit und einer bestimmten Schwingungsrichtung zu. Er geht davon aus, dass dieser Os-
zillator den aus quantenchemischen Rechnungen bekannten pipi∗-Übergang in der Nähe der Wellen-
länge λ = 190nm repräsentiert. Oszillatorenstärke und Eigenfrequenz des Oszillators legt er so fest,
dass sich die experimentellen Absorptionsspektren kleiner Moleküle mit einer Peptidbindung (nach
Applequist, 1979: Formamid, Acetamid, N-Methylformamid, Ethylformamid, N-Methylacetamid, N-
Butylformamid, N-Methylacetamid, Dimethylformamid und Dimethylacetamid) wiedergeben lassen.
Die Richtung legt er so fest, dass die experimentellen Kerrkonstanten und Anisotropiefaktoren die-
ser Moleküle optimal reproduziert werden. Als Ort des Oszillators wählt er den Mittelpunkt zwischen
dem Sauerstoff- und dem Kohlenstoffatom der Peptidbindung, da bei dieser Wahl die CD-Spektren von
Polypeptid-α-Helices gut reproduziert werden. Vergleichsrechnungen zeigen, dass sich bei der Wahl
des Schwerpunkts der Peptidbindung als Ort des Oszillators CD-Spektren mit entgegengesetzten Vor-
zeichen der Banden im Vergleich zu den experimentell ermittelten Banden ergeben (Applequist, 1979).
Ein theoretische Begründung für seine Wahl führt Applequist nicht an.2
Neben dem gedämpften Oszillator mit frequenzabhängiger Polarisierbarkeit wird der Peptidbindung zu-
sätzlich ein frequenzunabhängiger Polarisierbarkeitstensor zugeordnet, der die Polarisierbarkeiten der
Atome N, C und O zusammenfasst. Der gesamte Parametersatz der Peptidbindung ist in Abb.4.1 darge-
stellt.
Parametersatz der Peptidbindung (Applequist, 1979)
λ0 f0 γ αA,1 αA,2 αA,3 φ
172.2nm 0.098 21.5◦ 1.94¯3 0.76¯3 2.58¯3 60.8◦
C
y
x
H
H
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H
O
H
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C
Abbildung 4.1: N-Methylacetamidstruktur mit Parametern: Die Atompolarisierbarkeiten sind als Kreise
symbolisiert. Die Ellipse repräsentiert den Polarisierbarkeitstensor der drei Atome N, C und O der Pep-
tidbindung. αA,i mit i = 1,2,3 sind die Polarisierbarkeiten dieses Tensors in Richtung seiner Hauptach-
sen, φ (Tabelle) ist der Winkel zwischen der großen Hauptachse i = 1 in der xy Ebene und der x-Achse.
Der Doppelpfeil zeigt Richtung und Ort des frequenzabhängigen Oszillators des pipi∗-Übergangs an. f0
ist die Oszillatorenstärke.
2 Es wird von Applequist nicht gezeigt, dass die Hinzunahme der Atompolarisierbarkeiten unverzichtbar ist, um ein CD-
Spektrum zu erzielen, das mit dem Experiment zufriedenstellend übereinstimmt. Mit einer anderen Wahl der Parameter für
den frequenzabhängigen Dipoloszillator ließe sich wahrscheinlich eine zufriedenstellende Übereinstimmung auch ohne Atom-
polarisierbarkeiten erreichen. Applequist hat aber nicht den Versuch unternommen, die Parameter des frequenzabhängigen
Dipoloszillators für diesen Fall entsprechend zu optimieren.
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4.2 CD-Spektren der Polypeptid-α-Helices
Um das Modell im Detail untersuchen zu können, wird ein Programm geschrieben, das beliebige Mo-
dellsekundärstrukturen von Polypeptiden wie α-Helices oder β-Sheets aus der Angabe der beiden Ra-
machandranwinkel erzeugt (siehe Anhang 11.2). Ein weiteres Programm wird geschrieben, das aus der
gegebenen Struktur eines Proteins mit Applequists Parametersatz automatisch das CD-Spektrum gene-
riert. Es erkennt innerhalb der Struktur des Proteins zunächst alle Peptidgruppen. Dann transformiert es
den Polarisierbarkeitstensor und den gedämpften Dipoloszillator der Peptidbindung in die entsprechen-
den Lagen der Peptidbindungen innerhalb des Moleküls und ordnet allen weiteren Atomen die Polari-
sierbarkeiten nach Tab.4.1 zu. Anschließend wird nach Gl.3.13 und Gl.3.14 die Wechselwirkungsmatrix
ermittelt, und nach einer Diagonalisierung werden nach Gl.3.36 das Absorptions- und nach Gl.3.37 das
CD-Spektrum berechnet.
Um die richtige Arbeitsweise des Programms zu überprüfen, wurde zunächst versucht, von Applequist
veröffentlichte Spektren von Polypeptid-α-Helices verschiedener Kettenlänge zu reproduzieren. Abb.4.2
zeigt Spektren von Polypeptid-α-Helices, die mit dem Programm berechnet wurden. Sie sind identisch
mit den den entsprechenden Spektren aus Applequists Veröffentlichung (Applequist, 1979).
 0
 1
 2
 3
 4
 5
 6
 7
 170  180  190  200  210  220
e
ps
ilo
n 
m
al
 1
/1
00
0
Wellenlaenge in nm
e
ps
ilo
n 
m
al
 1
/1
00
0
Abbildung 4.2: Absorptionsspektren (epsilon in l/(mol*cm)) von Gly4 (rot), Gly8 (grün) und Gly12
(blau) nach Applequists Dipole Interaction Model, berechnet mit dem in diesem Arbeitskreis entwickel-
ten Programm. Die Spektren sind identisch mit denen, die von Applequist 1979 veröffentlicht wurden.
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Abbildung 4.3: CD-Spektren von Gly4 (rot), Gly8 (grün) und Gly12 (blau) nach Applequists Dipole
Interaction Model, berechnet mit dem in diesem Arbeitskreis entwickelten Programm. Die Spektren
sind identisch mit denen, die von Applequist 1979 veröffentlicht wurden.
4.3 CD-Spektren eines β-Hepta- und β-Hexapeptids
Da es in der Vergangenheit bei der Berechnung der CD-Spektren von β-Peptiden nach der Matrixmetho-
de unbefriedigende Ergebnisse gab (Daura, Bakowies, Seebach, Fleischhauer, van Gunsteren, Krüger,
2002), stellt sich die Frage, ob die Applequistmethode zu besseren Ergebnissen führt. Unter Verwen-
dung des neuesten Parametersatzes ′H ′y von Bode und Applequist (Bode und Applequist, 1997) werden
mit dem oben beschriebenen Programm CD-Spektren generiert. Es ergeben sich bei dem von Seebach
untersuchten β-Heptapeptid (Seebach, 2000) und dem von Gellman untersuchten β-Hexapeptid (Gell-
man, 1998) jedoch völlig unrealistische Spektren. Ein Beispiel ist das Spektrum des β-Heptapeptids,
das ab 200nm einen stetigen Anstieg des Circulardichroismus mit steigenden Wellenlängen zeigt, der in
keinem experimentellen Verlauf eines CD-Spektrums auftritt (siehe Abb.4.4).
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Abbildung 4.4: CD-Spektrum des β-Heptapeptids unter Zugrundelegung der unkorrigierten Röntgen-
struktur nach Applequists Dipole Interaction Model, Parametersatz ′H ′y (Bode und Applequist, 1997).
Auch für das Gellman-β-Hexapeptid, dessen Seitenketten Phenylreste aus Kohlenstoffatomen enthalten,
lässt sich nach der Applequist Methode kein realistisches Spektrum generieren. Die NMR-Strukturen
der beiden β-Peptide sind in Abb.4.6 und Abb.4.7 dargestellt. Vergleichbare Probleme, die bei der Be-
rechnung der CD-Spektren größerer α-Polypeptide auftraten, werden in mehreren Veröffentlichungen
Bode und Applequists beschrieben und im folgenden zitiert:
(Bode, Applequist, 1997)...Due to the sensitivity of the Dipole Interaction Model to deviations from
standard bond lengths and bond angles normally found in protein crystallographic data, a method of
’reassembled fragments’ was used to generate a structure suitable for use in our calculations,
oder bei der Berechnung der CD-Spektren von Globularproteinen:
(Bode, Applequist, 1998):...The structures cannot be used directly in our calculations because ...(ii)
small deviations of experimental bond geometries from those of the small model compounds which were
used in the optimization of our polarizability parameters cause serious artefacts in the optical properties
or outright failure of the computer program............After optimization of the backbone fragments and
substitution of Ala, Abu, and Val when necessary, close contacts of side chain atoms from neighboring
fragments or within tight turns may occur which cause artifacts (indicated by negative eigenvalues or
the occurrence of normal modes at wavelengths longer than about 220nm) or program failure (indicated
by a nonpositive-denite interaction matrix of the nondispersive subsystem). Such contacts could often
be relieved by replacing a methyl or larger side chain with an isotropic point X whose polarizability is
the mean polarizability of a CH3 group ... If the substitution of Alx did not remove the close contacts, the
residue was replaced by glycine (Gly).........,
oder Falle der Berechnung der CD-Spektren von Erabutoxim und Cytocrome:
(Applequist, Bode, 1999)...In these proteins 10-15% of the residues were excluded to eliminate the
artifactual close contacts resulting of the method of reassembly, and a number of amino acid substi-
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tutions were made in order to limit the atoms to those with known polarizabilities and to reduce the
conformational degrees of freedom in the side chains.
Die Ursache für unrealistische CD-Spektren wird von den Autoren demnach darin gesehen, dass die
zugrundeliegende Röntgenstruktur des Polypeptids die Struktur in Lösung nicht richtig wiedergibt. So
sollen beispielsweise verschiedene Abstände zwischen Seitenketten und zwischen bestimmten Atomen
in der Röntgenstruktur zu kurz sein, so dass an diesen Stellen eine Eigenschwingung der Dipoloszilla-
toren angeregt wird bzw. Resonanz auftritt. Mit Hilfe eines Neuaufbaus des Polypeptids nach Modell-
strukturen und der Kürzung von Seitenketten gelingt es den Autoren dann, unrealistische Voraussagen
des Modells zu vermeiden. Statt in das hier geschriebene Programm derartig aufwändige Strukturände-
rungen zu implementieren, werden im folgenden andere mögliche Ursachen für diese unerwünschten
Ergebnisse untersucht.
4.4 Untersuchung des Applequistschen Modells
4.4.1 Polarisierbarkeit in Abhängigkeit von der Zahl der Oszillatoren
Nach Applequists Atom Dipole Interaction Model lässt sich die Polarisierbarkeit eines Moleküls als
Summe der Polarisierbarkeiten der Eigenschwingungen seines Systems aus Atomdipoloszillatoren dar-
stellen (siehe Gl.3.30). Da das System der ungedämpften Atomdipoloszillatoren in Bezug auf den Fre-
quenzbereich des CD-Spektrums hochenergetische Anregungen des Moleküls repräsentiert und nicht
absorbiert, müssen die Polarisierbarkeiten aller Eigenschwingungen positiv sein (siehe Gl.3.34 mit ω ′k
ω). Da nach Gl.?? die Polarisierbarkeiten der Eigenschwingungen den Kehrwerten der Eigenwerte der
Wechselwirkungsmatrix des Systems entsprechen, müssen demnach alle Eigenwerte der Matrix positiv
sein. Diese Bedingung schränkt die Werte der zulässigen Matrixelemente ein. Da die Matrixelemente
sich aus den Atompolarisierbarkeiten und der Struktur des Moleküls berechnen, werden damit die mög-
lichen Werte der Atompolarisierbarkeiten bei gegebener Struktur, oder es wird die mögliche Struktur bei
gegebenen Atompolarisierbarkeiten eingeschränkt. Im folgenden wird allgemein untersucht, wie diese
Einschränkung zunimmt, wenn dem Molekül ein Dipoloszillator hinzugefügt wird:
Angenommen, a ist der kleinste der ausschließlich positiven Eigenwerte der Wechselwirkungsmatrix
A. Mit dem zusätzlichen Oszillator wird A um eine Zeile und eine Spalte zur Matrix AN+1 erweitert.
Nach der interlacing property (Wilkinson S.103-104) für symmetrische Matrizen ist der kleinste der
N +1 Eigenwerte von AN+1 kleiner als a. Damit nähert sich mit jedem Oszillator, der dem System hin-
zugefügt wird, der kleinste der neuen Eigenwerte der Null oder wird sogar negativ. Die Forderung, dass
alle Eigenwerte weiterhin positiv sein sollen, schränkt damit die zulässigen Werte der Matrixelemente
zusätzlich ein.
Das physikalische Bild für diesen allgemeinen Sachverhalt ist die Wechselwirkung des zusätzlichen
Oszillators mit dem System. Betrachtet man die Eigenschwingung des Systems mit dem kleinsten Ei-
genwert bzw. der größten Polarisierbarkeit, so verstärkt der zusätzliche Oszillator bei einer seiner bei-
den möglichen Schwingungsmöglichkeiten mit seinem elektrischen Feld das Dipolmoment und damit
die Polarisierbarkeit dieser Eigenschwingung, während er bei seiner anderen Schwingungsmöglichkeit
das Dipolmoment abschwächt. Verstärkt er das Dipolmoment der Eigenschwingung, so verstärkt das
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Dipolmoment der Eigenschwingung wiederum sein eigenes Dipolmoment, so dass das Dipolmoment
der gekoppelten Oszillationen größer als die Summe der Dipolmomente der isolierten Oszillationen ist.
Damit steigt die Polarisierbarkeit einer der Eigenschwingungen nichtlinear mit der Zahl der Atome, so
dass bei einer bestimmten Anzahl der Atome die Polarisierbarkeit des Systems unendlich oder negativ
werden kann.
4.4.2 Polarisierbarkeit einer Kette von Atomen
Zur Demonstration der zunehmenden Einschränkung der zulässigen Modellparameter mit der wachsen-
den Anzahl der Oszillatoren des Systems wird als einfaches Beispiel eine lineare Kette von Atomen
betrachtet. Es wird angenommen, dass sich alle Atome im gleichen Abstand r zu ihren Nachbarn ben-
den, die gleiche Polarisierbarkeit α besitzen und ihre Schwingungsrichtungen ~e i in Richtung der Kette
zeigen. Für zwei Atome mit
G12 = G21 =− 2
r3
(4.1)
als der Wechselwirkung zwischen den Dipoloszillatoren gemäß Gl.3.13 erhält man für die Maximalam-
plituden µ1 und µ2 der Dipolmomente der Oszillatoren das Gleichungssystem[
1/α −2/r3
−2/r3 1/α
][
µ1
µ2
]
=
[
~e1 ·~E
~e2 ·~E
]
(4.2)
Die Wechselwirkungsmatrix besitzt die Eigenwerte
λ1/2 = 1/α±2/r3 (4.3)
Für positives α und r ist der Eigenwert λ1 immer positiv, während der Eigenwert λ2 nur für α < r3/2 po-
sitiv ist. Dem Eigenwert λ1 entspricht mit einem Eigenvektor
[
−1
+1
]
eine Eigenschwingung, die sich
aus einer gegenphasigen Schwingung der Oszillatoren zusammensetzt, und dem Eigenwert λ2 mit einem
Eigenvektor
[
1
1
]
eine Eigenschwingung mit einer gleichphasigen Schwingung der beiden Oszillato-
ren. Die Polarisierbarkeit der gegenphasigen Schwingung ist immer positiv, während die der gleichpha-
sigen Schwingung für α < r3/2 positiv, für α = r3/2 unendlich und für α > r3/2 negativ ist. Für den
Resonanzfall mit α = r3/2 und einem Eigenwert null ist eine gleichphasige Oszillation mit beliebiger
Amplitude Lösung des Gleichungssystems Gl.4.2. Für diesen Fall induzieren sich die Dipole auch oh-
ne äußeres Feld aufgrund ihrer elektrischen Felder gegenseitig. Das Atom Dipole Interaction Model ist
damit nur für α < r3/2 anwendbar.
Für drei Atome erhält man mit demselben G12 = G21 wie oben und mit
G13 =− 2
(2r)3
(4.4)
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für die induzierten Dipolmomente das Gleichungssystem


1/α −2/r3 −1/4r3
−2/r3 1/α −2/r3
−1/4r3 −2/r3 1/α




µ1
µ2
µ3

 =


~e1 ·~E(~r1)
~e2 ·~E(~r2)
~e3 ·~E(~r3)

 (4.5)
Die Wechselwirkungsmatrix besitzt die Eigenwerte λ1/2 = 1/α− 1/8r3± 3
√
57/8r3 und λ3 = 1/α +
1/4r3. Für 1/α− 1/8r3 − 3√57/8r3 > 0 oder α < 8r3/(1 + 3√57) ≈ r3/3 sind alle Eigenwerte posi-
tiv. Bei Gleichheit hat die gleichphasige Schwingung aller Oszillatoren den Eigenwert null und damit
eine unendliche Polarisierbarkeit. Das Atom Dipole Interaction Model ist also nur noch für α < r3/3
anwendbar.
Für eine gegen unendlich gehende Anzahl an Atomen lässt sich ein Eigenvektor ansetzen, bei dem alle
Oszillatoren mit derselben Amplitude in Richtung der Kette schwingen. Multipliziert man eine beliebige
Zeile der Wechselwirkungsmatrix mit diesem Eigenvektor und setzt das Produkt gleich null, so erhält
man
1
α
+2
∞
∑
i=1
−2
(ir)3
= 0 (4.6)
r3
α
= 4
∞
∑
i=1
1
i3
≈ 4.74 (4.7)
Da das Atom Dipole Interaction Model damit nur noch für α < r3/4.74 zulässig ist, bestätigt sich auch
hier, dass die zusätzlichen Oszillatoren die zulässigen Werte für die Polarisierbarkeiten und den Abstand
der Atome weiter einschränken.
Nimmt man an, bei den Oszillatoren handelt es sich um Kohlenstoffatome in einem typischen Abstand
von rC = 1.53¯ und setzt man als Polarisierbarkeit Applequists Polarisierbarkeit mit αC = 0.878¯
3
an,
so erhält man αC = r3C/4.08. Da für eine unendlich lange Kette von Kohlenstoffatomen nach dem dritten
Beispiel α < r3/4.74 gelten muss, ergibt sich aus Applequists Modell für lange Ketten eine unendliche
oder negative Polarisierbarkeit. Damit erfüllt es nicht mehr die Voraussetzung, dass die Atomdipole
nichtabsorbierende, hochenergetische Anregungen repräsentieren.
Zur Veranschaulichung ist in Abb.4.5 ist die Polarisierbarkeit αmol einer Kette von Kohlenstoffatomen
abhängig von der Anzahl der Kohlenstoffatome dargestellt. Es zeigt sich, dass die Polarisierbarkeit nicht-
linear mit der Zahl der Atome steigt, für sieben Kohlenstoffatome mit αmol = 356.61¯
3
unrealistisch
groß und für eine größere Anzahl von Atomen negativ wird. Damit muss die Zahl der Kohlenstoffatome
in einer Seitenkette eines Proteins zumindest kleiner als sieben sein, damit realistische Vorhersagen des
Modells möglich sind. Wechselwirkungen mit einer benachbarten Kette setzen die Zahl der maximal
möglichen Atome in einer Kette weiter herab.
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Abbildung 4.5: Polarisierbarkeit einer Kette von C Atomen in Abhängigkeit von der Kettenlänge.
4.4.3 Polarisierbarkeit eines β-Hepta- und eines β-Hexapeptids
Zur Berechnung der CD-Spektren der β-Peptide werden entsprechend der üblichen Vorgehensweise von
Applequist zunächst einige Abstände der Röntgenstruktur durch Modellwerte ersetzt: C−H : 1.095¯
und N−H : 1.02¯. Für die Atompolarisierbarkeiten wird Applequists neuestes Set ’Hy’ (Bode and App-
lequist, 1996) benutzt. Der Neuaufbau der Röntgenstruktur des Polypeptids nach Modellstrukturen, der
nach Applequist als ’reassembled structure’ bezeichnet wird und bei der Berechnung der CD-Spektren
größerer Polypeptide zum Einsatz kommt, wenn die oben erwähnten Probleme mit unrealistischen Spek-
tren auftreten, wird hier nicht vorgenommen.
Mit der Diagonalisierung der Wechselwirkungsmatrix des Systems der Atomdipoloszillatoren gelangt
man zu einem Eigenvektor mit einem negativen Eigenwert. In diesem Fall würden Bode und Applequist
die Struktur solange verändern, bis die Matrix ausschließlich positive Eigenwerte hat. Um zu erkennen,
an welchen Stellen des Moleküls eine Veränderung der Struktur am effektivsten ist, werden die Polari-
sierbarkeiten aller Atome um denselben Faktor verringert, bis der negative Eigenwert der Matrix sein
Vorzeichen wechselt bzw. annähernd null ist. Bei diesen Parametern geht die Polarisierbarkeit einer Ei-
genschwingung des Systems gegen unendlich bzw. tritt Resonanz ein. Abb.4.6 und Abb.4.7 zeigen die
Schwingungsrichtungen und die relativen Amplituden der einzelnen Oszillationen einer solchen Eigen-
schwingung.
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Abbildung 4.6: β-Heptapeptid mit Blick senkrecht zur Helixachse. (Grak links erstellt dem Programm
Pymol, rechts mit dem CAS MuPad, Struktur nach Seebach). Die Pfeile in der rechten Abbildung zeigen
die Schwingungsrichtungen der Oszillatoren bei einer Eigenschwingung des Systems.
Beim β-Heptapeptid tragen offensichtlich die Kohlenstoffatome einer der Seitenketten zu dieser Eigen-
schwingung bei und beim Gellman-Peptid die Kohlenstoffatome eines Phenylrestes. Es kann demnach
nicht behauptet werden, dass für Resonanzen im System nur lokale Ungenauigkeiten in der Struktur
verantwortlich sind, vielmehr ist der Grund die kooperative Verstärkung der Schwingungen innerhalb
einer gesamten Seitenkette des Proteins bzw. innerhalb eines gesamten Phenylrings. Eine Strukturände-
rung, mit der Resonanz vermieden wird, könnte demnach nur so aussehen, dass im Fall des Heptapeptids
die linearen Seitenketten wesentlich gekürzt und im Fall des Gellman-Peptids alle Phenylreste von der
Rechnung ausgeschlossen werden.
KAPITEL 4. APPLEQUISTS DIPOLE INTERACTION MODEL 27
Abbildung 4.7: Gellman-Peptid mit Blick senkrecht zur Helixachse (Grak links erstellt mit dem Pro-
gramm Pymol, rechts mit dem CAS MuPad, Struktur nach Gellman). Die Pfeile in der rechten Abbildung
zeigen in die Richtungen der einzelnen Oszillationen bei einer Eigenschwingung des Systems.
4.5 Ergebnisse
Da die CD-Spektren größerer und dicht gepackter Polypeptide unter Zugrundelegung einer röntgenkri-
stallographischen oder einer NMR-Struktur teilweise unrealistisch sind oder empndlich von der Struk-
tur des Moleküls abhängen, und da die verwendeten Methoden zur Korrektur der Struktur aufwändig
und physikalisch nur schlecht zu begründen sind, kommt man zu dem Schluss, dass Applequists Dipole
Interaction Model in diesen Fällen nicht angewendet werden kann.
Verantwortlich für das Versagen des Modells ist, dass sich in einem Molekül die Polarisierbarkeiten der
Atome aufgrund der Dipol-Dipolwechselwirkungen nichtlinear addieren. Wenn die Helix eines Polypep-
tids dicht gepackt ist und die Seitenketten lang sind, verstärken sich bestimmte Linearkombinationen von
Oszillationen, so dass die Polarisierbarkeit des Moleküls gegen unendlich geht. Diesen Eigenschaften
des Modells entsprechen keine experimentellen Beobachtungen.
Um in diesen Fällen zu realistischen Vorhersagen des Modells zu kommen, bleibt neben der Verkleine-
rung der Struktur nur die Möglichkeit, die Polarisierbarkeiten der Atome herabzusetzen. Dann werden
jedoch die Polarisierbarkeiten kleinerer Moleküle, die mit dem Polarisierbarkeitssatz von Applequist
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richtig wiedergegeben werden, unterschätzt. Somit kann das Atom Dipole Interaction Model mit den-
selben Atompolarisierbarkeiten nicht zugleich die Polarisierbarkeit kleiner und großer Moleküle richtig
wiedergeben.
Offensichtlich führt die Annahme des Modells, die Polarisierbarkeit eines Moleküls nur aus der Dipol-
polarisierbarkeit seiner Atome abzuleiten, zu den Schwierigkeiten. Will man mit dem gleichen Satz an
Atompolarisierbarkeiten die Polarisierbarkeit von kleinen und großen Molekülen richtig wiedergeben,
könnten weitere induzierbare Multipoloszillatoren wie zum Beispiel Quadrupoloszillatoren einbezogen
werden. Damit wird das Dipole Interaction Model zu einem Multipole Interaction Model und behan-
delt die Wechselwirkung zwischen oszillierenden Multipolen. Dieses Modell würde an der Vorhersage
der Polarisierbarkeit größerer Moleküle möglicherweise nicht scheitern, da beispielsweise oszillierende
Quadrupole sich mit ihren elektrischen Feldern nicht in dem gleichen Maß wie ausschließlich oszillie-
rende Dipole verstärken können.
Kapitel 5
Die Matrixmethode
5.1 Die Rotationsstärke
5.1.1 Zeitabhängige Störungstheorie
Die molekularen Parameter α und β, die mit Hilfe der Maxwellgleichungen mit der Absorption und dem
Circulardichroismus des Mediums in Zusammenhang gebracht wurden (siehe Gl.3.4 und Gl.3.5), sind
nach einer klassischen Modellvorstellung über die Wechselwirkung zwischen gebundenen Elektronen
und Licht (das Elektron als erzwungener gedämpfter Oszillator) aus der Struktur der Moleküle abgelei-
tet worden. Damit besteht eine rein klassische Beziehung zwischen dem Circulardichroismus und der
Struktur der Moleküle. Diese Beziehung kann als eine Approximation der exakten quantenelektrody-
namischen Beziehungen zwischen Licht bzw. Photonen und Elektronen angesehen werden. Wenn wie
bei der Messung des Circulardichroismus im UV-Bereich die Wellenlänge des Lichts groß gegenüber
der Ausdehnung der Moleküle ist und eine sehr große Anzahl von Photonen auftritt, kann der Teilchen-
charakter des Lichts vernachlässigt werden, und die Beschreibung des Lichts als elektromagnetisches
Feld mit Hilfe der Maxwellgleichungen ist zulässig. Eine befriedigende Beschreibung des Verhaltens
der Elektronen im Molekül, die beispielsweise auch die Absorptionsenergien und die Richtungen der
induzierten Dipolmomente vorhersagt, kann jedoch nicht mit einem klassischen Modell, sondern nur
mit Hilfe der Quantenmechanik geschehen. Die Kombination der beiden Beschreibungsweisen - Licht
klassisch und Elektronen quantenmechanisch - wird mit der zeitabhängigen Störungstheorie der Quan-
tenmechanik vollzogen.
Als Voraussetzung für die Anwendung der Störungstheorie wird angenommen, dass die Störung, die
durch das Einwirken des äußeren Feldes im Molekül auftritt, klein gegenüber den elektronischen Über-
gangsenergien im Molekül ist, dass die Abmessungen des Moleküls zwar klein, aber nicht vernachläs-
sigbar gegenüber der Wellenlänge des einwirkenden elektromagnetischen Feldes sind, und dass sich das
Molekül im Grundzustand bendet. Dem ungestörten Hamiltonoperator des Moleküls wird dann der
zeitabhängige Störoperator
V (t) =−~µ ·~E(t)− ~m ·~H(t) (5.1)
hinzuaddiert. Mit ~µ = −e∑Ni ~ri und ~m = −γ∑Ni ~ri× ~pi , −e als der Elektronenladung, γ als dem Bohr-
schen Magneton, ~ri als dem Orts- und ~pi als dem Impulsoperator des iten der N Elektronen des Moleküls
29
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beschreibt er die Energie eines quantenmechanischen elektrischen und magnetischen Dipols in den klas-
sischen Feldern ~E(t) und ~H(t). Die zeitabhängige Schrödingergleichung für die Wellenfunktion Ψ(~r, t)
des Systems schreibt sich damit
{ H0 + V (t)}Ψ(~r, t) =−i~ ∂∂t Ψ(~r, t). (5.2)
Setzt man für die Eigenfunktionen des gestörten Hamiltonoperators eine Linearkombination aus Eigen-
funktionen des ungestörten Operators mit zeitabhängigen Koefzienten und für das elektromagnetische
Feld im Molekül eine Taylorentwicklung um ein Zentrum im Molekül bis zum linearen Glied an, ergibt
sich für den Erwartungswert des induzierten Dipolmoments (Eyring S.335)
~µ(t) =< Ψ(~r, t)| ~µ|Ψ(~r, t) >= α~E(t)+β ∂
∂t
~H(t) (5.3)
mit
α =
2
~
∑
a
ωa0 < 0|~µ|a >< 0|~µ|a >
ω2a0−ω2
(5.4)
und
β =
2c
~
∑
a
ℑ(< 0|~µ|a >< a| ~m|0 >)
ω2a0−ω2
. (5.5)
Dabei sind < 0| ~µ|a > und < a| ~m|0 > das elektrische und magnetische Übergangsmoment zwischen
dem Grundzustand |0 > und dem angeregten Zustand |a > des ungestörten Moleküls, ω ist die Frequenz
des äußeren elektromagnetischen Feldes, und es gilt ~ωa0 = Ea0 mit Ea0 als der Übergangsenergie des
Elektrons zwischen den Zuständen.
Die Produkte aus den elektrischen und magnetischen Übergangsmomenten sind dyadische Produkte,
also sind die Polarisierbarkeit α und der Rotationsparameter β Tensoren. Das induzierte Dipolmoment
kann demnach je nach Lage des Moleküls auch in andere Richtungen als das elektrische Feld zeigen.
Betrachtet man aber die Absorption und den Circulardichroismus von Molekülen in Lösung, mitteln sich
wie bei der klassischen Rechnung (siehe Gl.3.1 und Anhang 11.2) die Richtungen des Dipolmoments,
die von der Richtung des elektrischen Feldes abweichen, aus Symmetriegründen heraus und aus den
dyadischen Produkten werden die Skalarprodukte
α =
2
3~ ∑a
ωa0|< 0|~µ|a > |2
ω2a0−ω2
(5.6)
und
β =
2c
3~ ∑a
ℑ(< 0|~µ|a > ·< a| ~m|0 >)
ω2a0−ω2
. (5.7)
Die Größe
R0a = ℑ{< 0|~µ|a > ·< a| ~m|0 >}, (5.8)
die proportional zum Circulardichroismus des Übergangs 0− > α ist, heißt Rotationsstärke. Sie wurde
in der Frühzeit der Quantenmechanik von Rosenfeld abgeleitet (Rosenfeld, 1928).
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Optische Rotation und Circulardichroismus gibt es demnach, wenn das Skalarprodukt zwischen dem
elektrischen und magnetischen Übergangsmoment eines Moleküls nicht verschwindet. Stellt man sich
das elektrische Übergangsmoment als eine Translation und das magnetische als eine Rotation des Elek-
trons vor, so müssen für eine nichtverschwindende Rotationsstärke beim Übergang des Elektrons sowohl
eine Translation als auch eine Rotation stattnden, während die Translation eine Komponente in Rich-
tung der Achse der Rotation enthält. Man kommt damit wie beim klassischen Einelektronenmodell zur
Vorstellung einer spiralförmigen Bewegung des Elektrons als Ursache der optischen Rotation (siehe
Abb.3.1).
Die der Rotationsstärke analoge klassische Größe entspricht nach Gl.3.32 dem Produkt der Schwin-
gungsrichtungen einer Eigenschwingung des elektrischen und magnetischen Dipolmoments. Dort geht
bei Berechnung des Rotationsparameters β(ω) im Nenner zusätzlich ein Dämpfungsglied iωΓ ein, das
die Energieabsorption der Oszillation modelliert und zu den Linienbreiten des CD-Spektrums führt. Um
die Linienbreite der Spektren auch quantenmechanisch abzuleiten, muss berücksichtigt werden, dass in
einem Molekül die elektronischen Übergänge zusammen mit Übergängen in verschiedene Kernschwingungs-
und Rotationsniveaus stattnden. Ein Studium der Breite der Linienschar der verschiedenen Übergänge
könnte damit weitere Informationen über die Struktur des Moleküls liefern. Im allgemeinen werden je-
doch die Rotationsstärken mit normalisierten Gaußkurven mit einer Halbwertsbreite Γa multipliziert,
die für jeden Übergang spezisch gewählt werden kann. Aufsummiert ergibt sich für das CD-Spektrum
abhängig von der Wellenlänge λ
∆ε(λ) =
16pi2NAλ
3~c103 ln10
1
Γa
√
pi ∑a
R0a exp{−(λ−λaΓa )
2}. (5.9)
5.1.2 Berechnung der Rotationsstärke
Zur Berechnung der Rotationsstärke R0a benötigt man das elektrische und magnetische Übergangsmo-
ment vom Grundzustand 0 in den angeregten Zustand a des Moleküls. Während die Berechnung des
Grundzustands mit einem ab initio Programm in der Regel wenig Probleme bereitet, ist die Berechnung
eines angeregten Zustands aufwändiger. Zur Berechnung der angeregten Zustände stehen verschiede-
ne ab initio Verfahren zur Verfügung wie z.B. die klassischen CI-Methoden CASSCF/CASPT2 (Com-
plete Active Space Self Consistend Field / Complete Active Space second-order Perturbation Theory,
Roos, 1987) sowie die zeitabhängige Dichtefunktionaltheorie bzw. TDDFT (Casida, 1995). Darüber
hinaus können auch semiempirische Verfahren wie INDO/S (Intermediate Neglect of Differential Over-
lap, Ridley u.a., 1973) oder CNDO/S (Complete Neglect of Differential Overlap, Del Bene, Jaffe, 1968)
angewendet werden. Bei großen Molekülen steigt jedoch insbesondere bei den genaueren Verfahren die
Rechenzeit so stark an, dass eine vereinfachte Methode von Vorteil ist, mit der die Übergangsmomente
approximiert werden können.
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5.2 Theorie der Matrixmethode
5.2.1 Hamiltonoperator und Basisfunktionen
Nach dieser Methode wird das Molekül zunächst in chromophore Gruppen eingeteilt, die an den Bruch-
stellen zum Molekül mit Wasserstoffatomen abgesättigt und deren Grundzustand und angeregte Zu-
stände mit einem ab initio oder einem semiempirischen Verfahren berechnet werden können. Es wird
angenommen, dass sich bei der Anregung des Moleküls die Übergänge der Elektronen räumlich auf den
Bereich der Chromophore beschränken und kein Elektronentransfer zwischen den Gruppen stattndet.
Diese Annahme erscheint gerechtfertigt, solange die Entfernungen der Gruppen groß gegenüber ihrer
Ausdehnung sind. Bei Entfernungen im Bereich ihrer Ausdehnung muss jedoch davon ausgegangen
werden, dass die Fehler der Approximation nicht mehr vernachlässigbar sind (Goldmann u.a., 2001).
Der Hamiltonoperator H für das gesamte Molekül besteht dann aus den Hamiltonoperatoren Hk mit
k ∈ {1, ...N} der N Chromophore, in die das Molekül zerlegt worden ist und den Operatoren Vi j mit
i, j ∈ {1, ..,N}, die die Coulombschen Wechselwirkungen zwischen den Elektronen und Kernen der
Gruppen i und j beschreiben:
H =
N
∑
k
Hk +
N
∑
i< j
Vi j (5.10)
mit
Vi j =
neli −1
∑
s
nelj
∑
t=s+1
e2
ris, jt
(5.11)
−
neli
∑
s
nKj
∑
K
Z jKe2
ris, jK
(5.12)
−
nKi
∑
K
nelj
∑
s
ZiKe2
riK, js
(5.13)
+
nKi −1
∑
K
nKj
∑
L=K+1
ZiKZ jLe2
riK, jL
(5.14)
Die Laundizes der Elektronen sind klein, die der Kerne groß geschrieben. neli und nKi sind die Anzahlen
der Elektronen und Kerne in der Gruppe i, ZiK ist die Kernladungszahl des Kten Kerns der Gruppe i,
und ris, jt ist der Abstand des sten Elektrons der Gruppe i vom tten Elektron der Gruppe j. Die Wech-
selwirkung der Elektronen der beiden Gruppen wird mit Gl.5.11, die der Elektronen der Gruppe i mit
den Kernen der Gruppe j mit Gl.5.12, die der Kerne der Gruppe i mit den Elektronen der Gruppe j mit
Gl.5.13 und die der Kerne der beiden Gruppen mit Gl.5.14 beschrieben.
Das Basissystem zur Darstellung der Molekülwellenfunktionen wird eingeschränkt auf das Produkt der
Grundzustandseigenfunktionen Φi0 aller Gruppen
Ψ0 =
N
∏
i
Φi0 (5.15)
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mit
HiΦi0 = Ei0Φi0 (5.16)
und auf die Produkte von Gruppeneigenfunktionen, in denen eine Gruppe i in einem angeregten Zustand
Φia ist, während die anderen in ihrem Grundzustand Φ j0 sind
Ψia = Φia
N
∏
j 6=i
Φ j0 (5.17)
mit
HiΦia = EiaΦia. (5.18)
Auf Molekülbasisfunktionen Ψia, jb, in denen zwei Gruppen i und j angeregt sind, wird hier verzichtet.
Vernachlässigt wird auch die Antisymmetrisierung der Molekülwellenfunktionen.
Tinoco (Tinoco, 1962) hat die Molekülwellenfunktionen mit Hilfe der Störungstheorie in erster Ordnung
approximiert und daraus die Rotationsstärken des Moleküls berechnet. Stattdessen (Bayley u.a., 1969;
Schellmann, 1974) können die Molekülwellenfunktionen aber auch über die Diagonalisierung der Ha-
miltonmatrix des Moleküls in der gegebenen eingeschränkten Basis erhalten werden. Diese Methode ist
unter dem Namen ’Matrixmethode’ bekannt und wird im folgenden angewendet. Dazu werden zunächst
die Matrixelemente der Hamiltonmatrix ausgewertet.
5.2.2 Auswertung der Matrixelemente
Für das Diagonalelement des Grundzustands Ψ0 erhält man
H0,0 =
Z
Ψ0 HΨ0dτ (5.19)
=
Z
...
Z N
∏
k
Φk0{
N
∑
i
Hi +
N
∑
i< j
Vi j}
N
∏
k
Φk0dτ1...dτNe (5.20)
=
N
∑
i
Ei0 +
N
∑
i< j
Z
i
Z
j
Φi0Φi0 Vi jΦ j0Φ j0dτidτ j (5.21)
=
N
∑
i
Ei0 +
N
∑
i< j
Vi00, j00 (5.22)
Die Integrationen laufen über die Koordinaten der Elektronen dτi jeder Gruppe und lassen sich in die
Summanden mit den Hamiltonoperatoren Hi der Gruppen und die mit den Wechselwirkungsoperatoren
Vi j zwischen den Gruppen zerlegen. Die Integrationen mit den Hamiltonoperatoren ergeben das Nor-
mierungsintegral bzw. eins für die Koordinaten, auf die der Operator nicht wirkt und die Energie des
Grundzustands der Gruppe für die Koordinaten, auf die der Operator wirkt. Damit ergibt sich die Sum-
me der Grundzustandsenergien der einzelnen Gruppen.
Die Integrationen über die Wechselwirkungsoperatoren Vi j ergeben eins für die Integrationen über die
Koordinaten der Elektronen, auf die der Wechselwirkungsoperator nicht wirkt, so dass die Integrationen
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über die Koordinaten der Elektronen der Gruppen i und j verbleiben. Damit ergibt sich die Wechselwir-
kungsenergie zwischen den Grundzuständen aller Gruppen.
Für die Matrixelemente des Grundzustands ψ0 mit den angeregten Zuständen ψsa ergibt sich
H0,sa =
Z
Ψ0 HΨsadτ (5.23)
=
Z
...
Z N
∏
k
Φk0{
N
∑
i
Hi +
N
∑
i< j
Vi j}Φsa
N
∏
k 6=s
Φk0dτ1...dτNe (5.24)
=
N
∑
i6=s
Z
i
Z
s
Φi0Φi0 VisΦsaΦs0dτidτ j (5.25)
=
N
∑
i6=s
Vi00,s0a (5.26)
Die Integrationen über die Hamiltonoperatoren ergeben null, denn sie enthalten das Produkt der Grund-
zustandsfunktion und der Funktion des angeregten Zustands der Gruppe s.
Für die Summanden mit den Wechselwirkungsoperatoren, die auf zwei verschiedene Gruppen wirken,
ergeben die Integrationen über die Koordinaten der Elektronen, auf die der Operator nicht wirkt, null, da
über die Grundzustandsfunktion und die Funktion des angeregten Zustand der Gruppe s integriert wird.
Es verbleiben die Integrationen über die Koordinaten der Elektronen der Gruppen i und s für i 6= s . Die
Doppelsumme über die Vi j nach Gl.5.24 geht in die einfache Summe nach Gl5.26 über.
Für die Diagonalelemente der Matrix zwischen den angeregten Zuständen Ψsa gilt
Hsa,sa =
Z
Ψsa HΨsadτ (5.27)
=
Z
...
Z
Φsa
N
∏
k 6=s
Φk0{
N
∑
i
Hi +
N
∑
i< j
Vi j}Φsa
N
∏
k 6=s
Φk0dτ1...dτNe (5.28)
=
N
∑
i6=s
Ei0 +Esa +
N
∑
i6=s,i< j
Vi00, j00 +
N
∑
i6=s
Vi00,saa (5.29)
=
N
∑
i
Ei0 +Esa−Es0 +
N
∑
i6=s,i< j
Vi00, j00 +
N
∑
i6=s
Vi00,saa (5.30)
Die Integrationen über die Hamiltonoperatoren der einzelnen Gruppen ergeben eins für die Koordinaten
der Elektronen, auf die der Operator nicht wirkt, und die Energie des jeweiligen Zustands der Gruppe für
die Koordinaten, auf die er wirkt. Da weiter unten die Summe der Grundzustandsenergien aller Gruppen
von der Diagonalen abgezogen werden wird, wird diese Summe in Gl.5.30 gesondert aufgeführt.
Die Integrationen über Wechselwirkungsoperatoren ergeben die Wechselwirkungsenergie zwischen den
Grundzuständen der jeweiligen Gruppen, wenn der Wechselwirkungsoperator sich nicht auf die angereg-
te Gruppe bezieht. Ansonsten ergibt sich die Wechselwirkungsenergie zwischen dem angeregten Zustand
und dem Grundzustand. Diese Energien werden mit den beiden letzten Summen in Gl.5.30 dargestellt.
Für die Matrixelemente zwischen den angeregten Zuständen Ψsa und Ψsb, bei denen zwei verschie-
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dene Zustände innerhalb derselben Gruppe angeregt sind, gilt
Hsa,sb =
Z
Ψsa HΨsbdτ (5.31)
=
Z
...
Z
Φsa
N
∏
k 6=s
Φk0{
N
∑
i
Hi +
N
∑
i< j
Vi j}Φsb
N
∏
k 6=s
Φk0dτ1...dτNe (5.32)
=
N
∑
i6=s
Z
i
Z
s
Φi0Φi0 VisΦsaΦsbdτidτ j (5.33)
=
N
∑
i6=s
Vi00,sab (5.34)
Die Integrationen über die Hamiltonoperatoren ergeben null, da sie die Integration über zwei verschie-
dene angeregte Zustände der Gruppe s enthalten.
Für die Summanden mit den Wechselwirkungsoperatoren, die auf zwei verschiedene Gruppen wirken,
ergeben die Integrationen über die Koordinaten der Elektronen, auf die der Operator nicht wirkt, ebenso
null, da über zwei verschiedene angeregte Zustände der Gruppe s integriert wird. Es verbleiben die
Integrationen über die Koordinaten der Elektronen der Gruppen i und s für i 6= s. Die Doppelsumme
über die Vi j nach Gl.5.32 geht in die einfache Summe nach Gl5.34 über.
Es verbleiben die Matrixelemente zwischen den angeregten Zuständen Ψsa und Ψlb , bei denen die
Zustände in zwei verschiedenen Gruppen angeregt sind
Hsa,lb =
Z
Ψsa V Ψlbdτ (5.35)
=
Z
...
Z
Φsa
N
∏
k 6=s
Φk0{
N
∑
i
Hi +
N
∑
i< j
Vi j}Φlb
N
∏
k 6=l
Φk0dτ1...dτNe (5.36)
=
Z
s
Z
l
Φs0Φsa VslΦl0Φlbdτsdτl (5.37)
= Vs0a,l0b (5.38)
Die Beiträge der Integrationen über die Hamiltonoperatoren der einzelnen Gruppen ergeben null, da
jeweils über den Grundzustand und einen angeregten Zustand derselben Gruppe integriert wird. Die
Integrationen über die Wechselwirkungsoperatoren ergeben nur einen Beitrag für die Integrationen über
die Koordinaten der Elektronen der verschiedenen Gruppen.
Von den Matrixelementen auf der Diagonalen wird die Summe der Grundzustandsenergien abgezogen.
Damit werden die Eigenvektoren der Matrix nicht verändert, und die Eigenwerte drücken die Energie-
differenz zwischen den angeregten Zuständen des Moleküls und dem ungestörten Grundzustand aus.
Die Matrix wird im folgenden für das Beispiel zweier Gruppen mit jeweils zwei angeregten Zuständen
dargestellt:
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Tabelle 5.1: Hamiltonmatrix für zwei Gruppen mit jeweils zwei angeregten Zuständen
Φ10Φ20 Φ1aΦ20 Φ1bΦ20 Φ10Φ2a Φ10Φ2b
Φ10Φ20 V100,200 V10a,200 V10b,200 V100,20a V100,20b
Φ1aΦ20 V10a,200 E10a +V1aa,200 V1ab,200 V10a,20a V10a,20b
Φ1bΦ20 V10b,200 V1ab,200 E10b+V1bb,200 V10b,20a V10b,20b
Φ10Φ2a V100,20a V10a,20a V10b,20a E20a +V100,2aa, V100,2ab
Φ10Φ1b V100,20b V10a,20b V10b,20b V100,2ab E20b +V100,2bb
Ein Wechselwirkungselement Vi0a, j0b kann mit den Ladungs- bzw. den Übergangsladungsdichten
ρi0a(~r1) =−eni
Z
2
..
Z
ni
Φi0(~r1, ...,~rni)Φ
i
a(~r1, ...,~rni)d~r2..d~rni (5.39)
mit 0 als dem Grundzustand und a als einem beliebigen Zustand der Gruppe i auch in der Form
Vi0a, j0b =
Z Z ρi0a(~r1)ρ j0b(~r2)
|~r1−~r2| d~r1d~r2 (5.40)
dargestellt werden. In der Praxis werden die Ladungs- bzw. Übergangsladungsdichten durch einen Satz
von Monopolen oder Multipolen repräsentiert.
5.2.3 Die Programme MATMAC und PROTEIN
Die Programme MATMAC (Matrixmethode Aachen, Fleischhauer u.a., 1991) und PROTEIN, die unab-
hängig voneinander in der Arbeitsgruppe von Fleischhauer und von Woody entwickelt wurden, erstellen
CD-Spektren nach der Matrixmethode. Beide verwenden Monopole, um die verschiedenen Ladungs-
dichteverteilungen der Gruppen zu repräsentieren. Sie sind aber unterschiedlich aufgebaut und gehen
nach unterschiedlichen Methoden vor, um die Monopole der Referenzgruppe in das Molekül zu trans-
formieren. Das Programm MATMAC berücksichtigt im Gegensatz zum Programm PROTEIN, dass die
Struktur der Gruppe innerhalb des Moleküls von der Struktur der Referenzgruppe abweichen kann. Dazu
wird das Koordinatensystem der Gruppe im Molekül zur Erstellung der Verschiebungs- und Drehmatrix
so gelegt, dass die Abweichungen der Atome von entsprechenden Positionen in der Referenzgruppe ins-
gesamt minimal werden. Ein weiterer Unterschied ist die Möglichkeit in dem Programm PROTEIN, zur
Erstellung der CD-Spektren unterschiedliche Halbwertsbreiten für verschiedene Übergänge anzusetzen.
5.2.3.1 Monopole
Im folgenden wird kurz die Methode dargestellt, nach der in der Arbeitsgruppe von Fleischhauer aus ei-
ner gegebenen Ladungsdichteverteilung ρ(~r) eines Moleküls Monopole gewonnen werden: Ein Raum-
gebiet, in dem sich das Molekül in einem ausreichenden Abstand zum Rand bendet, wird in gleich
große würfelförmige Volumina (∆r)3zerlegt. Jedem Mittelpunkt~ri eines Würfels wird die Ladung
qi = ρ(~ri)(∆r)3 (5.41)
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zugeordnet. Aus dieser Menge an Ladungen werden mit bestimmten Bedingungen Teilmengen gebildet,
wobei jede Teilmenge zu einem Monopol führt, der aus der Summe der Ladungen der Teilmenge besteht.
QM =
Teilmenge
∑
i
qi (5.42)
Der Ort des Monopols entspricht dem Schwerpunkt der Ladungen der Teilmenge
~RM =
∑Teilmengei qi~ri
QM (5.43)
Für planare Moleküle werden jedem Atom vier Teilmengen zugeordnet. Zwei Teilmengen oberhalb und
zwei unterhalb der Molekülebene. Die positiven Ladungen werden anderen Teilmengen zugeordnet als
die negativen. Dabei werden sie jeweils dem Atom zugeordnet, dem sie am nächsten sind. Für nicht
planare Moleküle wird die Unterscheidung der Teilmengen oberhalb und unterhalb der Molekülebene
fallengelassen und es gibt nur noch zwei Monopole pro Atom.
Die Monopole, die sich mit Hilfe der Wellenfunktionen einer CNDO/S Rechnung an Acetamid für den
ersten pipi∗- und den ersten npi∗-Übergang ergeben, sind in Abb.5.1 und Abb.5.2 veranschaulicht.
Abbildung 5.1: Monopole (grün/rosa: positiv/negativ) des ersten npi∗-Übergangs bei 220nm der Peptid-
bindung von Acetamid nach Fleischhauer. Planare Peptidbindung: Sauerstoff (rot), Kohlenstoff (grau),
Stickstoff (blau). Koordinaten in ¯. Grak erstellt mit dem CAS MuPAD.
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Abbildung 5.2: Monopole (grün/rosa: positiv/negativ) des ersten pipi∗-Übergangs bei 190nm der Peptid-
bindung von Acetamid nach Fleischhauer. Planare Peptidbindung: Sauerstoff (rot), Kohlenstoff (grau),
Stickstoff (blau). Koordinaten in ¯. Grak erstellt mit dem CAS MuPAD.
Woody hat die Positionen seiner Monopole aus Wellenfunktionen einer INDO/S Rechnung bestimmt,
die Positionen der Monopole für den pipi∗-Übergang aber so angepasst, dass experimentell ermittelte Di-
polmomente reproduziert werden. Die resultierenden Monopole sind in Abb.5.3 und Abb.5.4 dargestellt.
Abbildung 5.3: Monopole (grün/rosa: positiv/negativ) des ersten npi∗-Übergangs bei 220nm der Peptid-
bindung von Acetamid nach Woody. Planare Peptidbindung: Sauerstoff (rot), Kohlenstoff (grau), Stick-
stoff (blau). Koordinaten in ¯. Grak erstellt mit dem CAS MuPAD.
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Abbildung 5.4: Monopole (grün/rosa: positiv/negativ) des ersten pipi∗-Übergangs bei 190nm der Peptid-
bindung von Acetamid nach Woody. Planare Peptidbindung: Sauerstoff (rot), Kohlenstoff (grau), Stick-
stoff (blau). Koordinaten in ¯. Grak erstellt mit dem CAS MuPAD.
5.2.3.2 CD-Spektren der Polypeptid-α-Helices
Um die Arbeitsweise der Programme zu überprüfen, werden mit beiden Programmen CD-Spektren
mit demselben Input für die Molekülstruktur und die Monopole erstellt. Als Testmoleküle werden
Polypeptid-α-Helices verschiedener Kettenlänge verwendet. Die Monopole für die Peptidgruppe, die
in Woodys Programm fest implementiert sind, werden als Input für eine MATMAC-Rechnung benutzt.
Abb.5.5 zeigt die Spektren, die nach dem Programm PROTEIN und Abb.5.6 die, die nach dem MAT-
MAC Programm ermittelt wurden. Sie sind nahezu identisch. Da beide Programme unabhängig vonein-
ander programmiert wurden, bestätigt sich damit, dass in beiden Programmen die Matrixmethode richtig
implementiert ist.
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Abbildung 5.5: CD-Spektren von Gly3, Gly5, ..., Gly19 nach PROTEIN. Monopole nach Woody (Pro-
gramm PROTEIN). Den Übergängen sind nach Woody individuelle Halbwertsbreiten zugeordnet wor-
den.
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Abbildung 5.6: CD-Spektren von Gly3, Gly5, ..., Gly19 nach MATMAC. Monopole nach Woody (Pro-
gramm PROTEIN). Den Übergängen sind nach Woody individuelle Halbwertsbreiten zugeordnet wor-
den.
5.2.4 TDDFT Rechnungen an den Gruppen
Als Verfahren zur Berechnung der Gruppeneigenschaften wird in dieser Arbeit schwerpunktmäßig die
TDDFT oder Time Dependent Density Functional Theory (Einführung Parr, 1989) eingesetzt. Die Rech-
nungen werden mit dem Programm TURBOMOLE (Ahlrichs u.a., 1999) unter Verwendung des Basis-
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satzes TZVP und der Energiefunktionale BP86 und B3-LYP durchgeführt, die beide die Austausch- und
Korrelationswechselwirkung zwischen den Elektronen berücksichtigen.
Das Programm TURBOMOLE gibt in seinem Output neben den Energien der angeregten Zustände das
permanente Dipol- und Quadrupolmoment des Grundzustands und die Übergangsdipol- und -quadrupolmomente
vom Grundzustand in die angeregten Zustände an. Um diese Angaben in der Matrixmethode zu ver-
wenden, wird ein Programm geschrieben, das ähnlich wie das Programm MATMAC arbeitet, aber die
Wechselwirkungsenergie zwischen den Zuständen der verschiedenen Gruppen statt mit Hilfe der Mo-
nopole wie in MATMAC direkt aus den Dipol- und Quadrupolübergangsmomenten berechnet (siehe
Anhang11.7).
Die Zwischenübergangsmomente zwischen den angeregten Zuständen sind im Output von TURBOMO-
LE nicht angegeben. Sie werden darum gleich null gesetzt, so dass die Terme Vi00, jab der Hamiltonma-
trix für alle Gruppen i, j und angeregten Zustände a,b verschwinden. Damit werden die ˜nderung des
Grundzustands und das Mischen der Zustände innerhalb einer Gruppe unter dem Einuss der umliegen-
den Gruppen vernachlässigt.
5.2.5 Berücksichtigung des innermolekularen elektrischen Feldes
Um den Einuss der ˜nderung des Grundzustands und des Mischens der Zustände einer Gruppe im
Molekülverband auch ohne Angabe der Zwischenübergangsmomente berücksichtigen zu können, wird
die Matrixmethode in einer anderen Variante formuliert. In der oben beschriebenen Variante der Ma-
trixmethode bezieht sich ein Term Vi00, jab auf den Einuss des statischen innermolekularen elektrischen
Feldes, das von dem Grundzustand der Gruppe i aufgebaut wird. Die Terme dieser Art, die in der ersten
Zeile und Spalte der Matrix auftreten, betreffen die ˜nderung des Grundzustands des Moleküls, und
die, die in den Diagonalelementen der Matrix auftreten, die ˜nderung der Übergangsenergien. Zuletzt
treten Terme dieser Art in den Nichtdiagonalelementen der Matrix auf und betreffen dort das Mischen
der Zustände innerhalb einer Gruppe. In dem klassischen Modell über die Wechselwirkung zwischen
Licht und gebundenen Elektronen entspricht dem der Einelektronenmechanismus, nach dem der Circu-
lardichroismus durch eine spiralförmige Bewegung eines Elektrons in einem asymmetrischen Potential
zustandekommt (siehe Kap.3.3).
Im der folgenden Variante der Matrixmethode wird die Wirkung des innermolekularen elektrischen Fel-
des in den Basisfunktionen der Gruppen einbezogen. Das innermolekulare Feld ~E am Ort einer Gruppe
wird dazu mit ~µ als dem Dipolmomentoperator der Gruppe in den Hamiltonoperator der einzelnen Grup-
pen in Form des Störoperators V =−~µ ·−→E integriert. Die Berücksichtigung dieses Störterms ist in den
Programmen TURBOMOLE und GAUSSIAN03 (Frisch u.a., 2003) möglich. Da das innermolekulare
elektrische Feld auf diese Weise in die Matrixmethode einbezogen wird, wird die Wechselwirkungs-
matrix ohne die Wechselwirkungselemente Vi00, jab angesetzt. Die Matrix ist in Tab.5.2 für das Beispiel
zweier Gruppen und zweier Übergänge dargestellt.
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Tabelle 5.2: Hamiltonmatrix für zwei Gruppen und jeweils zwei Übergänge unter Berücksichtigung des
statischen Feldes bei der Berechnung der Gruppenbasisfunktionen. Die gestörten Gruppeneigenfunktio-
nen und Energien sind als gestrichene Größen gekennzeichnet.
Φ′10Φ′20 Φ′1aΦ′20 Φ′1bΦ
′
20 Φ′10Φ′2a Φ′10Φ′2b
Φ′10Φ′20 0 0 0 0 0
Φ′1aΦ′20 0 E ′10a 0 V10a,20a V10a,20b
Φ′1bΦ
′
20 0 0 E ′10b V10b,20a V10b,20b
Φ′10Φ′2a 0 V10a,20a V10b,20a E ′20a 0
Φ′10Φ′1b 0 V10a,20b V10b,20b 0 E ′20b
Bei dieser Variante wird ein Teil der Rechnungen der letzten Variante der Matrixmethode in das quan-
tenchemische Programm bei seiner Ermittlung der Eigenschaften der einzelnen Gruppen verlagert. Das
Verfahren hat den Vorteil, dass die Kenntnis der Zwischenübergangsmomente der Gruppen nicht nö-
tig ist. Dafür hat es den Nachteil, dass für jede Gruppe die Energien und Übergangsmomente für das
jeweils dort herrschende statische elektrische Feld berechnet werden müssen und man nicht mehr von
einem einmal bestimmten Satz an Gruppeneigenschaften ausgehen kann, der für alle Moleküle gültig
ist.
5.2.6 Unterschiede zwischen der Matrixmethode und dem Dipole Interaction Model
Die beiden Modelle unterscheiden sich daneben, dass das eine klassisch und das andere quantenme-
chanisch ist, darin, dass jeweils verschiedene Größen des Moleküls eingehen. In das Dipole Interaction
Model geht der Frequenzverlauf der Polarisierbarkeit ein. Er kann aus dem experimentellen Absorpti-
onsspektrum der Gruppe entnommen werden, oder es können die Dämpfungskonstanten der einzelnen
Oszillatoren jeweils gesondert aus der Halbwertsbreite des experimentellen Absorptionsspektrums bezo-
gen werden (DeVoe, 1963, 1964; Cech, 1975; Woody, 2005). In der Matrixmethode können die Gruppen
nicht nur durch Dipole repräsentiert werden, wie es in dem klassischen Modell vorgesehen ist, sondern
durch beliebige Ladungsdichteverteilungen, die in der Praxis entweder in Form von Multipolen oder in
Form von Monopolen repräsentiert werden.
Kapitel 6
CD der β-Peptide
6.1 Einführung
Polypeptide sind aus einem Satz von bis zu zwanzig verschiedenen Aminosäuren aufgebaut, die über pla-
nare Peptidbindungen zu einer unverzweigten Kette von nahezu beliebiger Länge aneinandergeknüpft
sind. Die planaren Peptidbindungen sind über ihr Cα-Atom, an dem der Rest der Aminosäure hängt,
drehbar miteinander verbunden. Die Kette faltet sich in bestimmte Sekundärstrukturen wie die rechts-
gängige α-Helix oder das planare β-Faltblatt. Die Sekundärstrukturen wiederum bilden über Wechsel-
wirkungen zwischen verschiedenen Aminosäureresten eine Tertiärstruktur aus, mit Hilfe der das Protein
eine bestimmte biologische Funktion ausübt. Es wird daran gearbeitet, aus der Primärstruktur, also der
Angabe der Abfolge der verschiedenen Aminosäuren in der Kette, die gesamte Struktur und damit die
biologische Funktion abzuleiten, doch stellt die Komplexität des Faltungsvorgangs ein großes Hindernis
dar.
Abbildung 6.1: Skizze zweier planarer Peptidbindungen eines α-Polypeptids mit einem Cα-Atom als
Scharnier. R steht für den Aminosäurenrest.
Die am häugsten auftretenden Polypeptide setzen sich aus einer Kette von α- Aminosäuren zusammen.
β-Peptide bestehen im Gegensatz dazu aus einer Kette von β-Aminosäuren, die jeweils zwei statt ein
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Kohlenstoffatom zwischen zwei aufeinanderfolgenden planaren Peptidbindungen besitzen. Durch das
zusätzliche C-Atom werden eine zusätzliche Drehbarkeit und damit andere Sekundärstrukturen ermög-
licht.
6.2 Struktur und experimentelle CD-Spektren
Bei den β-Peptiden fand man erstmals bei einem Heptamer und einem Hexamer mit Hilfe der NMR-
Spektroskopie stabile Sekundärstrukturen. Mit Methanol als Lösungsmittel wurde für das β-Heptapeptid
H-β3-HVal-β3-HAla- HLeu-(S,S)-β3-HAla(αMe)-β3-HVal-β3-HAla-β3-HLeu-OH und das β-Hexapeptid
H-β2-HVal-β3-HAla-β2-HLeu-β3-HVal-β2-HAla-β2-HLeu-OH jeweils eine linksgängige 314-Helix iden-
tiziert (Seebach u.a., 1996). Mit Pyridin als Lösungsmittel wurde für das β-Hexapeptid eine rechtsgän-
gige 12/10-Helix gefunden (Rueping u.a., 2002; Seebach u.a., 1997, 1998). Die Strukturen sind uns
freundlicherweise von Seebach zur Verfügung gestellt worden. Die Helices sind in Abb.6.2 und Abb.6.3
dargestellt. Offensichtlich sind die Helices der β-Peptide enger gewunden ist als die rechtsgängige 314-
Helix der α-Peptide.
Abbildung 6.2: Links: Linksgängige 314-Helix eines β-Heptapeptids. Rechts: Für Proteine typische
rechtsgängige α-Helix des Gly(8).
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Abbildung 6.3: Links: Linksgängige 314-Helix eines β-Hexapeptids. Rechts: Rechtsgängige 12/10-
Helix desselben β-Hexapeptids.
Für beide β-Peptide sind CD-Spektren in Methanol aufgenommen worden (Seebach u.a., 2000). Es
wurde versucht (Daura u.a. 1998, 1999; Daura u.a., 2002), die CD-Spektren mit der Matrixmetho-
de unter Zugrundelegung der NMR-Strukturen zu reproduzieren. Die Ergebnisse waren jedoch trotz
Einbeziehung molekulardynamisch (MD) ermittelter verschiedener Konformere unbefriedigend (Dau-
ra u.a. 1998, 1999; Daura u.a., 2002). Ohne eine MD-Simulation ergab sich für beide β-Peptide kei-
ne Übereinstimmung mit dem experimentellen Spektrum. Beim β-Heptapeptid wurde auch mit einer
MD-Simulation keine bessere Übereinstimmung mit dem experimentellen Spektrum erzielt, da sich die
einzelnen Konformere nur wenig voneinander unterscheiden. Beim β-Hexapeptid wurde mit Hilfe der
MD-Simulation eine ˜hnlichkeit mit dem experimentellen Spektrum erreicht, da unter den Konforme-
ren neben der am häugsten auftretenden 314-Helix auch die 12/10-Helix auftritt, deren CD-Spektrum
˜hnlichkeiten mit dem experimentellen Spektrum aufweist. Daura zog daraus den Schluss, dass das CD-
Spektrum nur eine eingeschränkte Aussagekraft über die Struktur besitzt. Insbesondere sei die aus dem
NMR-Spektrum abgeleitete Struktur nicht in jedem Fall die, die den Verlauf des CD-Spektrums prägt.
Dazu das Zitat (Daura u.a., 2003, Discussion: ...This implies that the spectrum of a exible molecule
can only be interpreted in terms of an average over conformations. Thus, the assignment of a particular
conformer to a given spectrum may not generally be possible...At the same time, this conformer may not
be detectable by other experimental methods, especially by those covering longer time scales like NMR
spectroscopy, and it may not be of any importance for the properties of the corresponding compound).
6.3 Untersuchungen
Die Berechnung der CD-Spektren mit der Matrixmethode wird zunächst überprüft, ohne verschiedene
Konformere einer MD-Simulation einzubeziehen. Bei den Rechnungen wird jeweils die 314-Helix der
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NMR-Struktur zugrunde gelegt. Das unbefriedigende Ergebnis für die theoretischen CD-Spektren des
β-Heptapeptids und des β-Hexapeptids in 314-Helix Konformation bestätigt sich, wenn als chromopho-
re Gruppe Acetamid gewählt wird zusammen mit den Monopolen, die aus einer CNDO/S Rechnung
stammen. Die theoretischen Spektren zeigen nach Abb.6.4 und Abb.6.5 keine ˜hnlichkeit mit den ex-
perimentellen.
Als erste Variante, mit der versucht wird, unter Zugrundelegung der NMR-Struktur die experimentellen
Spektren zu reproduzieren, wird das Dipole Interaction Model nach Applequist angewendet. Das CD-
Spektrum des β-Heptapeptids (siehe Abb.4.4) erweist sich jedoch als vollkommen unrealistisch. Das
veranlasst die in Kapitel vier dargestellte Untersuchung des Modells mit dem Ergebnis, dass das Modell
zumindest nicht auf dicht gepacktere Polypeptide mit längeren Seitenketten, wie sie beim β-Hexa- und
β-Heptapeptid auftreten, angewendet werden kann.
Die zweite Variante besteht darin, wieder die Matrixmethode zu verwenden und als chromophore Grup-
pe statt Acetamid N-Methylacetamid zu wählen, das ein Kohlenstoffatom mehr als Acetamid besitzt
und sich damit besser zur Repräsentation der chromophoren Peptidbindung zwischen β-Aminosäuren
eignet. Wie in Abb.6.4 und Abb.6.5 gezeigt ist, lässt sich eine bessere Übereinstimmung mit den ex-
perimentellen Spektren erreichen, wenn die CNDO/S Monopole des ersten npi∗- und pipi∗-Übergangs
verwendet werden. Nimmt man allerdings den zweiten pipi∗-Übergang bei 140nm hinzu, verschlechtert
sich die ˜hnlichkeit mit den experimentellen Spektren.
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Abbildung 6.4: CD-Spektren des β-Heptapeptids (314-Helix) in Methanol. Experimentell (rot). CNDO/S
mit N-Methylacetamid (blau), CNDO/S mit Acetamid (grün). Struktur nach Seebach.
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Abbildung 6.5: CD-Spektren des β-Hexapeptids (314-Helix) in Methanol. Experimentell (rot). CNDO/S
mit N-Methylacetamid (blau), CNDO/S mit Acetamid (grün). Struktur nach Seebach.
Als letzte Variante der Matrixmethode werden die Ergebnisse der TDDFT Rechnungen an N-Methylacetamid
verwendet. Die Parameter sind in Abb.6.6 und Tab.6.1 dargestellt.
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Abbildung 6.6: Oben: N-Methylacetamid. Eingezeichnet ist die Orientierung des Winkels γ für die An-
gabe der Richtung der elektrischen Übergangssmomente.
Tabelle 6.1: Wellenlängen, Oszillatorenstärken und Richtungen der Übergangsmomente der beiden lang-
welligsten pipi∗-Übergänge des N-Methylacetamids nach einer TDDFT/TZVP/B3-LYP Rechnung.
λ/nm f γ/deg
189 0.0067 24
172 0.1821 58
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Wie Abb.6.7 und Abb.6.8 zu sehen ist, stimmt das mit der Matrixmethode und diesen Parametern be-
rechnete Spektrum am besten mit dem experimentellen Spektrum überein.
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Abbildung 6.7: CD-Spektren des β-Heptapeptids (314-Helix). Experimentell (rot). TDDFT (grün).
Struktur nach Seebach.
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Abbildung 6.8: CD-Spektren des β-Hexapeptids (314-Helix). Experimentell (rot). TDDFT (grün). Struk-
tur nach Seebach.
In Abb.6.9 sind die CD-Spektren des β-Hexapeptids in der 12/10-Helixstruktur für die verschiedenen
Varianten der Matrixmethode dargestellt.
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Abbildung 6.9: CD-Spektren des β-Hexapeptids in rechtshändiger 12/10 Helix Konformation. TDDFT
mit N-Methylacetamid (rot). CNDO/S mit N-Methylacetamid (grün). CNDO/S mit Acetamid (grün).
Struktur nach Seebach.
Die Spektren, die mit N-Methylacetamid als Gruppe berechnet werden, unterscheiden sich nicht signi-
kant von denen des Peptids in 314- Helixkonformation. Damit würde sich für das CD-Spektrum des
β-Hexapeptids unter Einbeziehung der Konformere einer MD-Simulation, in denen neben der 3/14-
Helix auch die 12/10-Helix auftritt, kaum eine Veränderung ergeben.
6.4 Ergebnisse
Bei der Rechnung von Daura u.a (2003) mit der Matrixmethode und Acetamid als chromophore Gruppe
ließ sich für das β-Heptapeptid mit und ohne die Konformere einer MD-Simulation kein CD-Spektrum
erzeugen, das eine ˜hnlichkeit mit dem experimentellen Spektrum hat. Für das β-Hexapeptid ließ sich
eine ˜hnlichkeit mit dem experimentellen Spektrum nur dann herstellen, wenn die Konformere der
MD-Simulation einbezogen werden. Einer der Gründe lag darin, dass unter den Konformeren der MD-
Simulation das Hexapeptid auch in der 12/10-Helixstruktur auftritt und sein CD-Spektrum ˜hnlichkei-
ten mit dem experimentellen Spektrum hat.
Hier wird N-Methylacetamid als chromophore Gruppe verwendet, und es zeigt sich, dass dann die CD-
Spektren des β-Heptapeptids und des β-Hexapeptids in der 314-Helix Konformation den experimentel-
len Spektren jeweils ähneln. Als Gruppenparameter werden dazu zum einen die Monopole der ersten
beiden Übergänge einer CNDO/S Rechnung verwendet, des npi∗-Übergangs bei 220nm und des pipi∗-
Übergangs bei 190nm. Bezieht man den zweiten pipi∗-Übergang bei 140nm mit ein, verschlechtert sich
die ˜hnlichkeit jedoch. Zum anderen werden die Übergangsmomente einer TDDFT Rechnung an N-
Methylacetamid verwendet, und es zeigt sich, dass dann die Übereinstimmung der Spektren mit dem
Experiment am größten ist. Ein weiterer Vorteil bei der Verwendung der TDDFT Rechunungen ist, dass
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die Übergangsenergien nicht den experimentellen Werten angepasst werden wie bei den CNDO/S Rech-
nungen.
Die Spektren bestätigen damit die Struktur, die mit Hilfe der NMR-Spektroskopie ermittelt wurde.
Die Notwendigkeit, die Konformere einer MD-Simulation einzubeziehen, erübrigt sich somit, wenn
N-Methylacetamid als Gruppe gewählt wird. Damit entfällt der Grund für den von Daura gezogenen
Schluss, dass die NMR-Struktur von keiner Bedeutung für das CD-Spektrum ist.
Die erneute Untersuchung zeigt an diesem Beispiel auch, dass die Ergebnisse der Matrixmethode emp-
ndlich abhängig von der Wahl der geeigneten Gruppe und von der Anzahl der Übergänge der Gruppe,
die in die Rechnung einbezogen werden, sein können.
Kapitel 7
CD der Polynucleotide: Vorbereitung
7.1 Anregungsenergien und Übergangsmomente der Nucleobasen
Die Rechnungen an den Basen werden mit dem Programm TURBOMOLE und der darin implemen-
tierten TDDFT Methode mit dem TZVP Basissatz durchgeführt. Als Energiefunktionale werden das
BP86 Funktional von Becke und Perdew (Perdew 1986, Becke 1988) und das Hybridfunktional B3-LYP
(Becke 1988, Lee 1988, Becke 1993) benutzt. Beide Funktionale berücksichtigen die Austausch- und
Korrelationswechselwirkung zwischen den Elektronen.
Zunächst werden an allen Basen Geometrieoptimierungen vorgenommen. Die optimierte Geometrie,
die mit dem BP86 Funktional erhalten wird, unterscheidet sich nur unwesentlich von der, die mit dem
B3-LYP Funktional erhalten wird. Anschließend werden für jede Base die ersten 30 angeregten Zu-
stände berechnet. Hier sind die Ergebnisse jedoch häug deutlich abhängig von dem Funktional. Die
Absorptionsspektren, die sich aus den Energien und Oszillatorenstärken der einzelnen Übergänge erge-
ben, werden mit den experimentellen Absorptionsspektren verglichen, um ein Kriterium für die Wahl
des geeigneten Funktionals zu haben.
In Abb.7.1, Abb.7.3, Abb.7.4 und Abb.7.5 sind die experimentellen und berechneten Übergangsparame-
ter und die experimentellen und theoretischen Absorptionsspektren der Basen abgebildet. Die experi-
mentellen Richtungen der Übergangsmomente hat Clark mit Hilfe von Einkristallreektionsmessungen
ermittelt (Clark, 1986, 1990, 1994, 1995). Dabei muss allerdings in Rechnung gestellt werden, dass die
elektrischen Felder in einem Kristall die Richtungen der Übergangsmomente beeinussen und Abwei-
chungen von den Werten auftreten können, die in den Basen ohne Kristallstruktur vorliegen.
Bei den Basen Adenin, Guanin und Thymin zeigt der Vergleich der experimentellen Anregungsenergien
mit denen, die nach der TDDFT Methode errechnet werden, bei den Übergängen, die mit dem BP86
Funktional berechnet wurden, eine zufriedenstellende Übereinstimmung . Die Abweichungen betragen
im Schnitt etwa 10nm. Für die Anwendung der Matrixmethode wurden darum die Rechnungen mit die-
sem Funktional verwendet. Bei der Rechnung zum Cytosin jedoch liegt der langwelligste Übergang mit
315nm aber deutlich über dem experimentell ermittelten mit 267nm. Hier wurde für die Anwendung mit
der Matrixmethode das B3-LYP Funktional gewählt, bei dem sich eine zufriedenstellende Übereinstim-
mung mit dem Experiment ergibt. Bei den drei anderen Basen liegen die Wellenlängen der Übergänge,
die mit dem B3-LYP Funktional berechnet werden, im Schnitt über 100nm über dem Experiment.
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Guanin
H2N N N
N
O
HN
α
1
exp. BP86 B3-LYP
λ/nm f α/deg λ/nm f α/deg λ/nm f α/deg
278 0.15 −12 266 0.11 −41.4 361 0.21 −37.4
244 0.24 80 260 0.14 70.6 337 0.31 68.6
200 0.40 70 200 0.41 86.2 257 0.16 −66.1
189 0.48 −10 195 0.11 10.4 246 0.46 69.0
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Abbildung 7.1: Grak oben: Guanin. Eingezeichnet ist die Orientierung des Winkels der Übergangssmo-
mente. Tabelle: pipi∗-Übergänge: Experimentell aus Einkristallreektionsmessungen nach Clark (1986,
1990, 1994), Zaloudek, Novros & Clark (1985), Novros &Clark (1886), theoretisch mit dem TDDFT
Verfahren, dem TZVP Basissatz und den angegebenen Funktionalen. Graphen unten: Absorptionsspek-
tren: Experimentell (rot), BP86 (grün), B3-LYP (blau).
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Guanin und Thioguanin
(a) Guanin (b) Thioguanin
Guanin Thiog. Guanin Thiog.
BP86 BP86 B3-LYP B3-LYP
λ f θ λ f θ λ f θ λ f θ
266 0.11 −41 326 0.09 3 361 0.21 −37 464 0.42 14
260 0.13 71 314 0.17 47 337 0.31 69 418 0.26 61
199 0.4 86 283 0.01 -30 257 0.16 −66 349 0.02 41
195 0.11 10 265 0.04 22 254 0.08 69 331 0.05 1
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(c) BP86: Guanin (rot), Thioguanin (gruen).
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(d) B3-LYP: Guanin (rot), Thioguanin (gruen).
Abbildung 7.2: Grak oben: Die mit TDDFT/TZVP/BP86 optimierten Geometrien von Guanin und
Thioguanin. Tabelle Mitte: pipi∗-Übergänge. Unten: Absorptionsspektren, berechnet mit TDDFT/TZVP
und dem jeweils angegebenen Funktional.
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Adenin
NH2
N N
NN α
exp. BP86 B3-LYP
λ/nm f α/deg λ/nm f α/deg λ/nm f α/deg
275 0.10 83 266 0.27 51.0 350 0.46 49.2
270 0.20 25 246 0.14 20.5 329 0.25 20.0
213 0.25 −45 222 0.1 −65.4 276 0.32 −6.9
204 0.11 15 216 0.21 −71.3 265 0.24 −53.9
182 0.30 72 192 0.30 46.3 235 0.50 56.9
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Abbildung 7.3: Grak oben: Guanin. Eingezeichnet ist die Orientierung des Winkels der Übergangssmo-
mente. Tabelle: pipi∗-Übergänge: Experimentell aus Einkristallreektionsmessungen nach Clark (1986,
1990, 1994), Zaloudek, Novros & Clark (1985), Novros &Clark (1886), theoretisch mit dem TDDFT
Verfahren, dem TZVP Basissatz und den angegebenen Funktionalen. Graphen unten: Absorptionsspek-
tren: Experimentell (rot), BP86 (grün), B3-LYP (blau).
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Thymin
CH3
O
O
HN
N
α
exp. BP86 B3-LYP
λ/nm f α/deg λ/nm f α/deg λ/nm f α/deg
275 0.20 −11 276 0.26 -37 381 0.49 -37
213 0.26 59 234 0.17 -56 298 0.24 -57
180 0.38 −35 210 0.22 80 267 0.33 75
178 0.19 -52 221 0.44 -60
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Abbildung 7.4: Grak oben: Guanin. Eingezeichnet ist die Orientierung des Winkels der Übergangssmo-
mente. Tabelle: pipi∗-Übergänge: Experimentell aus Einkristallreektionsmessungen nach Clark (1986,
1990, 1994), Zaloudek, Novros & Clark (1985), Novros &Clark (1886), theoretisch mit dem TDDFT
Verfahren, dem TZVP Basissatz und den angegebenen Funktionalen. Graphen unten: Absorptionsspek-
tren unten: Experimentell (rot), BP86 (grün), B3-LYP (blau).
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Cytosin
NH2
O N
N
α
exp. BP86 B3-LYP
λ/nm f α/deg λ/nm f α/deg λ/nm f α/deg
267 0.14 6 315 0.13 -2.4 283 0.17 -3.8
222 0.13 76 254 0.22 -34.8 232 0.25 -31.8
200 0.36 -27 204 0.15 7.9 191 0.29 24.7
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Abbildung 7.5: Grak oben: Guanin. Eingezeichnet ist die Orientierung des Winkels der Übergangssmo-
mente. Tabelle: pipi∗-Übergänge: Experimentell aus Einkristallreektionsmessungen nach Clark (1986,
1990, 1994), Zaloudek, Novros & Clark (1985), Novros &Clark (1886), theoretisch mit dem TDDFT
Verfahren, dem TZVP Basissatz und den angegebenen Funktionalen. Graphen unten: Absorptionsspek-
tren: Experimentell (rot), BP86 (grün), B3-LYP (blau).
Kapitel 8
CD der Guaninquadruplexe
8.1 Einführung
An den Enden der DNA Doppelhelix benden sich guaninreiche Abschnitte, von denen angenommen
wird, dass sie eine wichtige Rolle bei der Stabilisierung und Teilung der Chromosomen spielen. Es
bilden sich dort übereinandergestapelte, nahezu ebene Guaninquartetts heraus, die Quadruplexe ge-
nannt werden (Scaria u.a., 1992, Min Lu u.a., 1992, Smith u.a., 1994). Die Quartetts werden durch
Wasserstoffbrückenbindungen zwischen den Guaninbasen stabilisiert (siehe Abb.8.1).
Abbildung 8.1: Guaninquartett mit Wasserstoffbrückenbindungen (punktiert). Struktur nach Gray.
Quadruplexe können sich auch als eigenständige Strukturen aus kurzkettigen einfachen DNA-Strängen
zusammenlagern und dann neue Funktionen erfüllen. Wang u.a. (1993) haben festgestellt, dass eine be-
stimmte Art von Quadruplexen an das Protein Thrombin bindet. Das Interesse an diesen Quadruplexen
ist groß, da sie wegen dieser Bindung als Ersatz für das Antigerinnungsmittel Heparin in Frage kommen,
ohne die bekannten Nebenwirkungen von Heparin zu haben (Salzmann, 1992). Ein weiteres Protein, das
diese Art Quadruplexe bindet, ist das bacterial virus Ff gene 5 protein oder kurz g5p. Dieses Protein
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ist ein Bestandteil der Bakteriophagen, die zu den Viren gehören. Die Kristallstruktur des Proteins ist
bekannt (Macaya u.a., 1993; Wang u.a., 1993). Wen und Gray (2004) haben festgestellt, dass guaninrei-
che Sequenzen, wenn sie in der Gegenwart von Natrium oder Kaliumionen Quadruplexe bilden, an das
Protein binden.
8.2 Struktur und experimentelle CD-Spektren
Die Struktur eines solchen Quadruplexes, der an g5p bindet und ’I3’ genannt wird, wurde aus NMR
Spektren ermittelt (Wen und Gray, 2004) und uns von Gray freundlicherweise zur Verfügung gestellt.
Sie ist in Abb.8.2 gezeigt. Von den drei im Inneren dieser Struktur liegenden Quartetts sind zwei bezüg-
lich der Orientierung der übereinandergestapelten Guaninbasen parallel und zwei antiparallel angeord-
net. Das experimentelle CD-Spektrum wurde von Wen und Gray (2002) für verschiedene Temperaturen
gemessen. (siehe Abb.8.5).
Abbildung 8.2: Oben: Quadruplex ’I3’ aus zwei d(G3T4G3) Strängen (Grak erstellt mit dem Programm
Pymol, Struktur nach Gray). Die beiden Stränge des Zuckerrückgrads sind als braune Linien symboli-
siert, die drei Quartetts sind in der Mitte sichtbar.
Experimentelle CD-Spektren von ausschließlich parallelen und antiparallelen Quadruplexen sind schon
seit längerem bekannt. Min Lu u.a haben Quadruplexe mit der Sequenz dG4T4G4 isoliert (Min Lu u.a.,
1992), die in den Telomeren von Oxytricha auftreten. NMR Studien zufolge formt die Sequenz in der Ge-
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genwart von Natriumionen einen antiparallelen Quadruplex. Mit einer 5 ′− p−5′ Verbindung zwischen
zwei T2G4 Sequenzen lässt es sich auch erreichen, dass die Orientierung der Guanine in den benachbar-
ten Ebenen parallel verläuft. Die CD-Spektren dieser parallelen und antiparallelen Quadruplexe sind in
Abb.8.7 und Abb.8.9 gezeigt.
8.3 Untersuchungen
Es stellte sich die Frage, ob sich die Charakteristika der verschiedenen experimentellen CD-Spektren
eines parallelen, antiparallelen und gemischten Quadruplexes auch theoretisch mit Hilfe der Matrixme-
thode reproduzieren lassen.
Zur Berechnung der CD-Spektren dieser Strukturen werden ausschließlich die Guaninquartetts als chro-
mophore Gruppen berücksichtigt. Der Einuss des Zuckerrückgrads wird vernachlässigt, da die Über-
gänge dort kurzwelliger als die Wellenlängen des gemessenen CD-Spektrums sind. Der Einuss der
Nucleobasen außerhalb der Guaninquartetts auf das CD-Spektrum wird ebenfalls vernachlässigt, da die
Abstände dieser ungepaarten Basen zu den nächstliegenden Basen im Vergleich zu den Abständen der
benachbarten Guaninbasen relativ groß und ihre Wechselwirkung damit gering ist.
Zur Anwendung der Matrixmethode werden aus der NMR Struktur des ’I-3’ die drei Guaninquartetts
(siehe Abb.8.3) isoliert. Als Modellstruktur für einen parallelen Quadruplex werden aus diesen drei
Quartetts die benachbarten parallelen Guaninquartetts isoliert und als Modellstruktur für einen antipar-
allelen Quadruplex die benachbarten antiparallelen Guaninquartetts. Die drei Strukturen sind in Abb.8.4
gezeigt.
Zur Berechnung der CD-Spektren mit der Matrixmethode werden die vier langwelligsten Übergänge
einer TDDFT Rechnung an einer methylierten Guaninbase mit dem Programm TURBOMOLE unter
Verwendung des TZVP Basissatzes und des BP86 Funktionals benutzt. Die Übergangsparameter sind im
Kapitel sieben angegeben. Die Wechselwirkung zwischen den Basen wird mit Hilfe der Übergangsdipol-
und Übergangsquadrupolmomente vom Grundzustand in den jeweiligen angeregten Zustand ermittelt.
Das Mischen der Zustände innerhalb des Guanins wird vernachlässigt.
Im folgenden werden die experimentellen Spektren der drei verschiedenen Typen von Quadruplexen mit
den Spektren verglichen, die sich mit der Matrixmethode ergeben:
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Abbildung 8.3: Die drei aus ’I-3’ isolierten Guaninquartetts. Struktur nach Gray.
Abbildung 8.4: Paralleler (links) und antiparalleler Quadruplex isoliert aus ’I-3’. Struktur nach Gray.
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Abbildung 8.5: Experimentelle CD-Spektren von ’I-3’ bei verschiedenen Temperaturen (kopiert aus Wen
u. Gray, 2002). Durchgezogene Linie: 5◦C, helle Kreise: 30◦C, schwarze Quadrate: 40◦C, Dreiecke:
50◦C, gestrichelte Linie: 90◦C.
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Abbildung 8.6: Mit der Matrixmethode und den TDDFT Rechnungen berechnetes Spektrum des Qua-
druplexes ’I-3’. Struktur nach Gray.
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Abbildung 8.7: Experimentelles CD Spektrum des parallelen Quadruplexes bei verschiedenen Tempe-
raturen (kopiert aus Min Lu, 1992).
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Abbildung 8.8: Mit der Matrixmethode und den TDDFT Rechnungen berechnetes CD-Spektrum des
parallelen Quadruplexes. Struktur isoliert aus ’I3’.
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Abbildung 8.9: Experimentelles CD Spektrum des antiparallelen Quadruplexes bei verschiedenen Tem-
peraturen (kopiert aus Min Lu,1992).
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Abbildung 8.10: Mit der Matrixmethode und den TDDFT Rechnungen berechnetes CD-Spektrum des
antiparallelen Quadruplexes. Struktur isoliert aus ’I3’.
8.4 Ergebnisse
Die mit der Matrixmethode und den TDDFT Rechnungen an Guanin ermittelten CD-Spektren, bei de-
nen das Mischen der Zustände einer Gruppe vernachlässigt wird, reproduzieren die charakteristischen
Eigenschaften der experimentellen Spektren aller drei Typen von Quadruplexen.
So ähnelt das berechnete Spektrum der ’I3’ Struktur (siehe Abb.8.6) dem experimentellen Spektrum,
das bei einer Temperatur von 5◦C aufgenommen wurde und als durchgezogene Linie in der Abb.8.5
abgebildet ist. Beim experimentellen Spektrum vermindert sich mit höherer Temperatur die Größe des
negativen CD-Signals bei 270nm und überschreitet ab 30◦C den Wert null. Das hängt vermutlich damit
zusammen, dass sich die Quadruplexstrukturen in der Lösung bei höheren Temperaturen auösen.
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Das berechnete Spektrum des parallelen Quadruplexes, der aus ’I-3’ isoliert wurde, ähnelt dem expe-
rimentell aufgenommenen Spektrum eines parallelen Quadruplexes bis auf eine Rotverschiebung von
etwa 10nm. Das berechnete Spektrum des antiparallelen Quadruplexes, der aus ’I3’ isoliert wurde, äh-
nelt ebenfalls dem experimentell aufgenommenen Spektrum eines antiparallelen Quadruplexes, nur fällt
das langwellige positive CD-Signal bei 295nm im Spektrum der Matrixmethode kleiner aus.
Sieht man das Spektrum des ’I-3’ Quadruplexes als eine Überlagerung des Spektrums des parallelen und
antiparallelen Quadruplexes an, so wird das Spektrum des ’I-3’ von dem Spektrum des antiparallelen
Quadruplexes dominiert. Das könnte damit zusammenhängen, dass die Übergangsmomente der in etwa
parallel zueinander gestellten Dipole des parallelen Quadruplexes innerhalb des ’I-3’ sich gegenseitig
abschwächen, während die der antiparallel zueinander gestellten Dipole des antiparallelen Quadruplexes
sich gegenseitig verstärken und damit einen größeren Einuss auf das CD-Spektrum haben.
8.5 Berücksichtigung des elektrischen Feldes
Das elektrische Feld, das von den Grundzustandsmomenten der Gruppen im Molekül hervorgerufen
wird, bewirkt das Mischen der Zustände innerhalb der Gruppen (siehe Kap.5.2.4). Bei der Anwendung
der Matrixmethode mit TDDFT Rechnungen wurde das Mischen der Zustände bislang vernachlässigt,
da die Zwischenübergangsmomente in dem Output des Programms TURBOMOLE nicht angegeben
sind. Aus den CI-Koefzienten einer CIS Rechnung (Conguration Interaction with Single excitations)
an Guanin wurden von einem Mitarbeiter des Instituts freundlicherweise die Zwischenübergangsdipol-
momente ermittelt, so dass es möglich ist, mit diesen Ergebnissen am Beispiel der Quadruplexe den
Einuss des Mischens auf das CD-Spektrum zu untersuchen.
Zunächst wird das elektrische Feld innerhalb der Quadruplexe berechnet. Das Dipolmoment des Grund-
zustands von Guanin, das mit der CIS und der TDDFT Berechnungsmethode erhalten wird, ist in Tab.8.1
angegeben.
Tabelle 8.1: Betrag und Richtung des Dipolmoments des Grundzustands von Guanin mit der Orientie-
rung des Winkels nach Abb.7.1.
CIS/6-31* TDDFT/TZVP/BP86
|µ|/au α/deg |µ|/au α/deg
2.86 -18 2.94 -18.9
Das elektrische Feld eines Dipols~µ beträgt am Ort~r
~E(~r) =
3~r(~µ ·~r)−~µr2
r5
, (8.1)
wobei der Dipol am Ursprung positioniert ist. Zur Berechnung der Felder innerhalb des Quadruplexes
werden die Dipolmomente jeweils an den Ladungsschwerpunkten der Guaninbasen positioniert und in
die entsprechende Lage innerhalb des Quadruplexes transformiert. In der folgenden Tab.8.3 wird am Bei-
spiel des antiparallelen Quadruplexes das elektrische Feld, das von den Grundzustandsdipolmomenten
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aller umliegenden Basen erzeugt wird, an jeweils drei verschiedenen Positionen innerhalb jeder Guanin-
base angegeben. Offensichtlich schwankt das Feld innerhalb der Basen zum Teil um mehrere Größen-
ordnungen. In Abb.8.11 sind die Dipolmomente der Basen und die berechneten elektrischen Felder an
den Ladungsschwerpunkten der Basen innerhalb des antiparallelen Quadruplexes veranschaulicht.
Tabelle 8.2: Komponenten des elektrisches Feldes an der jeweiligen Position des exozyklischen Sauer-
stoffatoms, ~O, des Ladungsschwerpunkts, ~R, und des N1-Stickstoffatoms, ~N1, (siehe Abb.7.1) der acht
verschiedenen Guaninbasen Nr.1− 8 des antiparallelen Quadruplexes. Einheit der Feldkomponenten
[Ei] = 10−4au, Feldvektor dargestellt im Koordinatensystem der Base.
Nr. Ex(~O) Ex(~R) Ex(~N1) Ey(~O) Ey(~R) Ey(~N1) Ez(~O) Ez(~R) Ez(~N1)
1 -154.5 -82.9 -7.9 2.4 -17.4 -17.6 50.5 92.1 38.3
2 -131.1 -105.3 0.3 -17.0 -39.9 -27.7 29.5 94.9 73.0
3 -133.0 -98.2 10.6 -11.3 -25.2 -17.8 3.8 78.0 74.0
4 -134.0 -84.6 -5.5 -7.1 -20.7 -18.2 39.8 75.0 46.3
5 -148.9 -87.9 -9.3 -19.6 -31.6 -18.0 21.3 61.9 46.1
6 -114.8 -108.1 -5.5 -26.7 -45.8 -34.5 17.6 72.9 81.4
7 -161.5 -90.8 -0.7 -5.5 -26.4 -19.7 41.8 107.1 52.0
8 -126.2 -77.9 -1.5 8.5 -5.7 -12.2 51.0 97.0 50.8
Die angegebenen Größen des Feldes und seine Schwankungen innerhalb einer Guaninbase können auch
mit einer einfachen Abschätzung bestätigt werden. Dazu werden in Tab.8.3 die Positionen der Ladungs-
schwerpunkte der Guaninbasen im antiparallelen Quadruplex angegeben. Mit dem Abstand übereinan-
derliegender Basen von etwa 7au bezogen auf die Ladungsschwerpunkte ergibt sich mit einem Betrag
des Dipolmoments von knapp 3au für den Betrag des Feldes bei antiparalleler Lage der Dipolmomente
nach Gl.8.1 eine Größe von etwa (3∗72)/75 = 87 ·10−4 au, was mit der Größenordnung der berechneten
Beträge der Feldkomponenten in Tab.8.3 übereinstimmt. Da die Stärke eines Dipolfeldes mit der drit-
ten Potenz des Abstandes sinkt, können sich bei einem Durchmesser der Guaninmoleküle, der zum Teil
größer als ihr Abstand ist, Schwankungen des Feldes innerhalb mehrerer Größenordnungen ergeben.
Tabelle 8.3: Positionen der Ladungsschwerpunkte der acht verschiedenen Guaninbasen des antiparalle-
len Quadruplexes. Struktur aus ’I3’ (Gray).
Nr. Rx/au Ry/au Rz/au
1 12.3 7.1 -23.8
2 12.5 6.4 -35.5
3 24.4 6.4 -34.6
4 24.2 7.1 -22.8
5 20.5 0.3 -21.0
6 9.4 0.8 -25.8
7 15.6 0.1 -35.7
8 26.4 0.4 -30.8
Um den Einuss des Mischens zu untersuchen, werden mit dem Programm MATMAC die CD-Spektren
des parallelen und antiparallelen Quadruplexes jeweils mit und ohne Berücksichtigung der Zwischen-
KAPITEL 8. CD DER GUANINQUADRUPLEXE 66
übergangsdipolmomente der CIS Rechnungen ermittelt. Zusätzlich werden die Rechnungen jeweils mit
und ohne Berücksichtigung der Störung des Grundzustands (erste Zeile und Spalte der Matrix Gl.5.26)
durchgeführt. In den Rechnungen unter Berücksichtigung der Störung des Grundzustands ist auch der
Anteil enthalten, den die permantenen Momente der angeregten Zustände zu den Energien in den Dia-
gonalelementen der Matrix beitragen. Sie schließen damit alle elektrostatischen Einüsse innerhalb des
Moleküls ein. (Modell II nach Kurapkat, Fleischhauer, Woody u.a., 1997). Die Rechnungen ohne Be-
rücksichtigung aller elektrostatischen Einüsse, bei denen das Mischen der Zustände vernachlässigt
wird, werden von den zuletzt genannten Autoren auch Rechnungen nach Modell I genannt.
Nach den in Abb.8.12-8.15 dargestellten Ergebnissen ähneln die CD-Spektren des parallelen und an-
tiparallelen Quadruplexes, die mit den CIS Ergebnissen berechnet werden, ohne Berücksichtigung der
Zwischenübergangsmomente den CD-Spektren, die mit den TDDFT Ergebnissen ermittelt wurden (sie-
he Abb.8.8 und Abb.8.10) und damit auch den experimentellen Spektren (siehe Abb.8.7 und Abb.8.9).
Sie sind gegenüber diesen jedoch um etwa 80nm blauverschoben. Durch die Berücksichtigung des Mi-
schens der Zustände beim parallelen und antiparallelen Quadruplex werden jedoch gleichermaßen eine
relativ starke positive und negative Bande erzeugt, die ohne gestörten Grundzustand bei 200nm und
220nm liegen und mit gestörtem Grundzustand jeweils um etwa 10nm rotverschoben sind. Mit die-
sen Banden werden weder die experimentellen Spektren des parallelen und antiparallelen Quadruplexes
noch der charakteristische Unterschied zwischen den Spektren reproduziert, so dass die Berücksichti-
gung des Mischens in dieser Form von Nachteil ist.
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(a) Antiparalleler Quadruplex: Blick auf die Ebene der Quartetts.
(b) Antiparalleler Quadruplex: Blick parallel zur Ebene der Quartetts.
Abbildung 8.11: Elektrische Felder (schwarz) und felderzeugende Dipolmomente (rot) an den Schwer-
punkten der Guaninbasen des antiparallelen Quadruplex. Grak erzeugt mit dem CAS MuPad.
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Abbildung 8.12: CD des parallelen Quadruplexes. MATMAC und CIS Dipolmomente ohne Störung
des Grundzustands unter Vernachlässigung (rot, Modell I) und unter Berücksichtigung (grün) der Zwi-
schenübergangsmomente.
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Abbildung 8.13: CD des parallelen Quadruplexes. MATMAC und CIS Dipolmomente mit Störung des
Grundzustands unter Vernachlässigung (rot, Modell I) und unter Berücksichtigung (grün, Modell II) der
Zwischenübergangsmomente.
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Abbildung 8.14: CD des antiparallelen Quadruplexes. MATMAC und CIS Dipolmomente ohne Stö-
rung des Grundzustands unter Vernachlässigung (rot, Modell I) und unter Berücksichtigung (grün) der
Zwischenübergangsmomente.
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Abbildung 8.15: CD des antiparallelen Quadruplexes. MATMAC und CIS Dipolmomente mit Störung
des Grundzustands unter Vernachlässigung (rot, Modell I) und unter Berücksichtigung (grün, Modell II)
der Zwischenübergangsmomente.
Nach der in Kap.5.4 dargestellten zweiten Variante der Matrixmethode kann das Mischen der Zustände
einer Gruppe auch berücksichtigt werden, indem das elektrische Feld als Störung in die Berechnung der
Energien und Übergangsmomente der Gruppen einbezogen wird. Auch hier ergibt sich im allgemeinen
keine Verbesserung der Übereinstimmung mit den experimentellen Spektren.
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Ein Grund dafür liegt offensichtlich darin, dass den Schwankungen des elektrischen Feldes über den
Bereich der Basen bei der Approximation des Felds als homogenes Feld in keiner Weise Rechnung
getragen wird. Ebenso wird bei der Approximation der felderzeugenden Grundzustandsladungsdichten
als Punktdipole, die jeweils an den Ladungsschwerpunkten der Guaningruppen positioniert sind, die
Verteilung der Ladungsdichte über den Bereich des Moleküls nur unzureichend berücksichtigt.
Die Inhomogenitäten der Ladunsgdichteverteilungen der Grundzustandsladungsdichten der umliegen-
den Guaninmoleküle werden wesentlich genauer einbezogen, wenn die Grundzustandsladungsdichte
der Guaninmoleküle durch eine Anzahl an Punktladungen approximiert wird, die an den einzelnen Ato-
men lokalisiert sind. Eine solche Approximation ist mit dem Programm GAUSSIAN03 beispielsweise
mit Hilfe des NBO (Natural Population Analysis) Verfahrens (Reed, 1984) möglich. Die Ergebnisse sind
in Abb.8.16 gezeigt.
Die Punktladungen des Grundzustands der umliegenden Guanunmoleküle lassen sich in den Hamil-
tonoperator der einzelnen Guaninmoleküle bei der Berechnung des Grundzustands und der angeregten
Zustände einbeziehen. Eine solche Rechnung ist mit GAUSSIAN03 ebenso möglich und wird mit Gua-
nin für den Fall durchgeführt, dass ein weiteres Guaninmolekül parallel in einem Abstand von 4¯, wie
er in dem Quadruplex zwischen den benachbarten Schichten üblich ist, angeordnet ist.
Abbildung 8.16: Guanin, NBO Ladungen des Grundzustands nach einer DFT/B3-86/TZVP Rechnung
mit GAUSSIAN03.
Die Energien und Übergangsmomente der beiden ersten angeregten Zustände des Guanins mit und ohne
Berücksichtigung der Punktladungen sind in der folgenden Tabelle Tab.8.4 angegeben.
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Tabelle 8.4: Übergangsenergien und Übergangsmomente der ersten beiden angeregten Zustände des
Guanins mit (ungestrichene Größen) und ohne (gestrichene Größen) Berücksichtigung der NBO Punkt-
ladungen eines in einem Abstand von 4¯ sich bendenden parallel angeordneten zweiten Guaninmole-
küls. Rechnung mit GAUSSIAN03, DFT/B3-86/TZVP.
λ/nm µx/au µy/au µz/au λ′/nm µ′x/au µ′y/au µ′z/au
246 1.04 -0.10 0 247 1.10 -0.06 0.01
234 -0.60 -1.15 0 234 -0.45 -1.15 -0.01
Offensichtlich sind die Abweichungen der angeregten Zustände unter Berücksichtigung der Punktladun-
gen wesentlich geringer als bei der vorherigen Approximation, so dass der Einuss des Mischens der
Zustände auf das Spektrum gering zu sein scheint. Eine detailliertere Untersuchung des Einusses des
Mischens auf das Spektrum ist auf diese Weise möglich.
Kapitel 9
CD des base-flipping der DNA
9.1 Einführung
9.1.1 Die DNA
Die DNA oder ’Desoxyribonucleinsäure’ ist ein langes fadenförmiges Makromolekül, das aus einem
Paar zweier gleicher Desoxyribonucleotidstränge besteht, die sich antiparallel umwinden und eine Dop-
pelhelix bilden. Ein Desoxyribonucleotid besteht aus einer der vier verschiedenen Nucleobasen Adenin,
Thymin, Cytosin und Guanin, dem Zucker 2-Desoxy-D-Ribose und einer Phosphatgruppe. Das nach
außen zeigende Zuckerphosphat Rückgrad der DNA ist über Phosphorsäurediesterbindungen verknüpft,
und die im Innern der Helix gestapelten Basen bilden mit der gegenüberliegenden Base sogenannte
Watson-Crick-Basenpaare. Die Base Adenin bildet zwei Wasserstoffbrückenbindungen mit Thymin aus
und die Base Guanin drei mit Cytosin. Da aus sterischen Gründen nur diese Basenpaarungen möglich
sind, nennt man die Basenpaare auch zueinander komplementäre Basen. Röntgenstrukturanalysen ha-
ben gezeigt, dass die Basenpaare nicht in einer Ebene liegen, sondern leicht gegeneinander verdreht
sind. Diese sogenannte Propellerverdrehung verstärkt die Basenstapelung in jedem Strang. Die Abfol-
ge der vier verschiedenen Nucleobasen enthält die genetische Information, während die Zucker- und
Phosphatgruppen eine strukturelle Aufgabe erfüllen.
Die Doppelhelix kann in drei verschiedenen Formen auftreten: Die B-DNA bildet eine rechtsgängige
Helix aus, die lokal je nach Basenpaarungen verschiedene Abweichungen von der Durchschnittsform
aufweist. Diese Abweichungen sind für die Leseproteine das Kennzeichen für das Vorliegen einer be-
stimmten Basensequenz. Charakteristisch für die B-DNA ist das Auftreten einer sogenannten großen
und kleinen Furche zwischen den spiralförmig gewundenen äußeren Rändern der DNA, die das Rück-
grad aus Zucker und Phosphatketten bilden, wie in Abb.9.1 gezeigt ist. Die A-DNA tritt auf, wenn die
relative Feuchtigkeit unter 75% sinkt. Dann liegen die Basenpaare nicht mehr senkrecht zur Helixachse
wie bei der A-Form, sondern etwas geneigt und die kleine Furche verschwindet nahezu vollständig. In
diesem Fall binden die Phosphatgruppen weniger H2O Moleküle als bei der B-Helix. Bei einem dritten
Typ einer DNA Helix verläuft das Rückgrat zick-zackförmig statt spiralförmig. Unter physiologischen
Bedingungen liegt der größte Teil der DNA in einem bakteriellen oder eukaryotischen Genom in der
B-Form vor.
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Abbildung 9.1: B-DNA Helix, Kohlenstoffatome (grün), Sauerstoffatome (rot), Stickstoffatome (blau),
Phosphoratome (orange), Struktur nach Beuck (siehe Kapitel 9.3). Die in der Mitte gestapelten Basen
werden von der Doppelhelix des Zuckerphosphatrückgrads umwunden.
Bevor die Matrixmethode zur Berechnung der CD-Spektren der DNA angewendet werden kann, muss
die DNA in chromophore Gruppen aufgeteilt werden, zwischen denen der Elektronenaustausch vernach-
lässigt werden kann. In dem UV-Wellenlängenbereich, in dem das CD-Spektrum im allgemeinen aufge-
nommen wird, sind die Nucleobasen die chromophoren Gruppen, da sie aufgrund ihres pi-Ringsystems
in diesem Wellenlängenbereich npi∗- und pipi∗-Übergänge besitzen. Übergänge im Zuckergerüst nden
erst bei Wellenlängen unterhalb 190nm und in den Phosphatgruppen unterhalb 170nm statt (Johnson,
2000) und werden vernachlässigt. Da die Basen aufgrund ihrer weitgehend planaren Struktur selbst fast
keine optische Aktivität besitzen, ist das CD-Spektrum der DNA von der der relativen Lage der Basen
innerhalb der Helix und der daraus resultierenden Wechselwirkung abhängig.
9.1.2 ’Base flipping’
Das ’base ipping’ oder das Aus- und Einklappen einer Nucleobase aus der DNA Doppelhelix wird
zur Methylierung der Base von den sogenannten DNA Methyltransferasen vorgenommen. Die Methy-
lierung der Basen ermöglicht verschiedene zelluläre Funktionen: In Bakterien ist sie für den geordneten
Verkauf der Zellteilung wesentlich, in Prokaryonten dient sie als primitives Immunsystem, und in Eu-
karyonten steuert sie unter anderem die Expression von Proteinen und ist als Regulationsprozess an
der Zelldifferenzierung und der Entwicklung von Organismen beteiligt. Die Störung der Methylierung
hängt auch mit der Krebsentstehung zusammen. Beim Menschen wurde das ICF-Syndrom (immunode-
ciency, centromer instability and facial abnormalities), eine Erbkrankheit, auf einen Fehler im Gen der
methylierenden DNA-MTase Dnmt3b zurückgeführt (Hendrich, 2000).
Die DNA-Methyltransferasen binden sich an eine spezische Stelle der DNA und brechen den Dop-
pelstrang auf, um die Zielbase zur Methylierung aufzuklappen. Dadurch entsteht eine Leerstelle in der
Helix, die zusätzliche Maßnahmen zur Stabilisierung notwendig macht. Es wurden verschiedene Me-
chanismen zur Stabilisierung abgeleitet: Die C5-Cytosin-DNA-MTasen M.HhaI und M.HaeIII schieben
eine Aminosäureseitenkette in die entstandene Lücke, während die N6-Adenin-DNA-MTase M.TaqI die
verbleibende Partnerbase in die Lücke drückt und dieser damit Stapelwechselwirkungen mit dem gegen-
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überliegenden Strang ermöglicht.
In der Untersuchung des base ipping von Beuck (Promotion 2004, RWTH Aachen) wird die DNA-
MTase M.TaqI des Bakteriums Thermus aquaticus verwendet. Das Enzym besteht aus 421 Aminosäuren
und hat ein Molekulargewicht von ca. 48 kDa. Es katalysiert die Methylierung der Amino-Gruppe des
Adenins innerhalb der Erkennungssequenz TCGA (Zielbase fett hervorgehoben). Die dreidimensionale
Struktur von M.TaqI im Verbund mit der DNA und ausgeklappter Base ist am Beispiel einer DNA mit
20 Basen röntgenkristallographisch erfasst worden (Goedecke, 2001; siehe Abb.9.4).
Die Röntgenstruktur erlaubt jedoch keine Aussagen über die Kinetik des Basenaufklappens. Unklar ist
beispielsweise, ob die DNA-Erkennung und das Basenausklappen ein gleichzeitig stattndender oder
ein mehrschrittiger Prozess sind, ob für die spezische Erkennung der Sequenz dieselben Kontakte eine
Rolle spielen wie für das Basenausklappen und ob die Zielbase aktiv vom Enzym ausgeklappt oder die
Zielbase beim Öffnen des Zielbasenpaars passiv eingefangen wird. Um diese Fragen zu beantworten,
werden Methoden benötigt, die den Vorgang des Basenausklappens in der Zeit auösen. Im folgenden
wird untersucht, inwiefern sich ˜nderungen der Struktur der Helix durch das Ausklappen der Base mit
Hilfe der CD-Spektroskopie erkennen lassen.
9.1.3 ’Single-Atom-Edited’ DNA
Der Unterschied des CD-Spektrums der DNA mit gebundenem MTaqI und ausgeklappter Base im Ver-
gleich zu dem der freien DNA kann durch Konformationsänderungen der DNA oder durch das gebunde-
ne Protein MTaqI verursacht werden. Da die CD-Spektren von Protein und DNA sich überlappen, ist eine
Zuordnung nicht möglich. Eine Möglichkeit, mittels CD-Spektroskopie trotz Anwesenheit des Proteins
auch zu Aussagen über lokale Konformationsänderungen der DNA zu kommen, bietet die ’Single-Atom-
Edited’ DNA. Nach diesem Verfahren wird in der DNA eine Base durch die entsprechende Thiobase
ausgetauscht, bei der das exozyklische Sauerstoffatom gegen ein Schwefelatom ersetzt worden ist. Es
wird angenommen, dass sich die Struktur der DNA mit der Thiobase nicht signikant von der Struktur
der entsprechenden natürlichen DNA unterscheidet. Die Thiobasen zeichnen sich aber durch besondere
spektroskopische Eigenschaften aus. Sie besitzen im Unterschied zu den natürlichen Basen und dem
Protein Absorptionsbanden im Bereich oberhalb 300nm, die Übergängen von Elektronen des Schwe-
fels auf den aromatischen Heterozyklus zugeschrieben werden können (Cheong et. al. 1969). Durch die
Wechselwirkung der Thiobase mit den benachbarten Basen innerhalb der DNA entsteht so ein identi-
zierbares CD Signal im Bereich um 300nm, das durch die lokale Umgebung der Thiobase bedingt ist und
Aufschluss über die Struktur der DNA in der Nähe der Thiobase geben kann. Man nennt die Thiobase
darum auch ’CD-spektroskopische Sonde’.
9.2 Struktur und experimentelle CD-Spektren
Beuck hat die Methode der Single-Atom-Edited DNA angewendet, um die Konformationsänderung einer
DNA, die durch die Bindung von M.TaqI und das Ausklappen der Base Adenin verursacht wird, mit Hil-
fe von CD-Spektren zu charakterisieren. Dazu wurde innerhalb eines DNA-Doppelstrangs mit 24 Basen
an sieben verschiedenen Positionen die Base Guanin durch Thioguanin ersetzt. Für jede Position, an der
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ein Ersatz stattgefunden hat, wurden das CD-Spektrum der freien DNA und das der DNA gemessen, bei
der die Base Adenin ausgeklappt ist.
Abbildung 9.2: Freie DNA (Grak erstellt mit dem CAS MuPAD, Struktur nach Beuck). Eingetragen
sind die Nummern der Basenpaare von 1-14. Guanin (grün), Cytosin (gelb), Adenin (blau), Thymin
(rot).
Abbildung 9.3: DNA mit gebundenem MTaqI und ausgeklapptem Adenin (Grak erstellt mit dem CAS
MuPAD, Struktur nach Beuck). Das Protein ist ausgeblendet. Guanin (grün), Cytosin (gelb), Adenin
(blau), Thymin (rot). Eingetragen sind die Nummern der Basenpaare von 1-14.
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Abbildung 9.4: Kristallstruktur von M.TaqI im Komplex mit DNA (10mer) nach Goedecke et al. (2001)
(Grak erstellt mit dem Programm Pymol). Das Zuckerrückgrad der DNA (braun) und die Sekundär-
strukturen des Proteins (grün) sind zusätzlich symbolisiert.
Die Struktur des freien DNA-Doppelstrangs, die den folgenden Rechnungen zugrundeliegt, wurde von
Beuck mit Hilfe des Programmpakets 3DNA (Lu & Olson, 2003) als ideale B-Form DNA generiert. Da
für das gebundene 14mer mit 24 Basen keine experimentellen strukturellen Parameter vorhanden sind,
wurde seine Struktur aus der Kristallstruktur eines gebundenen 10mers (Goedecke et al., 2001) model-
liert, indem die vier zusätzlichen Basenpaare in B-Form Geometrie angefügt wurden. Die so erhaltenen
Strukturen des freien und des mit M.TaqI gebundenen 14mer Doppelstrangs sind in Abb.9.2 und Abb.9.3
gezeigt.
In den Abb.9.5-9.11 werden die experimentellen CD-Spektren der DNA mit der Thiobase Thioguanin an
verschiedenen Positionen in An- und Abwesenheit von M.TaqI gezeigt und mit den dort vermuteten ˜n-
derungen der Struktur in Zusammenhang gebracht. Zum Vergleich sind jeweils die mit der Matrixmetho-
de berechneten Spektren unter Zugrundelegung der im letzten Abschnitt dargestellten Modellstrukturen
dargestellt.
Wird Thioguanin im zweiten Basenpaar eingebaut und ist damit relativ weit von der Erkennungssequenz
entfernt, wird beim Binden von M.TaqI nur eine geringe ˜nderung des CD-Signals beobachtet (siehe
Abb.9.5). Dies korreliert mit den erwarteten geringen strukturellen ˜nderungen der DNA an dieser Po-
sition.
Wird Thioguanin im vierten Basenpaar eingebaut, sind die beobachteten ˜nderungen auch noch relativ
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gering (siehe Abb.9.6). An dieser Position nden Enzym-DNA-Kontakte zu den Phosphatgruppen statt,
die Struktur der DNA ist an dieser Stelle aber noch wenig verzerrt.
Wird Thioguanin im fünften Basenpaar eingebaut, ändert sich das CD-Spektrum bei der Bindung von
M.TaqI deutlich (siehe Abb.9.7). M.TaqI bildet zu dem fraglichen Basenpaar ebenfalls nur Kontakte über
das Phosphatrückgrat, doch ist das Basenpaar der Erkennungssequenz von M.TaqI direkt benachbart. In
der Erkennungssequenz nden auch Kontakte des Enzyms zu den Nucleobasen statt und die DNA wird
in diesem Bereich sichtbar deformiert.
Wird Thioguanin im siebten Basenpaar eingebaut, das dem zweiten Basenpaar der Erkennungssequenz
entspricht, so nimmt das CD-Signal des M.TaqI-DNA-Komplexes im Vergleich mit dem Spektrum der
freien DNA an seinem Maximum um mehr als 50% ab (siehe Abb.9.8), was mit einer deutlichen Defor-
mation dieses Basenpaares im M.TaqI-DNA-Komplex korreliert.
Wird Thioguanin im achten Basenpaar eingebaut, das in der Erkennungssequenz direkt neben der Ziel-
base liegt, so verändert sich das CD-Spektrum des M.Taql-DNA Komplexes relativ zum Spektrum der
freien DNA am stärksten (siehe Abb.9.9). M.TaqI klappt das Zieladenin neben dem Thioguanin aus der
Helix heraus in sein aktives Zentrum, wo die Methylgruppenübertragung stattndet. So entsteht so eine
Lücke, die partiell dadurch gefüllt wird, dass die Partnerbase des ausgeklappten Adenins in die Lücke
gedrückt wird. Die positive Bande des Thioguanin-Chromophors erfährt bei der Bindung von MTaqI
einen Vorzeichenwechsel, und es resultiert eine negative Bande.
Wird Thioguanin im elften Basenpaar eingebaut, das außerhalb der Erkennungssequenz zwei Basenpaa-
re von dem M.TaqI-Zielbasenpaar entfernt liegt, wird bei der Bindung von M.TaqI ein Anstieg des CD
Signals um knapp 50% beobachtet (siehe Abb.9.10). In der Kristallstruktur wird dort eine Deformation
der DNA beobachtet, die durch das Einknicken des Zuckerphosphat-Rückgrats im Zielstrang hervorge-
rufen wird. Diese Deformation wirkt sich auch auf das elfte Basenpaar aus und kann somit die relativ
große ˜nderung im CD-Spektrum der Thioguaninbase erklären.
Wenn Thioguanin in der freien DNA im siebten und im achten Basenpaar eingebaut wird, ergibt sich im
Experiment bei 340nm ein besonders starkes positives und bei 360nm ein besonders starkes negatives
CD-Signal für die freie DNA (siehe Abb.9.11). Die Verstärkung kann mit der relativ starken Kopplung
der benachbarten gleichen Thiobasen erklärt werden.
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(b) Mit der Matrixmethode berechnetes Spektrum der freien (gruen) und gebundenen
(rot) DNA.
Abbildung 9.5: CD-Spektren mit Thioguanin an Position 2.
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(b) Mit der Matrixmethode berechnetes Spektrum der freien (gruen) und gebundenen
(rot) DNA.
Abbildung 9.6: CD-Spektren mit Thioguanin an Position 4.
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(a) Experimentelles Spektrum der freien (gruen) und gebundenen (rot) DNA.
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(b) Mit der Matrixmethode berechnetes Spektrum der freien (gruen) und gebundenen (rot)
DNA.
Abbildung 9.7: CD-Spektren mit Thioguanin an Position 5.
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(b) Mit der Matrixmethode berechnetes Spektrum der freien (gruen) und gebundenen (rot)
DNA.
Abbildung 9.8: CD-Spektren mit Thioguanin an Position 7.
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(b) Mit der Matrixmethode berechnetes Spektrum der freien (gruen) und gebundenen (rot)
DNA.
Abbildung 9.9: CD-Spektren mit Thioguanin an Position 8.
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(b) Mit der Matrixmethode berechnetes Spektrum der freien (gruen) und gebundenen (rot)
DNA.
Abbildung 9.10: CD-Spektren mit Thioguanin an Position 11.
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(b) Mit der Matrixmethode berechnetes Spektrum der freien (gruen) und gebundenen (rot)
DNA.
Abbildung 9.11: CD-Spektren mit Thioguanin an Position 7 und Position 8.
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9.3 Untersuchungen und Ergebnisse
Die Parameter der Basen, die in die Matrixmethode zur Berechnung der CD-Spektren der DNA ein-
gehen, werden mit der TDDFT Methode berechnet und sind in Kapitel sieben dargestellt. Die Para-
meter der CD-spektroskopischen Sonde Thioguanin werden ebenfalls mit der TDDFT Methode und
den beiden Funktionalen BP86 und B3-LYP berechnet und mit denen des Guanins verglichen. Sie sind
in Abb.7.2 dargestellt. Die Geometrien unterscheiden sich nur unwesentlich bis auf den Abstand des
exozylischen Sauerstoffatoms (Guanin) bzw. Schwefelatoms (Thioguanin) zu dem benachbarten Koh-
lenstoffatom, der im Falle des Thioguanins größer ist. Die Übergänge des Thioguanins sind bei der
Verwendung des BP86 Funktionals um etwa 55nm und bei der Verwendung des B3-LYP Funktionals
um etwa 85nm gegenüber denen des Guanins blauverschoben. Es werden wie im Fall des Guanins die
Übergangsparameter verwendet, die mit dem BP86 Funktional erhalten werden. In die Berechnung der
Wechselwirkung zwischen den Basen nach der Matrixmethode gehen jeweils die Dipol- und Quadrupol-
momente der Übergänge vom Grundzustand in die verschiedenen angeregten Zustände ein. Das Mischen
der Zustände innerhalb einer Base wird vernachlässigt.
Die CD-Spektren, die mit diesen Parametern nach der Matrixmethode erhalten werden, sind in Abb.9.5-
9.11 zusammen mit den experimentellen Spektren von Beuck gezeigt. Für alle sechs Positionen inner-
halb des DNA-Doppelstrangs unterscheiden sich die beiden CD-Spektren, die mit der Matrixmethode
zum einen für die DNA mit gebundenem MTaqI und ausgeklappter Base und zum anderen für die freie
DNA berechnet wurden, qualitativ in demselben Maß wie die beiden zugehörigen experimentellen Spek-
tren. Das betrifft vor allem das Verhältnis der beiden relativ großen CD-Signale bei 340nm. Die mit der
Matrixmethode ermittelten Spektren zeigen aber nicht das bei den experimentellen Spektren auftretende,
relativ kleine negative Signal bei etwa 360nm und sind insgesamt um durchschnittlich 15nm zu kürze-
ren Wellenlängen hin verschoben. Die Wellenlängenverschiebung könnte damit zusammenhängen, dass
Effekte des Lösungsmittels bei der Rechnung nicht berücksichtigt wurden. Das CD-Signal bei 360nm
könnte aus dem Mischen von Übergängen innerhalb einer Base unter dem Einuss der umliegenden
Basen stammen, das in der verwendeten Ausführung der Matrixmethode vernachlässigt wurde.
Damit wird für alle sechs Positionen die charakteristische Weise, in der sich die Strukturänderung der
DNA in der ˜nderung des experimentellen CD-Signals niederschlägt, auch mit der Matrixmethode re-
produziert. Das bestätigt die zugrundeliegende Annahme über die Strukturen. Da die Strukturen jeweils
aus Kristallstrukturen abgeleitet wurden, in denen keine Thiobase vorhanden waren, bestätigt sich damit
insbesondere auch, dass der Einbau des Thioguanins die Struktur nicht signikant verändert.
Für den Ersatz des Guanins durch Thioguanin an den gegenüberliegenden Positionen sieben und acht
ergibt sich im Experiment für beide Fälle - DNA mit ausgeklappter Base und freie DNA - ein CD-Signal
mit einer relativ großen positiven und etwa gleich großen negativen Bande, das auf die Aufspaltung einer
Absorptionslinie der beiden Thiobasen zurückgeführt werden kann. Diese Aufspaltung ist in quantitativ
gleichem Ausmaß auch in dem CD-Spektrum zu erkennen, das mit der Matrixmethode für den Fall der
freien DNA berechnet wurde. Für den Fall der DNA mit ausgeklappter Base fällt die Aufspaltung im
Gegensatz zum Experiment deutlich geringer aus. Damit bestätigt sich die Vermutung von Beuck, dass
im Fall der Doppelbesetzung des Thioguaninchromophors das Protein MTaqI nicht an die Erkennungs-
sequenz bindet und die Base trotz der Anwesenheit von MTaqI in der Lösung nicht ausgeklappt ist.
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Somit gibt es kein experimentelles Spektrum für eine Doppelbesetzung der Thiobase an den Positionen
sieben und acht bei ausgeklappter Base.
Kapitel 10
Zusammenfassung
Die Rechnungen an dem β-Hepta- und β-Hexapeptid nach dem Applequistschen Dipole Interaction Mo-
del ergaben unter Zugrundelegung der NMR-Struktur unrealistische CD-Spektren, die in keinem expe-
rimentell beobachteten CD-Spektrum auftreten (siehe Abb.4.4). ˜hnlich widersprüchliche Vorhersagen
des Modells wurden von Bode und Applequist auch bei Berechnungen der Spektren größerer und dicht
gepackter α-Polypeptide festgestellt und auf lokale Abweichungen der verwendeten Molekülstrukturen
von der in Lösung vorliegenden Strukturen zurückgeführt (Bode and Applequist, 1996, 1997, 1998;
Applequist, 1997). Mit einem Neuaufbau des Proteins nach Modellstrukturen und einer Kürzung der
Seitenketten gelang es ihnen in diesen Fällen, eine Übereinstimmung mit dem Experiment herzustellen.
Statt vor der Berechnung der Spektren aufwändige Strukturänderungen vorzunehmen, wurden in dieser
Arbeit die Gründe für das Versagen des Modells genauer untersucht. Es zeigte sich, dass dafür das cha-
rakteristische Merkmal des Modells verantwortlich ist, schwach angeregte hochenergetische Übergänge
des Moleküls durch ein System induzierbarer Dipoloszillatoren einzubeziehen, die an den einzelnen
Atomen lokalisiert sind. Die kooperativen Wechselwirkungen dieser Dipole führen bei Proteinen mit
zunehmender Zahl, Länge und Dichte der Seitenketten dazu, dass die Polarisierbarkeit des Moleküls
im Widerspruch zum Experiment gegen unendlich geht. Somit sind nicht lokale Abweichungen der
verwendeten Struktur von der in Lösung vorliegenden Struktur für die unrealistischen Spektren verant-
wortlich, sondern die innerhalb des Modells auftretenden kooperativen Wechselwirkungen, die sich über
ganze Bereiche des Moleküls erstrecken und nur vermieden werden können, indem die Seitenketten des
Proteins wesentlich gekürzt werden. Da es keine nachvollziehbare Regel zur Kürzung der Seitenketten
gibt, kommt man zu dem Schluss, dass die Anwendung des Modells auf größere Proteine mit längeren
Seitenketten unzulässig ist. Um die Gültigkeit des Modells auf größere Proteine auszudehnen, könn-
ten in einer künftigen Erweiterung beispielsweise neben induzierten Dipolen auch induzierte Multipole
höherer Ordnung einbezogen werden.
Im weiteren Verlauf dieser Arbeit wurde die Matrixmethode zur Berechnung der CD-Spektren einge-
setzt. Zur Überprüfung der Programme MATMAC und PROTEIN, die unabhängig voneinander in der
Arbeitsgruppe von Fleischhauer und von Woody entwickelt wurden, wurden Vergleichsrechnungen am
Beispiel von Polypeptid-α-Helices verschiedener Kettenlänge vorgenommen. Es ergaben sich nahezu
übereinstimmende CD-Spektren. Damit bestätigte sich, dass in beiden Programmen die Matrixmethode
richtig implementiert ist.
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Zur Ermittlung der Anregungseigenschaften der Gruppen des Moleküls, die in die Matrixmethode einge-
hen, wurden in dieser Arbeit schwerpunktmäßig TDDFT Rechnungen eingesetzt. Die TDDFT Rechnun-
gen wurden mit dem Programm TURBOMOLE durchgeführt, das in seinem Output Übergangsdipol-
und -quadrupolmomente vom Grundzustand in die angeregten Zustände angibt. Um diese Größen zu
verwenden, wurde das MATMAC Programm dahingehend modiziert, dass es die Wechselwirkung zwi-
schen den Gruppen statt wie bislang üblich mit Hilfe von Monopolen direkt aus diesen Momenten be-
rechnet. Das Mischen der Zustände innerhalb einer Gruppe wurde vernachlässigt, da in dem Output von
TURBOMOLE keine Zwischenübergangsmomente angegeben sind.
Die Berechnung der CD-Spektren des β-Hepta- und β-Hexapeptids wurde mit der Matrixmethode erneut
ausgeführt unter Verwendung von N-Methylacetamid statt Acetamid (wie bei Daura) als chromophorer
Gruppe. Mit den Monopolen des npi∗-Übergangs bei 220nm und pipi∗-Übergangs bei 190nm einer CN-
DO/S Rechnung zeigten die resultierenden Spektren ˜hnlichkeiten mit den jeweiligen experimentellen
Spektren. Die Berücksichtigung des zweiten pipi∗-Übergangs bei 140nm verringerte die ˜hnlichkeit al-
lerdings wieder. Bei Verwendung der Übergangsmomente einer TDDFT Rechnung zeigten die Spektren
nahezu Übereinstimmung. Das Einbeziehen weiterer Konformere wie der 12/10-Helix, die in der MD-
Simulation des β-Hexapeptids auftritt, war damit nicht nötig, um das gemessene und das berechnete
Spektrum in Übereinstimmung zu bringen. Damit sind die Aussagen von Daura u.a. (2003, S.663: The-
re is no agreement between calculated and experimental spectra for the β-heptapetide and only fair
agreement for the β-hexapeptide, und S.661...the interpretation of a CD signal in terms of a single
structure is not possible) beide entkräftet. Es zeigte sich damit auch, dass die Ergebnisse der Ma-
trixmethode empndlich abhängig von der Wahl der geeigneten chromophoren Gruppe, der Zahl der
verwendeten Übergänge und des geeigneten Berechnungsverfahrens der angeregten Zustände sein kön-
nen.
Um die Parameter der Matrixmethode zur Berechnung der CD-Spektren der Quadruplexe und der DNA
festzulegen, wurden die Anregungseigenschaften der vier Nucleobasen der DNA und der Thiobase Thio-
guanin nach der TDDFT Methode unter Verwendung des Basissatzes TZVP und der Funktionale BP86
und B3-LYP berechnet. Es zeigte sich, dass die Anregungsenergien, nicht aber die Übergangsmomente,
deutlich abhängig von der Wahl des Funktionals sind. Es wurde bei jeder Base jeweils dem Funktional
der Vorzug gegeben, das zu einem Absorptionsspektrum führt, das möglichst weitgehend mit dem ex-
perimentellen Absorptionsspektrum übereinstimmt. Bei Guanin, Adenin und Thymin war es das BP86
Funktional, bei Cytosin das B3-LYP Funktional.
Mit den so festgelegten Parametern für die Basen ergab sich bei der Untersuchung des CD-Spektrums
des Quadruplexes ’I-3’, dass das mit der Matrixmethode berechnete Spektrum dem bei einer Temperatur
von 5◦C und einer Konzentration von 200mM NaCl gemessenen Spektrum ähnelt. Um zu überprüfen, ob
die theoretischen CD- Spektren eine Zuordnung zu den verschiedenen Typen von Quadruplexen erlau-
ben, wurden aus ’I-3’ die beiden benachbarten parallelen und antiparallelen Quartetts isoliert und ihre
CD-Spektren berechnet. Die Spektren zeigten den auch experimentell in anderen Studien beobachteten
charakteristischen Unterschied zwischen dem parallelen und dem antiparallelen Quadruplex.
Der Einuss des Mischens der Zustände innerhalb einer Gruppe auf das CD-Spektrum wurde am Bei-
spiel der Quadruplexe zunächst mit Hilfe von CIS Rechnungen an Guanin untersucht. Mit einer Ap-
proximation der Grundzustandsladungsdichten der Guaningruppen als Punktdipole und des elektrischen
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Felds im Bereich einer Guaningruppe als homogenes Feld führte der Einuss des Mischens auf die
theoretischen Spektren jedoch zu einer Verschlechterung der Übereinstimmung mit den experimentellen
Spektren. Als Ursache dafür wurden die relativ starken Schwankungen des elektrischen Feldes längs der
einzelnen Guaninbasen ausgemacht, denen bei dieser Approximation nicht Rechnung getragen wird. Bei
einer Approximation der Grundzustandsladungsdichte einer Guaningruppe mit Hilfe von Punktladun-
gen an den einzelnen Atomen erwies sich jedoch in einer Beispielrechnung der Einuss des Mischens
auf die Übergangenergien und Übergangsmomente einer zweiten Guaningruppe als so gering, dass ei-
ne Vernachlässigung als gerechtfertigt erscheint. Eine künftige genauere Analyse mit Hilfe derartiger
Rechnungen erscheint wünschenswert.
Bei der Untersuchung des ’base ippings’ der DNA zeigten die mit der Matrixmethode berechneten
CD-Spektren für alle sechs Positionen der CD-spektroskopischen Sonde Thioguanin qualitativ dieselbe
˜nderung bei ausgeklappter Base wie die experimentellen Spektren. Dies galt insbesondere für das re-
lativ intensive CD-Signal, das im Experiment bei 350nm auftritt. Damit bestätigt sich für die Umgebung
aller sechs Positionen die Annahme Beucks über die Strukturänderungen der DNA beim Ausklappen
der Base. Da die Struktur aus der Kristallstruktur einer kürzeren DNA mit ausgeklappter Base abgeleitet
wurde, in der keine Thiobase vorhanden war, bestätigt sich damit auch, dass der Einbau des Thioguanins
die Struktur nicht signikant verändert. Für die Platzierung von zwei Sonden an zwei gegenüberliegen-
den Positionen unmittelbar neben der Position, an der die Base ausgeklappt wird, ergab sich im Expe-
riment für die freie DNA und die DNA mit MTaqI in Lösung das gleiche CD-Signal mit einer relativ
intensiven positiven und negativen Bande. Diese Aufspaltung zeigte in quantitativ gleichem Ausmaß
auch das berechnete CD-Spektrum für die freie DNA. Für die DNA mit ausgeklappter Base el die
berechnete Aufspaltung der Banden jedoch im Widerspruch zum Experiment deutlich schwächer aus.
Damit bestätigt sich die Vermutung von Beuck, dass in diesem Fall MTaqI nicht an die DNA bindet und
darum die Base nicht ausklappt.
Insgesamt bestätigt sich, dass sich die Matrixmethode zusammen mit den TDDFT Rechnungen an den
Gruppen zur Strukturuntersuchung der β-Oligopeptide und Oligonucleotide eignet.
Kapitel 11
Anhang
11.1 Die erzwungene gedämpfte Schwingung
Für die eindimensionale erzwungene gedämpfte Schwingung eines Elektrons gilt die Bewegungsglei-
chung
m ¤x =−eE(t)− kx− γ x.
(siehe auch Gl.3.6) mit m als der Masse des Elektrons, −e als der Ladung des Elektrons, −eE(t) als
der Kraft, die das Elektron im elektrischen Feld ~E(t) erfährt, −kx als der Rückstellkraft und −γ x der
Reibungskraft. Für das Dipolmoment des Elektrons µ =−ex gilt damit
¤µ+Γµ+ω20µ =
e2
m
E(t) (11.1)
mit Γ = γ/m und ω20 = k/m.
Alternativ zu dem komplexen Ansatz Gl.3.8, mit dem die Differentialgleichung in Kap.3 gelöst wurde,
kann sie mit E(t) = E cos(ωt) auch mit dem reellen Ansatz
µ = c1 sin(ωt)+ c2 cos(ωt)
µ = c1ωcos(ωt)− c2ωsin(ωt)
¤µ =−c1ω2 sin(ωt)− c2ω2 cos(ωt)
gelöst werden. Für den Kosinusanteil des Dipolmoments, der in Phase mit dem elektrischen Feld schwingt,
ergibt sich nach dem Einsetzen der Terme in Gl.11.1 die Gleichung
−c2ω2 +Γc1ω+ω20c2 =
e2
m
E
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und für den Sinusanteil, der außer Phase mit dem elektrischen Feld schwingt
−c1ω2−Γc2ω+ω20c1 = 0
c1 =
c2ωΓ
ω20−ω2
.
Kombiniert man diese Gleichungen, so ergibt sich
c2 =
e2
m
E
ω20−ω2
(ω20−ω2)2 +(ωΓ)2
und
c1 =
e2
m
E
ωΓ
(ω20−ω2)2 +(ωΓ)2
Die Lösung, die aus einem Anteil in Phase und einem außer Phase zum elektrischen Feld schwingenden
Dipolmoment besteht, lässt sich als phasenverschobene Schwingung schreiben
c1 sin(ωt)+ c2 cos(ωt) =
√
c21 + c
2
2 cos(ωt +φ)
mit einer Phasenverschiebung relativ zum elektrischen Feld von
tan φ =−c1
c2
=− ωΓ
ω20−ω2
.
Der Betrag der Amplitude
√
c21 + c
2
2 ergibt sich zu
e2
m
E
(ω20−ω2)2 +(ωΓ)2
ist bei kleinen Dämpfungsfaktoren Γ ω0 maximal, wenn die Frequenz des elektrischen Feldes ω in
etwa gleich der Eigenfrequenz des Oszillators ist.
Die absorbierte Leistung als Produkt von Kraft und Geschwindigkeit des Oszillators wird über eine
Periode gemittelt
flP = < F · x >=−e 1
2pi
Z 2pi
0
E(t) xdt
=
e3
m
ωE2
(ω20−ω2)2 +(ωΓ)2
1
2pi
Z 2pi
0
cos(ωt)sin(ωt +φ)dt
Mit
1
2pi
Z 2pi
0
cos(ωt)sin(ωt +φ)dt
=
1
2pi
Z 2pi
0
cos(ωt)(sin(ωt)cos φ+ cos(ωt)sin φ))dt
=
1
2pi
Z 2pi
0
cos(ωt)sin(ωt)cos φ+ cos2(ωt)sin φ)dt
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=
sinφ
2pi
Z 2pi
0
cos2(ωt)dt = sinφ
2
ergibt sich, dass die absorbierte Leistung proportional dem Imaginärteil der Polarisierbarkeit ist:
P =
e3
2m2
ωE2 sinφ
(ω20−ω2)2 +(ωΓ)2
=
e
2m
ωEℑ(α)
11.2 Richtungsmittelung gerichteter molekularer Größen in Lösung
Bendet sich das Molekül in Lösung, kann ein Vektor, der in einem moleküleigenen Koordinatensystem
dargestellt ist, relativ zu einem Vektor, der im Laborsystem dargestellt ist, mit gleicher Wahrschein-
lichkeit jede Richtung einnehmen. Die Vektoren ~e und ~k seien im Molekül, und der Vektor ~E sei im
Labor xiert. Ihre Beträge seien der Einfachheit halber gleich eins. Im folgenden wird das Mittel der
Komponente des moleküleigenen Vektors (~e · ~E)~k in Richtung ~E betrachtet.
Angenommen, der Vektor ~e hat die Komponente ~e · ~E = cosφ in Richtung des Vektors ~E und die mo-
leküleigenen Vektoren ~e und ~k schließen den Winkel α = ^(~e,~k) ein. Liegen ~E, ~e und ~k in derselben
Ebene, dann gilt~k ·~E = cos(φ+α) und damit (~e · ~E)(~k ·~E) = cos φcos(φ+α).
Wenn das Molekül mit gleicher Wahrscheinlichkeit jede Richtung relativ zu ~E einnehmen kann, ist die
Wahrscheinlichkeit dafür, dass φ zwischen φ und φ+dφ liegt, im dreidimensionalen Raum proportional
zur Größe eines Kreises um ~E mit dem Radius sin φ. Mit der Normierung
R pi
0
1
2 sinφdφ = 1 ergibt sich für
die Wahrscheinlichkeit 12 sin φdφ. Die Mittelung der Größe (~e · ~E)~k über alle möglichen Winkel beträgt
< cosφcos(φ+α) >=
Z pi
0
cosφcos(φ+α)
1
2
sinφdφ
=
1
2
Z pi
0
cos φ(cos φcosα− sinφsinα)sin φdφ
=
1
2
Z pi
0
(sinφcos2 φcos α− sin2 φcos φsinα)dφ
Der zweite Teil des Integrals verschwindet, da der Integrand aus dem Produkt einer symmetrischen mit
einer antisymmetrischen Funktion bezüglich einer Spiegelung an der Achse φ = pi/2 besteht. Im ersten
Teil wird cosφ = x substituiert und man erhält mit −sinφdφ = dx
=−1
2
cosα
Z −1
1
x2dx = 13 cosα
Damit ist bewiesen, dass
< (~e ·~E)~k >= 13(~e ·
~k)~E
11.2.1 Anwendung auf das ’Dipole Interaction Model’
Wendet man das Mittelungsverfahren auf das induzierte molekulare Dipolmoment (siehe Gl.3.20)
~µ =
3N
∑
i, j
(A−1)i j{~e j ·~E + 12 ((~r j−~r0)×~e j) · rot
~E}~ei (11.2)
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an, mit ~E und rot~E als Vektoren im Laborsystem, und~r j−~r0,~e j und~ei als Vektoren im Molekülsystem,
ergibt sich
<~µ >=
3N
∑
i, j
(A−1)i j{13 (~ei ·~e j)
~E +
1
6 (((~r j−~r0)×~e j) ·~ei)rot
~E} (11.3)
Der zweite Teil der Summe aus Gl.11.3 wird zerlegt in
1
6rot
~E{
3N
∑
i, j
(A−1)i j(~r j×~e j) ·~ei−
3N
∑
i, j
(A−1)i j(~r0×~e j) ·~ei}. (11.4)
Der zweite Teil der Summe aus Gl.11.4 lässt sich aufteilen in
3N
∑
i, j
(A−1)i j(~r0×~e j) ·~ei =
3N
∑
i< j
(A−1)i j(~r0×~e j) ·~ei +
3N
∑
i> j
(A−1)i j(~r0×~e j) ·~ei (11.5)
da für i = j gilt (~r0×~ei) ·~ei = 0.
Mit der Vertauschung der Indizes und unter Berücksichtigung, dass (A−1)i j = (A−1) ji gilt, lässt sich der
zweite Summand aus Gl.11.5 umschreiben
3N
∑
i, j
(A−1)i j(~r0×~e j) ·~ei =
3N
∑
i< j
(A−1)i j(~r0×~e j) ·~ei +
3N
∑
i< j
(A−1)i j(~r0×~ei) ·~e j
=
3N
∑
i< j
(A−1)i j(~r0×~e j) ·~ei−
3N
∑
i< j
(A−1)i j(~r0×~e j) ·~ei = 0.
Damit verbleibt für den zweiten Teil der Summe aus Gl.11.3 nur
1
6 rot
~E
3N
∑
i, j
(A−1)i j(~r j×~e j) ·~ei = 16 rot
~E
3N
∑
i, j
(A−1)i j(~e j×~ei) ·~r j.
Mit der Aufteilung der Summe
3N
∑
i, j
(A−1)i j(~e j×~ei) ·~r j =
3N
∑
i< j
(A−1)i j(~e j×~ei) ·~r j +
3N
∑
i> j
(A−1)i j(~e j×~ei) ·~r j
mit~ei×~ei = 0 für i = j ergibt sich nach Vertauschen der Indizes im zweiten Summanden
=
3N
∑
i< j
(A−1)i j(~e j×~ei) ·~r j +
3N
∑
i< j
(A−1) ji(~ei×~e j) ·~ri.
Unter Berücksichtigung, dass A symmetrisch ist, und mit~e j×~ei =−(~ei×~e j), gilt weiter
=−
3N
∑
i< j
(A−1)i j(~ei×~e j) ·~r j +
3N
∑
i< j
(A−1)i j(~ei×~e j) ·~ri =
3N
∑
i< j
(A−1)i j(~ri−~r j) · (~ei×~e j).
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Zusammengefasst ergibt sich aus Gl11.3 für das Mittelungsverfahren
<~µ >=
3N
∑
i, j
(A−1)i j{13 (~ei ·~e j)
~E +
1
12
((~ri−~r j) · (~ei×~e j))rot~E}.
11.3 Lösung der makroskopischen Maxwellgleichungen für ein optisch
aktives Medium
Die Maxwellgleichungen zur Beschreibung des elektromagnetischen Feldes werden in Materie durch
die Effekte der Polarisation und Magnetisierung der Moleküle erweitert. Die Erweiterung ist in der
elektrischen Verschiebung ~D und der magnetischen Flussdichte ~B enthalten, die in Materie an die Stelle
der jeweiligen Feldstärken treten.
div~D = 0 (11.6)
div~B = 0 (11.7)
rot~E =−1
c
∂
∂t
~B (11.8)
rot~H =
1
c
∂
∂t
~D (11.9)
Unter Berücksichtigung, dass in Materie aufgrund der optischen Aktivität der Moleküle die resultierende
elektrische Verschiebung ~D auch eine Komponente senkrecht zum induzierenden elektrischen Feld ~E er-
halten kann, und entsprechend die resultierende magnetische Flussdichte ~B eine Komponente senkrecht
zum magnetischen Feld ~H, gilt
~D = εD~E−g ∂∂t
~H (11.10)
~B = µ~H +g
∂
∂t
~E (11.11)
mit der Dielektrizitätskonstanten εD, die mit der molekularen Polarisierbarkeit α nach εD−1εD+1 =
4piN1α
3
zusammenhängt, g = 4piN1 βc
εD+2
3 , N1 als der Teilchendichte, und β als dem Rotationsparameter der
Moleküle (Eyring, 1967, S.343). Für β = g = 0 entkoppeln sich die Maxwellgleichungen Gl.11.8 und
Gl.11.9 durch jeweilige Bildung der Rotation und man erhält jeweils eine Differentialgleichung für die
Felder, die als Wellengleichung bekannt ist und als Bedingung für den Brechungsindex n = √εDµ liefert.
Für g 6= 0 entkoppeln sich die Gleichungen nicht so einfach. Eyring setzt für das ~E Feld eine rechts
und später eine linkszirkular polarisierte Welle ein, führt die partiellen Ableitungen aus und erhält durch
Vergleich der Gleichungen jeweils eine Bedingung für den Brechungsindex.
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Es kann jedoch auch zunächst eine Wellengleichung für die Felder ~E und ~H entwickelt werden: So wie
bei den Feldern ohne chirale Beiträge der Materie wird auf beiden Seiten der Maxwellgleichung Gl.11.8
die Rotation gebildet und anschließend werden die verschiedenen Maxwellgleichungen Gl.11.6-11.9
und die Gleichungen der Materie Gl.11.10 und Gl.11.11 eingesetzt:
rot(rot~E) = rot(−1
c
∂
∂t
~B)
−∆~E +grad(div~E) =−1
c
rot
∂
∂t
~B
=−1
c
∂
∂t
rot(µ~H +g
∂
∂t
~E)
=−µ
c
∂
∂t
rot~H− g
c
∂2
∂t2
rot~E
=− µ
c2
∂2
∂t2
~D− g
c
∂2
∂t2
rot~E
=− µ
c2
∂2
∂t2
(εD~E−g ∂∂t
~H)− g
c
∂2
∂t2
rot~E
=− µ
c2
∂2
∂t2
(εD~E−g ∂∂t (
1
µ
~B− g
µ
∂
∂t
~E)− g
c
∂2
∂t2
rot~E
=− µ
c2
∂2
∂t2
(εD~E− g
µ
∂
∂t
~B+
g
µ
∂2
∂t2
~E)− g
c
∂2
∂t2
rot~E
=− µ
c2
∂2
∂t2
(εD~E− g
µ
∂
∂t
~B+
g2
µ
∂2
∂t2
~E)− g
c
∂2
∂t2
rot~E
=− µ
c2
∂2
∂t2
(εD~E +
gc
µ
rot~E +
g
µ
∂2
∂t2
~E)− g
c
∂2
∂t2
rot~E
Es ergibt sich die Differentialgleichung
∆~E−grad(div~E) = µεD
c2
∂2
∂t2
~E +2
g
c
∂2
∂t2
rot~E +
g
c2
∂4
∂t4
~E (11.12)
für das elektrische Feld in Materie und eine gleichartige für das Magnetfeld ~H, die hier nicht aufgeführt
wird.
Lösung:
Für das elektrische Feld wird eine ebene, rechtszirkular, und eine ebene, linkszirkular polarisierte Welle
angesetzt, die sich jeweils in z-Richtung ausbreitet:
~Er/l(z, t) =~ex cos(ω(t−
nz
c
)∓~ey sin(ω(t− nz
c
))
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Für diese Wellen werden die verschiedenen partiellen Ableitungen gebildet
div~Er/l = 0
∆~Er/l =−(
ωn
c
)2~Er/l
∂2
∂t2
~Er/l =−ω2~Er/l
∂4
∂t4
~Er/l = ω4~Er/l
rot~Er/l =∓
ωn
c
~ex cos(ω(t− nz
c
))+
ωn
c
~ey sin(ω(t− nz
c
)) =∓ωn
c
~Er/l
∂2
∂t2
rot~Er/l =∓
ω3n
c
~Er/l
Setzt man die verschiedenen partiellen Ableitungen in die Differentialgleichung Gl.11.12 ein, so ergibt
sich
(
ωn
c
)2− µεD
c2
ω2∓2g
c
ω3n
c
+
g
c2
ω4 = 0
n2∓2ngω+g2ω2−µεD = 0
Diese Gleichung stellt an den Brechungsindex die Bedingung:
nr = +gω±
√
µεD nl =−gω±
√
µεD
11.4 Konstruktion der Sekundärstruktur von Polypeptid-α-Helices mit
Hilfe der Ramachandranwinkel
Die Geometrie einer starren und planaren Peptideinheit wird wie bei Applequist (1979) festgelegt. Die
Polypeptide werden jedoch nicht wie bei ihm durch Drehung und Verschiebung, sondern aus den soge-
nannten Ramachandranwinkeln φ und ψ entwickelt, die die Torsionswinkel einer Peptidgruppenebene
gegenüber der Nachbarpeptidgruppe darstellen (siehe Abb.11.1)
Die Ramachandranwinkel sind die einzigen Freiheitsgrade bei der Ausrichtung der starren und pla-
naren Peptidgruppen zueinander. Die Konstruktion der Sekundärstruktur mit Hilfe dieser Winkel hat
den Vorteil, dass sich mit zwei Angaben alle möglichen Sekundärstrukturen konstruieren lassen. Die
Seitenketten hindern die Polypeptidkette jedoch daran, bestimmte Stellungen einzunehmen und lassen
nur bestimmte Mengen von Ramachandranwinkeln zu, die in einem sogenannten Ramachandranplot
dargestellt werden. Solche Plots sind beispielsweise in der öffentlich zugänglichen Proteindatenbank
(www.rcsb.org) zu nden.
Bestimmte dieser erlaubten Winkelpaare sind besonders bevorzugt bzw. führen zu besonders stabilen
Konformationen, weil sich bei diesen eine Stellung der Peptidgruppen zueinander ergibt, in der sich eine
große Anzahl Wasserstoffbrückenbindungen zwischen der NH-Gruppe einer und der CO-Gruppe einer
anderen Peptidgruppe ausbilden können. Eine solche Kombination mit φ = −57◦ und ψ = −47◦ führt
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Abbildung 11.1: Denition von ψ und φ. ψ beschreibt Rotationen um die Cα−C Einfachbindung, φ
solche um die Cα−N Einfachbindung. In einer vollständig gestreckten Polypeptidkette betragen ψ und
φ 180◦.
beispielsweise zu einer α-Helix, bei der Wasserstoffbrückenbindungen zwischen übereinanderliegenden
Peptidgruppen derselben Kette in der Helix eingegangen werden. Mit φ = −120◦ und ψ = 110◦ ergibt
sich das parallele β-Faltblatt, bei der zwei Ketten nebeneinander so liegen, dass zwischen benachbarten
Ketten möglichst viele Wasserstoffbrückenbindungen entstehen.
11.5 Wechselwirkungsenergie zwischen Dipolen und Quadrupolen
Im folgenden wird die elektrostatische Wechselwirkung zwischen zwei Zuständen in zwei verschiedenen
Gruppen durch eine Wechselwirkung zwischen den elektrischen Dipol- und Quadrupolmomenten ihrer
Ladungsdichteverteilungen approximiert.
11.5.1 Multipolentwicklung des Potentials einer Ladungsdichteverteilung
Für das Potential Φ(~r) einer Ladungsdichteverteilung ρ(~r ′) an einem Punkt~r gilt
Φ(~r) =
Z ρ(~r′)
|~r−~r′|d
3r′ (11.13)
Die Ladungsdichteverteilung sei um einen Punkt ~r0 herum angesiedelt, und der Punkt ~r, für den das
Potential berechnet werden soll, bende sich außerhalb der Ladungsdichteverteilung. Ziel der folgenden
Taylorentwicklung ist es, das Potential der Ladungsdichteverteilung durch das Potential einer Anzahl
von sogenannten Multipolen zu approximieren, die am Punkt~r0 plaziert werden.
Der Term 1|~r−~r′| wird um den Punkt~r0 nach Potenzen von~r
′entwickelt:
1
|~r−~r′| =
1
|~r−~r0| +
3
∑
k=1
(x′k− x0k)
∂
∂x′k
1
|~r−~r′| |x′k=x0k
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+
1
2
3
∑
k,l
(x′k− x0k)(x′l− x0l)
∂
∂x′k
∂
∂x′l
1
|~r−~r′| |x′k=x0k,x′l=x0l +...
Führt man die partiellen Differentiationen aus:
∂
∂x′k
1
|~r−~r′| |x′k=x0k=−
1
2
2(xk− x′k)
|~r−~r′|3 |x′k=x0k=−
x− x0k
|~r−~r0|3 e
∂
∂x′l
∂
∂x′k
1
|~r−~r′| |x′k=x0k,x′l=x0l =−
δkl |~r−~r0|3 + 32 |~r−~r0|2(x− x0k)(x− x0l)
|~r−~r0|6
= 3(x− x0k)(x− x0l)|~r−~r0|5 −δkl
1
|~r−~r0|3
und setzt die Entwicklung in Gl.11.13 ein, so ergibt sich:
Φ(~r) =
q
|~r−~r0| −
~µ · (~r−~r0)
|~r−~r0|3 +
1
2
3
∑
k,l=1
Qkl (xk− x0k)(xl− x0l)|~r−~r0|5 + ..., (11.14)
wobei die Ladung q, das Dipolmoment~µ und das Quadrupolmoment Qkl deniert werden als:
q =
Z
ρ(~r′)d3r′
~µ =
Z
ρ(~r′)(~r′−~r0)d3r′
Qkl =
Z
ρ(~r′)3(x′k− x0k)(x′l− x0l)− (r′−~r0)δi j)d3r′ (11.15)
Für den Quadrupoltensor mit den Komponenten Qkl , der im folgenden auch mit ←→Q symbolisiert wird,
gilt offensichtlich Sp(←→Q ) = ∑3i=1 Qii = 0 . Da er mit Qkl = Qlk symmetrisch ist, kann er mit 5 unabhän-
gigen Zahlen festgelegt werden.
11.5.2 Eine Ladungsdichteverteilung in einem äußeren Potential
Für die Coulombsche Energie V einer Ladungsdichteverteilung ρ in einem äußeren Potential Φa gilt:
V =
Z
ρ(~r)Φa(~r)d3r (11.16)
Das äußere Potential wird mit einer Taylorreihe um ein Entwicklungszentrum~r0 innerhalb der Ladungs-
dichteverteilung genähert:
Φa(~r) = Φa(~r0 +~r′) = Φa(~r0)+
3
∑
k=1
∂Φa(~r)
∂xk
|xk=x0k (x′k− x0k)
+
1
2
3
∑
k,l=1
∂2Φa(~r)
∂xk∂xl
|xk=x0k ,xl=x0l (x′k− x0k)(x′l− x0l) ...
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Setzt man die Entwicklung in Gl.11.16 ein, so ergibt sich mit ~E(~r0) =−gradΦa(~r0) für die Coulombsche
Energie:
V =
Z
ρ(~r)Φa(~r)d3r
=
Z
ρ(~r0 +~r′)Φa(~r0 +~r′)d3r′
=
Z
ρ(~r0 +~r′)Φa(~r0 +~r′)d3r′
=
Z
ρ(~r0 +~r′)Φa(~r0)d3r′+
3
∑
k=1
Z
ρ(~r0 +~r′)
∂Φa(~r)
∂xk
|xk=x0k (x′k− x0k)d3r′
+
1
2
3
∑
k,l=1
Z
ρ(~r0 +~r′)
∂2Φa(~r)
∂xk∂xl
|xk=x0k,xl=x0l (x′k− x0k)(x′l− x0l)d3r′+ ...
V = qΦa(~r0)−~µ ·~Ea(~r0)− 12
3
∑
k,l=1
Q′kl
∂Eal (~r0)
∂xk
|xk=x0k +... (11.17)
mit dem Tensor der zweiten Momente
Q′kl =
Z
ρ(~r′)(x′k− x0k)(x′l− x0l)d3r′
Der Tensor Q′kl der zweiten Momente der Ladungsdichteverteilung ist mit dem Quadrupolmoment
←→Q
verwandt und wird in dem DFT Programm TURBOMOLE auch als Quadrupolmoment ausgegeben.←→Q stellt sich nach Gl.11.15 als das Dreifache des Tensors der zweiten Momente dar vermindert um
das Raumintegral der mit dem Quadrat des Abstands multiplizierten Ladungsdichteverteilung ρ(~r). Will
man Gl.11.17 mit dem Quadrupolmoment statt dem Tensor der zweiten Momente schreiben, so ist also
ein Drittel des Quadrupoltensors einzusetzen. Der zweite Term des Quadrupoltensors verschwindet, da
er mit dem Faktor grad ~Ea = ∆Φa(~r) = ρa(~r) = 0 multipliziert wird. ∆Φa(~r) = 0 gilt innerhalb der
Ladungsdichteverteilung ρ(~r), denn nach Voraussetzung soll die äußere Ladungsdichteverteilung, die
das Potential Φa erzeugt, sich nicht mit der Ladungsdichteverteilung ρ(~r) überlappen. Somit schreibt
sich Gl.11.17 mit dem Quadrupolmoment ←→Q :
V = qΦ(~r0)−~µ ·~E(~r0)− 16
3
∑
k,l=1
Qkl ∂El(~r0)∂xk + ... (11.18)
Im folgenden werden die einzelnen Wechselwirkungsbeiträge zwischen den Dipol- und Quadrupolmo-
menten zweier Ladungsdichteverteilungen aufgeführt:
11.5.2.1 Dipol im Dipolfeld
Der Dipol~µa der äußeren Ladungsdichteverteilung besitzt am Entwicklungszentrum~r der Ladungsdich-
teverteilung ρ nach Gl.11.14 das Potential
φa(~r) =
~µa ·~r
r3
(11.19)
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und erzeugt das elektrische Feld:
~Ea(~r) =−gradφa(~r) =−grad(~µ
a ·~r
r3
) =
3~r(~µa ·~r)−~µar2
r5
(11.20)
Das Dipolmoment~µ der Ladungsdichteverteilung besitzt in diesem Dipolfeld nach Gl.11.17 die Energie
VDD =−~µ ·~Ea(~r0) = (~µ ·~µ
a)r2−3(~µ ·~r)(~µa ·~r)
r5
mit r = |~r|. Dieser Energiebeitrag aus der Dipol-Dipolkopplung wird in der Matrixmethode auch der
Kirkwood-Term genannt.
11.5.2.2 Quadrupol im Dipolfeld
Der Energiebeitrag des Quadrupolmoments ←→Q der Gruppe in einem äußeren Potential, das von dem
Dipol~µa erzeugt wird, ergibt sich nach Gl.11.18 als Summe von Produkten der einzelnen Quadrupol-
komponenten mit den verschiedenen Gradienten des Dipolfeldes Gl.11.20:
VQD =−16
3
∑
k,l=1
Qkl
Eal (~r)
∂xk
=−16
←→Q :←−−−→∇Ea(~r) (11.21)
Je näher die äußere Gruppe liegt, desto größere Feldgradienten sind zu erwarten. Nun werden die Gra-
dienten aller drei Komponenten des äußeren Dipolfeldes in jeweils allen drei Richtungen gebildet:
∂Eax (~r)
∂x
=
∂
∂x
(
3x(µax x+µayy+µaz z)−µax(x2 + y2 + z2)
(x2 + y2 + z2)5/2
)
=
3~µa ·~r +6xµax
r5
− 15x
2(~µa ·~r)
r7
∂Eax (~r)
∂y
=
3xµay +3yµax
r5
− 15xy(~µ
a ·~r)
r7
∂Eax (~r)
∂z
=
3xµaz +3zµax
r5
− 15xz(~µ
a ·~r)
r7
Für die Ableitungen der anderen Komponenten müssen entsprechende Indizes vertauscht werden. Die
Feldgradienten werden in Gl.11.21 eingesetzt:
VQD =−16{Qxx
∂Eax
∂x
+Qyy
∂Eay
∂y
+Qzz ∂E
a
z
∂z
+
+Qxy(∂E
a
x
∂y
+
∂Eay
∂x
)+Qxz(∂E
a
x
∂z
+
∂Eaz
∂x
)+Qyz(
∂Eay
∂z
+
∂Eaz
∂y
)]
VQD =−16 [(
3~µa ·~r +6xµax
r5
− 15x
2(~µa ·~r)
r7
)Qxx +(
3~µa ·~r +6yµay
r5
− 15y
2(~µa ·~r)
r7
)Qyy
+(
3~µa ·~r +6zµay
r5
− 15z
2(~µa ·~r)
r7
)Qzz +(
6xµay +6yµax
r5
− 30xy(~µ
a ·~r)
r7
)Qxy
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+(
6xµaz +6zµax
r5
− 30xz(~µ
a ·~r)
r7
)Qxz +(
6yµaz +6zµay
r5
− 30yz(~µ
a ·~r)
r7
)Qyz}
Benutzt man nun noch, dass Sp←→Q = 0 gilt, so vereinfacht sich der Ausdruck zu
VQD = (
−xµax
r5
+
2.5x2(~µa ·~r)
r7
)Qxx +(
−yµay
r5
+
2.5y2(~µa ·~r)
r7
)Qyy
+(
−zµay
r5
+
2.5z2(~µa ·~r)
r7
)Qzz +(
−xµay− yµax
r5
+
5xy(~µa ·~r)
r7
)Qxy
+(
−xµaz − zµax
r5
+
5xz(~µa ·~r)
r7
)Qxz +(
−yµaz − zµay
r5
+
5yz(~µa ·~r)
r7
)Qyz
In Tensor und Vektorschreibweise stellt sich dieser Ausdruck auch noch kürzer als
VQD =−12
2~µat ·←→Q ·~r−5(~µa ·~r)(~rt ·←→Q ·~r)
r7
(11.22)
dar, wobei~r einen Spaltenvektor und~rt einen Zeilenvektor darstellen.
11.5.2.3 Dipol im Quadrupolfeld
Die Energie VDQ des Dipols~µ im Feld des Quadrupols←→Qa muss aus Symmetriegründen dieselbe sein wie
die Energie des Quadrupols←→Qa im Feld des Dipols~µ. Denn nähert man zwei Ladungsdichteverteilungen
aus dem Unendlichen, wo die Wechselwirkungsenergie zu null gesetzt wird, bis auf den Abstand, für
den man die Energie berechnen will, so spielt es keine Rolle, ob man den Dipol im Feld des ruhenden
Quadrupols an den Quadrupol annähert oder den Quadrupol im Feld des ruhenden Dipols an den Dipol
heranführt, denn die Kräfte und damit auch die Energieänderungen sind aufgrund von ’actio’=’reactio’
in beiden Fällen während des Annäherungsprozesses gleich.
Damit kann die Formel Gl.11.22 verwendet werden, nur müssen der Dipol ~µa durch den Dipol~µ und der
Quadrupol←→Q durch den Quadrupol ←→Qa ersetzt werden.
Um diese Vereinfachung und Gl.11.22 zu überprüfen, wird die Energie des Dipols~µ im Feld des Quadru-
pols ←→Qa auch direkt errechnet: Zur Berechnung der Energie des Dipols nach Gl.11.17 muss das äußere
Feld bekannt sein. Das Feld des Quadrupols ergibt sich aus dem Gradienten des Quadrupolpotentials zu
~Ea(~r) =−grad{1
2
3
∑
k,l=1
Qakl
xkxl
r5
}=−grad{1
2
(~rt ·←→Qa ·~r)
r5
}
zu ∣∣∣∣∣∣∣
Eax (~r)
Eay (~r)
Eaz (~r)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
− 12{Qaxx[ 2xr5 − 5x
3
r7 ]+Qayy−5xy
2
r7 +Qazz−5xz
2
r7 +2Qaxy[ yr5 −
5x2y
r7 ]+2Qaxz[ zr5 − 5x
2z
r7 ]+2Qayz−5xyzr7 }
− 12{Qaxx −5yx
2
r7 +Qayy[ 2yr5 −
5y3
r7 ]+Qazz−5yz
2
r7 +2Qaxy[ xr5 −
5xy2
r7 ]+2Qaxz−5xyzr7 +2Qayz[ zr5 −
5y2z
r7 ]}
− 12{Qaxx−5zx
2
r7 +Qayy−5zy
2
r7 +Qazz[ 2zr5 − 5z
3
r7 ]+2Qaxy−5xyzr7 +2Qaxz[ xr5 − 5xz
2
r7 ]+2Qayz[ yr5 − 5yz
2
r7 ]}
∣∣∣∣∣∣∣
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oder kurz:
~Ea(~r) =−1
2
flQa ·~r +~rt · flQa−5~r(~rt · flQa ·~r)
r7
Die Energie des Dipols~µ der Gruppe im Feld des Quadrupols der äußeren Gruppe wird nach Gl.11.18
bestimmt, indem das Quadrupolfeld an einem Ort ~r innerhalb der Ladungsdichteverteilung skalar mit
dem Dipolmoment der Gruppe multipliziert wird:
VDQ =−~µ ·~Ea(~r) =−µxEax (~r)−µyEay (~r)−µzEaz (~r)
= Qaxx{
xµx
r5
− 2.5x
2(~µ ·~r)
r7
}+Qayy{
yµy
r5
− 2.5y
2(~µ ·~r)
r7
}+Qazz{
zµz
r5
− 2.5z
2(~µ ·~r)
r7
}
+Qaxy{
µxy+µyx
r5
− 5xy(~µ ·~r)
r7
}+Qaxz{
µxz+µzx
r5
− 5xz(~µ ·~r)
r7
}+Qayz{
µyz+µzy
r5
− 5yz(~µ ·~r)
r7
}
VDQ =−12
2~µ ·←→Qa ·~r−5(~µ ·~r)(~r ·←→Qa ·~r)
r7
Die Formel für die Energie ist dieselbe wie Gl.11.22, was zu zeigen war.
11.5.2.4 Quadrupol im Quadrupolfeld
Um die Energie des Quadrupols der Gruppe i im Quadrupolfeld der äußeren Gruppe zu berechnen, müs-
sen wie oben die Gradienten der drei Komponenten des Quadrupolfeldes in jeweils allen drei Richtungen
berechnet werden. Die Ableitungen werden mit dem Programm MATHEMATICA vorgenommen. Die
Gradienten des Feldes des äußeren Quadrupols ←→Qa werden dann mit dem Quadrupol ←→Q nach Gl.11.17
multipliziert. Die Ausdrücke erstrecken sich auf mehrere Seiten und werden darum hier nicht aufgeführt.
11.6 Erstellte Programme
11.6.1 Programm MatrixRep
Alle Programme sind in der Hochsprache GNU-Octave (John W. Eaton) geschrieben worden, die ins-
besondere zum schnellen numerischen Lösen linearer und nichtlinearer Probleme entwickelt wurde.
Octave ist frei erhältlich (www.octave.org) und läuft unter Linux und mittlerweile (2006) auch unter
Windows.
Das Programm MatrixRep ist das Hauptprogramm zur Erstellung von CD-Spektren nach der Matrix-
methode. Es ist darauf zugeschnitten, dass an den Gruppen TDDFT-Rechnungen mit dem Programm
Turbomole4.1 oder Gaussian03 ausgeführt worden sind, und kann die Outputles dieser Programme
direkt lesen. Die Wechselwirkung zwischen den Gruppen wird mit Hilfe der Übergangsdipol- und -
quadrupolmomente, die aus den Outpules gelesen werden, bestimmt. Da in den Outputles keine Zwi-
schenübergangsmomente angegeben sind, wird der Einuss des Mischens der Zustände innerhalb der
Gruppen unter dem Einuss der umliegenden Gruppen vernachlässigt. Als Grundzustand des Moleküls
wird das Produkt der Grundzustände aller Gruppen angesetzt.
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Start
Vor der Rechnung müssen ein Steuerle bzw. ’*.stf’-File und ein Koordinatenle bzw. ’*.fmt’-File er-
stellt und im Ordner ’Daten’ abgelegt werden. Die Files entsprechen in ihrem Format den MATMAC
Inputles. In dem Ordner sind auch die Files abgelegt, mit denen in der Doktorarbeit gerechnet wurde.
Die Turbomole- oder Gaussianoutputles der Rechnungen an den Gruppen müssen sich im Order ’Tur-
bomole’ bzw. ’Gaussian’ benden.
Nach der Installation von Octave öffnet man eine Shell und gibt ’octave’ ein. Nun sind alle Befehle der
Sprache verfügbar. Programme mit der Endung ’*.m’ werden durch die Eingabe des Programmnamens
gestartet. Bevor das Hauptprogramm ’MatrixRep’ gestartet wird, editiert man es mit einem Texteditor
und fügt die benötigten Filenamen bzw. Steuerparameter des Moleküls dort ein. Die Bedeutung der
Parameter wird im Listung erklärt.
Unterprogramme bzw. Funktionsaufrufe
matrixMu: Matrixerstellung mit Hilfe von Dipol- und Quadrupolmomenten
multipol: Wechselwirkungsenergie zwischen Dipol- und Quadrupolmomenten
StfLesen: Einlesen des Steuerles (MATMAC Format)
TurboLesen: Einlesen eines Turbomole4.1 "*.ESC" Files
GaussLesen: Einlesen eines Gaussian03 "*.out" Files
Drehtrans: Erstellung der Transformationsmatrix Gruppe -> Molekülsystem
Spektrum: Diagonalisierung der Matrix und Erstellung des CD-Spektrums
Inputfiles
’*.stf’: Steuerle im MATMAC Format im Ordner ’Daten’
’*.fmt’: Atomkoordinatenle im MATMAC Format im Ordner ’Daten’
’*.ESC’: Outputle einer Turbomole4.1 TDDFT-Rechnung im Ordner ’Turbomole’
’*.out’: Outputle einer Gaussian03 TDDFT-Rechnung im Ordner ’Gaussian’
Ouput
data: Rotationsstärken und Wellenlängen
datar: CD-Spektrum in def. Wellenlängenbereich, auch als Plot
dataa: Absorptionsspektrum
diA/maA: elektrische/magnetische Übergangsmomente der Gruppen im Molekülkoordinatensysten
eneu/mneu: elektrische/magnetische Übergangsmomente des Moleküls nach Diagonalisierung
A: Wechselwirkungsmatrix der Matrixmethode
urA: Koordinaten der Gruppenzentren im Molekülkoordinatensystem
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11.6.2 Inpufiles
Im folgenden sind als Beispiel die ’*.stf’ und ’*.fmt’ Inputles für eine Rechnung an dem β-Hexapeptid
gezeigt. Die Files haben das Format der MATMAC Inputles. Von der ersten Zeile werden nur die beiden
ersten Werte eingelesen: Die Gesamtanzahl der Gruppen und die Anzahl der verschiedenen Gruppen.
Der Name des ’Monopolesatzes’ entspricht dem Namen des Outputles der Turbomole oder Gaussian
Rechnung und bedeutet hier, dass unter anderem die Dipol- und Quadrupolübergangsmomente einge-
lesen werden. Es folgt in der nächsten Zeile die Zahl der Übergänge, die berücksichtigt werden sollen,
dann kommt eine Zeile, die die Typen der Gruppen kennzeichnet. Die nächste Zeile gibt die Zahl der
Atome an, die in dem Molekül in die Rechnung eingehen und der letzte Zahlenblock gibt an, welche
Atome aus dem ’*.fmt’ File berücksichtigt werden sollen. Das ’*.fmt’ File enthält die Koordinaten der
Atome des Moleküls, wobei jedes Atom mit drei hintereinander stehenden Zahlen, der x,y und z Koor-
dinate einbezogen ist.
Der weitere Input wird in dem Programm MatRep vorgenommen, das dazu mit einem Texteditor bear-
beitet werden kann. Die einzelnen Parameter sind in dem Listing erklärt.
Ein Beispiel für ein ’*.stf’ File
# NOGRP NOTYP NOCONF MDPRN NTINO NGRND NBILD NORIG MDREAD NSULF NOR-
DER
4 1 1 0 0 0 1 1 0 0 0
# FAKTOR ZUR UMRECHNUNG DER EINGELESEN KOOR. AUF ANGSTROEM
1.000000
# NAMEN DER MONOPOLSAETZE
-MeCONHMe-
# ZAHL DER UEBERGAENGE
3
#TYP DER GRUPPEN
1 1 1 1
#MCODE
12
1 2 3 4 5 6 7 8
9 10 11 12
Ein Beispiel für ein ’*.fmt’ Inputfile
fmt-le 314Hex
-1.405 1.708 3.198 -1.042 -1.206 3.337 -0.995 -1.304 1.094 0.873 -2.370 -0.131 2.330 -1.055 1.295
2.310 -0.529 -0.889 2.661 1.878 -1.439 1.098 2.209 0.384 0.409 2.826 -1.660 -1.971 2.375 -2.224 -
1.591 0.238 -1.154 -1.847 0.209 -3.380
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11.6.3 Listings
Hauptprogramm: MatrixRep
#
# Die Berechnung der Matrix und der Rotationsstärken erfolgt wie im Programm MATMAC.
# (MATrixMethodeAaChen, erstellt in derselben Arbeitsgruppe). Abweichend von diesem
# Programm erfolgt die Transformation der Gruppenparameter in das Molekülkoordinatensystem
# und die Berechnung der Wechselwirkungsterme mit Hilfe der Dipol- und Quadrupolmomente.
# Nicht berücksichtigt werden die Auswirkungen von Zwischenübergangsmomenten
# und die Störung des Grundzustands.
#
# Die Gruppenparamter - Dipol- und Quadrupolübergangsmomente, Energien und Koordinaten -
# werden aus Turbomole "*.ESC" oder Gaussian "*.out" Outputles eingelesen
# Die Files sollten in den Ordnern "Turbomole" und Gaussian" abgelegt sein.
#
# Das Steuerle ("*.stf"-File) und Molekülkoordinatenle ("*.fmt"-File) werden
# in demselben Format wie für das MATMAC- Programm eingelesen.
# Die Files sind in dem Ordner "Daten" abgelegt.
#
#
# Variablen und Flags:
#
# lmin/lmax: Kleinste/größte im Spektrum dargestellte Wellenlänge.
# nlambda: Anzahl der Wellenlängen innerhalb lmin-lmax, für die der CD berechnet wird.
# halb: Halbwertsbreite der Gaußkurven, mit der die Rotationsstärken multipliziert werden.
# momu=0/1: Matrixberechnung mit Multipolen/Monopolen.
# kirk=0/1: Wechselwirkungsberechnung mit Dipolen und Quadrupolen / nur mit Dipolen.
# mag=1/0: Berückssichtigung des intrinsischen magnetischen Moments der Gruppen: ja/nein.
# npi=0/1: Berücksichtigung der npi* Übergänge nein/ja.
#
clear; hold on;lmin=170;lmax=250;nlambda=250;halb=10;momu=0;kirk=0;mag=1;npi=0;
#
#
# Input: Stf-File und Fmt-File #
stfle="gly2";fmtle="gly2";
#
# Unterprogramm: Stf-File einlesen
#
# Eingelesene Variablen:
# ngr: Anzahl der Gruppen im Molekül, nty: Anzahl der verschiedenen Gruppentypen
# dft=0/1: Turbomole/Gaussian Inputle, grname(i): Name der Gruppe i, i=1..nty
# dispmax(i) : Anzahl der Übergänge, die in Gruppe i berücksichtigt werden
# fmtgr(i): Typ der i.ten Gruppe im Molekül, i=1..ngr; fmtnatom: Anzahl der Atome
# fmtcode(i): Atomkoordinatennummern, denen im Fmt-File Koordinaten zugeordnet werden
[ngr,nty,dft,grname,dispmax,fmtgr,fmtnatom,fmtcode]=StfLesen(stfle,npi);
#
# Unterprogramm: Erstellung der Wechselwirkungsmatrix aus Multipolen
#
# Zurückgegebene Variablen:
# A Wechelwirkungsmatrix, diA/maA/urA/qdA: In das Molekül transformierte
# Dipol-/magnetische-/Quadrupolmomente/Zentren aller Gruppen
[A,diA,maA,urA,qdA]=matrixMu(stfle,kirk,mag,ngr,nty,dft,grname,dispmax,npi,fmtle,fmtgr,
fmtnatom,fmtcode);
#
le=strcat(stfle,fmtle);
#
# Unterprogramm: Matrixdiagonalisierung, Berechnung und Plot des Spektrums
#
# Zurückgegebene Variablen
# laA: Wellenlängen der Rotationsstärken, rot: Rotationsstärken
#eneu/mneu: elektrische/magnetische Übergangsmomente des Moleküls nach Diagonalisierung
# datar: CD-Spektrum, dataa: Absoptionssprektrum
[s,laA,rot,rotalt,eneu,mneu,datar,dataa]=Spektrum(le,momu,kirk,mag,npi,ngr,fmtgr,dispmax,A,
diA,maA,lmax,lmin,nlambda,halb);
data=[laA’,rot’*3]; save data data; save datar datar
end
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Funktion ’StfLesen’
#
function [ngr,nty,dft,grname,dispmax,fmtgr,fmtnatom,fmtcode]=StfLesen(stfle,npi)
#
# Unterprogramm zum Einlesen des Stf-Steuerles
#
# ˆbergeben wird:
# stfle: Name des Steuerles
# npi=0/1: Einlesen der npi* Übergänge nein/ja
#
#
# Aus dem Steuerle eingelesene Variablen:
# ngr: Anzahl der Gruppen im Molekül
# nty: Anzahl der verschiedenen Gruppentypen
# dft=0/1: Turbomole/Gaussian Inputle
# grname(i): Name der Gruppentypen, i=1..nty
# dispmax(i) : Anzahl der Übergänge, die in Gruppe i berücksichtigt werden
# fmtgr(i): Typ der i.ten Gruppe im Molekül, i=1..ngr
# fmtnatom: Anzahl der Atome
# fmtcode(i): Atomkoordinatennummern, denen im Fmt-File Koordinaten zugeordnet werden
#
#
#
stf=fopen(strcat("./Daten/",stfle,".stf"),"r");
s=fscanf(stf,"%s","C");
if s=="#"
fgetl(stf);
endif
ngr=fscanf(stf,"%d","C");
nty=fscanf(stf,"%d","C");
fscanf(stf,"%d","C");
fscanf(stf,"%d","C");
dft=fscanf(stf,"%d","C");
#
#
while strcmp(fgetl(stf),"# NAMEN DER MONOPOLSAETZE")==0
endwhile
grname="";
for i=1:nty
name=fscanf(stf,"%s","C");
grname=strcat(grname,name);
endfor
grname=substr(grname,2,rindex(grname,"-")-2)
grname=split(grname,"")
#
#
while strcmp(fscanf(stf,"%s","C"),"UEBERGAENGE")==0
endwhile
for i=1:nty
dispmax(i)=fscanf(stf,"%d",1);
if npi==1
dispmax(i)=dispmax(i)*2;
endif
endfor
#
#
while strcmp(fscanf(stf,"%s","C"),"GRUPPEN")==0
endwhile
for i=1:ngr
fmtgr(i)=fscanf(stf,"%d",1);
endfor
#
#
while strcmp(fgetl(stf),"#MCODE")==0
endwhile
fmtnatom=fscanf(stf,"%d",1);
for i=1:fmtnatom
fmtcode(i)=fscanf(stf,"%d",1);
endfor
#
#
fclose(stf)
endfunction
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Funktion ’GaussLesen’
function [nato,qx,qy,qz,mq,la,f,dx,dy,dz,mx,my,mz,q1,q2,q3,q4,q5,q6]=GaussLesen(le,dispmax,npi)
#
# Input
# Gesamtanzahl von Atomen: maxatom, le: DFTle in ursprünglicher ESC Form
# dispmax: Anzahl der zu lesenden Übergänge
#
# Output
# qx,qy,qz: Die Koordinaten der Atome bis zu den h Atomen (von au in Angström umgerechnet)
# nato: Anzahl der eingelesenen Atome, dx,dy,dz: Komponenten der Dipolmomente
# q1,q2,q3,q4,q5,q6: Komponenten der Quadrupolmomente
#
#
while rindex(le," ")>0
le=substr(le,1,rindex(le," ")-1);
endwhile
le=strcat("./Gaussian/",le,".LOG")
dft=fopen(le,"r");debye=2.54177;bohr=0.529177;bmag=2;
max=50;qx(max)=0;qy(max)=0;qz(max)=0;mq(max)=0;i=2;
#
while strcmp(fgetl(dft)," Standard orientation: \r")==0
endwhile
fgetl(dft);fgetl(dft);fgetl(dft);fgetl(dft);atom(i)=0;
fscanf(dft,"%f",1);mq(i)=fscanf(dft,"%f",1);fscanf(dft,"%f",1);
qx(i)=fscanf(dft,"%f",1);qy(i)=fscanf(dft,"%f",1);qz(i)=fscanf(dft,"%f",1);
while(length(fscanf(dft,"%s","C")) != 69)
atom=fscanf(dft,"%f",1);
fscanf(dft,"%f",1);
if atom == 1
fscanf(dft,"%f",1);fscanf(dft,"%f",1);fscanf(dft,"%f",1);
continue
else
i++;mq(i)=atom;
qx(i)=fscanf(dft,"%f",1);qy(i)=fscanf(dft,"%f",1);qz(i)=fscanf(dft,"%f",1);
endif
endwhile
nato=i;
#
while strcmp(fgetl(dft)," Ground to excited state Transition electric dipole moments (Au):\r")==0
endwhile
fgetl(dft);
for i=1:dispmax
fscanf(dft,"%f",1);
dx(i)=fscanf(dft,"%f",1)*debye;dy(i)=fscanf(dft,"%f",1)*debye;dz(i)=fscanf(dft,"%f",1)*debye;
f(i)=fscanf(dft,"%f",1);
endfor
#
while strcmp(fgetl(dft)," Ground to excited state transition magnetic dipole Moments (Au):\r")==0
endwhile
#
fgetl(dft);
for i=1:dispmax
fscanf(dft,"%f",1);
mx(i)=-fscanf(dft,"%f",1)/1;my(i)=-fscanf(dft,"%f",1)/1;mz(i)=-fscanf(dft,"%f",1)/1;
endfor
#
while strcmp(fgetl(dft)," cgs (10**-40 erg-esu-cm/Gauss)\r")==0
endwhile
#
fgetl(dft);
for i=1:dispmax
fscanf(dft,"%f",1);fscanf(dft,"%f",1);fscanf(dft,"%f",1);fscanf(dft,"%f",1);
f(i)=fscanf(dft,"%f",1)*1.08/100;
endfor
#
for i=1:dispmax
while strcmp(fscanf(dft,"%s","C"),"Excited")==0
endwhile
fscanf(dft,"%s","C");fscanf(dft,"%s","C");fscanf(dft,"%s","C");fscanf(dft,"%s","C");
fscanf(dft,"%s","C");la(i)=1e7/fscanf(dft,"%f",1);
endfor
#
q1(dispmax)=0;q2(dispmax)=0;q3(dispmax)=0;q4(dispmax)=0;q5(dispmax)=0;q6(dispmax)=0;
endfunction
KAPITEL 11. ANHANG 108
Funktion ’TurboLesen’
function [natom,qx,qy,qz,mq,la,f,dx,dy,dz,mx,my,mz,q1,q2,q3,q4,q5,q6]=TurboLesen(le,dispmax,npi)
#
# Unterprogramm zum Einlesen des Turbomole-Outputles
#
# Input
# Gesamtanzahl von Atomen: maxatom, le: DFTle in ursprünglicher ESC Form
# dispmax: Anzahl der zu lesenden Übergänge
#
# Output
# qx,qy,qz: Die Koordinaten der Atome bis zu den h Atomen (von au in Angström umgerechnet)
# natom: Anzahl Atome, dx,dy,dz; q1,q2,q3,q4,q5,q6: Dipol-, Quadrupolmomente
#
while rindex(le," ")>0
le=substr(le,1,rindex(le," ")-1);
endwhile
le=strcat("./Turbomole/",le,".ESC");dft=fopen(le,"r");
debye=2.54177;bohr=0.529177;bmag=274;max=50;qx(max)=0;qy(max)=0;qz(max)=0;mq(max)=0;
#
while strcmp(fgetl(dft)," atomic coordinates atom shells charge pseudo isotop")==0
endwhile
atom="";r(3)=0;
for i=1:2
qx(i)=fscanf(dft,"%f",1)*bohr;qy(i)=fscanf(dft,"%f",1)*bohr;qz(i)=fscanf(dft,"%f",1)*bohr;
atom=fscanf(dft,"%s","C");fscanf(dft,"%s","C");mq(i)=fscanf(dft,"%f",1);fgetl(dft);
endfor
while strcmp(atom,"h")==0
i++;
qx(i)=fscanf(dft,"%f",1)*bohr;qy(i)=fscanf(dft,"%f",1)*bohr;qz(i)=fscanf(dft,"%f",1)*bohr;
atom=fscanf(dft,"%s","C");fscanf(dft,"%s","C");mq(i)=fscanf(dft,"%f",1);fgetl(dft);
endwhile
natom=i-1;
# Nur für Peptide
if 1==0
natom=3;
endif
if npi==1
dispmax=dispmax/2;
endif
for i=1:dispmax
while strcmp(fscanf(dft,"%s","C"),"cm^(-1):")==0
endwhile
la(i)=fscanf(dft,"%f",1);
while strcmp(fscanf(dft,"%s","C"),"representation:")==0
endwhile
f(i)=fscanf(dft,"%f",1);
while strcmp(fgetl(dft)," Electric transition dipole moment (velocity rep.):")==0
endwhile
fscanf(dft,"%s","C");
dx(i)=fscanf(dft,"%f",1)*debye;
while (fscanf(dft,"%s","C") != "y")
endwhile
dy(i)=fscanf(dft,"%f",1)*debye;
while fscanf(dft,"%s","C") != "z"
endwhile
dz(i)=fscanf(dft,"%f",1)*debye;
while strcmp(fgetl(dft)," Magnetic transition dipole moment / i:")==0
endwhile
while fscanf(dft,"%s","C") != "x"
endwhile
mx(i)=fscanf(dft,"%f",1)*bmag;
while fscanf(dft,"%s","C") != "y"
endwhile
my(i)=fscanf(dft,"%f",1)*bmag;
while fscanf(dft,"%s","C") != "z"
endwhile
mz(i)=fscanf(dft,"%f",1)*bmag;
while strcmp(fgetl(dft)," Electric quadrupole transition moment:")==0
endwhile
while fscanf(dft,"%s","C") != "xx"
endwhile
q1(i)=fscanf(dft,"%f",1)*debye*bohr;
while fscanf(dft,"%s","C") != "yy"
endwhile
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q4(i)=fscanf(dft,"%f",1)*debye*bohr; fgetl(dft);
while fscanf(dft,"%s","C") != "zz"
endwhile
q6(i)=fscanf(dft,"%f",1)*debye*bohr;
while fscanf(dft,"%s","C") != "xy"
endwhile
q2(i)=fscanf(dft,"%f",1)*debye*bohr;
while fscanf(dft,"%s","C") != "xz"
endwhile
q3(i)=fscanf(dft,"%f",1)*debye*bohr;
fgetl(dft);
while fscanf(dft,"%s","C") != "yz"
endwhile
q5(i)=fscanf(dft,"%f",1)*debye*bohr;
endfor
if npi==1
while strcmp(fgetl(dft)," Excitation is electric quadrupole allowed")==0
endwhile
for i=dispmax+1:2*dispmax
while strcmp(fscanf(dft,"%s","C"),"cm^(-1):")==0
endwhile
la(i)=fscanf(dft,"%f",1);
while strcmp(fscanf(dft,"%s","C"),"representation:")==0
endwhile
f(i)=fscanf(dft,"%f",1);
while strcmp(fgetl(dft)," Electric transition dipole moment (velocity rep.):")==0
endwhile
fscanf(dft,"%s","C");
dx(i)=fscanf(dft,"%f",1)*debye;
while (fscanf(dft,"%s","C") != "y")
endwhile
dy(i)=fscanf(dft,"%f",1)*debye;
while fscanf(dft,"%s","C") != "z"
endwhile
dz(i)=fscanf(dft,"%f",1)*debye;
while strcmp(fgetl(dft)," Magnetic transition dipole moment / i:")==0
endwhile
while fscanf(dft,"%s","C") != "x"
endwhile
mx(i)=fscanf(dft,"%f",1)*bmag;
while fscanf(dft,"%s","C") != "y"
endwhile
my(i)=fscanf(dft,"%f",1)*bmag;
while fscanf(dft,"%s","C") != "z"
endwhile
mz(i)=fscanf(dft,"%f",1)*bmag;
while strcmp(fgetl(dft)," Electric quadrupole transition moment:")==0
endwhile
while fscanf(dft,"%s","C") != "xx"
endwhile
q1(i)=fscanf(dft,"%f",1)*debye*bohr;
while fscanf(dft,"%s","C") != "yy"
endwhile
q4(i)=fscanf(dft,"%f",1)*debye*bohr;
fgetl(dft);
while fscanf(dft,"%s","C") != "zz"
endwhile
q6(i)=fscanf(dft,"%f",1)*debye*bohr;
while fscanf(dft,"%s","C") != "xy"
endwhile
q2(i)=fscanf(dft,"%f",1)*debye*bohr;
while fscanf(dft,"%s","C") != "xz"
endwhile
q3(i)=fscanf(dft,"%f",1)*debye*bohr;
fgetl(dft);
while fscanf(dft,"%s","C") != "yz"
endwhile
q5(i)=fscanf(dft,"%f",1)*debye*bohr;
endfor
dispmax=2*dispmax;
endif
endfunction
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Funktion ’matrixMu’
#
function [A,diA,maA,urA,qdA]=matrixMu(le,kirk,mag,ngr,nty,dft,grname,dispmax,npi,fmtle,fmtgr
,fmtnatom,fmtcode)
# Matrixerstellung mit Übergangsdipol- und -quadrupolmomenten #
# Vorgehen: Zunächst werden die Momente und Atomkoordinaten der Turbomole/Gaussian DFT Files
zu den verschiedenen Gruppentypen eingelesen. Dann werden alle Gruppen (A) gemäß der Reihenfolge
fmtgr(i) abgeklappert. Für eine Gruppe werden die Atomkoordinaten eingelesen aus dem fmt-File, damit
werden Ursprung und Transformationsmatrix berechnet. Dann werden alle Übergänge dieses Gruppen-
typ abgeklappert und es werden die Momente di(dispmax), ma(dispmax), qd(dispmax) transformiert mit
Ursprung und Drehmatrix. Dann werden auf die gleiche Weise alle Gruppen (B) abgeklappert, und es
wird zu deren Übergängen jeweils das Wechselwirkungsmatrixelement mit den Übergängen der Gruppe
A berechnet. Zum Schluss werden die Diagonalelemente der Matrix berechnet. #
# Parameter aus MATMAC: kenergie: Faktor Wechselwirkungsenergie, kkramer: Faktor intrinsisches
magnetisches Moment. #
kenergie=5036;kkramer=3.3879e-6;zwisch=0;qda(3,3)=0;qdb(3,3)=0;
# Einlesen der Koordinaten aller Atome #
fmt=fopen(strcat("./Daten/",fmtle, ".fmt"),"r");
fgetl(fmt);
for i=1:fmtnatom
fmtkoo(i,:)=[fscanf(fmt,"%f",1),fscanf(fmt,"%f",1),fscanf(fmt,"%f",1)];
endfor
fclose(fmt)
# Unterprogrammaufruf Einlesen der Atome und Momente der Gruppen aus Gaussian oder Turbomole
Outputles. Übergebene Variablen: grname(i): Name der Gruppe (Gaussian/Turbomolename), npi=0/1
Einlesen mit/ohne npi* Übergänge #
for i=1:nty
if dft==2[natom(i),qx(i,:),qy(i,:),qz(i,:),mq(i,:),la(i,:),f(i,:),dx(i,:),dy(i,:),dz(i,:),mx(i,:),my(i,:),mz(i,:),q1(i,:),q2(i,:),
q3(i,:),q4(i,:),q5(i,:),q6(i,:)]=GaussLesen(grname(i,:),dispmax(i),npi);
else[natom(i),qx(i,:),qy(i,:),qz(i,:),mq(i,:),la(i,:),f(i,:),dx(i,:),dy(i,:),dz(i,:),mx(i,:),my(i,:),mz(i,:),q1(i,:),q2(i,:),
q3(i,:),q4(i,:),q5(i,:),q6(i,:)]=TurboLesen(grname(i,:),dispmax(i),npi);
endif
endfor
# Erstellung der Wechselwirkungsmatrix: Nichtdiagonalelemente. Summe über alle Gruppen #
fmta=0;
for ngra=1:ngr
typa=fmtgr(ngra);
# Einlesen der Gruppenatome in der Helix #
for i=1:natom(typa)
zkoor(i,:)=fmtkoo(fmtcode(fmta+i),:);
endfor
fmta=fmta+natom(typa);
# Unterprogrammaufruf Ursprung und Drehmatrix für die Momente der Gruppe in die Helix #
qkoor=[qx(typa,:)’,qy(typa,:)’,qz(typa,:)’];
[ura,Ta]=DrehTrans(typa,grname(typa,:),natom,zkoor,qkoor,mq);
# Summe über alle einzelnen Übergänge Gruppe a #
for dispa=1:dispmax(typa)
# Drehung des elektr. u. magn. Dipolmoments, Übergang dispa #
d=[dx(typa,dispa),dy(typa,dispa),dz(typa,dispa)];
m=[mx(typa,dispa),my(typa,dispa),mz(typa,dispa)];
dia=(Ta*d’)’;
mgr=(Ta*m’)’;
if kirk==0
# Umrechnung des Tensors der 2.Momente in den Quadrupoltensor #
tracea=q1(typa,dispa)+q4(typa,dispa)+q6(typa,dispa);
qda(1,1)=q1(typa,dispa)-tracea/3;qda(1,2)=q2(typa,dispa); qda(1,3)=q3(typa,dispa);
qda(2,1)=qda(1,2);qda(2,2)=q4(typa,dispa)-tracea/3;qda(2,3)=q5(typa,dispa);
qda(3,1)=qda(1,3);qda(3,2)=qda(2,3);qda(3,3)=q6(typa,dispa)-tracea/3;
qda=3*qda; qdaa=qda;
# Transformation des Quadrupoltensors in das Helixsystem #
qda=Ta*qda*inv(Ta);
endif
# Momente in Oszillatorreihenfolge abspeichern #
diA((ngra-1)*dispmax(typa)+dispa,:)=dia;
urA((ngra-1)*dispmax(typa)+dispa,:)=ura;
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# Zusammengesetztes magnetisches Moment (Gruppe plus Molekül) #
maA((ngra-1)*dispmax(typa)+dispa,:)=mag*mgr+kkramer*la(typa,dispa)*cross(ura,dia);
# Umspeicherung des Tensors der 2.Momente #
qdA((ngra-1)*dispmax(typa)+dispa,1)=qda(1,1);
qdA((ngra-1)*dispmax(typa)+dispa,2)=qda(1,2);
qdA((ngra-1)*dispmax(typa)+dispa,3)=qda(1,3);
qdA((ngra-1)*dispmax(typa)+dispa,4)=qda(2,2);
qdA((ngra-1)*dispmax(typa)+dispa,5)=qda(2,3);
# Wechselwirkung mit allen Gruppen b>a #
fmtb=fmta;
for ngrb=ngra+1:ngr
typb=fmtgr(ngrb);
# Einlesen der Gruppenatome in der Helix #
for i=1:natom(typb)
zkoor(i,:)=fmtkoo(fmtcode(i+fmtb),:);
endfor
fmtb=fmtb+natom(typb);
# Ursprung und Drehmatrix für die Momente der Gruppe in die Helix #
qkoor=[qx(typb,:)’,qy(typb,:)’,qz(typb,:)’];
[urb,Tb]=DrehTrans(typb,grname(typb,:),natom,zkoor,qkoor,mq);
# Summe über alle einzelnen Übergänge Gruppe b #
for dispb=1:dispmax(typb)
# Drehung des elektrischen und intrinsischen magnetischen Moments #
d=[dx(typb,dispb),dy(typb,dispb),dz(typb,dispb)];
m=[mx(typb,dispb),my(typb,dispb),mz(typb,dispb)];
dib=(Tb*d’)’;
if kirk==0
# Umrechnung des Tensors der 2.Momente in den Quadrupoltensor #
traceb=q1(typb,dispb)+q4(typb,dispb)+q6(typb,dispb);
qdb(1,1)=q1(typb,dispb)-traceb/3;qdb(1,2)=q2(typb,dispb);qdb(1,3)=q3(typb,dispb);
qdb(2,1)=qdb(1,2);qdb(2,2)=q4(typb,dispb)-traceb/3;qdb(2,3)=q5(typb,dispb);
qdb(3,1)=qdb(1,3);qdb(3,2)=qdb(2,3);qdb(3,3)=q6(typb,dispb)-traceb/3;qdb=3*qdb;qdbb=qdb;
# Transformation des Quadrupoltensors in das Helixsystem #
qdb=Tb*qdb*inv(Tb);
endif
# Matrixelement DipolDipolwechselwirkung #
re=urb-ura; rr=sumsq(re);
if kirk==1
ww=((dib*dia’)*rr-3*(dia*re’)*(dib*re’))/rr^(5/2);
endif
# Unterprogrammaufruf Matrixelement Dipol und Quadrupolwechselwirkung #
if kirk==0
ww=multipol(re,dia,dib,qda,qdb);
endif
# Besetzung des Matrixelements #
ww=ww*kenergie;
A((ngra-1)*dispmax(typa)+dispa,(ngrb-1)*dispmax(typb)+dispb)=ww;
A((ngrb-1)*dispmax(typb)+dispb,(ngra-1)*dispmax(typa)+dispa)=ww;
endfor
endfor
endfor
endfor
# Diagonalelemente, Energieeigenwerte #
for ngra=0:ngr-1
typa=fmtgr(ngra+1);
for dispa=1:dispmax(typa)
A(ngra*dispmax(typa)+dispa,ngra*dispmax(typa)+dispa)=la(typa,dispa);
endfor
endfor
endfunction
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Funktion ’multipol’
function ww=multipol(r,dia,dib,qda,qdb)
#
# Berechnung der Wechselwirkungsenergie aus Dipol- und Quadrupolmomenten
#
# Input
# Abstand r, Dipolmomentvektoren dia, dib und Quadrupolmomenttensoren qda, qdb
#
x=r(1);y=r(2);z=r(3);rr=sumsq(r);
#
#
# Q und D sind die Quellen, q und d die Problemultipole
#
Dx=dia(1);Dy=dia(2);Dz=dia(3);
Qxx=qda(1,1);Qyy=qda(2,2);
Qxy=0.5*(qda(1,2)+qda(2,1));
Qxz=0.5*(qda(1,3)+qda(3,1));
Qyz=0.5*(qda(2,3)+qda(3,2));
dx=dib(1);dy=dib(2);dz=dib(3);
qxx=qdb(1,1);qyy=qdb(2,2);
qxy=0.5*(qdb(1,2)+qdb(2,1));
qxz=0.5*(qdb(1,3)+qdb(3,1));
qyz=0.5*(qdb(2,3)+qdb(3,2));
#
# Wechselwirkungsenergie der Multipole
#
ww=- 0.5/rr^(15/2)*(6.0*x*y*Dx*dy*rr^5 - 2.0*Dy*dy*rr^6-
2.0*Dz*dz*rr^6 -
2.0*Dx*dx*rr^6 + 6.0*x*y*Dy*dx*rr^5 + 6.0*x*z*Dx*dz*rr^5 + 6.0*x*z*Dz*dx*rr^5 +
6.0*y*z*Dy*dz*rr^5 + 6.0*y*z*Dz*dy*rr^5 - 2.0*x*dx*Qxx*rr^5 - 2.0*x*dy*Qxy*rr^5
- 2.0*y*dx*Qxy*rr^5 - 2.0*x*dz*Qxz*rr^5 - 2.0*y*dy*Qyy*rr^5 - 2.0*z*dx*Qxz*rr^5
+ 2.0*z*dz*Qxx*rr^5 - 2.0*y*dz*Qyz*rr^5 - 2.0*z*dy*Qyz*rr^5 + 2.0*z*dz*Qyy*rr^5
+ 10.0*x*y*z*dx*Qyz*rr^4 + 10.0*x*y*z*dy*Qxz*rr^4 + 10.0*x*y*z*dz*Qxy*rr^4 +
6.0*x^2*Dx*dx*rr^5 + 6.0*y^2*Dy*dy*rr^5 + 6.0*z^2*Dz*dz*rr^5 + 5.0*x^3*dx*Qxx*rr^4 +
5.0*y^3*dy*Qyy*rr^4 - 5.0*z^3*dz*Qxx*rr^4 - 5.0*z^3*dz*Qyy*rr^4 - 5.0*x*z^2*dx*Qxx*rr^4
+ 10.0*x^2*y*dx*Qxy*rr^4 + 5.0*x^2*y*dy*Qxx*rr^4 + 5.0*x*y^2*dx*Qyy*rr^4
+ 10.0*x*y^2*dy*Qxy*rr^4 - 5.0*x*z^2*dx*Qyy*rr^4 - 5.0*y*z^2*dy*Qxx*rr^4 +
10.0*x^2*z*dx*Qxz*rr^4 + 5.0*x^2*z*dz*Qxx*rr^4 + 10.0*x*z^2*dz*Qxz*rr^4 -
5.0*y*z^2*dy*Qyy*rr^4 + 10.0*y^2*z*dy*Qyz*rr^4 + 5.0*y^2*z*dz*Qyy*rr^4 +
10.0*y*z^2*dz*Qyz*rr^4) - 1/3*qxy*(3*x*Dy/rr^(5/2) + 3*y*Dx/rr^(5/2) - 1.0*Qxy/rr^(5/2) -
15*x*y*(x*Dx + y*Dy + z*Dz)/rr^(7/2) + 5*y/rr^(7/2)*(1.0*x*Qxx + 1.0*y*Qxy + 1.0*z*Qxz)
+ 5*x/rr^(7/2)*(1.0*x*Qxy + 1.0*y*Qyy + 1.0*z*Qyz) - 35*x*y/rr^(9/2)*(1.0*x*y*Qxy +
1.0*x*z*Qxz + 1.0*y*z*Qyz + 0.5*x^2*Qxx - 0.5*z^2*Qxx + 0.5*y^2*Qyy - 0.5*z^2*Qyy)) -
1/6*qxx*(6*x*Dx/rr^(5/2) - 1.0*Qxx/rr^(5/2) + 3*(x*Dx + y*Dy + z*Dz)/rr^(5/2) - 15*x^2*(x*Dx +
y*Dy + z*Dz)/rr^(7/2) + 10*x/rr^(7/2)*(1.0*x*Qxx + 1.0*y*Qxy + 1.0*z*Qxz) +
5/rr^(7/2)*(1.0*x*y*Qxy + 1.0*x*z*Qxz + 1.0*y*z*Qyz + 0.5*x^2*Qxx - 0.5*z^2*Qxx +
0.5*y^2*Qyy - 0.5*z^2*Qyy) - 35*x^2/rr^(9/2)*(1.0*x*y*Qxy + 1.0*x*z*Qxz + 1.0*y*z*Qyz
+ 0.5*x^2*Qxx - 0.5*z^2*Qxx + 0.5*y^2*Qyy - 0.5*z^2*Qyy)) - 1/6*qyy*(6*y*Dy/rr^(5/2) -
1.0*Qyy/rr^(5/2)+
3*(x*Dx + y*Dy + z*Dz)/rr^(5/2) -
15*y^2*(x*Dx + y*Dy + z*Dz)/rr^(7/2) + 10*y/rr^(7/2)*(1.0*x*Qxy + 1.0*y*Qyy + 1.0*z*Qyz) +
5/rr^(7/2)*(1.0*x*y*Qxy + 1.0*x*z*Qxz +
1.0*y*z*Qyz + 0.5*x^2*Qxx - 0.5*z^2*Qxx + 0.5*y^2*Qyy -
0.5*z^2*Qyy) - 35*y^2/rr^(9/2)*(1.0*x*y*Qxy + 1.0*x*z*Qxz + 1.0*y*z*Qyz + 0.5*x^2*Qxx
- 0.5*z^2*Qxx + 0.5*y^2*Qyy - 0.5*z^2*Qyy)) - 1/6*(- qxx - qyy)*(6*z*Dz/rr^(5/2) - (-
1.0*Qxx - 1.0*Qyy)/rr^(5/2) + 3*(x*Dx + y*Dy + z*Dz)/rr^(5/2) + 10*z*(1.0*x*Qxz -
1.0*z*Qxx + 1.0*y*Qyz - 1.0*z*Qyy)/rr^(7/2) - 15*z^2*(x*Dx + y*Dy + z*Dz)/rr^(7/2) +
5/rr^(7/2)*(1.0*x*y*Qxy + 1.0*x*z*Qxz + 1.0*y*z*Qyz + 0.5*x^2*Qxx - 0.5*z^2*Qxx +
0.5*y^2*Qyy - 0.5*z^2*Qyy) - 35*z^2/rr^(9/2)*(1.0*x*y*Qxy + 1.0*x*z*Qxz + 1.0*y*z*Qyz
+ 0.5*x^2*Qxx - 0.5*z^2*Qxx + 0.5*y^2*Qyy - 0.5*z^2*Qyy)) - 1/3*qxz*(3*x*Dz/rr^(5/2) +
3*z*Dx/rr^(5/2) - 1.0*Qxz/rr^(5/2) - 15*x*z*(x*Dx + y*Dy + z*Dz)/rr^(7/2) + 5*x*(1.0*x*Qxz
- 1.0*z*Qxx + 1.0*y*Qyz - 1.0*z*Qyy)/rr^(7/2) + 5*z/rr^(7/2)*(1.0*x*Qxx + 1.0*y*Qxy +
1.0*z*Qxz) - 35*x*z/rr^(9/2)*(1.0*x*y*Qxy + 1.0*x*z*Qxz + 1.0*y*z*Qyz + 0.5*x^2*Qxx -
0.5*z^2*Qxx + 0.5*y^2*Qyy - 0.5*z^2*Qyy)) - 1/3*qyz*(3*y*Dz/rr^(5/2) + 3*z*Dy/rr^(5/2) -
1.0*Qyz/rr^(5/2) - 15*y*z*(x*Dx + y*Dy + z*Dz)/rr^(7/2) + 5*y*(1.0*x*Qxz - 1.0*z*Qxx
+ 1.0*y*Qyz - 1.0*z*Qyy)/rr^(7/2) + 5*z/rr^(7/2)*(1.0*x*Qxy + 1.0*y*Qyy + 1.0*z*Qyz) -
35*y*z/rr^(9/2)*(1.0*x*y*Qxy + 1.0*x*z*Qxz + 1.0*y*z*Qyz + 0.5*x^2*Qxx - 0.5*z^2*Qxx +
0.5*y^2*Qyy - 0.5*z^2*Qyy));
#
endfunction
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Funktion ’Spektrum’
#
function [lalt,laA,rot,rotalt,eneu,mneu,datar,dataa]=Spektrum(le,momu,kirk,mag,npi,ngr,fmtgr,dispmax,A,diA,maA,lmax,lmin,nlambda,halb);
#
#
# Unterprogramm zur Berechnung der Rotationsstärken und des Spektrums
# aus der Matrix nach der Matrixmethode mit konstanten Halbwertsbreiten
#
# Matrixdiagonalisierung
# v Matrix mit den Eigenvektoren als Spalten
# s Matrix mit den Eigenwerten als Diagonalelementen
#[v,s]=eig(A);
#
# Die neuen elektrischen und magnetischen Übergangsmomente
#
eneu =v’*diA;mneu=v’*maA;
#
#Berechnung der Rotationsstärken
#
for n=1:rows(A)
#
# Die alten und neuen Wellenlängen
#
lalt(n)=1e7/A(n,n); laA(n)=1e7/s(n,n);
#
# Die Rotationsstärke und Dipolstärke
#
rot(n)=eneu(n,:)*mneu(n,:)’; abs(n)=eneu(n,:)*eneu(n,:)’;
#
endfor
#
# Plot des Spektrums
#
well=(lmin:(lmax-lmin)/nlambda:lmax)’;
achsen(1)=lmin; achsen(2)=lmax;
#
for nwell=1:length(well)
rotspec(nwell)=0; absspec(nwell)=0;
for k=1:length(rot)
wl=laA(k); wlalt=lalt(k);
#
rotspec(nwell)=rotspec(nwell)+rot(k)*7.516*300/delta/ngr*exp(-((well(nwell)-wl)/delta)^2);
#
absspec(nwell)=absspec(nwell)+abs(k)*7.516*300/delta/ngr*exp(-((well(nwell)-wl)/delta)^2);
endfor
endfor
#
datar=[well,rotspec’*3]; dataa=[well,absspec’];data=[laA,rot*2000];
dataabs=[laA,abs];
#
xlabel(" Wellenlaenge in nm"); ylabel(" Theta(deg*cm*cm/dmol)");
gset xzeroaxis; gset term x11; gure(1);
gplot [lmin:lmax] datar w lines
#
endfunction
11.6.4 Programm ’AppleNCO’
Das Programm (im Ordner /Applequist) ist ebenso wie ’MatrixRep’ in der Hochsprache ’Octave’ ge-
schrieben. Es berechnet das CD-Spektrum eines beliebigen Polypeptids nach dem Applequistschen
Dipole-Interaction Model. Es erkennt in der Molekülstruktur automatisch die Peptidbindungen (NCO)
und ordnet ihnen und den anderen Atomen des Moleküls die Applequistschen Parameter zu.
Den erkannten Peptidbindungen wird jeweils ein Oszillator mit frequenzabhängiger Polarisierbarkeit
zugeordnet. Zusätzlich werden ihnen ein frequenzunabhängiger Polarisierbarkeitstensor und weiterhin
allen Atomen isotrope frequenzunabhängige Polarisierbarkeiten zugeordnet. Die Paramter werden zu
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Beginn des Programms nach dem Applequistschen Parametersatz von 1979 festgelegt, können natür-
lich auch mit einem anderen Satz von Werten belegt werden. Die Bedeutung aller Parameter wird im
Programmlisting erklärt und ˜nderungen können dort eingetragen werden.
Input
’*.pdb’-File: Molekülstruktur (Protein Data Bank Format)
’*.xyz’-File: Molekülstruktur (Konvertierung z.B. mit ’babel’)
Output
datar: CD-Spektrum, auch als Plot
dataa: Absorptionspektrum, auch als Plot
A: Wechselwirkungsmatrix (Diagonalelemente frequenzabhängig)
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Programm ’AppleNCO’
#
# Das Programm benötigt ein xyz und ein pdb Koordinatenle
# und erkennt mit Hilfe des pdb les automatisch die NCO Peptidbindungen
# Das pdb-le sollte direkt mit den Atomen beginnen
# Das xyz File direkt nach dem nmax Wert
#
#
# Inputles #
xyz=fopen("gly4.xyz","r");
pdb=fopen("gly4.pdb","r");
#
#
# Applequist 1979 Parameter
#
# Wellenlaenge, Oszillatorenstärke, Winkel, Halbwertsbreite des dispersiven
# pipi* Oszillators
1;clear;clearplot;hold on;
ldisp=170.3;f0=0.196;PhiPi=21.5;
#
# Polarisierbarkeisttensor NCO Bindung
PolNCO1=1.96;PolNCO2=0.76;PolNCO3=2.58;PhiNCO=52.3;
#
# Atompolarisierbarkeiten
PolC=0.878;PolN=0.52;PolO=0.46;PolHN=0.161;PolH=0.135;
#
#
# Wellenlängenbereich und Zahl der berechneten Wellelängen
lmin=160;lmax=260;nlambda=40;
# H Atome mit/nicht mit berücksichtigen: Hatom=1/0
Hatom=1;
#
#
#
well=(1e7/lmin:1e7/nlambda*(1/lmax-1/lmin):1e7/lmax)’;
wellmax=1e7/ldisp;
achsen(1)=lmin;
achsen(2)=lmax;
nco=0;
#
#
nmax=fscanf(xyz,"%d");
fscanf(pdb,"%s",9);
r1=8*pi^2/6909/nmax*6.023e-4;
r2=32*pi^3/6909/nmax*6.023e-9/2;
#
#
#Einlesen aller Daten
#
for n=1:nmax
#
#pdb le
fscanf(pdb,"%s",1);
fscanf(pdb,"%f",1);
atom(n)=fscanf(pdb,"%s",1);
fscanf(pdb,"%s",1);
fscanf(pdb,"%d",1);
dist(n)=fscanf(pdb,"%f",1);
gamm(n)=fscanf(pdb,"%f",1);
dieder(n)=fscanf(pdb,"%f",1);
fscanf(pdb,"%f",1);
fscanf(pdb,"%f",1);
#
#
#xyz le
at=fscanf(xyz,"%s",1);
dispko(n,1)=fscanf(xyz,"%f",1);
dispko(n,2)=fscanf(xyz,"%f",1);
dispko(n,3)=fscanf(xyz,"%f",1);
#
endfor
#
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# Nun noch die übrigen Connect Angaben des pdb Files
for n=1:nmax+1
test=fscanf(pdb,"%s",1);
k=1;
while (isalpha(test)==0)
atomconnect(n-1,k)=str2num(test);
test=fscanf(pdb,"%s",1);
k++;
endwhile
#
endfor
#
#
# Scan nach den O-Atomen, dann nach den weiteren NC Atom
#
for n=1:nmax
#
if (atom(n)=="O")
#
# Falls mehr als ein Atom anliegt, fällt O aus
if (atomconnect(n,3)==0)
#
# Nummer des anliegenden C-Atoms, Test auf C
c=atomconnect(n,2);
#
if atom(c)=="C"
#
# Nummern der drei an das C-Atom gebundenen Atome
x1=atomconnect(c,2);
x2=atomconnect(c,3);
x3=atomconnect(c,4);
if (x1==0)|(x2==0)|(x3==0)
continue;
endif
#
#
# Wenn N-Atom gefunden, Koordinatenvergabe, Atomnummerspeicher, Ende
if atom(x1)=="N"
nco=nco+1;
N(nco,:)=dispko(x1,:);
dispko(x1,:)=[-1,-1,-1];
C(nco,:)=dispko(c,:);
dispko(c,:)=[-1,-1,-1];
O(nco,:)=dispko(n,:);
dispko(n,:)=[-1,-1,-1];
endif
if atom(x2)=="N"
nco=nco+1;
N(nco,:)=dispko(x2,:);
dispko(x2,:)=[-1,-1,-1];
C(nco,:)=dispko(c,:);
dispko(c,:)=[-1,-1,-1];
O(nco,:)=dispko(n,:);
dispko(n,:)=[-1,-1,-1];
endif
if atom(x3)=="N"
nco=nco+1;
N(nco,:)=dispko(x3,:);
dispko(x3,:)=[-1,-1,-1];
C(nco,:)=dispko(c,:);
dispko(c,:)=[-1,-1,-1];
O(nco,:)=dispko(n,:);
dispko(n,:)=[-1,-1,-1];
endif
#
endif
endif
endif
endfor
#
fclose(xyz)
fclose(pdb)
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# Jetzt, nachdem die NCO Bindungen erkannt sind,
# werden die 4 NCO Oszillatoren festgelegt
for n=1:nco
#
# Zuerst kommt der dispersive pi-pi* Oszillator
r(4*n-3,:)=N(n,:)+0.5*(C(n,:)-N(n,:));
d=cross(O(n,:)-C(n,:),N(n,:)-C(n,:));
d=d/sqrt(sumsq(d));
e(4*n-3,:)=dreh(d,-PhiPi,C(n,:)-N(n,:));
e(4*n-3,:)=e(4*n-3,:)/sqrt(sumsq(e(4*n-3,:)));
a(4*n-3)=1;
#
# Jetzt kommt die anisotrope Core Polarizability NCO
r(4*n-2,:)=r(4*n-3,:);
e(4*n-2,:)=dreh(d,-PhiNCO,C(n,:)-N(n,:));
e(4*n-2,:)=e(4*n-2,:)/sqrt(sumsq(e(4*n-2,:)));
a(4*n-2)=PolNCO1;
#
r(4*n-1,:)=r(4*n-3,:);
e(4*n-1,:)=dreh(d,-PhiNCO-90.0,C(n,:)-N(n,:));
e(4*n-1,:)=e(4*n-1,:)/sqrt(sumsq(e(4*n-1,:)));
a(4*n-1)=PolNCO2;
#
r(4*n,:)=r(4*n-3,:);
e(4*n,:)=d;
a(4*n)=PolNCO3;
#
endfor
#
#
#Jetzt kommen alle anderen isotropen Oszilltoren
#
nn=4*nco+1;
for n=1:nmax
if (dispko(n,:)==[-1,-1,-1])
continue;
endif
r(nn,:)=dispko(n,:);
e(nn,:)=[1,0,0];
r(nn+1,:)=dispko(n,:);
e(nn+1,:)=[0,1,0];
r(nn+2,:)=dispko(n,:);
e(nn+2,:)=[0,0,1];
#
if (atom(n)=="C")
a(nn:nn+2)=PolC;
endif
#
if (atom(n)=="N")
a(nn:nn+2)=PolN;
endif
#
if (atom(n)=="O")
a(nn:nn+2)=PolO;
endif
#
if (atom(n)=="H")
if Hatom==0
continue;
endif
if (atom(atomconnect(n,2))=="N")
a(nn:nn+2)=PolHN;
#
# Distanz neu justieren
nko=atomconnect(n,2);NHko=dispko(n,:)-dispko(nko,:);
r(nn,:)=dispko(nko,:)+NHko/sqrt(sumsq(NHko))*1.095;
r(nn+1,:)=r(nn,:);
r(nn+2,:)=r(nn,:);
endif
endif
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nn=nn+3;
endfor
#
# Nun sind alle Oszilltoren erkannt
nosz=nn-1;
#
# Wechselwirkungsmatrix mit nichtdispersiven Polarisierbarkeiten
A(1:nosz,1:nosz)=0;
for l=1:nosz
for k=1:nosz
if (l == k)
A(k,k)=1/a(k);
continue;
endif
#
#Abstand der Oszillatoren
rr=sqrt(sumsq(r(l,:)-r(k,:)));
if (rr==0)
continue;
endif
re=(r(l,:)-r(k,:))/rr;
#
#Matrixelement DipolDipolwechselwirkung
A(l,k)=(e(l,:)*e(k,:)’-3*(e(l,:)*re’)*(e(k,:)*re’))/rr^3;
#
endfor
endfor
#
# Spektrum
# Für alle Wellenlängen wird die Polarisierbarkeit des
# frequenzabhämgigen Peptidoszillators jeweils in die Matrix
# eingesetzt. Dann wird die Matrix invertiert und es werden die
# Rotationsstärke und Dipolstärke berechnet
#
for nwell=1:length(well)
#
# Frequenzabhängige Polarisierbarkeit einsetzen
for ni=1:nco
n=(ni-1)*4+1;
A(n,n)=(wellmax^2-well(nwell)^2+i*well(nwell)*gamma)*4.67e-11/f0;
endfor
#
# Matrixinversion
B=inv(A);
#
# Gesamtpolarisierbarkeit und optische Rotation
ages(nwell)=0;arot(nwell)=0;
for k=1:nosz
for l=1:nosz
#
es=e(k,:)*e(l,:)’;ages(nwell)=ages(nwell)+B(k,l)*es;
#
# Optische Rotation
ek=cross(e(k,:),e(l,:));arot(nwell)=arot(nwell)+B(k,l)*(ek*(r(k,:)-r(l,:))’);
endfor
endfor
#
abspec(nwell)=-well(nwell)*imag(ages(nwell))*r1;
rotspec(nwell)=-well(nwell)^2*imag(arot(nwell))*r2;
endfor
#
# Output
for nwell=1:length(well)
well(nwell)=1e7/well(nwell);
endfor
datar=[well,rotspec];
gure(1);
gset term x11
dataa=[well,abspec];gplot dataa;gplot datar;
end
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