In this article, we are concerned with a class of non-differentiable minimax fractional programming problems and their higher-order dual model. Weak, strong and converse duality theorems are discussed involving generalized higher-order type I functions. The presented results extend some previously known results on non-differentiable minimax fractional programming.
Introduction
In nonlinear optimization, problems, where minimization and maximization process are performed together, are called minimax (minmax) problems. Frequently, problems of this type arise in many areas like game theory, Chebychev approximation, economics, financial planning and facility location [] .
The optimization problems in which the objective function is a ratio of two functions are commonly known as fractional programming problems. In the past few years, many authors have shown interest in the field of minimax fractional programming problems. Schmittendorf [] first developed necessary and sufficient optimality conditions for a minimax programming problem. Tanimoto [] applied the necessary conditions in [] to formulate a dual problem and discussed the duality results, which were extended to a fractional analogue of the problem considered in [, ] by several authors [-]. Liu [] proposed the second-order duality theorems for a minimax programming problem under generalized second-order B-invex functions. Husain et al. [] formulated two types of second-order dual models for minimax fractional programming and derived weak, strong and converse duality theorems under η-convexity assumptions.
Ahmad et al.
[] and Husain et al.
[] discussed the second-order duality results for the following non-differentiable minimax programming problem:
where Y is a compact subset of 
Preliminaries
The problem to be considered in the present analysis is the following non-differentiable minimax fractional problem:
where Y is a compact subset of
ferentiable functions. B and C are n × n positive semidefinite symmetric matrices. It is assumed that for each (
≤ } denote the set of all feasible solutions of (NP). Any point
where
Since f and g are continuously differentiable and Y is compact in R l , it follows that for each x * ∈ X , Y (x * ) = ∅, and for anyȳ i ∈ Y (x * ), we have
Lemma . (Generalized Schwarz inequality) Let A be a positive-semidefinite matrix of order n. Then, for all x, w ∈ R n ,
The equality Ax = ξ Aw holds for some ξ ≥ .
Let F be a sublinear functional, and let
(ii) F(x,x; βa) = βF (x,x; a), ∀β ∈ R, β ≥ , and ∀a ∈ R n .
From (ii), it is clear that F(x,x; ) = .
In the above definition, if
then we say that (ψ, g j ) is higher-order (F , α, ρ, d)-strictly pseudoquasi-type I atx.
If the functions f , g and h in problem (NP) are continuously differentiable with respect to x ∈ R n , then Liu [] derived the following necessary conditions for optimality of (NP).
Theorem . (Necessary conditions) If x
* is a solution of (NP) satisfying x * T Bx * > , x * T Cx * > , and ∇h j (x * ), j ∈ J(x * ) are linearly independent, then there exist (s, t * ,ỹ) ∈ S(x * ),
In the above theorem, both matrices B and C are positive semidefinite. If either x * T Bx * or x * T Cx * is zero, then the functions involved in the objective function of problem (NP) are not differentiable. To derive these necessary conditions under this situation, for (s, t * ,ỹ) ∈ S(x * ), we define Uỹ x * = {u ∈ R n : u t ∇h j x * ≤ , j ∈ J x * satisfying one of the following conditions:
If in addition, we insert Uỹ(x * ) = ø, then the results of Theorem . still hold. #ARTICLE_URL_DISPLAY_TEXT_FOR_STAMPED_PDF
Higher-order non-differentiable fractional duality
In this section, we consider the following dual problem to (NP):
, the set L(s, t,ỹ) = ∅, then we define the supremum over it to be ∞. Let x and (z, μ, λ, s, t, v, w,ỹ, p) be feasible solutions of (NP) and (ND), respectively. Suppose that
Theorem . (Weak duality)
Proof Suppose to the contrary that
It follows from t i ≥ , i = , , . . . , s, that
with at least one strict inequality, since t = (t  , t  , . . . , t s ) = . Taking summation over i and using
It follows from the generalized Schwarz inequality and (.) that
By the feasibility of x for (NP) and μ ≥ , we obtain
The above inequality with (.) gives
From (.) and (.), we have
Also, from (.), we have 
