Abstract-The rapid development of multichannel optical imaging sensors has led to increased utilization of hyperspectral data for remote sensing. For classification of hyperspectral data, an informative training set is necessary for ensuring robust performance. However, in remote sensing and other image analysis applications, labeled samples are often difficult, expensive, and time-consuming to obtain. This makes active learning (AL) an important part of an image analysis framework-AL aims to efficiently build a representative and efficient library of training samples that are most informative for the underlying classification task. This paper proposes an AL framework that leverages from superpixels. A spatialspectral AL method is proposed that integrates spatial and spectral features extracted from superpixels in an AL framework. The experiments with an urban land cover classification and a wetland vegetation mapping task show that the proposed method has faster convergence and superior performance as compared to state of the art approaches. Additionally, our proposed framework has a key additional benefit in that it is able to identify and quantify feature importance-the resulting insights can be highly valuable to various remote sensing image analysis tasks.
I. INTRODUCTION

W
ITH the development of remote sensing technology, enormous quantities of data can be obtained from satellite, airborne, and ground-based sensors. The basic goal of classification for remote sensing is to assign labels to different objects in an image according to their spectral and spatial information. In practical scenarios, during hyperspectral image collection, only the spectral information for each pixel can be acquired, whereas the label information is often manually acquired by experts. The process of annotation is time consuming, tedious, and often costly. As a result, in recent years, researchers have focused on development of active learning (AL) methods for classification of remote sensing data. AL systems attempt to reduce the labeling cost by only asking the oracle (typically a human annotator) to label the most "informative" samples [1] . In this way, AL aims to achieve the best possible classification performance using as few labeled samples as possible. AL approaches have been widely used in remote sensing community for years [2] - [5] . In [2] , a batch-mode AL approach is proposed for classification of remote sensing images, in which the query strategy takes into account both sample uncertainty and diversity. In [3] , several view generation methods are introduced for multiview AL for hyperspectral image classification. In [4] , AL techniques are developed for domain adaptation with remote sensing imagery. In [5] , AL and semisupervised learning are used in a collaborative way such that more unlabeled samples can be inducted to improve the classification performance. In [6] and [7] , the authors provide a comprehensive overview of AL as applied to remote sensing. Recently, AL approaches that use both spectral and spatial information in hyperspectral images have gained increasing attention. Based on how the spatial information is inducted, these AL approaches can be roughly divided into three groups. In preprocessing/postprocessing-based approaches, either the spatial-spectral features are fed into the AL systems or the spatial segmentation results are used to regularize the classification map [8] - [10] . Unlike the first scheme, integrated approaches exploit the spatial information by designing spatialrelated criteria such that the query samples are informative in both spatial and spectral sense [11] - [13] . In the last category of AL approaches, spatial information is used to determine the actual labeling cost by considering the traveling distance and route network [14] - [16] . All these works have shown that using spatial information in hyperspectral image is an effective way to improve the efficiency of AL systems.
Superpixel segmentation is commonly used in color image processing as an approach to oversegment images for efficient downstream processing. It reduces the complexity of images substantially by grouping similar pixels together and enables efficient spatial-spectral classification [17] by incorporating local spatial information. In a previous work, we have shown that superpixels coupled with information fusion strategies are very effective at capturing spatial contextual information from remotely sensed hyperspectral images [17] , and that they outperformed window-based approaches to the extraction of spatial information. Mean shift [18] , Felzenswalb and Huttenlocher (FH) [19], watershed [20] , and entropy-rate superpixel [21] are popular graph-based superpixel segmentation methods. Mean shift has tolerance to the local variations; whereas FH and watershed are very computationally efficient. Generally, superpixels produced by the first three methods have large variations in terms of size and shape, some of which cover multiple objects [22] , [23] . NCuts was proposed by Ren and Malik [24] to address the irregular size and shape problem, but it has a very high computational complexity. Compared to the first three segmentation algorithms, entropy-rate superpixel segmentation has the advantage of producing superpixels that have compact shape and similar size. We hence utilized it as the segmentation method in this paper.
In this paper, we propose to leverage the spatial contextual information provided by superpixels for effective AL with hyperspectral images. Specifically, the object-specific features (e.g., texture) are extracted using superpixels as data-specific adaptive windows. We note that in [25] , an adaptive windowing strategy was employed utilizing a hierarchical segmentation method (HSeg). This was utilized in a multiview AL framework in [26] , wherein the spectra was partitioned into spectral subsets ("views"), similar to [27] , and spatial features (mean and standard deviation) were extracted from the windows. A maximum-disagreement metric was utilized for classification, followed by linear opinion pool based decision fusion [27] . This work represents classification at the pixel level in that the spatial features extracted from a window will likely include background pixels mixed with spectra of the pixel that is being classified.
Although there have been some prior works that have used adaptive windows to extract features [28] - [31] , the use of superpixels for this task has thus far not been studied or developed. We assert that an appropriate superpixel generation model that balances the task of over-segmentation with ensuring uniform sized super-pixels can serve as an effective analysis window focused on the target (object of interest) with very little risk of spectral corruption (mixing) with background. When we oversegment a hyperspectral image via superpixel generation, we can ensure that the boundaries of objects are preserved very well, while at the same time, each object (within the boundary) is oversegmented-these oversegmentations form our analysis windows that are based on superpixels, resulting in extraction of "pure" spatial information (cf. [17] results with hyperspectral images demonstrating the preservation of boundaries and efficacy of oversegmenting objects via superpixels, as quantified by boundary recall, undersegmentation error, and analysis accuracies). Further, because we are operating at the "level of superpixels" in that each object is oversegmented into superpixels, different from previous work that operates at the pixel level, we can classify at the superpixel level (in that each superpixel is collectively assigned a single class label), resulting in further efficiency. Finally, we note that in our framework, we deliberately utilize subspace multinomial logistic regression classifier-this has the unique potential for helping us learn feature importance in an AL framework, something that we incorporate in our proposed approach and rigorously demonstrate in this paper. Quantifying feature importance can give us unique insights on the relevance of specific spectral channels and derived features for the underlying classification task.
The remainder of this paper is arranged as follows. In Section II, we present our superpixel-based AL. In Section III, the description of data and experiment results is provided. We conclude by summarizing our results in Section IV.
II. PROPOSED METHOD
In this paper, we propose to utilize spatial information (e.g., textural features) derived from superpixels to enhance the AL process. Fig. 1 depicts the framework of the proposed superpixel-based AL algorithm. The proposed algorithm includes the following operations: first, a graph-based superpixel generation algorithm is used to oversegment the image. Then, the superpixel boundaries are used as adaptive windows for computing gray-level co-occurrence matrix (GLCM) based texture features. Next, the spatial features are fed into an AL loop for several query steps. At each iteration of the proposed AL method, the unlabeled samples are classified using a subspacebased multinomial logistic regression (MLRsub), and the informative samples are selected based on the breaking ties (BT) [32] criterion. Details about the components in the proposed framework are introduced in the remainder of this section.
In the proposed method, spatial information derived from superpixels is utilized to improve the performance of AL. In particular, GLCM features within superpixels are used as the spatial-spectral features for classification in AL process. Traditional GLCM features are extracted with fixed-size sliding windows. In order to capture the texture information for an object, the window must be smaller than the object, but large enough to include the characteristic variability of the object. Hence, choosing a proper window size is a crucial step to successfully use the GLCM features for classification. For the classification of hyperspectral images, a fixed window size typically cannot meet this criterion due to the different sizes and complex shapes of objects throughout the image. To address this problem, we propose to use superpixels as adaptive analysis windows for extracting textural features. We contend that superpixel boundaries fit the requirements for an adaptive analysis window-on the one hand, superpixels (when appropriately generated) are mostly pure, and can be set to be large enough to capture the underlying texture. On the other hand, the size and shape of superpixels are not fixed and are determined by statistical properties of the data itself; hence, it can automatically fit objects of different sizes and shapes-in fact, typically, they serve as an oversegmentation, and an object is partitioned into several superpixels of varying shapes and sizes, while preserving edges between objects.
The base classifier used to validate and demonstrate the efficacy of this framework is MLRsub [33] , [34] , which has the ability to fuse multiple features "algorithmically." Moreover, the importance of features can be efficiently measured by automatically learning weights in the expression for the posterior probability.
A. Superpixel Segmentation
Entropy-rate superpixel segmentation is a graph-based segmentation method, where an image is represented as a graph, G = (V, E), each pixel is represented as the vertex of the graph denoted by set v ij ∈ V , and pairs of pixels are connected by an edge e ij which belongs to the set E. Each edge has been assigned a weight w ij according to the similarity of the pair of pixels connected by it. For an undirected graph, the weights of edge are symmetric, i.e., w ij = w j i . Suppose that S is a complete graph, a graph partition divides the vertex set V into disjoint subsets S = {S 1 , S 2 , . . . , S K }, and K is the number of superpixel. Graph partition selects edges to connect pixels. The pixels which are not connected by selected edges are separated. A selected subset of edges A ∈ E makes the graph G = (V, A) contain K superpixels. The overall objective function is defined as
where λ is the weight of the balancing term. The entropy rate H(A) of a random walk on the graph tends to produce compact and homogeneous clusters, whereas a balancing term B(A) favors clusters with similar size and fewer clusters-we refer the readers to [21] for a detailed description of the objective function and the resulting algorithm. The objective function is submodular and monotonically increasing. It can be optimized by a Greedy algorithm [35] . In this paper, superpixels are used as an adaptive analysis window for extracting spatial features. With an effective superpixel generation algorithm, pixels within a superpixel are expected to belong to the same class. This allows us to extract spatial features from an adaptive window that represents pure spectra for that class. An example demonstrating the efficacy of superpixel generation with the University of Houston data (details of dataset are introduced in III) is shown in Fig. 2 . As we can see, boundaries of objects are well preserved, whereas each object is oversegmented into similar size superpixels. With such accurate analysis windows, we expect to extract informative and discriminative features of each object.
B. Subspace-Based Multinomial Logistic Regression
Multinomial logistic regression is widely used in hyperspectral image classification to model the posterior class distributions in a Bayesian framework, based on which a few state of the art hyperspectral image classification methods are built. The motivation for choosing MLRsub in this work as a backend classifier is as follows: 1) it can integrate multiple features without ad hoc weights (weights are determined via optimization); and 2) feature importance can be efficiently measured by the automatically learned weights in the expression for the posterior probability. 
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is a set of r (k ) -dimensional orthonormal-basis vectors for the subspace associated with classes k = 1, 2, . . . , K. By definition, the input feature vector h(x i ) consists of the projections onto the subspaces learned from the training set-this enhances the class separability and reduces the feature dimension.
In the feature fusion case, let p m (y
, ω m ) be the posterior probability associated with feature set m, m ∈ {1, 2, . . . , M}, there are M features. According to the LOGP rule in [36] , for any pixel i = 1, . . . , N,
where
is the weight parameter controlling the impact of each feature vector on the final decision probability. Substituting the MLRsub model in (2) to the LOGP framework in (3) and lettingω
Notice that (4) has the same model as the original MLRsub classifier. The combined regressorsω can be optimized by maximum a posteriori method [33] . By this fusion framework, the multiple features are integrated without the need for ad hoc weights; hence, there is a great flexibility for effective fusion of different sources of information. Moreover, from (4), it can be readily concluded that [37] , ifω
, then the feature m p is the dominant feature for classification. This way, the feature importance can be quantified, which is another motivation for choosing MLRsub as the base classifier in this paper. It should be noted that, for the parameters involved in the MLRsub algorithm, we follow the settings used in the original contribution. This is due to the reason that it is proved that MLRsub is insensitive to parameters in [33] .
C. AL for Hyperspectral Image Classification
AL aims to select the most informative samples from the unlabeled candidate data. After being labeled by an expert, these selected samples will be added into the training set. The clas- ) sifier will then be trained with the updated training set, hence, enhancing classification performance. Generally, AL strategies can be classified into different types based on the query strategy. Uncertainty sampling is commonly used with the multiclass classification. Among the unlabeled candidate set U , uncertainty sampling strategy queries the samples for which the current classifier is most uncertain in predicting the class label.
For multiclass classification problems, the uncertainty criterion is calculated according to the posterior probability of labels predicted by the current classifier. In this paper, the query strategy we use is BT, which can be defined as
whereŷ 1 andŷ 2 are respectively the first and second most probable labels for x predicted by the current classifier.
D. Spatial Features
Spatial features contain important information about the shape, size, texture, etc., from a fixed or adaptive region of the image in and around objects of interest. In hyperspectral images, the spatial context of a pixel can provide additional information, as spatial context often has information unique to the different objects. By integrating spatial information, better classification can be performed yielding more accurate results. Traditional spatial feature extraction methods include Gabor filters [38] , morphological operators [39] , wavelet decomposition [40] , and GLCM [41] .
GLCM texture measurements have been a popular method for texture extraction in remote sensing images since they were first introduced by Haralick in the 1970s [41] . Given a spatial relationship defined among pixels in a texture, the GLCM represents the joint distribution of grey-level pairs of neighbor pixels. Specifically, for various orientations, GLCM features are estimated as
where N is the number of gray levels, i is the reference pixel value, j is the neighbor pixel value, and V i,j is the number of times that the combination (i, j) or (j, i) occurs in a window for the given orientation operator. In this paper, sever GLCM features are used as described in Table I . Each feature type (collected over all spectral bands) forms a unique feature set for MLRsub based LOGP. Likewise, we created an alternate approach to generating a feature set by partitioning the electromagnetic spectrum into distinct regions, which is also described in Table I .
III. EXPERIMENTAL SETUP AND RESULTS
In this paper, two datasets, University of Houston and a wetland imagery dataset from Galveston, are used to validate the proposed method. The University of Houston dataset covers the University of Houston campus and its neighboring urban area. The hyperspectral image consists of 144 spectral bands ranging from 380 to 1050 nm with spatial resolution of 2.5 m.
There are 15 classes defined in this data. The image was segmented into superpixels with the average size of 81 pixels per superpixel. Eight classes that contain enough superpixels to perform reasonable validation studies were used for validating the proposed method. The Galveston wetland data is acquired by a Headwall hyperspectral imager. It covers a small part of wetland in Galveston by the research team in our laboratory. The hyperspectral image consists of 163 spectral bands ranging from 400 to 1000 nm with a very high spatial resolution. Analysis of such images is particularly useful in ecological studies over wetlands, and in applications such as monitoring ecological health post natural or anthropogenic disasters. There are eight classes defined in this data. The image is segmented into superpixels with an average size of 121 pixels per superpixel.
The features in this paper are defined in two ways: 1) by partitioning the wavelength spectrum into appropriate subbands. The spectral bands in the image are divided into seven groups according to the wavelength range as indicated in Table I . Each feature in this setup contains the seven GLCM features extracted from every band in its corresponding wavelength range. 2) By partitioning based on the type of GLCM features. Each GLCM feature derived from all bands is stacked to form one feature set and this process is repeated to generate the multiple feature types.
A. Superpixel-Based AL
The University of Houston dataset and Galveston wetland data are used to test the proposed superpixel-based AL method. The results of the proposed method are compared with the results of a window-based method, an entropy-based method [12] , and a pixel-level (spectral-only) method. In the window-based method, the GLCM features are calculated using a fixed window size, which is set to the average size of superpixels for each dataset. To compare the proposed method with AL methods using spatial information, we take the entropy-based query criterion introduced in [12] . In this entropy-based method, the entropy of candidate samples is calculated from the posteriors produced by the current classification model (i.e., MLRsub in this paper), and then the entropies for candidate samples that belong to the same superpixel are averaged as the entropy of the corresponding superpixel. The candidate samples within the superpixel that have the largest entropy are selected as informative samples. This entropy-based method is referred as AL-Entropy in following experimental results. It is worth noting that the spatial information is only used to facilitate querying process in the entropy method-the data used in this method is still spectral data.
For the first dataset, University of Houston, we use the same AL settings for all compared methods: 1) the initial training set contains five samples from different superpixels per class; 2) the test set contains 40 samples from different superpixels per class. For a fair comparison, we ensure that the testing samples are not covered by the superpixels which have already covered training samples and candidate samples; 3) the candidate set contains all the remaining labeled pixels. The batch size for these experiments is chosen as one, and 400 query iterations are conducted. The number of superpixel is tuned such that the average size of superpixel equals to the window size in the window-based method, which is 81 pixels for the University of Houston data. The weight of the balance term λ in (1) is set as 0.1 such that superpixels have similar size.
In following experiments, two types of feature described in Table I are used in MLRsub for the proposed method, which are referred as wavelength fusion and GLCM feature fusion, respectively. From Fig. 3 (wavelength fusion) and Fig. 4 (GLCM features fusion), it can be seen that, the proposed superpixel-based AL (AL-Superpixel) outperforms the window-based AL (ALWindow), entropy-based AL (AL-Entropy), and pixel-level AL (AL-Pixel) methods. In these two sets of experiments, the baseline methods (AL-Entropy and AL-Pixel) that only use spectral data are the same. The two methods that use the wavelength fusion scheme achieve higher accuracies and faster convergence than the two baseline methods. The GLCM features further emphasize this improvement [see Fig. 4(a) ]. The class-dependent accuracy along the querying process for all four methods is plotted in Fig. 3(b) -(e) for wavelength fusion, and Fig. 4(b) -(e) for GLCM features fusion. Tables II and III show the overall accuracy (OA) and class-dependent accuracy (CA) obtained by four methods at the last iteration. For most of classes, AL-Superpixel and AL-Window achieve higher accuracy than the two methods that use only spectral data. The proposed method significantly enhance the classification performance on difficult classes, such as "Highway" and "Parking Lot1" in this University of Houston dataset.
A similar trend was observed for the Galveston wetland dataset. The initial training set contains five samples per class, and the test set contains 60 samples per class, and the rest of the labeled data are used as candidate set. The number of query steps is set as 400, and only one sample is inducted at each step. The number of superpixel is tuned such that the average size of superpixel equals to the window size in the window-based method, which is 121 pixels for Galveston wetland data. The weight of the balance term λ in (1) is set as 0.5 such that superpixels have similar size. Figs. 5(a) and 6(a) depict the learning curves for wavelength and GLCM features fusion, respectively. The two baseline methods (AL-Entropy and AL-Pixel) are the same in these two sets of experiment. The AL-Window and ALEntropy methods achieve similar overall accuracies at the final iteration. The proposed AL-Superpixel approach can still outperform the baseline methods in both feature fusion schemes, which demonstrates the benefits of the adaptive windows provided by superpixels. Figs. 5(b) -(e) and 6(b)-(e) show how the class-dependent accuracy for each class changes through all the iterations using different AL methods. It can be found that the AL-Superpixel converges faster and has higher class accuracy for most of the classes, such as soil, spartina alterniflora, and water. Tables IV and V show the OA and CA at the last iteration obtained by all four methods, respectively. The proposed method achieved higher accuracies than the baseline methods on most of the classes.
B. Feature Importance
Feature importance can be considered as a quantitative measurement of the contribution of one or more features toward the underlying classification task. As discussed in Section II, the importance of feature m p can be measured by the weight ω
, which is learned automatically. In the following discussion, we conduct several experiments aimed at demonstrating the efficacy of our approach to quantify feature importance.
1) Feature Importance to Determine Useful Spectral Channels:
The wavelength features are defined according to the wavelength range of the visible and near-infrared spectra. All the bands are divided into seven features listed in Table I . The mean weights are calculated within each class respectively and normalized to [0 1].
The normalized feature weights of UH and Galveston wetland are shown in Tables VI and VII, respectively. Features whose weight is larger than a preset threshold are considered as dominant features for the underlying classification task. The dominant features for each class of UH with the threshold of 0.5 are shown in Table VIII . The dominant features for each class of Galveston with the threshold of 0.5 are shown in Table IX . concluded that the classification of UH data is dominated by features S 1 , S 6 , and S 7 . In other words, information from the visible and near-infrared spectra is both important for classification, which is something that we indeed expect from prior knowledge in this example. In order to further validate the measurement of feature importance by weights from MLRsub, Fisher's ratio for each feature is calculated. The normalized Fisher's ratio (range−[0 1]) is shown in Table X . Note that the three largest values for the Fisher's ratio (across all classes) come from S 1 , S 6 , and S 7 , which is consistent with the result derived from the weights of MLRsub. We note that these weights can hence be used to quantify feature importance in an online setting, as more training data can be inducted via AL. These weights can also be utilized as a query metric to induct samples that have several dominant features. Similarly, for Galveston data, seven classes are dominated by the feature S 7 , three classes are dominated by feature S 1 , and three classes are dominated by feature S 3 . Hence S 1 , S 3 , and S 7 are the dominant features for the classification of this dataset. From Table XI , it can be concluded that the three most dominant Galveston wetland are shown in Tables XII and XIII , respectively. The feature whose weight is larger than the preset threshold is considered as the dominant feature for classification. The dominant features for each class of UH with the threshold of 0.5 are shown in Table XIV . The dominant features for each class of Galveston with the threshold of 0.5 are shown in Table XV . From Table XIV , it can be found that the classification of UH data is dominated by features g 2 , g 4 , and g 6 , among which the feature g 6 is the average spectral signature, and g 2 and g 4 are two texture features. Hence, both spectral and texture features contribute to classification, which would be a further validation for the rationale behind a spatial-spectral AL. The dominant features calculated by Fisher' ratio (Table XVII) are also g 2 , g 4 , and g 6 .
For Galveston data, the dominant features calculated by MLRsub weights are g 1 , g 4 , and g 6 , which implies that both the spectral and texture features contribute to the classification. From the Fisher's ratio values (Table XVII) , the first four dominant features are g 1 , g 2 , g 4 , and g 6 . These results further confirm the utility of MLRSub weights as a means to quantify feature importance.
IV. CONCLUSION AND FUTURE WORK
In hyperspectral image analysis applications, the annotation of data is expensive and time consuming. Hence, constructing an efficient training set is an important part of a hyperspectral image analysis workflow. AL methods facilitate annotation by incorporating the classifier in the loop, and hence result in training libraries that are most informative to the resulting classifier. In the AL process, an expert labels the most uncertain samples for the classifier, after they are inducted in the training library, enhancing classification performance. This paper proposed a superpixel-based AL method, utilizing the spatial-spectral information for efficient and robust classification. It is built on the observation that in addition to spectral information, spatial context is very useful for classification. Here, superpixels are used to integrate spatial and spectral information simultaneously for AL and classification. The proposed method derives spatial features (e.g., texture) using the superpixels as an adaptive analysis window. The experimental results show that the classification performance of the proposed method converges faster and leads to larger compared to other baseline methods. Moreover, we develop a scheme to learn online feature importance based on the feature weights in the MLRsub classifier. These can be useful to visualize and interpret importance of features in online (e.g., active) learning and can also be used to define a metric that seeks samples with a large number of activated (dominant) features. 
