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REAL-ROOT PROPERTY OF THE SPECTRAL POLYNOMIAL OF
THE TREIBICH-VERDIER POTENTIAL AND RELATED PROBLEMS
ZHIJIE CHEN, TING-JUNG KUO, CHANG-SHOU LIN, AND KOUICHI TAKEMURA
ABSTRACT. We study the spectral polynomial of the Treibich-Verdier po-
tential. Such spectral polynomial, which is a generalization of the classi-
cal Lame´ polynomial, plays fundamental roles in both the finite-gap the-
ory and the ODE theory of Heun’s equation. In this paper, we prove that
all the roots of such spectral polynomial are real and distinct under some
assumptions. The proof uses the classical concept of Sturm sequence and
isomonodromic theories. We also prove an analogous result for a polyno-
mial associated with a generalized Lame´ equation. Differently, our new
approach is based on the viewpoint of the monodromy data.
1. INTRODUCTION
Throughout the paper, we use the notations ω0 = 0, ω1 = 1, ω2 = τ,
ω3 = 1+ τ and Λτ = Z + Zτ, where τ ∈ H = {τ| Im τ > 0}. Define
Eτ := C/Λτ to be a flat torus in the plane and Eτ[2] := {
ωk
2 |0 ≤ k ≤ 3}+Λτ
to be the set consisting of the lattice points and 2-torsion points in Eτ.
In the literature, a smooth period function q(z) satisfying q(z) ∈ R for
z ∈ R is called a finite-gap potential if the set σb(H) of H = −d
2/dz2 + q(z)
satisfies
σb(H) ∩R = [E0, E1] ∪ [E2, E3] ∪ · · · ∪ [E2g,+∞)
with E0 < E1 < · · · < E2g, where σb(H) is the spectrum of bounded bands,
that is,
E ∈ σb(H) ⇔ Every solution of (H − E) f (z) = 0 is bounded on z ∈ R.
Recall that ℘(z) = ℘(z|τ) is the Weierstrass elliptic function with periods 1
and τ, defined by
℘(z|τ) :=
1
z2
+ ∑
ω∈Λτ\{0}
(
1
(z−ω)2
−
1
ω2
)
,
and ek = ek(τ) := ℘(
ωk
2 |τ) for k ∈ {1, 2, 3}. In [13], Ince proved that if
τ ∈ iR>0 (i.e. Eτ is a rectangle torus) and n ∈ N, then the potential
n(n + 1)℘(z + ωk2 |τ), k ∈ {2, 3}, is a finite-gap potential. Surprisingly,
the finite-gap potential is related to the KdV theory. A potential q(z) is
called an algebro-geometric finite-gap potential if there is an odd-order dif-
ferential operator A = (d/dz)2m+1 + ∑2m−1j=0 bj(z)(d/dz)
2m−1−j such that
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[A,−d2/dz2 + q(z)] = 0, that is, q(z) is a solution of KdV hierarchy equa-
tions (cf. [2]). Under the condition that q(z) is smooth periodic and real-
valued on R, it is known (cf. [10]) that q(z) is a finite-gap potential if and
only if it is an algebro-geometric finite-gap potential.
In 1990’s, Treibich and Verdier found a new algebro-geometric finite-gap
potential, which is now called the Treibich-Verdier potential ([22]). This po-
tential could be written as
(1.1) q(l0,l1,l2,l3)(z) :=
3
∑
k=0
lk(lk + 1)℘
(
z+ ωk2
)
,
where lk ∈ N ∪ {0} for all k. See [14, 17, 18, 19, 20, 21] and references
therein for historical reviews and subsequent developments. Notice that Ej
for the potential (1.1) might not be real in general; see Remark 3.3 below.
The polynomial ∏
2g
i=0(E− Ei) is called the spectral polynomial of the oper-
ator H = −d2/dz2 + q(z). A basic question is how to determine the spectral
polynomial of the operator
(1.2) H(l0,l1,l2,l3) := −
d2
dz2
+
3
∑
k=0
lk(lk + 1)℘
(
z+ ωk2
)
.
Remark that H(l0,l1,l2,l3) is also the Hamiltonian of the BC1 (one particle)
Inozemtsev model (cf. [17]).
In the literature, there are two methods to compute the spectral poly-
nomials. One way is to study the so-called ”polynomial solutions” of the
following generalized Lame´ equation (GLE):
(1.3) y′′(z) = I(z)y(z) =
[
3
∑
k=0
lk(lk + 1)℘
(
z+ ωk2
)
− E
]
y(z) in Eτ,
where E ∈ C. GLE (1.3) is a Fuchsian equationwith singular points in Eτ[2].
By projecting Eτ onto CP
1 via x = ℘(z), GLE (1.3) becomes a second order
Fuchsian equation with four singular points {e1, e2, e3,∞} on CP
1. See (3.3)
in Section 3 for this new ODE. Therefore, GLE (1.3) is an elliptic form of
Heun’s equation. This fact was first pointed out by Darboux [9] in 1882.
Classically, people are interested in finding the condition on E such that
the new ODE (3.3) has a ”polynomial” solution in terms of x (see Section 3
for a precise definition). It is known that there is a polynomial
Q(E) = Q(l0,l1,l2,l3)(E) = Q(l0,l1,l2,l3)(E|τ)
such that the new ODE (3.3) has a ”polynomial” solution if and only if
Q(E) = 0. Furthermore, it was proved in [21, Section 6] that
this polynomial Q(l0,l1,l2,l3)(E|τ) coincides with the spectral(1.4)
polynomial of the operator H(l0,l1,l2,l3) up to a multiplication.
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Therefore in this paper, we also denote by Q(l0,l1,l2,l3)(E|τ) to be the spectral
polynomial of the operator H(l0,l1,l2,l3).
When (l0, l1, l2, l3) = (n, 0, 0, 0), GLE (1.3) turns to be the classical Lame´
equation ([12, 15, 23])
(1.5) y′′(z) = [n(n+ 1)℘(z) + B]y(z) in Eτ,
and the corresponding polynomial ℓn(B|τ) := Q(n,0,0,0)(−B|τ) is called the
Lame´ polynomial in the literature; see e.g. [23, 15]. It is known that degB ℓn =
2n+ 1. We refer to [1, 7] for the general theory of the Lame´ equation and
explicit forms of the Lame´ polynomial.
A remarkable result about ℓn(B|τ) which is related to the finite-gap phe-
nomena is the following real-root property.
Theorem A. (cf. [23]) Let τ ∈ iR>0 and n ∈ N. Then all the roots of ℓn(·|τ)
are real and distinct.
Theorem A has another important application. We associate the poly-
nomial ℓn(B|τ) with a hyperelliptic curve Yn(τ) := {(B,W)|W2 = ℓn(B|τ)}.
Since ℓn(B|τ) ∈ Q[g2(τ), g3(τ)][B], where g2, g3 are coefficients of
℘′(z|τ)2 = 4℘(z|τ)3 − g2(τ)℘(z|τ) − g3(τ),
Theorem A implies that the discriminant of ℓn(·|τ), which defines a mod-
ular form with respect to SL(2,Z), has only finitely many zeros modulo
SL(2,Z). This means that except for finitely many tori, ℓn(B|τ) has no multiple
roots, or in other words, the associated hyperelliptic curve Yn(τ) is smooth at
its finite branch points. See [7, Theorem 7.4]. This hyperelliptic curve has
some interesting geometric properties. For example, it was shown in [7]
that Yn(τ) ∪ {∞} is a cover of the torus Eτ.
The above argument highlights the importance of studying the following
question:
(Q): For l0, l1, l2, l3 ∈ N ∪ {0} and τ ∈ iR>0, whether are all the roots of
Q(l0,l1,l2,l3)(E|τ) real and distinct?
Theorem A already solves the special case l1 = l2 = l3 = 0. Later, this
question was partially answered by the forth author [17].
Theorem B. [17, Proposition 3.3] Let τ ∈ iR>0, l2 = l3 = 0 and l0, l1 ∈
N ∪ {0}. Then all the roots of Q(l0,l1,l2,l3)(·|τ) are real and distinct.
One main purpose of this paper is to settle question (Q) in new cases.
Our first main result is following.
Theorem 1.1. Let τ ∈ iR>0 and l0, l1, l2, l3 ∈ N ∪ {0}. Then all the roots of
Q(l0,l1,l2,l3)(·|τ) are real and distinct provided that one of the following conditions
holds.
(i) l3 = 0 and l0 ≥ l1 + l2 − 1.
(ii) l0 + l3 + 1 = l1 + l2, l2 + l3 ≥ l0 + l1 + 1, l1 + l3 ≥ l0 + l2 + 1.
(iii) l0 + l3 = l1 + l2 + 1, l0 + l1 ≥ l2 + l3 + 1, l0 + l2 ≥ l1 + l3 + 1.
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We note that (i) is a generalization of Theorem B. In the case l3 = 0, Re-
mark 3.3 indicates that the condition l0 ≥ l1 + l2 − 1 is sharp in the sense
that Q(2,2,2,0)(·|τ) has two non-real roots even for τ ∈ iR>0. Our proof
of Theorem 1.1 will apply the classical concept of Sturm sequence and
some isomonodromic results which were obtained via generalized Dar-
boux transformations in [21]. See Sections 2-3.
The second method to compute the polynomial Q is to use the second
symmetric product of GLE (1.3). This method is also well-known and
closely related to the monodromy representation of GLE (1.3). See e.g.
[23, 17, 7]. Indeed, this method could work for a class of ODEs including
GLE (1.3) and, particularly, its generalization:
(1.6) y′′(z) = I(l0,l1,l2,l3)(z; p, τ)y(z) in Eτ ,
with I(l0,l1,l2,l3)(z; p, τ) =q(l0,l1,l2,l3)(z) + 34(℘(z+ p) + ℘(z− p))
+ A(ζ(z+ p)− ζ(z− p)) + B,
where q(l0,l1,l2,l3) is in (1.1), A, B ∈ C and ±p 6∈ Eτ[2] are always assumed to
be apparent singularities (i.e. non-logarithmic). Under this assumption, B is
determined by (p, A) as follows (see [3]):
(1.7) B = A2− ζ(2p)A− 34℘(2p)−
3
∑
k=0
lk(lk + 1)℘
(
p+ ωk2
)
.
Here we recall that ζ(z) = ζ(z|τ) := −
∫ z
℘(ξ|τ)dξ is the Weierstrass zeta
function with two quasi-periods:
(1.8) η1(τ) = ζ(z+ 1|τ)− ζ(z|τ), η2(τ) = ζ(z+ τ|τ)− ζ(z|τ).
We are interested in GLE (1.6) because it can be reduced to (1.3) with differ-
ent values of lk by letting p →
ωk
2 and has also a close relation to the well-
known Panleve´ VI equation. For example, if (A(τ), B(τ), p(τ)) depends on
τ suitably such that GLE (1.6) preserves the monodromy as τ deforms, then
p(τ) satisfies the elliptic form of Panleve´ VI equation. See [3].
By applying the second method to GLE (1.6), we can obtain a hyperel-
liptic curve Y
(l0,l1,l2,l3)
p (τ) = {(A,W)|W
2 = Q(l0,l1,l2,l3)(A; p, τ)} associated
with GLE (1.6), where
Q(l0,l1,l2,l3)(A; p, τ) ∈ Q[℘(p|τ),℘′(p|τ), e1(τ), e2(τ), e3(τ)][A]
is a polynomial of A. Therefore, Q(l0,l1,l2,l3)(A; p, τ) ∈ R[A] if τ ∈ iR>0
and p ∈ (0, 12). Similarly as Yn(τ), Y
(l0,l1,l2,l3)
p (τ) ∪ {∞} has a natural cov-
ering over Eτ (see [6]). Naturally we ask the following question: for fixed
p ∈ (0, 12), is Y
(l0,l1,l2,l3)
p (τ) smooth except for finitely many tori, or equiva-
lently, does the polynomialQ(l0,l1,l2,l3)(A; p, τ) have distinct roots except for
finitely many tori?
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This question seems not trivial because the form of Q(l0,l1,l2,l3)(A; p, τ)
is very complicated even for small lk. For (l0, l1, l2, l3) = (1, 0, 0, 0), we
denote y = A℘′(p), x = ℘(p) and write ℓˆ1(y; x, τ) = Q
(1,0,0,0)(A; p, τ) for
convenience. Then a calculation (see [6]) shows that degy ℓˆ1 = 6 and
ℓˆ1(y; x, τ) = [65536(4x
3 − g2x− g3)
3]−1
[
262144y6 − 196608(12x2 − g2)y
5
+ 12288(400x4 − 88g2x
2 + g22 − 64g3x)y
4 + 2048(8000x6
− 2512g2x
4 + 380g22x
2 − 7g32 − 256g3x
3 + 488g2g3x+ 320g
2
3)y
3
− 192(12x2 − g2)(40000x
6 − 17680g2x
4 + 2028g22x
2 − 3g32
− 15872g3x
3 + 3712g2g3x+ 1792g
2
3)y
2 + 16(9600000x10
− 7276800g2x
8 + 1692032g22x
6 − 134176g32x
4 + 428g42x
2 + 27g52
− 7741440g3x
7 + 3287040g2g3x
5 − 386560g22g3x
3 + 2944g32g3x
+ 1308672g23x
4 − 316416g2g
2
3x
2 + 896g22g
2
3 − 98304g
3
3x)y
− (8000x6 − 3280g2x
4 − 4g22x
2 + 9g32 − 4864g3x
3 + 64g2g3x− 256g
2
3)
(11200x6 − 6896g2x
4 + 916g22x
2 + 3g32 − 8192g3x
3 + 2048g2g3x+ 1024g
2
3)
]
.
Our second result of this paper is following.
Theorem 1.2. Let τ ∈ iR>0. Then all the roots of ℓˆ1(·; x, τ) = 0 are real and
distinct whenever x > e1(τ) or x < e2(τ). In other words,
(1) if τ ∈ iR>0 and p ∈ (0,
1
2), then all the roots of Q
(1,0,0,0)(·; p, τ) = 0 are
real and distinct;
(2) if τ ∈ iR>0 and p ∈ (0,
τ
2 ), then all the roots of Q
(1,0,0,0)(·; p, τ) = 0 are
purely imaginary and distinct.
Here (0, τ2 ) := {sτ|s ∈ (0,
1
2)}. The difference of the assertions (1) and (2)
comes from the well known fact that for τ ∈ iR>0, ℘′(p|τ) ∈ R if p ∈ (0,
1
2)
and ℘′(p|τ) ∈ iR if p ∈ (0, τ2 ).
Remark that due to the appearance of singularities±p 6∈ Eτ[2], Theorem
1.2 can not be proved via the same idea of Sturm sequence as Theorem
1.1. Our new approach of proving Theorem 1.2 contains two steps. The
first step is to write down the equation for the (not completely reducible)
monodromy data C’s of GLE (1.6) with (l0, l1, l2, l3) = (1, 0, 0, 0), and the
second one is to prove that such C’s are purely imaginary and distinct if
τ ∈ iR>0. Since the monodromy of GLE (1.6) is not completely reducible if and
only if Q(l0,l1,l2,l3)(A; p, τ) = 0 (see [6]), the equation of the monodromy
data C’s is also a polynomial of degree 6. This new polynomial has some
advantages: (i) It can be decomposed as a product of four polynomials; (ii)
It has a nice structure for each factors in (i). Therefore, we do not need to
know the explicit formula of ℓˆ1(y; x, τ) in the proof of Theorem 1.2.
The paper is organized as follows. Theorem 1.1 will be proved in Sec-
tions 2-3 and Theorem 1.2 will be proved in Sections 4-5.
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2. POLYNOMIAL SOLUTIONS AND STURM SEQUENCE
The purpose of this and next sections is to prove Theorem 1.1. To apply
the idea of Sturm sequence, we need to investigate polynomial solutions of
(2.1)
d2y
dx2
+
(
γ1
x− t1
+
γ2
x− t2
+
γ3
x− t3
)
dy
dx
+
αβ(x− t3)− q
∏
3
j=1(x− tj)
y = 0.
It is a Fuchsian equation onCP1 with four regular singularities {t1, t2, t3,∞}.
We impose the condition α + β + 1 = γ1 + γ2 + γ3 so that the exponents at
x = ∞ are α and β. Set
(2.2) y =
∞
∑
m=0
cm(x− t3)
m, where c0 = 1,
and substitute it to the differential equationwhich ismultiplied by ∏3j=1(x−
tj) to equation (2.1). Then the coefficients satisfy the following recursive re-
lations:
(t1 − t3)(t2 − t3)γ3c1 = qc0,(2.3)
(t1 − t3)(t2 − t3)(m+ 1)(m+ γ3)cm+1 = −(m− 1+ α)(m− 1+ β)cm−1
+[m{(m− 1+ γ3)(t1 + t2 − 2t3)+(t2 − t3)γ1 + (t1 − t3)γ2}+ q]cm.
If t1 6= t2 6= t3 6= t1 and γ3 6∈ −Z≥0, then it is easy to see that cr is a
polynomial in q of degree r and we denote it by cr(q).
Moreover we assume that α = −N or β = −N for some N ∈ Z≥0. Let q0
be a solution to the equation cN+1(q) = 0. Then it follows from (2.3) form =
N + 1 that cN+2(q0) = 0. By applying (2.3) for m = N + 2,N + 3, . . . , we
have cm(q0) = 0 form ≥ N+ 3. Hence, if cN+1(q0) = 0, then the differential
equation (2.1) have a non-zero polynomial solution. More precisely, we
obtain the following proposition.
Proposition 2.1. Assume that t1 6= t2 6= t3 6= t1, γ3 6∈ −Z≥0, {α, β} =
{−N,γ1 + γ2 + γ3 + N − 1} and N ∈ Z≥0. If q is a solution to the equa-
tion cN+1(q) = 0, then the differential equation (2.1) have a non-zero polynomial
solution of degree no more than N.
Next, we restrict to the case that all the parameters are real. The following
proposition is shown immediately by applying the recursive equation (2.3).
Proposition 2.2. Assume that {α, β} = {−N,γ1 + γ2 + γ3 + N − 1}, N ∈
Z≥0, γ1, γ2 and γ3 are real, γ3 > 0, γ1 + γ2 + γ3 + N > 1 and (t1 − t3)(t2 −
t3) < 0. Then the followings hold:
(i) The sign of the coefficient of qm in cm(q) is that of (−1)m.
(ii) If 1 ≤ m ≤ N and cm(q) = 0, then the values of cm+1(q) and cm−1(q)
are opposite in sign.
By applying the argument of Sturm sequence, we have:
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Theorem 2.3. Assume that {α, β} = {−N,γ1 + γ2 + γ3 + N − 1}, N ∈ Z≥0,
γ1, γ2 and γ3 are real, γ3 > 0, γ1+γ2+γ3+N > 1 and (t1− t3)(t2− t3) < 0.
Then the equation cN+1(q) = 0 has all its roots real and unequal.
Proof. We will show that the polynomial cr(q) (1 ≤ r ≤ N) has r real dis-
tinct roots s
(r)
i (i = 1, . . . , r) such that
s
(r)
1 < s
(r−1)
1 < s
(r)
2 < s
(r−1)
2 < · · · < s
(r)
r−1 < s
(r−1)
r−1 < s
(r)
r
by induction on r. The case r = 1 is trivial. Let k ∈ N and assume that the
statement is true for r ≤ k. From the assumption of the induction,
s
(k)
1 < s
(k−1)
1 < s
(k)
2 < s
(k−1)
2 < · · · < s
(k−1)
k−1 < s
(k)
k .
It follows from Proposition 2.2 (i) that the sign of the coefficient of qr in
cr(q) is that of (−1)r. Then
lim
q→−∞
ck−1(q) = +∞, lim
q→+∞
ck−1(q) = (−1)
k−1∞.
For any 1 ≤ i ≤ k − 2, since ck−1(s
(k−1)
i ) = ck−1(s
(k−1)
i+1 ) = 0 and s
(k−1)
i <
s
(k)
i+1 < s
(k−1)
i+1 , the sign of the value ck−1(s
(k)
i+1) is (−1)
i. Furthermore, it fol-
lows from s
(k)
1 < s
(k−1)
1 and s
(k)
k > s
(k−1)
k−1 that ck−1(s
(k)
1 ) > 0 and the sign
of the value of ck−1(s
(k)
k ) is (−1)
k−1. In conclusion, the sign of the value
ck−1(s
(k)
i ) is (−1)
i−1 for any 1 ≤ i ≤ k. Then it follows from Proposition 2.2
(ii) that the sign of the value ck+1(s
(k)
i ) is (−1)
i for any 1 ≤ i ≤ k. Since
(2.4) lim
q→−∞
ck+1(q) = +∞, lim
q→+∞
ck+1(q) = (−1)
k+1∞,
it follows from the intermediate value theorem that the polynomial ck+1(E)
has k+ 1 real distinct roots s
(k+1)
i (1 ≤ i ≤ k+ 1) such that the inequality
s
(k+1)
1 < s
(k)
1 < s
(k+1)
2 < s
(k)
2 < · · · < s
(k)
k < s
(k+1)
k+1 is satisfied. 
If t1 = t, t2 = 1 and t3 = 0, then equation (2.1) is the well-known Heun’s
equation, which is a standard form of the second order Fuchsian differential
equationwith four singularities onCP1. Clearly the condition (t1− t3)(t2−
t3) < 0 is equivalent to t < 0.
3. PROOF OF THEOREM 1.1
In this section, we will apply Theorem 2.3 to prove Theorem 1.1. Recall
the Hamiltonian of the BC1 Inozemtsev model as mentioned in Section 1:
(3.1) H := H(l0,l1,l2,l3) := −
d2
dz2
+
3
∑
k=0
lk(lk + 1)℘(z+
ωk
2 ).
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Note that the Hamiltonian is unchanged by replacing lk to −lk − 1 (k =
0, 1, 2, 3). Let f (z) be an eigenfunction of H with an eigenvalue E, i.e.
(3.2) (H − E) f (z) =
(
−
d2
dz2
+
3
∑
k=0
lk(lk + 1)℘(z+
ωk
2 )− E
)
f (z) = 0.
Set x = ℘(z). Applying the formula
℘(z+ ωi2 ) = ei +
(ei − ei′)(ei − ei′′)
℘(z)− ei
, where {i, i′, i′′} = {1, 2, 3},
it is easy to see that equation (3.2) is equivalent to{
d2
dx2
+
1
2
(
1
x− e1
+
1
x− e2
+
1
x− e3
)
d
dx
−
1
4∏3j=1(x− ej)
(3.3)
·
(
C˜+ l0(l0 + 1)x+
3
∑
i=1
li(li + 1)
(ei − ei′)(ei − ei′′)
x− ei
)}
f˜ (x) = 0,
where f˜ (℘(z)) = f (z) and C˜ = −E+ ∑3i=1 li(li + 1)ei. Note that e1 + e2 +
e3 = 0. It is easy to see that the Riemann scheme of equation (3.3) is

e1 e2 e3 ∞
−l1
2
−l2
2
−l3
2
−l0
2
l1+1
2
l2+1
2
l3+1
2
l0+1
2

 .
Let α˜i = −li/2 or (li + 1)/2 for each i ∈ {0, 1, 2, 3}. Set
Φ(α˜1,α˜2,α˜3)(x) =
3
∏
j=1
(x− ej)
α˜j and f˜ (x) = Φ(α˜1,α˜2,α˜3)(x) f (x).
Then f˜ (x) solves equation (3.3) is equivalent to that f (x) satisfies
d2 f (x)
dx2
+
3
∑
i=1
2α˜i +
1
2
x− ei
d f (x)
dx
+
(
(α˜1 + α˜2 + α˜3 −
l0
2 )(α˜1 + α˜2 + α˜3 +
l0+1
2 )x
(x− e1)(x− e2)(x− e3)
+
E
4 − e1(α˜2 + α˜3)
2 − e2(α˜1 + α˜3)
2 − e3(α˜1 + α˜2)
2
(x− e1)(x− e2)(x− e3)
)
f (x) = 0.(3.4)
This equation is in the form of equation (2.1) by setting
α = α˜0 + α˜1 + α˜2 + α˜3,
β = −α˜0 +
1
2 + α˜1 + α˜2 + α˜3,
γi = 2α˜i +
1
2 , ti = ei, i = 1, 2, 3,
q = −
(
E
4 − e1(α˜2 + α˜3)
2 − e2(α˜1 + α˜3)
2 − e3(α˜1 + α˜2)
2 + e3αβ
)
.
We assume γ3 = 2α˜3 +
1
2 > 0 as before. It is well known that ej = ej(τ) ∈ R
and e1 > e3 > e2 provided τ ∈ iR>0, i.e.
(3.5) (e1 − e3)(e2 − e3) < 0 if τ ∈ iR>0.
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Write f (x) = ∑∞r=0 cr(x− e3)
r with c0 = 1, then cr is a polynomial in E of
degree r. We denote it by cr(E). We set N = −α = −α˜0 − α˜1 − α˜2 − α˜3 and
assume N ∈ Z≥0. Then the propositions in the previous section hold true
for cr(E). In particular, it follows from Proposition 2.1 that if cN+1(E) =
0, then the differential equation (3.3) has a ”polynomial” solution f˜ (x) =
Φ(α˜1,α˜2,α˜3)(x) f (x) in the sense that f (x) is a polynomial of degree no more
than N.
Let Pα˜0,α˜1,α˜2,α˜3(E) be the monic polynomial obtained by normalising cN+1(E).
Then
deg Pα˜0,α˜1,α˜2,α˜3(E) = N + 1 = −α˜0 − α˜1 − α˜2 − α˜3 + 1.
By Theorem 2.3 and (3.5), we immediately obtain the following theorem.
Theorem 3.1. Assume that l0, l1, l2, l3 ∈ R, N = −α˜0 − α˜1 − α˜2 − α˜3 ∈ Z≥0,
2α˜3+ 1/2 > 0,−α˜0+ α˜1+ α˜2+ α˜3+ 1/2 > 0 and τ ∈ iR>0. Then the equation
Pα˜0,α˜1,α˜2,α˜3(E) = 0 has all its roots real and unequal.
Remark that we do not need to assume lj ∈ Z in Theorem 3.1.
From now on, we assume that l0, l1, l2, l3 ∈ Z≥0. We recall the following
important result from [17], which establishes the precise relation between
the spectral polynomial Q(l0,l1,l2,l3)(E) and the aforementioned polynomial
Pα˜0,α˜1,α˜2,α˜3(E). This plays a key role in our proof of Theorem 1.1.
If l0+ l1+ l2+ l3 is even, then the spectral polynomialQ(E) = Q
(l0,l1,l2,l3)(E)
of H(l0,l1,l2,l3) is written as Q(E) = P(0)(E)P(1)(E)P(2)(E)P(3)(E), where
P(0)(E) = P−l0/2,−l1/2,−l2/2,−l3/2(E),
P(1)(E) =


P−l0/2,−l1/2,(l2+1)/2,(l3+1)/2(E), l0 + l1 ≥ l2 + l3 + 2,
1, l0 + l1 = l2 + l3,
P(l0+1)/2,(l1+1)/2,−l2/2,−l3/2(E), l0 + l1 ≤ l2 + l3 − 2,
P(2)(E) =


P−l0/2,(l1+1)/2,−l2/2,(l3+1)/2(E), l0 + l2 ≥ l1 + l3 + 2,
1, l0 + l2 = l1 + l3,
P(l0+1)/2,−l1/2,(l2+1)/2,−l3/2(E), l0 + l2 ≤ l1 + l3 − 2,
P(3)(E) =


P−l0/2,(l1+1)/2,(l2+1)/2,−l3/2(E), l0 + l3 ≥ l1 + l2 + 2,
1, l0 + l3 = l1 + l2,
P(l0+1)/2,−l1/2,−l2/2,(l3+1)/2(E), l0 + l3 ≤ l1 + l2 − 2.
If l0 + l1 + l2 + l3 is odd, then the spectral polynomial Q(E) is written as
Q(E) = P(0)(E)P(1)(E)P(2)(E)P(3)(E), where
P(0)(E) =


P−l0/2,(l1+1)/2,(l2+1)/2,(l3+1)/2(E), l0 ≥ l1 + l2 + l3 + 3,
1, l0 = l1 + l2 + l3 + 1,
P(l0+1)/2,−l1/2,−l2/2,−l3/2(E), l0 ≤ l1 + l2 + l3 − 1,
P(1)(E) =


P(l0+1)/2,−l1/2,(l2+1)/2,(l3+1)/2(E), l1 ≥ l0 + l2 + l3 + 3,
1, l1 = l0 + l2 + l3 + 1,
P−l0/2,(l1+1)/2,−l2/2,−l3/2(E), l1 ≤ l0 + l2 + l3 − 1,
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P(2)(E) =


P(l0+1)/2,(l1+1)/2,−l2/2,(l3+1)/2(E), l2 ≥ l0 + l1 + l3 + 3,
1, l2 = l0 + l1 + l3 + 1,
P−l0/2,−l1/2,(l2+1)/2,−l3/2(E), l2 ≤ l0 + l1 + l3 − 1,
P(3)(E) =


P(l0+1)/2,(l1+1)/2,(l2+1)/2,−l3/2(E), l3 ≥ l0 + l1 + l2 + 3,
1, l3 = l0 + l1 + l2 + 1,
P−l0/2,−l1/2,−l2/2,(l3+1)/2(E), l3 ≤ l0 + l1 + l2 − 1.
Furthermore, it was shown in [17, Theorem3.2] that the equations P(i)(E) =
0 and P(j)(E) = 0 (i 6= j) do not have common solutions. We sketch the proof
here for the reader’s convenience.
Proof. Assume that there exists a common solution E = E0. Let f˜ (i)(x)
(resp. f˜ (j)(x)) be the solution of equation (3.3) with E = E0. Since f˜ (i)(℘(z))
and f˜ (j)(℘(z)) form a basis of solutions to (3.2), the Wronskian is a non-
zero constant. However it contradicts that the periodicity of f˜ (i)(℘(z)) and
f˜ (j)(℘(z))with respect to the shift z → z+ω1 or z → z+ω2 is different. 
The following result proves Theorem 1.1 under the condition (i).
Theorem 3.2. Assume that l0, l1, l2, l3 ∈ Z≥0. If l3 = 0, l0 ≥ l1 + l2 − 1 and
τ ∈ iR>0, then the zeros of the spectral polynomial Q(l0,l1,l2,l3)(E) are all real and
unequal.
Proof. We only need to show that the zeros of each polynomial P(j)(E), j ∈
{0, 1, 2, 3}, are all real and unequal.
First we consider the case that l0 + l1 + l2 is even. Then l0 ≥ l1 + l2 − 1
gives
(3.6) l0 ≥ l1 + l2.
For P(0)(E), we have
(α˜0, α˜1, α˜2, α˜3) = (−l0/2,−l1/2,−l2/2,−l3/2).
Since 2α˜3 + 1/2 = −l3 + 1/2 = 1/2 > 0 and
−α˜0 + α˜1 + α˜2 + α˜3 + 1/2 =
l0 − l1 − l2 + 1
2
> 0,
it follows from Theorem 3.1 that the zeros of P(0)(E) are all real and un-
equal. Note from (3.6) and l3 = 0 that l0 + l1 ≥ l2 + l3. Hence P
(1)(E) =
P−l0/2,−l1/2,(l2+1)/2,(l3+1)/2(E) or 1. If P
(1)(E) = P−l0/2,−l1/2,(l2+1)/2,(l3+1)/2(E),
then 2α˜3 + 1/2 = l3 + 3/2 > 0 and
−α˜0 + α˜1 + α˜2 + α˜3 + 1/2 =
l0 − l1 + l2 + 3
2
> 0.
Again Theorem 3.1 implies that the zeros of P(1)(E) are all real and unequal.
It is shown similarly that the zeros of both P(2)(E) and P(3)(E) are all real
and unequal.
We consider the remaining case that l0 + l1 + l2 is odd.
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For P(0)(E), since l0 ≥ l1 + l2 − 1, we need to consider the cases l0 =
l1 + l2 − 1 and l0 ≥ l1 + l2 + 1 separately. If l0 = l1 + l2 − 1, then
P(0)(E) = P(l0+1)/2,−l1/2,−l2/2,−l3/2(E) and so deg P
(0)(E) = 1.
If l0 ≥ l1 + l2 + 1, then P
(0)(E) = P−l0/2,(l1+1)/2,(l2+1)/2,(l3+1)/2(E) or 1.
Again Theorem 3.1 implies that the zeros of P(0)(E) are all real and unequal.
Clearly l0 ≥ l1 + l2 − 1 gives l0 + l2 + 1 ≥ l1 + 2l2 ≥ l1 and l0 + l1 + 1 ≥ l2.
Hence P(1)(E) = P−l0/2,(l1+1)/2,−l2/2,−l3/2(E) or 1. Again it follows from
Theorem 3.1 that the zeros of P(1)(E) are all real and unequal. It is shown
similarly that the zeros of P(2)(E) and P(3)(E) are all real and unequal. The
proof is complete. 
Remark 3.3. If l3 = 0 and l0 ≤ l1 + l2− 2, then the spectral polynomial Q(E)
may have non-real zeros in the case τ ∈ iR>0. For example, in the case
l0 = l1 = l2 = 2 and l3 = 0, the spectral polynomial Q(E) have non-real
zeros in the case τ ∈ iR>0where e1 > e3 > e2. In fact, it was shown in [20, p.
396 and 400] that the spectral polynomial Q(E) in the case l0 = l1 = l2 = 2
and l3 = 0 coincides with that in the case l0 = 3 and l1 = l2 = l3 = 1 and
Q(E) = P(0)(E)P(1)(E)P(2)(E)P(3)(E), P(k)(E) = E− 15ek, (k = 1, 2, 3),
P(0)(E) = E4 − 54g2E
2 − 864g3E− 135g
2
2.
Then two roots of P(0)(E) = 0 are not real in the case e1 > e3 > e2. We take
the simplest case τ = i for example, where g3(i) = 0 gives P(0)(E) = E4 −
54g2E
2 − 135g22 , which clearly has two non-real roots because g2(i) > 0.
Next, we need to apply some isomonodromic results in [21] to prove
Theorem 1.1 under the assumptions (ii)-(iii). Recall l0, l1, l2, l3 ∈ Z≥0. If
l0 + l1 + l2 + l3 is even, we set
le0 = (l0 − l1 − l2 − l3)/2− 1, l
e
1 = (l0 − l1 + l2 + l3)/2,(3.7)
le2 = (l0 + l1 − l2 + l3)/2, l
e
3 = (l0 + l1 + l2 − l3)/2.
Note that −1− le0 = (−l0 + l1 + l2 + l3)/2. Then l
e
0, l
e
1, l
e
2, l
e
3 ∈ Z and
le0 + l
e
1 + l
e
2 + l
e
3 = 2l0 − 1, l
e
0 + l
e
1 − l
e
2 − l
e
3 = −2l1 − 1,(3.8)
le0 − l
e
1 + l
e
2 − l
e
3 = −2l2 − 1, l
e
0 − l
e
1 − l
e
2 + l
e
3 = −2l3 − 1.
Bymeans of generalized Darboux transformations (i.e. for a suitable choice
of (l′0, l
′
1, l
′
2, l
′
3), there exists a differential operator L with cofficients being
ellipitc functions such that H(l
′
0,l
′
1,l
′
2,l
′
3)L = LH(l0,l1,l2,l3)), it was proved in [21,
Section 4] that the following eight operators are isomonodromic:
H(l
e
0,l
e
1,l
e
2,l
e
3), H(l
e
1,l
e
0,l
e
3,l
e
2), H(l
e
2,l
e
3,l
e
0,l
e
1), H(l
e
3,l
e
2,l
e
1,l
e
0),(3.9)
H(l0,l1,l2,l3), H(l1,l0,l3,l2), H(l2,l3,l0,l1), H(l3,l2,l1,l0).
Note that coincidence of the monodromy implies the coincidence of the
spectral polynomial Q(E)’s, because the zeros of the spectral polynomial
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is characterized by the double periodicity up to signs of the eigenfunction
f˜ (℘(z)) (see [17, Section 3]). Therefore we have
Q(l
e
0,l
e
1,l
e
2,l
e
3)(E) = Q(l
e
1,l
e
0,l
e
3,l
e
2)(E) = Q(l
e
2,l
e
3,l
e
0,l
e
1)(E) = Q(l
e
3,l
e
2,l
e
1,l
e
0)(E)(3.10)
= Q(l0,l1,l2,l3)(E) = Q(l1,l0,l3,l2)(E) = Q(l2,l3,l0,l1)(E) = Q(l3,l2,l1,l0)(E).
If l0 + l1 + l2 + l3 is odd, we set
lo0 = (l0 + l1 + l2 + l3 + 1)/2, l
o
1 = (l0 + l1 − l2 − l3 − 1)/2,(3.11)
lo2 = (l0 − l1 + l2 − l3 − 1)/2, l
o
3 = (l0 − l1 − l2 + l3 − 1)/2.
Then lo0, l
o
1, l
o
2, l
o
3 ∈ Z and
lo0 + l
o
1 + l
o
2 + l
o
3 = 2l0 − 1, l
o
0 + l
o
1 − l
o
2 − l
o
3 = 2l1 + 1,(3.12)
lo0 − l
o
1 + l
o
2 − l
o
3 = 2l2 + 1, l
o
0 − l
o
1 − l
o
2 + l
o
3 = 2l3 + 1.
It follows from [21, Section 4] that the following eight operators are isomon-
odromic.
H(l
o
0 ,l
o
1,l
o
2 ,l
o
3), H(l
o
1,l
o
0 ,l
o
3 ,l
o
2), H(l
o
2 ,l
o
3,l
o
0 ,l
o
1), H(l
o
3,l
o
2 ,l
o
1 ,l
o
0),(3.13)
H(l0,l1,l2,l3), H(l1,l0,l3,l2), H(l2,l3,l0,l1), H(l3,l2,l1,l0).
Therefore we have
Q(l
o
0,l
o
1 ,l
o
2 ,l
o
3)(E) = Q(l
o
1,l
o
0 ,l
o
3 ,l
o
2)(E) = Q(l
o
2,l
o
3 ,l
o
0 ,l
o
1)(E) = Q(l
o
3,l
o
2 ,l
o
1 ,l
o
0)(E)(3.14)
= Q(l0,l1,l2,l3)(E) = Q(l1,l0,l3,l2)(E) = Q(l2,l3,l0,l1)(E) = Q(l3,l2,l1,l0)(E).
We apply Theorem 3.2 to Eqs.(3.10, 3.14) and immediately obtain
Proposition 3.4. Let l3 = 0, l0, l1, l2 ∈ Z≥0, l0 ≥ l1 + l2 − 1 and τ ∈ iR>0.
(i) If l0+ l1+ l2 is even, then the zeros of the spectral polynomial Q
(le0,l
e
1,l
e
2,l
e
3)(E)
are all real and unequal, where le0, l
e
1, l
e
2, l
e
3 are defined by Eq.(3.7).
(ii) If l0+ l1+ l2 is odd, then the zeros of the spectral polynomial Q
(lo0 ,l
o
1 ,l
o
2,l
o
3)(E)
are all real and unequal, where lo0, l
o
1, l
o
2, l
o
3 are defined by Eq.(3.11).
In order to obtain the conditions (ii)-(iii) in Theorem 1.1, we need to in-
vestigatewhat conditions le0, l
e
1, l
e
2, l
e
3 and l
o
0, l
o
1, l
o
2, l
o
3 satisfy in Proposition 3.4.
We assume that l3 = 0, l0, l1, l2 ∈ Z≥0 and l0 ≥ l1 + l2 − 1.
If l0 + l1 + l2 is even, then l0 ≥ l1 + l2 and it follows from l3 = 0 and (3.8)
that le0 − l
e
1 − l
e
2 + l
e
3 = −1, i.e.
(3.15) le0 + l
e
3 + 1 = l
e
1 + l
e
2.
It follows from l0 ≥ 0, l1 ≥ 0, l2 ≥ 0 and l0 − l1 − l2 ≥ 0 that
le0 + l
e
1 + l
e
2 + l
e
3 + 1 ≥ 0, l
e
0 + l
e
1 − l
e
2 − l
e
3 + 1 ≤ 0,(3.16)
le0 − l
e
1 + l
e
2 − l
e
3 + 1 ≤ 0, l
e
0 = (l0 − l1 − l2)/2− 1 ≥ −1,
namely
le0 + l
e
1 + l
e
2 + l
e
3 ≥ −1, l
e
2 + l
e
3 ≥ l
e
0 + l
e
1 + 1,(3.17)
le1 + l
e
3 ≥ l
e
0 + l
e
2 + 1, l
e
0 ≥ −1.
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Together with (3.15), we easily obtain
2le1 + l
e
2 = l
e
1 + l
e
0 + l
e
3 + 1 ≥ 2l
e
0 + l
e
2 + 2,(3.18)
2le2 + l
e
1 = l
e
2 + l
e
0 + l
e
3 + 1 ≥ 2l
e
0 + l
e
1 + 2,
le1 + l
e
2 + 2l
e
3 ≥ 2l
e
0 + l
e
1 + l
e
2 + 2,
so
le1 ≥ l
e
0 + 1 ≥ 0, l
e
2 ≥ l
e
0 + 1 ≥ 0, l
e
3 ≥ l
e
0 + 1 ≥ 0.
Recall l0 ≥ l1 + l2. If l0 > l1 + l2 + 2, then (3.16) gives l
e
0 > 0 and so
le1, l
e
2, l
e
3 > 0. If l0 = l1 + l2 + 2, then l
e
0 = 0 and l
e
1, l
e
2, l
e
3 > 0. If l0 = l1 + l2,
then le0 = −1 and
le1 =
l0 − l1 + l2
2
= l2, l
e
2 =
l0 + l1 − l2
2
= l1, l
e
3 =
l0 + l1 + l2
2
= l0.
In this case,
H(l
e
0,l
e
1,l
e
2,l
e
3) = H(−1,l2,l1,l0) = H(0,l2,l1,l0) = H(l3,l2,l1,l0),
i.e. the operator H(l
e
0,l
e
1,l
e
2,l
e
3) coincides with H(l0,l1,l2,l3) by shifting the variable
as x → x−ω3/2.
Therefore, by rewriting le0, l
e
1, l
e
2, l
e
3 by l0, l1, l2, l3 and ignoring the case l0 =
−1, we have the following result.
Theorem 3.5. Assume that l0, l1, l2, l3 ∈ Z≥0, l0 + l3 + 1 = l1 + l2, l2 + l3 ≥
l0 + l1 + 1, l1 + l3 ≥ l0 + l2 + 1 and τ ∈ iR>0. Then the zeros of the spectral
polynomial Q(l0,l1,l2,l3)(E) are all real and unequal.
Now we turn to the case that l0 + l1 + l2 is odd. Then it follows from
l3 = 0 and (3.12) that lo0 − l
o
1 − l
o
2 + l
o
3 = 1, i.e.
(3.19) lo0 + l
o
3 = l
o
1 + l
o
2 + 1.
It follows from l0 ≥ 0, l1 ≥ 0, l2 ≥ 0 and l0 − l1 − l2 + 1 ≥ 0 that
lo0 + l
o
1 + l
o
2 + l
o
3 + 1 ≥ 0, l
o
0 + l
o
1 − l
o
2 − l
o
3 − 1 ≥ 0,(3.20)
lo0 − l
o
1 + l
o
2 − l
o
3 − 1 ≥ 0, l
o
3 = (l0 − l1 − l2 − 1)/2 ≥ −1,
namely
lo0 + l
o
1 + l
o
2 + l
o
3 ≥ −1, l
o
0 + l
o
1 ≥ l
o
2 + l
o
3 + 1,(3.21)
lo0 + l
o
2 ≥ l
o
1 + l
o
3 + 1, l
o
3 ≥ −1.
Together with (3.19), we obtain
2lo1 + l
o
2 = l
o
1 + l
o
0 + l
o
3 − 1 ≥ l
o
2 + 2l
o
3,(3.22)
2lo2 + l
o
1 = l
o
2 + l
o
0 + l
o
3 − 1 ≥ 2l
o
3 + l
o
1,
lo1 + 2l
o
0 + l
o
2 ≥ l
o
1 + l
o
2 + 2l
o
3 + 2,
so
lo0 ≥ l
o
3 + 1 ≥ 0, l
o
1 ≥ l
o
3 ≥ −1, l
o
2 ≥ l
o
3 ≥ −1.(3.23)
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Recall l0 ≥ l1 + l2 − 1. If l0 > l1 + l2 + 1, then (3.20) gives l
o
3 > 0 and so
lo0, l
o
1, l
o
2 > 0. If l0 = l1 + l2 + 1, then l
o
3 = 0 = l3 and l
o
0 = (l0 + l1 + l2 +
1)/2 = l0, lo1 = (l0 + l1 − l2 − 1)/2 = l1, l
o
2 = (l0 − l1 + l2 − 1)/2 = l2,
i.e. H(l
o
0 ,l
o
1,l
o
2 ,l
o
3) = H(l0,l1,l2,l3). It remains to consider the case l0 = l1 + l2 − 1.
Then lo3 = −1 and l
o
0 = l0 + 1, l
o
1 = l1 − 1, l
o
2 = l2 − 1, i.e. H
(lo0,l
o
1 ,l
o
2 ,l
o
3) =
H(l0+1,l1−1,l2−1,−1). If l1 > 0 and l2 > 0, then
H(l
o
0,l
o
1 ,l
o
2 ,l
o
3) = H(l0+1,l1−1,l2−1,0)
reduces to the case in Theorem 3.2; if l1 = 0, then
H(l
o
0 ,l
o
1 ,l
o
2,l
o
3) = H(l0+1,−1,l2−1,−1) = H(l2,0,l0,0)
reduces to the case in Theorem 3.2 too; if l2 = 0, then
H(l
o
0 ,l
o
1 ,l
o
2,l
o
3) = H(l0+1,l1−1,−1,−1) = H(l1,l0,0,0)
reduces to the case in Theorem 3.2 or Theorem B.
Therefore, by rewriting lo0, l
o
1, l
o
2, l
o
3 by l0, l1, l2, l3 and ignoring the case l0 =
l1 + l3 ± 1, we have the following result.
Theorem 3.6. Assume that l0, l1, l2, l3 ∈ Z≥0, l0 + l3 = l1 + l2 + 1, l0 + l1 ≥
l2 + l3 + 1, l0 + l2 ≥ l1 + l3 + 1 and τ ∈ iR>0. Then the zeros of the spectral
polynomial Q(l0,l1,l2,l3)(E) are all real and unequal.
We are in the position to prove Theorem 1.1.
Proof of Theorem 1.1. Theorem 1.1 follows directly from Theorems 3.2, 3.5
and 3.6. 
4. FROM THE VIEWPOINT OF THE MONODROMY DATA
The purpose of this and next sections is to prove Theorem 1.2 from the
viewpoint of the monodromy data of GLE (1.6). There are two ways to
discuss the monodromy of GLE (1.6). One way is to project GLE (1.6) to
a new equation on CP1 via x = ℘(z), which is a second order Fuchsian
equation with five singular points {e1, e2, e3,℘(p),∞} with ℘(p) being ap-
parent. Since a vast literature has been devoted to studying second order
linear ODEs defined on CP1, we could apply some known theories to this
new ODE. However, the explicit formulas for the monodromy of this new
ODE are not easy to compute. Therefore, it is more convenient for us to
calculate the monodromy of GLE (1.6) on the torus Eτ directly.
The monodromy representation of GLE (1.6) is a homomorphism ρ :
pi1 (Eτ\(Eτ [2] ∪ ({±p}+ Λτ), q0) → SL(2,C), where q0 6∈ Eτ[2]∪ ({±p}+
Λτ) is a base point. Let γ± ∈ pi1 (Eτ\(Eτ [2] ∪ ({±p}+ Λτ)), q0) be a sim-
ple loop encircling ±p counterclockwise respectively, and ℓj, j = 1, 2, be
two fundamental cycles of Eτ connecting q0 with q0 + ωj such that ℓj does
not intersect with L + Λτ (here L is the straight segment connecting ±p)
and satisfies
(4.1) γ+γ− = ℓ1ℓ2ℓ
−1
1 ℓ
−1
2 in pi1 (Eτ\({±p}+ Λτ), q0) .
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Since the local exponents of (1.6) at ±p are − 12 and
3
2 and ±p 6∈ Eτ[2] are
apparent singularities, we always have
(4.2) ρ(γ±) = −I2.
For any k ∈ {0, 1, 2, 3}, the local exponents of GLE (1.6) at ωk/2 are −lk
and lk + 1 with lk ∈ N ∪ {0}. Since the potential I
(l0,l1,l2,l3)(z; p, τ) is even
elliptic, the local monodromy matrix of GLE (1.6) at ωk/2 is I2 (see e.g. [16,
Lemma 2.2]). Therefore, the monodromy group of GLE (1.6) is generated
by {−I2, ρ(ℓ1), ρ(ℓ2)}. Togetherwith (4.1) and (4.2), we immediately obtain
ρ(ℓ1)ρ(ℓ2) = ρ(ℓ2)ρ(ℓ1), which implies that the monodromy group of GLE
(1.6) is always abelian and hence reducible, i.e. all the monodromy matrices have
at least a common eigenfunction. Clearly there are two cases:
(a) Completely reducible, i.e. all the monodromy matrices have two
linearly independent common eigenfunctions: Up to a common con-
jugation, ρ(ℓ1) and ρ(ℓ2) can be diagonalized as
ρ(ℓ1) =
(
e−2piis 0
0 e2piis
)
, ρ(ℓ2) =
(
e2piir 0
0 e−2piir
)
for some (r, s) ∈ C2\ 12Z
2. Moreover, by using these two common
eigenfunctions, we could express their Wronskian W in terms of
(A, p) as W2 = Q(l0,l1,l2,l3)(A; p, τ), where Q(l0,l1,l2,l3)(A; p, τ) is pre-
cisely the polynomial introduced in Section 1; see [6]. So this case
occurs if and only ifQ(l0,l1,l2,l3)(A; p, τ) 6= 0. This procedure is to use
the second symmetric product of GLE (1.6) and has become well
known in the literature; see [23, 16, 17] for example.
(b) Not completely reducible, i.e. the space of common eigenfunctions
is of dimension 1: Up to a common conjugation,
(4.3) ρ(ℓ1) = ε1
(
1 0
1 1
)
, ρ(ℓ2) = ε2
(
1 0
C 1
)
,
where ε1, ε2 ∈ {±1} and C ∈ C ∪ {∞}. Remark that if C = ∞, then
(4.3) should be understood as
ρ(ℓ1) = ε1
(
1 0
0 1
)
, ρ(ℓ2) = ε2
(
1 0
1 1
)
.
In this case, C is called the monodromy data of GLE (1.6). Clearly this
case occurs if and only if Q(l0,l1,l2,l3)(A; p, τ) = 0.
Remark 4.1. As discussed before, GLE (1.6) can be projected to a new Fuch-
sian ODE on CP1. Then the monodromy representation of this new ODE is
irreducible if and only if Case (a) occurs, and reducible if and only if Case
(b) occurs. Most of the references in the literature are devoted to the case
of irreducible representation on CP1, but very few are devoted to studying
reducible representation.
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From now on, we consider the special case (l0, l1, l2, l3) = (1, 0, 0, 0) and
denote Q(A; p, τ) = Q(1,0,0,0)(A; p, τ) for convenience. Then GLE (1.6) be-
comes
(4.4) y′′(z) =
[
2℘(z) + 34(℘(z+ p) + ℘(z− p))
+A(ζ(z+ p)− ζ(z− p)) + B
]
y(z) in Eτ.
Now suppose Q(A; p, τ) = 0. Then as explained above, Case (b) occurs
with some monodromy data C ∈ C ∪ {∞}. The following result is to ex-
press ℘(p|τ) in terms of this C.
Theorem 4.A. [5] Fix τ ∈ H and p 6∈ Eτ[2].
(1) If the monodromy of GLE (4.4) is not completely reducible (i.e. Q(A; p, τ) =
0), then the monodromy data C satisfies either
(4.5) ℘(p|τ) =
−4(Cη1 − η2)
3 − g2(Cη1 − η2)(C− τ)
2 + 2g3(C− τ)3
(C− τ)[12(Cη1 − η2)2 − g2(C− τ)2]
,
with (ε1, ε2) = (1, 1) or
(4.6) ℘(p|τ) =
( g22 − 3e
2
k)(Cη1 − η2) +
g2
4 ek(C− τ)
3ek(Cη1 − η2) + (
g2
2 − 3e
2
k)(C− τ)
,
for some k ∈ {1, 2, 3} with
(4.7) (ε1, ε2) =


(1,−1) if k = 1,
(−1, 1) if k = 2,
(−1,−1) if k = 3.
Conversely, the following holds.
(2-i) If C ∈ C∪ {∞} satisfies the cubic equation (4.5), then there exists A ∈ C
(and B is given by (p, A) via (1.7) with (l0, l1, l2, l3) = (1, 0, 0, 0)) such
that for the corresponding GLE (4.4), up to a common conjugation,
ρ(ℓ1) =
(
1 0
1 1
)
, ρ(ℓ2) =
(
1 0
C 1
)
.
(2-ii) Fix k ∈ {1, 2, 3}. If C ∈ C ∪ {∞} satisfies the equation (4.6), then there
exists A ∈ C such that for the corresponding GLE (4.4), up to a common
conjugation,
ρ(ℓ1) = ε1
(
1 0
1 1
)
, ρ(ℓ2) = ε2
(
1 0
C 1
)
,
where (ε1, ε2) is given by (4.7).
Remark 4.2. The formulas (4.5)-(4.6) first appeared in [16, (3.68)-(3.69)] with-
out detailed proofs and later was obtained in [4] independently, as explicit
expressions of Riccati type solutions of Painleve´ VI equation. But their con-
nection with the monodromy data seems not be well addressed. The as-
sertion (1) can be proved directly without applying Painleve´ VI equation.
However, the converse part of the assertion (1), i.e. the assertion (2), is very
delicate. Recall degAQ = 6. If Q(A; p, τ) has six distinct roots, then the
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assertion (2) may follow from the assertion (1) and the 1-1 correspondence
A 7→ (ε1, ε2,C). However, if Q(A; p, τ) has multiple roots, then it is not
clear whether any C satisfying either (4.5) or (4.6) is the monodromy data
of some GLE (4.4) or not. Without knowing the root structure ofQ(A; p, τ),
the proof of the assertion (2) is to apply the connection between GLE (4.4)
and Painleve´ VI equation. Since the proof of Theorem 4.A is long and has
nothing related to Theorem 1.2, we refer the proof to [5].
How to apply Theorem 4.A to obtain Theorem 1.2? For k ∈ {1, 2, 3}, we
denote Ck to be the unique solution of equation (4.6). Then by Theorem
4.A, there exists Ak ∈ C such that the monodromy representation of the
corresponding GLE (4.4) is not completely reducible, i.e. Q(Ak; p, τ) = 0.
Similarly, we let Cj, j ∈ {4, 5, 6} be the three solutions of the cubic equation
(4.5). Again by Theorem 4.A, there exists Aj ∈ C such that Q(Aj; p, τ) = 0.
Clearly
Ak 6= Aj for any k ∈ {1, 2, 3} and j ∈ {4, 5, 6},
Ak1 6= Ak2 for any k1 6= k2 ∈ {1, 2, 3},
because the (ε1, ε2)’s of the corresponding GLEs (4.4) are different. Conse-
quently, once we can prove that the cubic equation (4.5) has three distinct
solutions, i.e.
(4.8) C4 6= C5 6= C6 6= C4,
then we immediately obtain
Ak 6= Aj for any k 6= j ∈ {1, 2, 3, 4, 5, 6},
which will give all the roots of Q(A; p, τ) = 0 because degAQ = 6. There-
fore,
Corollary 4.3. Fix τ ∈ H and p 6∈ Eτ[2]. Then Q(A; p, τ) = 0 has six distinct
roots if and only if the cubic equation (4.5) has three distinct solutions.
In our case τ ∈ iR>0 and p ∈ (0,
1
2) ∪ (0,
τ
2 ), we just need to prove (4.8)
and Aj ∈ R for p ∈ (0,
1
2) (resp. Aj ∈ iR for p ∈ (0,
τ
2 )) for all j to obtain
Theorem 1.2. The full details will be given in the next section.
5. PROOF OF THEOREM 1.2
This section is devoted to the proof of Theorem 1.2. First we prove the
following result.
Lemma 5.1. Let τ ∈ iR>0 and j ∈ {1, 2, 3, 4, 5, 6}. Then the followings hold.
(1) If p ∈ (0, 12 ), then Cj ∈ iR ∪ {∞} if and only if Aj ∈ R.
(2) If p ∈ (0, τ2 ), then Cj ∈ iR ∪ {∞} if and only if Aj ∈ iR.
Proof. Recall Cj is the monodromy data of the GLE (4.4):
(5.1) y′′(z) = I(z)y(z) in Eτ,
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where
(5.2) I(z) =
[
2℘(z|τ) + 34(℘(z+ p|τ) + ℘(z− p|τ))
+Aj(ζ(z+ p|τ)− ζ(z− p|τ)) + Bj
]
,
and Bj is given by (p, Aj) via (1.7) with (l0, l1, l2, l3) = (1, 0, 0, 0).
(1) Since p ∈ (0, 12), we have p¯ = p. Let
I0(z) :=
[
2℘(z|τ) + 34 (℘(z+ p|τ) + ℘(z− p|τ))
+A¯j(ζ(z+ p|τ)− ζ(z− p|τ)) + B¯j
]
.
Since τ ∈ iR>0, we easily obtain I(z¯) = I0(z). Consequently, if y(z) is
a local solution of GLE (5.1)-(5.2) in a small domain bounded away from
±p+ Λτ , then
(5.3) y˜(z) := y(z¯)
is a local solution of GLE y′′ = I0(z)y(z). By (5.3), it is easy to prove that
the monodromy representation of GLE y′′ = I0(z)y(z) has the same (ε1, ε2)
as that of GLE (5.1)-(5.2) and the monodromy data is −C¯j.
If Aj ∈ R, i.e. A¯j = Aj, then I0(z) = I(z), namely GLE y
′′ = I0(z)y(z)
coincides with GLE (5.1)-(5.2). Consequently, the monodromy data −C¯j =
Cj, i.e. Cj ∈ iR ∪ {∞}.
Conversely, if Cj ∈ iR ∪ {∞}, we have −C¯j = Cj, namely GLE y
′′ =
I0(z)y(z) has the same monodromy group generators ρ(ℓ1), ρ(ℓ2) as GLE
(5.1)-(5.2). Applying a uniqueness result of such GLE with respect to the
monodromy group generators ρ(ℓ1), ρ(ℓ2) (see [6]), we conclude that I0(z) =
I(z), which gives A¯j = Aj, i.e. Aj ∈ R.
(2) Since p ∈ (0, τ2 ), i.e. p is purely imaginary, we have p¯ = −p. Define
I˜0(z) :=
[
2℘(z|τ) + 34 (℘(z+ p|τ) + ℘(z− p|τ))
−A¯j(ζ(z+ p|τ)− ζ(z− p|τ)) + B¯j
]
.
Then I(z¯) = I˜0(z). The same argument as (1) implies that Cj ∈ iR ∪ {∞} if
and only if I˜0(z) = I(z), i.e. −A¯j = Aj, which is just Aj ∈ iR. 
Next, we need to prove the following result.
Theorem 5.2. Let τ ∈ iR>0 and p ∈ (0,
1
2 ] ∪ (0,
τ
2 ]. Then the three roots C’s of
equation
(5.4) ℘(p|τ) =
−4(Cη1 − η2)
3 − g2(Cη1 − η2)(C− τ)
2 + 2g3(C− τ)3
(C− τ)[12(Cη1 − η2)2 − g2(C− τ)2]
are distinct and all belong to iR ∪ {∞}.
Before we go to prove Theorem 5.2, we are in the position to prove The-
orem 1.2.
Proof of Theorem 1.2. Fix τ ∈ iR>0 and p ∈ (0,
1
2) ∪ (0,
τ
2 ). It is well known
that
e1, e2, e3, g2, η1,℘(p) ∈ R and η2 ∈ iR.
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Then it follows from equation (4.6) that Ck ∈ iR ∪ {∞} for all k ∈ {1, 2, 3}.
Together with the argument at the end of Section 4, it follows from Lemma
5.1 and Theorem 5.2 that Aj ∈ R for p ∈ (0,
1
2 ) (resp. Aj ∈ iR for p ∈ (0,
τ
2 ))
and are all distinct for j ∈ {1, 2, 3, 4, 5, 6}. Therefore, Q(A; p, τ) = 0 has
six distinct real roots for p ∈ (0, 12) and six distinct purely imaginary roots
for p ∈ (0, τ2 ). Finally, by denoting yj = Aj℘
′(p|τ), we conclude from
℘′(p|τ) ∈ R for p ∈ (0, 12) and ℘
′(p|τ) ∈ iR for p ∈ (0, τ2 ) that such yj’s are
real and give all the roots of ℓˆ1(y; x, τ) = 0, so ℓˆ1(y; x, τ) = 0 has six distinct
real roots. The proof is complete. 
We will exploit a conceptual idea to prove Theorem 5.2. Remark that
C = τ can not be a root of equation (5.4) because ℘(p|τ) 6= ∞. Denote
X =
Cη1(τ)− η2(τ)
τ − C
and x = ℘(p|τ).
Then equation (5.4) is equivalent to
(5.5) X3 − 3xX2 +
g2
4
X +
2g3 + xg2
4
= 0.
Since τ ∈ iR>0, it is well known that
g2(τ) > 0, g3(τ) ∈ R, x = ℘(p|τ)
{
≥ e1(τ) > 0 if p ∈ (0,
1
2 ],
≤ e2(τ) < 0 if p ∈ (0,
τ
2 ].
On the other hand, a straightforward computation implies that the discrim-
inant of equation (5.5) is
∆ = ϕ(x; τ)/16,
where
ϕ(x; τ) := 432g2x
4 + 864g3x
3 − 72g22x
2 − 216g2g3x− g
3
2 − 108g
2
3.
Lemma 5.3. Let τ ∈ iR>0 and p ∈ (0,
1
2 ] ∪ (0,
τ
2 ]. Then equation (5.5) has three
real distinct roots X’s provided that one of the following conditions hold:
(1) p ∈ (0, 12 ] and τ = ib with b ≥ 1.
(2) for any fixed τ ∈ iR>0, either p > 0 is sufficiently small or
1
2 − p ≥ 0 is
sufficiently small.
(3) p ∈ (0, τ2 ] and τ = ib with b ∈ (0, 1].
(4) for any fixed τ ∈ iR>0, p ∈ (0,
τ
2 ] satisfies either |p| or |
τ
2 − p| is suffi-
ciently small.
Proof. It is known that equation (5.5) has three real distinct roots if and only
if the discriminant ∆ > 0, i.e. ϕ(x; τ) > 0.
(1)-(2). Recall p ∈ (0, 12 ] gives x ≥ e1. Since τ = ib with b ≥ 1, so
e1 > 0 ≥ e3 > e2, i.e. g3 = 4e1e2e3 ≥ 0 and
0 < g2 = 4(e
2
1 − e2e3) ≤ 4e
2
1 ≤ 4x
2.
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Consequently,
ϕ(x; τ) = 72g2x
2(6x2 − g2) + 216g3x(4x
2 − g2)− g
3
2 − 108g
2
3
≥ 72g2 ×
g2
4
×
g2
2
− g32 − 108g
2
3
= 8g32 − 108g
2
3 > 0,
where g32 − 27g
2
3 > 0 is used in the last inequality. This proves (1).
To prove (2), we fix any τ = ib with b ∈ (0, 1). Then e1 > e3 > 0 > e2.
Denote
α = e21 and β = −e2e3 = (e1 + e3)e3 < 2α.
Then g2 = 4(α + β) and e1g3 = −4αβ < 0. Consequently, a direct compu-
tation leads to
ϕ(e1; τ) = 432g2e
4
1 + 864g3e
3
1 − 72g
2
2e
2
1 − 216g2g3e1 − g
3
2 − 108g
2
3
= 64(2α− β)3 > 0.
Therefore, ϕ(x; τ) > 0 if x − e1(τ) ≥ 0 is sufficiently small, namely pro-
vided that 12 − p ≥ 0 is sufficiently small. Finally, when p > 0 is suffi-
ciently small, then x = ℘(p|τ) is sufficiently large, which clearly implies
ϕ(x; τ) > 0. This proves (2).
(3)-(4). Recall p ∈ (0, τ2 ] gives x ≤ e2 < 0. Since xg3 ≥ 0, 4x
2 ≥ g2 for
τ = ib with b ∈ (0, 1] and −e1e3 < 2e
2
2 for τ = ib with b > 1, the proof is
the same as that of (1)-(2) by exchanging the roles of e1 and e2. 
Lemma 5.4. Let τ ∈ iR>0 and p ∈ (0,
1
2 ] ∪ (0,
τ
2 ]. Then equation (5.5) has three
real distinct roots X’s.
Proof. First we consider p ∈ (0, 12 ]. Instead of proving ϕ(x; τ) > 0 when
τ = ib and b ∈ (0, 1) (which seems non-trivial because g3 < 0), here we
exploit a conceptual proof. Define
b0 = inf
{
b1 > 0
∣∣∣∣ (5.5) has three real distinct rootsfor τ = ib with b > b1 and p ∈ (0, 12 ]
}
.
Then b0 ≤ 1. We only need to prove b0 = 0.
Suppose b0 > 0. By the definition of b0 and Lemma 5.3, we have
(i) for any p ∈ (0, 12 ] and τ = ib0, equation (5.5) has three real roots X’s.
(ii) there exists p0 ∈ (0,
1
2 ) such that equation (5.5) with τ = ib0 and
p = p0 has a multiple root X0 with mulitplicity m ∈ {2, 3}.
Now we fix τ = ib0 and define
H(X; p) := X3 − 3℘(p|τ0)X
2 +
g2(τ0)
4
X +
2g3(τ0) + ℘(p|τ0)g2(τ0)
4
.
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Then H(X0; p0) = 0, so
H(X; p) =
1
m!
∂mH
∂Xm
(X0; p0)(X − X0)
m
+
∂H
∂p
(X0; p0)(p− p0) + higher order terms.(5.6)
If ∂H∂p (X0; p0) 6= 0, then (5.6) implies that there exists p ∈ (0, 1/2) satisfying
|p− p0| > 0 sufficiently small such that H(X; p) = 0 has roots X’s in C\R,
a contradiction with (i). Thus ∂H∂p (X0; p0) = 0, i.e.
(5.7) 12X20 − g2(τ0) = 0.
This together with H(X0; p0) = 0 gives
(5.8) 4X30 + g2(τ0)X0 + 2g3(τ0) = 0.
However, (5.7)-(5.8) leads to g2(τ0)3− 27g3(τ0)2 = 0, a contradiction. There-
fore, b0 = 0, which completes the proof of the case p ∈ (0,
1
2 ].
The case p ∈ (0, τ2 ] can be proved in a similar way, and we omit the
details here. 
We conclude this section by proving Theorem 5.2.
Proof of Theorem 5.2. Fix τ ∈ iR>0. Then η1(τ) ∈ R and η2(τ) ∈ iR. So
X = Cη1(τ)−η2(τ)τ−C ∈ R if and only if C ∈ iR ∪ {∞}\{τ}. Therefore, Theorem
5.2 follows directly from Lemma 5.4. 
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