We consider the quadratic scalar radius of the pion, r 2 S,π , and the mixed K − π scalar radius, r 2 S,Kπ . With respect to the second, we point out that the more recent (post-1974) experimental results in K l3 decays imply a value, r 2 S,Kπ = 0.31 ± 0.06 fm 2 , which is about 2 σ above estimates based on chiral perturbation theory. On the other hand, we show that this value of r is 1.4 σ away from experiment. We also comment on implications about the chiral parameterl4, very likely substantially larger (and with larger errors) than usually assumed.
suggests the existence of a low mass S is 1.4 σ away from experiment. We also comment on implications about the chiral parameterl4, very likely substantially larger (and with larger errors) than usually assumed.
Introduction
The quadratic scalar radius of the pion, r 2 S,π , and the mixed K − π (quadratic) scalar radius, r 2 S,Kπ , are quantities of high interest for chiral perturbation theory calculations, or, more generally, for pion physics. Using chiral perturbation theory to one loop they can be related to meson masses and decay constants: [1, 2] r 2 S,Kπ = 6
(1.1a)
(1.1b) The second can also be expressed in terms of the chiral constantl 4 ; to one loop, [1] (1.2)
Here f π , f K and M π , M K are the decay constants and masses of pion and kaon; M η = 547 MeV is the eta particle mass. We take M π = 139.57 MeV (the charged pion mass), but choose an average kaon mass, M K = 496 MeV. From (1.1a,b), Gasser and Leutwyler [2] obtain the theoretical predictions . For the first the world average of the Particle Data Tables [3] is
the four more modern experimental analyses [4] give the numbers (1.4b)
If we average them, which is permissible since they are compatible within errors, we find
a value in perfect agreement with (1.4a), to which it should equal if neglecting isospin breaking effects. We compose (1.4a), (1.4c) to get λ 0 = 0.026 ± 0.005, and find what we will consider the experimental value for the form factor: r 2 S,Kπ exp. = 0.312 ± 0.070 fm 2 .
(1.5)
On comparing with a dispersive calculation, (1.5) strongly suggests the existence of a low energy S 1 2 Kπ resonance. On the other hand, the central value in (1.5) lies clearly outside the error bars of the chiral theory prediction, (1.3a).
There is no direct measurement of r 2 S,π . Donoghue, Gasser ad Leutwyler [5] used the two-channel Omnès-Muskhelishvili method and ππ phase shifts to give what is presented as a precise experiment-based estimate; Colangelo, Gasser and Leutwyler review it and, with a minor updating, accept it at present: [6] It is difficult to believe that the precision and central value in (1.6) hold at the same time. To get these numbers, Donoghue et al. use experimental phase shifts for ππ scattering above theKK threshold, where, because one does not measure the processKK →KK, the set of measurements is incomplete (as proved for example in refs. 7) and where, indeed, different fits give totally different eigenphases (necessary to perform the Omnès-Muskhelishvili analysis), as may be seen explicitly in ref. 8 . Moreover, they neglect multipion contributions which, for the electromagnetic form factor of the pion, account for some 6% of the full result. As a matter of fact, we will give here a new evaluation (which is the main outcome of the present note) and will, in particular, present examples of phases which are compatible with experimental information, as well as with all physical requirements at high energy, and for which the corresponding r 2 S,π is several standard deviations above (1.6). In particular, we find a safe bound, and a reliable estimate:
Moreover, we show that the error bars in (1.8) are attainable. It thus follows that, also for r 2 S,π , the errors due to higher orders are underestimated.
The Omnès-Muskhelishvili method for form factors and radii
We consider the scalar pion form factor, F S (t), and the mixed scalar form factor f Kπ (t). We will also discuss the electromagnetic form factor of the pion, F π (t). In terms of these,
and r 2 π is the electromagnetic radius of the pion. For F π , current conservation gives F π (0) = 1. The values of F S (0), f Kπ (0) may be calculated with chiral dynamics, [2] but we will not concern ourselves with this here.
Let us denote by F (t) to any of the three form factors in (2.1), and let δ(t) be its phase:
s th is the threshold, 4M
, as the case may be. (We note that in (2.2) we do not understand the principal value of the argument; the phase has to be taken as varying continuously with t). The FermiWatson final state interaction theorem implies that, for t < s 0 (where s 0 is the energy at which inelastic 2 We define the form factors by
the meson states are normalized to p|p
channels become nonnegligible), δ(t) equals a corresponding scattering phase.
3 To be precise,
We will assume that we know the phases δ 1 , δ
, and thus δ(t), for t ≤ s 0 . At large t, the Brodsky-Farrar counting rules [9] imply that
from which it follows that, unless the phase oscillated at infinity, one must have
In particular, (2.5) implies that δ(∞) = π. For F π , the Jackson-Farrar calculation [9] gives
hence ν = 1; for the other form factors one cannot prove a similar behavior rigorously in QCD, although it is likely that ν = 1 also here.t is a scale; for the electromagnetic form factor, it is ∼ Λ 2 , with Λ the QCD parameter, but its precise value is generally not known. Nevertheless, the feature that the limit δ(∞) has to be reached from above, i.e., that at asymptotic energies δ(t) is larger than π, seems to be general.
We will use the Omnès-Muskhelishvili method, [10] with only one channel, to solve for F in terms of δ; it will turn out that the two-channel method is neither necessary nor reliable [the last for the reasons explained after Eq. (1.6)]. According to it, we have that, given the condition (2.5), the phase determines uniquely F : one has
From this we get a simple sum rule for the square radius r 2 corresponding to F (t):
In general, we will split r 2 as follows:
Here Q J is the piece in (2.7) coming from the region where we know δ,
Q Φ is obtained defining an effective phase that interpolates linearly (in t −1 ) between the values of δ(t) at s 0 and ∞: we write
and then set
Finally, Q G corrects for the difference between δ and δ eff :
Q J , Q Φ are known; Q G has to be fitted or estimated. The decomposition (2.8) is equivalent to decomposing F as a product. We integrate explicitly δ eff and then we can write
,
(2.10)
What we know about G(t) is that G(0) = 1, and that it is analytic except for the cut s 0 ≤ t < ∞. The best way to take this into account is by making a conformal mapping of this cut plane into a disk, and expand in the conformal variable, z(t):
We then write [11] G(t)
an expansion that will be convergent for all t inside the cut plane. We can implement the condition G(0) = 1, order by order, by writing
; the expansion then reads,
the c i being free parameters. The contributions to the square radius Q Φ , Q G may be written explicitly in terms of δ(s 0 ), c i as
For the electromagnetic form factor of the pion we take, following ref. 11, s 0 = 1.1 GeV 2 . For F π we can fit experimental data and thus find the c i . These data are in fact precise enough to give two terms: [11] Moreover, δ(s 0 ) = δ 1 (s 0 ) = 2.70, and hence
So, if we approximated G(t) ≡ 1 (physically, this is approximately equivalent to neglecting inelastic channels), we would underestimate the radius, but not by much, as we get
which is 6% below the full value of r 2 π as given in (2.15). It is not easy to guess Q G , although it is easy to understand its sign: in (2.5) we have interpolated linearly from s 0 = 1 GeV 2 , where δ(s 0 ) < π, to δ(∞) = π; that is to say, systematically below the value π, while we know, from (2.5), that δ(t) must approach the asymptotic value of π from above. Thus the phase δ(s) should rise beyond π, probably around the energy of the resonance ρ(1450), to reach its asymptotic behaviour (above π) after that. So we expect
Indeed, using this formula with reasonable choices of s as. ,t, we get a value near the experimentally measured one for Q G ; for example, we obtain the exact result,
as. ≃ 1.8 GeV.
The mixed Kπ scalar radius
We first assume the phase δ (1/2) 0 (t) to be given, for t 1/2 ≤ 1.5 GeV, by the resonance K * (1430), whose properties we take from the PDT. [3] Its mass is M * = 1412 ± 6 MeV, and its width Γ * = 294 ± 23 MeV; we neglect its small inelasticity (∼ 7%). We write a Breit-Wigner formula for the phase: This means that Q G is large; in fact, on comparing with the experimental value, Eq. (1.5), we find
The corresponding c 1 would also be large, c 1 = 7.6 The sum of Q J and Q Φ substantially underestimates the value of the mixed scalar square radius: the true phase δ(t) of the form factor would have to go on growing a lot before setting to the asymptotic regime (2.5). The size of the phase necessary to produce the large Q G required appears excessive.
An alternate possibility is the existence of a lower energy resonance (or enhancement; we denote it by κ), below the K * (1430), which some analyses suggest, [12] with M κ ∼ 1 GeV and Γ κ = 400 ± 100 MeV. In this case, we approximate the low energy phase, s ≤ s 0 = 1 GeV 2 , by writing which reproduces well the experimental number with a small Q G , compatible with zero:
The scalar radius of the pion: bounding its value
Next we consider the quadratic scalar radius of the pion. We will, for the S0 phase below t 1/2 = 0.96 GeV, take the two fits to experimental data in ref. 13: one possibility is cot δ This will be referred to as 2Bs. Alternatively, we may take Although we think 2Bs to be more close to reality than 3Bs, and although both give very similar results, we include 3Bs because it comprises, within its errors, the S0 phase shift by Colangelo, Gasser and Leutwyler, [6] which these authors present as very precise and incorporating results from chiral dynamics (in addition to analyticity and unitarity). We find, with self-explanatory notation, We then find the numbers
To calculate Q Φ we take the value
.14 ± 0.52, which covers all the experimental determinations, [14] and get Q Φ = 0.237 ± 0.02. Therefore, we have obtained the result Q J + Q Φ = 0.70 ± 0.06, (3.9) and this comprises both cases 2Bs and 3Bs. Eq. (3.9) should be interpreted as providing a lower bound on r 2 S,π ; it assumes that the phase of F S (s) does not increase for s beyondKK threshold, while, as one would deduce from the similar calculation of r 2 π , and as we will see also in the present case, δ(s) should increase somewhat before decreasing to its asymptotic value, δ(∞) = π. We have therefore found the result, 
The scalar radius of the pion: calculations
We can get a first estimate of the remaining quantity needed to calculate r 2 S,π , Q G , by invoking SU(3) invariance. If the κ is the SU(3) partner of the σ, we inded expect M κ ≃ 1 GeV. Identifying Q G (Kπ) ≃ Q G (π), and using (3.4), we find an approximate number, A more sophisticated method to get Q G is as follows. As implied by the experimental data on ππ scattering, [14(b) ] the inelasticity is compatible with zero (indeed, the central value is almost equal to zero) for the S0 wave, within experimental errors, in the energy region 1.1 GeV ≤ s 1/2 ≤ 1.5 GeV. It thus follows that the phase of F S (s) must be approximately equal to δ
0 (s) for 1.1 GeV ≤ t 1/2 ≤ 1.42 GeV.
The phases δ
0 (s), δ(s) will likely not be equal between 0.992 GeV and 1.1 GeV; however, because this is a very short range, and the phases are are equal at both endpoints (in the approximation of neglecting inelasticity there), it follows that any reasonable interpolation, e.g., a linear interpolation, will give results not very different from what one gets by taking, simply, The distortion caused by the inelasticity being nonzero just around 1 GeV is negligible, numerically; later we will add the estimated error due to above relation being only approximately true.
We take for δ 
The corresponding δ (0) 0 is shown in Fig. 1 . We write, choosing the 2Bs fit for the S0 wave belowKK threshold, We note that the error in Q J (0.99 2 to 1.42 2 GeV 2 ) is only the error coming from c 0 in (3.12); the error due to neglect of the inelasticity we expect to be much larger, of the order of 10% to 15%.
In our present approximation, neglecting inelasticity below 1.42 GeV, we have δ(1.42
Thus, in this calculation, and adding the estimated error due to neglect of inelasticity between 1 GeV and 1.42 GeV, we find compatible with (3.11) . Although the central value here is probably displaced upwards (after all, there is some inelasticity), so that (3.13) should probably be considered more like an upper bound, we emphasize that this value is attainable. Because experimental data are, at rather less than 1 σ, compatible with zero inelasticity, it follows that any realistic estimate for r 2 S,π must have error bars containing the value (3.13). This is one of the reasons why a two-channel evaluation is superfluous.
It is suggestive that, if we take the asymptotic formula (2.5) for δ(t), witht between 0.1 GeV 2 and 0.35 GeV 2 , then this coincides, on the average and to a 10% accuracy, with the δ (0) 0 (t), δ eff (t) [the second as given by (3.12), (2.9b) with s 0 = 1.42 2 GeV 2 ], for t 1/2 between 1.1 GeV and 2 GeV; see Fig. 1 . This lends additional credence to our calculation (3.13), and it also suggests a different method of evaluation. We note that the asymptotic expression, δ as. (s) = π 1 + ν log s/t , with ν = 1, intersects the phase given by Eq. (3.12) at s ≃ i.e., a result almost identical to (3.13). Indeed, any reasonable interpolation between the asymptotic phase and the low energy one would give a similar result. Taking into account this, as well as the previous results, we get what we consider a reliable value for the scalar radius by writing which encompasses (3.10), (3.11), (3.13) and (3.14).
