The PHENIX experiment has measured the production of π 0 s in Au+Au collisions at √ s N N = 200 GeV. The new data offer a fourfold increase in recorded luminosity, providing higher precision and a larger reach in transverse momentum, pT , to 20 GeV/c. The production ratio of η/π 0 is 0.46±0.01(stat)±0.05(syst), constant with pT and collision centrality. The observed ratio is consistent with earlier measurements, as well as with the p+p and d+Au values. π 0 are suppressed by a factor of 5, as in earlier findings. However, with the improved statistical precision a small but significant rise of the nuclear modification factor RAA vs pT , with a slope of 0.0106± 0.0034 0.0029 [Gev/c] −1 , is discernible in central collisions. A phenomenological extraction of the average fractional parton energy loss shows a decrease with increasing pT . To study the path length dependence of suppression, the π 0 yield was measured at different angles with respect to the event plane; a strong azimuthal dependence of the π 0 RAA is observed. The data are compared to theoretical models of parton energy loss as a function of the path length, L, in the medium. Models based on pQCD are insufficient to describe the data, while a hybrid model utilizing pQCD for the hard interactions and AdS/CFT for the soft interactions is consistent with the data.
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I. INTRODUCTION
Discovery of the suppression of high transverse momentum (p T ) hadrons in relativistic heavy ion collisions [1] [2] [3] and the absence of such suppression in dAu collisions [4] inspired intense theoretical work during the past decade. The phenomenon was immediately interpreted, in fact, even predicted [5] [6] [7] , as the energy loss of a hard scattered parton in the hot, dense strongly-interacting quark-gluon plasma (QGP) formed in the collision. Prompted by the large amount of very diverse experimental data from the Relativistic Heavy Ion Collider (RHIC) -namely, by suppression patterns at various collision energies, colliding systems, and centralities -several models have been developed, based mostly on perturbative quantum chromodynamics (pQCD) (see Section III E as well as [8] ). The suppression patterns are quantified by the nuclear modification factor R AA , defined for single-inclusive π 0 s as
AA /dp T dy T AB × d 2 σ π 0 pp /dp T dy ,
where σ π 0 pp is the production cross section of π 0 in p+p collisions, T AB = N coll /σ inel pp is the nuclear overlap func- * Deceased † PHENIX Spokesperson: jacak@skipper.physics.sunysb.edu tion averaged over the relevant range of impact parameters, and N coll is the number of binary nucleon-nucleon collisions computed with σ inel pp . Despite their different approaches, several models [9] [10] [11] [12] were able to describe the p T and centrality dependence of R AA within experimental uncertainties. At the same time, those models provided very different estimates of medium properties such as the transport coefficientq, the average 4-momentumtransfer-squared per mean free path of the outgoing parton within the medium. For this reason, R AA alone does not provide sufficient constraint for extracting medium properties such asq from the theoretical predictions, because it averages the varying energy losses along many different paths of the parton in the medium.
While dihadron correlation measurements are a successful approach to constrain L of the parton in the medium [13] , the single particle observable R AA typically has smaller statistical errors and higher p T reach. In addition, if R AA is measured as a function of the azimuthal angle with respect to the event plane of the collision, the average path length L can be constrained [14, 15] . In all but the most central ion-ion collisions, the overlap region of the nuclei is not azimuthally isotropic. The average distance the parton traverses before emerging and fragmenting varies as a function of the angle with respect to the event plane. Each collision centrality ∆φ class selects different L values, so the differential observable R AA (∆φ) directly probes the path length dependence of the energy loss.
The first measurements of azimuthal asymmetries of nuclear suppression and collective flow [14] [15] [16] ] used π 0 s as the probe, which has the advantage that π 0 s are relatively easy to identify over a very wide p T range in a single detector -a crucial factor in mitigating systematic uncertainties. As pointed out in [15] , both collective flow and azimuthal dependence of nuclear suppression can be formally defined at any p T , but they have historically and conceptually different roots. The notion of collective flow originates in lower p T phenomena, and is usually interpreted as a boost to the original p T spectrum (of partons or final state particles) in the direction of the highest pressure gradient. In contrast, R AA and R AA (∆φ) are typically used to describe high p T behavior, and their decrease from unity interpreted as a loss of parton momentum due to the presence of a medium. In this paper, results on π 0 production, the nuclear modification factor R AA , and its azimuthal dependence in terms of the event-plane-dependent R AA (∆φ) are presented. The results presented here are based upon the data collected in the 2007 RHIC run. The data sample is four times larger than that of [15, 17] . The dedicated reaction plane detector [18] installed in 2007 offers improved event-plane resolution.
II. EXPERIMENTAL DETAILS A. Data set
This analysis used 3.8×10
9 minimum bias Au+Au collisions at √ s N N = 200 GeV recorded by the PHENIX experiment [19] at RHIC in 2007. The experimental setup is shown in Figure 1 . Collision centrality was determined from the amount of charge deposited in the Beam-Beam Counters (BBC, 3.0 < |η| < 3.9). From a Monte Carlo calculation based on the Glauber model [20, 21] , the average number of participants N part , the number of binary collisions N coll , and impact parameter b are estimated (see Table I ). 
B. Reaction plane
Each noncentral nucleus-nucleus collision has a welldefined reaction plane, given by the beam direction and the impact parameter vector of the actual collision. Although this reaction plane cannot be directly observed, an event plane can be experimentally determined eventby-event using the method discussed in detail in [23] .
In order to reduce the biases to the event plane determination from physical correlations such as HanburyBrown-Twiss (HBT), resonance decay, and especially high-p T jet production, it is necessary that the event plane is determined with a large η gap with respect to the high-p T measurement [24] . Therefore, in this analysis measurements from two detectors were combined, located along the beam direction to the North and South of the interaction region. The first is a pair of muon-piston calorimeters (MPC) [25, 26] covering 3.1 < |η| < 3.9 in pseudorapidity and consisting of 240 2.2×2.2×18 cm 3 PbWO 4 crystals each. The second is a pair of reactionplane detectors (RxNP) [18] , which are plastic scintillators, with 20 mm of lead converter in front of it. The RxNP is divided into 12 azimuthal segments and further divided radially into outer (RxNPout) and inner (RxNPin) rings. The outer ring covers 1.0 < |η| < 1.5 and the inner ring covers 1.5 < |η| < 2.8. The current analysis did not use RxNPout and the event plane was established only from the MPC and RxNPin. The resolution is shown in Fig. 2 . The method to establish the event plane from the combined MPC-RxNPin information is identical to that used in [16] . Neutral pions are measured via the π 0 → γγ decay channel. Photons are identified in the PHENIX Electromagnetic Calorimeter (EMCal, described in [27] ) consisting of two subdetectors, both extending to |η| < 0.35 in pseudorapidity and are located at 5.1 m radial distance from the collision point. The analysis uses data from the lead-scintillator (PbSc) sampling calorimeter, which comprises six sectors covering 3/8 of the full azimuth and has a 5.5×5.5 cm 2 granularity and depth of 18 radiation lengths. Photons are identified using various cuts on the shower shape observed in the calorimeter as well as by comparing the observed shapes to an ideal one, parametrized using well-controlled test beam data [27] . Since this analysis is restricted to the p T region above 5 GeV/c, the hadron contamination is small; hadrons in this energy region typically deposit only a small fraction of their energy in the EMCal.
The invariant mass m γγ is calculated in bins of photon pair p T from each pair of photons, provided the pair passes the energy asymmetry cut α < 0.8 where α = |E γ1 − E γ2 |/(E γ1 + E γ2 ), and the distance between the impact positions of the two photons is larger than 8 cm. An example m γγ distribution is shown in Fig. 3 . For the event-plane-dependent studies the procedure is repeated in six 15
• -wide bins of angles ∆φ with respect to the event plane. The combinatorial background is estimated with the event mixing technique where photons from one event are combined with photons from other events, which satisfy the same global conditions (vertex position, centrality, event plane direction), and m γγ is calculated. The mixed-event m γγ distributions are then normalized and subtracted from the real event distributions. The resulting π 0 peaks are σ =10-11 MeV wide, depending on centrality, and have very small residual background due to the inherent correlations in real events not reproducible by the mixed-event technique. This residual background is fitted to a second-order polynomial in the regions below and above the π 0 peak. This polynomial shape is then subtracted from the m γγ distribution. The raw π 0 yields are extracted by integrating the resulting histogram in a ±2.5σ wide m γγ window.
In order to establish the combined effects of acceptance and π 0 detection efficiency, single π 0 s are generated with a distribution uniform in φ and extending to |η| < 0.5 in pseudorapidity, then simulated in the full geant3 [28] framework of PHENIX. After the geant3 output is tuned to reproduce the inactive detector areas as well as the peak positions and widths observed in real data, the simulated π 0 s are embedded into real events. The embedded output can then be analyzed with the very same tools as the real events.
At high p T , the two decay photons may be so close that the EMCal can no longer resolve them as two particles and provide the proper energies and impact points. The two photons "merge" into one cluster, and the corresponding π 0 cannot be reconstructed from m γγ . Such merged clusters were rejected by various shower profile cuts, and the loss was determined by simulated π 0 s embedded into real events and analyzed with the same cuts. At 11 GeV/c merging happens only for the most symmet-ric decays resulting in a 5% loss of π 0 s. At 17 GeV/c the correction is 50%. At p T = 20 GeV/c about 70% of π 0 s are lost due to this effect. The systematic uncertainties were estimated by comparing π 0 yields extracted in bins of asymmetry (α). The π 0 yields are corrected for the p T bin width by fitting the invariant yield to a power-law fit and adjusting the yield to correspond to the one at the center of the p T bin. Systematic uncertainties are characterized as follows. Type A uncertainties are point-to-point uncorrelated with p T . Type B uncertainties have point-to-point correlations that cannot be characterized by a simple multiplicative factor, but vary smoothly with p T . Finally, type C uncertainties would move all points up or down by a common multiplicative factor, a typical example being the uncertainty on N coll in R AA .
D. Systematic uncertainties
The type B systematic uncertainty of the π 0 raw yield extraction has been estimated by comparing yields obtained in windows of varying widths. The uncertainty is less than 5% for peripheral collisions (low multiplicity, small combinatorics) and reaches about 7% in central collisions.
The uncertainty on the efficiency of the photon identification (PID) is estimated comparing fully corrected π 0 yields obtained with various PID cuts. The uncertainty is 2-4% at 5-8 GeV/c, and increases both with centrality and with p T . It is of type B.
The uncertainty on the energy scale is estimated from how well the peaks and widths of simulated π 0 s embedded in real events agree with the measured peaks and widths at each centrality. The difference is less than 1% at 5-8 GeV/c. Due to the steeply falling π 0 spectrum this less-than-1% uncertainty of the energy scale translates to about 7% uncertainty on the π 0 invariant yield. The uncertainty due to the photon-merging correction is estimated as follows. Raw yields at high p T are extracted in different asymmetry windows both from real data and simulated decay photon pairs embedded in real data. Apart from small and precisely calculable acceptance effects, the true asymmetry distribution is flat, and at any given p T one should observe the same raw π 0 yield, for instance, in the window 0.4 < α < 0.6 and 0.6 < α < 0.8. However, lower asymmetry means a smaller opening angle of the decay leading to a greater probability for the photons to merge. Therefore, the measured asymmetry distribution at high p T is not flat. To determine the photon-merging correction and its systematic uncertainty, a series of raw yield ratios in different asymmetry bins were compared between data and simulation. The uncertainties on the π 0 spectra due to the merging correction are p T and centrality dependent.
The uncertainty due to acceptance corrections is estimated from the ratio of simulated acceptance distribution and its fit function, which is actually used for corrections. Since the geometry is well understood and a single map to exclude malfunctioning areas of the detector has been used for the entire data set, this uncertainty is less than 1% for all centralities.
There are two sources of π 0 s not coming from the vertex (off-vertex π 0 ): those produced by hadrons interacting with detector material (instrumental background) and feed-down products from weak decay of higher mass hadrons (physics background). Based upon simulations, both types of background were found to be negligible at less than 1 % for p T greater than 2.0 GeV/c, with the exception of π 0 s from K 0 s decay which contribute about 3% to the π 0 yield for p T greater than 1 GeV/c, and have been subtracted from the data. The uncertainty due to this effect is conservatively estimated as 1.5 % and is of type C.
E. RAA(∆φ, pT )
Similar to the previous analysis [15] the R AA (∆φ, p T ) measurement uses both the inclusive R AA (p T ) and the quantity v 2 , where v 2 is defined as the second Fourier expansion coefficient of the single inclusive azimuthal distribution
and ∆φ = Ψ − φ. This assumes that the second Fourier coefficient is dominant in this expansion. The azimuthal anisotropy v 2 has been published in [16] . The π 0 yield is subdivided into six evenly-spaced azimuthal bins in ∆φ from 0 to π/2 on an event-by-event basis using the measured event plane (see Sec. II B). From the inclusive R AA the ∆φ-dependent R AA can be constructed as
where
and the summation runs over the n = 6 azimuthal bins.
meas , as calculated from the raw yields, needs to be corrected. An approximate unfolding can be done by using the raw v raw 2 and the resolution-corrected v corr 2
The relation between the raw and the corrected v 2 is given by
The denominator is shown in Fig. 2 . Figure 4 shows the F (∆φ, p T ) at 7 < p T < 8 GeV/c for centrality 20-30%.
III. RESULTS
A. Spectra and power law fits to the invariant yield (7 < pT < 20 GeV/c range) in various centrality Au+Au collisions and the p+p cross section [29] . Figure 5 shows the π 0 invariant yield in Au+Au collisions for all centralities, and for minimum bias data. As with earlier published π 0 results [17] , in this p T range all distributions are well described by a single power law
The fit method employed here takes both statistical and systematic uncertainties into account, following the one established in previous publications [17, 30, 31] . The obtained fit parameters are listed in Table III for all Au+Au centrality classes, as well as for p+p measured in 2005 [29] . In the more peripheral collisions the Au+Au and p+p powers are consistent, but in central collisions the Au+Au powers are slightly smaller, which is also reflected in the behavior of the nuclear modification factor (see Sec. III C). Figure 6 shows the amplitudes and powers from Table III . [31] provides new η/π 0 ratios with much smaller uncertainties than those published previously [32] . Figure 7 compares the measured η/π 0 ratios from minimum bias collisions for various data sets and colliding systems. Although the uncertainties vary, the new ratios are consistent with previously published ones [32] and are also consistent with the overlaid pythia-6.131 p+p calculation. Figure 8 shows the η/π 0 ratios for various centralities along with the pythia p+p values. A linear fit to the minimum bias data gives a constant term of 0.46±0.05 and a slope of -0.0025±0.0037, with the χ [32] ), and pythia 6.131 [33] . Boxes are pT -correlated systematic uncertainties (type B), the shaded box at one is the global uncertainty (type C).
contours shown in Fig. 9 . The fit method employed here takes both statistical and systematic uncertainties into account, following the one established in previous publications [17, 30, 31] , and fit values for all centralities are listed in Table IV . Since the data are fully consistent with a zero slope, they were refitted with a constant in the 5- −0.02 for 60-93 % centrality. Results of the statistical analysis of the constant fit to the minimum bias data are shown in Fig. 10 . Note that the earlier published value [32] for the most central Au+Au collisions was η/π 0 =0.40±0.04; the current result is closer to the η/π 0 ratios observed in dAu (0.47±0.03) and p+p (0.48±0.03) [32] . The lack of nuclear effects on this ratio indicate that at high p T the fragmentation occurs outside the medium and the ratio is governed by vacuum fragmentation [32] . This is also supported by a recent global analysis of η fragmentation functions (consider Figure 5 in [34] and the fact that the relevant z range, the fraction of the fourmomentum of the parton taken by a fragment, in the current measurement is about 0.05-0.2). The relevant p T is presumably 5-6 GeV/c, below which recombination may be a significant hadronization mechanism (see [35, 36] and [37] ). Also, it should be pointed out, that precise knowledge of the absolute value of this ratio is important for the background calculations in dielectron and direct photon measurements.
C. Nuclear modification factor (φ-integrated)
The reference yield of π 0 in p+p collisions has been obtained from data taken in 2005 [29] . Instead of using a fit to the p+p data, R AA has been calculated by dividing the Au+Au yields point-by-point by the T AB -scaled p+p cross section. Figure 11 shows R AA for π 0 s as a function of p T for six representative centrality classes with the new results overlaid on the previously published ones [17] . The analysis presented here spans the range p T = 5-20 GeV/c in several centrality classes. Gray bands show the global systematic uncertainties and are of type C, which are the quadratic sum of uncertainties of N coll , p+p normalization, and off-vertex π 0 contribution shown in Table II . The results agree well in the overlapping p T region with the published R AA data [17] . [38] . For the Pb+Pb points, the vertical error bars show the total errors. For both centralities and over the entire p T range of 5-20 GeV/c, the two data sets appear to be similar. This is remarkable given the 14-fold increase of colliding energy, resulting in an approximately factor of two increase in the parton density at the LHC [39] . The expected increase in the parton density is corroborated by the factor of 2.2 increase in dN ch /dη reported by ALICE [40] . However, there are two important caveats. Preliminary results from the same experiment on π 0 s, measured via photon conversions up to 10 GeV/c, show an R AA that is somewhat lower in central collisions than for charged hadrons [41] . In [39] the authors assert that the similarity of R AA at RHIC and LHC may be coincidental. In any case, it does not mean that the RHIC and LHC data show the same average parton energy loss ε (see Sec. III D), since the spectra are much harder (the power n = 6) at the LHC. The power is obtained by fitting the ALICE charged hadron data [38] .
The fact that at √ s N N = 200 GeV in central collisions R AA reaches its minimum around 5 GeV/c transverse momentum was first observed in [2] . higher p T R AA appeared to be approximately constant, although the data did not unambiguously exclude a slow rise with p T [30, 31] . On the other hand, all models that reproduce the large suppression observed at p T of 6-10 GeV/c predict a slow rise of R AA as the transverse momentum increases [39, 42] . The current, higher precision data are used to reassess the p T -dependence of π 0 suppression in the RHIC regime. Figure 13 shows a sample linear fit to the p Tdependence of R AA in the most central Au+Au data. Figure 14 shows the 1 and 2σ contour lines of the fitted slope and intercept for three centralities. The fit method employed here takes both statistical and systematic uncertainties into account, following the one established in previous publications [17, 30, 31] . In contrast to Figure  9 in [30] where the slope was consistent with zero within 1σ due to the large uncertainties, the slope here is significantly different from zero, not only in the most central, but in 20-30% centrality collisions as well. Figure 15 shows the fitted slopes (a) and the R AA from the fits (b) at 7 GeV/c and 20 GeV/c for all centralities, expressed in terms of N part . At and above N part =167 (20-30% centrality) the slopes are significantly different from zero.
D. Phenomenological energy loss
The average fractional momentum loss (S loss ) of high p T hadrons has been of interest since it may reflect the average fractional energy loss of the initial parton. S loss is defined as δp T /p T , where δp T is the difference of the momentum in p+p collisions (p T,pp ) and that in Au+Au collisions [p T,AuAu ], and the p T in the denominator is p T,pp . In the previous publication [14] , the assumption was made that both Au+Au and p+p spectra are comparable in shape and R AA vs p T is flat or slowly varying, since the data sample size was not large enough to directly calculate the δp T . With these assumptions, the suppression of high p T hadrons could be phenomenologically interpreted as a fractional momentum loss δp T /p T by fitting Au+Au spectra with,
−n , where A and n were obtained from by fitting a power-law function to T AA -scaled p+p cross section [14] .
With larger statistics p+p and Au+Au data collected, it is possible to directly calculate S loss without any assumptions. The calculation method is schematically depicted in Fig. 16 . First, the π 0 cross section in p+p [f (p T )] is scaled by T AA corresponding to the centrality selection of the Au+Au data [g(p T )]. Second, the scaled p+p cross section [T AA f (p T )] is fit with a powerlaw function [h(p T )]. Third, the scaled p+p point closest in yield to the Au+Au point of interest [p′ T,pp ] is found using the fit to interpolate between T AA scaled p+p data points. The δp T is calculated as p T,pp − p T,AuAu . For obtaining S loss , the δp T is divided by the p T,pp . The uncertainty of the S loss is calculated by inversely converting the quadratic sum of the uncertainties on the yields of Au+Au and p+p points, by the p+p fit function. Statistical and type B systematic uncertainties are individually calculated in the same way. Therefore, the p T dependence of systematic uncertainties are propagated to the S loss values. Figure 17 shows the results for minimum bias collisions and three different centralities. The uncertainty coming from T AA , which is of type C, changes with centrality selection as listed on the plot. The p+p normalization error of 9.7% is not shown here because it moves all the points independent of p T or centrality. Because S loss is plotted as a function of p T in p+p collisions, the p T points in successive centrality bins in Au+Au are shifted as the momentum loss of hadrons varies. An interesting feature of the central collision data is that while δp T /p T is constant up to at least 10 GeV/c, at higher p T it slowly decreases, consistent with the slow rise of R AA . If one assumes that the fragmentation function of the parton after energy loss is unchanged, the fractional momentum loss can be interpreted as the average fractional energy loss ε = ∆E/E of the initial parton. This ε can then be compared to the trends predicted in [39] . In this particular model (see Figure 4 in [39] ), the collisional energy loss appears to be somewhat overestimated, particularly below 10 GeV/c, but at higher p T the observed trend in δp T /p T is reproduced quite well. Figure 12 showed that the R AA in the same centrality at RHIC and LHC show very similar p T dependence even though the collision systems and center-of-mass energies are vastly different. Figure 18 shows comparisons of S loss . Note that the S loss obtained from the ALICE charged hadron measurement is ∼30% higher than that from the PHENIX π 0 measurement. This is reasonable considering the fact that the powers (n) in the power-law fit to the p T spectra are different between the two systems; the power of the PHENIX p+p π 0 s at √ s = 200 GeV/c is about 8, while that of the ALICE p+p charged hadrons is about 6.
E. Model calculations, transport coefficient
In this section, R AA is compared to four different parton energy loss models, following the method described in [37] . All four models are incorporated into the same three-dimensional relativistic hydrodynamic calculation with an initial thermalization time τ 0 = 0.6 fm/c and describe the observed elliptic flow, pseudorapidity distributions, and particle spectra at low p T . The Arnold-MooreYaffe formalism (AMY [9, 43] ) incorporates radiative and collisional energy loss processes in an extended medium in equilibrium at high temperature, i.e. small coupling constant g, where α S = g 2 4π . In this approximation, a hierarchy of scales of successively higher powers of the coupling constant can be identified, and it becomes possible to construct an effective theory of soft modes by summing contributions from hard loops into effective propagators and vertices. The higher-twist approach (HT [10] ) is based on the medium-enhanced higher-twist correc- tions to the total cross section in deep inelastic scattering (DIS) off large nuclei [44] . HT incorporates only radiative corrections, but it can directly calculate the mediummodified fragmentation function. The Armesto-SalgadoWiedemann approach (ASW [11] ), which is equivalent to the well known BDMPS-Z approach [45, 46] , includes only radiative processes in a medium where the mean free path of the parton is much larger than the color-screening length.
The crucial parameter in all these models is the transport coefficientq defined aŝ
where µ 2 is the average squared transverse momentum transferred from the medium to the parton per collision and λ is the mean free path of the partons. In AMYq is directly related to the temperature, while in HT it is related to the local entropy density s (∝ T 3 ) and in ASW it is related to the energy density ε. Figure 19 compares the measured R AA at two centralities with calculations using the energy loss models described above, incorporated into the same hydrodynamic evolution [37] . In these models, the value ofq is fixed such as to reproduce the measured R AA in 0-5% centrality collisions. (See [37] for the definitions of the parameters c HG , and K, which can be converted toq 0 .) The values ofq 0 for gluons (defined as the value ofq at τ = 0.6 fm/c required to describe R AA ) differ by a factor of five:q 0 is 4.1, 4.3 and 18.5 GeV 2 /fm in AMY, HT and ASW, respectively. The HT formalism was originally developed for deep inelastic scattering off a large nucleus, and hence it has become customary to quote the value of q 0 for a quark [47] , and gives the valueq 0 =1.9 GeV 2 /fm as seen in Fig. 19 . Despite the large differences in the values ofq, all models describe both the p T -dependence and the centrality dependence of R AA quite well. Additional experimental constraints are needed to differentiate between the models, for instance, restricting the average path length L the parton traverses in the medium, which can be achieved not only in two-particle correlation measurements [13] but also by studying R AA (∆φ) of single particles.
F. Nuclear modification factor vs event plane
The overlap region of the colliding nuclei is not azimuthally isotropic, and neither is the medium that is formed in the collision. To first approximation (homogeneous density distribution of nucleons) the overlap region is elliptical, with the short axis being in the reaction plane. As a consequence, the average path length the hard scattered parton traverses in the medium, losing energy in the process, varies with the azimuthal angle ∆φ, defined experimentally as the relative azimuthal angle between the emerging hadron and the measured event plane. Measuring R AA as a function of ∆φ provides additional constraints on the average in-medium path length [14] [15] [16] , therefore, a more stringent test of energy loss models than the φ-integrated R AA alone. Figure 20 shows the differential nuclear modification factor R AA (∆φ) for six bins in azimuth and six centralities. The participant eccentricities in Table I indicate the difference between the two extremes, in-plane and out-of-plane. In the most central collisions [panel (a)] the average path lengths in-plane and out-of-plane are almost identical, therefore, the R AA (∆φ) curves almost completely overlap. As one moves to more peripheral collisions, the eccentricity of the overlap region increases and the six curves start to split up showing the expected ordering: suppression is always largest out-of-plane and smallest in-plane. A simple calculation using the participant eccentricity (see Table I ) shows that the in-plane path length changes from 6.1 fm to 3.4 fm when 0-10% and 50-60% centralities are compared, while the out-ofplane path length changes from 6.7 fm to 5.9 fm between the same two centralities. As a consequence, the out-ofplane R AA (∆φ) changes much less with centrality than the in-plane R AA (∆φ). All these observations are in full agreement with the findings in [15] . Figure 21 shows the evolution of R AA (∆φ) with centrality in-plane and out-of-plane at (a) moderate transverse momenta (averaged in the 6-10 GeV/c p T region) and (b) averaged over all available p T above 10 GeV/c. As expected, the difference between in-plane and out-ofplane suppression increases with eccentricity (decreasing N part ), and the actual values converge toward each other as the centrality increases. Figure 22 shows the comparisons of the models to the measured in-plane and out-of-plane R AA as a function of p T for 20-30% centrality. The choice of the 20-30% centrality interval is motivated by the availability of calculations for all the models shown. Furthermore, this interval is a "sweet spot" in determining the reaction plane (minimum uncertainty). While statistical limitations of the reaction plane selected R AA vs p T do not prove that R AA rises with p T , that rise is apparent from the reactionplane-integrated measurement shown in Fig. 13 . The φ (i.e. pathlength) dependence is clear from the increasing in-plane vs out-of-plane difference in R AA vs centrality and the consistent ordering of the R AA (∆φ) curves in Fig. 20 .
The brackets and bars on the data in Fig. 22 are the statistical uncertainties of the in-plane and out-of-plane R AA . The shaded (gray) band around 1 corresponds to the systematic uncertainty of the average π 0 R AA , while the shaded (blue) boxes at the right end of the R AA =1 lines show the uncertainty on T AA and are of type C. The shaded bands on the data points are the systematic uncertainty of the dN/dφ including the uncertainty from the event-plane resolution. Closed (red) circles and closed (blue) squares are the in-plane and out-of-plane R AA , respectively. Panel (a) shows the data overlaid with the AMY calculation [9, 43] . While the out-of-plane data are well described, the in-plane data are not, implying that the path-length dependence is too weak in this model. The comparison with HT in panel (b) shows that this model fails to describe both the general trend and the in-plane vs. out-of-plane differences. The ASW formalism [panel (c)] describes the out-of-plane suppression as well as AMY and shows a somewhat larger in-plane vs. out-of-plane difference, but is still inconsistent with the data. It should be noted that in these three models the energy loss is proportional to L 2 , where L is the path length in the medium, and the quadratic dependence is characteristic when radiative energy loss is the dominant mechanism.
Finally, in panel (d) the data are compared to a model that invokes strong coupling in the medium via an AdS/CFT-inspired model. The ASW-AdS/CFT formalism [12] incorporates the ASW treatment of hard processes, but for the soft processes assumes strong coupling. Such a hybrid procedure was first suggested in [48] . The virtual gluons radiated into the medium are governed by pQCD, but the interactions of those virtual gluons with the medium to bring them on shell is done by assuming that the transverse-momentum-squared is proportional to L 2 as given by an AdS/CFT calculation [12, 49] . This is in contrast to the weak-coupling expression for the transverse-momentum-squared,qL. This results in an energy loss proportional to L 3 instead of L 2 as in the case of the pQCD-based models. Panel (d) shows that the ASW-AdS/CFT model describes both the general shape and the absolute difference of the in-plane and out-ofplane data well. The observation that models with pathlength dependence of energy loss stronger than L 2 are in better agreement with the measurements is consistent with the findings in [16] .
IV. SUMMARY AND CONCLUSIONS
In summary, the large data set presented in this paper made possible a measurement of the π 0 invariant yield in √ s N N = 200 GeV Au+Au collisions up to 20 GeV/c transverse momentum. This has led to a precision measurement of the η/π 0 ratio in Au+Au collisions, which is constant as a function of both centrality and p T , η/π 0 = 0.45±0.01(stat)±0.04(syst) and consistent with the values observed in dAu and p+p. The large observed π 0 suppression is fully consistent with earlier findings, and a slow but significant rise of R AA vs p T with a slope of 0.0106± 0.0034 0.0029 (GeV/c) −1 for central collisions is now observed for the first time at RHIC energies. This has been an expectation of all pQCD-based parton energy loss models. The large data set has also made possible the calculation of a phenomenological ∆E/E energy loss. The differential R AA (∆φ), testing the pathlength dependence of energy loss, is measured up to p T of 20 GeV/c and is compared to various energy loss calculations. While all models considered describe the φ-integrated R AA adequately, the pQCD based calculations where the energy loss depends on the path length as L 2 fail to describe the differential R AA (∆φ). The data require an energy loss with a power greater than 2, as given by models in which the soft interactions with the medium are strongly coupled.
These findings are consistent with the conclusions of [16] in which data on elliptic flow of high p T (> 6 GeV) π 0 s is shown to be inconsistent with pQCD-based models. To explore the strong coupling regime, a comparison was made to the same ASW-AdS/CFT model used in this work, as well as to a phenomenological model [50] in which the energy loss was proportional to L 3 , both of which were able to fit the data. Both the current measurement and [16] explore a region of high p T where the mechanism leading to an azimuthally anisotropic yield is parton energy loss rather than hydrodynamical flow. It is increasingly difficult for purely pQCD-based models to explain these results and one is led to the tentative conclusion that strong coupling plays an important role in parton energy loss in the medium. At present, the best method to do the relevant calculations is in an AdS/CFT framework. Similar conclusions are reached when one looks at the behavior of heavy quarks [51] , where higher quality data will soon be available. Recent preliminary results on the suppression pattern seen at the LHC for p T > 6 GeV/c are strikingly similar to those seen at RHIC. In this paper, a phenomenological calculation of fractional energy loss is given, which indicates that the energy loss at LHC (ALICE data) is about 30% higher than at RHIC, and that the loss falls slightly with energy. The dependence of these observables on momentum and center-of-mass energy (presumably on energy density) will be a crucial factor in untangling the underlying mechanisms of parton energy loss.
Recently, experiments at the LHC have begun to examine the behavior of fully reconstructed jets, which should [9, 43] , (b) HT [10] , (c) pQCD-based ASW [11] , (d) ASW using AdS/CFT correspondence [12] . The curves on panels (a)-(c) are taken from [37] . The dashed and solid lines are the in-plane and out-of-plane predictions, respectively. The definition of the bands and boxes is the same as in Fig. 20 .
give more easily interpretable information on this phenomenon. Future work at both the LHC and at RHIC should bring data on path length dependence of fully reconstructed jets, jet widths, and heavy-quark jets which will add a wealth of new information. In addition, a more complete understanding of the initial state is also needed both for the initial configuration of hydrodynamical models, and as a calibration of the hard probes that are used in these measurements.
of the Former Soviet Union, the US-Hungarian Fulbright Foundation for Educational Exchange, and the US-Israel Binational Science Foundation. Tables V and VI give values for the invariant Yields for neutral pions, as shown in Fig. 5 . Tables VII and VIII give values of R AA for neutral pions, as shown in Fig. 11 . 
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