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Abstract
This paper is concerned with the estimation of the volatility process in a stochastic volatility
model of the following form: dXt = atdt + σtdWt, where X denotes the log-price and σ is a
càdlàg semi-martingale. In the spirit of a series of recent works on the estimation of the cumulated
volatility, we here focus on the instantaneous volatility for which we study estimators built as
finite differences of the power variations of the log-price. We provide central limit theorems with
an optimal rate depending on the local behavior of σ. In particular, these theorems yield some
confidence intervals for σt.
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1 Introduction
The financial market objects offering a great complexity of modelling, the development and the
study of financial models has attracted a lot of attention in recent years. For such models, a key
parameter is the volatility, which is of paramount importance. The fact that the volatility is not
constant has been observed for a long time. Thus, since the famous but too stringent Black and
Scholes model, many stochastic volatility models have been introduced. Among them, models where
jumps occur are now widely spread in the literature (see e.g. [9] for a review and [10] for a list of recent
studies on this topic), mainly because there are able to fit skews and smiles that can not be captured
by continuous models.
In this paper, we deal with the following kind of model:
Xt = x+
∫ t
0
asds+
∫ t
0
σsdWs ∀t ≥ 0,
where W is a Brownian motion and σ is a càdlàg semi-martingale (assumptions will be made precise in
the next section). At this stage, one can remark the main restriction of our model: jumps only occur
in the volatility but not in the price. This restriction will be explained in the sequel.
When such a model is discretely observed, a (now) classical tool for the estimation of the volatility is
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to make use of the power variations of order p (see next section for details) that have some convergence
properties to the cumulated volatility process:
∫ t
0 |σs|pds (when p = 2, this type of result is only
the convergence of the quadratic variations to the angle bracket of the continuous semi-martingale
X). The study of such estimators of the integrated volatility and its use for the detection of jumps
have been deeply studied in the last years (see for instance [7, 8, 23] for the continuous setting,
[1, 2, 18, 19, 24, 23, 3, 15] for the discontinuous setting and the more recent papers [16, 22, 20]).
Unlike these works, the aim of this paper is to estimate rather the instantaneous volatility. Then,
the natural idea is to study estimators which are built as “derivatives” of the power variations. More
precisely, the proposed estimator of the instantaneous volatility is a normalized relative increment of
cumulative volatility estimator, this relative increment being taken on a smaller and smaller interval.
We provide some central limit theorems for the σt-estimator and we exhibit an optimal rate depending
on the local behavior of σ. More precisely, if a Brownian component exists in σ, the best rate is of order
n1/4 and otherwise, it depends on the intensity of jumps. In particular, when the jump component
has finite-variation, the optimal rate is of order n1/3. These central limits lead in particular to some
confidence intervals for σt and to an asymptotic control of the relative error between the estimator
and σt.
When jumps occur in the log-price X, it seems that we could extend some of the previous announced
results by exploiting the fact that convergence properties for the power variations to the cumulated
volatility still hold when p < 2. However, this extension generates some technicalities which are out of
ours objectives.
The paper is organized as follows. In Section 2, we introduce the model we deal with, we present the
different assumptions for this study and we state our main theorems: Central Limit Theorems for the
instantaneous volatility. Section 3 is the proof of these theorems. From Theorem 3, we easily deduce
a confidence interval for the instantaneous volatility, this is shown in Section 4. Moreover, we stress
the fact that the confidence interval length increases with p. Finally, the volatility estimator is tested
on some simulations in Section 5.
2 Setting and Main Results
We consider a stochastic process (Xt)t≥0 defined on a filtered probability space by:
dXt = atdt+ σtdWt, t ≥ 0, (1)
where W is an (Ft)-adapted Wiener process on (Ω,F , (Ft),P) which satisfies the usual conditions,
a : R+ → R and σ are some càdlàg (Ft)-adapted processes. Furthermore, σ is assumed to be a positive
process.
Let T be a positive number and assume that X is observed at times i∆n for all i = 0, 1, . . . , [
T
∆n
]. In
the sequel, we will assume that ∆n −−−−−→
n→+∞ 0.
In this paper, we want to estimate σt using the asymptotic properties of the observed discrete incre-
ments of X. For p > 0, we denote by Bˆ(p,∆n), the process of power variations of order p, i.e. the
stochastic process defined by
B̂(p,∆n)t :=
[t/∆n]∑
i=1
|∆ni X|p , t ∈ [0, T ]
where ∆ni X := Xi∆n −X(i−1)∆n .
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The sequence (B̂(p,∆n)t)n is now classically known as an estimator of
∫ t
0 σ
p
sds. We are going to
recall some existing results about the convergence of this sequence but before, we want to precise the
assumptions on σ that will be necessary throughout the paper. We introduce the following assumptions
depending on parameter q ∈ [1, 2] which is related to the behavior of the small jumps of (σt):
(H1q) : σ is a positive càdlàg semimartingale such that σt = |Yt| where (Yt) satisfies:
dYs = bsds+ η1(s)dWs + η2(s)dW
2
s
+
∫
R
y1|y|≤1(µ(ds, dy)− ν(ds, dy)) +
∫
R
y1|y|>1µ(ds, dy),
where b, η1, η2 are adapted càdlàg processes, µ denotes a random measure on R+ × R with
predictable compensator ν satisfying: ν(dt, dy) = dtFt(dy) and (
∫
(1∧ |y|q)Ft(dy))t≥0 is a locally
bounded predictable process.
The above assumption on the predictable compensator imply that (σt) is quasi-left continuous and that
the jump component has locally-finite q-variation. In order to obtain our main results, we actually
need to introduce a little more constraining control of the jump component:
(H2q) : For every T > 0,
lim
ε→0
sup
t∈[0,T ]
∫
{|y|≤ε}
|y|qFt(dy) = 0 a.s.
As an example, if (Yt) is a solution to the following SDE:
dYt = b(Yt−)dt+ ς1(Yt−)dW˜t + ς2(Yt−)dW˜
2
t κ(Yt−)dZt, (2)
where b : R → R, ς : R 7→ R, ς2 : R 7→ R and κ : R 7→ R are some continuous functions with
sublinear growth, (W˜t)t≥0 is a Brownian motion and (Zt)t≥0 is a centered purely discontinuous Lévy
process independent of (Wt)t≥0 with Lévy measure π satisfying
∫
(|y|q ∧ 1)π(dy) <∞, q ∈ [1, 2], then
Assumptions (H1q) and (H
2
q) hold.
Before going further, we also need to remind the definition of stable convergence that we denote by
L − s. We say that a sequence of random variables (Yn) converges stably to Y or Yn L−s⇒ Y , if
there exists an extension (Ω˜, F˜ , P˜) of (Ω,F ,P) and a random variable Y defined on (Ω˜, F˜ , P˜) such
that for every bounded measurable random variable H, for every bounded continuous function f ,
E [Hf(Yn)]→ E˜[Hf(Y )] when n→ +∞ where E˜ denotes the expectation on the extension.
Now, we can recall two results (adapted to our context) about the asymptotic properties of (B̂(p,∆n)t)n,
from Lépingle [17] (see also [15], Theorem 2.4) and Aït Sahalia and Jacod [3, Theorem 2] respectively.
On the same topic, we can also quote [6, 8].
Proposition 1. Assume (H22). Let p be a positive number and set mp := E [|U |p] where U ∼ N (0, 1).
Then, locally uniformly in t,
∆
1− p
2
n Bˆ(p,∆n)t
P−−−−−→
n→+∞ mpA(p)t with A(p)t =
∫ t
0
σpsds.
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Proposition 2. Let p ≥ 2 and assume Assumption 1 of [3]. Then, the sequence of continuous processes
(Y (n, p))n∈N defined for any n ∈ N by
Y (n, p)t :=
1√
∆n
(
∆
1− p
2
n Bˆ(p,∆n)t −mpA(p)t
)
, t ≥ 0,
converges stably to a random variable Y (p) on an extension (Ω˜, F˜ , (F˜t), P˜) of the original filtered space
(Ω,F , (Ft),P) such that, for any t ≥ 0, conditionally on F , Y (p)t is a centered Gaussian variable with
variance E˜[Y (p)2t | F ] = (m2p −m2p)A(2p)t.
Looking at these results, it is natural to try to estimate σpt by the following statistic: (Σ(p,∆n, hn)t)
defined for every t ≤ T¯ with T¯ = T − h1 by:
Σ(p,∆n, hn)t :=
∆
1− p
2
n
(
Bˆ(p,∆n)t+hn − Bˆ(p,∆n)t
)
mphn
. (3)
Actually, this estimator is the mean of p-variations in a window of length hn where (hn) is assumed to
be a non-increasing sequence of positive numbers such that hn tends to 0.
We are now able to state our main results.
Theorem 3. Let p = 2 or p ≥ 3 and let (Xt) be a stochastic process solution to (1). Assume (H12)
and (H22). Assume that ∆n = o(hn). Then,
(i) If hn/
√
∆n → 0, ∀t ∈ [0, T¯ ],√
hn
∆n
(Σ(p,∆n, hn)t − σpt ) L−s−−−−−→n→+∞
√
ϕ1(p, t, σ) U, (4)
where, conditionally on F , U is a standard Gaussian random variable and ϕ1(p, t, σ) = m2p−m
2
p
m2p
σ2pt .
(ii) If
√
∆n/hn → β ∈ R+, ∀t ∈ [0, T¯ ],
1√
hn
(Σ(p,∆n, hn)t − σpt ) L−s−−−−−→n→+∞
√
β2ϕ1(p, t, σ) + ϕ2(p, t) U, (5)
where ϕ1(p, t, σ) and U are defined as before and,
ϕ2(p, t) =
p2
3 (σt)
2p−2‖η‖2(t)) with ‖η‖2(t) = η21(t) + η22(t).
Note that when the drift term a is null, the result is valid even if 2 < p < 3. Otherwise, the drift
contributes in a bias for the estimator that is not negligible in case 2 < p < 3.
In the second result, we assume that there is no Brownian component in the volatility, i.e. that
η1 = η2 = 0 and that the jump component has locally q-finite variation. In this case, we show that we
can alleviate the constraint on the sequence (hn) (see also Remark 5).
Theorem 4. Let p = 2 or p ≥ 3. and let (Xt) be a stochastic process solution to (1). Assume (H1q)
and (H2q) with q ∈ [1, 2] and suppose that η1 = η2 = 0. Assume that ∆n = o(hn). Then,
(i) If q ∈ (1, 2], if lim supn→+∞ h1/2+1/qn /
√
∆n < +∞, ∀t ∈ [0, T¯ ],√
hn
∆n
(Σ(p,∆n, hn)t − σpt ) L−s−−−−−→n→+∞
√
ϕ1(p, t, σ)U, (6)
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where ϕ1(p, t, σ) and U are defined as in Theorem 3.
(ii) Assume that q = 1. If limn→+∞ h3n/∆n = 0, (6) holds.
If limn→+∞ h3n/∆n = β ∈ R∗+ and if (
∫
{0<|y|≤1} yFt(dy))t≥0 is càglàd (left-continuous with right limits),
then, ∀t ∈ [0, T¯ ],√
hn
∆n
(Σ(p,∆n, hn)t − σpt ) L−s−−−−−→n→+∞
√
ϕ1(p, t, σ)U +
β
2
pσp−1t
(
bt − lim
sցt
∫
{0<|y|≤1}
yFs(dy)
)
. (7)
Following Tauchen and Todorov [21] and according to concrete data, pure jump volatility process could
be a more convenient model. In such a case, it seems that the right theorem to be applied is Theorem 4.
In cases (i) in both Theorems, we get for all t > 0,
√
hn
∆n
(
Σ(p,∆n, hn)t
σpt
− 1
)
L−s−−−−−→
n→+∞
√
m2p −m2p
mp
U, (8)
where U ∼ N (0, 1) and U is independent of Ft. This result is enough to obtain an estimation of σpt
and to obtain a confidence interval for it, together the convergence rate.
Remark 5. It must be stressed here that the convergence rate depends on the balance between the
frequency of observations and the length hn of the window. Hence, the following considerations justify
the choice of a “good pair" (hn,∆n): let p = 2 or p ≥ 3 and assume ∆n = o(hn). Considering
the window width hn, rn :=
hn
∆n
corresponds to the number of observations on the interval [t, t + hn].
Suppose ∆n =
1
n and rn := n
ρ, 0 < ρ < 1, then hn = n
ρ−1. In this scheme, assuming (H12), (H
2
2),
Theorem 3 yields the following convergence rates:
(i) ρ < 12 yields a convergence rate of order n
ρ/2,
(ii) ρ ≥ 12 yields a convergence rate of order n(1−ρ)/2.
In case η1 = η2 = 0, under Hypotheses (H
1
q) and (H
2
q) with 1 ≤ q ≤ 2, Theorem 4 yields the following
convergence rates:
(i) if 1 < q ≤ 2, ρ ≤ 22+q , yields a convergence rate of order nρ/2,
(ii) the same convergence rate occurs in case q = 1, ρ ≤ 23 ; the best convergence rate is of order n1/3,
obtained for ρ = 2/3. As an example in such a case, let us choose rn = n
2/3 ∼ 300. It means 300
data which can be the daily observations and globally n = 3003/2 ∼ 5200. This may correspond to
a realistic data set.
3 Proofs
In every proofs C or Cp are constants which can change from a line to another. In order to make
the notations easier to handle, we will denote by:
Dnt =
{
i ∈ N,
[
t
∆n
]
+ 1 ≤ i ≤
[
t+ hn
∆n
]}
, Cn,i = {u ∈ R, (i− 1)∆n ≤ u ≤ i∆n} ,
Cn,it = {u ∈ R, (i− 1)∆n ∨ t ≤ u ≤ i∆n} , Cn,it,s = {u ∈ R, (i− 1)∆n ∨ t ≤ u ≤ s} .
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3.1 Decomposition of the error
Following [15], we first decompose Σ(p,∆n, hn)t − σpt as follows:
Σ(p,∆n, hn)t − σpt =
Z
(n,p)
t+hn
− Z(n,p)t
mphn
+
( 1
rn
∑
Dnt
σpi∆n − σ
p
t
)
, (9)
where rn = hn/∆n and
Z
(n,p)
t := ∆
1− p
2
n Bˆ(p,∆n)t −mp
[t/∆n]∑
i=1
∆nσ
p
i∆n
.
On the one hand, denoting by Eni−1 [∗] the conditional expectation with respect to F(i−1)∆n , one can
notice that Eni−1
[∣∣∣σ(i−1)∆n ∆ni W√∆n ∣∣∣p] = σp(i−1)∆nmp, and it is easy to checks that
Z
(n,p)
t+hn
− Z(n,p)t
hn
= Λn1 (t) + Λ
n
2 (t) + Λ
n
3 (t),
with
Λn1 (t) :=
∆n
hn
∑
i∈Dnt
(∣∣∣∣∆ni X√∆n
∣∣∣∣p − ∣∣∣∣σ(i−1)∆n ∆ni W√∆n
∣∣∣∣p − Eni−1 [∣∣∣∣∆niX√∆n
∣∣∣∣p − ∣∣∣∣σ(i−1)∆n ∆niW√∆n
∣∣∣∣p]) ,
Λn2 (t) :=
∆n
hn
∑
i∈Dnt
σp(i−1)∆n
(∣∣∣∣∆ni W√∆n
∣∣∣∣p −mp) ,
Λn3 (t) :=
∆n
hn
∑
i∈Dnt
(
E
n
i−1
[∣∣∣∣∆ni X√∆n
∣∣∣∣p]−mpσp(i−1)∆n
)
+
∆n
hn
mp
(
σp[(t+hn)/∆n] − σ
p
[t/∆n]
)
.
On the other hand, let us now decompose the second part of (9). Itô’s formula applied to x → |x|p
with p ≥ 1 yields for every i ≥ [t/∆n] + 1:
|Yi∆n |p = |Yt|p +Ai∆n −At +Mi∆n −Mt, with,
Mt =
∫ t
0
p sgn(Ys)|Ys|p−1η1(s)dWs +
∫ t
0
p sgn(Ys)|Ys|p−1η2(s)dW 2s ,
At =
∫ t
0
θsds +
∫ t
0
∫
|y|≤1
p sgn(Ys)|Ys− |p−1(µ− ν)(ds, dy)
+
∑
0<s≤t
(|Ys− +∆Ys|p − |Ys−|p − p sgn(Ys)|Ys−|p−1∆Ys1|∆Ys|≤1) ,
and
θs = p sgn(Ys)|Ys|p−1bs + p(p− 1)
2
|Ys|p−2‖η‖2(s).
Then, it follows that
1
rn
∑
i∈Dnt
σpi∆n − σ
p
t = Λ
n
4 (t) + Λ
n
5 (t), with,
Λn4 (t) =
1
rn
∑
i∈Dnt
([(t+ hn)/∆n]− i+ 1)(Mi∆n −M(i−1)∆n∨t)
Λn5 (t) =
1
rn
∑
i∈Dnt
([(t+ hn)/∆n]− i+ 1)(Ai∆n −A(i−1)∆n∨t).
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3.2 Preliminary Lemmas
In this section, we establish a series of useful lemmas for the sequel of the proof. First, we show in
Lemma 6 that it is enough to prove the main results under (H2q) and the following assumption:
(SH)q a,b, η1, η2, and
∫ .
0
∫
(|y|q∧1)Fs(dy)ds are bounded and there existsM > 0 such that Fs([−M,M ]c) =
0 a.s. ∀s ≥ 0.
Lemma 6. Assume that the conclusions of Theorem 3 and 4 hold for every (X,σ) satisfying (SH)q
and (H2q) (with q ∈ [1, 2] depending on the statement). Then, the conclusions hold for every (X,σ)
satisfying (H1q) and (H
2
q) with q ∈ [1, 2].
The proof of this lemma is based on a classical localization procedure and is done in the Appendix (see
Section 6).
As a consequence of the preceding lemma, we now work under (SH)q. In the following preliminary
result, we state a series of useful properties on σ under this assumption.
Lemma 7. Assume (SH)2.
(i) For every T > 0 and every r > 0,
E
[
sup
0≤t≤T
(σt)
r
]
<∞. (10)
(ii) For every 0 ≤ s ≤ t ≤ T such that |t − s| ≤ 1, it exists a deterministic constant CT > 0 such
that:
E [|σt − σs|r | Fs] ≤ CT |t− s|1∧
r
2 , ∀r > 0. (11)
E
[∣∣∣∣∫ t
s
σudWu
∣∣∣∣q] ≤ CT |t− s| q2 , ∀q > 0. (12)
E
[∣∣∣∣∫ t
s
(σu − σs)dWu
∣∣∣∣q] ≤ CT |t− s|q∧( q2+1), ∀q > 0. (13)
The proof of this lemma is based on standard tools and is also done in the appendix (see Section 6).
Finally, the last preliminary result is a corollary of a result by [11] on the stable-CLT for martingale
increments adapted to our specific framework (in our case, the subset of concerned σ-fields are not
ordered by the inclusion relation).
Lemma 8. Let (Ω,F ,P) denote a probability space. For n ≥ 1, let ζn2 , ζn3 , . . . , ζnkn denote some mar-
tingale increments with respect to the sub-σ-fields of F F¯n,1 ⊂ F¯n,2 ⊂ . . . ⊂ F¯n,kn. Set Sn =
∑kn
i=2 ζ
n
i
and G = ∩n≥1F¯n,1. Assume that n → F¯n,kn is a non-increasing sequence of σ-fields such that
∩n≥1F¯n,kn = G. Then, if the following conditions hold:
(i) There exists a G-measurable random variable η such that
kn∑
i=2
E[(ζni )
2/F¯n,i−1] P−→ η as n→ +∞, (14)
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(ii) For every ε > 0,
kn∑
i=2
E[(ζni )
2
1|ζni |2≥ε/F¯n,i−1]
P−→ 0 as n→ +∞, (15)
then, (Sn) converges stably to S where S is defined on an extension (Ω˜, F˜ , P˜) and such that conditionally
on F , the distribution of S is a centered Gaussian law with variance η.
Proof. First, we prove the lemma when the convergence in (14) and (15) holds a.s. Then, the random
variable η being ∩n≥1F¯n,1-measurable, we deduce from Corollary 2 of [11] that for every bounded
G-measurable random variable Z, for every bounded continuous function f
E[Zf(Sn)]
n→+∞−−−−−→
∫
R
E[Zf(
√
ηu)]
1√
2π
exp(−u
2
2
)du. (16)
Now, let Y denote a bounded F-measurable random variable. Since Sn is F¯n,kn-measurable,
|E[Y f(Sn)]− E[E[Y/G]f(Sn)]| = |E[(E[Y/F¯n,kn ]− E[Y/G])f(Sn)]| ≤ CE[|E[Y/F¯n,kn ]− E[Y/G]|].
Under the assumptions of the lemma, n → F¯n,kn is a non-increasing sequence and G = ∩n≥1F¯n,kn .
Thus, by the convergence theorem for reverse martingales,
E[Y/F¯n,kn ] n→+∞−−−−−→ E[Y/G] a.s.
The function f and the random variable Y being bounded, it follows from the dominated convergence
Theorem that
E[Y f(Sn)]− E[E[Y/G]f(Sn)] n→+∞−−−−−→ 0.
Finally, since E[Y/G] is a bounded G-measurable random variable, we deduce from (16) that for every
bounded continuous function f ,
E[Y f(Sn)]
n→+∞−−−−−→
∫
E[E[Y/G]f(√ηu)]e
−u2
2√
2π
du =
∫
E[Y f(
√
ηu)]
e−
u2
2√
2π
du = E˜[Y f(S)],
where S is defined on an extension (Ω˜, F˜ , P˜) and such that conditionally on F , the distribution of S is
a centered Gaussian distribution with variance η.
Assume now that the convergence in (14) and (15) only holds in probability. Following carefully the
preceding proof, we observe that we only have to prove that (16) still holds: let Z denote a bounded
G-measurable random variable and let f be a bounded continuous function. Then, n → E[Zf(Sn)] is
a bounded sequence. Let (E[Zf(Snk)])k denote a convergent subsequence . Using that it is enough
to assume (15) for a countable family (εk) and the fact that the convergence in probability implies
the a.s convergence of a subsequence, it follows from a diagonalization procedure that there exists a
subsequence (mk) of (nk) such that (14) and (15) hold a.s. Then, a second application of Corollary 2
of [11] yields for any subsequence (mk):
lim
k→+∞
E[Zf(Smk)] =
∫
E[Zf(
√
ηu)]
e−
u2
2√
2π
du.
This concludes the proof of the lemma.
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3.3 The CLTs for the Brownian martingale terms
In this section, we focus on the main terms of the decomposition which satisfy a central limit
theorem.
Proposition 9. Assume that ∆n = o(hn) and (SH)2.
(i). Then,
ρn (Λ
n
2 (t) + Λ
n
4 (t))
L−s−−−−−→
n→+∞ f(t, p)U, (17)
where U ∼ N (0, 1), U is independent of Ft and
(f2(t, p), ρn) =

(
ϕ1(p, t, σ),
√
rn
)
if hn = o(
√
∆n),(
β2ϕ1(p, t, σ) + ϕ2(p, t),
1√
hn
)
if
√
∆n
hn
→ β ∈ R∗+,(
1
3p
2(σt)
2p−2‖η‖2(t), 1√
hn
)
if
√
∆n
hn
→ 0.
(18)
(ii). In case of pure jump process, meaning we assume that η1 = η2 = 0, then, Λ4 = 0 and, for every
t ∈ [0, T ], √
hn
∆n
Λn2 (t)
L−s−−−−−→
n→+∞ f(t, p)U, (19)
with f2(t, p) = ϕ1(p, t, σ).
Proof. Actually, in case (ii), the proof is easier since it only deals with Λn2 , and is more or less included
in what follows.
Let t > 0. Let {(ξni ), i = [t/∆n]+2, . . . , [(t+hn)/∆n], n ≥ 1} be the sequence of martingale increments
defined by: ξn = ξn,1i + ξ
n,2
i with
ξn,1i :=
ρn
rn
(∣∣∣∣σ(i−1)∆n ∆ni W√∆n
∣∣∣∣p − Eni−1 [∣∣∣∣σ(i−1)∆n ∆ni W√∆n
∣∣∣∣p]) , (20)
ξn,2i :=
ρn
rn
([(t+ hn)/∆n]− i+ 1)(Mi∆n −M(i−1)∆n∨t). (21)
We first notice that
∑[ t+hn
∆n
]
i=[ t
∆n
]+2
(ξn,1i + ξ
n,2
i ) = ρn(Λ
n
2 (t) + Λ
n
4 (t)) − εn where εn = ξn[ t
∆n
]+1
→ 0 in
probability. Second, let us show that Lemma 8 can be applied to the sequence (ξni ). Set kn :=
[(t + hn)/∆n] − [t/∆n]. For every i ∈ {2, . . . , kn}, set ζi,n = ξ[t/∆n]+i which is (F¯n,i)-adapted where
F¯n,i := F(i+[t/∆n])∆n for every i ∈ {1, . . . , kn − 1} and F¯n,kn := Ft+hn . We observe that the sequence
n → F¯n,kn = Ft+hn is nonincreasing and that ∩n≥1F¯n,1 = ∩n≥1F¯n,kn = Ft since the filtration (Ft)
is right-continuous. Then, we deduce from Lemma 8 that in order to prove the proposition, it is now
enough to check Conditions (14) and (15). These conditions will follow from the two following lemmas.
Lemma 10. Let f(t, p) defined by (18), then
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
E
n
i−1
[
(ξn,1i + ξ
n,2
i )
2
]
P−−−−−→
n→+∞ f
2(t, p).
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Proof. Three sums have to be computed:
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
E
n
i−1
[
(ξn,1i )
2
]
,
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
E
n
i−1
[
(ξn,2i )
2
]
,
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
E
n
i−1
[
ξn,1i ξ
n,2
i
]
.
(i) First
E
n
i−1
[(
ξn,1i
)2]
=
(
ρn
rn
)2
(m2p −m2p)(σ(i−1)∆n)2p, (22)
and since σ is càd,
1
rn
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
σ2p(i−1)∆n −−−−−→n→+∞ σ
2p
t a.s.
Thus, by the definition of ρn,
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
E
n
i−1
[
(ξn,1i )
2
]
P−−−−−→
n→+∞

(m2p −m2p)σ2pt if hn = o(
√
∆n),
β2(m2p −m2p)σ2pt if
√
∆n/hn → β ∈ R∗+,
0 if
√
∆n/hn → 0.
(23)
(ii) Second,
E
n
i−1
[(
ξn,2i
)2]
=
(
ρn([(t+ hn)/∆n]− i+ 1)
rn
)2 ∫
Cn,it
E
n
i−1 [ψs] ds,
with ψs = p
2|Ys|2p−2[η21(s) + η22(s)]. One observes that
E
 [
t+hn
∆n
]∑
i=[ t
∆n
]+2
(
ρn([(t+ hn)/∆n]− i+ 1)
rn
)2 ∣∣∣∣∣
∫
Cn,it
(Eni−1 [ψs]− ψt)ds
∣∣∣∣∣
 ,
≤ ∆n
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
(
ρn([(t+ hn)/∆n]− i+ 1)
rn
)2
E
[
sup
s∈[t,t+hn]
|ψs − ψt|
]
,
≤ Cρ2nhnE
[
sup
s∈[t,t+hn]
|ψs − ψt|
]
.
The function ψ is càd. Therefore, using (10) and the fact that η1 and η2 are bounded, we deduce from
the dominated convergence theorem that for every t ∈ [0, T ],
E
[
sup
s∈[t,t+hn]
|ψs − ψt|
]
−−−−−→
n→+∞ 0. (24)
It follows from the definition of ρn that
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
(
E
n
i−1
[
(ξn,2i )
2
]
−
(
ρn([(t+ hn)/∆n]− i+ 1)
rn
)2
∆nψt
)
P−−−−−→
n→+∞ 0.
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Thus, since
1
hn
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
(
([(t+ hn)/∆n]− i+ 1)
rn
)2
∆n −−−−−→
n→+∞
1
3
,
we obtain that the order of
∑[ t+hn
∆n
]
i=[ t
∆n
]+2
E
n
i−1
[
(ξn,2i )
2
]
is 13ρ
2
nhnψt thus
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
E
n
i−1
[
(ξn,2i )
2
]
P−−−−−→
n→+∞
{
0 if hn = o(
√
∆n)
ψt
3 if
√
∆n/hn → β ∈ R+.
(25)
(iii) Finally, we consider the cross products Eni−1
[
ξn,1i ξ
n,2
i
]
. First of all, it is easily seen that, W and
W 2 being independent, only the term in W of M will play a role. Thus we have:
E
n
i−1
[
ξn,1i ξ
n,2
i
]
= αi,n(t)σ
p
(i−1)∆nE
n
i−1
[∫
Cn,it
pσp−1s η1(s)dWs
(|∆ni W |p − Eni−1 [|∆ni W |p])
]
with αi,n(t) = (ρn/rn)
2∆
−p/2
n ([(t+ hn)/∆n]− i+ 1). Now, by Itô’s formula,
|∆niW |p = p
∫
Cn,i
sgn(Ws −W(i−1)∆n)|Ws −W(i−1)∆n |p−1dWs +
p(p− 1)
2
∫
Cn,i
|Ws −W(i−1)∆n |p−2ds.
Then, we have Eni−1
[
ξn,1i ξ
n,2
i
]
= T n,1i + T
n,2
i with
T n,1i = p
2αi,n(t)σ
p
(i−1)∆n
∫
Cn,it
E
n
i−1
[
σp−1s η1(s) sgn(Ws −W(i−1)∆n)|Ws −W(i−1)∆n |p−1
]
ds,
T n,2i =
p2(p− 1)
2
αi,n(t)σ
p
(i−1)∆nE
n
i−1
[∫
Cn,i
|Ws −W(i−1)∆n |p−2ds
∫
Cn,it
σp−1s η1(s)dWs
]
.
First, let us focus on T n,2i . By an integration by parts, one obtains that:
E
n
i−1
[∫
Cn,it
|Ws −W(i−1)∆n∨t|p−2ds
∫
Cn,it
σp−1s η1(s)dWs
]
=
∫
Cn,it
E
n
i−1
[(∫
Cn,it,s
σp−1u η1(u)dWu
)
|Ws −W(i−1)∆n∨t|p−2
]
ds
=
∫
Cn,it
E
n
i−1
[∫
Cn,it,s
(σp−1u η1(u)− σp−1t η1(t))dWu.|Ws −W(i−1)∆n∨t|p−2
]
ds,
where in the last line we used that for every s ∈ [(i− 1)∆n, i∆n],
E
n
i−1
[
(Ws −W(i−1)∆n∨t)|Ws −W(i−1)∆n∨t|p−2
]
= 0.
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Then, using Cauchy-Schwarz inequality
E
n
i−1
[(∫
Cn,it,s
(
σp−1u η1(u)− σp−1t η1(t)
)
dWu
)
|Ws −W(i−1)∆n∨t|p−2
]
≤
√√√√√Eni−1
(∫
Cn,it,s
(
σp−1u η1(u)− σp−1t η1(t)
)
dWu
)2. √Eni−1 [|Ws −W(i−1)∆n∨t|2p−4],
≤
√√√√∫
Cn,it,s
Eni−1
[(
sup
u∈[t,t+hn]
∣∣∣σp−1u η1(u)− σp−1t η1(t)∣∣∣2
)]
du. (s− (i− 1)∆n)(p−2)/2.
Then (10) yields:
E
[
|T n,2i |
]
≤ Cαi,n(t)E
[
sup
u∈[t,t+hn]
∣∣∣σp−1u η1(u)− σp−1t η1(t)∣∣∣2
] 1
2 ∫
Cn,it
(s− (i− 1)∆n)
p−1
2 ds,
≤ C ρ
2
n
√
∆n
r2n
([(t+ hn)/∆n]− i+ 1)E
[
sup
u∈[t,t+hn]
∣∣∣σp−1u η1(u)− σp−1t η1(t)∣∣∣2
] 1
2
.
Thus, an argument similar to (24) yields:
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
T n,2i
P−−−−−→
n→+∞ 0. (26)
Second, we focus on T n,1i . Using again that σ and η are càd, one obtains that
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
[
T n,1i − p2αi,n(t)σ2p−1t η1(t)
∫
Cn,it
E
n
i−1
[
sgn(Ws −W(i−1)∆n)|Ws −W(i−1)∆n |p−1
]
ds
]
P−−−−−→
n→+∞ 0.
Then, since Eni−1
[
sgn(Ws −W(i−1)∆n)|Ws −W(i−1)∆n |p−1
]
= 0 we deduce that
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
T n,1i
P−−−−−→
n→+∞ 0.
then with (26) that
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
E
n
i−1
[
ξn,1i ξ
n,2
i
]
P−−−−−→
n→+∞ 0. (27)
Thus, by (23), (25) and (27), we obtain that,
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
E
n
i−1
[
(ξn,1i + ξ
n,2
i )
2
]
P−−−−−→
n→+∞ f
2(t, p).
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Lemma 11. The following Lindeberg condition holds:
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
E
n
i−1
[
(ξn,1i + ξ
n,2
i )
2
1|ξn,1i +ξn,2i |2≥ε
]
−−−−−→
n→+∞ 0 a.s. ∀ε > 0. (28)
Proof. Let us prove (28). We derive from the Cauchy-Schwarz and Chebyshev inequalities that,
E
n
i−1
[(
ξn,1i + ξ
n,2
i
)2
1{|ξn,1i +ξn,2i |2≥ε}
]
≤ Eni−1
[(
ξn,1i + ξ
n,2
i
)4] 12 [
P
[{
|ξn,1i + ξn,2i |2 ≥ ε
} ∣∣∣ F(i−1)∆n]] 12 ,
≤ 8
ε
(
E
n
i−1
[(
ξn,1i
)4]
+ Eni−1
[(
ξn,2i
)4])
.
On the one hand, using (20),
E
n
i−1
[(
ξn,1i
)4]
=
ρ4n
r4n
σ4p(i−1)∆nE
[
(|U |p −mp)4
]
,
and since σ is locally bounded, we obtain that there exists C(ω) such that for all t ≥ 0,
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
E
n
i−1
[
(ξn,1i )
4
]
≤ C(ω)
ε
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
ρ4n
r4n
=
C(ω)
ε
ρ4n
r3n
.
If hn = o(
√
∆n) (resp.
√
∆n = O(hn)), ρ
4
n/r
3
n = 1/rn (resp. ρ
4
n/r
3
n = ∆
3/2
n /h5n). Thus,∑[ t+hn
∆n
]
i=[ t
∆n
]+2
E
n
i−1
[
(ξn,1i )
4
]
−−−−−→
n→+∞ 0 a.s.
On the other hand, using (21)
E
 [
t+hn
∆n
]∑
i=[ t
∆n
]+2
E
n
i−1
[(
ξn,2i
)4] = (ρn
rn
)4
([(t+ hn)/∆n]− i+ 1)4 E
[
(Mi∆n −M(i−1)∆n∨t)4
]
≤
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
(
ρn
rn
)4
([(t+ hn)/∆n]− i+ 1)4 E
(∫
Cn,it
ψ(s)ds
)2 .
≤
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
(
ρn
rn
)4
([(t+ hn)/∆n]− i+ 1)4∆n
∫
Cn,it
E
[
ψ(s)2
]
ds.
Since ψ(s) ≤ C|σt|2p−2, it follows from (10) that sups∈[0,T ] E
[
ψ(s)2
]
< +∞. Now,
[ t+hn
∆n
]∑
i=[ t
∆n
]+2
(
ρn
rn
)4
([(t+ hn)/∆n]− i+ 1)4∆2n ≤ Cρ4nrn∆2n,
and one checks that this right-hand member tends to 0 in every cases. It follows that the Lindeberg
condition is fulfilled.
These two lemmas conclude the proof of Proposition 9.
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3.4 The remainder terms
We focus on Λn5 (t), recalling:
Λn5 (t) =
1
rn
∑
i∈Dnt
([(t+ hn)/∆n]− i+ 1)(Ai∆n −A(i−1)∆n∨t).
We obtain the following results of convergence in probability.
Proposition 12. Assume (SH)q and (H
2
q) with q ∈]1, 2]. Then, for every t ∈ [0, T ]:
1
h
1/q
n
Λn5 (t)
P−−−−−→
n→+∞ 0. (29)
Assume that the previous assumptions hold with q = 1 and that
(∫
{0<|y|≤1} yFt(dy)
)
t≥0
is càglàd. Let
(θ0t ) be defined by
θ0t := pσ
p−1
t
(
bt − lim
sցt
∫
{0<|y|≤1}
yFs(dy)
)
+
p(p− 1)
2
σp−2t ‖η‖2(t), (30)
Then for every t ∈ [0, T ],
1
hn
Λn5 (t)
P−−−−−→
n→+∞
θ0t
2
. (31)
Remark 13. Note that Assumption (H2q) is only necessary at this stage of the proof where a kind of
regularity of the small jumps is needed.
Proof. It will be useful to notice that, for every ǫ > 0, At = Lǫ(t) +Mǫ(t) +N ǫ(t), with
Lǫ(t) =
∫ t
0
(
θs −
∫
ǫ≤|y|≤1
p|Ys|p−1yFs(dy)
)
ds,
Mǫ(t) =
∫ t
0
∫
|y|≤ǫ
p|Ys− |p−1y(µ− ν)(ds, dy) +
∑
0<s≤t
Hgp(Ys−,∆Ys)1[|∆Ys|≤ǫ],
N ǫ(t) =
∑
0<s≤t
(|Ys− +∆Ys|p − |Ys−|p) 1{|∆Ys|>ǫ}.
where gp(x) = |x|p and for every f : R→ R,
Hf (x, y) = f(x+ y)− f(x)− f ′(x)y. (32)
With these notations, the above proposition is a consequence of the following lemma.
Lemma 14. Assume (SH)q with q ∈ [1, 2]. Then,
(i) For every ε > 0, there exists a.s. n0(ω) such that for every n ≥ n0(ω),
1
rn
∑
i∈Dnt
([
t+ hn
∆n
]
− i+ 1
)
(N εi∆n −N ε(i−1)∆n∨t) = 0.
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(ii) Assume moreover (H2q) with q ∈ [1, 2]. For every δ > 0, there exists, εδ > 0 such that for every
ε ≤ εδ:
P
 1
rn
∣∣∣ ∑
i∈Dnt
([
t+ hn
∆n
]
− i+ 1
)
(Mεi∆n −Mε(i−1)∆n∨t)
∣∣∣ > δh1/qn
 −−−−−→
n→+∞ 0.
(iii) For every ε > 0, we have almost surely
lim sup
n→+∞
1
hn
 1
rn
∑
i∈Dnt
([
t+ hn
∆n
]
− i+ 1
) ∣∣∣Lεi∆n −Lε(i−1)∆n∨t∣∣∣
 < +∞. (33)
Assume moreover that (SH)1 and (H
2
1) hold and that
(∫
{0<|y|≤1} yFt(dy)
)
t≥0
is càglàd. Then, almost
surely,
lim sup
ε→0
lim sup
n→+∞
1
hn
1
rn
∑
i∈Dnt
([
t+ hn
∆n
]
− i+ 1
)(
Lεi∆n − Lε(i−1)∆n∨t
)
=
θ0t
2
. (34)
Proof. (i) Let T εt denote the random time defined by T
ε
t (ω) := inf{s > t, |∆Ys| ≥ ε}. For every δ > 0,
P [t ≤ T εt ≤ t+ δ] ≤ E
 ∑
t≤s≤t+δ
1{|∆Ys|≥ε}
 ≤ E[∫ t+δ
t
∫
{|y|≥ε}
Fs(dy)ds
]
.
Under (SH)2,∫
{|y|≥ε}
Fs(dy) ≤ ε−2
∫
{|y|≥ε}
|y|2Fs(dy) ≤ ε−2 sup
s∈[0,T ]
∫
|y|2Fs(dy) ≤M/ε2.
It follows from the dominated convergence theorem that P [T εt = t] = 0. Thus, a.s., there exists n0(ω)
such that Tt(ω) > t+ hn for every n ≥ n0(ω). The result follows.
(ii) On the one hand, by the Doob inequality for discrete martingales, we have for every q ∈ (1, 2],
E
∣∣∣ ∑
i∈Dnt
([(t+ hn)/∆n]− i+ 1)
∫
Cn,it
∫
{|y|≤ε}
p(σs−)
p−1y(µ − ν)(ds, dy)
∣∣∣q

≤ E
∣∣∣ ∑
i∈Dnt
([(t+ hn)/∆n]− i+ 1)2
∫
Cn,it
∫
{|y|≤ε}
p2σ2p−2s y
2ν(ds, dy)
∣∣∣ q2
 .
Then, using that (
∑ |ui|)q/2 ≤∑ |ui|q/2 (since q/2 ≤ 1) and Jensen’s inequality, we obtain:
E
∣∣∣ ∑
i∈Dnt
([
t+ hn
∆n
]
− i+ 1
)∫
Cn,it
∫
{|y|≤ε}
p(σs−)
p−1y(µ− ν)(ds, dy)
∣∣∣q

≤ C
∑
i∈Dnt
([
t+ hn
∆n
]
− i+ 1
)q
∆
q
2
−1
n
∫
Cn,it
E
[∫
{|y|≤ε}
σ(p−1)qs |y|qFs(dy)
]
ds.
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Using Assumption (SH)q, we derive from Cauchy-Schwarz’s inequality, (10), Assumption (H
2
q) and
the dominated convergence Theorem that:
sup
s∈[0,T ]
E
[∫
{|y|≤ε}
σ(p−1)qs |y|qFs(dy)
]
−−−→
ε→0
0.
Thus, using that ∑
i∈Dnt
([(t+ hn)/∆n]− i+ 1)q ≤ Crq+1n ,
it follows that for every q ∈ [1, 2], for every η > 0, there exists ε1η > 0 such that for every ε ≤ ε1η ,
E
∣∣∣ 1
rn
∑
i∈Dnt
([
t+ hn
∆n
]
− i+ 1
)∫
Cn,it
∫ ε
−ε
pσp−1
s−
y(µ− ν)(ds, dy)
∣∣∣
 ≤ Cηh1/qn . (35)
On the other hand, by the Taylor formula, we have
|Hgp(x, y)| ≤ C (|x|p−2|y|2 + |y|2p) ,
when p ≥ 2. Then, using that (H2q) implies (H22) and (H22p), we obtain that for every η > 0, there
exists ε0 > 0 such that for every ε ≤ ε2η,
E
 ∑
s∈Cn,it
|Hgp(Y −s ,∆Ys)|1{|∆Ys|≤ε}
 ≤ Cη∆n.
Thus, for every η > 0, there exists ε2η such that for every ε ≤ ε2η,
E
∣∣∣ 1
rn
∑
i∈Dnt
([(t+ hn)/∆n]− i+ 1)Hgp(Y −s ,∆Ys)1{|∆Ys|≤ε}
∣∣∣
 ≤ Cρrn∆n. (36)
Therefore, (ii) follows from (35) and (36).
(iii) Since θs, Ys and
∫
ǫ≤|y|≤1 yFs(dy) are locally bounded, there exists almost surely CT (ω) such that
for every t ∈ [0, T ], for every n ≥ 1, |Lǫi∆n − Lǫ(i−1)∆n∨t| ≤ CT (ω)∆n. Assertion (33) follows. By
construction and under the assumptions on σ and b, (θ0s) is càd. Then,
Lǫi∆n − Lǫ(i−1)∆n∨t = θ0t∆n +Rni (ε, t) + oω,t(∆n),
with Rni (ε, t) = −pσp−1t
∫
Cn,it
∫
|y|≤ε yFs(dy)ds. Then, since
1
hn
 1
rn
∑
i∈Dnt
([(t+ hn)/∆n]− i+ 1)∆n
 −−−−−→
n→+∞
1
2
,
it follows that
lim sup
n→+∞
1
hn
∣∣∣ 1
rn
∑
i∈Dnt
([(t+ hn)/∆n]− i+ 1)
(
Lεi∆n − Lε(i−1)∆n∨t
)
− θ
0
t
2
∣∣∣
≤ lim sup
n→+∞
1
hnrn
∑
i∈Dnt
([(t+ hn)/∆n]− i+ 1)|Rni (ε, t)|,
≤ Cσp−1t sup
s∈[0,T ]
∫
|y|≤ε
|y|Fs(dy).
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Finally, we deduce (34) from (H21).
Lemma 15. Assume (SH)2. Then, there exists Cp > 0 such that for all t
sup
t∈[0,T ]
E
[
(Λn1 (t))
2
] ≤ Cp∆1+
1
p
n
hn
.
As a consequence, for every t ∈ [0, T¯ ], √
hn
∆n
Λn1 (t)
L2−−−−−→
n→+∞ 0.
Proof. Set σni = σi∆n . Then, by a martingale argument, we have
E
[
(Λn1 (t))
2
] ≤ ∆2n
h2n
∑
i∈Dnt
E
[(∣∣∣∣∆ni X√∆n
∣∣∣∣p − ∣∣∣∣σni−1∆ni W√∆n
∣∣∣∣p)2
]
,
≤ ∆
2−p
n
h2n
∑
i∈Dnt
E
[(|∆ni X|p − ∣∣σni−1∆niW ∣∣p)2] .
As dXt = atdt+ σtdWt, we have ∆
n
i X = σ(i−1)∆n∆
n
iW + χ
n
i , with
χni =
∫
Cn,i
(σs − σ(i−1)∆n)dWs +
∫
Cn,i
asds.
Using a Taylor expansion of g(x) = |x|p on the interval [σ(i−1)∆n∆ni W ;∆niX], we have :∣∣|∆ni X|p − |σ(i−1)∆n∆ni W |p∣∣ ≤ sup
x∈[σ(i−1)∆n∆ni W ;∆ni X]
|g′(x)| |χni |.
But |g′(x)| = O(|x|p−1) thus using the relation |x+ y|p ≤ Cp(|x|p + |y|p) with Cp a constant, we have
sup
x∈[σ(i−1)∆n∆ni W ;∆ni X]
|g′(x)| ≤ Cp(|σ(i−1)∆n∆ni W |p−1 + |χni |p−1),∣∣|∆niX|p − |σ(i−1)∆n∆niW |p∣∣ ≤ Cp(|σ(i−1)∆n∆ni W |p−1|χni | + |χni |p).
Finally there is a constant Cp such that, for all t ≥ 0:
E
[
(Λn1 (t))
2
]
≤ Cp∆
2−p
n
h2n
∑
i∈Dnt
E
[|χni |2|σ(i−1)∆n∆ni W |2p−2 + |χni |2p] ,
≤ Cp∆
2−p
n
h2n
∑
i∈Dnt
[(
E
[|χni |2p]) 1p (E [|σ(i−1)∆n∆niW |2p]) p−1p + E [|χni |2p]] . (37)
First of all, the independence between σ(i−1)∆n and ∆
n
iW and (10) yield:
E
[|σ(i−1)∆n∆ni W |2p] = ∆pnm2p E [|σ(i−1)∆n |2p] ≤ Cp∆pn.
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So it remains to give a majoration of E
[|χni |2p]. Since a is bounded by M ,
E
[|χni |2p] ≤ Cp.
(
E
[∣∣∣∣∫Cn,i(σs − σ(i−1)∆n)dWs
∣∣∣∣2p
]
+ (M∆n)
2p
)
.
Now, using inequality (13) and since p ≥ 1, E [|χni |2p] ≤ Cp.(∆p+1n +∆2pn ) ≤ C.∆p+1n . Thus (37)
becomes:
E
[
(Λn1 (t))
2
] ≤ Cp.∆2−pn
h2n
∑
i∈Dnt
[
(∆p+1n )
1
p∆p−1n +∆
p+1
n
]
≤ C
hn
[
∆
1+ 1
p
n +∆
2
n
]
,
the constant Cp does not depend on t and as p ≥ 2, we have,
sup
t∈[0,T ]
E
[
(Λn1 (t))
2
] ≤ Cp∆1+
1
p
n
hn
,
which ends the proofs.
Proposition 16. Assume (SH)2. Then,
E
[∣∣∣∣Eni−1 [∣∣∣∣∆niX√∆n
∣∣∣∣p]−mp|σ(i−1)∆n |p∣∣∣∣] ≤
C∆
1
2
n if p = 2
C∆
p−2
2
∧ 1
2
n if p > 2.
(38)
As a consequence, if p = 2 or p ≥ 3, ‖Λn3 (t)‖1 ≤ C
√
∆n and,
max
(√
hn
∆n
,
√
1
hn
)
Λn3 (t)
L1−−−−−→
n→+∞ 0.
Proof. We begin the proof by the following remark. Scaling and independence properties of the Brow-
nian motion and the Ito’s formula yield
mp =
p(p− 1)
2∆
p
2
n
∫
Cn,i
E
n
i−1
[|Ws −W(i−1)∆n |p−2] ds.
Keeping in mind this representation of mp, we decompose the integrand of (38) as follows:
E
n
i−1
[∣∣∣∣∆ni X√∆n
∣∣∣∣p]−mp|σ(i−1)∆n |p = An1,i +An2,i where
An1,i = E
n
i−1
[∣∣∣∣∆niX√∆n
∣∣∣∣p]− p(p− 1)
2∆
p
2
n
∫
Cn,i
E
n
i−1
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
p−2
σ2s
 ds,
An2,i =
p(p− 1)
2∆
p
2
n
∫
Cn,i
E
n
i−1
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
p−2
σ2s − σp(i−1)∆n
∣∣∣∣∣
∫ s
(i−1)∆n
dWu
∣∣∣∣∣
p−2 ds.
Then, the result is a consequence of Lemmas 17 and 18 corresponding to An1,i and A
n
2,i respectively.
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Lemma 17. Assume (SH)2. Then,
E
[|An1,i|] ≤
{
C.∆n if p = 2,
C.∆
(p
2
−1)∧ 1
2
n if p > 2.
(39)
Proof. First, we use Itô’s formula to develop Ani :∣∣∣∣∆ni X√∆n
∣∣∣∣p = ∫Cn,i p.sgn(Xs −X(i−1)∆n) |Xs −X(i−1)∆n |
p−1
∆
p
2
n
asds
+
1
2
p(p− 1)
∫
Cn,i
|Xs −X(i−1)∆n |p−2
∆
p
2
n
σ2sds+M
n
i ,
with Eni−1 [M
n
i ] = 0. It follows that:
An1,i = E
n
i−1
[∫
Cn,i
p.sgn(Xs −X(i−1)∆n)
|Xs −X(i−1)∆n |p−1
∆
p
2
n
asds
]
+
1
2
p(p− 1)Eni−1
[∫
Cn,i
Rni (s)σ
2
sds
]
,
with Rni (s) :=
|Xs−X(i−1)∆n |p−2
∆
p
2
n
− |
∫ s
(i−1)∆n
σudWu|p−2
∆
p
2
n
. Now, using that a is bounded, we have
E
[|Xs −X(i−1)∆n |p−1|as|] ≤ C
(s− (i− 1)∆n)p−1 + E
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
p−1
≤ C(s− (i− 1)∆n)p−1 + C(s− (i− 1)∆n)1∨
p−1
2 ,
owing to Inequality (12). Hence, for every p ≥ 2,
E
[∫
Cn,i
p
|Xs −X(i−1)∆n |p−1
∆
p
2
n
|as|ds
]
≤ C∆
1
2
∨(2− p
2
)
n .
Now, we observe that Rni (s) = 0 when p = 2 so the proof is ended in this case.
When p > 2, recall that for every q¯ > 0 and ∀(u, v) ∈ R2,
∣∣|u|q¯ − |v|q¯∣∣ ≤ {|u− v|q¯ if q¯ ≤ 1
Cq¯
(|u− v||u|q¯−1 + |u− v|q¯) if q¯ > 1, (40)
applying it with q¯ = p− 2 yields
|Rni (s)| ≤

1
∆
p
2
n
| ∫ s(i−1)∆n audu|p−2 if p ≤ 3
C. 1
∆
p
2
n
(∣∣∣∫ s(i−1)∆n audu∣∣∣ . ∣∣∣∫ s(i−1)∆n σudWu∣∣∣p−3 + ∣∣∣∫ s(i−1)∆n audu∣∣∣p−2) if p > 3. (41)
First, let p ∈ (2, 3]. Since a is uniformly bounded,
|Rni (s)| ≤ C∆
− p
2
n
[
(s− (i− 1)∆n)p−2
]
.
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Then, E
[
σ3s
]
uniformly bounded, Cauchy-Schwarz and inequality (12) yield
E
[∫
Cn,i
|Rni (s)σ2s |ds
]
≤ C∆
p
2
−1
n . (42)
Assume now that p > 3. First, for all s ∈ [(i − 1)∆n, i∆n], we derive from a bounded and Cauchy-
Schwarz inequality that
E
∣∣∣∣∣
∫ s
(i−1)∆n
audu
∣∣∣∣∣
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
p−3
σ2s
 ≤ C(s− (i− 1)∆n)E
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
2(p−3) 12 E [∣∣σ4s ∣∣] 12 .
Therefore, using inequalities (12) and (10), we have:
E
∣∣∣∣∣
∫ s
(i−1)∆n
audu
∣∣∣∣∣ σ2s
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
p−3 ≤ C.(s − (i− 1)∆n) p−32 +1.
Thus, we derive from (41), the preceding inequality and (42) that when p > 3,
E
[∫
Cn,i
|Rni (s)σ2s |ds
]
≤ C
∆
p
2
n
∫
Cn,i
[
(s− (i− 1)∆n)p−2 + (s− (i− 1)∆n)
p−1
2
]
ds ≤ C.∆
1
2
n .
We now focus on An2,i.
Lemma 18. Assume (SH)2. Then,
E
[|An2,i|] ≤
C.∆
1
2
n if p = 2,
C.∆
(p
2
−1)∧ 1
2
n if p > 2.
(43)
Proof. In case p = 2 we deal with 1∆n
∫
Cn,i
(
σ2s − σ2(i−1)∆n
)
ds. Hence by Cauchy-Schwarz, (10) and
(11), we deduce that,
E
[
1
∆n
∣∣∣∣∫Cn,i
(
σ2s − σ2(i−1)∆n
)
ds
∣∣∣∣] ≤ C 1∆n
∫
Cn,i
[
E
[|σs − σ(i−1)∆n |2]] 12 ≤ C∆ 12n . (44)
When p > 2, first,
1
∆
p
2
n
∫
Cn,i
E
n
i−1
σ2s
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
p−2
− σp(i−1)∆n
∣∣∣∣∣
∫ s
(i−1)∆n
dWu
∣∣∣∣∣
p−2 ds = Bn1,i +Bn2,i with,
Bn1,i =
1
∆
p
2
n
∫
Cn,i
E
n
i−1
(σ2s − σ2(i−1)∆n)
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
p−2 ds,
Bn2,i =
σ2(i−1)∆n
∆
p
2
n
∫
Cn,i
E
n
i−1
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
p−2
−
∣∣∣∣∣
∫ s
(i−1)∆n
σ(i−1)∆ndWu
∣∣∣∣∣
p−2 ds.
20
Let us focus on Bn1,i and let q¯ > 1 and r¯ > 1 satisfying
1
q¯ +
1
r¯ = 1 and r¯ > 2 ∨ 2p−2 . Using Hölder
inequality, we have
E
∣∣∣σ2s − σ2(i−1)∆n ∣∣∣ .
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
p−2 ≤ (E [∣∣∣σ2s − σ2(i−1)∆n∣∣∣q¯])1q¯ .
E
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
r¯(p−2) 1r¯ .
Then, on the one hand, applying again Holder’s inequality applied with p˜ = 2/q¯(> 1) and q˜ = q¯/(q¯−2),
we derive from (10) and (11),
E
[
|σ2s − σ2(i−1)∆n |q¯
] 1
2q¯ ≤ CE [|σs − σ(i−1)∆n |2] 12 ≤ C(s− (i− 1)∆n) 12 ,
On the other hand, using (12),E
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
r¯(p−2) 1r¯ ≤ C(s− (i− 1)∆n) p−22 .
Thus,
E
∣∣∣σ2s − σ2(i−1)∆n∣∣∣ .
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
p−2 ≤ C.(s − (i− 1)∆n) p−22 + 12 . (45)
Hence, we have
E
[∣∣Bn1,i∣∣] ≤ C∆ 12n . (46)
We now study Bn2,i. Set M
n
s =
∫ s
(i−1)∆n(σu − σ(i−1)∆n)dWu. By (40),∣∣∣∣∣∣
∣∣∣∣∣
∫ s
(i−1)∆n
σudWu
∣∣∣∣∣
p−2
−
∣∣∣∣∣
∫ s
(i−1)∆n
σ(i−1)∆ndWu
∣∣∣∣∣
p−2∣∣∣∣∣∣
≤
|M
n
s |p−2 if p ≤ 3
C.
(
|Mns |.
∣∣∣∫ s(i−1)∆n σ(i−1)∆ndWu∣∣∣p−3 + |Mns |p−2) if p > 3. (47)
Hence, if p ≤ 3, it follows from (13) and Cauchy-Schwarz inequality that
E
[∣∣Bn2,i∣∣] ≤ C
∆
p
2
n
∫ i∆n
(i−1)∆n
E
[
|Mns |2(p−2)
] 1
2
.E
[|σ(i−1)∆n |4] 12 ds,
≤ C
∆
p
2
n
∫ i∆n
(i−1)∆n
[(s− (i− 1)∆n)2(p−2)] 12 ds ≤ C∆
p
2
−1
n . (48)
Assume now that p > 3. According to (47), we have two terms to manage with. On the one hand, by
Cauchy-Schwarz and (13), we have
E
σ2(i−1)∆n |Mns |.
∣∣∣∣∣
∫ s
(i−1)∆n
σ(i−1)∆ndWu
∣∣∣∣∣
p−3
≤ (E [|Mns |2]) 12 (s − (i− 1)∆n) p−32 E [|σ(i−1)∆n |2(p−1)] 12 ≤ C(s− (i− 1)∆n) p−12 .
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On the other hand, Cauchy-Schwarz and (13) applied with q = 2(p − 2) ≥ 2 yield
E
[
σ2(i−1)∆n |Mns |p−2
]
≤
(
E
[
σ4(i−1)∆n
]) 1
2
.
(
E
[
|Mns |2(p−2)
]) 1
2 ≤ C(s− (i− 1)∆n)
p−1
2 .
Thus, it follows that when p > 3,
E
[|Bn2,i|] ≤ C.∆ 12n . (49)
Finally, we derive the lemma from (46), (48), (49).
3.5 Proof of main Theorems, a synthesis
Gathering the previous steps, Theorems 3 and 4 are now consequences of the classical following
lemma:
Lemma 19. Let (Xn) and (Yn) be some sequences of random variables defined on (Ω,F ,P) with values
in a Polish space E. Assume that (Xn) converges L− s to X and that (Yn) converges in probability to
Y . Then, the sequence of random variables (Zn = Xn + Yn) converges L− s to X + Y .
Indeed, focus for instance on statements (4) and (6). By Lemma 6, it is enough to prove these
convergences under (SH)q and (H
2
q). Then, on the one hand, using Proposition 12 (and the fact
that supn≥1(
√
hn/∆n)h
1/q
n < +∞ under the assumptions), Lemma 15 and Proposition 16 with p ∈
{1/2} ∪ [3,+∞[, we deduce respectively that√
hn
∆n
Λn5 (t)
P−−−−−→
n→+∞ 0,
√
hn
∆n
Λn1 (t)
P−−−−−→
n→+∞ 0,√
hn
∆n
Λn3 (t)
P−−−−−→
n→+∞ 0 since ∆
p−2
2
∧ 1
2
n = ∆
1
2
n if p ≥ 3.
On the other hand, under the assumptions of Theorems 3(i) and 4(i), one deduces from Proposition
9(i) and (ii) respectively that, √
hn
∆n
(Λn2 (t) + Λ
n
4 (t))
L−s−−−−−→
n→+∞ f(t, p)U, (50)
Therefore, (4) and (6) follow from Lemma 19 applied with Y = 0 and from the decomposition of the
error stated in Section 3.1. Using Proposition 9(i) when
√
∆n/hn → β ∈ R+, the same ideas lead to
(5). Finally, applying Lemma 19 with Y = θ0. , (7) follows from Proposition 9(ii) and from the fact
that
1
hn
Λn5 (t)
P−−−−−→
n→+∞ θ
0
t (see Proposition 12).
4 Asymptotic confidence interval
Actually, Theorems 3 and 4 allow us to build a confidence region to estimate for all t parameter
σt. Since the variance limits in their second part depend on the unknown parameters η1(t) and η2(t),
we focus on their first part (i) when hn/
√
∆n (respectively lim supn→+∞ h
1/2+1/q
n /
√
∆n < +∞). This
confidence region could be defined as follows:{
σt,
√
rn|Σ(p,∆n, hn)t − σpt |√
ϕ1(p, t, σt)
≤ 1.96
}
,
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and according to (4) or (6) with, for instance, asymptotic probability 0.95, we get:
P
√rn|Σ(p,∆n, hn)t − σpt |mp
σpt
√
m2p −m2p
≤ 1.96
 −−−−−→
n→+∞ 0.95.
Thus, with 0.95 asymptotic confidence,
σpt ∈
 mp√rnΣ(p,∆n, hn)t
mp
√
rn + 1.96
√
m2p −m2p
,
mp
√
rn Σ(p,∆n, hn)t
mp
√
rn − 1.96
√
m2p −m2p
 . (51)
The confidence interval length is about r
− 1
2
n . Actually, the most interesting point is that we obtain an
asymptotic confidence interval for the relative error:
P
∣∣∣∣Σ(p,∆n, hn)tσpt − 1
∣∣∣∣ ≤ 1.96
√
m2p −m2p
mp
√
rn
 −−−→
n→∞ 0.95.
Remark 20. Finally, to compare this result with respect to p, we have to compare asymptotic confidence
intervals of σt, depending on p, namely
σt ∈

 mp√rnΣ(p,∆n, hn)t
mp
√
rn + 1.96
√
m2p −m2p
 1p ,
 mp√rnΣ(p,∆n, hn)t
mp
√
rn − 1.96
√
m2p −m2p
 1p
 ,
This interval length is about r
− 1
2
n
√
m2p−m2p
pmp
, and this length order is unhappily increasing with p, so it
could be not so good to use p > 2.
5 Simulations
In this section, we want to test numerically the volatility estimator. In order to be able to compare
the estimations with the true volatility, we do not use some real datas but get our observations from
quasi-exact simulations of toy models (by quasi-exact, we mean simulations of the process using an
Euler scheme with a very small time-discretization step).
5.1 A numerical test in a continuous stochastic volatility model
In this part, we consider the stochastic volatility model proposed in [13] where the volatility is
an Ornstein-Uhlenbeck process. Denote the price by (St) and by (σt) the (non-negative) stochastic
volatility. Set Xt := log(St) and vt := σ
2
t . The model is defined by:{
dXt = (r − 12σ2t )dt+ σ(t)dW 1t
dvt = a(m− vt)dt+ β(ρdW 1t +
√
1− ρ2dW 2t ),
where r, a, β and m are some positive parameters, ρ ∈ [−1, 1] and the processes W 1 and W 2 are
independent one-dimensional Brownian motions.
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We set X0 = log(50), v0 = m and simulate quasi-exactly (Xt, vt) at times 0, 1/n, 2/n, . . . , 1 with the
following parameters:
r = 0.05, ρ = 0, a = 1, m = 0.05, and β = 0.05.
Using the simulated observations X0,X1/n, . . . ,X1, we compute the estimator Σ(p, 1/n, hn) on [hn, 1]
and compare its value with the true volatility. In Figures 1 and 2, we represent the corresponding
graphics for n = 1000 and n = 10000 and hn = n
−1/2. In all the figures, we choose p = 2 since as
shown in the computation of the confidence interval length in Remark 20, to increase p is not a good
choice. The process (σt) is plotted as continuous line whereas the estimator Σ(2, 1/n, hn) is plotted as
discontinuous line.
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Figure 1: n = 1000, hn = n
−1/2.
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Figure 2: n = 10000, hn = n
−1/2.
By Remark 5, taking rn = n
ρ with ρ ∈ (0, 1/2) and p ∈ {2}∩(5/2,+∞) (or equivalently hn = nρ−1),
we obtain a rate of order nρ/2. In particular, we can derive that the best rate is obtained in the limit
case ρ = 1/2. This theoretical result is confirmed in the following computation. Denote by En(p, hn)
the mean relative error defined by:
En(p, hn) :=
1
n
n∑
k=1
∣∣∣Σ(p, n−1, hn)1/pk/n − σ( kn )∣∣∣
σ( kn)
. (52)
We obtain the following results:
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En(2, n
−0.4) En(2, n−0.5) En(2, n−0.6)
n = 103 18,9% 16,6% 18,6%
n = 104 12,2% 11,0% 12,3%
En(4, n
−0.4) En(4, n−0.5) En(4, n−0.6)
n = 103 20,3% 17,5% 19,2%
n = 104 13,0% 11,9% 12,9%
Here, Remark 20 is confirmed by the fact: the estimations seem to be better with p = 2 than with
p = 4.
5.2 A numerical test in a jump model
In this last part, we assume that the volatility is a jump process solution to a SDE driven by a
tempered stable subordinator (Z
(λ,β)
t ) with Lévy measure π(dy) = 1y>0 exp(−λy)/y1+βdy. This model
can be viewed as a particular case of the Barndorff-Nielsen and Shephard model [5] (for other jump
volatility models see e.g. [9, 12]):{
dXt = (r − 12σ2(t))dt+ σ(t)dW 1t
dvt = −µvtdt+ dZ(λ,β)t
with the following choice of parameters:
r = 0.05, µ = 1, λ = 1 and β = 1/2.
This concerns Example (2) in Section 1 where Hypotheses (H1q) and (H
2
q) hold for any q ≥ β
and Theorem 4 can be applied. As in the preceding example, we simulate (Xt, vt) on the interval
[0, 1] with X0 = log(50) and v0 = 0.05. In order to compare the two types of models, we chose some
similar parameters. The main difference between these two models comes from the variations which are
stronger in the first case. We obtain a quasi-exact sequel (Xk/n, vk/n) with k ∈ {0, . . . , n}. In Figures
3 and 4, we represent the estimated and true volatilities for some different choices of hn = n
−1/2,
n = 103 and n = 104.
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Figure 3: n = 1000, hn = n
−1/2.
For these computations, we obtain the following mean relative errors:
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Figure 4: n = 10000, hn = n
−1/2.
En(2, n
−0.4) En(2, n−0.5) En(2, n−0.6)
n = 103 13,2% 8,3% 6,3%
n = 104 9,1% 5,5% 3,2%
En(4, n
−0.4) En(4, n−0.5) En(4, n−0.6)
n = 103 15,5% 11,0% 8,8%
n = 104 10,1% 6,6% 3,9%
It seems the best result is obtained with hn = n
−0.6, according to Remark 5 in case η1 = η2 = 0: the
best convergence rate is obtained with ρ = 2/3.
6 Appendix
Proof of Lemma 6: Since the arguments are almost the same for each statement of the main results,
we only prove (4) (with p ∈ {2} ∪ [3,+∞) and t ≥ 0.)
Let (X,σ) satisfy (H1q) and (H
2
q). Then, there exists a sequence (TM )M≥1 of stopping times increasing
to ∞ such that the processes (at), (bt), (η1(t)), (η2(t)) and (
∫
(1∧ |y|q)Ft(dy)) are bounded on [0, TM ].
Since (
∫
|y|≥1 yFs(dy))s≥0 is locally bounded, we can also assume that |∆Yt| ≤M on [0, TM ]. Then, let
XM , σM be defined by XM = Xt∧TM and σM = |YM | where
YMt =
∫ t∧TM
0
bsds+
∫ t∧TM
0
η1(s)dW
1
s +
∫ t∧TM
0
η2(s)dW
2
s
+
∫ t∧TM
0
∫
{|y|≤1}
y(µ− ν)(ds, dy) +
∫ t∧TM
0
∫
{1≤|y|≤M}
yµ(ds, dy).
By construction, (XM , YM ) satisfies (SH)q and (H
2
q) for everyM ∈ N. It follows from the assumptions
of the proposition that for every M ∈ N,
√
rn
(
ΣM (p,∆n, hn)t − (σMt )p
)
)
L−s−−−−−→
n→+∞
√
ϕ1(p, t, σ)U, (53)
where ΣM is the statistic related to (XM , σM ) as in (3), U ∼ N (0, 1) and U is independent of Ft. Let
us now prove (4). Let g be a bounded continuous function on R and let H be a bounded F-measurable
26
random variable. Then, for all M ∈ N,
E [Hg(
√
rn(Σ(p,∆n, hn)t − (σt)p)]− E˜[g(
√
ϕ1(p, t, σ)U)] =
E [Hg (
√
rn(Σ(p,∆n, hn)t − σpt ))]− E
[
Hg
(√
rn(Σ
M (p,∆n, hn)t − (σMt )p)
)]
+ E
[
Hg
(√
rn(Σ
M (p,∆n, hn)t − (σMt )p)
)]− E˜[Hg(√ϕ1(p, t, σM )U)]
+ E˜[Hg
(√
ϕ1(p, t, σM )U
)
]− E˜[Hg
(
σt,
√
ϕ1(p, t, σ)U
)
].
Set BM = {ω, t+h1 < TM (ω)}. By construction, on BM , σMt = σt and ΣM (p,∆n, hn)t = Σ(p,∆n, hn)t
for every n ∈ N. Thus, uniformly in n, the first and third right-hand side terms are bounded by
2‖g‖∞‖H‖∞P [BcM ] for every M ∈ N. Then, since Assumption (H1q) implies that TM → +∞ a.s,
P [BcM ]→ 0 as M → +∞. Now, by (53), for every M ∈ N,
E
[
Hg
(√
rn(Σ
M (p,∆n, hn)t − (σMt )p)
)] −−−−−→
n→+∞ E˜[Hg
(√
ϕ1(p, t, σM )U
)
]
and the result follows.
Proof of Lemma 7 (i). Let us prove (10). Thanks to Jensen’s inequality, we can only consider the
case r ≥ 2. Since the jumps of Y are bounded, we can compensate the big jumps and write
Yt =
∫ t
0
b˜udu+
∫ t
0
η1(s)dWs +
∫ t
0
η2(s)dW
2
s +
∫ t
0
∫
R
y(µ− ν)(ds, dy),
where b˜t = bt +
∫
{|y|>1} yFt(dy). Then, using (SH)2 and Burkholder-Davis-Gundy inequality, we have
for every r ≥ 2:
E
[
sup
t∈[0,T ]
|σt|r
]
≤ C
(
T r + T r/2 + E
[
sup
t∈[0,T ]
(∫ t
0
∫
R
y2µ(ds, dy)
)r/2])
,
where C is a deterministic constant. Let us focus on the last term of the right-hand side. We can
write:
E
[
sup
t∈[0,T ]
(∫ t
0
∫
R
y2µ(ds, dy)
) r
2
]
≤ CE
[
sup
t∈[0,T ]
(∫ t
0
∫
R
y2(µ− ν)(ds, dy)
) r
2
]
+ CE
[(∫ T
0
∫
R
y2ν(ds, dy)
) r
2
]
≤ C
(
E
[(∫ T
0
∫
R
y4µ(ds, dy)
) r
4
]
+ T
r
2
)
,
where in the last inequality, we again used Burkholder-Davis-Gundy inequality and (SH)2. Set k0 =
min{k ∈ N, r ≤ 2k}. By an iteration, we obtain
E
[
sup
t∈[0,T ]
(∫ t
0
∫
R
y2µ(ds, dy)
)r/2]
≤ C
E
(∫ T
0
∫
R
y2
k0
µ(ds, dy)
)r/2k0+ C k0∑
i=1
T r/2
k
 .
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Using that |u+ v|ρ ≤ |u|ρ + |v|ρ when ρ ≤ 1, we have
E
[
sup
t∈[0,T ]
(∫ t
0
∫
R
y2
k0
µ(ds, dy)
)r/2k0]
≤ E
[(∫ T
0
∫
R
yrµ(ds, dy)
)]
≤ CT ,
and the result follows.
(ii). For (11), when r ≥ 2, we obtain by a similar approach:
E [|σt − σs|r | Fs] ≤ CT (|t− s|r + |t− s|r/2) + |t− s|),
where CT is a deterministic constant. This yields the result when r ≥ 2. When r < 2 the result follows
from the Jensen inequality. Let us prove (12). If 0 < q < 2, using Jensen inequality and the concavity
of the map x 7→ xq/2, we have
E
[∣∣∣∣∫ t
s
σudWu
∣∣∣∣q] ≤ E
[∣∣∣∣∫ t
s
σudWu
∣∣∣∣2
] q
2
≤
(∫ t
s
E
[
sup
s≤u≤t
σ2u
]
du
)q/2
≤ C(t− s) q2 ,
owing to (10). When q ≥ 2, we first derive from Burkholder-Davis-Gundy inequality that
E
[∣∣∣∣∫ t
s
σudWu
∣∣∣∣q] ≤ CE
[∣∣∣∣∫ t
s
σ2udu
∣∣∣∣q/2
]
.
Then, Jensen inequality and the convexity of the map x 7→ xq/2 yield(
1
t− s
∫ t
s
σ2udu
)q/2
≤ 1
t− s
∫ t
s
σqudu,
Thus,
E
[∣∣∣∣∫ t
s
σ2udu
∣∣∣∣q/2
]
≤ (t− s)q/2−1
∫ t
s
E [σqu] du,
and (12) again follows from (10).
Finally, let us prove (13). With similar arguments as previously, we obtain:
E
[∣∣∣∣∫ t
s
(σu − σs)dWu
∣∣∣∣q] ≤ C

(∫ t
s E
[|σu − σs|2] du)q/2 if q ∈ (0, 2]
(t− s)q/2−1 ∫ ts E [|σu − σs|q] du if q ≥ 2,
and (13) follows from (11).
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