Abstract-Human identification at a distance has recently gained growing interest from computer vision researchers. Gait recognition aims essentially to address this problem by identifying people based on the way they walk. In this paper, a simple but efficient gait recognition algorithm using spatial-temporal silhouette analysis is proposed. For each image sequence, a background subtraction algorithm and a simple correspondence procedure are first used to segment and track the moving silhouettes of a walking figure. Then, eigenspace transformation based on Principal Component Analysis (PCA) is applied to time-varying distance signals derived from a sequence of silhouette images to reduce the dimensionality of the input feature space. Supervised pattern classification techniques are finally performed in the lower-dimensional eigenspace for recognition. This method implicitly captures the structural and transitional characteristics of gait. Extensive experimental results on outdoor image sequences demonstrate that the proposed algorithm has an encouraging recognition performance with relatively low computational cost.
INTRODUCTION
V ISUAL analysis of human motion [17] , [25] attempts to detect, track, and identify people, and, more generally, to understand human behaviors from image sequences involving humans. Biometrics is a technology that makes use of the physiological or behavioral characteristics to authenticate the identities of people [18] . The combination of human motion analysis and biometrics in surveillance systems has become a popular research direction over the past few years. Vision-based human identification at a distance, in particular, has recently gained wider interest from the computer vision community. This interest is strongly driven by the need for automated person identification systems for visual surveillance and monitoring applications in security-sensitive environments such as banks, parking lots, and airports. An ongoing research project, the Human ID program [1] initialized by DARPA (Defense Advanced Research Project Agency), aims to develop a full range of multimode surveillance technologies for successfully detecting, classifying, and identifying humans to enhance the protection of facilities from terrorist attacks. Its focus is on dynamic face recognition and recognition from body dynamics including gait.
Different from gait classification which classifies human motion into categories, such as walking, running, and jumping, gait recognition, also called gait-based human identification, is a relatively new research direction in biometrics. It aims to discriminate individuals by the way they walk. In comparison with other first-generation biometric features such as fingerprint and iris, gait has the advantage of being unobtrusive, i.e., it requires no subject contact other than walking, in common with automatic face recognition [15] . So far, gait is probably the only perceivable biometric feature from a great distance. Each person seems to have a distinctive and idiosyncratic way of walking, which can be easily understood from a biomechanics viewpoint [20] , [21] . Human ambulation consists of synchronized integrated movements of hundreds of muscles and joints [20] . Although these basic patterns of bipedal locomotion are similar for humans, gaits do vary from one person to another in certain details such as their relative timing and magnitudes [20] . There have been some allied studies such as biomechanics [21] , physical medicine studies for therapy [38] , psychological studies [37] , and approaches aiming to model and track a human through an image sequence, though usually not for recognition [17] , [25] , [2] , [15] . All these related subjects lend strong support to the potential for gait as a useful cue of biometrics.
Overview of Approach
Our study aims to establish an automatic gait recognition method based upon spatiotemporal silhouette analysis measured during walking. Gait includes both the body appearance and the dynamics of human walking motion [34] . Intuitively, recognizing people by gait depends greatly on how the silhouette shape of an individual changes over time in an image sequence. So, we may consider gait motion to be composed of a sequence of static body poses and expect that some distinguishable signatures with respect to those static body poses can be extracted and used for recognition by considering temporal variations of those observations. Also, eigenspace transformation based on PCA has actually been demonstrated to be a potent metric in face recognition (i.e., eigenface) and gait analysis [6] , [7] , [11] , [31] . Based on these observations, this paper proposes a silhouette analysis-based gait recognition algorithm using the traditional PCA. The algorithm implicitly captures the structural and transitional characteristics of gait. Although it is very simple in essence, the experimental results are surprisingly promising.
The overview of the proposed algorithm is shown in Fig. 1 . It consists of three major modules, namely, human detection and tracking, feature extraction, and training or classification. The first module serves to detect and track the walking figure in an image sequence. A background subtraction procedure is performed to segment motion from the background, and the moving region corresponding to the spatial silhouette of the walking figure is successively tracked through a simple correspondence method. The second module is used to extract the binary silhouette from each frame and map the 2D silhouette image into a 1D normalized distance signal by contour unwrapping with respect to the silhouette centroid. Accordingly, the shape changes of these silhouettes over time are transformed into a sequence of 1D distance signals to approximate temporal changes of gait pattern. The third module either applies PCA on those time-varying distance signals to compute the predominant components of gait signatures (training phase), or determines the person's identity using the standard nonparametric pattern classification techniques in the lower-dimensional eigenspace (classification phase).
Purpose and Contributions of This Paper
This paper is a significant extension of an earlier and much shorter version presented in [16] . The main purpose and contributions of the current paper are summarized as follows:
. We attempt to develop a simple and effective method for gait-based human identification using silhouette analysis. Here, we apply the traditional PCA method like [11] , [31] lier databases with only a lateral view, performance evaluation in this paper is performed on a database with three views and with size similar to those of most gait databases currently in use. The proposed algorithm is also evaluated on a likely largest data set described by Phillips et al. [33] , [36] . . A large number of papers in the literature reported good recognition results on a limited-size database, but none of them made informed comparisons among different algorithms. Here, we provide some quantitative comparative experiments to examine the performance of the proposed algorithm and other recent approaches. . The proposed method has several desirable properties:
1. it is easy to comprehend and implement, 2. it is insensitive to the color and texture of cloth as a silhouette-based approach, 3. some additional features related to pace, stride, and build are used to improve recognition accuracy, and 4. experimental results demonstrate that it has a relatively low computational cost. The remainder of this paper is organized as follows: Section 2 describes related work in order to put ours in context. Section 3 introduces feature extraction, involving human detection and tracking, silhouette shape representation, the training and projection process based on PCA, etc. Gait recognition based on the standard pattern classification techniques is discussed in Section 4. Experimental results are presented and analyzed in Section 5. Section 6 concludes the paper. 
RELATED WORK
Because human ambulation is one form of human movements, gait recognition is closely related to vision methods that detect, track, and analyze human behaviors in human motion analysis [35] . There has been a rich amount of work on human modeling and tracking [17] , [25] . However, the vision researchers have only recently begun to investigate gait as a new biometric feature. Although gait recognition is a newly emergent research area, there have been some attempts in the literature [3] , [4] , [5] , [6] , [7] , [8] , [11] , [12] , [13] , [14] , [19] , [20] , [22] , [26] , [27] , [28] , [29] , [30] , [31] , [32] , [33] , [34] , [35] , [36] . Current gait recognition approaches may be explicitly classified into two main classes, namely model-based methods and motion-based methods.
Model-based approaches [28] , [4] , [8] , [12] , [14] , [19] , [32] aim to explicitly model human body or motion, and they usually perform model matching in each frame of a walking sequence so that the parameters such as trajectories are measured on the model. An early such attempt [4] modeled gait an articulated pendulum and used the dynamic Hough transform to extract the line representing the thigh in each frame. Fourier analysis was performed on the inclination data of the thigh and phase-weighted magnitude spectra formed gait signatures for recognition. Johnson and Bobick [14] used activity-specific static body parameters for gait recognition without directly analyzing gait dynamics. Yam et al. [19] first tried the running action of gait to recognize people as well as walking. Later, they further explored the intimate relationship between walking and running that was expressed as a mapping based on the idea of phase modulation [28] . The effectiveness of model-based methods, especially in body structure/motion modeling and parameter recovery from a walking video, is still limited allowing for current imperfect vision techniques (e.g., tracking and localizing human body accurately in 2D or 3D space has been a long-term challenging and unsolved problem). Further, the computational cost of model-based methods is relatively high.
Most existing motion-based approaches can be further divided into two main classes [11] . The first class, statespace methods [11] , considers gait motion to be composed of a sequence of static body poses and recognizes it by considering temporal variations of observations with respect to those static poses [6] , [7] , [16] , [26] , [27] . Using human shapes and their temporal change, Murase and Sakai [6] presented a template matching method based upon eigenspace representation to distinguish different gaits. Huang et al. [7] extended the approach of Murase and Sakai [6] by adding canonical analysis. HMMs (Hidden Markov Models) have also been successfully used in gait recognition [26] , [27] . The second class, spatiotemporal methods [11] , generally characterizes the spatiotemporal distribution generated by gait motion in its continuum [3] , [4] , [5] , [11] , [30] , [33] , [35] , [36] . The earliest approach to recognizing walking figures was probably due to Niyogi and Adelson [3] . They distinguished different walkers through extracting their spatiotemporal gait patterns obtained from the curve-fitted "snake." Little and Boyd [5] used frequency and phase features from optical flow information of walking figures to recognize individuals.
BenAbdelkader et al. [11] , [35] used image self-similarity plots of a moving person to recognize gait. More recently, Hayfron-Acquah et al. [30] described an automatic gait recognition method using the spatiotemporal symmetry, Vega and Sarkar [31] analyzed gait by exploiting nonstationarity in the distribution of feature relationships, and Phillips et al. [33] , [36] described a much larger and more challenging database, and presented results for a baseline algorithm for the gait identification problem.
A number of approaches have already shown that it is possible to recognize people by gait. Compared with other widely used biometric features such as face and fingerprint, gait recognition is in its infancy. Most existing approaches are based on some simplifying assumptions, e.g., people walk frontal-parallel to a fixed camera with a plain background and with no occlusion. Furthermore, performance evaluation is usually performed on a relatively small database due to the lack of an accredited common gait database of reasonable size. Vision-based gait recognition for human identification will thus offer us an interesting research topic.
FEATURE EXTRACTION
Before training and recognition, each image sequence including a walking figure is converted into an associated temporal sequence of distance signals at the preprocessing stage.
Human Detection and Tracking
Human detection and tracking is the first step to gait analysis. Although it is not a main part of our work, in contrast to gait signature extraction and recognition, we still give a detailed introduction for completeness. To extract and track moving silhouettes of a walking figure from the background image in each frame, the change detection and tracking algorithm is adopted which is based on background subtraction and silhouette correlation. The main assumption made here is that the camera is static, and the only moving object in video sequences is the walker. Although this integrated method basically performs well on our data set, it should be noted that robust motion detection in unconstrained environments is an unsolved problem for current vision techniques because it concerns a number of difficult issues such as shadows and motion clutter.
Background Modeling
Background subtraction has been widely used in foreground detection where a fixed camera is usually used to observe dynamic scenes. How to reliably generate the background image from video sequences is critical. Here, the LMedS (Least Median of Squares) method [9] is used to construct the background from a small portion of image sequences even including moving objects. Let I represent a sequence including N images. The resulting background b xy can be computed by [9] b xy ¼ min
where p is the background brightness value to be determined for the pixel location ðx; yÞ, med represents the median value, and t represents the frame index ranging within 1 À N. It is found that N over 60 is sufficient for our data set to generate a reliable background.
Differencing
The brightness change is often obtained through differencing between the background and current image. However, the selection of a suitable threshold for binarization is very difficult, especially in the case of low contrast images as most of moving objects may be missed out since the brightness change is too low to distinguish regions of moving objects from noise [10] . To solve this problem, we use the following extraction function to indirectly perform differencing [10] fða; bÞ
where aðx; yÞ and bðx; yÞ are the brightness of current image and the background at the pixel position ðx; yÞ, respectively, 0 aðx; yÞ; bðx; yÞ 255, 0 fða; bÞ < 1. This function can detect the change sensitivity of the difference value according to the brightness level of each pixel in the background image [10] . For each image I xy , the distribution of the above extraction function fðaðx; yÞ; bðx; yÞÞ over x and y can be easily obtained. Then, the moving pixels can be extracted by comparing such a distribution against a threshold value decided by the conventional histogram method.
Postprocessing and Tracking
It should be noted that the above process is independently performed for each component R, G, and B in an image. For a given pixel, if one of the three components determines it as the changing point, then it will be set to the foreground. This produces a mask of a region of interest for further processing.
No change detection algorithm is perfect. Hence, it is imperative to remove as much noise and distortion as possible from the segmented foreground. Morphological operators such as erosion and dilation are first used to further filter spurious pixels, and small holes inside the extracted silhouettes are then filled. A binary connected component analysis is finally applied to extract a single highly compact connected region with the largest size.
To eliminate the inaccuracy due to segmentation error, each foreground region is then tracked from frame to frame by a simple correspondence method based on the overlap of their respective bounding boxes in any two consecutive frames [23] . That is, we perform a binary edge correlation between the current and previous silhouette profiles over a small set of displacements [23] . An example of motion segmentation and the tracking process are shown in Fig. 2 , from which we can see that the human detection and tracking procedure performs well on our data as a whole. It absolutely does not affect the following feature extraction process though there are a small portion of silhouette distortions such as partial missing of body parts (e.g., invisible arms in Figs. 2d, 2j, and 2k) and the cross of two slightly separated legs (e.g., in Fig. 2f ).
Silhouette Representation
An important cue in determining underlying motion of a walking figure is temporal changes of the walker's silhouette. To make the proposed method insensitive to changes of color and texture of clothes, we use only the binary silhouette. Additionally, for the sake of computational efficiency, we convert these 2D silhouette changes into an associated sequence of 1D signals to approximate temporal pattern of gait. This process is illustrated in Fig. 3 .
After the moving silhouette of a walking figure has been tracked, its outer contour can be easily obtained using a border following algorithm. Then, we may compute its shape centroid ðx c ; y c Þ. By choosing the centroid as a reference origin, we unwrap the outer contour counterclockwise to turn it into a distance signal 
This signal indirectly represents the original 2D silhouette shape in the 1D space.
To eliminate the influence of spatial scale and signal length, we normalize these distance signals with respect to magnitude and size. First, we normalize its signal magnitude through L 1 -norm. Then, equally spaced re-sampling is used to normalize its size into a fixed length (360 in our experiments). Additionally, we regularize the walking direction of sequences taken from the same view based upon the symmetry of gait motion during shape representation (e.g., from left to right for all sequences with lateral view). By converting such a sequence of silhouette images into an associated sequence of 1D signal patterns, we will no longer need to cope with those likely noisy silhouette data.
Training and Projection

PCA Training
The purpose of PCA training is to obtain several principal components to rerepresent the original gait features from a high-dimensional measurement space to a low-dimensional eigenspace. The training process similar to [7] is illustrated as follows:
Given s classes for training, and each class represents a sequence of distance signals of one subject's gait. Multiple sequences of each person can be freely added for training. Let D i;j be the jth distance signal in class i and N i the number of such distance signals in the ith class. The total number of training samples is 
If the rank of the matrix AE is N, then we can compute N nonzero eigenvalues 1 ; 2 ; . . . ; N and the associated eigenvectors e 1 ; e 2 ; . . . ; e N based on SVD (Singular Value Decomposition).
Generally speaking, the first few eigenvectors correspond to large changes in training patterns. Therefore, for the sake of memory efficiency in practical applications, we may ignore those small eigenvalues and their corresponding eigenvectors using a threshold value T s
where W k is the accumulated variance of the first k largest eigenvalues with respect to all eigenvalues. In our experiments, T s is chosen as 0.95 for obtaining steady results.
Projection
Taking only the k < N largest eigenvalues and their associated eigenvectors, the transform matrix E ¼ ½e 1 ; e 2 ; . . . ; e k can be constructed to project an original distance signal D i;j into a point P i;j in the k-dimensional eigenspace.
Accordingly, a sequential movement of gait can be mapped into a manifold trajectory in such a parametric eigenspace. It is well-known that k is usually much smaller than the original data dimension N. That is to say, eigenspace analysis can drastically reduce the dimensionality of input samples. For each training sequence, the projection centroid C i in the eigenspace is accordingly given by averaging all single projections corresponding to each frame in the sequence.
RECOGNITION
Gait recognition is a traditional pattern classification problem which can be solved by measuring similarities between reference patterns and test samples in the parametric eigenspace.
Similarity Measures
Spatiotemporal Correlation
Gait is a kind of spatiotemporal motion pattern, so we use STC (Spatial-Temporal Correlation, an extension of 2D image correlation to 3D correlation in the space and time domain [6] ) to better capture its spatial structural and temporal transitional characteristics. For two input sequences, we can first convert them into a sequence of distance signal I 1 ðtÞ and I 2 ðtÞ at the preprocessing stage as described in Section 3. Then, they are respectively projected into a trajectory P 1 ðtÞ and P 2 ðtÞ in the eigenspace using (7) . The similarity measure between two such input vector sequences can be computed by [6] 
where P 0 2 ðat þ bÞ is a dynamic time warping vector from P 2 ðtÞ with respect to time stretching and shifting for an approximation of the temporal alignment between the two sequences. The selection of the parameters a and b depends on the relative stride frequency and phase difference within a stride (two steps), respectively. Let f 1 and f 2 denote the frequencies of the two gait sequences, then a ¼ f 2 =f 1 . By cropping a subsequence of length f 2 from the second sequence vector repeatedly and stretching it with a, we may obtain its correlation with P 1 ðtÞ. The average minimum of all prominent valleys of the correlation results determines their similarity.
Gait period analysis has been explored in previous work [20] , [22] , which serves to determine the frequency and phase of each observed sequence so as to align sequences before matching. Note that a step is the motion between successive heel strikes of opposite feet and that a complete gait period is comprised of two steps. In [20] , width time signal of the bounding box of moving silhouette derived from an image sequence is used to analyze gait period. In [22] , either width time signal or height time signal is used because the silhouette width for frontal views is less informative, but the silhouette height as a function of time plays an analogous role in periodicity [22] . Different from them, here we choose the aspect ratio of the bounding box of moving silhouette as a function of time so as to enable it to cope effectively with both lateral view and frontal view.
The process of period analysis of each gait sequence similar to [20] is shown in Fig. 4 . For an input sequence (Fig. 4a) , once the person has been tracked for a certain number of frames, its spatiotemporal gait parameters such as the aspect ratio signal of the moving silhouette can be estimated (Fig. 4b) . We may remove its background component by subtracting its mean and dividing by its standard deviation, and then smooth it with a symmetric average filter (Fig. 4c) . Further, we compute its autocorrelation to find peaks (Fig. 4d) . Finally, we compute its firstorder derivative (Fig. 4e) to find peak positions by seeking the positive-to-negative zero-crossing points (Fig. 4f) . Due to the bilateral symmetry of human gait, the autocorrelation will sometimes have minor peaks half way between each pair of major peaks [20] . Hence, we estimate the real period as the average distance between each pair of consecutive major peaks. This process has been demonstrated to be computationally feasible with respect to our background subtraction results. 
The Normalized Euclidean Distance
Note that the computational cost will increase quickly if the comparison is performed in the spatiotemporal domain, especially when time stretching and shifting is taken into account [6] . Here, we turn to use the NED (Normalized Euclidean Distance) between the projection centroids of two gait sequences for the similarity measure to eliminate such matching problems.
Assuming that the trajectories of any two sequences in the eigenspace are P 1 ðtÞ and P 2 ðtÞ, respectively, we can easily obtain their associated projection centroids C 1 and C 2 using (8). Each projection centroid implicitly represents a principal structural shape of certain subject in the eigenspace. The normalized Euclidean distance between the two sequential projection centroids can be defined by
Furthermore, for multiple sequences of the same subject, we may also obtain its exemplar projection centroid by further averaging the projection centroids of those single sequences as a reference template for that class. This exemplar centroid will also be used for gait classification in our experiments.
Classifier
The classification process is carried out via two simple different classification methods, namely the nearest neighbor classifier (NN) and the nearest neighbor classifier with respect to class exemplars (ENN) derived from the mean projection centroid of those training sequences for a given subject.
Let T represent a test sequence and R i represent the ith reference sequence. We may classify this test sequence into class c that can minimize the similarity distance between the test sequence and all reference patterns by c ¼ arg
where d is the similarity measure described in Section 4.1. Note that d can only choose NED if ENN is used. No doubt, a more sophisticated classifier could be employed, but the main interest here is to evaluate the genuine discriminatory ability of the extracted features in our method.
EXPERIMENTS
Extensive experiments are carried out to verify the effectiveness of the proposed algorithm. The following describes the details of the experiments.
Data Acquisition
A new gait database, called the NLPR database, is established for our experiments. A digital camera (Panasonic NV-DX100EN) fixed on a tripod is used to capture gait sequences on two different days in an outdoor environment. All subjects walk along a straight-line path at free cadences in three different views with respect to the image plane, namely, laterally (0 ), obliquely (45 ), and frontally (90 ). The resulting NLPR database includes 20 subjects and four sequences for each viewing angle per subject. For instance, when the subject is walking laterally to the camera, the direction of walking is from left to right for two of the four sequences, and from right to left for the remaining. The database therefore includes a total of 240 gait sequences (20 Â 4 Â 3). These sequence images with 24-bit full color are captured at a rate of 25 frames per second and the original resolution is 352 Â 240. The length of each image sequence varies with the pace of the walker, but the average is about 90 frames. To the best of our knowledge, our database is probably one of the concurrent gait databases available in the public domain, which is reasonably sized (see Table 3 for a summary of major gait databases currently in use). Some sample images are shown in Fig. 5 , where the white line with arrow represents the walking path.
Preprocessing and Training
For each image sequence, we perform motion segmentation and tracking to extract the walking figure from the background image as described in Section 3.1. Those extracted 2D silhouettes are accordingly converted into an associated sequence of 1D distance signals before training and projection as presented in Section 3.2.
We choose a small portion of such distance signal sequences including all classes for training. The training process based on PCA is accomplished in the manner described in Section 3.3. We keep the first 15 eigenvalues and their associated eigenvectors to form the eigenspace transformation matrix. Fig. 6 gives the first three eigenshapes for each viewing angle. From Fig. 6 , we can see that these eigen-curves are either odd symmetric or even symmetric, which reveals that gait has a characteristic of symmetry.
Once the eigenspace is obtained, each distance signal derived from each silhouette image can be represented by a linear combination of these 15 principal eigenvectors. That is, each distance signal can be mapped into one point in a 15-dimensional eigenspace. Each gait sequence will be accordingly projected into a manifold trajectory in the eigenspace. The projection trajectories of three trained sequences with respect to lateral view, oblique view, and frontal view, respectively, are shown in Fig. 7 , where only three-dimensional eigenspace is used for visualization.
Results and Analysis
Identification Mode
A useful classification performance measure was introduced by the FERET protocol for the evaluation of face recognition algorithms [24] . It is defined as the cumulative probability p ðkÞ that the real class of a test measurement is among its top k matches [24] . The performance statistics are reported as the cumulative match scores. The rank k is plotted along the horizontal axis, and the vertical axis is the percentage of correct matches [24] .
Here, we use the leave-one-out cross-validation rule with the NLPR database to estimate the performance of the proposed method. Each time we leave one image sequence out as a test sample and train on the remainder. After computing the similarity differences between the test sample and the training data, the NN or ENN is then applied for classification. Fig. 8 shows the cumulative match scores for ranks up to 20, where Fig. 8a uses the STC similarity measure and Fig. 8b uses the NED similarity measure with respect to projection centroids (solid line) and exemplar projection centroids (dotted line), respectively. It is noted that the correct classification rate is equivalent to p ð1Þ (i.e., Rank=1). That is, for side view, oblique view, and frontal view, the correct classification rates are, respectively, 65, 63.75, and 77.5 percent with NN and STC, 65, 66.25, and 85 percent with NN and NED, and 75, 81.25, and 93.75 percent with ENN and NED.
From Fig. 8 , we can draw the following conclusions:
. The identification performance using NED is, in general, better than that using STC. In theory, STC can better capture spatiotemporal characteristics of gait motion than NED, and it is expected to obtain better recognition accuracy. Such experimental results are probably due to the fact that the segmentation errors in each frame caused by either noise or clothing dithering when walking in different gait sequences may be accumulated into a quickenlarged match error to some extent during spatiotemporal correlation using direct frame-frame match. However, the average projection over a whole temporal sequence can provide a powerful method for overcoming noise in individual frames. We hypothesize that a more robust method for silhouette extraction would yield an improvement in STC scores. . The NED based on the exemplar projection centroid performs better than NED using only a single projection centroid. For each subject, although his or her gaits at different times are almost perceived as the same, there are slightly changes between them. The average of multiple sample sequences may serve to provide a more standard gait pattern for that specific person than only a single and random sample sequence. . The recognition performance under frontal walking (90 ) is the best. This is probably not what happens with most algorithms. The proposed method in essence implicitly captures more structural appearance information of body biometrics. Therefore, this result is probably due to the averaging associated with the silhouette shape analysis because there are less severe variations of silhouette appearances in such gait patterns compared with the other views.
Verification Mode
For completeness, we also estimate FAR (False Acceptance Rate) and FRR (False Reject Rate) via the leave-one-out rule in verification mode. That is, we leave one example out, train the classifier using the remaining, and then verify the leftout sample on all 20 classes. Note that, in each of these 80 iterations for each viewing angle, there is one genuine attempt and 19 imposters since the left-out sample is known to belong to one of the 20 classes. Fig. 9 shows the ROC (Receiver Operating Characteristic) curve using the NED similarity measure with exemplar projection centroids, from which we can see that the EERs (Equal Error Rate) are about 20, 13, and 9 percent for 0, 45, and 90 degree views, respectively. Here, the verification performance of frontal view is also better than those of the other views.
Validation Based on Physical Features
In experiments, we find that recognition errors often occurred when the two smallest values of the similarity function are very close. That is, the classifier recognizes a test sample as the class with the smallest similarity value, while the true classification should be the class with the second smallest similarity value. Therefore, when the absolute difference between the last two minima is lower than a predefined threshold, we use some additional features available from the training sequences to validate the final decision. These features may be pace, body height, build, and stride length, some of which have been independently used for personal identification in previous algorithms [8] , [14] , [20] . Because we do not perform camera calibration when establishing the NLPR database, we cannot extract real parameters in the world coordinate like [20] . To avoid the effect of foreshortening in terms of different views, here we only take image sequences from the lateral view as test examples to examine the effectiveness of such validation. The walking figures from the lateral-view images have approximately the same depth, and it is believed that static body parameters recovered from such a single view produce high discrimination power [8] .
Extraction of additional features is illustrated in Fig. 10 . For each frame, a bounding box is placed around the tracked silhouette, and we can easily obtain some parameters such as its centroid, width and height. To extract the other body points, the vertical positions of the chest and ankles for a body height H are estimated by an anatomical study [21] to be 0:720H and 0:039H, respectively. Further, we can obtain its chest width and the distance between the left foot and the right foot by calculating the horizontal coordinate from two border points (note that, for ankles, we choose the leftmost and the rightmost points along the horizontal axis). Once the person has been tracked for a certain number of frames, the spatiotemporal trajectories of these gait parameters can be derived. We select the following additional features to describe aspects of pace, stride, and build. The first parameter, gait period T , can be obtained as mentioned in Section 4.1. From the NLPR database, we find that the gait period usually ranges from 26 to 37 frames. The second parameter is stride SL which is measured only at the maximal separation point of the feet during the double support phase of a gait cycle. The last two parameters, namely the body height H and the ratio R between the chest width and the body height, are used to reflect build information (tall versus short and thin versus fat). We obtain these parameters by averaging measurements over each time instance, namely the time instance with the minimal separation points between two feet (when the subject is at his maximal height) and the time instance with the maximal separation points between two feet (when the subject have the maximal stride). These parameters are finally concatenated to form a four-dimensional vector < T; SL; H; R > for each sequence. Fig. 10b shows a distribution of such physical features in 3D space for clarity, where the same markers represent the results of different sequences of the same subject. From Fig. 10b , we can see that an efficient combination of these physical properties will bring considerable discriminatory power to gait classification.
The effect of the above validation procedure on the CCR (Correct Classification Rate) is shown in Table 1 , from which we can see that the recognition performance after the inclusion of the above additional features is indeed improved. If we can construct a depth conversion factor as a function of the depth of the subject from the camera as described in [14] , or use camera calibration to convert distances measured in the image from pixels to world units, we may extend the validation step to solve the effects of foreshortening in terms of other views. Although the results are very encouraging, further experiments on a larger database need to be investigated in order to be more conclusive.
Comparisons
The lack of a common database (e.g., the FERET database in face recognition) and evaluation methodology has been an apparent limitation in the development of gait recognition algorithms. It is exciting to see that Phillips et al. [33] are trying to address this problem by setting up a standard data set to measure or determine what factors affect performance. It is expected that they extend their work on establishing a more challenging database and proposing a more standard baseline method for development and evaluation of new algorithms. As we know, a large number of papers in the literature reported good recognition results on a limited-size database, none of which made informed comparisons among different algorithms. To examine the performance of the proposed algorithm, we provide two comparative experiments as follows.
Comparison 1
Here, we first compare the performance of the proposed algorithm with that of a closely related method described in [11] . This approach named Eigengait is based on PCA, and the major difference from our method is that it uses image self-similarity plots as the original measurements. This algorithm was evaluated on a data set of Little and Boyd [5] and achieved a recognition rate of 80, 82.5, and 90 percent with respect to k ¼ 1, 3, and 5 using the k-nearest neighbor classifier. We reimplement this method using the NLPR database with a lateral viewing angle. The best recognition rate is 72.5 percent (see Table 2 ), which is a little lower than our method even with no validation (75.00 percent). Due to the lack of the database used in [5] , here we are unable to test the proposed algorithm on the data set.
We also compare the performance of the proposed algorithm with those of a few recent silhouette-based methods described in [22] , [34] , and [36] , respectively. To some extent, they reflect the latest and best work of these research groups in gait recognition. Based on body shape and gait, Collins et al. [22] established a method based on template matching of body silhouettes in key frames for human identification. Lee et al. [34] described a momentbased representation of gait appearance for the purpose of person identification. Phillips et al. [36] proposed a baseline algorithm for human identification using spatiotemporal correlation of silhouette images. Here, we reimplement these methods using the same silhouette data from the NLPR database with lateral view. Based on the FERET protocol with rank of 1, 5, and 10, the best results of all algorithms are summarized in Table 2 , from which we can see that our method compares favorably with others, and outperforms Phillips et al. [36] and Collins et al. [22] . We also found that the computational cost of [22] and [36] was much higher than that of [11] , [34] and our method. Here, the listed computational cost is an approximately average consumed time for each test sequence using Matlab 6.1 on a PIII processor working on 733Mhz with 256Mb DRAM (note that this process only includes feature extraction and matching, and excludes gait segmentation and the training phase).
The results here only provide preliminary comparative performance and may not be generalized to say that a certain algorithm is always better than others. Each method might have its own unique advantages and disadvantages under different testing conditions, so further evaluations and comparisons on more realistic and challenging databases are needed.
Comparison 2
One might argue that comparisons with recognition rates on different databases are not very valuable, and think that the assessment of factors in real gait recognition is reasonably demanding. That is, the real question is how the results will generalize to larger data sets under more real-world conditions [33] , [36] . So, it will be more meaningful to test the proposed method to show robustness with respect to different factors potentially affecting performance.
An overview of some typical databases used in the literature is listed in Table 3 . In the following, we are going to investigate the effectiveness of the extracted gait features with respect to different variations on the "gait challenge" data set described by Phillips et al. [33] , [36] , as this database is the largest available to date in terms of number of people, number of video sequences, and the variety of conditions under which a person's gait is collected. Some samples are given in Fig. 11 . So far, this data set available for gait analysis consists of 452 sequences from 74 subjects walking in elliptical paths on two surface types (Concrete and Grass), from two camera viewpoints (Left and Right), and with two shoe types (A and B). Thus, we have eight possible different conditions for each person (Refer to Table 4 ) [33] , [36] .
For fairness in comparison, the following points should be made clear:
. Considering the constraints of processing time and storage space (about 300 GB), we directly used the same silhouette data from the University of South Florida. These data are noisy, e.g., missing of body parts, small holes inside the objects, and severe shadow around feet. Therefore, we make preprocessing to extract a single-connected region with the largest size in each frame to fit the data to our method regardless of severe segmentation errors. . We put forward a set of challenge experiments in terms of the same gallery and probe sets as the literature [33] . For each experiment, we also measure performance for identification scenario following the pattern of the FERET standard evaluations [24] . . We use the STC similarity measure similar in essence to the baseline algorithm described in [33] , [36] , with only one difference of interframe similarity representations. Here, we set a ¼ 1 without considering different paces among subjects because we cannot effectively perform gait period analysis for a nonlinear (elliptic) walking pattern. Table 4 lists basic performance indicators of the proposed algorithm in the seven challenge experiments, namely, the identification rate (P I ) for ranks of 1 and 5, where the number of subjects in each subset is in square bracket, and the optimized performance stated by [33] (an extended version of [36] ) are in parentheses for comparison. From Table 4 , we can draw the same conclusions as [33] . That is, among the three variations, the viewpoint seems to have the least impact and the surface type has the most impact [33] . As a whole, our method is only slightly inferior to [33] in identification rate with the USF database, but far superior in computational cost (see Table 2 ). As for the identification rate, we think that noisy segmentation results bring about great impact on feature training and extraction to our method, and that an elliptic walking path bring about the challenge for our view-based algorithm (i.e., we set a nearly linear walking path in data acquisition, which is consistent with most past databases and probably more realistic in real cases). The performance of most existing algorithms performing on sequences with a linear walking and side view (e.g., [11] , [22] , and [34] in Table 3 ) does naturally result from the serious impact of the above two aspects in both implementation (even may not work effectively) and the resulting performance. As for the computational cost, the baseline algorithm proposed by Phillips et al. [33] , [36] essentially belongs to an unlimited temporal-spatial correlation process. Unlike other previous work, it performs intersequence correlation repeatedly using the segmented silhouette images to measure similarity between any two sequences because it does not have the explicit training procedure for extracting a genuine compact feature vector for each sequence.
In summary, Comparison 1 shows that the proposed method outperforms [11] , [22] , [36] and is comparable to [34] in recognition rate, but is the lowest in computational cost. Comparison 2 demonstrates that our method is comparable to [33] to some extent. As a whole, our method is comparable to the existing approaches in recognition accuracy, but far superior in observed execution times. As stated above, these are just basic comparative results. More detailed statistical studies on larger and more realistic data sets are desirable to further quantify the algorithm performance.
Discussions and Future Work
To provide a general approach to automatic person identification in unconstrained environments, much remains to be done.
Although our results are valid, we cannot conclude much about gaits. Further evaluation on a much larger and most-varied database is still needed. We are planning to set up such a database with more subjects, more sequences, and more variations in conditions.
The across-day condition represents the hardest test of performance evaluation of a gait recognition method. This is due to same-subject differences caused by changing clothing (bulky versus thin), especially in different seasons. Our method is based on silhouette analysis, so it is Fig. 11 . Some sample images in the database described by Phillips et al. [33] , [36] . inevitably subject to the effects of different types of clothes. In fact, most past work is subject to the effect of shape information due to the direct use of motion segmentation results. Creating more reference sequences with different clothes may be of use to solve this problem.
The lack of generality of viewing angles is a limitation to most gait recognition algorithms. Our present method is view dependent like most previous work, so a useful experiment would be to determine the sensitivity of the features to different views, whose results would enable a multicamera tracking system to select an optimal view for recognition [5] . Another obvious way to generalize the algorithm itself is to store training sequences taken from multiple viewpoints and to classify both the subject and the viewpoint [22] .
It is more sufficient for recognition to extract dynamic information such as the oscillatory trajectories of joints. Therefore, 3D human body modeling and tracking might prove to be of benefit [32] . Future work may try to combine both static and dynamic features of gait such as posture, arm/leg/hip swing, etc.
Also, seeking better similarity measures, designing more sophisticated classifiers, gait segmentation, and the evaluation of different scenarios deserve more attention in future work.
CONCLUSIONS
With the increasing demands of visual surveillance systems, human identification at a distance has recently gained more interest. Gait is a potential behavioral feature and many allied studies have demonstrated that it has a rich potential as a biometric for recognition. The development of computer vision techniques has also assured that visionbased automatic gait analysis can be gradually achieved.
This paper has described a simple but effective method for automatic person recognition from body silhouette and gait. The combination of a background subtraction procedure and a simple correspondence method is used to segment and track spatial silhouettes of a walking figure. Simple feature selection and parametric eigenspace representation reduce the computational cost significantly during training and recognition. A large number of experimental results have demonstrated the validity of the proposed algorithm. Although accomplished under some simplified assumptions like previous work, this work has been proven to be an encouraging progress to gait-based human identification. . For more information on this or any other computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
