In practical application scenarios, the division of different operators or the same operator in different regions constitutes a natural network region, forming a multi-domain optical network. At the beginning, this paper introduces the hierarchical architecture of software-defined optical network (SDON) and the functional model of control plane. Then, it describes a control system of software-defined multi-domain optical network based on hierarchical control mode and briefly analyzes their basic functional model. In the end, around the problems of resource allocation between scenarios in multi-domain optical network, this paper respectively analyzes the optimization of routing resources in inter-domain and the mechanism of spectrum defragmentation. At the same time, it separately simulates the resource optimization algorithms of single control architecture and hierarchical control architecture to verify the superiority of hierarchical control system.
Introduction
With the increasing demand for communication capacity, the transmission speed, communication quality, and optical network have been developed rapidly in recent years [1] [2] [3] . Optical transport went through the developments from synchronous digital hierarchy (SDH) to wavelength-division multiplexing (WDM) [4] and optical orthogonal frequency division multiplexing (O-OFDM) [5] . Meanwhile, optical networking construct technology went through the evolvements from point to point network, static wavelength routing network, Automatic Switching Optical Network (ASON) and optical network based on path computation element (PCE) [6] [7] [8] . In 2011, software-defined network (SDN) represented by OpenFlow (a network protocol) was first proposed in computer network and gradually extended to optical network [9, 10] .
By allowing the control plane to be decoupled from the data plane, software-defined optical network (SDON) brings up a new paradigm. It enables remote controllers to configure the network equipment from different hardware vendors [11] . SDON combines the advantages of optimizing fragmentation of specific networks in optical layer and the great bandwidth providing various services, and it also provides a unified control platform for different networks [12] .
In practical application scenarios, the division of different operators or the same operator in different regions constitutes a natural network region, forming a multidomain optical network. With multiple domains coexisting, the administrators in each domain want an independent SDON controller to take full control of their domains [13, 14] . When confronting the cross-domain service in the whole network, how to coordinate multiple domains for collaborative controlling and allocation of routing and spectrum resources is very important. We urgently hope that a control mechanism based on these single-domain controllers can realize the control of cross-domain service and optimization of multidomain global network resources [15, 16] .
Methods/experimental
The aim of this paper is to solve the problem of resource allocation among domains in the multi-domain optical network scenario and improve the utilization rate of resources.
Firstly, we introduced a control system of softwaredefined multi-domain optical network based on hierarchical control mode and briefly analyzed its basic functional model. Then, we analyzed the optimization of routing resources in inter-domain and the mechanism of spectrum defragmentation. At last, we simulated the resource optimization algorithms of single control architecture and hierarchical control architecture to verify the superiority of hierarchical control system.
The hierarchical control system of softwaredefined multi-domain optical network
This section mainly introduces the architecture and interfaces of SDON from concepts and functions, expounds two multi-domain control scheme and the hierarchical control system structure. Figure 1 illustrates the hierarchical structure of SDON. This architecture is divided into four planes: data plane, controller plane, application plane, and management plane [17] . The interface between the data plane and the controller plane is the data plane control interface (D-CPI). The interface between the controller plane and the application plane is the application plane control interface (A-CPI). Agent supports the concept of sharing or virtualization of basic resources. A single network element or SDN controller can have multiple agents simultaneously, but only one coordinator per network element or SDN controller, because there is only one logical management interface. The coordinator is a data plane including one or more network elements, and each network element contains a set of data forwarding or service processing resources. The control plane adopts the responsible for installing customer-specific resources and policies received from the management system mechanism of a centralized controller. The controller is equipped with basic function modules to realize basic functions such as building roads and demolition roads, and also to install corresponding specific function modules according to different application requirements. The application plane includes one or more applications. Web applications can be developed by any vendor such as equipment producers, carriers, or third-party vendors. The management plane manages the data plane, the controller plane, and the application plane through the management interface which realizes the functions of configuration, performance, alarm, billing, and so on.
The architecture and interfaces of SDON
The interfaces of SDON include the northbound interface and southbound interface. The northbound interface of SDON is an interface between the controller and the upper application. The upper level service applications can conveniently call the underlying network resources through an open interface. The basic functions that should be supported by the north interface include network topology acquisition, business request and distribution, connection control, channel computing, virtual network services, and so on. The northbound interface of SDON information model should conform to the modeling method of Open Networking Foundation (ONF) general information model, as well as the provisions of ONF Transport API (application programming interface). The north interface uses Restful (representational state transfer) and SOAP (Simple Object Access Protocols) as the protocol interaction between the controller and the APP (application). The controller south interface is an interface between the controller and the forwarding device. The controller can get the topology and resource information of the local network through the south interface to complete the local network connection and business related control functions. At the same time, the controller can get the alarm information and performance information of the local network through the south interface. At present, there are many southbound interface protocols, such as PCEP, SNMP (simple network management protocol), OFCONFIG (OpenFlow Configuration and Management Protocol), EMPP (extensible messaging and presence protocol), I2RS (interface to routing system), and so on. The most important OpenFlow protocol is a key protocol for the SDN network architecture developed by ONF.
The main function of the controller plane is to control the transmission of the data plane through the south interface, and to open the network to the application plane through the north interface. The SDON controller plane supports the connection control, network virtualization, centralization and the ability to provide third party applications in multi-domain, multi-technology, multi-level, and multi-vendor transport network.
The hierarchical control architecture of SDON controls the different network domains by the lower-level controller, and is responsible for inter domain collaboration through a higher-level controller. It realizes the logical centralized control architecture of the hierarchical domain. Interfaces between layers of controllers interact through I-CPI (intermediate-controller plane interface). The hierarchical control architecture has three basic patterns, as shown in Fig 
Two multi-domain control scheme and the hierarchical control system structure
At present, there are two main ideas to realize multidomain control. The first scheme is adding west-east interface to connect controller on SDON control plane which realize the parallel data sharing and coordination among multiple SDON controllers [18] [19] [20] . This method still uses distributed control plane, so the realizing of cross-domain services still depends on more than one SDON controller. So that it is difficult to realize centralized control based on the whole network abstraction. The second scheme is using the soft-defined control structure of multi-domain optical network, in other words, using based on single-domain controller-multi-domain controller hierarchical control scheme. Each network domain distributed its own SDON controller, and it is called a single domain controller. All single domain controllers are connected with multi-domain controller through Openflow protocol. The multi-domain controller manages the abstraction information of the whole network, and it can centralize control cross domain service and global resource optimization procedure. This paper is based on the hierarchical control system in the second scheme. Figure 3 illustrates the hierarchical control system structure based on single-domain controller-multi-domain controller. The system composed of four layers, the transmission equipment of the data plane, the single domain SDON controller in every network, multidomain controller, and application layer.
APP on application use HTTP (Hyper Text Transfer Protocol) protocol to communicate with multi-domain controller through A-CPI, the interface uses Restful style. All resource (such as node, port, link, etc.) in multidomain can be mapped to URL (Uniform Resource Locator). By combining network resources URL and HTTP protocol, A-CPI can cooperate with JSON (JavaScript Object Notation) information to achieve the application layer The advantage of this system is that the service problems that is limited to one network domain is assigned to the single-domain controller, and the cross-domain service problem will be solved by multi-domain controller. At the same time, the multi-domain controller can subdivide cross-domain service problem into multiple single-domain service problems and send them to each single-domain controllers and solve these problems. The multi-domain controller is only responsible for integrating the operation results of single domain controller.
The resources optimization methods
The inter-domain spectrum resources optimization methods of software-defined multi-domain optical network consist of two methods: the routing resource optimization method and the spectrum resources optimization method. 5 The routing resource optimization method If there is an inter-domain link between the path node v m p of the m domain and the q node v n q of the n domain, we can mark this link as e m;n p;q . The service request can be represented as t m;n p;q , it means that set the p node of the m domain as resource node, and set the q node of then domain as sink node of service request.
In hierarchical multi-domain software-defined optical network, the multi-domain controller stores all topology information G L (V L , E L ) of the whole network domains, it includes the inter-domain link resource information. This topology information will be reported by every single-domain controllers. In most cases, this topology information includes logical nodes, logical links, and resource conditions on links in the network, and does not contain information about private strategy, physical equipment details, and resource providing forms.
In the hierarchical control architecture of the softwaredefined multi-domain optical network, after receiving a cross-domain service request that requires an end-to-end all optical path, the multi-domain controller firstly will calculate the cross-domain service based on its own topological resource information, then send the result of precomputation to the single-domain controller through Flow_Mod messages, so as to complete the service building in each domains. This resource optimization algorithm flow is shown as Table 1 .
Simulation results and discussion
For the topology of NSF (National Science Foundation) network, we compare two architectures: hierarchical control and single control, using the shortest path of K algorithm. The simulation results are shown as Fig. 4 . It is clear that the hierarchical control architecture has lower bandwidth blocking probability than the single control architecture at the same traffic load. Moreover, the less traffic load, the lower the bandwidth blocking probability of the less of two architectures. The minimum is also above 0.02
The spectrum resources optimization method 5.2.1 The traditional method of spectrum allocation
When the optical paths span multiple domains, spectrum allocation needs to meet the following restrictions:
(1) Spectrum adjacency restriction: the allocated bandwidth slot is continuous on the spectrum dimension. (2) Spectrum non-overlapping restriction: the bandwidth slot allocated to different requests cannot overlap each other, that is, a bandwidth slot cannot be occupied by more than one request at the same time. At present, there are two kinds of traditional spectrum allocation methods: random distribution and first hit.
The random hit method searches for a path in its spectrum space and gives all available sets of spectral segments, and then randomly chooses a spectral bandwidth among all the available spectral segments to establish the optical route. As shown in Fig. 5a . The stochastic allocation of this method determines that it cannot improve the network performance well. It can easily cause congestion in the network without wavelength conversion.
In first hit method, all the available spectrum segments are labeled first. When searching for the available spectrum segments, low-numbered spectral segments are selected first, so that all the used spectral segments are as low as possible in the spectrum space. Therefore, there is a continuous, longer path of available spectrum at the high end of the spectrum space. As shown in Fig.  5b . The method does not need to traverse all the frequency gap resources and does not need to collect the running state of the network in real time. It is fast and simple, which is relatively easy to implement in practical applications.
The problem of inter-domain spectrum allocation
In a scenario in which multiple domains coexist, when a user initiates a cross-domain service request that requires possession of an end-to-end all-optical path, since it is not allowed to light/electricity/light wavelength conversion in the boundary node, the optical path across multiple domains also needs to meet the constraints of spectrum continuity and consistency. Therefore, the problem of spectrum fragments is particularly prominent. The dynamic access and random release of large capacity in the business domain cause the network spectrum resources to be fragmented after a period of time. These resource fragments cannot be reused, and new fragments are continuously generated, resulting in low utilization of network resources and high business blocking rate. Therefore, it is very important to study the optimal allocation of spectrum resources in multidomain scenarios, and spectrum fragments mechanism is one of the key technologies to optimize the allocation of spectrum resources.
In the case of large-scale and multi-domain optical networks, multi-domain controllers can have business and resource information of multiple domains at the same time. Therefore, an intelligent spectrum defragmentation mechanism based on actual network conditions can be implemented by using hierarchical control technology. In this paper, the spectrum defragmentation mechanism based on the degree of spectrum fragmentation is applied to the software-defined multi-domain optical network with hierarchical control architecture. And then compared with the software-defined multi-domain optical network in common architecture, this dissertation provides a better description of multi-domain light The Importance of Hierarchical Control Architecture in multi-domain optical networks.
The arrangement of spectrum fragments
The spectrum resource distribution in the link is described by using the spectrum resources required by the service, the actual spectrum resources occupied by the service, and the number of spectrum gaps. We can assume a link model as follows: there are N services in a fiber link, and the spectrum resources used by the service are S i (i = 1, 2, .. N), the lowest wavelength used by all services isλ min , the highest wavelength that has been used is λ max . Between [λ min , λ min ],the number of spectrum gaps is k, then the degree of spectral fragmentation of the link is
Where, λ max − λ min represents the spectrum resource occupied by the service in the link, P N i¼1 S i represents the spectrum resource required by the link, and k represents the number of link gaps. The larger the F value, the higher the spectrum fragmentation degree of the service, the higher the necessity of reconstruction. The degree of link spectrum fragmentation is generalized to the entire software-defined multi-domain optical network. That is, using the degree of network spectrum fragmentation to count the entire optical network spectrum resource distribution status. The relevant network model for the degree of fragmentation of the network spectrum is as follows: given an optical network topology G(V, E), V represent nodes and E represent fiber links of connecting nodes. It is assumed that there are already N services in the network, where the ith service uses the spectrum resource as S i , the number of hops passed is T i (T i < M, i = 1, 2, .. N). For a certain link j (j=1,2,..M, M represents the total number of links in the optical network). The minimum wavelength that a service can use is λ j min , the highest wavelength the service has used is λ j max . Between½λ j min ; λ j max ,the number of spectral gaps is K j , then the degree of spectral fragmentation of the network is
The larger the F value, the higher the degree of fragmentation of the spectrum of the service is and the higher the necessity of reconstructing it; and vice versa.
represents the ratio of the total network spectrum resource occupied by the whole network service to the spectrum resource required by the represents the average number of gaps on each link. By setting a threshold T of the degree of spectral fragmentation and an excessively fragmented link ratio range r, delineating a set of optical links that need to be sorted. The network fragmentation value F is calculated by Eq. (2) , and if the F is greater than the threshold T, the spectrum defragmentation mechanism is triggered.
The multi-domain controller is responsible for the calculation and monitoring of the value of the cross domain link, and adopts a separate monitoring mechanism and threshold for spectrum fragmentation of the cross domain link. Once the cross domain link F value exceeds the threshold, the spectrum defragmentation of the cross domain service is triggered directly. To differentiate intra-domain services from inter-domain services, OpenFlow messages need to be extended to interact with the service ID list between the multi-domain controller and the single-domain controller. The Reason field of the Packet in message distinguishes between single-domain and multi-domain upload (or multidomain) delivery to a single-domain.
Simulation results and discussion
The simulation results are based on the NSF network topology. There are 14 network nodes and 21 links. The optical fiber is bi-directional. Every link has 1T spectrum resource. The business arrival rate is the Poisson distribution, and business service rate is negative exponential distribution. The bandwidth required for each business obeys the uniform distribution. Setting the threshold of spectrum fragmentation degree T = 200, the simulation of the bandwidth blocking probability and the spectrum efficiency is shown as Figs. 6 and 7, respectively.
Setting the threshold of spectrum fragmentation degree T = 100, the simulation of the bandwidth blocking probability and the spectrum efficiency is shown as Figs. 8 and 9, respectively.
The simulation results show that when the threshold of spectrum fragmentation degree T is lower, the spectrum efficiency is higher, but the bandwidth blocking probability is almost constant at the corresponding traffic load. For the two kinds of control architecture, the hierarchical control architecture has lower bandwidth blocking probability and higher spectrum efficiency than the single control architecture at the same traffic load. When setting the threshold of spectrum fragmentation degree T = 100, the spectrum efficiency of the hierarchical control architecture is up to more than 90%. The results mean the hierarchical control effectively reduces the network blocking rate and improve the spectrum efficiency. It indicates that the superiority of hierarchical control system.
Conclusions
In this paper, the multi-level control architecture is applied to the architecture of software-defined optical network, aiming at the problem of resource allocation among domains in the multi-domain optical network scenario. The coordination of the single-domain controller and the multi-domain controller control the domain resource scheduling in the multi-domain optical network. The single control architecture and hierarchical control architecture of resource optimization algorithms are simulated and analyzed. The result shows that the hierarchical control system does reduce the computational complexity of the controller, so that the traffic congestion rate is reduced and the spectrum utilization rate is obviously enhanced. But this paper only uses the simplest K shortest path algorithm and stochastic routing algorithm, so for some of the routing spectrum configuration algorithm has been proposed, we also need further research and experimental simulation to propose better inter-domain resource optimization algorithm. 
