This paper studies whether anomalies in consumption can be explained by a behavioral model in which agents make predictable errors in forecasting income. We use a micro-data set containing subjective expectations about future income. The paper shows that, the null hypothesis of rational expectations is rejected in favor of the behavioral model, since consumption responds to predictable forecast errors. On average agents who we predict are too pessimistic increase consumption after the predictable positive income shock. On average agents who are too optimistic reduce consumption.
Introduction
Under rational expectations the stochastic version of the permanent income hypothesis/life cycle hypothesis (PIH/LCH) states that predictable changes in income should not help to explain the change in consumption. Under assumptions including the absence of liquidity constraints, the change in consumption should depend only on innovations. We show that an apparent economic anomaly, predictable changes in consumption, may be explained relaxing the rationality hypothesis in favor of a behavioral model where agents are irrationally optimistic or pessimistic.
Since the path of future income is uncertain, the agent makes consumption decisions based on his subjective expectation about future uncertain events. The PIH/LCH is our null hypothesis, the alternative is a behavioral model of consumption. In this second model the agent aims to maximize his subjective expected utility over the life cycle, but he makes predictable (for the econometrician) systematic errors in forming subjective expectations on future income. Hence, on average an individual who has been too pessimistic in making his prediction experiences a positive surprise when income is realized and is induced to revise his consumption decision upward. Conversely, if the agent has been overly optimistic he experiences a negative shock on income and decides to lower consumption.
Our behavioral model implies a new formulation of the Euler equation where predictable errors in income forecasts help explain the first difference of consumption. This suggests that, not properly taking into account irrationality, previous research on excess sensitivity of consumption may be not correctly specified. We will show how the coefficient on predictable changes in income changes once the predictable forecast error is introduced in the Euler equation. In particular, irrational pessimism and irrational optimism seem to be more statistically significant explanations of the apparent anomaly in consumption than precautionary savings and liquidity constraints.
Despite the theoretical statement that actual actions depend on subjective expectations about future events, economists engaged in empirical research tend to be skeptical of the use of data on subjective expectations. The main practice has become that of inferring expectations from realizations. The attempt to infer from the distribution of realizations requires the knowledge of the information set of the agent and how he uses it. Typically the researcher imposes a model of the data generating process, which under the assumption of rational expectations describes how individuals form their expectations. The estimation strategy is to hypothesize a stochastic process for income dynamics, estimate it and project it one year into the future exploiting the orthogonality condition implied by the rational expectations hypothesis (see Hall and Mishkin, 1982) .
In contrast direct elicitation of subjective expectations may eliminate the need for such assumptions, see Dominitz and Manski (1997) , Flavin (1999) and Dominitz (1998 Dominitz ( , 2001 .
It allows for complete heterogeneity of income expectations formation and permits one to overcome the problem that the econometrician's information set is not rich enough to reproduce the agent's information set.
Our data set consists of approximately 5000 individual observations for each wave in the Netherlands and contains detailed information on wealth, income, work and demographic characteristics and different kind of subjective expectations stated by the respondents, covering the period that goes from 1993 to 2006.
We calculate the forecasts errors as the difference between realized family income and the mean of the subjective distribution of its predictions. We instrument the agent's prediction error with various specifications of the information set. The weak exogeneity of the adopted instrument is assured by the null hypotheses of agents' rationality. In the second step of the two stage instrumental variable estimator we regress the first difference of the logarithm of consumption on the fitted (hence predictable) error and find strong evidence in support of our behavioral model stating that consumption responds to predictable errors in income forecasts.
It is often argued that works on the predictability of forecast errors, either rejecting or accepting the rational expectations hypothesis, do not supply evidence to support the claim that the elicited expectations really correspond to those affecting the agent's behavior. Hence, it is important and interesting to show that, once the rational expectations hypotheses is rejected, it is possible to explain agents consumption decisions.
Section 2 contains our theoretical model. Section 3 describes our data set, with a particular focus on stated subjective expectations and realizations. In the same section, we also describe the way we estimate consumption starting from self-reported income and savings data. Section 4 describes the empirical version of the models and discusses the estimation strategy. Section 5 contains our empirical evidence that support the behavioral model versus the rational one, and the test on its out of sample predictive performance.
Section 6 performs excess sensitivity test of consumption in our modified version of the Euler equation. We show that irrationality is a statistically significant explanation, alternative and compatible with precautionary saving and liquidity constraints. We argue that previous empirical evidence of excess sensitivity based on the latter explanations may be biased because of the assumption of rational expectations. Section 7 concludes.
The model
The path of future income is uncertain, so individuals must make their consumption plans on the basis of their subjective expectations about future uncertain events. The conventional model of life-cycle consumption under uncertainty, with isoelastic time separable utility, consumers maximizing expected utility function and perfect credit markets, becomes:
subject to
where E su t is the subjective expectations operator conditional on all information available at time t, indicated with Ω t , and stated at the end of the period, δ is the intertemporal rate of time preference, c is consumption, y is total family net income, r is the real rate of interest, which is assumed to be constant, and a represents assets apart from human capital.
Differentiating with respect to consumption and considering the first order condition of equality of wealth's and consumption's marginal utilities at the optimum, we obtain the following Euler equation:
Assume that agents have a subjective distribution over the consumption growth rate, which is normal:
where µ c = E su t (∆ log c t+1 ) and σ 2 c = V ar su t (∆ log c t+1 ), that, for the sake of simplicity, will be assumed constant over time. We also assume that e ((1+γ)/2)σ 2 c +(r−δ)/γ < 1 + r and that the law of iterated expectations applies to subjective expectations, E su t (E su t+s (x t+s )) = E su t (x t+s ). Such an assumptions means that agents are convinced that they are rational and that they will be rational in the future. We can write down Eq. 5 as the following:
which, in turn, is equal to
where we have exploited the property that if x ∼ N (µ; σ), than E(e x ) = exp[µ + (1/2)σ 2 ], and to save on notation we have definedr ∼ = log(1 + r) andδ ∼ = log(1 + δ). Taking the logs we have
Splitting the logarithm and taking the exponential of both sides of the equation we are left with:
where we have again used the property of exponentials of normally distributed variables.
Given the subjective expectations about future income held in period t, the individual's perceived budget constraint can be expressed as:
where y t is labor income which is exogenous and is paid at the end of the period. Substituting in Eq. 10 gives
Using the assumption that e ((1+γ)/2)σ 2 c +(r−δ)/γ < 1 + r, we obtain
where we have defined ζ = 1 − e ((1+γ)/2)σ 2 1+r) . Moreover, a t+1 is known at time t, so
The assumption that consumption is log normally distributed implies that
Expectations are stated at the end of the period so E su t+1 (y t+1 ) = y t+1 . If one assumes that the error in subjective forecasts of y t+1 , y t+1 − E su t (y t+1 ), is uncorrelated with subjective expectations of subsequent periods, i.e. E su t+1 (y t+s+1 ) − E su t (y t+s+1 ) = 0 for s > 0, the previous equation becomes:
If agents have been too pessimistic, i.e. y t+1 > E su t (y t+1 ), they revise their consumption decision upward. If they have been too optimistic, they revise their consumption decision down. More generally, if current forecast error is non negatively correlated with the subjective expectations of subsequent periods, E su t+1 (y t+s+1 ) − E su t (y t+s+1 ) = ρ s [E su t+1 (y t+1 ) − E su t (y t+1 )] and ρ > 0, we get to the following equation:
That is the case if the agents believe that income innovations are persistent. If ρ = 1, agents believe that the unpredicted disturbance to y t is a random walk with E su t (y t+s+1 − y t+s ) = 0. Alternatively, if ρ = 1 and agents believe that the unpredicted disturbance to y t is an integrated moving average of the first order (IMA(1)) with MA coefficient equal to −θ,
That's the case if agents experience a surprise in period t + 1 and they are convinced that the shock will persist in the future. In this case Eq. 15 becomes:
As ζ is less than r 1+r and y t−1 > E su t (c t+1 ), for θ = 1 the coefficient of the forecast error is around 2.
Our model has the desirable feature of presenting consumption growth rate and consumption variation as the result of a precautionary saving motive plus a term that depends on agents' forecast errors. The second term is consistent with the idea of a behavioral model of consumption of irrationally optimistic agents who, stating larger expectations, experience a bitter surprise once income is realized and revise their consumption decision downward. Conversely, irrationally pessimistic agents experience a positive shock as income is realized and revise their consumption decisions upward.
If agents were rational, E su t (y t+1 ) = E t (y t+1 |Ω t ) = y t+1 , the model would state the common result for a model without liquidity constraints that excess sensitivity is due to precautionary saving, ∆ log c t+1 = (1/2)γσ 2 c +r −δ γ . In this case, ignoring the variance term may result in omitted variable bias. Hence, overreaction of consumption to predictable changes in income may appear because of their correlation with the error term which depends on the variance of consumption. That is not the case in our model. It asserts that, if agents are irrational or myopic, consumption variation is a function of predictable forecast errors. John Muth's (1961) rational expectations hypotheses implies that expectations are unbiased and forecast errors are distributed independently of the anticipated values. This continues to be true in a model with precautionary saving or liquidity constraints. Despite the fact that consumption is a function of predictable changes in income, constrained or prudent agents, if rational, do not make systematic errors in predicting future income. So, prediction error is a term of the Euler equation only if agents are irrational or myopic.
On the contrary, if our model is valid, previous evidence of excess sensitivity may be interpreted not only because of the omitted variance term and for liquidity constraints, but also because of the assumption of rationality, that is, because of the omission of the predictable forecast error. 1 Thus consideration of irrationality can help explain the anomaly of predictable changes in consumption.
Data
For the empirical implementation of the model a micro data set containing detailed information on subjective expected future income and realized income is necessary. The data are taken from the DNB Household Survey (DHS) which since 1993, has been part, of a project started by and administered by CentER, a research institute at the University of Tilburg. 2 In this section, after a brief description of the way in which the data have been collected, we will focus our attention on income expectations and subjective realized income.
The DHS is an unbalanced panel. As reported in Table 1, 
The probability distribution of next years family income
The data on expected next year income are collected by a module that is similar to the one adopted in the Survey of Economic Expectations (SEE), and discussed in Dominitz and Manski (1997) .
In the DHS, the respondents are first asked to answer two questions about the range in which their family income is expected to fall in the next twelve months; the precise wording, translated into English by CentER, is the following: What do you expect to be the lowest (highest) total net income your household may realize in the next 12 months?.
After answering these questions the interview software determines four income thresholds by means of the following algorithm: threshold κ = Y min + 0.2κ(Y max − Y min ) and κ = 1, ...4. Then, the respondents are asked to report the percent chance that their net family income will be between Y min and each threshold. The precise wording of the question is as follows:What do you think is the probability that the total net income of your household will be less than threshold k in the next 12 months? Please fill in a number between 0 to 100. 5
After division by 100, we obtain 4 point values, corresponding to the thresholds, for the subjective cumulative distribution function of next year's net family income. We will make two different assumptions on the subjective distribution of the respondents. Because of the structure of the questionnaire, we decided to use distributions with bounded support: the beta and the piecewise linear. The beta is estimated by non-linear least squares.
The questionnaire on health and income, containing the module described above, was presented to a decreasing number of respondents during the period that goes from 1995 to 2000 and to around 2,000 individuals in the subsequent years. As shown in Table 2, 72% of the respondents stated at least Y min and Y max . It should be underlined that they were not asked the subsequent questions if the difference between Y max and Y min was smaller than a fixed amount which corresponds to 5 Dutch florins (dlf.) until 2002 and 5 euros for the following years. This is the case for 2277 observations (10%).
The DHS suffers a problem of non monotonicity in the stated subjective cumulative distribution function. The cases which present this problem are 2251 (10%). A brief analysis of the answers reveals that some people are not able to articulate their expectations using the theory of probability and/or commit typing and recording errors. The final response rate is around half (48%) of respondents. It is small for the first two years (35%), but increases over time to 63%.
The analysis of the lowest and highest possible incomes reveals that 64 respondents have declared a highest possible income inferior to 100 euros and 14 far superior to 500,000 euros.
These values seem implausible to us and we decide to drop the corresponding observations. 5 The percent chance of y <= ymax is not asked and it is implicitly assumed to be 100.
The mean value of the lowest possible income is e18,587 with stated values that vary from 0 to 385,900, while the mean value of the highest possible income is e23,176 in a range that goes from 100 to 500,000.
Measuring consumption
An important feature of the data concerns the way consumption is estimated since it is not directly observed. Consumption can be defined as the difference between income and savings.
In our empirical analysis, we use respondent's answers on self reported family savings.
In particular, we refer to a pair of questions that are part of the section on psychological concepts which we report below:
Did you put any money aside in the past 12 months?
If the answer is yes, the respondent is also asked the following question about the amount:
About how much money has your household put aside in the past 12 months? 0 don't know 1 less than Dfl. 3,000 (e1361,34) 2 3,000 -10,000(e1361,34 and e4537,80)
3 10,000 -25,000 (e4537,80 and e11344,51) 4 25,000 -40,000 (e11344,51 and e18151,21) 5 40,000 -75,000 (e18151,21 and e34033,52) 6 75,000 -150,000 (e34033,52 and e68067,03) 7 150,000 or more (e68067,03)
Because of the difficulty in providing accurate responses to questions about either earnings, income, savings and wealth, and in order to reduce the rate of item non-response, surveys have increasingly used classes as possible answers. Here, respondents are expected to report the amount of money put aside by choosing one of the seven predetermined classes or the non-informative "don't know". Out of this information we have constructed a variable by taking the midpoints of each class. Since the last interval is right censored, no midpoint can be calculated. To overcome this problem, we assume that the highest bound corresponds to e100,000.
A possible source of data on income comes from CentER which aggregates self reported financial information in order to calculate a comprehensive personal income measure. However, they correctly sum up all the different types of income, while respondents, making predictions, may refer only to the more important family income components such as wages. 6 This could cause a systematic bias in the forecast error. Indeed, forecast income is on average significantly lower than income as measured by CentER. Moreover, differences across households in the set of income components considered when forecasting income would, in effect, add noise or measurement error to the forecasts. For these reasons we choose to deal with the available self reported information on household net income. This should help to avoid spurious evidence against the null hypotheses of rational expectations formation.
Here, an estimate of income is obtained by the transformation of the self reported realized income growth. The respondents are asked to answer a first preliminary question on their income growth, that is the following:
Compared to about one year ago, did the total net income of your household increase, remain about the same, or decrease?
The possible answers to such a question are: increase, remain the same, decrease. If the respondents indicates either an increase or a decrease, he is asked the following supplementary question:
By what percentage (approximately) has the total net income of your household increased(decreased)?
Thus, it is possible to construct a variable representing the growth rate of total household net income, that takes values equal to the declared percentages if the respondent indicates an increase or a decrease, or that takes value 0 if he reports total net family income to remain the same.
Hence, we apply the following simple formula for the first wave where answers are
where y represents the subjective realized income; z 1995 is the initial value of the family income, as aggregated by CentER summing the incomes of all the family's members; g is the self reported income growth rate. For the subsequent waves, z is equal to the previously obtained estimate of income, that is z t−1 = y t−1 . For new entrants and re-entrants in wave t − 1, y t−1 is family income as aggregated by CentER and y t is constructed using Eq. (19) where we set z t−1 = y t−1 .
Finally, we also construct an alternative estimate of family income which is derived from a question where respondents are asked to indicate the interval which corresponds to the income realized over the last year 12 months. The precise wording of the question is reported below:
Into which of the categories mentioned below did the total net income of your household go in the past 12 months? If you really don't know, use "don't know". 0 don't know 1 less than Dfl. 20, 000 (e9075, 60) 2 20,000 -28,000 (e9075,60 and e12705,85)
3 28, 000 -43,000 (e12705,85 and e19512,55) 4 43, 000 -80,000 (e19512,55 and e36302,42) 5 80,000 -150,000 (e36302,42 and e68067,03) 6 150,000 or more (e68067,03)
The estimate of income is constructed similarly to estimated savings assigning the midpoints of the intervals indicated by the respondent. For the respondents that indicate the sixth interval, as above we assign the value of e100,000 as the highest bound. We subtract subjective expected next year's income from this income estimate to calculate the error in predicting future income.
As shown in Table 3 , on average 87% of all respondents answered to the questions on the family income growth and level. Response rates are smaller for the modules on savings (63%). We dropped a few observations characterized by implausible values of the declared income growth rate. 7 After these deletions, the mean value of the self reported income growth rate is positive and amounts to 1.2% with stated percentages that vary from -100 to 200.
Our analysis is based on data from most of the questionnaires of the DHS panel. In Merging the data from all the questionnaires produces a pooled data set for all waves which contains 7383 individuals. However, since we use only observations that remain in the panel for at least three consecutive years, the number of available respondents is reduced to 3062. 1120 of them remain in the panel for only three waves while 75 stay for the entire duration of the panel. The mean duration is 2.7 with the first and third quartiles of the distribution equal to 1 and 4.
To deal with the fact that subjective expectations are characterized by the presence of extreme values, we decided to estimate robust regressions, following Flavin (1991 Flavin ( , 1999 , Browning and Lusardi (1996) and Attanasio (1998) .
Empirical implementation of the model and testing procedure
We estimate the model presented in section 2 using instrumental variables in order to test the null of rational expectations and isoelastic seperable utility. The idea is that non rational pessimistic/optimistic agents commits systematic errors in forecasting income, which can be predicted by the econometrician. Agents that have been irrationally pessimistic experience a positive surprise when income is realized and revise their consumption decisions up. Conversely, irrationally optimistic agents experience a bitter surprise and downward revise their consumption decisions down.
To implement the theoretical statement we use a two step procedure. In the first stage, we instrument forecast errors. That is, we run an orthogonality test regressing forecast errors on data that were in the agents' information set at the time the expectations were stated. All it is required for a variable to be a good instrument is that it is exogenous with respect to the dependent variable. This requirement is automatically met under the null for all the data that were part of the information set of the agent when he stated his expectations. If the null of rational expectations is rejected, we are able to predict agents'forecast errors, that is, the systematic surprises that they experience as income realizes. Thus we test our behavioral model of consumption, estimating the modified Euler equation presented in the Eqs. 15 and 18, as the second step of the procedure.
The first stage
Considering expectations on the growth rate of income, a general first stage orthogonality test have the following form:
where X t is a matrix of data contained in the agents' information set and Z t is a matrix of controls. Under the null of rational expectations β = 0 and γ = 0. We refer to the left hand side of Eq. 20, y t+1 − E su t (y t+1 ), as the forecast error. No model that explains the alternative to the null hypotheses is specified 8 .
For our purposes the main limitation of our panel remains its short time dimension, that is 8 years. The conditional expectation of the disturbance terms E(ǫ t+1 ), according with permanent income hypothesis with rational expectations, must be zero. The empirical analog of E(ǫ t+1 ) is an average calculated on a long time span, in fact, as pointed out by Chamberlain (1984) , the increase of the cross section dimension do not guarantee its convergence to zero. Even though the forecast error should be zero on average if calculated on a long time period, this may not be the case in short panels. Otherwise stated, when performed with short panels, the orthogonality test, is a joint test of the orthogonality condition and of the maintained assumption that forecast errors are not correlated across households. Rejection of the null in favor of our behavioral model, may be attributed to the inconsistency of the estimator. To control for macroeconomic shocks we have included controls in both steps of the estimation procedure. In particular we allow for the presence of time and geographical dummies.
The choice between regressors and controls is someway arbitrary and controls cannot be used to test the null. Hence, we allow for different specifications.
As underlined above, we have information on the subjective maximum and minimum expected income and on the subjective cumulative distribution function of next year's net family income, calculated at the thresholds. That makes as possible to estimate the entire distribution of income expectations without making assumptions on the shape of the loss function. Hence, the rejection of the null in our orthogonality test is never imputable to false assumptions on the loss function. The only assumption that our analysis requires is on the distribution function whose parameters have to be estimated. To understand whether this choice have an effect on our estimates, we allow for two alternative distribution functions: the beta and the piecewise uniform.
Second stage: the Euler equation
If the hypothesis of rational expectations is rejected, we test our behavioral model of consumption estimating the following Euler equation:
where X t β is the predicted forecast error, V ar su t (y t+1 ) is the variance of the subjective distribution of next year family income and E su t π t+1 is the subjective inflation expectation. The conditional variance term is included in the regression to allow for the fact that if utility exhibits decreasing absolute risk aversion, prudent consumers, to an extent that depends on prudence, reduce consumption now with respect to future as reaction to an increase in consumption risk. Ludvingson and Paxson (1997) and Jappelli and Pistaferri (2000) have pointed out that the failure to properly taking into account consumption risk will bias the coefficient of the inter-temporal elasticity of substitution, and, furthermore it will generate spurious evidence of excess sensitivity. The same reasoning applies to our behavioral model.
We have also included the expected inflation, E su t π t+1 . Theoretically, the expected values of the real interest rate should enter the Euler equation, as a relevant variable in saving decision. Our data set do not collect subjective expectations about next year real interest rate, but it is possible to proxy it by using expected inflation. This approximation is exact if financial market is perfect. In this case there is only one interest rate and subjective expected real interest rates differ only because of inflation expectations.
The main limitation of our panel continues to be its short time dimension that makes it susceptible of the Chamberlain(1984)'s critique. As summarized by Jappelli and Pistaferri (2000) , the excess sensitivity test, when performed on a short panel is a joint test of the null and of an assumed structure of the disturbance term, η t+1 . Apparent excess sensitivity may arise as the result of not properly taking into account the cross correlation of disturbances.
To control for evenly and unevenly distributed macroeconomic shocks we have included controls in both steps of the estimation procedure. In particular, we allow for the presence of time dummies and geographical dummies .
Another problem may arise because of the failure of the separability assumption. If consumption and leisure are not separable, today's decision will be affected by predictable changes in households' labor supply. This implies that consumption is correlated with hours of work, which are in turn correlated with income growth. Failure to consider for non separability may bring us to spurious evidence of excess sensitivity. Therefore, among the controls at the second step we have explicitly included variables describing variations in the number of family components, components that are looking for a job and income recipients.
Results
In this section we present the empirical evidence concerning the model presented in section 2. As already underlined, to perform our test we need observations that stay in the panel for, at least, three consecutive years.
To deal with the noise contained in the measured income and savings, and hence in measured consumption, and with the extreme values contained in the subjective expectations we have run a robust estimator. The estimator is robust with respect to outliers either in the space of the regressors and in the space of residuals. 9
The null is rejected with both OLS and the robust estimator. We use the robust estimates as our linear prediction of the systematic error component to use in the second step.
The assumption of rational expectations implies that our instruments are weakly exogenous, so long as we use instruments that were in the agents' information sets. In order to show that our results are not due to a particular set of instruments we use alternative sets. Table 4 shows an example of our regressions. Forecast errors are defined as the difference between the self reported income realizations, calculated as the midpoints of the reported intervals, at time t + 1 and the subjective mean of next year's family income level at time t calculated assuming a beta distribution function.
The first two columns report results for two alternative specifications of the first stage.
The reported P-value for both the regressions reject the hypothesis of rational expectations at any conventional significance level. The last columns report results for the estimation of the corresponding second stage Euler equations. Both shows that predictable forecast errors help explain consumption variations which is evidence in favor of our behavioral model.
Let's look at the reported first stages. We start, in the first column, regressing the forecast error on a huge amount of regressors and on a set of controls. This set of controls is the same we allow at the second stage and that is reported in the last two columns.
Regressors include variables on household's structure, income, and variables describing the head of the household. The reported F-test is based on the set of regressors but not on the controls.
There is a significant negative coefficient on expected income, which may reflect the fact that people that have been too optimistic are going to experience a bitter surprise in the realization and the converse if they have been too pessimistic.
The choice between regressors and controls is someway arbitrary, so we have calculated the F test on different sub-samples of the regressors. For example, considering as controls Notes: F irstStage. Expectations calculated assuming a beta distribution function. Controls not allowed to perform prediction and the F-test. E su t (π t+1 ) inflation expectation (point expectation). Job seeker is an indicator variable for looking for a job. Gender is an indicator variable that takes value 1 if respondent is male. Absent is an indicator variable for being absent from work because of illness last year. T emporary is an indicator that takes value 1 if employed on a temporary basis. Experience is years of work since the first occupation. N. components, N. children and N. recipients are variables on number of family components, children and income recipients in the family. Variables F amily type A − D are indicators for: single, with partner and without children, with partner and with children, without partner and with children. P ublic is an indicator for employed by the government. Instit is an indicator for employed by another public institution. Secondstage. F E is predicted forecast error. ∆compon controls for the variation in family composition. ∆jobseek controls for the variation in the number of family members who declare to be looking for a job. ∆recipient controls for the variation in the number of income recipients in the family. Notes: Models labelled with (1) allow for the large set of instruments at the first stage. Models labelled with (2) allow for the smaller set of instruments. In Model A, forecast errors are defined as the difference between the self reported income realizations, calculated as the midpoints of the reported intervals, at time t + 1 and the subjective mean of next year's family income level at time t calculated assuming a beta distribution function. In model B, forecast errors are defined as a binary variable that takes the unit value if the minimum declared realized income is higher than the expected income level. In Model C, forecast errors are computed as the difference between family income realizations from self reported income growth rates and subjective family income expectations. Control variables are not used to perform the F-test. F E is predicted forecast error. E su t (π t+1 ) inflation expectation (point expectation). ∆compon controls for the variation in family composition. ∆jobseek controls for the variation in the number of family members who declare to be looking for a job. ∆recipient controls for the variation in the number of income recipients in the family.
all the variable with the exception of those that we also use in the second column gives a F (26, 1890) = 59.76 which rejects the null at any conventional level. The extreme possibility is to consider the stated expectation as the only regressor completely immune to the influence of macroeconomic shocks and all the other variables as controls. In this case the orthogonality test reduces to a t-test. Reported results continue to support the rejection of the null even in this last case.
The second column report results for an alternative specification of the information set.
Here we consider a smaller subset of regressors but taking use of the same set of controls.
The reason for doing so is to avoid over-prediction in the IV estimator. If that were the case, our predicted forecast error may capture events that were genuinely unpredictable, resulting in spurious evidence in favor of our behavioral model. Notes: Models labelled with (1) allow for the large set of instruments at the first stage. Models labelled with (2) allow for the smaller set of instruments. In Model A, forecast errors are defined as the difference between the self reported income realizations, calculated as the midpoints of the reported intervals, at time t + 1 and the subjective mean of next year's family income level at time t calculated assuming a piecewise linear distribution function. In model B, forecast errors are defined as a binary variable that takes the unit value if the minimum declared realized income is higher than the expected income level. In Model C, forecast errors are computed as the difference between family income realizations from self reported income growth rates and subjective family income expectations. Control variables are not used to perform the F-test. F E is predicted forecast error. E su t (π t+1 ) inflation expectation (point expectation). ∆compon controls for the variation in family composition. ∆jobseek controls for the variation in the number of family members who declare to be looking for a job. ∆recipient controls for the variation in the number of income recipients in the family.
Euler equation estimates support our behavioral model. Predictable errors in forecast-
ing income, F E, explain consumption variation, confirming that irrational pessimistic/ optimistic consumers upward/downward revise their consumption decision as income realizes. The omission of some instruments in the first step gives smaller estimated coefficients on predictable forecast errors but they are still significant at the 5% level. The coefficient on expected inflation is not statistically significant, while the change in the number of household's components who seek a job has a negative and significant coefficient. Controls are not statistically significant, except for the dummy of year 1999 in the case with fewer regressors.
When we omit indicators of educational qualifications from the model with a smaller set of regressors, we obtain similar coefficients with smaller t-statistics. This evidence is consistent for alternative specifications. Table 5 reports our main results assuming a beta distribution. From now on we will follow the convention of labelling (1) the results obtained allowing for the large set of instruments at the first stage, and (2) those obtained with the smaller set of instruments. For every orthogonality test, we have reported the estimated coefficients of expected income, the number of observations, the number of variables and the F-test results. Second stage results constitute of the estimated coefficients of predictable forecast errors, expected inflation, subjective income variance, V ar su t (y t+1 ), and controls for non separability between consumption and leisure. Model A refers to the estimates that we have already presented in Table 4 . In models B and C we produce alternative estimates of forecast error. In model B, forecast errors are defined as a binary variable that takes the unit value if the minimum declared realized income is higher than the expected income level. In Model C, forecast errors are computed as the difference between family income realizations from self reported income growth rates, as calculated in Eq. 19, and subjective family income expectations.
To show that our results are not driven by the choice of the subjective expectations distribution function we reported, in Table 6 , results referring to the same models described above for the case of a piecewise linear distribution function.
The estimated coefficient of predictable forecast error is always positive and statistically significant at the 5 percent level, with values from 0.024 to 0.063. It is smaller when we consider the specification with a smaller set of instruments. Model C exhibits slightly different results, as the forecast error coefficient is still positive but smaller and not significant at 5% in case (1). Although we are not able to give a structural interpretation of the parameters, our estimates show that non separability of consumption and leisure may be important in consumption decision, particularly as variations in the number of job seekers, ∆jobseek, and components, ∆compon, in a household may have an impact. On the contrary, precautionary savings and interest rates appear to be less important. Figure 1 Notes: Observations for the year 1999 dropped. Models labelled with (1) allow for the large set of instruments at the first stage. Models labelled with (2) allow for the smaller set of instruments. In Model A, forecast errors are defined as the difference between the self reported income realizations, calculated as the midpoints of the reported intervals, at time t + 1 and the subjective mean of next year's family income level at time t calculated assuming a beta distribution function. In model B, forecast errors are defined as a binary variable that takes the unit value if the minimum declared realized income is higher than the expected income level. In Model C, forecast errors are computed as the difference between family income realizations from self reported income growth rates and subjective family income expectations. Control variables are not used to perform the F-test. F E is predicted forecast error. E su t (π t+1 ) inflation expectation (point expectation). ∆compon controls for the variation in family composition. ∆jobseek controls for the variation in the number of family members who declare to be looking for a job. ∆recipient controls for the variation in the number of income recipients in the family.
As shown in
Results are still in line with our hypothesis when we eliminate the subjective income variance from all sets of regressors of first steps and second steps, whether or not we include data from 1999, as is shown in Tables 10 and 11. Indeed, the significative parameters associated to the predicted income error take values between 0.021 and 0.064, similarly to the cases examined above. The same results have been obtained assuming a piecewise linear distribution function and, for the ease of exposition, have not been reported. 10
Irrationality and excess sensitivity
In this section we investigate the relative importance of irrationality, liquidity constraints, and precautionary saving in explaining excess sensitivity. Notes: Observations for the year 1999 dropped. Models labelled with (1) allow for the large set of instruments at the first stage. Models labelled with (2) allow for the smaller set of instruments. In Model A, forecast errors are defined as the difference between the self reported income realizations, calculated as the midpoints of the reported intervals, at time t + 1 and the subjective mean of next year's family income level at time t calculated assuming a piecewise linear distribution function. In model B, forecast errors are defined as a binary variable that takes the unit value if the minimum declared realized income is higher than the expected income level. In Model C, forecast errors are computed as the difference between family income realizations from self reported income growth rates and subjective family income expectations. Control variables are not used to perform the F-test. F E is predicted forecast error. E su t (π t+1 ) inflation expectation (point expectation). ∆compon controls for the variation in family composition. ∆jobseek controls for the variation in the number of family members who declare to be looking for a job. ∆recipient controls for the variation in the number of income recipients in the family.
Theoretically, the rejection of the hypothesis that consumption is a random walk can be attributed to the presence of liquidity constraints, precautionary savings and irrationality or myopia. Oddly, in the extensive literature on testing the permanent income hypothesis, the possibility that rejection is due to predictable forecast errors is rarely mentioned, let alone explored. From Hall's article (Hall, 1978) on, all the effort in testing the Euler equation and excess sensitivity of consumption to predictable income changes have concentrated on liquidity constraints and precautionary saving, although, as pointed out by Carroll (1992) , it is very hard to distinguish empirically between precautionary saving and liquidity constraints as households may increase saving today if they expect to be liquidity constrained in the future.
Here, we are not interested in discerning between the two classical sources of excess sensitivity. We aim at demonstrating the importance of irrationality as an alternative sources of excess sensitivity.
We estimate the following Euler equation, modified to allow for irrationality.
where i is an household index, C i,t+1 is our estimate of consumption, D i,t+1 is a vector that includes our controls for households' preferences, non separability between consumption and leisure, and macroeconomic shocks, r i,t+1 is the real after tax rate of interest, δ the rate of time preferences, and ρ −1 is the inter-temporal elasticity of substitution. Predicted income growth, E∆ln(y i,t+1 |Ω t ), and predicted forecast error, E[y t+1 − E su t (y t )|Ω t )], are added to the Euler equation in order to test the orthogonality condition, i.e. that β = 0 and γ = 0. We choose a log specification for income growth and instrument it with the same set of variables we use to instrument the forecast error. Table 9 shows the estimated coefficients of predictable forecast errors, predictable changes in income, subjective variance and expected rate of inflation. We consider both models where income was estimated by means of self reported intervals (Model A) and self reported growth rates (Model C). Expectations and subjective variances have been calculated using the beta distribution. The first column shows that when the excess sensitivity test is performed the coefficients on the predictable forecast error remains large and significant. This demonstrates that irrationality is still a possible explanation for excess sensitivity of consumption, even when other explanations are considered. The second column present results for the equation without considering predictable changes in income.
The estimated coefficient for the forecast error is significant and similar to the one reported in column 1. This is evidence of the fact that irrationality is an explanation that stands on its own. Hence, the coefficient on predictable forecast errors seems not to be biased much if precautionary savings and liquidity constraints are not properly taken into account. The third column shows the results of the excess sensitivity test under the rational expectations hypothesis. A higher and statistically significant coefficient of the predictable changes in income could be interpreted as evidence of the fact that not taking into account irrationality may bias upward the coefficient of the predictable changes in income. In this case, what may appear to be the effect of a liquidity constraint may instead be the effect of irra- Notes: Models (1)- (3): forecast errors and predictable income growth instrumented with the large set of instruments. Models (4)- (6): forecast errors and predictable income growth instrumented with the small set of instruments. Model (7): forecast errors instrumented with the small set of instruments and predictable income growth instrumented with the large set of instruments. In Model A, forecast errors are defined as the difference between the self reported income realizations, calculated as the midpoints of the reported intervals, at time t + 1 and the subjective mean of next year's family income level at time t calculated assuming a beta distribution function. In Model C, forecast errors are computed as the difference between family income realizations from self reported income growth rates and subjective family income expectations. t-statistics in parentheses and * P < 0.05 and ** P < 0.01. tionality or partially the effect of irrationality. Hence, not taking into account irrationality may give biased evidence in favor of liquidity constraints. This conjecture is supported by results from model C. In columns 4 through 6 we use the smaller set of instruments, and confirm the previously stressed results. Column 7 reports results when predictable forecast errors were obtained from the smaller set of instruments and predictable changes in income were obtained from the larger set of instruments. In this last case the hypothesis that irrationality is a distinct and statistically significant component in explaining consumption changes is confirmed.
One final remark on sample composition should be done. Because of the way we have built up consumption, starting from those who declared to have put money aside in the last 12 months, we could have induced some form of selection in the sample. In particular, as consumption has been calculated only for those with positive savings, the sample could have been selected against liquidity constraint families. Hence reported evidence from Table 9 could be biased in favor of our model. In particular, estimated coefficients of the predictable changes in income and that of the subjective variance, between the others, could be biased and not statistically significant.
To avoid the selection problem we have decided to include in the sample also the respondents that declared that they have not been able to put money aside during last 12 months. For those respondents saving has been considered equal to 0. Under this alternative specification of consumption, the available observations have grown up to 717 (models (1)-(3) and (7)) and 1017 (models (4)-(6)) for model A and 817 (models (1)-(3) and (7)) and
1138 (models (4)- (6)) for model C. Results remains in line with those presented in Table   9 . Estimated coefficients on predictable forecast error are a little smaller but significant in all the alternative specification of the empirical model. Thus confirming our previous results. Moreover, and more importantly for the sample selection issue, also the coefficients on predictable income growth get smaller (to values around a half of those presented in Table 9 ) and continue to be significant only in the same specifications they were in the original sample (model C under the specification (4)- (6)). Estimated coefficients for the subjective variance term are in line with those in Table 9 . This all confirming that our results are not induced by sample selection. 11
Conclusions
We have presented evidence that suggests that anomalies in consumption, here the fact that consumption reacts to predictable changes in income, can be explained by a behavioral model in which agents do not have rational expectations and make predictable errors in forecasting income. We have tested and rejected the null of rational expectation.
This adds to the literature on testing rational expectations with self reported expectations, because we have demonstrated a connection between predictable forecast errors and actual economic behavior. It is often argued that earlier contributions do not supply evidence to support the claim that the elicited expectations really correspond to those affecting the agent's behavior. Our result that it is possible to partially explain agents consumption decisions using predictable forecast errors should therefore be of interest.
Moreover, we find that irrationality is an important and autonomous source of the excess sensitivity of consumption, even when precautionary savings and liquidity constraints are 11 More detail on the regression described in the text are available from the authors upon request.
considered. Notes: Subjective variance of income expectations not included in both stages. Models labelled with (1) allow for the large set of instruments at the first stage. Models labelled with (2) allow for the smaller set of instruments. In Model A, forecast errors are defined as the difference between the self reported income realizations, calculated as the midpoints of the reported intervals, at time t + 1 and the subjective mean of next year's family income level at time t calculated assuming a beta distribution function. In model B, forecast errors are defined as a binary variable that takes the unit value if the minimum declared realized income is higher than the expected income level. In Model C, forecast errors are computed as the difference between family income realizations from self reported income growth rates and subjective family income expectations. Control variables are not used to perform the F-test. F E is predicted forecast error. E su t (π t+1 ) inflation expectation (point expectation). ∆compon controls for the variation in family composition. ∆jobseek controls for the variation in the number of family members who declare to be looking for a job. ∆recipient controls for the variation in the number of income recipients in the family. Notes: Subjective variance of income expectations not included in both stages. Observations for the year 1999 dropped. Models labelled with (1) allow for the large set of instruments at the first stage. Models labelled with (2) allow for the smaller set of instruments. In Model A, forecast errors are defined as the difference between the self reported income realizations, calculated as the midpoints of the reported intervals, at time t + 1 and the subjective mean of next year's family income level at time t calculated assuming a beta distribution function. In model B, forecast errors are defined as a binary variable that takes the unit value if the minimum declared realized income is higher than the expected income level. In Model C, forecast errors are computed as the difference between family income realizations from self reported income growth rates and subjective family income expectations. Control variables are not used to perform the F-test. F E is predicted forecast error. E su t (π t+1 ) inflation expectation (point expectation). ∆compon controls for the variation in family composition. ∆jobseek controls for the variation in the number of family members who declare to be looking for a job. ∆recipient controls for the variation in the number of income recipients in the family.
