the condition (2) insures the convergence of the xn's to r. We want to realize the process (1) on a fixed-point computer under the two conditions: a) For representing each of the xnU), we use only one "word"; we consider the content of the word as an integer; b) We may use higher precision for computing the values of the functions Gm, ■ ■ ■ G(m) (or the functions Gmxa), Gm -x(2), ■ ■ ■ G(m) -x(m)).
We distinguish two types of errors: 1) Truncation errors; even when using double precision, we cannot expect to evaluate the functions GM exactly;
2) Round-off errors; according to condition a), the value found for G must be rounded to an integer.
Truncation Errors. Let i/(1)(x), • • • H(m)(x) approximate the functions G(1,(x), •••G(m)(x):
Hli\x) = G(0(x) +£(i)(x); £(,)(x) is called the truncation error; it is supposed to satisfy the inequality
The iterative process
is considered as an approximation of (1) and gives some information about r. Theorem 1. For any Vo, the sequence V" given by (4) is bounded and all its points of accumulation V satisfy the inequality
The process (4) is. the best possible in the following sense: for given a and b, there exist m functions HM(x), ■ ■ ■ H{m)(x) for which it is impossible to find an algorithm using only H, a, b, providing closer points of accumulation to r than the algorithm (4). furthermore, for given a and b, there exists a function G and errors £n for which the bound is attained. Now, we restrict ourselves to the particular case m = 1; i.e., the process (1) becomes scalar. Equations (1), (2) , (3), and (5) can be written as: Let us compare Theorem 4 with Theorem 3 for m = 1. In both cases, the bounds of errors have a common part which can be recognized from Theorems 1 and 2 as provided by the truncation errors. The part due to the round-off errors is independent of 6 for the anomalous rounding; in particular, if a = 0, the error is less than 1 and if the limit r is an integer, it is reached after a finite number of steps. When the convergence is slow, i.e., b ~ 1, the errors can be very large for the normal rounding, even if a = 0; however, if 6 < 0.5, the normal rounding provides slightly better results than the anomalous rounding.
Remark. The condition (2) converges at least linearly to r for any x¡¡. Suppose we want to realize (2) on a binary floating-point computer, i.e., the numbers are of the form «-2^, where a is an exact binary fraction and ß is an integer.
A number will be called normalized if 1) 0.5 á \ct\ < 1 ; 2) a is an exact binary fraction representable by N bits and the sign; 3) ß 3: -p (N and p are fixed numbers) ; furthermore there exists a real zero, representable for example by a = 0, ß --p; for greater simplicity, this zero will also be included in the class of normalized numbers.
We assume that in the realization of (2) on the computer, both xn and G(xn) are represented by normalized numbers; of course G(x) cannot be computed exactly in general; so we assume that value effectively computed, G(x), satisfies the relation:
* A detailed discussion of the results of this appendix will be found in reference [4] .
where i\ and f are functions of x, but d and a are fixed numbers. The effective process is given by the operation
where F" and FK+1 are normalized numbers; since F" + G( F") cannot be generally represented by a normalized number, it must be rounded as indicated by [ ]R . We concentrate our attention on the rounding procedure in (4) 
If Pjv or Pa is negative, it must be replaced by + oo. In order to compare these results, first suppose a = 0. Then BA is independent of b and d and furthermore remains very small; in case of slow convergence, i.e., when b = 1, BN can become very large. The increase of magnitude of the bounds when a > 0 is almost the same for BA and BN for reasonable cases, so that the anomalous rounding can be considered safer than the normal rounding.
Remarks. 1) The relations of normal and anomalous rounding procedures are very similar in fixed-point and in floating-point arithmetics;
2) The bounds BA and BN are reached only in trivial eases; however, examples show that they remain realistic in every case.
APPENDIX II: Round-off Errors in Aitken's S2 Process* Let G(x) be a real continuous function of the real variable x such that the sequence x" defined by
(1) xn+1 = G(xn)
converges to the limit x = r. By Aitken's 52 process, we define another sequence:
K3n+2 -
Fan + F3n+2 -2F3".
Let us suppose we want to realize process (2) on a, fixed-point computer with the following conditions: a) We use only one "word" for representing the F,'s; we may consider the content of the word as an integer; b) We may use higher precision for computing G(Vi).
We cannot expect to compute (?(F¿) without error; furthermore, if we are using higher precision, the result must be rounded to an integer. Remark. Assumption ( 1 ) of Theorem 2 is sufficient for providing the conver-
