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This paper improves the algorithm for the construction of explicit bounds for the solutions
of second order linear differential equations of the type [p(x)y′(x)]′ + q(x)y(x) =
0, p(x), q(x) > 0, x > x0 described in a recent paper of the authors. The main
improvements come from the introduction of new functionals devised by Trevisan and
from the application of an enhanced version of the mean value theorem for integrals when
some functions of the integrand are monotonic.
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1. Introduction
In the paper [1] an algorithm to construct explicit bounds for the solutions of the second order linear differential equation
(p(x)y′(x))′ + q(x)y(x) = 0, x > x0, (1)
where p(x) and q(x) are strictly positive and continuously differentiable functions in an interval [x0, T ] and y(x0) and y′(x0)
are known, was presented. The algorithm is based on the recursive bounding of certain positive functionals (named F(x)
and G(x)) in the alternating sequence of zeroes of y(x) and y′(x), a bounding that depends on the sign and absolute value of
(p · q)′(x) in each of the intervals that the sequence of zeroes creates.
The method described there presents some drawbacks in two scenarios, namely:
• When (p(x)q(x))′ vanishes in some point within the intervals between consecutive zeros of y(x) and y′(x): In this case
no improvement in the bounding of the functionals is obtained from one zero of the sequence to the next one, regardless
of the value of (p(x)q(x))′ in the points of the intervals where this function is not null.
• When the sign of (p(x)q(x))′ changes in the intervals between consecutive zeros of y(x) and y′(x): Although in principle
this scenario could be considered a subcase of the former, the fact is that the change of sign not only makes impossible
the direct application of themain results of [1] but also forces a repositioning of the bounds for the zeroes of the sequence
which in turn worsens the bounds for the functionals.
The purpose of this article is to overcome these problems.
For the first one, a variant of the mean value theorem for integrals will be introduced which exploits the monotonic
character of the solution of (1) when it is part of an integrand.
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For the second one, an idea invoked by Trevisan in [2] and later revisited by Opial in [3] will be reused. The idea consists
of the introduction of new positive functionals which show the property of being always monotonic regardless of the
monotonic character of p(x)q(x).
In addition some modern results on the lower bound for the distance between consecutive zeroes will be displayed to
improve the results provided by the bounding algorithm.
The organization of the paper is as follows. Section 2 is devoted to apply Trevisan’s idea to introduce the mentioned new
functionals and to obtain their properties. Section 3 is focused on analysing the advantages of the new functionals versus
those presented in [1]. In Section 4 the enhanced version of the mean value theorem for integrals is introduced and applied
to the bounding problem. Section 5 displays the results on the lower bound for the distance between consecutive zeroes.
Section 6 rewrites the bounding algorithmwith all the aforementioned improvements. Finally, some examples of application
of the new algorithm are presented.
2. Main results
We will begin with the following lemma.
Lemma 1. Let p(x) and q(x) be piecewise continuous functions with a bounded variation in [a, b] such that p(x)q(x) > 0. Then
there exist two monotonic increasing functions c(x) and d(x) such that
p(x)q(x) = c(x)
d(x)
, x ∈ [a, b]. (2)
In particular, possible choices for c(x) and d(x) are
c(x) = p(a)q(a) exp
(∫ x
a |d ln p(s)q(s)| +
∫ x
a d ln p(s)q(s)
2
)
, (3)
and
d(x) = exp
(∫ x
a |d ln p(s)q(s)| −
∫ x
a d ln p(s)q(s)
2
)
. (4)
Proof. Since p(x)q(x) is strictly positive and has a bounded variation in [a, b], its logarithm has also a bounded variation
in the same interval. Therefore, from [4, Theorem 6.13] ln(p(x)q(x)) can be decomposed in the difference of two increasing
functions, which is equivalent to p(x)q(x) being decomposed as a quotient of two increasing functions. This proves the first
part of the theorem.
For the second one, if we define the following increasing functions
C(x) = ln p(a)q(a)+
∫ x
a |d ln p(s)q(s)| +
∫ x
a d ln p(s)q(s)
2
, (5)
and
D(x) =
∫ x
a |d ln p(s)q(s)| −
∫ x
a d ln p(s)q(s)
2
, (6)
a possible decomposition of ln(x) is
ln p(x)q(x) = C(x)− D(x).
From here, (5) and (6) it is immediate to obtain (3) and (4). 
The application of Lemma 1 allows us to define two new functionals H(x) and I(x), similar to those F(x) and G(x)
introduced in [1], in the following manner:
H(y, x) = (y(x))
2
d(x)
+ (p(x)y
′(x))2
c(x)
, (7)
and
I(y, x) = c(x)(y(x))2 + (p(x)y′(x))2d(x). (8)
In fact (7) is a variation of the functional introduced by Trevisan in [2] for the case p(x) = 1.
As a simple calculation can yield, if p(x), q(x) > 0, x ∈ [x0, T ] then (7) and (8) verify
H(y, x), I(y, x) > 0, I(y, x) = c(x)d(x)H(y, x), x ∈ [x0, T ]. (9)
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Moreover
H ′(y, x) = − (p(x)y
′(x))2c ′(x)
c2(x)
− y
2(x)d′(x)
d2(x)
, (10)
and
I ′(y, x) = (p(x)y′(x))2d′(x)+ y2(x)c ′(x). (11)
As (10) and (11) show, if we take c(x) and d(x) as in (3) and (4) respectively, we can guarantee thatH(x)will be decreasing
and I(x)will be increasing in the working intervals.
Having introduced the new functionals we can apply the same reasoning used in Lemma 1 of [1] to the functionals H and
I so as to yield the following lemma:
Lemma 2. Let [a, b] be a closed interval contained in [x0, T ], let y(x) be a solution of (1), let p(x), q(x) be positive and
continuously differentiable in [a, b], let c(x), d(x) be positive, continuously differentiable and increasing in [a, b]with p(x)q(x) =
c(x)
d(x) (their existence is guaranteed by Lemma 1) and let H and I be defined as in (7) and (8) respectively. Then there exist
ξ, χ, ζ , ϑ ∈]a, b[ such that
H(b)− H(a) = −
[
p(ξ)c ′(ξ)
2c2(ξ)
+ d
′(χ)
2q(χ)d2(χ)
] ∫ b
a
c(x)H(x)
p(x)
dx
−
[
p(ξ)c ′(ξ)
2c2(ξ)
− d
′(χ)
2q(χ)d2(χ)
] [
p(b)y(b)y′(b)− p(a)y(a)y′(a)] , (12)
and
I(b)− I(a) =
[
c ′(ζ )
2q(ζ )
+ p(ϑ)d
′(ϑ)
2
] ∫ b
a
q(x)I(x)
c(x)
dx
+
[
− c
′(ζ )
2q(ζ )
+ p(ϑ)d
′(ϑ)
2
] [
p(b)y(b)y′(b)− p(a)y(a)y′(a)] . (13)
Proof. Let us focus first on (12). From (10) one has
H(b)− H(a) = −
∫ b
a
(
(p(x)y′(x))2c ′(x)
c2(x)
+ y
2(x)d′(x)
d2(x)
)
dx. (14)
From the mean value theorem for integrals [4, p. 195], since p(x)(y′(x))2 ≥ 0 and q(x)y2(x) ≥ 0 there exist ξ, χ ∈ [a, b]
such that
H(b)− H(a) = −p(ξ)c
′(ξ)
c2(ξ)
∫ b
a
p(x)(y′(x))2dx− d
′(χ)
q(χ)d2(χ)
∫ b
a
q(x)y2(x)dx. (15)
Now, multiplying (1) by y(x) and integrating by parts it is straightforward to show that∫ b
a
p(x)(y′(x))2dx = p(x)y′(x)y(x)∣∣ba + ∫ b
a
q(x)y2(x)dx. (16)
Therefore, from (7) and (16) one has∫ b
a
c(x)H(x)
p(x)
dx =
∫ b
a
(
p(x)(y′(x))2dx+ q(x)y2(x)) dx
= 2
∫ b
a
q(x)y2(x)dx+ p(b)y(b)y′(b)− p(a)y(a)y′(a)
= 2
∫ b
a
p(x)(y′(x))2dx− p(b)y(b)y′(b)+ p(a)y(a)y′(a). (17)
Combining (15) and (17) one gets (12) q.e.d. The proof of (13) is immediate from (8) and (11), following the same steps used
for H . 
Applying Lemma 2 to the sequence of zeroes of y(x) and y′(x) in [x0, T ] one gets the following result:
Lemma 3. Let y(x) be a solution of (1), let H and I be defined as in (7) and (8), respectively, and let c(x), d(x) be positive,
continuously differentiable and increasing with p(x)q(x) = c(x)d(x) . Let {xi, i = 1, 2, . . .} be the ordered sequence of zeroes of y(x)
and y′(x). Then there exist four sequences {ri, i ≥ 0}, {si, i ≥ 0}, {ti, i ≥ 0} and {wi, i ≥ 0} with ri, si, ti, wi ∈]xi, xi+1[ for
i ≥ 1 such that the following inequalities hold:
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H(xi+1) ≥ max
(
0,H(xi)
[
1−
(
p(ri)c ′(ri)
2c2(ri)
+ d
′(si)
2q(si)d2(si)
)∫ xi+1
xi
c(x)
p(x)
dx
])
, i ≥ 1, (18)
I(xi+1) ≥ I(xi)
[
1+
(
c ′(ti)
2q(ti)
+ p(wi)d
′(wi)
2
)∫ xi+1
xi
q(x)
c(x)
dx
]
i ≥ 1, (19)
H(xi+1) ≤ H(xi)
1+
(
p(ri)c′(ri)
2c2(ri)
+ d′(si)
2q(si)d2(si)
) ∫ xi+1
xi
c(x)
p(x)dx
, i ≥ 1. (20)
In addition, if(
c ′(ti)
2q(ti)
+ p(wi)d
′(wi)
2
)∫ xi+1
xi
q(x)
c(x)
dx < 1, (21)
then one yields
I(xi+1) ≤ I(xi)
1−
(
c′(ti)
2q(ti)
+ p(wi)d′(wi)2
) ∫ xi+1
xi
q(x)
c(x)dx
, i ≥ 1. (22)
Proof. Let us focus first on the inequalities that concern H .
If we apply (12) to the sequence {xi, i ≥ 1} of zeroes of y(x) and y′(x) one yields that there exist two sequences {ri, i ≥ 1}
and {si, i ≥ 1} such that ri, si ∈]xi, xi+1[ and
H(xi+1)− H(xi) = −
(
p(ri)c ′(ri)
2c2(ri)
+ d
′(si)
2q(si)d2(si)
)∫ xi+1
xi
H(x)c(x)
p(x)
dx, i ≥ 1. (23)
From the hypothesis on c(x), d(x) and from (10) one has H(xi+1) < H(x) < H(xi) for x ∈]xi, xi+1[. Therefore
H(xi+1)− H(xi) ≥ −H(xi)
(
p(ri)c ′(ri)
2c2(ri)
+ d
′(si)
2q(si)d2(si)
)∫ xi+1
xi
c(x)
p(x)
dx, i ≥ 1, (24)
and
H(xi+1)− H(xi) ≤ −H(xi+1)
(
p(ri)c ′(ri)
2c2(ri)
+ d
′(si)
2q(si)d2(si)
)∫ xi+1
xi
c(x)
p(x)
dx, i ≥ 1. (25)
From (24) and the fact that H(x) ≥ 0 one gets (18), and from (25) one gets (20).
The proof of (19) and (22) for I is analogous to that of (18) and (20) for H and will not be repeated here. 
Theorem 1. Let y(x) be a solution of (1), let H and I be defined as in (7) and (8), respectively, and let c(x), d(x) be positive,
continuously differentiable and increasing with p(x)q(x) = c(x)d(x) . Let {xi}, {ri}, {si}, {ti} and {wi} be defined as in Lemma 3 and let
us suppose that only the m first values of {xi} lie in [x0, T ] (with m > 1).
Then I is bounded below in [x0, T ] as follows:
I(x) ≥ I(x0), x ∈ [x0, x1]; (26)
I(x) ≥ I(x1)
≥ I(x0)
[
1+
(
c ′(t0)
2q(t0)
+ p(w0)d
′(w0)
2
)∫ x1
x0
q(x)
c(x)
dx
]
+
[
c ′(t0)
2q(t0)
− p(w0)d
′(w0)
2
]
p(x0)y(x0)y′(x0), x ∈ [x1, x2]; (27)
I(x) ≥ I(x1)
i−1∏
n=1
[
1+
(
c ′(tn)
2q(tn)
+ p(wn)d
′(wn)
2
)∫ xn+1
xn
q(x)
c(x)
dx
]
, x ∈ [xi, xi+1], 1 < i ≤ m− 1. (28)
Likewise, H is upper bounded in the following manner:
H(x) ≤ H(x0), x ∈ [x0, x1]; (29)
H(x) ≤ H(x1) ≤
H(x0)+
(
p(r0)c′(r0)
2c2(r0)
− d′(s0)
2q(s0)d2(s0)
)
p(x0)y(x0)y′(x0)
1+
(
p(r0)c′(r0)
2c2(r0)
+ d′(s0)
2q(s0)d2(s0)
) ∫ x1
x0
c(x)
p(x)dx
, x ∈ [x1, x2]; (30)
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H(x) ≤ H(x1)
i−1∏
n=1
[
1+
(
p(rn)c′(rn)
2c2(rn)
+ d′(sn)
2q(sn)d2(sn)
) ∫ xn+1
xn
c(x)
p(x)dx
] , x ∈ [xi, xi+1], 1 < i ≤ m− 1. (31)
Proof. Let us focus first on the inequalities on I . From (11) one gets (26) easily. In order to prove (27) it is necessary to note
that x0 is just the starting point of the working interval [x0, T ] and not a zero of y(x) or y′(x). Thus we can apply Lemma 2
to the first interval [x0, x1] to yield
I(x1)− I(x0) =
(
c ′(t0)
2q(t0)
+ p(w0)d
′(w0)
2
)∫ x1
x0
I(x)q(x)
c(x)
dx+
[
c ′(t0)
2q(t0)
− p(w0)d
′(w0)
2
]
p(x0)y(x0)y′(x0) (32)
for t0, w0 ∈]x0, x1[. From (11) and (32), following the same procedure used in Lemma 3 it is straightforward to prove (27).
Finally, (28) can be obtained taking (11) into account in [xi, xi+1] and applying (19) recursively.
As for the inequalities on H (29), (30) and (31), they can be proved in a similar fashion to (26) and (27) and (28),
respectively. 
3. Advantages of the new functionals versus others
Once the new functionals H and I have been introduced, it is logical to wonder about the advantage of these functionals
versus the functionals F and G as they were used in [1]. The next theorem addresses that question.
Theorem 2. Let y(x) be a solution of (1), let H and I be defined as in (7) and (8) and let F and G be defined as in [1]. Let c(x)
and d(x) be defined as
c(x) = p(x0)q(x0) exp
(∫ x
x0
|d ln p(s)q(s)| + ∫ xx0 d ln p(s)q(s)
2
)
, (33)
d(x) = exp
(∫ x
x0
|d ln p(s)q(s)| − ∫ xx0 d ln p(s)q(s)
2
)
. (34)
Let {xi}, {ri}, {si}, {ti} and {wi} be defined as in Lemma 3.
One gets
• If p(x)q(x) is monotonic increasing in ]xi, xi+1[, then
H(y, x) = F(y, x)
d(xi)
, x ∈ [xi, xi+1], (35)
I(y, x) = G(y, x)d(xi), x ∈ [xi, xi+1]. (36)
• If p(x)q(x) is monotonic decreasing in ]xi, xi+1[, then
H(y, x) = G(y, x)
c(xi)
, x ∈ [xi, xi+1], (37)
I(y, x) = F(y, x)c(xi), x ∈ [xi, xi+1]. (38)
• Otherwise
F(y, xi+1)
F(y, xi)
≤ KH(xi, xi+1) exp
(∫ x
xi
|d ln p(s)q(s)| − ∫ xxi d ln p(s)q(s)
2
)
, (39)
where
KH(xi, xi+1) = 1
1+
(
p(ri)c′(ri)
2c2(ri)
+ d′(si)
2q(si)d2(si)
) ∫ xi+1
xi
c(x)
p(x)dx
≤ 1. (40)
Proof. Let us suppose p(x)q(x) is monotonic increasing in ]xi, xi+1[. Then |d ln p(x)q(x)| = d ln p(x)q(x), so that
c(x) = p(x0)q(x0) exp
∫ xi
x0
|d ln p(s)q(s)| + ∫ xix0 d ln p(s)q(s)
2
exp
∫ x
xi
|d ln p(s)q(s)| + ∫ xxi d ln p(s)q(s)
2
= c(xi) exp
∫ x
xi
d ln p(x)q(x) = c(xi) p(x)q(x)p(xi)q(xi) , x ∈]xi, xi+1[. (41)
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d(x) = exp
∫ xi
x0
|d ln p(s)q(s)| − ∫ xix0 d ln p(s)q(s)
2
exp
∫ x
xi
|d ln p(s)q(s)| − ∫ xxi d ln p(s)q(s)
2= d(xi), x ∈]xi, xi+1[. (42)
Then, from (41) and (41) one gets
H = y
2(x)
d(x)
+ (p(x)y
′(x))2
c(x)
= y
2(x)
d(xi)
+ (p(x)y
′(x))2
c(xi)
p(x)q(x)
p(xi)q(xi)
= F(x)
d(xi)
, (43)
I = c(x)y2(x)+ d(x)(p(x)y′(x))2
= c(xi)p(x)q(x)y
2(x)
p(xi)q(xi)
+ d(xi)(p(x)y′(x))2 = d(xi)G(x). (44)
The proof of (37) and (38) is similar. As for (39), it is immediate from (7), (20), (34) and (40) and
F(y, xi+1)
F(y, xi)
= d(xi+1)H(y, xi+1)
d(xi)H(y, xi)
≤ d(xi+1)
d(xi)
KH(xi, xi+1). 
One of the consequences of Theorem2 is that the bounding achievedwithH and I in the intervals ]xi, xi+1[where p(x)q(x)
is monotonic is the same as that one would obtain with the functionals F and G. The advantage of the use of H and I with
c(x) and d(x) defined as in (33) and (34), as (39) and (40) show, comes from the intervals where p(x)q(x) is not monotonic,
i.e., where (p(x)q(x))′ suffers a change of sign. In these intervals the bounding defined in [1] would give
F(y, xi+1)
F(y, xi)
≤ exp
(∫ x
xi
|d ln p(s)q(s)| − ∫ xxi d ln p(s)q(s)
2
)
,
as the interested reader may easily prove, which in comparison with (39) is worse by a factor of KH ≤ 1. One could argue
that the change of sign of (p(x)q(x))′ forces an annulation of c ′(x) and d′(x) in the interval, which in turn makes it difficult
to get an upper bound for KH less than 1 (with therefore no improvement in the calculation of the bounds with respect to
that of [1]). For that reason, the next section will show a procedure to reduce (if not totally overcome) this problem.
Remark 1. In the definition of the functionals H(x) and I(x) done in (7) and (8) and used in Lemmas 2 and 3 and Theorem 1
there was certain degree of freedom in the choice of the functions c(x) and d(x) as long as they were positive, continuously
differentiable, monotonic increasing and verified p(x)q(x) = c(x)d(x) .
It is logical to wonder, then, which selection of these functions can be taken in order to get the sharpest bounds for y(x)
and y′(x), since the results of this section have been focused on using c(x) and d(x) as in (33) and (34). This analysis will be
left for future research due to its complexity.
In any case, the rest of results of this paper will not make any assumptions on the value of c(x) and d(x) as long as they
verify the mentioned conditions.
4. A variant of the mean value theorem for integrals
The purpose of this section is to utilise themonotonic properties of y(x) between zeroes of the sequence {xi} to get sharper
bounds for themean value theorem related constants of Theorem 1, (26)–(31), than those one would get byminimizing and
maximizing in each interval the functions appearing in these constants, as was done in [1].
Let us begin with this basic lemma:
Lemma 4. Let a(x), f (x), g(x),m(x) be continuous functions on [a, b] and let us define
K(x) =
∫ x
a f (s)ds∫ b
a f (s)ds
−
∫ x
a m(s)ds∫ b
a m(s)ds
, x ∈ [a, b]. (45)
Then one has∫ b
a a(x)f (x)dx∫ b
a f (x)dx
=
∫ b
a g(x)m(x)dx∫ b
a m(x)dx
+
∫ b
a [a(x)− g(x)]f (x)dx∫ b
a f (x)dx
−
∫ b
a
K(x)dg(x). (46)
Proof. Integrating
∫ b
a K(x)dg(x) by parts and using the fact that K(b) = K(a) = 0 one has∫ b
a
K(x)dg(x) = −
∫ b
a
g(x)dK(x) = −
∫ b
a
g(x)
(
f (x)dx∫ b
a f (s)ds
− m(x)dx∫ b
a m(s)ds
)
dx. (47)
From (47) it is immediate to obtain (46). 
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Theorem 3 (Enhanced Mean Value Theorem for Integrals). Let a(x), f (x), g(x), m(x) be continuous functions on [a, b] with
f (x),m(x) ≥ 0. Let ξ ∈]a, b[ be such that
a(ξ) =
∫ b
a a(x)f (x)dx∫ b
a f (x)dx
, (48)
value ξ whose existence is guaranteed by the mean value theorem for integrals.
Then if∫ x
a f (s)ds∫ b
a f (s)ds
≤
∫ x
a m(s)ds∫ b
a m(s)ds
, ∀ x ∈]a, b[, (49)
one has∫ b
a min{a(s); x ≤ s ≤ b}m(x)dx∫ b
a m(x)dx
≤ a(ξ) ≤
∫ b
a max{a(s); x ≤ s ≤ b}m(x)dx∫ b
a m(x)dx
. (50)
If ∫ x
a f (s)ds∫ b
a f (s)ds
≥
∫ x
a m(s)ds∫ b
a m(s)ds
, ∀ x ∈]a, b[, (51)
one has∫ b
a min{a(s); a ≤ s ≤ x}m(x)dx∫ b
a m(x)dx
≤ a(ξ) ≤
∫ b
a max{a(s); a ≤ s ≤ x}m(x)dx∫ b
a m(x)dx
. (52)
Proof. From (49) one gets
K(x) =
∫ x
a f (s)ds∫ b
a f (s)ds
−
∫ x
a m(s)ds∫ b
a m(s)ds
≤ 0 ∀ x ∈]a, b[. (53)
Let us take g(x) = min{a(s); x ≤ s ≤ b}. Clearly dg(x) ≥ 0. If we take into account (53) and apply Lemma 4 one yields∫ b
a min{a(s); x ≤ s ≤ b}m(x)dx∫ b
a m(x)dx
≤ a(ξ). (54)
Now let us take g(x) = max{a(s); x ≤ s ≤ b}. In this case dg(x) ≤ 0. As before, (53) and the application of Lemma 4
lead us directly to
a(ξ) ≤
∫ b
a max{a(s); x ≤ s ≤ b}m(x)dx∫ b
a m(x)dx
. (55)
(54) and (55) compound (50).
The proof of (52) is straightforward from (51) following the same steps used to obtain (54) and (55). 
The following theorem provides a simple way of guaranteeing the fulfillment of conditions (49) and (51).
Theorem 4. Let m(x), f (x) be positive and continuous on [a, b].
If k(x) = f (x)m(x) is monotonic increasing on [a, b] then, for any c ∈]a, b[, one has∫ b
a m(x)dx∫ b
a f (x)dx
≤
∫ c
a m(x)dx∫ c
a f (x)dx
. (56)
If k(x) = f (x)m(x) is monotonic decreasing on [a, b] then, for any c ∈]a, b[, one has∫ b
a m(x)dx∫ b
a f (x)dx
≥
∫ c
a m(x)dx∫ c
a f (x)dx
. (57)
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Proof. Let us focus first on (56). Since k(x) is monotonic increasing on [a, b], from the mean value theorem for integrals it
is straightforward to show that∫ b
c m(x)dx∫ c
a m(x)dx
≤
∫ b
c k(x)m(x)dx∫ c
a k(x)m(x)dx
=
∫ b
c f (x)dx∫ c
a f (x)dx
, ∀ c ∈]a, b[. (58)
From (58) one has
∫ c
a m(x)dx∫ c
a f (x)dx
(
1+
∫ b
c m(x)dx∫ c
a m(x)dx
)
(
1+
∫ b
c f (x)dx∫ c
a f (x)dx
) ≤ ∫ ca m(x)dx∫ c
a f (x)dx
, (59)
and consequently∫ c
a m(x)dx+
∫ b
c m(x)dx∫ c
a f (x)dx+
∫ b
c f (x)dx
≤
∫ c
a m(x)dx∫ c
a f (x)dx
,
∫ b
a m(x)dx∫ b
a f (x)dx
≤
∫ c
a m(x)dx∫ c
a f (x)dx
∀ c ∈]a, b[. (60)
The proof of (57) is similar to that of (56) and will not be repeated. 
We can apply now Theorems 3 and 4 to bound the unknown values of Theorem 1.
Theorem 5. Let y(x) be a solution of (1), let H and I be defined as in (7) and (8), respectively, and let c(x), d(x) be positive,
continuously differentiable and monotonic increasing on [x0, T ] such that p(x)q(x) = c(x)d(x) . Let {xi}, {ri}, {si}, {ti} and {wi} be
defined as in Lemma 3.
If y2(x) is monotonic increasing in ]xi, xi+1[, i ≥ 0, then one gets the following bounds:∫ xi+1
xi
min
{
c′(s)
2q(s) ; x ≤ s ≤ xi+1
}
q(x)dx∫ xi+1
xi
q(x)dx
≤ c
′(ti)
2q(ti)
≤
∫ xi+1
xi
max
{
c′(s)
2q(s) ; x ≤ s ≤ xi+1
}
q(x)dx∫ xi+1
xi
q(x)dx
, (61)
∫ xi+1
xi
min
{
p(s)d′(s)
2 ; xi ≤ s ≤ x
}
dx
p(x)∫ xi+1
xi
dx
p(x)
≤ p(wi)d
′(wi)
2
≤
∫ xi+1
xi
max
{
p(s)d′(s)
2 ; xi ≤ s ≤ x
}
dx
p(x)∫ xi+1
xi
dx
p(x)
, (62)
∫ xi+1
xi
min
{
p(s)c′(s)
2c2(s)
; xi ≤ s ≤ x
}
dx
p(x)∫ xi+1
xi
dx
p(x)
≤ p(ri)c
′(ri)
2c2(ri)
≤
∫ xi+1
xi
max
{
p(s)c′(s)
2c2(s)
; xi ≤ s ≤ x
}
dx
p(x)∫ xi+1
xi
dx
p(x)
, (63)
∫ xi+1
xi
min
{
d′(s)
2q(s)d2(s)
; x ≤ s ≤ xi+1
}
q(x)dx∫ xi+1
xi
q(x)dx
≤ d
′(si)
2q(si)d2(si)
≤
∫ xi+1
xi
max
{
d′(s)
2q(s)d2(s)
; x ≤ s ≤ xi+1
}
q(x)dx∫ xi+1
xi
q(x)dx
. (64)
If y2(x) is monotonic decreasing in ]xi, xi+1[, i ≥ 0, then one gets the following bounds:∫ xi+1
xi
min
{
c′(s)
2q(s) ; xi ≤ s ≤ x
}
q(x)dx∫ xi+1
xi
q(x)dx
≤ c
′(ti)
2q(ti)
≤
∫ xi+1
xi
max
{
c′(s)
2q(s) ; xi ≤ s ≤ x
}
q(x)dx∫ xi+1
xi
q(x)dx
, (65)
∫ xi+1
xi
min
{
p(s)d′(s)
2 ; x ≤ s ≤ xi+1
}
dx
p(x)∫ xi+1
xi
dx
p(x)
≤ p(wi)d
′(wi)
2
≤
∫ xi+1
xi
max
{
p(s)d′(s)
2 ; x ≤ s ≤ xi+1
}
dx
p(x)∫ xi+1
xi
dx
p(x)
, (66)
∫ xi+1
xi
min
{
p(s)c′(s)
2c2(s)
; x ≤ s ≤ xi+1
}
dx
p(x)∫ xi+1
xi
dx
p(x)
≤ p(ri)c
′(ri)
2c2(ri)
≤
∫ xi+1
xi
max
{
p(s)c′(s)
2c2(s)
; x ≤ s ≤ xi+1
}
dx
p(x)∫ xi+1
xi
dx
p(x)
, (67)
∫ xi+1
xi
min
{
d′(s)
2q(s)d2(s)
; xi ≤ s ≤ x
}
q(x)dx∫ xi+1
xi
q(x)dx
≤ d
′(si)
2q(si)d2(si)
≤
∫ xi+1
xi
max
{
d′(s)
2q(s)d2(s)
; xi ≤ s ≤ x
}
q(x)dx∫ xi+1
xi
q(x)dx
. (68)
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Proof. Let us begin with (61). From Lemmas 1 and 3 one has
c ′(ti)
q(ti)
=
∫ xi+1
xi
c ′(x)y2(x)dx∫ xi+1
xi
q(x)y2(x)dx
=
∫ xi+1
xi
c′(x)
q(x) q(x)y
2(x)dx∫ xi+1
xi
q(x)y2(x)dx
. (69)
From the hypothesis y2(x) is monotonic increasing in ]xi, xi+1[, so that q(x)y2(x)q(x) is also monotonic increasing in ]xi, xi+1[. We
can apply Theorem 4 to yield∫ xi+1
xi
q(s)ds∫ xi+1
xi
q(s)y2(s)ds
≤
∫ x
xi
q(s)ds∫ x
xi
q(s)y2(s)ds
, (70)
for any x ∈]xi+1, xi[. From (69) and (70), if we takem(x) = q(x) and a(x) = c′(x)q(x) we can apply Theorem 3-(50) to get (61).
We will focus now on (62). Again from Lemma 3 one has
p(wi)d′(wi) =
∫ xi+1
xi
d′(x)(p(x)y(x))2dx∫ xi+1
xi
p(x)y2(x)dx
=
∫ xi+1
xi
d′(x)p(x)(p(x)y2(x))dx∫ xi+1
xi
p(x)y2(x)dx
. (71)
Direct application of (1) allows to show easily that (p(x)y′(x))2 is monotonic decreasing in the points of ]xi, xi+1[where
y2(x) is monotonic increasing. Therefore from the hypothesis p(x)(y
′(x))2
1
p(x)
is also monotonic decreasing in ]xi, xi+1[. We can
apply Theorem 4 to yield∫ xi+1
xi
ds
p(s)∫ xi+1
xi
p(s)y2(s)ds
≥
∫ x
xi
ds
p(s)∫ x
xi
p(s)y2(s)ds
, (72)
for any x ∈]xi+1, xi[. From (71) and (72), if we take m(x) = 1p(x) and a(x) = d′(x)p(x) we can apply Theorem 3-(52) to get
(62).
For the rest of the results (63)–(68) the proof is similar. 
Remark 2. It is straightforward to show that Theorem5 provides better bounds that those obtained just by searching for the
minima andmaxima of c
′(x)
2q(x) ,
p(x)d′(x)
2 ,
p(x)c′(x)
2c2(x)
and d
′(x)
2q(x)d2(x)
in each interval ]xi, xi+1[, as was done in [1]. In any case, searching
for these minima and maxima is still a valid option in the case that (61)–(68) are too difficult to calculate.
Theorems 3 and 4 can also be applied to improve the bounds obtained for the functionals F(x) and G(x) used in [1], in a
similar fashion to Theorem 5.
5. The distance between zeroes {xi}
In this section some results on the lower bound for the distance between zeroes of the sequence {xi}will be shown. The
results will be obtained following the method developed by Brown and Hinton and displayed in [5, 522–523], together with
some extensions of Opial’s inequality proved by G. S. Yang (see [6, pp. 17–18]).
Let us first introduce Yang theorems:
Theorem 6. Let f (t) be positive and continuous on [α, γ ] with ∫ γ
α
dt
f (t) < +∞ and let g(t) be positive, bounded and non-
increasing on [α, γ ]. Further, let x(t) be absolutely continuous on [α, γ ] and x(α) = 0. Then∫ γ
α
|g(t)x(t)x′(t)|dt ≤ 1
2
∫ γ
α
dt
f (t)
∫ γ
α
f (t)g(t)(x′(t))2dt. (73)
Theorem 7. Let f (t) be positive and continuous on [α, γ ] with ∫ γ
α
dt
f (t) < +∞ and let g(t) be positive, bounded and non-
decreasing on [α, γ ]. Further, let x(t) be absolutely continuous on [α, γ ] and x(γ ) = 0. Then∫ γ
α
|g(t)x(t)x′(t)|dt ≤ 1
2
∫ γ
α
dt
f (t)
∫ γ
α
f (t)g(t)(x′(t))2dt. (74)
From Theorems 6 and 7 one can obtain an extended version of Brown and Hinton theorem for the case p(x) 6= 1.
Theorem 8. Let y(x) be a solution of (1), let p(x), q(x) be positive and continuous on [x0, T ] and let {xi, i ≥ 1 . . .} be the ordered
sequence of zeroes of y(x) and y′(x). Let us define
Q (x) =
∫ xi+1
x
q(s)ds, (75)
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if y(xi) = y′(xi+1) = 0, and
Q (x) =
∫ x
xi
q(s)ds, (76)
if y′(xi) = y(xi+1) = 0. Then one has∫ xi+1
xi
Q (x)
p(x)
dx ≥ 1. (77)
Proof. Let us focus first on (75) and (77). From (75) it is straightforward to show that Q (xi+1) = 0. Then, integrating by
parts (16) one gets∫ xi+1
xi
p(x)(y′(x))2dx =
∫ xi+1
xi
q(x)y2(x)dx = 2
∫ xi+1
xi
Q (x)y(x)y′(x)dx. (78)
Since Q (x) is non-increasing in [xi+1, xi] one can take f (x) = p(x)Q (x) and g(x) = Q (x) and apply Theorem 6 to (78), so as to
yield ∫ xi+1
xi
p(x)(y′(x))2dx ≤
∫ xi+1
xi
Q (x)
p(x)
dx
∫ xi+1
xi
p(x)(y′(x))2dx. (79)
From (79) it is immediate to obtain (77). The proof of (76) and (77) can be obtained following the same procedure and will
not be repeated. 
Theorem 8 provides a lower bound for the distance between consecutive zeroes of the sequence {xi}. The following
theorem allows us to show that, based on this principle, it is possible to obtain a sequence of the lower bounds of {xi}. This
result is not immediate given the dependence of Q (x) in each interval on the concrete values xi.
Theorem 9. Let xminj be a lower bound for a concrete zero xj. Let Q (x) be defined as in (75) if y(xj) = 0 and as in (76) if y′(xj) = 0.
If we define xminj+1 as the lowest value x such that∫ x
xminj
Q (s)
p(s)
ds ≥ 1, (80)
then we can guarantee that xminj+1 ≤ xj+1.
Proof. From the basic theory of linear differential equations there exists a function z(x)which is a solution of
(p(x)y′(x))′ + q(x)y(x) = 0, x > x0,
and verifies that z(xminj ) = y(xj) and z ′(xminj ) = y′(xj), i.e., xzj = xminj . From Theorem 8, it turns out that for this function z(x),
the next zero xzj+1 of the sequence {xzi }will verify∫ xzj+1
xminj
Q (s)
p(s)
ds ≥ 1.
But from Sturm’s separation theorem (see [7, Theorem V.2]), given that xminj = xzj ≤ xj, it is clear that defining xminj+1 as in (80)
one must have xminj+1 ≤ xzj+1 ≤ xj+1, which proves the theorem. 
6. An algorithm
Like in [1], the bounds presented in Theorems 1 and 5 have several drawbacks from the calculation perspective that
reduce their practical applicability, the lack of knowledge of the exact location of the zeroes {xi, i = 0, 1, . . .} of y(x) and
y′(x) being the most important one. The purpose of this section is to overcome this issue following the argument shown
in [1] plus the results of Section 5 and to construct an algorithm that allows us to obtain bounds for H and I .
To do so, instead of the exact locations of the zeroes {xi} between x0 and x, we will use lower and upper bounds of them,
as well as bounds for their minimum distances.
Thus, as in [1], let us define
Φ(x0) = arctan
(
p(x0)y′(x0)
y(x0)
)
, 0 ≤ Φ(x0) ≤ 2pi, (81)
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andΦ(x1) as the multiple of pi2 immediately below thanΦ(x0). From [1] and from Theorem 9 we can define recursively two
sequences {xmini } and {xmaxi }, lower and upper bounds of the sequence {xi} respectively, such that {xmini } is constructed in
this way:
• xmin1 is the solution of the equation
min
{
2
pi
(∫ xmin1
x0
max
[
A
p(x)
,
q(x)
A
]
dx+ Φ(x1)− Φ(x0)
)
, A > 0
}
= 0. (82)
• For each i > 1, xmini is the minimum of the pair composed by the solution x of the equation
min
{
2
pi
(∫ x
xmini−1
max
[
A
p(x)
,
q(x)
A
]
dx
)
, A > 0
}
= 1, x ≤ T (83)
and the solution y of the equation∫ y
xmini−1
Q (x)dx
p(x)
≥ 1, y ≤ T , (84)
where Q (x) is defined depending on the monotonic character of y2(x) in [xi−1, xi]. This character is easy to obtain taking
into account that it alternates from monotonic increasing to monotonic decreasing (and vice versa) from one interval
to the next one, so that it is the character of the interval ]x0, x1[ which determines the character of the rest. And that
character can be obtained by comparing the signs of y(x0) and y′(x0): if they coincide, y2(x)will be increasing in ]x0, x1[,
being decreasing otherwise.
The sequence {xmaxi } is constructed in a similar manner:
• xmax1 is the solution x of the equation
max
{
2
pi
(∫ xmax1
x0
min
[
A
p(x)
,
q(x)
A
]
dx+ Φ(x1)− Φ(x0)
)
, A > 0
}
= 0. (85)
• For each i > 1, xmaxi , is the solution of the equation
max
{
2
pi
(∫ xmaxi
xmaxi−1
min
[
A
p(x)
,
q(x)
A
]
dx
)
, A > 0
}
= 1, xmaxi ≤ T . (86)
The definition of the sequence {xmaxi } allows us to create the function Nmin(x, x0), the minimum number of the zeroes {xi}
between x0 and x, as the value j of the highest xmaxj such that x ≥ xmaxj .
As to the lower bounds for the distances xi+1 − xi between the zeroes {xi}, for x1 − x0, from (82) one gets
x1 − x0 ≥ xmin1 − x0 = Dmin(x1, x0). (87)
For the rest of intervals, from (83)–(86), [7, Theorem V.6] and Theorem 8 one yields
xi+1 − xi ≥ Dmin(xi+1, xi)
= max
{
xmini+1 − xmaxi ,
pi
2
√
min{p(x), x ∈ [xmini , xmaxi+1 ]}
max{q(x), x ∈ [xmini , xmaxi+1 ]}
,
× min
{
(b− a),
∫ b
a
Q (x)
p(x)
dx ≥ 1, xmini ≤ a < b ≤ xmaxi+1
}}
, i > 0. (88)
We can now begin to apply the results of Sections 2 and 4. For the sake of the clarity, let us introduce the following notation:
L+1 (a, b) =
∫ b
a min
{
c′(s)
2q(s) ; x ≤ s ≤ b
}
q(x)dx∫ b
a q(x)dx
+
∫ b
a min
{
p(s)d′(s)
2 ; a ≤ s ≤ x
}
dx
p(x)∫ b
a
dx
p(x)
, (89)
L−1 (a, b) =
∫ b
a min
{
c′(s)
2q(s) ; x ≤ s ≤ b
}
q(x)dx∫ b
a q(x)dx
−
∫ b
a min
{
p(s)d′(s)
2 ; a ≤ s ≤ x
}
dx
p(x)∫ b
a
dx
p(x)
, (90)
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L+2 (a, b) =
∫ b
a min
{
p(s)c′(s)
2c2(s)
; a ≤ s ≤ x
}
dx
p(x)∫ b
a
dx
p(x)
+
∫ b
a min
{
d′(s)
2q(s)d2(s)
; x ≤ s ≤ b
}
q(x)dx∫ b
a q(x)dx
, (91)
L−2 (a, b) =
∫ b
a min
{
p(s)c′(s)
2c2(s)
; a ≤ s ≤ x
}
dx
p(x)∫ b
a
dx
p(x)
−
∫ b
a min
{
d′(s)
2q(s)d2(s)
; x ≤ s ≤ b
}
q(x)dx∫ b
a q(x)dx
, (92)
D+1 (a, b) =
∫ b
a min
{
c′(s)
2q(s) ; a ≤ s ≤ x
}
q(x)dx∫ b
a q(x)dx
+
∫ b
a min
{
p(s)d′(s)
2 ; x ≤ s ≤ b
}
dx
p(x)∫ b
a
dx
p(x)
, (93)
D−1 (a, b) =
∫ b
a min
{
c′(s)
2q(s) ; a ≤ s ≤ x
}
q(x)dx∫ b
a q(x)dx
−
∫ b
a min
{
p(s)d′(s)
2 ; x ≤ s ≤ b
}
dx
p(x)∫ b
a
dx
p(x)
, (94)
D+2 (a, b) =
∫ b
a min
{
p(s)c′(s)
2c2(s)
; x ≤ s ≤ b
}
dx
p(x)∫ b
a
dx
p(x)
+
∫ b
a min
{
d′(s)
2q(s)d2(s)
; a ≤ s ≤ x
}
q(x)dx∫ b
a q(x)dx
, (95)
D−2 (a, b) =
∫ b
a min
{
p(s)c′(s)
2c2(s)
; x ≤ s ≤ b
}
dx
p(x)∫ b
a
dx
p(x)
−
∫ b
a min
{
d′(s)
2q(s)d2(s)
; a ≤ s ≤ x
}
q(x)dx∫ b
a q(x)dx
. (96)
Bearing (89)–(96) in mind, let us define the constants K1,i and K2,i in the following manner:
• If y2(x) is increasing in ]xmini , xmaxi+1 [, then
K1,i = min
{
L+1 (a, b)
∫ b
a
q(x)
c(x)
dx, a, b ∈]xmini , xmaxi+1 [, b− a = Dmin(xi, xi+1)
}
, (97)
K2,i = min
{
L+2 (a, b)
∫ b
a
c(x)
p(x)
dx, a, b ∈]xmini , xmaxi+1 [, b− a = Dmin(xi, xi+1)
}
. (98)
• If y2(x) is decreasing in ]xmini , xmaxi+1 [, then
K1,i = min
{
D+1 (a, b)
∫ b
a
q(x)
c(x)
dx, a, b ∈]xmini , xmaxi+1 [, b− a = Dmin(xi, xi+1)
}
, (99)
K2,i = min
{
D+2 (a, b)
∫ b
a
c(x)
p(x)
dx, a, b ∈]xmini , xmaxi+1 [, b− a = Dmin(xi, xi+1)
}
. (100)
Let us also define K3, K4 in the following manner:
• If y2(x) is monotonic increasing, then
K3 = min
{
L−1 (x0, b)p(x0)y(x0)y
′(x0), xmin1 ≤ b ≤ xmax1
}
, (101)
K4 = max
{
L−2 (x0, b)p(x0)y(x0)y
′(x0), xmin1 ≤ b ≤ xmax1
}
. (102)
• If y2(x) is monotonic decreasing, then
K3 = min
{
D−1 (x0, b)p(x0)y(x0)y
′(x0), xmin1 ≤ b ≤ xmax1
}
, (103)
K4 = max
{
D−2 (x0, b)p(x0)y(x0)y
′(x0), xmin1 ≤ b ≤ xmax1
}
. (104)
The application of Theorem 1, (26)–(31) and (89)–(104), yields
I(x) ≥ I(x0), x ∈
[
x0, xmax1
]
, (105)
H(x) ≤ H(x0), x ∈
[
x0, xmax1
]
, (106)
Imin(x1) = max(I(x0)(1+ K1,0)+ K3, I(x0)), (107)
Hmax(x1) = min
(
H(x0)+ K4
1+ K2,0 ,H(x0)
)
, (108)
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Bound for |y(x)| with new method
Bound for |y(x)| with method of [1]
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Fig. 1. Comparison of bounding methods in Example 1.
I(x) ≥ Imin(x1)
Nmin(x,x0)−1∏
j=1
(
1+ K1,j
)
, x ∈ [xmax1 , T] , (109)
H(x) ≤ Hmax(x1)
Nmin(x,x0)−1∏
j=1
(
1+ K2,j
) , x ∈ [xmax1 , T] , (110)
(105)–(110) define the bounds for H and I .
We can summarize the previous results in the following algorithm:
1. Starting from problem (1), fix the interval [x0, T ]where one requires to calculate bounds for y(x) and y′(x).
2. Select c(x) and d(x) according to (33) and (34), respectively.
3. Determine the monotonic character of y2(x) in each interval ]xmini , xmaxi+1 [ from the signs of y(x0) and y′(x0).
4. DetermineΦ(x0) andΦ(x1) from (81).
5. Determine sequences {xmini } and {xmaxi } from (82)–(84) and (85) and (86) respectively.
6. Calculate sequence Dmin(xi+1, xi) from (87) and (88).
7. Calculate the boundsK1,i andK2,ii ≥ 0, according to either (89), (91), (97) and (98) or (93), (95), (99) and (100), depending
on the monotonic character of y2(x) as stated before.
8. Determine K3, K4 from either (90), (92), (101) and (102) or (94), (96), (103) and (104), depending on the monotonic
character of y2(x) in ]x0, x1[.
9. Calculate the bounds for H(xi), I(xi)i ≥ 0, according to (105)–(110).
10. Calculate the bounds for y(x) and y′(x) from (105)–(110), (7) and (8).
Example 1. Let us compare the algorithm described in this paper with that displayed in [1]. To do so, let us take the same
initial value problem we used in [1]
y′′ + 1√
x
y = 0, x > 1; y(1) = 1; y′(1) = 0; (111)
which has the solution (see [8, p. 132])
y(x) = √x
 Y ′23 ( 43 )+ 12Y 23 ( 43 )
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3
)
Y 2
3
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3
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)
+
− 12 J 23
( 4
3
)− J ′2
3
( 4
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)
J 2
3
( 4
3
)
Y ′2
3
( 4
3
)− J ′2
3
( 4
3
)
Y 2
3
( 4
3
)Y 2
3
(
4
3
x
3
4
) , (112)
where Js(x) and Ys(x) are the Bessel functions of sth order of the first and the second kind, respectively.
Let us take [1, 25] as the interval of analysis. Fig. 1 allows to compare the results of the algorithm described in [1] with
the one presented in Section 6 of this paper.
As can be seen in Fig. 1 the improvement achieved by this method with respect to that of [1] is better than 7.5% at the
end of the interval [1, 25].
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Fig. 2. Comparison of bounding methods in Example 2.
In the previous example we have only exploited the benefits of the results presented in Sections 4 and 5 in the algorithm,
and none of those related with the use of functionals H and I . The reason for it is that in the mentioned problem there was
no change in the monotonicity of p(x)q(x) in [1, 25[, and therefore H and I were identical but for a constant to F and G. The
following example will compare both methods in a problemwith a change in the monotonicity of p(x)q(x) in the interval of
analysis.
Example 2. Let us consider the problem
((1+ sin x)y′)′ + y = 0, x ≥ 0; y(0) = 0, y′(0) = 1. (113)
Applying (84) and [7, TheoremV.6] is straightforward to show that 0.75pi < x1 < 0.87pi and 1.39pi < x2 < 1.69pi . Since
(p(x)q(x))′ = cos x, this means that there is a change in the sign of (p(x)q(x))′ in each of the intervals [0, x1] and [x1, x2].
This makes useless most of the results of [1]. Nevertheless, (98), (100), (106) and (108) are applicable.
Fig. 2 allows us to compare the bounds for y(x) that [1] would yield and the results obtained with the current method. As
can be seen in the figure the improvement obtained in the calculation of the bounds for y(x) is higher than 25% (concretely
a multiplicative factor of 0,746) at xmax2 = 1, 69pi .
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