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I N T R O D U C T I O N 
INTRODUCTION 
En bâtiment, peut-être plus qu'en tout autre domaine, l'acte de construire 
est complexe. Il n'est pas dans notre propos de faire une analyse détaillée des 
facteurs qui entrent en jeu dans ce domaine : mode de fonctionnement, de 
financement, de décision, etc.... Parmi les facteurs spécifiques au bâtiment, 
on peut citer : 
a ) l e s i n t e r v e n a n t s e t l e u r s r e l a t i o n s 
Le nombre d'intervenants est important et surtout diversifié (promoteur, 
maître d'ouvrage, maître d'oeuvre, entrepreneurs, etc...). 
b) les méthodes de travail 
Les méthodes de travail varient selon les intervenants : entreprises de 
gros oeuvre, entreprises de corps d'état secondaire, administrateur. 
c) les rémunérations et les contrôles 
Les estimations des uns peuvent être faussées pour les autres : le menui-
sier qui ne peut poser ses cadres parce que l'entreprise G.O. n'a pas 
encore réalisé les cloisons, 
L'ensemble de ces facteurs montre l'ampleur de coordination, de prévision 
et de décision pour tous les intervenants. 
Par ailleurs, dans une situation économique en crise, où la construction 
marque le pas, il devient de plus en plus difficile pour les entreprises de 
remporter des marchés, avec des prix calculés au plus juste. Ces dernières 
doivent être en mesure d'établir et contrôler des prévisions toujours plus 
rigoureuses (délais, budget, coûts, etc..) sous peine de se voir confronter à 
de graves difficultés financières ou d'organisation. 
Les ordonnancements constituent alors l'outil approprié. C'est en effet le 
souci d'une planification et d'une organisation plus efficaces qui a conduit à 
leur invention, voilà à peine deux décennies et demie. 
L'ampleur de la recherche dans le domaine de l'ordonnancement a été consi-
dérable. La recherche opérationnelle a été l'outil fondamental utilisé pour ce 
développement. 
La méthode PERT, issue de cette famille d'ordonnancements, a vu son 
application s'étendre à tous les niveaux : industrie, BTP, administration, 
etc.... Son objectif s'est également élargi, le développement de l'informatique 
a permis de mettre en place des programmes fondés sur cette méthode et de 
traiter des projets de plus en plus compliqués (comprenant des milliers de 
tâches). Mais, jusqu'à un passé récent, seules de puissantes sociétés pouvaient 
acquérir et gérer de tels moyens informatiques (matériel, logiciel). 
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INTRODUCTION 
L'apparition sur le marché de micro-ordinateurs performants et de 
terminaux graphiques dont les coûts sont tout à fait à la portée des petites et 
moyennes entreprises offre de réelles possibilités à celles-ci d'accéder à 
l'informatique pour la gestion de leurs projets. Or, sur presque 250 000 
entreprises de BTP existant en France, environ 200 000 sont des PME. 
Pour qu'une entreprise investisse dans le domaine de l'informatique, comme 
dans tout autre domaine, elle doit être assurée que les services qui lui sont 
proposés sont adaptés à ses besoins, souples d'utilisation et finalement renta-
bles. On se rend compte que ces besoins peuvent varier d'une entreprise à 
l'autre, même parmi les PME. Ecrire un programme répondant aux besoins des 
différents utilisateurs devient une tâche difficile, compte tenu de la variété 
de ces besoins : un premier est particulièrement intéressé par le problème de 
lissage de charge, alors qu'ur autre est surtout intéressé par certaines sor-
ties graphiques, etc.... 
Vouloir intégrer toutes ces possibilités risquerait de conduire à la mise 
en place d'un programme démesuré qui demanderait une capacité mémoire très 
importante. Il fallait alors déterminer le problème d'ordonnancement le plus 
représentatif pour ces entreprises, grâce notamment aux discussions que nous 
avons eues avec des responsables d'entreprises. 
De nombreux programmes d'ordonnancement existent en France : E. MAUREL, D. 
ROUX, D. DUPONT (3) en ont recensé 28, certains ayant plus de possibilités que 
d'autres. Mais, depuis une dizaine d'années, les chercheurs se sont penchés sur 
la complexité de calcul et de nombreux algorithmes plus performants sont appa-
rus; leur utilisation dans des programmes d'ordonnancement serait donc avanta-
geuse. 
D'autre part, nous avons voulu étudier les contraintes à prendre en compte 
en vue de parvenir à la conception d'un logiciel qui soit considéré comme un 
outil de gestion; des problèmes tels que l'actualisation des projets, les 
paiements mensuels ou Jes contrôles d'utilisation de ressources seront abordés. 
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L'objectif de ce travail est de dégager un ensemble d'éléments qui puis-
sent servir de base à la mise en place d'un logiciel d'ordonnancement dont les 
actions permettent de prendre en compte les besoins d'un certain nombre 
d'entreprises qui seraient surtout des PME. 
Notre travail comporte deux parties : 
- Dans la première partie, nous présenterons un bilan d'ordonnancements 
disponibles. 
Dans les premier et deuxième chapitre, nous présenterons respectivement 
des rappels sur la théorie des graphes et des généralités sur les 
ordonnancements. 
Dans le troisième chapitre, nous présenterons le problème central 
d'ordonnancement, étape fondamentale dans toutes les familles 
d'ordonnancement. 
Dans le quatrième chapitre, nous étudierons les problèmes cumulatifs qui 
se posent dès lors que l'on s'intéresse aux moyens de réalisation. 
Dans le cinquième chapitre, nous nous intéresserons à certaines méthodes 
d'optimisation économique des projets. 
- La deuxième partie sera dirigée vers la construction du cadre d'un 
logiciel à l'usage des PME. 
Dans le sixième chapitre, nous présenterons nos enquêtes auprès des 
entreprises pour la mise en évidence des pratiques et des besoins en 
ordonnancements. 
Dans le septième chapitre, nous ferons l'intégration des contraintes 
après analyse. 
Dans le huitième chapitre, nous présenterons le logiciel. 
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P A R T I E A 
Bilan des méthodes d'ordonnancement existantes 

C H A P I T R E I 
RAPPEL SUR LA THEORIE DES GRAPHES 

RAPPELS SUR LA THEORIE DES GRAPHES 
Nous allons rappeler brièvement dans ce chapitre les définitions dont nous 
ferons usage. Le lecteur pourra, pour de plus amples explications, consulter 
les ouvrages de M. HENRY-LAßORDERE (35A) et de GONDRAN et MJN0U1 (2). 
Définition 1.1 : 
Un graphe G = (X,U) est déterminé par la donnée : 
- d'un ensemble X dont les éléments sont appelés sommets ou noeuds. 
Si N =¡X| est le nombre de sommets, on dit que le graphe G est d'ordre N. 
- d'un ensemble U dont les éléments u £ U sont des couples de sommets 
appelés arcs. Si u = (i,j) est un arc de G, i est l'extrémité ini-
tiale de u et j l'extrémité terminale de u. 
Le graphe, tel que défini ci-dessus est en fait un graphe orienté : un 
arc (u,j) est tout à fait différent d'un arc N de la forme (j,i). 
Il existe cependant une notion de graphe non orienté où U est un ensemble 
de paires de sommets qui sont appelés arêtes. 
Dans ce qui suit, nous conviendrons d'appeler graphes les graphes 
orientés. 
Définitions 1.2 : 
Soit G : (X,U) un graphe et soit u un arc de la forme (i,j) où i et j sont 
deux sommets éléments de U 
. i est alors un prédécesseur de j, de même, 
. j est un successeur de i. 
L'ensemble des successeurs d'un sommet i X est noté : I i, L'application " 
qui à tout élément de X fait correspondre une partie de X (un élément de 
P(x) est appelée une application multivoque. 
L'ensemble des prédécesseurs de i £X sera noté < i , où »i est l'appli-
cation (multivoque) réciproque de f. 
Un arc de la forme (i,i) est une boucle. 
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Définition 1.3 : 
Un 1-graphe est un graphe dans lequel il n'existe jamais plus d'un arc de 
la forme (i,j) entre deux sommets quelconques i et j pris dans cet 
ordre. 
Un graphe G est dit symétrique si, pour toute paire de sommets (i,j), il 
existe autant d'arcs de la forme (i,j) que de la forme (j,i). 
un 1-graphe G = (X,U) est dit antisymétrique si (i,j)£U —•>( j. i ) e U 
Un 1-graphe G = (X,U) est complet si et seulement si (i,j) (f. U —;>(j»i)CU 
Définition 1.4 : 
Une chaîne de longueur q (de cardinalité q) est une séquence de q arcs 
L ) u , u , ... u (. 
I 1 2 q 3 
telle que chaque arc u^de la séquence (2 <Ç r ^  q-1) ait une extrémité 
commune avec l'arc uTl,i(un ^ u^) et l'autre extrémité commune avec l'arc 
L'extrémité i de U* non adjacente a U,..4et l'extrémité j de Uq non 
adjacente ;i Uq—\ sunt appelées! les extrémités de la chaîne L.. Un dit aussi 
que la chaîne joint les sommets i et j. 
Ainsi sur le graphe de la figure 1.1, L 
allant du sommet 2 au sommet 3. ^VW" '^ est une chaîne 
/«» 
fig. 1.1 
Un cycle est une chaîne dont les extrémités coïncident. 
Un chemin est une chaîne dont les arcs ont la même orientation. 
RAPPELS SUR LA THEORIE DES GRAPHES 
Un chemin est hamiltonéen lorsqu'il passe une fois et une seule fois par 
chacun des sommets du graphe. 
Un circuit est un chemin dont les deux extrémités coïncident. 
La fermeture transitive de l'application multivoque \ est l'application 
mûltivoque îi définie par 
r = r u r 'ur 'u . . . ur,g-H 
i i i i i 
fe 
»i représente l'ensemble des sommets que l'on peut atteindre à partir du 
sommet i par des chemins ayant exactement k arcs. 
Définition 1.5 : 
Le demi-degré extérieur d'un sommet i, noté d (i) est le nombre d'arcs 
ayant i comme extrémité initiale. 
Le demi-degré intérieur, noté d (i), est le nombre d'arcs ayant i comme 
extrémité terminale. 
Le degré du sommet i, noté d(i), est le nombre d'arcs ayant i comme 
extrémité, et on a 
d(r) = d"(i) + d (i) 
Rang d'un sommet i : Dans un graphe sans circuit un sommet est de rang r 
si et seulement si le nombre maximum d'arcs d'un chemin admettant x comme 
extrémité terminale est précisément r. 
Définition 1.6 : 
Un graphe conjonctif est un graphe valué G = (X,U) comportant une seule 
entrée notée 1 et une seule sortie n, tel qu'il existe un chemin de valeur 
positive entre l'entrée 1 et tout autre sommet et entre tout sommet diffé-
rent de la sortie n et cette sortie. 
Définition 1.7 : 
Connexité dans un graphe. 
Par définition, un graphe G = (X,U) est dit simplement connexe ou encore 
"connexe" s'il existe pour tout couple (x,y) £ X x X, une chaîne 
d'extrémités x et y. 
G = (X,U) est dit fortement connexe si pour tout couple (x,y) de sommets 
X, il existe un chemin allant de x à y. 
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C H A P I T R E I I 
Généra l i tés sur l e s ordonnancements 

GENERALITES SUR LES ORDONNANCEMENTS 
1. Définitions (1) 
1.1 Caractéristique d'une tâche élémentaire 
Une tâche élémentaire constitue un travail considéré comme un tout 
indivisible. Son exécution est complètement définie par les 3 types de 
caractéristiques suivants : 
1.1 Caractéristiques d'époque 
Elles interviennent dans la localisation temporelle de l'exécution de 
la tâche considérée : 
Ol 
tc : date de début de la tâche i 
tt : date de fin d'exécution de la tâche i 
1.2 Caractéristiques de durée* 
f A 
On noted d; la durée d'exécution d'une tâche i. Remarquons d„ = t; - t. 
t"„ et t¿ étant liés, la prise en compte d'une seule de ces variables 
est suffisante. On prend t„ = t¿ 
1.3 Caractéristiques de moyens 
Elles concernent la nature, le mode d'emploi et la quantité de moyens 
nécessaires b l'exécution de la tâche considérée. 
k 
C "t désigne un ensemble de moyens possibles ainsi que la condition 
d'emploi pour l'exécution de la tâche i. 
a 
qt (0) avec t¿ £ 8 ^  t„ + dk représente la quantité du moyen k £ K, 
utilisée 5 l'instant 0 pour l'exécution de la tâche i. 
Kj, désigne, parmi l'ensemble !< de tous les moyens disponibles, ceux 
qui peuvent être utilisés pour l'exécution de la tâche i. 
Si l'on désigne par : 
T l'ensemble des caractéristiques d'époque 
D l'ensemble des caractéristiques de durée, et 
W l'ensemble des caractéristiques de moyens, 
un ordonnancement quelconque sera noté : 
(T,D,W) =\ t., d. ,Cb/j> e '<(,\ i étant un indice relatif 
^ ' à l'ensemble de N tâches. 
* Cf. Annexe 1 concernant l'incertitude sur la durée d'une tâche 
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2. Classification des problèmes d'ordonnancement 
Toute solution à un problème d'ordonnancement étant complètement 
déterminée par le système de caractéristiques T,D,W , le problème 
d'ordonnancement se réduit alors à la détermination des inconnues de ce sys-
tème. 
B. ROY (1) a proposé une classification des problèmes d'ordonnancement 
basée sur la nature des inconnues; il distingue cinq grandes classes : 
- problème de type (T) : les inconnues sont les caractéristiques d'époque 
- problème de type (W) : les inconnues sont les caractéristiques de moyens 
- problème de type (T,D) : les inconnues sont les caractéristiques d'époque 
et certaines caractéristiques de durée 
_ problème de type (T,W) : les inconnues sont constituées par les 
caractéristiques d'époque et certaines carac-
téristiques de moyens. 
- problème de type (T,D,W) : les inconnues sont relatives aux 3 types de ca-
ractéristiques. 
Du fait des liaisons existant entre les caractéristiques de moyens et les 
caractéristiques de durée, on peut parfois ramener un problème de type (T,D,W) 
soit à une problème de type (T,W), soit à un problème de type (T,D). Par 
ailleurs, de par la liaison qui existe entre caractéristiques de durée et 
caractéristiques de moyens, des problèmes de type (T,D) peuvent parfois être 
formulés en problèmes de type (T,W). Il apparaît par conséquent 2 classes 
particulièrement importantes du problème qui sont : 
- les problèmes de type (T) 
- les problèmes de type (T,W) 
Le travail présenté dans ce mémoire porte essentiellement sur une classe 
de problèmes de type (T). Dans chacune des classes de problèmes que nous venons 
d'exposer, il est possible de distinguer des sous-classes suivant les types de 
contraintes prises en considération. 
Nous allons donc introduire ces différents types de contraintes. 
2.1 Typologie de contraintes 
La présence de contraintes dans un problème d'ordonnancement traduit les 
exigences auxquelles un ordonnancement doit satisfaire pour être 
admissible. Ces exigences peuvent avoir un caractère interne ou externe. 
. Caractère externe 
On classe dans cette catégorie les exigences qui découlent de 
conditions externes au problème (approvisionnements, déblocage de 
crédit, date de livraison, quantité de moyens alloués). 
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. Caractère interne 
On classe dans cette catégorie les exigences qui découlent des 
relations entre tâches (succession de tâches imposée par la nature du 
projet, conditions d'utilisation de moyens). 
A ces deux grandes classes d'exigences, on peut associer deux types de 
contraintes : 
. Contraintes externes 
Elles interviennent sur le projet considéré comme macro-tâche. Les 
contraintes externes interviennent donc sur les caractéristiques de 
celle-ci. On peut distinguer : 
1. Contraintes externes relatives aux caractéristiques temporelles du 
projet : elles agissent sur les caractéristiques T et D de la 
macro-tâche correspondante (début au plus tôt, fin au plus tard, 
durée maximale) 
2. Contrainte externe relative à la quantité et à la disponibilité 
des moyens : elles agissent sur les caractéristiques W de la macro-
tâche correspondante. 
. Contraintes internes 
On peut distinguer : 
1. Les contraintes internes traduisant la structure du projet 
considéré comme un ensemble de tâches (succession de tâches) 
2. Les contraintes internes associées aux conditions d'utilisation de 
moyens. 
2.2 Formulation de contraintes 
2.2.1 Inégalités de potentiel (1) 
Rappelons qu'une tâche est repérée par ses caractéristiques (tt,d;,C;). 
Définition : On appelle "inégalité de potentiels" une inégalité de la 
forme : 
t^ - t, >, a ^ (D,W) 
le second membre ne faisant intervenir aucune des caracté-
ristiques inconnues du problème d'ordonnancement. 
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.2 Contraintes prises en compte par les différentes inégalités de 
potentiel 
peut distinguer deux types essentiels : 
- Les contraintes faisant intervenir des caractéristiques d'époque 
inconnues 
On peut ainsi prendre en compte des contraintes de : 
. date de début au plus tôt d'une tâche : t
 k - t„ > a,, 
La date de référence i = 0 est une tâche fictive de durée nulle 
marquant le début d'un projet; on a par définition : 
t. < t¿ , V/i £ ï 1, ...N l 
. date de début au plus tard, de fin au plus tôt, fin au plus tard 
(cf. chapitre III) 
. postérité entre deux tâches i et j 
postérité stricte : t - t„ ) dt 
il 
La tâche i ne peut débuter avant l'achèvement de la tâche j 
. postérité avec attente : t, - tt ~>y du + ew- (^ ij > 0) 
. postérité avec chevauchement : t- - t¿ > b >.d,, (0 ^  b¿. < 1) 
- Contraintes de limitation de cumul 
La quantité q\ (9) déjà mentionnée, représentant la quantité du moyen 
k nécessaire à l'instant 9 pour l'exécution de la tâche i peut être 
astreinte à vérifier une contrainte dite de "limite de cumul" ou 
cumulative, lorsque le moyen k est disponible en quantité limite Q (9) 
à l'instant 9. 
Soit I un ensemble de tâches du projet nécessitant pour leur 
exécution un moyen k. L'exécution en parallèle des tâches I est 
astreinte à vérifier les contraintes de limitation de cumul 
instantané formulé pour l'inégalité suivante : 
>qh9) < Q (9) 
GENERALITES SUR LES ORDONNANCEMENTS 
- Contraintes de dijonction d'intervalles 
Ces contraintes expriment le fait que 2 phases intervenant dans 
l'exécution de 2 tâches i et j du projet, non astreintes à vérifier 
une contrainte de postérité ne peuvent être simultanées. 
Soit L., =(_ t„ + c , , t„ + f.0 ) et L v = (t^ + cVl .t, + f^ ) 
les deux intervalles avec c^^f,.. , c v ^ v (une au moins de ces deux 
inégalités étant strictes). 
Leur dijonction peut s'exprimer alors par 2 inégalités de potentiels 
liées par un ou (exclusif) 
(tt +c.,) - (t.+f^ ) >, 0 ou (t; +cki) - (t, + ft;) >, 0 
Ce qui peut également s'écrire : 
t \ ~ t . > f-^ o u t. - t, > f^ - c^-
f
-, »
 c
t^ » f v » c ^ sont des fonctions de caractéristiques connues (D,W) 
Sous-classes de problèmes d'ordonnancement de type (T) 
Dans la classe des problèmes de type T on peut en distinguer 3 par classe 
2.3.1 Toutes les contraintes se réduisent à un système conjonctif 
d'inégalités de potentiels 
Par système conjonctif d'inégalités de potentiels, il faut entendre 
un système d'inégalités de potentiels astreintes à être vérifiées 
conjointement. 
Un problème d'ordonnancement dont les contraintes ne font intervenir 
que les caractéristiques d'époque inconnues de tâches et sont toutes 
exprimables par des inégalités de potentiels astreintes à être 
vérifiées conjointement entre dans la sous-classe de problèmes 
d'ordonnancement couramment désignée par Problème Central 
d'ordonnancement. 
2.3.2 L'ensemble des contraintes est constitué par des contraintes de 
postérité et de contraintes de limitation de moyens 
Les problèmes entrant dans cette deuxième sous-classe sont appelés 
problèmes de type cumulatif. 
GENERALITES SUR LES ORDONNANCEMENTS 
3 L'ensemble des contraintes est constitué par des contraintes de 
postérité et des contraintes de dijonction d'intervalles 
Les problèmes entrant dans cette dernière sous-classe sont appelés 
problêmes de type dijonctif. C'est le cas, par exemple, de matériels 
de chantier coûteux, comme les grues ou les coffrages spéciaux. Ces 
matériels étant unitaires, les tâches qui font appel à eux se 
trouvent en dijonction et l'on peut souvent préjuger de leur ordre, 
ou l'établir par un calcul simple. On ne peut cependant abstraire le 
dessin logique d'un réseau de toute traduction d'une contrainte 
cumulative. 
En réalité, pour un praticien, il n'existe pas de différence sensible 
entre les contraintes dites "dijonctives" et les contraintes dites 
"cumulatives". 
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Problème c e n t r a l d 'o rdonnancement 

PROBLEME CENTRAL D'ORDONNANCEMENT 
Le problème central d'ordonnancement est un problème fondamental. Sa 
résolution est indispensable pour la prise en compte d'autres types de 
problèmes d'ordonnancement. 
La grande majorité des méthodes utilisées pour la résolution du 
problème central d'ordonnancement s'appuient sur une représentation des con-
traintes par un graphe. 
2 types de représentation sont habituellement adoptés. 
3.1 Représentation par un graphe potentiels-étapes 
Le graphe associé à cette représentation est constitué comme suit (fig. 3.1) 
. un arc du graphe représente une tâche du projet 
. un sommet du graphe représente une étape (événement qui sépare la fin 
d'une ou plusieurs tâches du début d'une ou plusieurs autres.) 
Si, par ce procédé, les contraintes de postérité stricte sont 
ainsi parfaitement prises en compte, il n'en est pas de même pour toutes 
les contraintes exprimables par des inégalités de potentiels. Ainsi 
- une contrainte de postérité avec attente ne peut être strictement prise 
en compte. On est alors amené à introduire une tâche fictive dont la 
durée représente l'attente. 
- Par contre, une contrainte de postérité avec chevauchement pose d'autres 
types de difficultés. Sa prise en compte consiste habituellement à 
scinder la première tâche en 2 parties : une partie strictement anté-
rieure à la deuxième tâche et une autre qui lui est simultanée. 
La méthode PERT potentiels-étapes, utilisant une telle représentation est 
un procédé purement séquentiel de type "fin-début", présentant les 
inconvénients majeurs cités plus haut. Comme avantages, les étapes 
utilisées sont commodes pour la visualisation des états successifs 
d'avancement; d'autre part, l'écriture d'un programme est relativement 
facile si l'on se contente des résultats de potentiels des étapes. 
Cette méthode, connue également sous le nom do meLhode américaine, a été 
mise au point pour la première fois aux Etats-Unis, en 1958, à l'occasion 
du projet POLARIS. Elle fait partie des méthodes PERT et CPM. 
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n~ 
tâche fictive 
fig. 3.1 Graphe potentiels-étapes 
3.2 Représentation par un graphe potentiels-tâches 
La méthode potentiels-tâches utilisant cette représentation permet de 
résoudre toutes les contraintes formulables par des inégalités de poten-
tiels. 
C'est donc cette méthode que nous utiliserons; nous en faisons une présen-
tation plus détaillée. 
Eléments du modèle (3) 
a) Logique niveaux 
Considérons le graphe dont les sommets sont classés par rang (cf. 
fig. 3.2) 
fig. 3.2 : Graphe potentiels-tâches 
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Supposons que : 
- Jes sommets représentent non plus les tâches élémentaires comme 
habituellement par cette méthode (1), mais uniquement leur début 
d'exécution (db) (ex : db début d'exécution de la tâche A, db 
début d'exécution de la tâche 8, etc.)» et 
- que les arcs représentent, pour leur part, les relations de dépendan-
ce entre les différents sommets. 
De cette représentation, il résulte que si l'on connaît l'ensemble D 
des débuts d'activités et l'ensemble P des relations d'ascendance ou 
de descendance, on dispose alors d'une logique parfaitement 
définie, pouvant s'écrire : 
<£= (D,R) 
b) Introduction du temps 
Nous venons de voir comment, sur la base de données logiques de 
départ, il est possible d'obtenir une structure ordinale de 
l'ensemble. Pour que cette structure soit cardinale, c'est à dire 
mesurable, il est nécessaire d'introduire le facteur temps. 
Io) Application aux sommets 
Affecter le facteur temps h un sommet, c'est définir la durée 
d'exécution (d )s s'écoulant entre le début et la fin de l'activité 
ayant pour début le sommet en question. 
Cette affectation doit être considérée comme neutre, car elle n'a 
aucune action sur les autres éléments du modèle. 
2°) Application aux arcs 
Si on affecte le facteur temps à un arc (i,j), nous déterminons une 
contrainte i(C)^ mesurant le temps qui doit s'écouler entre le début 
s de l'activité i et le début s de l'activité j (ex : 1(C)7 mesure 
le temps s'écoulant entre A et G pour l'arc (A,G)). Cette affectation 
est active puisque, appliquée h des parties intégrantes de la 
logique, elle entraîne des implications pour l'ensemble du système. 
Durée d'exécution et contrainte sont donc 2 notions distinctes. La 
première unit deux points d'une même activité. Pour la seconde, 
unissant deux points de deux activités différentes, sa valeur peut 
être éventuellement influencée par des phénomènes extérieurs, 
indépendamment des activités ancêtres, ce qui fait l'originalité et 
la souplesse de la méthode. 
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c ) C o n t r a i n t e t o t a l e - c o n t r a i n t e r e l a t i v e 
La c o n t r a i n t e , t e l l e q u ' e l l e v i e n t d ' ê t r e d é f i n i e comme f o n c t i o n h l a 
f o i s de l a durée de l ' a c t i v i t é ascendante ( d )
 t e t d 'événements 
impu tab les à un phénomène e x t é r i e u r de durée ( d ) r . avec 
i ( C T ) ^ = ( d ) L + (d) f e 
est appelée contrainte totale. 
Reliant entre eux les débuts d'activités adjacentes, c'est elle qui 
sert de base à la détermination des potentiels du réseau. 
Si, dans la formule précédente, on isole la durée de prise en compte 
du phénomène extérieur, on arrive h la notion de contrainte relative 
(CK) avec : 
i(CR)^ = i('.'l)^  - (d)c = (d)t 
montrant que (d ) t , peu t ê t r e c o n s i d é r é comme un pa ramè t re de 
t r a n s l a t i o n e t CR comme une c o n t r a i n t e de t y p e " f i n - d é b u t " f a i s a n t 
dépendre l e début de l ' a c t i v i t é descendante de l a f i n de l ' a c t i v i t é 
ascendan te . 
Selon l a v a l e u r a f f e c t é e h ( d ) t ( n é g a t i v e , n u l l e ou p o s i t i v e ) , on 
o b t i e n t une des 3 c o n f i g u r a t i o n s de l a f i g . 3.3 qu i e x p r i m e n t 
r e s p e c t i v e m e n t : 
- l a p o s t é r i t é avec chevauchement ou encore recouvrement (CR < U) 
- l a p o s t é r i t é s t r i c t e ou encore l a séquence (CR = 0) 
- l a p o s t é r i t é avec a t t e n t e (CR > Ü) 
VEH 
Cl 
CR 
CR 
.en a t t e n t e 
• i 
I ' 
Í I 
1 Í 
en recouvrement 
> U 
a t t e n t e 
< 0 
i i 
! : • : ' 
•> ' ' ' i"u • ' ' 
fig. 3.3 Contraintes relatives et totales 
CI 
(d) + CR 
(d), 
(d) - CR 
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Cette méthode a été mise au point pour la première fois en France par 
d. RUY à l'occasion de la construction du paquebot France. Elle fait 
partie des méthodes UPM et antécédents. 
5.5 Applications des méthodes h chemins critiques 
3.3.1 Quelques résultats 
. théorème d'existence de potentiels 
Une condition nécessaire et suffisante pour qu'il existe un ensemble de 
potentiels sur un graphe conjonctif g = (X,U) est que ce graphe n'ait pas 
de circuit absorbant, c'est h dire de valuation strictement positive. 
Pour une démonstration de théorème voir (1). 
Signalons seulement que si 2 sommets i et j sont situés sur un même 
circuit tel que celui de la figure suivante : 
on doit avoir 
et 
t; 
t 
H >' a5! + a^c 
t ; >. a • ; + a 
Si l'on effectue la somme de 2 inégalités membre à membre, on a 
Ü >y a 
V 
at • + a H« 
Si le circuit est de longueur strictement positive, on a : 
U < a « + ai + a - + a. <C U ce qui est impossible. 
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2 Résolution du problème central d'ordonnancement 
3.3.2.1 Potentiels 
Considérons un projet comportant N tâches numérotées de 1 à N. 
Les contraintes de postérité sont définies sur l'ensemble N x N. 
Soit G = (X,U), X ensemble des sommets, U ensemble des arcs , le 
graphe associé à une représentation potentiels-tâches du problème 
d'ordonnancement ainsi constitué. A l'ensemble des tâches du projet, 
joignons 2 autres tâches 0 et N + 1, toutes deux de durée nulle. La 
tâche 0 marque le début du projet, la tâche N + 1 la fin. 
Soit (!*(X,ll*) It* tfioiipi* déduit- dp (!(X,U), p>l r nilJiliii'L Ion di'H mnmm-lH 
0 et N + 1, correspondant aux tâches 0 et N + 1. Posons par 
définition (D0)¿ = 0 (date de début au plus tôt de la tâche 0). En 
recherchant sur ce graphe le plus long chemin joignant deux sommets i 
et j, il est possible de déterminer la date de début au plus tôt de 
chacune des tâches du projet, et, par suite, sa fin au plus tôt. 
Soit T = 1 (D0)L/<, £ (0,... ,N + 1) Y l'ensemble de ces dates. 
On a ainsi construit un ordonnancement au plus tôt. 
Si on se fixe la date de début au plus tard (DA)
-V| ((DA)^ ,./, >, (DO)*,* )» 
on peut, en appliquant le même principe, en partant cette fois-ci du 
sommet N + 1, déterminer la date de début au plus tard de chacune des 
tâches. Soit : 
T = j (DAK/t £ (0, ..., N + 1)V l'ensemble de ces dates. On a 
ainsi obtenu l'ordonnancement au plus tard. 
Algorithmes utilisés 
Pour la détermination de ces potentiels, il est nécessaire au 
préalable de vérifier l'inexistence de circuit sur le graphe G(X,U). 
La détermination de la fonction rang des sommets sert pour le dessin 
du graphe et pour la méthode de calcul des potentiels utilisés. 
a) Algorithme de recherche de la fonction rang d'un sommet (2) 
Io) Poser à\ "\^c[i¿ Ç. X 
k = 0, S = X 
2°) Soit S« , l'ensemble des sommets i £ S tel que dfc = 0 
Pour tout i £ Sk , faire 
. r(i) = k 
. pour tout j *£ "j , d * — d - 1 
3° ) S * _ S - k e t k , — k + 1 . Si j s j = 0 F i n , Sinon a l l e r en 2 ° ) 
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b) Vérification de non-circuit sur le graphe G(X,U) 
Un graphe d'ordre N ne pouvant pas comporter de chemin élémentaire de 
longueur égale ou supérieure à N, il suffit pour que le graphe soit 
sans circuit que sa matrice associée élevée à la puissance N soit 
identiquement nulle. 
La matrice associée A d'un graphe G = (x,U) est telle que : 
1 si (i,j) £ U 
a 
0 sinon L 
Cette méthode nécessite une place mémoire importante et ne précise 
pas les sommets formant le(s) circuit(s). La méthode suivante due à 
B. ROY ( 1 ) est donc préférable : 
1) définir le graphe par un tableau à simple entrée dont la i-ème 
ligne est constituée par la suite des indices des suivants des 
sommets x . 
2) Chercher une ligne vide et barrer le n° de cette ligne partout où 
il apparaît dans le tableau, itérer cette procédure aussi longtemps 
que possible en considérant comme vide toute ligne ne portant que des 
nombres barrés. 
3) Si tous les nombres peuvent être barrés, le graphe est sans 
circuit. 
4) Si tous les nombres ne peuvent être barrés, le graphe possède au 
moins un circuit. On peut en construire un en procédant ainsi : 
choisir un nombre correspondant à une ligne non vide, puis un nombre 
non barré écrit sur la ligne indiquée par le dernier nombre choisi, 
etc., poursuivre cette succession de choix jusqu'à ce que la liste de 
nombres qu'elle définit contienne une répétition. La séquence de 
sommets s'insérant entre les éléments répétés fournit un circuit (à 
condition de les ordonner dans le sens inverse). 
c) Algorithme de ROY pour la fermeture transitive d'un graphe 
Soit A la matrice associée au graphe G = (X,U) 
La matrice A* représentant la fermeture transitive est obtenue par 
l'algorithme suivant : 
pour k de 1 à N 
faire pour i et j de 1 à N 
a.,, * — max(a„^ ,a.^ _ x a^1 ) 
(A*);, • = 1 si et seulement si il existe un chemin de i à j 
- 19 -
PROBLEME CENTRAL D'ORDONNANCEMENT 
d) Algorithme de recherche des p o t e n t i e l s de début au plus t ô t (DO) 
I o ) Poser (DO), = 0 
2°) Prendre les sommets de J par rang c ro i ssan t e t f a i re 
(DO)^ = maxKDO), + i(CT)^"j y ¿ e p^ 
avec i(CT)^ = d, + d ( i , j ) 
e) Algorithme de recherche pour l e s p o t e n t i e l s de début au p lus tard 
(DA) 
1°) Poser (DA),,, = (DO),,« 
2°) Prendre les sommets par rang décro issant e t fa i re 
(DA) = mini (DA)w- j (CT)f] / L t l Y 
f) Les potentiels de fin au plus tôt (FO) et de fin au plus tard (FA) se 
déduisent des potentiels des débuts au plus tôt et des débuts au plus 
tard 
(FO),, = (DO),. + d. 
(FA)W = (DA)t + d. 
2 Notion de marges 
Nous rappelons quelques notions habituelles. 
On appelle marge totale (MT) d'une tâche i la valeur dont on peut 
retarder sa date de début au plus tôt sans augmenter la date de fin au 
plus tard du projet qui est prise égale à sa date de fin au plus tôt 
((DA)*«, = ( D O W ) 
(MT)t = (DA)t - (D0)fc = (FA)t - (FO), 
Elle caractérise localement l'autonomie maximale relativement à la tâche 
i. Les marges totales n'étant pas indépendantes entre elles, il faut 
souligner que l'utilisation locale de l'autonomie maximale associée à une 
tâche i entraîne une réduction de celles associées aux tâches restant à 
exécuter. 
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i i :éressant de connaître l'autonomie dont on peut disposer 
d'une tâche i sans affecter celles relatives aux autres 
<~:< • nctpt de marge libre constitue une réponse. 
', >•'• représente la latitude disponible pour le début d'exécution 
It ¿i e i sans affecter celles des tâches qui lui succèdent si les 
H"'íes ' •''•' a précèdent débutent au plus tôt. 
(ML); = mini (DO),: - | (DO) - +j(CT)I] VcC^ 
• ^  Importance du concept de marge 
Le concept de marge prend toute son importance si on le considère dans le 
cadre de la conduite de la réalisation. En effet, la mise en oeuvre de 
cette réalisation, surtout dans le domaine BTP, se déroule en milieu 
perturbé. 
Supposons que l'on ait choisi d'exécuter l'ensemble des tâches selon leurs 
potentiels au plus tôt. Au fur et à mesure que se déroule l'exécution des 
tâches, des perturbations peuvent survenir (rupture d'approvisionnement, 
pannes, etc...). Cela signifie que certaines dates de début augmentent, 
d'où une réduction de la marge libre des tâches correspondantes. 
Les perturbations des tâches dont la marge totale est nulle, c'est à dire 
celles situées sur le(s) chemin(s) critique(s), permettent d'évaluer 
immédiatement les conséquences sur la fin du projet. 
•'• assage des potentiels aux dates usuelles 
'.es résultats de potentiels ne peuvent être utilisés directement pour la 
réalisation des projets. Il convient en effet d'effectuer le passage des 
potentiels aux dates établies selon un calendrier usuel. Pour cela, il 
convient de tenir compte de : 
- la structure des jours ouvrables 
- les jours fériés (usuels et éventuellement propres au réalisateur) 
- des dates imposées. 
Au cours du chapitre précédent, les potentiels ont toujours été calculés 
par rapport à une origine prise égale à zéro, correspondant généralement à 
une date réelle du calendrier. 
En réalité, du fait d'impératifs externes, il devient inévitable que 
certaines exigences calendaires se manifestent sous forme de contraintes, 
indépendamment de la logique interne calant les activités entre elles. 
21 -
PROBLEME CENTRAL D'ORDONNANCEMENT 
Deux cas de dates imposées peuvent se poser : 
- la date de début au plus tôt ne peut avoir lieu qu'après une date 
imposée DI. Pour satisfaire la relation (DO)^ > DI, on prendra 
max ((do)*,DI) 
- la date de début au plus tôt ne peut avoir lieu qu'avant une date 
imposée DI. Ce type de contrainte sert d'indicateur de respect ou de 
non respect de la date imposée chaque fois que les contraintes 
logiques conduisent à avoir (D0)x ^  DI. 
E. MAUREL, D. ROUX et E. DUPONT (3) proposent des relations pour le 
passage d'un calendrier ordinateur à un calendrier usuel et inversement. 
L'algorithme de calcul d'une date DO en calendrier ordinateur est ainsi 
proposé : 
1°) Déterminer le nombre de jours travaillés dans la semaine (NJTS) admis 
par \a structure ouvrable i 
2°) Calculer le nombre de semaines travaillées et le nombre de jours 
restants (NJR) qu'il y a dans la contrainte i(CT)^, estimés en jours 
élémentaires -1 
KCT)^ - 1 
NST = et NJR = K C T ) ^ - 1 - NST x NJTS 
NJTS 
3°) Ajouter à la date de l'ancêtre i uñ nombre de jours égal à 7 x NST 
(DO)^ = (DOK + 7 * NST 
4°) Ajouter les jours restants (NJR) un à un en vérifiant qu'ils peuvent 
être travaillés 
(DO)^ = (DO)^ + NJR 
5°) Recenser le nombre de jours fériés (NJF) compris entre les dates (DO)^ 
et (D0).¿ . Les ajouter un à un en vérifiant que les dates obtenues 
peuvent être travaillées. 
(DO)^ = (DO)j + NJF 
6°) Ajouter 1 
(DO), = (DO)^ + 1 
7°) Vérifier que la date obtenue correspond à un jour travaillé dans la 
structure ouvrable de l'activité j elle-même. Sinon, ajouter 1 
jusqu'à ce qu'on trouve un jour acceptable. 
On doit faire attention à la détermination des dates calendaires de tâches 
comportant certaines fonctions spécifiques telles que le séchage qui ne 
sont pas influencées par la structure ouvrable. Ainsi lorsqu'une tâche 
comporte un temps de séchage important, sa prise en compte peut consister 
à scinder cette tâche en deux parties : travaux et séchage. 
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i " e s 
T
 i forme ,,t iphique est la seule qui puisse être consultée facilement, car 
une série de couples (ancêtre .descendant) a de quoi décourager 
l'utilisateur le plus attentif. 
Nous avons donc réalisé trois types de sorties graphiques. 
1) Graphique GANTT et courbes de charge 
Le graphique de GANTT n'est pas une méthode pour résoudre les 
problèmes d'ordonnancement, mais seulement une méthode pour 
représenter une solution. Cette méthode très ancienne est excellente 
car très facile à lire même pour les profanes. 
Ce type de document permet de livrer les caractéristiques de chaque 
activité en regard d'une échelle de temps. 
Les fig. 3.4 et 3.5 rapportent le diagramme de GANTT et les courbes 
de charge (cf. chapitre V) d'un ordonnancement à cinq tâches (1), 
(2), (3), (4), (5), de durée d, = 6, dt = 3, d, = 4, d* = 5, ds = 5 
et utilisant respectivement 4,1,3,2,3 unités de ressource 1 et 
8,7,10,10,4 unités de ressources 2 lorsque les dates d'exécution des 
tâches sont 0,3,6,8,10 
10 13 15 temps t 
fig. 3.4 Diagramme de GANTT 
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20 
18 
16 
14 
12 
10 
8 
6 
4 
2 
Quantité de 
ressources 
3 
1 
! 
ressource 2 
res 
\ 
ssourc :e 1 
6 8 10 13 15 
fig. 3.5 Diagramme courbe de charge 
Ces documents sont importants en ordonnancement. Nous les étudierons 
d'une manière plus détaillée dans la deuxième partie de ce rapport. 
2) Réseau logique 
2.1 Utilité du réseau logique 
En ordonnancement, le diagramme GANTT ne suffit pas. On a besoin d'un 
graphe mettant l'accent sur l'enchaînement logique des tâches et non 
sur les dates de réalisation. 
En effet, si une perturbation survient, alors ce type de document est 
le seul qui soit adapté pour décider des priorités à respecter. 
Nous avons choisi la représentation de ce graphe par niveau logique 
(rang). Cette présence de niveau logique donne une orientation 
implicite des arcs (gauche-droite), ce qui fait que les flèches 
deviennent inutiles. 
Nous plaçons dans chaque sommet un rectangle qui donne les principaux 
résultats d'une activité tel que représenté en fig. 3.6. 
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DO 
J 
FO 
DA 
D 
FA 
J = numéro de la tâche 
fig. 3.6 Indications sur une tâche j 
2.2 Problèmes théoriques 
Le problème le plus fréquemment évoqué lorsqu'on mentionne le tracé 
graphique est celui de la réduction du nombre d'intersections entre 
les arcs, les graphes PERT n'étant pas planaires. Il est, en effet, 
nécessaire de garder pour un graphe un nombre faible d'intersections 
entre les arcs, si l'on veut saisir rapidement les liens entre tâches. 
Si l'on prend deux sommets i et j quelconques sur le niveau courant, 
le nombre d'intersections entre arcs qui les atteignent dépend de 
leurs positions respectives comme le montre la fig. 3.7. 
En notant a„^le nombre d'intersections entre ces arcs, si est 
placé avant j sur le niveau courant et a^u le nombre obtenu lorsque j 
est avant i, V. VITTEK (32) ramène ce problème de réduction du nombre 
d'intersections entre arcs à l'étude d'une fonction économique N qui 
a une permutation G de l'ensemble NP (NP désigne le nombre de sommets 
sur le niveau P) éléments associés 
Niveau 
P 
Niveau 
P+l 
Niveau 
P 
Niveau 
P+l 
fig. 3.7 Influence de la position des sommets sur le nombre d'inter-
sections 
Cette fonction s'écrit : 
N(fc) 
NP 
X T. a f(i) M j ) 
i=l j>i 
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Mais ce problème étant NP complet, donc difficile à résoudre, il a 
été finalement amené à proposer des heuristiques (cf. chap. V). 
D1M1TR1 et KHALDOUN (33) ont également fait des approches de 
réduction d'intersection, en se basant sur le calcul des ordonnées 
des sommets en fonction de certains critères (nombre de connections 
par sommet, etc...). Sans tomber dans le cas trivial où chaque niveau 
ne comporte qu'une seule activité (dans ce cas, il n'y a pas 
d'intersections), le nombre d'activités par niveau pour notre cas 
sera forcément réduit puisque le nombre total de tâches est supposé 
ne pas être important. 
Nous avons cependant suivi l'approche dont sont partis BERMOND et 
KORDIATOFF (34) qui consiste à placer les sommets dans l'ordre de 
leurs demi-degrés extérieurs décroissants. 
Soit K le nombre maximum de sommets ayant le même rang. Soit C.\ et C t 
2 constantes définies respectivement à partir du rang maximal R(N) et 
de !<• Soit Nb(i) une fonction qui donne le nombre de sommets maximum 
pour chaque rang i. 
L'algorithme adopté est le suivant : 
Io) Etablir une liste L des sommets i pris par rangs croissants 
et en cas d'égalité départagés par d décroissants. 
2°) Soit 3 le 1er sommet de cette liste L. 
Si Nb(3) > 1 aller en 3° 
sinon X(3) = C* x R(3) 
Y(3) = C2 
Si j est le sommet terminal aller en 4° 
sinon supprimer j de la liste L. Aller en 2° 
3°) X(3) = Ci x R(3) 
Y(3) = Y(P) x C 2 
P étant le dernier sommet examiné ayant même rang que 3 
Si j est le sommet terminal aller en 4° 
sinon supprimer j de la liste L. Aller en 2° 
4°) Faire pour i= 1, N et j =1,M 
Pour tout arc (i,j) défini par la matrice des suc-
cesseurs, 
si MT(i) = 0 et MT (j) = 0 aller en 5° 
Sinon tracer l'arc (i,j) d'une façon normale (Traits 
continus sur terminal graphique rEKTRONTX, couleur 
noire sur traceur BENSON) 
5°) Tracer l'arc (i,j) d'une façon particulière (traits discontinus 
sur terminal graphique TEKTRONIX, couleur rouge sur traceur 
BENSON) 
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Les problèmes c u m u l a t i f s 

LES PROBLEMES CUMULATIFS 
La têalisaLion de tout projet fait appel à des moyens dont la 
'' ponibilité influence la fixation, l'objectif et l'ordonnancement du projet. 
J.F. BOSS (18) écrit "... une grande partie des efforts consacrés à la 
gestion du jrojet s'appique donc â l'analyse des moyens nécessaires, afin 
d'assurer la compatibilité des besoins et le contrôle de l'utilisation des 
moyens. Cependant, l'analyse des projets par les diverses méthodes de chemin 
critique ne tient pas compte explicitement des ressources dans ces formes 
initiales". Ces ressources peuvent être évidemment constituées d'argent, de 
matériaux, de personnel, etc.... 
La présence de telles limitations de ressources introduit un aspect 
combinatoire lié aux conflits intervenant entre tâches utilisant une même 
ressource. Les notions de marges et de dates limites ne suffisent plus à 
caractériser l'ensemble des ordonnancements admissibles*. 
On appelle problème cumulatif tout problème d'ordonnancement soumis à deux 
types de contraintes potentielles et de limitation de ressources. Une 
contrainte cumulative apparaîtra, par exemple, pour un ensemble de tâches de 
maçonnerie si trois maçons seulement sont disponibles : on ne pourra pas 
exécuter, â la fois, plus de 3 de ces tâches sans que l'on puisse savoir à 
l'avance laquelle sera retardée. 
Nous nous intéresserons, dans ce qui suit, à une certaine classe de ces 
problèmes cumulatifs. 
1) Définition : 
Soit n le nombre de tâches. Chaque tâche i aura : 
- une intensité M„ (nombre de moyens nécessaires à son exécution) 
- une charge C¿ = M, x Du. Cette charge peut être assimilée à une quantité 
de travail (fig. 4.1) 
^ temps 
fig. 4.1 
- La charge totale sera CHT =¿-c^, pour i variant de 1 à n 
- Te représentera le temps critique. 
On dit d'un ordonnancement qu'il est admissible ou réalisable s'il respecte 
toutes les contraintes imperatives. 
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Pour chaque ordonnancement réalisable, on définit 
tl : début réel d'exécution de la tâche i 
T*, : durée réelle d'exécution de l'ensemble du projet (T>, >, Tt,temps 
critique ne tenant pas compte des ressources) 
La fonction de charge I(k), k variant de 1 à Tn.(voir fig. 4.2) 
I(k) représente le nombre cumulé de moyens nécessaires durant la k-ième 
unité de temps. 
L'intensité maximale : !,•»»< = max(I(k)) pour k £ (l,Tjv ) 
L'intensité moyenne est : I w = I CHT~| 
I T * I 
(\ 1) : partie entière supérieure . 
L'écart partiel durant la k-ième unité de temps sera : e^ = I(k) - I1>)vj 
L'écart total est : E = X et pour k £ (1,T^) ' 
Imax 
1m 
fig.4.2 
2) Types de problèmes cumulatifs dans le domaine du bâtiment 
Le nombre de problèmes cumulatifs est très important, on peut trouver 
autant de problèmes cumulatifs que de projets. 
Dans le domaine du bâtiment, le délai de réalisation est en général le 
critère le plus important. Nous nous sommes alors intéressés aux problèmes 
suivants, les plus représentatifs : 
- optimisation du délai total avec des ressources données, 
- optimisation des ressources avec un délai donné. 
Les problèmes auxquels nous nous sommes intéressé sont des problèmes à un 
seul moyen. Lorsqu'il y a plusieurs ressources limitées, on traitera 
chaque ressource, on choisira ensuite la solution (la plus contraignante) 
qui vérifie l'ensemble des limitations de ressources. 
En pratique, on s'intéresse aux limitations de ressources importantes 
telles que des équipements spéciaux, des équipes spécialisées, etc.. 
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¿•1 Optimisation de ressources avec un délai donné 
Le problème le plus utilisé de cette classe est connu sous le nom de 
"lissage". 
La courbe de charge I(k) obtenue à partir des résultats des potentiels 
n'est généralement pas satisfaisante : elle présente trop de variations, 
c'est à dire que l'écart total E est important. Ces variations peuvent 
correspondre, suivant le moyen utilisé, à des embauches et débauches ou à 
des immobilisations de matériels, engendrant ainsi des frais pouvant être 
importants. 
Ce problème a d'avantage d'importance pour les PME puisqu'elles ne 
disposent pas en général d'un grand nombre de projets pour rendre plus 
souple l'utilisation des ressources. 
Ce problème peut être formulé de la manière suivante : Trouver un ordon-
nancement réalisable minimisant l'écart total E sous la contrainte T.= T t 
Il consiste donc à tenter d'obtenir un niveau aussi constant que possible 
des ressources utilisées, c'est à dire une stabilité de la courbe de 
charge dans le temps. 
2.2 Optimisation du délai avec des ressources données 
Ce problème est connu également sous le nom de "Nivellement". 
L'ordonnancement défini dans le problème central aboutit à une liste de 
ressources définie dans le temps. En BTP, les ressources les plus 
importantes sont constituées pour l'essentiel par des centrales à béton, 
des grues, des coffrages. Lorsque ces ressources sont supérieures à celles 
dont dispose l'entreprise, cet ordonnancement n'est plus réalisable. Le 
problème peut être alors formulé de la manière suivante : Trouver un 
ordonnancement réalisable minimisant le temps réel sous la contrainte 
IiflU(^ M, M étant une constante donnée. 
2.3 Exemple d'illustration des problèmes de lissage et de nivellement 
Soit un ordonnancement défini par l'exemple de la fig. 4.3 
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Cet ordonnancement aboutit au diagramme GANTT (fig. 4.4) et à la courbe de 
charge (fig. 4.5). La durée de cet ordonnancement au plus tôt serait alors 
de 11 jours. 
aspect lissage : la fig.4.5 montre qu'il est nécessaire d'utiliser aux 
2ème et 3ème jours 25 unités alors qu'au 4° 12 unités suffisent. De telles 
fluctuations , bien que techniquement possibles, ne sont en général pas 
admises. 
aspect nivellement : Si la ressource totale qui peut être mise à la 
disposition du projet est inférieure à 25, cet ordonnancement est impossi-
ble. Il convient donc de trouver un autre ordonnancement qui satisferait à 
la condition I r^ «^  ¿ 25 et qui minimiserait T^ 
(7) 
(2) 
(4) 
(.5.1 
. .....__ . T 
(6) 
0 5 10 15 
fig. 4.4 : Diagramme GANTT 
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R e s s o u r c e s 
26 
24 
22 
20 
18 
16 
14 
12 
10 
2 
Temps 
10 15 
f i g . 4 . 5 : Diagramme de c h a r g e 
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3. Nivellement 
3.1 Modélisation des contraintes de cumul de moyens 
En gardant les notations du chapitre II, soit I un ensemble de tâches 
dont la réalisation nécessite l'utilisation d'un moyen k tel que : 
^_ q. >/ Q 
ici 
Les tâches constituant l'ensemble I ne peuvent être exécutées simul-
tanément, c'est à dire que deux tâches au moins parmi celles-ci 
doivent être exécutées sur des intervalles de temps disjoints. Pour 
chacune des tâches appartenant à I, on devra écrire : 
JÉl 
inégalité dans laquelle la variable l^vaut 1 si le début de la tâche i 
est compris dans l'intervalle de temps où est exécutée la tâche j , 0 
sinon. On voit qu'on est ramené à un programme linéaire mixte. 
Parmi les diverses méthodes connues pour la résolution des programmes 
linéaires mixtes, on peut citer la méthode de BENDERS (37,38) qui semble 
la plus appropriée car il s'agit d'une méthode très générale de 
décomposition. 
Cependant, si la programmation linéaire donne des résultats exactes, elle 
n'est pas envisageable dans le cas de problèmes de chantier où le nombre 
de tâches (qui constituent les variables) peut être important, la rendant 
aussi inopérante. 
3.2 Méthodes heuristiques 
Nous entendons par méthodes heuristiques toute procédure de recherche 
d'une bonne solution du problème par opposition à la recherche d'une 
solution optimale. De telles procédures sont utilisées lorsque les mé-
thodes exactes de résolution sont d'une application trop lourde. Pour les 
problèmes cumulatifs, on peut classer les méthodes heuristiques en 2 
catégories (15) : 
- les méthodes chronologiques basées essentiellement sur un avancement 
dans le temps sans aucune possibilité de revenir en arrière, 
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- les méthodes non chronologiques s'appuyant sur la notion de 
succession d'une tâche dans le graphe représentatif du projet. 
Aucune référence au temps n'est faite, l'avancement dans le temps 
n'est donc pas nécessairement progressif. 
3.2.1 Les méthodes chronologiques 
Elles peuvent être décrites par le principe général suivant : 
- une discrétisation du temps est effectuée 
- à chacun des instants ainsi défini, des décisions irrévocables de 
commencer certaines tâches sont prises en fonction d'un critère de 
choix établi une fois pour toutes au départ du traitement. 
Un avancement du temps par pas successifs est donc effectué, les 
décisions prises à l'instant t n'étant fonction que des décisions 
antérieures, c'est à dire de la partie d'ordonnancement déjà mise en 
place. 
Des critères variés de lancement des tâches peuvent être utilisés. 
Ils donnent des résultats différents : nous reviendrons sur ces 
critères. 
Pour l'algorithme détaillé de cette méthode, voir (15). 
L'organigramme de cette méthode est illustré par la fig. 5.6. 
Selon la manière de prendre en compte le critère de hiérarchisation, 
on peut distinguer : 
- Méthode sériellée : à l'instant T, =0, on établit une liste 
globale de toutes les tâches classées avec le critère de choix 
retenu, liste dite potentielle. Cette liste reste immuable 
jusqu'à la fin (classement topologique). 
- Méthode parallèle : Un nouvel ordre de priorité des tâches est 
recalculé à chaque instant t¿ envisagé. Il y a, par 
conséquence, une actualisation des critères tenant compte des 
décisions prises (classement non topologique). 
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L Calcul initial PERT/temps 
Liste des tâches pouvant commencer 
(tâches précédentes terminées) 
choisir une tâche 
selon le critère de choix 
choisir la date de lancement de 
la tâche en tenant compte des 
contraintes de ressources 
—Date choisie > DA 
calculer et réactualiser des 
dates de tâches non ordonnancées 
7 : Organigramme de la méthode non chronologique 
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C a l c u l i n i t i a l PERT/ t emps 
:C 
On se place à la date d'horloge T 
.1 
Recherche des dates terminées 
Restitution des ressources 
----""""
 la 
dernière tâche est lancabl¿>-
oui 
Fin 
Liste des tâches pouvant commencer ! 
"  rr" - ; 
Choisir des tâches prioritaires 
selon le critère de choix 
Lancement de tâches 
Modification de la liste des dates ; 
d'horloge I 
4.6 : Organigramme de la méthode chronologique 
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3 . 2 . 2 Les méthodes non c h r o n o l o g i q u e s 
Au c o n t r a i r e des méthodes c h r o n o l o g i q u e s , l ' i d é e p r i n c i p a l e des 
méthodes non c h r o n o l o g i q u e s n ' e s t pas de f i x e r un temps t a p r i o r i , 
mais à p a r t i r des t â c h e s dé j à o r d o n n a n c é e s , de d é t e r m i n e r une tâche 
p r i o r i t a i r e q u i s e r a l a n c é e . Sa d a t e de lancement e s t c a l c u l é e en 
f o n c t i o n de l ' é t a t des courbes de cha rge à ce s t a d e de l ' a l g o r i t h m e . 
Dès l o r s , i l n ' e x i s t e pas n é c e s s a i r e m e n t un cheminement p r o g r e s s i f 
dans l e t emps , ce qui j u s t i f i e l e nom de ce s mé thodes . 
Pour l ' a l g o r i t h m e d é t a i l l é de c e t t e méthode, v o i r ( 1 5 ) . La f i g . 4.7 
donne l 'o rgan igramme de c e t t e méthode . 
3 .2 .2 .1 Cri tères d ' éva lua t ion du choix des tâches dans le temps 
Ces c r i t è r e s peuvent ê t r e pour chaque tâche j 
. temporels : sa marge t o t a l e , sa durée maximale ou minimale, ses 
dates au plus tôt ou au plus t a r d , . . . . 
. de ressources : son u t i l i s a t i o n de ressources maximale, . . . 
. de s t ruc tu re : le nombre maximum de tâches de sa fermeture 
t r a n s i t i v e , . . . 
3 .2 .2 .2 Comparaison des d i f f é r e n t s c r i t è r e s de choix des tâches 
DAVIS-PATTERSON (10) ont effectue une comparaison entre les méthodes 
heur i s t iques avec 83 p r o j e t s de la t a i l l e 20-27 tâches . On trouve que 
l es c r i t è r e s temporels donnent de mei l leurs r é s u l t a t s que ceux de 
ressources . On préc ise cependant qu'aucun c r i t è r e ne donne constam-
ment de mei l leurs r é s u l t a t s que l e s a u t r e s . 
Le tableau de l'Annexe 3 résume l e s r é s u l t a t s de c e t t e é tude . 
MANGIN (15) après avoir dégagé 3 c r i t è r e s : 
. DO ( j ) (compte tenu de la l i m i t a t i o n de ressources) 
. UR ( j ) = durée ( j ) + durée (k) 
k IR(j) 
avec IR (j) = nombre de tâches de la fermeture transitive 1, de 
la tâche j 
. MT (j)/ IR (j) 
conclut (page 204) à propos du choix d'un c r i t è r e : " I l n ' e s t de 
toute façon pas évident du tout qu 'un t e l choix so i t souhai table pour 
la simple r a i son q u ' i l n ' e s t jamais poss ib le d ' a f f i rmer , même avec un 
échant i l lon de t a i l l e importante, qu'un c r i t è r e de choix donné 
fournira toujours de bons r é s u l t a t s . " 
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3.2.2.3 Choix de la méthode 
Pour la résolution des problèmes de limitation de cumul, la plupart 
des auteurs, notamment GORDON (21), sont d'accord pour dire que 
globalement la méthode non chronologique apporte des améliorations 
sensibles par rapport à la méthode chronologique. Nous avons donc 
retenu cette méthode. 
On envisagera la simulation, en utilisant plusieurs critères pour 
déterminer les meilleurs résultats. Nous considérerons comme critères 
la marge totale, l'intensité maximale et la durée minimale des 
tâches. 
3.3 Méthodes arborescentes 
Le fait qu'il y ait peu de chance pour que les problèmes NP-complets 
soient résolus en un temps polynomial (ce qui est le cas des problèmes de 
limitation de cumuls) a incité à étudier d'autres approches pour résoudre 
ces problèmes : les algorithmes d'énuraération. Ce sont des techniques 
d'énumération implicites basées sur une exploration par séparation et 
évaluation ("branch and bound"), séparation par évaluation séquentielle 
(S.E.S.), séparation par évaluation progressive (S.E.P.). 
Ces méthodes consistent schématiqueraent à décrire l'ensemble de solutions 
sous la forme d'une arborescence et à parcourir cette arborescence sans 
oublier aucun noeud. Alors, la notion d'évaluation par défaut permet, 
lorsque l'on connaît déjà une bonne solution réalisable, de parcourir 
implicitement des branches entières de l'arborescence sans en examiner 
chacun des noeuds. 
Ces méthodes ont été largement décrites par de nombreux auteurs : B. ROY 
(1), BALAS (43), GORENSTEIN (44) et MANGIN (15). Elles sont exposées en 
Annexe 2. 
3.4 Autres méthodes 
Nous citerons quelques études parmi les plus récentes concernant le 
nivellement, appliquées plus ou moins à des cas particuliers, qui sont 
surtout destinées aux problèmes d'ateliers, mais dont la démarche peut 
servir à l'application des ordonnancements dans le domaine du bâtiment. 
P. NEPOMIASTICHY (13) propose une méthode qui consiste à "oublier" la 
contrainte cumulative et à résoudre un problème de programmation linéaire 
en minimisant un coût supplémentaire de violation de cette contrainte. 
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J . AGARD e t G. GAMOT ( 1 6 ) exposent une méthode d 'o rdonnancement pour 
s t a n d a r d i s e r l e s v i s i t e s d ' a v i o n s d ' A i r F r a n c e , c e t ordonnancement d o i t 
r e s p e c t e r un n i v e a u maximum d ' e f f e c t i f s p é c i a l i s é . La l i s t e d ' a p p e l e s t 
c o n s t i t u é e par un c l a s semen t de d a t e s au p l u s t a r d c r o i s s a n t . Dans c e t 
a r t i c l e l ' i n t e n s i t é a é t é c o n s i d é r é e comme pouvant v a r i e r . I l f a u t s i g n a -
l e r que dans de t e l s c a s , c ' e s t l a n o t i o n même de chemin c r i t i q u e qui e s t 
r emise en c a u s e . Dans l e domaine du BTP, une t e l l e hypothèse n ' e s t , en 
g é n é r a l , pas admise pour l a bonne o r g a n i s a t i o n de t r a v a u x . 
J . ERSHER, G. FONIA e t F . ROUBELET (12 ) m o d é l i s e n t l e problème pa r un 
g r a p h e p o t e n t i e l s - t â c h e s non c o n j o n c t i f . Les c o n f l i t s pour l ' u t i l i s a t i o n 
des moyens i n t r o d u i s e n t un a s p e c t c o m b i n a t o i r e dans l e p rob lème . Cet 
a s p e c t a p p a r a i s s a n t dans l e s groupes d ' a r c s non c o n j o n c t i f s du g r a p h e , une 
méthode d ' a n a l y s e s ' a p p u y a n t su r l a t r a n s f o r m a t i o n du graphe e s t p r o p o s é e . 
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Lissage 
4.1 Critère d'évaluation de lissage 
Parmi les critères d'évaluation de lissage, on peut citer : 
a) Critère E ou écart total 
Ce critère est retenu par la majorité des méthodes, notamment par (3) 
_n_ 
E =>_ I I(k) - I J 
i=l ' 
c ¿ 
b) Critère c ou somme des carrés des écarts 
Ce critère est notamment utilisé par BURGESS-KILLEBREW (8) 
¿ = Z (x,. - x;) 
i=l 
DEL est le délai initial, celui-ci étant découpé en tranches de 
_ temps unités 
X t est le niveau de charge désiré par la tranche de temps i 
X .; est la charge obtenue dans la tranche i pour un graphe donné. 
c) Critère LA ou longueur absolue 
Ce critère retenu par MASON MOODIE (9) représente la somme absolue des 
décrochements se produisant sur la courbe de charge. 
Exemple d'illustration : soit une courbe de charge donnée par la fig« 4.8 
ou 
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charge «^.-n 
i 
8 ' . 
i 
6 : , I 
4¡" 'V ' " 
I 
' Í „ 
2 ; 
— i , temps 
2 4 6 8 10 12 
fig. 4.8 
4.2 Exemples de méthodes heuristiques de lissage 
- Méthode de BURGESS-KILLEBREW (8) 
Le principe de base de cette méthode est de partir des dates au plus tôt 
(planning calé à gauche) et de déplacer vers la droite (c'est à dire leurs 
dates au plus tard) les tâches qui bloquent les autres. 
- Méthode TULIP (35) 
Contrairement à la méthode précédente, cette méthode travaille sur un 
diagramme qui évolue. 
4.3 Méthode de MOLOS (Méthode opérationnelle de lissage par optimisations 
successives) 
4.3.1 Principe 
Cette méthode débute par un vecteur charge plein : la fonction 
charge au plus tôt. Le principe de cette méthode est de combler les 
trous (créneaux) de la courbe charge au plus tôt à partir de la 
droite en plaçant au milieu les activités efficientes*. 
L'algorithme de la méthode MOLOS tel que donné dans (3) est reproduit 
en page 43. 
* Une activité est dite efficiente si, en jouant sur sa marge totale, il est 
possible de combler entièrement ou en partie un créneau. 
E = 19 
'L = 45 
LA = 22 
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M(-ii''yçe et critique de cette méthode 
Lu partie (3) de l'algorithme concernant la recherche de (TR) 
créneau) nécessite l'application de bons algorithmes (linéaires) 
étant donné la fréquence (des dizaines, voir des centaines de fois) 
ceci, bien évidemment, dans le but de diminuer le temps de calcul. 
Noir; nous sommes intéressés pour cela à certaines notions récentes 
dont nous donnons quelques définitions et résultats. 
Notions de créneaux (5), (5A) 
Dans ce paragraphe, les nombres sont entiers. 
Soit : P-'nl : l'intervalle entier de 1 ä n 
n, p : paramètres supposés donnés, vérifiant l'inégalité 
P 4 n 
On considère des suites de u de n + 2 termes telles que : 
u (0) = u ( n + 1 ) r-^etu (i) £ IN pour 1 ^  i $ n 
u sera représenté sous la forme u = (••&> ,u (1) ,u(2), ...t)(n),o°) 
On appellera créneau un triplet d'entiers, noté jd,h,fl, tel que : 
Io) d £ [ l ,<H et f e [d + 1, <>•>.+ l ] 
2°) h = max u(i) pour i £ fd,f -lj et tel que : h < min Su (d-L),u (f) 
. d,K.,P sont le début (inclus), la hauteur et la fin (exclue) des 
créneaux l_d,h,f£ 
. [d, f - il et [f - di sont l'intervalle et la longueur du 
créneau [d ,K,?r 
Exemple : Soit u = (•=" ,2, 3,1,1,0, CP) . On peut schématiser ce vecteur 
par la fig. <+.9 
Les créneaux de u sont 
3 4 5 6 
fig. 5.9 
[l,2,2f, |î,3,6[~_ , [},1,6[ , |5,0,6|~ 
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4.3.4 Recherche de créneaux 
Le vecteur U de la charge étant déterminé, nous nous sommes 
intéressés à la recherche de tous les créneaux, quelle que soit leur 
longueur pour les combler par la suite, dans le souci de rendre plus 
performante cette méthode, qui a été modifiée comme indiqué en 
page 44. 
L'algorithme utilisé pour la détermination de tous les créneaux est 
l'algorithme de DOSTANI, fondé sur la notion des piles (4) que nous 
exposons ci—dessous. 
4.3.5 Algorithme de DOSTANI 
On définit deux piles D et H pour recevoir les créneaux ouverts*, et 
DP, FP, HP, des vecteurs mémorisant les début, fin et hauteur de tous 
les créneaux de U. 
A chaque étape 1^ t,, Uv^ = W»**, on mémorise tous les CR de fin i^ 
et encore ouverts dans D et H, dans DP, FP, HP. 
Comme U (n + 1 ) = xf> , on est sûr qu'à la fin de cette étape, tous les 
CR seront fermés. 
Initialisation : 
Déclarer d p , fp, hp 
ne : ind ica teur du de rn ie r CR mémorisé en dp, fp , hp 
In i t ia lement ne = 0 
* Si j e s t le k-ième terme t., u ( j ) > U (J - 1 ) , on d é f i n i r a WK de la façon 
suivante : W^  = u 
• \ 
\ 
** Un t r i p l e t ( d , h , . ) avec u (d) ^ h es t un créneau de f in inconnue. I l sera 
appelé créneau ouve r t . 
- 42 -
LES PROBLEMES CUMULATIFS 
lo) i — O, q*-l, d(q)«—0, h(q)*—^>, ne — 0 
2o) i = i + 1 
Si i > n + 1 alors fin 
Si u(i) = h(q), i n'est ni début, ni fin, aller en 2° 
sinon : Si u (i) < h (q) alors aller en 3° 
Si u (i) > h (q) alors aller en 4° 
3°) q *- q + 1, d(q)<- i, h(q) = u(i) aller en 2° 
4°) ne «-• ne + 1, dp (ne) = d(q), fp (ne) = i, hp (ne) = h(q) 
Si u(i) < h (q - 1) alors aller en 5° 
sinon q<— q - 1 aller en 2° 
5°) h (q) = u (i) aller en 2° 
La complexité de cet algorithme est linéaire 0 (n) 
Méthode !¡QLOS : Algorithme initial 
Io) Calculer la fonction initiale de charge au plus tôt (CH) 
En déterminer les caractéristiques générales 
. intensité moyenne -*IG 
. écart par rapport à IG —*EG 
. intervalle de fluctuation —»FG 
2°) Initialiser I = 1 
3°) Chercher h partir de la fin du diagramme le trou (Tr);. 
En déterminer les caractéristiques (BG)u , (FD)t , (BD)L 
- (Ir),. existe aller à la directive 4° 
- (Tr)c n'existe pas aller à la directive 8° 
4°) Examiner s'il existe des activités j efficientes 
Si oui aller à la directive 5° 
Si non faire i = i + 1 et aller à 3° 
5°) Calculer les caractéristiques du champ d'action de OR);, 
. LI = mini ((DO)^ -Z**) 
. LS = maxi ((FA)K - ), k = l,n 
• (De , (E)w , (F); 
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6°) Essayer les activités efficientes, ce qui conduit à déterminer 
pour chacune d'elles (j) 
• la nouvelle date au plus tôt à lui imposer 
(DO),' = mini ((FA)^ , (BD). +l>)) - ((A) *** - 1) 
. La fonction de charge correspondante, ainsi que les 
caractéristiques (E)-¿ et (F)^ du champ d'action. 
7") Examiner s'il existe une activité rentable telle qu'on ait : 
(E)^ < (E), ou, en cas d'égalité, si (F)^ < (F)t 
Si oui, vérifier qu'elle n'est pas encore plus rentable pour un 
autre trou - aller à la directive 2° 
8°) Le lissage est terminé 
Calculer les caractéristiques EG' et FG' de la fonction de 
charge lissée 
Déterminer les améliorations EG - EG' et FG - FG' obtenues 
4.3.6 Méthode MOLOS : Algorithme modifié 
Io) Calculer le vecteur de charge u au plus tôt 
Déterminer les caractéristiques générales E, 1 ^ ,FG 
2°) Appliquer l'algorithme de DOSTANI pour la recherche de tous les 
créneaux (CR)0 fd^ ,h,; ,f.f 
Soit k, le nombre de ces créneaux 
Si k, 4 O aller en 3' 
sinon aller en 7° 
3°) Examiner pour tous les (CR)j , i = 1,2, ... , k, , s'il existe 
des activités efficientes j 
Si oui, soit k v le nombre de créneaux admettant des activités 
efficientes, aller en 4° 
sinon aller en 7° 
* intervalle de fluctuation FG : indique la différence existant entre les 
valeurs extrêmes que prend la distribution dans un intervalle de variation 
(Ll.LS) : FG = max I(k)<-, /i.i_s - min I(k)n^,i.s 
** paramètre de translation : indique le décalage existant entre la 
première unité de temps du calendrier de référence de l'ensemble des 
activités et la plus petite date au plus tôt de l'activité à lisser : 
'b = min (DOK- 1 , e- *,y> 
*** (&), représente ici la durée de la tâche j 
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) Calculer pour chaque (CR) admettant des activités efficientes 
j (j = 1,2,...,KL) 
Ll = min (DO)-> - <~) 
LS = max (FA\^ , k = 1,2,...,n (n = nombre total des activités à 
lisser) 
) Essayer les activités efficientes pour chaque (CR)„, i = 1,2,...,K , 
ce qui conduit pour chacune d'elles (j) a calculer : 
. (DO), = min ((FA), ,f. +Z) - ( û •»" - 1) 
. les nouvelles dates de descendance au plus tôt 
. le nouveau vecteur charge correspondant (u), ainsi que les 
caractéristiques (E) et F(j) du champ d'action 
) Examiner s'il existe une activité j telle qu'on ait 
(E)^ < E ou, en cas d'égalité, si F1 < FG 
si non aller en 7° 
si oui . fixer la date de début de la tâche j comme calculée 
dans 5° 
. recaler les dates de descendance au plus tôt 
. aller en Io 
) Fin de l'algorithme 
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5 . Problèmes de l i s s a g e e t de n i v e l l e m e n t 
Les r é s u l t a t s de l i s s a g e avec l v = T t , peuvent ê t r e a m é l i o r é s s i l ' o n 
p rend T^ >y T t . L ' a l g o r i t h m e de MASON-MOODIE (9 ) conçu pour r é soudre l e 
problème de l i s s a g e prend en compte l ' a l l o n g e m e n t du d é l a i du p r o j e t . MOUN 
KYON KIM ( 1 1 ) a é t u d i é l e problème de l i s s a g e e t de n i v e l l e m e n t en 
u t i l i s a n t c e t a l g o r i t h m e e t en y a j o u t a n t l a c o n t r a i n t e de l i m i t a t i o n de 
r e s s o u r c e . 
La méthode c o n s i s t e à a f f e c t e r des c o û t s à l ' a u g m e n t a t i o n du d é l a i du 
p r o j e t a i n s i qu ' aux f l u c t u a t i o n s de l a courbe de c h a r g e de l a r e s s o u r c e 
l i m i t é e , o b j e t du l i s s a g e . L ' o b j e c t i f e s t a l o r s de d é t e r m i n e r 
l ' o r d o n n a n c e m e n t ayant l e coû t m a r g i n a l minimal ( c f . c h a p i t r e 5 ) . Pour 
i l l u s t r e r c e t t e a p p r o c h e , c o n s i d é r o n s l e s exemples des f i g u r e s 4.11a e t 
4 . 1 1 b . 
S o i t Q, = l e c o û t d ' a u g m e n t a t i o n d ' u n e u n i t é de r e s s o u r c e 
Ct= l e c o û t de d i m i n u t i o n d ' une u n i t é de r e s s o u r c e 
C = l e c o û t d ' a u g m e n t a t i o n d ' u n e u n i t é de d é l a i . 
Supposons que CA = 100, C^ = 150, C4 = 300 
Ressource Ressource 
10 
8 
6 
4 
2 
10 
8 
6 
4 
2 
temps temps 
10 12 10 12 
f i g . 4.11a FIG. 4 .11b 
Le coût m a r g i n a l de l ' o r d o n n a n c e m e n t A s e r a 
CA = 4 x 100 + 3 x 150 = 850 
Le coût m a r g i n a l de l ' o rdonnancemen t B s e r a 
CB = 2 x 150 + 3 x 300 = 1 200 
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Donc, l'ordonnancement A sera considéré comme meilleur que 
l'ordonnancement B. 
le coût marginal minimum est déterminé par une méthode exacte (méthode 
SEP), mais le temps de calcul demandé est alors très important : 30 
minutes sont nécessaires à l'IRIS 80 pour un projet de 30 tâches. D'autres 
méthodes dont l'efficacité n'a pu être vérifiée sur des projets dépassant 
30 tâches ont été essayées. 
6. Problèmes d'atelier 
Ces problèmes sont d'un intérêt mineur en bâtiment, mais des entreprises 
disposant d'ateliers intégrés plus ou moins importants peuvent les 
rencontrer. Ces problèmes sont exposés brièvement en Annexe 4. 
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C H A P I T R E V 
Problème d ' o p t i m i s a t i o n économique 

PROBLEME D'OPTIMISATION ECONOMIQUE 
Les résultats obtenus lors du traitement du problème central peuvent ne 
pas convenir au réalisateur. Il peut trouver en effet que le délai de 
réalisation du projet est trop long ou que le budget qui lui est alloué est 
trop important. Il s'agit donc d'étudier les voies et les moyens pour déterminer 
des ordonnancements satisfaisant à ces exigences. 
Le premier aspect du problème consiste alors à accélérer la réalisation du 
projet, en y mettant le prix pour diminuer le temps d'exécution de certaines 
tâches (par le biais d'heures supplémentaires, de moyens en personnel et 
outillages supplémentaires, qualification accrue du personnel). cette 
accélération doit évidemment être réalisée au moindre coût. 
Le deuxième aspect, au contraire, consistera à allonger la durée de 
certaines tâches en vue de diminuer leur coût de réa1I saLI on. La fonction duróe 
coût d'une tâche est à la base de toutes les méthodes existantes pour les 
problèmes d'optimisation économique concernant les aspects évoqués. 
1) Coût d'une tâche en fonction de sa durée 
En réalité, il n'y a pas de définition universelle du coût d'une tâche, 
tout dépend du type de contrôle budgétaire choisi, lequel est du reste 
tributaire de la plus ou moins grande décomposition du projet en tâches 
élémentaires. 
Considérons en effet une tâche i consommant des matériaux de construction. 
Ces dépenses feront ou non partie du coût de la tâche i, selon l'optique 
retenue. Que la livraison et le paiement de ces matières soient 
indépendantes ou non de la date de réalisation de cette tâche i, on peut 
considérer qu'il s'agit là d'une dépense sur laquelle il n'y a pas lieu 
d'exercer de contrôle, et le coût de ces matériaux vient grossir la masse 
des coûts fixés. 
Une fois défini le coût d'une tâche, se pose celui de la définition de 
l'échéancier qui lui correspond, et qui va de la date de début de la tâche 
à la date de fin. Cet échéancier est en grande partie conventionnel, en ce 
sens qu'il ne correspondra presque jamais à celui des décaissements réels 
(personnel payé au mois, par exemple). Ceci n'empêchera pas de pouvoir 
rattacher la dépense à une tâche, pour une période donnée, et ce à des 
fins de contrôle. On retient le plus souvent de répartir uniformément le 
coût de la tâche sur la durée de celle-ci, ce qui correspond à la réalité 
si la consommation des facteurs productifs par la tâche considérée est 
régulière pendant l'exécution de cette tâche. Dès lors, pour un 
ordonnancement fixé, la consommation budgétaire journalière se calcule en 
cumulant chaque jour le coût quotidien des tâches en cours d'exécution ce 
jour-là. 
Illustrons ce point en supposant que les coûts que l'on désire contrôler 
soient les suivants (tabl. 5.1) 
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Tâche 
A 
B 
C 
D 
E 
Durée i 
- - - i 
5
 Í 
1 
4 , ! 
2 
2 
6 
Coût de 
tâche 
10 
4 
4 
2 
6 
la Coût quo-
tidien 
2 
1 
2 
1 
1 
Début au 
plus tôt 
5 
9 
11 
13 
18 
Début au 
plus tard 
---
5 
9 
14 
16 
18 
tabl. 5.1 Durée et coût des tâches 
Nous obtenons alors : 
Dates 
" " " • " . 
t A 
â 
c 
h 
e 
l 
1 
ta 
L 
B 
C 
D 
E 
*- - ---
0 R 
6 
T" 
2 2 
D C 
2 
¡ 
| 
j 
( 
• - r ' 
1 | 
1 2 '2 
] :.. i 
! 2 4 
N N A N C E M 
t 1 
s: i io 
. .1 l._. 
z| 2j ¡ 
s 1 ! 1 r 
! s !
 2 
i l ' 
: i i 
1 : 
1
 ! i 
i ri 
2 i 2 3 1 
i 
6 
¡ 
8 11 ,12 
! 
12 
E N T A U 
14 116 
' t i -
i 
lj 
2i 
1 
i 
i 
1 
_ .] ... 
i 
3 i 3 
; 
1 1 
i 
i! i 
¡ 
! 
! 
| 
1 
- í - j 
1 
15 18 19' 20; 
1 
1 
í 
1 ! 
i 
P L 
I 
u s r 0 
1 
" 1 
T 
18 i ¡20 ,22 1 
i ' i i 
- •- I- - f - - f - - t — p -
! i 
! ! 
; t 
1 ; 
1 i 
i 
i 
| 
i ' i ! i 
i 
! 
i 
i i- i 
¡ ! 
\ | 
í 2l'¡ 221, 23 ;
 ! 1 
1 1 
1 ! 
1 i 
1
 1 ! 
1 1 
1 
1 
1 
24 
1 
1 
25 
! 
; 
1 
• 
..'i 
1; 
1 
26 ¡ 
De la même manière, on obtiendra la consommation budgétaire pour un 
ordonnancement au plus tard. La variation du coût en fonction de la durée 
d'une tâche telle que retenue par la plupart des auteurs notammentR.FAURE, 
C. ROUCAIVOL, VINCENT G. (17) est donnée par la fig. 5.1. 
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(III) 
• (II) 
(I) 
durée 
i normale 
f, Durc'e 
fig. 5.1 Evolution durée-coût d'une tâche 
La courbe (I) représente les coûts directs : elle montre que réaliser une 
tâche en un temps minimum de temps revient très cher et que prolonger son 
'"•lai au delà d'une certaine valeur revient également cher. L'optimum se 
-ue entre ces limites. 
La coutbe (II) représente les coûts indirects et la courbe (III) le manque 
à gagner pour retard. Si l'on ajoute les ordonnées de (I), (II) et (III), 
on trouve une fonction du temps qui passe par un minimum représentant le 
coût de l'opération envisagée, le temps correspondant à ce minimum sera 
appelé "durée normale" de la tâche. 
Coût 
,'\ 
\ 
Si l'on fait correspondre à la 
durée minimale d^ ,^  de la tâche i 
le coût maximal CtP» de la tâche et 
à la durée normale d^^ le coût 
minimal C.r» , on peut faire l'ap-
proximation consistant à joindre 
ces deux points, supposés connus, 
par une droite de pente négative : 
d^:«v iduf4 
-c durée 
¿7* 
. 5.2 Approximation de la variation de 
durée d'une tâche en fonction de son coût 
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i^ représente la diminueLon unitaire du coût par allongement du délai ou 
coût marginal de la tâche i. 
En réalité, et compte tenu de ce qui a été déjà dit et des discussions que 
nous avons eues avec divers responsables d'ordonnancement d'entreprises du 
bâtiment, il est très difficile de connaître les variations des coûts 
en fonction de la durée de l'ensemble des tâches constituant^ le projet. 
Ceci vient essentiellement de certaines données plus ou moins "floues" 
(attribution de ressource, durées, influence de retards ou accélération 
sur le reste des tâches). 
Diverses hypothèses ont cependant été envisagées sur ces fonctions . On 
peut citer : 
a) fonction concave continue (fig. 5.3a) 
b) fonction ni convexe ni concave (fig. 5.3b) 
c) fonction discrétisée (fig. 5.3c) 
Coût 
1 .. 
fig. 5.3a Fonction concave fig. 5.3b Fonction ni fig« 5.3c Fonction 
continue concave ni convexe discrétisée 
En toute rigueur, chaque tâche peut avoir une fonction durée/coût propre. 
Les méthodes de calcul d'optimisation économique que nous allons 
développer ne pouvaient alors être généralisées. 
Aussi avons-nous considéré une fonction linéaire pour chaque tâche : ce 
choix étant le plus réaliste compte tenu de toutes les incertitudes 
concernant cette fonction. 
Ce choix étant fait, nous allons étudier deux aspects d'optimisation 
économique : 
- réduction du coût total d'un projet 
- réduction du délai total d'un projet. 
Coût Coût 
• ^ 
^ C :_ 
* • 
L
-» durée -* durée 
t-
i 
t 
t~ 
-•durée 
t* 
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"eduction da coût et accélération de la durée d'un projet 
La réduction du coût total d'un projet peut se faire sans dépassement du 
temps critique T c ,elle peut être plus importante si un tel dépassement 
est admissible. 
1 Diminution du coût total d'un projet 
Ce qu'on appelle durée normale d'une tâche est en réalité un temps estimé 
en fonction des moyens "normalement" mis en oeuvre. Dans la pratique, le 
responsable du projet peut avoir demandé des estimations de temps en 
faisant savoir qu'il importait de réaliser rapidement le projet. Dans ces 
conditions, les responsables des tâches peuvent avoir fourni des temps 
d'exécution qui incluent, par exemple, des heures supplémentaires. Une 
fois connues les tâches non critiques, le chef du projet a intérêt à 
demander aux responsables de ces tâches non critiques si un allongement 
de la durée d'exécution de ces tâches (dans la limite de leurs marges 
libres, ou même de leurs marges totales) permet des économies. Il faut 
remarquer, cependant, que cette procédure risque d'accroître sensiblement 
le nombre de tâches critiques et donc d'accroître les risques de non 
respect du délai de réalisation minimal T,^ du projet. 
2 Accélération au moindre coût de la réalisation d'un projet 
2.2.1 Présentation du problème 
On s'intéresse ici à des problèmes comportant seulement des 
contraintes potentielles. La durée des tâches n'est pas fixée mais 
fonction linéaire décroissante de leur coût. 
Coût 
En reprenant les notations précédentes, 
à chaque tâche i est associée sa durée 
minimale d*.„. , sa durée maximale d,..* et 
l'augmentation de son coût h losqu'on 
diminue sa durée d'une unité de temps 
dans l'intervalle (d.w ,dt„ ) 
, !
 ft durée 
d^ „* d,.„ 
Si la tâche i dure d „ , son coût sera : 
C„ = C„„ - (d. - d.m)ï. 
C, -N 
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Le problème consiste à trouver parmi les ordonnancements de durée 
un ordonnancement de coût global minimal ( X pouvant être éventuelle-
ment un paramètre). 
2 Formulation 
Désignons par xc la date de départ du projet, 
x w la date d'achèvement, 
x, la date de début au plus tôt de la tâche i 
Le problème se formule à l'aide du programme linéaire (P) 
< d^ < d ^ 
xw
 - x i + d,, >£ 0 
(max)\ = ^ - \*&<, 
(P) 
Pour traiter ce programme linéaire, FULKERSON a ramené par dualité ce 
problème à un problème de flot maximal à coût minimal. Pour une 
description détaillée, voir (6). 
Le cas que nous avons jugé le plus intéressant est de savoir de 
combien d'unités de temps on peut réduire le délai global du projet 
en équilibrant le coût supplémentaire et les recettes qui découlent 
de cette accélération ( X^ T.», ). Il y a là la notion de profit que 
nous allons introduire. 
3 Notion de profit 
La réduction du délai d'un projet conduit comme on vient de le voir à 
des dépenses supplémentaires, mais elle entraîne également des 
économies ou recettes supplémentaires (libération de matériel, de 
terrain, primes, ou le fait de limiter sinon d'éviter des pénalités 
de retard). 
Il paraît alors logique d'essayer de mettre en balance : 
- la recette totale (RT) qu'on supposera varier de façon linéaire, 
déterminant une recette totale marginale (RT)' constante 
- et le coût total (KT) définissant lui-même un coût total marginal 
(KT)' du projet. 
A partir de ces notions, E. MAUREL, Ü. ROUX et D. DUPONT (3) 
définissent le profil total (PT) et le profil marginal (PT)' comme 
les différences respectives entre les recettes totales (ou 
marginales) et le coût total (ou marginal). 
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, tritégie à appliquer dans la recherche d'une opt i misation du 
• i¿I.'i't. d'un projet peut alors s'énoncer de deux manière, selon qu'on 
fait ar.'pl 
- a l'analyse globale (fig» 5.4a) et, dans ce cas, il s'agit de 
maximaliser le profit total 
PT = MAX(RT - KT) 
- ou à l'analyse marginale (fig. 5»4b) et, dans ce cas, il s'agit 
de déterminer le point à profit marginal nul 
(PT)' = (RT)' - (KT)' = 0 
Coût 
RT 
KT 
fig. 5.4a Analyse globale 
PT 
PT=0 , 
durée 
PT-0 
Coud 
KT' 
¡(RT)' 
t 
(PT)'=0 
t^X 
fig. 5.4b Analyse marginale 
l- (Pi 
-• durée 
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Nous p o u v o n s donc a p p l i q u e r l e p r i n c i p e du p r o b l è m e du F l o t maximal n 
c o û t m i n i m a l du p a r a g r a p h e 2 . 2 . 1 , en t e n a n t c o m p t e d e s d o n n é e s r é e l -
l e s que s o n t l e s p r o f i t s . On c o m p r e n d f a c i l e m e n t d ' a u t r e p a r t , q u e l a 
r é d u c t i o n d e l a d u r é e d ' u n p r o j e t p a s s e n é c e s s a i r e m e n t p a r l ' a c c é l é -
r a t i o n d e s a c t i v i t é s c r i t i q u e s ( a c c é l é r e r l e s a u t r e s s e r a i t e n p u r e 
p e r t e ) . On p e u t a l o r s a p p l i q u e r l ' a l g o r i t h m e p r é c o n i s é p a r E . MAUREL, 
D. ROUX, 1). DUPONT ( 3 ) . 
A l g o r i t h m e d ' o p t i m i s a t i o n é c o n o m i q u e 
1 ° ) R e c h e r c h e r l e g r a p h e r é d u i t c o n s t i t u é p a r l e s c h e m i n s c r i t i q u e s 
e t l e m e t t r e s o u s s a forme p r i m a l e " 
2 ° ) A p p l i q u e r à ce g r a p h e r é d u i t , aux a r c s d e s q u e l s s o n t a f f e c t é s 
l e s c o û t s m a r g i n a u x de r é d u c t i o n de d u r é e d e s a c t i v i t é s c r i t i -
q u e s , l e p r o c é d é d e l ' a l g o r i t h m e d e FORD FULKERSON^'livre l e f l o t 
max imal 
3 ° ) D é t e r m i n e r l a c o u p e m i n i m a l e ^ a s s o c i é e à c e f l o t m a x i m a l : e l l e 
i n d i q u e l e s a c t i v i t é s à a c c é l é r e r 
4 ° ) F a i r e l a somme d e s c o û t s m a r g i n a u x : . - ( K ) ' d e s a c t i v i t é s i à 
a c c é l é r e r p o u r o b t e n i r l e c o û t m a r g i n a l ( K T ) ' c o r r e s p o n d a n t à l a 
r é d u c t i o n d ' u n e u n i t é de d é l a i g l o b a l du p r o j e t 
5 ° ) C a l c u l e r l e p r o f i t m a r g i n a l ( P T ) ' q u i d é c o u l e 
Si ( P T ) ' > 0 
. procéder aux réductions de durée 
. recalculer les dates 
. se brancher en 1' 
Si (PT)' < 0 
. Il n'est pas nécessaire de rechercher un nouveau 
raccoursissement de délai global de réalisation du projet, 
l'optimum étant déjà atteint par l'itération précédente où le 
profit total est maximal pour un délai minimal. 
Remarque 
(1) La représentation primale d'un graphe correspond à la 
représentation PERT-étape 
(2) Une nouvelle procédure de calcul de flot optimal mise 
au point par J. SIMION (24) est plus avantageuse au point 
de vue programmation. Son résumé est exposé à la page 56. 
(3) La coupe minimale ne peut rencontrer par définition que 
les arcs saturés 
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Calcul du flot optimal dans un réseau antisymétrique 
par la méthode de J. SIMION 
1) Introduction 
Soit G(P,U) un graphe fini sans boucle, où on associe à chaque arc lk
 v , 
qui joint les sommets P, et P^ un nombre C,^ ^ 0, nommé capacité de l'arc U^ , 
et où il n'existe qu'un seul point d'entrée PA et un seul point de sortie P^. 
Pour trouver un flux optimal, il faut déterminer les nombres 
, j = l , 1,2,3,...,n-l) de manière que : 
(1) \ = ^' X,~ soit maximal 
(2) 2. U ^ - X ) = 0, (i = 2,3,...,n-l) 
(3) 0 ^ X ^ ^ C 
Une coupe est un ensemble d'arcs S Ç U de manière que, pour chaque chemina 
qui joint P, à P^ ,on ait : (3) S n i = 0 
Y 
Si 1 on note C(S) = Z_ C ;, , la capacité de la coupe S, on a évidemment 
C(S) >, ' , conformément à la relation (3) 
c Par conséquent, si l'on trouve un flot et une coupe de manière que 
\= C(s), alors le flux est optimal. C'est l'idée qui sera utilisée dans la 
procédure. 
2) La procédure 
On suppose que le réseau est antisymétrique 
Si U.^ é. U, alors Pc est l'extrémité initiale de l'arc U- et P 
l'extrémité terminale. 
Soit C =||Ci.-¿ll i,j = l,2,...,n la matrice de capacité. Si Ut^ n'existe 
pas, alors C ^ = 0 . Soit A = C. On transforme la matrice A jusqu'à obtenir le 
flot optimal. Pour cela, on utilise deux vecteurs : u = (uA,u,,...,u^) et 
V = (VA ,VL,...,VJ. 
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Soit u, = O et V, ~>, max C;,^  . Ainsi, on a marqué la somme PA . On marque 
les autres sommets comme suit : on sélectionne un sommet P„ , qui a été marqué 
et n'a pas été choisi antérieurement, et l'on marque les sommets qui sont 
adjacents au sommet Pc pour lesquels a,.., 4 0 de manière suivante : 
U\ = i, U, = min(vt,|a.,\) 
On continue jusqu'à marquer la sortie P.„. . Si l'on ne peut pas marquer la 
sortie, la procédure est terminée. Si la sortie a été marquée, nous avons 
trouvé une chaîne X qui joint PA à P.,. On transforme les quantités pour 
lesquelles U^. £ ^ de la manière suivante : 
. Si at^ \ 0, alors : 
(4) a.^ = a ^ - V, , a v = a^ - V^ 
. Si at> ><; 0 alors : 
(5) a. = a, + V, , a„ = a, + V« 
Puis, on continue à appliquer la procédure à la matrice ainsi obtenue. Le 
nombre d'itérations est évidemment fini, car V m > 0 
Pour plus de détails, le lecteur pourra consulter l'article de J. SIMION 
(45). 
Le schéma logique est donné par la fig. 5.5. 
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Les blocs 1-17 permettent de chercher une chaîne qui jolngne l'entrée à la 
sortie 
Les blocs 18-26 réalisent les transformations (4) et (5) 
Le bloc 27 fait u = 0 et renvoie à la recherche d'une nouvelle chaîne 
Le dernier bloc 28 donne l'impression du résultat. 
Les éléments positifs de la matrice imprimée représentent le flot maximal. 
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Vers un l o g i c i e l à l ' u s a g e des PME 

C H A P I T R E V I 
Enquêtes auprès des entreprises : 
mise en évidence des pratiques et des besoins 

ENQUETES AUPRES DES ENTREPRISES 
1. Nécessité de prendre connaissance des objectifs et des pratiques 
d'ordonnancement dans les entreprises 
Les méthodes d'ordonnancement que nous venons d'étudier concernent les 
problèmes fondamentaux, mais la réalisation de projets ne consiste pas 
seulement à l'application de telles méthodes. Ce sont, en fait, les 
problèmes de gestion de chantiers, selon l'organisation de l'entreprise, 
qui déterminent les méthodes à utiliser. 
Ces problèmes sont nombreux; ils sont d'ordre technique (actualisation de 
projets, contraintes internes ou extérieures aux projets) économiques 
(optimisation de ressources), financiers (contrôle budgétaire, paiements 
mensuels,...). 
Il était important de connaître les objectifs attendus des ordonnancements 
ainsi que la prise en compte de diverses contraintes. 
pour avoir des éléments de réponse à ces questions, nous nous sommes 
rapproché des entreprises et avons mené des enquêtes auprès de celles-ci. 
Le bilan de ces enquêtes, compte tenu de celui déjà réalisé, relatif aux 
méthodes d'ordonnancement existantes, nous permettra de définir le 
logiciel qu'il convient de réaliser en vue de répondre aux besoins des 
entreprises, particulièrement les PME. 
2. Enquêtes auprès des entreprises 
pour pouvoir comparer les pratiques d'ordonnancement existantes dans les 
entreprises, nous avons défini un questionnaire qui servira de guide à la 
réalisation de ces enquêtes, les questions contenues dans ce document ont 
été formulées de manière que les différentes étapes d'un projet soient 
prises en considération : préparation, réalisation et suivi de chantier. 
2.1 Présentation du questionnaire 
A) Généralités 
Mentionner les activités de l'entreprise et son importance 
B) Facteurs influant sur le découpage du projet en tâches élémentaires 
Déterminer les motivations du choix du découpage utilisé : sont-ils 
seulement d'ordre technologique ? si non, quelles sont les autres 
préoccupations ? Examiner les contraintes qui en résultent, notamment 
au niveau : - de la finesse de découpage 
- du contrôle de chantier 
ainsi qu'au niveau d'autres considérations à recueillir auprès de 
l'entreprise. 
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C) Dé t e rmina t i on des c a r a c t é r i s t i q u e s des t â c h e s 
1) Durée des t âches 
Comment est estimée cette durée ? Analyser les rapports entre cette 
durée et les moyens associés à la réalisation de cette tâche. 
2) Types de relations entre tâches 
A quels types de contraintes préférez-vous avoir recours ("début-
début", "début-fin",...). Préciser les raisons. 
3) Ressources utilisées par les tâches 
Comment sont déterminées les ressources nécessaires à la réalisation 
d'une tâche ? Etant donné leur nombre parfois considérable, sont-
elles toutes prises en considération ? Sinon, examiner alors comment 
s'opère la sélection. 
4) Codification et libellés des tâches 
Etudier les arguments ayant servi au choix du type de codification et 
des libellés des tâches. 
D) Contrôle et suivi de projet 
1) Contrôle d'avancement de travaux 
Examiner les méthodes de contrôle utilisées. 
2) Contrôle d'utilisation de ressources 
Etudier : 
- les difficultés de passage d'un état de consommation de 
ressources par ouvrage (selon le marché) à un état de 
consommation par tâche. 
- les documents mis à la disposition du chantier pour enregistrer 
l'utilisation des ressources 
- l'exploitation de ces documents 
- l'efficacité d'un tel contrôle et son incidence sur la 
trésorerie prévue. 
E) Recalage de projet 
Etudier l'importance des recalages dans la conduite d'un projet et 
les conditions à réaliser pour assurer son efficacité. 
F) Etablissement des situations mensuelles 
Etudier - leurs modes d'établissement 
- les relations entre leur établissement et le découpage du 
projet en tâches élémentaires. 
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G) Graphiques 
Noter les divers graphiques utilisés. 
Pour le diagramme GANTT, noter 
- les problèmes de la représentation de la succession des tâches 
- la représentation des éléments caractéristiques des tâches 
(durées, marges,...) 
- la disposition et le contenu des informations 
H) Types de problèmes d'ordonnancement traités 
Etudier à quels niveaux sont pris en considération d'autres types de 
problèmes d'ordonnancement et leurs formulations. 
Il peut s'agir par exemple des problèmes 
- de lissage de charge 
- de nivellement de charge 
- d'optimisation économique, etc.. 
I) Conclusion 
La conclusion fera ressortir les caractéristiques les plus 
spécifiques de l'entreprise 
2.2 Résultats des enquêtes 
Nous présenterons les enquêtes, entreprise par entreprise, sans détailler 
les contraintes spécifiques à chacune. A partir de ces résultats, nous 
ferons la synthèse de ces contraintes, qui servira de cahier de charge 
d'ordonnancement. 
Les enquêtes sont présentées dans l'ordre suivant : 
a) entreprise DUMEZ page 63 
b) entreprise TOMMASSINI page 66 
c) entreprise NORD FRANCE page 69 
d) G.M.F. page 72 
e) COTEBA page 7 5 
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Entreprise DUMEZ 
A) Généralités 
L'entreprise DUMEZ (BTP, section France) a un chiffre d'affaires d'environ 200 
Millions de Francs. 
B) Facteurs influant sur le découpage du projet en tâches élémentaires 
A partir de la définition du projet, une étude de prix est réalisée. cette 
étude donne lieu à la définition d'un ensemble de postes de travail. 
La méthode de découpage du projet consiste à réaliser un regroupement de postes 
pouvant être exécutés par une même équipe. Ce regroupement donne lieu à une 
tâche élémentaire. 
Une tâche est en général constituée - d'un logement pour les corps d'état 
secondaire 
- d'un étage pour le G.O. 
Les aspects technologiques et d'organisation sont donc les facteurs influant 
sur le mode de découpage d'un projet. Nous constatons que la finesse du 
découpage n'est pas grande, mais il ne s'agit ici que d'une première phase 
réalisée par le service ordonnancement de l'entreprise. le projet est en effet 
repris à une étape ultérieure par le responsable de projet et ce découpage est 
affiné. 
Le contrôle de réalisation qui sera établi par le service ordonnancement ne 
sera pas sous une forme détaillée, comme on le verra, étant donné la finesse du 
découpage adopté. 
C) Détermination des caractéristiques des tâches 
1. Durée des tâches 
La durée des tâches est déterminée 
- selon l'expérience 
Après analyse globale du p r o j e t , e t compte tenu des expériences 
acquises sur d ' au t r e s p r o j e t s , l a durée des tâches peut ê t r e estimée 
d'une manière c o r r e c t e . 
- selon des rendements 
Ces rendements sont régulièrement tenus à jour, des coefficients leur 
sont appliqués éventuellement pour tenir compte de la nature du 
terrain, de la situation géographique, etc.. 
2. Types de relations entre tâches 
La notion des antécédents est la plus utilisées car l'on considère qu'il 
est plus facile de connaître ce qu'il est nécessaire d'avoir fait pour 
commencer une tâche que de savoir ce à quoi elle va servir. Les contrain-
tes utilisées sont alors du type "Fin-début". 
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3. Ressources utilisées par les tâches 
On détermine pour chaque poste l'ensemble des ressources qui lui sont 
nécessaires en utilisant les ratios existants relatifs à ces ressources 
pour une opération donnée. Un programme informatique existe dans ce sens. 
Connaissant les postes qui constituent une tâche élémentaire, les 
ressources associées à celle-ci peuvent alors être déterminées. 
11 n'y a pas cependant d'établissement de planning de consommation de 
ressources, car le programme utilisé est indépendant des ordonnancements 
de travaux. 
Une répartition manuelle des heures de personnel est alors établie. Cette 
répartition n'est pas faite pour les matériaux et matériel. 
4. Codification et libellé des tâches 
Le libellé comprend 30 caractères au maximum. 
La codification utilisée comprend 5 caractères (numériques). 
Le 1er caractère indique le secteur géographique. 
Le 2ème caractère indique la classe (Ex.: groupe de bâtiment). 
Le 3ème caracatère indique la sous-classe (Ex.: Fondation, Façade). 
Les 4ème et 5ème caractères indiquent le n° de la tâche. 
D) Contrôle et suivi de projet 
D.1 Contrôle de l'utilisation des ressources 
Le contrôle utilisé ne se fait pas selon le bordereau client, mais selon 
les postes définis par l'étude des prix. 
Ü.2 Heures de personnel 
Chaque chantier enregistre quotidiennement le nombre d'heures de main 
d'oeuvre selon une certaine codification (codification du chantier et 
codification d'opérations). A la fin de chaque mois, il est ainsi possible 
de déterminer le total des heures passées par chantier et par tâche. 
D.3 Matériaux et matériel 
Les matériaux et matériels ne sont pas suivis par tâche ni par ouvrage 
mais par projet. Par ailleurs, il n'y a pas d'unification des méthodes de 
contrôle, chaque conducteur utilisant ses propres conceptions. En fait, il 
s'agit généralement d'un cahier de chantier où sont notées les entrées et 
sorties de ressources. 
Dans ces conditions, une analyse correcte de l'utilisation de ces 
ressources est difficile à réaliser. D'autre part, ces méthodes de 
contrôle ne contribuent pas beaucoup à l'amélioration des ratios relatifs 
aux ressources. 
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D.4 Contrôle d'avancement de travaux 
Le service ordonnancement utilise une grille interne pour tenir compte de 
la réalité des travaux : cette grille est cependant sans relations avec 
les plannings établis (codifications différentes, postes différents,etc.). 
L'appréciation correcte par rapport aux prévisions nous semble difficile à 
réaliser dans ces conditions. 
E) Recalage de travaux 
Le recalage de travaux n'est pas fréquent au service ordonnancement; il se fait 
sur demande du chantier. 
On semble considérer que le fait de procéder à un recalage revient à entériner 
un retard par rapport aux prévisions initiales. Le planning de départ est en 
tout cas conservé, pour suivre l'historique du chantier. 
F) Etablissement des situations mensuelles 
Les paiements mensuels destinés à être envoyés au maître d'ouvrage sont établis 
selon le bordereau des prix du marché, en prenant en considération les 
quantités de travaux réellement exécutés. Ces situations sont établies par un 
programme indépendant. 
La même grille interne utLlisée pour le contrôle d'avancement de travaux sert 
à l'établissement de situations internes. 
G) Graphiques 
Le document graphique utilisé est le diagramme GANTT. Ce diagramme comprend les 
renseignements suivants : 
. visualisation des durées, marges totales et marges libres 
. le classement utilisé des tâches est celui des débuts au plus tôt 
croissants 
. les libellés et codes à gauche du diagramme 
. pour faciliter le repérage des tâches, un trait de rappel est utilisé 
toutes les cinq tâches. 
On notera que le(s) chemin(s) critique(s) et les relations entre tâches ne sont 
pas représentés. 
Le format utilisé est un format fixe (Ao). 
H) Conclusion 
Une intégration insuffisante entre les services étude de prix et ordonnancement 
se fait sentir à DUMEZ. 
Une amélioration de la gestion de chantier serait certainement possible en 
rendant compatibles les programmes existants (gestion de personnel, études de 
prix, ordonnancement) au niveau notamment de la codification. Cette 
amélioration serait obtenue dans des opérations telles que le suivi de chantier 
et des paiements mensuels, ce souci d'intégration étant également porté au 
niveau des grilles internes. 
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Entreprise TOMMASSINI 
A) Généralités 
TOMMASSINI est une entreprise familiale avec un personnel de 170 personnes et 
un chiffre d'affaires de 60 Millions de Francs dont la répartition de la 
manière suivante : 
. 60% : logement social 
. 25% : équipement sociaux 
. 15% : génie civil 
B) Facteurs influant sur le découpage du projet en tâches élémentaires 
A TOMMASSINI, le point de départ pour la préparation des chantiers est le devis 
technique. Ce devis technique ainsi que certains problèmes de gestion sont 
traités par ordinateur. 
Ce programme donne pour chaque tâche un certain nombre d'opérations qui la 
constituent. Ces tâches ne sont pas détaillées, elles constituent plutôt des 
ouvrages (Terrassements généraux, fondations,...). 
Nous verrons qué le contrôle en sera influencé. 
C) Détermination des caractéristiques des tâches 
1. Durée 
Les quantités de travaux par opération étant introduites, le programme 
permet de calculer la durée d'exécution de celles-ci grâce à l'existence 
d'une bibliothèque de temps élémentaire. La connaissance de la répartition 
des effectifs selon les diverses opérations permet de déterminer la durée 
des opérations ainsi que celle des tâches dont elles sont les composantes. 
2. Types de relations entre tâches 
Le découpage des tâches étant réalisé d'une manière assez grossière, on 
aboutit à un nombre de tâches très faible (inférieur à 15 pour le G.O.). 
De ce fait, ni la méthode des potentiels-tâches ni des méthodes 
équivalentes ne sont utilisées. Les tâches sont reportées directement sur 
le diagramme GANTT. 
3. Ressources utilisées par les tâches 
Le programme utilisé comprend également une bibliothèque de ressources. A 
chaque type d'opération correspond une quantification de ressources 
(Ex.:lm2 d'enduit de mur en parpaings comprend - x parpaings de .., y 
maçons), etc.. Les ressources à utiliser sont alors déterminées et valori-
sées pour chaque projet. 
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4. Codification et libellé des tâches 
La codification des tâches et des opérations qui les constituent est 
donnée par le programme utilisé. Elle ne prend pas en compte les 
paramètres de réalisation (lieu géographique, corps d'état, etc.). Elle 
est pourtant reprise intégralement. 
D) Contrôle et suivi de projet 
1. Contrôle d'avancement de travaux 
Les plannings sont réalisés par lots. Du fait du nombre de tâches très 
réduit, on pourrait penser que le contrôle d'avancement de travaux se 
trouve facilité. En réalité, l'appréciation de l'avancement au niveau 
d'une tâche, qui pourrait être normalement divisée en plusieurs, devient 
difficile à saisir. 
A TOMMASSINI, l'avancement de travaux est réalisé en faisant l'estimation 
des quantités des travaux réalisés contenues dans le marché. 
2. Contrôle d'utilisation des ressources 
Le chef de chantier établit un rapport journalier qui reprend les 
opérations contenues dans le devis technique en reportant les heures de 
personnel qu'elles ont nécessitées. 
Le cumul des heures sur un mois donne lieu à l'élaboration des fiches de 
paie (obtenues par le même programme). On peut alors établir un contrôle 
par rapport au budget prévu. 
La prévision de l'utilisation des ressources en fonction du temps est 
laissée à l'initiative des conducteurs de travaux, le programme utilisé ne 
pouvant la déterminer (ce n'est pas un programme d'ordonnancement). 
Le contrôle d'utilisation des matériaux est plus difficile. C'est un 
contrôle qui se fait d'une manière globale, c'est à dire au niveau du 
chantier et non pas au niveau des tâches. 
Par ailleurs, le programme permet de donner les quantités de matériaux 
entrées; elles ne sont pas forcément consommées lorsque l'on veut établir 
un contrôle. Un enregistrement régulier de consommation est une opération 
qui revient chère, estime-t-on ici. 
E) Recalage de travaux 
Le recalage des plannings se fait une ou deux fois par mois. nous avons déjà 
mentionné que les relations logiques entre tâches n'étaient pas bien prises en 
compte. Dans ces conditions, ce recalage revient en fait à une planification 
complète de l'ensemble des tâches. 
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F) Etablissement des situations mensuelles 
La situation mensuelle est obtenue par le programme, sur la base des bordereaux 
des prix unitaires, après introduction des travaux réalisés. 
Une comparaison entre les encaissements (situations) et les décaissements 
(déboursés) peut alors être établie. 
G) Graphiques 
Le diagramme GANTT est en fait le seul document graphique utilisé. Il comprend 
les renseignements suivants : 
. le libellé et la codification des tâches (à gauche) 
. le tracé des durées des tâches 
. Jes successions de tâches. 
Il n'y a pas de tri particulier des tâches; ce diagramme est assez sommaire. 
H) Types de problèmes d'ordonnancement traités 
Etant donné le faible nombre de tâches et la méthode de planification utilisée, 
seul le problème central (pas dans tous ses aspects) est traité. 
I) Conclusion 
L'utilisation d'un programme informatique et d'une bibliothèque de ressources 
permet à cette entreprise une détermination aisée de celles-ci. Cependant, du 
fait qu'elles sont établies en dehors de tout programme d'ordonnancement, leur 
échéancier n'est pas connu. 
D'autre part, adopter la codification utilisée par le programme d'utilisation 
des ressources, qui n'est basée que sur la nature des opérations, ne nous 
semble pas adapté pour la conduite des travaux puisqu'elle ne prend pas en 
compte les spécificités de travaux déjà évoqués. 
Le découpage de projets en tâches (inférieures à 15 en G.O.) nous semble assez 
grossier pour leur définition correcte et leur contrôle. 
Enfin, l'utilisation du diagramme GANTT comme méthode d'ordonnancement, nous 
semble être une démarche quelque peu en retrait, si l'on considère "l'avance" 
de cette entreprise dans la détermination des ressources. 
La conception d'un programme d'ordonnancement utilisant la bibliothèque des 
ressources existantes nous semble intéressante à réaliser. 
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Entreprise Nord France 
A) Généralités 
L'entreprise Nord France compte environ 3000 personnes; ses activités sont 
orientées vers le bâtiment et le génie civil. 
B) Facteurs influant sur le découpage du projet en tâches élémentaires 
Pour le bâtiment, les tâches obtenues résultent du découpage suivant : 
- découpage du projet par bâtiment 
- dans chaque bâtiment, découpage par niveau 
- dans le cas où le bâtiment comprend des joints de dilatation, procéder 
au découpage de celui-ci par plot. 
Les tâches obtenues doivent également comporter certaines propriétés; elles 
doivent en particulier 
. appartenir à un corps d'état déterminé 
. demander un temps d'exécution variant entre 5 et 15 jours (pour le gros 
oeuvre). 
C) Détermination des caractéristiques des tâches 
1. Durée des tâches 
Les durées des tâches sont déterminées en tenant compte de l'expérience 
acquise et des contraintes de chaque chantier. Elles sont suffisamment 
connues pour beaucoup de tâches. 
2. Types de relations entre tâches 
Les méthodes d'ordonnancement évoluées, telles que la méthode des 
potentiels-tâches, ne sont pas utilisées à Nord France. Les tâches, ainsi 
que leurs relations de dépendance, sont directement reprotées sur un 
diagramme GANTT. 
3. Ressources utilisées par les tâches 
Le service ordonnancement de l'entreprise établit un planning budgétaire 
pour la ressource concernant la main d'oeuvre (en heures et en Francs) et 
un planning d'utilisation du gros matériel avec la participation du 
chantier. Ce dernier se charge de la détermination et du contrôle des 
autres ressources. 
Ainsi, au chantier situé à Porte de Vincennes, Paris, on procède comme 
suit : 
. Approvisionnements et matériel : ils sont commandés au fur et à 
mesure des besoins. 
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Les approvisionnements sont contrôlés par des bons de livraison et le 
matériel par des bons de sortie. Ces bons sont enregistrés sur un 
micro-ordinateur. 
Main d'oeuvre : l'utilisation du personnel est contrôlée par un 
rapport hebdomadaire. 
Budget du chantier : L'enregistrement sur micro-ordinateur des divers 
frais de chantier permet d'établir le budget du chantier. Il se 
présente ainsi : 
ressources 
diverses 
Budget initial Frais supplém. 
Avancement 
Frais supplém. 
Budget 
à 100% 
Budget 
restant 
Il faut noter que les heures de main d'oeuvre sont les mieux suivies, 
puisqu'on arrive à donner leur utilisation par bâtiment et par tâche. 
Exemple de résultats par bâtiment 
Tâches U unité Q quantité 
temps 
T/U par 
unité 
prévu réalisé 
4. Codification et libellé des tâches 
Les tâches ne sont pas codifiées d'une manière générale, 
fait, on essaie de reprendre la codification du marché. 
Lorsque cela se 
E) Contrôle et suivi de projet 
1. Contrôle d'avancement de travaux 
Les avancements de travaux sont relevés par le chantier et discutés aux 
réunions de chantier qui se tiennent tous les mois. 
2. Recalage 
Les prévisions principales doivent constituer l'objectif à atteindre. On 
établira éventuellement, en cours de réalisation, un planning mettant en 
oeuvre des mesures en vue d'atteindte cet objectif. En cas d'impossibili-
té, on procédera à des simulations pour déterminer la meilleure solution. 
A Nord France, on n'établit pas plus d'un recalage par projet. Ce recalage 
constitue en fait une planification totale de l'ensemble des tâches du 
fait de la méthode d'ordonnancement utilisée. 
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F) Etablissement des situations mensuelles 
La situation de travaux est établie conformément aux bordereaux des prix 
définis par le marché. Il y a lieu de faire remarquer qu'une tâche définie dans 
les plannings contient en général plusieurs postes de bordereaux de prix. Il 
n'y a pas alors de relations claires qui s'établissent entre l'avancement des 
tâches des plannings et les situations de travaux. 
G) Graphiques 
La courbe de charge de main d'oeuvre est obtenue sur un micro-ordinateur 
affecté à un autre service et après introduction au clavier de l'ensemble des 
résultats. 
Le diagramme GANTT est établi manuellement et comprend les renseignements 
suivants : 
- le libellé des tâches (à gauche) 
- le tracé des durées des tâches 
- les relations entre tâches 
Les plannings sont établis par corps d'état; le classeeraent des tâches se fait 
sans tri particulier. 
H) Conclusion 
Concernant cette entreprise, nous pouvons retenir les éléments suivants : 
a) utilisation de la méthode GANTT comme méthode d'ordonnancement 
Nous avons déjà eu l'occasion lors de notre stage dans cette entreprise de 
discuter des avantages d'utiliser des méthodes plus évoluées que nous avons 
présentées dans la première partie de notre travail. 
b) non codification des tâches 
Le nombre de tâches étant important, cette codification est importante pour la 
conduite des travaux; elle l'est également pour l'établissement des paiements 
mensuels si l'on veut une certaine intégration dans la gestion des projets. 
c) recalage de dates 
Conséquence de la méthode d'ordonnancement utilisée, le recalage des dates est 
une opération qui ne se trouve pas facilitée; sa fréquence est alors réduite au 
minimum (un recalage par projet). 
d) équipement de chantier - intégration 
Le chantier que nous avons visité est bien équipé; cela devrait faciliter 
l'intégration au niveau de certaines opérations telles que les plannings de 
travaux, le contrôle des ressources et les situations de travaux. 
e) utilisation d'un logiciel 
Etant donné l'importance des projets de Nord France, l'utilisation d'un 
logiciel d'ordonnancement serait avantageux sur plusieurs plans. 
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S o c i é t é G . M . F . 
A) G é n é r a l i t é s 
G.M.F. est une grande société dont les activités sont dirigées vers le logement 
individuel. 
G.M.F. ne réalise pas, elle passe des marchés avec des entreprises. 
Son service d'ordonnancement étant particulier, nous ne suivrons pas le plan de 
présentation tel qu'il a été utilisé pour les autres entreprises. 
B) Rôle de l'ordonnancement è_ G.M.F. 
Ne fabriquant rien, G.M.F. n'a pas de matériaux ou de matériel à gérer , mais : 
- des dossiers administratifs à gérer 
- des entreprises à rechercher 
- des chantiers à surveiller 
- des pré-commandes à gérer. 
Le rôle le plus important attendu du service ordonnancement est de permettre à 
la fonction commerciale d'offrir à la clientèle des délais concurrentiels. 
Pour assurer ce rôle, il doit permettre de : 
- optimiser l'optimisation du potentiel (humain et matériel) 
- déterminer et mettre en place les moyens nécessaires à la production 
- prévoir et conduire la production 
- optimiser les stocks (nombre de chantiers) 
D) Autres missions de l'ordonnancement 
Parallèlement, la fonction ordonnancement a pour mission de : 
- établir les programmes d'exécution des activités; de préparer et 
d'assurer leur enclenchement 
- contrôler l'avancement des actions 
- centraliser et répercuter les informations concernant les procédures et 
méthodes de travail de l'entreprise 
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E) O u t i l s de 1 'ordonnancement 
Parmi l e s d i f f é r e n t s o u t i l s de l ' o r d o n n a n c e m e n t , nous c i t o n s : 
1) Tableau de s u i v i des a c t i o n s t e c h n i c o - a d m i n i s t r a t i v e s 
2) Tableau de charge des e n t r e p r i s e s 
3) Fiche de c o n t r ô l e d ' a c t i v i t é 
4) P l ann ing g é n é r a l des t r avaux 
5) P l ann ing t r a v a u x pa r conduc teur 
6) Compte-rendu mensuel d ' a c t i v i t é . 
a) Tab leau de s u i v i des a c t i o n s t e c h n i c o - a d m i n i s t r a t i v e s 
Ce document e s t l e t a b l e a u de bord de l ' o rdonnancemen t : c ' e s t su r ce document 
que s e r o n t e n r e g i s t r é e s t o u t e s l e s o p é r a t i o n s à r é a l i s e r e t é t a b l i s l e s 
p l a n n i n g s p r é v i s i o n n e l s de r é a l i s a t i o n de chacune des o p é r a t i o n s e n r e g i s t r é e s . 
Le p l a n n i n g p r é v i s i o n n e l e s t é t a b l i en deux f o i s : 
1) une première f o i s à p a r t i r de l ' e n q u ê t e t e r r a i n te rminée j u s q u ' à l a 
p r é v i s i o n P .C . (permis de c o n s t r u i r e r e ç u ) 
2) une seconde f o i s de P .C. r eçu à R.C. ( r e m i s e de c l e f s ) . 
La mise à j ou r r é g u l i è r e de ce document d o i t p e r m e t t r e un s u i v i permanent des 
o p é r a t i o n s en c o u r s . 
b) Tableau de cha rge des e n t r e p r i s e s 
Objet : m a i t r i s e l a charge de t r a v a i l c o n f i é e pa r G.M.F. aux e n t r e p r i s e s 
Ce document comprend : 
1 ) la l i s t e des e n t r e p r i s e s avec n" de code 
2) l ' e f f e c t i f o u v r i e r a f f e c t é aux c h a n t i e r s G.M.F. 
3) la c a p a c i t é de p r o d u c t i o n mensue l le des e n t r e p r i s e s 
4) l e s zones d ' a c t i v i t é s des e n t r e p r i s e s 
5) une f i c h e de c o n t r ô l e d ' a c t i v i t é 
c) F iche de c o n t r ô l e d ' a c t i v i t é 
C e t t e f i che e s t i n s é r é e dans l e document de charge des e n t r e p r i s e s . 
Son o b j e t : r e n s e i g n e r par co rps d ' é t a t 
1) sur la c a p a c i t é g l o b a l e de p r o d u c t i o n des e n t r e p r i s e s t r a v a i l l a n t pour 
l ' a n t e n n e 
2) sur l e s volumes p r é v i s i o n n e l s à r é a l i s e r : 
- à p a r t i r du s t a d e "enquê te t e r m i n é e " 
- à p a r t i r du s t a d e "P .C . r e ç u " 
3) E n r e g i s t r e r l e s r é a l i s a t i o n s 
4 ) Rense igner l ' a n t e n n e s u r l a p r o d u c t i v i t é des e n t r e p r i s e s 
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d) Planning général des travaux 
Objet : on peut citer les points suivants 
1) matérialiser par secteur d'activité (zones géographiques) l'ensemble de 
l'activité G.M.F. 
2) Suivre l'évolution des chantier en cours 
3) Afficher les P.C. reçus 
4) Afficher les B.A.D. (bons à démarrer) reçus 
5) Informer le client et les entreprises 
e) Planning travaux par conducteur 
Objet : 1) suivi des chantiers confiés à un même conducteur 
2) Mise à jour du planning général d'antenne 
f) Compte-rendu mensuel d'activité 
Un compte-rendu par conducteur est établi en fonction de la situation constatée 
sur son planning général. 
F) Remarque sur le mode de planification 
La planification d'une opération doit se situer dans un certain cadre de 
délais. Ce mode de planification peut être résumé par le schéma suivant : 
7 mois 7 ,5 mois 
VENTE Dépôt P.C. B.A.D. D R.C. 
¡ i lancement réalisation des travaux 
I« * - • - ¿ - * — -• -• - - - • • - - • • >j 
phase préparation phase préparation 
administrative de l'affectation 
et des 
financière programmes 
1^ ,5 mois 
G) Conclusion 
La nature des problèmes pris en considération par le service ordonnancement de 
G.M.F. se différencie des problèmes rencontrés dans les entreprises du fait de 
la spécificité de cette société. Cependant, un certain nombre de ceux-ci sont 
similaires à ceux rencontrés traditionnellement dans les entreprises tels que 
le problème de répartition des tableaux de charge des entreprises travaillant 
pour G.M.F. ou le contrôle et suivi des activités. Etant donné la constance des 
phases dans les opérations G.M.F., leur exploitation par ordinateur serait 
facilitée. Nous pensons notamment à la mise à jour du tableau de suivi des 
activités technico-administratives qui demande beaucoup de temps et de 
documents telle qu'elle est faite actuellement. 
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COTEBA 
A) Généralités 
COTEBA est une grande société de services. Ses activités concernent le secteur 
du bâtiment, de l'industrie et de l'informatique. Une partie importante de son 
chiffre d'affaires est réalisé à l'étranger. COTEBA possède un logiciel PROJIT 
qui permet une gestion intégrée des chantiers. 
B) Facteurs influant sur le découpage du projet en tâches élémentaires 
Le découpage des tâches est établi après discussion avec les entreprises pour 
tenir compte de leurs procédés technologiques, de leur organisation et de leurs 
moyens de réalisation. 
Le principe de ce découpage consiste à aller du général au particulier, c'est à 
dire que les détails des opérations sont pris en considération quand les tâches 
qu'elles constituent sont connues avec d'avantage de précisions. 
Lorsque le découpage obtenu est trop détaillé, il est possible de procéder à 
leur agrégation pour mieux saisir ces tâches. 
La finesse du découpage est fonction de la complexité du projet à réaliser. 
C) Détermination des caractéristiques des tâches 
1. Durée des tâches 
COTEBA utilise des ratios de durées des tâches dans des conditions 
spécifiques, ces ratios étant régulièrement mis à jour. Les conditions de 
réalisation ayant été déterminées avec l'entreprise, la durée des tâches 
est en conséquence connue. 
2. Types de relations entre tâches 
Les relations de succession utilisées entre les tâches sont des relations 
d'antécédence parce qu'elles permettent de mieux saisir les enclenchements 
des activités. 
3. Ressources utilisées par les tâches 
De même que pour les durées, les ressources utilisables par les tâches 
sont déterminées à partir de ratios, en fonction de leur nature. Ces 
ressources concernent les moyens les plus importants : personnel, 
matériaux de construction, sans aller jusqu'à la petite fourniture. 
4. Codification et libellés des tâches 
La codification des tâches est fonction de la complexité du projet. Il 
existe 6 possibilités de codification à COTEBA. 
Le libellé des tâches est inférieur à 32 caractères. 
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D) Contrôle et suivi de projet 
1. Contrôle d'avancement de travaux 
COTEBA est également engagée vis à vis du maître d'ouvrage sur le délai 
des travaux. Suivant l'importance du projet, des contrôles d'avancement sont 
établis â une fréquence donnée (une à deux fois par mois). Ces avancements sont 
réalisés en %. 
2. Contrôle d'utilisation des ressources 
N'étant pas entrprise, COTEBA ne réalise pas de tels contrôles. 
E) Recalage de projet 
Il importe pour une société de services de ne pas se comporter comme "une 
caisse enregistreuse" des résultats des travaux. L'objectif reste de réaliser 
le projet dans les délais et les coûts prévus. 
Il convient avant de procéder à un recalage de : 
- analyser les causes de décalage 
- examiner les mesures succeptibles de réduire ces décalages et 
leur faisabilité (ex. : augmenter les moyens de réalisation) 
- tirer la sonnette d'alarme assez tôt, dès que les retards sont 
jugés significatifs 
- tenir compte de l'autonomie des marges 
Les nouveaux plannings ainsi obtenus peuvent alors êtr,e respectés. 
La fréquence de ce recalage est aussi fonction de son importance, c'est à dire 
de sa durée. 
F) Etablissement des situations mensuelles 
Le découpage du projet aboutit à un certain nombre de tâches. Celles-ci sont 
alors valorisées en tenant compte des bordereaux de prix du marché. Ces 
valorisations sont approuvées par le maître d'ouvrage. Les avancements de 
travaux des tâches définies dans les plannings, compte tenu de leur 
valorisation, permettent alors d'établir un paiement correspondant. 
G) Graphiques 
Les documents graphiques, obtenus par ordinateurs, concernent 
- les courbes de charge : personnel, matériel et matériaux 
- le diagramme GANTT 
Ce diagramme est bien renseigné; il comprend : 
. le libellé et la codification des tâches (à gauche du diagramme GANTT 
et au dessus des tracés) 
. le tracé des durées et des marges 
. les relations de succession entre tâches (pour les tâches ayant une 
faible marge libre) 
. la représentation spécifique des chemins critiques 
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Il existe plusieurs possibilités de classemenent des tâches. Un classemenet 
utilisé est celui qui consiste à classer les tâches par entreprise et par leurs 
débuts au plus tôt croissant. 
H) Types de problèmes d'ordonnancement traités 
Les problèmes de nivellement ou de lissage de charge sont traités à la demande 
des entreprises. 
I) Conclusion 
COTEBÂ est une des plus grandes sociétés de service de France, équipée de 
puissants moyens informatiques. Selon l'importance des projets, elles adopte 
des critères appropriés pour leur gestion (cas de la codification des tâches). 
C'est la seule des entreprises que nous avons visitées qui établit des 
paiements mensuels de travaux directement à partir des avancements des tâches 
définies dans les plannings. 
Mais n'étant pas entreprise, elle ne s'intéresse pas à certains problèmes tels 
que le contrôle d'utilisation de ressources. 
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L'analyse de nos entretiens auprès des entreprises permet de mettre en évidence 
que la diversité de leur taille et de leur activités se traduit par une 
certaine différence quant à la priorité qu'elles accordent aux objectifs à 
atteindre dans les problèmes de gestion de chantier. L'incidence sur les 
méthodes d'ordonnancement utilisée n'est pas négligeable. 
Les conclusions qui se dégageront des analyses que nous allons faire serviront 
de cahier de charge à l'outil d'ordonnancement à concevoir. 
1. Analyse des contraintes 
1.1 Difficulté de prendre en compte tous les paramètres 
La construction d'un ouvrage est en effet un travail qui comporte des 
aléas, les conditions locale ayant leur influence. Les paramètres 
difficiles à prendre en compte peuvent être de nature 
. physique : météorologie, nature de sol 
Malgré les progrès des techniques utilisées dans ces domaines, de 
mauvaises surprises peuvent survenir. 
. humaine : 
La qualité de la main d'oeuvre en particulier n'est pas pareille dans 
toutes les régions 
j . matérielle : ¡ 
Certains matériaux peuvent être localement difficile, à trouver, voire 
inexistants. 
1.2 Attitudes face à la réalisation d'un projet 
La réalisation d'un projet peut succiter des attitudes différentes, selon 
sa complexité. 
,i 
L'attitude qui nous semble la plus efficace1consiste à décomposer le 
projet en différentes parties disjointes telles que chacune d'elles 
puisse être considérée comme indivisible. La réalisation du projet initial 
est équivalente à celles de toutes ses parties. 
Toute partie d'un projet considérée comme un tout indivisible constitue, 
on le sait, une tâche élémentaire. On s'aperçoit cependant que cette 
indivisibilité est relative; elle dépend de la finesse de la 
décomposition. 
1.3 Tâches élémentaires et décomposition d'un projet 
La recherche d'une estimation plus fine des caractéristiques du projet 
conduit à une décomposition plus fine de celui-ci. Cela entraînera par 
ailleurs une plus grande efficacité dans le suivi de chantier. La méthode 
de décomposition d'un projet peut être généralisée. Elle peut se réaliser 
en plusieurs étapes successives associées à des niveaux de responsabilité 
dans la maîtrise de la réalisation, selon une structure arborescente. 
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Ainsi un sommet de niveau i dans l'arborescence peut être considérée soit 
comme un projet dont les différentes tâches sont des projets de niveau 
i+1 , soit comme une tâche d'un projet de niveau i-1. La racine de l'arbo-
rescence représente le projet le plus global qui, lui-même, peut être 
considéré comme une tâche faisant partie d'un projet plus vaste sortant du 
cadre de l'étude. Au dernier niveau de l'arborescence, les sommets pen-
dants représentent des tâches élémentaires suffisamment simples pour que 
leurs caractéristiques soient supposées connues avec suffisamment de pré-
cisions. 
Sous-projet 
Niveau 0 
Niveau 1 
Niveau 2 
Les sous-projets du niveau 1 peuvent par exemple correspondre aux divers corps 
d'état. A mesure que l'on descend dans l'arborescence, les détails de plus en 
plus fins peuvent être pris en compte. Les objectifs et les contraintes du 
projet global étant fixés, l'ordonnancement qui sera retenu doit satisfaire 
l'ensemble des contraintes à chaque niveau. 
La décomposition adoptée doit aboutir à un ensemble de tâches qui doivent 
faciliter la conduite de la réalisation. A un certain niveau de 
l'arboresocence, celles-ci doivent satisfaire aux conditions suivantes : 
- être réalisées par des moyens facilement déterminables 
Un des moyens importants est la notion d'équipe 
- être facilement identifiables 
La tâche doit appartenir à un corps d'état déterminé et formée 
d'opérations ne présentant aucune ambiguité quant à leur appartenance à 
cette tâche. 
- être réalisées dans un certain intervalle de temps 
En réalité, le niveau de décomposition auquel on arrive (qui détermine 
la durée des tâches) est aussi fonction des contrôles qui seront 
effectués : ainsi, si les contrôles de travaux sont réalisés tous les 15 
jours, la durée de la majorité des tâches devrait être inférieure à 
cette valeur. 
~ assurer une certaine continuité dans les travaux 
Cette continuité doit être absolument assurée pour une tâche, la 
préemption n'étant pas autorisée dans le bâtiment. Elle est cependant 
beaucoup plus difficile à assurer pour un ensemble de tâches. Nous 
reviendrons sur cette question plus loin. 
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1.4 Durée des t â c h e s 
Dans le projet global, soit d° sa durée, soit d la durée du sous-projet i 
du projet global. Il apparaît ainsi que l'échelle des temps associée au 
problème d'ordonnancement à chaque niveau décroit au fur et à mesure que 
l'on descend dans l'arborescence. 
L'estimation des durées à chaque niveau n'est possible qu'à travers la 
connaissance des tâches élémentaires. L'exemple d'entreprises telles que 
TOMMASSINI ou COTEBA qui utilisent une bibliothèque des temps élémentaires 
devrait se généraliser. 
Nous avons constaté, pour les entreprises qui ne disposent pas d'une telle 
bibliothèque, que le problème probabiliste de détermination des durées 
n'est pas posé; il est considéré plus raisonable de se limiter à une 
évaluation en acceptant de la modifier éventuellement par la suite. 
Etant donnée la relation entre durée d'une tâche et les ressources qui lui 
sont associées, l'estimation de celle-ci suppose déjà une certaine 
politique quant à l'utilisation des ressources. 
1.5 Détermination et contrôle des ressources 
1.5.1 Détermination 
La détermination des 
dépend de leur préc 
conditionnée par une 
tâche élémentaire. 
Si l'on note 
. une opération (I,J) I n° de la tâche 
J n° de l'opération 
. R(I,J) la ressource nécessaire à cette opération (nous 
avons considéré ici une seule ressource) 
les ressources sont déterminées alors à tous les niveaux de 
1'arborescence. 
Ainsi, si la tâche I est constituée de m opérations, l'ensemble RT(I) de 
ressources qui lui sont associées est déterminé par m 
RT(I) = > R(I,J) 
j = l 
La difficulté qui se pose en bâtiment est constituée par une certaine 
imprécision des ratios utilisés. Pour beaucoup d'entreprises, l'étude des 
ressources est réduite aux heures de main d'oeuvre. 
En l'absence de bibliothèques d'allocation de ressources, celles-ci seront 
demandées au réalisateur pour tout projet. 
ressources nécessaires a la réalisation d un projet 
ision au niveau des tâches. Cette détermination est 
bonne analyse des opérations qui constituent chaque 
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Bien entendu, la quantification et la valorisation des ressources ne 
suffit pat; elles doivent être accompagnées d'un échéancier d'utilisation, 
résultant de l'ordonnancement étudié. 
1.5.2 Contrôle 
Nous avons constaté que l'utilisation des ressources est contrôlée d'une 
manière sélective, quelquefois globale, selon les entreprises, dans 
certains cas, les méthodes employées ne sont pas toujours efficaces, parce 
que appliquées dans un contexte non intégré. 
Les difficultés d'intégration se situent essentiellement au niveau de : 
- la circulation de l'information 
Il faut éviter l'erreur de croire que le bureau d'ordonnancement doit 
exercer seul la fonction ordonnancement. Elle ne peut résulter que 
d'une collaboration étroite entre les divers services (étude de prix, 
gestion du personnel, etc.) jusqu'aux chefs d'équipe. 
Durant notre stage à Nord France, les responsables d'ordonnancement 
nous avaient déjà fait part des difficultés qui se posaient pour la 
détermination des ressources des parties d'ouvrages résultant du 
découpage du projet global. En effet, les quantités qui leur sont 
transmises par le service étude des prix sont soit globales, soit 
résultant d'un découpage différent. 
Les consultations doivent intégrer les avis des chefs de chantier et 
chefs d'équipe puisqu'il leur revient finalement de concrétiser sur 
le terrain les ordonnancements décidés. 
- l'insuffisance des chantiers en équipement 
Le contexte intégré qui serait constitué par un certain nombre de 
services et des cellules élémentaires qui constituent les chantiers 
ne peut être fonctionnel si celles-ci sont mal équipées pour mettre à 
exécution la politique de réalisation. 
L'exemple de Nord France qui a équipé un de ses chantiers, situé à 
Porte de Vincennes, Paris, pour effectuer les problèmes de gestion va 
dans le sens de cette préoccupation. 
Bien entendu, il serait difficile de vouloir tout contrôler jusqu'au 
niveau des tâches, tant les ressources sont nombreuses (exemple de la 
petite fourniture). Il est cependant nécessaire de contrôler 
l'utilisation des ressources jugées importantes. 
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Il ne faut pas oublier en effet les conditions dans lesquelles les 
entreprises de bâtiment exercent leurs activités : elles doivent, du 
fait qu'elles ne peuvent aborder le marché qu'au travers de maître 
d'oeuvre et de maîtres d'ouvrage, vendre avant d'exécuter, 
contrairement aux autres industries qui peuvent proposer directement 
au consommateur un produit qu'elles ont conçu. On comprend alors 
l'importance de pouvoir proposer, dans des délais fixés, des prix 
compétitifs, avec suffisamment d'assurance qu'ils seront rentables 
pour l'entreprise. cette assurance ne peut résulter que de la 
pratique des contrôles budgétaires (résultant des contrôles de 
l'ensemble des ressources) au niveau des chantiers. 
Les prix de revient recueillis ainsi au niveau des chantiers à 
l'occasion de contrôles budgétaires, serviront de base à 
l'élaboration des prix de revient prévisionnels lors de 
l'établissement des devis et les prix prévisionnels contenus dans ces 
devis serviront de base de référence au contrôle des prix de revient 
réels pendant le déroulement des travaux. 
Le contrôle des dépenses peut être réalisé par exemple par groupe de 
tâches, formant ainsi des sous-ensembles, ces sous-ensembles pouvant 
correspondre à des corps d'état. 
Pour chacun des sous-ensemble, on détermine des coûts prévus, ce qui 
permet d'établir un échéancier des dépenses cumulées. 
Cet échéancier peut être représenté par deux courbes (voir fig. 7.1) 
Dépenses 
cumulées, coût total du projet 
Dépenses 
réalisées 
Cumul des 
j dépenses prévues < .> 
j tâches , ' ^ 
I au plus 
! tôt ^ 
Cumul des dépenses 
prévues : tâches au 
plus tard 
\ y 
I 
Délai 
V E E E 
Sous-ensembles 
Fig. 7.1 Echéancier des dépenses en fonction de l'ordonnancement 
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- la courbe de cumul des dépenses prévues, en positionnant les tâches au plus 
tôt 
- la courbe de cumul des dépenses prévues, en positionnant les tâches au 
plus tard 
Ensuite, au fur et à mesure de l'avancement du projet, on contrôle les 
dépenses réalisées en cumul. On s'assure que l'on reste dans la fourchette 
déterminée par les courbes prévisionnelles. 
Lorsque l'on se situe en dehors de cette fourchette, les causes doivent 
être recherchées au niveau du respect des délais de réalisation, des 
données sur les ressources ou de leur contrôle d'utilisation. 
Le contrôle conjugué d'avancement de travaux et d'utilisation des 
ressources permet d'établir 
. un état prévisionnel de consommation de ressources correspondant à 
une période donnée 
. les écarts entre les consommations réelles et prévisionnelles pour 
cette période 
. les écarts prévisibles lorsque le chantier sera terminé 
. les quantités de ressources restant à consommer. 
On peut donc établir pour chaque ressource, à une date donnée t, le type 
de document suivant : 
he 
Ressources 
n° libellé Intensité 
Prévues réalisées 
B 
résultats/avane 
Prév/av réal écart 
B, B, 
résultats prévisibles 
Prév.totale Prev.Prab, Ecart 
C, | 
T 
A = Intensité de ressources par tâche 
B = Résultat en fonction de l'avancement par tâche 
BA, = quantité de ressources qui aurait dû être consommée 
B¿ = quantité de ressources consommée 
C = résultats prévisibles lorsque la tâche sera terminée 
C, = résultat totale pour la ressource 
Ct = Durée de la tâche prévue x intensité de ressource pour cette 
tâche 
Ce document qui résulte du découpage du projet permet donc de prendre en 
compte les approvisionnements. 
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1.6 Paiements mensuels 
Il ressort, de nos contacts avec les entreprises, que les paiements des 
travaux sont établis pour la plupart d'entre elles indépendamment de 
l'ordonnancement des travaux. Ils sont établis sur la base des bordereaux 
de prix du marché.Il est pourtant possible, à l'exemple de COTEBA, d'éta-
blir des situations d'après les avancements des travaux constitués par les 
tâches ordonnancées, celles-ci ayant fait l'objet au préalable d'une 
valorisation approuvée par le maître d'ouvrage. Il suffit de multiplier 
ces avancements par les valorisations correspondantes. 
Un tel procédé a l'avantage 
- d'éviter la rebondance de contrôles de travaux 
- faciliter l'établissement du mouvement de la trésorerie puisque tout 
encaissement ou décaissement peut être attribué à des tâches 
ordonnancées 
- d'obtenir ces situations par un même programme (programme 
d'ordonnancement). 
Les paiements mensuels peuvent se présenter sous la forme suivante : 
CODE Libellé Prix 
uni taire 
% Avan Montant 
correspondant 
Montant 
perçu 
Montant 
à 
recouvri r 
L'établissement de tels paiements nécessite que la codification des tâches 
soit très claire. Cette codification sera étudiée plus loin. 
On peut étudier la variation des situations mensuelles en fonction du 
temps pour des ordonnancements donnés. Elles auront la même variation que 
les courbes données par la fig. 7.1. 
1.7 Recalage et suivi de chantier 
1.7.1 Suivi de chantier 
Ainsi qu'il a déjà été signalé par ailleurs, les modèles utilisés pour 
représenter les problèmes d'ordonnancement ne peuvent intégrer la totalité 
des paramètres intervenant dans les problèmes concrets. Outre 
l'incertitude inhérente à l'estimation des paramètres pris en compte, il 
peut y avoir des paramètres non quantifiables, ces paramètres pouvant être 
même d'ordre social. La conduite de la réalisation a pour objet la mise 
à exécution des différentes tâches composant le projet, de façon à 
respecter les objectifs fixés. C'est à ce stade que doivent être pris en 
compte les paramètres non intégrés du modèle, d'où l'importance de suivi 
du chantier pour l'actualisation des projets. 
Nous avons constaté que le suivi de chantier est soit réalisé par un 
service ordonnancement centralisé (CARONI, COTEBA) soit par le chantier 
lui-même (DUMEZ). 
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Une action efficace sur les événements est conditionnée par une 
connaissance assez précises des contraintes tant intérieures 
qu'extérieures du projet. Il n'est pas possible, dans un secteur comme 
celui du bâtiment, de se substituer complètement à l'opérateur et 
d'automatiser totalement son travail en raison de la difficulté déjà 
évoquée de l'intégration de la totalité des paramètres. Les méthodes 
d'ordonnancements doivent alors permettre au réalisateur d'évaluer les 
conséquences des décisions qu'il aurait prises, c'est à dire d'assurer un 
pilotage correct du chantier. 
Il est nécessaire que le problème d'ordonnancement défini par le modèle 
permette un nombre de degrés de libertés suffisant pour la réalisation. 
Ainsi l'utilisation du diagramme GANTT comme modèle d'ordonnancement comme 
cela se fait dans certaines entreprises (TOMMASSINI, Nord France) ne 
permet pas d'obtenir ces degrés de libertés. 
En effet, comme nous l'avons déjà signalé, le graphique GANTT n'est pas 
une méthode pour résoudre les problèmes d'ordonnancement, mais seulement 
une méthode pour représenter une solution. 
Ce graphique est lié au temps, donc doit être corrigé en fonction des 
réalisations. Il ne permet pas de calculer les autonomies de réalisation 
ou degrés de libertés constitués par les marges. 
A l'inverse, dans la méthode potentiels-tâches (ou des méthodes 
équivalentes), l'enclenchement des tâches, représentées par un graphe, est 
immuable, quels que soient les événements dans le temps, puisque justement 
elle est indépendante du temps et ne représente que les positionnements 
relatifs des opérations. 
Le suivi de chantier se fait également par les autres parties 
(administration, maître d'oeuvre,etc.) principalement par l'organisation 
de réunions de chantier. Elles sont un moyen de communication entre toutes 
les parties où l'on discute notamment des comparaisons avec les prévisions 
et de la définition des mesures à prendre pour faire approcher au mieux 
prévisions et réalisations. Les documents de travail utilisés pour ces 
réunions sont des listings de travaux réalisés soit des diagrammes GANTT 
sur lesquels sont reportés ces travaux. 
C'est au stade de recalage que l'on doit prendre en compte les décisions 
prises ainsi que les nouvelles contraintes du chantier. 
1.7.2 Recalage 
Les décisions sont prises au niveau du recalage en vue d'atteindre les 
objectifs assignés au projet, en tenant compte des contraintes locales et 
en s'adaptant au mieux à l'apparition des perturbations* venant modifier 
certaines caractéristiques initiales des tâches. 
* Il convient d'appeler perturbation tout changement dans les données déjà 
prises en compte, s'il s'agit par exemple de l'allongement de la durée d'une 
tâche, l'effet sur la tenue des délais sera négatif. 
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Il convient comme cela se fait dans les entreprises où les chantiers sont 
bien suivis d'analyser les causes des écarts constatés et la faisabilité 
des décisions prises. Pour assurer la fonction ordonnancement, il apparaît 
donc nécessaire de connaître à tout instant l'ensemble des décisions 
possibles. Ainsi les moyens alloués sont-ils le plus souvent l'objet de 
ces décisions dans les entreprises que nous avons contactées. 
L'analyse des décisions prises est très importante, car toute prise d'une 
décision particulière a pour effet de réduire l'ensemble des décisions 
possibles pour achever la réalisation. 
Nous avons pourtant constaté que le recalage n'était pas considéré partout 
comme une phase normale, qu'il n'était effectué qu'exceptionnellement dans 
certaines entreprises. Cette attitude nous étonne car l'intérêt des 
méthodes d'ordonnancement est justement de permettre l'actualisation sans 
reprise totale de planification. Considérer qu'un projet bien planifié 
doit se dérouler exactement selon les objectifs définis ne nous semble pas 
réaliste, à cause des problèmes d'intégration des paramètres déjà 
évoqués. 
Dans d'autres cas (DUMEZ, CARONI), les projets sont planifiés d'une 
manière globale au service ordonnancement, une planification locale plus 
précise étant ensuite réalisée. La dichotomie entre les deux parties 
pourrait correspondre à une hiérarchie du moyen et court terme, les 
informations sur les conditions locales doivent cependant être 
suffisamment connues pour ne pas aboutir à des contradictions. 
En conséquence, une mise à jour de l'information, périodiquement 
actualisée, s'avère indispensable pour une analyse globale de projet. 
Cette analyse globale étudie les caractéristiques des solutions, leur 
faisabilité et permet finalement les prises de décision. 
1.8 Codification et libellé des tâches 
Il n'y a pas de système de codification qui soit utilisé partout dans les 
entreprises de bâtiment; cependant, il y a certains éléments de 
classification que l'on retrouve. 
En tenant compte de ces éléments, le système de codification que nous 
retenons sera fondé sur la classification suivante : 
. le n° de code utilisé 
. la zone géographique dans laquelle sera exécutée la tâche 
. le corps d'état auquel appartient la tâche 
. le sous-projet intégrant la tâche 
Nous retiendrons le principe alphanumérique pour la désignation de ces 
éléments, un élément étant défini par 4 caractères. 
Les libellés seront représentés par 16 caractères au maximum. 
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Finalement, la codification et les libellés des tâches se présenteront 
selon la figure 7.2 
n 
code 
zone 
géog 
4 car A car 
I ,_ f-
corps 
d'état 
4 car 
Sous-
projet Libellé 
16 car 16 car 
fig. 7.2 Codification et libellé des tâches 
1.9 Sorties graphiques 
1.9.1 Diagramme GANTT 
Nos enquêtes montrent que si le diagramme GANTT est utilisé par toutes 
les entreprises contactées; la nature des informations et la qualité de 
leur représentation ne sont pas assurées partout. 
1.9.1.1 Prise en considération de la notion de lieux 
Une des informations dont l'importance a été montrée par certains 
auteurs est la notion de lieux; nous reprenons leurs définitions et 
leurs modes de représentation (15). 
Les unités de lieu sont des zones géographiques distinctes. 
Des unités de lieu, géométriquement identiques, situées dans des 
endroits différents, sont regroupées pour former un type d'unité de 
lieu. Ainsi on peut donner comme exemple de type de lieu pour un 
bâtiment : - appartements d'un palier 
- cages d'escalier, etc. 
1.9.1.2 Représentation de la notion de lieux 
Cette notion de lieux est générale. Pour les tâches répétitives, la 
prise en compte de la notion de lieux se traduit par une 
représentation de type "chemin de fer". Elle s'effectue de la manière 
suivante : 
- L'axe des abscisses permet de représenter le temps 
- En ordonnée, sont regroupées les unités de lieu de divers types 
A chaque ligne est affectée une unité de lieu. 
La notion d'unité géographique est ainsi clairement mise en évidence. 
Chaque ligne du planning permet de retrouver les tâches devant être 
effectuées dans chaque unité de lieu. La fig. 7.3 représente un 
exemple d'un tel planning. 
87 
INTEGRATION DES CONTRAINTES APRES ANALYSE 
type I 
type II 
C 
i — 
;C.__ 
_JL. 
:rzr;..J_ 
unités de lieux 
temps 
Cir 
fig. 7.3 Exemple de plannings pour tâches répétitives 
Ce mode de représentation permet de traduire également un principe 
très important, déjà évoqué, celui de la continuité du travail pour 
une tâche. La fig. 7.4 illustre la prise en compte de cette 
continui té. 
temps 
unités de 
lieux 
A S 
! T r m r r 
Mauvais bon 
i .i 
fig. 7.4 Continuité du travail pour tâches répétitive« 
Ce mode de représentation permet également de traduire deux autres 
notions importantes dont nous ne parlerons pas : la non-simultanéité* 
et l'uniformité de paysage** (15). 
* Cette notion vise à éviter la gêne résultant de la présence d'équipes 
différentes dans un même lieu. 
** Cette notion est importante pour le cas des tâches répétitives. Elle 
implique que, dans chaque unité de lieu,l'équipe ou l'ouvrier trouve le même 
état de lieu. 
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.1.3 Representation à retenir 
Les méthodes d'ordonnancement que nous avons étudiées et qui sont 
connues dans les entreprises ne permettent pas de prendre en 
considération les notions de continuité entre tâches (la contre-
partie est un allongement de délais), de non simultanéité ou 
d'uniformité de paysage en cas de présence de tâches répétitives. 
Cependant, la représentation des tâches par lieux géographiques 
permet d'être renseigné sur ces notions; elle entraînerait 
éventuellement une modification dans l'ordonnancement des tâches. 
Finalement, le graphique GANTT sera établi selon les principes ci-
dessous. Ces principes sont simples car nous n'avons pas voulu dans 
ce cadre approfondir cette représentation, qui peut être étudiée par 
ailleurs. 
a) Classement des tâches 
- en abscisse, on représentera les dates calendaires 
- en ordonnée, on représentera les tâches dans l'ordre suivant. 
- classement selon le lieu géographique 
- pour chaque lieu géographique, classemenent par corps d'état 
- pour chaque corps d'état, classer les tâches par débuts au plus 
tôt croissants 
— ». temps calendaires 
corps d'état 
débuts c ro i s san t s 
ographiques 
b) Prise en compte des r e l a t i o n s en t re tâches 
La représen ta t ion de l 'ensemble des r e l a t i o n s ent re tâches rend le 
graphique surchargé. El le n ' e s t d ' a i l l e u r s pas indispensable pour 
l ' e x p l o i t a t i o n de c e l u i - c i . Aussi, conv ien t - i l de ne représenter ses 
r e la t ions que pour l es tâches dont les per tu rba t ions éventuel les 
auront l e plus de conséquences, c ' e s t à d i re c e l l e s ayant de faible 
marges l i b r e s . 
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c) Représentation des tâches critiques 
La distinction des tâches critiques est nécessaire pour 
l'exploitation du planning; le responsable du projet devrait le 
suivre de plus près, pour éviter tout retard éventuel qui se 
répercuterait sur le projet. 
Cette distinction se fera ainsi : tâche non critique 
• i tâche critique 
d) Autres informations 
- délais : le calendrier calendaire est le plus significatif; il 
comprendra les jours, mois et années 
- marges : les marges libres et totales seront représentées 
- codes et libellés : la représentation de ces informations dans un 
tableau à gauche du diagramme, ainsi que cela 
se fait parfois, ne facilite pas la 
correspondance visuelle entre celles-ci et 
le diagramme, surtout si les tâches sont 
nombreuses et classées par leurs débuts au 
plus tôt croissants. Ces représentations 
seront donc reportées au dessus de leur 
diagramme respectif. 
Le diagramme aura finalement l'aspect suivant (fig. 7.5) 
code libellé 
xx xxxx 
xx xxxx 
tâches classées selon l'ordre 
xx xxxx défini dans 3.1.9.1.3 
xx xxxx 
xx xxxx 
<f 
— — • » temps 
* * * * * 
* * * * * 
* * * * * 
fig; 7.5 Principe de représentation du diagramme GANTT 
jour 
mois 
année 
* 
* 
* 
* 
* 
* 
* 
* 
* 
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1.9.2 Courbes de charge 
Les ressources peuvent être caractérisées par leur mode d'affectation. 
1.9.2.1 Affectation avec réemploi 
Par réemploi, on entend la possibilité de réaffecter une ressource à 
une nouvelle tâche, lorsque la tâche à laquelle elle était affectée 
précédemment est terminée. Ces ressources sont surtout constituées de 
matériel et de personnel, celle-ci, on l'a mentionné, faisant l'objet 
d'attentions particulières. Leurs courbes de charge doivent être 
établies éventuellement à chaque recalage, pour mettre bien en 
évidence les incidences d'un ordonnancement donné sur ces ressources. 
Pour une catégorie de personnel donnée, la courbe de charge sera 
représentée par la fig. 7.6 
Intensité 
[ i 
i „ temps 
fig. 7.6 Courbe de charge d'une ressource constituée d'heures de personnel 
Les données sont exprimées ici en jours ouvrables. 
La représentation de courbes de charge pour le matériel ne présente 
pas d'intérêt, la détermination des intensités cumulées étant 
triviale, celui-ci étant souvent unitaire. 
1.9.2.2 Affectation sans réemploi 
Dans ce cas, une ressource se trouve affectée à une tâche au plus; 
c'est le cas des matériaux consommables. Il faut donc penser, après 
l'ordonnancement des tâches, à l'ordonnancement des matières ou 
gestion des stocks. Bien que la gestion des stocks ne fasse pas 
partie de notre travail, nous allons soulever brièvement quelques 
questions. 
On doit, en effet, répondre à celles-ci : - quand approvisionner ? 
- combien approvisionner ? 
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Or, souvent, avant de connaître l'ordonnancement, les entreprises 
constituent des stocks d'approvisionnement. La pléthore des stocks 
n'empêche pas leur rupture, elle est même un signe de mauvaise 
gestion. 
La gestion des stocks, qui a fait l'objet de nombreuses publications, 
ne semble pas trouver son application rigoureuse dans les entreprises 
de bâtiment. La recherche permanente du niveau optimal doit être 
également un objectif des responsables de projets. 
Nous donnons ci-dessus un exemple de méthode graphique 
d'approvisionnement tiré de (45) (fig. 7.6). Cette méthode adoptée 
dans le cas de consommations très variables permet de travailler à la 
fois sur des quantités et des périodes variables mais nécessite 
d'avoir des éléments prévisionnels de consommation. 
Sur un graphique annuel, sont portées en cumul : 
- les sorties de stocks (jusqu'en mai) 
- les entrées en stocks (en février) 
- les prévisions de sorties 
¡quantités 
niveaux i 
de stocks 
• 4 — 
\ 
sorties 
irévisionnelles 
JLL -î 
sorti es réel les 
/ : 
Lancement des 
réapprovisionnements 
_.. )_- i- . • 1 
fig. 7.6 Méthode graphique de réapprovisionnement 
Le segment TR représente la quantité réelle en stock à fin mai. Par 
contre, le graphique montre qu'une rupture de stock est prévisible 
pour fin juin. Si le délai d'approvisionnement des stocks est de 1 
mois, il va falloir déclencher cet approvisionnement fin mai. La 
réception sera faite fin juin et les besoins couverts fin novembre. 
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Les courbes de charge pour les ressources sans réemploi seront 
analogues à celle de la figure 7.6. 
1.9.3 Graphe logique 
Le graphe logique n'est pratiquement utilisé que par le concepteur de 
l'ordonnancement. Bien renseigné (indication des marges et des 
durées), il permet d'apprécier les conséquences locales ou globales 
d'une décision. Son établissement peut donc présenter certains 
intérêts. 
2. Conclusion 
L'analyse des contraintes d'ordonnancement résultant de nos contacts avec les 
entreprises montre que celles-ci sont nombreuses. Elle constitue un bilan qui 
définit les facteurs à prendre en compte dans un système d'ordonnancement, 
délimitant ainsi le cadre du logiciel à mettre en oeuvre. Ces facteurs peuvent 
être résumés ainsi : objectifs du projet, politique d'exécution, disponibilité 
des moyens, considérations économiques. 
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P r é s e n t a t i o n du l o g i c i e l 

PRESENTATION DU LOGICIEL 
Après ce bilan d'analyse, il convient de concevoir une structure générale pour 
la mise en place des résultats et propositions auxquelles il aboutit. Cette 
structure sera conçue comme un outil de gestion. 
Selon les analyses modernes de gestion, l'entreprise est envisagée comme un 
système complexe qui peut être divisé en sous-systèmes composants*. 
Notre structure pourrait aussi être considérée comme un sous-système de 
planning et ordonnancement, dans la perspective d'une gestion scientifique, il 
faut conserver une vue d'ensemble du système. S'agissant des PME, ce système 
peut se réduire éventuellement à cette seule structure. 
1. Principe d'analyse du système 
1.1 Priorité des objectifs 
Les objectifs du système doivent représenter la matérialisation de l'idée 
générale des paramètres devant être atteints. 
1.2 Orientation vers la solution efficace des problèmes d'ordonnancement 
L'analyse du système à concevoir doit être canalisée vers les problèmes 
représentatifs d'ordonnancement qui se posent effectivement aux 
entreprises, en s'appuyant sur le bilan des enquêtes faites auprès de 
celles-ci, l'application des techniques d'ordonnancement ayant tendance à 
devenir un but en soi doit être évitée. Le bilan réalisé dans le chapitre 
précédent définit cette orientation. 
1.3 Souplesse du système 
La souplesse du système doit permettre à l'utilisateur d'avoir une 
certaine action sur celui-ci. L'effort d'exactitude des méthodes 
d'ordonna.ntement ne doit pas les rendre rigides comme méthodes de travail. 
Une Certaine forme de communication est donc nécessaire entre le système 
et l'utilisateur. Sa conception dans un environnement en conversationnel 
est une option qui nous paraît appropriée pour répondre aux besoins 
spécifiques des utilisateurs. Le but est d'arriver à un outil final qui ne 
doit pas se limiter à mettre en oeuvre des calculs, mais doit prendre en 
considération la facilité de son utilisation. 
* Ainsi, selon la fonction accomplie par l'entreprise, il existe par exemple : 
un système productif, un système informationnel-décisionnel et un système de 
relations humaines. 
- 93 -
PRESENTATION DU LOGICIEL 
4 Capacité de gestion des données 
La mise en place d'un tel système requiert un certain ordre en ce qui 
concerne les données qui peuvent être nombreuses. Le système doit être 
capable de créer et gérer une base des données des projets. 
5 Intégration 
Comme nous l'avons déjà constaté (DUMEZ), des informations relatives aux 
projets étudiés peuvent être disponibles dans d'autres services ou être 
demandées par ceux-ci. Il est donc souhaitable de rendre éventuellement 
compatible une utilisation commune d'une base de données propre à 
l'entreprise par des sous-systëmes ou services différents. 
Mise en place du scenario 
1 Début du scénario 
Le début du scénario consiste à orienter le début du travail de celui-ci. 
Nous voyons deux éléments à définir dans cette phase : 
- le projet : il est soit nouveau (à créer) soit existant (déjà 
créé) 
- bibliothèque : Cette bibliothèque est propre à l'utilisateur; elle 
est indépendante du projet. 
Comme nous l'avons déjà mentionné, cette bibliothèque n'existera pas dans 
notre système. 
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2 Fonctionnement du scénario 
2.2.1 Définitions et organisation des données élémentaires 
Start 
Recherche projet 
appel projet 
Pilote Général 
. Données 
. Calculs 
Editions 
Base de données 
projet 
Le scénario peut être considéré comme une suite ordonnée de traitements 
élémentaires. 
Pour exécuter un traitement élémentaire ,1e système doit disposer d'un 
ensemble de données fournies par l'utilisateur. On peut distinguer trois 
sortes de données : 
a) données de définitions : 
elles précisent le type de traitement à réaliser (Ex. : problème 
central d'ordonnancement) 
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b) données d'accès : 
elles définissent les objets (ou enregistrements) concernés par 
l'opération (Ex. : la durée d'une tâche) 
c) données de traitement : 
elles définissent les modifications à apporter à ces objets. La 
nature de ces données implique en partie l'ordre dans lequel elles 
doivent être saisies. Par exemple, il ne faut pas saisir le coût d'un 
matériau si l'on n'est intéressé que par le problème de lissage de 
charge. 
2.2.2 "guidage" dans la réalisation des traitements élémentaires 
Dans un environnement en conversationnel, il est naturel de profiter de la 
présence "en ligne" de l'utilisateur pour lui demander de corriger 
immédiatement une donnée qu'il a fournie et qui n'est pas conforme à ce 
qu'attend le système, ou une donnée précédemment saisie et qu'il considère 
comme erronée. Ceci implique une organisation en succession de phases : 
saisie-vérification d'un ensemble de données, traitement sur cet ensemble. 
3 Sélection et description des actions 
2.3.1 Modularité des actions 
Nous avons mentionné la diversité qui existe dans les entreprises pour la 
prise en compte de certains aspects d'ordonnancement. 
Un logiciel qui prendrait en compte l'ensemble de ces problêmes risquerait 
de ne pas être opérationnel s'il ne comportait pas une certaine modularité 
à cause, notamment, de certaines données qui n'intéresseraient pas 
l'utilisateur ou qui ne seraient pas disponibles; des calculs non demandés 
risqueraient également d'être effectués. 
La modularité a été choisie en ayant pour objectif de rendre exécutable 
des actions avec une certaine indépendance; elle donne une certaine 
souplesse d'utilisation du logiciel. 
Ainsi, pour un même utilisateur, selon les problèmes rencontrés au cours 
de la vie d'un projet, il peut faire appel aux actions appropriées. 
2.3.2 Sélection des actions 
Le projet ayant été défini au début du scénario, la sélection des actions 
peut être représentée par la fig. 8.1 
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P r o j e t 
Données 
[7] [2| [6| i l [3 |2| |l_o| [1_1| [12 
Edi t ions -Visua l i sa t ion j 
J 
m m m 
f i g . 8.1 
2.3.3 Description des actions 
Les actions que nous allons décrire sont illustrées immédiatement par des 
copies de fonctionnement du logiciel. 
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Action l_ : 
Cette sect ion consis te en l ' i n t r o d u c t i o n des données s t r ic tement néces-
s a i r e s pour t ou te act ion lorsque le p ro j e t es t nouveau. Ce l les -c i sont 
mémorisées dans une base de données lorsque l 'on veut conserver ce cas de 
p r o j e t ; un nom l u i étant a l o r s a t t r i b u é par l ' u t i l i s a t e u r . 
Lorsque ce p r o j e t n ' e s t pas nouveau (déjà mémorisé), l e s données r e l a t i v e s 
à c e l u i c - c i sont recherchées dans la base e t éventuellement modifiées. 
Cette base de données es t cons t i tuée par un f i ch ie r à accès d i r e c t . I l 
permet de mémoriser e t de re t rouver l e s var iables ( s c a l a i r e s ou tableaux) 
par la seule donnée de leur nom et sans avoir à se préoccuper de l 'empla-
cement réel où sont stockées ces va r i ab les (nom et va l eu r ) . I l es t donc 
d'un usage simple pour sauver ou récupérer des données hétérogènes, la 
s t r u c t u r e de ce f ich ie r e s t la suivante : 
F ichier (PERTBASE) 
I Espace des 
I var iables 
1 
able 
i 
var iab le 1 
• • • 
• . . 
1 2 
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On peut donc gérer des variables de même nom sous plusieurs espaces 
différents sans qu'il y ait collision. Il est donc indispensable qu'en 
lecture ou écritue de variable, on ait toujours spécifié l'espace sous 
lequel on va travailler. 
Les fonctions d'utilisation de ce fichier sont les suivantes : 
. prologue avant toute utilisation 
. écriture d'un espace 
- ouverture d'un nouvel espace 
- mémorisation d'une variable scalaire 
- mémorisation d'un tableau 
- fermeture d'un espace 
. recherche d'un espace 
- recherche de l'espace 
- recherche de la valeur d'une variable 
- recherche de la valeur d'un scalaire 
- fermeture de l'espace 
Toutes ces fonctions sont constituées par des sous-programmes. 
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Act ion 2_ 
Rôle : résoudre le problème central d'ordonnancement 
En fonction de l'ordonnancement arrêté des tâches, le système doit 
fournir au réalisateur les différents éléments d'appréciation 
relatifs au facteur temps de cet ordonnancement, ces éléments sont 
constitués de potentiels au plus tôt et au plus tard, de marges et de 
la criticité des tâches. 
Exigence : Les estimations de la durée des tâches, des contraintes entre 
tâches, de leur structure ouvrable et des dates imposées doivent être 
connues. 
Enregistrement des données 
complémentaires à l'action 1 
Recherche des données 
Vérification de non circuits 
Calcul des potentiels des dates 
et des marges au plus tôt et au plus tard 
Impression des résultats 
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PRESENTATION DU LOGICIEL 
Action 3_ 
Cette action consiste à visualiser le diagramme GANTT sur les terminaux 
BENSON ou écran TEKTRONIX en prenant en considération les éléments 
développés précédemment à ce sujet. 
Si le projet n'est pas mémorisé dans la base, l'action 1 doit précéder 
celle-ci. dans le cas contraire, les données nécessaires sont recherchées 
dans cette base. 
' Recherche des données dans la base 
: ou introduction de celles-ci selon 
que le projet est mémorisé ou non 
I Calcul des éléments du problème 
central d'ordonnancement (Action 2) 
Tracé diagramme GANTT 
sur terminal choisi 
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PRESENTATION DU LOGICIEL 
Action 4_ 
Cette action consiste à visualiser la courbe de charge sur écran TEKTRONIX 
ou traceur BENSON. Dans l'état actuel du programme, elles ne sont obtenues 
que pour une seule catégorie de moyens (personnel). 
SI le projet [l'est pas mémorisé dans la base, l'action l doit précéder 
cette action. 
1 
Recherche des données dans la 
base ou enregistrement de celles-ci 
selon que le projet soit nouveau ou non 
Calcul des éléments du problème 
central d'ordonnancement (Action 2) 
1 
Calcul des éléments de la 
courbe de charge du moyen considéré 
Visualisation de la courbe de 
charge sur terminal choisi 
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PRESENTATION DU LOGICIEL 
Action 5_ 
Cette action consiste à visualiser le graphe du réseau logique des tâches 
sur écran Tektronix ou traceur Benson. 
De même que pour les actions 3 et 4, l'action 1 doit précéder cette action 
dans le cas d'un projet non mémorisé. 
Recherche des données dans la base 
ou enregistrement de celles-ci selon 
. que le projet soit nouveau ou pas 
Calcul des éléments du problème 
central d'ordonnancement (Action 2) 
Tracé du réseau logique 
sur terminal choisi 
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PRESENTATION DU LOGICIEL 
Action b_ 
Le rôle de cette action est de déterminer (en quantité et en valeur) 
l'utilisation des ressources. les résultats sont obtenus sous forme de 
tableaux, les jours utilisés étant les jours ouvrables. 
Recherche des données dans la base 
ou enregistrement de celles-ci selon 
que le projet soit nouveau ou pas 
_L 
Calcul des éléments du problème 
central d'ordonnancement (Action 2) 
JL 
Détermination de l'utilisation 
des ressources 
Impression des 
résultats 
Y. 
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PRESENTATION DU LOGICIEL 
Action 1_ 
Le rôle de cette action est le lissage de charge, pour un ordonnancement 
donné. Elle est basée sur l'application de la notion de créneaux, étudiée 
dans la partie A de ce travail. 
Appel des résultats du problème 
central d'ordonnancement et de 
la détermination des ressources 
Lissage de charge 
Impression des 
résultats 
\ 
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PRESENTATION DU LOGICIEL 
Action 8_ 
Cette action a pour objet de résoudre le problème de nivellement : elle 
est basée sur l'application d'une méthode non chronologique telle qu'elle 
a été étudiée dans la partie A de ce rapport. 
Cette action est sollicitée lorsque l'utilisateur doute de la présence 
éventuelle de ce problème en fonction de l'ordonnancement des tâches et de 
la disponibilité des ressources. 
Dans la phase actuelle du programme, un seul critère est utilisé, celui de 
la marge totale. 
Appel des calculs des éléments du 
problème central d'ordonnancement et 
de la détermination des ressources 
Introduction de la valeur Imax de 
la ressource étudiée disponible 
Résolution du problème de nivellemen 
I Impression des 
""\ résultats 
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PRESENTATION DU LOGICIEL 
Action 9 
Le rôle de cette action est de donner les avancements 
travaux à une date donnée t. Elle fait ressortir 
d'avancement des tâches qui devraient être en exécution, 
commencées et les tâches terminées. 
théoriques de 
le pourcentage 
les tâches non 
Appel des éléments du problème 
central d'ordonnancement 
Introduction de la date t 
\ 
Impression des 
résultats 
i 
F 
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PRESENTATION DU LOGICIEL . -
Act ion 10 
Cette action consiste à effectuer le recalage des dates,en fonction de 
l'état d'avancement et des contraintes du projet. 
Appel des éléments du problème 
central d'ordonnancement 
Enregistrement de la date 
de recalage 
^~ Il s'agit ^^> 
d'un premier recalage 
Enregistrement du taux 
de réalisation des 
tâches ayant varié % 
à la dernière session 
Enregistrement de l'avancement 
de l'ensemble des tâches 
1 
Enregistrement des dates imposées 
et des contraintes relatives ayant 
varié % au dernier état du projet 
Recalage du projet (appel à l'action 2) 
Impression des 
. résultats 
F 
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PRESENTATION DU LOGICIEL 
Action 11 
Cette action a pour rôle d'établir les paiements mensuels, 
que les tâches ont été valorisées. 
Elle suppose 
^^^ Il s'agit ^-—-^ N 
de la première situation 
Enregistrement des prix 
contractuels des tâches 
-"'' Le taux 
d'avancement des tâches a 
varié % à la dernière 
session ^~ 
L. 
Enregistrement des taux 
d'avancement ayant varié 
Calcul des paiements 
Impression des 
résultats 
Appel des éléments 
de calculs de la 
la dernière situation 
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PRESENTATION DU LOGICIEL 
Action 12 
Cette action a pour rôle de contrôler l'utilisation des ressources, en vue 
de servir à l'établissement du contrôle budgétaire. 
Elle utilise les résultats de l'action 6 et les consommations réalisées 
par le projet. 
Appel des résultats de consom-
mation prévisionnel (Action 6) 
Enregistrement des consommations 
réalisées par le chantier 
Le taux 
d'avancement des tâcKes-
"""- a varié % dernière, 
^session 
Enregistrement des taux d'avancement 
des tâches ayant varié 
Calcul des éléments de 
contrôle des ressources 
Impression des 
résultats 
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PRESENTATION DU LOGICIEL 
Action 13 
On fait appel à cette action lorsque l'on veut arrêter la session. La 
question est alors posée à l'utilisateur s'il veut mémoriser ou non les 
données et modifications introduites. Dans le cas positif, il attribuera 
un nom au projet. 
Voulez-vous ~ 
.sauver le cas. 
L1 
On enregistre le nom du 
projet (nom de l'espace) 
On mémorise cet espace 
et ses variables 
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PRESENTATION DU LOGICIEL 
2.3.4 Récapitulatif 
La conception générale du scénario à mettre en oeuvre peut être finalement 
représentée par la figure suivante : 
Sorties 
entrée du 
choix 
d'une action 
Entrée des données 
Modules d'application 
¡^  
Programmes 
d ' app l i ca t ion 
Gestion des informations 
Informations 
des 
p ro j e t s 
Bibliothèque 
c 
Informations 
générales 
y* 
Modules d'applications 
Ils correspondent à l'application des calculs dans un domaine 
donné (Ex. détermination d'un circuit ou de potentiels) 
suivant un certain nombre de paramètres. 
Modules d'entrées/sorties 
Ces modules permettent 
- l'entrée des données 
- le choix entre plusieurs choix d'action 
- les sorties de résultats 
Modules de gestion des données 
Ces modules servent à rechercher ou à mémoriser les informa-
tions sur fichier. 
Bibliothèque : Cette bibliothèque, bien qu'elle n'existera pas dans 
notre outil, serait utile à mettre en place ultérieurement. 
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2.3.5 Exploitation 
Le programme, écrit en FORTRAN IV, est implanté sur VAX/vms. Il 
nécessite une taille de 205 blocs soit environ 100 K-octets. 
Son exploitation courante s'appuie sur deux fichiers : 
- un fichier séquentiel (RCARTE) 
usage : ce fichier sert, lorsque le projet est nouveau, à 
enregistrer des informations de base qu'il serait lassant 
d'introduire conversationnellement à l'écran. 
Il contient - le tableau de precedence des tâches 
- la durée des tâches 
- les jours ouvrables des tâches 
- le code et le libellé des tâches. 
- un fichier à accès direct (PERTBASE) 
Ce fichier mémorise, pour un projet donné, les informations 
contenues dans le fichier séquentiel ainsi que celles 
introduites lors de l'utilisation du programme. Il sera le seul 
fichier pour tout projet mémorisé. Les fonctions d'utilisation 
de ce fichier ont été donné à la page 99. 
L'exploitation du programme peut être représentée par la figure 
suivante : 
Sortie BENSON 
La procédure consiste à définir les fichier utilisés et leur mode 
d'organisation, et à faire l'édition des liens entre les programmes avec 
les bibliothèques (BENSON, TEKTRONIX). 
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CONCLUSION : 
Les ordonnancements ont suscité ces dernières années de nombreuses recherches 
théoriques et pratiques. Les méthodes susceptibles de trouver leur application 
dans le domaine du bâtiment ont été exposées dans la première partie de ce 
travail. 
Concernant le problème central d'ordonnancement, nous avons insisté sur la 
distinction entre durée d'exécution et contraintes. 
Pour les problèmes cumulatifs, nous avons présenté le problème de nivellement 
et le róbleme de lissage. La prise en compte simultanée de ces deux aspects 
reste encore à développer sur le plan théorique, pour la rendre applicable pour 
des projets réels. 
Les problèmes de réduction de délais ou de coûts de projets supposent la 
connaissance de la fonction durée/coût qui n'est pas bien connue par les 
entreprises; ils trouvent peu d'application dans la pratique. 
La deuxième partie de ce travail a été orientée vers la connaissance des 
contraintes que rencontrent les entreprises et leur intégration dans un outil 
informatique. 
On se rend compte, à travers nos enquêtes notamment, que les besoins de celles-
ci ne résident pas dans l'application de méthodes d'ordonnancement d'une 
certaine complexité mathématique, mais en la prise en considération correcte 
des problèmes de gestion de projets rencontrés. 
Ainsi, l'actualisation des projets, le contrôle d'utilisation de ressources, ou 
l'établissement de situations mensuelles, dont l'influence sur le contrôle 
budgétaire est très importante, sont des problèmes qui devraient susciter des 
recherches pour leur prise en compte systématique dans les problèmes 
d'ordonnancement en vue de parvenir à une meilleure opérationnalité des 
entreprises. 
L'étude que nous avons menée a consisté en la prise en compte d'une manière 
intégrée de ces problèmes. Ainsi nous avons considéré que le contrôle 
d'utilisation des ressources ne doit pas rester global pour un projet donné, 
mais aller jusqu'au niveau des tâches, le résultat de ces contrôles devant 
servir à perfectionner les connaissances sur les données des ressources et sur 
les études de prix. 
L'établissement des paiements mensuels devra également être obtenu directement 
à partir de la définition des tâches et des avancements de travaux. 
Le recalage de projets devra être considéré comme une phase normale, à cause de 
la difficulté de prendre en compte l'ensemble des paramètres. 
L'utilisation de concepts pouvant être fondamentaux, tels que la codification 
des tâches, est une des premières étapes à respecter pour parvenir à 
l'amélioration de gestion de chantiers. 
Les documents graphiques restent pour les réalisateurs des supports 
indispensables; nous avons étudié les principaux d'entre eux. 
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Le logiciel que nous avons réalisé à partir de l'analyse des contraintes 
relatives aux problèmes d'ordonnancement doit être considéré comme un 
prototype. Des développements restent à réaliser pour rendre ce logiciel plus 
évolué à l'usage des PME et des PMI. Ces développements consistent 
essentiellement à l'amélioration de la version dialogue et des entrées/sorties. 
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A N N E X E 1 
I n c e r t i t u d e sur la durée d'une tâche 
i 

INCERTITUDE SUR LA DUREE D'UNE TACHE 
Certaines études d'ordonnancement sont faites par des méthodes 
déterministes, d'autres essaient de tenir compte de l'aléatoire dans les tâches 
faisant intervenir trois grandeurs : le temps minimum, le temps maximum, le 
temps le plus probable. 
Beaucoup d'études ont été consacrées à l'étude de l'aléatoire dans le 
domaine PERT. A l'origine, quand les chercheurs américains ont essayé de 
décrire la durée aléatoire "d" d'une activité pour laquelle on ne possédait 
aucune statistique préalable, ils ont pensé faire appel à une distribution de 
fréquence f(d) dotée des propriétés suivantes : 
. A une valeur de d correspond une valeur et une seule f(d) 
. La probabilité que l'activité demande un temps inférieur h un temps dit 
"optimiste" a est nulle 
. La probabilité que l'activité demande un tempB supérieur h un tempo dit 
"pessimiste" b est nulle 
. Il existe un temps dit "le plus probable" m, qui correspond au mode , 
supposé unique de la distribution 
. L'étendue entre le minimum a et le maximum b est censé représenter 6 
écarts-types de la distribution. 
Autrement dit (f= b - a (1) 
6 
Il existe une distribution classique qui répond à ces conditions : c'est 
la distribution Bêta à 4 paramètres a, b, p, q dont la densité de probabilité 
est donnée par : 
f(d) = 
(d - a) (b - d) 1 (2) 
(b - a)" 1' 1 fe(p+l,q+l) P 
1
 . 1 
avec (l(p+l,q+l) = \ x1 (1-x) dx 
La fonction est elle-même liée h la fonction Gamma 
par la relation 
P(p+1) = x V dx 
)o 
B(p+l,q+l) = J^B±UijLg+l) 
(p+q+2) 
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La plupart des études, plutôt que de prendre dans les calculs une 
distribution de ce type, se contentent de conserver une approximation de la 
moyenne donnée par : 
v = a + 4m + b 
6 
(5) 
et l'écart type donné par (1). 
A. BATTERSBY (19) montre, par ailleurs, que (5) est vraie seulement quand 
la distribution est symétrique. E. VENTURA (31) propose de conserver l'idée du 
temps optimiste et du temps pessimiste, mais 
- soit à admettre une distribution uniforme du temps entre a et b (dans ce cas 
(5) est vérifié) 
- soit si l'on a des raisons d'admettre une valeur privilégiée (mode), 
d'admettre certaines distributions telles que triangulaires ou à 3 grandeurs 
notamment (ce sont des transformations des distributions triangulaires), 
T^IT" 
i \ 
J 1 
m 
3.P. MELIN (49) propose une méthode approchée, pour le calcul du maximum de 
plusieurs variables aléatoires qui s'appuie sur une distribution de probabilité 
dérivée de la distribution 
En posant p + l=/j et q + 1 = ç , la distribution f(d) (2) devient : 
f(d) = 
1 (d - a)' (b - d T 
r 
- ^ t 5 -
pour d £ jî,b 
(i(u, ) (b - a) 
f(d) = 0 pour d fa.b"], u, > 0 
En prenant a = 0, b = T et un cas particulier de la fonction ß : ç = 1, 
il obtient une distribution : 
jd - à 
f(d) = . pour t e | 0 , T ] 
T' 
f(d) = 0 pour d f- fo.T-] 
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Les n variables aléatoires d¿ ont été ordonnées auparavant en fonction de 
leur paramètre lt , c'est à dire que li <; T ^ ... £ T„ 
n 
ce qui entraîne lm = Max ft 
i = l 
La valeur de l'espérance mathématique (encore appelée durée moyenne) est 
alors : 
ov 
E(X) = U £«. + V" .W^L _y.c*i 
iiais l'hypothèse d'indépendance des tâches n'est dans le cas général pas 
vérifiée, d'où les problèmes d'application de cette formule. Un exemple de non 
indépendance est donnée par l'exemple suivant : 
La détermination de la durée totale du 
sommet 4 sera le maximum des durées : 
- du chemin 1, 2, 4 
( 1,3 
- du maximum ) + (3,4) 
|_1,2,3 
Le chemin 1,2 intervient deux fois, ce qui est contraire à l'indépendance 
des variables. 
Compte tenu que les hypothèses faites sur la nature de distribution ont 
leur fondement incertain, leur application ne ferait qu'augmenter le volume de 
traitement sans amélioration des résultats. C'est pourquoi nous avons employé 
la méthode déterministe. 
Cette méthode donne des résultats systématiquement sous-estimés. Soit, en 
effet, le graphe suivant : 
- < 3 ) — • 
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Si d„ représente la durée de la tâche i, la durée d'exécution X de 
l'ensemble est : 
n 
X - Max du 
i = l 
Les méthodes déterministes considèrent la durée moyenne de chaque tâche et 
prennent pour durée maximum la durée moyenne la plus grande : 
n 
Max E(d. ) 
i=l 
Par contre la valeur recherchée est la valeur moyenne du maximum qui peut 
se noter : 
n 
E(Max d.) 
i=l 
Or, en général, cette dernière valeur est supérieure à la première. 
Nous noterons enfin que certains auteurs appliquent les concepts flous 
tels que H. PRADE (28), (30) quand les données, notamment sur les durées, sont 
incertaines. L'ouvrage de A. KAUFFMANN (42) expose la théorie des sous-ensem-
bles flous. 
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A N N E X E 2 
Rappels sur les procédures par séparation et évaluation 

RAPPELS SUR LES PROCEDURES PAR SEPARATION ET EVALUATION 
Soit un ensemble et H :n- —-* iR une fonction dite fonction économique, h 
minimiser lorsqu'on ne connaît pas d'algorithme assez rapide donnant un optimum 
u/* (H (••"*) ^ H(*)tf*£ ^  ), il peut être intéressant, selon le cas, d'envisager 
une procédure par séparation et évaluation. Une telle procédure consiste en une 
suite de découpages, de partitionnements de plus en plus fins de n. , et se 
représente commodément par une arborescence. 
D'une façon plus précise, la racine de l'arbre représenter. On commence 
par partitionner en un certain nombre de sous-ensembles, soit si„ , JK , ... ,zñ/¡. 
Ceci équivaut à scinder la racine - sommet n° 1 de l'arbre - en n^ sommets de 
numéros 2,3,..., (nA + 1), représentant respectivement a., , ... , ^ , M 
V 
-i\ . . . . 
Ensemble -J^  
Cette phase 1 s'appelle phase de séparation. 
La phase 2 est la phase d'évaluation : en chaque .'!,_'(i=l, ... ,n ), on 
calcule, par une méthode quelconque, un minorant h(i + 1) de la restriction W/A 
de H à .1i , valeur qui sera attachée au sommet (i + 1). Par définition : 
V.€ (l,n,),V«.£/v:, h(i + 1) $ H(w) 
Eventuellement, si l'on connaît déjà la valeur de H en certains points de 
vju'> , . .., v* p de ^ , on garde le meilleur de ces points, c'est h dire celui qui 
attribue A H la plus petite valeur; notons le w". La phase d'élimination 
consiste alors ?i éliminer tout sommet i tel que : 
h(i + 1) > H(*) 
Cette inégalité implique en effet que JXt ne peut contenirw*, et qu'il 
doit être éliminé. 
vA' : meilleur élément de connu jusgu'alors 
plus petite valeur connue pour H : H = H(<*0 
2 
h(2)<H h(n +1)¿H 
_i 
- 1 
KAPPLLS SüK LLS PRUCLDUHLS PAR Sl.PARA I j Uf\i LI LVALUAIIUM 
Après la phase d'élimination, un sommet pendant non éliminé est appelé sommet 
explorable. Chaque sommet explorable représente une partie de A- encore 
susceptible de renfermer un optimum w*, etw* appartient nécessairement a l'une 
de ces parties. La phase 4 est la phase de sélection du sommet à explorer; pour 
ce faire, il existe plusieurs méthodes : P.S.t.P. (procédure par séparation et 
évaluation pruyres:-; i-.-e) ou P.ii.t , S, (procedure par séparation et évaluation 
séquentielle). 
Pour le procédure S.L.P., on adopte la règle suivante : "Le sommet i ;• 
explorer est, parmi les sommets i explorables, le premier donnant à h la plus 
petite valeur. 
C'est le sommet qui, a priori, h cette étape, a le plus de chances de 
contenir*3 *. 
Une fois choisi ic , représentant/!. ( ic - 1), on est b l'étape suivante : 
on scinde (i0 - 1) en J\,*,r^, . .. ,JV , etc.... 
A n'importe quelle étape, dès qu'une partie /i^ - représenté*par le sommet 
(k + 1) - est rt3duite ,i un point, soitw , on calcule H(i*<) et on le compare 
M = Hi'*'), la plus petite valeur connue jusqu'alors pour H. (k + 1) est alors un 
sommet terminal : 
1°) Si H(w) > H(»>), on est sûr que w ne peut être optimal, et on se conten-
te de l'éliminer; 
2°) Si H(w) ^  H = H(w), ^ est meilleur queX5", on remplace alors U'paru,etc.; 
3°) Si, condition plus forte que 2°, H(*») est inférieur (<) à h(i) pour 
tout sommet explorable, alors w est optimal, et on pose *> * = <*. 
Lxemple formel pour minimiser H : JX, —*.iR. 
Ltape 1 : 
jx, est représenté par le sommet 1, racine de l'arborescence 
phase 1 : on découpe A-en 5 parties JV,, .., Jt^ - , ce qui équivaut l 
"scinder" le sommet en les cinq sommets 2, 3, ..., 6 
phase 2 : l'évaluation donne les minorants suivants de H SUTJX, , ...,jx^ 
h(2) = 3, h(3) = 7, h(4) = 2, h(5) = ï>, h(6) = 4 
phase 3 : (elimination néant) 
phase 4 : 1 e sommet ñ explorer est 4, représentant w 
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l a p e /. 
phase 1 : nu découpe _aienjx£, JI¿ } ->v v , Ji¿ , ce qui scinde le sommet 4 en 
les sommet s 7, t, v 
phase 2 (évaluation) : h(7) r 4, h(B) = 3, h(c>) = lb 
De plus -a6est réduit a un point Ji , H = ll(w) = h(7) = 6; 7 est 
un sommet terminal. 
piiase 3 (élimination; : sommet 3 et i éliminés, car h(3) = 7 > Il et. 
h(1;) . IL ^  IT 
piiase 4 : l e .sommet .. explorer est 2, r e p r é s e n t a n t e . 
t tape i : 
pnase i : -<l1est découpe en A ^ , A^.. , A < ( , JV<2_. Le sommet 2 est scindé en 
les sommets 11;, il, 12, 13 
phase :-. (évaluation) : h(lL>) = 6, h(Jl) = 4, ti(12) = 7, h(13) = 3. De plus 
ri est réduit \ un point : A,„ = S d\ 
HC'«') = h( 11) = 4. Donc, v* est meilleur que ^  ; on remplace alors 
w par'-*- , ce qui donne a II la valeur 4, meilleure que l'ancienne 
valeur 6. 
phase 3 (,el im mat ion) : on élimine les sommets 3, 7, l(i, 12 et 15, qui 
donnent h des valeurs strictement supérieures a 4. Les sommets 
explorab1 es .• cette étape sont alors : 
(J, car h(t>) - 4 <; H 
é, car h(ü) = 5 ^  li 
pnase 4 (selection) : le sommet à explorer est ¡I 
étape 4 : 
phase 1 : jT-^ est oecuupé en .A„S , A W , ^x, . . Le sommet, ti donne les sommets 
! 14, 13 et 16 
phase 2 (évaluation) : h(14) = 3, h(13) = 6, h(16) = 4 
phase 3 (élimination; : on élimine les sommets 14 et 13. il reste en cours 
les sommets 6 et 16. il se trouve (|iie A , S , représenté par le 
sommet 16, est réduit :, un point : -^s ~\ "" ! * ^ ¿ donnant \ 
la (onction économique H la même valeur 4 sont jusqu'alors les 
meilleurs éléments connus de^v • 
phase 4 (sélection) : 6 est le sommet 3 explorer. 
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Etape 5 : 
phase 1 : A ¿est découpé en
 0i , jt . Le sommet 6 donne les sommets 17 et 
18. M 
phase 2 (évaluation) : h(17) = 5, h(18) = 6 
phase 3 (élimination) : sommet 17 et 18 éliminés. Tl ne reste plus de som-
mets explorables. 
-^  
fin de la procédure. Deux valeurs optimales : w et * 
Remarque : 
a) on est sûr que w et ^  sont les seules valeurs optimales. Si l'on voulait 
se contenter du premier optimum rencontré, on aurait pu s'arrêter h la fin 
de l'étape 4, où le seul sommet encore en cause, le sommet 6, donnait h h 
la valeur 4, égale à H(¿) et à H(û), on était donc sûr, puisque l'explora-
tion d'un sommet ne peut que faire augmenter h, que -asne pouvait contenir 
aucun élément strictement meilleur que î/ et ¿ . Donc on aurait pu poser 
h la fin de l'étape 5 : w* = w . 
b) Par contre, on n'aurait pas su le faire h la fin de l'étape 3, puisque 
H(« ) = 4, et qu'il restait un sommet encore non exploré, le sommet 8, 
donnant à h la valeur 3 < 4, donc susceptible a priori de mener h un 
élément strictement meilleur que w . 
c) En bref : 
- Fin de l'étape 3 : on connaît«/, mais on n'est pas sûr de son 
optimalité, puisqu'il reste en cause le sommet 8 vérifiant : 
h(8) = 3 < H(i) = 4 
- Fin de l'étape 4 : on est sûr que et sont les valeurs optimales, 
puisque seul reste en cause le sommet 6 et que h(6) = H(<*) = H(^). On 
peut poser <->-: * = * . 
Cependant si l'on veut exhiber toutes les valeurs optimales, il faut 
explorer le sommet 6. 
- F in de l'étape 5 : on est sûr que et sont les seules valeurs 
optimales. 
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Evolution de l'arborescence, étape par étape 
/ 
; i 
lh=7 
4 
h = 2 
bommels en cours : 2, 3, 4, 1J, 6 
bommet ;• explorer : 4 
L I M P L 2 
NL. 
3 
h = b 
^i_ 
! b 
¡h = 4 
2 
h = 3 
/ = sommet, terminal : Il = 6 — ) 3 et y éliminés 
Sommets en cours : 2, 4, 5, 6, fa 
bommet .¡ explorer : 2 
RAPPLLS SUR LLS PROCEDURES PAR SLPAHAl 1U\ t. I LVALUAMOK 
UAPE i 
11 = sommet terminal : H = 4 —>sommets 5, 1Û, 12 et 13 elimines 
Sommets en cours : 6 ; t^ tí 
bommet <i explorer : b 
E1APL 4 
Ou" 
i6 = sommet terminal : H = 4 —> sommets 14 et 15 éliminés. Seul reste en 
uu» se 6. H(6) - 4 - H = h(16) = h(ll). Comme 11 et 16 sont deux sommets 
terminaux, on est déj i sûr qu'ils représentent deux valeurs optimales. 
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H; = 4 ~>Sommets 17 et 18 éliminés. 11 ne reste plus aucun sommet 
explorable. 
11 y a seulement 2 solutions optimales représentées par les sommets termi-
naux 11 et 16. 
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A N N E X E 3 
Comparaison des critères de choix de l'étude de David PATTERSON 
COMPARAISON DE5 CRITERES DE CHOIX DE L 'ETUDE DE DAVID PATTERSON 
% moyen d'augmen-
tation par rapport 
h l'optimum 
Nombre de fois où 
le critère obtient 
l'optimum 
c r 
MT 
5,6 
24 
i t e r e s d 
RSM 
6,8 
12 
FA 
6,7 
17 
e c h o i x 
RAN 
11,4 
4 
GRU 
13,1 
2 
r e t e n u s 
GRD MINDUR 
13,1 15,3 
— - - - - • ' -
11 1 
RSM 
RAN 
GRU 
GRD 
MTNDUR 
d; ' minimum avec d- = max(o, (F0)j - (DA)j), j £ T ^ 
rang de la tâche 
utilisation de la ressource maximum 
produit de la ressource par la durée maximum 
durée minimale 
A N N E X E I V 
Problèmes d ' a t e l i e r 

Les problèmes d'atelier apparaissent dans le contexte industriel, 
cependant il n'est pas rare que des entreprises de bâtiment utilisent des 
ateliers intégrés dans leur projet. Aussi, allons-nous faire un survol de ces 
problèmes et présenter un cas de résolution. 
Classification 
On distingue dans la littérature différentes catégories de problèmes selon 
les contraintes imposées aux tâches. Dans les problèmes d'atelier, une 
tâche (Job) correspond au passage d'une pièce sur une machine. Les énoncés 
académiques peuvent être résumés ainsi : 
a) Le "n/m flow-shop" 
Il est supposé que chacune des tâches utilise l'ensemble de M 
machines dans le même ordre. Il existe trois types principaux 
d'algorithmes pour le "flow-shop" : 
- les algorithmes "branch and bound" 
- les méthodes d'élimination : trouver un critère pour éliminer la 
plupart des permutations envisageables 
- des heuristiques spécifiques. 
Notons qu'il existe un algorithme optimal dont la durée d'exécution 
ne croît que polynomialement avec la taille du problème dû à S.M. 
JOHNSON pour la minimisation de la durée totale pour le cas M = 2. 
Théorème de JOHNSON (39) : Dans le cas où M = 2, un job devant passer 
un temps d< sur la machine 1, d^ sur la machine 2, un ordonnancement 
optimal sera obtenu en adoptant la règle suivante : 
Règle : le job j devra précéder le job 1 sur les 2 machines si 
min(d ,d« ) <: min(d ,d„ ) 
Cette règle définit un ordre optimal sur l'ensemble des tâches. 
b) Le "n/m job-shop" 
L'ordre reste imposé, mais peut différer selon les pièces. La 
modélisation par graphe conjonctif, formulée par B. ROY (1) a été 
souvent utilisée pour servir de base h des procédures par séparation 
et évaluation. 
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c) Le "n/m open-shop" 
Aucun ordre n'est imposé. 
d) les problèmes à une machine 
Leur énoncé correspond généralement à celui du "n/1 job-shop", avec 
éventuellement quelques variantes. 
Notons deux cas où la solution est formulée par théorème. 
Exemple 1 : En posant 
d.* = durée du job j 
(DO)^ = sa date de début au plus tôt 
(DA), = sa date de début au plus tard 
C^ =c!ate effective de fin du job j 
l'objectif est de minimiser : 
ï ™ . » , - tria x)T,. f ou ¡ - max)0,C -d^ [ 
Dans le cas statique, la solution est fournie par le théorème de 
JACKSON (40). 
ihéorème de JACKSON : On obtient la solution optimale du problème de 
l'exemple 1 en ordonnant les tâches j suivant l'ordre des (DA) 
croissants. 
Exemple 2 : Etant donné n tâches i = 1, ..., n, de durée dt , soit p^ 
le poids affecté à la tâche i. Déterminer la séquence des tâches sur 
une machine de façon à minimiser /—p^tjoù tt est la date où la tâche i 
est terminée. i=l,n 
Dans ce cas, on a : 
Théorème de SMITH (2) : On o b t i e n t l a s o l u t i o n opt imale du problème 
de l 'exemple 2 en ordonnant l es tâches i suivant l ' o r d r e des d . 
c r o i s s a n t s . p 
On notera que l 'exemple 1 e t l 'exemple 2 sont des var ian tes du 
problème du voyageur de commerce (on cherche un chemin hamiltonéen 
qui minimise une aut re f onc t i on économique que l a longueur t o t a l e du 
chemin). 
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