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Abstract
Invariance entropy measures the minimal information rate neces-
sary to render a subset of the state space of a continuous-time control
system invariant. In the present paper, we derive upper and lower
bounds for the invariance entropy of control systems on smooth man-
ifolds, using differential-geometric tools. As an example, we compute
these bounds explicitly for projected bilinear control systems on the
unit sphere.
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1 Introduction
In [9], Nair, Evans, Mareels, and Moran introduced topological feedback en-
tropy as a measure of the inherent rate at which a discrete-time control
system generates stability information. They proved that the infimal data
rate necessary to stabilize the control system into a compact subset of the
state space is exactly given by that measure. For continuous-time systems
on Euclidean space the notion of invariance entropy was established for the
same purpose in [3]. Here, a connection to data rates can be found in the
PhD thesis [8]. In the present paper, we show that the concept of invariance
entropy can be extended naturally to control systems on arbitrary smooth
manifolds. We further derive upper and lower bounds, which can be com-
puted directly from the right-hand side of the system, and which generalize
the estimates given in Theorem 4.1 and Theorem 4.2 of [3].
∗This work was supported by DFG grant Co 124/17-1 within DFG priority program
1305.
†AMS Subject Classification 34C40, 93C15, 94A17
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Consider a smooth manifold M , endowed with a metric d (not necessarily a
Riemannian distance), and a control system
x˙(t) = F (x(t), u(t)), u ∈ U ,
on M with a smooth right-hand side F : M × Rm → TM and L∞-controls
taking values in a compact control range U ⊂ Rm. Let the unique solution
to the initial value problem x(0) = x0 for the control function u be denoted
by ϕ(·, x0, u). Let K,Q ⊂ M be compact sets with K ⊂ Q and Q being
controlled invariant. Then the invariance entropy hinv(K,Q) is defined as
follows: For each T, ε > 0 a set S ⊂ U is called (T, ε,K,Q)-spanning set if
for all x ∈ K there is u ∈ S with infy∈Q d(ϕ(t, x, u), y) < ε for all t ∈ [0, T ].
The minimal cardinality of such a set is denoted by rinv(T, ε,K,Q) and
hinv(K,Q) := lim
ε↘0
lim sup
T→∞
1
T
ln rinv(T, ε,K,Q).
It is easy to see that the limit in the definition above exists and that
hinv(K,Q) does not depend on the metric d.
The first main theorem of the present paper, Theorem 12, yields the fol-
lowing upper bound for hinv(K,Q), depending on a Riemannian metric g
imposed on M :
hinv(K,Q) ≤ max
{
0, max
(x,u)∈Q×U
λmax(S∇Fu(x))
}
· dimB(K). (1)
Here S∇Fu denotes the symmetrized covariant derivative of the vector field
Fu(·) = F (·, u), λmax(·) is the maximal eigenvalue, and dimB(K) the upper
box dimension (or fractal dimension) of the setK. In order to obtain uniform
Lipschitz constants on Q for the solution maps ϕ(t, ·, u), the proof uses the
Wazewski Inequality
‖Dϕt,u(x)‖ ≤ exp
(∫ t
0
λmax(S∇Fu(s)(ϕ(s, x, u)))ds
)
,
which serves as a substitute for the Gronwall Lemma, used in the proof
of Theorem 4.2 in [3] (the Euclidean version of Theorem 12). Apart from
that, the main arguments are similar. We like to note that an analogous
inequality for the topological entropy of a flow ϕ on a smooth manifold M ,
induced by a differential equation x˙ = f(x), was proved by A. Noack in her
PhD thesis [10], namely
htop(ϕ|K) ≤ max
{
0,max
x∈K
λmax(S∇f(x))
}
· dimB(K),
where K ⊂M is a ϕ-invariant compact set, and dimB(K) denotes the lower
box dimension of K. The proof of that inequality is primarily based on
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an estimate of the topological entropy of maps (proved by Noack), which
generalizes an earlier estimate of Ito [7]. Similar estimates for the topological
entropy of a flow can be found in [1] and [2].
Our second main theorem, Theorem 14, yields a lower bound on hinv(K,Q)
depending on a volume form ω on M , namely
hinv(K,Q) ≥ max
{
0, min
(x,u)∈Q×U
divω Fu(x)
}
, (2)
where divω denotes the divergence with respect to ω. Here we need the
additional assumption of K having positive volume. The proof is essentially
based on the same arguments as the proof of Theorem 4.1 in [3], but uses a
more general version of the Liouville Formula.
The present paper is organized as follows. In Section 2, we introduce nota-
tion and collect some facts on manifolds, upper box dimension and control
systems. Section 5 introduces the concept of invariance entropy for control
systems on smooth manifolds. Section 8 provides proofs of the Wazewski
Inequality and the Liouville Formula. The main results, Theorem 12 and
Theorem 14, and two corollaries are formulated and proved in Section 11.
Finally, in Section 18, we compute the bounds (1) and (2) for projected
bilinear systems on the unit sphere explicitly.
2 Notation and Preliminaries
2.1 Notation
By N, R, R+0 , Rd, and Rd×d we denote the standard sets. If (X, d) is a
metric space, we write clA for the topological closure of a set A ⊂ X. The
ε-ball around x ∈ X is denoted by Bε(x). The ε-neighborhood Nε(Q) of
a set Q ⊂ X is the union of all ε-balls centered at points in Q. By 〈·, ·〉
we denote the standard Euclidean scalar product on Rd. If F is a linear
mapping between Euclidean spaces, ‖F‖ denotes its operator norm, and
F ∗ its adjoint (if the spaces have the same dimension). By λmax(F ) we
denote the maximal eigenvalue of a self-adjoint endomorphism F . By I we
denote the identity matrix. We write Sym(d,R) for the space of all real
symmetric d× d-matrices. The transposed of a matrix A is denoted by AT ,
its trace by trA. We write (v1| · · · |vd) for the d × d-matrix whose columns
are v1, . . . , vd ∈ Rd. For any real number r ∈ R we let brc denote the integer
part of r, i.e., the greatest integer less than or equal to r.
The term “smooth” always stands for C∞. By a smooth manifold we mean a
connected, finite-dimensional, second-countable, topological Hausdorff man-
ifold endowed with a smooth differentiable structure. TM denotes the tan-
gent bundle of the manifold M , TxM is the tangent space at x ∈ M . For
the derivative of a smooth mapping f (between manifolds) at the point x we
write Df(x). A diffeomorphism (between manifolds) is a smooth invertible
3
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map with smooth inverse. The set of smooth vector fields on a manifold M
is denoted by X (M). A Riemannian manifold (M, g) is a smooth manifold
M endowed with a smooth Riemannian metric g. For the Levi-Civita con-
nection associated with g we write ∇. A chart of a smooth d-dimensional
manifold M is a pair (φ, V ) such that V ⊂M is an open set and φ is a dif-
feomorphism from V onto an open subset of Rd. The basis of TxM , x ∈ V ,
associated with the chart (φ, V ), is denoted by ∂1φx, . . . , ∂dφx. If α : M → R
is a smooth function, we write
∂α
∂φi
(x) := ∂i(α ◦ φ−1)(φ(x)),
where ∂i is the partial derivative by the i-th argument. For the components
of a Riemannian metric g and for the associated Christoffel symbols we use
the standard notations, gij and Γkij . As usual, the components of the inverse
of (gij) are denoted by gij . If f ∈ X (M), we write Lf for the Lie derivative
along f . If ϕ : M → N is a diffeomorphism and ω is a volume form on
N , we write ϕ∗ω for the pullback of ω via ϕ, i.e., (ϕ∗ω)(x)(v1, . . . , vd) =
ω(ϕ(x))(Dϕ(x)v1, . . . , Dϕ(x)vd) for all x ∈ M and v1, . . . , vd ∈ TxM . In
local formulas we do not use Einstein summation convention, but we omit
the range of the indices, which always run from 1 to d, the dimension of the
manifold.
2.2 Manifolds
Let (M, g) be a Riemannian manifold of dimension d and let f ∈ X (M).
Then the covariant derivative ∇f(x) of f at x ∈M is a linear endomorphism
of the tangent space TxM , locally—with respect to a chart (φ, V )—given by
∇f(·)v = ∇vf(·) =
∑
i,k
∂fk
∂φi
+
∑
j
Γkijf
j
 vi∂kφ. (3)
The symmetrized covariant derivative of f at x is the self-adjoint endomor-
phism S∇f(x) := 12 [∇f(x) + ∇f(x)∗]. In local coordinates, we can view
S∇f(·) as a matrix (sµν(·)) whose entries satisfy
2sµν =
∂fµ
∂φν
+
∑
θ,κ
gµθ
∂fκ
∂φθ
gκν +
∑
i,l
f igµl
∂gνl
∂φi
. (4)
Let (M,ω) be a volume manifold, i.e., M is an orientable smooth manifold
and ω is a smooth volume form on M . Then for a smooth map ϕ : M →M
the determinant of Dϕ(x) : TxM → Tϕ(x)M with respect to ω is defined by
(ϕ∗ω)(x) = detωDϕ(x) · ω(x).
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The divergence of f ∈ X (M) at x is defined by the equation
(Lfω)(x) = divω f(x) · ω(x).
If α : M → R is a smooth and nowhere vanishing function, then also α · ω
is a volume form on M and
divα·ω f = divω f +
Lfα
α
. (5)
The Borel measure on M , induced by ω, is denoted by µω. Let ϕ : M → R
be an integrable function with respect to the integral induced by µω, and
let g : M →M be a diffeomorphism. Then the transformation rule holds:∫
g(A)
ϕ(x)dµω(x) =
∫
A
ϕ(g(y)) · | detωDg(y)|dµω(y). (6)
2.3 Upper Box Dimension
Next, we recall the definition of upper box dimension (cf. [1, Def. 2.2.1]): For
a totally bounded subset Z of a metric space the minimal number of ε-balls
needed to cover Z is denoted by N(ε, Z), and the upper box dimension (or
fractal dimension) of Z is given by
dimB(Z) := lim sup
ε↘0
lnN(ε, Z)
ln(1/ε)
.
The upper box dimension of a compact subset Z of a d-dimensional Rie-
mannian manifold is at most d and if Z has nonvoid interior, it equals d.
The following lemma shows that the upper box dimension of a set Z does
not depend on the space it is embedded in.
Lemma 3 Let (X, d) be a metric space and Z ⊂ X a totally bounded set.
Let dimB(Z;X) denote the upper box dimension of Z as a subspace of (X, d)
and dimB(Z;Z) the upper box dimension of Z as a subspace of (Z, d). Then
dimB(Z;X) = dimB(Z;Z).
Proof: By N(ε, Z;X) (N(ε, Z;Z)) we denote the minimal cardinality of
a covering of Z with ε-balls in X (in Z). For given ε > 0 let B =
{Bε(x1), . . . , Bε(xn)}, xi ∈ X, be a minimal covering of Z with ε-balls in
X, i.e., in particular n = N(ε, Z;X). Then for every i ∈ {1, . . . , n} there
exists some zi ∈ Bε(xi) ∩ Z, since otherwise B would not be minimal. Let
B˜ := {B2ε(z1), . . . , B2ε(zn)}. Now take an arbitrary point z ∈ Z. Then
there exists i ∈ {1, . . . , n} with d(z, xi) < ε. It follows that
d(z, zi) ≤ d(z, xi) + d(xi, zi) < ε+ ε = 2ε.
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Hence, B˜ is a covering of Z consisting of n balls in Z of radius 2ε. This
implies
N(2ε, Z;X) ≤ N(2ε, Z;Z) ≤ N(ε, Z;X).
Hence, for all ε ∈ (0, 1) it holds that
lnN(2ε, Z;X)
ln(1/ε)
≤ lnN(2ε, Z;Z)
ln(1/ε)
≤ lnN(ε, Z;X)
ln(1/ε)
.
Using that ln(1/ε) = ln(2) + ln(1/(2ε)) we obtain
lim sup
ε↘0
lnN(2ε, Z;X)
ln(2) + ln(1/(2ε))
≤ lim sup
ε↘0
lnN(2ε, Z;Z)
ln(2) + ln(1/(2ε))
≤ dimB(Z;X).
Since
lnN(2ε, Z;X)
ln(2) + ln(1/(2ε))
=
ln(1/(2ε))
ln(2) + ln(1/(2ε))︸ ︷︷ ︸
→1 for ε→0
· lnN(2ε, Z;X)
ln(1/(2ε))
,
we obtain dimB(Z;X) ≤ dimB(Z;Z) ≤ dimB(Z;X). 
3.1 Control Systems
Let M be a d-dimensional smooth manifold. By a control system on M we
understand a family
x˙(t) = F (x(t), u(t)), u ∈ U , (7)
of ordinary differential equations, with a right-hand side F : M×Rm → TM
satisfying Fu := F (·, u) ∈ X (M) for all u ∈ Rm. For simplicity, we assume
that F is smooth. (Indeed, for our purposes it would be sufficient to assume
that F is continuous and each local representation of F is of class C1 it its
first variable). The family U of admissible control functions is given by
U = {u : R→ Rm : u measurable and u(t) ∈ U a.e.}
with a compact control range U ⊂ Rm. Smoothness of F in the first argu-
ment guarantees that for each control function u ∈ U and each initial value
x ∈ M there exists a unique solution ϕ(·, x, u) satisfying ϕ(0, x, u) = x,
defined on an open interval containing t = 0. Note that in general ϕ(·, x, u)
is only a solution in the sense of Carathe´odory, i.e., a locally absolutely
continuous curve satisfying the corresponding differential equation almost
everywhere. (A curve c : I → M is locally absolutely continuous iff α ◦ c is
locally absolutely continuous in the usual sense for every smooth function
α : M → R.) We assume that all such solutions can be extended to the
whole real line. In fact, for the purpose of studying invariance entropy, we
may assume this without loss of generality, since we only consider solutions
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which do not leave a small neighborhood of a compact set. Hence, we obtain
a mapping
ϕ : R×M × U →M, (t, x, u) 7→ ϕ(t, x, u),
satisfying the cocycle property
ϕ(s, ϕ(t, x, u),Θtu) = ϕ(s+ t, x, u) (8)
for all t, s ∈ R, x ∈ M , u ∈ U , where (Θt)t∈R denotes the shift flow on U ,
defined by
(Θtu)(s) ≡ u(t+ s).
Instead of ϕ(t, x, u) we also write ϕt,u(x). Note that smoothness of the
right-hand side F implies smoothness of ϕt,u(·).
Finally, we state a result on the approximation of arbitrary solutions by
solutions corresponding to piecewise constant control functions, which easily
follows from the combination of [6, Theo. 2.20] and [6, Theo. 2.24].
Proposition 4 Consider control system (7), let (x0, u0) ∈ M × U and
T > 0. Then for every ε > 0 there exist δ > 0 and a piecewise constant
control function u ∈ U such that d(x, x0) < δ implies
d (ϕ(t, x, u), ϕ(t, x0, u0)) ≤ ε for all t ∈ [0, T ].
5 Invariance Entropy
Consider control system (7), and let d be a metric on M compatible with the
given topology. Let K,Q ⊂ M be compact sets with K ⊂ Q, and assume
that Q is controlled invariant, i.e., for every x ∈ Q there is u ∈ U such
that ϕ(t, x, u) ∈ Q for all t ≥ 0. For given T, ε > 0 a set S ⊂ U of control
functions is called (T, ε,K,Q)-spanning if for all x ∈ K there exists u ∈ S
with ϕ(t, x, u) ∈ Nε(Q) for all t ∈ [0, T ]. The minimal cardinality of such a
set is denoted by rinv(T, ε,K,Q), and the invariance entropy hinv(K,Q) is
defined as follows:
hinv(ε,K,Q) := lim sup
T→∞
1
T
ln rinv(T, ε,K,Q),
hinv(K,Q) := lim
ε↘0
hinv(ε,K,Q).
The arguments, given in [3], which show finiteness of rinv(T, ε,K,Q) and
existence of the limit in the definition above, naturally apply also to systems
on manifolds; hence, we will not repeat them here. Next, we recall the
definition of strong invariance entropy, introduced in [3] as an auxiliary
quantity, which upper bounds hinv(K,Q): Define the lift Q of Q by
Q := {(x, u) ∈M × U : ϕ(t, x, u) ∈ Q for all t ≥ 0} .
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A subset S+ ⊂ Q is called strongly (T, ε,K,Q)-spanning if for every x ∈ K
there is (y, v) ∈ S+ with
d(ϕ(t, x, v), ϕ(t, y, v)) < ε for all t ∈ [0, T ].
By r+inv(T, ε,K,Q) we denote the minimal cardinality of such a set, and we
define the strong invariance entropy h+inv(K,Q) by
h+inv(ε,K,Q) := lim sup
T→∞
1
T
ln r+inv(T, ε,K,Q),
h+inv(K,Q) := lim
ε↘0
h+inv(ε,K,Q).
It is easy to see that rinv(T, ε,K,Q) ≤ r+inv(T, ε,K,Q) and hence
hinv(ε,K,Q) ≤ h+inv(ε,K,Q),
hinv(K,Q) ≤ h+inv(K,Q).
(9)
For a proof see [3, Prop. 3.2] or [8, Prop. 3.1.3]. We also write hinv(K,Q;F )
or h+inv(K,Q;F ) in order to refer to the system with right-hand side F , if
there are different control systems in consideration.
The following proposition shows that both hinv(K,Q) and h+inv(K,Q) are
independent of the metric imposed on M .
Proposition 6 hinv(K,Q) and h+inv(K,Q) do not depend on the metric.
Proof: Let d′ be another metric on M inducing the given topology. Com-
pactness of Q implies uniform continuity of the identity id : (M,d)→ (M,d′)
on Q, i.e.,
∀ε > 0 : ∃δ > 0 : ∀x ∈ Q : ∀y ∈M : d(x, y) < δ ⇒ d′(x, y) < ε.
Hence, every (T, δ,K,Q)-spanning set with respect to d is (T, ε,K,Q)-
spanning with respect to d′ if δ = δ(ε) is chosen as above, and the same
is true for strongly spanning sets. This implies the assertion. 
The next proposition can be found as Proposition 3.4(iv) in [3] for systems
on Euclidean space. It is clear that the proof also applies to systems on
smooth manifolds and hence we omit it.
Proposition 7 Consider the control systems (7) and
x˙(t) = s · F (x(t), u(t)), u ∈ U , (10)
where s > 0. Let K,Q ⊂ M be compact sets with K ⊂ Q and Q being
controlled invariant with respect to system (7). Then Q is also controlled
invariant with respect to system (10) and it holds that
hinv(ε,K,Q; sF ) = s · hinv(ε,K,Q;F ) for all ε > 0,
hinv(K,Q; sF ) = s · hinv(K,Q;F ).
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8 The Wazewski Inequality and the Liouville For-
mula
In this section, we provide proofs for the Wazewski Inequality and the Li-
ouville Formula. In the first proof, we will use the well-known formula
d
dt
gx(t) (X(t), Y (t)) = gx(t)
(
DX
dt
(t), Y (t)
)
+ gx(t)
(
X(t),
DY
dt
(t)
)
(11)
which holds for vector fieldsX,Y : I → TM along a smooth curve x : I →M
on a Riemannian manifold (M, g), where Ddt denotes the covariant derivative
along x. By an elementary computation in local coordinates it can be proved
that this formula holds almost everywhere on I if x, X and Y are only locally
absolutely continuous.
Proposition 9 Consider control system (7) and let g be a smooth Rie-
mannian metric on M .
(i) For arbitrary (x, u) ∈M × U and v ∈ TxM the curve
cx,u,v : t 7→ Dϕt,u(x)v, cx,u,v : R→ TM,
is locally absolutely continuous and satisfies the Riemannian varia-
tional equation
Dz
dt
(t) = ∇Fu(t)(ϕt,u(x))z(t) (12)
almost everywhere, where Ddt denotes the covariant derivative along the
solution ϕ(·, x, u).
(ii) For all t ≥ 0 the inequality
‖Dϕt,u(x)‖ ≤ exp
(∫ t
0
λmax(S∇Fu(s)(ϕs,u(x)))ds
)
holds.
Proof:
(i) We abbreviate cx,u,v by c and ϕt,u(x) by xt. Let the local expressions
of xt, Fu(t) and c(t) with respect to a chart (φ, V ) be
φ(xt) = (x1(t), . . . , xd(t)), Fu(t)(x) =
∑
i
F it (x)∂iφx,
c(t) =
∑
i
ci(t)∂iφxt .
By (3), the local expression of ∇Fu(t)(x) is given by
∇Fu(t)(x)w =
∑
i,j
∂F it
∂φj
(x)wj∂iφx +
∑
i,j,k
Γkij(x)F
i
t (x)w
j∂kφx.
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From the variational equation for Carathe´odory differential equations
in Euclidean space it follows that c is locally absolutely continuous
with
c˙i(t) =
∑
j
∂F it
∂φj
(xt)cj(t) a.e., i = 1, . . . , d.
Hence, the right-hand side of (12) (with z(t) = c(t)) is (almost every-
where) given by
∑
i,j
∂F it
∂φj
(xt)cj(t)∂iφxt +
∑
i,j,k
Γkij(xt)F
i
t (xt)c
j(t)∂kφxt
= c˙(t) +
∑
i,j,k
Γkij(xt)x˙
i(t)cj(t)∂kφxt .
For the left-hand side we obtain
Dc
dt
(t) =
D
dt
∑
j
cj(t)∂jφxt
 = ∑
j
[
c˙j(t)∂jφxt + c
j(t)
D∂jφxt
dt
(t)
]
= c˙(t) +
∑
j
cj(t) (∇x˙t∂jφ) (xt)
= c˙(t) +
∑
j
cj(t)
(
∇∑
i x˙
i(t)∂iφxt
∂jφ
)
(xt)
= c˙(t) +
∑
i,j
x˙i(t)cj(t)
(∇∂iφxt∂jφ) (xt)
= c˙(t) +
∑
i,j,k
Γkij(xt)x˙
i(t)cj(t)∂kφxt .
This proves assertion (i).
(ii) Let xt :≡ ϕt,u(x) and λ(t) :≡ λmax(S∇Fu(t)(ϕt,u(x))). Let z : R →
TM be a locally absolutely continuous solution of the variational equa-
tion (12). Then for almost all t ∈ R we obtain
d
dt
‖z(t)‖2 = d
dt
gxt(z(t), z(t))
(11)
= gxt
(
Dz
dt
(t), z(t)
)
+ gxt
(
z(t),
Dz
dt
(t)
)
= gxt
(∇Fu(t)(xt)z(t), z(t))+ gxt (z(t),∇Fu(t)(xt)z(t))
= gxt
(∇Fu(t)(xt)z(t), z(t))+ gxt (∇Fu(t)(xt)∗z(t), z(t))
= 2gxt
(
1
2
[∇Fu(t)(xt) +∇Fu(t)(xt)∗] z(t), z(t))
≤ 2λ(t)‖z(t)‖2.
10
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Now we assume that z(t) 6= 0 for all t ≥ 0. This implies for almost all
t ≥ 0
d
dt‖z(t)‖2
‖z(t)‖2 ≤ 2λ(t) ⇒
∫ t
0
d
ds‖z(s)‖2
‖z(s)‖2 ds ≤ 2
∫ t
0
λ(s)ds
⇒ ln (‖z(t)‖2)− ln (‖z(0)‖2) ≤ 2 ∫ t
0
λ(s)ds
⇒ ln ‖z(t)‖ − ln ‖z(0)‖ ≤
∫ t
0
λ(s)ds
⇒ ‖z(t)‖ ≤ ‖z(0)‖ exp
(∫ t
0
λ(s)ds
)
.
In order to show that λ is locally integrable (and hence the integral
above exists) let (φ, V ) be a chart such that ϕ(I, x, u) ⊂ V for some
open interval I. Then λ = λmax ◦ A on I, where A : I → Sym(d,R) is
given by (see (4))
2 [A(t)]µν =
∂Fµu(t)
∂φν
(xt) +
∑
θ,κ
gµθ(xt)
∂F κu(t)
∂φθ
(xt)gκν(xt)
+
∑
i,l
F iu(t)(xt)g
µl(xt)
∂gνl
∂φi
(xt).
The function λmax is continuous, since eigenvalues depend continuously
on the matrix. A is measurable, since both F iu(t)(xt) and
∂F i
u(t)
∂φj
(xt)
depend measurably on t, which follows from the facts that F is con-
tinuously differentiable (in the first argument), xt is continuous and u
is measurable. Finiteness of the integral (over compact time intervals)
follows from compactness of the control range U .
Since for each v ∈ TxM\{0} the function z(t) = Dϕt,u(x)v is a solution
of (12) with z(t) 6= 0 for all t ≥ 0, we obtain
‖Dϕt,u(x)‖ = max‖v‖=1 ‖Dϕt,u(x)v‖
≤ max
‖v‖=1
‖Dϕ0,u(x)︸ ︷︷ ︸
=id
v‖ exp
(∫ t
0
λ(s)ds
)
= exp
(∫ t
0
λ(s)ds
)
.
This finishes the proof of (ii).

For the proof of our second main result we need the following version of the
Liouville Formula:
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Proposition 10 Consider control system (7) and let ω be a smooth volume
form on M . Then for all (t, x, u) ∈ R+0 ×M × U it holds that
detωDϕt,u(x) = exp
(∫ t
0
divω Fu(s)(ϕs,u(x))ds
)
. (13)
Proof: We fix (x, u) ∈ M × U . For brevity we write Xt = Fu(t) and
xt = ϕt,u(x) for all t ∈ R. First we prove that the following identity holds:
d
dt
ϕ∗t,uω = ϕ
∗
t,u(LXtω) for almost all t ∈ R. (14)
It suffices to prove formula (14) locally (in Rd). Then we have ω = α · ω0
with the standard volume form ω0 = dx1 ∧ · · · ∧ dxd and a smooth function
α : Rd → R. Let v1, . . . , vd ∈ Rd be vectors such that (without loss of
generality) det(v1| · · · |vd) = 1. Then for all t ∈ R we obtain
ϕ∗t,uω(x)(v1, . . . , vd) = α(xt) det(Dϕt,u(x)v1| · · · |Dϕt,u(x)vd)
= α(xt) det [Dϕt,u(x) · (v1| · · · |vd)]
= α(xt) detDϕt,u(x).
For almost all t ∈ R the derivatives ddtϕt,u(x) = x˙t and ddtDϕt,u(x) exist.
For those t-values we have
d
dt
ϕ∗t,uω(x)(v1, . . . , vd) =
d
dt
(α(xt) detDϕt,u(x))
= 〈∇α(xt), x˙t〉 detDϕt,u(x) + α(xt) d
dt
detDϕt,u(x).
By the usual Liouville Formula for Carathe´odory differential equations on
Euclidean space we have
d
dt
detDϕt,u(x) = trDXt(xt) detDϕt,u(x).
This leads to
d
dt
ϕ∗t,uω(x)(v1, . . . , vd) = 〈∇α(xt), Xt(xt)〉 detDϕt,u(x)
+ α(xt) trDXt(xt) detDϕt,u(x)
= (〈∇α,Xt〉+ α trDXt) (xt) detDϕt,u(x).
For the right-hand side of (14) we obtain
ϕ∗t,u(LXtω)(x)(v1, . . . , vd) = ϕ∗t,u(divωXt · ω)(x)(v1, . . . , vd)
(5)
= ϕ∗t,u ((α divω0 Xt + 〈∇α,Xt〉)ω0) (x)(v1, . . . , vd)
= (α trDXt + 〈∇α,Xt〉) (xt) detDϕt,u(x).
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This proves (14). In order to show the assertion, we have to prove that
ln detωDϕt,u(x) =
∫ t
0
divωXs(xs)ds for all t ≥ 0. (15)
Note that the integral on the right-hand side of the equation exists, since
the function
t 7→ divωXt(xt) = divω Fu(t)(ϕt,u(x))
is the composition of the measurable function t 7→ (ϕ(t, x, u), u(t)), R →
M × Rm, and the continuous function (p, v) 7→ divω Fv(p), M × Rm → R,
and it is essentially bounded on compact intervals: For almost all s ∈ [0, t]
one has ∣∣divω Fu(s)(ϕs,u(x))∣∣ ≤ max
(z,v)∈ϕ([0,t],x,u)×U
|divω Fv(z)| .
For t = 0 both sides of equation (15) coincide, since ϕ0,u = idM and hence
detωDϕ0,u(x) ≡ 1. Therefore, it suffices to show that the derivatives of both
sides coincide almost everywhere:
d
dt ln detωDϕt,u(x) = (detωDϕt,u(x))
−1 d
dt
detωDϕt,u(x)
= (detωDϕt,u(x))−1
d
dt
ϕ∗t,uω(x)
ω(x)
(14)
= (detωDϕt,u(x))−1
ϕ∗t,u(LXtω)(x)
ω(x)
= (detωDϕt,u(x))−1
ϕ∗t,u([divωXt] · ω)(x)
ω(x)
=
ω(x)
(ϕ∗t,uω)(x)
ϕ∗t,u([divωXt] · ω)(x)
ω(x)
=
ϕ∗t,u([divωXt] · ω)(x)
(ϕ∗t,uω)(x)
=
divωXt(xt)
ω(xt)
ω(xt) = divωXt(xt).
This implies the assertion. 
11 The Main Results
Now, we formulate and prove our main theorems. The first one yields an
upper bound for the invariance entropy in terms of the symmetrized covari-
ant derivative of the right-hand side vector fields of the given control system
and the upper box dimension of the set K:
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Theorem 12 Consider control system (7) and let K,Q ⊂ M be compact
sets with K ⊂ Q and Q being controlled invariant. Let g be a smooth
Riemannian metric on M . Then the following estimate holds:
hinv(K,Q) ≤ max
{
0, max
(x,u)∈Q×U
λmax(S∇Fu(x))
}
· dimB(K).
Proof: The proof is subdivided into three parts.
Step 1: Let ε > 0 be chosen arbitrarily but small enough such that clN2ε(Q)
is compact and for all x ∈ Q the Riemannian exponential function expx is
defined on Bε(0) ⊂ TxM . By compactness of Q and local compactness of
M the first is possible; for the second see [5, Cor. 2.89]. Choose a smooth
cut-off function θ : M → [0, 1] such that
θ(x) ≡ 1 on clNε(Q) and θ(x) ≡ 0 on M\N2ε(Q).
We define a smooth mapping F˜ : M × Rm → TM by
F˜ (x, u) := θ(x)F (x, u) for all (x, u) ∈M × Rm,
which serves as a new right-hand side:
x˙(t) = F˜ (x(t), u(t)), u ∈ U . (16)
The corresponding solutions are denoted by ϕ˜(t, x, u). By definition of F˜
we have
ϕ(t, x, u) = ϕ˜(t, x, u) whenever ϕ([0, t], x, u) ⊂ clNε(Q) (17)
for all (t, x, u) ∈ R+0 ×M × U . In particular, this implies that Q is also
controlled invariant with respect to system (16). Now we define for every
τ > 0 the set
D(τ) := [0, τ ]× clNε(Q)× U
and the number
Lε(τ) := sup
(t,x,u)∈D(τ)
‖Dϕ˜t,u(x)‖, Lε := Lε(1). (18)
Since ϕ˜0,u(x) ≡ x on M × U , we have
Lε(τ) ≥ sup
(x,u)∈clNε(Q)×U
‖Dϕ˜0,u(x)‖ = sup
x∈clNε(Q)
‖ idTxM ‖ = 1. (19)
Let λ(t, x, u) := λmax(S∇F˜u(t)(ϕ˜t,u(x))) for all (t, x, u) ∈ R+0 ×M×U . Then,
by the Wazewski Inequality (Proposition 9(ii)), we obtain
Lε(τ) ≤ sup
(t,x,u)∈D(τ)
exp
(∫ t
0
λ(s, x, u)ds
)
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≤ sup
(t,x,u)∈D(τ)
exp
(∫ t
0
max{0, λ(s, x, u)}ds
)
≤ sup
(x,u)∈clNε(Q)×U
exp
(∫ τ
0
max{0, λ(s, x, u)}ds
)
≤ sup
(x,u)∈clNε(Q)×U
exp
(
τ ess sup
t∈[0,τ ]
max{0, λ(t, x, u)}
)
= sup
(x,u)∈clNε(Q)×U
exp
(
τ ess sup
t∈[0,τ ]
max{0, λmax(S∇F˜u(t)(ϕ˜t,u(x)))}
)
≤ sup
(z,v)∈ϕ˜(D(τ))×U
exp
(
τ max{0, λmax(S∇F˜v(z))}
)
.
By definition of F˜ every solution of system (16) starting in clNε(Q) stays
in clN2ε(Q) for all positive times. Hence, ϕ˜(D(τ)) ⊂ clN2ε(Q), which by
continuity of (z, v) 7→ λmax(S∇F˜v(z)) implies
Lε(τ) ≤ sup
(z,v)∈clN2ε(Q)×U
exp
(
τ max{0, λmax(S∇F˜v(z))}
)
= exp
(
τ max
{
0, max
(z,v)∈clN2ε(Q)×U
λmax(S∇F˜v(z))
})
<∞.
Hence, Lε(τ) ∈ [1,∞) for all τ > 0. We further obtain
1
τ
lnLε(τ) ≤ sup
(z,v)∈ϕ˜(D(τ))×U
max
{
0, λmax(S∇F˜v(z))
}
. (20)
Step 2: We show that the following estimate holds:
h+inv(ε,K,Q) ≤ ln(Lε) · dimB(K). (21)
To this end, first assume that Lε > 1. Let T > 0 be chosen arbitrarily and
let S+ = {(y1, u1), . . . , (yn, un)} be a minimal strongly (T, ε,K,Q)-spanning
set with respect to system (7). (Note that this implies n = r+inv(T, ε,K,Q).)
Then, by (17), S+ is also minimal strongly (T, ε,K,Q)-spanning with re-
spect to system (16). We define
Kj :=
{
x ∈M : max
t∈[0,T ]
d(ϕ˜(t, x, uj), ϕ˜(t, yj , uj)) < ε
}
, j = 1, . . . , n.
By the definition of strongly (T, ε,K,Q)-spanning sets we have K ⊂⋃n
j=1Kj . Let
r(ε, T ) := εL−(bT c+1)ε ,
We want to prove that
Br(ε,T )(yj) ⊂ Kj for j = 1, . . . , n.
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To this end, let x ∈ Br(ε,T )(yj) be chosen arbitrarily for some j ∈ {1, . . . , n},
and let t ∈ [0, T ] and s := t − btc. By the cocycle property (8) ϕ˜t,uj
decomposes into btc+ 1 maps in the following way:
ϕ˜t,uj = ϕ˜s,Θbtcuj ◦ ϕ˜1,Θbtc−1uj ◦ · · · ◦ ϕ˜1,Θ1uj ◦ ϕ˜1,uj .
Let c : [0, 1] → M be a shortest geodesic joining x and yj , which exists by
the choice of ε. Since ϕ˜1,uj ◦ c joins ϕ˜(1, x, uj) and ϕ˜(1, yj , uj), we get
d(ϕ˜(1, x, uj), ϕ˜(1, yj , uj)) ≤
∫ 1
0
∥∥ d
dr ϕ˜1,uj (c(r))
∥∥ dr
=
∫ 1
0
∥∥Dϕ˜1,uj (c(r))c˙(r)∥∥ dr
≤
∫ 1
0
∥∥Dϕ˜1,uj (c(r))∥∥ ‖c˙(r)‖dr
≤ sup
(z,v)∈clNε(Q)×U
‖Dϕ˜1,v(z)‖
∫ 1
0
‖c˙(r)‖ dr
≤ Lεd(x, yj) < Lεr(ε, T ) = εL−bT cε ≤ ε.
In the last inequality we used that Lε ≥ 1. Now (if t ≥ 2) we can
choose a shortest geodesic joining ϕ˜(1, x, uj) and ϕ˜(1, yj , uj) and estimate
the distance of ϕ˜(2, x, uj) and ϕ˜(2, yj , uj) in the same way. Recursively, for
l = 1, . . . , btc − 1 we obtain
d(ϕ˜1,Θluj ◦ · · · ◦ ϕ˜1,uj (x), ϕ˜1,Θluj ◦ · · · ◦ ϕ˜1,uj (yj)) ≤ Llεd(x, yj)
< εL−bT c−1+lε ≤ ε,
and thus also d(ϕ˜t,uj (x), ϕ˜t,uj (yj)) < ε. This proves that Br(ε,T )(yj) ⊂ Kj .
Now assume to the contrary that N := N(r(ε, T ),K) < r+inv(T, ε,K,Q) = n,
where N(r(ε, T ),K) denotes the minimal number of r(ε, T )-balls neces-
sary to cover the set K. Then K can be covered by N balls of radius
r(ε, T ), which can be assumed to be centered at points z1, . . . , zN ∈ Q
by Lemma 3. Now we assign to each zj a control function vj ∈ U such
that (zj , vj) ∈ Q, and we define S˜+ := {(z1, v1), . . . , (zN , vN )}. Then S˜+ is
strongly (T, ε,K,Q)-spanning, since for every x ∈ K we have x ∈ Br(ε,T )(zj)
for some j ∈ {1, . . . , N} and we have shown that d(x, zj) < r(ε, T ) implies
maxt∈[0,T ] d(ϕ˜(t, x, vj), ϕ˜(t, zj , vj)) < ε. Since S+ is minimal, this is a con-
tradiction. Hence,
r+inv(T, ε,K,Q) ≤ N(r(ε, T ),K). (22)
We have ln r(ε, T ) = ln(εL−(bT c+1)ε ) = ln(ε)− (bT c+ 1) ln(Lε) and thus
T ≥ bT c = ln(ε)− ln(r(ε, T ))
lnLε
− 1 = − ln r(ε, T )
lnLε
(
1 +
ln(Lε)− ln(ε)
ln r(ε, T )
)
.
(23)
16
Estimates for Invariance Entropy
Note that
(
1 + ln(Lε)−ln(ε)ln r(ε,T )
)
→ 1 for T →∞. This yields
h+inv(ε,K,Q) = lim sup
T→∞
ln r+inv(T, ε,K,Q)
T
(22)
≤ lim sup
T→∞
lnN(r(ε, T ),K)
T
= ln(Lε) lim sup
T→∞
lnN(r(ε, T ),K)
ln(Lε)T
(23)
≤ ln(Lε) lim sup
T→∞
lnN(r(ε, T ),K)
− ln r(ε, T )
(
1 + ln(Lε)−ln(ε)ln r(ε,T )
)
= ln(Lε) lim sup
T→∞
lnN(r(ε, T ),K)
ln r(ε, T )−1
≤ ln(Lε) · dimB(K).
If Lε = 1, we can prove the same estimate with Lε + δ = 1 + δ for every
δ > 0 and hence, for δ↘ 0, we obtain h+inv(ε,K,Q) = 0.
Step 3: We complete the proof. To this end, consider for every τ > 0 the
system
x˙(t) = τ · F˜ (x(t), u(t)), u ∈ U . (24)
Then, by Proposition 7 Q is also controlled invariant with respect to each
of these systems, and we obtain for every τ > 0 the estimate
hinv(ε,K,Q; F˜ ) = 1τ hinv(ε,K,Q; τF˜ )
(9)
≤ 1τ h+inv(ε,K,Q; τF˜ ). (25)
Now we apply the estimate (21) to system (24). Denote the cocycle of system
(24) by ϕ˜τ . Then it is easy to see that
ϕ˜τ ( tτ , x, u˜) = ϕ˜(t, x, u) for all (t, x, u) ∈ R×M × U ,
where u˜(t) ≡ u(tτ) (see also the proof of [3, Prop. 3.4(iv)]). Hence,
sup
(t,x,u)∈D(1)
∥∥Dϕ˜τt,u(x)∥∥ = sup
(t,x,u)∈D(1)
‖Dϕ˜tτ,u(x)‖
= sup
(t,x,u)∈D(τ)
‖Dϕ˜t,u(x)‖ = Lε(τ).
Consequently, from (25) we obtain
hinv(ε,K,Q) ≤ 1τ ln(Lε(τ)) · dimB(K)
(20)
≤ sup
(z,v)∈ϕ˜(D(τ))×U
max{0, λmax(S∇F˜v(z))} · dimB(K)
= max
{
0, sup
(z,v)∈ϕ˜(D(τ))×U
λmax(S∇F˜v(z))
}
· dimB(K).
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Let z ∈ ϕ˜(D(τ)). Then z = ϕ˜(t, x, u) for some (t, x, u) ∈ [0, τ ]× clNε(Q)×
U . If u is a piecewise constant control function, then the corresponding
trajectory ϕ˜(·, x, u) is piecewise continuously differentiable, and hence we
can measure its length by taking the integral over ‖ ddt ϕ˜x,u(t)‖. This implies
that for t ∈ [0, τ ]
d(x, ϕ˜(t, x, u)) ≤
∫ t
0
∥∥ d
dt ϕ˜x,u(t)
∥∥ dt ≤ ∫ τ
0
∥∥ d
dt ϕ˜x,u(t)
∥∥ dt
=
∫ τ
0
∥∥∥F˜ (ϕ˜(t, x, u), u(t))∥∥∥ dt
≤ max
(z,v)∈clN2ε(Q)×U
∥∥∥F˜ (z, v)∥∥∥︸ ︷︷ ︸
=:C
∫ τ
0
dt = Cτ.
The same inequality for arbitrary admissible control functions follows from
Proposition 4. This implies
ϕ˜(D(τ)) ⊂ clNmin{2ε,ε+τC}(Q) for every τ > 0.
For τ > 0 with ε+ τC < 2ε we obtain
hinv(ε,K,Q) ≤ max
{
0, max
(z,v)∈clNε+τC(Q)×U
λmax(S∇F˜v(z))
}
· dimB(K).
Now take a sequence (τn)n∈N, τn > 0, with τn↘ 0. Let (zn, vn) ∈
clNε+τnC(Q) × U be a point where the maximum above is attained. By
compactness we may assume that (zn, vn) → (z∗, v∗) ∈ clNε(Q) × U for
n→∞. Then
λmax(S∇F˜v∗(z∗)) = max
(z,v)∈clNε(Q)×U
λmax(S∇F˜v(z)), (26)
since otherwise there exists (z∗∗, v∗∗) ∈ clNε(Q)× U with
λmax(S∇F˜v∗∗(z∗∗)) > λmax(S∇F˜v∗(z∗)),
which, by continuity of (z, v) 7→ λmax(S∇F˜v(z)), implies
λmax(S∇F˜vn(zn)) = max
(z,v)∈clNε+τnC(Q)×U
λmax(S∇F˜v(z))
< λmax(S∇F˜v∗∗(z∗∗))
≤ max
(z,v)∈clNε(Q)×U
λmax(S∇F˜v(z))
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for n large enough. This is a contradiction, since the maximum on clNε(Q)×
U cannot be greater than the maximum on clNε+τnC(Q)× U . Hence,
hinv(ε,K,Q) ≤ lim
n→∞max
{
0, max
(z,v)∈clNε+τnC(Q)×U
λmax(S∇F˜v(z))
}
· dimB(K)
= lim
n→∞max
{
0, λmax(S∇F˜vn(zn))
}
· dimB(K)
= max
{
0, λmax(S∇F˜v∗(z∗))
}
· dimB(K)
(26)
= max
{
0, max
(z,v)∈clNε(Q)×U
λmax(S∇F˜v(z))
}
· dimB(K)
= max
{
0, max
(z,v)∈clNε(Q)×U
λmax(S∇Fv(z))
}
· dimB(K).
The last equality follows from the fact that F˜ and F coincide on clNε(Q)×U .
With the same arguments it follows that
hinv(K,Q) = lim
ε↘0
hinv(ε,K,Q)
≤ max
{
0, max
(z,v)∈Q×U
λmax(S∇Fv(z))
}
· dimB(K),
which finishes the proof. 
By considering Riemannian metrics which are conformally equivalent to a
given one, we obtain the following corollary.
Corollary 13 Under the assumptions of Theorem 12 let W ⊂ M be an
open neighborhood of Q and α : W → R a smooth function. Then
hinv(K,Q) ≤ max
{
0, max
(x,u)∈Q×U
(λmax(S∇Fu(x)) + LFuα(x))
}
· dimB(K).
Proof: We define a new Riemannian metric g˜ on W by
g˜(x) := e2α(x)g(x) for all x ∈W
and we let ∇˜ denote the Levi-Civita connection associated with g˜. Then,
by (4), for every f ∈ X (M) the matrix representation of S∇˜f with respect
to a chart (φ, V ) is given by
2
[
S∇˜f
]
µν
=
∂fµ
∂φν
+
∑
θ,κ
g˜µθ
∂fκ
∂φθ
g˜κν +
∑
i,l
f ig˜µl
∂g˜νl
∂φi
=
∂fµ
∂φν
+
∑
θ,κ
gµθ
∂fκ
∂φθ
gκν +
∑
i,l
f ie−2αgµl
∂(e2αgνl)
∂φi
=
∂fµ
∂φν
+
∑
θ,κ
gµθ
∂fκ
∂φθ
gκν
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+ e−2α
∑
i,l
f igµl
[
e2α
∂gνl
∂φi
+ 2e2αgνl
∂α
∂φi
]
= [S∇f ]µν + 2
∑
i,l
f igµlglν
∂α
∂φi
.
Since
∑
l g
µlglν = δµν , we obtain
[
S∇˜f
]
µν
= [S∇f ]µν +
(∑
i
f i
∂α
∂φi
)
δµν = [S∇f ]µν + (Lfα)δµν .
Hence, the assertion follows from Theorem 12. 
The second main result gives a lower bound on hinv(K,Q) in terms of the
divergence of the right-hand side vector fields of the given control system:
Theorem 14 Consider control system (7) and let K,Q ⊂ M be compact
sets with K ⊂ Q and Q being controlled invariant. Let ω be a smooth volume
form on M and assume that µω(K) > 0. Then the estimate
hinv(K,Q) ≥ max
{
0, min
(x,u)∈Q×U
divω Fu(x)
}
holds.
Proof: For arbitrary T, ε > 0 let S = {u1, . . . , un} be a minimal (T, ε,K,Q)-
spanning set and define
Kj := {x ∈ K | ϕ([0, T ], x, uj) ⊂ Nε(Q)} , j = 1, . . . , n.
Then, by definition of (T, ε,K,Q)-spanning sets, K =
⋃n
j=1Kj . For each j ∈
{1, . . . , n} the set Kj is a Borel set, since it is the intersection of the compact
set K and the open set {x ∈ M | ϕ([0, T ], x, uj) ⊂ Nε(Q)}. The solution
map ϕT,uj : M → M is a diffeomorphism and therefore also ϕT,uj (Kj) is a
Borel set. Hence, we get
µω(ϕT,uj (Kj)) ≤ µω(Nε(Q)), j = 1, . . . , n. (27)
For the ω-measure of ϕT,uj (Kj) we obtain
µω(ϕT,uj (Kj)) =
∫
ϕT,uj (Kj)
dµω
(6)
=
∫
Kj
| detωDϕT,uj (x)|dµω(x)
≥
∫
Kj
dµω inf
(x,u)∈K×U
ϕ([0,T ],x,u)⊂Nε(Q)
|detωDϕT,u(x)|
= µω(Kj) inf
(x,u)∈K×U
ϕ([0,T ],x,u)⊂Nε(Q)
|detωDϕT,u(x)| .
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By the Liouville Formula (Proposition 10) this implies
µω(ϕT,uj (Kj)) ≥ µω(Kj) · inf
(x,u)∈K×U
ϕ([0,T ],x,u)⊂Nε(Q)
exp
(∫ T
0
divω Fu(s)(ϕ(s, x, u))ds
)
.
Let
V (ε, T ) := inf
(x,u)∈K×U
ϕ([0,T ],x,u)⊂Nε(Q)
exp
(∫ T
0
divω Fu(s)(ϕ(s, x, u))ds
)
.
We may assume that ε is chosen small enough that clNε(Q) is compact. For
every (x, u) ∈ K × U with ϕ([0, T ], x, u) ⊂ Nε(Q) it holds that
exp
(∫ T
0
divω Fu(s)(ϕ(s, x, u))ds
)
≥ exp
(
T min
(z,u)∈clNε(Q)×U
divω Fu(z)
)
= min
(z,u)∈clNε(Q)×U
exp (T divω Fu(z)) ,
which implies
V (ε, T ) ≥ min
(z,u)∈clNε(Q)×U
exp (T divω Fu(z)) > 0. (28)
We obtain
µω(Kj) ≤
µω(ϕT,uj (Kj))
V (ε, T )
(27)
≤ µω(Nε(Q))
V (ε, T )
. (29)
Let j0 ∈ {1, . . . , n} be chosen such that µω(Kj0) = maxj=1,...,n µω(Kj). Then
µω(K) ≤ µω
( n⋃
j=1
Kj
)
≤ n · µω(Kj0)
(29)
≤ n · µω(Nε(Q))
V (ε, T )
.
Since n = rinv(T, ε,K,Q), we get
rinv(T, ε,K,Q) ≥ µω(K)
µω(Nε(Q))
V (ε, T ) for all T, ε > 0
and hence
hinv(ε,K,Q) ≥ lim sup
T→∞
[ 1
T
lnV (ε, T ) +
1
T
ln
µω(K)
µω(Nε(Q))︸ ︷︷ ︸
→0
]
(28)
≥ lim sup
T→∞
min
(z,u)∈clNε(Q)×U
divω Fu(z)
= min
(x,u)∈clNε(Q)×U
divω Fu(x).
For ε↘ 0 we have min(x,u)∈clNε(Q)×U divω Fu(x) →
min(x,u)∈Q×U divω Fu(x), which can be seen as follows: Assume to
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the contrary that there exists δ > 0 such that for all n ∈ N there is
(xn, un) ∈ clN1/n(Q)× U with
divω Fun(xn) = min
(x,u)∈clN1/n(Q)×U
divω Fu(x)
and
min
(x,u)∈Q×U
Fu(x)− divω Fun(xn) ≥ δ.
By compactness of clN1/n(Q) × U we may assume that (xn, un) converges
to some (x∗, u∗) ∈ Q×U , which, by continuity of (x, u) 7→ divω Fu(x), leads
to the contradiction
divω Fu∗(x∗) + δ ≤ min
(x,u)∈Q×U
Fu(x) ≤ divω Fu∗(x∗).
Hence, the assertion is true. 
Analogously, as for Theorem 12, we obtain a whole family of bounds if we
consider not only one volume form, but all volume forms which are derived
from a given one by multiplication with a smooth positive function:
Corollary 15 Under the assumptions of Theorem 14 let α : W → R be a
smooth function, defined on an open neighborhood W of Q. Then
hinv(K,Q) ≥ max
{
0, min
(x,u)∈Q×U
[divω Fu(x) + LFuα(x)]
}
. (30)
Proof: On W consider the volume form ω′ := β ·ω with β(x) ≡ eα(x). Using
a smooth cut-off function we can extend ω′ to M . Then by (5),
divω′ Fu(x) = divω Fu(x) +
LFuβ(x)
β(x)
= divω Fu(x) +
eα(x)LFuα(x)
eα(x)
= divω Fu(x) + LFuα(x).
Now the assertion immediately follows from Theorem 14. 
Remark 16 By Proposition 6, the invariance entropy hinv(K,Q) is inde-
pendent of the metric imposed on M . However, the upper bound (1) does
depend on the choice of the Riemannian metric g. Hence, one can try to
optimize the estimate by taking the infimum over all Riemannian metrics.
Analogously, one can try to optimize the lower bound (2) by taking the
supremum over all volume forms. We do not know if there is a way to com-
pute these infima and suprema. Corollaries 13 and 15 provide varieties of
bounds, which one obtains by considering the conformal class of one partic-
ular metric or volume form.
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Remark 17 For control systems on Euclidean space, Theorem 4.2 of [3]
yields the upper bound
hinv(K,Q) ≤ max
(x,u)∈Q×U
‖DFu(x)‖ · dimB(K), (31)
where ‖ · ‖ is the operator norm derived from the Euclidean vector norm.
In contrast, the “Euclidean version” of our first main result, Theorem 12,
gives the estimate
hinv(K,Q) ≤ max
{
0, max
(x,u)∈Q×U
λmax
(
DFu(x)+
)} · dimB(K) (32)
with DFu(x)+ = 12 [DFu(x) +DFu(x)
T ]. Estimate (32) improves (31), since
for any matrix A ∈ Rd×d the inequality λmax(12(A+AT )) ≤ ‖A‖ holds.
18 Application to Bilinear Systems
Consider a bilinear control system on Rd+1, i.e., a system of the form
x˙(t) =
[
A0 +
m∑
i=1
ui(t)Ai
]
x(t), u ∈ U , (33)
where A0, A1, . . . , Am ∈ R(d+1)×(d+1). We also use the abbreviation
A(u) = A0 +
m∑
i=1
uiAi.
Any system of this type induces a (nonlinear) control system on the d-
dimensional unit sphere
Sd =
{
x ∈ Rd+1 : ‖x‖ = 1
}
,
given by
s˙(t) = (A(u(t))− s(t)TA(u(t))s(t)I)s(t), u ∈ U , (34)
whose solutions are the radial projections of the solutions of (33) (cf. [4,
Sec. 7.1]). For the invariance entropy of this system, Theorems 12 and 14
yield the bounds formulated in the following proposition.
Proposition 19 Consider control sytem (34). Let K,Q ⊂ Sd be compact
sets with K ⊂ Q and Q being controlled invariant. Then
hinv(K,Q) ≤ max
{
0, max
(s,u)∈Q×U
λmax(QsA(u)+ − sTA(u)+sI)
}
· dimB(K),
(35)
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where A(u)+ = 12(A(u) + A(u)
T ) and Qs is the orthogonal projection onto
TsS
d. If, in addition, K has positive volume, it holds that
hinv(K,Q) ≥ max
{
0, min
(s,u)∈Q×U
[
trA(u)− (d+ 1) · sTA(u)s]} . (36)
Proof: We write
G(u, s) = Gu(s) := (A(u)− sTA(u)sI)s, G : Sd × Rm → TSd,
for the right-hand side of system (34). On Sd we consider the round metric
and its induced volume form. In order to compute the upper and lower
bounds (1) and (2) for system (34), we first have to determine the covariant
derivative of Gu. By [5, Prop. 2.56], ∇vGu(s) is given by the orthogonal
projection of DGu(s)v to TsSd = s⊥, where DGu(s) is the Jacobian of Gu
at s, considered as a map from Rd+1 to Rd+1. An elementary computation
gives
DGu(s) = A(u)− sTA(u)sI − ssT (A(u) +A(u)T ).
With the orthogonal projection Qs := I − ssT we obtain
QsDGu(s) = (I − ssT )
(
A(u)− sTA(u)sI − ssT (A(u) +A(u)T ))
= (I − ssT ) (A(u)− sTA(u)sI) .
Hence, ∇Gu(s)v = Qs(A(u)−sTA(u)sI)v. For the upper bound (1) we have
to compute the symmetrized covariant derivative of Gu. To this end, note
that the adjoint ∇Gu(s)∗ of ∇Gu(s) is the unique linear endomorphism of
TsS
d such that 〈∇Gu(s)v, w〉 = 〈v,∇Gu(s)∗w〉 for all v, w ∈ TsSd = s⊥.
Since for v, w ∈ s⊥ it holds that
〈Qs(A(u)− sTA(u)sI)v, w〉 = 〈 v︸︷︷︸
=Qsv
, (A(u)T − sTA(u)sI)Qsw︸︷︷︸
=w
〉
= 〈v,Qs(A(u)T − sTA(u)sI)w〉,
we have ∇Gu(s)∗v = Qs(A(u)T − sTA(u)sI)v and thus
S∇Gu(s) = 12
[
Qs(A(u)− sTA(u)sI) +Qs(A(u)T − sTA(u)sI)
]
=
1
2
Qs
[
A(u) +A(u)T − 2sTA(u)sI] .
Writing A(u)+ for 12(A(u) + A(u)
T ) and using that sTA(u)s = sTA(u)+s,
we obtain
S∇Gu(s) = Qs
[
A(u)+ − sTA(u)+sI] = QsA(u)+ − sTA(u)+sI.
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Consequently, Theorem 12 yields (35). Now, let v1, . . . , vd be an orthonormal
basis of TsSd. Then the divergence of Gu is given by
divGu(s) = tr∇Gu(s) =
d∑
i=1
〈Qs(A(u)− sTA(u)sI)vi, vi〉
=
d∑
i=1
〈(A(u)− sTA(u)sI)vi, Qsvi〉
=
d∑
i=1
〈(A(u)− sTA(u)sI)vi, vi〉
= tr(A(u)− sTA(u)sI)− 〈(A(u)− sTA(u)sI)s, s〉︸ ︷︷ ︸
=0
= trA(u)− (d+ 1) · sTA(u)s.
Hence, Theorem 14 implies (36) in case K has positive volume. 
Remark 20 Finally, we want to remark that existence of compact con-
trolled invariant sets with nonvoid interior (and hence positive volume) for
system (34) is guaranteed by [4, Theo. 7.3.3] under the assumption of local
accessibility. To be precise, the theorem states the existence of a finite num-
ber of control sets with nonvoid interior for the projection of the bilinear
system (33) to d-dimensional projective space, which can be viewed as a
quotient space of Sd under the equivalence relation which identifies antipo-
dal points. The lifts of these control sets to Sd are controlled invariant with
respect to system (34), and—under mild conditions—controlled invariance
carries over to their (compact) closures.
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