Abstract: An approach to control design for nonlinear system working under repetitive regime is presented. The general iterative learning control scheme is enhanced with a neural network controller to reduce the uncertainty of the model used for the control design. To achieve this goal an effective data-driven technique for training neural controller is developed. In result, in each process trial, both the control performance and process model can be substantially improved. Also, the stability issues of the neural controller are discussed. Finally, as an illustration of the proposed approach the application to nonlinear pneumatic servomechanism is given.
INTRODUCTION
Rapidly growing complexity of modern engineering systems leads to very high demands on control system design. Therefore, more accurate control strategies, able to adapt to changes in uncertain environmental conditions are required. Nevertheless, many factors may contribute to uncertainty in systems modelling (Quinn et al., 2005) , e.g. measurement noise, nonlinear plant dynamics, modelling errors, etc. Classical approaches to design the control systems dedicated for linear systems are insufficient to achieve the required quality or are not straightforward to apply in case of more complex system dynamics. Therefore, new modern robust control methods emerged and become the subject of intensive research. Particularly, the Iterative Learning Control (ILC) technique become especially attractive in the context of the repetitive processes (Bristow et al., 2006a) . Such processes can be frequently encountered in industrial production systems. Their main goal is to replicate some operations in consecutive trials, in order to achieve the system response accurately following some arbitrarily given reference trajectory. Often, the typical industrial controller replicates errors at consecutive process trials without any improvement (Paszke et al., 2013) producing at the output the same behavior of tracking error in each trial (eg. the overshoot and oscillations).
ILC as an effective data-driven method for improvement of the control signal originally proposed in late 70s, nowadays has established a separate field of the control theory (Uchiyama, 1978; Arimoto et al., 1984) . This machine learning technique proved its usefulness in many realworld engineering applications, including industrial robots (Bristow et al., 2006b; Tayebi et al., 2008; Yarza et al., 2013; Paszke et al., 2013; Rogers et al., 2007) , batch processes (Lee and Lee, 2007; Mezghani et al., 2002) , computer numerical control machine tools (Kim and Kim, 1996) , injection-molding machines (Havlicsek and Alleyne, 1999; Gao et al., 2001) , rapid thermal processing (Yang et al., 2003) , combustion processes (Kowalów and Patan, 2016) and more recently, health care systems (Freeman et al., 2012 (Freeman et al., , 2009 ).
Although ILC is a robust control technique with numerous engineering applications, it is still not able to compensate random disturbances. This leads to difficulties in a learning performance and may lead to slow convergence of the tracking error. In addition to this, the great majority of existing ILC schemes still requires a mathematical model of a plant (or its nonparametric equivalent) in order to properly design the control signal. The problem becomes even more difficult when the model cannot be easily inverted leading to highly non-trivial control design. In this context, the Artificial Neural Networks (ANNs) have been intensively studied during the last three decades and proved their usefulness in the control theory, especially in the area of system modelling and plant control (Patan, 2015) . Neural networks stand for an appealing and flexible alternative to the classical methods, because they can deal with nonlinear problems (Haykin, 1999; Nelles, 2001) . They also play an indispensable role when a mathematical model of a plant is difficult or even impossible to derive. Another attractive property is the self-learning ability. A neural network can extract the system features from historical training data using a learning algorithm, requiring little or no a-priori knowledge about the process. These properties make the ANNs especially suited to incorporate in the general ILC scheme. Therefore, the main idea here is to adopt ANNs as to accurately identify the mathematical model of a plant based on the available measurement data and properly train the neural controller. In this way it is possible to indirectly increase the quality of control design and increase the error convergence rate via model tunning.
ILC as an effective data-driven method for improvement of the control signal originally proposed in late 70s, nowadays has established a separate field of the control theory (Uchiyama, 1978; Arimoto et al., 1984) . This machine learning technique proved its usefulness in many realworld engineering applications, including industrial robots (Bristow et al., 2006b; Tayebi et al., 2008; Yarza et al., 2013; Paszke et al., 2013; Rogers et al., 2007) , batch processes (Lee and Lee, 2007; Mezghani et al., 2002) , Although ILC is a robust control technique with numerous engineering applications, it is still not able to compensate random disturbances. This leads to difficulties in a learning performance and may lead to slow convergence of the tracking error. In addition to this, the great majority of existing ILC schemes still requires a mathematical model of a plant (or its nonparametric equivalent) in order to properly design the control signal. The problem becomes even more difficult when the model cannot be easily inverted leading to highly non-trivial control design. In this context, the Artificial Neural Networks (ANNs) have been intensively studied during the last three decades and proved their usefulness in the control theory, especially in the area of system modelling and plant control (Patan, 2015) . Neural networks stand for an appealing and flexible alternative to the classical methods, because they can deal with nonlinear problems (Haykin, 1999; Nelles, 2001) . They also play an indispensable role when a mathematical model of a plant is difficult or even impossible to derive. Another attractive property is the self-learning ability. A neural network can extract the system features from historical training data using a learning algorithm, requiring little or no a-priori knowledge about the process. These properties make the ANNs especially suited to incorporate in the general ILC scheme.
Therefore, the main idea here is to adopt ANNs as to accurately identify the mathematical model of a plant based on the available measurement data and properly train the neural controller. In this way it is possible to indirectly increase the quality of control design and increase the error convergence rate via model tunning.
ILC as an effective data-driven method for improvement of the control signal originally proposed in late 70s, nowadays has established a separate field of the control theory (Uchiyama, 1978; Arimoto et al., 1984) . This machine learning technique proved its usefulness in many realworld engineering applications, including industrial robots (Bristow et al., 2006b; Tayebi et al., 2008; Yarza et al., 2013; Paszke et al., 2013; Rogers et al., 2007) , batch processes (Lee and Lee, 2007; Mezghani et al., 2002) , Although ILC is a robust control technique with numerous engineering applications, it is still not able to compensate random disturbances. This leads to difficulties in a learning performance and may lead to slow convergence of the tracking error. In addition to this, the great majority of existing ILC schemes still requires a mathematical model of a plant (or its nonparametric equivalent) in order to properly design the control signal. The problem becomes even more difficult when the model cannot be easily inverted leading to highly non-trivial control design. In this context, the Artificial Neural Networks (ANNs) have been intensively studied during the last three decades and proved their usefulness in the control theory, especially in the area of system modelling and plant control (Patan, 2015) . Neural networks stand for an appealing and flexible alternative to the classical methods, because they can deal with nonlinear problems (Haykin, 1999; Nelles, 2001) . They also play an indispensable role when a mathematical model of a plant is difficult or even impossible to derive. Another attractive property is the self-learning ability. A neural network can extract the system features from historical training data using a learning algorithm, requiring little or no a-priori knowledge about the process. These properties make the ANNs especially suited to incorporate in the general ILC scheme. Therefore, the main idea here is to adopt ANNs as to accurately identify the mathematical model of a plant based on the available measurement data and properly train the neural controller. In this way it is possible to indirectly increase the quality of control design and increase the error convergence rate via model tunning. This makes possible to address two important issues. First, to build the accurate model of the nonlinear plant based on the measurements from the previous trials and then to reduce the modelling uncertainty, hence improving the quality of control. Finally, an inverted neural model can be also obtained relatively easily, making possible to design the feedforward ILC controller effectively.
Obviously, the application of the ANNs for the purpose of ILC is not quite new idea, however the main contribution of this work is to propose the special ILC scheme with additional neural network for gradient estimation for the purpose of neural controller training. Also, the necessary conditions for neural controller stability with proper discussion are derived. The approach is illustrated with the example of repetitive control of the pneumatic servomechanism.
CONTROLLER DESIGN PROBLEM IN CONTEXT

System description and iterative learning control
Let consider a class of scalar nonlinear discrete-time systems described by
where the integer p ≥ 0 stands for the trial (cycle number), N is a length of a trial, u p (k) is a system input along the p-th trial and g is a possibly nonlinear function.
Let y r (k) be a reference trajectory defined over a discrete time k. In this context, a typical scheme of ILC can be applied, where data from whole previous trial of repetitive process are used to design of new control input (so-called first order ILC) (Arimoto et al., 1984; Uchiyama, 1978) . Also, various choice of the control update scheme in the literature exists, but one of the most typical is the so-called D-type update scheme in general form for a system with relative degree one (Ahn et al., 2007) :
e p (k) = y r (k)−y p (k) is the tracking error at the p-th trial, and f is some function representing control algorithm. The typical assumptions are that the plant is stable or satisfy some kind of Lipschitz conditions, the system returns to the same initial conditions at the start of each trial and each trial lasts for the same fixed time. The ultimate goal of ILC is to follow the reference trajectory to very high accuracy, i.e. to converge uniformly with y p (k) as close to y r (k) as possible.
Neural controller
The key idea is to use the neural network to provide the realization of the function f (being implicitly an inverted model of the plant) based on the observational data. However, the training process of this neural controller requires an accurate estimation of the system response sensitivities with respect to neural network parameters. This can be achieved with the use of another neural network modelling the controlled plant. The general ILC scheme is depicted in Fig. 1 . In the following, for the clarity of presentation, if it not cause an ambiguity, the subscript p denoting the trial will be omitted. Let consider the controller in the form: wheref is a nonlinear function, ϕ(k) is a regression vector of the form
Our goal is to find an estimatef of the nonlinear function f in such a way as to achieve possibly minimal tracking error e(k). This estimate can be obtained by means of artificial neural networks and a prediction error method. Let consider a neural network model with one hidden layer: (4) where W 1 ∈ R (na+n b )×vc and W 2 ∈ R vc×1 are weight matrices of hidden and output layers, respectively, b 1 ∈ R vc and b 2 ∈ R 1 are bias vectors of hidden and output units, respectively, σ h : R vc → R vc is the activation function of the hidden layer, and σ o : R 1 → R 1 is the activation function of the output layer and v c stands for the number of hidden neurons. The neural controller is trained to mimic the behaviour of a controller working in the closed-loop control. Then the fundamental controller of the system has to be designed first. These issues are discussed in detail in Section 4.
Model of the system
The model of the system can be designed analogously as the neural controller. Let consider a model of the nonlinear system (1) to be represented as: T . Once again assume the neural model with one hidden layer:
where V 1 ∈ R (nc+n d )×vm and V 2 ∈ R vm×1 are weight matrices of hidden and output layers, respectively, β 1 ∈ R vm and β 2 ∈ R 1 are bias vectors of hidden and output units, respectively, σ h : R vm → R vm is the activation function of the hidden layer, and σ o : R 1 → R 1 is the activation function of the output layer and v m stands for the number of hidden neurons.
Update rule
The idea is to update neural network controller parameters after each trial according to the rule Proceedings of the 20th IFAC World Congress Toulouse, France, July 9-14, 2017 
