We study the robust stability criteria for uncertain neutral systems with interval time-varying delays and time-varying nonlinear perturbations simultaneously. The constraint on the derivative of the time-varying delay is not required, which allows the time-delay to be a fast time-varying function. Based on the Lyapunov-Krasovskii theory, we derive new delay-dependent stability conditions in terms of linear matrix inequalities LMIs which can be solved by various available algorithms. Numerical examples are given to demonstrate that the derived conditions are much less conservative than those given in the literature.
Introduction
It is well known that the existence of time delay in a system may cause instability and oscillations. Example, of time-delay systems are chemical engineering systems, biological modeling, electrical networks, physical networks, and many others, 7-16 . The stability criteria for system with time delays can be classified into two categories: delay-independent and delay-dependent. Delay-independent criteria do not employ any information on the size of the delay; while delay-dependent criteria make use of such information at different levels. Delay-dependent stability conditions are generally less conservative than delay-independent ones especially when the delay is small.
In many practical systems, models of system are described by neutral differential equations, in which the models depend on the delays of state and state derivatives. Heat exchanges, distributed networks containing lossless transmission lines and population ecology are examples of neutral systems because of its wider application. Therefore, several researchers have studied neutral systems and provided sufficient conditions to guarantee the 2 Journal of Applied Mathematics asymptotic stability of neutral time delay systems, see 5, 9, 11-14, 16, 17 and references cited therein.
Well-known nonlinearities, as the delays, may cause instability and poor performance of practical systems, which have driven many researchers to study the problem of nonlinear perturbed systems with state delays during the recent years 5, 7, 9, 18 . In 18 , the delaydependent robust stability for linear time-varying systems with nonlinear perturbations is given, by using the Newton-Leibniz formula which has been taken into account instead of applying an integral inequality. In 7 , a model transformation technique is used to deal with the stability of system with time varying for delays and nonlinear perturbations. In 9 , based on a descriptor model transformation combined with a matrix decomposition approach, the robust stability of uncertain systems with time varying discrete delay is studied by applying an integral inequality. However, these model transformations often introduce additional dynamics which leads to relatively conservative results. In 5 , the neutral delay and the discrete delay are all time-varying, while the derivative of discrete delay is less than 1 which limits its bigger application. In most studies the time-varying delays are required to be differentiable 1-5, 7, 9, 11-14, 16, 18 . Therefore their methods have a conservatism which can be improved upon. However, in most cases, these conditions are difficult to satisfy. From these reasons, the conditions are interesting to study, but there are fewer results for removing restriction to the derivative of interval time-varying delays. Therefore, in this paper we will employ some new techniques so that the above conditions can be removed.
In this paper, the problem of delay-dependent criterion for asymptotic stability for uncertain neutral system is studied with interval time-varying delay and time-varying nonlinear perturbations simultaneously. The restriction to the derivative of the interval time-varying delays is removed, which means that a fast interval time-varying delay is allowed. Based on the Lyapunov-Krasovskii theory, we derive new delay-dependent stability conditions in terms of linear matrix inequalities LMIs which can be solved by various available algorithms. The new stability condition is much less conservative and is more general than some existing results. Numerical examples are given to illustrate the effectiveness of our theoretical results.
Problem Formulation and Preliminaries
The following notations will be used in this paper: R denotes the set of all real nonnegative numbers; R n denotes the n-dimensional space and the vector norm · ; M n×r denotes the space of all matrices of n × r -dimensions. A T denotes the transpose of matrix A; A is symmetric if A A T ; I denotes the identity matrix; λ A denotes the set of all eigenvalues of
The symmetric term in a matrix is denoted by * .
Consider the following neutral system with time-varying delay:
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where τ m , τ M , d, δ are constants and h max{d, τ M }; the initial condition function φ t denotes a continuous vector-valued initial function of t ∈ −h, 0 , f 1 t, x t and f 2 t, x t − τ t are unknown nonlinear perturbations satisfying f 1 t, 0 0, f 2 t, 0 0 and 
where A, B, D 1 , D 2 ∈ R n×n are constant matrices with appropriate dimension, and ΔA t , ΔB t , ΔD 1 t , and ΔD 2 t are unknown real matrices of appropriate dimension representing the systems time-varying parameter uncertainties which satisfy
where 
2.10
Lemma 2.1 see 17 . There exists a symmetric matrix X such that
if and only if 
Main Results
Now we present a new delay-dependent condition for the asymptotic stability of system 2.1 . 
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where
3.2
Proof. We prove that Theorem 3.2 is true for three cases, namely, τ m ≤ τ t < τ e ; τ t τ e ; τ e < τ t ≤ τ M . 
. . , 7 are some matrices of appropriate dimension. Next, from 4.5 , for any scalars δ 1 > 0 and δ 2 > 0, we obtain
3.10
By adding the terms on left of 3.7 -3.10 toV 1 x t , we may expressV 1 x t aṡ where 
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. . , 7, j i 1, . . . , 7 are some parameter matrices of appropriate dimensions. From 3.11 if φ 1 < 0 and φ 2 < 0, thenV 1 x t ≤ −λ 1 x t 2 for some λ 1 > 0. Pre and postmultiplying both sides of φ 2 < 0 by diag{I, I, I, I, I, I, I, sgn τ t − τ e }, we get that 
By Schur complement lemma, this implies φ 2 < 0. , K 2 , L i , M i , i 1, 2, . . . , 7 of appropriate dimension and scalars i > 0, i 1, 2, . . . , 10 such that 
Applying Lemmas 2.3. and 2.4., the following estimations hold:
3.19
.20
3.23
14
3.28
Therefore, from 3.18 -3.28 , it follows thaṫ
3.30
Applying Schur complement lemma, the inequalities Ω 1 < 0 and Ω 2 < 0 are equivalent to M 1 < 0 and M 2 < 0, respectively. Therefore, system 2.10 is robust asymptotically stable if the condition 3.16 holds. By using arguments similar to the proof of Case 1 for Case 2 and Case 3, we may conclude that the close-loop system 2.10 is robust asymptotically stable.
Remark 3.4. In this paper, the restriction that the state delay is differentiable is not required, which allows state delay to be fast time varying. Meanwhile, this restriction is required in some existing results, see 1-5, 7, 9, 11-14, 16, 18 . Remark 3.5. In the proof of Theorem 3.3, we need negative definiteness of matrices M, Ω 1 and Ω 2 simultaneously. In order to do so, we need to have certain diagonal terms of matrices M, Ω 1 and Ω 2 being negative. This leads to the splitting of the term K 1 as 0.1 0.9 K 1 which is one possibility to achieve such goal.
Numerical Examples
In this section, we provide numerical examples to show the effectiveness of our theoretical results. Example 4.1. Consider the following uncertain neutral system with time-varying delay and nonlinear uncertainties which is studied in 1, 2 : 
4.2
It is assumed that the nonlinear uncertainties satisfy
Applying Theorem 3.3, the maximum allowable value of τ M is given in Table 1 when γ 0.1 and in Table 2 for γ 0.5. The results obtained in 1, 2 may not be used for the case when τ m / 0. Moreover, the differentiability of the time delay τ t is not required in Theorem 3.3. Tables 1 and 2 show that our results significantly improve the results of 1, 2 . Table 3 for c 0.1 by applying criteria in 3, 4 and in this paper. We see that the maximum allowable bounds for τ M obtained from Theorem 3.3 are much better than that obtained in 3, 4 .
Case 2. For c 0.1, δ 0.1, the maximum value τ M obtained form Theorem 3.3 is listed in Table 4 . In 3, 4 the neutral delay is constant, then its stability criterion cannot be applied to systems with time-varying neutral delay. Furthermore, the stability criterion in 5, 6 cannot be applied to this case because Theorem 3.3 does not have restriction on the derivative of time-varying delay. It is obvious that the obtained results are significantly better than those in 3-6 . Figure 2 shows the trajectories of solutions x 1 t and x 2 t of the system 4.5 with time-varying delay τ t 0.3 0.5| cos 10t|, d t 0.1 sin 2 t, φ t sin t, cos t , for all t ∈ −0.8, 0 . 
Conclusions
In this paper, we have investigated the delay-dependent robust stability criteria for uncertain neutral systems with interval time-varying delays and time-varying nonlinear perturbations simultaneously. Based on Lyapunov-krasovskii theory, new delay-dependent sufficient conditions for robust stability have been derived in terms of LMIs. The interval time-varying delay function is not required to be differentiable, which allows time-delay function to be a fast time-varying function. Numerical examples are given to illustrate the effectiveness of the theoretic results which show that our results are much less conservative than some existing results in the literature.
