Abstract. We utilize undetermined coefficient method and an iterative method to construct the series solutions of the 3D Cauchy problem for a class of incompressible NavierStokes and Euler Equations. Then we can turn the Navier-Stokes Equations (Euler Equations) into the Cauchy problem for finitely (infinitely) many ordinary differential equations. We get the finite series solution of the Navier-Stokes Equations. By using some combinatorial identities techniques, we prove that the sum of the solutions to these ordinary differential equations is an infinite series solution of the Euler Equations in some cases.
Introduction
The 3-D incompreesible Navier-Stokes equations can be formulated as the follows: div u = 0, u t −ν∆u+(u·∇)u+∇u = f , (1.1) where x = (x 1 ,x 2 ,x 3 ) ∈ R 3 , u = (u 1 (x,t),u 2 (x,t),u 3 (x,t)) are the components of the threedimensional velocity field, p = p(x,t) is the pressure of the fluid at a position x, f = ( f 1 (x,t), f 2 (x,t), f 3 (x,t)) are the components of a given, externally applied force, ν > 0 is the viscosity. When ν = 0, (1.1) is the 3-D incompreesible Euler equation. The NavierStokes and Euler equations usually describe the motion of a fluid in R 3 . Constructing exact solutions of them is very important to understand how the real fluid will flow. Lou et al. utilized Bäcklund transformation and Darboux transformation to obtain exact solutions for the Euler equations in the vorticity form [1, 2] . By using the separation method, Makino obtained the first radial solutions to the Euler and Navier-Stokes equations in 1993 [3] . In 2011 and 2012, Yuen constructed many exact solutions for the Euler equations [4, 5] . In 2014, Fan and Yuen obtained a class of nonlinear exact solutions with respect to x for the Euler Equation [6] .
The series solutions of the linear partial differential equations can be obtained by using the superposition principle. However, it is hardly to obtain the exact series solution for any nonlinear partial differential equations. The purpose of this paper is to construct the series solutions of some Euler and Navier-Stokes Equations. The key idea of our method mainly comes from the following properties of the series {e kx } +∞ k=0 : (i) Eigenvalues and eigenvectors:
(ii) For any m 1 ,m 2 = 0,1,2,···, we have e m 1 x e m 2 x = e (m 1 +m 2 )x , m 1 +m 2 ≥ max{m 1 ,m 2 }. This paper is organized as follows. In Section 2, we construct the finite series solution of some incompressible Euler and Navier-Stokes equations. In Section 3, we construct the former infinite series solution of some incompressible Euler equations. Moreover, by using an iterative method with respect to (ii) and some combinatorial identities techniques, we prove that the former solution is an exactly infinite series solution of the Euler Equations in some cases.
Finite series solutions of the Euler and Navier-Stokes Equations
In this section, we construct the finite series solution of the following incompressible Euler and Navier-Stokes equations:
3) has a solution in the form:
where T jk (t), j = 1,2,3,4, k = 0,1,··· ,n are functions to be determined. Then we have:
Note that the sequence {ξ k } n k=1 is linearly independent, so we get
Note that the sequence {ξ k } n k=1 is linearly independent, so we have
where k=1,··· ,n. For every k=1,··· ,n, the first equation in (2.6) is multiplied by λ j (j=1,2,3). Together with
Finally we obtain
Infinite series solution of the Euler Equations
In this section, we consider the Cauchy problems for the following 3D incompressible Euler Equation:
where
There are a lot of functions can be approximated by the series {ϕ k } k∈N 3 . Next we let
where U ⊆ R 3 . Then by Stone-Weierstrass theorem [7] , we have:
Moreover, there exists many functions can be expressed by the series {ϕ k } k∈N 3 .
For example:
Example 3.3.
(−1)
Next we seek the following formal series solution of (3.1) :
where T jk (t), j =1,2,3,4, k∈N 3 are functions to be determined. Then substituting (3.2) into (3.1) we get
k [1] +k [2] =k k [2] j T jk [1] T mk [2] 
+k [2] =k −k [2] i T ik [1] T jk [2] , k
Note that the sequence {ϕ k } k∈N 3 is linearly independent, so we have:
and
j T jk [1] T ik [2] −k i T 4k = 0, i = 1,2,3, 
j T jk [1] T ik [2] +T 4k
(where k [1] ,k [2] < k) It follows that
i k [2] j T jk [1] T ik [2] +T 4k
Finally we use an simple iterative method to get T jk (t), j = 1,2,3,4, k ∈ N 3 by the following order:
(i) We can get the T j,(0,0,0) (t), j = 1,2,3 by solving (3.9). Moreover, we let T 4,(0,0,0) = 1.
(ii) Base on (i), we solve (3.10) when |k| = 1, then we can get T jk (t), |k| = 1, j = 1,2,3,4. (iii) Base on (i) and (ii), we solve (3.10) when |k| = 2, then we can get T jk (t), |k| = 2, j = 1,2,3,4.
Where |k| = k 1 +k 2 +k 3 . By repeating this process, we can get:
j T jk [1] T ik [2] +k i T 4k , i = 1,2,3,
Clearly we have:
If the series (3.2) we obtain satisfies (3.3)-(3.8), then it is a solution of (3.1).
Next we prove that the series (3.2) we obtain satisfies (3.3)-(3.8) in some cases. First we give some Lemmas. [8] ) For any n = 1,2,···, we have
Lemma 3.5. (Abel identities
Corollary 3.6. For any k = 1,2,···, we have
Proof By Lemma 3.5 (i) we can induce that
Then we have
Let x=y=0, we get
Similarly, we can get (ii).
Corollary 3.7.
For any k j = 1,2,··· , j = 1,2,3, we have 
Proof We prove (3.11) by the induction method. By a simple calculate we can induce that (3.11) holds when |k| = 1,2. Suppose that it holds for any |k| < n (n > 2), then by Corollary 3.6 and 3.7, for any k = (k 1 ,k 2 ,k 3 ) ≥ (1,1,1), |k| = n(without loss of generality we suppose that k 1 ≥ k 2 ,k 3 ), we have
∑ k [1] +k [2] =k, k [1] ,k [2] >(0,0,0) [1] +k [2] =k, k [1] ,k [2] >(0,0,0) k [2] j |T jk [1] (s)||T mk [2] (s)|+k j |T 4k (s)|
In a similar way, we can prove that (3.11) holds for any 
Then there exists a series solution of (3.1) satisfying (3.3)-(3.8).
Proof We only need to prove that the series (3.2) we obtain satisfies (3. k [1] +k [2] =k k [2] j T jk [1] T ik [2] Similarly, we can induce that the series (3.2) we obtain satisfies (3.5)-(3.8). Therefore it is a solution of (3.1) by Theorem 3.4.
