This paper presents an inverse problem for the nonlinear 1-d Kuramoto-Sivashinsky 
Introduction
This paper focuses on an inverse problem that consists in the determination of a coefficient of a partial differential equation from the partial knowledge of a given single solution of the equation. For the solution of this class of problems (single-measurement inverse problems), the Bukhgeim-Klibanov method was introduced in [6] (see also [12, 13] ). This method, which is based on Carleman estimates, allows to prove uniqueness, i.e. that each measurement corresponds to only one coefficient. Regarding the continuity of this inverse problem, the first Lipschitz stability result for a multidimensional wave equation was obtained by Puel and Yamamoto [14] by using a method based on [6] . Since then, this method has been applied to other inverse problems including Lipschitz stability for the Schrödinger equation [1] and Logarithmic stability for the wave equation [2, 3] .
This approach was extended to a parabolic equation in [10] . Since then, this type of inverse problems for parabolic equations has received a large amount of attention. The primary difference with respect to hyperbolic inverse problems is that parabolic problems are not time-reversible: therefore, an additional measurement must be added if that method is applied. As one can read in the discussion of the introduction of [10] , the knowledge of the full-state of the solution for some positive time is required . To prove the Lipschitz stability without this assumption, which is usually needed when global Carleman inequalities are used, is still an open problem.
Recent results regarding linear parabolic problems can be found in [4] (discontinuous coefficient), [8] (systems), [11] (network) and the references therein. In [5, 9, 15] , nonlinear parabolic equations were even considered.
In this paper, the Kuramoto-Sivashinsky (K-S) equation is considered, which is a 1D nonlinear fourth-order parabolic equation. This equation is used to model the physical phenomena of plane flame propagation: it describes the combined influence of diffusion and thermal conduction of gas on the stability of a plane flame front. In this nonlinear partial differential equation, the fourth-order term models the diffusion, and the second-order term models the incipient instabilities. To the knowledge of the authors there are no results in the literature concerning the determination of coefficients for this nonlinear equation.
However, a Carleman estimate has been used to obtain the null-controllability of the K-S equation in reference [7] for the constant coefficient case. We consider the inverse problem of retrieving the anti-diffusion coefficient γ from boundary measurements of the solution.
Since the linearized equation is parabolic, boundary measurements are not sufficient and we must consider an additional measurement of the full solution for a given time T0 (as in [4, 10] among others).
The K-S equation with non-constant coefficients describing the diffusion σ = σ(x), and the anti-diffusion γ = γ(x), is given as
where
let us introduce the following notations for the spaces appearing in this paper:
(2) Theorem 1.1 Let γ ∈ H 4 (0, 1) and σ ∈ H 4 (0, 1) be such that
Let y0 ∈ H 6 (0, 1), g ∈ F, and hj ∈ H 2 (0, T ) for j = 1, . . . , 4. Assume also that y0 and (hj)j=1,...,4 satisfy the compatibility conditions y0(0) = h1(0), y0,
Therefore, there exists ε > 0 such that if
then the K-S equation (1) has a unique solution y ∈ Z .
Once the existence of solutions to the K-S equation has been established (see Section 2), the following inverse problem is addressed:
Is it possible to retrieve the anti-diffusion coefficient γ = γ(x) from the measurement of yxx(t, 0) and yxxx(t, 0) on (0, T ) and from the measurement of y(T0, x) on (0, 1), where y is the solution to Equation (1) and T0 ∈ (0, T )?
A local answer for this nonlinear inverse problem is given (see section 4). To be more specific, letγ be fixed. We denote byỹ the solution to Equation (1) with γ replaced byγ. This paper focuses on the following two questions.
Uniqueness: Do the equalities of the measurementsỹxx(t, 0) = yxx(t, 0) andỹxxx(t, 0) = yxxx(t, 0) for t ∈ (0, T ) andỹ(T0, x) = y(T0, x) for x ∈ (0, 1) implyγ = γ on (0, 1)?
in space and ỹxx(t, 0) − yxx(t, 0) , ỹxxx(t, 0) − yxxx(t, 0) in time?
To answer these questions, we use the Bukhgeim-Klibanov method. First, a global Carleman estimate for the linearized K-S equation with non-constant coefficients is obtained. It is then used to prove the primary result which can be stated as follows.
Theorem 1.2 Let us consider σ ∈ H 4 (0, 1), γ ∈ H 4 (0, 1) and compatible data y0, g and hj regular enough such that the solutions of (1) belong to H 1 (0, T ; H 4 (0, 1)).
Let us denote y the solution of equation (1) associated to γ andỹ the solution associated to a fixed coefficientγ ∈ H 4 (0, L). We assume that there exists r > 0 and T0
Then there exists a positive constant C depending on the parameters (T, M1, M2, r), such that for every γ ∈ U,
This two-sided inequality gathers two complementary informations, namely, the stability of the inverse problem (with the first estimate) and the regularity of the measurements.
Indeed, the second estimate in (6) 
On the Cauchy problem for KS equation
This section presents a proof of Theorem 1.1 in a more general case including time dependent lower-order coefficients. We consider the following K-S system
where G1, G2 belongs to Hand hypothesis (3).
First, the main part of the linear differential operator is utilized in the next proposition.
has a unique solution z ∈ Z and there exists C > 0 such that
Proof. The operator
is simultaneously positive, coercive and self-adjoint. Moreover, its inverse is compact: thus, it generates a strongly continuous semigroup in
We will demonstrate that the solutions z ∈ Z (refer to the notation introduced in (2)), can be obtained by taking z0 and f sufficiently regular.
We now search for some energy estimates that indicate the space that the solutions lie on depending on the regularity of the data. Suppose that there are solutions sufficiently regular to perform the following computations. Equation (8) is multiplied by z and integrated over (0, 1). Some integrations by parts give
Throughout this paper, C denotes a positive constant that varies from line to line. Using
Gronwall's lemma, we obtain
Then, (9) is integrated over [0, T ] and (10) is used to get
Inequalities (10) and (11) finally imply that
Equation (8) is multiplied by (σzxx)xx and integrated over (0, 1). Some integrations by parts give also
We can then write
Thus, we obtain
On the other hand, Equation (8) is derived with respect to time. Thus q := zt satisfies
Using estimate (13), we obtain , 1)). From the equation satisfied by z and the fact that f ∈ F and zt ∈ Y2, we determine that z ∈ Y6, which concludes the proof of Proposition 2.1.
Then, we focus on the linear problem with non-homogenous boundary conditions and low-order coefficients that depend on time.
for j = 1, . . . , 4 satisfying the compatibility conditions with z0. Then, the equation
hj H 2 .
Proof. We first prove this result for null boundary data (i.e. for hj = 0 for j = 1, . . . , 4 and therefore z0 ∈ H 6 ∩ H 2 0 (0, 1)). For anyŵ ∈ Z, Π(ŵ) is defined as the solution of (8) with f = (f − γ(x)ŵxx − G1ŵx − G2ŵ).
Note that f ∈ F and therefore Π(ŵ) ∈ Z is well defined.
If T is small enough, then Π is a contraction. Indeed, for any w,ŵ ∈ Z, we have (the
Hence, the operator Π has a unique fixed point in Z, which is the solution of (15) with hj = 0 for j = 1, . . . , 4. Using standard arguments and the linearity of this equation, the solution can be extended to a larger time interval.
In order to prove the general case, take hj ∈ H 2 (0, T ), j = 1, . . . , 4 compatible with z0. It is not difficult to find a function ψ ∈ H 2 (0, T ; C ∞ ([0, 1])) satisfying the boundary conditions of (15) . For instance take ψ(x, t) = 4 j=1 pj(x)hj(t) where p1(x) = 2x 3 − 3x 2 + 1,
In particular we have
Lψ := ψt + (σ(x)ψxx)xx + γ(x)ψxx + G1ψx + G2ψ ∈ F. Then, if w is the solution of equation (15) with null boundary data, initial condition w0 − ψ(·, 0), and right-hand side equal tô f − Lψ, let us define z = w + ψ. It is not difficult to see that z is the required solution.
Remark 2.3
The third-order term zxxx can be added to Equation (15) . Indeed, in that case
, which is bounded by
. This last expression is bounded by (17). The remainder of the proof is the same.
Again, by using a fixed point theorem, we can prove Theorem 1.1 for equation (7).
Let y0 ∈ H 6 (0, 1), hj ∈ H 2 (0, 1) compatible with y0, and g ∈ F. For any v ∈ Z, we define Λ(v) as the solution of (15) withf = (g − vvx) and z0 = y0. Note thatf ∈ F and therefore Λ(v) ∈ Z is well defined. Indeed, if v ∈ Y3 and vt ∈ Y0, then we have
Furthermore, we can prove
Let ε > 0 to be chosen later and suppose that y0, hj and g satisfy (4). Consider v such that v Z ≤ r with r > 0 satisfying C(6ε + r 2 ) < r. From (18), we obtain Λ(v) Z < r.
Thus, the application Λ maps the ball Br := {v ∈ Z v Z ≤ r} into itself.
We will now prove that Λ : Br → Br is a contraction. For any z, v ∈ Br, Λ(z) − Λ(v) is the solution of (15) with z0 = 0, hj = 0 for j = 1, . . . , 4 andf = vvx − zzx. We obtain the estimate
Using the definition of the space F, v, z ∈ C([0, 1];
which implies that Λ is a contraction if r is chosen small enough. More precisely, we can choose r, ε such that 2Cr < 1 and C(2ε + r 2 ) < r. Hence, the map Λ has a unique fixed point y ∈ Z, which is the unique solution of (7).
Thus, we have proven Theorem 1.1.
Global Carleman inequality
In this section, a global Carleman inequality will be proven for the linearized K-S equation.
We define the space
with qj ∈ L ∞ (Ω) for j = 0, 1, 2.
Consider β ∈ C 4 ([0, 1]) such that for some r > 0 we have, for all x ∈ (0, 1):
|σx(x)βx(x)| ≤ r 4 min
For instance, if σ is constant, we can consider β(
On the other hand, given T0 ∈ (0, T ) we can choose φ0 ∈ C 1 ([0, T ]) such that φ0(0) = φ0(T ) = 0, and (23) 0 < φ0(t) ≤ φ0(T0) for each t ∈ (0, T ).
For example, if T0 = T /2, we can use φ0(t) = t(T − t).
We finally define the function
for (t, x) ∈ (0, T ) × [0, 1], which is the weight function of the Carleman estimate and has a crutial role in the following result. 
Proof. Consider the following operator P defined in W λ := {e −λφ v : v ∈ V} by P w = e −λφ L(e λφ w).
We then obtain the decomposition P w = P1w + P2w + Rw, where
+ λφxxxxσw + q0w + q1wx + q1λφxw
Thus,
where ·, · is the L 2 (Q) scalar product. Let us define the notations
and
The following weighted norm is defined, for any w ∈ W λ , as
We first require the following Let us first assume that we have (31). From hypotheses (20) to (22) we know that there exists ε > 0 such that φ satisfies for all x ∈ (0, 1),
Furthermore, from (20) we can prove that φ ≤ Cφx. Then from (31) we obtain, for a large
Let us now prove (31): we write P1w, P2w
Ii,j where Ii,j denotes the L 2 -product between the i-th term of P1w in (27) and the j-th term of P2w in (28).
Integrations by parts in time or space are performed on each expression Ii,j. Each resulting expression will be included in one of the terms on the right-hand side of (31). The results are listed below, and we indicate for each term where it will be included.
• I1,1 = −I4,1 + 3λ
.
• I1,3 = −12λ
•
• I2,2 = −2λ
• I2,3 = −2λ
• I2,4 = 4λ
• I3,2 = −2λ
• I3,4 = 4λ
• I4,1 = 6λ
x σ)xwxwt, which is canceled when adding with I1,1.
• I4,2 = 24λ
• I4,3 = 12λ
• I4,4 = −12λ
Adding all the terms, we obtain (31).
Then, we will prove a Carleman inequality for the conjugated operator P .
Lemma 3.3
There exists λ0 > 0 such that for all λ ≥ λ0 we have, for all w ∈ W λ ,
Proof.
From hypothesis (20) and inequalities listed in (32), we know that there exists δ > 0 such that
for a large enough parameter λ.
Besides, due to the definition of Rw in (29) and qi L ∞ ((0,T )×(0,1)) ≤ m for i = 0, 1, 2 it is trivial to check that
Thus, for a large enough λ, we have
From Lemma 3.2 and estimates (36) and (34), we conclude the proof of Lemma 3.3.
To complete the proof of Theorem 3.1, we have to deal with the norms fo P1w and P2w appearing in Lemma 3.3. From the definition of P2w, and because (20) holds, we have
for a large enough λ. A similar result is proven for (σwxx)xx and P1w, and we then have
From (37) and Lemma 3.3 we obtain
To handle the terms in Ix, we note that for any x ∈ (0, 1) and a large enough λ,
Computing the derivatives of e λφ w it is trivial to prove that Considering finally that P w = e −λϕ Lv, we obtain Carleman estimate (26).
Remark 3.4
We considered the function β to be increasing. This allows the Carleman inequality to be obtained with boundary terms at x = 0. If a decreasing function β was used instead, then an inequality with boundary terms at x = 1 would have been obtained. As discussed in the following section, the boundary terms in the Carleman inequality are related to the location of the observations in the inverse problem.
Inverse Problem
In this section, the local stability of the nonlinear inverse problem stated in Theorem 1.2 will be proved following the ideas of [6] and [13] . The proof is splited in several steps.
Step 1. Local study of the inverse problem Let γ,γ, y andỹ be defined as in Theorem 1.2. If we set u = y −ỹ and f =γ − γ, then u solves the following K-S equation:
Then, in order to prove the stability of the inverse problem mentioned in the introduction, it is sufficient to obtain an estimate of f in terms of uxx(·, 0), uxxx(·, 0) and u(T0, ·), wherẽ γ andỹ are given, γ ∈ U and u is the solution of Equation (41).
We begin by deriving Equation (41) with respect to time. Thus, v = ut satisfies the following equation:
where g(x, t) = u(x, t)yxt(x, t) + ux(x, t)yt(x, t).
The proof relies on the use of the Carleman estimate given in Theorem 3.1. This result will be used twice: First, Equation (42) allows to estimate v in terms of f ,ỹxx and g; Then, Equation (41) will be used to handle the terms u and ux, which appear in the expression of the source term g. The details are given below.
Step 2. First use of the Carleman estimate
Similarly to the proof of the Carleman estimate, we set w = e −λφ v. Then, we work on the term
On the one hand, we can calculate I and bound it from below. Indeed, using w(0, x) = e −λφ(0,x) v(0, x) = 0 for all x ∈ (0, 1) and Equation (41) On the other hand, in order to estimate I from above we apply the Carleman estimate (40) to Equation (42) Step 3. Second use of the Carleman estimate
Considering that g = uyxt +uxyt, we will now apply the Carleman estimate to Equation (41) in order to manage the term in g of the previous inequality. The unknown trajectory y is nevertheless such that yxt and yt belong to L ∞ (0, T ; L ∞ (0, 1)) since y ∈ H 1 (0, T ; H 4 (0, 1)). The Carleman estimate (40) is applied to equation (41), using the identityỹxu + uux = uyx, and taking q0 = yx and q1 =ỹ, which are bounded in L ∞ ((0, T ) × (0, 1)). These inequalities provide the second estimate in (6) and conclude the proof of Theorem (1.2).
