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 Carrier dynamics in GaAs-based photoconductive terahertz (THz) sources is 
investigated using Monte Carlo techniques to optimize the emitted THz transients. A self-
consistent Monte Carlo-Poisson solver is developed for the spatio-temporal carrier 
transport properties. The screening contributions to the THz radiation associated with the 
Coulomb and radiation fields are obtained self-consistently by incorporating the three-
dimensional Maxwell equations into the solver. In addition, the enhancement of THz 
emission by a large trap-enhance field (TEF) near the anode in semi-insulating (SI) 
photoconductors is investigated. 
 The transport properties of the photoexcited carriers in photoconductive THz 
sources depend markedly on the initial spatial distribution of those carriers. Thus, 
considerable control of the emitted THz spectrum can be attained by judiciously choosing 
the optical excitation spot shape on the photoconductor, since the carrier dynamics that 
provide the source of the THz radiation are strongly affected by the ensuing screenings. 
The screening contributions due to the Coulomb and radiation parts of the 
electromagnetic field acting back on the carrier dynamics are distinguished. The 
dominant component of the screening field crosses over at an excitation aperture size 
with full width at half maximum (FWHM) of ~100 µm for a range of reasonable 
excitation levels. In addition, the key mechanisms responsible for the TEF near the anode 
of SI photoconductors are elucidated in detail. For a given optical excitation power, an 
enhancement of THz radiation power can be obtained using a maximally broadened 
 xii
excitation aperture in the TEF area elongated along the anode due to the reduction in the 






1. 1 Terahertz Radiation 
 Terahertz (THz) radiation (electromagnetic radiation in the frequency range from 
0.3 to 20 THz) is a largely unexplored frontier area for research in science and 
engineering in part because reliable sources of high quality THz radiation have been 
scarce. In recent years researchers have become increasingly interested in exploiting THz 
radiation for numerous technological applications including spectroscopy, sensing, and 
imaging [1-3]. The so-called THz gap lies above the high-frequency range of electronics, 
but below the range of the traditional fields of optics as shown in Figure 1. 1. The fact 
that the THz frequency range lies in the transition region between electronics and 
photonics has led to creative ways in source development. Many groups have made great 
efforts to develop THz radiation sources in both continuous-wave and pulsed form.  
 
 
Figure 1. 1 THz radiation in the electromagnetic spectrum. 
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In particular, pulsed sources used in THz time domain spectroscopy (TDS) has generated 
a great deal of interest, and sparked a rapid growth in the field of THz science and 
technology.  
 In THz-TDS, picosecond pulses of THz radiation are used to probe different 
materials. The radiation has several distinct advantages over other forms of spectroscopy 
[4-6]: many materials are transparent to THz, THz radiation is safe for biological tissues 
because it is non-ionizing unlike X-rays, and images formed with THz radiation can have 
relatively good resolution (less than 1 mm). Also, many interesting materials have unique 
spectral fingerprints in the THz range, which means that THz radiation can be used to 
identify them.  The emerging field of TDS typically relies on broadband short-pulse THz 
sources employing photoconductive switches, since the broad bandwidths correspond to 
short coherence lengths, which are required for high resolution imaging or tomography 
and sensing [7-9]. This broadband technique is also widely used to obtain linear 
spectroscopic information, such as complex dielectric constants or the conductivity of 
materials to fully understand the behavior with very broad spectral coverage. As implied 
in the title of the dissertation, we shall be dealing with ultrafast carrier dynamics in 
GaAs-based photoconductive THz sources to optimize the emitted THz transients using 
Monte Carlo techniques. These will be detailed in the ensuing chapters of the dissertation.  
 
1.2 Photoconductive Switches 
 
 Photoconductive switches are very important devices for the generation of 










Figure 1. 2 Schematic of the photoconductive THz emitter. 
 
sensing, and imaging purposes [10,11]. These devices were first proposed by Auston et al. 
and subsequently studied by many groups [12-14]. The photoconductive switch has two 
parallel metallic contacts deposited on the surface of a semiconductor as shown in Figure 
1.2. THz pulses are typically produced by conduction between two electrodes patterned 
on a low temperature gallium arsenide (LT-GaAs), semi-insulating (SI-) GaAs, or other 
semiconductor (including InP) substrate. A dc bias is placed across the photoconductive 
switch, and an ultrashort pump-laser pulse (<100 fs) is focused in the gap in the 
photoconductive switch. Absorption of a ~100 fs laser (often a titanium sapphire laser 
(Ti-Sapphire laser)) pulse whose center frequency exceeds the bandgap of the 
semiconductor substrate generates carriers there between the electrodes. The mechanism 
underlying the THz radiation is to quickly create photoexcited carriers between the 
externally biased contacts using an ultrafast laser pulse. The charge carriers are then 
quickly accelerated to the opposite electrodes by the bias field and lead to the formation 
of an electrical dipole due to the difference of mobility between electrons and holes. This 
acceleration of the charge carriers by the external electric field generates an 
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electromagnetic transient. That is, the bias–laser pulse combination allows these charge 
carriers to rapidly jump the gap, and the resulting fast temporal change in a transient 
current can generate a pulse of electromagnetic radiation in the THz frequency range. The 
performance of THz generation depends on the temporal shape of photoinduced current 
from charge acceleration. The far-field radiation Erad (t) from the current distribution Js(t) 
(∝ v, v is drift velocity of the carrier) on the propagating axis of the radiation can be 











,                                               (1.1) 
 
where A is the area of the emitter carrying the current distribution and a is acceleration of 
the carriers. Since the THz radiation in the far field is proportional to the time derivative 
of the current density, the emitted THz transient depends crucially on the carrier drift 
velocity. As a result, the THz radiation field has a field shape proportional to the 
acceleration of the photoexcited carriers. Very short THz pulses (typically ~2 ps) are  









































Figure 1. 3 Waveform of the THz radiation field. This pulse shape is proportional 
to the time derivative of the current density. 
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produced due to the rapid rise of the photo-induced current in the gap and in short-
lifetime materials such as LT-GaAs, and the fall of the photocurrent as shown in Figure 
1.3. This current may persist for only a few hundred femtoseconds or up to several 
nanoseconds, depending on the material of which the substrate is composed. This 
potoconductive switch puts out a train of pulses, whose repetition frequency is the same 
as that of the femtosecond pump laser. Pulse widths are on the order of 100 fs, with 
average powers below a few hundred nW and a frequency spread of > 500 GHz. The 
pulse bandwidth is typically centered at about 1 to 2 THz. The details of the spectrum can 
vary significantly, however, depending on the design of the switch and pump-laser power, 
pulse width and shape, and configuration.  
 
1.3 Motivation 
1.3.1 Power Saturation from Screening Effects 
 
 Ultrafast broadband THz transients generated by femtosecond optical pulses 
incident upon biased photoconductors are commonly employed for table-top THz sources.  
While this technique is approaching routine, the THz output power is quite low (typically 
a few hundred nW) and the optical-to-THz conversion efficiency disappointingly small 
(<0.01 %) [16,17].  In order to extend the use of these sources to enhance spectroscopy, 
sensing, and imaging with more high brightness, a significant increase of THz radiation 
in power is required. But when the charges separate, they create an electric field that 
counteracts the external bias, thus reducing the effective field, so the THz output strength 




Figure 1. 4 THz radiation power vs incident optical power without screening 
(dashed line) and with screening (circle) [18]. 
 
understand the physical mechanisms that limit the radiation power and to increase the 
power of emitted THz radiation, such as using large aperture emitters for avoidance of 
saturation effects. One of the key limitations of power saturation is the screening of the 
bias field by the photogenerated carriers [15,19]. In many cases, however, these have 
been ignored, and to improve device performance, the systematic exploration of 
screening effects to extract the maximum THz spectral power density in the frequency 
range of interest is needed. The origins of this screening are the Coulomb field (due to 
photexcited space charge) and the radiation field (back action of the emitted THz 





1.3.2 Previous Work 
 
 A great effort has been made to improve the performance of such THz sources, 
with considerable attention paid to optimization bandwidth and boosting the THz power 
as well as the optical-to-THz conversion efficiency, e.g. with multiple-optical pulse 
excitations [23], and using semi-insulating or low temperature grown material [11], 
photoconducting dipole antennas and antenna arrays [24,25], asymmetric excitation 
[26,27], optical excitation pulse shaping [28], and large-aperture photoconductors [12,29]. 
In order to improve the performance of THz sources as in the previous work, an 
understanding of the carrier dynamics in photoconductive switches is of major 
importance. Several theoretical studies with the charge transport treated using rate 
equations based on the Drude-Lorentz model have been performed to understand 
different aspects of the process of THz emission by photoconductive switches [30-32]. In 
these studies, however, the presence of the subsidiary valleys in the band structure and 
the effects of spatial carrier distribution have not been fully considered at the same time. 
The performance of THz generation depends on the temporal shape of the photoinduced 
current pulses and this shape is determined in part by transient velocity overshoot and the 
screening due to the optically excited electron and hole distributions. Thus we need 
transport properties and relaxation processes of photoexcited carrieres with the effect of 
spatial distribution. 
 
1.3.3 High Field Transport and Ultrafast Phenomena  
 
 For submicron devices to enable the development of compact THz systems with 
high radiation power, even a few tenths of a volt of applied voltage may cause field 
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strength of tens of kV/cm. The energy distribution of the electrons under these conditions 
may be quite different from what occurs at low fields. Under high-field conditions 
transient non-equilibrium effects, such as velocity overshoot and ballistic transport occur 
[33,34] on subpicosecond time scales. During the transient response, the distribution 
functions of the carriers is highly nonlinear in the applied field; carrier densities and other 
parameters, such that the transport properties must be studied by more sophisticated 
means, such as Monte Carlo techniques. 
 Hot electron conditions also occur when a laser beam is incident on a 
semiconductor sample, even in the absence of any external fields. In this case, a drastic 
alteration of the electron energy distribution is present shortly after excitation of the 
carriers to higher energy levels. However, the carriers soon relax to the equilibrium state 
through scattering processes. These energy and momentum relaxations processes are 
determined by the nature of the scattering, which is on the subpicosecond scale.  When an 
external bias is also present, two processes can be identified following excitation of 
photocarriers: the carrier heating process in which carriers gain energy from the field and 
the carrier relaxation process in which they lose energy to the lattice via carrier-phonon 
interactions. This condition forms the basis for time resolved measurements of the 
transient photoresponse of the system [35,36]. Thus, there is an increasing need of 
modeling of high-field transport and ultrafast phenomena in compact photoconductive 
THz sources in which nonlinearity is important. These time and space dependent 
phenomena in photoexcited carrier problems are the most applicable areas for Monte 




1.4 Overview of Dissertation 
  
 The dissertation is organized in such a way that the main theory and methodology 
as well as application results are discussed in the main chapters. Chapter 1 has discussed 
THz radiation by a photoconductive switch, its application and challenges, and the 
motivation for the approach to solving these problems. Chapter 2 reviews the theoretical 
background for semiclassical transport including the Boltzmann transport equation, 
energy band structure and the scattering mechanisms incorporated into our model. In 
Chapter 3, we illustrate the basic ingredients and detail the numerical algorithms of the 
ensemble Monte Carlo coupled with a Poisson solver. We show the device models in this 
simulator in this chapter. In Chapter 4, the model developed in the previous chapter is 
applied to study the photoexcitation and THz response of photoconductive THz sources. 
In this chapter, we investigate the spatially resolved carrier dynamics and Coulomb and 
radiation fields in photoconductive THz sources. In addition, we detail the mechanisms 
responsible for the large TEF near the anode of SI-GaAs based photoconductors and 
show how the combination of illumination geometry, deep traps, and the applied bias 
field affects and controls the transient response. Finally in Chapter 5, we conclude giving 









SEMICLASSICAL TRANSPORT THEORY  
 
 The concept of semiclassical transport theory is based on the assumption that a 
single carrier distribution function f (k, r, t) may be used to compute the statistical 
expectation value of macroscopic quantity. In this concept, the carriers are treated as 
independent classical particles. These particles are subject to the action of external fields 
and scattering mechanisms. The carriers experience a sequence of free flight scattering 
events in which they are accelerated by the field during their free fights, which are 
governed by classical laws of motion determined from band structures and interrupted by 
collisions, which are determined by the type of scattering event according to the 
scattering probabilities. The evolution of a carrier distribution function allows us to 
calculate any quantity A from ensemble average over momentum space k and real space r 
 
),,(),,()( tftAdkdrtA rkrk∫ ∫= .                                         (2.1) 
 
The basis of semiclassical transport theory is the Boltzmann transport equations. To 
understand the spatio-temporal response of carriers on subpicosecond timescale, we use 
the Boltzmann transport equations from which the carrier distributions can be obtained. 
 
2.1 The Boltzmann Transport Equation 
 
The motion of the photoexcited carriers in a photoconductor is influenced by 
external fields, temperature gradients, density gradients, and scattering from impurities, 
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phonons, and other carriers [37,38]. All these factors have to be balanced against each 
other to give the transport properties of the carriers. The electrical properties can be 
obtained by calculating the distribution function f (k, r, t), which is proportional to the 
probability of finding a carrier in the state k, at time t and location r, from the Boltzmann 
transport equation 
 













 ,              (2.2) 
 
where ћ is the Plank constant divided by 2π and F is electric field. The left hand side of 
Eq. (2.2) describes the temporal variation of the distribution function. The first term on 
the right hand side of Eq. (2.2) is the force term, which describes changes in the 
distribution function due to applied fields, while the second term governs spatial 
variations (diffusion) in the system due to concentration or temperature gradient. The first 
bracket is the transport term (band structure limited), while the second bracket is the 
collision term (scattering limited). The first term inside the second bracket describes the 
scattering into state k (in-scattering) and the second one represents scattering out of state 
k (out-scattering). The transition rates Γkk′ and Γk′k for the scattering between states k and 
k′ are calculated using first-order time-dependent perturbation theory, which leads to the 
so called Fermi’s Golden Rule. (Details of the scattering mechanisms are discussed in 
Sec. 2.4.)  
 There are three main assumptions in applying the Boltzmann transport equation 
(BTE): effective mass theory and the band model hold, scattering rates are independent of 
the electric field, and collisions are instantaneous in both time and space. The approaches 

































































































































































































































































































































































































disadvantage, as well as its range of validity. The drift-diffusion approach is routinely 
used for long devices in low-field and steady-state conditions. However, the conditions 
for its validity restrict the application to submicron devices in which transient and 
nonequilibrium transport are important. Employing the Relaxation Time Approximation 
(sometime called hydrodynamic) which is based on higher moments of the BTE can 
improve the drift-diffusion model. When highly nonequilibrium conditions prevail, such 
as occur in photocarrier relaxation processes or transport by multi-dimensional carriers, 
these nonlinear transport processes depend sensitively on the shape of the distribution 
function, and the relaxation time approximation may also be inadequate. For a full 
description of BTE by numerical solutions, Monte Carlo methods have been successful 
due to the simplicity of their implementation, and the direct interpretation of various 
phenomena, including spatial-temporal effects, high-field transport, and ultrafast 
phenomena. 
 
2.2 Monte Carlo Method 
 
 The Monte Carlo method is a random sampling technique that involves deliberate 
use of random numbers in a calculation that has the structure of a stochastic process [39]. 
We use probabilistic Monte Carlo methods for the solution of nonprobabilistic problems, 
as in the following simple example. 






2 ×−= ∫ dxxπ .                                                    (2.3) 
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The Monte Carlo approach to the solution is to generate random pairs (x,y) using 
uniformly distributed random numbers r∈[0,1] and count the fraction that lies inside the 
circle. The estimated value of the integral of Eq. (2.3) is then given by 
 
4
particles  totalof #
arc inside particles of #
×=π .                                               (2.4) 
 
The simulated values approach the true value as the number of sampling points becomes 
large,; Monte Carlo methods are often the only effective means of evaluating integrals. 
Monte Carlo methods can be classified into two versions according to its implementation: 
single-particle Monte Carlo, which traces the motion of one electron for a sufficient long 
time and ensemble Monte Carlo, which follows the history of an ensemble of particles in 
parallel for a sequence of very short time intervals (typically 5×10-15 to 10-12 s) instead of 
following the history of a single particle for a long period of time typically (typically 10 
to 100 ps). Both transient and steady-state transport variables can be obtained from an 
ensemble Monte Carlo simulation. (Details of the ensemble Monte Carol are discussed in 
Sec. 3.1.) 
 The Monte Carlo technique is one of the most efficient ways to solve the 
Boltzmann transport equation since no a priori presumption of the carrier distribution 
function is needed, which implies that an exact numerical solution to the Boltzmann 
transport equation can be obtained [39]. It has an impressive ability to deal with band and 
scattering details due to its ability to evaluate multi-dimensional integrals, providing 
direct spatial and temporal microscopic information about the system with high 
resolution. The Monte Carlo method, however, has its own disadvantages, such as its 
CPU intensiveness originating mainly from its microscopic description of the transport 
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physics and specification of a large number of parameters for band structure, scattering 
rates, etc. The details of the energy band structure used in this work and the scattering 
mechanism relevant for GaAs material are discussed in the rest of this chapter.  
 
2.3 Band Structure  
 
 The band structure and the scattering rate are the basic ingredients in a Monte 
Carlo method, and particularly, the energy-wavevector relationship (energy band 
structure) of carriers determines their dynamical properties under the influence of an 
external force. Figure 2.2 show the region of GaAs band structure that is important in 
transport, with the details of the degenerate minima of the Γ, L, X, and maxima of the 
heavy-hole and light-hole bands. In high-field transport calculations, as it is always the 
case in normal device operation, carriers can have very high kinetic energy, i.e. values of 













































Figure 2. 2 Energy band structure of GaAs. 
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from the simple quadratic expressions of a parabolic band structure, and nonparabolicity 














=kE ,                             (2.5) 
 
gives a more appropriate description of the actual band structure. The α is a 









−=α ,                                                         (2.6) 
 
where Eg is the energy gap, m* and m0 are the effective electron mass at the bottom of the 
band and the free electron mass, respectively. 
 Once the band structure is known, the velocity associated with a state k can be 
calculated from the expression 
 
)(1)( kkv k E∇=
h
,                                                           (2.7) 
 
and in the case of a nonparabolic band, the velocity is given by 
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The conduction band model of GaAs for photoconductive switches consists of spherical 
and non-parabolic Γ, L and X valleys. For the valence band structure, we include warping 
of the heavy and light hole band and a spherical parabolic split-off band, because 
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photoexcitation experiments in GaAs generate electrons from all three valence bands [39], 
and one can see electrons with anisotropic momentum distributions from the heavy and 
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In Eq. (2.10), the positive (negative) sign corresponds to the light (heavy) hole band, θ 
and φ are the polar and azimuthal angles of k with respect to the crystallographic axes 
respectively. A, B and C are the inverse valence band parameters [43].  
 
2.4 Scattering Mechanisms 
 
 Scattering mechanisms describe the microscopic nature of electronic transport 
that governs the behavior of the carrier dynamics. They are typically determined using 
the Fermi’s Golden rule, the effective mass, and the Born approximations. The dynamics 
of the electronic interactions is assumed to be independent of the applied field, and the 
collisions are assumed to occur instantaneously. Also, in the Born approximation, the 
scattering processes only consist of a transition between two definite momentum states. 
For the transition of an electron between different Bloch states in a crystal we have to 
make the assumption that the crystal has to be separated into the electron (hole) of 
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interest an the rest of the crystal. We will carry out the scattering rates with a first order 
and time-dependent perturbation approach. 
 
2.4.1 Fundamental Transition Rate  
  
   The expression for the transition probability per unit time from a state k to a state 
k′ is induced by a perturbation Hamiltonian. The Hamiltonian may be decomposed as 
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where H0 is the time independent Hamiltonian, Vs(r,t) is a small random potential as 




A small random potential  
Figure 2. 3 A small random potential. 
 
Meanwhile, if we suppose t = −∞, the system starts in eigenfunction ψk of H0 as  
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where ck(t) is the probability amplitude of finding the system in state ψk(t) at time t.  
In the limit at t→∞, the probability of finding the particle in another state k′ is 
 
2)(lim tcP ktkk ′∞→′ = .                                                  (2.14) 
 
If Vs<<H0, the perturbed Hamiltonian H is very close to the unperturbed Hamiltonian H0 
then it is a good approximation to expand the solution in terms of unperturbed eigenstates. 
Thus, Ψ(r,t) is also a solution of the perturbed Schrödinger Equation  
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Taking the inner product of both sides with h/)( tiEk ker ′
−
′ψ  gives 
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where the matrix element (using Dirac notation) is defined as 
 
ksks VdrkVk ψψ∫ ′=′ *   .                                              (2.18) 
 
We assume that at time t=0 the system is in a definite eigenstate ψk so that Ψ(0)= ψk. 
This implies that ck(0)=δkk′ . Thus, from Eq. (2.17) the dominant term is 
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If a perturbing potential V oscillates periodically with frequency ω, we can express it as a 
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This corresponds to interaction with lattice vibrations or with optical excitation. 
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If we want to find the transition rate from initial state k to final state k′, we just use the 
probability per unit time in Eq. (2.24). Therefore, the transition rate is 
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This formula is called Fermi’s Golden Rule and the δ-function in this formula is an 
expression of energy conservation. Assumptions made are there are no multiple scattering 
events and the contribution of other c’s is neglected. 
  The transition rate for scattering from a state k to a state k′, due to a perturbation 
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where the squared matrix element contains the momentum conservation, while the delta-
function expresses the conservation of energy during the scattering process. Ek and Ek′ 
are the corresponding kinetic energy to the states and ωh  is the phonon energy. This 
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where V(q) contains the dependence upon q= k− k′, and depends on the momentum 
transfer depends on the nature of scattering.  G is the overlap factor.  
 The overlap factor G = 1 for parabolic bands. However G is less than unity where 
nonparabolicity is significant, and can be expressed as 
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The overlap effect is usually ignored in calculating the scattering rates in the three 
conduction valleys because G is very close to one. On the other hand, for intraband 
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where θ is the angle between k and k′. 
 The total scattering rate out of state k for a given mechanism is obtained by 
integrating Eq. (2.25) over all possible final states k′ 
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where V is the volume of the crystal, and φ is the azimuthal angle. The total scattering 
rate depends on the particular form of the squared matrix element of each scattering 
mechanism as well as the band structure. In the Monte Carlo method, it determines the 
scattering process, the time of free flight, and the final state at the end of the flight.  
 
2.4.2 Scattering Rates 
 
 The electronic transitions in semiconductors are mostly caused by phonons, 
defects, and other carriers: The interaction of phonons with charge carriers is due to 




















































































































































































































































piezoelectric interaction for the acoustic phonons, and polar interaction for optical 
phonons, typically in polar materials. Defects can arise from impurities and dislocation, 
etc. Carrier-carrier interactions are important at higher carrier concentrations. On the 
other hand, the scattering mechanisms can be classified as intravalley or intervalley, if 
both initial and final states of the carrier lie in the same or different valley, respectively.  
 Figure 2.4 illustrates the major scattering mechanisms [39] with bold-face 
scattering mechanisms taken into account for our simulation; acoustic-phonon scattering, 
ionized-impurity scattering, intervalley scattering, carrier-carrier scattering and screened 
carrier-phonon scattering [39-43,45,46]. We calculate the screening length self-
consistently, which affects the scattering rates of the ionized impurity, carrier-carrier, and 
screened carrier-phonon interactions using the evolving built-in distribution function [46].  
 
2.4.2.1 Total Electron Scattering Rates  
 
 We present the salient results of the scattering rates, which have been 
implemented in our simulation with brief discussions. Usually, the total scattering rate is 
expressed as a function of energy. 
 
(a) Ionized impurities scattering  
 This mechanism is elastic in nature and cannot control the transport by itself in 
the presence of an external field. It is more efficient in terms of both scattering rate and 
scattering angle when the average energy of the electron is low. The scattering angle 
becomes smaller as the average electron energy gets higher and hence, it plays a 
negligible role in high-field transport. Here is the Brooks-Herring (BH) model, which 
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where ε is the dielectric constant of the material, ε0 is the free-space permittivity, and Z is 
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where n is the carrier density, which can be approximated by NI, the impurity 
concentration, kB is the Boltzmann constant and T is the lattice temperature. The square 
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where θ is the angle between k and k′. 
 
(b) Intravalley – polar optical phonon scattering 
  Polar optical phonon scattering is an important mechanism in polar materials 
such as GaAs in intravalley transitions. Its strength decreases rapidly as q gets larger 
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 The integrated scattering rate in a nonparabolic band structure due to the polar optical 
phonons is given by 
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where 
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ε∞ and εs are the high and low frequency dielectric constants respectively.  N0 is the polar 
optical phonon occupation number and ωo is the optical phonon frequency. This 
mechanism is strongly anisotropic. The angular dependence can be expressed using 
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(c) Intervalley scattering 
 Intervalley scattering including equivalent or nonequivalent valleys becomes a 
dominant mechanism at high fields when the electron average energy is higher than the 
separation between the central and upper valley. These transitions between different 
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The intervalley scattering rate in a nonparabolic band structure is given by 
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where 
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Ξif is the intervalley deformation potential, Zf is the number of valleys of type, ωif  is the 
intervalley phonon frequency, ΔEif is the energy difference between the minima and Nif is 
the intervalley phonon occupation number. Intervalley scattering processes are isotropic, 
so we can obtain the polar and azimuthal angles from two random numbers, r1 and r2 
∈(0,1) due to the energy conserving sphere: 
 
121cos r−=θ ,     22 rπφ = .                                       (2.43) 
 
 To study the fast transitions properly using Ensemble Monte Carlo we need to 
calculate the screening length self-consistently using the evolving built-in distribution 
function.  The square of  the inverse screening length β2 is proportional to the ensemble 
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where N is the number of carriers in the ensemble. The B(E) depends on the band model 
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for nonparabolic bands. 
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(d) Intravalley – acoustic phonon scattering with deformation-potential interaction. 
 Acoustic phonon scattering is quasi-elastic process in high fields and temperature, 
and is less important than other mechanisms since the acoustic phonon energy is 
relatively small. The energy change in acoustic phonon scattering is negligible but for 
nonlinear transport problems in low fields, the small energy dissipation is needed to 
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and the total scattering rate is 
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ρ is the density of crystal, T0 is the lattice temperature, Ξa is called the acoustic 
deformation  potential and s is the acoustic wave velocity. For nonparabolic bands this 
scattering is anisotropic, and we can obtain the angular dependence using random 











 (e) Screened electron-phonon scattering 
  The electron-electron interaction modifies the electron-phonon interaction by 
screening these interactions. The scattering rate is given by 
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(f) Electron-electron (e-e) scattering.  
 The carrier-carrier interaction is very important at high carrier densities and 
inclusion of this mechanism makes the Boltzmann transport equation nonlinear. We only 
 31
present the salient results of the carrier-carrier scattering rates. The e-e scattering rate is 
given by 
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Ne is the number of electrons in the ensemble and the sum is over all the k vectors of the 
ensemble carriers. g is the relative wavevector, m0 and k0 are the effective mass and 
wavevector of the Monte Carlo electron, and m and k are the effective mass and 
wavevector of the counterpart electron. 
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where θ is the angle between g and g′.  The final states of the two interacting electrons 
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(g) Electron-hole(e-h) scattering 
  The e-h scattering rate is given by 
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Nh is the number of holes in the ensemble and the sum is over all the k vector of the 
ensemble carriers. The angular dependence is given in the same way as for the e-e 
interaction (see Eq. (2. 55)). 
 The various types of scattering rates discussed above are calculated for GaAs at 
room temperature, and scattering rates in the Γ valley are plotted in Figure 2.5. For e-e, e-
h interaction process, we assumed a Maxwellian distribution for illustrative purposes. 
 
2.4.2.2 Total Hole Scattering Rates 
 
 We only present the salient results of the total hole scattering rates, which have 
been implemented in our simulation with brief discussions. 
 
(a) Screened hole-phonon scattering.  
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The index i=1 for heavy holes and 2 for light holes. 
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In order to generate the angles after scattering the rejection technique [39] is used. 
 
(b) Non polar optical phonon scattering with deformation potential interaction 
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where Ξ is deformation potential.  
 We can assume 2/1== ijii GG  since the matrix element has no angular 
dependence [39]. Consequently, the angles after scattering are selected using random 
numbers according to Eq. (2.43). 
 
(c) Ionized impurity scattering 
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(d) Hole-hole (h-h) scattering 
 The h-h scattering rate is given by 
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Nh is the number of holes in the ensemble and the sum is over all the k vectors of the 
ensemble carrier, g is the relative wavevector, m0 and k0 are the effective mass and 
wavevector of the Monte Carlo hole, and m and k are the effective mass and wavevector 
of the counterpart hole. The angular dependence is given in the same way as for the e-e 
interaction (see Eq. (2. 55)). 
 
(e) Hole-electron (h-e) scattering 
 The h-e scattering rate is given by 
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Ne is the number of electrons in the ensemble and the sum is over all the k vector of the 
ensemble carriers. The angular dependence is given in the same way as for the e-e 



















































 Various type of scattering rates discussed above are calculated for GaAs at room 
temperature, and scattering rates for the heavy hole band are plotted in Figure 2.6. For the 
h-h, h-e interaction processes, we assumed a Maxwellian distribution for illustrative 
purpose. The material properties of GaAs and the valley dependent material parameters 
for the electron and hole transports are shown in Tables 2.1 and 2.2 respectively. 
 Since ionized impurity, polar optical phonon, and acoustic phonon scattering are 
anisotropic processes, the final state k′ after scattering is specified in terms of the 
scattering angle θ  with respect to the initial state k. Thus, a coordinate transformation is 
performed to obtain the final state with respect to the fixed direction, where kx is assumed 
to be parallel to the direction of the bias field E. The coordinate transformation is 
















Table 2.1 Material properties of GaAs. 
  
Parameters GaAs Units 
Density of crystal (ρ) 5.37 g/cm3 
High frequency dielectric constant(ε∞) 10.92 - 
Low frequency dielectric constant(εs) 12.90 - 
Longitudinal acoustic velocity(s) 5240 m/s 
Optical phonon energy (ħωo) 36 meV 







   Table 2.2 Valley dependent material parameters for GaAs carrier transport at 300 K. 
  
Parameters Γ(000) L(111) X(100) Units 
Effective mass ratio 0.063 0.222 0.58 m*/m 
Acoustic deformation potential(Ξa) 7 9.20 9.27 eV 
Number of equivalent valleys(Z) 1 4 3 - 
     
Intervalley deformation potential(Ξif)    109eV/cm 
Γ 0 1 1  
L 1 1 0.5  
X 1 0.5 0.7  
     
Intervalley Phonon energy (ħωif)    meV 
Γ 0 27.8 29.9  
L 27.8 29 29.3  
X 29.9 29.3 29.9  
Band gaps 1.43 1.73 1.9 eV 
Nonparabolicity(α) 0.61 0.461 0.204 eV-1 
Valley separation (from Γ) 0 0.29 0.522 eV 








MONTE CARLO POISSON SOLVER 
 
 3.1 The Ensemble Monte Carlo Method 
 
 The Monte Carlo method is a way of simulating a system with random numbers 
generating numerically probability distributions to calculate the structure of a stochastic 
process. A single particle Monte Carlo method is suitable for the investigation of steady-
state and homogeneous phenomena, because the motion of one particle for a sufficiently 
long time can provide information about the behavior of all particles, i.e. the time average 
is equal to the ensemble average. Meanwhile the ensemble Monte Carlo method is more 
useful and widely used for the calculation of non-stationary and transient transport that 
occur under non-uniform electric fields because this method follows the trajectory of an 
ensemble of particles in parallel for a sequence of short time intervals. Both transient and 
steady-state transport variables can be obtained from an ensemble Monte Carlo 
simulation. In the next subsections we describe the three main stages in a typical structure 
of Monte Carlo method, such as free flight time, selection of scattering process, and final 
state. Then we explain ensemble averaging schemes and we give representative 







3.1.1 Free Flight Time   
           
 Electrons are subject to the action of external forces due to electric fields 
according to Eq. (3.1) and drift freely until they are scattered by the lattice vibrations, 
impurities and other carriers.  
 
Ek e−=&h ,                                                           (3.1) 
 
The duration of this free flight between successive scattering events is called the free 
flight time and the electron wave vector k changes continuously during the duration of 
the free flight. The probability that an electron will drift freely for time t and then be 
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The free flight time tf is then obtained by integrating Eq. (3.2) using a uniformly 
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However, due to the complexity of the integral at the exponent, it is impractical to 
generate free flights using Eq. (3.3). To overcome this problem, an additional fictitious 
self scattering is introduced to make the total scattering rate constant over the energy. The 
constant total scattering rate Γ is then given by  
 
Γ=Γ+Γ selft))((k ,                                                (3.4) 
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where Γself is the self scattering rate that does not affect the state of the particle at all. 
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3.1.2 Selecting the Scattering Process   
 
 Once the free flight time is determined, the scattering mechanism responsible for 
terminating a free flight and determining a new state should be selected at the end of the 
free flight. For the selection we have to consider in detail each scattering mechanism Γ1, 
Γ2, through Γn, evaluated using the particle energy at the end of the free flight. The 




Γ1 + Γ2 + Γ3
Γ1 + Γ2 + Γ3 + Γ4














If Γ is the total scattering rate, then we should compare rΓ successively with the 
cumulative sums of the scattering rates. If  rΓ  ≤  Γ1(k),  then scattering mechanism Γ1 is 
selected. If  Γ1(k) <  rΓ  ≤  Γ1(k)+ Γ2(k),  then scattering mechanism Γ2 is selected. And 
so if  Γ1(k)+ Γ2(k)+ … Γn-1 <  rΓ  ≤  Γ1(k) + …Γn(k)   then scattering mechanism Γn is 
selected as shown in Figure 3.1 [39]. 
 
3.1.3 The Final State after Scattering 
 
 Regarding the choice of the electron state after scattering, we have to consider 
both the energy conservation and the angular dependence of the particular scattering 
mechanism chosen. We can determine the final energy E(k′) from 
 
EEE ∆±±=′ ωh)()( kk ,                                         (3.6) 
 
where E is the energy at the end of the free flight, ћω is the phonon energy (positive for 
absorption, negative for emission) and ∆E is the energy difference between valleys. ∆E is 
non zero for inter valley scattering (positive for transition to lower valley, negative for 
transition to upper valley). The final energy yields directly the absolute value of the 
momentum, but the determination of the direction of the momentum requires further 
generation of random numbers to determine the azimuthal angle ϕ and polar angle θ 
according to the angular dependence of the selected scattering mechanism.  
 For example, in the case of the isotropic character of the scattering, any state k′ 
after scattering belonging to the energy conserving sphere has the same probability of 
occurrence (this is a good approximation for acoustic scattering (in a parabolic band) and 
inter valley scattering). That means the scattering probability to any particular state k′ is 
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independent of θ and ϕ, where θ and ϕ are the polar and azimuthal angles relative to the 
after-scattering wave vector k′ with respect to the before-scattering wave vector k (see 










Figure 3.2 Geometry for the determination of the state after scattering. 
 
So the angular dependence of scattering to all final states k′ is 
 
ϕθθϕθ ddP sin),( ∝  .                                            (3.7) 
 
P is the probability that the polar angles of k′ with respect to any convenient directions 
will be contained in the intervals dθ and dϕ. The provability to select a point on an 
element dS of the surface is equal to dS/4π (assuming a sphere with radius 1, centered at 
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where p(θ, ϕ) = sin θ/4π is the density of probability. The separate densities of 
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because the two angles are independent, i.e., p(θ, ϕ) = p(θ)p(ϕ). The angles can be 
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As the scattering randomizes the direction of the electron wave vector, θ and ϕ can be 
taken along the direction of the applied electric field E rather than of k (refer to Appendix 
A). 
 Usually, the angle ϕ after the scattering is chosen by rπϕ 2= using random 
number r. However, the angle θ depends on the nature of the scattering process, thus one 
needs to select θ according to the angular dependence P(θ) (refer to Sec. 2.4) of the 
scattering mechanism chosen by the direct method or the rejection technique [39].  Figure 
3.3 shows angular dependence for screened electron-phonon scattering for the choice of 
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Figure 3.3 Angular dependence for screened electron-phonon scattering. 
 
After the final state is determined, the distribution function can be determined from the 
trajectory of the particle in k-space and a quantity of interest can be calculated from this 
distribution function. 
 
3.1.4 Ensemble Averaging Schemes 
 
 An ensemble Monte Carlo method can be visualized as N independent sequences 
of events. In Figure 3.4, the ensemble consists of N electrons, and the trajectory of the ith 
particle in the ensemble is plotted as a function of time. The circles represent scattering 
events that terminate the free flight times. At the observation time t, the ensemble average 









Figure 3.4   Ensemble average scheme: The time axis of the ith particle is 
represented by a straight horizontal line labeled by ti, open circles indicate scattering 
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 For example, ensemble average velocity is illustrated schematically in Figure 3.5. 
Figure 3.5 shows the velocities of the electrons (i=1, 2, …, n ) in the ensemble as a 
function of time during one sampling interval (0, t). The magnitude and direction of the 
velocities at each scattering event are schematically shown, with solid circles denoting 
real scatterings and open circles for self-scattering. The number of scattering events n 
may vary for each electron i in the ensemble. A time average of the velocities v over the 
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To obtain a single-valued steady-state velocity at a particular field strength, further 
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where ts is the time when the process becomes stationary and tt is the total simulation 
time. 
 
3.2 Device Models 
3.2.1 Initial Conditions 
 
 Initial conditions are essential parts of the Monte Carlo simulation process in 
many circumstances, such as small structure devices or nonequillibrium transport process, 
since Monte Carlo simulation is basically an evolutionary calculation. Initial conditions 
in Monte Carlo method are carrier distributions in k- and r-spaces as well as in the time 
domain. When a steady-state situation is simulated, the time of simulation must be long 
enough such that the initial conditions of the carrier motion do not influence the final 
results. On the other hand, when a simulation is made to study a transient phenomenon 
and a transport process in an inhomogeneous system, the distribution of the initial states 
of the ensemble for the particular physical situation under investigation must be taken 







Figure 3.6.   (a) The distribution functions of electron in k-space. (b) The direction 
of k in x-y plane. The x, y, and z-components of the wavevector are calculated using 




 For a initial condition of k-space, The Maxwellian distribution which is given by 
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where p is the carrier momentum. 
 When photoinjected carriers are simulated, the initial carrier distribution assumes 
a Gaussian energy distribution at the excess energy Ee with a spread of ∆E (∆E is related 
to the pulse width ∆t, ∆E∆t ~h/2π), the excess energy is related to the wavelength λ of the 
laser as Ee=1.24/λ(in µm)-Eg in eV. Once the energy distribution is determined the initial 
moment of the carrier is assumed to be randomized by Eq. 2.32 in Sec. 2.4. 
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where σ is the standard deviation. For time domain, r is replaced with t. 
 
3.2.2 Bulk Transport Properties in GaAs 
 
 The Monte Carlo method is used to examine the transport properties of bulk GaAs 
such as time evolution of the electron drift velocity, valley occupancies, and steady-state 







Figure 3.7 (a) The trajectory of the ensemble electron. (b) The path of the ensemble 





In the Monte-Carlo approach, first we specify the material parameters, the initial energy 
of the carriers, and the applied field, as well as which scattering mechanisms are active. 
The scattering mechanisms including various carrier-carrier and screened carrier-phonon 
interaction are calculated every time step of 1/300 ps depending on the evolving 
distribution function of the carriers, and then the dynamics of the electrons and holes are 
investigated using the Monte Carlo method coupled through the electron-hole interaction, 
which depends on their momentum distribution (see carrier-carrier scattering rates in Sec. 
2.4) such as Figure 3.6. We use 10,000 superparticles over a time period of 5 ps, and the 
applied electric field is varied from 0.5 kV/cm to 20 kV/cm and assumed to be uniform 
and kept constant within one simulation run. Every estimate is refined with the time step, 
and then the ensemble averages of interest such as average velocity are computed. Figure 
3.7 illustrates the principles of the method by showing the trajectory of an ensemble 
carrier in k-space and real space for1 ps.  
 
3.2.2.1 Steady-State Response 
 
  Steady state transport in bulk GaAs is investigated at varing field strengths. The 
drift velocity-field relationship in bulk GaAs as shown in Figure 3.8(a) is the well known 
curve containing information on the scattering mechanism responsible for the negative 
differential mobility observed in GaAs. In the low field regime where the field is less 
than 4.5 kV/cm, there is a linear response of the system to the external field. But above 
this point, due to the intervalley scattering mechanisms, electrons start to transfer into 










Figure 3.8   (a) Steady-state velocity vs field characteristic. (b)Valley occupancies 




due to the much lager effective masses and they remain there as long as the field is 
greater than the critical value of about 4.5 kV/cm.  
 
3.2.2.2 Transient Response 
 
 The electron transient dynamics are shown in Figure 3.9 (a). The substantial 
velocity overshoot is evident for electric field strengths in excess of 5kV/cm, while there 
in no overshoot at low fields. This is due to the fact that the energy relaxation time is 
longer than the momentum relaxation time. i.e., in high-field conditions, the electrons 
begin to accelerate before dissipating energy to the lattice, and have the possibility of 
reaching higher velocity values. This field strength around 5kV/cm corresponds to the 
peak value velocity in the velocity-field plot shown in Figure 3.8(a). We can know that 
the electric field for the onset of velocity overshoot is also the critical field in the 
velocity-field characteristics. At higher field, we can see transients take place at shorter 
times from the transport processes in the initial transients in different valleys showed in 









Figure 3.9 (a) Drift velocity vs time at electric field=2, 5, 10, and 20 kV/cm. (b) 





3.3 Self-Consistent Poisson solver 
  
3.3.1 Iteration method 
 
 The Poisson equation describes the variation of the potential φ due to the local 










∂ .                                                (3.18) 
 
 The Poisson equation can be solved by simple iteration method which is well suited for 
calculation. A portion of a region containing a two-dimensional potential field, divided 























V .                           (3.19) 
 
where h is the spatial bin width. 







Figure 3. 10 A portion of a region containing a two-dimensional potential field. 
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subdivision in turn, and then the process is repeated over the entire region as many times 
as is in necessary until the values no longer change. The iteration is continued until the 
difference between successive traverses is less than 10-5. The electric field distribution is 
then obtained from the calculated potential distribution using forward difference formula 
as  
 
hE iifield /)( 1−−= φφ .                                                         (3.20)  
 
Figure 3.11 shows the electric field distribution obtained from the electrostatic potential φ 
determined by the Poisson equation self-consistently using the iteration method for 
20×100 grid with the left side at a potential of 100 V, the right side at zero potential, and 
no charge in the interior. One can see an analysis region to avoid the effect of 




Figure 3. 11 The electric-field distribution for 20×100 grids. One can see analysis region 
to avoid the effect of infinitesimal gap. 
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3.2.2 Charge Assignment Schemes 
 
 The Monte Carlo method gives the time-dependent solution of the Boltzmann 
transport equation and the Poisson equation. Because of the discretization scheme in a 
particle model, each particle in the ensemble represents a certain amount of charge for the 
real system.  During a particle-mesh calculation, those space charges are assigned to the 
mesh points and represent a cloud of electrons only for the purpose of solving the 
Poisson’s field equation. For all other purposes, each particle has the charge q of the real 
carriers and represents a classical particle on the Monte Carlo method. A better 
approximation to the charge assignment can be obtained by the Cloud-in-cell (CIC) 
scheme [47], which involves the two nearest neighbors as shown in Figure 3.12. 
 
xp-1 xp xi xp+1 xp-1 xp xi xp+1
Cloud Shape Assignment Function
 
 
Figure 3. 12 Interpretation of charge assignment in CIC scheme. The assignment 
function is the convolution of the cloud shape with a top hat. 
 
 In the CIC scheme, the cloud shape is represented by a piece-wise constant 
function that spans the width of the cell. Instead of assigning all the charge of a particle to 
its nearest grid point, CIC scheme assigns a portion of the charge, which is proportional 
to the fraction of the cloud in a neighboring cell, to its two nearest grid points. This is 
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equivalent to using an assignment function of the following Eqs. (3.21) and (3.22). The 
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where h is the spatial bin separation. This assignment function is the convolution of the 
cloud shape in Figure 3.12 with a top hat. Thus, charges are assigned to the four nearest 













PHOTOEXCITATION AND TERAHERTZ RESPONSE 
 
 In the previous chapter, we have detailed the transport theory and the fundamental 
aspects of the numerical approach techniques. In this chapter, we present our numerical 
investigations on photoexcitation and THz response in photoconductive GaAs-based THz 
sources. The main objective of this work is to investigate the interplay of the carrier 
dynamics and screening, which is the main limitation of THz output power, for 
optimizing THz generation. In this chapter, we assume that due to the finite conductivity 
of the electrodes, they do not have time to recharge on ultrafast timescales following 
photoexcitation, and a holistic view of THz generation is adopted. 
 In Sec. 4.1, spatially resolved carrier dynamics in photoconductive THz source 
are investigated. In Sec. 4.2, we detail the Coulomb and radiation parts of the 
electromagnetic field subsequent to the photoexcited carriers in THz emitter. In Sec. 4.3, 
the combined effects of large trap-enhanced fields (TEF) near the anode in semi-
insulating (SI) photoconductors and enhanced THz emission by spatially nonuniform 
optical illumination are investigated.  
 
4.1 Spatially Resolved Carrier Dynamics 
 
4.1.1 The Spatial Distribution of Photoexcited Carriers 
 
 For higher average carrier densities, as the electrons and holes move apart, a 
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Figure 4.1  (a) Experimental setup [48]. (b) Schematic diagram of electron (left 
circle) and hole (right circle) distributions in the biased photoconductor after 









dynamics. We show an experimental setup of spatially resolved measurements [46-48] 
for understanding the mechanism of the devices in Figure 4.1(a). In this specific case, the 
luminescence associated with electron-hole recombination was imaged onto a charge 
coupled device (CCD) camera to study the spatio-dynamics of the photogenerated carrier 
distributions in a photoconductive switch. 
 If the optical excitation is assumed to be Gaussian both temporally and spatially, 
the electron-hole separation can be expected to contribute to the generation of THz 
radiation depending on different regions of the device since the carrier density decreases 
from the center of the excitation spot to its edges. Figure 4.2 shows the experimental 
spatially resolved differential luminescence as the effect of spatial pattern formation of 
optically excited carriers [48-51]. The differential luminescence pattern indicates the 











Figure 4. 2 Experimental spatially resolved differential luminescence for a bias field 
of 4 kV/cm and spatial carrier density of 7 × 1011 cm-2. The dark colors represent 
stronger normalized luminescence(reduced) at zero bias, the light colors represent 
stronger normalized luminescence(enhanced) at finite bias and the grey tone in the 




electrons move faster than the holes, the region where the biased luminescence has a 
stronger normalized contribution than the unbiased case is closer to the anode. One can 
see the region of reduced luminescence surrounding the region of enhanced luminescence 
due to the spatial screening variations in the y-direction depending on the carrier density; 
otherwise the dark region does not surround the white region. This means that the density 
dependence of screening combined with the different spatial distribution of photoexcited 
carriers leads to substantial spatial variations of the carrier dynamics in photoconductive 
switches. As a consequence, spatial effects need to be accounted for in the optimization 
of photoconductor as THz emitters.  
 
4.1.2 The Spatially Patterned Excitation 
 
 In the following, we consider a GaAs-based photoconductive source as shown in 
Figure 4.3. Patterned on top are assumed to be two infinitely long parallel electrodes, 
   
 
 
Figure 4.3 Schematic diagram of electron (−, left circle) and hole (+, right circle) 
distributions in the biased photoconductor after femtosecond laser excitation: (a) a 
round excitation spot, (b) an elliptical excitation spot with its major axis parallel to 
the direction of the bias field, (c) an elliptical excitation spot with its major axis 




between which is the photoconductive gap. This geometry enables us to approximate the 
carrier transport as two-dimensional. Various laser spot shapes are incident upon this gap 
as shown in Figure 4.3 that act as carrier sources within the Monte-Carlo simulation, and 
the optical excitation is assumed to be Gaussian both temporally and spatially. 
 The performance of the THz generation depends on the temporal shape of the 
photoinduced current pulses, and this shape is determined in part by transient velocity 
overshoot and the screening due to the optically excited electron and hole distributions—
space-charge screening as well as dynamic screening associated with the back action of  
the retarded electromagnetic field [15,48] (the details are discussed in the next section. 
For the excitation-spot size in Figure 4.3, space-charge screening is dominant due to the 
relatively small aperture size (spatial spot sizes are ~10 µm)).  Most of the THz power is 
generated during the initial ballistic acceleration of the photoexcited carriers. Thus, in 
order to describe the spatio-temporal response of electrons on a subpicosecond timescale, 
we compute the carrier distribution function by solving the Boltzmann transport equation 
from the Monte-Carlo method as mentioned in previous chapters. 
 In this Section, we report on our numerical investigations of the generation of 
THz radiation from photoconductors driven by ultrafast optical pulses with various 
incident spot shapes through spatially resolved Monte Carlo simulations coupled with a 
self-consistent Poisson solver. Monte Carlo techniques have been applied recently to 
understand spatiotemporal aspects of photoconductive THz generation [52-54], while 
drift diffusion-Poisson simulations of broad-area photoconductors were carried out in 





 In this section, we describe the approach to the detailed Monte Carlo-Possion 
solver. After excitation by an ultrafast laser pulse, the photoexcited carriers are 
accelerated to the electrodes by the bias field. The carrier free flight is governed by the 
classical laws of motion and is terminated after a few femtoseconds at time tf selected by 
random from the function Γ−= rt f ln , where r is random number with a uniform 
distribution between 0 and 1, and Γ is the total scattering rate. This basic time step is tied 
to the duration of the carrier free flight between successive scatterings. At the end of each 
free flight, the electron is scattered to a new state according to the probability of the 
scattering process determined by a random number r. The scattering mechanisms and the 
final state (the modulus of the momentum and the scattering angle) of a carrier are 
selected at the end of the flight accounting for acoustic-phonon scattering, ionized-
impurity scattering, intervally scattering, carrier-carrier scattering and screened carrier-
phonon scattering. We calculate the screening length self-consistently, which affects the 
scattering rates of the ionized impurity, carrier-carrier, and screened carrier-phonon 
interactions using the evolving built-in distribution function, and then update the 
scattering-rate table for each time step. We include the three nonparabolic valleys Γ, L, 
and X within the conduction-band and a parabolic heavy- and light-hole band. When a 
photoconductor is excited by high peak-fluence optical pulses, the accelerated motion of 
the electrons by the bias field results in THz radiation (the holes being heavier play an 
important though indirect role), but at the same time, as the carriers undergo their spatial 
dynamics in the bias field, they partially screen out the bias. The origins of the screening 
consist of the radiation field and instantaneous space charge-screening, which contribute 
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to the collapse of the total electric field acting on the carriers at high carrier density. In 
order to consider these screening effects, we obtain the retarded THz electromagnetic 
field due to the accelerating carriers [55] as well as longitudinal space-charge screening 
that builds up as electrons and holes move apart in the bias. The Poisson equation [19] 
describes the variation of the potential φ due to the local charge density ρ given in two-
dimensions by the discretized form 
 










                                                             (4.1) 
 
where h is the spatial grid width, ε is the dielectric constant of the photoconductor, ε0 is 
the permittivity of freespace, and ρ can be expressed as 
 
                                       )( ,,, ADjijiscji NNnpq −+−=ρ ,                                            (4.2) 
 
where qsc is the supercharge represents a subpopulation of the carriers in the real device. n 
and p are electron and hole concentrations, ND and NA are donor and acceptor densities, 
respectively. In a Monte Carlo simulation n and p are obtained from the ensemble 
average of the charges assigned to the mesh points during the simulation (see Sec. 3.3); 
thus, for the static screening this ensemble number is counted inside every grid before 
free flight during the simulation. 
 
4.1.2.2 Transport Properties of Photoexcited Carriers 
 
  First, for the transport properties of photoexcited carriers in the bias field, we 
consider a GaAs-based photoconductor laterally biased at 5 kV/cm and 40 kV/cm excited 
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by a 75-fs Gaussian-envelope optical pulse spectrally centered at 800 nm with a 
repetition rate of 76 MHz for peak excited carrier densities 5×1016cm-3 and 1017cm-3. In 
the Monte-Carlo approach, first we specify the material parameters, the initial energy of 
the carriers, the optical pulse shape and duration, and the applied field, as well as which 
scattering mechanisms are active. The various carrier-carrier and screened carrier-phonon 
interaction are calculated every time step of 1/300 ps depending on the evolving 
distribution function of the carriers, and then the dynamics of the electrons and holes are 
investigated using the Monte Carlo method coupled through the electron-hole interaction, 
which depends on their momentum distribution. We use 14000 superparticles whose 
distribution is adjusted to be proportional to the temporal and spatial shape of the optical 
pulse and 2500 gridpoints. Every estimate is refined with the time step and then the 
ensemble averages of interest such as average velocity are computed.  
 The transient velocity of the electrons at a photoexcited carrier density level of 
5×1016 cm-3 for an applied field of 5 kV/cm and relative electron occupation of the 
valleys depending on optical excitation spot shapes are shown in Figure 4.4. From Figure 
4.4(b), we can see most electrons are still in the Γ valley during the first few hundred 
femtoseconds. Thus, the decrease of the drift velocity in Figure 4.4(a) originates 
primarily from space-charge screening due to the relatively small aperture size (spatial 
spot sizes are ~10 µm) [15,22,23]. The screening underlying this effect depends on the 
spatial carrier distribution. We observe a much stronger screening field for a line focus 








Figure 4. 4  (a) Drift velocity of photoexcited electrons versus time depending 
on optical excitation spot shapes. (b) Relative electron occupation of the Γ, L, 





electrons and holes drift in opposite directions, one obtains larger net positive and 
negative space charge than for other case as shown in Figure 4.3(c). One sees that the 
rapid development of the space charge acts as a brake on the electron velocity. In the case 
when the major axis of the elliptical spot is parallel to the direction of the bias field, 
however, the screening is much less severe, and thus the electron velocity is able to 
increase further.  
 In a high bias field, meanwhile, the transport of the photoexcited electrons is more 
complicated. The velocity of the electrons as a function of time and valley occupancy 
with different optical spot shapes are plotted in Figure 4.5 for an applied field of 40 
kV/cm at an excitation level of 1017 cm-3. For all the optical spot shapes, the excited 
electrons respond rapidly to the electric field and the velocity increases until a peak value 
of about 7×105 m/s; however, these velocities decrease in a different fashion due to the 
transfer of the electrons to the upper valleys and screening [c.f. Figure 4.4(a)] depending 
on the optical spot shape. With the spot’s major axis perpendicular to the direction of the 
bias field, the fraction of electrons that transfer to the upper valleys is reduced; in 
addition, this spot shape leads to a rapid reduction of the electron velocity, reaching a 
minimum at 0.4 ps at which time about 40 % of the electrons are in the upper valleys (L-
valley: 38%, X-valley: 2%) as shown in Figure 4.5(b). This phenomenon occurs due to 
the interplay of transient velocity overshoot and the strong-space charge screening from 
the larger net positive and negative space charge as shown in Figure 4.3(c). Since this 
screening field contributes to the collapse of the bias field after the complete generation 







Figure 4. 5 (a) Drift velocity of photoexcited electrons versus time depending on 
optical excitation spot shapes (b) Relative electrons occupation of Γ, L, and X-





sufficient energy to access the upper valleys, as a rapid reduction in their velocity due to 
the strong space-charge screening ensues.  
          By contrast, with the excitation-spot major axis parallel to the direction of the bias 
field, the electrons reach a peak velocity and then gradually decrease to a saturation 
velocity as the electrons gradually transfer to the upper valleys. In this case, space-charge 
screening is relatively weak, with small net positive and negative space charges 
developing as in Figure 4.3(b), permitting relatively more carriers to be transferred to the 
upper valleys (L-valley: 65%, X-valley: 5%). 
 
4.1.2.1 Enhancement of THz Radiation 
 
       The difference in the resulting electron velocity and acceleration is manifested in the 
optimization of THz radiation, since the total power radiated by the accelerated 
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where N is the number of carriers in the ensemble, and a  are the retarded ensemble 
averages of the acceleration. Figure 4.6 shows the peak THz power obtained from Eq. 
(4.3) as a function of photoexcited carrier density for different incident spot shapes 
excited by a 75 fs optical pulse with a 40 kV/cm applied bias field. If the optical power is 
increased, the associated increase in the number of photoexcited carriers enhances the 
screening field, which suppresses the carrier acceleration within the first several hundred 
femtoseconds. This in turn leads to a saturation of the peak THz power in time domain. 
For an elliptical excitation spot with its major axis parallel to the direction of the 
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Figure 4. 6 The THz radiation peak power as a function of photoexcited carrier 
density for different spot shape excited by a 75 fs temporal and spatial Gaussian 
optical pulse at 40 kV/cm applied bias field. 
 
 
bias field, however, the instantaneous THz power remains essentially linear with input 
optical power due to the relatively weak space-charge screening and results in a larger 
peak power than for the circular spot shape, whereas an elliptical excitation spot with its 
major axis perpendicular to the direction of the bias field leads to saturation of the peak 
power due to the strong space charge screening, as seen in Figures 4.4 and 4.6. 
 In this section, we have fixed the peak excitation density to be the same value in 
all cases, and have not accounted for the strongly inhomogeneous bias field that is 
present, for example, near the anode in semi-insulating (SI) GaAs photoconductive THz  
sources [56]. (Details of SI-GaA are discussed in Sec. 4.3.) 
Our simulations demonstrate that considerable control of the emitted THz spectrum 
can be attained by judiciously choosing the optical excitation spot shape on the 
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photoconductor, since the carrier dynamics (such as photo-excited carrier drift velocity) 
that provide the source of the THz radiation are strongly affected by the ensuing space-
charge screening. In particular, for a given initial photoexcited carrier density, by 
employing an elliptical excitation spot with its major axis parallel to the direction of the 
bias field, one can largely suppress the effects of screening that tend to cause the THz 
output strength to be saturated [57,58].  
 
4.2 THz Radiation Field from Photoconductive THz Emitter 
 
4.2.1  Retarded THz Radiation Field 
 
 When a photoconductor is excited by high peak-fluence optical pulses, the 
accelerated motion of the carriers by the bias field results in the emission of THz 
radiation. To explore the THz radiation field associated with the photoexcited carriers, we 
divide the carrier densities spatially into groups of moving charges, and from these, 
compute the emitted electric fields. The electric field due to a point charge q moving with 







































,      (4.4) 
 
 
where ε is the permittivity, c is the speed of light in photoconductor (i.e., in the 
background dielectric), and R is the position vector directed from charge q to the point of 













time for which E is evaluated. The magnitude and direction of the electric field at each 
location is simply the vector sum of the electric-field vectors for each individual charge. 
In order to obtain the transport properties (R, v, and a) of the photoexcited carriers, we 
solved the Boltzmann transport equations employing the Monte Carlo method as 
mentioned in Chpater 3. The electric field in Eq. (4.4) clearly contains the velocity field, 
Ev  proportional to R-2 as well as the acceleration field Ea proportional to R-1. For the far 
field as shown in Figure 4.7(a), the distance R can always be made large enough that the 
velocity field is negligible and the acceleration field predominates and it falls off as R-1. 
Thus we find that the radiation field is proportional to the acceleration as shown in Figure 
4.7(b). Figure 4.7(a) shows a snapshot in time of the far field amplitude pattern, with the 
familiar omni-directional shape of the electric dipole, since photo-induced electrons and 
holes make net negative charges and positive charges. 
 For the total power radiated by the accelerating carriers we consider the Poynting 
vector for retarded electromagnetic fields. This is the energy per unit time passing 
through a unit area of a spherical surface surrounding the THz photoconductive source, 
such as the sphere mentioned above, that is, this is the power density on the sphere at 
time t. After we integrate the power per unit solid angle in direction R over all solid 
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where N is the number of carriers in the ensemble, and v and a are the retarded ensemble 
averages of the velocity and acceleration respectively. Figure 4.8(a) shows the THz 
radiation power obtained from Eq. (4.5) as a function of retarded time for n=5×1017cm-3 
at 40 kV/cm applied bias field. It is clear that the temporal behavior of the radiated 
electric field depends directly on the temporal behavior of the velocity and acceleration at 
an earlier time as we mentioned in transient response from Sec. 3.2,2. Thus, we can see 
this THz radiation field has 1.5 THz as a main frequency as shown in Figure 4.8(b) by 
FFT of the THz radiation field in time domain. 
 
4.2.2 The Radiation Field as the Back Action in Large Excitation-Aperture 
 
 To improve the performance of photoconductive THz sources due to their 
typically low THz output power, large excitation-aperture emitters are usually used. 
However, when a large excitation-aperture photoconductor is excited by strong optical 
pulses, the THz output strength is saturated. This saturation comes from the screening of 
the externally applied bias field. In radiation field screening, which is the major source of 
the saturation for large-aperture photoconductor, the near-field generated at the surface 
by the transient current cancels out a portion of the bias field. For a large excitation-
aperture, where the excitation-spot size well exceeds the center wavelength of the emitted 
THz transient, radiation effects can be derived from simple electromagnetic boundary 














Figure 4. 9 Schematic of a large-aperture photoconductive biased emitter with a voltage Vb. 
 
 The electric and magnetic fields around the emitter can be divided into stationary 
field Eb, and Hb form the applied bias and transient field Er, and Hr from the induced 
current from optical excitation. When the photoconductor is excited, the surface current 
Js(t) is generated by photoexcited carriers, and the following boundary condition can be 
derived: 
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When the aperture of the emitter is large compared to the wavelength of the radiation, Hr 
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where η0 is the intrinsic impedance of free space. 
From Eqs. (4.6) and (4.7) the surface current Js(t) can be represented as a function of the 
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One can see the electric field developed at the surface is opposite to the direction of Js. 
from Eq. (4.8). From Ohm’s law, the surface current is given by 
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The magnitude of the induced current is saturated as the optical intensity increases (the 
surface conductivity increases), The saturation behavior of the photoconducive emitter is 
governed by Eqs. (4.8) and (4.10), because the near-field is propotional to the surface 
current and the saturation effect persists as long as there is current. The radiated field can 












tt br EE .                                    (4.11) 
 
As the optical intensity increases, the radiated field is predicted to saturate. This behavior 
has been observed for both near and far field radiated electric field [15,61]. 
 
4.2.3 Coulomb and Radiation Field 
 
 In order to enable the development of compact THz systems with high radiation 
power, we need to consider the overall efficiency with an eye to the limitations due to 
screening [62] related to excitation-spot size. In addition, one of the unsolved issues in 
the generation of THz radiation from photoconductors with relative small excitation-
apertures is to clarify the relative roles played by the direct Coulomb screening of the 
bias field by the photogenerated carriers and the radiation screening due to the back 
action of the THz field on the device itself [63]. When the excitation-spot size is 
considerably smaller than the center wavelength of the emitted radiation, the boundary 
conditions as introduced in previous section cannot be used because the electric fields 
cannot be assumed to be uniform over the excitation aperture boundary. This approach is 
therefore invalid for photoconductive switches with relatively small gap, which produce 
highly divergent radiation. Thus, in order to consider the back action of the radiation field 
on the dynamics of the carriers as well as that due to the static Coulomb field arising 
from the electron-hole pairs, we report in this section an approach using the retarded 
electromagnetic field from moving groups of charges introduced in Sec. 4.2.1. 
 The retarded electromagnetic field of a moving charge of Eq. (4.4) can be split 
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E1 is the Coulomb field of the charge at its retarded position. It is always present, 
regardless of whether the electron is in motion. The electric field associated with a 




Figure 4. 10 The field lines for a positive charge. 
 
 Since a stationary charge will cause no current to flow, there is no magnetic field 
associated with a stationary charge. Thus it does not radiate electromagnetic waves. Also, 
the electric field caused by a charge moving with a constant velocity (a=0) is entirely 
normal to the spherical surface and the magnetic field is tangent to the surface as shown 
in Figure 4.11. So, the Poynting vector S=E×H is completely confined within the 
spherical surface. Also, we can think it does not radiate in the radial direction away from 
the charge. Thus, we can call only E3 the radiation field.  
 This E3 is also the transverse component of the disturbed field. As mentioned, 





Figure 4. 11 The Poynting vector associated with a charge moving with a constant velocity.  
 
electromagnetic waves and have an electric field that is only radially outward. We 
expressed it as the Coulomb field in Figure 4.12. These electric field lines in Figure 4.12 
must be continuous since they are caused by the same charge. So we can see the resulting 
disturbance in the field. In this disturbance, there are components of the electric field that 
are perpendicular to the Coulomb field. These transverse components are responsible for 
the radiation. We can call the transverse component of the disturbed field the radiation 
field. Thus, Eq. (4.12) can also be split into two components; the longitudinal field, and 
the transverse field depending on the direction of field. 
 We can express E2, which is the induction field 90 degrese out of phase with the 
magnetic field, by the term of (R/c)(dE1/dt). Thus, we will split the electric field of Eq. 
(4.4) into two terms, the Coulomb field (the transformed Coulomb field) Ec, and the 
radiation field Er to have an intuitive idea of what this means.   
 In order to distinguish the Coulomb and radiation components of the THz 
radiation field, since the maximum drift velocity of the photoexcited carriers is much less 
than the speed of light, v/c << 1 (E2 is fairly small), the electric field of Eq. (4.4) can be 
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When the charge is stationary (v=0, a=0), we have only the Coulomb field Ec while the 
radiation field Er is expected to dominate for large values of the acceleration. To include 
numerically even small effects of the drift velocity in the radiation field Er or the 
Coulomb field Ec, we can subtract the Coulomb field Ec or the radiation field Er from the 
electric field E in Eq. (4.4), respectively [65]. In order to obtain the transport properties 
(R, v, and a) of the photoexcited carriers, we solved the Boltzmann transport equations 




4.2.4 Coulomb and radiation screening in photoconductive THz sources 
 
 We consider a GaAs-based photoconductive source laterally biased at 40 kV/cm 
in the x-direction excited by a 75-fs FWHM gaussian-envelope optical pulse spectrally 
centered at 800 nm with a repetition rate of 76 MHz. We use 105 superparticles whose 
distribution is adjusted to be proportional to the temporal and spatial shape of the optical 
pulse. Patterned on top of the device are assumed to be two infinitely long parallel 
electrodes, between which is the photoconductive gap with size four times the excitation 
spot diameter (FWHM). Various excitation spot sizes and levels incident upon this gap 
were simulated. The optical excitation acts as a carrier source within the Monte-Carlo 
simulation; the carrier source terms are taken as Gaussian both temporally and spatially 
to match the optical excitation pulse.  
 We give simulation results in Figure 4.13 for the Coulomb field profiles and the 
radiation field induced by accelerating carriers after laser excitation with a 20 µm FWHM 
spot diameter for a peak carrier density of 1017 cm-3. Since the net positive and negative 
space charges develop as the electrons and holes drift in opposite direction, the electric 
field induced by this space charge screens the bias field as shown in Figure 4.13(a). For 
the radiation field due to the accelerating carriers, it is clear from Eq. (4.4) that the 
temporal behavior of the radiated electric field depends directly on the temporal behavior 
of the velocity and acceleration at an earlier time. The directional characteristics of the 
radiation field depend in turn upon the relative orientation of the velocity and the 
acceleration. Thus, the electric field induced by the accelerating carriers is also in the 
direction opposite to the bias field as shown in Figure 4.13(b). These Coulomb and 























Figure 4. 13 (a) The Coulomb screening field induced by the space charge. (b) The 




saturation of THz output field strength. The Coulomb screening field near the spot edges 
is weaker than at the center of the Gaussian laser spot as shown in Figure 4.13(a), since 
the carrier density decreases toward the edges [48,58].  In Figure 4.13(b), we can see that 
the radiation field near the edges of the spot away from the its center in y-direction is 
stronger than anywhere else since the carriers near these edges move faster than others 
because of the weak Coulomb screening field. The peak points of the radiation screening 
field move to the anode due to the high mobility of the electrons comparing to the holes.  
 First, to distinguish between the Coulomb contribution that produces space-charge 
screening and the radiation contribution caused by the acceleration of carriers as a 
function of excitation aperture size, we continue to consider the GaAs-based 
photoconductive source biased at 40 kV/cm excited by a 75-fs FWHM Gaussian optical 
pulse maintaining the peak excited carrier densities 1017cm-3. (Thus the total optical pulse 
energy varies with spot size.) Figure 4.14 shows the screening field (the x-component of 
the retarded field) as a function of spot diameter maintaining a given carrier density by 
adjusting the incident optical power. As the excitation spot size increases, the overlap of 
the photoexcited electron and holes also increases. Thus, relatively small net positive and 
negative space charges develop, and the distance between them increases. One can see 
the Coulomb screening decrease as the excitation spot diameter increases. Meanwhile, for 
the radiation screening, although the excitation aperture size increases, the radiation field 
remains essentially constant with excitation spot size due to the same carrier density. One 
can increase the laser power to obtain high radiation power, because the total power is 

























Figure 4. 14 Coulomb and radiation screening field versus excitation spot diameter 
(FWHM) for a given carrier density 1017 cm-3. Inset: Contribution of the Coulomb 




power and the excitation-spot size for a fixed peak carrier density, then the increased role 
of radiation screening resulting from the increase in the number of photoexcited carriers 
does not occur during the THz emission process (1 ps transit across 0.1 mm), as 
mentioned above. The contributions of Coulomb and radiation screening are shown in the 
inset of Figure 4.14. One sees the Coulomb screening field is dominant up to an 
excitation spot size of ~100 µm FWHM, but for larger spot size, the radiation field 
dominates.  
 In the typical experiment one has fixed optical power, but can vary the spot size 












































Figure 4. 15 Coulomb and radiation screening field versus excitation spot diameter 
(FWHM) for a given optical excitation power 5 mW. Inset: Contribution of the 




Coulomb screening field decreases rapidly as shown in Figure 4.15 (compare with Figure 
4.14) because the distance between the carriers increases due to the decrease of carrier 
density. In addition, as the carrier density becomes sparse, the carrier numbers 
contributing the Coulomb and radiation screening field decrease. As a result, the radiation 
screening field also decreases as the excitation aperture size increases, as shown in Figure 
4.15. The contributions of Coulomb and radiation screening in this case are shown in the 
inset of Figure 4.15. One sees similar contributions to the screening field in the inset of 
Figure 4.15 except for the gradual slope resulting from the decrease of both of the 




















electromagnetic propagation time across the emitter is longer than the duration of the 
generated electromagnetic transients (~1ps), then the relative importance of Coulomb and 
radiation screening clearly depends on the excitation-spot size. From Figures 4.14 and 
4.15, one sees that the dominant component of the screening field crosses over at an 
excitation aperture size with full width at half maximum (FWHM) of ~100 µm for a 
range of reasonable excitation levels. 
 
4.2.4 Enhancement of the Optical-to-THz Conversion Efficiency 
 
 In the absence of screening, as optical excitation increases, the THz radiation 
power also increases due to the quadratic fluence dependence of the THz radiation power 
on the number of charges contributing from Eq. (4.5). The THz power also originates 
from carrier acceleration by the bias field since the THz power is proportional to the 
square of the acceleration, as shown in Eq. (4.5). Thus for a given excitation level, if we 
can maintain the external bias field by reducing the screening as we increase the 
excitation aperture size as in Figure 4.15, we can obtain optimal conversion efficiency 
from optical to THz radiation as shown in Figure 4.16. One sees the enhancement of the 
optical-to-THz conversion efficiency defined by the ratio of average THz radiation power 











































Figure 4. 16 The THz average radiation power as a function of excitation spot 




diameter increases from 7 µm FWHM (THz average power: 1.24 µW—within an order 
of magnitude of the experimental result in Ref. 62) to more than 100 µm FWHM (THz 
average power, 0.13 mW). We obtain the THz average power from power spectral 
density (PSD) like the inset of Figure 4.16 by integrating over the frequency range of 
PSD [66]. For a given optical excitation power (5 mW), the conversion efficiency with 
excitation spot diameter more than 100 µm FWHM is enhanced by a factor of 100 
compared with 7 µm FWHM excitation spot diameter. Thus, we can predict an 
enhancement of the optical-to-THz conversion efficiency with increasing excitation-spot 
size [22].  
 
 




















4.3 Trap-Enhanced Fields in Semi-Insulating Photoconductors 
 
 Recent work has shown that the THz generation process becomes particularly 
efficient when the excitation is carried out close to the positively biased electrode (anode) 
in semi-insulating (SI-) GaAs sources due to trap-enhanced fields (TEF) in proximity of 
the anode [56,62,67].  This effect manifests itself in the THz generation in the rapid 
acceleration of the photoexcited carriers within the bias field [68]; since the bias field is 
largest near the anode, it is important to photogenerate as many of the carriers as possible 
in the TEF region.  Due to the growth in interest in THz technology as well as the 
widespread deployment of photoconductive sources, the mechanisms responsible for the 
electric-field behavior and charge compensation in SI-GaAs warrant further elucidation.  
 An accurate model for the mechanisms underlying and limiting THz generation 
by optical excitation in SI-GaAs must include a detailed description of the transport of 
the photocarriers. At the same time, the associated modification of the electric-field 
distribution under nonuniform illumination near the metal/SI-GaAs contact coupled with 
the Coulomb and radiation screening of the bias field [22] must all be included to provide 
a reasonable description of the THz-generation process as well as to overcome the low-
output/low-optical-to-THz-conversion-efficiency bottleneck currently facing the field.  
While an adequate description of these effects is needed to attain the degree of 
understanding requisite to design better THz sources, the underlying physical 
mechanisms are not easily accessible by conventional techniques, including current-




In this section, the nonuniform optical excitation of SI-GaAs photoconductive THz 
sources is investigated via the Monte-Carlo method for the transport properties of the 
photoexcited carriers.  At the same time, the Poisson equation for the space-charge 
screening and the trap effects together with the three-dimensional Maxwell equations for 
radiation screening by the emitted THz field are included self-consistently. We show how 
the combination of illumination geometry, deep traps, and the applied bias field affects 
and controls the transient response. In Sec. 4.3.1, we review the theory of deep-level traps 
and obtain the electrostatic properties of the metal/SI-GaAs interface, and subsequently in 
Sec 4.3.2, investigate the detailed mechanisms responsible for the large TEF near the 
anode. Section 4.3.3 presents simulation results for the transport properties of 
photoexcited carriers, illustrating the role of screening and the resulting enhancement or 
suppression of THz emission depending on excitation geometry.  
 
4.3.1 Electrostatic Properties of SI-GaAs 
 
 Semi-insulating GaAs may be produced by a variety of techniques [69-71], but in 
each case the dominance of at least one deep-level defect or impurity state results. 
Although several-level defect models have been proposed, SI compensation is in most 
cases obtained principally through the interplay between only two of the many possible 
defect levels [72]. For this study, we assume SI-GaAs grown by the liquid encapsulated 
Czochralski method, which renders SI material through a careful balance between the 
native-defect deep donors EL2 and the residual shallow acceptor impurities, mainly 
carbon [73,74]. This deep level can be partially ionized, and the ionization of the deep 
donors may change with operating conditions, as opposed to a shallow level which is 
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normally assumed to remain fully ionized. Therefore, in SI material, the deep defect and 
residual acceptor play the dominant roles in establishing the space-charge density. That is, 
the occupation of the defect centers and their varying degrees of ionization contribute 
strongly to the local space-charge density, since they determine the compensation degree 
together with the residual impurities. These defects and residual impurities are also 
believed to control the electrical properties of SI-GaAs such as the enhancement of the 
capture cross section, increasing their ability to capture electrons and consequenctly to 
alter the space charge [75,76]. 
 In this section we describe the electrostatic properties of SI-GaAs where SI 
compensation is achieved by a defect (deep donor) EL2, the dominant donor trap located 
at Ec−0.691eV (Ec is conduction-band edge), commonly found in concentrations of 2× 
1016 cm-3. These deep traps in the form of the EL2 defect compensate the intentional 
doping of carbon as a shallow acceptor located at Ev+0.026eV (Ev is valance-band edge) 
in concentrations of 2×1015cm-3. 
 The free-carrier interactions with an electronic defect center are described by the 












,                                                 (4.14) 
 
where ni is the intrinsic carrier concentration, n1 and p1 are the equilibrium electron and 
hole concentrations, respectively, n and p are the nonequilibrium carrier concentrations, 
and τp andτn  are the hole and electron lifetimes. The free-carrier densities n and p both 
contribute significantly to determining whether a defect center acts as a trap or as a 
 96
recombination center. If the defect center lies close to the middle of the band gap, at T = 
300 K and a typical density of Nt= 2 × 1016cm-3, the EL2 defect functions as a strong 
electron trap. That is, the EL2 defect is a relatively poor recombination center because 
carrier lifetimes areτn = 1.6 ns and τp =1.5µs according to 1/CNt where C is the capture 
cross section (Cn = 6.7× 10-16 cm2 for electrons and Cp = 2.0× 10-18 cm2 for holes) and the 
recombination rate is limited by these lifetimes from Eq. (4.14) [78]. From this SRH 
equation, we can determine the occupation factor F (the probability that the defect state is 

















.                                        (4.15) 
 
 First, to account properly for the interaction of the defect center’s occupation on 
the local space charge density in SI material, it is necessary to determine the position of 
the Fermi level to decide whether the defect state is donor- or acceptor-like, since the 
charge densities of the donor state and the acceptor state are obtained by +qNd(1-F) and –
qNaF, respectively. (q is electron charge, Nd and Na are densities of states for the donor 
and acceptor sate, respectively. (1-F) is the probability that the donor state is empty, 
while F is the probability that the acceptor state is occupied.) Thus, the occupation of the 
defect centers and their ionization contribute to the local space-charge density. The 
location of the Fermi level in SI-GaAs can be determined by imposing global charge 
neutrality. Under equilibrium conditions, the occupation factor F of Eq. (4.15) is a Fermi-
Dirac distribution Fi=1/(1+fi); fa and fd are defined below for defect centers as acceptor 
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and donor states, respectively.  fn and fp  are also defined for electron and hole 
concentration as 
 
]/)exp[(1 kTEEgf faaa −=
− , 
]/)exp[( kTEEgf dfdd −= , 
]/)exp[( kTEEf fcn −= , 
]/)exp[( kTEEf vfp −= ,                                           (4.16) 
 
where Ef  is the Fermi energy, Ed and Ea are the energy levels of the deep defect center 
(donor) and shallow acceptor, k is the Boltzmann constant, and T is the temperature; ga 
and gd are the degeneracy factors for the acceptor and donor levels, respectively (ga = 
0.25 and gd = 0.845 are used in this work).  


































,                                                      (4.17) 


































Figure 4. 17 Shockley diagram corresponding to a SI-GaAs with the deep donor 
EL2 (Ed) and the shallow acceptor carbon (Ea). 
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where Nc and Nv are the conduction- and valance-band effective densities of states, 
respectively. The position of the Fermi level Ef can be obtained by setting the charge 
density to zero,  
 
0=+−− −+ pnNN ad ,                                             (4.18) 
 
as shown in the Shockley plot of Figure 4.17. Hence, the Fermi level in the SI material is 
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 Figure 4.17 shows the net positive and negative contributions to the overall space 
charge as a function of Fermi energy in which the Fermi level is locked to a position 
slightly above the intrinsic level, which makes this SI-GaAs very slightly n-type [78,79]. 
 Now, we derive the principal electrostatic properties of a SI-GaAs based 
photoconductive THz source, such as the charge-density and electric field profiles due to 
the space charge for different bias potentials. If we applied different electrode potentials 
to a photoconductive THz source based on SI-GaAs as shown in Figure 4.18, the contact 
potential would cause band bending thus leading to a space-charge region, i.e. within the 
region of band bending, the changing position of the Fermi energy alters the occupation 























Figure 4. 18 Configuration for various excitation-spot positions along the x-


















= .                                        (4.20) 
 
The spatial profile of the charge density and the electric-field distribution obtained from 
the electrostatic potential ϕ(x) for different bias potentials are determined by the Poisson 











ϕ ,                                   (4.21) 
 
where εs is the dielectric constant of the photoconductor. 
 Under conditions of thermal equilibrium, the traditional transport model reduces 
to the Poisson equation (4.21) where the free-carrier densities and impurity ionization are 
set by the local value of the Fermi potential to include partial ionization of the defect 
centers [77,80]. The position of the Fermi energy can be specified in terms of local 
potentials by defining the electrostatic potential ϕ(x) as the function that contains an 
arbitrary additive constant as a reference point [81,82].  This potential function ϕ(x) is 
defined relative to the conduction- and valence-band edges such that it has the position of 
the intrinsic Fermi level with respect to the band edges. Since the potential is defined as 
the difference between the Fermi level and the intrinsic level as the reference point, the 




)(0 icb EE −+−= φϕ ,                                                    (4.22) 
 
where φb is an effective potential barrier height and Ec−Ei is the energy difference 
between the conduction band and the intrinsic level. The effective barrier height is given 
by 
 
 bbb φφφ ∆−=
0
,                                                          (4.23) 
 
where φb0 is the barrier height under flat-band conditions (φb = 0.5eV is used in this 
work) and  ∆φb is the reduction of the barrier height caused by image-force lowering, 
which is expressed as [77,83] 
 
sb qE πεφ 4max=∆ ,                                                      (4.24) 
with Emax the electric field at the metal-semiconductor junction. For an applied voltage V, 
the potential ϕ(x) at x=0 becomes  
 
Vx += 0)( ϕϕ .                                                       (4.25) 
 
We take ϕ(x=∞) = 0 as the reference voltage, and this is maintained constant. 
 
4.3.2 Trap-Enhanced Fields 
 
 Figure 4.19 shows the profile of the net charge expressed as 
)()()()( xpxnxNxNN adnet +−−=
−+  in the region near the forward biased positive contact 
(anode) of the SI-GaAs for various bias voltages. One sees that positive charge 
predominates as the reverse bias increases and that negative charge becomes dominant as  
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forward bias increases from Figure 4.17 and Eq. (4.20), since the Fermi level Ef  lies 
0.083 eV above the intrinsic level Ei and the deep donor level Ed and the shallow acceptor 
level Ea lie 0.061 eV and 0.769 eV below Ef, respectively. For low bias voltage ⏐V⏐, 
with the low values of free carrier concentrations (≈107 cm-3) in SI-GaAs, the net charge 
Nnet is dominated by the space charge arising from ionized donors and acceptors Nd+− Na−. 
For example, at a forward bias V = 2 V, the donor states in the space-charge region 
cannot be fully ionized, while the acceptor states are fully ionized, which leads to Nnet ≈ 
Na−. Due to the almost full occupancy of the EL2 traps (the EL2 defect centers become 
fully occupied by electrons), that are responsible for compensation of the residual 
acceptors, the uncompensated ionized acceptors result in a space-charge region that is 
limited only by the net acceptor concentration, so negative charge appears near the 
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metal/SI-GaAs contact. When the EL2 defect center becomes fully occupied by electrons 
within the space-charge region and EL2 is a deep donor, this center becomes relatively 
charge neutral. Hence, the net space-charge density is set entirely by the residual 
acceptors (carbon) density. 
  For large ⏐V⏐, however, the free carriers may contribute significantly to the net 
charge in an area very close to the metal/SI-GaAs contact (< 1 µm). For forward bias, V = 
40 V, the contribution of the free carriers is significant, leading to a larger density of the 
net negative charge in the region adjacent to the metal/SI-GaAs interface. The width of 
the space-charge region can also be inferred from Figure 4.19. One sees that the region of 
free electrons and uncompensated ionized acceptors extends further into the material as 
the bias voltage increases, thus increasing the extent of the space-charge region. 
  

























Figure 4. 20 Spatial electric field distribution near the anode of SI-GaAs for different 
bias voltages. 
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 The spatial electric-field distribution as shown in Figure 4.20 is obtained from Eq. 
(4.21) for various bias voltages. With the application of increasing bias, the nonuniform 
charge distribution of Figure 4.19 creates a three-zone electric-field distribution across 
the device. In the first extremely high-field zone, the electric field decreases dramatically 
near the metal/SI-GaAs contact since the free electrons cause a large and rapid potential 
drop. The width of this zone, however, is very small at low applied voltages. (It lies 
within a few tens of nm from the metal contact). Meanwhile, for high voltages, the 
electric field (corresponding to the 40 V bias voltage) is 103 kV/cm, and this extremely 
high-field zone lies within 0.4 µm of the metal contact. The second highest field region, 
where most of the applied bias potential drop occurs, since the uncompensated ionized 
acceptors cause most of the applied bias potential to drop, the electric field near the anode 
decreases rapidly with a slope approximately equal to qNa−/εs. We can see that these large 
fields at the anode extend further from the metal/SI-GaAs interface with increasing bias 
(for 40 V, the large field in the second high-field region extends more than 5 µm from the 
anode). At the end of this region, the electric field decreases less rapidly as the space 
charge is negligible beyond this point.  
 These large fields in the first and second zone near the anode are known as the 
trap-enhanced electric field (TEF) [56].  It is due to the rapid potential drop experienced 
by free carriers (for high bias voltage) and the uncompensated ionized acceptors resulting 
from the full occupancy of the EL2 trap which is responsible for compensation of the 
residual acceptors. The TEF is responsible for the dramatically enhanced THz electrical 




4.3.3 Efficient THz Generation by Spatially Broadened Excitation 
 
 When the biased photoconductor with the TEF is illuminated by a femtosecond 
optical pulse to generate THz radiation, we need to incorporate the transport equations 
into the Poisson equation (4.21) for nonequilibrium conditions. To consider properly the 
SI photoconductor following photoexcitation, it is absolutely necessary to include the 
occupation factors’ dependence on both charge-carrier densities, including the 
photoexcited excess carriers as expressed in Eq. (4.15), as well as the recombination-rate 
effect due to the defect center as expressed in Eq. (4.14). We note, however, that the 
fraction of carriers that recombine is very small compared with the photoexcited carrier 
density within the duration of the THz pulse (not greater than ~1 ps). (The recombination 
density of electron-hole pairs in 1 ps is ~1011 cm-3 given by R×1ps ≈ ∂p/τp ×1p in the case 
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This fully accounts for the variation in the defect center occupancy which is induced by 
changes in the local carrier densities due to the introduction of the photocarriers and the 
interaction with the local space-charge density obtained by solving the Boltzmann 
equations. To consider this photoexcited carrier contribution and to obtain the transport 
properties, we solved the Boltzmann equations employing the Monte Carlo method 
mentioned in previous chapters. If the photocarriers are accelerated to the electrode by 
the established electric field as show in Figure 4.20, these photoexcited excess carriers 
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change the charge and potential distribution. The change of the potential affects the 
carrier density through Eqs. (4.20) and (4.26), and changes the local electric field through 
the spatial derivative of potential. This redistribution of the field affects the movement of 
the photocarriers self-consistently. [The actual solution of Eq. (4.26) is numerically 
calculated in this work by an iteration method until the difference between successive 
values is less than 10-5.] 
 To investigate the excitation-position and shape dependence of the THz emission 
in the presence of the large TEF’s near the metal/SI-GaAs contact, we consider a SI-
GaAs based photoconductive source laterally biased at 80 kV/cm in the x-direction 
excited by a 75-fs full width at half maximum (FWHM) Gaussian-envelope optical pulse 
spectrally centered at 800 nm with a repetition rate of 76 MHz. We use 105 super 
particles whose distribution is adjusted to be proportional to the temporal and spatial  
 
























Figure 4. 21 Transient velocity of the photoexcited electrons for various excitation-
spot positions with respect to the anode in SI-GaAs. 
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shape of the optical pulse. Patterned on top of the device are assumed to be two infinitely 
long parallel electrodes, between which lies the photoconductive gap of 50 µm. A round 
Gaussian excitation spot with a 5 µm FWHM diameter (in the intensity) for a peak carrier 
density of 4×1017 cm-3 is incident along the x-direction upon this gap. 
 The transient velocity of the photoexcited electrons is shown in Figure 4.21 for 
various excitation-spot positions.  One sees that the excited electrons respond rapidly to 
the established electric field in Figure 4.21, i.e., as the excitation spot center is moved 
nearer to the anode, velocity overshoot becomes increasingly important due to the 
transfer of the electrons to lower effective-mass upper valleys as well as photocarrier 
screening of the bias field.   
 The performance of the THz generation depends on the temporal shape of the 
photoinduced current pulses, and this shape is determined in part by transient velocity 
overshoot, as shown in Figure 4.21, while the screening is due to the optically excited 
electron and hole distributions. That is, since this acceleration of mobile charge is 
responsible for the generation of the THz radiation field, the photoexcited carriers within 
the large TEF near the anode produce a dramatic field-enhanced transient response of the 
THz radiation.  
 To explore the THz radiation field propagation, the screening associated with the 
photoexcited carriers is calculated from the retarded field due to these moving charges 
(refer to Sec. 4.2). Figure 4.22 shows the THz signal strength given by Eq. (4.4) as 
viewed at an observation point 200 µm above the device, as a function of the position of 
the focused illumination with a 5 µm FWHM round spot and a peak carrier density of 4 × 
1017 cm-3 incident along the x-direction between the gap. One sees that illumination near  
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Figure 4. 22 THz radiation field strength as a function of excitation-spot position 




the anode (2.5 µm) results in radiation several tens of times stronger than when 
illuminating the center of device (25 µm). This variation in THz emission is entirely 
attributed to the nonuniform TEF, because the accelerated motion of the photoexcited 
carriers by the field results in the THz radiation. 
 When a photoconductor is excited by high peak-fluence optical pulses, the 
accelerated motion of the photocarriers by the bias field results in the emission of THz 
radiation, but at the same time, as the carriers undergo their spatial dynamics in the bias 
field, they partially screen out that bias. The origins of the screening consist of the 
radiation field and the space-charge field, which contribute to the collapse of the total 
electric field acting on the carriers at high carrier density [15,48,58]. In order to explore 
the screening associated with the photoexcited carriers in the large TEF and the  
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Figure 4. 23 Coulomb and radiation screening field as a function of major-axis size (the 
y-direction) of elliptical excitation-spot in Figure 4.18. Inset: Contribution of the 




contributions of the Coulomb and radiation components of the field, the electric fields of 
Eqs. (4.4) and (4.13) are used (see Sec. 4.2). 
  Figure 4.23 shows the screening field calculated by Eq. (4.13) (the x-component 
of the retarded field) as a function of major-axis size (the y-direction) of elliptical 
excitation-spot in the schematic of device as shown in Figure 4.18, when an elliptical 
excitation spot with minor axis 5 µm FWHM and major axis 5 − 50 µm for a fixed 
optical power 5 mW impinges on the device 3 µm from the anode to exploit the large 
TEF. 
 As the length of the major axis of the excitation spot increases, one can see that 
Coulomb screening falls rapidly as shown in Figure 4.23, because the distance between 
the carriers increases with decreasing carrier density. In addition, as the carrier  















































Figure 4. 24 THz radiation power as a function of major-axis size (the y-direction) of 




distribution becomes sparse, the carrier numbers contributing the Coulomb and radiation 
screening field decrease. As a result, the radiation screening field also decreases as the 
length of the major axis increases, as shown in Figure 4.23. The contributions of 
Coulomb and radiation screening are shown in the inset of Figure 4.23. One sees that the 
Coulomb screening field is dominant due to the relatively small excitation aperture size 
[22].  
 Although the energy released in the emitted THz pulse ultimately originates from 
the incoming laser pulse (roughly proportional to the number of photocarriers), the 
energy transfer from these photocarriers to the radiated THz pulse is mediated by the 
partial or complete discharge of the electrodes. Therefore, the radiated THz energy is 
limited by the electrostatic energy stored (product of the total charge of the photocarriers 
 111
and the bias potential), and the THz radiation power (radiated electric-field amplitude) 
should saturate as the total stored electrostatic energy is released since energy supplied by 
the voltage source can be negligible during the THz emission process (< 1ps). The THz 
radiation power has a quadratic dependence on the number of charges contributing and 
also this radiation power is proportional to the square of the acceleration [55], as shown 
in Eq. (4.3),  Thus, for a given excitation level, if we can maintain the large TEF by 
reducing the screening as we increase the excitation area (aperture) by increasing the 
major axis of the excitation spot near the anode (Figure 4.18), we expect to improve the 
THz radiation power originating from the rapid acceleration of the photoexcited carriers 
by the large TEF, as shown in Figure 4.24. As a result, efficient THz generation is 
obtained by reducing the impact of the screening effects, which are the main factors 
underlying the saturation of the THz radiation power, by exploiting an elliptical 
excitation aperture as eccentric as possible with the major axis parallel to the anode and 














 The main goal of this dissertation involved the study of carrier dynamics in GaAs-
based photoconductive THz sources using Monte Carlo techniques to optimize the 
emitted THz transients. This goal was achieved by the development of a self-consistent 
Monte Carlo-Poisson solver for the spatio-temporal carrier transport properties. We also 
obtained self-consistently the screening contributions to the THz radiation associated 
with the Coulomb and radiation fields by incorporating the three-dimensional Maxwell 
equations into the solver. In addition, the enhancement of THz emission by a large trap-
enhance fields (TEF) near the anode in semi-insulating (SI) photoconductors was 
investigated. 
 In this dissertation, we have detailed the theoretical framework necessary for 
implementing the acoustic-phonon, ionized-impurity, intervalley, carrier-carrier 
(electron-electron, electron-hole, and hole-hole), and screened carrier-phonon scattering 
in the Monte Carlo method using the three nonparabolic valleys Γ, L, and X within the 
conduction band and the warped heavy- and light-hole valence bands. Furthermore, we 
have presented the basic ingredients, numerical algorithms and device models in Monte 
Carlo-Poisson solver.  
 Our focus has been on the interplay of the carrier dynamics and screening, which 
is the main factor underlying the saturation of the THz radiation power and how to 
choose the optical excitation conditions for optimizing THz generation. We have 
presented the first systematic exploration of the effects of varying the excitation 
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conditions to extract the maximum THz spectral power density in the frequency range of 
interest fully considering the effect of spatial carrier distributions and the presence of the 
subsidiary valleys in the band structure at the same time. While some empirical evidence 
of such an effect was hinted at Refs. 85 and 86, no systematic study has been carried out 
to date. Thus the contributions of this dissertation can be summarized as follows. 
We have shown that the transport properties of the photoexcited carriers in 
photoconductive THz sources depend markedly on the initial spatial distribution of those 
carriers, and that by judicious choice of the optical excitation spot shape, one can obtain 
an enhancement of the THz peak power by employing an elliptical excitation-spot with 
its major axis parallel to the direction of the bias field since for a given photoexcited 
carrier density, this excitation-spot shape suppresses saturation at high optical fluence due 
to space-charge screening. The THz radiation in the far field is proportional to the time 
derivative of the current density, i.e. the emitted THz transient depends crucially on the 
carrier drift velocity. Since the carrier dynamics are the source of the THz radiation and 
are strongly affected by the ensuing space-charge screening, the effects of spatial 
patterned excitation can be used in order to obtain the temporal velocity profile to 
produce the desired THz transient.  
 We have distinguish the screening contributions due to the Coulomb and radiation 
parts of the electromagnetic field acting back on the carrier dynamics within the first 
picosecond subsequent to the ultrafast photogeneration of electron-hole pairs in 
photoconductive THz sources. We have identified which of the Coulomb and radiation 
fields is dominant with varying excitation aperture sizes, and have found that these 
screening effects may be the main factor underlying radiation power saturation. We have 
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found for a range of reasonable excitation levels an excitation spot diameter of  ~100  µm 
(full width at half maximum) as the crossover point beyond which radiation effects 
dominate screening. In addition, we have predicted an enhancement of the optical-to-THz 
conversion efficiency with increasing excitation-aperture for a given optical excitation 
power compared with what would be expected based on screening. 
 We have elucidated in detail the key mechanisms responsible for the trap-
enhanced fields (TEF) near the anode of SI photoconductors using a self-consistent 
Poisson solver where the free-carrier densities and impurity ionization are set by the local 
value of the Fermi potential to include partial ionization of the defect centers. Moreover, 
when the biased photoconductor in which the TEF is established is illuminated by a 
femtosecond optical pulse, we have considered the occupation-factor effects depending 
on both electron and hole densities together with the excess carrier densities due to the 
photoexcitation. We have also accounted for the transport of these photocarriers. From 
the results of the simulations, we have shown the dramatic enhancement of the THz 
transient response with photoexcitation in the TEF region near the anode of a SI-GaAs 
photoconductive THz source. In addition, we have obtained the contributions of the 
Coulomb and radiation screening to the TEF, and have found that both these screening 
fields decrease as the excitation aperture increases. Thus, for a given optical excitation 
power, we predict that enhancement of THz radiation power can be obtained using a 
maximally broadened excitation aperture in the TEF area elongated along the anode due 








 In a full three dimensional simulation in k-space, the polar angle θ  between k′ 
and k, and the magnitude of k are determined from momentum conservation, and energy 
conservation, respectively. Then, the final state with respect to the fixed direction, where 
we assume kx is parallel to the direction of the bias field E, is obtained by the following 
coordinate transformation [39] 
 
)cossinsincossincossincos(cos 31 βϕθαβϕθαθ +−′=′ kkx , 
)sinsinsincoscoscossincos(cos 32 βϕθαβϕθαθ −−′=′ kk y , 
)sincossincos(cos 33 αϕθαθ +′=′ kkz ,                                                 (A. 1)  
 
where α1=cos-1(kx/k), α2=cos-1(ky/k), α3=cos-1(kz/k), and β=tan-1(kx/ky) as shown in 
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