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Abstract
In the ﬁeld of circuit quantum electrodynamics (c-QED), the coherent interaction
of two-level systems (TLSs) with photons, conﬁned in a superconducting microwave
resonator, opens up new possibilities for quantum computing experiments.
This thesis contributes to the expansion of c-QED tool-box with slow propagation
line-based solutions for ubiquitous techniques, such as cryogenic Near Field Scanning
Microwave Microscopy (NSMM), Electron Spin Resonance (ESR) spectroscopy and
Traveling Wave Parametric Ampliﬁer (TWPA). For NSMM, novel compact supercon-
ducting fractal resonators have been developed to be directly integrated on a scanning
probe. We report NSMM operation based on a microwave high-Q resonator populated
with less than 103 photons and demonstrate a capacitive sensitivity of 0.38 aF/
√
Hz.
The unique properties and the design ﬂexibility of fractal resonators also boost their
resiliency to strong magnetic ﬁelds for ESR studies. The reported high Q-factors above
105 in a magnetic ﬁeld up to 0.4 T translate into ESR sensitivity of 5 · 105 spins/√Hz.
Furthermore, we demonstrate the operation of a practical TWPA based on a slow
propagation fractal line. We achieve per unit length gain of > 0.5 dB/cm and total
gain of ∼ 6 dB for a 10 cm long line. Due to a radically shortened line, the ampliﬁer is
less vulnerable to fabrication defects. Moreover, due to a successful impedance match-
ing between the ampliﬁer line and in/out terminals, the obtained gain vs frequency
characteristic has only moderate ripples. To mitigate a common TWPA problem of
coupling to parasitic ground plane resonances, we deploy a novel multilayer fabrication
technology, which combines high and low kinetic inductance (KI) elements.
Finally, we present an alternative implementation of a slow propagation line: a
microstrip line with a thin ﬁlm Atomic Layer Deposition (ALD) Al2O3 oxide. The
resonator, based on a segment of a microstrip line, has a Q-factor on the order of 104
at single photon powers, reaching up to 105 at higher powers. As an additional func-
tionality, we incorporate dc current control over KI so that the resonance frequency is
tuned by 62 MHz range, which corresponds to a KI-related nonlinearity of 3%.
Keywords: near ﬁeld scanning microwave microscopy, electron spin resonance,
parametric ampliﬁer, superconducting transmission line, tunable microstrip resonator
Dedicated to Anahit Yeritsyan
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Chapter 1
Introduction
Quantum computing has been hailed as one of the technologies that could radi-
cally change the 21st century. Our world advances with an exponentially growing
thirst for more computing power. To achieve this, microchips have increasingly
been shrinking in size, eventually reaching the size of an atom. Back in 1959,
famous physicist R. Feynman said in his visionary talk that: The principles of
physics, as far as I can see, don’t speak against the possibility of maneuvering
things atom by atom. It is not an attempt to violate any laws; it is something, in
principle, that can be done; but, in practice, it has not been done because we are
too big.′′ [1]. Feynman’s speech served as an inspiration for manipulating individ-
ual atoms, producing microchips at nanoscale dimensions and gave a kick-start
to the ﬁeld of quantum computing [2].
Contrary to a classical computer, which can only store information in two
separate, zero and one bit states, a quantum computer can store information in
quantum bits (qubit) across multiple states at the same time, allowing it to per-
form millions more calculations per second than any classical computer. To enable
the manipulation and read-out of qubits, microwave photons can be used as carri-
ers of quantum information instead of interconnections. While to a non-physicist
it certainly sounds alien, quantum mechanics is a subject that puzzles even the
most keen scientists. As mathematician John von Neumann once said: You
don’t understand quantum mechanics, you just get used to it.′′ [3]. Weird or not,
in parallel with exploratory experiments in quantum computing, many remark-
able technological advances and achievements were made. Soon after Feynman’s
1
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speech, nanoscience entered a vastly growing phase. The ﬁrst microscopy tools,
such as scanning tunneling microscopy (STM [4]) and atomic force microscopy
(AFM [5]), for imaging the ’world at the bottom’ were invented. In the late
1960’s the electron beam lithography (ebeam) was developed to write nanoscale
features [6]. Advances in microfabrication have made it possible to mass-produce
nanoscale devices that exhibit quantum eﬀects.
Half a century past Feynman’s speech, Wallraﬀ, et al. demonstrated the cou-
pling of a single photon to a superconducting qubit, establishing the concept
of circuit quantum electrodynamics (c-QED) [7]. The coherent interaction of
qubits with photons, conﬁned in a superconducting microwave resonator, opened
up new possibilities for quantum computing experiments [8–10]. Despite many
announcements of progress, conceptual implementations of quantum computers
have proven to be more elusive than anticipated. Even though conceptual quan-
tum computers have been already demonstrated to be viable using silicon-based
materials [11, 12], as well as cryogenic superconductor-based components [13, 14],
they still don’t outperform commercially available classical computers. One of the
reasons has been that for quantum computing to become a reality, qubits need
to store the quantum information without its degradation and loss. It turned
out to be very tricky to construct robust qubits. In reality qubits couple to a
reservoir of spurious, unaccounted two-level ﬂuctuators (TLFs), resulting in a
process called dephasing, which destroys the quantum information (decoherence)
[15]. Decoherence is the ’Achilles heel’ of quantum computing and it is caused by
the loss mechanisms intrinsic to qubit materials, that host defects and impurities.
The quantum revolution is already under way, and the prospects that lie ahead
are limitless. To pave the way for the quantum technology era, full of interesting
possibilities, continuous eﬀort is required to ﬁgure out better ways to overcome
decoherence, to improve the underlying materials, to expand and functionalize
c-QED tool-box with various technologies and instruments and to gain more and
more control over the quantum world. Improvements in nanoscale fabrication,
as well as spectroscopic characterization techniques will greatly accelerate the
mastering of quantum-based technologies.
Near ﬁeld scanning microwave microscopy (NSMM) is one example of such
a characterization technique [16]. With a microwave near ﬁeld localized at the
2
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scanning tip and a probing power very close to a single photon level, a cryogenic
NSMM has a potential to non-invasively study quantum TLFs, as well as inves-
tigate the loss mechanisms intrinsic to the underlying materials. The existing
NSMM techniques are not optimized for this goal, as they operate in a classical
regime at room temperatures with probing powers well above the single photon
level.
For this purpose we have developed the ﬁrst hybrid NSMM-AFM cryogenic
system. As the microwave probe, we have employed a high quality (high-Q) su-
perconducting thin ﬁlm resonator. The trick of shortening the resonator length
has been to reduce the wave propagation velocity via increased capacitance in
the ’fractalized’ resonator. Our resonator is so miniature and light that it doesn’t
degrade the mechanical quality factor (Q-factor) of the AFM cantilever when in-
tegrated on it. The high-Q of the resonator has translated into a greatly reduced
probing power and a high microwave sensitivity. On the other hand, we have ben-
eﬁted from the nanometer spatial resolution of the non-contact AFM (nc-AFM).
As a result, we can non-invasively (both mechanically and electrically) study ma-
terial properties at very low powers, important for the coherent interrogation of
an individual TLF.
The chase for alternative architectures for quantum information processing
and memories has led to the development of another leading approach. Electron
spin ensembles, as arrays of natural two-level systems (TLSs), are prospective
contenders for long-lived quantum memories due to their exceedingly long coher-
ence times [17]. The envisioned quantum computer should have memory blocks,
containing small number of spin arrays. This calls for a method to study spin
arrays, composed of small number of spins, and ultimately, to address a single
spin. Electron spin resonance (ESR) is a major spectroscopic technique that en-
ables the manipulation of electron spins with microwave photons conﬁned in a
resonator [18]. However, in ESR studies the magnetic ﬁelds required to bring
electron spins into resonance with photons, are much higher than the ﬁelds the
superconducting resonators can tolerate. This certainly rises the need of a high-Q
superconducting resonator, resilient to strong magnetic ﬁelds.
The high-Q fractal resonators developed in our group for scanning applications
turned out to be also resilient to strong magnetic ﬁelds. This was due to a
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i) reduced dissipation, thanks to special current splitting in parallel connected
fractal branches, ii) reduced ﬂux focusing, thanks to optimized ground planes.
As a result, these high-Q resonators have shown better performance at strong
magnetic ﬁelds, a spin sensitivity, with a minimum detectable number of spins,
four orders of magnitude superior to commercial spectrometers [19] and on par
with state of the art experiments [20]. Our observation of an excellent resonator
performance and resiliency to strong magnetic ﬁelds has made these resonators
especially useful for ESR spectroscopy on nanoscale spin samples.
On the way towards being able to measure a single qubit or a single electron
spin, a resonator must operate at near single photon level. Here is when we found
ourselves in the strong need of a low noise ampliﬁer. To detect and amplify a
staggeringly small signal from a few, and ultimately, from a single TLS, a high
quality ampliﬁer must have a noise at a single photon level or even less. While
semiconductor ampliﬁers suﬀer from noise well above the single photon level,
parametric ampliﬁers can reach single photon noise levels. In the microwave
domain this is possible through superconducting parametric ampliﬁers, as the
absence of lossy materials suppresses the contribution of thermal ﬂuctuations to
the minimum added noise. Still the quantum vacuum ﬂuctuations are unwavering
and set the quantum limit of the superconducting parametric ampliﬁer added
noise to be ω/2.
A standard solution for a quantum-limited, superconducting, microwave para-
metric ampliﬁer is based on Josephson elements, which can only operate at di-
lution fridge temperatures [21, 22]. Traveling wave parametric ampliﬁers (TW-
PAs), which are utilizing the kinetic inductance (KI) nonlinearity intrinsic to
the superconductor instead of Josephson inductance [23], have signiﬁcantly in-
creased operating temperatures (∼ 4 K). For this reason, a TWPA is potentially
much more appealing for our NSMM-AFM and ESR techniques. Together with
quantum-limited noise performance at temperatures of about few Kelvins, TW-
PAs stand out for their potential of high gain and a wide bandwidth [24, 25].
While a prototype quantum-limited TWPA was reported by Eom, et al. in Nature
(2012), followed by many other groups, none of them demonstrated a practical
device. In order to make the originally weak kinetic inductance-induced nonlin-
earity enough for obtaining suﬃcient gain, the superconducting transmission line
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has to be around one meter long, one micrometer wide and few tens of nanome-
ters thick. Such a line causes troublesome consequences like a reduced maximum
achievable pump power and a limited gain in terms of strong modulations re-
stricting the usefulness of the ampliﬁer. The ﬁrst issue is a result of weak spots
which are impossible to avoid in the fabrication of such a high aspect ratio line.
The second issue comes from the high impedance of the high kinetic inductance
line. Because of a strong impedance mismatch between the line and the standard
50 Ω input/output circuitry, the reﬂections in between the line input and output
give rise to ripples in the transmission spectrum.
These challenging problems also found solutions thanks to our slow propaga-
tion fractal approach. Most importantly, due to the reduced propagation veloc-
ity, we have produced a superconducting line physically much shorter for a given
electrical length. Shorter line is less defect-prone as compared to the line in the
proof-of-concept ampliﬁer in Eom, et al. [24]. Next, by balancing the high-KI
of the line with a high capacitance, we have reduced the line impedance down
to 50 Ω and have managed to suppress reﬂections due to impedance mismatch.
Once we have eliminated gain ripples, we found that the line also couples to
spurious resonances. To upshift the spectrum of these resonances, we decided to
reduce the KI of the ground plane, while keeping the KI of the line itself high. To
this end, we have established a versatile multilayer fabrication technology, which
allows to combine high and low KI elements in the same design. As a result, we
have demonstrated an average of 6 dB gain, essentially free of modulations and
with a line ∼ 10 cm long instead of 1 m in the original work [24].
While working on the development of the TWPA, we have realized that a
fractal-based approach for implementing slow propagation lines also has its lim-
its. First, a fractal CPW line, with a long perimeter and micrometer wide gaps
between superconducting structures, gets easily shorted during fabrication, be-
coming useless. Second, due to its large transverse dimensions, the fractal line
has an increased coupling to spurious ground plane resonances which mess up the
transmission spectrum. A new approach was required as an alternative to the
fractal solution.
The fractal design allows to greatly boost the per unit length capacitance of
the line, thus reducing the propagation velocity and making the line physically
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shorter. An alternative way of slowing down the wave, via increased capacitance,
would be to switch to a microstrip design. To get the desired capacitance, the
thickness of dielectric layer in the microstrip line should be below 1 μm. Prac-
tically, this implies that the dielectric substrate in between conductors must be
replaced with a thin ﬁlm, deposited dielectric layer. So far, such microstrip lines
were inferior to CPWs on crystalline sapphire widely used in the ﬁeld of c-QED
due to poor Q-factors related to lossy thin ﬁlm dielectric.
Inspired by the earlier reports on promising low loss tangents observed in
atomic layer deposited (ALD) oxide, we have decided to try if, by perfecting the
fabrication technique, we could reduce the dielectric losses even further, making
it on par with the crystalline sapphire used in CPWs. To characterize the dielec-
tric quality, the most straigtforward way is to make a microstrip resonator and
measure the Q-factor. Thus, we have fabricated a microstrip resonator on the
same side of the substrate with Nb-based conductors and ALD oxide. After a set
of tricks and trials we have managed to produce a low-loss dielectric. The high
quality of the deposited ALD oxide have translated into a dielectric Q-factor of
the order of 104 with a single photon load in the resonator, rapidly increasing
with more photons in the resonator. Thanks to the increased capacitance, we
have obtained a wave propagation velocity, reduced almost 3 times compared to
typical CPWs and on par with our fractal CPW lines.
In order to implement a microstrip TWPA, apart from the line quality, we
also need to know how much of KI-related nonlinearity we can achieve with a
microstrip line, or how long the line should be to have a suﬃcient nonlinearity for
a proper gain. A direct way to characterize KI nonlinearity in the resonator is to
tune it with a current bias and to trace the resonator frequency. The design ﬂexi-
bility of our microstrip tunable resonators has allowed to incorporate dc bias lines
in the design and to tune the resonance frequency through the current-dependent
kinetic inductance of the superconductor. More importantly, the frequency tun-
ing was achieved without a detrimental eﬀect on the resonator Q-factor. The
resulting slow propagation line-based microstrip resonators combine simplicity,
compactness, wide tuning range, fast tuning time and a Q-factor on par (at a
single photon load) or superior (at higher powers) to the common CPW-based
designs.
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Thesis objectives and outline
At the base of the operation of all the above tools, developed in our lab, lies the
interaction of quantum systems with microwave photons stored in a section of
superconducting, thin ﬁlm, slow propagation transmission line. The successful
realization of various requirements set on these transmission lines helps to face
all the mentioned above problems, revealing the wide practicality and usefulness
of slow propagation superconducting lines for quantum device applications.
The objective of this thesis is to improve and functionalize the tool-box of
c-QED and quantum computing with smart techniques based on NSMM-AFM,
ESR and TWPA. In this purpose, the main focus will be to develop and char-
acterize slow propagation line-based superconducting devices for the mentioned
applications, opening up a whole new dimension in superconducting circuitry.
The overall structure of this thesis is the following:
Before delving deeper into the subject, Chapter 2 introduces the basics in
transmission line (TL) theory. Two main kinds of planar TLs are discussed to be
developed into slow propagation lines - coplanar and microstrip, followed by basic
concepts related to TL-based thin ﬁlm resonators that will be useful throughout
the discussion. After this, we go through the basics of parametric ampliﬁcation,
with a set of speciﬁc requirements for eﬃcient ampliﬁcation.
Chapter 3motivates our choice of NSMM-AFM system, based on a supercon-
ducting thin ﬁlm resonator as a microwave probe. We will go through the hurdles
to overcome in this part of the thesis, together with the description of a speciﬁc
slow propagation line as a remedy for the discussed issues. Next, the fabrication
of the microwave probe is explained and our home-made cryogenic NSMM-AFM
system is presented. The chapter is concluded with the achievements, results and
is summarized in the end (Paper I).
Chapter 4 introduces the ESR spectroscopy and the shortcomings of the
state of the art techniques. We will detail the modiﬁed version of our scan-
ning slow propagation line, adapted to ESR studies of spin ensembles. Next,
design considerations and the fabrication method of our superconducting fractal
resonators are outlined. The chapter is concluded with the main results and is
summarized in the end (Paper II).
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Pros and cons of the state of the art parametric ampliﬁers and a profound
analysis of our TWPA, based on a slow propagation fractal line, that utilizes
the nonlinearity of kinetic inductance intrinsic to a superconductor is discussed
in Chapter 5. Further on, the chapter deals with the design principle and ex-
perimental techniques used to fabricate, characterize and perform measurements
on our slow propagation lines. In particular, the multilayer technology as the
workhorse established for TWPA slow propagation line fabrication, is purposed
and the issues faced are discussed (Paper III, IV). After summarizing the im-
portant results obtained for TWPA, we will switch to our alternative solution for
wave slowing without a fractal design. The remaining material covers our results
on tunable microstrip resonators and the study of loss characteristics (Paper V).
The chapter will conclude with the summary of important conclusions and an
outlook for future research will be provided.
Finally, in Chapter 6 the main results will be reiterated and conclusions will
be drawn.
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Chapter 2
Concepts
This chapter aims to introduce the basics of transmission line theory and deﬁne
the quantities and concepts required for the discussion in subsequent chapters.
The chapter will begin with a brief introduction of planar transmission line pa-
rameters (section 2.1). In section 2.2, TL superconducting resonators will be
discussed, together with ﬁgure-of-merit quantities and loss mechanisms. Next,
we review the nonlinear parameter exploited in our superconducting TL’s, i.e.
the kinetic inductance. The fundamentals of parametric ampliﬁcation and the
considerations for eﬃcient ampliﬁcation are addressed in section 2.3.
2.1 Transmission Line Theory
In microwave engineering, to achieve eﬃcient power transfer from one point to the
other, transmission lines have been used as guides for electromagnetic propagating
waves.
TLs are presented with two or more parallel conductors and when a voltage
is applied between them, there are some counter-balanced currents ﬂowing in the
conductors, keeping the net current zero. To see how these voltage and current
waves are related, let us consider the TL in Fig. 2.1.
For a section of TL with per unit length series resistance R, series inductance
L, shunt capacitance C and shunt conductance G, one can directly write TL
electromagnetic wave equation solutions for a harmonic voltage and current in
9
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Figure 2.1: Equivalent circuit of a transmission line with a characteristic
impedance Z0, loaded with a lumped impedance ZL. ΓL is the reﬂection co-
eﬃcient for the load.
the following way:
V = V +e−γz+jωt + V −eγz+jωt, (2.1)
I = I+e−γz+jωt − I−eγz+jωt, (2.2)
where the ﬁrst parts on the right hand side represent forward propagating waves
in the positive z direction, with amplitudes V +, I+ and the second parts represent
backward propagating waves in the negative z direction, with amplitudes V −, I−.
ω is the angular frequency and γ is the complex propagation constant given by:
γ =
√
(R + jωL)(G+ jωC) = α + jβ. (2.3)
The series resistance R represents the resistance due to a ﬁnite conductivity of
TL conductors and the shunt conductance G represents losses in the dielectric in
between TL conductors. We can rewrite equations (2.1) and (2.2):
V = V +e−αze−jβz+jωt + V −eαzejβz+jωt, (2.4)
I = I+e−αze−jβz+jωt − I−eαzejβz+jωt. (2.5)
We can see that, for example, e−jβz+jωt = ejω(t−z/υp), implying that the waves
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travel in the line with a propagation velocity υp = ω/β = λf , where β = 2π/λ
is the phase constant and λ is the wavelength. Along propagation the waves
attenuate in amplitude at a rate deﬁned by α. The ratio of the voltage to current
that wave carries, deﬁnes the characteristic impedance of the TL:
Z0 =
V +
I+
=
V −
I−
=
√
R + jωL
G+ jωC
. (2.6)
Superconducting transmission lines can be approximated as loss-less, resulting
in R = G = 0 with α = 0 and so we will get the following expressions for the
propagation constant, propagation velocity and a real characteristic impedance:
γ = jβ = jω
√
LC, (2.7)
υp =
1√
LC
, (2.8)
Z0 =
√
L
C
. (2.9)
Z0 ∼ 50 Ω for standard microwave devices. Here a question might arise: how
is that the impedance of a line with purely non-dissipative elements (C,L) has
a purely resistive value in Ohms, i.e. is dissipative? Or if we apply a voltage
across a superconducting line without any resistive losses, will the current be
inﬁnite, as one would naively expect from Ohm’s law? The answer is that in
a loss-less line there neither is loss of current across the line, nor the current is
inﬁnite. Simply, the inﬁnite distributed inductances and capacitances of the line
continiously absorb and store energy from the source, with no dissipation. When
current ﬂows, the inductors limit the rate at which it charges the capacitors, in
this way establishing the characteristic impedance of the line. This is why the
wave propagation in a loss-less line looks like an energy absorption by a pure
impedance.
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2.1.1 Impedance mismatch on a terminated TL
Now let us go one step further and consider the scenario when propagating waves
in the TL meet a lumped element termination ZL on one end (Fig. 2.1). As
we have already mentioned, a TL is a device that transports energy and has a
characteristic impedance of V/I (see Eq. (2.6)). It is interesting to ask what
will happen if the load impedance of the TL accepts a diﬀerent ratio of V/I than
the TL (ZL = Z0). In any impedance interface there exist boundary conditions
claiming that voltages and currents at the interface must be continuous [26].
The ﬁrst stems from the conservation of energy and the second comes from the
conservation of electric charge. It turns out, to satisfy these boundary conditions
between the TL impedance Z0 and the load impedance ZL, together with the
incident wave, there must be a reﬂected wave at the interface [27]. If we send a
signal with an amplitude V + through the TL, at the load the signal will get partly
reﬂected with an amplitude V −. The load impedance can then be expressed
as ZL = (V
+ + V −)/(I+ − I−). Taking into account Eq. (2.6), we will get
(V ++V −)/(V +−V −) = ZL/Z0. From this expression, we can relate the reﬂected
and incident voltage amplitudes:
ΓL =
V −
V +
=
ZL − Z0
ZL + Z0
, (2.10)
where ΓL is the reﬂection coeﬃcient for the load. In case of a perfect match
ZL = Z0, TL behaves as an inﬁnitely long line for reﬂections and ΓL = 0. In
other words, we can say that all the power is transmitted to the load, nothing
is reﬂected and energy ﬂows in one direction only. If the load is open circuited
(ZL = ∞), then the reﬂection coeﬃcient is ΓL = 1 and the whole signal will
reﬂect back, in phase with the incident wave. Instead, if the load is short circuited
(ZL = 0), then ΓL = −1 and the whole reﬂected signal will be 180◦ out of phase
with respect to the incident wave.
2.1.2 Transmission through an impedance step
Now let us consider the TL impedance step (Z1 = Z2), pictured in Fig. 2.2,
as the most general situation. On Port 1 we will have an incident wave with
12
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Figure 2.2: S-matrix representation of a step in TL impedance.
amplitude V +1 and a back reﬂected wave with an amplitude V
−
1 . On Port 2 there
will be a transmitted wave with an amplitude V −2 and an incoming wave with an
amplitude V +2 . The incoming waves from both sides will be partly transmitted
through the step with a coeﬃcient deﬁned as the ratio of the transmitted to the
incident voltage amplitude. For example, at Port 1 the transmission coeﬃcient
will be:
T =
V −2
V +1
. (2.11)
T and Γ are not independent. The conservation of energy requires that T = 1+Γ.
In the microwave domain there is no multimeter that can directly measure
voltages and currents. Instead, with a Vector Network Analyzer (VNA) it is
possible to measure transmitted and reﬂected (scattered) wave amplitudes1 and
phases relative to those of the incident wave. This relationship is described by
the S Scattering matrix [V −] = [S][V +], which couples incoming and outgoing
waves. The number of S-parameters necessary to describe a network is equal
to (Number − of − ports)2, i.e. a two-port TL will need four S-parameters:
S11, S22, S21, S12. S11 and S22 are equivalent to input and output complex re-
ﬂection coeﬃcients, while S21 and S12 are equivalent to forward and backward
complex transmission coeﬃcients. In the context of this work, it is useful to
1Note, in VNA the measured amplitudes are presented in power units, which means ampli-
tude squared is measured.
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derive the S-parameters for the impedance step in Fig. 2.2:
V −1 = S11V
+
1 + S12V
+
2 ,
V −2 = S21V
+
1 + S22V
+
2 . (2.12)
As we have noted earlier, voltages and currents at the impedance boundary must
be continuous: V1 = V2, I1+ I2 = 0. The total voltages and currents on each side
of the boundary are deﬁned in the following way:
V1 = V
+
1 + V
−
1 , V2 = V
+
2 + V
−
2 , (2.13)
I1 = I
+
1 − I−1 , I2 = I+2 − I−2 . (2.14)
Also, taking into account that the voltage to current ratio on each side simply
corresponds to the impedance, we will get:
V +1 + V
−
1 = V
+
2 + V
−
2 , (2.15)
V +1
Z1
− V
−
1
Z1
+
V +2
Z2
− V
−
2
Z2
= 0. (2.16)
From (2.15) we get,
V −1 = V
+
2 + V
−
2 − V +1 . (2.17)
Inserting (2.17) into (2.16) and arranging, we arrive at,
V −2 =
2 · Z2
Z1 + Z2
· V +1 +
Z1 − Z2
Z1 + Z2
· V +2 . (2.18)
Inserting (2.18) into (2.15) will give:
V −1 =
Z2 − Z1
Z1 + Z2
· V +1 +
2 · Z1
Z1 + Z2
· V +2 . (2.19)
From (2.12), (2.18) and (2.19), we can derive the S-parameters for a step in
14
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impedance:
S21 =
2 · Z2
Z1 + Z2
, S22 =
Z1 − Z2
Z1 + Z2
,
S11 =
Z2 − Z1
Z1 + Z2
, S12 =
2 · Z1
Z1 + Z2
. (2.20)
Hence the S-matrix will be:
S =
1
Z1 + Z2
·
(
Z2 − Z1 2 · Z1
2 · Z2 Z1 − Z2
)
.
Later in section 2.3.5 we will make use of steps in impedance for implementing a
so-called, dispersion engineering for our TWPA line.
2.1.3 Transmission for a lumped element impedance
(a) (b)
ZL
Z0
V
+
V
-
ZS
ΓLΓS
Z0
ZL
Z0Z0
V2
+
V2
-
V1
-
V1
+
Figure 2.3: (a) A series lumped element impedance in a TL. (b) TL terminated
with lumped element shunt impedances at both ends.
In case TL has a series impedance ZL like in Fig. 2.3 (a), S11 is simply the
reﬂection on ZL and Z0 connected in series [26]:
S11 =
Z0 − (Z0 + ZL)
Z0 + (Z0 + ZL)
=
−ZL
2Z0 + ZL
. (2.21)
Assuming that the line is matched on the right and V +2 = 0, from equations
15
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(2.15) and (2.12) we can get
V +1 + S11V
+
1 = V
−
2 ,
S21 = 1 + S11 =
2Z0
2Z0 + ZL
. (2.22)
2.1.4 Impedance mismatch on a doubly terminated TL
If the TL is terminated with lumped element shunt impedances at both ends,
after getting reﬂected on the load the wave will eventually come back to the
source (Fig. 2.3 (b)). In case the source impedance ZS also diﬀers from Z0,
another reﬂected wave will be generated at the source of the TL, with a reﬂection
coeﬃcient ΓS. The new reﬂected wave will head towards the load, together with
the original incident signal. Then, both these waves will get reﬂected on the load,
and so on. This resembles an end-less game of ping-pong, the wave being the ball
going back and forth. Furthermore, in the described system there will be multiple
such tennis matches happening at the same time.
An analogue device in optics is the conventional Fabry-Pero´t interferometer
(Fig. 2.4) [28]. In this case, the light is getting multiply reﬂected between 2
reﬂecting surfaces, located at a distance L far from each other. If all these left
and right traveling waves are in phase, they interfere constructively, otherwise
they interfere destructively and excite so-called, standing waves. The standing
(a) (b)
L
Γ
Γ
Γ
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T
T
T
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n
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n
,
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Frequency, f
Δf
Figure 2.4: (a) A sketch of Fabry-Pero´t multiple reﬂections. (Reproduced from
[29]). (b) The transmission as a function of frequency.
.
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waves are at maximum/minimum in case of a constructive/destructive interfer-
ence. Whether the component waves are in-phase or out-of-phase, depends on
the phase δ they acquire in one tour-retour excursion. The transmission function
is given by [29]:
TFP =
1
1 + F sin2 (δ/2)
, F =
4R
(1−R)2 , (2.23)
where R is the surface reﬂectance. The frequency spacing between two adjacent
Fabry-Pero´t peaks (or ripples) in the transmission spectrum is inverse propor-
tional to the distance between the reﬂective surfaces:
Δf ∼ 1
L
. (2.24)
The ratio of voltage (or current) maximas and minimas is described with the
standing wave ratio:
SWR =
Vmax
Vmin
=
Imax
Imin
=
1 + |Γ|
1− |Γ| . (2.25)
SWR = 1 means no reﬂection, while SWR = ∞ corresponds to total reﬂection.
For a nice visualization of standing waves, a ﬁlm by J. N. Shive [30] is highly
recommended.
The standing waves are undesirable, as they cause excessive losses due to
dissipation. To avoid such losses in a microwave device and to achieve an eﬃcient
power transfer, a proper impedance matching is a must. Later, in section 5.3, we
will learn how to get rid of the unwanted reﬂections due to impedance mismatch
in-between TWPA line and in/out terminals, eliminating the Fabry-Pero´t ripples
from the transmission spectrum.
2.1.5 Planar Transmission Lines: Coplanar andMicrostrip
Planar TLs are divided into two major types: coplanar and microstrip. A
schematic drawing of conventional coplanar and microstrip transmission lines
is demonstrated in Fig. 2.5. The Coplanar TL consists of a central conductor
(width - w, thickness - t) in between two ground plane conductors (thickness - t,
gap - g), all located on the same side of a dielectric substrate (substrate thickness
17
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Figure 2.5: Planar transmission lines with Electric and Magnetic ﬁeld lines. (a)
Coplanar transmission line, (b) Microstrip transmission line.
- h), (Fig. 2.5 (a)). The microstrip TL consists of a top conductor (width - w,
thickness - t) and a bottom conductor (ground plane), located on opposite sides
of a dielectric substrate (Fig. 2.5 (b)).
As we can see, one diﬀerence between coplanar and microstrip TLs is the
dielectric thickness between the central (top) conductor and the ground plane.
The small gap in case of CPW transforms into a much reduced microwave mode
volume. Another diﬀerence is that in case of a coplanar line, the current ﬂowing
through the central conductor has a direction opposite to that of the current
ﬂowing in the surrounding ground planes, indicating low radiation losses (more
about losses in section 2.2.2). Also the microwave ﬁeld is mainly conﬁned in the
gaps between the conductors.
The similarity is that both coplanar and microstrip TLs support a quasi-
Transverse Electromagnetic (TEM) wave (not exactly TEM wave), as the dielec-
tric constant above and below the central (top) conductor is not the same. In a
quasi-TEM wave, electric and magnetic ﬁelds are orthogonal to each other and
to the wave propagation direction (∓z), as shown in Fig. 2.5.
2.2 Resonators
Resonators are microwave devices for storing electromagnetic energy, which os-
cillates between electric energy stored in a capacitor and magnetic energy stored
in an inductor. Generally, TL resonators are implemented from a TL segment
with a ﬁnite length. To obtain full power reﬂection at both ends, they are either
short-circuited or left open, thus providing a resonance whenever the length is a
18
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Figure 2.6: (a) The sketch of a λ/2 TL resonator consisting of two λ/4 sections in
series. The resonator is inductively coupled to the CPW feedline from the left side,
and is left open from the right side. Metal is in black color. (b) Lumped element
representation of the resonator in (a), inductively coupled to a microwave feedline.
(c) Microwave current (dashed line) and voltage (full line) mode distributions
along each λ/4 section of the resonator in (a). (d) Lumped element representation
of a basic λ/4, open-ended resonator, without coupling.
multiple of 1/4 wavelength [31].
2.2.1 Coplanar Waveguide Resonators
Coplanar waveguide resonators (CPW) have been essential building blocks in
microwave photon detectors [32], c-QED [10, 33, 34] and ESR setups [18, 35].
In the scope of this thesis we will be dealing with a λ/2 CPW resonator
with two open ends, folded as a tuning fork and in the middle point inductively
coupled to an external feeder (see Fig. 2.6 (a)). Due to such coupling only the
odd modes of the resonator are excited and the spectrum is equivalent to that
of two λ/4 prongs, connected in series. The current amplitude is at maximum
in the inductive coupling area, and the voltage amplitude is at maximum at the
open end of each prong (shown in Fig. 2.6 (c)) (Paper I, II).
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2.2.2 Resonator parameters and Transmission response
As a basic case we discuss here a simple λ/4 resonator, which is short-terminated
on one end and open on the other. The resonance frequencies of λ/4 resonator
occur at fn = (2n+ 1)c/4l, that is when the line is an odd multiple of a quarter
wavelength long (n is an integer, l is the resonator length, c is the speed of
light in vacuum). In practice, if only one resonance is relevant for a speciﬁc
application, then a single-resonant-frequency lumped element circuit represents
the TL resonator fair enough [26]. Thus, for intuitive understanding we can
replace our resonator with its equivalent series lumped element resonant circuit
in the vicinity of fundamental resonant frequency for which l = λ/4 (Fig. 2.6
(b)).
In this section, we will brieﬂy discuss the main properties for the resonator
shown in Fig. 2.6. More detailed derivation can be found in Appendix A. The
impedance of the lumped element unloaded resonator, shown in Fig. 2.6 (d), near
the resonance frequency is
Zr = R(1 + 2jQi
Δω
ω0
), (2.26)
where Δω = ω−ω0 is the detuning from resonance frequency ω0. Qi is the internal
or unloaded quality factor (Q-factor), expressing resonator intrinsic losses and can
be deﬁned by the ratio of energy stored and power dissipated in the resonator:
Qi = ω0
Estored
Pdissip
= ω0
LI2/2
RI2/2
=
ω0L
R
=
1
ω0RC
=
Z0
R
. (2.27)
Here ω0 =
√
1/LC is the resonance frequency and Z0 =
√
L/C is the character-
istic impedance.
When the resonator is inductively coupled to the microwave feedline like in
Fig. 2.6 (b), then the input impedance of the resonator is given by [27, 36]
Zin = jωL0 +
ω2M2
R + j(ωL− 1
ωC
)
, (2.28)
where M is the mutual inductance between the coupling loop and the TL, L0 is
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the inductance of the coupling loop. For a coupled or loaded resonator, the ratio
of internal to external Q-factors is given by
Qi
Qe
=
Pe
Pi
=
ω20M
2
2RZ0
, Qe =
2LZ0
ω0M2
. (2.29)
In Eq. (2.29), Qe represents the external Q-factor and relates to the energy
absorbed by the external load (feedline) to which the resonator is coupled. The
S21 transmission for the circuit in Fig. 2.6 (b), which is similar to the one in Fig.
2.3 (a), can be derived from Eq. (2.22) for ZL = Zin [37]
S21 =
2
2 + Zin
Z0
=
S21,min + 2jQtot
Δω
ω0
1 + 2jQtot
Δω
ω0
, (2.30)
where Qtot is the total (loaded) Q-factor and can be expressed in terms of Qe, Qi:
1/Qtot = 1/Qe + 1/Qi. S21,min is the value of S21 at resonance. Taking into
account the asymmetry factor due to, for example, large inductive coupling loop
or coupling to spurious ground plane resonances, the transmission coeﬃcient be-
comes [38]
S21 = 1− (1− S21,min)e
jϕ
1 + 2jQtot
Δω
ω0
, (2.31)
where ϕ is the asymmetry parameter. Eq. (2.31) simply implies that for frequen-
cies far from the resonance frequency, S21 = 1, i.e. almost all the incident power
gets transmitted. Instead, when ω = ω0, S21 = S21,min and is deﬁned as
S21,min =
Qe
Qi +Qe
. (2.32)
From Eq. (2.32), three regimes can be diﬀerentiated depending on the ratio
between internal and external losses in the resonator:
1. Qi  Qe, an overcoupled, low-loss resonator with S21,min → 0,
2. Qi 
 Qe, an undercoupled, lossy resonator with S21,min → 1,
3. Qi = Qe, a critically coupled resonator with S21,min = 1/2.
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Figure 2.7: Powers in λ/2 CPW TL resonator.
Power in the resonator
To know the number of photons present in the resonator, it is instructive to
introduce the concept of circulating power and to consider how it depends on the
excitation power passing through the feeder line.
The boundaries at two ends of the resonator in Fig. 2.7 give rise to reﬂections
and standing waves. The standing waves develop inside the resonator as a super-
position of propagating and counter propagating microwaves. We can think of
these left and right moving waves carrying the power in the resonator back and
forth, as if some power Pcirc is circulating in the resonator (Fig. 2.7). Besides
the incident P and the circulating Pcirc powers, there is also a power that relates
to dissipated energy inside the resonator (Pdiss), a power related to the energy
that is reﬂected back to the source (Prefl) and a power that is transmitted and
measured (Ptrans). We will deﬁne the circulating power for the resonator pictured
in Fig. 2.7 [39].
In Eq. (2.27), we have already deﬁned the Q-factor, which is the ratio of energy
stored in the resonator and the power dissipated in the system Pdiss =
Pcirc
Qi
. Then
the reﬂected and transmitted powers will be
Prefl =
ω0E
2Qe
=
Pcirc
2Qe
=
(V −1 )
2/Zr
(V +1 )
2/Z0
· P,
Ptrans =
(V −2 )
2/Zr
(V +1 )
2/Z0
· P. (2.33)
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Inserting V −2 /V
+
1 = S21 and V
−
1 /V
+
1 = S11 = S21 − 1 and taking into account
equation (2.32), we get
Ptrans =
|S21|2Z0
Zr
· P = Q
2
totZ0P
Q2iZr
,
Prefl =
Pcirc
2Qe
=
|S21 − 1|2Z0
Zr
· P,
Pcirc =
2Q2totZ0P
QeZr
. (2.34)
From Eq. (2.34), we can deduce that:
1. Qi  Qe, Ptrans → 0
2. Qi 
 Qe, Pcirc → 0
3. Qi = Qe, Ptrans ≈ P/4, Pcirc ≈ P/2.
If the resonator is overcoupled (case 1), then there is no transmitted power to
measure. If the resonator is undercoupled (case 2), there is no power in the
resonator for exciting the TLS, coupled to the resonator. The critically coupled
resonator (case 3) is the most favorable case, as the measured power is on the
same order as the power in the resonator.
From Pcirc, it is possible to estimate the average number of photons in the
resonator simply by
〈N〉 = Pcirc/ω0
ω0
=
2Q2totZ0P
QeZrω20
. (2.35)
At resonance, when Δω = 0 and resonator impedance has a minimum value, the
current ﬂowing through the resonator reaches its maximum value, thus the power
absorbed in the resonator is at maximum.
When Δω = ω0/2Qtot, the absorbed power will be half (i.e. −3 dB below)
of its maximum value. Thus for an overcoupled resonator a rapid Q-factor esti-
mation can be done with the resonant frequency and the resonance bandwidth:
Qtot = ω0/BW , where BW is the frequency range at half-height power level.
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Resonator internal losses
In general there are few loss mechanisms that sum up to give the total internal
losses in the resonator.
1
Qi
=
1
Qrad
+
1
Qd
+
1
QB
+
1
Qσ
, (2.36)
where 1/Qrad represents radiation losses, 1/Qd stands for dielectric losses, 1/QB
are losses associated with magnetic ﬁeld, and 1/Qσ is for conducting losses. To
achieve high-quality resonators, all loss mechanisms have to be suppressed. Here
we will brieﬂy describe them.
• Radiation losses
In CPW resonators with a dielectric below and air above the conductors,
power is radiated as the ﬁelds are not completely conﬁned in the gaps
between the central conductor and the ground plane, and radiate out con-
stituting to internal losses. CPW is a combination of two slot lines, each
with some current dipole momentum ∼ I · l, where l is the resonator length,
I is the current in each half of the dipole. In case of the CPW even mode
sketched in Fig. 2.5 (a), the dipole momenta of two slot lines cancel each
other, resulting in not radiating CPW. However, the dipole momenta sum
up giving rise to a considerable radiation in case of a CPW odd-mode.
In this case, two ground planes next to the central conductor have oppo-
site potentials and the EM ﬁeld lines go from one ground plane to the
other, skipping the central conductor. The radiated power can be evalu-
ated as [40] Prad ∼ π23c ( I·lλ )2. Then the radiation Q-factor can be estimated
as Qrad ∼ 1Prad ∼ λ
2
l2
. To suppress possible radiation losses, the resonator
length must be kept as short as possible. To minimize radiation losses, it is
recommended to avoid any discontinuity, asymmetry in the CPW structure
and to connect the ground planes with wire-bonds.
• Dielectric losses
CPW resonators are especially interesting for quantum computation ap-
plications in the quantum regime: at low temperatures and with close-to-
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Figure 2.8: Current density (dashed), ﬂux density (solid) for a superconducting
strip with width W.
single-photon circulating power. Under these conditions Qi is known to be
limited by coupling to parasitic two-level ﬂuctuators (TLFs) [41]. TLFs
are localized states that absorb and dissipate energy at low powers and
temperatures. TLFs can reside in a bulk dielectric substrate, on substrate-
superconductor interface, as well as in the native surface oxide of the super-
conductor. It is possible to suppress the TLF-related loss mechanism with
high powers and temperatures. This will transform into the increase of
Qd = 1/tan δ, where tan δ represents the loss tangent of dielectric material
[42]. It was reported that TLF-related losses can be signiﬁcantly lowered
by careful sample surface treatment before sputtering, or, for example, by
using Nitrides as superconducting materials, that are less susceptible to
oxidation in air [43].
• Magnetic-ﬁeld caused losses
A static magnetic ﬁeld applied to a CPW superconducting resonator will
introduce dissipation in its turn, degrading the internal Q-factor. According
to the Meissner eﬀect, at temperatures T < Tc the magnetic ﬁeld is expelled
from a superconductor via surface screening currents. London penetration
depth λL is the distance from the surface of a superconductor, over which
both the magnetic ﬁeld and the current density decay exponentially with
depth x [44]:
B = μ0He
−x/λL , Js = Js0e−x/λL . (2.37)
Type-II superconductors like Nb, NbN, at ﬁelds Hc1 < H < Hc2 (Hc1, Hc2
25
2. Concepts
are the ﬁrst and second critical ﬁelds) enter a mixed state, where magnetic
ﬂux penetrates the superconductor via Abrikosov vortex structure. Each
vortex has a quantized ﬂux of Φ0 and there is a circulating surface supercur-
rent around each vortex core, separating a local normal region inside the
vortex from a superconducting region. The superconductor tries to keep
the number of such vortices as many as possible [45].
The local vortex density in a superconducting strip is given by μ0H(x,H0)/
Φ0 = n, where n is the number of vortices per unit area, H(x,H0) is the
local magnetic ﬁeld proportional to H0 applied magnetic ﬁeld and μ0 is the
vacuum permeability. The microwave currents make these vortices move,
so that the local dissipation is proportional to current and ﬂux densities in
the superconducting strip with a width W and the total dissipation in the
strip can be found as in Eq. (2.38) [46]
1
QB
∝
∫ W/2
−W/2
∫ L
0
∫ 2π/ω
0
|H(x,H0)||J(x, z)|2 sin2 (ωt)dxdzdt, (2.38)
where L is the resonator length. Both the local ﬁeld and the current density
are at maximum at the strip edges and attenuate towards the strip center
because strip surface currents still try to expel the magnetic ﬁeld on the
edges (see Fig. 2.8). With increasing applied ﬁeld the current density
increases and reaches its maximum value. This state is described by the
critical-state or Bean model, according to which the ﬂux density proﬁle is
a straight line, where the current density is clipped to the critical current
density value [47]. Local magnetic ﬁeld-induced dissipation mainly comes
from superconductor strip edge dissipation. We can separate magnetic-ﬁeld
induced losses from the total internal losses in the resonator by introducing
a corresponding Q-factor QB deﬁned as:
1
QB
=
1
Qi(B)
− 1
Qi(B = 0)
. (2.39)
To prevent the vortices from moving and to reduce the dissipation, the
vortices can be ’pinned’. Such pinning centres can be local impurities in
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the superconductor or specially introduced holes in the resonator design.
On top of vortex movement, there is also an eﬀect called ﬂux focusing,
when the expelled magnetic ﬂux is focused in the narrow gaps between, for
example, the CPW central strip and the ground plane. As a result, the
eﬀective magnetic ﬁeld gets much larger and vortices start to penetrate the
superconductor at much lower applied ﬁelds.
In order to minimize magnetic ﬁeld-induced losses, the following points need
to be considered (Paper II):
– To suppress dissipation due to currents ﬂowing in the structure, a
careful microwave engineering is required.
– To reduce ﬂux-induced dissipation, holes are introduced in the ground
plane and the central conductor as ﬂux pinning centers [48, 49].
– To reduce ﬂux focusing, the amount of superconducting material needs
to be reduced. Also, its important to make sure there is always an open
path for the ﬂux to escape.
• Conducting losses
Surface currents on the superconductor completely screen static electric
ﬁelds. On the contrary, superconductors show ﬁnite dissipation in case of
ac ﬁelds. The reason is the following: the ac electric ﬁeld accelerates Cooper
pairs, which own some mass. Because of this mass the superconducting cur-
rent is retarded with respect to the ﬁeld and does not screen it completely.
At the same time, this ﬁeld acts on normal electrons, which scatter and
dissipate.
At high frequencies, conducting losses become prominent, which can be
described by the two-ﬂuid model [47]. According to this model, the density
of electrons in the superconductor can be modeled as n = ns+nn, where ns is
the density of the Cooper pairs (super-ﬂuid) and nn is the density of normal
electrons (normal-ﬂuid). In the low frequency limit ωτn 
 1, where τn ∼
10−11 s is the average time between scatterings for normal electrons and
assuming no scattering for Cooper pairs (τs → ∞), the total conductivity
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is related to complex super-ﬂuid and real normal-ﬂuid conductivities in the
following way [47]:
σ = σn − iσs,
σn =
e2τnnn
me
, σs =
e2ns
ωme
, (2.40)
where ω is the angular frequency. This approximation holds for frequencies
below the BCS energy gap. σs corresponds to the admittance 1/jωLs of
an imaginary inductive channel in parallel with a real resistive channel of
conductance 1/Rn in the superconductor. Here Ls is associated with the
kinetic energy of Cooper pairs and will be discussed in the next section.
Such a circuit has a characteristic frequency ω ∼ 1/τn ∼ 1011 Hz, below
which the current through the loss-less inductive channel dominates and
the inductor acts as a short. At all nonzero frequencies there is also a small
fraction of current ﬂowing through the 1/Rn resistive channel, giving rise to
a nonzero dissipation in a superconductor and limiting the internal Q-factor
of the resonator.
For an ac current density J , the dissipated power per unit volume is ≈
(σn/σ
2
s)J
2 = σnE
2. From this, we can draw two conclusions. First, the
dissipation depends on ∼ ω2, the electric ﬁeld must increase with ω, because
it has less time to accelerate the super-ﬂuid. Second, the dissipation (at
T < Tc) is proportional to nn, implying a dissipation channel through the
normal-ﬂuid.
From Eq. (2.27), it is possible to relate the conductive losses to the complex
impedance of the superconductor [50]:
Qσ =
ωLs
Rn
∼ ns
nnω
. (2.41)
2.2.3 Kinetic Inductance
Kinetic inductance is the dominant part of the total inductance in some su-
perconducting microwave circuits. Thanks to its dependence on magnetic ﬁeld,
temperature and dc bias current, kinetic inductance allows to tune impedance,
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propagation velocity and the resonance frequency of microwave circuits.
Within the framework of the two-ﬂuid model discussed in the previous section,
the Cooper pairs are accelerated with an inertia term Lk, the so-called kinetic
inductance of the superconductor. In addition to Lk, there is also an electro-
magnetic inductance Lm due to the energy stored in the magnetic ﬁeld gener-
ated by the current in the superconductor. Then, the total inductance becomes
Ls = Lm + Lk.
For the CPW geometry shown in Fig. 2.5 (a), the electromagnetic or geomet-
rical inductance per unit length is given by
Lm ≈ μ0
4
K(k
′
)
K(k)
, (2.42)
where K is the complete elliptic integral, k
′
=
√
1− k2 and k = w/(w+2g), w is
the central strip width, g is the central-to-ground gap width. Lm depends only
on CPW geometry.
Lk is derived from the kinetic energy of Cooper pairs [51]
Ek =
∫
1
2
nsm < v >
2 dS,
Js = −ens < v >, (2.43)
where m is the electron mass, < v > is the average velocity of Cooper pairs.
Inserting < v > from Js into Ek, we get
Ek =
1
2
LkI
2 =
1
2
m
e2ns
∫
J2s dS =
1
2
μ0λ
2
L
∫
J2s dS, (2.44)
where λL =
√
m/(μ0nse2) is the London penetration depth. The Cooper pair
current density is Js = I/wt for a thin ﬁlm superconductor (t < λL) with a
uniform current distribution. The kinetic inductance will then be:
Lk =
μ0λ
2
L
wt
. (2.45)
So it can be seen that Lk strongly depends on geometry and it quickly grows as
CPW strip thickness becomes small. Lk grows also for a narrow and long CPW
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central conductor. Additionally, Lk depends on temperature (T ), magnetic ﬁeld
(B) and dc bias current (I) in the superconductor via λL.
In thin ﬁlm superconducting structures, made of NbN or Nb, Lk typically dom-
inates over Lm. Further on, with a varying Lk of the superconductor, it is possible
to obtain shifts in resonance frequency, as for Lk  Lm, f = 1/(2π
√
LkC). A
small shift in a resonance frequency can be approximated as follows [52]
δf(T,B, I)
f(0)
=
−δLk(T,B, I)
2Lk(0)
, (2.46)
where Lk(0) = Rn/πΔ relates to the superconductor band-gap Δ and normal
state resistance of the ﬁlm Rn, according to Mattis-Bardeen theory [53].
The temperature dependence of Lk originates from ns(T ) ≈ ns(0)(1 −
T/Tc) for T −→ Tc [54],
Lk(T ) = Lk(0)
1
1− T/Tc . (2.47)
The magnetic ﬁeld dependence of Lk comes from the magnetic ﬁeld de-
pendence of the penetration depth. According to Ginzburg-Landau theory for a
thin superconducting ﬁlm in a magnetic ﬁeld H [55]
λL(H)
−1 = λL(0)−1
(
1− α( H
Hc‖
)2
)
, (2.48)
where α is a proportionality constant and Hc‖ is the critical ﬁeld of the super-
conductor in parallel-to-plane direction.
The current dependence of Lk can be obtained from Ginzburg-Landau
theory, valid for low bias currents I 
 I∗ [55, 56]:
Lk(I) ≈ Lk(0)
(
1 +
I2
I2∗
)
, (2.49)
where I∗ is the characteristic nonlinearity parameter, which, according to BCS
theory, is related to the critical current Ic and is constrained by [54]: I∗ > 1.9Ic.
Eq. (2.49) can be interpreted as the higher the ﬂow of Cooper pairs, the higher
their kinetic energy, thus the larger the Lk.
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2.3 Parametric Ampliﬁcation
Towards mastering NSMM-AFM and ESR techniques, and ultimately, for the
interrogation of a single TLS, we shall develop microwave reﬂectometry mea-
surements on a resonator loaded with a single photon. The need to measure a
signal at a single photon level calls for an ampliﬁer with an added noise close to
a single photon. The best semiconductor ampliﬁers are still far from the single
photon level [57]. A quantum-limited ampliﬁcation was possible to achieve with
parametric ampliﬁers [58].
Parametric ampliﬁcation relies on the periodic modulation of a system pa-
rameter via some kind of nonlinearity. The nonlinearity that we will deal with
is the current-dependent kinetic inductance intrinsic to the superconducting TL.
An ampliﬁer, that makes use of the kinetic inductance nonlinearity, is known as
traveling wave parametric ampliﬁer (TWPA) and has underlying operation basics
similar to those in optical parametric ampliﬁcation. The latter makes use of the
Kerr nonlinearity, that modulates the intensity-dependent refractive index of the
ﬁber [59].
2.3.1 Four-wave mixing
In both microwave and optical cases, propagating waves with diﬀerent powers get
coupled (mixed) through Kerr nonlinearity [60]. This process is called four-wave
mixing (FWM). As the name suggests, FWM process is the mixing of four photons
2ωp = ωs + ωi, where two photons from a strong Pump tone with a frequency
ωp are annihilated to be simultaneously created at symmetrically spaced side-
band frequencies ωs, ωi, resulting in an ampliﬁed Signal tone. We will constrain
ourselves to the case of degenerate or single-pumped FWM process, involving
only three waves. More speciﬁcally, two photons with identical Pump frequency
ωp1 = ωp2 = ωp are mixed with a weak Signal tone ωs, resulting in two sidebands;
the ﬁrst for the ampliﬁed Signal ωs and the second for the Idler tone ωi. We will
assume that Signal and Idler tones are not degenerate ωi = ωs (Fig. 2.9).
To demonstrate the elementary picture of traveling wave parametric ampliﬁ-
cation, we note that the sum of Signal and Idler can be presented as an amplitude
modulated wave with a carrier frequency exactly matching ωp (see Fig. 2.9):
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Figure 2.9: The elementary picture of parametric ampliﬁcation in TWPA and
the concept of FWM. (a) The curves are plotted for ωp/2π = 6 GHz. (b) For 2
photons annihilated at a strong Pump tone, 1 photon is created at a weak Signal
and 1 photon is created at an Idler tone. δω/2π = 0.5 GHz. The sum of Signal
and Idler waves is shown in green. (c) The ampliﬁed carrier of the sum of the
sidebands shown in red, resulting in the ampliﬁcation of Signal and Idler waves.
sin ((ωp − δω)t) + sin ((ωp + δω)t) = 2 sin (ωpt) cos (δωt). (2.50)
According to Eq. (2.50), two sidebands are created at frequencies ωs = ωp − δω
and ωi = ωp + δω as a result of a slow δω signal modulating the amplitude of
a carrier wave ωp (shown in Fig. 2.9 (b)). When the strong Pump tone (Fig.
2.9 (a)) and the carrier of the Signal/Idler combo in Fig. 2.9 (b) are synchro-
nized, both having identical frequency and phase, parametric ampliﬁcation takes
place. The strong Pump tone modiﬁes the line KI in TWPA. By changing KI
in a synchronized manner, the strong Pump boosts the carrier amplitude of the
Signal/Idler combo (Fig. 2.9 (c)). Accordingly, the amplitudes of Signal and Idler
waves increase simultaneously, corresponding to the ampliﬁed composite wave. In
a similar way, if the carrier of the Signal/Idler combo is out of phase with respect
to the Pump, the combo wave will be attenuated instead of being ampliﬁed.
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2.3.2 Coupled-mode theory
As we have mentioned, the Signal/Idler combo is ampliﬁed if it is in phase with
the strong Pump tone at ωp = (ωs+ωi)/2. However, due to a nonlinear media the
strong Pump and the Signal/Idler combo have diﬀerent propagation velocities.
This means that even if the Signal and the Pump are properly synchronized at
the entry port, they will lose synchronization with respect to each other when
propagating across the line, accumulating a nonlinear phase shift. The nonlinear
phase shift they acquire must be compensated with a so-called, ’dispersive’ phase
shift. To compensate for the power-dependent shift in order to have eﬃcient
parametric ampliﬁcation, a proper dispersion engineering is needed.
A standard coplanar line is dispersion-free due to translational symmetry and
to arrange a dispersion engineering one must periodically perturb the propagation
velocity. Introducing a dispersion into the device structure results in frequency-
dependent propagation velocity, thus the waves acquire an additional dispersive
phase shift. When the dispersive and nonlinear phase shifts cancel each other,
the mixing process gives rise to a maximum gain. Otherwise, the phase matching
will be lost and the gain will be suppressed (see section 2.3.3).
The nonlinear phase shift is possible to derive from the wave equation for
current in the coplanar TL [24].
∂2I
∂z2
− ∂
∂t
[L(I)C
∂I
∂t
] = 0, (2.51)
where L(I), C are TL inductance and capacitance per unit length. L(I) is given
by:
L(I) = L(0)(1 +
I2
I2∗
). (2.52)
We search for a solution in a form of three co-propagating waves, so that the total
current can be expressed in terms of the sum of diﬀerent frequency components:
I =
1
2
(
∑
An(z)e
i(βωnz−ωnt) + c.c.), (2.53)
where c.c. is the complex conjugate, z is the coordinate along propagation, n ∈
{P, S, I} and An corresponds to AP , AS, AI Pump, Signal and Idler mode am-
33
2. Concepts
plitudes. Each wave is characterized by a propagation constant β = ω/νp and
an amplitude An(z). The coupled-mode theory is based on a slow-varying am-
plitude approximation, which assumes that the wave amplitudes do not change
signiﬁcantly on the scale of the wavelength, namely AP , AS, AI satisfy
|d
2An
dz2
| 
 |βωndAn
dz
|. (2.54)
Inserting Eq. (2.53) and (2.52) into (2.51), and neglecting the higher frequency
tones (2n+1)ωp, we will arrive at the following coupled-mode equations [59–61].
dAP
dz
= iγ[(| AP |2 +2(| AS |2 + | AI |2))AP + 2ASAIA∗P eiΔβz], (2.55)
dAS
dz
= iγ[(| AS |2 +2(| AP |2 + | AI |2))AS + A∗IA2P e−iΔβz], (2.56)
dAI
dz
= iγ[(| AI |2 +2(| AS |2 + | AP |2))AI + A∗SA2P e−iΔβz], (2.57)
where Δβ = βS + βI − 2βP is the wave propagation constant mismatch and
γ = βωnα/2I
2
∗ is the nonlinearity coeﬃcient and α = Lk/(Lk+Lm) is the ratio of
kinetic to total inductance. Substituting An(z) =
√
Pn(z)e
iθn(z) into Eq. (2.55-
2.57), where Pn(z) is the propagating power associated with the corresponding
wave and θn(z) is the phase, Eq. (2.55-2.57) can be rewritten as:
dPP
dz
= −4γ
√
P 2PPSPI sin (θrel), (2.58)
dPS
dz
=
dPI
dz
= 2γ
√
P 2PPSPI sin (θrel), (2.59)
dθrel
dz
= Δβ + γ(2PP − PS − PI) + 2γ
√
P 2PPSPI(
1
PS
+
1
PI
− 2
PP
) cos (θrel),
θrel = 2θP − θS − θI .(2.60)
Assuming a strong Pump and weak Signal/Idler waves, we can use the undepleted
pump approximation d | AP | /dz = 0 and neglecting the last term in dθrel/dz
(θrel = π/2 close to the phase-matched condition); we arrive at the condition for
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perfect phase matching:
k ≡ Δβ + 2γPP = 0, (2.61)
where k is the phase mismatch parameter, Δβ represents the dispersive propaga-
tion mismatch and 2γPP is the nonlinear phase shift. From Eq. (2.61) is evident
that the perfect phase matching condition will be fulﬁlled if the nonlinear and
dispersive shifts cancel each other.
Initially having only Pump and Signal tones with arbitrary phases at TWPA
input allows to create a phase-insensitive ampliﬁcation [61]. The Idler that is
formed during wave propagation from ampliﬁed vacuum ﬂuctuations, has a phase
such that the total phase diﬀerence θrel stays constant.
2.3.3 Parametric gain
The gain resulting from FWM process is called parametric gain. An expression
for Signal tone parametric gain can be derived in terms of k phase mismatch
parameter (Eq. (2.61)) [59–62]:
Gs = 1 + (
γPP
g
sinh (gL))2, (2.62)
where L is the ampliﬁer TL length and g is the gain coeﬃcient given by
g =
√
(γPP )2 − (k
2
)2, (2.63)
valid for PP  PS, PI .
We can diﬀerentiate two special cases that highlight the importance of phase
matching for the ampliﬁcation eﬃciency.
• Exponential gain
In case of perfect phase matching, from Eq. (2.61), k = 0, g = γPP , and
thus,
Gs  sinh2 (γPPL)  1
4
e2γPPL =
1
4
e2Δθ, (2.64)
where Δθ is the nonlinear phase shift of the Pump signal (given by Eq.
(2.68)). The nonlinear phase shifts of Signal and Idler tones are twice that
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for the Pump tone. We can identify that only when linear and nonlinear
phase shifts cancel out Δβ = −2γPP = −2Δθ/L, the parametric gain grows
exponentially with the ampliﬁer length L.
• Quadratic gain
In case of no linear phase shift (a uniform, dispersion-less superconducting
line), Δβ = 0, k = 2γPP , g = 0, the Taylor expansion of sinh (x) will yield
in much lower Gs which is approximately quadratically dependent on the
nonlinear phase shift:
Gs  1 + (γPPL)2 = 1 + (Δθ)2. (2.65)
2.3.4 Nonlinear phase shift in TWPA
As discussed earlier in Section 2.2.3, the kinetic inductance can also be tuned by
passing dc bias current through TWPA TL. For ﬁtting the KI nonlinearity data
(nonlinear phase shift Δθ vs dc current) of our TWPA line, it will be useful to
derive an expression for Δθ through dc current-proportional nonlinearity of KI,
Lk ∼ I2.
From Eq. (2.49) and Eq. (2.8), the propagation velocity can be rewritten as:
ϑp ≈ ϑp(0)
√
α
1 + (I/I∗)2
. (2.66)
On the other hand, the electrical length (total input-output phase shift) of the
ampliﬁer TL is given by [24]
θ =
2πLf
νp
∼ θ0√
α
√
1 + (I/I∗)2. (2.67)
Assuming Lk  Lm and α ∼ 1, after rearranging Eq. (2.67) and Taylor expanding√
1 + x ≈ 1 + x
2
, we will end up with the nonlinear phase shift as a function of
dc current in the TWPA line:
Δθ =
θ
2
(
I
I∗
)2. (2.68)
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2.3.5 Phase Matching
The phase matching in TWPAs is implemented through dispersion engineering.
To understand the dispersion engineering in our case, it is constructive to discuss
ﬁrst more simple examples.
The theory behind dispersion engineering is explained with the Bragg’s law for
crystals [63, 64]. According to the Bragg’s law, the waves incident to the crystal
get reﬂected by atoms located in lattice planes separated by distance d from each
other. Consider two neighboring atoms shown in Fig. 2.10 (a): if the phase
shift between reﬂected waves from the ﬁrst and the second atom is an integer
multiple of the radiation wavelength, then the waves will interfere constructively.
As a result, for speciﬁc incident angles and wavelengths satisfying the condition
2d sin (θ) = nλ, the crystal will produce intense cumulative reﬂected radiation
from all crystal planes simultaneously.
• Electrons in solids
The electrons within solids are subject to an array of periodic potential
with a period a caused by atoms in a lattice (shown in Fig. 2.10 (b)). The
Bloch’s theorem predicts a periodic electron wave function for a periodic
potential of the following form [65]:
ψ(x) = U(x)eikx, U(x) = U(x+ a), (2.69)
where k is the wave number and U is the periodic potential. Taking into
account the Bloch’s theorem, one can solve the Schro¨dinger equation only
for a propagation across a single period of the periodic potential. Next,
with the Kronig-Penney potential model [65, 66], which approximates the
lattice potential with an array of periodic rectangular potentials (shown in
Fig. 2.10 (b)), it is possible to ﬁnd a propagation matrix for a single unit
of the rectangular potential array, which relates the amplitudes of waves on
the left side of the barrier to the amplitudes of waves on the right side of
the barrier. Having a propagation matrix for a single barrier, one can ﬁnd
the electron transmission probability through the rectangular array from
the total propagation matrix for N barriers.
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Figure 2.10: (a) Bragg reﬂection from atoms in a crystal lattice. (b) Kronig-
Penney rectangular potential barriers representing atoms in a crystal lattice.
(c) Calculated transmission probability as a function of electron energy in a
periodic potential, electronic stop bands are the result of cumulative Bragg
reﬂection from multiple barrier boundaries. (d) A sketch of a ﬁber Bragg
grating: wavelengths that satisfy the Bragg condition will get reﬂected cre-
ating a stop band in the transmission spectrum. (e) A sketch of the wave
transmission through a Bragg grating: the photonic stop band is centered
around λB. (f) An illustration of a dispersion engineering by periodic load-
ing of TL with widened sections. (g) Simulated transmission and phase of
TWPA TL with Microwave Oﬃce. Stop bands at diﬀerent frequencies are
the result of diﬀerent dispersion loading periods l1, l3.
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The calculated transmission probability is depicted in Fig. 2.10 (c)1. An es-
sential feature in this diagram is the alternating transmission and reﬂection
regions that create bands in energy. Due to Bragg reﬂection on potential
barriers, there are no propagating waves across the lattice for certain wave
numbers, resulting in forbidden bands in the energy spectrum. It can also
be noted that there exist transmission oscillations which are related to the
interference of consecutive reﬂected waves from potential boundaries. The
stop bands get deeper with increased number of barriers, as the cumulative
interference eﬀect of Bragg reﬂected electrons will be intensiﬁed.
• Fiber Bragg gratings
The concept of Bragg’s law applies to a related example in optics as well:
the Bragg grating. It is a dispersion compensator, a section of a ﬁber made
of alternating layers of high and low refractive index materials, shown in
Fig. 2.10 (d). The Bragg’s law dictates which frequency waves will get
reﬂected from the refractive index steps and will join the other backward
traveling waves with constructive interference. All other frequencies that
are non-commensurate with the grating period, will be transmitted [67].
The reﬂection condition in this case becomes λB = 2neffΛ, where neff is
the eﬀective refractive index and Λ is the grating period. The resulting
stop band in the transmission spectrum looks like the one in Fig. 2.10 (e).
The central position of the band is deﬁned by λB, while the bandwidth
is deﬁned by refractive index contrast Δλ ∼ δnλB and the depth of the
band is proportional to the number of grating periods. Essentially, via
shifts in Λ, neff caused by the device under test, Bragg gratings can sense
temperature and strain [68, 69].
1Calculation was done in Matlab, for 100 rectangular potential barriers with M = 1 nm
width, a = 1 nm barrier separation and V0 = 0.3 eV height. The calculated transmission
probability ﬁts the Kronig-Penney model in the δ-function limit M → 0, V0 → ∞.
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• Dispersion engineering in a TL
As discussed earlier, the dispersion engineering can be achieved by introduc-
ing a periodic reﬂection pattern. In a coplanar line, one way to introduce
reﬂection is to arrange an impedance step (Fig. 2.2). To obtain phase
matching through dispersion engineering in an ampliﬁer line, the central
strip is loaded with periodically widened sections, that locally perturb the
line impedance and propagation velocity (Fig. 2.10 (f)). For the same rea-
sons as described in the above two examples, such periodic impedance steps
give rise to stop bands for microwaves in the transmission spectrum. For
example, the largest period l1, containing all three loading elements, forms
the ﬁrst band at f1 = νp/2l1 and its harmonics at f2 = 2f1, f3 = 3f1. The
smallest period l3 = l1/3 forms the highest frequency band at f3 = 3f1 and
its harmonics at 2f3, 3f3
1. The number of dispersion elements deﬁnes the
depth of the bands, while the length and the width deﬁne how wide the
bands will be. The design challenge of dispersion engineering is to achieve
signiﬁcant dispersive phase shift at frequencies approaching but not falling
in the stop band. By tuning the Pump frequency fP to be in a transmissive
region, i.e. in the vicinity, but not inside the bands, it is possible to balance
the nonlinear and dispersive phase shifts in the device.
1The need for two distinct dispersion engineering periods for TWPA will be explained later
in section 5.5.
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Chapter 3
Near Field Scanning Microwave
Microscopy
This chapter aims to explain how microwave reﬂectometry is deployed in NSMM
technique and will motivate the need for a thin ﬁlm TL superconducting resonator
as a near ﬁeld scanning probe in section 3.1. In order for microwave probes to
become a useful tool for the characterization of materials used in quantum devices,
several major problems must be solved and we will go through these challenges
in section 3.2. In section 3.3 we will introduce the basic slow propagation line
design that will serve as a base for developing a fractal resonator as a microwave
probe. We will brieﬂy describe the fractal resonator design considerations and the
fabrication steps as well as our cryogenic home-build AFM/NSMM system with
integrated fractal resonator as a scanning probe in section 3.5.1. The important
results will be discussed in section 3.6 and the chapter will be summarized in
section 3.7 (Paper I).
3.1 Introduction
After deﬁning the main building blocks of c-QED experiments, TLs and TL
resonators, we can proceed with introducing the microwave techniques that make
use of them.
With the advent of STM [4] and AFM [5], a number of hybrid techniques
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based on STM, AFM were investigated with added possibilities to map extra
useful information about material properties, such as impedance (capacitance
[70], resistance [70, 71]), dielectric properties [72], etc. Such mapping, however,
is usually not as straightforward as topography imaging because in many cases,
these properties are related to buried structures not directly shown on the surface.
It calls for some innovative approaches to ’see through’ with suﬃcient sensitivity
and resolution. One such approach is the near ﬁeld microscopy that operates
with a microwave probe within a distance from the radiation source signiﬁcantly
shorter than the wavelength. Near ﬁeld microscopy has been applied for material
characterization in various research ﬁelds [16, 73].
The operation principle of NSMM is based on the electromagnetic interactions
of the sample under test and the microwave energy conﬁned in the near ﬁeld
proximity to the scanning tip. If the sample is within the near ﬁeld zone from
the tip, then sample local electromagnetic properties can be estimated from the
perturbed near ﬁeld pattern of the tip.
Its challenging to integrate a distance control mechanism with a near ﬁeld
scanning tip. In diﬀerent near ﬁeld microscopes the scanning tip was formed with
various ﬁeld concentrating features like STM tip terminating a TL resonator [74],
TL tip attached to AFM cantilever [75] or a sharpened electric wire attached
to a Tuning Fork (TF) [76]. In the next section we will motivate our choice of
TF-based distance control mechanism.
TF-based AFM/NSMM
Our long term goal is to study dielectric materials comprising solid-state quantum
devices. The loss mechanisms lying behind the defects in these dielectrics (two-
level ﬂuctuators (TLFs)) cause decoherence by coupling to engineered two-level
systems (TLSs) [39, 42]. The quality assurance of losses and dielectric properties
of these materials will give a very valuable feedback. We shall ﬁnd a way to study
loss mechanisms and properties of these dielectrics. As TLFs have excitation
spectrum with typical energies in microwave range, our near ﬁeld probe must
also operate in the same range [77]. Thus, a microwave TL resonator as a near
ﬁeld probe could be the best choice for this purpose.
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An ultimate goal is to coherently study a single TLF without saturating it.
For this, we shall have low microwave powers in our probe and ultimately we
shall operate the resonator in a near-single photon regime. This can be achieved
with a microwave high-Q superconducting resonator as a probe, as the high-Q
will translate into greatly reduced excitation powers. Moreover, the high-Q will
translate into a high microscope sensitivity [78].
The high-Q microwave probe made of a superconducting resonator needs to
be measured at low temperatures (4 K). Also, the microscope must be cryogenic
(0.3 K), such that ω ≥ kBT [79].
To diagnose dielectric properties (losses, capacitance), we must be able to
follow the sample surface topography and that is why we would like to combine
our microwave probe with some kind of AFM. However, it is a big challenge to
separate the topography signal from the microwave signal. This challenge must
be confronted.
AFM is an established technique for characterizing conducting sample surface
topographies with nanoscale resolution. It is important to characterize quantum
samples non-invasively, i.e. without snapping the tip into the sample. This im-
plies that a cantilever-based AFM should operate in a tapping mode. The tapping
mode allows to gently detect repulsive Coulomb interactions and attractive van
der Waals forces, reducing the damage to the sample. However, the cantilever is
light and can not handle any extra mass attached to it to form the probe/tip.
The only way of mechanically non-invasive characterization thus reduces to the
TF-based distance control operating in a non-contact mode [80]. In contrast to
cantilevers, TF is much stiﬀer (high spring constant ∼ 1000 N/m) and can han-
dle large tip-sample forces without snapping the tip into the sample. Another
advantage is that TF is compact (4 mm long) and can be used in a cryogenic
microscope. Also, if the microwave resonator probe/tip is made compact enough,
it can be directly mounted on one prong of the TF.
Piezoelectric TF’s are mechanical devices. With an applied ac voltage to the
TF, prongs start to oscillate with a typical resonance frequency of ∼ 32 kHz.
The tip-sample interaction causes a TF oscillation frequency shift ΔfTF . The
AFM feedback loop tries to maintain ΔfTF =const by adjusting the tip-sample
distance so that the distance also stays constant.
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Figure 3.1: The sketch of NSMM microscope based on a TF AFM distance con-
trol. Microwave feedline is a CPW on a separate chip. (a) Microwave resonator
is a CPW coupled to the feedline on the same chip. The scanning tip is a Nb
wire extended from the resonator and glued on the TF prong. (b) Microwave
fractal resonator is directly mounted on a TF prong to form the scanning probe.
The resonator edge is dedicated for a scanning tip. The coupling between the
microwave resonator and the feedline is tunable.
Our ﬁrst implementation of NSMM, combined with a TF-based distance con-
trol, had a λ/2 CPW resonator placed on a separate chip decoupled from the
TF. A Nb wire, to be used as a microwave near ﬁeld tip, was bonded at one end
of the resonator and was glued on a TF prong (shown in Fig. 3.1 (a)). Such a
long wire acted as an antenna dipole and radiated. Radiation losses resulted in
low probe Q-factors (∼ 1000). This drastically reduced the sensitivity. An ideal
probe would be a compact TL resonator, integrated with a scanning tip, which
would not radiate and at the same time would not aﬀect itself on the TF Q-factor
when directly mounted on it, as shown in Fig. 3.1 (b)1.
In summary, the high spatial resolution of AFM, together with the sensitiv-
ity of high-Q CPW resonator operating at ultra-low probe powers could be the
perfect combination for our needs - non-invasive characterization of engineered
TLSs and spurious TLFs. To the best of our knowledge, at the time of working
on this project, there existed no such scanning microscope with all the above
1If the TF center of mass is broken due to extra mass attached to its prong, the TF Q-factor
typically degrades below 100 once the loaded mass approaches the mass of the prong.
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functionalities at the same time in literature.
3.2 Challenges to be addressed in NSMM
• Development of a high-Q microwave probe operational at close to single
photon powers.
• Development of a miniature and light-weight CPW resonator probe to be
directly integrated on a TF prong.
• Integration of a near ﬁeld scanning tip with the microwave resonator probe
at its voltage antinode, where the electric ﬁeld is at maximum.
• Tip sharpening to ensure high NSMM microwave resolution.
• Coupling of a separate feedline chip to the resonator at its current antinode,
preferably with the possibility of tunable coupling.
3.3 A slow propagation line for NSMM
We found it beneﬁcial to implement a slow propagation transmission line to over-
come the challenges mentioned previously. As the name suggests, slow propaga-
tion line has lower propagation velocity (compared to conventional CPW TLs).
Because the wave propagation velocity is inverse proportional to per unit length
capacitance of the TL, νp ∼ 1/
√
LC, an increased capacitance slows down the
wave propagation in the TL. We obtain this via a design with a quasi-fractal
interdigitated capacitance in between two inductors (Fig. 3.2 (a)). Each unit cell
in a fractal design has primary, secondary, tertiary, etc. branches, which maxi-
mize the per unit length capacitance of the TL. The basic unit cell, shown in Fig.
3.2 (b), periodically repeats itself on a large scale forming the whole resonator.
The red and blue lines in Fig. 3.2 (b) join on one end of the fractal line, thus
making a resonator electrically resembling a U-shaped mechanical TF like in Fig.
3.2 (d-f).
A clear advantage of a slow wave propagation velocity is that it enables to
signiﬁcantly shorten the length and weight of TL microwave resonator (νp = λf),
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Figure 3.2: (a) The lumped element representation of a section of fractal design.
(b) A fractal design, comprising a section of a slow propagation line, used in
microwave resonators for scanning. One prong is colored in red, the other in
blue. The structure is folded as a mechanical TF and the area in-between prongs
is ﬁlled with a fractal capacitance. (c-f) Evolution of a U-shaped λ/2 structure
into a fractal design, where the resonance frequency is kept the same for all
iterations. (c) The current distribution along one prong of λ/2 fractal resonator.
(d) I(0) is the current antinode where two prongs join. (e) The second order
fractal iteration with N1 secondary branches. (f) 4th-order fractal design with
N2 sub-branches. The ﬁnal length L0 is ten times reduced. Sketch not to scale.
(Fig. 3.2 (f)). This facilitates the development of more compact scanning probes.
Furthermore, compactness makes it easier to control radiation losses.
3.4 Fractal resonator design concepts
The fundamental principle of the fractal resonator, to be implemented as a mi-
crowave scanning probe, is that it is a simple U-shaped structure, folded so that
voltage antinodes meet each other on one end, resembling a mechanical TF with
two ‘prongs’ (Fig. 3.2 (c,d)). The resonator with two λ/4 prongs supports a
λ/2 mode (Fig. 3.3 (a)). The area in between resonator prongs is ﬁlled with a
capacitor. The capacitor is extended from an interdigital to a four-order fractal
structure, as shown in Figs. 3.2, 3.3. Thanks to the increased capacitance, the
wave slows down in a fractal structure. The resulting resonator length is reduced
to only 1 mm.
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Figure 3.3: (a) Optical Microscope (OM) image of 6 GHz fractal resonator as a
microwave probe with the voltage and current modes sketched for a single prong
of the resonator. (b) Zoom-in on the coupling area of the resonator. (c) Zoom-in
on the resonator central fractal area. (d) Zoom-in on the near ﬁeld probe tip. (e)
Scanning Electron Microscope (SEM) image of the tip, right after Focused Ion
Beam (FIB) thin-down. (f) Cross-section across the red dotted line in (d), front
view (bottom), side view (top).
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The resonator end with maximum electric ﬁeld is to be coupled to a near
ﬁeld probe. As shown in Fig. 3.3 (d), 1 prong of the resonator is extended to
form the scanning tip (Fig. 3.3 (e)). The opposite side (Fig. 3.3 (b)) is to
be inductively coupled to a separate microwave feeder chip. By adjusting the
distance (∼ 0.1 mm) between the resonator coupling loop and a nearby feedline,
we can tune the coupling (sketched in Fig. 3.2 (b)). Except for the need for
maximum voltage at the tip area, we chose inductive coupling, as it would be
impossible to achieve strong capacitive coupling1.
At the voltage node of the resonator, all the metallized areas are joined in a
common pad which is intended for dc biasing/ground connection of the resonator.
For this, a thin bonding wire is glued in the large metallized dc pad area (Fig.
3.3 (a), Fig. 3.4 (b)).
The resonator has two inductive loops opposite to each other, one for cou-
pling to the feedline, the other as a dummy, to keep the resonator symmetry with
respect to the dc pad and avoid increased radiation losses. Additionally, the res-
onator is surrounded with perforated ground planes to screen the tip by reducing
stray capacitances. The ground plane is also needed to further suppress radia-
tion losses. The ground plane is separated from the central fractal area of the
resonator via a gap. Prong-to-ground capacitance is much lower than the prong-
to-prong fractal capacitance (∼ 1000 times). This ensures that the microwave
currents are concentrated on the resonator itself.
3.5 Experimental Techniques
3.5.1 Microfabrication of fractal resonators for NSMM
The tip of the as-fabricated resonator (shown in Fig. 3.3 (d)) needs to be sharp-
ened by FIB-SEM ion milling, until some section of Nb becomes free hanging
with a diameter of ∼ 100 nm (as shown in Fig. 3.3 (e)). As Si is much easier and
faster to mill away, the resonator was fabricated on a Si substrate. The simplicity
1For capacitive coupling one plate of the capacitor, located on the resonator and the other
plate, located on a separate feedline chip, would need to be 1 μm apart. In contrast, the
eﬀective range of inductive coupling is deﬁned by dimensions of feedline and the diameter of
the coupling loop on the resonator chip (> 10 μm).
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of micromachining is compromised with the relatively high loss tangent of Si as
compared to sapphire.
To fabricate resonator structures, ﬁrst 200 nm Nb was sputtered on Si, then
patterned with e-beam and NF3 Plasma Reactive Ion Etching (RIE). After dia-
mond saw-cutting the wafer into chips, the top side of chips was protected with
a photoresist. Then Si was thinned from the chip backside with a Bosch pro-
cess (SF6/C4F8) down to ∼ 50 μm. After this, the Si in a small area around
the resonator’s perimeter was completely removed via patterning with Infrared-
alignment photolithography and a Bosch process. This last Si etching was done in
small steps to be able to monitor when the resonator surroundings are completely
etched through Si and to stop the process on-time. The chip at this point looked
like in Fig. 3.3 (a).
The front side view on the cross-section of the area next to resonator tip (Fig.
3.3 (d)) is demonstrated in Fig. 3.3 (f), bottom. The side view of the cross-
sectional area is pictured in Fig. 3.3 (f), top. For more detailed fabrication steps,
see [46].
3.5.2 Cryogenic scanning setup
The nc-AFM/NSMM microscope is mounted inside a single-shot He3 cryostat
with a base temperature of 300 mK. A simpliﬁed sketch of the nc-AFM/NSMM
microscope is illustrated in Fig. 3.4. The as-fabricated fractal resonator chip is
glued with stycast on one prong of the TF. Then a bonding wire is glued on the
dc bias pad with a conductive cryogenic epoxy. The assembly is then placed on a
separate Printed Circuit Board (PCB) with an excitation CPW feedline and the
distance between them is adjusted with a diﬀerential screw so that the coupling
of the microwave resonator to the feedline can be controlled. The microscope has
two operation modes: nc-AFM and NSMM.
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Figure 3.4: (a) The sketch of the nc-AFM/NSMM setup with two distinct oper-
ation modes: NSMM and nc-AFM. (Adopted from [77]). (b) The optical image
of the microwave resonator glued on the TF prong. The assembly is mounted on
top of a separate PCB with a CPW feedline.
nc-AFM mode
In the simplest case of a sample with ﬂat topography and variable dielectric
properties, in nc-AFM mode the tip will simply follow the ﬂat topography. The
Pound-Drever-Hall (PDH) system generates a signal which is proportional to a
microwave resonance frequency shift Δf0. This signal is recorded as the mi-
crowave output.
In a more complicated case of a sample with non-ﬂat topography, the tip will
lift up/down due to topography. Phase locked loop (PLL) feedback, by keeping
constant tip-sample distance, tries to maintain TF resonance frequency shifts
ΔfTF = const. This gives a high resolution topography information. On the
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other hand, due to tip movements the microwave resonance frequency will also
change from point to point. Because the tip follows topography, the microwave
signal given by PDH gets convoluted with topography and can not be used for
estimating true microwave resolution. The detailed discussion of PDH system
operation can be found in the end of this section.
NSMM mode
PLL feedback is disconnected. Only PDH feedback supplies a signal. In NSMM
mode, in the simplest case of a sample with ﬂat topography and variable dielectric
properties, the tip will lift up/down to follow the microwave landscape (to keep
f0 = const).
In a sample with non-ﬂat topography, the tip sample distance will vary from
point to point, thus shifting the microwave resonance frequency. To compensate
for these shifts, PDH feedback sends a signal to z-piezo, that adjusts the tip-
sample separation to keep f0 = const [81]. By doing so, the tip non-directly will
follow the constant capacitance proﬁle of the sample and will give a microwave
contrast. In this case, the microwave image does not contain sharp features
coming from sudden up/down tip shifts in PLL (AFM) z-control, and the spatial
resolution reﬂects the true microwave resolution. The microwave resolution is, in
turn, deﬁned by the tip radius and thus can be estimated.
The PDH technique
The main reason why we have chosen the PDH-loop is that it relies on phase mea-
surements, which are much faster (∼ 1/f0) than VNA with amplitude measure-
ments (∼ 1/Qf0). The second advantage of PDH-loop, as compared to conven-
tional homodyne/heterodyne techniques, is its exceptional phase stability. The
basic idea of PDH technique (and its advantage compared to standard homodyne
technique) can be explained as follows: the PDH technique is similar to homodyne
technique in a way that it also relies on both signal and reference. In homodyne
technique, the signal and reference follow two diﬀerent routes. The phase of the
signal is aﬀected by instabilities in cables/connectors (due to mechanical vibra-
tions, temperature drifts etc.). To cancel the eﬀect of all these instabilities, one
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Figure 3.5: Phasor representation of diﬀerent signals used in PDH locking tech-
nique. (a) The frequency spectrum of a phase modulated excitation signal cen-
tered at 6 GHz. (b) Phase modulated excitation signal in phasor representation.
The carrier is shown in red, the sidebands in blue. (c) At resonance the output
signal (black) is PM modulated. The output (black) is the sum of excitation
(red+blue) and the signal radiated from the resonator (green). (d) Oﬀ-resonance
the output signal will acquire a phase shift and will get also AM modulated (ac
= ab).
should ideally pass the reference through the same route as the signal itself (then
all drifts will equally shift the phases of both signal and the reference). But just
passing the reference through the same route will excite the resonator. The so-
lution is to get the reference signal PM modulated, that is, to convert a single
frequency in the spectrum into two sidebands. Once the sidebands are outside
the microwave resonance linewidth, they will not interact with the resonator and
will not inject energy into the resonator.
In more details, the basic principle of PDH locking, demonstrated in Fig. 3.5,
is the following: a phase modulated (PM) signal with a carrier at 6 GHz and
two sidebands ±1 MHz away from the carrier is fed to the microwave resonator
Fig. 3.5 (a,b). The output signal is the sum of the excitation and the signal
radiated from the resonator and traveling towards the output Fig. 3.5 (c). If the
excitation signal is at resonance with the resonator, then the output signal will
be with constant amplitude and only phase modulated (ab=ac in Fig. 3.5 (c)).
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Oﬀ-resonance both the radiated and the output signals will be phase shifted with
respect to the excitation, causing partial PM-to-AM conversion (ac = ab in Fig.
3.5 (d)). The resulting error signal allows to easily track f0. The PDH feedback
system locks to f0 by minimizing the error signal.
With PDH, which detects precisely and tries to minimize any shifts from f0,
we can read out microwave resonator frequency shift Δf0. The PDH system
generates some voltage to shift the frequency of voltage-controlled generator, so
that this frequency matches the resonance frequency of resonator. The voltage
which is generated by PDH feedback system is proportional to Δf0 and is recorded
as a microwave channel signal, composing the NSMM sample image. PDH-loop
allows to accurately measure f0 by detecting shifts from f0 with high sensitivity
down to a few Hz/
√
Hz and a high bandwidth (5 kHz).
3.6 Results
The Q-factors of our Nb/Si fractal resonators, when pre-measured in a He gas-
ﬂow cryostat at ∼ 2 K, were of the order of > 105. Suppressed radiation losses
prove the beneﬁts of, ﬁrstly the short length of the resonator, then the intrinsic
symmetry and the continuous ground plane surrounding the resonator. However,
the Q-factors reduce to ≈ 15000− 30000 in the NSMM assembly. We assign this
decrease in Q to 4 K photons generating quasiparticles in the superconductor
and we expect improvement in Q-factors if the scanner would be additionally
shielded at 1 K. The Q-factor of TF stayed > 5000 at low temperatures, as it
was successfully loaded with the compact microwave resonator, which did not
degrade its symmetry.
The fact that AFM provides nanoscale spatial resolution is well known. But
what is problematic to know with conventional NSMM techniques, is the mi-
crowave resolution for samples with non-ﬂat topography. Any step in topography
shifts the tip, introducing an extra capacitive change on top of the capacitance
intrinsic to the sample, thus making it impossible to resolve the true microwave
response. To ﬁnd out the length-scale at which microwaves were localized at
the sharpened tip of our microwave probe, we scanned on a Nb sample with to-
pographic protrusion with both nc-AFM and NSMM modes (see Fig. 3.6). In
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NSMM
nc-AFM mode
S M mode
Figure 3.6: Scans on a superconducting sample with topographic protrusion.
Temperature 0.5 K, scan speed 0.8 μm/s, microwave power −80 dBm. (a) Line
traces extracted from scans in (b,c,d). (b) Topography in nc-AFM mode. (c)
Microwave frequency shift obtained in nc-AFM mode, simultaneously with (b).
(d) Topography in NSMM mode comprising a surface of constant microwave
frequency, or constant capacitance.
nc-AFM mode, the topography (Z) signal clearly shows the metallic protrusion
with a (∼ 20 nm) height contrast (Fig. 3.6 (b)). The microwave resonator fre-
quency shift (Δf) signal, simultaneously recorded in nc-AFM mode (Fig. 3.6
(c)), is convoluted with capacitive contribution from topography, thus doesn’t al-
low to estimate the real microwave response. In the last plot obtained in NSMM
mode with a constant capacitance (Fig. 3.6 (d)), the metallic protrusion’s con-
trast is ∼ 40% lower than that in nc-AFM mode. This is simply because all
the microwaves are well localized at the tip within an area that has the same
dimensions as the topographic object itself, implying ∼ 250 nm microwave reso-
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lution1. This further conﬁrms that the tip apex contribution to microwave ﬁeld
is dominant at small tip-sample distances (< 20 nm), while the contribution of
stray capacitance due to unshielded tip dipole moment is well screened by the
perforated ground plane surrounding the resonator.
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Figure 3.7: Scans on a ﬂat sample with trenches in dielectric. Temperature 0.3 K,
microwave power −70 dBm. (a) Sample cross-section. (b,c) Single line traces ex-
tracted from scans in (e,f). (d) Topography in nc-AFM mode. (e) Microwave
frequency shift obtained in nc-AFM mode, simultaneously with (d). (f) Topog-
raphy in NSMM mode comprising a surface of constant microwave frequency, or
constant capacitance.
To evaluate the capacitive sensitivity of our microscope, a test sample has
been made with a ﬂat topography, but with a dielectric contrast. Such a sam-
ple was aiming to eliminate the contribution of topography-related capacitance
variation and to get a microwave response exclusively from the capacitance em-
bedded in the dielectric. The test sample comprised a Si substrate with 25 nm
deep etched trenches and a SiO2 deposited on top. The surface was then pol-
ished down to 100 nm (cross-section shown in Fig. 3.7 (a)). The sample was
1To assure the same height scale and keep the same tip-sample separation, the microwave
resonance frequency shift in NSMM mode was linked to that in nc-AFM mode.
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scanned again in two modes. The topography and the microwave signal in nc-
AFM mode is demonstrated in Fig. 3.7 (d,e), while the topography from the
constant capacitance surface in NSMM mode is shown in Fig. 3.7 (f).
Directly from line traces extracted from the scans (Fig. 3.7 (b,c)), it is pos-
sible to estimate the capacitive sensitivity of our microscope. Translating the
frequency shift step diﬀerence in the scan trace into capacitance, assuming a
200 nm tip radius with 10 nm tip-sample distance, we obtain 3.5 aF capacitance
diﬀerence. Further, by calculating SNR for Fig. 3.7 (c) and using the pixel
sampling frequency as bandwidth, the estimate of capacitive sensitivity will be
66 zF/
√
Hz for −70 dBm microwave excitation power.
Another way of estimating the capacitive sensitivity is via frequency noise
of the PDH loop as a sum of the residual frequency noise spectral density and
mechanical noise spectral density. Converting frequency noise into capacitance
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Figure 3.8: (a) Top: AFM topography of the superconducting sample with to-
pographic protrusion. Temperature 0.3 K, scan speed 2 μm/s. Middle: topog-
raphy in NSMM mode, microwave power −70 dBm. Bottom: topography in
NSMMmode, microwave power −100 dBm. (b) Total capacitive sensitivity of nc-
AFM/NSMM microscope in NSMM mode for diﬀerent excitation powers. Error
bars were calculated for a ﬁxed error in setpoint, the uncertainty in z-calibration
and other constant errors in measurements of noise spectra.
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noise, we get around 64 zF/
√
Hz for −70 dBm power (105 photons in the res-
onator), similar to the number estimated above. At higher powers mechanical
noise dominates over electrical noise. A better mechanical vibration damping
would improve the sensitivity upto an order of magnitude.
With a reduced power (−100 dBm, 1000 photons), the sensitivity reduces to
0.38 aF/
√
Hz (Fig. 3.8 (b)). Even with 1000 photons in the resonator, the PDH
loop is stable enough to show microwave contrast on a topographic protrusion
sample with the same scan speed as AFM (Fig. 3.8 (a)). At lower powers
(< 100 dBm), the PDH loop gets really unstable and noisy, mainly due to the
high noise temperature of our low noise ampliﬁer (∼ 75 K). A quantum-limited
cryogenic ampliﬁer would solve this issue and enable nc-AFM/NSMM operation
at close to single photon probe powers.
3.7 Summary & Outlook
In summary, we report on the ﬁrst cryogenic nc-AFM/NSMM system with a su-
perconducting fractal resonator as the microwave probe. Thanks to resonator
compactness and suppressed radiation losses, we obtain the highest ever reported
microwave probe Q-factor. The high Q-factor translates into four orders of mag-
nitude lower probe power amplitudes (100 μV or 1000 photons) as compared to
powers in conventional NSMMs. Even with such low powers the sub-attoFarad
sensitivity and nanoscale resolution stay on the same page as in state of the art
microscopes [73]. This, together with TF-based nc-AFM distance control, enables
both electrically and mechanically non-invasive measurements.
The reported sensitivity and excitation power have already proved to be suf-
ﬁcient for measurements on a test device, where we demonstrated the coherent
interaction of a fractal resonator with a Cooper pair box in NSMM conﬁguration
[82]. Such an experiment claims the strong potential of our microscope for the
coherent interaction with a single TLS in a quantum regime. This technique
opens up new prospects for studying losses in the dielectric comprising TLSs and
for implementing localized spectroscopic characterization of an individual TLF
at single photon power levels [77].
In the future developments of the microscope, for having single photon pow-
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ers in the probe, the microscope sensitivity and stability must be improved. One
should focus on increasing the resonator Q-factor, reducing the mechanical vibra-
tions in the system, introducing better shielding from high temperature radiation
by integrating the microscope inside a 0.3 K shield, as well as implementing a
cryogenic ampliﬁer with a quantum-limited noise performance.
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Chapter 4
Electron Spin Resonance
Spectroscopy
In this chapter we will explain how microwave reﬂectometry is deployed in ESR
spectroscopy and will motivate the advantage of deploying a thin ﬁlm TL super-
conducting resonator in this characterization technique in section 4.1. Diﬀerent
requirements set new challenges for obtaining useful spin-probe resonators to suc-
cessfully interrogate with spin samples (section 4.2). We will brieﬂy describe the
modiﬁcations we made to our original fractal scanning resonator design to over-
come the challenges and then will go through the fabrication steps in section
4.4.2. The important results will be discussed in section 4.5 and the chapter will
be summarized in section 4.6 (Paper II).
4.1 Introduction
The growing quest for an alternative quantum computing architecture that uti-
lizes natural TLSs rather than engineered qubits, gave hype to the spectroscopic
characterization of spin ensembles containing small number of spin arrays as
strong contenders for quantum memories [17, 18, 83]. Electron Spin Resonance
(also known as Electron Paramagnetic Resonance (EPR)), which entered various
research ﬁelds since 1940’s, is a technique, that allows to study the interaction
of materials containing spins with microwaves [84]. The operation principle of
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standard ESR spectroscopy is based on the microwave radiation absorbed by a
paramagnetic sample at certain frequencies for a given magnetic ﬁeld or, alterna-
tively, at certain magnetic ﬁelds for a given microwave frequency.
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Figure 4.1: (a) The Zeeman eﬀect. Magnetic ﬁeld splits the energies of free
electron spin-up and spin-down states. (b) The resonance condition is reached
for a ﬁxed microwave radiation and swept static magnetic ﬁeld. (c) ESR spectrum
for a free electron spin. The picture is reproduced from [84].
The ESR signal emerges from the Zeeman eﬀect. Electrons have an intrinsic
angular momentum called spin. According to quantum mechanics, the free elec-
tron spin can have two states, with opposite orientations but same magnitude.
The spin vector for these two states is assigned quantum mechanical numbers:
Sz = ±/2. The spin angular momentum in its turn is associated with a mag-
netic moment: μe = gμBS, where g = 2.002319 is the free electron g-factor and
μB = −9.2741 · 10−24 JT−1 is the Bohr magneton. When the electron is in the
presence of a static magnetic ﬁeld, the energies corresponding to diﬀerent spin
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states separate,
E± = −μeB = g|μB|SzB0 = ±1
2
g|μB|B0, (4.1)
assuming magnetic ﬁeld B0 is along z-axis. The splitting of electron spin energy
in the presence of a magnetic ﬁeld is called the Zeeman eﬀect (demonstrated in
Fig. 4.1 (a)). The electron in the lower state may absorb microwave radiation
and get excited into a higher state, if the radiation frequency matches the energy
diﬀerence between upper and lower electron spin states:
ω = ΔE = g|μB|B0. (4.2)
In a similar way, the electron in the upper state may absorb microwave radia-
tion and relax into the lower level, emitting microwave energy into environment.
The ESR setup detects net absorption, i.e. the diﬀerence between the number of
photons absorbed and the number emitted. To observe ESR resonance absorp-
tion, the spin ensemble is placed in the swept static magnetic ﬁeld and a ﬁxed
frequency microwave radiation1. When the magnetic ﬁeld intensity matches the
resonance condition in Eq. (4.2), ESR absorption takes place (Fig. 4.1 (b,c)).
Bulk cavity resonators are the basic building blocks of standard ESR spec-
troscopy. The resonator should sustain strong enough magnetic ﬁeld needed to
bring the spins in resonance with microwaves and should have low internal losses
in order not to obscure the energy absorption by spins. The spin detection sen-
sitivity is deﬁned by the ratio of the energy absorbed in the spin sample to the
energy absorbed in the resonator. This ratio in its turn is proportional to the
ﬁlling factor η, i.e. the ratio of the sample volume to the resonator volume. The
conventional bulk cavity resonators applied in ESR studies have dimensions of
about λ3, (λ = 1 cm being the wavelength of microwave ﬁeld), translating into a
ﬁlling factor of about 10−18 for a nanoscale spin sample. To maximize this ratio,
it is essential to have a compact resonator.
Despite the extensive eﬀorts, the state of the art sensitivity of the best com-
mercial ESR spectrometers is still limited to ∼ 109 spins/√Hz [19]. On the other
1The other ways are not relevant in this thesis.
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hand, a tremendous advance in nanotechnology puts ever increasing demand on
expanding ESR to nanoscale objects with number of spins well below 104, and,
ultimately to a single spin. As explained before, the low ﬁlling factor of bulk
cavity resonators obviously calls for a miniaturized sensor design. With recent
advances in nanofabrication, CPW resonators with typical dimensions of few μm
have become an alternative for bulk cavity resonators. In coplanar design, the
gap between the central line and the ground plane, where the microwave ﬁeld is
localized, can be made < 10 μm, so that the microwave mode volume is squeezed
106 times. As a result, the ﬁlling factor can be signiﬁcantly boosted up.
Even with such a boost, to detect a single spin is quite a challenge. A single
spin can only absorb a single photon, and if there are, say, one million photons
in the resonator, then the absorption of a single photon can hardly be spotted.
Practically, the number of photons in the resonator should not exceed the number
of spins in the sample, and, ultimately, for a single spin detection the microwave
power in the CPW resonator must be kept close to a single photon level.
Apart from introducing spin induced absorption, the spins placed in resonator
also shift the resonance frequency. The frequency shift of the resonator, induced
by the presence of a single spin, can be estimated as follows. From a resonance
frequency ω0 = 1/
√
LC = 6 GHz and impedance Z0 =
√
L/C = 50 Ω, we get
CPW total capacitance of C = 0.5 pF and inductance of L = 1.3 nH. Next,
we can estimate the microwave current corresponding to a single photon cir-
culating in the resonator, by equating the photon’s energy to magnetic energy
ω0 = LI
2
rms/2, the root-mean-square current will be Irms = 50 nA. Knowing the
current, it is possible to estimate the magnetic ﬁeld for a CPW central strip to
be B0 = μ0Irms/lp = 3 · 10−7 T, where the cross-section perimeter of a strip with
1 μm width and 250 nm thickness is lp = 2.5 μm. In a magnetic ﬁeld B0, a spin
will oscillate with a Rabi frequency g0 ≈ μBB0 = 2π · 300 Hz, i.e. single photon
energy will go back and forth between microwaves in the resonator and the spin,
with a rate g0. This rate is what deﬁnes the coupling between two resonance
systems: the microwave cavity and the spin. For spins located further away from
the strip, the coupling will be smaller. Averaging over the whole coupling area,
we arrive at an average single spin coupling g0 = 2π · 75 Hz [8].
To detect such a small shift caused by a single spin, a resonator with a Q-factor
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Q = ω0/g0 > 100000 is necessary, calling for a superconducting CPW resonator.
However, a superconductor as a resonator material presents an obvious problem:
the magnetic ﬁeld needed to bring electron spins into resonance with microwave
ﬁeld exceeds the ﬁrst critical ﬁeld for most superconducting materials (∼ 350 mT
for a resonance frequency of 10 GHz). For a standard CPW design, the vortex-
induced dissipation degrades the Q-factor by many orders of magnitude. Also, due
to ﬂux focusing, vortices penetrate the superconductor at a much lower magnetic
ﬁeld, thus making CPW design not suitable as an ESR sensor [85]. To reach the
desired Q-factors, some advanced engineering is a must.
As it was mentioned before, small spin arrays are prospective candidates for
hybrid quantum memory systems. This application requires the spin array to
be strongly coupled to the electromagnetic ﬁeld. Unfortunately, single spin to
microwave coupling does not exceed g0 ∼ 300 Hz even for the most prospective
planar resonators [86]. To bring the spin system into a strong coupling regime, all
prototype designs reported so far exploited the cooperative coupling enhancement
Γ =
√
N · g0 for an N-spin ensemble in macroscopic (∼ 1 cm) crystals [87–89].
The most straightforward way to miniaturize the design will be to build a memory
element around a microscopic spin sample like in Ref. [90]. Assuming a resonator
Q-factor of 106, we can reach a strong coupling regime for N ≈ 103 spins in
the ensemble. All this requirements together call for a superconducting CPW
resonator design, that withstands strong static magnetic ﬁelds and maintains a
high Q-factor.
4.2 Challenges to be addressed in ESR
• To boost the spin-microwave coupling and therefore, spin sensitivity, the
resonator must be compact, such that due to a squeezed microwave mode
volume the microwave energy density is increased at the volume of the spin
sample.
• To tolerate strong static magnetic ﬁelds and maintain a high-Q factor, the
resonator design should suppress magnetic ﬁeld induced dissipation. Pos-
sible directions that can lead to reduced dissipation are: reduced current
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in the resonator, reduced ﬂux focusing, as well as ﬂux pinning centers (as
already discussed in Chapter 2).
4.3 A slow propagation line for ESR
The slow propagation fractal line, developed for our scanning resonators (Fig.
3.2), turned out to be also a good starting point for the development of spin-
sensitive resonators for ESR spectroscopy. First of all, the compactness of the
resonator is promising for an increased coupling of spin systems to microwave ﬁeld.
Then, importantly, fractal design naturally exhibits attractive intrinsic features
leading to reduced magnetic losses. Those features are: the specially engineered
current branching in the primary, secondary, tertiary, etc. fractal iterations, the
fractallized ground plane optimized for suppressed ﬂux-focusing and the pinholes
in the non-fractallized area, acting as ﬂux-pinning centres. We will go through
these design features in more detail in the next section.
4.4 Experimental Techniques
4.4.1 Fractal resonator design concepts
The design concept and optical images of the λ/2 resonator are demonstrated
in Fig. 4.2. The design is similar to our scanning resonator design in Fig. 3.3
(in chapter 3), in a sense that it is an electromagnetic analog of a mechanical
tuning fork. Same as the design in Fig. 3.3, it is also compact (1.6 mm) thanks
to reduced propagation velocity. The diﬀerences are:
1. There is only one coupling loop, which magnetically couples to a feedline
deﬁned on the same chip. The resonator is inductively coupled to the
CPW feedline at its current antinode (Fig. 4.2 (c)). The thin ground strip
between the loop and the feedline is necessary to have a continuous path for
the return currents on the feedline ground plane. Otherwise, the currents
will have to encircle the whole resonator and induce radiation. Close to
the current antinode, in between two superconducting strips, where the
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magnetic ﬁeld components of the microwave ﬁeld from two strips sum up
giving rise to maximum magnetic ﬁeld, we put the spin sample for ESR
spectroscopy (Fig. 4.2 (c,d)).
2. At the ends with voltage antinodes, resonator prongs are terminated with
a large inter-digitated capacitor. Covering the capacitor with a dielectric
plate enables the frequency tuning of the resonator (Fig. 4.2 (e)).
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Figure 4.2: (a) A sketch of a fractal resonator chip, mounted and bonded on
a PCB. The red pattern depicts the feedline and the resonator, the blue frame
represents the ground plane and the spin sample is illustrated in green. The
red arrow points at the escape route for ﬂux. (b) Optical microscope image of a
5 GHz resonator, coupled to a microwave feedline. Microwave current and voltage
modes for a single prong are shown on top. (c) Zoom-in on the inductive coupling
loop, separated from the fractallized ground plane with a gap. (d) Zoom-in on the
maximum current area that is depicted with a black frame in (c), with a ﬂake of a
DPPH spin sample. (e) Resonator prongs terminated with a large inter-digitated
capacitor. (f) Zoom-in on resonator central area surrounded with ground planes
on both sides. (g) Pinholes in the ground plane to induce vortex pinning.
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The following modiﬁcations were made to optimize the resonator design for
magnetic ﬁeld studies:
1. An important property of the fractal design, that has contributed to the re-
duced magnetic ﬁeld induced dissipation, is its short length with a branched
current between many superconducting strips. As we have already men-
tioned in the previous chapter, the magnetic ﬁeld dissipation is proportional
to the current ﬂowing in the resonator p0 ∼ i20, where p0 is the dissipation
per unit length of a fractal line and i0 is the current. In the resonator
central area (shown in Fig. 4.2 (f)), the microwave currents pass through
a network of many fractal iterations connected in parallel to minimize the
total network resistance (r), as sketched in Fig. 3.2. In the fractal network,
only the main branch signiﬁcantly contributes to the current and thus the
total dissipation is Ploss ∼ p0L0 (L0 is the length of the primary fractal iter-
ation). As compared to conventional CPW resonators with a similar strip
size and resonance frequency, L0 in the fractal design is shortened ∼ 10
times (1.6 mm vs 12 mm), accounting for almost an order of magnitude
less dissipation1. Indeed, the resistive losses in the resonator are given by
1/Q = r/Z0, where Z0 is the resonator impedance, and reduced resistance
r translates into reduced resistive losses in the resonator.
2. The ﬂux focusing is dramatically reduced, because the non-metalized area
surrounding the fractal resonator is 150 μm wide, which is 30 times wider
than the gap in a typical coplanar resonator. The ﬂux focusing can be
reduced even further by replacing a solid ground plane with fractal-like
structure which allows all the excess ﬂux to spread over the whole fractal-
ized area. Also, to avoid currents circulating the resonator, we make sure
there is a path, not enclosed with superconductors, for the ﬂux to escape
(Fig. 4.2 (a), pointed with a red arrow). Next, the fractallized ground
planes, together with the resonator symmetry, help to control radiation
losses in the resonator. A solid ground plane (Fig. 4.3 (a)) would screen
the resonator better than the fractallized ground plane does (Fig. 4.3 (b)),
1Assuming magnetic ﬁeld penetrates superconductor on the length scale < λL. In case of
stronger ﬁelds, penetrating the superconductor deeper than λL, the dissipation is 3 times lower
than in CPWs.
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but at the expense of increased ﬂux focusing in the former case, therefore
the fractallized ground plane is a good trade-oﬀ.
3. Fractalization splits the superconductor into 2 μm wide strips. This tech-
nique aims to reduce the width of superconducting strip < λL, so that it
will expel vortices and become more magnetic ﬁeld resilient [91].
4. Finally, to minimize ﬂux-induced dissipation by ﬂux pinning, the outer
ground plane area of the resonator is perforated with pinholes (Fig. 4.2
(g)).
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Figure 4.3: (a) A sketch of ﬂux focusing in a CPW line. The ground plane is
pictured in grey, the superconductor in light blue and the magnetic ﬂux lines
in orange. (b) Reduction of ﬂux focusing via spread of ﬂux lines in the fractal
pattern.
4.4.2 Microfabrication of fractal resonators for ESR
Fractal resonators for ESR studies were fabricated with 200 nm Nb sputtered on
a sapphire substrate. Nb was chosen because of its high Hc1 critical ﬁeld value.
Samples were patterned with a single e-beam lithography step and CF4 / O2 RIE
etching.
The spin sample for ESR spectroscopy is a small ﬂake of 2,2-diphenyl-1-
picrylhydrazyl (DPPH) crystal (see Fig. 4.2 (a), in green, (d) in black). From
the sample size (∼ 10 × 8 × 8 μm3) and spin density, we estimate the sample
to contain approximately 1011 spins. DPPH is an organic molecule and it is a
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well known reference sample for ESR studies, as it has a single and sharp spin
resonance line in the ESR spectrum (g factor of 2), which makes it easy to detect.
Magnetic field (mT)
Nb, B
‖
-108 dBm
20 mK
Q
/ 
1
0
i
5
0           10          20
2.5
2
1.5
1
0.5
Magnetic field (mT)
Nb, B┴
-105 dBm
20 mK
(a) (b)
Figure 4.4: (a) Internal Q-factor for Nb/sapphire resonator as a function of par-
allel magnetic ﬁeld, measured at 20 mK, −108 dBm power. (b) Internal Q-factor
for Nb/sapphire resonator as a function of perpendicular magnetic ﬁeld, measured
at 20 mK, −105 dBm power.
4.5 Results
We will now present a short summary of results taken with our fractal resonators
and will discuss the current status of this project together with prospective future
work.
The S21 transmission measurements were performed in a He gas-ﬂow cryostat
with 1.8 K base temperature and a dilution refrigerator at 20 mK. With our Nb
resonators we have achieved internal Q-factors of ∼ 25000 in parallel to substrate
magnetic ﬁelds of 160 mT (20 mK, excitation power −108 dBm, Fig. 4.4 (a)).
The achievable Q-factors were ∼ 10 times higher than previously reported in
literature for such a strong ﬁeld [85]. Such an excellent performance was mainly
thanks to the special current splitting technique.
In perpendicular magnetic ﬁelds up to 25 mT, the measured internal Q-factors
remained ∼ 25000 (20 mK, excitation power −105 dBm, Fig. 4.4 (b)). Such a
loss rate was 50 times better than reported in literature by that time [92]. This
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Figure 4.5: Internal Q-factor for NbN/sapphire fractal resonator as a function of
parallel magnetic ﬁeld, measured at 1.8 K.
improvement was due to ∼ 10 times reduced ﬂux focusing factor in the fractal
design together with an order of magnitude reduced current-induced dissipation
as compared to CPWs.
At the lowest powers, with the circulating power in the resonator in the range
of ∼ 0.1ω, the 0-ﬁeld internal Q-factors of fractal resonators saturated around
few tens of thousands (at 20 mK). This was inferior to the best numbers reported
for CPW designs. We attribute this to signiﬁcant coupling to TLF’s in the
resonator substrate due to its large fractal perimeter.
Except Nb, we have also tested the resiliency of NbN/sapphire fractal res-
onators to magnetic ﬁelds, having in mind the higher second critical ﬁeld Hc2 of
NbN. NbN resonators sustained much stronger parallel magnetic ﬁelds, revealing
Q-factors above 100000 in ﬁelds up to 400 mT (at 1.8 K), shown in Fig. 4.51.
4.5.1 ESR spectroscopy on a DPPH sample
To benchmark the sensitivity of our ESR setup, we measured on a small ﬂake
of DPPH sample. A ﬂake with dimensions of ∼ 10 × 8 × 8 μm3 was placed
on a Nb/sapphire fractal resonator, where the magnetic ﬁeld component of mi-
crowave ﬁeld is at maximum. To read-out the spin state of the spin sample, we
implemented the PDH technique, described earlier in section 3.5.2. This tech-
1At 300 mK and zero ﬁeld, Q-factors were in the order of 106.
69
4. Electron Spin Resonance Spectroscopy
F
re
q
u
e
n
c
y
 s
h
if
t 
(k
H
z
)
Magnetic field (mT)
1000
800
600
400
200
0
132           134           136          138
(a)
132           134           136          138
2.5
2
1.5
1
Magnetic field (mT)
Q
 (
1
-S
) 
/ 
1
0
0
0
m
in
(b)
Figure 4.6: ESR signal measured near the Zeeman ﬁeld for a resonator coupled
to a DPPH spin ensemble. T=1.7 K, excitation power −80 dBm. (a) Frequency
shift. (b) Resonator Q-factor. Data is ﬁtted to a theoretical response (red).
The parameters extracted from the ﬁt are: total coupling Γ/2π = 1.5 MHz, spin
linewidth γ/2π = 15 MHz. Adopted from [93].
nique allows to read-out resonator frequency shifts with a noise level of ∓1 kHz
and ∓0.2% variations in Q-factor. The recorded resonance frequency shift and
dissipation versus magnetic ﬁeld are presented in Fig. 4.6.
The ESR transition was observed at a Zeeman ﬁeld of 135 mT corresponding
to 3.73 GHz (1.7 K) [93]. Both data taken with VNA and PDH were consis-
tent with the theoretical ﬁt. As we knew how much a single spin should shift
the resonance frequency (single spin coupling g0/2π = 75 Hz) and we measured
the cumulative eﬀect of many spins (total coupling Γ/2π = 1.5 MHz), we could
deduce the total number of spins in the sample: N = Γ2/g20 ∼ 108 spins. This
number is in agreement with the spin density and the size of the ﬂake, considering
that at 1.7 K only 15% of spins are polarized, the spin participation ratio is 25%
and there is another factor of 25% due to the sample volume with spins actu-
ally coupled to microwaves. Taking into account SNR= 300 for PDH technique,
estimated from a ﬁt to the theoretical response in Fig. 4.6, a spin linewidth of
15 MHz and a PDH time constant of 150 ms, the minimum detectable number
of participating spins can be estimated as ∼ 5 · 105 spins/√Hz. The minimum
detectable number of spins, reported by our group, was about four orders of mag-
nitude better than in commercial spectrometers [19] and comparable to state of
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the art ESR measurements [20].
4.6 Summary & Outlook
It is instructive to compare the sensitivity of our planar resonator based set up
against the sensitivity achieved with a bulk cavity. Fig. 4.7 presents our latest
(as yet unpublished) data and demonstrates the current status of spin sensitivity
limit that we have achieved so far with our NbN resonators at 300 mK. The
resonator (4.4 GHz) has no intentionally introduced spins and we have measured
resonators on a pristine sapphire. The small peak at g ≈ 6, shown in Fig. 4.7
(a), is related to naturally occuring paramagnetic impurities in sapphire and was
observed by other groups as well [94]. The peak, corresponding to 10000 spins1,
is very reproducible and is approximately 10 times above the noise level (1000
spins), (Fig. 4.7 (b)). This number is seven orders of magnitude below the number
of spins detected in Ref. [95] for spins in a 2-DEG quantum dot. In Ref. [95], the
experimental setup was based on a conventional bulk cavity spectrometer and
a cryogenic High Electron Mobility Transistor (HEMT) ampliﬁer at 5 K. Via
magnetic ﬁeld modulation, they have measured a spin signal proportional to the
derivative of the Q-factor, while our spin signal is directly proportional to the
resonator Q-factor (Fig. 4.7 (c)) [95].
As explained earlier, no spins were intentionally introduced into resonators
and the presented ESR data are for pristine sapphire. Still, we see a clear spin
signal in the ESR spectrum at g ≈ 2 due to some environmental spins (around
106 spins or 10−3 of the monolayer). It was demonstrated that these environmen-
tal spins cause decoherence in ﬂux qubits and noise in superconducting quantum
interference devices (SQUIDs) [96]. Though these spins are known to be spurious
TLFs of obscure origin, their presence on the sapphire surface was certainly re-
ported. To shed light on the nature of these spins, we are currently undertaking a
full-scale study applying our ESR technique with high sensitivity, combined with
surface treatments of sapphire. We believe that this is the ﬁrst ever direct obser-
vation of sapphire surface TLFs. Though this observation gives a great insight
1Estimated from the area under the peak.
71
4. Electron Spin Resonance Spectroscopy
250
300 mK
100 000
50 100 150 2000
200 000
300 000
400 000
500 000
Magnetic field (mT)
Q
in
t
g~2 g~6
6560555045
4x10
5
Magnetic field (mT)
~10 000 spins
3x10
5
5x10
5
Magnetic field (G)
5 K ~10 spins
11
3441 3442  3443  3444  3445  3446 3447
7
6
5
4
3
2
E
S
R
 s
ig
n
a
l 
(a
.u
.)
dQ
dB
(B)
(a) (b) (c)
Figure 4.7: (a) Internal Q-factor measured for a pristine NbN/sapphire frac-
tal resonator with 4.4 GHz resonance frequency. T=300 mK, excitation power
−80 dBm. (b) Zoom-in on g ≈ 6 peak in (a). Estimated number of spins is 10000,
with a noise ﬂoor of 1000 spins. Diﬀerent colors correspond to trace/retrace scans
to show signal reproducibility. (c) The result reported in [95], for a sample with
≈ 1011 spins. ESR signal dQ/dB as a function of magnetic ﬁeld for a bulk cavity
resonator measured at T=5 K.
on the behavior of surface TLFs, still a lot of research is needed to control or
even remove these TLFs for ﬁghting decoherence and noise in quantum devices.
In summary, our Nb resonators can sense 5 · 105 spins of DPPH molecule
with aW probing power at 20 mK temperatures. Thinner Nb ﬁlms are expected
to help in boosting the magnetic ﬁeld resiliency of resonators [97]. Improved
resiliency can be achieved also by further reduction of ﬂux focusing with an extra
fractal iteration, if microfabrication limits are beaten. Recently, an exceptional
resiliency to 6 T magnetic ﬁeld was reported for a superconducting narrow strip,
not surrounded by a ground plane [98]. As the vortex state becomes energetically
unfavorable in this narrow strip, it expels the magnetic ﬁeld more eﬃciently. We
foresee that we can reach similar performance with a proper modiﬁcation of our
microstrip resonator (see section 5.7).
With NbN resonators at 300 mK temperatures, we have demonstrated the
ESR spectrum taken on a sample of 10000 environmental spins. The data pre-
sented in Fig. 4.7, taken with VNA, demonstrate the noise ﬂoor of 1000 spins.
The possibility to study very small number of spins makes these resonators
prospective candidates for reaching the ultimate limit of ESR sensitivity: the
single spin detection. Still, until a coherent interrogation with a single spin can
become a reality, there is a lot to understand and study in this interesting ﬁeld.
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Currently, the future progress of our spin detection sensitivity is hampered by
the presence of the environmental spins. Otherwise, we are certain that taking
the following actions can, in principle, reduce the spin sensitivity down to sin-
gle spin detection: as explained earlier, applying PDH readout technique in the
experiments shown in Fig. 4.7, we can further reduce the noise ﬂoor by a fac-
tor of ∼ 10. The noise temperature of our low temperature HEMT ampliﬁer is
TN ∼ 5 K. Deploying a quantum-limited parametric ampliﬁer will boost the spin
sensitivity down to 10 − 100 spins. Moreover, having a few hundred nm wide
constriction in the CPW area dedicated to coupling to spins, will locally boost
the magnetic ﬁeld and reduce the spin sensitivity down to 1 − 10 spins. This
shall make the next crucial step towards the Holy Grail of ESR spectroscopy: the
single spin detection, opening up for a set of c-QED experiments.
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Chapter 5
Kinetic Inductance Traveling
Wave Parametric Ampliﬁer
In the ﬁrst part of this chapter, we will discuss the challenges reported in liter-
ature with earlier attempts to implement a practical traveling wave parametric
ampliﬁer and we will propose the slow propagation fractal line as a solution to
address the challenges. We will go through a list of design considerations and
fabrication techniques that will motivate the choice of the established processes
for building slow propagation line-based TWPAs and serve for the new starter
fellow as a background work to move on. The story-line of alternative techniques
for producing fractal transmission lines for TWPA is presented in section 5.4.1.
The measurement techniques, presented in section 5.4.2, include details on room
temperature and cryogenic (2 K) setups for gain and dc bias measurements. The
important results will be discussed in section 5.5 (Paper III, IV).
In the second part of this chapter, we will propose microstrip lines with a
deposited thin ﬁlm dielectric as a competitive replacement for CPWs (section
5.7). Section 5.10.2 will describe the fabrication of microstrip resonators and
section 5.10.3 will present the cryogenic (300 mK) setup for dc bias and microwave
measurements. The important results will be discussed in section 5.11 (Paper V).
Each part of this chapter will conclude with a summary and outlook.
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5.1 The call for a low-noise, practical ampliﬁer
As we have learnt by now, a further boost in the ESR spin sensitivity, as well
as a coherent interaction with an individual TLS (TLF) in the nc-AFM-NSMM
technique call for an ultra-low noise ampliﬁer.
Ampliﬁers are ubiquitous: the desire for a better ampliﬁer hardly needs any
justiﬁcation. The main purpose of any ampliﬁer, as the name suggests, is to
amplify a small signal. In practice, how small signal an ampliﬁer can deal with
depends on its noise properties: as soon as the signal is below the noise added by
the ampliﬁer, the ampliﬁcation no longer improves the quality of the signal. The
minimum added noise is set by the laws of thermodynamics (thermal ﬂuctuations)
and quantum mechanics (vacuum ﬂuctuations). While the former can be, at least
in principle, suppressed at low enough temperatures, the latter is fundamental
and can not be eliminated. That is, no ampliﬁer can be ideal (noise free), a
perfect ampliﬁer is the one ultimately limited by quantum ﬂuctuations.
State of the art semiconductor ampliﬁers are limited by thermal ﬂuctuations,
even when operating at cryogenic temperatures: for the best units the thermal
noise power is ∼ 16 dB (a factor of ∼ 40) above the quantum noise limit of ω/2
[57, 99]. A quantum-limited ampliﬁcation was achieved in the optical domain for
ﬁber optical parametric ampliﬁers [58] and the great potential of this technology
for next-generation telecommunication systems have been demonstrated [100].
The race is now on to reach an ultimate performance in the microwave domain.
This, however, represents a substantial challenge: while in optics the energy
∼ 1 eV = 104 K of a single quantum exceeds an environmental temperature by
orders of magnitude, thus naturally making thermal ﬂuctuations negligible, in
the microwave domain the situation is opposite: 1 GHz translates into ω/2kB =
50 mK equivalent temperature. As the thermal noise stems from any dissipative
element, the only way to reach the quantum-limited performance in the microwave
domain is to eliminate all resistive elements from the ampliﬁer design, i.e. to build
an ampliﬁer from superconducting elements only.
Parametric ampliﬁers can reach quantum-limited noise performance in the
microwave domain. The ﬁrst quantum-limited superconducting parametric am-
pliﬁers were implementing the nonlinearity of the Josephson inductance [101].
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However the dynamic range of Josephson paramps (JPA’s) is limited by the
Josephson energy (the input saturation power being below −100 dBm) [102].
Also, being resonance devices, these ampliﬁers have a limited bandwidth less
than 1 GHz [22, 103, 104]. To get a similar gain in a non-resonance device, it was
suggested to ‘unfold’ the resonance cavity into a line loaded with periodic array
of Josephson elements. In such a Josephson traveling wave parametric ampliﬁer
(JTWPA) instead of passing many times through the same element, the signal
will be ampliﬁed after passing through many cascaded junctions [21, 102, 105].
Unfortunately, an implementation of this idea faces many technical diﬃculties
and has not yet resulted in a practical ampliﬁer. Finally, Josephson elements
based on aluminum junctions are limited to operating temperatures < 1 K.
A proof-of-concept close to quantum-limited superconducting TWPA was re-
ported in the pioneering paper by Eom et al., where the nonlinearity intrinsic
to the superconductor kinetic inductance was used rather than Josephson in-
ductance [24]. For distinction, from now on, we will call it a kinetic inductance
traveling wave parametric ampliﬁer (KI-TWPA instead of TWPA). The operation
of KI-TWPA is based on co-propagating waves in a transmission line that deliver
parametric gain due to the process of FWM (see section 2.3). Such ampliﬁers are
favorable for few reasons: they enable operating temperatures up to 4 K, higher
dynamic range, bandwidths up to a few GHz and more controllable nonlinearity
as compared to Josephson element-based ampliﬁers. However, as it is always the
case in life, there must be some kind of compromise and below we will go through
the chain of problems limiting the progress of KI-TWPA’s reported in literature.
Because the nonlinearity intrinsic to the superconductor is rather weak, to get
a substantial nonlinearity, one should resort to a long, thin and narrow line (see
Eq. (2.45)). As a result, in Ref. [24] a coplanar line 1 μm wide, ∼ 35 nm thick
and about 1 m long was needed to achieve the desired nonlinearity for ∼ 10 dB
gain.
From the fabrication point-of-view, even with the best microfabrication fa-
cilities it is hardly possible to produce a high aspect ratio line (1 μm : 1 m)
completely free of defects (weak spots). Indeed, compelling evidence was pre-
sented in [25] that in a real device the maximum pump power (and, therefore, a
nonlinearity) is always limited by local fabrication defects (weak spots); a device
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with two times longer line did not deliver a higher gain.
Next, such a long line with high kinetic inductance possesses a characteristic
impedance much higher than the standard instrument impedance (300 Ω vs 50 Ω
in [24]). Such a strong impedance mismatch causes strong reﬂections at the
terminal points of the ampliﬁer line. Most annoyingly, this serious interface
problem resulted in a frequency dependent gain with bouncing ripples of more
than 10 dB; the device was hardly usable as a practical ampliﬁer. This interface
problem was acknowledged in [24], but not solved.
Yet there is another troublesome consequence of the impedance mismatch:
the reﬂections at line edges lead to the formation of standing waves, in analogue
to Fabry-Pero´t cavity (see section 2.1.4). While not contributing to the gain (be-
cause only synchronized traveling waves matter for the gain), the standing waves
cause the premature break down of superconductivity. With reduced nonlinearity,
the maximum achievable gain will drop signiﬁcantly.
At a glance, a solution for impedance matching could be rather straightfor-
ward with an adiabatic impedance converter. In reality, the taper converters
work ﬁne in case of moderate impedance mismatch (70 Ω vs 50 Ω). In case of
strong mismatch, the predictive power of design simulation is rather question-
able. To make the things worse, none of the available microwave simulation tools
can adequately treat the kinetic inductance. One should rely on the combination
of modeling and scaling. As a result the attempts to ﬁx this impedance mis-
match issue by deploying adiabatic tapers as impedance transformers were not
completely successful [25, 106].
Finally, to be put on a chip, the very long superconducting line is folded as a
spiral or a meander. This complex shape imposes a non-trivial shape also on the
ground plane. The spectrum of spurious resonances overlaps with Fabry-Pero´t
type ripples in the transmission spectrum.
In the quest for a quantum-limited ampliﬁer, these are serious issues making
the device not suitable for practical applications. Though the seminal paper by
Eom et al. inspired many research teams, in more than four years since the
prototype was demonstrated, no operational ampliﬁer has been demonstrated
yet.
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10 mμ
Figure 5.1: Left: a section of a fractal design used in TWPA slow propagation
line, the area coupled to the central strip is in red, the ground plane is in blue.
Right: the schematic representation of the design on the left.
5.2 Challenges to be addressed in KI-TWPA
• Fabrication of an almost defect (weak spot) free and a high aspect ratio
superconducting TL.
• Impedance matched high-KI TL with suppressed ripples in the transmission
spectrum.
• Decoupling of an ampliﬁer structure from parasitic ground plane resonances.
• Phase matching between high power Pump and low power Signal tones.
5.3 Slow propagation lines for KI-TWPA
To address the challenges listed above, we have developed another kind of slow
propagation transmission line. In this case, we slow down the wave propagation
velocity via a fractal design with maximized quasi-fractal interdigitated capac-
itance in between the central conductor of the TL and the ground plane (Fig.
5.1). The following quick expectations can be drawn for such a design.
• Most importantly, the slow wave propagation velocity will enable to signif-
icantly shorten the TL length. Reduced TL length should result in a less
defect-prone KI-TWPA line, from a fabrication point-of-view.
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• A shorter line with a simpler shape will be less coupled to ground plane
resonances.
• Apart from shortening the line length, the increased fractal capacitance has
a second purpose. Due to its high KI, the line has rather high impedance
as compared to standard 50 Ω circuitry. The increased capacitance will
aid us in balancing the high-KI of the TL. This will lead to a reduced line
impedance Z ∼ √L/C, comparable to input/output terminal standard
50 Ω impedance, which will eventually suppress the impedance mismatch
caused reﬂections in the structure.
• As previously explained in section 2.3.5, to achieve phase matching between
high power Pump and low power Signal tones, some dispersion engineer-
ing is needed. We could arrange a dispersion engineering by periodically
widening the central line, as shown in Fig. 5.1.
It took us a few iterations until we have resolved to the design shown in Fig.
5.1. To highlight for the reader the learning path we went through, three core
design versions will be reviewed (Design 1, Design 2, Design 3)1 in the following
sections.
Moreover, because the fractal geometry is vulnerable to shorts (more about
shorts in the next section), three diﬀerent fabrication technologies have been
established, aiming for a short-free device. In what follows, we will refer to
those processes as: ’plasma etching’, ’lift-oﬀ’ and ’Chemical Mechanical Polishing
(CMP)’. Although our ﬁnal results were obtained with a plasma etching process,
the other two processes can be considered as spin-oﬀ directions for future fractal
line developments. We will describe the essence of these processes developed for
our last and the best design (Design 3 below).
1Created with AutoCAD modeling software.
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5.4 Experimental Techniques
5.4.1 Microfabrication of Fractal Lines
The plasma etching process
Design 1 This design served us in making sure that the quality of our NbN
material is high enough and on par with the original work reported in Ref. [24].
Design 1
50 Ω 300 Ω
(a) (b)
Si
NbN
Figure 5.2: Design 1. (a) A section of a meander-shaped NbN CPW line on a
Si substrate. (b) OM image of the meander line with tapered transition from
50 to 300 Ω. Inset: zoom-in on dispersion loading elements (red frame). Inset:
zoom-in on a central line with a defect (blue frame).
The adiabatic tapers, shown in Fig. 5.2 (b), intended to continuously trans-
form the high (∼ 300 Ω) impedance of the high-KI line to 50 Ω, similar to the
original work.
In the pioneering paper [24], as well as in follow-up designs [25, 106], to
arrange dispersion the line was loaded with periodic perturbations of the central
strip width. We have followed their approach as shown in Fig. 5.2 (b), inset
highlighted with a red frame.1
Similar to the original work, we also have faced the issue of weak spots due
to fabrication defects. Because of the high aspect ratio of the line, it was not
feasible to avoid weak spots in the line, presumably caused by stitching errors in
1Dispersion engineering details will be given for the ﬁnal Design 3, here details are not
relevant.
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the e-beam (Inset in Fig. 5.2 (b), highlighted with a blue frame).1 Such weak
spots constrain the width of the central strip and are tricky to detect.
For fabrication, ﬁrst 140 nm NbN was sputtered on top of a 2
′′
Si wafer (Fig.
5.2 (a)). After deﬁning the meander shape of a 0.5 m long and 1 μm wide line
with e-beam, the line was etched with NF3 gas in RIE plasma etching system and
the chips were diced away. The sample was measured in a He4 gas-ﬂow cryostat
at 2.3 K and the results are presented in section 5.5. In summary, the ampliﬁer
performance obtained with Design 1 was similar to that reported in [24].
Design 2 Having all the conﬁdence that we got a grip on the basic material and
design matters, we have turned to our core idea and Design 2, presented in Fig.
5.3, was developed. After the test of a few prototype devices, we resolved to this
speciﬁc fractal design with the line KI optimally balanced by a fractal capacitance,
thus minimizing the ripples in the transmission spectrum (see section 5.5).
The line was made of 145 mm long, 1 μm wide and 140 nm thick NbN. It
is worth mentioning that to fabricate Design 2, we had to push the process to
the limits of the (rather advanced) microfabrication facilities available at MC2,
Chalmers. The gap in the fractal design is just 1 μm, while the perimeter is
> 6 m. Despite the fact that MC2 Clean Room has Class 100-300 (ISO 5),
during diﬀerent fabrication steps dust particles2 ended up on the sample. These
dust particles masked the metal area by not letting it to get etched. Therefore 2
out of 2 chips on one 2
′′
wafer turned out to be shorted after single e-beam/etch
cycle.
A method that solved this problem, was the following: after sputtering the
NbN on top of a 2
′′
sapphire wafer, the fractal design was patterned twice with
e-beam lithography, both exposures with two diﬀerent ﬁeld lines (using alignment
marks) and then after each exposure was etched in RIE plasma with NF3 gas.
This was to make sure that the un-etched metal, masked by a dust particle, got
deﬁnitely etched during the second e-beam/etch cycle. Before the resist removal,
1In e-beam a large pattern is divided into smaller patterns with ﬁeld lines. Stitching errors
arise due to not precise stage movement from one ﬁeld to the other, thus leaving an unexposed
section in-between the ﬁeld lines.
2Flakes from sputter target, resist dust particles, etch residues, etc.
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Design 2
Sapphire
(b)
10μm
NbN
(a)
(c)
Ω
>GΩ
MM test
Figure 5.3: Design 2. (a) The chip design of a meander-shaped line. Top inset:
each 90◦ turn is a CPW arc segment. Right inset: each straight segment consists
of 90 fractal units shown in right. (b) A sketch of a segment of a fractal NbN
central line (in red) and a NbN ground plane (in blue) on a sapphire substrate.
The multimeter test indicates that the line is not shorted. (c) Photograph of
the device, mounted on a copper sample stage. Numerous wire-bonds aimed to
reduce ground plane resonances.
the chips were tested for shorts with a multimeter at room temperature1. This
double exposure/etch approach worked quite satisfactorily, resulting in a yield of
3 unshorted chips out of total 4.
As what concerns the dispersion engineering, practically, varying the CPW
central line width modulates the local impedance by no more than 30%. In Refs.
[24, 25, 106], 30% was found to be insuﬃcient to compensate for nonlinearity: a
substantial gain was only achieved with a Pump tuned close to the second band
gap. A fractal design, in principle, allows for much stronger perturbation: an arc
segment without fractal capacitors (see Fig. 5.3 (a), top inset) has per unit length
C reduced ∼ 10 times (∼ 300% perturbation of the characteristic impedance).
Unfortunately, we have realized that any continuity break in a fractal pattern,
such as sharp 90◦ turns, strongly coupled to spurious resonances (see section 5.5
for measurement details), which didn’t abate even after heavily bonding across
1For this very reason we used sapphire substrates, as Si doesn’t allow a short detection
due to its room temperature conductivity. This choice was compromised by the trickiness of
sapphire dicing.
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the line (Fig. 5.3 (c)). Therefore, for the next designs we decided to revert back
to dispersion engineering by modulating the strip width.
This sample also was measured in a He4 gas-ﬂow cryostat at 2.3 K and the
results are presented in section 5.5.
Design 3 With Design 2 we have obtained a line, which had an impedance
essentially matching to 50 Ω. The next challenge was to get rid of spurious
ground plane resonances that mess up the transmission spectrum. Being a com-
mon problem in microwave designs, spurious resonances appear to be especially
noxious for standard CPW-based TWPA designs, where the central line is many
wavelengths long and the meander- (or spiral-) fragmented ground plane harbors
a high density resonance spectrum.
Decreasing the TL length and making the shape as simple as possible, with-
out abrupt turns, would help in somewhat reducing the coupling to ground plane
resonances. To achieve this, we had to slow down the propagation velocity by
an extra factor of 3 and shrink the line length down to ∼ 10 cm (Fig. 5.4 (a)).
Therefore, we increased the fractal capacitor area. But at the same time, to
maximize the line KI nonlinearity in order to balance the increased capacitance,
we had to make the ﬁlm thinner. However, adversely, the high per square induc-
tance of the ground plane ﬁlm downscaled the ground plane resonance spectrum,
increasing its spectral density thus giving more spurious resonances within the
operational bandwidth.
To substantially mitigate this problem, we have established a novel fabrication
process, where the KI was deployed only where it was actually needed, i.e. for
the KI-TWPA central strip, while all other design elements (fractal capacitors,
tapers and the ground plane) were implemented in a low-inductive ﬁlm.
To illustrate the eﬀect of these measures, we will compare two design versions:
Design 3a in Fig. 5.4 (b) and Design 3b in Fig. 5.4 (c). Design 3a was made in
a single 140 nm thick layer of NbN on a 2
′′
Si wafer. Similar to Design 2, it was
exposed with e-beam and etched with NF3 gas twice.
Alternatively, Design 3b was ﬁrst deﬁned in a 80 − 20 − 100 − 10 nm thick,
low inductive NbN-Al-Nb-NbN multilayer sandwich on a 2
′′
Si wafer. After the
ﬁrst e-beam, top Nb/NbN and bottom NbN were etched with NF3 gas, while
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Design 3a Design 3b
Si
NbN
Ebeam1
NF etch3
Ebeam2
NF etch3
Si
NbN
Al
Nb/NbN
Ebeam1
NF etch (Nb/NbN)3
SiCl /Cl /Ar etch (Al)4 2
Ebeam2
CF /O etch (Nb/NbN)4 2
SiCl /Cl /Ar etch (Al)4 2
CF /O4 2 etch (NbN)
Ebeam3
CF /O etch (Nb/NbN)4 2
MF 319 etch (Al)
NbN/Al/Nb/NbNNbN
Ebeam1: patterning
Ebeam2: short removal
Ebeam3: central strip thin-down
NF etch (NbN)3
(a)
(b)
20 mμ
(c)
Figure 5.4: Design 3. (a) Sketch of the KI-TWPA ampliﬁer chip with dimensions
of 13 by 40 mm2. Inset: zoom-in on an arc segment, the red lines show the
positions of dispersion engineering elements. (b) SEM image of a basic unit
fractal in Design 3a. The fabrication sequence comprising two e-beam/etch steps
for a single NbN layer. (c) SEM image of a basic unit fractal in Design 3b. The
multilayer fabrication sequence comprising three e-beam/etch steps.
intermediate Al1 was etched with SiCl4/Cl2/Ar mixture. To get rid of shorts
in the fractal structure, the e-beam/etch cycle was also done twice. During the
second round, bottom NbN and top Nb/NbN were etched with CF4/O2 mixture
instead of NF3. In the end, the need-to-be highly inductive central strip only was
exposed and thinned down to a base NbN layer with CF4/O2 gas mixture. The
remaining Al layer on the central line was removed in a wet etch solution MF319.
As a result, we have combined design elements with and without KI in the same
device. See Appendix B for more fabrication details.
1Thin Al layer served as an etch-stop in the Al/NbN interface.
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Design 3b
1 mμ1 mμ 1 mμ
Si
NbN
Al/Nb/NbN
CF /O etch
(Nb/NbN)
4 2NF etch
(Nb/NbN)
3
(a) (b) (c)
Figure 5.5: SEM images of Design 3b. (a) Cross-section of the cleaved line along
the black dashed line in (b). (b) A section of fractal CPW line, etched with NF3.
(c) A section of fractal CPW line, etched with CF4/O2 gases.
The reason why we couldn’t use NF3 gas in all three e-beam/etch cycles was
the isotropy of etching process (see Fig. 5.5 (a)). After the ﬁrst e-beam step, the
NF3 gas isotropically etched bottom NbN of the central line from both sides. If,
in the next round NF3 was used again for etching top Nb/NbN, then the bottom
NbN in the central line would be completely etched from sides and after thinning
down the central line to a single NbN ﬁlm, the result would look like in Fig.
5.5 (b). Switching to anisotropic CF4/O2 was crucial for the line edge quality
and the ﬁnal device performance (Fig. 5.5 (c)). Because the etching was more
controllable and the line was much more uniform in case of Si, we didn’t use
sapphire for this design, which was compromised by the inconvenience of short
detection only possible after cooling down the sample.
Finally, we turn to the issue of shorts in Design 3b. With a thick multilayer
and an increased fractal perimeter (∼ 6.4 m), it turned out to be much more
diﬃcult to get rid of shorts even with double e-beam exposure/etching. All
possible precautions taken like sputtering after a cleaned source, ﬁltering the resist
and precleaning the pipette, etc., the structures were still shorted. Eliminating
these shorts was rather tedious and time consuming job. First of all, because a
multimeter test could not be done on Si at room temperature, the whole fractal
line had to be carefully inspected under OM (Fig. 5.6 (a-c), top). Then the
detected suspicious spots were located under SEM (Fig. 5.6 (a-c), bottom), and
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Design 3b
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Figure 5.6: (a) OM (top), SEM (bottom) images of a defect almost shorting the
fractal design. (b) OM (top), SEM (bottom) images of a short in a fractal design.
(c) OM (top), SEM (bottom) images of a short that was removed with an ion
milling.
ﬁnally focused ion milled in a combined FIB-SEM system (Fig. 5.6 (c), bottom).
In the end, 2-3 shorts per chip were subject to ion milling.
For clarity we shall mention, that there is a big diﬀerence between two types
of the above mentioned fabrication defects: the weak spots and the shorts. Any
defect, partially reducing the central line width, results in a weak spot. In con-
trast, shorts should completely block the gap around the central line, which is
less likely. On the other hand, weak spots are crucial only on the central line,
shorts are disastrous anywhere in the fractal design. While the chance of having
weak spots reduces with a shorter line, the chance of having shorts increases due
to the increased fractal perimeter. Finally, while weak spots are diﬃcult to detect
and not possible to ﬁx, shorts are detectable and ﬁxable. All these pros and con-
tras taken into account, practically, its favorable to trade the reduced chance of
having a weak spot in the shorter central line with an increased chance of having
a line-to-ground short.
As explained earlier, an attempt to introduce dispersion engineering by inter-
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leaving fractal and non-fractal sections resulted in an increased coupling of the
line to spurious resonances. So for Design 3b, we have decided to revert back to
dispersion engineering by line width modulation, in order to minimize coupling to
spurious resonances (see Fig. 5.4 (a), inset). The red lines mark the positions of
dispersion engineering elements: the shortest ∼ 78 μm, intermediate ∼ 104 μm
and the longest ∼ 208 μm long (all ∼ 1.5 μm wide), deﬁning the width of stop
bands. The whole line consists of repeated unit arc sections with a length of
l1 = 1560 μm.
The Lift-Oﬀ process
In contrast to the etching process, lift-oﬀ aimed to avoid shorts by ’inverting’ the
process. While in the etching process the etched gaps between metal structures
in the fractal design were blocked by shorts, in lift-oﬀ, the gaps would be ﬁlled
with a mask Si3N4/Al, which would protect them from getting shorted by dust
particles coming from sputtering (see Fig. 5.7 (a,b)).
The lift-oﬀ mask was prepared in the following way: 320 nm Si3N4 was de-
posited on 2
′′
Si and sapphire wafers, followed by the evaporation of 120 nm Al.
After deﬁning the fractal pattern with e-beam lithography, Al was etched with
SiCl4/Cl2/Ar mixture. Next, after stripping away the resist with O2, Si3N4 was
etched ﬁrst with CF4/O2 and the last few nanometers with isotropic NF3 gas,
to induce an undercut in Si3N4. Further on, the wafer was dipped in a 2% Hy-
droFluoric acid (HF) bath, followed by the sputtering of 80/20/100/10 nm of
NbN/Au/Nb/NbN multilayer. Finally, the wafer was dipped in a Buﬀered Oxide
Etch (BOE) to lift-oﬀ Si3N4/Al and release the gaps in the fractal design, where
shorts used to happen in the etching process (Fig. 5.7 (c,d)).
We found that the result of the lift-oﬀ process also suﬀered from dust particles,
this time coming most probably from the BOE bath. While the initial goal of
protecting the gaps had worked, the actual fractal area became fragile. The
resulting pattern had many areas with no metal at all, creating broken links
in the superconducting line. The reason was presumably the following: a dust
particle, masking a certain area, was covered by the sputtered multilayer. During
lift-oﬀ the particle got removed, together with the multilayer on top, thus leaving
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Si/Sapphire
Si N /Al3 4
Si/Sapphire
NbN/Au/Nb/NbN
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(a) (c)
(b) (d)
Figure 5.7: (a) The sketch of the cross-section of Si3N4/Al lift-oﬀ mask with an
opening for the central strip in (b). (b) OM image of the lift-oﬀ mask. Inset:
zoom into the area highlighted in (b) with a red frame, showing the SEM image
of the undercut in Si3N4. (c) The sketch of the cross-section across the central
strip in (d) after sputtering and lift-oﬀ. (d) The fractal pattern after multilayer
sputtering and Si3N4/Al lift-oﬀ. Metal parts are seen as dark areas; light-grey
areas correspond to the gaps separating metal structures. The resulting central
line is open due to a fabrication defect. The broken link is pointed with a white
arrow.
an unwanted open spot behind (see Fig. 5.7 (d)). That is why, the processed
chips showed no trace of conductance. To increase the lift-oﬀ quality and avoid
dust particles in the BOE bath, it worth trying to do the lift-oﬀ in a separate
teﬂon container with BOE solution and not in the common bath.
Trenches in a substrate
To enable fault-free wafer scale designs with micrometer structures and high yield
device production, there is a common technique for eliminating dust inclusions
by planarization. The CMP damascene process permits to manufacture metallic
structures with a controllable thickness down to 3 nm and a width down to 15 nm.
Also, the resulting structures have vertical sidewalls [107].
Accordingly, we tried to complement our workﬂow with the CMP process.
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To pursue this major technological advance, ﬁrst the whole structure had to be
buried in trenches in the substrate. Diﬀerent techniques had been tried to develop
trenches in the substrate. The main task was to ﬁnd a way of producing trenches
with high aspect ratio (1 μm wide : 300 nm deep), with vertical walls and a
uniform ﬂoor.
The prepared wafers were sent to Canada for the CMP process, within a col-
laboration with a group in University of Sherbrooke. Unfortunately, the process
turn-around time was too long to yield in measurable devices that can be reported
in this thesis.
5.4.2 Measurements
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Figure 5.8: KI-TWPA gain measurement setup. (a) The chip with design 3
mounted on a copper plate and bonded heavily, as shown in inset. (b) The gain
measurement setup of the KI-TWPA chip, closed with a teﬂon cover. Measure-
ments were done at 2 K in a He gas-ﬂow cryostat.
KI-TWPA chip was glued on a copper plate and many bonds were added
across the line and around the chip perimeter, also the input/output terminals
were bonded to 50 Ω lines on a PCB (Fig. 5.8 (a)). The chip was protected with
a teﬂon cover, mounted on a dip-stick (Fig. 5.8 (b)) and dipped in a He gas-ﬂow
90
5. Kinetic Inductance Traveling Wave Parametric Ampliﬁer
2 K
Power
Supply
1.5 kΩ
Vector Network
Analyzer
mA
mA
Bias-T
-1
0
 d
B
-1
0
 d
B
port2 port1
Figure 5.9: DC measurement setup of KI-TWPA chip at 2 K in a He gas-ﬂow
cryostat. DC bias was applied to sample input through a Bias-T. At room tem-
perature sample input and output were attenuated with −10 dB. Sample S21
amplitude and phase were measured with VNA.
cryostat. The measurements were performed at approximately 2 K.
For gain measurements, the strong Pump tone from a Signal Generator was
combined with a weak Signal tone coming from VNA and was sent to the am-
pliﬁer input. The ampliﬁer output was sent to VNA and device S21 transmission
amplitude and phase were measured.
To characterize the line nonlinearity, the sample was dc biased through a Bias-
T (Fig. 5.9). Chip input and output were attenuated with −10 dB attenuators
placed at room temperature. The S21 phase curves were recorded as a function
of dc current bias.
5.5 Results
Now we will motivate the steps which eventually lead us to our ﬁnal design and
will present the results of the design evolution. First, we veriﬁed that we can
produce NbN lines of high quality that can be pumped into a nonlinear regime
without breaking superconductivity. To this end we have fabricated lumped ele-
ment resonators with 140 nm NbN ﬁlm and have demonstrated that we can get a
considerable resonance frequency shift at high excitation amplitudes (Fig. 5.10).
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Figure 5.10: (a) S21 amplitude of a line loaded with lumped element resonator,
deﬁned in a 140 nm NbN ﬁlm. Diﬀerent plots correspond to diﬀerent excitation
powers with 1 dBm increment. Frequency was swept from high to low values due
to Duﬃng type resonance lineshape. (b) Resonance frequency shift Δf , extracted
from (a), versus excitation power squared P 2. As expected Δf ∼ P 2.
Design 1 After assuring the high quality of our ﬁlms, we have turned to Design
1 - a standard CPW line shaped as a meander, similar to the one in the original
work in Ref. [24]. The measurement results are presented in Fig. 5.11 (a-b). We
get an average gain of around 7 dB, but with 0.5 m long line, which translates into
per unit length gain similar to that in [24]. However, similar to the original work,
there are 10 dB large ripples on the transmission due to impedance mismatch
caused reﬂections in the line (Inset in (a)). As a result, the gain is frequency
dependent, bouncing from 0 dB to 20 dB. Apart from the ripples, there are also
non-periodic spikes in the spectrum due to coupling to ground plane resonances.
For this reason, it is not possible to clearly locate the dispersion engineered stop
bands (see Fig. 5.11 (a)).
Design 2 The motivation for Design 2 was to reduce the line impedance in
order to match it with in/out terminal 50 Ω impedances. Thanks to the increased
fractal capacitance, we managed to reduce the line high impedance and eliminate
ripples up to 2 GHz. To ﬁt 145 mm long line on a 2
′′
wafer, we have implemented
the fractal line with 90◦ turns. Additionally, the turning arcs with no-fractal
sections were made to provide dispersion engineering, as explained earlier.
The resulting transmission was found to be ﬂat at low frequencies, as shown
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Figure 5.11: (a) Design 1: 140 nm thick and 0.5 m long NbN line. Transmission
S21 versus frequency. Inset: zoom-in on ripples. (b) The gain averaged over a
Signal frequency window of 6.34 − 6.35 GHz versus Pump power/frequency for
Design 1. The period of gain modulation is the same as for transmission ripples
in the Inset. (c) Design 2: prototype KI-TWPA built on a 145 mm long line with
337 rad electrical length at 4 GHz. Device transmission S21. The arrow points
at the dispersion stop band with a spiky ﬂoor. Inset: zoom-in on residual ripples
above 2 GHz.
in Fig. 5.11 (c). However, judging from the residual ripples (Inset in (c)), one can
tell that the line is not completely impedance matched yet. It would not be a big
problem to boost the fractal capacitance even further to get a perfect impedance
match, but this design revealed another serious problem. While the dispersion
band centered around 4.5 GHz is more or less clear now, the band around 8.5 GHz
is poorly deﬁned. Also both bands have spiky ﬂoors (Fig. 5.11 (c)), which is far
from the shape of the expected band from simulations (Fig. 2.10). This is a
result of abrupt 90◦ turns in our design. Any continuity break strongly couples
to spurious resonances and has a detrimental eﬀect on the dispersion bands.
An attempt to run the ampliﬁer with a Pump frequency tuned close to the
ﬁrst dispersion band resulted in a very low gain (< 2 dB) because at 4 GHz the
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electrical length of the line was too short (337 rad) to get signiﬁcant nonlinear
phase shift Δθ. A higher electrical length at the second dispersion band, in
principle, should have provided some gain, would the band be properly deﬁned.
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Figure 5.12: Design 3: 114 mm long fractal line, design as in Fig. 5.4. (a)
Transmission S21 versus frequency. ’SL’-Design 3a, ’ML’-Design 3b, ’ML/ALD’-
Design 3b after ALD oxide deposition. (b) Zoom-in on (a),’SL’. (c) Zoom-in on
(a),’ML’. (d) Zoom-in on (a),’ML/ALD’.
Design 3 With Design 3 our aim was to extend the ripple-free region to higher
frequencies by boosting the fractal capacitance and achieving line impedance close
to 50 Ω in order to get the line matched to in/out terminals. We have achieved
this after few design-fabrication iterations (as its hard to know beforehand the
value of KI), which guided us towards the right amount of fractal capacitance
for balancing the high KI of the line. Also, we aimed at suppressing the ground
plane resonances. As explained earlier, an attempt to implement dispersion en-
gineering by removing sections of fractal pattern in Design 2 resulted in strong
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coupling to ground plane resonances. In order to minimize line coupling to spuri-
ous resonances, we decided to revert back to dispersion engineering by line width
modulation.
The S21 spectrum of the line fabricated with a single NbN layer (Design 3a) is
shown in Fig. 5.12 (a), labeled as ’SL’. From average ripple amplitude of ∼ 1.5 dB
(Fig. 5.12 (b)), we can estimate ∼ 70 Ω line impedance in the following way:
20log(S21) = 1.5 dB, S21 = 1.19,
S21 = 1 + S11 = 1 +
Z − 50
Z + 50
= 1.19,
Z = 73 Ω. (5.1)
Although the line is close to being impedance matched, the spectrum is full of
aperiodic features. Here we have realized that as soon as the ripples due to
line edge reﬂections were eliminated, the next design challenge was to get rid of
ground plane resonances. This issue was addressed with the multilayer fabrication
technology (Design 3b).
As discussed in section 5.4.1, paragraph Design 3, to upshift the spurious
ground plane resonance spectrum, we fabricated the ground plane (also the frac-
tal capacitors and the tapers) as a low-inductive ﬁlm in Design 3b (Fig. 5.4
(c)). The S21 spectrum of the line with impedance of ∼ 70 Ω, fabricated with
a multilayer technology, is shown in Fig. 5.12 (a), labeled as ’ML’. With the
multilayer technique it becomes easier to simulate/predict the behavior of fractal
elements and the tapers due to the absence of kinetic inductance. Most impor-
tantly, it becomes possible to remove the aperiodic spikes from the operation
range of the ampliﬁer. Hence, the transmission is much cleaner up to 8 GHz with
well-deﬁned ﬁrst and second band gaps, that are narrow and sharp as expected.
Alas, the third band expected at 9.5 GHz is still not well-deﬁned. This we relate
to residual ground plane resonances that still couple to KI-TWPA line at high
frequencies. The poorly deﬁned 3f highest band is quite alarming, because it
aims to block shock waves generated by the 3fP harmonic of the strong Pump
tone [108]. If measures are not taken, then the growth of shock waves will destroy
the superconductivity in the line.
As explained earlier, because it is diﬃcult to predict the exact value of KI
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in advance, a few design/fabrication iterations were needed to reach the desired
line impedance. In particular, Design 3b appeared to have an impedance of ∼
70 Ω. Instead of committing to another design iteration, we tried to tune the line
impedance to exactly 50 Ω by depositing ∼ 200 nm of ALD Al2O3 oxide on top
of the sample to slightly increase the capacitance. The resulting S21 spectrum is
almost ripple-free (the red plot in Fig. 5.12 (a), labeled as ’ML/ALD’ (multilayer
with ALD)). Due to the increased capacitance and reduced propagation velocity
(from νp = 0.033c to 0.023c), the bands have moved to lower frequencies and the
highest band is more clear now. As can be seen in Fig. 5.12 (a), some residual
features are still present even for the multilayer design. We attribute these to
either coupling to some box or spurious ground plane resonances linked to large
chip size and increased transverse dimensions of the fractal design (∼ 120 μm),
remaining as a subject for further investigation.
5.5.1 Kinetic inductance nonlinearity and parametric gain
As mentioned earlier, we assumed an ampliﬁer line with Lk kinetic inductance
dominating over its Lm geometrical inductance. In the calculation presented in
Appendix C, we arrive at Lk ≈ 7Lm.
Having this in mind, the nonlinear properties of our KI-TWPA line in Design
3b were tested by tuning the KI with a dc bias current. The resulting plot is
demonstrated in Fig. 5.13 (a). The plot is ﬁtted to a parabola Δθ = aI2 with
a ﬁtting coeﬃcient a = 2.45 mA−2 extracted from the ﬁt (see section 2.3.4).
With the electrical length θ ≈ 427 rad, known from Eq. (2.67), we get that the
nonlinearity parameter I∗ =
√
θ/2a = 9.3 mA from Eq. (2.68). The achieved
maximum nonlinearity in our KI-TWPA line Δθ/θ ∼ 1 % is higher than that of
0.7 % achieved in the original work [24]. The critical current of our line is 1.3 mA,
which is comparable to numbers in literature [109] and conﬁrms the high quality
and uniformity of the line.
Similar to Refs. [24, 25, 106], in our case also the dispersive shift close to the
ﬁrst band was found to be insuﬃcient to compensate for the line nonlinearity.
Therefore, we pumped at ∼ 6 GHz and measured parametric gain for Signal
frequency range of (7−7.2) GHz (Fig. 5.13 (b)). With a line as short as ∼ 10 cm,
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Figure 5.13: Design 3b, ’ML’. (a) Nonlinear phase shift measured at 5.9 GHz as
a function of dc bias. (b) Device transmission at zero Pump power (bottom) and
maximum Pump power just before the breakdown of superconductivity (top).
Average gain is ∼ 6 dB, maximum Pump power is −14.7 dBm. (c) Average gain
(in blue) and gain standard deviation (in green) versus Pump power.
we have achieved an average gain of ∼ 6 dB. This is to be compared against the
10 dB gain in [24] with 0.8 m long line. Though we have achieved a per unit
length gain (0.5 dB/cm) higher than ever reported, it is still below the number
expected from the measured line nonlinearity (∼ 1 dB/cm). Indeed, looking back
to the gain equation Gs =
1
4
e2Δθ and inserting the nonlinear phase shift of the
Signal 2Δθ = 4.5 rad, we arrive at 10log(Gs) = 13 dB gain, which is almost a
factor of ﬁve more in power gain than 6 dB. Below we will describe possible
reasons for this discrepancy.
We see that when the Pump power approaches the maximum, just 1 dB be-
low the superconducting to normal transition power (−14.7 dBm), ripples start
to develop on the originally ﬂat transmission, as shown in Fig. 5.13 (c)1. No-
tably, the ripple amplitude is moderate, ∼ 3 dB large as compared to more than
10 dB ripples in [24]. Still, even moderate ripples result in standing wave forma-
tion and premature breakdown of superconductivity, thus limiting the maximum
Pump power and the gain. Its unclear why on initially ripple-free transmission
ripples start to develop with increasing Pump powers. We speculate that this
unexpected behavior can be attributed to three likely gain limiting factors: ﬁrst,
at high powers the line enters an extremely nonlinear regime, which can not be
1The gain standard deviation was calculated as σ =
√
1
n
∑n
i=1(Gi − G¯)2, where Gi is the
gain at a frequency fi, G¯ is the average gain and n is the number of frequency points.
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treated anymore within the framework of a simpliﬁed model for the exponential
gain, given by Eq. (2.64). Second, the Pump tone gets partially reﬂected on
the dominant weak spot (the weakest point) in the line. As a proof, we have
found that when measuring from opposite in/out directions, the gain varies by
(2−3) dB as a function of Pump frequency. This is presumably because the eﬀect
of pumping is diﬀerent when the weak spot is positioned slightly asymmetrically
with respect to line in/out terminals. (2 − 3) dB amplitude variation is a char-
acteristic number hinting how much the gain can be potentially improved with
a perfectly homogeneous line, giving a number around 10 dB for the maximum
gain. This number would be on the same page as the gain value calculated from
the exponential gain equation. We conclude that for a maximum gain the line
homogeneity (thus the short length) is crucial. Finally, the third factor is the
following: the coupled-mode theory considers three modes: Pump, Signal, and
Idler. In our case we supply only Pump and Signal to the ampliﬁer input. The
Idler builds up via ampliﬁed vacuum ﬂuctuations at the Idler frequency. It takes
some time (i.e. some portion of the line) for the Idler to rise, and only after that
the coupled-mode theory applies. As a result, the eﬀective line length used in for-
mulas coming from coupled-mode theory is somewhat shorter than the physical
length, thus accounting for the gain discrepancy.
5.6 Summary & Outlook
In summary, with our slow propagation KI-TWPA line we managed to reduce
the wave propagation velocity down to 3% of the speed of light and demonstrate
a parametric gain with suppressed ripples. Our per unit length parametric gain
is ∼ 0.5 dB/cm, which considerably exceeds that in [24] (∼ 0.1 dB/cm) and in
[25] (∼ 0.05 dB/cm). The most important achievement is that we have obtained
the mentioned gain with only ∼ 10 cm long line, almost seven times shorter than
the line in [24] and twenty times shorter than the line in [25]. Up to date such an
ampliﬁer arguably stands the closest to a practical (industrial grade) quantum-
limited ampliﬁer operating at temperatures of ∼ 2 K.
We claim that there are few factors contributing to the achievable nonlinearity,
maximum Pump power and frequency independent gain. The elimination of
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impedance mismatch caused standing waves is the ﬁrst in this list. Balancing
the high KI of the line with increased fractal capacitance results in transmission
spectrum free of Fabry-Pero´t type ripples. The short length of the line (still
long enough to have suﬃcient gain), obtained via reduced propagation velocity,
comes next in this list. We have demonstrated that a short line is more robust,
homogeneous and less prone to fabrication-induced weak spots. The third factor is
the high quality and uniformity of the high aspect ratio line, which was a separate
challenge to overcome with the multilayer fabrication technology. Line uniformity
and quality have directly transformed into high KI nonlinearity, larger than that
in [24], even with such a short line. Last, but not the least the signiﬁcantly
suppressed ground plane resonances must be mentioned that was achieved thanks
to the versatile multilayer technique. Our results of notably cleaner transmission
spectra and dispersion engineered bands with sharp and narrow ﬂoors further
support this point.
In what follows, we will conclude with a summary of prospective ways to
further improve the ampliﬁer performance.
• Ways to increase the parametric gain So far we have demonstrated
that with our ∼ 10 cm long fractal KI-TWPA line ∼ 10 dB parametric gain
is feasible. However, for cascading with commercially available semiconduc-
tor ampliﬁers, 16 dB gain is required. We see the following directions for
boosting the gain of KI-TWPA.
– A more profound Dispersion engineering The positive curva-
ture of the gain vs. Pump power plot (Fig. 5.13 (c)) indicates that
a stronger dispersive shift should boost the gain even further. One
could take advantage of the multilayer technology and implement line
impedance perturbation by combining central strip sections with and
without kinetic inductance. Deploying kinetic inductance as a design
parameter, it is possible to arrange 2-3 fold steps in line impedance;
simulations show that the resulting dispersion should be more than
adequate.
– Longer line Another obvious way to get a higher gain is to make the
line longer. With a fractal design, this will not be easy, as the longer
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fractal line will have more fabrication defects (weak spots and shorts),
degrading device yield. This calls for better clean room conditions.
– High device yield To obtain longer line we need to keep the yield of
wafer-scale designs with micrometer structures at the acceptable level
(currently ∼ 60%), device processing must be further mastered. That
includes, most importantly, the exclusion of custom FIB treatment of
shorts from the workﬂow. Possible spin-oﬀ fault-tolerant directions,
discussed in Section 5.4.1, are the lift-oﬀ and CMP processes. Also,
the outsourcing of a lithography mask for the fractal design must be
considered.
• Noise characterization As soon as the parametric gain is boosted up to
16 dB, TWA noise characterization should be performed to demonstrate
that the noise level is indeed approaching the quantum limit.
• Ways for cleaning up ground plane resonances To reduce the spurious
resonances due to large transverse dimensions of the fractal design with a
meander shape, one should consider implementing a 6
′′
wafer, which could
ﬁt a straight fractal design.
Also, 1μm design rule could be reduced to 0.5μm. This means that the
whole design will downscale twice. Assuming the leading coupling term to
be dipole, downscaling the design size twice should suppress residual reso-
nances by 6 dB (as dipole coupling is proportional to the size squared and
twice smaller size will translate into a four times smaller coupling). To af-
ford such an advancement in fabrication workﬂow, without shorts degrading
the device yield, a higher class clean room environment will be necessary.
An alternative direction is to develop a fractal-free KI-TWPA. This ap-
proach is further discussed in the next section 5.7.
To conclude, fractal slow propagation lines potentially can be used for on-demand
engineering of propagation velocity and impedance via combined high and low
kinetic inductance elements in the same microwave circuit. Hard to implement
via conventional CPW TL’s, this will become possible via a fractal TL fabricated
with a multilayer technology. Such an on-demand engineering can be applied
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in step-impedance ﬁlters, as well as devices, that need long electrical lengths:
parametric ampliﬁers and phase shifters.
In addition to the NSMM and ESR techniques, a great variety of fundamen-
tal and applied research ﬁelds will immediately beneﬁt from a quantum-limited
ampliﬁer, just to list a few: Microwave Kinetic Inductance Detectors (MKIDs)
for astrophysics [110], photon detectors [111], and the whole emerging ﬁeld of
quantum computing and cryptography [7].
5.7 The quest for an alternative to the coplanar
design
In the experiments described above, introducing an increased fractal capacitance
in the CPW design, we have succeeded in achieving various goals set in front of
us. We have learnt also that in case of the KI-TWPA, the fractal design un-
fortunately has intrinsic drawbacks, limiting the maximum achievable gain and
device performance. First, due to a long perimeter and micrometer wide gaps in
the superconductor, the fractal design is prone to fabrication shorts. Such shorts
may happen during any fabrication step and a single short is enough to make the
whole device useless. Second, due to its large transverse dimensions (∼ 120 μm),
fractal line couples to ground plane resonances that overlap with the device trans-
mission spectrum. Although spare, such resonances are not tolerable for many
practical applications and need to be suppressed. An alternative way of reducing
the propagation velocity, that would help in overcoming these drawbacks, is the
microstrip line.
The interest in microstrip lines was large back in 1960’s. The reason was the
discovery made by Pippard [112]: it was possible to slow down the wave due to
the high kinetic inductance of superconducting thin ﬁlm TL. This ﬁnding was fol-
lowed by many trials of implementing superconducting microstrip lines for delay
line-based signal processing applications [112, 113]. The main motivation behind
these trials was the simplicity, low cost and improved reliability of signal process-
ing functions due to the miniaturization of the signal carrying line. Whilst the
primary interest was in the slowest, but loss-less microstrip lines, unfortunately
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none of the trials led to microstrip lines with low enough dielectric loss. Hence,
due to poor quality factors and the lack of systematic study of the loss charac-
teristics, microstrip designs were not used in the ﬁelds of c-QED and quantum
computing.
Later in 2000’s, the possibility to use microstrip lines for kinetic inductance
detector applications inspired new experiments [114]. Except the conventional
way of producing a microstrip line (Fig. 2.5), one could instead have all three
layers on the same side of the substrate. To achieve increased capacitance this
way, the intermediate dielectric layer needed to be thin ﬁlm. Notably, the result-
ing device was even more compact as compared to CPWs, due to the reduced
dielectric thickness (for a 50 Ω line ∼ 25 nm thick as compared to 2− 10 μm gap
in CPW). Furthermore, the high kinetic inductance of the superconductor trans-
lated into the improved sensitivity of the detector [115]. However, the quality
of deposited thin ﬁlm dielectric seemed to be still inferior to the quality of bulk
sapphire, commonly used in CPW designs.
For the development of a fractal-free KI-TWPA, this kind of modiﬁed mi-
crostrip design seemed to be the right route towards achieving increased capac-
itance. Except the low-loss thin ﬁlm dielectric, we needed also to ﬁnd out how
much of KI nonlinearity the microstrip line could deliver. In order to check both,
the easiest way would be to make a tunable microstrip resonator. The Q-factor
of such a resonator would characterize the dielectric quality. On the other hand,
the obtainable frequency shift would serve as a measure of line nonlinearity.
Frequency tuning was another functionality, that made CPW resonators at-
tractive for experiments with photon storage and release [116], dynamic coupling
of quantum bits [117], etc. While a common approach to make the frequency
of CPW resonator tunable was to combine it with a SQUID, such an approach
suﬀered from losses due to the SQUID and required sub-1 K temperatures [118].
Another approach was to tune the frequency with a magnetic ﬁeld, via the ki-
netic inductance intrinsic to the superconducting material. This kind of tuning
was possible with much higher CPW Q-factors, but with limited tuning range as
compared to the previous approach (3 MHz versus 700 MHz) [119]. Instead of
using magnetic ﬁeld, the frequency (via kinetic inductance) could be controlled
also with a current bias. The ﬁrst implementation of this idea, however, resulted
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in a much slower tuning than that achievable with SQUIDs (1 ns) [52].
Clearly, the development of a tunable microstrip resonator was a challenging
trade-oﬀ between the Q-factor, the range and the time of frequency tuning.
5.8 Challenges to be addressed in Tunable Mi-
crostrip Resonators
• Development of microstrip resonators with deposited oxide as the thin ﬁlm
dielectric layer.
• Loss characterization of microstrip resonators.
• Incorporation of low radiative dc bias lines into the resonator design.
• Realization of fast and wide-range frequency tunability.
5.9 Slow propagation microstrip lines
To cope with the Q-factor/tuning range/tuning time trade-oﬀ and to avoid the
disturbing issues introduced with the fractal design, we went for the slow propaga-
tion microstrip line design shown in Fig. 5.14. To achieve increased capacitance,
the thickness of the intermediate dielectric ﬁlm must be well below micrometer
(∼ 25 nm for a 50 Ω line). Therefore, all three layers of the microstrip (top con-
ductor, thin ﬁlm dielectric, ground conductor) must be on the same side of the
substrate (sapphire).
h’
w
sapphire
ground conductor
dielectric
top conductor
Figure 5.14: Microstrip transmission line with top, bottom conductors and inter-
mediate thin ﬁlm dielectric layer on the same side of sapphire (w is the width of
top conductor, h
′
is the thickness of thin ﬁlm dielectric).
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More speciﬁcally, our actions were initially based on the following presump-
tions.
• To obtain a high-Q thin ﬁlm dielectric, atomically deposited ALD aluminum
oxide was chosen. The choice of ALD aluminum oxide was motivated by
comparatively low loss tangents of 2.7 × 10−5, reported in literature [120].
The high quality ALD oxide was expected to be the best candidate for the
development of a low-loss microstrip resonator, given that one could develop
a perfected fabrication process to make sure the absence of pinholes and
defects in the ALD oxide.
• To this point it was clear that the design would be much more simple and
ﬂexible as compared to CPW designs and thus would enable the integra-
tion of dc bias lines for tuning the resonator frequency. Whether after the
introduction of bias lines it would really be possible to tune the frequency
while keeping the Q-factor not deteriorated by radiation losses, was still
questionable.
• The increased capacitance reduces the line propagation velocity, signiﬁ-
cantly shortening the TL length (λ = νp/f). This kind of slow propagation
line, as compared to conventional CPW lines, would facilitate the future
development of more compact KI-TWPAs.
• If the deposited dielectric layer is thin enough, the increased capacitance
could balance the high KI of the KI-TWPA line, solving the impedance
mismatch issue.
5.10 Experimental Techniques
5.10.1 Microstrip resonator design concepts
To characterize the losses in the resonator, the simplest possible design #1 was
made as a reference (Fig. 5.15 (a)). Design #1 comprises a λ/2 microstrip
resonator capacitively coupled to a CPW feedline at its voltage antinode.
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Figure 5.15: (a) The simplest design #1, created for loss characterization, is a
λ/2 resonator capacitively coupled to CPW feedline. The voltage and current
modes are sketched above. (b) Design #2 is a folded λ/2 resonator with shunt to
ground capacitive terminations. The voltage and current modes are sketched for
a single λ/4 prong of the resonator. (c) Design #3, with bonding pads coupled
to the shunt capacitors. The dc bias lines for frequency tuning, to be bonded to
resonator pads, are located on the most left. (d) The schematic representation
of the resonator in (c). (e) Fabrication step sequence for producing microstrip
resonators.
In the next design generation (#2), we terminated both ends of the resonator
with large shunt capacitors to check if this would cause any reduction in Q-factor
due to dielectric losses in capacitors (Fig. 5.15 (b)). The second design #2 is also
a λ/2 microstrip resonator, but with the capacitive terminations at its voltage
nodes. The resonator is capacitively coupled to CPW feedline at its middle point
and can be represented as two λ/4 microstrip sections connected in series. As
this λ/2 resonator is coupled in the middle point, only the symmetric modes will
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be excited, so the excitation spectrum will be the same as for λ/4 resonator. For
the ﬁrst design all the modes must be observable.
Finally, the last design version (#3) served in testing the KI nonlinearity
(Fig. 5.15 (c)). To this end, design (#3) had additional bonding pads in parallel
with shunt-to-ground capacitive terminations, to enable the dc bias tuning of the
resonator frequency. The shunt capacitors provide short to ground at microwave
frequencies, while allowing the dc tuning of KI. Eﬀectively, the capacitors behave
as low-pass ﬁlters, transmissive for a dc control. The schematic representation of
design #3 is sketched in Fig. 5.15 (d). To avoid shorts through the ALD oxide,
a window was opened in the ground plane conductor, so that the top conductor
of bonding pads could directly be deposited on sapphire. The microstrip line in
design #3 is 2 μm wide and 2280 μm long.
5.10.2 Microfabrication of Microstrip Lines
We have fabricated and measured three diﬀerent devices corresponding to designs
illustrated in Fig. 5.15 (a-c) respectively. Microstrip resonators have been im-
plemented with Nb/Al/Al2O3/NbN structure on a 2
” sapphire wafer (Fig. 5.15
(e)). Nb acts as the ground plane conductor of the microstrip line and NbN as
the top conductor. The thin Al layer on top of Nb initiates a high-quality oxide
in the following step. Finally, the Al2O3 is the thin ﬁlm dielectric deposited with
ALD.
First Ti/Au (10/140 nm) alignment marks were made on the wafer. Next,
Nb/Al (50/10 nm) was sputtered over the wafer in a near-UHV sputter system.
For the uniformity of the ﬁlms, sputtering was done with a rotating sample stage.
Right after the chamber was ﬁlled with Oxygen, while keeping the Argon ﬂow shut
and the sample was left in the oxidized chamber for 10 min at 170◦C, resulting
in an estimated thickness of Al2O3 to be about ∼ 5 nm. After e-beam patterning
of the Nb/Al/Al2O3 layer, the developed regions of the wafer were etched in RIE
plasma system: ﬁrst Al/Al2O3 with SiCl4/Cl2/Ar gas mixture for 1 m 40 s and
then Nb with NF3 gas for 1 m 10 s. After etching, the resist was removed with
65◦C Remover for 20 min and O2 ashing. For having a high quality dielectric,
we deposited 50 nm of ALD aluminum oxide. On top of ALD Al2O3, 50 nm of
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NbN was sputtered. After e-beam patterning of NbN layer, the developed and
opened-up areas were etched in a preconditioned chamber with CF4/O2 mixture
for 2 m 30 s. The chips were diced away and cleaned in a 65◦C Remover for
20 min. See Appendix B for more fabrication details.
5.10.3 Measurements
Devices #1,#3 were measured in a He3 cryostat at 300 mK, and device #2 was
measured in a He4 gas-ﬂow cryostat at ∼ 2 K. The cryogenic 300 mK setup is
illustrated in Fig. 5.16. The sample was glued on a PCB and mounted inside a
copper box. The microwave probe line was attenuated by ∼ 72 dB to suppress
high temperature radiation on the way towards the sample. A twisted pair (ther-
malized through a low-pass ﬁlter 10 Ω×10 μF) was used for dc biasing the sample.
The signal transmitted through the sample was ﬁrst ampliﬁed with a cryogenic
HEMT ampliﬁer, ampliﬁed again at room temperature and then feeded to VNA.
All the expected resonance harmonics were observed with high reproducibility.
We have measured the S21 transmission through resonators. To extract the Q-
factor of capacitively coupled microstrip resonators, we used expressions, similar
to the ones derived earlier in section 2.2.2 for inductively coupled resonators. The
resonance lineshape was ﬁtted to a Lorentzian (see chapter 2, section 2.2.2),
S21 = 1 + S21,bckg − (1− S21,min)
1 + 2jQt
Δω
ω0
, (5.2)
where S21,bckg is a complex parameter accounting for an assymetrical resonance
lineshape due to background transmission. This term becomes particularly no-
ticeable when tunable resonator frequency matches the frequency of some ground
plane resonance on a chip.
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Figure 5.16: The microwave and dc measurement setup. The microwaves are sent
through coaxial cables, which are attenuated to suppress radiation and provide
thermalization. In the microwave output line, the circulator aims to isolate the
sample from backward radiation coming from the ampliﬁer. For dc measurements,
resistive wires, combined with low-pass ﬁlters, have been used to reduce the heat
conduction. At room temperature the sample was current biased through 833 Ω
resistors.
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5.11 Results
Thanks to our technological advance in growing high quality ALD oxide ﬁlms,
we have obtained microstrip resonators with high internal Q-factors of ∼ 104 at
single photon powers, validating the low loss tangent of the deposited dielectric
(Design #1). The Q-factors are even better at increased powers, reaching the
numbers of the order of > 105 for around 10 − 50 photons in the resonator,
comparable to numbers reported in literature for ALD oxide [120]. The device
yield is essentially 100%.
Design #2 demonstrates that the dielectric losses in the shunt capacitors are
rather small, as the internal Q-factor stays around ∼ 7 · 103 at 2 K.
Design #3 is simple, yet versatile and allows to obtain the extra functionality
of frequency tuning, maintaining internal Q-factor of ∼ 6 · 103. We relate this
moderate decrease in Q to some power leaking into dc bias lines, possibly via
increased coupling of the resonator to spurious ground plane resonances.
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Figure 5.17: Design #3. S21 transmission spectrum of 3 microstrip resonators
on the same chip. The resonators have resonance frequencies 2.4, 2.65, 2.9 GHz.
Only the left most resonator (2.4 GHz) is connected to dc bias lines. Diﬀerent col-
ors correspond to diﬀerent dc current biases in the range of (0−3) mA, T=0.3 K,
excitation power=−107 dBm.
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Figure 5.18: (a) The KI nonlinearity of microstrip resonator as a function of dc
current squared. (b) The KI nonlinearity of ∼ 10 cm long fractal KI-TWPA line
as a function of dc current squared.
To test frequency tunability, on a chip containing three resonators with slightly
diﬀerent frequencies, the one with 2.4 GHz resonance frequency was connected
to dc bias lines. The S21 spectrum, revealing three resonances at frequencies
2.4, 2.65, 2.9 GHz, is shown in Fig. 5.17. As expected, only the resonator with a
frequency of 2.4 GHz responded to the dc control, while resonance frequencies of
the other two (non-bonded) resonators were not aﬀected.
The dc control of line KI results in a quadratic dependence of resonance
frequency on dc current, as expected from KI nonlinearity (Fig. 5.18 (a)). The
tunable microstrip resonator exhibits a maximum KI nonlinearity of δf/f0 = 3%,
greater than that of 1% in our fractal KI-TWPA (Fig. 5.18 (b)) and 0.8% in the
original prototype TWPA [24]. Moreover, the wave propagation velocity of this
microstrip resonator (νp = 2Ltotf = 2 × 2.3 mm x 2.4 GHz = 0.038c) is of the
same order as in fractal KI-TWPA (νp = 2Ltotf = 2 × 114 mm × 43 MHz =
0.033c), i.e. ∼ 3 times slower than in conventional CPW lines. With the shunt
capacitors acting as non-dissipative low-pass ﬁlters, we estimate the tuning time
of the microstrip resonator to be of the order of ZrCt = 3 ns, where Zr = 26 Ω is
the resonator impedance and Ct = 110 pF the terminal capacitance
1. 3 ns tuning
time is on the same page as that in case of CPW/SQUID approach (1 ns).
Finally, we fabricated a ∼ 10 cm long microstrip line to test its operation as
1For ALD dielectric thickness of 50 nm, dielectric constant of 10, terminal capacitor area
of 250× 250 μm2 and vacuum permitivity of 8.9 · 10−12 F/m, Ct = 110 pF.
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Figure 5.19: (a) S21 transmission for a ∼ 10 cm long microstrip line. (b) Mi-
crostrip top conductor-to-CPW taper connection junction. The taper consists of
Nb/Al/Al2O3/NbN/Al/Nb/NbN (100/10/12.8/20/20/100/10 nm) from bottom
to top. The microstrip line consists of Nb/Al/Al2O3/NbN (100/10/12.8/20 nm)
from bottom to top. T=2.3 K.
KI-TWPA. The S21 transmission spectrum is demonstrated in Fig. 5.19 (a). We
observed a signiﬁcant device attenuation (50 dB at 4 GHz), in spite of the fact
that device was neither shorted, nor open circuit. We relate such attenuation to
the CPW-microstrip coupling interface quality (Fig. 5.19 (b), the step is pointed
with an arrow).
Our speculation regarding CPW-to-microstrip junction quality is supported
by our experience with earlier microstrip designs. When we made a resonator with
a Nb ground plane conductor thicker than NbN top conductor (Nb (100 nm), Al
(10 nm), Al2O3 (10 nm), NbN (20 nm)), we observed that the external Q-factors
and thus the resonator couplings were not reproducible. This issue was improved
after switching to Nb, NbN with equal thicknesses - (Nb (50 nm), Al (10 nm),
Al2O3 (55 nm), NbN (50 nm)). We attribute this to local defects in the area,
where CPW line is converted into microstrip (Fig. 5.20 (a)). The large step in
layer thicknesses could cause breaking of the superconducting strip or introduce
shorts in the ALD oxide itself (Fig. 5.20 (b), pointed with red arrows). An ideal
CPW-to-microstrip transition should contain no steps. A trick to improve this
can be introducing a very narrow cut in the CPW central-to-ground gap (sketched
in Fig. 5.20 (c)). The cut should be just narrow enough to be ﬁlled with the ALD
oxide (∼ 50 nm). The subsequent NbN layer will then be much smoother in the
transition area. Note, that such a small cut will not induce much radiation in
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Figure 5.20: (a) Zoom-in on the microstrip-to-CPW coupling area. (b) Cross-
section across the dashed line in (a). The gap between the CPW central line and
the ground plane is ﬁlled with Nb (100 nm), Al (10 nm), Al2O3 (10 nm), NbN
(20 nm). The red arrows point at the steps in the structure. (c) The cross-section
of the CPW gap with 50 nm wide cut in Nb layer. Thicknesses of the layers are
Nb (50 nm), Al (10 nm), Al2O3 (55 nm), NbN (50 nm). The surface of NbN is
almost ﬂat. Sketch is not to scale.
the ground plane conductor of the microstrip line. Thus, in the implementation
of a microstrip-based KI-TWPA the major challenge remains the coupling of the
microstrip top conductor to CPW tapers. Apart from the attenuation, there
are also periodic ripples in the spectrum, as the line is not perfectly impedance
matched with in/out tapers. These ripples can be easily eliminated by impedance
matching the microstrip line to in/out terminal 50 Ω impedances via tuning, for
example, the oxide thickness. On top of ripples, there are non-periodic features,
which we relate to coupling to spurious ground plane resonances. The elimination
of ground plane resonance-caused spikes is a more serious issue and remains as
an open question for future investigation.
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5.12 Summary & Outlook
The purposed ﬁrst ever tunable microstrip resonators provide a unique combina-
tion of substantial tunability range (3%), fast tuning time (3 ns) and high Qs on
par (at single photon powers) or superior (with > 50 photons in the resonator)
to the standard CPW/SQUID tunable design. Though there exist tunable res-
onators in literature with higher Qs, faster response and wider tuning range, none
of them so far provides a balanced combination of all the parameters. While the
reported Qs are already enough for many c-QED applications, we expect that the
Q-factors can be further improved by switching to deposited thin ﬁlm hydrogen
rich amorphous silicon (a-Si:H) oxide with a reported loss tangent of ∼ 2·10−5 (at
low powers) [121]. Radiation losses can be reduced by introducing more eﬀective
superconducting ﬁlter after the terminal capacitors to isolate the microwaves.
Fractallizing the ground conductor of the microstrip resonator can make it
resilient to 400 mT magnetic ﬁelds (Paper II). Moreover, it was demonstrated in
a recent work in literature that a single 100 nm wide superconducting strip can
tolerate parallel ﬁelds up to 6 T at 0.3 K [98]. We therefore propose that similar
resilience should be achievable for a double strip (a signal strip on top of a ground
strip) design. The disadvantage of a single strip design, reported in [98], is the
excessive radiation losses (due to unbalanced dipole), which should be eliminated
in a double strip design.
And last but not the least, the reported tunable microstrip resonators may
potentially serve as a test-bed for a microstrip line to be implemented as the core
element of KI-TWPA. We demonstrate that the tunable microstrip resonators
have KI nonlinearity suﬃcient for parametric gain with a much more compact
line as compared to standard CPW or even fractal-based designs. Our data sug-
gest that the implementation of microstrip-based KI-TWPA should be feasible.
However, many potential hindrances are standing on the way to reach this goal,
such as coupling the line to in/out CPW terminals, decoupling from ground plane
resonances and so forth.
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Chapter 6
Conclusions
In c-QED and quantum computing experiments, quantum systems interact
with microwaves that have a wavelength on the order of a centimeter. In this
thesis, we have developed superconducting transmission lines with a microwave
propagation velocity reduced by almost two orders of magnitude, as compared to
propagation in vacuum. The corresponding wavelength is reduced accordingly,
which makes it possible to build microwave elements (resonators, ﬁlters) much
closer in size to active elements like transistors (few μm) and transmon qubits
(∼ 100 μm). Particularly, we have presented how NSMM, ESR and KI-TWPA
techniques beneﬁt from design elements with reduced propagation velocity. With
all the potentials reported in this thesis, slow propagation superconducting lines
prove to be an important key on the way towards quantum technology.
Paper I: To make NSMM truly a non-invasive tool for interrogating quantum
mechanical states of spurious (TLFs) and engineered (qubits) quantum systems,
the NSMM should operate the microwave sensor close to the fundamental limit
of single quanta of energy stored on average per cycle in the probe. As the
microwave sensor for the microscope, we have developed a novel miniaturized
resonator design based on a millimeter long slow propagation quasi-fractal line
and we were able to place the resonator directly on a quartz tuning-fork. As
a result, we reported NSMM operation with very low microwave probe powers,
opening prospects for the coherent characterization of single TLF.
My contributions: AA participated in the development of fabrication process,
helped with the fabrication and preparation of ﬁnal samples. AA was involved in
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the discussions of the results and in writing the manuscript.
Paper II: We have demonstrated that due to miniaturization the squeezed
microwave mode volume of planar resonators favors the coupling of electromag-
netic ﬁeld to spins, thus enhancing the ESR sensitivity. However, to maintain
a high quality factor, the planar resonator should be superconducting, while all
previously known superconducting resonators failed to operate at high magnetic
ﬁelds, needed to bring Zeeman spins in resonance with microwaves. We suggested
a universal approach for reducing magnetic ﬁeld induced losses in superconduct-
ing resonators by splitting microwave currents in between many parallel branches
in a distributed thin ﬁlm fractal network. The reported high-Qs at strong mag-
netic ﬁelds translate into high spin detection sensitivity. The possibility to study
small number of spins opens out new horizons towards single spin ESR.
My contributions: AA contributed to sample fabrication and measurements.
AA participated in the discussions of the results and in writing the manuscript.
Paper III: Working on NSMM and ESR projects, we realized that an ulti-
mate sensitivity of a single spin/TLF can only be approached with a quantum-
limited ampliﬁer in the microwave readout. Inspired by a prototype KI-TWPA,
based on a kinetic inductance nonlinearity intrinsic to a superconductor, earlier
demonstrated by a group from Jet Propulsion Laboratory (JPL), we have entered
the challenging race for the practical implementation of KI-TWPA. Our intention
was to build a KI-TWPA based on a fractal slow propagation line to substantially
reduce the length of the ampliﬁer line. While working on this project, we have
realized that the fractal design has stronger coupling to parasitic ground plane
resonances due to its increased transverse dimensions as compared to a standard
coplanar line. To cope with this problem, we have developed a custom multilayer
fabrication technology, which allowed to combine high-KI (for an ampliﬁer line)
and non-KI elements (for the ground plane) in a single design. With non-KI
ground plane, the spectral density of ground plane resonances was dramatically
reduced. In a global context of microwave engineering, deploying KI as a design
parameter opens a new design dimension and shall also favor the development of
ﬁlters, diplexers etc.
My contributions: AA developed the fabrication process with some advice
from SK and SdG and contributed to device design. AA fabricated the samples,
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performed the measurements and analyzed the data with some assistance from
AD. AA wrote the paper with support from AD.
Paper IV: In this paper, replacing the coplanar line in the original design
from JPL with a slow propagation fractal line, we have succeeded in radically
shortening the ampliﬁer line from almost one meter (JPL) to ten centimeters. As
a result, our ampliﬁer is much less vulnerable to fabrication defects that were one
of the factors limiting the gain in the original work by JPL. At the same time,
increased line capacitance allowed for better impedance matching of the line, by
compensating for its high kinetic inductance. The ﬁnal ampliﬁer demonstrated
per unit length gain more than four times higher than ever reported, accelerating
the progress of a practical KI-TWPA.
My contributions: AA developed the fabrication process with some advice
from SK and SdG, contributed to device design and simulations. AA fabricated
the samples, performed the measurements and analyzed the data with some as-
sistance from AD. AA wrote the paper with support from AD.
Paper V: In parallel with fractal KI-TWPA, as a plan-B for the slow propaga-
tion line, we have explored a superconducting microstrip line. Instead of resorting
to a fractal capacitor, we boost the per unit length capacitance by thinning down
the dielectric layer in the microstrip. To keep the dissipation on par with coplanar
line on silicon/sapphire substrates, we used ALD aluminum oxide as a thin ﬁlm
dielectric. We have shown that with a proper microstrip design and a perfected
fabrication it is possible to reach high Q-factors, suggesting that the equivalent
loss tangent of oxide material is good enough for building a parametric ampliﬁer.
To test the achievable kinetic inductance nonlinearity in the microstrip line for the
implementation of KI-TWPA, we have produced a tunable microstrip resonator
with a frequency controlled by a current bias and demonstrated a combination of
high-Q, moderate tuning range and fast tuning time.
My contributions: AA developed the fabrication process with some advice
from SK, contributed to device design. AA fabricated the ﬁnal samples, per-
formed the measurements and analyzed the data with some assistance from AD.
AA wrote the paper with support from AD.
117
6. Conclusions
118
Appendix A
Derivation of inductively coupled
resonant circuit parameters
In this appendix we will step-by-step derive the input impedance of an open-
ended λ/4 resonator inductively coupled to a microwave feedline shown in Fig.
2.6 (a), it’s Q factors, as well as S21 transmission coeﬃcient. The TL resonator
behaves in this case as a series lumped-element circuit with an impedance deﬁned
in the following way[27]:
Zr = R + j(ωL− 1
ωC
). (A.1)
At the resonance frequency the capacitive and inductive reactances balance out
ω0L = 1/ω0C, and the resonant circuit impedance becomes purely real, thus we
can introduce the resonance frequency and a characteristic impedance such as,
ω0 =
√
1/LC, Z0 =
√
L/C, then we can rewrite Zr:
Zr = R + j(
ωω0L
ω0
− ω0
ωω0C
) = R + jZ0(
ω
ω0
− ω0
ω
). (A.2)
Inserting Qi = Z0/R, we will get:
Zr = R(1 + jQi(
ω
ω0
− ω0
ω
)). (A.3)
We can make an approximation that ω = ω0 + Δω, where Δω/ω0 is very small
near the resonance frequency and 1/(1 + x) = 1− x [122], thus
Zr = R(1 + 2jQi
Δω
ω0
). (A.4)
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For the inductively coupled resonator circuit the input impedance will be [36]:
Zin = jωL0 +
ω2M2
Zr
, (A.5)
where L0 is the inductance of the coupling loop and M is the mutual inductance
between the resonator coupling TL section and the TL. In this analysis, near
resonance frequency the ﬁrst term in Eq. (A.5) can be neglected, reducing it to
Zin ≈ ω
2
0M
2
R(1 + 2jQi
Δω
ω0
)
. (A.6)
At resonance frequency Δω = 0 and Eq. (A.6) will be simply Zin ≈ ω20M2/R =
ω20M
2Qi/Z0.
The ratio of internal to external Q-factors for a resonator coupled to the TL,
is deﬁned as:
Qi
Qe
=
Pe
Pi
=
V 2
2I2RZ0
=
ω20M
2
2RZ0
, (A.7)
with
Qe =
2LZ0
ω0M2
. (A.8)
In case of series impedance Zin with TL Z0, S21 transmission coeﬃcient is [37]
S21 =
2
2 + Zin
Z0
. (A.9)
After inserting Eq. (A.6) into (A.9) and rearranging [38],
S21 =
S21,min + 2jQtot
Δω
ω0
1 + 2jQtot
Δω
ω0
, (A.10)
where Qtot is the total (loaded) Q-factor, S21 = S21,min at ω = ω0 and is deﬁned
as
S21,min =
Qtot
Qi
=
Qe
Qi +Qe
. (A.11)
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Fabrication Recipes
Slow propagation lines for KI-TWPA
1) Initial patterning
• Clean the native oxide from 2′′ Si wafers in 2% HF bath for 30 s, rinse in
water bath and blow dry.
• Immediately load the substrates into DCA metal sputter system (1144).
In order to avoid ﬂakes from the sputtering source, it’s better to sput-
ter right after the source has been cleaned. Sputter 80/20/100/10 nm of
NbN/Al/Nb/NbN with rotating sample stage, base pressure below 2 ×
10−8 Torr. The recipe must have the following parameters: target DC
power: Nb/NbN 200 W, Al 50 W, Ar ﬂow 60 sccm, N2 ﬂow 6.5 sccm, pro-
cess pressure: NbN 6.7 microbar, Nb 8 microbar, Al 6.7 microbar, rates:
Al 15 nm/min, NbN 27 nm/min, Nb 40 nm/min. Do sample stage cooling
for all layers except the bottom NbN.
• Spin-coat resist UV5-0.8 4000 rpm for 1 min; softbake at 130 ◦C on hot
plate for 2 min. Its preferable to clean the pipette with water/Isopropanol
(IPA)/Acetone beforehand.
• Expose with e-beam system (100 kV, JEOL JBX-9300FS), 35 nA current.
The pattern must be exposed with two diﬀerent ﬁeld lines, each with half
a base dose, to avoid stitching errors. Postbake at 130 ◦C on hot plate for
1.30 min. Develop the resist with Microposit MF24A for 50 s and rinse
with water.
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• In the chamber 2 of plasma etch-RIE system (404), etch top Nb/NbN with
NF3 gas for ∼ 50 s (50 sccm, radio frequency (RF) forward power 30 W,
inductively coupled plasma (ICP) power 200 W). Follow the etching process
with a laser interferometer to manually stop etching after the signal change
on Al interface. Move the wafer to chamber 1 and etch Al with SiCl4/Cl2/Ar
gas mixture for ∼ 50 s (10/10/10 sccm, RF power 60 W, ICP power 0 W)
and then move back to chamber 2 to etch bottom NbN with NF3 gas for
∼ 50 s.
• Clean the resist in the Plasma BatchTop (419) with 100 W O2 plasma
(strip3m−a).
2) Removing of shorts
• Spin-coat resist ARP 6200.13 (Allresist GmBH) 4000 rpm for 1 min; soft-
bake at 160 ◦C on hot plate for 5 min. Do this twice to end up with 800 nm
thick resist.
• Expose with e-beam system (100 kV, JEOL JBX-9300FS), 35 nA current
using mark alignment. Develop the resist in Oxylene for ∼ 1 min and dip
in IPA, blow dry.
• In plasma etch-RIE system (404) run preconditioning recipe for chamber
2 (chamber pressure 80 mTorr, step1: O2 - 50 sccm, RF forward power
100 W, ICP power 500 W, step2: CF4/O2 - 50/10 sccm, RF forward power
100 W, ICP power 700 W, step3: O2 - 50 sccm, RF forward power 20 W,
ICP power 500 W). Etch top Nb/NbN with CF4/O2 gas mixture for
1 min30 s (60/3 sccm, RF forward power 30 W, ICP power 200 W), track
the etching with a laser interferometer and manually stop after reaching the
Al interface. Move the wafer to chamber 1 and etch Al with SiCl4/Cl2/Ar
gas mixture for ∼ 50 s (10/10/10 sccm, RF power 60 W, ICP power 0 W)
and then move back to chamber 2 to etch bottom NbN with CF4/O2 gas
mixture for 50 s.
• Clean the resist in the Plasma BatchTop (419) with 100 W O2 plasma
(strip3m−a). Do additional cleaning with 65◦C mr-Rem 400 Remover (or
1165, MicropositTM Remover 1165, DOW chemical company) for 20 min.
3) Thinning down the central strip
• Spin-coat 400 nm thick resist ARP 6200.13 (Allresist GmBH) 4000 rpm for
1 min; softbake at 160 ◦C on hot plate for 5 min.
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• Expose with e-beam system (100 kV, JEOL JBX-9300FS), 35 nA current
using mark alignment. Develop the resist in Oxylene for ∼ 1 min and dip
in IPA, blow dry.
• In plasma etch-RIE system (404) run preconditioning recipe for chamber
2. Etch top Nb/NbN with CF4/O2 gas mixture for 1 min30 s (60/3 sccm,
RF forward power 30 W, ICP power 200 W), track the etching with a laser
interferometer and manually stop after reaching the Al interface.
• Remove Al with MicropositTM MF319 Developer (DOW chemical com-
pany) for 2 min and then rinse the wafer in water, blow dry.
• Clean the resist in the Plasma BatchTop (419) with 100 W O2 plasma
(strip3m−a).
• On the wafer top-side spin-coat resist S1813 (Microresist GmBH) 3000 rpm
for 1 min; softbake at 130 ◦C on hot plate for 2 min. Dice the wafer into
chips from top-side and clean the resist with 65◦C mr-Rem 400 Remover (or
1165, MicropositTM Remover 1165, DOW chemical company) for 20 min
or in Acetone, combined with 3 min of ultrasonic bath (50% power).
• Carefully inspect the whole chip under OM, and then in SEM for shorts.
Remove the shorts with FIB/SEM system (DualBeam Versa (404)), ion
beam current 7 pA, avoid exposing the sample to ion beam for a long time.
Microstrip Resonators
1) Alignment marks
• Spin-coat resist Copolymer MMA8.5EL10 3000 rpm (∼ 450 nm) for 90 s
on a 2
′′
sapphire wafer; bake at 130 ◦C on hot plate for 5 min.
• Spin-coat PMMAA2 (Microlithography Chemicals Corp. (MCC)) 3000 rpm
(∼ 70 nm) for 90 s; bake at 130 ◦C on hot plate for 5 min.
• Evaporate 20 nm of Al.
• Expose with e-beam system (100 kV, JEOL JBX-9300FS), 35 nA current.
Remove Al in a wet etch solution MF319 Developer (DOW chemical com-
pany) for 2 min and then rinse the wafer in water. Develop the resist with
IPA:H2O 10:1 mixture for ∼ 110 s.
• Run ash10s in the Plasma BatchTop (419). Evaporate 10 nm Ti and 140 nm
Au. Lift-oﬀ in a 65◦C mr-Rem 400 Remover for 20 min.
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2) Patterning of the ground plane
• Sputter 50/10 nm of Nb/Al in a DCA Metal system with rotating sample
stage (base pressure below 2×10−8 Torr, Ar ﬂow 60 sccm, target DC power
Nb 200 W, Al 50 W, process pressure: Nb 8 microbar, Al 6.7 microbar,
rates: Nb 50 nm/min, Al 15 nm/min). In between Nb and Al deposition
turn the heater on. Start ﬁlling the chamber with O2 and leave the sample
to oxidize for 10 min at 170◦C (pressure: > 4 Torr, rate: ∼ 0.5 nm/min).
• Spin-coat resist UV5-0.8 (Microresist GmBH) 4000 rpm for 1 min; softbake
at 130 ◦C on hot plate for 2 min.
• Expose with e-beam system (100 kV, JEOL JBX-9300FS), 35 nA current
using mark alignment. Right after exposure post-bake at 130 ◦C on hot
plate for 1.30 min. Develop the resist with Microposit MF24A for 45 s and
rinse with water.
• Run O2 ash10s in Plasma BatchTop (419) and in Plasma etch-RIE system
(404) etch Al/Al2O3 with SiCl4/Cl2/Ar gas mixture for 1 m 40 s (10/10/10−
sccm, RF power 80 W, ICP power 0 W, chamber pressure 3 mTorr) and
then Nb with NF3 gas for 1 m 10 s (50 sccm, RF power 30 W, ICP power
200 W, chamber pressure 20 mTorr).
• Clean the resist in the Plasma BatchTop (419) with O2 strip3m−a and then
with 65◦C mr-Rem 400 Remover for 20 min.
3) Patterning of the top conductor
• Run O2 ash7 process in Plasma BatchTop (419), 10 sccm, Power 50 W,
Pressure 500 mT, 3 min.
• Deposit 50 nm of ALD Al2O3 (580 cycles, rate: 0.85 A˚/cycle, thermal oxide
at 300◦C, base pressure 10−6 mbar) in a preconditioned chamber (recipe
2:Al2O3 300
◦C - thermal).
• Sputter 50 nm of NbN in a DCA Metal system with rotating sample stage
at 200◦C.
• Run O2 ash7 process in Plasma BatchTop (419).
• Spin-coat resist maN2403 (Microresist GmBH) 1500 rpm for 1 min; soft-
bake at 90 ◦C on hot plate for 1 min.
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• Expose with e-beam system (100 kV, JEOL JBX-9300FS), 35 nA current
using mark alignment. The pattern must be converted in Beamer with
multipass=2. Develop the resist with Microposit MFCD26 for 55 s and
gently rinse with water.
• Etch NbN in Plasma etch-RIE system (404) in a preconditioned chamber
(same as for KI-TWPA) with CF4/O2 mixture for 2 m 30 s (60/3 sccm, RF
power 30 W, ICP power 200 W, chamber pressure 20 mTorr).
• Clean the resist in the Plasma BatchTop (419) with O2 strip3m−a and then
with 65◦C mr-Rem 400 Remover for 20 min.
• On the wafer top-side spin-coat resist S1813 (Microresist GmBH) 3000 rpm
for 1 min; softbake at 130◦C on hot plate for 2 min. Dice the wafer into
chips from the back-side and clean the resist in mr-Rem 400 Remover or in
Acetone, combined with 3 min of sonication (50% power).
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Appendix C
Calculation of kinetic to
geometrical inductance ratio for
KI-TWPA
To estimate how much Lk kinetic inductance of our line exceeds the Lm geomet-
rical inductance, per unit length geometrical and total inductances are calculated
for a t = 80 nm thick CPW line with central linewidth of w = 1 μm and central-
to-ground gaps of g = 2 μm. We choose a dielectric constant of sapphire εr = 9.4.
First, similar to Ref. [123], the geometrical inductance for t ≤ g/2 can be ob-
tained:
Lm =
μ0
4F0
,
F0 =
K(k)
K(k′)
+ pc0 ∗
{
t
g
∗ (pc1 − ln2t
g
) + (
t
g
)2 ∗ (1− 3
2
pc2 + pc2 ∗ ln2t
g
)
}
, (C.1)
where K is the complete elliptic integral, k
′
=
√
1− k2, k = w/(w + 2g), μ0 =
4π ∗ 10−7 H/m is the vacuum permeability,
pc0 =
b
2aK(k′)2
,
pc1 = 1 + ln(
8πa
a+ b
) +
a
a+ b
ln
b
a
,
pc2 = pc1 − 2a
b
(K(k
′
)2), (C.2)
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where a = w/2, b = w/2 + g. From this calculation, we get per unit length
geometrical inductance of Lm = 600 nH/m.
The total per unit length inductance can be calculated for the same CPW
line according to Ref. [124].
Ls =
πμ0
4f1(
2a
Λ
)
,
f1(u) =
∫ ∞
0
(1− e−ux)
x(x2 + 1)
dx, (C.3)
where u = 2a/Λ, Λ = 2λ2L/t is the Perl length and λL = 490 nm is the London
penetration depth. The resulting total inductance is Ls = 4.4 μH/m. From the
total per unit length inductance estimation of our fractal line, we have obtained
Ls = 7.3 μH/m in Paper IV, which is of the same order as the number calcu-
lated above. The ratio of total to geometrical inductance becomes Ls/Lm ∼ 7.4
meaning that Lk ≈ 7Lm.
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