The dynamic range of night vision scenes is typically very large. Owing to the limited dynamic range of the traditional low-light-level imaging technology, the captured images are always partially overexposed or underexposed. Multi-exposure fusion is the most effective method for overcoming the dynamic range limitations of sensors. Recently, deep learning has achieved tremendous progress in many fields. However, only a few breakthroughs have been reported on high-dynamic image fusion with the deep learning method. Additionally, many problems have been reported in conjunctions with commonly used deep-learning methods. In this study, a high-dynamic image fusion algorithm is proposed based on the decomposition convolution neural network and weighted sparse representation. Based on image decomposition, the problem of the acquisition in training samples in network training can be solved. Therefore, the classification accuracy of the network can be improved. Additionally, the decomposition structure reduces the workload of each layer and improves the efficiency and quality of the image fusion outcome.
I. INTRODUCTION
The recent development of low-light-level night vision imaging technology has led to its widespread use in various industries. Irrespective of whether these technologies refer to traditional vacuum, low-light-level imaging devices, or recently developed solid-state night vision imaging devices, such as the low-light-level complementary metaloxide-semiconductor or electron-multiplying charge-coupled devices, their dynamic ranges are limited. Thus, it is difficult to adequately image night scenes with a large dynamic range. To some extent, the image quality can be improved using image enhancement methods [1] , [2] . However, it is difficult to recover the image details that are lost owing to the dynamic range limitation. Therefore, to overcome the dynamic range limitation of the sensor, multi-exposure image fusion has used and has proven to be the most effective method.
Traditional, high-dynamic range (HDR) fusion methods are based on the response function of cameras and must The associate editor coordinating the review of this manuscript and approving it for publication was Jihwan P. Choi . consider the integral time and other parameters, while the quality of the fused HDR image is influenced by the image compression and tonal mapping method used. Therefore, pixel-level fusion methods are extensively used nowadays. Pixel-level fusion methods mainly include image pyramidbased methods, such as the Laplacian pyramid (LP) [3] , low-pass ratio pyramid (RP) [4] , and gradient pyramid (GP) [5] ; 2) wavelet-based methods, such as the discrete wavelet transform (DWT) [6] , stationary wavelet transform (SWT) [7] , and dual-tree complex wavelet transform (DTCWT) [8] ; 3) geometric analysis-based methods, such as the curvelet transform (CVT) [9] , nonsubsampled contourlet transform (NSCT) [10] , and others. However, most of these methods require parameter settings, and are limited in extracting image details owing to the predefined image primitives. The fused image may have edge smoothing and aliasing problems. Recently, image fusion based on sparse representation (SR) [11] , [12] has been developed. Based on sample learning, SR is more accurate for image feature extraction and representation. However, when the SR is applied to lowlight-level image fusion, an obvious boundary effect appears in the fused image which greatly affects the quality of the fused image.
Recently, convolutional neural network (CNN) have become a powerful image processing tool and have been extensively used in image classification, image recognition, and image restoration [13] , [14] . For HDR image fusion, three main types of solutions exist with the use of algorithms based on CNN. The first type of solution uses the standard supervised learning method. The solution is based on the ''real'' HDR image training dataset. Many low-dynamic range (LDR) images and corresponding fused HDR images construct the sample pairs. The network is then trained by the samples. For example, the fusion method based on CNN was proposed by Kalantari and Ramamoorthi [15] , Wu et al. [16] , and Cai et al. [17] . The key problem of the supervised learning is that it is difficult to find the so-called ''real'' HDR image for multi-exposure image fusion. The true HDR images of the aforementioned method are obtained only with the conventional image fusion algorithm in association with subjective or objective choices. In addition, this type of solution uses a fixed-size sample and network and generates HDR images with a fixed number of LDR images. This is difficult to adapt to actual HDR scenarios. Given that real HDR datasets are difficult to obtain, the second solution was proposed by Liu et al. [18] and Li et al. [19] . The second solution regards the image fusion as a classification problem, and a simulation dataset is used to train the network. The idea of this solution fits the fundamentals of multi-exposure image fusion that ensures that each pixel is adequately exposed in at least one image. However, given that CNN is less sensitive to image grayscale variations, some regions in multi-LDR images only exhibit grayscale differences. Therefore, it is difficult to design the simulation dataset, and it is difficult to ensure that the true data features are included. Correspondingly, this results in a lower classification network accuracy that reduces the quality of the fused image. Given that supervised learning is associated with the aforementioned problems, the third solution is the unsupervised learning method. Prabhakar et al. [20] proposed an unsupervised fusion network. The network uses the image evaluation index of the structural similarity index metric (SSIM) as a loss function to train the network, and then performs multi-exposure image fusion. This method relied on an objective image evaluation. Therefore, it is difficult to ensure the evaluation index consistency with the subjective evaluation of the human eye and the true HDR image. In summary, the current HDR image fusion methods based on CNN have more or fewer problems. Better utilization of the CNN for multi-exposure image fusion requires the solution of the problems associated with the training dataset, network classification accuracy, and loss function.
To solve the problem stated above, this study proposes an HDR image fusion algorithm based on weighted sparse representation and convolutional neural network (wSR-CNN). The algorithm decomposes the image into detailed and contour layers. The layered structure can eliminate the image grayscale differences and reduce the difficulty of generating the HDR simulation dataset. This improves the classification accuracy of the network and simplifies the complexity of the network. Moreover, it can reduce the fusion computational complexity of each layer. Regarding the detailed layer, its fusion is treated as a classification problem based on the CNN network. Accordingly, the problem is solved such that the true HDR image training dataset cannot be obtained in the supervised learning. For the contour layer, the weighted SR algorithm is used to eliminate the boundary effects that may occur in traditional SR image fusion, and further improve the stability and robustness of the algorithm.
II. CONLVOLUTIONAL NEURAL NETWORK AND SPARSE REPRESENTATION
A. CNN CNN is a deep neural network with a convolutional structure that reduces the memory occupied by networks. The three key operations of CNN are the local receptive field, weight sharing, and pooling. These operations can reduce the number of network parameters and alleviate overfitting problems. CNN mainly includes the following structures: The SR algorithm is based on the assumption that a signal can be approximately represented by a linear combination of a few ''atoms'' from an overcomplete dictionary D ∈ R n×M (n < M ) that contains M n-dimensional vectors. For any signal y ∈ R n , there exists a linear combination of VOLUME 7, 2019 ''atoms'' from D that approximates the signal as y ≈ Dx. The vector x contains coefficients of y in D. There are two main methods for obtaining the image sparse representation dictionary. First, the dictionary can be formed based on predefined primitives (such as, discrete wavelet or Gabor wave), which is a simple and fast method, but insufficiently represents the image. In addition, the dictionary can be obtained by a learning method (e.g., PCA, MOD, and K-SVD methods), which can represent the image and extract image features more precisely than the other methods.
III. DECOMPOSITION CONVOLUTION NEURAL NETWORK FUSION ALGORITHM (WSR-CNN)
The purpose of image decomposition is to extract image contours and detailed layers. CNN is used to classify and fuse the detailed layer, while the weighted sparse representation (wSR) [21] method proposed by our previous work is used to fuse the contour layer. The advantage of decomposition is to reduce the difficulty of CNN classification, reduce the network complexity, and improve the accuracy of CNN classification. Secondly, it can reduce the dependence on the real HDR training dataset, and the simulation samples only need to consider the detailed characteristics of the multiexposed images. In addition, the low-frequency contour layer can reduce the workload of the wSR algorithm and improve the operational efficiency. The main step of the algorithm is to divide the multi exposure image into image detail and contour layer by image decomposition. For the image contour layer, wSR algorithm is used for fusion, while for the image detail layer, CNN network is used to get the Decision_map in each pixel for the detail layer for fusion. Finally, the fused contour and detail layer are added to get the final fusion image. The specific method of each step is shown below.
A. IMAGE DECOMPOSITION
To achieve image decomposition, a gradient domain guided filter [22] is used to decompose the image into low-frequency contours and high-frequency detailed layers.
where r and e represent the filter radius and smoothing degrees, respectively, I represents the input image, and I base and I detail represent the contour and detailed layers of the decomposed image, respectively.
B. wSR FUSION ALGORITHM FOR CONTOUR LAYERS
If we simply use the weighted averaging for the image contour layer, image noise and image misalignment will cause serious image degradation. To improve the robustness of the algorithm, the improved wSR is used to fuse the image contour layer, as shown in Fig. 1 . Assuming that two vectors represent the same image region, y i (l i , δ i ) and y i+1 (l i+1 , δ i+1 ), where l is the mean grayscale level of the vector, and δ is the SR decomposition coefficient of the image vector minus the mean value, then, the fusion coefficient δ is chosen using the absolute-maximum method, while l is calculated as the weighted average of each mean grayscale, as follows,
where || * || 1 is the l 1 -norm, and ω is the weight which denotes the average value of the corresponding image patch in the weight matrix W .
Herein, x is the normalized grayscale value and σ is a constant.
C. CNN FUSION NETWORK FOR DETAILED LAYERS
Through image decomposition, the fusion of image detailed layers can be regarded as a classification problem, which fits the advantages of CNN well. At the same time, image decomposition eliminates the problem that CNN network is not sensitive to the change of image grayscale, which makes the design of simulation dataset simpler and the classification accuracy of CNN network higher. The result of CNN classification for detailed layers is a binary Decision_Map with the same size as the original image, which corresponds to the classification result of each pixel respectively.
1) CNN STRUCTURE
The network structure designed in this study is shown in Fig. 2 . Image blocks with the same size and position of the corresponding two detailed layer images are spliced into an input image. The advantage of splicing in data preprocessing is that the two images can share a network whereby the number of variables can be reduced. The blue square in the figure represents hidden layers with the convolution, normalization, activation, and pooling layer, respectively. The kernel size of each convolution layer is 3×3. The activation layer uses the ReLU function, and the pooling layer uses max-pooling with a stride of 2×2. Finally, the final output is obtained based on the use of the flat layer, full connection layer, and sigmoid activation function.
2) TRAINING DATASET
As mentioned above, there is no real HDR dataset at present, and the supervised learning algorithm mentioned above only generates a HDR dataset close to the real data as training samples. Owing to the image layered structure, ours CNN only needs to learn the characteristics of detailed layer of multi exposure image. Therefore, based on the real image texture dataset, we simulate and generate a more representative HDR detailed layer dataset for network training and verification.
To obtain a training dataset that can simulate the detailed layer of the true multi-exposed images, we use the texture image in the public USC-SIPI image dataset [23] . Several 8×8 pixel size blocks are obtained by random sampling in the image, and the detailed layer blocks of each image are obtained using Eq. (1). Gaussian filters with different standard deviations and zero means are then used to blur the image. The blurred image block and the original detailed image are stitched together as one sample. If the blurred image is on the left, the image is labeled as ''0'', and if the blurred image is on the right, the sample is labeled as ''1.'' A typical set of samples is shown in Fig. 3 . Finally, A dataset contains 100000 labeled images were generated. 
3) TRAINING THE NETWORK
The training batch size is 128, the learning rate is initially set to 0.0001, and the learning rate decreases by 20% every 10 epochs. To avoid overfitting, regularization and dropout techniques were used. Training was completed using the Adam optimizer and binary crossentropy loss function.
D. THE wSR-CNN FUSION ALGORITHM
Summarizing the content of this chapter, we can summarize the main steps of this algorithm. As shown in Fig. 4 , the main flow of the wSR-CNN fusion algorithm is as follows: 
• The final fused image is: Fused = F base + F detail
IV. EXPERIMENTAL RESULTS AND ANALYSIS A. HARDWARE PLATFORM
We developed a low-light-level dual-channel camera (DCC) based on the GSENSE400 CMOS sensor made by Gpixel Inc. [24] , as shown in Fig. 5 . The wSR-CNN algorithm proposed in this paper is also designed for this platform. The GSENSE400 has a back-illuminated structure, and its main performance parameters are as follows: the number of active pixels is 2048 (H)×2048 (V), the pixel size is 11µm×11 µm, the frame rate is 24 frames per second (fps), the temporal dark noise is 1.6e − , and the single-channel dynamic range is approximately 68 dB. To effectively image both bright and dark targets, each DCC pixel was sampled twice with two different analog-to-digital converters (ADCs) with different exposure times. This resulted in high-gain (HG) (long exposure time) and low-gain (LG) (short exposure time) image outputs of the same scene. The advantages of obtaining HDR information using the dual-sampling structure are as follows: 1) the two channels simultaneously output an image of the same scene in a single frame which effectively avoids motion blurring and ghost problems, 2) the two channels share the same pixels and can be accurately registered. Thus, the image misalignment, which can occur with multiframe/field methods is avoided, and the workload of the subsequent image fusion is reduced.
B. SUBJECTIVE EVALUATION
To compare the subjective effects of each fusion algorithm, this study selected the Laplacian fusion method (LP), dual-tree complex wavelet transform (DTCWT), nondownsampling contourlet (NSCT) transform fusion method, and the guided filter fusion method (GF), as the traditional fusion methods. In addition, we chose the CNN fusion methods proposed by Liu et al. [18] , and Wu et al. [16] .
Prabhakar et al. [20] proposed CNN fusion methods for comparison. These corresponded to the three current CNN-based image fusion solutions. In the parameter setting of the fusion method, the gradient domain-guided filter smoothing parameter e = 0.5 and the filtering radius was equal to three. In the low-frequency image fusion method, the sliding window and overlapping subblocks are used. The window size spanned eight pixels, the number of overlapping pixels was equal to six, and σ = 0.5. The calculation parameters of the weight matrix are the filter radius, which is equal to three, and the smoothing parameters which are the same as above. This study compares the effect of the algorithm in several, typical low-light-level night vision scenarios, such as laboratory targets, laboratory target and flower, outdoor building, traffic flow, large targets, and others, as collected by the DCC, and as shown in Fig. 6 . Because the algorithm in this paper is mainly designed for our self-developed low-light-level DCC, in the experimental part, only the data collected by the DCC is considered. From the comparison of the subjective effects of various fusion algorithms in Figs. 7-12, it can be observed that the traditional multiscale fusion algorithms have an inadequate ability to extract image details, and the fused image is prone to aliasing, edge smoothing, and other problems. The gradient reversal appears in the edge area and produces an obvious image texture. The GFF uses a linear model and possesses a strong edge protection capacity. There is no aliasing in the fused image. However, the edge smoothing of the GFF fusion algorithm is obvious. To sum up, there are more or fewer problems in traditional image fusion methods.
Conversely, the fusion results of the CNN-based method were compared. The algorithm proposed by Liu simply regards image fusion as a binary classification problem. The network is insensitive to the change of image grayscale. Thus, it is difficult to adapt to HDR fusion tasks, especially to low-light-level images. Low-light-level outdoor images yield minor grayscale level changes. Another disadvantage of this method is that the classification accuracy of the network is not high. Thus, the subsequent processing of fusion must include image morphological processing which results in image edge smoothing and aliasing. In addition, the algorithm proposed by Wu et al. [16] was based on real image training datasets. The training datasets were relatively simple. Accordingly, they could not guarantee the inclusion of the true HDR data distribution features. The acquisition strategy of the training dataset based on traditional fusion methods restricts the extraction ability of image features in the network. There are some problems, such as the loss of image details and the smoothing of edges in the fused image. Moreover, the fusion method proposed by Prabhakar et al. [20] based on the nonreference image evaluation index SSIM can eliminate the constraint of the training dataset, and the fusion result is better. However, the problem is that a single objective evaluation index cannot guarantee in a consistent manner the subjective feeling of the human eyes. The unsupervised learning method relies heavily on the objective evaluation index of the images. The edge and detail protection ability of this method still needs to be enhanced.
The algorithm proposed in this study can automatically learn the distribution features of the training dataset without avoiding the essence of HDR image fusion. Therefore, the wSR-CNN network adopts a decomposition structure, extracts the image detail layer separately, and then classifies it by using the trained CNN network. This network greatly improves the accuracy of classification, and reduces the dependence on the real HDR image dataset or objective evaluation index of the image quality. To fuse the contour layer of the image and improve the robustness of the algorithm, an improved wSR fusion algorithm is adopted to preserve the edge of the contour layer and eliminate the possible smooth edge problem. Therefore, compared with traditional algorithms, the wSR-CNN fusion algorithm is not associated with image aliasing or gradient inversion. Compared with other deep learning methods, this algorithm can perform better in processing image details and in edge protection.
C. OBJECTIVE EVALUATION
The objective evaluation index mainly uses the following objective evaluation parameters. The larger the index values are, the better the evaluation results are.
Entropy (En) reflects the average amount of information in the image and the aggregation feature of the image grayscale distribution as follows,
Herein, N is the total number of grayscales in the image, and p i is the proportion of pixels with gray values for i in the image. The average gradient (AG) value [25] can sensitively reflect the small details of the image, and can be used to evaluate the image blur. In the image, the gray level change rate is large in a certain direction, and its gradient is also large. Therefore, the AG value can be used to measure the sharpness of the image and to reflect the small details and texture features of the image.
The mutual information (MI) value [26] can be used to measure how much information from the original image is retained in the fused image, and is expressed as follows,
Herein, P FA (f, a) is the combined histogram distribution of the fused image and the original image. The final MI is calculated once for each original image.
The mean structural similarity (MSSIM) [27] between the reference and the original images are calculated from the image structure, brightness, and contrast. Finally, the average structural similarity is obtained from the average of the index values of all image subblocks.
The fast feature mutual information (FFMI) [28] parameter evaluates the structural similarity between the fused and the original image. First, the features are extracted from the original and the fused images, and the feature image is subsequently normalized. The FFMI is then calculated using the MI, and is subsequently normalized.
The visual information fidelity for the fusion (VIFF) [29] process first decomposes the source and fused images. The VIFF then uses the models in the VIF [30] to capture the visual information from the two source-fused pairs. Use of a visual information index, the VIFF measures the effective visual information of the fusion for all blocks in each subband. Finally, the assessment outcome is calculated by integrating all the information in each subband.
According to the objective reference evaluation index of each image, the evaluation results of each group of images are calculated as listed in Table 1 . The optimum values in the table are shown in boldface.
Amongst all types of image fusion methods and all groups of images, we can see that the performance of traditional image fusion algorithms is poor, mainly due to the lack of image feature representation and extraction ability. The method based on deep learning is better than the traditional algorithm in general. Due to the shortcomings discussed in the introduction, the three typical fusion algorithms in the comparison still have limited image fusion effect. In summary, the wSR-CNN accounted for the largest part of optimal indications. The objective evaluation index reflects the fact that the wSR-CNN fusion has advantages in terms of its capacity to protect image details, image information extraction, and original image structure maintenance.
D. SELF COMPARATION
In order to further verify the advantages of hierarchical CNN network structure, we compared the fusuion effect of wSR, only CNN network and wSR-CNN algorithm in this paper. We also select two groups of images in Fig. 6 . We used the wSR algorithm previously proposed, CNN network with the same structure and without hierarchical training samples and the wSR-CNN algorithm in this paper, and the results are shown in Fig. 13 . It can be seen from the Fig. 13 that the wSR can adaptively contain the image features form image samples through dictionary learning, so the image representation ability is improved, and the image fusion effect is better; while the CNN network obtained by supervised learning and training by the simulative dataset, it is difficult to learn the distribution characteristics of the image low-frequency information. The fused image has well edge protected ability, but the contour information of the image cannot be well classified. The fused image will appear a unnatural edge and the gray level discontinuity. Therefore, the advantage of layered structure of the wSR-CNN is that CNN network only needs to process the details of the image, so the simulated training samples are easy to generate, and the trained network classification accuracy is high. Moreover, the layered structure can reduce the complexity of CNN network and save the cost of computing. For image contour layer, the layered structure can also reduce the workload of wSR algorithm, thus improving the efficiency of the whole algorithm. From the fusion results, the fusion image of wSR-CNN algorithm can fully extract and maintain the original image information, and the edge of the fusion image is more clear.
V. CONCLUSION
To solve the problem of the large dynamic range of night vision scenes, this study proposed an image fusion method to improve the dynamic range of the system on the dualchannel, low-light-level CMOS imaging system. Because of the shortcomings of existing image fusion algorithms, this study proposed a decomposition image fusion algorithm based on CNN. The wSR-CNN algorithm adopted the method of image decomposition structure, while different fusion strategies were adopted for the detailed and contour layers. The improved wSR method was adopted in the image contour layer, which further improved the capacity of the algorithm to protect the image details and the robustness of the algorithm, and eliminated the image boundary phenomenon that may have occurred in the traditional SR algorithm. Regarding the image detailed layer, the CNN network was used for fusion. Owing to the extraction of details, the influence of image grayscale changes can be eliminated. This improved considerably the accuracy of the CNN classification and the dependence on real training datasets. Experimental results and data showed that this algorithm can fuse HDR night vision images accurately and improve the dynamic range of the system. Compared with the traditional fusion algorithm, wSR-CNN has obvious advantages in image edge protection, feature representation, and original image information retention. The algorithm improves the dynamic range of the camera, enriches the output image information, and facilitates subsequent image applications. 
