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COMBINATORICS OF THE JACOBIAN ELLIPTIC FUNCTIONS
SHI-MEI MA, JUN MA, YEONG-NAN YEH, AND ROBERTA R. ZHOU
Abstract. In this paper we give an overview of some results that have surfaced in the process
of trying to understand Jacobian elliptic functions. The main motivation of this paper is to show
the symmetry of coefficient polynomials in the Taylor expansions of the Jacobian elliptic function
sn (u, k). We obtain this fundamental result by using the method of context-free grammars
and by exploiting a connection (established by Dumont in the 1970s) between the coefficient
polynomials and a family of bivariate peak polynomials. We then present a connection between
the γ-coefficients of the bivariate peak polynomials and Andre´ permutations. Furthermore,
we introduce a group action on increasing trees which is used to establish a combinatorial
interpretation for the γ-coefficients of the bivariate peak polynomials in terms of some statistics
on increasing trees. Along with a bijection between permutations and increasing trees, we also
present a combinatorial interpretation for the γ-coefficients in terms of permutation statistics.
Keywords: Jacobian elliptic functions; Permutation statistics; Increasing trees; Context-free
grammars
1. Introduction
The elliptic integral of the first kind is given as follows:
u =
∫ x
0
dt√
(1− t2)(1− k2t2) ,
where k ∈ (0, 1) is the modulus. The Jacobian elliptic function sn (u, k) is the inverse to this
elliptic integral, i.e., x = sn (u, k). The other two Jacobian elliptic functions are defined by
cn (u, k) =
√
1− sn 2(u, k) and dn (u, k) = √1− k2sn 2(u, k). The three Jacobian elliptic func-
tions were introduced by Jacobi [16] and they are connected by the differential system:
d
dusn (u, k) = cn (u, k)dn (u, k),
d
ducn (u, k) = −sn (u, k)dn (u, k),
d
dudn (u, k) = −k2sn (u, k)cn (u, k).
(1)
These functions appear in a variety of problems in physics and engineering, and they have been
extensively studied in mathematical physics, algebraic geometry, combinatorics and number
theory (see [3, 7, 17] for instance).
When k = 0 or k = 1, the Jacobian elliptic functions degenerate into trigonometric or
hyperbolic functions:
sn (u, 0) = sinu, cn (u, 0) = cosu, dn (u, 0) = 1,
sn (u, 1) = tanhu, cn (u, 1) = dn (u, 1) = sech u.
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Let Sn be the symmetric group of all permutations of the set [n] = {1, 2, . . . , n} and let
pi = pi(1)pi(2) · · ·pi(n) ∈ Sn. We say that pi ∈ Sn is alternating if pi(1) > pi(2) < · · ·pi(n), i.e.,
pi(2i− 1) > pi(2i) and pi(2i) < pi(2i+ 1) for 1 ≤ i ≤ bn/2c. The classical Euler number En is the
number of alternating permutations in Sn. Let i =
√−1. It is well known (see [26]) that
−isn (iu, 1) + cn (iu, 1) = tan z + sec z =
∞∑
n=0
En
zn
n!
.
We define Jn(x) as the coefficient polynomials in the Taylor series expansions of the Jacobian
elliptic functions, i.e.,
sn (u, k) =
∑
n≥0
(−1)nJ2n+1(k2) u
2n+1
(2n+ 1)!
,
cn (u, k) = 1 +
∑
n≥1
(−1)nJ2n(k2) u
2n
(2n)!
,
dn (u, k) = 1 +
∑
n≥1
(−1)nk2nJ2n(1/k2) u
2n
(2n)!
.
It is well known that deg Jn(x) = b(n − 1)/2c (see [29] for instance). The first few Jn(x) are
listed as follows:
J1(x) = J2(x) = 1, J3(x) = 1 + x, J4(x) = 1 + 4x,
J5(x) = 1 + 14x+ x
2, J6(x) = 1 + 44x+ 16x
2,
J7(x) = 1 + 135x+ 135x
2 + x3, J8(x) = 1 + 408x+ 912x
2 + 64x3.
In [29], Viennot presented the first combinatorial interpretation of Jn(x), and by using (1), he
also provided several convolution formulas for Jn(x). In [11], Flajolet and Franc¸on gave another
combinatorial interpretation of Jn(x) by using continued fractions. This paper is motivated by
the following problem.
Problem 1. For any n ≥ 1, whether the polynomial J2n+1(x) is symmetric?
This paper is organized as follows. In the next section, we give an overview of some results
that have surfaced in the process of trying to understand Jn(x). In Section 3, by studying a
family of bivariate peak polynomials, we give an affirmative answer to Problem 1. In Section 4,
we present a connection between the γ-coefficients of the bivariate peak polynomials and Andre´
permutations. In Section 5, by introducing a group action on increasing trees, we provide a
combinatorial interpretation for the γ-coefficients of the bivariate peak polynomials in terms of
statistics on increasing trees. Along with a bijection between permutations and increasing trees,
we provide a combinatorial interpretation for the γ-coefficients in terms of some permutation
statistics.
2. Notation and Preliminaries
The number of peaks in a permutation is an important statistic in algebraic combinatorics.
See, e.g., [8, 28] and the references therein. Let pi ∈ Sn. An interior peak in pi is an index
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i ∈ {2, 3, . . . , n− 1} such that pi(i− 1) < pi(i) > pi(i+ 1). A left peak in pi is an index i ∈ [n− 1]
such that pi(i− 1) < pi(i) > pi(i+ 1), where pi(0) = 0. Let pk (pi) and lpk (pi) denote the number
of interior and left peaks of pi, respectively. Denote by #C the cardinality of a set C. We define
P (n, k) = #{pi ∈ Sn | pk (pi) = k},
P˜ (n, k) = #{pi ∈ Sn | lpk (pi) = k}.
A value i ∈ [n] is called a cycle peak of pi if pi−1(i) < i > pi(i). Let cpko (pi) and cpke (pi)
denote the number of odd cycle peaks and even cycle peaks of pi, respectively. For example, if
pi = (1, 3, 5)(2, 8, 4, 7, 6, 9), then cpko (pi) = 3 and cpke (pi) = 1.
Consider the following bivariate peak polynomials
Sn(p, q) =
∑
pi∈Sn
pcpk
o (pi)qcpk
e (pi) =
∑
i,j≥0
sn,i,jp
iqj .
The first few Sn(p, q) are listed as follows:
S1(p, q) = 1, S2(p, q) = 1 + q, S3(p, q) = 1 + q + 4p, S4(p, q) = 1 + 14q + q
2 + 4p(1 + q),
S5(p, q) = 1 + 14q + q
2 + 44p(1 + q) + 16p2,
S6(p, q) = 1 + 135q + 135q
2 + q3 + p(44 + 328q + 44q2) + 16p2(1 + q).
Any permutation pi ∈ Sn can be written in standard cycle decomposition, where each cycle
is written with its largest element first, and the cycles are written in increasing order of their
largest element. Writing pi in standard cycle decomposition and erasing the parentheses, we see
that cpko (pi) + cpke (pi) = lpk (pi). Hence
Sn(x, x) =
∑
pi∈Sn
xlpk .
The following lemma is a classical result.
Lemma 2 ([9, Corollary 1]). For n ≥ 0, we have
J2n(x) = S2n(x, 0) = S2n−1(x, 0),
J2n+1(x) = S2n+1(0, x) = S2n(0, x).
Let D be the derivative operator on the polynomials in three variables. As a variant of (1),
the Schett-Dumont differential system is defined by
D(x) = yz,D(y) = xz,D(z) = xy, (2)
which provides an efficient method for computing the Taylor series expansions of Jacobian elliptic
functions, see [7, 9, 10, 24] for details. For the differential system (2), let sn,i,j be coefficients of
Dn(x) defined by
D2n(x) =
∑
i,j≥0
s2n,i,jx
2i+1y2jz2n−2i−2j ,
D2n+1(x) =
∑
i,j≥0
s2n+1,i,jx
2iy2j+1z2n−2i−2j+1.
(3)
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It is a routine check to verify that
s2n,i,j = (2j + 1)s2n−1,i,j + (2i+ 2)s2n−1,i+1,j−1 + (2n− 2i− 2j + 1)s2n−1,i,j−1,
s2n+1,i,j = (2i+ 1)s2n,i,j + (2j + 2)s2n,i−1,j+1 + (2n− 2i− 2j + 2)s2n,i−1,j .
(4)
Schett [24] initiated the study of the numbers sn,i,j and he found that∑
j≥0
sn,i,j = P (n, b(n− 1)/2c − i),
∑
i+j=k
sn,i,j = P˜ (n, k).
A classical result of Dumont [9] says that
sn,i,j = #{pi ∈ Sn | cpko (pi) = i, cpke (pi) = j}. (5)
Subsequently, Dumont [10] studied an extension of (1) and the result (5) is generalized to
functions of four variables. In [22], Ma et al. presented a grammatical interpretation of (5).
Let f(x) =
∑n
i=0 fix
i ∈ R[x]. We say that f(x) unimodal if there exists an index m such
that f0 ≤ f1 ≤ · · · ≤ fm ≥ fm+1 ≥ · · · ≥ fn. We say that f(x) is symmetric if fi = fn−i
for 0 ≤ i ≤ n, and the number bn/2c is called the center of symmetry. If f(x) is a symmetric
polynomial, then it can be expanded as
f(x) =
bn/2c∑
k=0
γkx
k(1 + x)n−2k.
The vector (γ0, γ1, . . . , γbn/2c) is known as the γ-vector of f(x). We say that f(x) is γ-positive
if γk ≥ 0 for all 0 ≤ k ≤ bn/2c (see [2, 18]). Notably, γ-positivity of f(x) implies that f(x)
is unimodal and symmetric, and the γ-coefficients of γ-positive polynomials often have nice
combinatorial interpretations. See [1] for a recent comprehensive survey on this subject.
For an alphabet A, let Q[[A]] be the rational commutative ring of formal power series in
monomials formed from letters in A. A Chen’s grammar (which is also known as context-free
grammar) over A is a function G : A→ Q[[A]] that replaces a letter in A by an element of Q[[A]].
The formal derivative DG is a linear operator defined with respect to a context-free grammar
G. The reader is referred to [4, 5, 21] for more details on this subject.
3. The γ-expansion of Sn(p, q)
Let S
(i)
n = {pi ∈ Sn | cpko (pi) = i}. The following lemma is fundamental.
Lemma 3. For n ≥ 1, there are nonnegative integers γn,i,j such that
Sn(p, q) =
b(n−1)/2c∑
i=0
b(n−2i)/4c∑
j=0
γn,i,jp
iqj(1 + q)bn/2c−i−2j . (6)
Therefore, the polynomial
∑
pi∈S(i)n q
cpke (pi) is γ-positive for any i ≥ 0.
Proof. Note that the differential system (2) is equivalent to the Schett-Dumont grammar:
G = {x→ yz, y → xz, z → xy}. (7)
For the grammar (7), we set
a = y2, b = z2, c = yz. (8)
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Then we obtain DG(x) = c,DG(a) = 2xc,DG(b) = 2xc,DG(c) = x(a + b). In the following, we
consider the grammar
G1 = {x→ c, a→ 2xc, b→ 2xc, c→ x(a+ b)}. (9)
Note that DG1(x) = c, D
2
G1
(x) = DG1(c) = x(a + b), D
3
G1
(x) = c(a + b + 4x2). Then by
induction, it is a routine check to verify that there exist nonnegative integers γn,i,j such that
D2nG1(x) = x
∑
i,j≥0
γ2n,i,jx
2ic2j(a+ b)n−i−2j ,
D2n+1G1 (x) = c
∑
i,j≥0
γ2n+1,i,jx
2ic2j(a+ b)n−i−2j .
(10)
It follows that
D2n+1G1 (x) = DG1
∑
i,j≥0
γ2n,i,jx
2i+1c2j(a+ b)n−i−2j

= c
∑
i,j≥0
γ2n,i,j
(
(2i+ 1)x2ic2j(a+ b)n−i−2j + 2jx2i+2c2j−2(a+ b)n−i−2j+1
)
+
c
∑
i,j≥0
γ2n,i,j4(n− i− 2j)x2i+2c2j(a+ b)n−i−2j−1,
D2n+2G1 (x) = DG1
∑
i,j≥0
γ2n+1,i,jx
2ic2j+1(a+ b)n−i−2j

= x
∑
i,j≥0
γ2n+1,i,j
(
2ix2i−2c2j+2(a+ b)n−i−2j + (2j + 1)x2ic2j(a+ b)n−i−2j+1
)
+
x
∑
i,j≥0
γ2n+1,i,j4(n− i− 2j)x2ic2j+2(a+ b)n−i−2j−1.
Therefore, the numbers γn,i,j satisfy the system of recurrences
γ2n,i,j = 2(i+ 1)γ2n−1,i+1,j−1 + (2j + 1)γ2n−1,i,j + 4(n− i− 2j + 1)γ2n−1,i,j−1,
γ2n+1,i,j = (2i+ 1)γ2n,i,j + 2(j + 1)γ2n,i−1,j+1 + 4(n− i− 2j + 1)γ2n,i−1,j ,
(11)
with the initial conditions γ1,0,0 = γ2,0,0 = 1. For the grammar (7), we set x
2 = p, y2 = a = q
and z2 = b = 1. Let z = 1. Then c = yz = y, c2 = ab = q. Substituting to (3) and (10),
we get the desired formula (6) by comparison. The nonnegativity of the numbers γn,i,j follows
immediately from the grammar (9). This completes the proof. 
We now define the numbers tn,i,j by
tn,i,j =
γn,i,j
4i+j
.
From (11), we see that the numbers tn,i,j satisfy the system of recurrences
t2n,i,j = 2(i+ 1)t2n−1,i+1,j−1 + (2j + 1)t2n−1,i,j + (n− i− 2j + 1)t2n−1,i,j−1,
t2n+1,i,j = (2i+ 1)t2n,i,j + 2(j + 1)t2n,i−1,j+1 + (n− i− 2j + 1)t2n,i−1,j ,
(12)
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with initial conditions t1,0,0 = t2,0,0 = 1 and t1,i,j = t2,i,j = 0 for (i, j) 6= (0, 0). Then by
Lemma 2 and Lemma 3, we get the following expressions:
J2n+1(x) =
bn/2c∑
j=0
γ2n+1,0,jx
j(1 + x)n−2j =
bn/2c∑
j=0
4jt2n+1,0,jx
j(1 + x)n−2j ,
J2n(x) =
n−1∑
i=0
s2n,i,0x
i =
n−1∑
i=0
γ2n,i,0x
i =
n−1∑
i=0
4it2n,i,0x
i.
In conclusion, we can now give an answer to Problem 1.
Theorem 4. For any n ≥ 0, the polynomial J2n+1(x) is γ-positive and so it is symmetric and
unimodal.
Based on empirical evidence, we propose the following.
Conjecture 5. For n ≥ 1, there exist nonnegative integers a(n, k) and b(n, k) such that
J2n(x/4) =
b(n−1)/2c∑
k=0
a(n, k)xk(1 + x)n−1−2k +
b(n−1)/2c∑
k=1
b(n, k)xk(1 + x)b(n−1)/2c−k.
In particular, a(n, 0) = 1 and a(n, 1) = 4n−1 − 3n+ 2 for n ≥ 2.
Let
tn(x, y) =
b(n−1)/2c∑
i=0
b(n−2i)/4c∑
j=0
tn,i,jx
iyj .
The first few polynomials tn(x, y) are given as follows:
t1(x, y) = t2(x, y) = 1, t3(x, y) = 1 + x, t4(x, y) = 1 + x+ 3y,
t5(x, y) = 1 + 11x+ x
2 + 3y, t6(x, y) = 1 + 11x+ x
2 + 33y + 15xy,
t7(x, y) = 1 + 102x+ 57x
2 + x3 + 33y + 78xy.
Proposition 6. The polynomials tn(x, y) satisfy the system of recurrences
t2n(x, y) = (1 + (n− 1)y)t2n−1(x, y) + (2− x)y ∂
∂x
t2n−1(x, y) + 2y(1− y) ∂
∂y
t2n−1(x, y),
t2n+1(x, y) = (1 + nx)t2n(x, y) + (2− x)x ∂
∂x
t2n(x, y) + 2x(1− y) ∂
∂y
t2n(x, y).
(13)
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Proof. Multiplying both sides of (12) by xiyj and summing over all i, j, we get that∑
i,j
t2n,i,jx
iyj = t2n(x, y),
∑
i,j
2(i+ 1)t2n−1,i+1,j−1xiyj = 2y
∂
∂x
t2n−1(x, y),
∑
i,j
(2j + 1)t2n−1,i,jxiyj = t2n−1(x, y) + 2y
∂
∂y
t2n−1(x, y),
∑
i,j
(n− i− 2j + 1)t2n−1,i,j−1xiyj =
(
(n− 1)y − xy ∂
∂x
− 2y2 ∂
∂y
)
t2n−1(x, y);∑
i,j
t2n+1,i,jx
iyj = t2n+1(x, y),
∑
i,j
(2i+ 1)t2n,i,jx
iyj = t2n(x, y) + 2x
∂
∂x
t2n(x, y),
∑
i,j
2(j + 1)t2n,i−1,j+1xiyj = 2x
∂
∂y
t2n(x, y),
∑
i,j
(n− i− 2j + 1)t2n,i−1,jxiyj = nxt2n(x, y)− x2 ∂
∂x
t2n(x, y)− 2xy ∂
∂y
t2n(x, y).
Thus we obtain the desired system of recurrences (13). 
4. Relationship to Andre´ permutations
Andre´ permutations were first studied by Foata, Strehl, and Schu¨tzenberger in a series of
papers [12, 13]. In particular, in [13], Foata and Strehl defined a Zn2 -action on Sn, where each
orbit contains a unique Andre´ permutation as a representative. Andre´ permutations play an
important role in the theory of cd-indices of Eulerian posets (see [23]). The reader is referred
to [15, 23] for some equivalent definitions of Andre´ permutations. Following [15, Definition 1],
a permutation pi ∈ Sn is an Andre´ permutation if it satisfies the following conditions:
(i) pi has no double descents, i.e., there is no i ∈ {2, 3, . . . , n − 1} with pi(i − 1) > pi(i) >
pi(i+ 1).
(ii) Let j, j′ ∈ {2, 3, . . . , n− 1} satisfy j < j′, pi(j − 1) = max{pi(j − 1), pi(j), pi(j′− 1), pi(j′)}
and pi(j′) = min{pi(j − 1), pi(j), pi(j′ − 1), pi(j′)}. Then there exists a j′′ such that
j < j′′ < j′ and pi(j′′) < pi(j′).
An augmented Andre´ permutation of length n is a Andre´ permutation in Sn with pi(n) =
n. Let An be the set of augmented Andre´ permutations of length n. In particular, A4 =
{1234, 1324, 2134, 2314, 3124}. Let d(n, k) be the number of permutations in An with k − 1
descents. Then the numbers d(n, k) satisfy the recurrence relation
d(n, k) = kd(n− 1, k) + (n− 2k + 2)d(n− 1, k − 1), (14)
with the initial conditions d(1, 1) = 1 and d(1, i) = 0 for i 6= 1 (see [14, 19]). The sets of some
combinatorial objects, which have cardinality d(n, k), have been extensively studied. We list
some of them as follows:
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• The set of simsun permutations of length n− 1 with k descents (see [6, 20]);
• The set of increasing 0-1-2 trees on [n] with k leaves (see [25, A094503]).
Let dn(x) =
∑
k≥1 d(n, k)x
k. It follows from (14) that
dn(x) = nxdn−1(x) + x(1− 2x)d′n−1(x). (15)
Put
Tn(x) = tn(x, 1) =
b(n−1)/2c∑
i=0
T (n, i)xi,
where T (n, i) =
∑
j≥0 tn,i,j . From (13), it follows that
T2n(x) = nT2n−1(x) + (2− x)T ′2n−1(x),
T2n+1(x) = (1 + nx)T2n(x) + (2x− x2)T ′2n(x).
(16)
For n ≥ 1, we now put
Fn(x) =
{
xmT2m
(
1
x
)
, if n = 2m;
xm+1T2m+1
(
1
x
)
, if n = 2m+ 1.
Clearly, degFn(x) = dn/2e. Let Fn(x) =
∑
i≥1 F (n, i)x
i. Then
F (n, i) =
{
T (2m,m− i) = ∑j≥0 t2m,m−i,j , if n = 2m;
T (2m+ 1,m+ 1− i) = ∑j≥0 t2m+1,m+1−i,j , if n = 2m+ 1.
By using (16), it is not hard to verify that the polynomials Fn(x) satisfy the recurrence relation
Fn(x) = nxFn−1(x) + x(1− 2x)F ′n−1(x), (17)
with the initial condition F1(x) = x. Comparison of (15) with (17) gives Fn(x) = dn(x).
Consequently, we get the following result.
Theorem 7. The number
∑
j≥0 t2m,i,j counts permutations in A2m with m− i−1 descents, and
the number
∑
j≥0 t2m+1,i,j counts permutations in A2m+1 with m− i descents.
5. The combinatorial interpretations of γ-coefficients γn,i,j
5.1. Increasing trees and tree-matching algorithm.
In the past decades, the bijections between Sn and increasing trees on n + 1 vertices are
repeatedly discovered (see [27, Section 1.5] for instance). It is natural to explore a combinatorial
interpretation of the numbers sn,i,j and γn,i,j in terms of some statistics on increasing trees
Let [n]0 = {0, 1, . . . , n}. We define an increasing tree as an unordered tree with vertices set
[n]0, rooted at 0 and the labels increase along each path from the root. Denote by Tn the set of
increasing trees with n + 1 vertices. Let T ∈ Tn. For nodes u and v in T , we say that v is the
child of u or u is the predecessor of v if u is the first node following v in the unique path from v
to the root 0, and we write as u = pT (v). For any vertex u, let Child T (u) be the set of children
of the vertex u, and let child T (u) = #Child T (u). If child T (u) = 0, we say that u is a leaf of T .
Let Leaf T be the set of leaves of T .
A partition σ of [n]0 is a collection of nonempty disjoint subsets B1, . . . , Bt, called blocks,
whose union is [n]0. Then σ is a matching if each block of σ contains only one or two elements.
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A singleton is a block with only one element. A sub-matching M of [n]0 is the union of all non-
singletons in a matching of [n]0, i.e., the cardinality of each block of M is exactly 2. For any sub-
matching M of [n]0, the standard form of M is a list of blocks {(a1, b1), (a2, b2), . . . , (ak, bk)} such
that ai < bi for all i = 1, . . . , k and a1 < a2 < · · · < ak. Let S(M ) = {a1, b1, a2, b2, . . . , ak, bk}.
In the following discussion, we always write M in the standard form.
Let T ∈ Tn. We now define the following tree-matching algorithm.
Tree-matching algorithm:
• Step 1. Let (a1, b1) = (0, 1).
• Step 2. At time k ≥ 2, suppose that {(a1, b1), (a2, b2), . . . , (ak−1, bk−1)} are determined.
Denote by Uk the set of vertices v such that v /∈ {a1, b1, a2, b2, . . . , ak−1, bk−1} and
child T (v) 6= ∅. Then we let ak = minUk and bk = min Child T (ak). Iterating Step 2 until
Uk+1 = ∅ for some k, then we get a sub-matching M = {(a1, b1), (a2, b2), . . . , (ak, bk)} of
[n]0, and this sub-matching is named tree-matching and it is denoted by M T .
Let M T = {(a1, b1), (a2, b2), . . . , (ak, bk)} be a tree-matching, and we call the block (ai, bi) a
tree-pair. If child T (ai) + child T (bi)− 1 is even (resp. odd), then we say that (ai, bi) is an even
(resp. odd) tree-pair. If child T (ai) + child T (bi) − 1 = 0, then we say that (ai, bi) is a zero
tree-pair, which is also an even tree-pair. If child T (ai) + child T (bi)− 1 > 0 and
v = max (Child T (ai) ∪ Child T (bi) \ {bi}) ,
then we say that (ai, bi) is a descent (resp. ascent) tree-pair if ai (resp. bi) is the predecessor of
the vertex v. For any v /∈ S(M T ), it is called a tree-singleton, and it is clear that v ∈ Leaf T .
Let T ∈ Tn and let M T be the tree-matching of T . Let singleton (T ) denote the number
of tree-singletons in T . Let zerop (T ) (resp. des e(T ), des o(T ), asc e(T ), asc o(T ), evenp (T ))
denote the number of zero tree-pairs (resp. even descent tree-pairs, odd descent tree-pairs, even
ascent tree-pairs, odd ascent tree-pairs, even tree-pairs) in M T . It is clear that
evenp (T ) = zerop (T ) + des e(T ) + asc e(T ),
2(evenp (T ) + des o(T ) + asc o(T )) + singleton (T ) = n+ 1.
Example 8. Consider the following increasing tree T ∈ T9:
0
1 2 5 9
3 6 7
4 8
Using the tree-matching algorithm, we obtain M T = {(0, 1), (3, 4), (5, 7), (6, 8)}. There are four
tree-pairs: (0, 1) is an odd descent tree-pair; (3, 4),(5, 7) and (6, 8) are all zero tree-pairs. The
vertices 2 and 9 are both tree-singletons.
5.2. An extension of the grammar (9).
Following [5], a grammatical labeling is an assignment of the underlying elements of a combi-
natorial structure with variables, which is consistent with the substitution rules of a grammar.
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Consider the grammar
G2 = {x→ c, a→ x(g + h), b→ x(g + h), c→ x(a+ b), g → x(a+ b), h→ x(a+ b)}. (18)
In particular, D0G2(x) = x, DG2(x) = c, D
2
G2
(x) = x(a+ b), D3G2(x) = c(a+ b) + 2(g + h)x
2.
Lemma 9. For the grammar G2, we have
DnG2(x) =
∑
T∈Tn
xsingleton (T )czerop (T )ades
o(T )basc
o(T )gdes
e(T )hasc
e(T ).
Proof. We first present a grammatical labeling for T ∈ Tn. A tree-singleton v of T is labeled by
x. If (ai, bi) is a zero tree-pair (resp. odd descent tree-pair, odd ascent tree-pair, even descent
tree-pair, even ascent tree-pair) of M T , then the edge (ai, bi) is labeled by c (resp. a, b, g, h).
Let T(n+1) be a tree generated from T by adding the vertex n+ 1. We distinguish six cases:
(i) If we add the vertex n+ 1 as child of a tree-singleton v, then (v, n+ 1) is a zero tree-pair
in M T(n+1) . This corresponds to the substitution rule x→ c in G2.
(ii) Let (ai, bi) be an odd descent tree-pair of M T . If we add the vertex n+ 1 as child of ai
(resp. bi), then the number child T (ai) + child T (bi) − 1 becomes even, and the label of
(ai, bi) changes from a to g (resp. h). Moreover, the vertex n + 1 is labeled by x. This
corresponds to the substitution rule a→ x(g + h) in G2.
(iii) Let (ai, bi) be an odd ascent tree-pair of M T . If we add the vertex n + 1 as child of ai
(resp. bi), then the number child T (ai) + child T (bi) − 1 becomes even, and the label of
(ai, bi) changes from b to g (resp. h). Moreover, the vertex n + 1 is labeled by x. This
corresponds to the substitution rule b→ x(g + h) in G2.
(iv) Let (ai, bi) be an even descent tree-pair of M T . If we add the vertex n+ 1 as child of ai
(resp. bi), then the number child T (ai) + child T (bi) − 1 becomes odd, and the label of
(ai, bi) changes from g to a (resp. b). Moreover, the vertex n + 1 is labeled by x. This
corresponds to the substitution rule g → x(a+ b) in G2.
(v) Let (ai, bi) be an even ascent tree-pair of M T . If we add the vertex n+ 1 as child of ai
(resp. bi), then the number child T (ai) + child T (bi) − 1 becomes odd, and the label of
(ai, bi) changes from h to a (resp. b). Moreover, the vertex n + 1 is labeled by x. This
corresponds to the substitution rule h→ x(a+ b) in G2.
(vi) Let (ai, bi) be a zero tree-pair of M T . If we add the vertex n+ 1 as child of ai (resp. bi),
then child T (ai) + child T (bi)− 1 = 1, and the label of (ai, bi) changes from c to a (resp.
b). Moreover, the vertex n+ 1 is labeled by x. This corresponds to the substitution rule
c→ x(a+ b) in G2.
It is routine to check that the action of DG2 on increasing trees in Tn generates all the
increasing trees in Tn+1. By induction, we see that the above grammatical labeling leads to the
desired result. 
Setting g = h = c in Lemma 9, then the grammar (18) reduces to (9), which leads to the
following result.
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Lemma 10. For the grammar G1 defined by (9), we have
DnG1(x) =
∑
T∈Tn
xsingleton (T )cevenp (T )ades
o(T )basc
o(T ).
Combining (3), (8) and Lemma 10, we immediately obtain the following result.
Theorem 11. For n ≥ 1, we have
s2n,i,j = #{T ∈ T2n | singleton (T ) = 2i+ 1, evenp (T ) + 2des o(T ) = 2j},
s2n+1,i,j = #{T ∈ T2n+1 | singleton (T ) = 2i, evenp (T ) + 2des o(T ) = 2j + 1}.
In the rest of this section, we explore the combinatorial interpretation of γ-coefficients γn,i,j
given by (6). For M = {(a1, b1), (a2, b2), . . . , (ak, bk)}, let
TM = {T ∈ Tn | M is the tree-matching of T}.
For 1 ≤ i ≤ k, we define a function ϕM;(ai,bi) on TM as follows:
• If Child T (ai) ∪ Child T (bi) \ {bi} = ∅, then let ϕM;(ai,bi)(T ) = T .
• Otherwise, let v = max (Child T (ai) ∪ Child T (bi) \ {bi}). If ai = pT (v), then let ϕM;(ai,bi)(T )
be an increasing tree in Tn obtained from T by deleting the edge (ai, v) and adding the
edge (bi, v); If bi = pT (v), then let ϕM;(ai,bi)(T ) be an increasing tree in Tn obtained from
T by deleting the edge (bi, v) and adding the edge (ai, v).
Since the tree-matching of ϕM;(ai,bi)(T ) is still M , we have ϕM;(ai,bi)(T ) ∈ TM . Moreover, it is
clear that the functions ϕM;(ai,bi) are all involutions and that they commute. Hence, for any
subset S ⊆ [k], we define the function ϕM ,S by
ϕM ,S(T ) =
∏
i∈S
ϕM;(ai,bi)(T ).
Example 12. Let M = {(0, 1), (3, 4), (5, 7), (6, 8)} be a sub-matching of [9]0. Then M is the
tree-matching of the increasing tree T given in Example 8. Hence T ∈ TM . Since
Child T (3) ∪ Child T (4) \ {4} = ∅,
we have ϕM;(3,4)(T ) = T . Note that max Child T (0) ∪ Child T (1) \ {1} = max{2, 3, 5, 6, 9} = 9.
Thus ϕM;(0,1)(T ) is given as follows:
0
1 2 5
93 6 7
4 8
By the definition of ϕM ,S(T ), it is easy to verify the following lemma.
Lemma 13. For any T ∈ Tn, suppose that M = {(a1, b1), (a2, b2), . . . , (ak, bk)} is the tree-
matching of T with asc o(T ) = 0. Let S0 = {l ∈ [k] : (al, bl) is an even tree-pair} and
S1 = {l ∈ [k] | (al, bl) is an odd tree-pair}.
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Then #S0 + #S1 = k. For any A ⊆ S0 and B ⊆ S1, let S = A ∪B. Then
singleton (ϕM ,S(T )) = singleton (T ), evenp (ϕM ,S(T )) = #S0,
des o(ϕM ,S(T )) = des
o(T )−#B, asc o(ϕM ,S(T )) = #B.
We can now present the following result.
Theorem 14. For any n ≥ 0, we have∑
T∈Tn
xsingleton (T )cevenp (T )ades
o(T )basc
o(T ) =
∑
i,j≥0
θn,i,jx
n+1−2(i+j)ci(a+ b)j ,
where θn,i,j = #{T ∈ Tn | evenp (T ) = i,des o(T ) = j, asc o(T ) = 0}.
Proof. Define NAPn,i,j = {T ∈ Tn | evenp (T ) = i,des o(T ) = j, asc o(T ) = 0}. For any
T ∈ NAPn,i,j , suppose that M = {(a1, b1), (a2, b2), . . . , (ai+j , bi+j)} is the tree-matching of T .
Furthermore, let S1 = {l ∈ [i+ j] | (al, bl) is an odd tree-pair}. Then #S1 = j.
Let [T ] = {ϕM ,S(T ) | S ⊆ S1}. For any T ′ ∈ [T ], suppose that T ′ = ϕM ,S(T ) for some
S ⊆ S1. By Lemma 13, we get
singleton (T ′) = singleton (T ), evenp (T ′) = evenp (T ),
des o(T ′) = des o(T )−#S, asc o(T ′) = #S.
It is clear that {[T ] | T ∈ NAPn,i,j} form a partition of Tn, since these are the orbits of the
group actions induced by the functions ϕM ,S(T ) and each orbit contains a tree T ∈ NAPn,i,j
as a representative. Hence,∑
T∈Tn
xsingleton (T )cevenp (T )ades
o(T )basc
o(T )
=
∑
i,j≥0
∑
T∈NAPn,i,j
∑
T ′∈[T ]
xsingleton (T
′)cevenp (T
′)ades
o(T ′)basc
o(T ′)
=
∑
i,j≥0
∑
T∈NAPn,i,j
∑
S⊆S1
xsingleton (ϕM ,S(T ))cevenp (ϕM ,S(T ))ades
o(ϕM ,S(T ))basc
o(ϕM ,S(T ))
=
∑
i,j≥0
∑
T∈NAPn,i,j
∑
S⊆S1
xsingleton (T )cevenp (T )ades
o(T )−#Sb#S
=
∑
i,j≥0
∑
T∈NAPn,i,j
xn+1−2(i+j)ci
∑
S⊆S1
aj−#Sb#S
=
∑
i,j≥0
∑
T∈NAPn,i,j
xn+1−2(i+j)ci(a+ b)j
=
∑
i,j≥0
θn,i,jx
n+1−2(i+j)ci(a+ b)j .

Let γn,i,j be defined by (10). Then combining Lemma 10 and Theorem 14, we obtain
γ2n,i,j = θ2n,2j,n−i−2j , γ2n+1,i,j = θ2n+1,2j+1,n−i−2j .
Therefore, we get the following result.
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Corollary 15. For the γ-coefficients γn,i,j, we have
γ2n,i,j = #{T ∈ T2n | evenp (T ) = 2j,des o(T ) = n− i− 2j, asc o(T ) = 0},
γ2n+1,i,j = #{T ∈ T2n+1 | evenp (T ) = 2j + 1,des o(T ) = n− i− 2j, asc o(T ) = 0}.
5.3. Permutation-matching algorithm.
In this subsection, we present a combinatorial interpretation for the coefficients γn,i,j in terms
of permutation statistics.
Let w = w1w2 · · ·wn be a word of length n, where wi are all integers. A left-to-right minimum
of w is an element wi such that wi < wj for every j ∈ [i − 1] or i = 1. Let LRMIN (w) denote
the set of entries of left-to-right minima of w and let lrmin (w) = #LRMIN (w). For example,
LRMIN (6834) = {6, 3} and lrmin (6834) = 2.
In the sequel, we always assume that permutations are prepended by 0 and appended by −∞.
That is, we identify an n-permutation pi = pi(1) · · ·pi(n) with the word pi(0)pi(1) · · ·pi(n)pi(n+1),
where pi(0) = 0 and pi(n+ 1) = −∞. Recall that [n]0 = {0, 1, 2, . . . , n}.
Definition 16. A pi(i)-factor of pi is a consecutive subsequence pi(i)pi(i + 1) · · ·pi(k) such that
pi(i) > pi(k + 1) and pi(i) < pi(j) for every i+ 1 ≤ j ≤ k, where i ∈ [n]0. If pi(i)pi(i+ 1) · · ·pi(k)
is a pi(i)-factor of pi, then we say that pi(i+ 1) · · ·pi(k) is a proper pi(i)-factor.
Note that pi(1)pi(2) · · ·pi(n) is always a proper 0-factor, since pi(0) = 0 and pi(n + 1) = −∞.
Denote by pfactor (pi(i)) the proper pi(i)-factor. Thus pfactor (0) = pi(1)pi(2) · · ·pi(n).
Example 17. Consider the permutation pi = 957216834 ∈ S9. The 0-factor is 0957216834,
9-factor is 9, 5-factor is 57, 7-factor is 7, 2-factor or is 2, 1-factor is 16834, 6-factor is 68,
8-factor is 8, 3-factor is 34, 4-factor is 4. Moreover,
pfactor (0) = 957216834, pfactor (5) = 7,pfactor (1) = 6834, pfactor (6) = 8,pfactor (3) = 4.
Let pi ∈ Sn. We now define the following permutation-matching algorithm.
Permutation-matching algorithm:
• Step 1. Let (a1, b1) = (0, 1).
• Step 2. At time k ≥ 2, suppose that {(a1, b1), (a2, b2), . . . , (ak−1, bk−1)} are determined.
Denote by Vk the set of entries pi(i) such that pi(i) /∈ {a1, b1, a2, b2, . . . , ak−1, bk−1} and
pfactor (pi(i)) 6= ∅. Then we let ak = minVk and bk = min LRMIN (pfactor (pi(i)).
Iterating Step 2 until Vk+1 = ∅ for some k, then we get a sub-matching
M = {(a1, b1), (a2, b2), . . . , (ak, bk)}
of [n]0, and this sub-matching is named permutation-matching and it is denoted by Mpi.
Let Mpi = {(a1, b1), (a2, b2), . . . , (ak, bk)} be a permutation-matching, and we call the block (ai, bi)
a permutation-pair of Mpi. If lrmin (pfactor (ai)) + lrmin (pfactor (bi)) − 1 is even (resp. odd),
then we say that (ai, bi) is an even (resp. odd) permutation-pair. If
lrmin (pfactor (ai)) + lrmin (pfactor (bi))− 1 = 0,
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then we say that (ai, bi) is a zero permutation-pair, which is an even permutation-pair. If
lrmin (pfactor (ai)) + lrmin (pfactor (bi))− 1 > 0, then suppose that pi(j) = ai, pi(s) = bi, and let
v = max ({pi(j + 1), pi(s+ 1)}) ,
then we say that (ai, bi) is a descent (resp. ascent) permutation-pair if v = pi(j + 1) (resp. v =
pi(s+ 1)). For any v /∈ S(M pi), it is called a permutation-singleton.
Example 18. For pi = 957216834 ∈ S9, we have M pi = {(0, 1), (3, 4), (5, 7), (6, 8)}, and the
entries 2 and 9 are both permutation-singletons. Moreover, (0, 1) is an odd descent permutation-
pair, while (3, 4), (5, 7) and (6, 8) are all zero permutation-pairs.
Let pi ∈ Sn and let M pi be the permutation-matching of pi. Let singleton (pi) denote the
number of permutation-singletons. Let zerop (pi) (resp. des e(pi), des o(pi), asc e(pi), asc o(pi),
evenp (pi)) denote the number of zero permutation-pairs (resp. even descent permutation-pairs,
odd descent permutation-pairs, even ascent permutation-pairs, odd ascent permutation-pairs,
even permutation-pairs) in Mpi. It is clear that
evenp (pi) = zerop (pi) + des e(pi) + asc e(pi),
2(evenp (pi) + des o(pi) + asc o(pi)) + singleton (pi) = n+ 1.
Proposition 19.
DnG2(x) =
∑
pi∈Sn
xsingleton (pi)czerop (pi)ades
o(pi)basc
o(pi)gdes
e(pi)hasc
e(pi).
Proof. We first present a grammatical labeling of permutation-matchings and permutation-
singletons. Any permutation-singleton is labeled by x. If (ai, bi) is a zero permutation-pair
(resp. odd descent permutation-pair, odd ascent permutation-pair, even descent permutation-
pair, even ascent permutation-pair) of M pi, then the permutation-pair (ai, bi) is labeled by c
(resp. a, b, g, h).
When n = 1, the permutation-pair of 1 is labeled as (0, 1)c. When n = 2, the permutation-
matching and permutation-singleton of 12 (resp. 21) is labeled as (0, 1)b(2)x (resp. (0, 1)a(2)x).
When n = 3, the permutation-matchings and permutation-singletons of elements of S3 are
labeled as follows:
123→ (0, 1)b(2, 3)c; 132→ (0, 1)h(2)x(3)x; 312→ (0, 1)g(2)x(3)x;
213→ (0, 1)h(2)x(3)x; 231→ (0, 1)a(2, 3)c; 321→ (0, 1)g(2)x(3)x.
When n = 1, 2, 3, the sum of weights of elements in Sn is given by D
n
G2
(x). For n ≥ 4, let pi′ be
a permutation generated from pi ∈ Sn−1 by inserting the entry n. We distinguish six cases:
(i) If we insert the entry n right after a permutation-singleton v, then (v, n) is a zero
permutation-pair in M pi′ . This corresponds to the substitution rule x→ c in G2.
(ii) Let (ai, bi) be an odd descent permutation-pair of M pi. If we insert the entry n right
after ai (resp. bi), then the number lrmin (pfactor (ai))+ lrmin (pfactor (bi))−1 becomes
even, and the label of (ai, bi) changes from a to g (resp. h). Moreover, the entry n is a
permutation-singleton. This corresponds to the substitution rule a→ x(g + h) in G2.
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(iii) Let (ai, bi) be an odd ascent permutation-pair of M pi. If we insert the entry n right
after ai (resp. bi), then the number lrmin (pfactor (ai))+ lrmin (pfactor (bi))−1 becomes
even, and the label of (ai, bi) changes from b to g (resp. h). Moreover, the entry n is a
permutation-singleton. This corresponds to the substitution rule b→ x(g + h) in G2.
(iv) Let (ai, bi) be an even descent permutation-pair of M pi. If we insert the entry n right
after ai (resp. bi), then the number lrmin (pfactor (ai))+ lrmin (pfactor (bi))−1 becomes
odd, and the label of (ai, bi) changes from g to a (resp. b). Moreover, the entry n is a
permutation-singleton. This corresponds to the substitution rule g → x(a+ b) in G2.
(v) Let (ai, bi) be an even ascent permutation-pair of M pi. If we insert the entry n right
after ai (resp. bi), then the number lrmin (pfactor (ai))+ lrmin (pfactor (bi))−1 becomes
odd, and the label of (ai, bi) changes from h to a (resp. b). Moreover, the entry n is a
permutation-singleton. This corresponds to the substitution rule h→ x(a+ b) in G2.
(vi) Let (ai, bi) be a zero permutation-pair of M pi. If we insert the entry n right after ai
(resp. bi), then lrmin (pfactor (ai)) + lrmin (pfactor (bi))− 1 = 1, and the label of (ai, bi)
changes from c to a (resp. b). Moreover, the entry n is a permutation-singleton. This
corresponds to the substitution rule c→ x(a+ b) in G2.
By induction, we see that the action of DG2 on permutations in Sn−1 generates all permuta-
tions in Sn, as desired. This completes the proof. 
Along with a bijection between permutations and increasing trees, we can now present the
following result. As the proof is very similar to the proof of Corollary 15, we omit it.
Theorem 20. We have
γ2n,i,j = #{pi ∈ S2n | evenp (pi) = 2j,des o(pi) = n− i− 2j, asc o(pi) = 0},
γ2n+1,i,j = #{pi ∈ S2n+1 | evenp (pi) = 2j + 1, des o(pi) = n− i− 2j, asc o(pi) = 0}.
6. Concluding remarks
In this paper we give an overview of some results that have surfaced in the process of trying to
understand Jacobian elliptic functions, and we obtain a fundamental property of the Jacobian
elliptic function sn (u, k) by studying a family of bivariate peak polynomials. We also present
the combinatorial interpretations of the γ-coefficients of the bivariate peak polynomials.
Let tn(x, y) be the polynomials defined by (13). Along the same lines of the proof of Lemma 2,
one may obtain that
tn(x, x) = Jn(x).
Let RZ denote the set of polynomials with only real zeros. Suppose that p, q ∈ RZ and the zeros
of p are ξ1 6 · · · 6 ξn, and that those of q are θ1 6 · · · 6 θm. We say that p interlaces q if
deg q = 1 + deg p and the zeros of p and q satisfy θ1 6 ξ1 6 θ2 6 · · · 6 ξn 6 θn+1. We say that p
alternates left of q if deg p = deg q and the zeros of p and q satisfy ξ1 6 θ1 6 ξ2 6 · · · 6 ξn 6 θn.
We use the notation p ≺int q for “p interlaces q” and p ≺alt q for “p alternates left of q”.
Conjecture 21. For any n ≥ 1, Jn(x) ∈ RZ and J2n(x) ≺int J2n+1(x) ≺alt J2n+2(x).
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