Molecular transport in nanopores by Bhatia, S. K. & Nicholson, D.
Molecular transport in nanopores
Suresh K. Bhatia and David Nicholson 
 
Citation: The Journal of Chemical Physics 119, 1719 (2003); doi: 10.1063/1.1580797 
View online: http://dx.doi.org/10.1063/1.1580797 
View Table of Contents: http://scitation.aip.org/content/aip/journal/jcp/119/3?ver=pdfcov 
Published by the AIP Publishing 
 
Articles you may be interested in 
Flow of methane in shale nanopores at low and high pressure by molecular dynamics simulations 
J. Chem. Phys. 143, 104315 (2015); 10.1063/1.4930006 
 
Effect of 16-mercaptohexadecanoic acid modification on liquid transport in a nanoporous carbon 
Appl. Phys. Lett. 94, 223120 (2009); 10.1063/1.3149826 
 
Molecular dynamics simulations of transport and separation of carbon dioxide–alkane mixtures in carbon
nanopores 
J. Chem. Phys. 120, 8172 (2004); 10.1063/1.1688313 
 
Tractable molecular theory of transport of Lennard-Jones fluids in nanopores 
J. Chem. Phys. 120, 4472 (2004); 10.1063/1.1644108 
 
Nonequilibrium molecular dynamics simulation of transport and separation of gases in carbon nanopores. I.
Basic results 
J. Chem. Phys. 111, 3252 (1999); 10.1063/1.479663 
 
 
 Reuse of AIP Publishing content is subject to the terms: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:  130.102.82.69 On: Fri, 07 Oct 2016
05:30:52
Molecular transport in nanopores
Suresh K. Bhatiaa) and David Nicholsonb)
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Simulation of the transport of methane in cylindrical silica mesopores have been performed using
equilibrium and nonequilibrium molecular dynamics ~NEMD! as well as dual control volume grand
canonical molecular dynamics methods. It is demonstrated that all three techniques yield the same
transport coefficient even in the presence of viscous flow. A modified locally averaged density
model for viscous flow, combined with consideration of wall slip through a frictional condition,
gives a convincing interpretation of the variation of the transport coefficient over a wide range of
densities, and for various pore sizes and temperatures. Wall friction coefficients extracted from
NEMD simulations are found to be consistent with momentum transfer arguments, and the approach
is shown to be more meaningful than the classical slip length concept. © 2003 American Institute
of Physics. @DOI: 10.1063/1.1580797#
I. INTRODUCTION
The understanding of molecular transport in narrow
pores and molecularly confined spaces is an important prob-
lem of long standing interest in heterogeneous catalysis,
gas–solid reactions and adsorptive separations.1 In recent
years intense worldwide activity in applications of newly
developed templated porous materials,2,3 carbon nanotubes,4
molecularly imprinted materials,5 as well as a host of other
microporous and mesoporous materials6 has led to renewed
interest in the subject.
The most common conceptual framework for modeling
transport in micropores and mesopores is based on the Fick-
ian diffusion model with a constant or concentration-
dependent diffusivity;7,8 however, there is considerable am-
biguity regarding the underlying mechanisms. Indeed, no
satisfactory, widely applicable and tractable theory has
emerged despite a long history dating back to the classical
work of Knudsen.9 The most rigorous attempts are perhaps
those of Davis,10 and Pozhar, Gubbins, and co-workers,11–13
based on the Enskog theory, but are computationally inten-
sive. For purely viscous flow at high densities with no sur-
face slip a tractable alternative has been proposed by Bitsanis
et al.14 based on a locally averaged density model assump-
tion ~LADM!. However, recent molecular dynamics
simulations,15–18 have revealed that adsorbate flow near sur-
faces is accompanied by considerable surface slip. Direct
experimental observations of surface slip have also been
reported.19 The concept of surface slip, in the context of ideal
gas flow and related to superposition of diffusive and viscous
transport has been discussed in the early literature.20,21
The early work, pioneered by Knudsen,9 concentrated on
gaseous flow where the potential energy of interaction be-
tween the flowing molecules and the pore wall makes a zero
or negligible contribution to the Hamiltonian. Classical ki-
netic theory was employed to determine the transport coeffi-
cient by considering trajectories of molecules following col-
lision with the tube wall or with other molecules.21 The
resulting theoretical picture is one of diffusive flow at low
densities, where viscous flow is negligible, with increasingly
important contributions from intermolecular collisions at
higher density. When viscous flow in the pore becomes sig-
nificant the diffusive component arising from molecule–wall
collisions takes on the role of a slip flow at the boundary.22
For multicomponent systems these features have been placed
in a unified framework in the dusty gas model of Mason
et al.23 This model is based on the Lorentz gas in which the
molecules of one of the components in a mixture are treated
as an immobilized reference phase that forms a randomized
matrix through which other gaseous components percolate.
This theory has become established1 as the most successful
model for transport in porous materials. Nevertheless, the
theory has unknown parameters such as tortuosity and poros-
ity or other pore structure parameter that are adjusted to fit
experimental data, usually obtained with conventional po-
rous materials having networked pores of complex shape.
Despite the reported success of the dusty gas approach,23
it is to be noted that it incorporates transport parameters such
as the Knudsen diffusivity that are based on simple kinetic
theory arguments for hard sphere systems that overlook more
realistic intermolecular interactions. In actual molecularly
confined spaces, where strong potential energy gradients ex-
ist the model becomes increasingly inaccurate, and it is com-
mon to empirically consider the transport as an activated
diffusion or surface flow.7,8,24,25 Attempts26 have been made
to include the potential energy at the wall as an activation
energy for diffusion while retaining the Knudsen concept but
are largely arbitrary and untested against simulation or data
on ideal systems covering a wide range of conditions.
The absence of a tractable theory incorporating realistic
potential energy considerations over a wide range of densi-
ties has prompted the development of simulation strategies to
investigate transport mechanisms in more realistic systems.
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Molecular dynamics has now emerged25,27,28 as a powerful
tool for probing the microscopic behavior of fluids in con-
fined spaces and near interfaces. Various simulation tech-
niques such as equilibrium molecular dynamics ~EMD!, non-
equilibrium molecular dynamics ~NEMD!, and dual control
grand canonical molecular dynamics have been
designed27–29 and applied to probe the different mechanisms
as well as to verify proposed models. It has been argued30
that the transport coefficient obtained by DCV-GCMD simu-
lation, in which the flux in a finite capillary under the action
of a chemical potential gradient is measured, represents the
combined effects of diffusive and viscous flow, while
NEMD, in which the steady state flux in an infinite capillary
under the action of a constant force is measured, yields only
the viscous component. On the other hand it has also been
surmised25 that EMD should yield only the diffusive compo-
nent since bulk flow is absent in this method. More recently
it has been found31,32 that all three techniques yield the same
transport coefficient in micropores, where viscous flow is
considered negligible. This therefore still leaves open the
question of the differences between the methods in larger
pores where viscous transport is significant.
The plethora of molecular dynamics studies now avail-
able ~e.g., Refs. 25, 30–36! have investigated diffusion in
micropores ~,2 mm diam! mainly at supercritical tempera-
tures, where viscous flow is expected to be negligible, but
little work has been reported for the larger mesopores. Con-
sequently a suitable model for transport combining both
mechanisms has yet to emerge. Although slip flow at the
pore surface has been confirmed19 its origin has not been
determined conclusively. Experimentally, it has been found
to be affected by surface roughness and the strength of the
fluid–solid interaction. From the MD simulations it is com-
mon to estimate a slip length15–18 based on the Navier con-
dition at the surface. However, the slip length varies consid-
erably and it has not been unambiguously related to the
system properties. While Sokhan et al.17 relate the slip length
to the fraction of molecules thermalized at the wall ~i.e.,
diffusely reflected!, others15,18 relate it to the shear rate. All
of these are largely empirical interpretations of the MD re-
sults, suggesting the need for more detailed mechanistic in-
terpretations.
Here we have conducted molecular dynamics simula-
tions covering a wide range of densities for CH4 in silica
mesopores at various subcritical temperatures and pore sizes.
It is shown that all three methods ~i.e., EMD, NEMD, and
DCV-GCMD! yield the same transport coefficient under con-
ditions of purely diffuse reflection, suggesting that even
EMD captures the viscous transport present in the mesopo-
res. Further, we show that the transport coefficient can be
interpreted by a tractable theory involving a surface friction
coefficient along with the LADM of Bitsanis et al.,14 and
that the former is a more meaningful concept than the slip
length. Some initial work along these lines in a single cylin-
drical pore with a diameter of 3.84 nm has recently been
reported elsewhere.37
II. MODEL SYSTEM AND SIMULATION METHODS
The simulations conducted model the flow of methane in
cylindrical silica pores, having infinitely thick amorphous
walls. The walls were modeled as comprising 12 layers of
close-packed atoms considered as spherical Lennard-Jones
~LJ! sites. The LJ 12-6 potential with different parameters is
used to model fluid–fluid as well as fluid–solid interactions.
At the start of the simulations the potential energy profile of
an adsorbate atom ~or LJ site! inside the pore is computed at
1000 equally spaced points along the pore radius, summing
over a distance of 5 atomic diameters on each side of the
adsorbate atom along the pore axis. Subsequently, interpola-
tion on this profile is done at appropriate radial points as
needed during the simulation. Since contributions to the po-
tential by adsorbent sites more distant than 5 atomic diam-
eters are negligible, the potential essentially corresponds to
that in an infinite cylindrical pore. For methane the estab-
lished parameter values e f /kB5148.2 K, s f50.381 nm,
were used while for the solid the values es /kB5290 K, ss
50.29 nm, were used. The latter were estimated by fitting
argon adsorption isotherms38 at 87 K in MCM-41 of various
pore diameters, using model isotherms generated by grand
canonical Monte Carlo ~GCMC! simulation. The Lorentz-
Berthelot rules are used to estimate the solid–fluid interac-
tion parameters. A cut-off separation of 1.5 nm correspond-
ing to about 3.94s f is used in computing fluid–fluid
potentials.
In the present study, which predominantly focuses on
mesopores at subcritical temperatures, the pore diameters
used were 2.39, 3.01, and 3.84 nm, measured between the
centers of the first layer of solid atoms. Transport coefficients
of methane covering a wide density range in pores of all
three sizes have been determined at 177 K, while for the
largest pore diameter ~3.84 nm! the transport coefficient has
been determined also at 150, 163, and 190 K. GCMC simu-
lations were first conducted to obtain the adsorption iso-
therms and equilibrium density profiles at selected bulk
fugacities in the pores at the chosen temperature. These
simulations, mimicking the m ,V ,T ensemble, used the estab-
lished Metropolis sampling scheme39 for moving, creating or
deleting atoms. Throughout a simulation the number of at-
tempted deletions and creations was kept equal for micro-
scopic reversibility, with ten creation or deletion attempts to
one move attempt. The pore length was chosen to ensure
about 1000 particles in the simulation box, and a total of 4
3107 configurations were sampled.
In the molecular dynamics calculations the trajectories
of methane molecules in the pore are followed using the
equation of motion,
r¨i52
1
m (jÞi „iF i j1G2l~ t !r˙i ~1!
starting from an arbitrary initial configuration having about
1000 particles, generated using GCMC simulation at a cho-
sen chemical potential. Here F i j is the potential energy of
the i – j interaction, G is a constant acceleration externally
applied to every particle, and l(t) a thermostat factor deter-
mined by the Gaussian thermostatting technique,40 employed
for efficient temperature control. A fifth order Gear predictor-
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corrector method with a time step of 2 fs is used to solve the
equations of motion. The run-length is typically about
23106 steps of which the first 43104 steps are rejected.
Particles are diffusely scattered in the osculating plane at the
pore wall, so that on reflection the axial and angular compo-
nents of the velocity are randomized, while maintaining de-
tailed energy balancing. A reflection occurs when, while
moving towards the wall, the radial component of the veloc-
ity of the particle is reversed, and it is closer to the wall that
the minimum of the fluid–solid potential.
For the EMD simulations no external acceleration is ap-
plied on the particles ~i.e., G50! and a collective transport
coefficient obtained from the autocorrelation of the fluctuat-
ing system axial streaming velocity via a Green–Kubo
relation,25
Dto5N lim
t→‘
E
0
t
^uz~0 !uz~ t !&dt , ~2!
where
uz~ t !5
1
N (i51
N dzi
dt 5
1
N (i51
N
v iz~ t ! ~3!
is the instantaneous streaming velocity. Since there is no ex-
ternal force applied to the system one expects that the long-
time average of uz(t) decays to zero. However, instantaneous
fluctuations arise because of the application of the diffuse
reflection boundary condition, so that on a molecule–wall
collision the resulting momentum loss leads to an instanta-
neous force being applied to the system via the pore wall,
and therefore to a fluctuating streaming velocity. The collec-
tive transport coefficient in Eq. ~2! is therefore essentially
that associated with the motion arising from the fluctuating
boundary force. From a transport point of view it is the col-
lective coefficient that is relevant, as opposed to the more
commonly studied self-diffusitivity that applies to tracer dif-
fusion. The latter is obtained from the autocorrelation of the
individual particle velocities, i.e.,
Ds5
1
N limt→‘
(
i51
N E
0
t
^v iz~ t !v iz~0 !&dt ~4!
and differs from the transport diffusitivity due to the pres-
ence of a cross-correlation term in the latter. This is readily
evident from the combination of Eqs. ~2! and ~3! which leads
to25
Dto5Ds1Dj , ~5!
where
Dj5
1
N limt→‘
(
i51
N
(jÞ1
N E
0
t
^v iz~0 !v jz~ t !&dt ~6!
represents the cross-correlation term. At low densities, inter-
molecular interactions are insignificant and Dj→0, so that
Dto’Ds . However, with increase in density Dj increases in
magnitude and cannot be neglected.
For the NEMD simulations a constant axial acceleration
Gz in the range of 0.01–0.1 nm/ps2 is applied to the particles,
and an effective transport coefficient Dto computed from the
measured flux, based on the phenomenological relation,
j z5
Dtorˆm
kBT
Gz , ~7!
where j z is the axial number flux, and rˆ is the average num-
ber density of methane in the pore,
rˆ5
2
rp
2 E0
rp
rr~r !dr5
N
V . ~8!
Here rp is the radius corresponding to the first layer of solid
atoms, and V is the volume of the pore used in the simula-
tion. Linear response behavior is observed for the above
range of Gz , with the value of Dto being essentially constant
with variations within 5%. At low value of Gz ~,0.001
nm/ps2! the results are contaminated by system noise. At
high values of Gz the presence of spurious string phases
leads to additional complexities,25 besides nonlinear behav-
ior, but this region was not explored here. A large number of
DCV-GCMD simulations were also conducted, in which the
simulation box is divided into three zones in the axial direc-
tion and G50. The two end zones are maintained at different
but constant chemical potential by performing a number of
creations and destructions after each MD step,29 thereby
maintaining a fixed number of particles in each end zone. In
the DCV-GCMD runs the first 33105 steps were rejected,
during which time the system was allowed to settle. The
constant steady-state axial flux in the inner zone arising from
the density ~and therefore chemical potential! difference be-
tween the two end zones was then measured over a further
1.03106 – 1.53106 time steps. From the flux an effective
Fickian diffusivity was estimated from
Dt eff52
j z,
Dr
, ~9!
where , is the length of the central gradient zone and Dr is
the applied density difference.
III. TRANSPORT MODEL
As mentioned earlier there is yet no satisfactory tractable
model for transport in small pores and confined spaces. The
most common approach23,25,32 considers the transport as aris-
ing from superposition of diffusive and viscous flows, so that
for pure component flow in a cylindrical pore,
j z52S D01 rp2rˆkBT8h D rˆkBT „zm ~10!
in which the second term in the parentheses on the right-
hand side represents the contribution from viscous flow fol-
lowing the established Hagen–Poiseuille model, obtained by
solving the Navier–Stokes equation assuming no-slip at the
wall and uniform pressure over the cross section. The mecha-
nistic interpretation of the diffusion coefficient D0 is, how-
ever, somewhat less certain and varies from that of a Knud-
sen diffusivity for gaseous phase transport23 to surface
diffusivity when a dense adsorbate phase is involved.7 From
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Eq. ~10! a Fickian coefficient is commonly estimated by ap-
plication of the Darken thermodynamic factor to obtain32,33
Dt5S D01 rp2rˆkBT8h D S ] ln~ f !] ln~ rˆ ! D T ~11!
that assumes equilibrium over the pore cross section. Here f
is a pseudo-gas phase fugacity that would be in equilibrium
with the pore fluid at the mean adsorbed density rˆ . Several
fundamental objections to the above formulation may be
raised, apart from the empirical nature of the diffusion coef-
ficient D0 . The most significant of these is the use of a
uniform mean density, rˆ , and mean viscosity coefficient, h,
averaged over the pore cross section in the application of the
Poiseuille flow model in Eq. ~10!. While this may be accept-
able in large pores at high densities near saturation, at low
densities ~i.e., low bulk fugacities! and in narrow pores a
strong density profile exists due to the effect of the adsorbent
potential field and these assumptions are unsatisfactory. In
addition, an inconsistency exists in the above formulation in
that while the Poiseuille flow model is derived based on the
assumption of a uniform pressure over the pore cross section,
the application of the Darken factor in Eq. ~11! assumes a
uniform chemical potential ~i.e., thermodynamic equilib-
rium! over the same cross section. Because a strong nonuni-
form density profile exists normal to the pore wall, particu-
larly at low and moderate densities, this assumption violates
the Gibbs–Duhem relation.
A more refined application of the Navier–Stokes equa-
tions has been proposed by Bitsanis et al.14 who allow for
viscosity variations over the pore cross section by evaluating
the local viscosity at a coarse-grained density,
r¯ ~r!5
6
ps f
3 Eur8u,s f /2r~r1r8!dr8 ~12!
obtained upon local averaging of the density over a sphere of
radius s f /2. However, their analysis also assumes a uniform
pressure over the cross section, while using the equilibrium
density profiles ~i.e., assuming uniform chemical potential
over the cross section!, in violation of the Gibbs–Duhem
relation. In addition, their approach uses a no-slip condition
at the pore surface, and therefore predicts a vanishing trans-
port coefficient at low densities that is contrary to
experiment.7
To overcome the above shortcomings we develop here a
more general approach. To this end we consider the steady
state z-direction Navier–Stokes equation in cylindrical ge-
ometry with angular symmetry,41 and negligible axial gradi-
ents in velocity as well as density
1
r
d
dr F rh~r ! duzdr G5 dPdz 2r~r !Gz . ~13!
We may express the driving force on the right-hand side in
terms of the chemical potential gradient, following the
Gibbs–Duhem relation,42
„P5r„m2r„f f s1rG , ~14!
where f f s is the position-dependent fluid–solid potential.
Since f f s is independent of axial position we obtain
1
r
d
dr F rh~r ! duzdr G5r~r ! dmdz . ~15!
For the integration of Eq. ~15! we use the symmetry condi-
tion duz /dr50 at r50, and impose a frictional boundary
condition at the pore wall, i.e.,
kr0u052h
duz
dr at r5r0 , ~16!
where u0 is the streaming velocity at r5r0 ~i.e., the slip
velocity!. The location of the position r0 is chosen as that of
the minimum of the fluid–solid interaction potential, since in
the model pore molecules crossing this boundary are dif-
fusely reflected. Thus, the left-hand side of Eq. ~16! repre-
sents the rate of momentum loss due to diffuse reflection for
particles crossing the potential minimum while moving to-
wards the wall. Here k is a friction coefficient, and r0 the
local reference density at r0 . The wall collision frequency
for particles crossing the potential minimum is assumed to
depend on this density.
Equation ~16! represents a slip boundary condition at the
fluid–solid surface that is similar in spirit to the well-known
Navier condition,
u052Ls
duz
dr ~17!
that has recently43 been shown to yield a shear rate depen-
dent slip length Ls ~i.e., nonlinear behavior even for a New-
tonian fluid! at very high shear stress. The frictional form
adopted here has recently been discussed by de Gennes,44 in
considering the possible existence of a very thin gas layer at
a liquid–solid interface, an explanation for large slip lengths
observed in some experiments. While such a gas layer, or a
Knudsen sublayer, has been recognized in the literature,45
there is no reported instance of the use of the frictional con-
dition for the interpretation of transport coefficients. If we
accept the concept of a Knudsen sublayer, then the density rˆ
represents the adsorbate density at the edge of this layer near
the location, r0 , of the minimum of the fluid–solid potential.
Since this layer is thin, and of the order of the mean free
path, to a good approximation r0 may be taken as the density
at r0 , i.e., r05r(r0).
The solution of Eqs. ~15! and ~16!, assuming uniform
chemical potential ~i.e., equilibrium! over the pore cross sec-
tion with the symmetry condition at r5r0 , yields the stream-
ing velocity profile
uz~r !5u01~2„zm!E
r
r0 dr8
r8h~r¯ ~r8!! E0r8r9r~r9!dr9
~18!
with slip velocity
u05
~2„zm!
r0kr0
E
0
r0
rr~r !dr ~19!
at r5r0 . The axial flux j z is now obtained as ~Here the
contribution to the flux from the repulsive part of the wall
potential is taken to be zero, consistent with the approxima-
tion of diffuse reflection at r08.!
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j z5
2
rp
2 E0
r0
ruz~r !r~r !dr
5
2~2„zm!
rp
2 H 1kr0r0 S E0r0rr~r !dr D
2
1E
0
r0 dr
rh~r¯ ~r !! F E0rr8r~r8!dr8G
2J ~20!
which combines with Eq. ~7! with mGz52„zm to provide
the transport coefficient
Dto~ rˆ !5
2kBT
rˆrp
2 F 1kr0r0 S E0r0rr~r !dr D
2
1E
0
r0 dr
rh~r¯ ~r !! S E0rr8r~r8!dr8D
2G . ~21!
Comparison of Eq. ~21! with Eq. ~11! gives expressions for
the mean transport coefficients appearing in the latter.
As obtained above the transport coefficient is valid for
any process in which axial density gradients and velocity
gradients are negligible. This is of course precisely the case
in NEMD simulations where an imposed acceleration pro-
vides the driving force, with the system being axially uni-
form since an infinite capillary is simulated through periodic
boundary conditions. However it is to be noted that even in
actual density gradient driven processes, the axial gradients
are essentially macroscopic and generally negligible at the
pore scale in comparison to the radial ones. Consequently,
the transport coefficient in Eq. ~21! is quite general and ap-
plicable to a variety of processes with (2„zm), however
small, being the net driving force achieved in any given pro-
cess.
Equation ~21! has the attractive feature that the first term
on the right hand side provides an asymptotic nonvanishing
transport coefficient in the low-density region, in which the
viscous ~second! term becomes negligible. Further, while
generalizing the semiempirical formulation in Eq. ~11!, by
considering the density profile, it provides a mechanistic ba-
sis for the diffusitivity D0 in terms of the frictional momen-
tum loss at the pore wall. From a predictive viewpoint the
density profile required for the evaluation of Dto maybe ob-
tained by an established theory such as nonlocal density
functional theory ~NLDFT!, that has shown considerable
success in modeling adsorption isotherms in mesoporous ma-
terials such as MCM-41 and microporous carbons, and has
been verified against simulation.46–49 For the present pur-
pose, however, we use the profiles obtained from simulation
in order to explore and test the result in Eq. ~21!.
IV. RESULTS AND DISCUSSION
A. Comparison of transport coefficients
from different simulation methods
Initially GCMC simulations were conducted for the larg-
est pore diameter of 3.84 nm at the four temperatures of 150,
163, 177, and 190 K. The isotherms obtained showed the
characteristic multilayering and capillary condensation phase
transition, but with no hysteresis, as seen in Fig. 1~a!. Since
the condensation transition is continuous and reversible at
150 K, no hysteresis is expected at higher temperatures.
While such a reversible transition has been experimentally
observed for nitrogen and other gases in MCM-41,50 the pre-
cise explanation is still a subject of debate. Application of a
tensile stress hypothesis has been found the most
successful51 in rationalizing the reversibility for a variety of
adsorbates, but this needs to be validated by a more micro-
scopic approach such as density functional theory.
With increase in temperature the transition is less steep
and appears to disappear at 190 K, which is very close to the
critical temperature of methane ~190.6 K!, consistent with
known experimental features of adsorption and capillary
condensation as well as mean field theory.52 Figure 1~b! de-
picts the effect of pore diameter on the isotherms at 177 K,
showing the condensation transition to be less prominent
with decrease in pore size and disappearing by about 2.39
nm pore diameter. This is qualitatively consistent with the
experimental results with nitrogen and other gases in
MCM-41,50 and theoretical findings using density functional
theory.52 A more detailed comparison of isotherms with
FIG. 1. Isotherms of methane in cylindrical silica pore ~a!, at various tem-
peratures for the 3.838 nm diam pore, and ~b! far various pore diameters at
177 K.
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theory is, however, not attempted here, as our objective is to
study the transport.
EMD as well as NEMD simulations were subsequently
conducted as described earlier, for the 3.84 nm diam pore at
150 and 177 K. The density distributions from all three simu-
lations ~i.e., GCMC, EMD as well as NEMD! appeared to be
in good agreement, suggesting that even in NEMD cross-
sectional equilibrium is maintained under flow conditions.
Figure 2 depicts a comparison of the three density profiles at
150 K for an overall density pˆ of 5.95 nm23, and at 177 K
for rˆ510.5 nm23, showing close agreement. The multilayer
nature of the adsorption is evident in the figure, with as many
as four layers being noticeable from the density peaks in Fig.
2~b! for rˆ510.5 nm23. In both cases the peak at the poten-
tial minimum (r051.567 nm) is considerably sharper and
higher than the others indicating the formation of a highly
dense layer at the pore wall in comparison to the other layers.
Transport coefficients from the EMD and NEMD simu-
lations, like the density distributions, gave very similar re-
sults over the whole range of densities. Figure 3 shows the
close correspondence between the two methods at the two
temperatures. Clear evidence of an asymptotic nonzero trans-
port coefficient at low densities is also seen, with only weak
density dependence in this region. The inset in Fig. 3 also
depicts the comparison of the predictions using Eq. ~21! with
a no-slip condition ~i.e., k→‘), with the NEMD results at
150 K, showing good agreement at moderate and high den-
sities, but failure at low densities where the theory predicts a
vanishing transport coefficient in the absence of the first
~slip! term in Eq. ~21!. For the model calculations the equi-
librium density profiles, obtained using GCMC simulation,
were used while the viscosity was evaluated at the locally
averaged density given in Eq. ~12! using the correlation of
Chung et al.53 Despite the deviation at low densities, the
general trends are similar, in particular a nearly constant
transport coefficient below a density of about 4 nm23 ~after
an initial increase from a value of zero for the theory!. This
roughly corresponds to the monolayer region, based on a
molecular area of about 0.195 nm2 estimated from its liquid
density of 13.5 nm23 at 150 K. The good agreement at high
density and similarity in trend does suggest the role of vis-
cous effects in the transport, though an additional mechanism
is also signified by the quantitative disagreement at low den-
sities.
The above correspondence between the EMD and
NEMD is in contradiction to assertions made in the recent
literature25,30 that the former measures only the diffusive
component and the latter the viscous component of the trans-
port coefficient. Our results clearly indicate that the EMD
transport coefficient does include the viscous part. Given that
there is no bulk flow imposed in EMD simulations this may
at first appear difficult to reconcile. However, while the ab-
sence of imposed bulk flow implies a vanishing time-
averaged streaming velocity, a fluctuating force arises due to
the axial momentum loss on diffuse reflection of particles
from the pore wall. Consequently, if the relaxation time of
the viscous stresses is smaller than the time scale of the
fluctuations local equilibrium is instantaneously attained
over the pore cross section, and the fluctuating streaming
velocity profiles at equilibrium with the instantaneously act-
ing force. The transport coefficient from the autocorrelation
of the streaming velocity then carries the viscous component.
An approximate criterion for cross-sectional equilibrium
FIG. 2. Comparison of density profiles obtained using GCMC, EMD, and
NEMD for the 3.838 nm diam pore, ~a! at 150 K and density of 5.95 nm23,
and ~b! at 177 K and density of 10.5 nm23.
FIG. 3. Comparison of EMD and NEMD results for the 3.838 nm diam pore
at 150 and 177 K. Inset depicts the comparison of a purely no-slip viscous
theory with the NEMD results at 150 K. Open circles with cross-hair rep-
resent data obtained with acceleration of 0.07 nm/ps2, and open circles with
dot with acceleration of 0.1 nm/ps2. All other data obtained with acceleration
of 0.04 nm/ps2, or less.
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may be obtained by considering that for this to be valid the
maximum axial distance traveled during the relaxation of the
stress-pulse is less than a molecular diameter. This stress-
relaxation over the cross section will occur at the velocity of
sound, so that
uzc
r0
us
,s f , ~22!
where uzc is the axial streaming velocity at the center of the
pore ~i.e., at r50), s f is the molecular diameter, and us is
the velocity of sound in the pore fluid. If we approximate the
latter to be the same as that for a bulk fluid we obtain the
condition
uzc,
s f
r0
A g
krˆM , ~23!
where g is the ratio of specific heats (Cp /Cv), and k is the
isothermal compressibility (]rˆ/]P)/ rˆ . At very low densi-
ties, corresponding to the ideal gas state, we obtain
uzc,
s f
r0
AgRgTM ~24!
while at high densities for CH4 we may consider the approxi-
mation k’1029 m2/N, which is typical of hydrocarbon
liquids.54 For the 3.84 nm diam pore, r051.567 nm, and we
obtain an upper bound of uzc580.3 m/s at very low densi-
ties, and uzc,406.8 m/s at high densities. Here we have used
g51.4 for the ideal gas, g’1 for the liquid, and a saturated
methane liquid phase density of 357.1 kg/m3. The above
bounds for the center-line streaming velocity were found to
be satisfied in our NEMD simulations for the accelerations
applied, so that cross-sectional equilibrium is indeed ex-
pected, as evidenced by the density profiles.
A large number of DCV-GCMC runs were also con-
ducted at 150 K, for various pairs of density values in the
two end sections. As obtained, the transport coefficient Dt ,eff
corresponds to the effective value between the two densities,
with a density gradient driving force. Since the EMD and
NEMD values of Dto correspond to a chemical potential gra-
dient driving force an effective Fickian coefficient is also
estimated from these, following
j z52Dt ,eff
Drˆ
,
52DtoS ] ln~ f !] ln~ rˆ ! D T
d rˆ
dZ ~25!
which provides
Dt ,eff~ rˆ1 , rˆ2!5
1
Drˆ Erˆ1
rˆ2
Dto~ rˆ !S ] ln~ f !] ln~ rˆ ! D Td rˆ . ~26!
Here f is the bulk fugacity of methane in equilibrium with
adsorbed density rˆ . Figure 4 depicts a comparison of the
values of Dt ,eff obtained from DCV-GCMD simulations, and
those estimated from the EMD and NEMD transport coeffi-
cients following Eq. ~26!, for the various runs covering a
wide range of densities. For performing the calculations the
isotherms in Fig. 1 and EMD as well as NEMD determined
density dependence of the intrinsic transport coefficient Dto ,
were empirically fitted by smooth curves which were then
used for the integrations in Eq. ~26!. As seen in Fig. 4 the
effective transport coefficients predicted from the EMD and
NEMD results match those determined by DCV-GCMD
simulation for the various runs spanning over two orders of
magnitude of the effective transport coefficient. Thus, it is
clear that neither NEMD nor DCV-GCMD probes any new
mechanism beyond that captured by EMD simulations, at
least for single component transport.
B. Effect of temperature on transport coefficient
Following the above findings that all three simulation
methods measure the same transport coefficient, further com-
putations were performed using NEMD. Figure 5 depicts the
variation of the transport coefficient Dto with pore density at
four different temperatures of 150, 163, 177, and 190 K, in a
pore of diameter 3.84 nm. In all cases the transport coeffi-
cient increases strongly with the pore density, which is typi-
cal of viscous flow as indicated by Eq. ~10!. The diffusive
term in this equation, D0 , is much less strongly dependent
on density, as is evident from simulations of transport in
micropores where it dominates over viscous flow.25 The im-
portance of viscous flow in the larger pores, at the subcritical
conditions chosen here (Tc5190.6 K for methane! is also
FIG. 4. Comparison of measured transport coefficients obtained using DCV-
GCMD, with those predicted based on coefficients obtained using EMD
~filled circles! and NEMD ~open circles!.
FIG. 5. Effect of temperature on density variation of NEMD transport co-
efficients. Smooth curves are drawn to guide the eye.
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clearly evident from the inset in Fig. 3, where Eq. ~21! with
a no-slip condition ~i.e., k→‘) predicts the transport coeffi-
cient well at high densities. At this condition both simulation
and theory predict a maximum in the value of Dto , which is
due to the large increase in viscosity with small changes in
density in this region. At low densities, however, the no-slip
theory predicts a vanishing transport coefficient, contrary to
simulation, which suggests an additional mechanism, cap-
tured in Eq. ~21! through the friction coefficient at the pore
wall. This will be discussed in detail subsequently.
Historically, it has been common to arbitrarily interpret
the temperature variation of the transport coefficient in terms
of the Arrhenius relation, particularly for micropores of mo-
lecular dimension with which the term ‘‘activated diffusion’’
is loosely associated.7,8,24 While such characterization of the
transport may not strictly be valid for the mesopores consid-
ered here, it is instructive to determine the temperature coef-
ficient of the transport in this way. In this spirit Fig. 6~a!
depicts Arrhenius plots of the transport coefficient at various
pore densities based on the data of Fig. 5. Good linearity is
seen for the temperature range studied here ~150–190 K! for
each of the selected densities, on the semilogarithmic coor-
dinates used. Figure 6~b! depicts the density variation of the
activation energy extracted from the regression lines in Fig.
6~a!, showing an initial rapid increase in activation energy up
to a density of about 3.5 nm23, followed by a region of weak
decrease before a sharp drop beyond a density of about 7
nm23.
In interpreting the above results, it may be recognized
that even at very low densities most of the molecules are
localized at the minimum of the adsorbate–adsorbent poten-
tial energy curve, and only a few long trajectories occur.55,56
Classical Knudsen transport, for which DtoaT1/2 with an es-
timated activation energy of 700 J/mol, only occurs in hard
sphere systems and is approached when the adsorption field
is very weak.56,57 At higher densities, cooperative effects be-
tween adsorbates in the incomplete monolayer also play a
part in the activation process by localizing the molecules at
the minimum of the fluid–solid potential, with a well depth
of 9125 J/mol, and consequently the activation energy in-
creases. Beyond a density of 3.5 nm23, monolayer coverage
is complete, and the activation energy decreases slowly up to
a density of about 7 nm23 because of contributions from
more weakly bound molecules further away from the sur-
face.
The ratio of activation energy ~about 3500 J/mol! in this
weakly sensitive region to the minimum in the fluid–solid
potential energy is about 0.38. Empirically the ratio of the
activation energy to the adsorption energy, or the minimum
potential in the pore, is often taken to the lie in the range of
0.33–1,7,8,24 and the present result would appear to support
this assumption. In this relatively constant activation energy
region, lying in the density range of 3.5–7 nm23, the second
layer is being established, for as seen in Fig. 2, the peak for
the third layer, located at radial position of about 0.8 nm, is
barely noticeable at a density of 5.95 nm23. However, at a
density of 10.5 nm23 the third and fourth layers are well
established and prominent. As is evident from Fig. 3 viscous
effects dominate at this high density, so that the steep drop in
activation energy beyond a density of about 7 nm23 corre-
sponds to multilayer flow with rapidly diminishing slip at the
wall. The relatively constant activation energy region be-
tween 3.5 and 7 nm23 then corresponds to the transition
region between monolayer wall slip and the establishment of
multilayer viscous flow on completion of the second layer.
C. Effect of pore size
NEMD simulations were also conducted for diameters of
2.39 nm and 3.01 nm at 177 K. Figure 7 depicts the results
for the density variation of the transport coefficient at the
different pore sizes. The occurrence of the maximum in the
transport coefficient even for the smaller pore size suggests
significant viscous flow, though the peak is less prominent in
this case. As seen in Fig. 1~b! capillary condensation is in-
significant at this pore size, and the isotherm is essentially of
Type 1, which is typical of micropores.58 In all cases a non-
vanishing diffusitivity at low densities is observed, indicating
significance of wall slip. Further, the coefficient in this re-
gion is much less sensitive to pore size than in the high
density viscous flow region, though greater sensitivity is ex-
pected for small micropores significantly smaller than 2.39
nm diam.
FIG. 6. ~a! Variation of transport coefficient with temperature at various
densities in the 3.838 nm diam pore, and ~b! variation of activation energy
with density for the 3.838 nm diam pore.
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D. Application of the model
The simulation data of Figs. 5 and 7 has been interpreted
here in terms of the model in Eq. ~21!. To this end the varia-
tion of the friction coefficient k with local density r0 at the
surface of friction ~the location of the potential minimum!
was obtained by substituting the values of Dto and density
profile r(r) obtained from GCMC simulation at density rˆ
into Eq. ~21!. As for the inset in Fig. 3 the local viscosity was
evaluated at a density locally averaged over a sphere of di-
ameter s f . Figure 8 depicts the results, for the 3.84 nm pore
at the four temperatures studied ~cf. Fig. 5!, showing a rela-
tively constant value of the friction coefficient in the range of
1.2–1.7 at all temperatures, for local density r0 below a
critical value. Subsequently it increases steeply to large val-
ues, approaching the no-slip condition at high densities.
The constancy of the friction coefficient is a strong indi-
cator of the importance of slip flow at the pore wall in nan-
opores, represented here by the first term in brackets on the
right-hand side of Eq. ~21!. This has also been verified by
our visualizations of the flow, showing the presence of lay-
ering at the pore surface, with slipping of the surface layer.
Further evidence for the validity of the present approach is
obtained from comparison of the predicted streaming veloc-
ity profile from solution of Eqs. ~18! and ~19! with that ob-
tained from NEMD simulation. Figure 9 depicts on such a
comparison, obtained for an adsorbed density of 5.95 nm23
at 150 K in a 3.84 nm diam pore, with an imposed accelera-
tion of 0.07 nm/ps2. Excellent agreement is seen for radial
position larger than 0.85 nm, with the measured velocities
being somewhat larger in the inner region. As is evident from
Fig. 2~a! the good agreement of the velocities is in the
multilayer region, where the adsorbed density is large. In the
inner region 0<r<0.85 nm, the density is much lower, and
the contribution to the pore flux is therefore negligible. Con-
sequently the error in the predicted coefficients due to the
deviation in the velocity profile in the low-density core is
insignificant. The deviation is most likely due to the inad-
equacy of a viscous flow model in this low-density region
where the mean free path is large.
The above values of the friction coefficient would appear
to be consistent with classical momentum transfer
arguments,9,21 adapted for the presence of intermolecular in-
teractions. Given the high densities in the surface layer ~cf.
Fig. 2! which is centered essentially at the potential mini-
mum of the fluid–solid interaction, except for very low bulk
activities, to a good approximation molecules interacting
with the pore wall at the potential minimum may be consid-
ered locally thermalized. Following the diffuse reflection
condition adopted molecules moving towards the wall and
crossing the potential minimum lose their axial momentum
on reversing direction. If we neglect the axial momentum
subsequently gained before returning back to the potential
minimum after reflection, we may treat the wall as a hard
boundary. The frictional force arising from the momentum
loss on diffuse reflection at this boundary is now obtained as
kr0u05mu0Z , ~27!
where Z(5r0v¯ /4) is the collision frequency under condition
of local equilibrium. Substitution of the kinetic theory result
v¯5A8kBT/pm provides k5AmkBT/2p . It is now readily
estimated that the friction coefficient k has the values of
1.78, 1.86, 1.94, and 2.01 N s/mol at 150, 163, 177, and 190
K, respectively. These values are in good agreement with the
range of values of k extracted from the simulation data. The
marginally lower values of the friction coefficient obtained
FIG. 7. Variation of diffusivity with density for various pore diameters, at
177 K. Smooth curves are drawn to guide the eye.
FIG. 8. Variation of friction coefficient with density at potential minimum
for the 3.838 nm diam pore at various temperatures. Smooth curves are
drawn to guide the eye.
FIG. 9. Comparison of predicted and measured streaming velocity profile in
the 3.838 nm diam pore at an adsorbed density of 5.95 nm23 at 150 K.
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from the simulation probably reflects the contribution from
momentum gained by molecules after reflection prior to re-
turning to the potential minimum. At very high temperature
where the kinetic energies and penetration depths are larger
this deviation may increase and requires investigation. An-
other factor that needs to be considered is the trajectory of
the molecules arriving at the potential minimum from within
the pore. While Eq. ~25! assumes these to be at local equi-
librium at the location of the potential minimum itself, such
molecules would have actually suffered their last collision on
an average one mean free path away, leading to the presence
of a gas layer44 or Knudsen sublayer.45 In subsequent work
we intend to address these issues and further develop the
approach.
The abrupt increase of the wall friction coefficient from
the kinetic theory-based limit to very large values approach-
ing the no-slip condition at a critical density is also another
aspect that merits further investigation. It is readily estimated
that the mean free path (1/ps2r) has the value of about 0.22
nm at a density of 10 nm23, and about 0.027 nm at a density
of 80 nm23. On the other hand inspection of the density
profiles reveals the depth of penetration beyond the potential
minimum to be about 0.05 nm. Consequently, when the den-
sity at the potential minimum reaches sufficiently high val-
ues interactions between molecules penetrating the potential
minimum will be very strong, and diffuse wall reflection will
dissipate the collective axial momentum in this region, ap-
proaching the no-slip condition. This behavior is clearly evi-
dent in Fig. 8. Nevertheless it may be recognized that mean
free path arguments require modification in the presence of
intermolecular interactions. A detailed analysis of this feature
will be reported in due course.
Friction coefficients were also determined for the two
other smaller pore diameters for which transport coefficients
were obtained at 177 K. Figure 10 depicts the results based
on the data provided in Fig. 7. For the smaller pore diameters
2.39 nm and 3.01 nm the friction coefficients lie in the range
of 1.6–2 N s/mol, and are only marginally higher than the
values for the 3.84 nm pore below a critical density at the
potential minimum of about 75 nm23. The results for the
smaller pores are also closer to the theoretical value of 1.94
N s/mol estimated above, which may be attributed to the
stronger potential field in these pores. This leads to smaller
average penetration depths on wall collision and less mo-
mentum gain on returning to the potential minimum after
reflection. In addition, at a given density at the potential
minimum the mean pore density is larger, leading to more
frequent intermolecular collisions and a thinner ‘‘gas layer’’
or Knudsen sublayer44,45 at the wall. A further feature evident
in Fig. 10 is that above a potential minimum density of about
75 nm23 the friction coefficient increases much less steeply
than for the larger pore, which is consistent with a smaller
penetration distance and less collective momentum dissipa-
tion due to intermolecular collisions beyond the potential
minimum.
Given the smaller deviation of the friction coefficient in
the weakly varying region from the above theoretical value
for the two smaller pore sizes, it is instructive to compare the
predicted and measured transport coefficients. Figure 11 de-
picts the results, showing good correspondence in each case,
though the theory overpredicts the result at high density
where the wall friction coefficient is significantly higher than
the theoretical value as discussed above. In the intermediate
density region of about 4–7 nm the theory slightly underpre-
dicts as it treats the potential minimum as a hard boundary
and neglects the momentum gained by the molecules be-
tween reflection ~i.e., reversing direction! and returning to
the potential minimum. We shall consider this aspect in
forthcoming articles.
As an alternative to the frictional model considered here
one may examine the slip length condition presented in Eq.
~17! that has received much attention in the past.15–19 If this
is used in place of Eq. ~16! the same result as in Eq. ~21! is
obtained, but with the friction coefficient replaced by the slip
length following
k5
h0
r0Ls
, ~28!
FIG. 10. Variation friction coefficient with density at the potential minimum
for various pore diameters at 177 K. Smooth curves are drawn to guide the
eye.
FIG. 11. Density variation of predicted transport coefficient at 177 K for
2.39 nm and 3.01 nm diam pores.
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where h0 is the viscosity at the potential minimum, evalu-
ated at the locally averaged density. Figure 12 depicts the
variation of estimated slip length with local density at the
potential minimum, based on the fitted friction coefficients
for the 3.84 nm diam pore at various temperatures. As can be
seen the slip length varies by a much greater extent than the
friction factor, and in the high-density region the correspon-
dence between the results at different temperatures is signifi-
cantly less. These features, and the reasonable agreement of
the friction coefficients ~in the constant region! with the the-
oretical estimate, suggest the latter ~i.e., frictional! concept to
be more meaningful than the traditionally used slip length
approach.
It is now clear from the above results that a combination
of momentum transfer at the wall and viscous transport in
the fluid captures the key features of the transport behavior
of pure component fluids in nanopores. The mechanism of
Knudsen diffusion, commonly assumed to occur in mesopo-
res and micropores, is not manifested because absorbed mol-
ecules are localized at the pore wall,55–57 near the position of
the potential minimum. In the past such localization due to
adsorptive forces at the pore wall has been regarded7,22,55 as
giving rise to a surface flow phenomenon that may now be
recognized as arising from the momentum transfer mecha-
nism demonstrated here. Further, while we have performed
calculations here for mesopores of about 2.4–4 nm diam, in
smaller pores, although viscous momentum transfer will still
operate, the effect of slip due to momentum loss at the wall
may be even more important because of the stronger disper-
sive forces and greater degree of localization at the pore wall
~except for a narrow range of pore size where the overlap of
potential can lead to a broad minimum!. While this is the
case for real porous materials with absorbing surfaces, in
hard sphere systems the localization is absent and Knudsen
flow may indeed occur. Indeed, even in the presence of dis-
persive forces, it is possible that at sufficiently high tempera-
tures significant Knudsen slip can arise from molecules hav-
ing sufficient kinetic energy to be able to escape the
adsorbing field and traverse the pore width.55,57
A further attractive feature of our proposal is that it con-
tains the necessary ingredients to model the ‘‘activated dif-
fusion’’ process attributed to micropores where the contribu-
tion of viscous flow is very small.7,8,24 Except for high
densities if we approximate r(r);exp@2F(r)/kBT#, where
F(r) is the position-dependant fluid-solid potential, it is
readily seen that the first term in the RHS of Eq. ~21! will
predict a diffusivity D0;exp@aFm /kBT#, where a is a posi-
tive constant smaller than unity and Fm5F(r0) ~the mini-
mum value!. The effective energy ED5auFmu is in line with
that empirically postulated and widely used in the literature
in interpreting adsorption kinetics in carbon and a variety of
other absorbents.7,8,24 However, besides such absorbents the
same mechanisms will apply to membranes, biological sys-
tems, and a variety of other systems involving transport in
ultrafine pores.
V. CONCLUSIONS
The results of this work clearly show that all three meth-
ods of molecular dynamics ~EMD, NEMD, and DCV-
GCMD! yield the same transport coefficient even under con-
ditions of viscous flow. However, NEMD offers the most
convenient route with less statistical variation of the results.
For interpretation of the MD results the LADM, suitably
employed in the Navier–Stokes equation assuming cross-
sectional equilibrium, offers a promising approach for mod-
eling density-dependent transport coefficients provided sur-
face slip is incorporated as a boundary condition. A frictional
model for the latter appears to be more appropriate than the
classical Navier slip length formulation, and yields values of
the frictional coefficient consistent with momentum transfer
arguments, over a wide range of adsorbed densities in the
pore. Nevertheless, further development of the model is
needed to incorporate momentum gained by particles after
reflection but before exiting the repulsive region of the wall
potential, and to consider the existence of a Knudsen sub-
layer on the wall surface in which the reflected particles at-
tain equilibrium with the pore phase. With a decrease in pore
size these effects appear to be less important, and the current
approach predicts the transport coefficients for pores of 2.39
nm and 3.01 nm diam fairly well. A further feature is that at
high densities the friction coefficient increases dramatically,
suggesting thinning of the Knudsen sublayer and rapid equi-
librium of the reflected particles with the pore phase because
of strong interparticle interactions. As a result the slip veloc-
ity is reduced and the effective friction coefficient increased.
The idealized diffuse reflection model for the surface is
not necessarily an accurate representation of a real solid ad-
sorbent, as demonstrated in recent studies of atomically de-
tailed surfaces.17,59,60 Reflection from atomically smooth sur-
faces ~such as graphitic materials! is quite close to being
purely specular, whilst even from surfaces that are quite
rough on the atomic scale, reflection can be more than 50%
specular. It is not entirely clear how the equalities between
transport coefficients measured by the different methods de-
scribed in this work, would be affected by reflection condi-
tions that are intermediate between purely specular and
purely diffuse. The investigation by Arya et al.31 using
atomically detailed surface models, also found close agree-
FIG. 12. Variation of slip length with density at the potential minimum at
various temperatures for the 3.838 nm diam pore.
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ment between these three methods. However, in this work, it
appears that Dto , from EMD and NEMD methods, was not
integrated over the relevant finite concentration range in or-
der to compare with DCV @cf. Eq. ~26!#. Omission of this
integration can obscure the significance of the simulation
results in some circumstances.30,37 Since most of the systems
examined in Ref. 31 were at the lower end of the mi-
croporous size range, the discrepancy arising from this
source may be quite small.37 However, the relevance or oth-
erwise of a more realistic wall reflection condition does not
emerge clearly from this work. In the extreme limit of purely
specular wall reflection, where velocity components parallel
to the wall are retained unaltered after collision, it is readily
demonstrated ~and confirmed by simulation! that Dto from
EMD is zero. On the other hand, NEMD methods result in
infinite fluxes under these circumstances, since there is no
wall friction ~and thus no viscous flow!.
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