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Abstract
We study the regularity criteria for weak solutions to the incompressible magnetohydrodynamic equa-
tions. Some regularity criteria are obtained for weak solutions to the magnetohydrodynamic equations,
which generalize the results in [C. He, Z. Xin, On the regularity of solutions to the magneto-hydrodynamic
equations, J. Differential Equations 213 (2) (2005) 235–254]. Our results reveal that the velocity field of
the fluid plays a more dominant role than the magnetic field does on the regularity of solutions to the
magnetohydrodynamic equations.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
We are concerned with the regularity criteria for weak solutions to the viscous incompressible
magnetohydrodynamics (MHD) equations in R3
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∂u
∂t
− 1
Re
u+ (u · ∇)u− S(B · ∇)B + ∇
(
p + S
2
|B|2
)
= 0,
∂B
∂t
− 1
Rm
B + (u · ∇)B − (B · ∇)u = 0,
divu = 0, divB = 0,
(1.1)
with the following initial conditions
{
u(x,0) = u0(x),
B(x,0) = B0(x). (1.2)
Here u,p,B are non-dimensional qualities corresponding to the velocity of the fluid, its pressure
and the magnetic field, respectively. The non-dimensional number Re is the Reynolds number,
Rm is the magnetic Reynolds and S = M2/(Re Rm) with M being the Hartman number. For
simplicity of writing, let Re = Rm = S = 1, and p denotes the total pressure p + S2 |B|2.
There have been extensive studies on the solutions to MHD equations (1.1). In particular,
Duraut and Lions [3] constructed a class of global weak solutions with finite energy, and a class of
local strong solutions, in general, to the initial value problem and initial boundary value problem
in two and three dimensions. In the two-dimensional case, the smoothness and uniqueness of
their obtained global weak solutions have been shown provided the given initial data is smooth
in [3]. And Sermange and Teman [12] also showed the regularity for weak solutions in the case of
three dimensions under the assumption that (u,B) belongs to L∞(0, T ;H 1(R3)) (here H 1(R3)
denotes the usual Sobolev space). For other regularity criteria, see [2,16] and references therein.
These mathematical results obtained for MHD are completely similar to that of the corresponding
incompressible Navier–Stokes equations. This is mainly because that the MHD equations share
the same nonlinear convection structure as that of the incompressible Navier–Stokes equations.
However, a recent numerical simulations of Politano et al. in [11], and observations of space
and laboratory plasmas alike in [5] reveal that the magnetic field should have some dissipation.
Thus the incompressible magnetohydrodynamic equations should exhibit a greater degree of
regularity than does an ordinary incompressible Navier–Stokes equations, in some sense. To our
knowledge, there is no mathematical arguments to show rigorously this till now.
But, there are still partial results in this direction. Recent, He and Xin [7] showed that a weak
solution (u,B) is smooth provided anyone of the following assumptions hold:
(a) u ∈ Lp(0, T ;Lq(R3)) with 1/p + 3/2q  1/2 for q > 3;
(b) u ∈ C([0, T ];L3(R3));
(c) ∇u ∈ Lα(0, T ;Lβ(R3)) with 1/α + 3/2β  1 for 1 < α  2;
(d) Let ω(x, t) = curlu(x, t). There exist some positive constants K , M and C, such that
∣∣ω(x + y, t)−ω(x, t)∣∣K∣∣ω(x + y, t)∣∣|y| 12
hold for any t ∈ [0, T ], if both |y| ρ and |ω(x + y, t)|M .
The partial regularity theory also have been established in [6] for the suitable weak solution (cf.
[6] for the definition) provided some scaled quality is small with respect to velocity, and some
scaled quality is uniformly bounded with respect to magnetic field. For the ideal incompressible
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ity also have been obtained in [8]. These results demonstrate that the magnetic field plays less
dominant role than the velocity field does in the regularity theory of solutions to the magnetohy-
drodynamics equations.
In this paper, we are motivated by the works of Takahashi [14], Struwe [13], Kim and Ko-
zono [9], and will generalize the regularity criteria obtained in [7]. In fact, we will show that a
weak solution (u,B) is regular provided only ‖u‖Lsw(0,T ;Lrw(R3)) is sufficiently small for some
(s, r) satisfying 1/s + 3/2r = 1/2 and 3 r < ∞. Further, we will also show that a weak solu-
tion (u,B) is regular provided only ∇u ∈ Lα(0, T ;Lβw(R3)) for 1/α+3/2β = 1 with 1 < α  2.
It is obvious that the regularity criteria, obtained in [7], is a directly corollary of our results, since
Lp is subspace of Lpw and the absolute continuity of norm in Lp for 1 p < ∞.
It must be noticed that Theorem 2.3 cannot be included into Theorem 2.1. And the borderline
case α = 2 is significant. Our result shows that, if ∇u ∈ L2(0, T ;L3w(R3)), then (u,B) is regular.
This cannot be deduced from Theorem 2.1, since if taking s = 2 in Theorem 2.1, r must be ∞, but
this was excluded by the assumption r < ∞. Moreover, it is worthy to emphasize that there are
no assumptions on the magnetic field B . In other words, our result demonstrate that the magnetic
field plays less dominant role than the velocity field does in the regularity theory of solutions to
the magnetohydrodynamics equations. This agrees with the known results in [5,7,11] and [8].
2. The main results
Before stating our results, we introduce some function spaces. Let C∞0,σ (R3) denote the set
of all C∞ vector functions with compact support in R3, such that divφ = 0. Hk(R3), k ∈ N,
are the standard Sobolev spaces. And let Lβσ (R3) be the closure of C∞0,σ (R3) with respect to the
Lβ -norm. Lrw denotes weak Lr -space defined as
Lrw
(
R
3)= {v ∈ L1loc(R3): ‖v‖Lrw(R3) = sup
σ>0
σ
∣∣{x ∈R3: ∣∣v(x)∣∣> σ}∣∣1/r < ∞}
and Lsw(0, T ;Lrw(R3)) is the space of all vector fields v in L1loc(0, T ;Lrw(R3)) such that
‖v‖Lsw(0,T ;Lrw(R3)) = sup
σ>0
σ
∣∣{t ∈ (0, T ): ∥∥v(t)∥∥
Lrw(R
3) > σ
}∣∣1/s < ∞.
L(p,q)(R3) denotes the Lorentz space, for details, see O’Neil [10]. Before stating our main re-
sults, we give the definition of weak solution.
Definition 2.1. A pair (u,B) on R3 × (0, T ) is called a weak solution to MHD equations (1.1),
provided that
(1) u,B ∈ L∞(0, T ;L2(R3))∩L2(0, T ;H 1(R3)),
(2) divu = 0, divB = 0 in the sense of distribution,
(3) for any φ,ψ ∈ C∞0 (R3 × (0, T )) with divφ = 0 and divψ = 0,
T∫ ∫
3
{
u · ∂tφ − ∇u · ∇φ + ∇φ : (u⊗ u−B ⊗B)
}
dx dt = 00 R
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T∫
0
∫
R3
{
B · ∂tψ − ∇B · ∇ψ + ∇ψ : (u⊗B −B ⊗ u)
}
dx dt = 0.
Now our main results can be stated as
Theorem 2.1. Let u0,B0 ∈ L6/5σ (R3) ∩ H 1(R3). For each r with 3  r < ∞, there is a small
constant  > 0, depending on r , with the following property:
Assume that (u,B) is a weak solution of MHD equations (1.1) on some interval [0, T ] with
0 < T ∞, if u satisfies that
‖u‖Lsw(0,T ;Lrw(R3))  ,
2
s
+ 3
r
= 1,
then (u,B) is smooth in R3 × (0, T ].
Similar regularity criteria have been obtained for incompressible Navier–Stokes equation
in [9] and [14]. By the absolute continuity of Lr -norm for 3 r < ∞, Theorem 2.1 is obviously
an extension of the known regularity criteria obtained in [7]. Also by the absolute continuity of
norm in Lorentz space L(s,s′)(0, T ), a direct consequence of Theorem 2.1 is the following
Corollary 2.2. Let u0,B0 ∈ L6/5σ (R3) ∩ H 1(R3). Let (u,B) be a weak solution to MHD equa-
tions (1.1), which satisfies the additional assumption
u ∈ L(s,s′)(0, T ;Lrw(R3))
for some r , s and s′ with
2
s
+ 3
r
= 1, 3 < r < ∞ and 2 < s  s′ < ∞,
then (u,B) is smooth in R3 × (0, T ].
Theorem 2.3. Let u0,B0 ∈ Lβσ (R3) for some β  3. Assume that (u,B) is a weak solution of
MHD equations (1.1) on some interval [0, T ] with 0 < T ∞. If
∇u ∈ Lα(0, T ;Lβw(R3))
for 1/α + 3/2β = 1 with 1 < α  2, then
u,B ∈ L∞(0, T ;Lβ(R3)); |u| β−22 ∇u, |B| β−22 ∇B ∈ L2(0, T ;L2(R3)).
Hence (u,B) is smooth in R3 × (0, T ]. Moreover,
∥∥B(t)∥∥β
Lβ(R3) +
β(β − 1)
2
t∫ ∥∥|B| β−22 ∇B(s)∥∥2
L2(R3) ds  C
(
‖B0‖βLβ(R3)e
∫ T
0 ‖∇u‖α
L
β
w(R
3)
dτ)0
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∥∥u(t)∥∥β
Lβ(R3) +
β(β − 1)
2
t∫
0
∥∥|u| β−22 ∇u(s)∥∥2
L2(R3) ds
 C
(
‖B0‖βLβ(R3),‖u0‖
β
Lβ(R3)
, e
∫ T
0 ‖∇u‖α
L
β
w(R
3)
dτ)
for any t ∈ [0, T ].
It is obvious that Corollary 2.2 and Theorem 2.3 is an extension of the corresponding regular-
ity criteria in [7].
3. Proof of Theorem 2.1
We write
(
etf
)
(x) =
∫
R3
G(x − y, t)f (y) dy,
with heat kernel G(x, t) defined as
G(x, t) = (4πt)− 32 exp(−|x|2/4t).
It is well known that
∥∥etg∥∥
Lr2 (R3)  Ct
− 32 ( 1r0 −
1
r2
)‖g‖Lr0 (R3), (3.1)
∥∥∇etg∥∥
Lr2 (R3)  Ct
− 32 ( 1r1 −
1
r2
)− 12 ‖g‖Lr1 (R3) (3.2)
for any 1 r0, r1  r2 ∞ and
∥∥etg∥∥
L
r′2 (R3)
 Ct
− 32 ( 1r′0 −
1
r′2
)‖g‖
L
r′0
w (R
3)
, (3.3)
∥∥∇etg∥∥
L
r′2 (R3)
 Ct
− 32 ( 1r′1 −
1
r′2
)− 12 ‖g‖
L
r′1
w (R
3)
(3.4)
for any 1 < r ′0, r ′1  r ′2 < ∞.
In the following arguments, the main tool is the contraction mapping principle, as doing in [9]
for incompressible Navier–Stokes equations. So we need to establish the necessary estimates by
making fully use of (3.1)–(3.4). For this purpose, we will repeatedly use the following estimates
of solution to the heat equation in weak Lebesgue space showed by Kim and Kozono [9].
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v =
t∫
0
(
e(t−τ)f
)
(x, τ ) dτ +
t∫
0
div
(
e(t−τ)F
)
(x, τ ) dτ.
Assume that
f ∈ Ls0(0, T ;Lr0(R3)) and F ∈ Ls1(0, T ;Lr1(R3))
for some pairs (s0, r0) and (s1, r1) with
3
r0
= 3
r1
+ 1, 1 < r0 < r1 < ∞ and 1 < s0 = s1 < ∞.
Then v belongs to Ls1(0, T ;Lr1(R3)) with ∇v ∈ Ls1(0, T ;Lr1(R3)). Moreover,
‖v‖Ls1 (0,T ;Lr1 (R3)) + ‖∇v‖Ls1 (0,T ;Lr1 (R3))
 C(r0, s0, T )
(‖f ‖Ls0 (0,T ;Lr0 (R3)) + ‖F‖Ls1 (0,T ;Lr1 (R3))). (3.5)
See Lemma 2 in [9].
Next, we first make the following assumption.
Assumption A. u ∈ Lsw(0, T ;Lrw(R3)) for some pair (r, s) with 2/s + 3/r = 1 and 3 r < ∞.
We first consider the non-critical case r > 3.
Because of divu = divB = 0, the second equation of the magnetohydrodynamic equations
can be re-written as
∂tB −B + div(u⊗B −B ⊗ u) = 0.
Lemma 3.2. Let Assumption A holds and B0 ∈ L6/5(R3) ∩ L6(R3). Then there exists a unique
solution
v ∈ L8w
(
0, T ;L12(R3))∩L2w(0, T ;L2(R3))≡ Xr
to the following Cauchy problem
{
∂tv −v + div(u ⊗ v − v ⊗ u) = 0 in R3 × (0, T ),
v|t=0 = B0 in R3,
(3.6)
provided that
‖u‖Lsw(0,T ;Lrw(R3))  0, where 3 < r < ∞, (3.7)
for some small constant 0 = 0(r) depending only on r .
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‖Muv‖Ls3w (0,T ;Lr3w (R3))  2‖u‖Lsw(0,T ;Lrw(R3))‖v‖L8w(0,T ;L12w (R3)),
‖Muv‖
L
s′3
w (0,T ;L
r′3
w (R
3))
 2‖u‖Lsw(0,T ;Lrw(R3))‖v‖L2w(0,T ;L2w(R3))
where
1
s3
= 1
s
+ 1
8
,
1
r3
= 1
r
+ 1
12
; 1
s′3
= 1
s
+ 1
2
,
1
r ′3
= 1
r
+ 1
2
.
Then, for each v ∈ Xr , define an operator L(v) :Xr → Xr by
L(v) =: etB0 −
t∫
0
e(t−τ)
[
div(Muv)
]
dτ. (3.8)
Next we only need to show that L is a contraction on Xr . First it is obvious that
‖Lv‖L8w(0,T ;L12(R3))
=
∥∥∥∥∥etB0 −
t∫
0
e(t−τ)
[
div(Muv)
]
dτ
∥∥∥∥∥
L8w(0,T ;L12(R3))

∥∥etB0∥∥L8w(0,T ;L12(R3)) +
∥∥∥∥∥
t∫
0
e(t−τ)
[
div(Muv)
]
dτ
∥∥∥∥∥
L8w(0,T ;L12(R3))
.
Applying (3.1) and (3.4), we derive that
I1 =
∥∥etB0∥∥L8w(0,T ;L12(R3))  C‖B0‖L6(R3),
I2 =
∥∥∥∥∥
t∫
0
e(t−τ)
[
div(Muv)
]
dτ
∥∥∥∥∥
L8w(0,T ;L12(R3))
 C‖Muv‖Ls3w (0,T ;Lr3w (R3))
 C‖u‖Lsw(0,T ;Lrw(R3))‖v‖L8w(0,T ;L12(R3)).
Therefore, by Lemma 3.1, we obtain
‖Lv‖L8w(0,T ;L12(R3))  C
(‖B0‖L6(R3) + ‖u‖Lsw(0,T ;Lrw(R3))‖v‖L8w(0,T ;L12(R3))
)
.
Similarly, we get that
‖Lv‖L2 (0,T ;L2(R3))  C
(‖B0‖L6/5(R3) + ‖u‖Ls (0,T ;Lr (R3))‖v‖L2 (0,T ;L2(R3))).w w w w
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‖Lv‖Xr  C0
(‖B0‖L6/5(R3) + ‖B0‖L6(R3) + ‖u‖Lsw(0,T ;Lrw(R3))‖v‖Xr
)
,
for some absolute constant C0 = C0(r).
Note that, for any v1, v2 ∈ Xr ,
L(v1 − v2) = −
t∫
0
e(t−τ)
[
div
(
Mu(v1 − v2)
)]
dτ.
Then by a similar argument, we have
‖Lv1 −Lv2‖Xr  C0
(‖u‖Lsw(0,T ;Lrw(R3))‖v1 − v2‖Xr
)
,
for all v1, v2 ∈ Xr .
Taking 0 = 1/(2C0), the above estimates imply that L is a contraction on Xr . Then it has a
unique fixed point. This completes the proof of Lemma 3.2. 
Next we intend to establish some estimates on ∇B . For this purpose, we first note that, for
every fixed i, 1 i  3, v =: ∂iB ∈ L2(0, T ;L2(R3)) is a distributional solution of the following
equation
∂tv −v + div(∂iu⊗B −B ⊗ ∂iu)+ div(u⊗ v − v ⊗ u) = 0
with given u and B .
Lemma 3.3. Let B0 ∈ L6/5(R3)∩L6(R3). Suppose that Assumption A holds with
‖u‖Lsw(0,T ;Lrw(R3))  0,
and for some positive constant M
sup
t∈[0,T ]
(∥∥u(t)∥∥22 +
∥∥B(t)∥∥22)+ 2
T∫
0
(∥∥∇u(τ)∥∥22 +
∥∥∇B(τ)∥∥22)dτ M2.
Then there exists a unique solution
v ∈ L2w
(
0, T ;L3(R3))∩L2w(0, T ;L2(R3))≡ X′r
to the following Cauchy problem
{
∂iv −v + div(Muv)+ div(∂iu⊗B −B ⊗ ∂iu) = 0 in R3 × (0, T ),
v|t=0 = ∂iB0 in R3,
(3.9)
provided that
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(
0, T ;Lrw
(
R
3)) 1, where 3 < r < ∞, (3.10)
for some small constant 1 = 1(r) depending only on r .
Proof. Since ‖u‖Lsw(0,T ;Lrw(R3))  0, so Lemma 3.2 implies that
‖B‖L8w(0,T ;L12(R3)) M0 =: 2C0
(‖B0‖L6/5(R3) + ‖B0‖L6(R3)). (3.11)
Let g(x, t) =: div(∂iu⊗B −B ⊗ ∂iu) and
K3 =:
t∫
0
e(t−τ)g(τ) dτ =
t∫
0
e(t−τ)
(
div(∂iu⊗B −B ⊗ ∂iu)
)
dτ.
Applying (3.1), we deduce, with the help of the Young inequality in weak space, that
‖K3‖L2w(0,T ;L3(R3))  C‖∂iu‖L2(0,T ;L2(R3)) · ‖B‖L8w(0,T ;L12(R3))
and
‖K3‖L2w(0,T ;L2(R3))  C‖∂iu‖L2(0,T ;L2(R3)) · ‖B‖L16/5w (0,T ;L8(R3)).
By the interpolation inequality and Sobolev embedding inequality, we have
‖B‖8  ‖B‖
1
2
6 ‖B‖
1
2
12  C‖∇B‖
1
2
2 ‖B‖
1
2
12.
By the Hölder inequality in weak spaces, we obtain that
‖B‖
L
16/5
w (0,T ;L8(R3))  C‖∇B‖
1
2
L2(0,T ;L2(R3))‖B‖
1
2
L8w(0,T ;L12(R3)).
Hence we obtain
‖K3‖X′r  C‖∇u‖L2(0,T ;L2(R3))
(‖B‖L8w(0,T ;L12(R3))
+ ‖∇B‖
1
2
L2(0,T ;L2(R3))‖B‖
1
2
L8w(0,T ;L12(R3))
)
 CM
(
M0 +M 12 M
1
2
0
)
. (3.12)
Now for any v ∈ Xr , define operator L′v as
L′v = et∂iB0 −
t∫
0
e(t−τ) div(Muv)(τ ) dτ −
t∫
0
e(t−τ)g(τ) dτ
=: K1 +K2 +K3.
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K1 =
∫
R3
G(x − y, t)∂iB0(y) dy =
∫
R3
∂iG(x − y, t)B0(y) dy.
Then (3.2) tells us that
‖K1‖L2w(0,T ;L3(R3)) C‖B0‖3, ‖K1‖L2w(0,T ;L2(R3))  C‖B0‖2.
Thus
‖K1‖x′r  C
(‖B0‖2 + ‖B0‖3). (3.13)
For K2, by a similar arguments as in the proof of Lemma 3.2, we have
‖K2‖Xr  C‖u‖Lsw(0,T ;Lrw(R3))‖v‖Xr . (3.14)
Collecting estimates (3.12)–(3.14), we deduce
‖L′v‖Xr  C1
(‖B0‖2 + ‖B0‖3 +M(M0 +M 12 M 120 )+ ‖u‖Lsw(0,T ;Lrw(R3))‖v‖Xr
)
.
Since operator L is linear in v, then we have
‖Lv1 −Lv2‖X′r  C1‖u‖Lsw(0,T ;Lrw(R3))‖v‖Xr ,
for any v1, v2 ∈ X′r .
Therefore, the result of Lemma 3.3 follows from the contraction mapping principle if taking
1 = min{1/(2C1(r)), 0}. 
Taking the curl-operation to the first equation of the MHD equations, one can show that w+ =
curlu is a distribution solution to the following equations
∂tw
+ −w+ + div(u⊗w+ −w+ ⊗ u)− div(B ⊗w− −w− ⊗B) = 0,
where w− = curlB.
Applying Lemma 3.3 and by a similar argument, we can get
Lemma 3.4. Let u0,B0 ∈ L6/5(R3)∩L6(R3). Suppose that Assumption A holds with
‖u‖Lsw(0,T ;Lrw(R3))  1.
There exists a unique solution
v ∈ L20/3w
(
0, T ;L5/2(R3))∩L2w(0, T ;L2(R3))≡ X′′r
C. He, Y. Wang / J. Differential Equations 238 (2007) 1–17 11to the Cauchy problem
{
∂tv −v + div(u⊗ v − v ⊗ u)− div(B ⊗w− −w− ⊗B) = 0 in R3 × (0, T ),
v|t=0 = curlu0 in R3,
(3.15)
provided that
u ∈ Lsw
(
0, T ;Lrw
(
R
3)) 2, where 3 < r < ∞, (3.16)
for some small constant 2 = 2(r) depending only on r .
Proof. Assume first ‖u‖Lsw(0,T ;Lrw(R3))  1. Then by Lemmas 3.2 and 3.3, we have
B ∈ L8w
(
0, T ;L12(R3))∩L2w(0, T ;L2(R3)), ∇B ∈ L2w(0, T ;L3(R3)).
Define
J =:
t∫
0
e(t−τ) div(B ⊗w− −w− ⊗B)(τ) dτ.
Applying (3.2) and the Young inequality in weak space, we get
‖J‖
L
20/3
w (0,T ;L5/2(R3))  C‖B‖L8w(0,T ;L12(R3))‖∇B‖L2w(0,T ;L3(R3)).
Similar to argument for (3.12), we have
‖J‖L2w(0,T ;L2(R3))  CM
(
M0 +M 12 M
1
2
0
)
with positive constants M and M0 given in Lemma 3.3 and in (3.11). Therefore, we have
‖J‖X′′r  C (3.17)
for some positive constant C depending on the initial data (u0,B0) and r . Thus, the result of
Lemma 3.4 follows from a similar argument deducing Lemma 3.3. 
Proof of Theorem 2.1. (Case 1: 3 < r < ∞.) We first prove Theorem 2.1 when r > 3.
Lemma 3.4 implies that, if ‖u‖Lsw(0,T ;Lrw(R3))  2, then we have showed that
w+ ∈ L20/3w
(
0, T ;L5/2(R3))⊆ L5/2(0, T ;L5/2(R3)),
since L20/3w (0, T ) ⊆ L5/2(0, T ). This implies that
u = − curlw+ ∈ L5/2(0, T ;W−1,5/2(R3)).
It follows from the regularity theory of Laplace operator that
u ∈ L5/2(0, T ;W 1,5/2(R3))⊆ L5/2(0, T ;L15(R3)) (3.18)
12 C. He, Y. Wang / J. Differential Equations 238 (2007) 1–17by Sobolev’s embedding inequality. It is obvious that 2/5 + (3/2)(1/15) = 1/2, then the result
of Theorem 2.1 follows from the regularity criteria obtained in [7]. 
Next we turn to the critical case r = 3. The main difference between the cases r > 3 and r = 3
is the choice of function spaces.
Lemma 3.5. Let B0 ∈ L6/5(R3)∩L6(R3). There exists a unique solution
v ∈ L8w
(
0, T ;L12w
(
R
3))∩L2w(0, T ;L2w(R3))≡ X3
to the Cauchy problem (3.6), provided that
u ∈ L∞(0, T ;L3w(R3)) 0, (3.19)
for some small constant 0.
Proof. Let Mu = u⊗ v − v ⊗ u. By the Hölder inequality in Lorentz spaces, it is easy to see
‖Muv‖L8w(0,T ;L12/5w (R3))  2‖u‖L∞(0,T ;L3w(R3))‖v‖L8w(0,T ;L12w (R3))
and
‖Muv‖L2w(0,T ;L6/5w (R3))  2‖u‖L∞(0,T ;L3w(R3))‖v‖L2w(0,T ;L2w(R3)).
Next, for each v ∈ X3, define the operator Lv by
Lv = etB0 +
t∫
0
e(t−τ)
[−div(Muv)]dτ.
By (3.1), we deduce easily that
∥∥etB0∥∥L8w(0,T ;L12w (R3)) C‖B0‖L6(R3),
∥∥etB0∥∥L2w(0,T ;L2w(R3))  C‖B0‖L6/5(R3).
Let
I ≡
t∫
0
e(t−τ)Muv dτ.
It is well known (cf. [4] and [15]) that, for any 1 < r, s < ∞, the estimate
‖I‖Ls(0,T ;Lr(R3))  C‖Muv‖Ls(0,T ;Lr(R3))
is valid for some positive constant C independent of Muv and T . By interpolation theory, it
follows that
‖I‖Ls (0,T ;Lr (R3))  C‖Muv‖Ls (0,T ;Lr (R3)). (3.20)w w w w
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‖∇I‖L8w(0,T ;L12w (R3))  C‖I‖L8w(0,T ;L12/5w (R3))  C‖Muv‖L8w(0,T ;L12/5w (R3))
 C‖u‖L∞(0,T ;L3w(R3))‖v‖L8w(0,T ;L12w (R3)).
Similarly, we have
‖∇I‖L2w(0,T ;L2w(R3)) C‖I‖L2w(0,T ;L6/5w (R3))  C‖Muv‖L2w(0,T ;L6/5w (R3))
C‖u‖L∞(0,T ;L3w(R3))‖v‖L2w(0,T ;L2w(R3)).
Hence we deduce
‖Lv‖X3  C
(‖B0‖6 + ‖B0‖6/5)+C0‖u‖L∞(0,T ;L3w(R3))‖v‖X3 . (3.21)
Since Lv is linear in v, it follows that
∥∥L(v1 − v2)∥∥X3  C0‖u‖L∞(0,T ;L3w(R3))‖v1 − v2‖X3 (3.22)
for any v1, v2 ∈ X3.
Therefore, if we take 0 = 1/(2C0), then Lemma 3.5 follows from the contraction mapping
principle. 
Lemma 3.6. Let B0 ∈ L6/5(R3)∩L6(R3). Suppose that Assumption A holds with
‖u‖Lsw(0,T ;Lrw(R3))  0,
and for some positive constant M
sup
t∈[0,T ]
(∥∥u(t)∥∥22 +
∥∥B(t)∥∥22)+ 2
T∫
0
(∥∥∇u(τ)∥∥22 +
∥∥∇B(τ)∥∥22)dτ M2.
Then there exists a unique solution
v ∈ L2w
(
0, T ;L3w
(
R
3))∩L2w(0, T ;L2w(R3))≡ X′r
to the Cauchy problem (3.9), provided that
u ∈ L∞(0, T ;L3w(R3)) 1  0. (3.23)
Applying (3.20) and the estimates obtained in Lemmas 3.5, 3.6 follows from an arguments
similar to that of Lemma 3.3. Here we omit the details.
By applying (3.20) and just following the arguments for Lemma 3.4, we get
14 C. He, Y. Wang / J. Differential Equations 238 (2007) 1–17Lemma 3.7. Suppose the assumption of Lemma 3.6 hold. Then there exists a unique solution
v ∈ L20/3w
(
0, T ;L5/2w
(
R
3))∩L2w(0, T ;L2w(R3))≡ X′′3
to the Cauchy problem (3.15), provided that
u ∈ L∞(0, T ;L3w(R3)) 2, (3.24)
for some small constant 2  1.
Proof of Theorem 2.1. (Case 2: r = 3.) Now we complete the proof of Theorem 2.1 when r = 3
by applying the result of Theorem 2.1 when r > 3. Assume that ‖u‖L∞(0,T ;L3w(R3))  2. Then
Lemma 3.7 tells us that
w+ ∈ L20/3w
(
0, T ;L5/2w
(
R
3))⊆ L5/2(0, T ;L5/2w (R3)).
By the Biot–Savart law,
u = 1
4π
∫
R3
x − y
|x − y|3 ×ω
+(y) dy
and Young’s inequality, we deduce u ∈ L5/2(0, T ;L15w (R3)).
Let  be the absolute constant in Theorem 2.1 when r > 3. By the absolute continuity of
integral, there is t1 > 0 such that
‖u‖L5/2(0,t1;L15w (R3))  .
Thus (u,B) is smooth in R3 × (0, t1]. Continuing the process and after finite steps, we can show
that (u,B) is smooth in R3 × (0, T ] for any given T ∞. 
4. Proof of Theorem 2.3
Proof of Theorem 2.3. In this section, we will complete the proof of Theorem 2.3. Since
(u0,B0) ∈ Lβ(R3) with some β  3, it is well known, that there are T0 > 0 and a unique strong
solution (u,B) to the MHD equations in (0, T0]. Thus, in order to complete the proof of The-
orem 2.3, it is sufficient to establish a priori strong estimate uniformly in t ∈ [0, T ]. Then the
local strong solution (u,B) can be continuously extended to [0, T ] by a standard process. So, in
the following, we assume that the solution (u,B) is sufficient smooth on [0, T ]. We multiply the
both sides of the second equation in (1.1) by |B|β−2∇B , integrate over R3 and get, with the help
of integration by parts, that
1
β
d
dt
‖B‖β
Lβ(R3)
+ (β − 1)∥∥|B| β−22 ∇B∥∥2
L2(R3) 
∫
3
|B|β |∇u|dx. (4.1)
R
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∣∣∣∣
∫
R3
|B|β |∇u|dx
∣∣∣∣ C‖∇u‖L(β,∞)(R3)‖B‖βL(β2/(β−1),β)(R3). (4.2)
By interpolation and the Sobolev embedding inequalities in Lorentz spaces (cf. [1]), we obtain
‖B‖β
L(β
2/(β−1),β)(R3)
 C‖B‖3/2
L(3β,β)(R3)
‖B‖β−3/2
Lβ(R3)
 C
∥∥|B|β/2−1∇B∥∥3/β
L2(R3)‖B‖
β−3/2
Lβ(R3)
. (4.3)
With the help of the Young’s inequality, we get
1
β
d
dt
‖B‖β
Lβ(R3)
+ β − 1
2
∥∥|B| β−22 ∇B∥∥2
L2(R3)  C‖∇u‖αLβw(R3)‖B‖
β
Lβ(R3)
. (4.4)
Then, by the Gronwall’s inequality, we deduce
∥∥B(t)∥∥β
Lβ(R3) +
β(β − 1)
2
t∫
0
∥∥|B| β−22 ∇B(s)∥∥2
L2(R3) ds
 C‖B0‖βLβ(R3)e
∫ T
0 ‖∇u‖α
L
β
w(R
3)
dτ
(4.5)
for any t ∈ [0, T ].
Noting that the projector P commutes with ∇ , we have
1
β
d
dt
‖u‖β
Lβ(R3)
+ (β − 1)∥∥|u| β−22 ∇u∥∥2
L2(R3)

∫
R3
P(u · ∇)u · |u|β−2udx −
∫
R3
P(B · ∇)B · |u|β−2udx
 ‖∇u‖L(β,∞)(R3)
(‖u‖β
L(β
2/(β−1),β)(R3)
+ ‖B‖2
L(β
2/(β−1),β)(R3)
‖u‖β−2
L(β
2/(β−1),β)(R3)
)
. (4.6)
Applying (4.3) and the following estimates
‖u‖
L(β
2/(β−1),β)(R3)  ‖u‖
3
2β
L(3β,β)(R3)
‖u‖
2β−3
2β
L(β,β)(R3)
 ‖u‖
2β−3
2β
Lβ(R3)
∥∥|u| β−22 ∇u∥∥
3
β2
L2(R3)
, (4.7)
we deduce
16 C. He, Y. Wang / J. Differential Equations 238 (2007) 1–171
β
d
dt
‖u‖ββ + (β − 1)
∥∥|u| β−22 ∇u∥∥2
L2(R3)
 C‖∇u‖α
L
β
w(R
3)
‖u‖β
Lβ(R3)
+ β − 1
4
∥∥|u| β−22 ∇u∥∥2
L2(R3)
+C‖∇u‖
L
β
w(R
3)
‖B‖
2β−3
β
Lβ(R3)
∥∥|B| β−22 ∇B∥∥
6
β2
L2(R3)
‖u‖
(β−2)(2β−3)
2β
Lβ(R3)
∥∥|u| β−22 ∇u∥∥
3(β−2)
β2
L2(R3)
 C‖∇u‖α
L
β
w(R
3)
‖u‖β
Lβ(R3)
+ β − 1
2
∥∥|u| β−22 ∇u∥∥2
L2(R3) +
∥∥|B| β−22 ∇B∥∥2
L2(R3)
+C‖∇u‖α
L
β
w(R
3)
(‖B‖β
Lβ(R3)
+ ‖u‖β
Lβ(R3)
)
. (4.8)
From Gronwall’s inequality and (4.5), it follows that
∥∥u(t)∥∥β
Lβ(R3) +
β(β − 1)
2
t∫
0
∥∥|u| β−22 ∇u(s)∥∥22 ds
 C
(
‖B0‖βLβ(R3),‖u0‖
β
Lβ(R3)
, e
∫ T
0 ‖∇u‖α
L
β
w(R
3)
dτ)
(4.9)
for any t ∈ [0, T ]. This completes the proof of Theorem 2.3. 
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