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In meteorological adjustment, Kolmogorov-Zurbenko (KZ) filter is firstly used to separate the raw ozone 147 and meteorological data into long-term, seasonal and short-term data (Rao and Zurbenko, 1994a; Rao 148 and Zurbenko, 1994b) . KZ filter can be expressed as 
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The KZ filter repeats the iterations of a moving average to remove the high-pass signal defined by
where k is the number of values included on each side, the window length m=2k+1, i is interval time, j 156 is window variables, and Y is the input time-series. Thus the output of the i th pass becomes the input for 157 the i+1 th pass, and so on. Different scales of motion are obtained by changing the window length and the 158 number of the iterations (Milanchus et al., 1998; Eskridge et al., 1997) . The filter periods of less than N 159 days can be calculated with window length m and the number of iterations p, as 
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The long-term trend is separated from the raw data by KZ (365, 3) with the periods >632d, and then the 166 seasonal and the short-term component ST(t) can be derived by 167 ( ) = ( , ) − ( , ) 
168 ( ) = ( ) − ( ) = ( ) − ( , ) 
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After KZ filtering, meteorological adjustment is conducted by stepwise regression between ozone average meteorological condition of the same calendar date throughout 11 years is used as the base 181 condition for that date, and the meteorological adjustment is conducted against the base condition. By 182 doing so, the inter-annual variation of meteorology is removed while the annual variation is largely 183 reserved. With the homogenized annual variation of meteorological conditions, Aad (t) in formula 10 184 represents the meteorologically adjusted ozone variations, and the difference between X(t) and Aad (t) 185 reflects the meteorological impact. It is noted that, by using the average meteorological condition as the 186 base condition, the average ozone concentration during the 11 years keeps unchanged. 
197
EOF analysis is performed on the correlation matrix from the meteorologically adjusted ozone data set
198
(4018 days × 15 stations), without further rotation of the PCs. The first step is to normalize the ozone 199 data (Thurston and Spengler, 1985; Guo et al., 2004) .
where is the concentration of ozone in sample k of the station i, is the arithmetic mean value of 202 ozone in station i and is the standard deviation.
203
204 is loadings of EOF without rotation and is scores.
205
Since the factor scores are normalized with the mean to be zero, true zero is calculated through
206
introducing an artificial sample with the zero concentration. Then the APCS are estimated by subtracting 207 the artificial sample from the true samples.
208
( ) = ( ) = − / (13) 209 ( ) = −(14)
210
The regression between APCS and ozone concentration estimates source contributions to C by 
222
Previous studies also evidenced ozone increase in the PRD (e.g. Li et al., 2014) and we here demonstrate 223 that such an increase has been continuing for more than a decade. After meteorological adjustment, ozone 
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It should be noted that meteorological adjustment does not change the overall increasing trend of ozone 235 concentration, indicating that emission change is the primary driving factor for the long-term ozone trend.
236
However, as shown in Fig 
7
There are two sub-regions in the PRD with overall decreased ozone concentrations, one in the northeast 263 (TH and JGW) and the other in the southwest (ZML and TJ). The ozone decrease is largely mitigated or 264 at ZML even reversed after meteorological adjustment. The different mechanisms leading to the ozone 265 increase in these two sub-regions are explained by a conceptual diagram in section 3.6.
267
The spatial distribution of meteorological impact in each year during 2007-2017 is illustrated in Fig. 4b .
268
It is noted that when the meteorological condition favors ozone pollution in the PRD, it increases more 
286
According to the Kaiser's rule (Wilks, 2006) , three PCs are retained in EOF analysis, explaining 53%,
287
16% and 7% of total variance, respectively. Fig. 5a shows the interpolated PC loadings in the PRD, and In comparison, PC2 and PC3 loadings show significant spatial variations. PC2 loadings have an obvious 308 north-south gradient with different signs, indicating that the impact of PC2 on northern and southern
309
PRD are reversed at all times. Further examination on their relationship with wind direction, as shown 310 in Fig. 6b and 6c, indicates that during high ozone periods, PC2 score tends to be positive with southerly 311 winds and negative with northerly winds. With southerly winds, northern PRD receives the highest 312 impact from PC2, leading to increased ozone concentration. On the contrary, southern PRD receives the 313 highest impact (negative score and negative loading) with northerly winds. This reflects exactly the 314 impact from emissions within the PRD posed by the north-south components of the prevailing winds.
315
Similarly, PC3 is associated with the impact from local emissions by the west-east components of the 316 prevailing winds. Therefore, PC2 and PC3 collectively reflect the impact of local emissions on ozone 317 formation. PC2 and PC3 scores show a bimodal pattern that are higher in 2007 and 2011-2014 ( Fig. 5b) .
318
This suggests that local emissions pose higher ozone contribution to northern and eastern PRD during 
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The PC loadings and scores may reflect the spatial distributions and temporal variations of the PCs, 
342
We further plot the spatial distribution of ozone contribution from local and non-local emissions and its 
365
meteorology plays a greater role in elevating ozone levels during these two years.
367
Contributions from meteorology and local and non-local emissions are further analyzed at each 368 monitoring station, as listed in Table 2 
386
Ozone levels during episodes are the highest in the central PRD, mainly Guangzhou and Foshan, as 387 shown in Fig. S3. Fig. S4 shows the long-term trends of ambient ozone, meteorologically adjusted ozone, 
398
We further differentiate ozone changes into those by local and non-local emissions using EOF/APCS 399 approach. Four principal components are discovered, and they are assigned to local or non-local 400 emissions by their spatial variations, as shown in Fig. S3. Fig. 9 illustrates the long-term trend of ozone is the only region having slight increasing local ozone contribution during episodes (Fig. 10a ). In this 434 section, we aim to provide detailed explanation on such phenomena by developing a conceptual diagram 435 collectively taking into account ozone precursor emissions and their changing trends, ozone formation 436 regimes, and the monsoonal and micro-scale synoptic conditions over different sub-regions of the PRD.
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Due to significant NOx emissions, the urban central PRD is probably the last area turning into NOx-483 limited due to enhanced biogenic VOC emissions during ozone episodes.
485
In addition, the prevailing wind direction changes from northeasterly / southwesterly to easterly, as shown 486 in Fig. S6. With weakened background increasing. Ozone increase solely due to precursor emission changes would have been more significant.
528
In comparison with non-local precursor emissions, the impacts of local precursor emissions on ambient 
537
In particular, OFR shift during ozone episodes in response to higher biogenic VOC emissions and VOC 538 oxidation rate is the fundamental cause for different trends both spatially and temporally. We conclude 539 that the past control measures preferentially targeted on NOx are most likely responsible for ozone 540 increase in the PRD, especially over southwestern by reduced ozone titration. However, OFR has started 541 to shift from VOC-limited to NOx-limited over southwestern, especially during ozone episodes.
542
Therefore, NOx emission control should be further strengthened to alleviate peak ozone levels.
544
By investigating the ozone evolution influenced by emission changes within and outside PRD during the 545 past decade, this study highlights the complexity in ozone pollution control in the PRD. 
