Abstract. Many studies in the literature have applied multi-objective evolutionary algorithms (MOEAs) to multi-objective combinatorial optimization problems. Few of them analyze the actual contribution of the basic algorithmic components of MOEAs. These components include the underlying EA structure, the fitness and diversity operators, and their policy for maintaining the population. In this paper, we compare seven MOEAs from the literature on three bi-objective and one tri-objective variants of the permutation flowshop problem. The overall best and worst performing MOEAs are then used for a path-relinking-based iterative analysis, where each of the main components of these algorithms is analyzed to determine their contribution to the algorithms' performance. Results show some components not to be effective, while others only work well when simultaneously used.
Introduction
Evolutionary algorithms (EAs) are one of the most widely used metaheuristic algorithms and since a long time attract a large research community. Even when considering only applications to multi-objective optimization problems, many different multi-objective EAs (MOEAs) have been proposed [8, 5, 20, 19, 1, 10, 3] . In fact, MOEAs were among the first metaheuristics applied to multi-objective combinatorial optimization (MCOP) [16] . Moreover, several relevant developments in heuristic algorithms for multi-objective optimization have been advanced in the research efforts targeted to MOEAs. Such developments include archiving [10] , dominance-compliant performance measures [21] and the performance assessment of multi-objective optimizers [22] .
Despite the large number of MOEA proposals in the literature, little effort has been put into understanding the actual impact of specific algorithmic components. In general, the efficacy of MOEAs depends on a few main components. The first, common to single-objective optimization, is the underlying EA structure, which includes genetic algorithms (GA), evolutionary strategies (ES) and differential evolution (DE) . The other two components, fitness and diversity operators, have been adapted from single-objective optimization to deal with search aspects particular to multi-objective problems. In MOEAs, the fitness operator typically considers the Pareto dominance relations between chromosomes in order to intensify the search. Conversely, the diversity operators focus on spreading the solutions over the objective space in order to find a set of trade-off solutions representative of various possible preferences. Finally, the policy for the population management (that typically addresses the issue of which individuals to remove after new ones have been generated by the evolutionary operators recombination and mutation -one may call this also population reduction policy) determines which individuals are kept in the current population; this population reduction policy is using the measures on fitness and diversity measures to make these decisions.
Traditionally, a new MOEA is proposed as a monolithic block that integrates specific choices for the fitness, diversity, and population reduction. In this way, it is difficult to understand the actual impact each of these components has on performance. In fact, often algorithms that differ only by one such component have not been compared directly. In this paper, we compare seven different MOEA algorithms on the permutation flowshop problem (PFSP) to understand their performance. To make this analysis representative, we consider the three most relevant objective functions used in the PFSP literature, namely makespan, total flow time, and total tardiness. We then implement and compare all MOEAs for the three possible bi-objective variants as well as for the tri-objective variant.
While the performance of some algorithms is consistent across all PFSP variants, others present major differences. Concretely, the MOEA that ranks among the best for two of the variants ranks worst for the remaining. We then select two such variants and their best and worst ranked algorithms to iteratively move from the worst to the best configuration in the configuration space of MOEAs. This is done in a fashion akin to path relinking [9] by replacing component by component in the worst performing algorithm until obtaining the structure of the best performing one. Such a type of analysis has been proposed recently by Fawcett and Hoos [7] in the context of automatic algorithm configuration. The goal of our analysis is to identify the algorithm components that, for a specific problem, contribute most to algorithm performance. The results of the iterative analysis conducted show that, for runtime constrained scenarios such as the experimental setup traditionally adopted for the PFSP, the contribution of some components do not compensate for their computational overhead.
The paper is organized as follows. Section 2 presents the PFSP. Section 3 describes the algorithms we consider in this work, highlighting the differences between them. The experimental setup is presented in Section 4. The comparison of the MOEAs and the results of the analysis of MOEA components is presented in Sections 5 and 6, respectively. Finally, conclusions and possibilities for future work are discussed in Section 7.
The Permutation Flowshop Problem
The PFSP is one of the most widely studied scheduling problems in operations research. It arises in various industries such as chemical, steel, or ceramic tile production where jobs have to be executed by different machines in a given order. Since each execution takes a different amount of time, the order in which jobs are processed is of major importance for the efficiency of the process. An instance of the PFSP consists of a set of n jobs and m machines and a matrix P of n × m processing times p ij , where p ij is the processing time of job i on machine j. For a permutation π that represents the order in which jobs will be executed, the completion times of all jobs on all machines are defined as
where π i is the job at position i in the permutation. Typically, the PFSP has been studied using various objective functions, the most used being (i) makespan (C max ), i.e., the completion time of the last job on the last machine; (ii) total flow time (TFT), i.e., the sum of the completion times of each job on the last machine; and (iii) total tardiness (TT), the difference between the completion times of all jobs in the last machine and their due dates. In the latter case, a list of due dates is provided, where d i is the due date of job i. When more than one of these objectives is considered simultaneously, solutions are compared not based on a single objective value, but on an objective vector. Given a PFSP variant with objectives f i , i = 1, . . . , k, a solution s is said to be better (or to dominate) another solution
If neither solution dominates the other, they are said to be nondominated. A typical goal of optimizers designed to solve a multi-objective problem is to find the set of nondominated solutions w.r.t. all feasible solutions, the Pareto set. Since this may prove to be computationally unfeasible, multiobjective metaheuristics have been used to find approximation sets, i.e., sets whose image in the objective space (called approximation fronts) best approximates the Pareto set image.
In this paper, we implement the MOEAs to solve the three possible biobjective variants that combine C max , TFT, and TT, namely C max -TFT, C max -TT, TFT-TT. Moreover, we also consider the tri-objective variant C max -TFT-TT. To ensure the algorithms efficacy, we use the same algorithmic components typically found in the PFSP literature. Solutions are represented through direct encoding, that is, each individual in the MOEA is a permutation of the jobs. Initial solutions are constructed using the well-known NEH heuristic [15] that is extended from the usual makespan to the other objectives following [6] . The crossover operator applied is the two-point crossover operator. Finally, two mutation operators are considered: insert, which selects a job and reinserts it in a position of the permutation that is chosen uniformly at random, and exchange, which swaps two jobs, chosen uniformly at random, of the permutation. the algorithm will favor solutions according to Pareto dominance. Several fitness metrics can be found in the literature, such as dominance rank [8] , dominance count [20] , and dominance depth [5, 1] . Besides fitness measures, the population is also evaluated according to diversity metrics. In single-objective optimization, diversity metrics are used to prevent the algorithm from stagnating by spreading individuals across the decision space. This concept becomes even more important for multi-objective optimization since multiple solutions need to be found. In this context, diversity is generally measured in terms of the objective space, the main concern being to have a well-distributed approximation to the Pareto front. The most commonly used metrics include crowding distance [5] , niche sharing [17] , and k-nearest-neighbor [20] . Finally, algorithms also differ as to the frequency with which these values are calculated. One shot algorithms compute fitness and diversity values once before population reduction and then discard the worst individuals. By contrast, iterative algorithms re-calculate fitness and diversity values every time a solution is discarded from the population. Although this second alternative is known to be computationally more expensive, initial results have shown this strategy to produce better results when runtime is not an issue [1] .
The particular choice of fitness, diversity metrics and how often these are computed are distinguishing features of different multi-objective EAs. The most relevant algorithms propose their own fitness and diversity strategies. MOGA [8] , for instance, uses dominance ranking and niche sharing. The population reduction adopts the one shot policy. NSGA-II [5] uses dominance depth and crowding distance, and also uses one shot population reduction. SPEA2 [20] uses a combination of dominance count and dominance rank for the fitness computation and a k-NN metric for diversity, but discards individuals using an iterative reduction policy. IBEA [19] uses binary quality indicators to compare solutions. The two most commonly adopted are: (i) the -indicator, that computes the value that would have to be added (or multiplied) to one solution for it to be dominated by another, and; (ii) the hypervolume difference, which computes the volume of the subspace one individual dominates that the other do not. These binary values are computed for each pair of solutions in the population. The fitness of an individual is then equal to the aggregation of its indicator w.r.t. the rest of the population.
More recently, the hypervolume indicator has been used to evaluate fitness and diversity simultaneously during an MOEA run. In this case, it computes the volume of the objective space dominated by a given approximation set, bounded by a reference point. The hypervolume used as a fitness metric captures both concepts of closeness to the Pareto front and well-spread approximation, thus replacing the explicit diversity measure in other algorithms [19, 1] . In this work, we consider HypE, a traditional genetic algorithm (GA). HypE [1] uses the hypervolume contribution, that is, the volume of the subspace dominated exclusively by a given solution. HypE evaluates the fitness of the individuals at two moments: (i) before mating, when all individuals are assessed, and; (ii) during population reduction, when a speed-up is employed: the hypervolume contribution is used as a tie-breaker for the dominance depth approach.
Several MOEAs are based on a structure that is rather typical for evolution strategies (ES). PAES [10] is a (1+1)-ES that actually resembles a local search procedure. At each iteration, an incumbent solution is mutated and compared to the population of the algorithm, which maintains only nondominated solutions. The actual efficiency of the algorithm lies in the intelligent adaptive procedure used to keep this population well-spread and to direct the search towards regions that are little explored. If the population size has not yet reached the maximum allowed size, the new solution is accepted as long as it is not dominated by an existing solution. Otherwise, the new solution is only accepted in the population if it either dominates an existing solution or if it is located in a region of the objective space where the algorithm still has not found many solutions.
Another multi-objective ES proposal is SMS-EMOA [3] , a steady-state ES. Similar to HypE, SMS-EMOA uses dominance depth followed by hypervolume contribution for tie-breaking. In fact, the combined fitness metric used by this algorithm can be described as a three-way fitness metric. First, individuals are sorted according to dominance depth. If all individuals in the population are given the same fitness value, the hypervolume contribution is used to break ties. Otherwise, all fronts that fit the new population are preserved, and tie-breaking (by means of the dominance rank metric) is applied for the first front that does not fit fully into the population. As SMS-EMOA is a steady-state algorithm, the offspring always replaces the worst individual of the parent population, and the mating selection is always done at random.
Experimental setup
We use the benchmark set provided by Taillard [18] following previous work on multi-objective PFSP [6, 14] . This benchmark set contains instances with all combinations of n ∈ {20, 50, 100, 200} jobs and m ∈ {5, 10, 20} machines, except for n = 200 and m = 5 (200x5). We consider 10 instances of each size, 110 instances in total. The maximum runtime per instance equals t = 0, 1 · n · m seconds. All experiments were run on a single core of Intel Xeon E5410 CPUs, running at 2.33GHz with 6MB of cache size under Cluster Rocks Linux version 6.0/CentOS 6.3. The MOEAs used in this algorithm were instantiated using the C++ ParadisEO framework [11] . We implemented several algorithmic components required for our study that were not available in ParadisEO. We also extended ParadisEO's PFSP library to handle all PFSP variants considered in this paper. The original MOEAs were not designed for the PFSP, and, hence, their parameter settings are likely not well suited for this problem. Therefore, we tuned the parameter settings of all MOEAs using irace [2, 12] with a tuning budget of 1000 experiments. As training instances during tuning, we used a different benchmark set [6] from the one used in the final analysis. irace was originally designed for single-objective algorithms, but it has been extended to handle the multi-objective case by using the hypervolume quality measure. For computing the hypervolume, we normalize objective values in the range [1, 2] and use (2.1, 2.1) as the reference point. The parameter space considered for all algorithms is the same, depicted in Table 2 . The additional parameters required by specific algorithms are listed in Table 3 .
To compare the tuned MOEAs, we consider the average hypervolume over 10 runs of each algorithm per instance. We then plot parallel coordinate plots of these results for each problem variant. Concretely, for each variant we produce 11 plots (one per instance size), each depicting the behavior of all MOEAs in ten different instances. Due to space limitations, few representative results are shown here. The complete set of results are made available as a supplementary page [4] . Finally, to select the source and target algorithms for the ablation analysis, we compute rank sums considering the average hypervolume of the 10 runs per instance size.
Comparison of MOEAs
The four variants of the PFSP considered in this paper differ significantly from each other in the shape of the non-dominated reference fronts and the number of non-dominated points [6] . As a consequence, the performance of the MOEAs may vary greatly from one variant to another. In this section, we discuss the most representative results considering one variant at a time. For each PFSP variant, we present the tuned MOEAs, discuss their performance and conclude with a rank sum analysis. Table 5 shows the best parameter configuration found by irace for each MOEA for Cmax-TFT. These configurations show some commonalities. First, the population sizes are usually small, and sometimes no external archive is used to store nondominated solutions. This is justified by the small number of non-dominated solutions that exist in the Pareto front of this problem. The number of offspring is always around 100% as traditionally used by GAs. The mutation rate pMut is always very high and the insertion operator is used much more frequently than the exchange one. Finally, SPEA2 considers the first nearest neighbor for its diversity operator and IBEA uses the epsilon indicator. Figure 1 gives parallel coordinate plots for the average hypervolume (given on y-axis) measured on each of the 10 instances of size n = 200 and m = 20. As shown in Fig. 1 , HypE, SMS-EMOA and SPEA2 perform best. By contrast, the remaining algorithms perform poorly, with PAES and MOGA being the ones that produce the worst average hypervolumes. The fact that HypE and SMS-EMOA perform similarly well is interesting, because both algorithms use similar fitness and diversity components, but very different underlying EA structures. On the other hand, the performance difference between SPEA2 and NSGA-II or MOGA, for instance, is most likely related to the MOEA components they use, since their underlying structure is the same.
Cmax-TFT
Next, we computed for each algorithm its rank sum. In particular, we ranked the average hypervolume of each algorithm on each instance from one (best) to seven (worst) and then summed the ranks of each algorithm across all 110 instances. The rank sums are given in Table 4 . HypE presents the lowest rank sum, but SMS-EMOA and SPEA2 also show low values. PAES performs worst when measured across all instance sizes even though it performs better than MOGA and NSGA-II on the largest instances (Fig. 1) .
Cmax-TT
The parameters selected by irace for the Cmax-TT variant (Table 6 ) do not differ much from those obtained above for the Cmax-TFT variant. We identify two important differences. First, the number of offspring is now set either to a much larger or a smaller value than the population size, instead of being roughly equal. Second, many algorithms use external archives with a large maximum size. An analysis of the number of non-dominated solutions returned by the algorithms revealed, however, that this number was actually much lower than the maximum limits. The main differences observed in Fig. 5.3 concern HypE, NSGA-II, and IBEA. Hype was the best MOEA for the Cmax-TFT variant. However, for Cmax-TT it is the worst among all algorithms compared. The same loss of quality is not observed for SMS-EMOA, which suggests that the underlying EA structure this time became of major importance. Second, NSGA-II and IBEA did not perform well for Cmax-TFT, but they now produce the best results among all MOEAs. This is confirmed by the rank sum analysis in Table 4 , where NSGA-II obtains the lowest rank sum.
TFT-TT
Compared to the parameters used for the two previous PFSP variants, the configurations tuned for TFT-TT present two features worth highlighting. First, the frequency of usage of the exchange operator has generally increased, with the exception of NSGA-II. In fact, even the mutation probability is very low in NSGA-II if compared to the other MOEAs. The second is the increase in the number of MOEAs that use external archives with large size. Concerning solution quality, Fig. 5.3 shows that the performance of the algorithms is very similar to their performance in the Cmax-TFT variant. The main differences are the very good performance of NSGA-II contrasting with the poor performance of IBEA and MOGA (see Table 4 ).
Cmax-TFT-TT
The last variant considered in this section, Cmax-TFT-TT, is the only one considering three objectives. It is expected that the number of non-dominated solutions be much larger than in the bi-objective variants. This is reflected in the use of larger external archives by the best configurations found by irace (see Table 8 ). It is also expected that the hypervolume-based algorithms show a significant performance decrease, since the computing the hypervolume contributions becomes more expensive. Interestingly, SMS-EMOA is able to scale well and performs the best, as shown in Fig. 5.3 and Table 4 , probably due to the use of a small population size. SPEA2 ranked second, as shown in Table 4 , achieving good results throughout all instances. Among the remaining algorithms, the biggest change is the performance of PAES. While for the previous PFSP variants it always performed rather poorly, for Cmax-TFT-TT its performance greatly improved. This is most likely due to two main characteristics of this algorithm. First, PAES always explores the "neighborhood" of an individual until it moves on to the next little explored region. In practice, many individuals kept in the population never get to be used as incumbent solution, and thus a lot of the exploration power of algorithm is lost. For bi-objective scenarios this is problematic, since the algorithm converges quickly. When more objectives are considered, though, intensification becomes more important, and hence the improvement in performance. Second, PAES generates only one offspring per iteration and uses only mutation operators. Being faster, it can perform more iterations in a runtime constrained experimentation setup such as the one we consider in this paper.
Iterative analysis
The experiments in the previous section showed important differences in MOEA performance in dependence of particular problems. In this section, we conduct an iterative analysis to understand which algorithm components cause the main differences between the best and worst performing MOEA variants. This analysis can be seen as a path relinking in the configuration space and it has been applied in the context of automatic algorithm configuration before by Fawcett and Hoos [7] . The main motivation for this analysis is to get insight into the contribution of specific components on algorithm performance [7] . We do so by generating intermediate configurations between the two algorithms, referred to as source and target. At each step, we modify all individual algorithm components in which the two algorithms differ, and follow the path that has the maximum impact on performance. In this way, the analysis of the intermediate configurations allows us to understand the actual contribution of the individual components to the performance of the algorithm. For this analysis, we have chosen the TFT-TT and the Cmax-TFT-TT variant. While in TFT-TT HypE is the best performing algorithm, in Cmax-TFT-TT it is the worst performing. The other two algorithms for our analysis are MOGA (worst on TFT-TT) and SMS-EMOA (best on Cmax-TFT-TT).
TFT-TT
The components of the source and target algorithms for TFT-TT, MOGA (worst on TFT-TT) and HypE (best on TFT-TT), are listed in Table 1 . All intermediate configurations tested are shown in Fig. 6 .2. The y-axis represents the rank sums. The x-axis contains the steps of the procedure. In step 0, only the source algorithm is depicted, in this case MOGA. In step 1, we modify the three components that differ between MOGA and HypE, namely fitness, diversity, and replacement (see Table 1 ), thus generating three new algorithms.
As shown in Fig. 6 .2, the component that leads to the strongest decrease of the rank sum is the diversity component. The interesting aspect of this step is that HypE does not use diversity metrics. This means that the change that most improves MOGA is to remove its diversity component. This may be explained by the extra number of iterations the intermediate configuration is able to perform. In fact, for some instances this configuration performs nine times more iterations than the original MOGA.
Step 2 modifies the fitness and replacement components, starting from the best algorithm in step 1. However, none of these algorithmic components by itself leads to an improvement. The performance of HypE is only matched once both components are changed to entirely match HypE. Two main conclusions can be drawn from this result: (i) using either a one shot or an iterative policy with the fitness component used by MOGA (dominance ranking) does not make a difference, and; (ii) the hypervolume contribution needs to be coupled with the iterative policy.
Cmax-TFT-TT
The source and target algorithms for Cmax-TFT-TT are respectively HypE (worst) and SMS-EMOA (best). Three of their components differ, namely fitness, replacement and EA structure (see Table 1 ). All intermediate configurations tested are shown in Fig. 6 .2. In step 1, the component that leads to strongest improvement from HypE is the EA structure. When moving from Hype to SMS-EMOA, the EA structure is characterized by two features: (i) only one offspring is produced by iteration, and; (ii) individuals are randomly selected for mating. Further analysis showed that this random selection is key to the performance of the algorithm. The explanation is that the computationally most costly component of HypE is computing the fitness of the individuals for mating selection. By removing this component, the number of iterations grows significantly, which explains the performance gain. The second step of the iterative analysis considers changing the fitness and replacement components. Again, no significant modifications are identified, which means both components need to be modified together.
Conclusions and Future work
Traditionally, MOEAs have been seen as monolithic blocks, which is reflected by the fact that many of these algorithms have been proposed and analyzed as such. However, for a more detailed analysis it is often preferable to decompose the algorithms into building blocks or, say, main algorithm components. In this paper, we have followed this direction and deconstructed MOEAs into four main components. These components are the underlying EA algorithm, the fitness and diversity operators, and the population management policy. We believe that analyzing these components and their contributions to performance is key to understanding which MOEA works best on each problem and to develop better MOEAs in the future. In this work, we deconstructed seven relevant MOEAs, namely HypE, IBEA, MOGA, NSGA-II, PAES, SMS-EMOA, and SPEA2. We compared them on three bi-objective and one tri-objective variants of the permutation flowshop problem (PFSP). The results are strongly variant and also problem dependent, highlighting particular strengths and weaknesses of each MOEA. Overall, SMS-EMOA and SPEA2 are always able to find good approximation sets. Maybe surprisingly, some algorithms such as HypE are sometimes among the best for some problem variant while they perform poorly for other problem variants. Furthermore, we conduct an iterative analysis interpolating between the best and worst performing algorithms for two PFSP variants. We show that, sometimes, not using diversity operators or adopting random mating selection leads to a significant improvements in performance, in part due to the more computation time efficiency obtained by the modified algorithms.
The conclusions drawn from this work confirm the great performance variability metaheuristics generally present for combinatorial optimization problems. As said, the best performing MOEA (and with this the algorithm components that should be chosen to obtain a high-performing MOEA algorithm) strongly depend on the specific problem or problem variant being tackled. This fact also motivates the need for a flexible, component-wise implementation of MOEAs, as well as the specialization of MOEAs to specific problems through automatic algorithm configuration. Initial results on flexible, configurable frameworks for other multi-objective search techniques have shown that this is a very promising path for research [13] .
