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Abstract—Rate-compatible error-correcting codes (ECCs),
which consist of a set of extended codes, are of practical interest
in both wireless communications and data storage. In this work,
we first study the lower bounds for rate-compatible ECCs, thus
proving the existence of good rate-compatible codes. Then, we
propose a general framework for constructing rate-compatible
ECCs based on cosets and syndromes of a set of nested
linear codes. We evaluate our construction from two points
of view. From a combinatorial perspective, we show that we
can construct rate-compatible codes with increasing minimum
distances. From a probabilistic point of view, we prove that we
are able to construct capacity-achieving rate-compatible codes.
I. INTRODUCTION
Rate-compatible error-correcting codes (ECCs) consist of
a set of extended codes, where all symbols of the higher rate
code are part of the lower rate code. This allows to match
the code rate of the sent data to the channel conditions by
retransmitting incremental redundancy to the receiver. Such a
scheme is known as hybrid automatic repeat request (HARQ)
in wireless communications [13].
The idea of rate-compatible codes dates back to Davida and
Reddy [3]. The most commonly used way to construct such
codes is by puncturing; that is, to start with a good low-rate
code and then successively discard some of the coded symbols
(parity-check symbols) to produce higher-rate codes. This ap-
proach has been used for algebraic codes [3] [20], convolu-
tional codes [7], turbo codes [17] [14], and low-density parity-
check (LDPC) codes [6] [4]. The performance of punctured
codes depends on the selected puncturing pattern. However, in
general, determining good puncturing patterns is non-trivial,
usually done with the aid of computer simulations.
The second approach is by extending; that is, to start with
a good high-rate code and then successively add more parity-
check symbols to generate lower-rate codes. A two-level ex-
tending method called Construction X was introduced in [15],
and later was generalized to Construction XX [1]. Both con-
structions were utilized to find new codes with good minimum
distance. In [10], codes from the extending scheme were used
for HARQ systems. Extension-based rate-compatible LDPC
codes were designed in [19] [12]. More recently, the extend-
ing approach was used to construct capacity-achieving rate-
compatible polar codes [11] [8].
The goal of this paper is to provide a systematic approach
for constructing rate-compatible codes with theoretically guar-
anteed properties. We use the extending approach and pro-
pose a new algebraic construction for rate-compatible codes;
the properties of constructed codes are then analyzed from
both combinatorial and probabilistic perspectives. Our contri-
butions are as follows: 1) lower bounds are derived for rate-
compatible codes, which have not been fully explored before;
2) a simple and general construction based on cosets and syn-
dromes is proposed to construct rate-compatible codes, and
some examples are given; 3) minimum distances of the con-
structed codes are determined, decoding algorithms are pre-
sented, and correctable error-erasure patterns are studied; 4) a
connection to recent capacity-achieving rate-compatible polar
codes is made.
The remainder of the paper is organized as follows. In Sec-
tion II, we give the formal definition of rate-compatible codes
and introduce notation used in the paper. In Section III, we
study lower bounds for rate-compatible codes. In Section IV,
we present a general construction for M-level rate-compatible
codes, whose minimum distances are studied. Correctable pat-
terns of errors and erasures are also investigated. In Section V,
we show our construction can generate capacity-achieving
rate-compatible codes by choosing the component codes prop-
erly. Section VI concludes the paper.
II. DEFINITIONS AND PRELIMINARIES
In this section, we give the basic definitions and prelimi-
naries that will be used in the paper.
We use the notation [n] to denote the set {1, . . . , n}. For
a length-n vector v over Fq and a set I ⊆ [n], the operation
πI (v) denotes the restriction of the vector v to coordinates
in the set I , and wq(v) represents the Hamming weight of
the vector over Fq. For two vectors v and u over Fq, we use
dq(v, u) to denote their Hamming distance. The transpose of
a matrix H is written as HT . A linear code C over Fq of length
n, dimension k, and minimum distance d will be denoted by
C = [n, k, d]q or by [n, k, d]q for simplicity; in some cases, we
will use notation [n, k]q to indicate only length and dimension.
For any integers a > b, the summation in the form of ∑bi=a Xi
is defined to be 0. A binomial coefficient (ab) is defined to
be 0 if a < b. For a set C, |C| represents its cardinality.
The q-ary entropy function Hq: [0, 1] → [0, 1], is defined by
Hq(x) = −xlogqx− (1− x)logq(1− x) + xlogq(q− 1).
Now, we present the definition of rate-compatible codes.
Definition 1. For 1 6 i 6 M, let Ci be an [ni , k, di]q linear
code, where n1 < n2 < · · · < nM. The encoder of Ci is
denoted by ECi : Fkq → Ci. These M linear codes are said to be
M-level rate-compatible, if for each i, 1 6 i 6 M− 1, the fol-
lowing condition is satisfied for every possible input u ∈ Fkq,
ECi (u) = π[ni ]
(
ECi+1(u)
)
. (1)
We denote this M-level rate-compatible relation among these
codes by C1 ≺ C2 ≺ · · · ≺ CM.
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2Remark 1. For 1 6 i 6 M− 1, the rates satisfy Ri = kni >
Ri+1 = kni+1 , but the minimum distances obey di 6 di+1. For
systematic codes, the condition in (1) indicates that the set of
parity-check symbols of a higher rate code is a subset of the
parity-check symbols of a lower rate code.
In this paper, we will use the memoryless q-ary symmetric
channel W with crossover probability p. For every pair of
a sent symbol x ∈ Fq and a received symbol y ∈ Fq, the
conditional probability is:
Pr{y|x} =
{
1− p if y = x
p/(q− 1) if y ̸= x
The capacity of this channel is C(W) = 1− Hq(p) [16].
For a linear code C = [n, k, d]q over a q-ary symmetric
channel, let P(n)e (x) denote the conditional block probability
of error, assuming that x was sent, x ∈ C. Let P(n)e (C) denote
the average probability of error of this code. Due to symmetry,
assuming equiprobable codewords, it is clear that,
P(n)e (C) = 1|C| ∑x∈C
P(n)e (x) = P
(n)
e (x).
III. LOWER BOUNDS FOR RATE-COMPATIBLE CODES
In this section, we derive lower bounds for rate-compatible
codes.
A. A General Lower Bound for M-Level Rate-Compatible
Codes
Based on the technique used in the derivation of the Gilbert-
Varshamov (GV) bound, we derive a GV-like lower bound for
M-level rate-compatible codes.
Theorem 2. There exist M-level rate-compatible codes C1 ≺
C2 ≺ · · · ≺ CM, where Ci = [ni = n1 + ∑ij=2 r j, k, > di]q
for 1 6 i 6 M, if the following inequalities are satisfied for
all 1 6 i 6 M,
di = max
{
d :
d−2
∑
m=0
(
n1 + ∑ij=2 r j − 1
m
)
(q− 1)m < q
n1+∑ij=2 r j−k
M
}
.
(2)
Proof: The proof is based on a combinatorial argument.
See Appendix A.
The following corollary follows from Theorem 2, which
shows that there exist good rate-compatible codes in the sense
that each code can meet the corresponding asymptotic GV-
bound.
Corollary 3. There exist M-level rate-compatible codes C1 ≺
C2 ≺ · · · ≺ CM, where Ci = [ni , k = Rini , > δini]q for
1 6 i 6 M and δM 6 1− (1/q), simultaneously meeting the
asymptotic GV bound:
Ri > 1− Hq(δi). (3)
Proof: Let Vq(n, t) = ∑tm=0 (
n
m)(q − 1)m. From
Theorem 2, there exist M-level rate-compatible codes
Ci = [ni , k = Rini , > δini]q for 1 6 i 6 M such that
Vq(ni − 1, δini − 1) > q
ni−k
M
. (4)
Since Vq(n, t) 6 qnHq(t/n) for 0 6 t/n 6 1− (1/q) [16],
we have
qniHq(δi) > Vq(ni , δini) > Vq(ni − 1, δini − 1) > q
ni−k
M
,
which gives Ri > 1−Hq(δi)− logqMni . As ni goes to infinity,
we obtain the result.
B. A Lower Bound for Two-Level Rate-Compatible Codes
with Known Weight Enumerator
For two-level rate-compatible codes, if the weight enumer-
ator of the higher rate code is known, we have the following
lower bound.
Theorem 4. Let C1 be an [n1, k, d1]q code with weight enu-
merator A(s) = ∑n1w=0 Aws
w, where Aw is the number of
codewords of Hamming weight w. There exist two-level rate-
compatible codes C1 ≺ C2 = [n2 = n1 + r2, k, > d2]q, if
d2−1
∑
w=1
Bw < qr2 ,
where Bw = 1q−1 ∑
w
m=1 Am(
r2
w−m)(q− 1)w−m, for 1 6 w 6
n2.
Proof: The proof is based on a probabilistic argument.
See Appendix B.
Example 1. Let code C1 be an [n1 = 15, k = 11, d1 = 3]2
Hamming code, whose first few terms of the weight enumer-
ator are: A0 = 1, A3 = 35, and A4 = 105. Setting r2 = 11,
we have ∑
4
w=1 Bw
2r2 =
A3+A3(
r2
1 )+A4
2r2 < 1. From Theorem 4,
there is a code C2 = [n2 = 26, k = 11, > 5]2 such that
C1 ≺ C2. 
IV. A GENERAL CONSTRUCTION FOR M-LEVEL
RATE-COMPATIBLE CODES
In this section, we present a general construction for M-
level rate-compatible codes C1 ≺ C2 ≺ · · · ≺ CM. We then
derive their minimum distances. The decoding algorithm and
correctable error-erasure patterns are studied. We focus on
the combinatorial property here and will leave the discussion
on the capacity-achieving property of our construction to the
next section.
In our construction for M-level rate-compatible codes, we
need a set of component codes which are defined as follows.
1) Choose a set of nested codes CM1 ⊂ CM−11 ⊂ · · · ⊂
C11 = C1 = [n1, k, d1]q, where C i1 = [n1, n1 − ∑im=1 vm, di]q
for 1 6 i 6 M. We have k = n1 − v1 and d1 6 d2 6
· · · 6 dM. Define C01 = ∅ and for 1 6 ℓ 6 i, let matrix
HCℓ1\Cℓ−11 represent a vℓ× n1 matrix over Fq such that C
i
1 has
the following parity-check matrix:
HC i1 =

HC11HC21\C11...
HC i1\C i−11
 .
The encoder of code C1 is denoted by EC1 : Fkq → C1. We
also use E−1C1 as the inverse of the encoding mapping.
32) For ith level, 2 6 i 6 M, consider a set of auxiliary
nested codes AMi ⊂ AM−1i ⊂ · · · ⊂ Ai+1i ⊂ Aii, where
A ji = [ni , vi + ∑i−1m=2 λim − ∑
j
ℓ=i+1 λ
ℓ
i , δ
j
i ]q for i 6 j 6 M.
Let matrix HAii represent an (ni − vi − ∑
i−1
m=2 λ
i
m)× ni ma-
trix over Fq and matrix HAℓi \Aℓ−1i , i+ 1 6 ℓ 6 j, represent
a λℓi × ni matrix over Fq, such that A ji has the following
parity-check matrix:
HA ji
=

HAiiHAi+1i \Aii...
HA ji \A
j−1
i
 .
For each 2 6 i 6 M, the encoder of code Aii is denoted by
EAii : F
vi+∑i−1m=2 λ
i
m
q → Aii. We also use E−1Aii as the inverse of
the encoding mapping.
Note that we also define CM+11 = ∅ and AM+1i = ∅ for
2 6 i 6 M.
A. Construction and Minimum Distance
Now, we give a general algebraic construction for rate-
compatible codes C1 ≺ C2 ≺ · · · ≺ CM by using the nested
component codes introduced above.
Construction 1: Encoding Procedure
Input: A length-k vector u of information symbols over Fq.
Output: A codeword ci ∈ Ci over Fq, for i = 1, . . . ,M.
1: c1 = EC1(u).
2: si = c1HTC i1\C i−11
for i = 2, 3, . . . ,M.
3: for i = 2, . . . ,M do
4: aii = EAii
(
(si ,Λi2, · · · ,Λii−1)
)
. // comment 1 //
5: ci = (c1, a22, · · · , aii).
6: for j = i+ 1, . . . ,M do
7: Λ
j
i = a
i
iH
T
A ji \A
j−1
i
.
8: end for
9: end for
Remark 2. To make Construction 1 clear, consider the case
of M = 3 as an example. Then a codeword c3 ∈ C3 has the
form: c3 =
(
c1, EA22(s2), EA33(s3,Λ
3
2)
)
. The main idea of
Construction 1 is to extend the base code C1 by progressively
generating and encoding syndromes of component codes in a
proper way. Thus, we call it a syndrome-coupled construction.
We have the following theorem on the code parameters of
the constructed rate-compatible codes C1 ≺ C2 ≺ · · · ≺ CM.
Theorem 5. From Construction 1, the code Ci, 1 6 i 6 M,
has length Ni = ∑ij=1 n j and dimension Ki = k. Moreover,
assume that A ji , 2 6 i 6 M and i 6 j 6 M, has mini-
mum distance δ ji > d j − di−1. Then Ci has minimum distance
1For i = 2, we define (si ,Λi2 , · · · ,Λii−1) = s2.
Di = di. There exists a decoder for Ci that can correct any
error pattern whose Hamming weight is less than di/2.
Proof: The code length and dimension are obvious. In the
following, we prove the minimum distance. Since the proofs
for all Ci, 1 6 i 6 M, are similar, we only give a proof for
the code CM.
We first prove DM > dM by showing that any nonzero
codeword cM ∈ CM has weight at least dM. To see this, for
any nonzero codeword c1 ∈ C1, there exists an integer γ1,
1 6 γ1 6 M, such that c1 ∈ Cγ11 and c1 /∈ Cγ1+11 . Let
cM ∈ CM be the codeword derived from c1. Then, we have
wq(cM) > wq(c1) > dγ1 . If γ1 = M, we are done; otherwise
if 1 6 γ1 6 M− 1 we have sγ1+1 ̸= 0 and aγ1+1γ1+1 ̸= 0.
Now, for aγ1+1γ1+1, there exists an integer γ2, γ1 + 1 6 γ2 6
M, such that aγ1+1γ1+1 ∈ A
γ2
γ1+1
and aγ1+1γ1+1 /∈ A
γ2+1
γ1+1
. Then, we
have wq(cM) > wq(c1) + wq(aγ1+1γ1+1) > dγ1 + dγ2 − dγ1 =
dγ2 . If γ2 = M, done; otherwise for γ1 + 1 6 γ2 6 M− 1,
we have Λγ2+1γ1+1 ̸= 0 and a
γ2+1
γ2+1
̸= 0.
Using the same argument as above, it is clear that we can
find a sequence of γ1 < γ2 < · · · < γi, where i is a certain
integer 1 6 i 6 M and γi = M, such that wq(c1) > dγ1 ,
wq(a
γ1+1
γ1+1
) > dγ2 − dγ1 , wq(aγ2+1γ2+1) > dγ3 − dγ2 , · · · ,
wq(a
γi−1+1
γi−1+1) > dγi − dγi−1 = dM − dγi−1 . Then, we have
wq(cM) > wq(c1) + ∑i−1j=1 wq(a
γ j+1
γ j+1
) > dM. Thus, we have
DM > dM.
There exists a codeword c1 ∈ CM1 such that wq(c1) = dM,
so we have wq(cM) = dM, implying DM 6 dM.
A decoder which can correct any error pattern of Hamming
weight less than di/2 is given in Appendix C.
Next, we provide an example of three-level rate-compatible
codes to illustrate Construction 1.
Example 2. Consider a set of nested binary BCH codes C31 =
[15, 5, 7]2 ⊂ C21 = [15, 7, 5]2 ⊂ C11 = [15, 11, 3]2. Choose a
set of auxiliary codes A32 = [5, 1, 4]2 ⊂ A22 = [5, 4, 2]2, andA33 = [6, 5, 2]2, where the code A32 is obtained by shortening
an [8, 4, 4]2 extended Hamming code by three information
bits.
Then, from Construction 1 and Theorem 5, we obtain
three-level rate-compatible codes C1 = [15, 11, 3]2 ≺ C2 =
[20, 11, 5]2 ≺ C3 = [26, 11, 7]2. Note that C1 and C2 are
optimal, achieving the maximum possible dimensions with
the given code length and minimum distance. The dimension
of C3 is close to the upper bound 13 according to the online
Table [18]. 
B. Decoding Algorithm and Correctable Error-Erasure Pat-
terns
In the following, we study decoding algorithms and cor-
rectable patterns of errors and erasures for rate-compatible
codes obtained from Construction 1. For simple notation and
concise analysis, we focus on the code CM. Any results ob-
tained for CM can be easily modified for other codes Ci,
1 6 i 6 M− 1, so details are omitted.
Assume a codeword cM ∈ CM, cM = (c1, a22, · · · , aMM),
is transmitted. Let the corresponding received word be y =
4(y1, y2, · · · , yM) with errors and erasures, i.e., y ∈ (Fq ∪
{?})NM , where the symbol ? represents an erasure. For 1 6
i 6 M, let ti and τi denote the number of errors and erasures
in the sub-block yi of the received word y.
The code CM can correct any combined error and erasure
pattern that satisfies the following condition:
2t1 + τ1 6 dM − 1,
2ti + τi 6 δMi − 1, ∀ 2 6 i 6 M.
(5)
To see this, we present a decoding algorithm, referred to as
Algorithm 1, for CM. It uses the following component error-
erasure decoders:
a) The error-erasure decoder DC i1 for a coset of the code
C i1, for 1 6 i 6 M, is defined by
DC i1 : (Fq ∪ {?})
n1 × (Fq ∪ {?})∑
i
j=1 v j → C i1 + e ∪ {“e”}
The decoder DC i1 either produces a codeword in the coset
C i1 + e or a decoding failure “e”. For our purpose, we require
that DC i1 have the following error-erasure correcting capabil-
ity. For a sent codeword c in the coset C i1 + e, where the
vector e is a coset leader, if the inputs of DC i1 are a length-
n1 received word y having t errors and τ erasures, where
2t+ τ 6 di − 1, and a correct length-∑ij=1 v j syndrome vec-
tor s, s = eHTC i1
, then DC i1 can correct all these errors and
erasures. It is well known that such a decoder exists [16].
b) The error-erasure decoder DA ji for a coset of the codeA ji , for 2 6 i 6 M and i 6 j 6 M, is defined by
DA ji : (Fq ∪ {?})
ni × (Fq ∪ {?})ni−vi−∑
i−1
m=2 λ
i
m+∑
j
ℓ=i+1 λ
ℓ
i
→ A ji + e ∪ {“e”}
The decoder DA ji either produces a codeword in the cosetA ji + e or a decoding failure “e”. Similar to DC i1 , we assume
that DA ji has the following error-erasure correcting capability.
For a sent codeword c in the coset A ji + e, where e is a coset
leader, if the inputs of DA ji are a length-ni received word y
having t errors and τ erasures, where 2t+ τ 6 δ ji − 1, and
a correct length-(ni − vi −∑i−1m=2 λim +∑ jℓ=i+1 λℓi ) syndrome
vector s, s = eHTA ji
, then DA ji can correct all these errors anderasures.
Now, we present the decoding algorithm as follows.
Algorithm 1: Decoding Procedure for CM
Input: received word y = (y1, y2, · · · , yM).
Output: A length-k vector u of information symbols over Fq
or a decoding failure “e”.
1: for i = M,M− 1, . . . , 2 do
2: Let the syndrome Λii = 0.
3: aˆii = DAMi
(
yi , (Λ
i
i ,Λ
i+1
i , · · · ,ΛMi )
)
.
4: (si ,Λi2, · · · ,Λii−1) = E−1Aii (aˆ
i
i). // comment
2 //
5: end for
6: Let the syndrome s1 = 0.
2For i = 2, we define (si ,Λi2 , · · · ,Λii−1) = s2.
7: c1 = DCM1
(
y1, (s1, s2, · · · , sM)
)
.
8: Output u = E−1C1 (c1) if all above steps are successful;
otherwise, return “e”.
Theorem 6. The code CM can correct any combined error and
erasure pattern that satisfies the condition in (5), by using Al-
gorithm 1.
Proof: We use Algorithm 1 to decode sub-blocks from
yM to y1. Each sub-block yi can be corrected successfully
due to the condition in (5) and the correcting capability of
each component decoder. See Appendix D.
Using nested MDS codes as component codes, Construc-
tion 1 can generate an optimal code CM with respect to the
capability of correcting certain error-erasure patterns. For sim-
ple notation, we present the case of M = 3 as an example.
Example 3. Consider a set of nested MDS codes
C31 = [n1, n1− d3 + 1, d3]q ⊂ C21 = [n1, n1− d2 + 1, d2]q ⊂
C11 = [n1, n1 − d1 + 1, d1]q. Choose a set of auxiliary MDS
codes A32 = [2(d2 − d1) − 1, 2d2 − d3 − d1, d3 − d1]q ⊂
A22 = [2(d2 − d1) − 1, d2 − d1, d2 − d1]q, and
A33 = [3(d3 − d2)− 1, 2(d3 − d2), d3 − d2]q.
Then, from Construction 1 and Theorem 5, we obtain three-
level rate-compatible codes C1 = [n1, n1 − d1 + 1, d1]q ≺
C2 = [n1 + 2(d2 − d1) − 1, n1 − d1 + 1, d2]q ≺ C3 =
[n1 + 2(d2 − d1) + 3(d3 − d2)− 2, n1 − d1 + 1, d3]q.
From the condition in (5) and Theorem 6, the code C3 can
correct any pattern of errors and erasures satisfying
2ti + τi 6 d3 − di−1 − 1, ∀ 1 6 i 6 3, (6)
where d0 is defined to be 0.
In general, the dimension of C3 cannot achieve the up-
per bounds given by traditional bounds (e.g., Singleton and
Hamming bounds). However, C3 is optimal in the sense of
having the largest possible dimension among all codes with
the three-level structure and the same error-erasure correcting
capability; that is, we have the following lemma, whose proof
is in Appendix E.
Lemma 7. Let C3 be a code of length n1 + 2(d2 − d1) +
3(d3 − d2) − 2 and dimension k3 over Fq. Each codeword
c3 ∈ C3 has three sub-blocks (c1, a22, a33) : 1) c1 of length
n1, 2) a22 of length 2(d2− d1)− 1, and 3) a33 of length 3(d3−
d2)− 1. Assume that each sub-block of C3 can correct all error
and erasure patterns satisfying the condition in (6). Then, we
must have k3 6 n1 − d1 + 1. 
In Algorithm 1, the code CM is decoded by M steps, so
we can bound the decoding error probability P(NM)e (CM) of
CM by the decoding error probability of each step as
P(NM)e (CM) 61−
(
1− P(n1)e (CM1 )
) M
∏
i=2
(
1− P(ni)e (AMi )
)
,
which provides a fast way to predict the performance of CM.
In particular, if each component code is (shortened) BCH
code, then P(NM)e (CM) can be easily estimated by some calcu-
lations. We use a simple example to illustrate this estimation.
Example 4. Consider two nested binary BCH codes C21 =
[8191, 7411]2 ⊂ C11 = [8191, 7671]2. The codes C11 and C21
5can correct 40 and 60 errors, respectively. Choose an aux-
iliary shortened BCH code A22 = [359, 260]2, which can
correct 11 errors. Then, from Construction 1, we obtain two-
level rate-compatible codes C1 = [8191, 7671]2 ≺ C2 =
[8550, 7671]2. Now, send C2 over a binary symmetric chan-
nel (BSC) with crossover probability p. The error probability
of C2 satisfies
P(N2)e (C2) 6 1−
(
1− P(n1)e (C21 )
)(
1− P(n2)e (A22)
)
61− ( t1∑
i=0
(
n1
i
)
pi(1− p)n1−i)( t2∑
i=0
(
n2
i
)
pi(1− p)n2−i),
where N2 = 8550, n1 = 8191, n2 = 359, t1 = 60,
and t2 = 11. For instance, for p = 0.0035, we compute
P(N2)e (C2) 6 1.049 × 10−7; for p = 0.004, we have
P(N2)e (C2) 6 6.374 × 10−6. For p > 0.0035, the perfor-
mance of C2 (rate 0.8972) is comparable to, although still
worse than, a shortened [8553, 7671]2 BCH code C ′2 that
has rate 0.8969 and can correct 63 errors. For instance,
for p = 0.0035 and 0.004, C ′2 has error probabilities
4.035× 10−8 and 3.315× 10−6. 
V. CAPACITY-ACHIEVING RATE-COMPATIBLE CODES
In this section, we show that if we choose component codes
properly, Construction 1 can generate rate-compatible codes
which achieve the capacities of a set of degraded q-ary sym-
metric channels simultaneously.
More specifically, consider a set of M degraded q-ary sym-
metric channels W1 ≻ W2 ≻ · · · ≻ WM with crossover
probabilities p1 < p2 < · · · < pM respectively, where
p1 > 0 and pM < 1 − (1/q). Let C(Wi) denote the ca-
pacity of the channel Wi, i.e., C(Wi) = 1 − Hq(pi). It is
clear that C(W1) > C(W2) > · · · > C(WM). For any
rates R1 > R2 > · · · > RM such that Ri < C(Wi) for
all 1 6 i 6 M, we will show that Construction 1 can gen-
erate rate-compatible codes C1 ≺ C2 ≺ · · · ≺ CM where
Ci = [Ni , RiNi]q such that the decoding error probability of
each Ci over channel Wi satisfies P(Ni)e (Ci) → 0, as Ni goes
to infinity.
To this end, we first present the following lemma on the
existence of nested capacity-achieving linear codes. Its proof
can be found in Appendix F.
Lemma 8. Consider a set of M degraded q-ary symmetric
channels W1 ≻ W2 ≻ · · · ≻ WM with capacities C(W1) >
C(W2) > · · · > C(WM). For any rates R1 > R2 > · · · >
RM such that Ri < C(Wi), there exists a sequence of nested
linear codes CM1 = [n, kM = RMn]q ⊂ CM−11 = [n, kM−1 =
RM−1n]q ⊂ · · · ⊂ C11 = [n, k1 = R1n]q such that the decod-
ing error probability of each C i1 over channelWi, under nearest-
codeword (ML) decoding, satisfies P(n)e (C i1) → 0, as n goes
to infinity.
Now, we are ready to construct capacity-achieving rate-
compatible codes from Construction 1. To do so, we choose
a set of nested capacity-achieving codes to be the component
codes, which exist according to Lemma 8.
1) Choose a set of nested capacity-achieving codes CM1 ⊂
CM−11 ⊂ · · · ⊂ C11 = C1 = [n1, k]q, where C i1 = [n1, n1 −
∑im=1 vm]q for 1 6 i 6 M. Let C i1 have the required rate
Ri < C(Wi), and for C i1 over channelWi, its error probability
satisfies P(n1)e (C i1) → 0, as n1 goes to infinity.
2) For ith level, 2 6 i 6 M, choose a set of auxiliary
nested capacity-achieving codes AMi ⊂ AM−1i ⊂ · · · ⊂
Ai+1i ⊂ Aii, where A
j
i = [ni , vi + ∑
i−1
m=2 λ
i
m − ∑ jℓ=i+1 λℓi ]q
for i 6 j 6 M. Let A ji have the required rate R j < C(Wj),
and for A ji over channel Wj, the decoding error probability
satisfies P(ni)e (A ji ) → 0, as ni goes to infinity.
Note that compared to Section IV, here we care about
rate and capacity-achieving property, instead of minimum dis-
tance, of each component code.
Theorem 9.With the above component codes, from Construc-
tion 1, we obtain a sequence of rate-compatible codes C1 ≺
C2 ≺ · · · ≺ CM, where Ci, 1 6 i 6 M, has length Ni =
∑ij=1 n j, dimension Ki = k, and rate Ri. Moreover, for each Ci
over channelWi, it is capacity-achieving, i.e., the error proba-
bility P(Ni)e (Ci) → 0, as Ni goes to infinity.
Proof: The proof has two parts. First, we need to prove
the rate of Ci is Ri. Second, we will show that the code Ci
can be decoded by i steps. For each step, the decoding error
probability goes to zero, as the code length of Ci goes to
infinity. Thus, the error probability P(Ni)e (Ci) → 0, as Ni
goes to infinity. See Appendix G.
Remark 3. Polar codes were proved to have the nested
capacity-achieving property [9]. Thus, they can be used
as the component codes to construct capacity-achieving
rate-compatible codes.
When we were preparing this work, we found recent
independent works on capacity-achieving rateless and
rate-compatible codes based on polar codes [11] [8]. By
investigating the construction in [8] carefully, we find
our construction with polar codes as component codes is
equivalent to theirs by one-to-one mapping the syndrome
in our construction to the frozen bits in their construction
by a full rank matrix; see Appendix H for the proof. Since
the construction in [8] is based on the generator matrix, our
construction can be seen as another interpretation of their
construction from a parity-check matrix perspective.
VI. CONCLUSION
This work proposed a new algebraic construction for gen-
erating rate-compatible codes with increasing minimum dis-
tances. We also proved that our construction can be capacity-
achieving by using proper component codes, validating the
optimality of the construction. With polar codes as compo-
nent codes, the equivalence between our construction and the
one in [8] was identified.
Our construction is very general. Many linear codes (e.g.,
BCH, RS, and LDPC codes) can be used as its component
codes, and some of them were shown as examples. Our parity-
check matrix based approach enables us to conveniently ob-
tain the combinatorial property (e.g., minimum distance) of
the constructed rate-compatible codes, as well as their de-
coders.
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APPENDIX A
PROOF OF THEOREM 2
Proof: We first define an (nM − k) × nM matrix ΦM
over Fq in the following block lower triangular form,
ΦM =

H1,1 0 . . . 0 0
H2,1 H2,2 . . . 0 0
...
...
. . .
...
...
HM−1,1 HM−1,2 . . . HM−1,M−1 0
HM,1 HM,2 . . . HM,M−1 HM,M
 ,
(7)
where H1,1 is an (n1 − k) × n1 matrix. For 2 6 i 6 M,
matrix Hi,1 has size ri × n1. For 2 6 i 6 M and 2 6 j 6 i,
matrix Hi, j has size ri × r j.
For 1 6 i 6 M, we assign the upper left (ni− k)× ni sub-
matrix of ΦM, denoted by Φi, to be the parity-check matrix
of Ci. For example, matrices H1,1 and ΦM are parity-check
matrices of C1 and CM, respectively.
Now, we show how to construct Hi, j, 1 6 i 6 M and 1 6
j 6 i, such that each code Ci has its desired code parameters.
First, for 2 6 i 6 M, we choose Hi,i to be an ri × ri
identity matrix. For 3 6 i 6 M and 2 6 j 6 i − 1, we
choose matrix Hi, j to be an arbitrary matrix in F
ri×r j
q . Next,
we construct columns of Hi,1, 1 6 i 6 M, iteratively, as the
technique used in the proof of the GV bound. We use hℓ(i),
1 6 ℓ 6 n1 and 1 6 i 6 M, to denote the ℓth column of
matrix Φi which is the parity-check matrix of Ci. Assume
that we have already added the leftmost ℓ − 1 columns of
matrix ΦM. In order to show that in FnM−kq there is a vector
that can be used as the ℓth column hℓ(M) of matrix ΦM, we
only need to show that the total number of bad vectors is less
than qnM−k. We count the number of bad vectors as follows.
For code C1, it requires that every d1− 1 columns in Φ1 are
linearly independent. A bad vector for the ℓth column hℓ(1)
in Φ1 is a vector that can be expressed as a linear combi-
nation of d1 − 2 columns in the preceding ℓ − 1 columns.
There are a total of ∑d1−2m=0 (
ℓ−1
m )(q− 1)m such bad vectors,
so we exclude N1(ℓ) = ∑
d1−2
m=0 (
ℓ−1
m )(q− 1)m × q∑
M
j=2 r j bad
vectors for the column hℓ(M).
Similarly, for code Ci, 2 6 i 6 M, it requires that every
di − 1 columns in Φi are linearly independent. A bad vec-
tor for the ℓth column hℓ(i) in Φi is a vector that can be
expressed as a linear combination of di − 2 columns in the
preceding ℓ − 1 + ∑ij=2 r j selected columns, so we have a
total of ∑di−2m=0 (
ℓ−1+∑ij=2 r j
m )(q− 1)m such bad vectors. Then,
we exclude Ni(ℓ) = ∑
di−2
m=0 (
ℓ−1+∑ij=2 r j
m )(q− 1)m× q∑
M
x=i+1 rx
bad vectors for the column hℓ(M).
Since we assume that the inequalities (2) are satisfied, we
have Ni(ℓ) <
qnM−k
M for 1 6 i 6 M and 1 6 ℓ 6 n1. Thus,
we have ∑Mi=1 Ni(ℓ) < q
nM−k, which indicates that a good
column hℓ(M) can be found.
APPENDIX B
PROOF OF THEOREM 4
Proof: Let an (n1 − k) × n1 matrix H1 represent the
parity-check matrix of C1. Assume that C2 has a parity-check
matrix H2 in the form
H2 =
[
H1 0
H I
]
, (8)
where H is an r2× n1 matrix and matrix I represents an r2×
r2 identity matrix. Construct an ensemble of (n2 − k)× n2
matrices {H2} by using all r2 × n1 matrices H over Fq. We
then assume a uniform distribution over the ensemble {H2}.
We say a matrix H2 is bad, if there exists a vector x ∈ Fn2q
such that xHT2 = 0 and 0 < wq(x) < d2. Thus, we only
need to prove the probability Pr{H2 is bad} < 1, i.e., not all
H2 are bad.
Define sets B′ = {x ∈ Fn2q : x[H1, 0]T = 0}, B′′ = {x ∈
B′ : wq(x) > 0, and the leading nonzero entry of x is 1},
and B = {x ∈ B′′ : wq
(
π[n1 ](x)
)
> 0}. We also de-
fine Bw = |{x ∈ B : wq(x) = w}|. It is clear that
Bw = 1q−1 ∑
w
m=1 Am(
r2
w−m)(q − 1)w−m, for 1 6 w 6 n2.
7Now, we have
Pr{H2 is bad}
=Pr{For some x ∈ B′, 0 < wq(x) < d2, x[H, I]T = 0}
=Pr{For some x ∈ B′′, 0 < wq(x) < d2, x[H, I]T = 0}
=Pr{For some x ∈ B, 0 < wq(x) < d2, x[H, I]T = 0}
(a)
6 ∑
x∈B and 0<wq(x)<d2
Pr{x[H, I]T = 0}
=
∑d2−1w=1 Bw
qr2
,
where step (a) follows from the union bound.
APPENDIX C
PROOF FOR PART OF THEOREM 5
Proof: For notational simplicity, we give a decoder for
the code CM that can correct any error pattern whose Ham-
ming weight is less than dM/2. The decoder for CM can be
easily modified for other codes Ci, 1 6 i 6 M − 1, corre-
spondingly, so are omitted.
We present an error decoding algorithm, referred to as Al-
gorithm 2, for CM. It uses the following nearest-codeword
decoders:
a) The nearest-codeword decoder DC i1 for a coset of the
code C i1, for 1 6 i 6 M, is defined by
DC i1 : F
n1
q × F
∑ij=1 v j
q → C i1 + e
according to the following decoding rules: for a length-n1
input vector y, and a length-∑ij=1 v j syndrome vector s, if
c is a closest codeword to y in the coset C i1 + e, where the
vector e is a coset leader determined by both the code C i1 and
the syndrome vector s, i.e., s = eHTC i1
, then DC i1(y, s) = c.
b) The nearest-codeword decoder DA ji
for a coset of the
code A ji , for 2 6 i 6 M and i 6 j 6 M, is defined by
DA ji
: Fniq × Fni−vi−∑
i−1
m=2 λ
i
m+∑
j
ℓ=i+1 λ
ℓ
i
q → A ji + e
according to the following decoding rules: for a length-ni in-
put vector y, and a length-(ni − vi −∑i−1m=2 λim +∑ jℓ=i+1 λℓi )
syndrome vector s, if c is a closest codeword to y in the coset
A ji + e, where the vector e is a coset leader determined by
both the code A ji and the syndrome vector s, i.e., s = eHTA ji
,
then DA ji
(y, s) = c.
The input to Algorithm 2 is a received word
y = (y1, y2, · · · , yM), y ∈ FNMq , corresponding to a
transmitted codeword cM ∈ CM, i.e.,
cM = (c1, a22, · · · , aMM).
Assume that the Hamming distance between y and cM satis-
fies dq(y, cM) < dM/2. Then Algorithm 2 in the following
will output the correct codeword cM.
Algorithm 2: Decoding Procedure
Input: received word y = (y1, y2, · · · , yM).
Output: codeword cM ∈ CM or a decoding failure “e”.
Level 1:
1: Let the syndrome sˆ1 = 0 and cˆ1 = DC11 (y1, sˆ1).
2: check
(
cˆ1, y
)
.
Level 2 − Level M:
1: for i = 2, 3, · · · ,M do
2: for j = i, i− 1, . . . , 2 do
3: Let the syndrome Λˆ jj = 0.
4: aˆ jj = DAij
(
y j, (Λˆ
j
j, Λˆ
j+1
j , · · · , Λˆij)
)
.
5: (sˆ j, Λˆ
j
2, · · · , Λˆ jj−1) = E−1A jj
(aˆ jj). // comment
3 //
6: end for
cˆ1 = DC i1
(
y1, (sˆ1, sˆ2, · · · , sˆi)
)
.
7: check
(
cˆ1, y
)
.
8: end for
9: If no codeword cM has been produced in the above steps,
then return “e”.
The check function in Algorithm 2 is defined as follows.
The check function
Input: cˆ1 and received word y.
1: Let uˆ = E−1C1 (cˆ1), and encode uˆ using Construction 1 to
obtain cM ∈ CM.
2: If dq(y, cM) < dM/2, then output cM and exit the De-
coding Procedure.
We use check function to check whether the Hamming
distance between the computed codeword cM and the received
word y is less than dM/2. Since the hypothesis is that the
number of errors is less than dM/2, only the transmitted code-
word will pass this check.
Now, we prove that Algorithm 2 can correct any error pat-
tern whose Hamming weight is less than dM/2. Let T(v)
denote the number of errors occurred in the vector v. We use
induction for the proof.
We propose the following claim: if the decoder in Algo-
rithm 2 proceeds at the jth level and a total number of errors
among y1, y2, · · · , y j is less than
d j
2 , it can decode all these
errors, producing the correct codeword cM successfully, and
stops proceeding. We only need to prove this claim is true
for all 1 6 j 6 M.
For j = 1, if T(y1) <
d1
2 , then in Level 1 the correct
codeword cM will be produced, so the claim holds for j = 1.
For j = 2, since the decoder proceeds at this level, it in-
dicates that T(y1) >
d1
2 . If T(y1, y2) <
d2
2 , then T(y2) <
d2−d1
2 due to T(y1) >
d1
2 . Then the correct syndrome s2 can
be obtained from y2, and then y1 can be decoded correctly
into c1 by using s2. Thus, the correct codeword cM will be
produced, so the claim holds for j = 2.
Now, we prove that if the claim is true for 1, 2, · · · , j− 1,
then it is also true for j. If the decoder proceeds at jth
level, then it means that T(y1, y2, · · · , y j−1) >
d j−1
2 .
3For j = 2, we define (sˆ j , Λˆ
j
2 , · · · , Λˆ jj−1) = sˆ2.
8Since we assume that T(y1, y2, · · · , y j−1, y j) <
d j
2 ,
we have T(y j) <
d j−d j−1
2 . Then, the correct syndromes
s j,Λ
j
2, · · · ,Λ jj−1 will be obtained by decoding y j correctly.
Since the decoder proceeds at the jth level, it also
means that T(y1, y2, · · · , y j−2) >
d j−2
2 , so we have
T(y j−1) <
d j−d j−2
2 . Since we already have Λ
j
j−1, then y j−1
can be decoded correctly.
Similarly, T(yℓ) <
d j−dℓ−1
2 for ℓ = j − 2, · · · , 2, so yℓ
can be decoded correctly, using Λℓ+1ℓ ,Λ
ℓ+2
ℓ , · · · ,Λ
j
ℓ. Now,
we have obtained all correct syndromes s2, s3, · · · , s j. Since
T(y1) <
d j
2 , then y1 can be decoded successfully with all
these correct syndromes. Thus, the correct codeword cM will
be produced, and we complete the proof.
APPENDIX D
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Proof: The proof follows from Algorithm 1 that decodes
the last sub-block yM to the first sub-block y1 progressively.
First, since the code AMM has minimum distance δMM , it can
correct yM under the condition 2tM + τM 6 δMM − 1. Thus,
we obtain correct syndromes sM ,ΛM2 , · · · ,ΛMM−1.
Next, with the correct syndrome ΛMM−1, the coset
decoder DAMM−1 can correct yM−1 under the condition
2tM−1 + τM−1 6 δMM−1 − 1. Thus, we obtain correct
syndromes sM−1,ΛM−12 , · · · ,ΛM−1M−2.
Conduct above decoding procedure progressively. For any i,
2 6 i 6 M− 2, using the correct syndromes Λi+1i , · · · ,ΛMi
for coset decoding, the sub-block yi can be corrected under
the condition 2ti + τi 6 δMi − 1.
At the last step, we have obtained correct syndromes
s2, · · · , sM. Therefore, the sub-block y1 is corrected.
APPENDIX E
PROOF OF LEMMA 7
Proof: We prove Lemma 7 by contradiction.
Let I1 be the set of any d3 − 1 coordinates of c1, I2 be
the set of any d3 − d1 − 1 coordinates of a22, and I3 be the
set of any d3 − d2 − 1 coordinates of a33. Let I be the set of
all the coordinates of c3.
We have |I\(I1 ∪ I2 ∪ I3)| = n1 − d1 + 1. Now, assume
that k3 > n1 − d1 + 1. Then, there exist at least two distinct
codewords c′3 and c′′3 in C3 that agree on the coordinates in
the set {i : i ∈ I\(I1 ∪ I2 ∪ I3)}. We erase the values on
the coordinates in {i : i ∈ I1 ∪ I2 ∪ I3} of both c′3 and
c′′3 . This erasure pattern satisfies the condition in (6). Since
c′3 and c′′3 are distinct, this erasure pattern is uncorrectable.
Thus, our assumption that k3 > n1 − d1 + 1 is violated.
APPENDIX F
PROOF OF LEMMA 8
Proof: To prove the lemma, we need two known results
from [16]. We state them as follows.
Theorem 10. For the q-ary symmetric channel with crossover
probability p, p ∈ (0, 1 − (1/q)), let n and nR be inte-
gers such that R < 1 − Hq(p). Let P(n)e (C) denote the av-
erage of P(n)e (C) over all linear [n, nR]q codes C with nearest-
codeword decoding. Then,
P(n)e (C) < 2q−nEq(p,R),
where Eq(p, R) > 0.
The Theorem 10 gives the following theorem.
Theorem 11. For every ρ ∈ (0, 1], all but a fraction less than
ρ of the linear [n, nR]q codes C satisfy
P(n)e (C) < (1/ρ)2q−nEq(p,R).
Now, we are ready to prove Lemma 8. Consider an en-
semble G1 of all k1 × n full rank matrices over Fq. The
size of G1 is |G1| = (qn − 1)(qn − q) · · · (qn − qk1−1).
Now, for each matrix Gi1 ∈ G1, 1 6 i 6 |G1|, take the
lowest k2 rows to form a new matrix Gi2. All these new
matrices form a new ensemble G2. It is clear that |G2| =
|G1| and in G2, each k2 × n full rank matrix over Fq has
(qn− qk2)(qn− qk2+1) · · · (qn− qk1−1) copies. Similarly, for
each matrix Gi1 ∈ G1, 1 6 i 6 |G1|, take the lowest k j,
3 6 j 6 M, rows to form a new matrix Gij. All these new
matrices form a new ensemble G j. It is clear that |G j| =
|G1| and in G j, each k j × n full rank matrix over Fq has
(qn − qk j)(qn − qk j+1) · · · (qn − qk1−1) copies.
Note that each linear [n, k]q code has the same number
of generator matrices. Therefore, from Theorem 11, in each
ensemble G j for 1 6 j 6 M, we have at least x fraction of all
matrices in this ensemble will generate linear codes C such
that the error probability P(n)e (C) < ( 11−x )2q−nEq(p j ,R j).
Now, it is not hard to see that in G1 we can find a subset
G1 ⊆ G1 such that G1 has at least Mx− (M− 1) fraction of
all matrices in G1, and for each matrix G1 in G1, for all 1 6
j 6 M, the lowest k j rows of G1 will generate linear codes
C j1 with the error probability P(n)e (C j1) < ( 11−x )2q−nEq(p j ,R j).
Choosing any x satisfying M−1M < x < 1, it is clear that
there exists a sequence of nested linear codes CM1 = [n, kM =
RMn]q ⊂ CM−11 = [n, kM−1 = RM−1n]q ⊂ · · · ⊂ C11 =
[n, k1 = R1n]q such that for all 1 6 i 6 M, the error proba-
bility P(n)e (C i1) → 0, as n goes to infinity.
APPENDIX G
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Proof: The code length and dimension are obvious. In the
following, we prove the rate; that is, to show kNi =
k
∑ij=1 n j
=
Ri. For i = 1, it is trivial, since the rate of C11 is R1. For
i = 2, observe that the rate of C21 is R2 = k−v2n1 and the rate
of A22 is R2 = v2n2 , so we have (n1 + n2)R2 = k. Similarly,
for 3 6 i 6 M, from the rates of codes C i1, Ai2, · · · , Aii, we
have (n1 + n2 + · · ·+ ni)Ri = k. Thus, we prove the rates.
For the decoding error, we prove it for CM, since the proof
also works for any Ci, 1 6 i 6 M− 1. For CM over channel
9WM, we use Algorithm 3 for decoding, where each compo-
nent decoder is a nearest-codeword decoder as in Algorithm 2.
The decoding consists of M steps, so it will succeed if each
step is successful. Thus, we can bound the decoding error
probability P(NM)e (CM) by the decoding error probability of
each step as
P(NM)e (CM) 61−
(
1− P(n1)e (CM1 )
) M
∏
i=2
(
1− P(ni)e (AMi )
)
=1−
(
1− P(ϕ1NM)e (CM1 )
) M
∏
i=2
(
1− P(ϕiNM)e (AMi )
)
(9)
where constants ϕ1 =
RM
R1
and ϕi =
(Ri−1−Ri)RM
RiRi−1 for 2 6
i 6 M. From the chosen component codes, we already have
P(ϕ1NM)e (CM1 ) → 0 and P(ϕiNM)e (AMi ) → 0 as NM goes to
infinity, so in (9), P(NM)e (CM) → 0 as NM goes to infinity.
Thus, we conclude CM can achieve the capacity of WM.
Algorithm 3: Decoding CM Over Channel WM
Input: received word y = (y1, y2, · · · , yM).
Output: codeword cM ∈ CM.
1: for i = M,M− 1, . . . , 2 do
2: Let the syndrome Λii = 0.
3: aˆii = DAMi
(
yi , (Λ
i
i ,Λ
i+1
i , · · · ,ΛMi )
)
.
4: (si ,Λi2, · · · ,Λii−1) = E−1Aii (aˆ
i
i).
5: end for
6: Let the syndrome s1 = 0.
7: c1 = DCM1
(
y1, (s1, s2, · · · , sM)
)
.
8: Let u = E−1C1 (c1), and encode u using Construction 1 to
obtain cM ∈ CM.
APPENDIX H
PROOF OF THE EQUIVALENCE BETWEEN THE SYNDROME
AND THE FROZEN BITS
Proof: We prove the two-level case. Extension to the M-
level case can be done in a similar way, so is omitted.
We first present the construction in [8] to construct two-
level rate-compatible codes C1 ≺ C2. Consider two nested
polar codes C21 = [n1, n1 − v1 − v2]2 ⊂ C11 = [n1, k = n1 −
v1]2. The set of frozen bit indices of C i1 is denoted by I i1 for
i = 1, 2. It is clear that |I11 | = v1 and |I21 | = v1 + v2. The
nested property of polar codes gives I11 ⊂ I21 [9].
For the first step, let a length-n1 vector u have k infor-
mation bits on the coordinates in [n1]\I11 and value 0 on
the coordinates in I11 . A codeword c1 ∈ C1 is obtained by
c1 = uGn1 . Here, the matrix Gn1 is Gn1 = Bn1G
⊗
m
2 , where
G2 =
[
1 0
1 1
]
and Bn1 is a bit-reversal permutation matrix
defined in [2]. It is known Gn1 = G
−1
n1 , i.e., Gn1Gn1 = I [5].
For the second step, to get a codeword c2 ∈ C2, they use
an auxiliary code A22 to encode the bits on the coordinates
in I21\I11 of u. These bits are denoted by πI21 \I11 (u), which
will be treated as frozen bits during the last step of decoding
the code C2.
Now, for our construction, let us first define the
parity-check matrices of C11 and C21 to be HC11 and
HC21 =
[
HC11
HC21\C11
]
. Based on Lemma 1 in [5], we have
HC21\C11 = PH
′
C21\C11
, where H′C21\C11
is formed by the columns
of Gn1 with indices in I21\I11 and P is a full rank matrix.
The first step of our construction is the same as that in
the construction in [8] introduced above. In the second step,
we use the same auxiliary code A22 to encode syndrome s2,
which is s2 = c1HTC21\C11
. In the following, we will prove that
πI21 \I11 (u) can be one-to-one mapped to the syndrome s2.
Specifically, we will show that s2 = πI21 \I11 (u)P
T . To see
this, we have the following equations,
s2 = c1HTC21\C11
= uGn1H
T
C21\C11
= πI21 \I11 (u)G
′
n1H
′T
C21\C11
PT
= πI21 \I11 (u)P
T ,
where G′n1 is a submatrix of Gn1 by taking the rows of Gn1
with indices in I21\I11 . The product G′n1H′TC21\C11 is an identity
matrix I, because H′C21\C11
is formed by the columns of Gn1
with indices in the set I21\I11 and also we have Gn1Gn1 = I.
In particular, if we choose P = I, then s2 = πI21 \I11 (u).
