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GENERATORS FOR RINGS OF COMPACTLY
SUPPORTED DISTRIBUTIONS
SARA MAAD SASANE AND AMOL SASANE
Abstract. Let C denote a closed convex cone C in Rd with apex at
0. We denote by E ′(C) the set of distributions having compact support
which is contained in C. Then E ′(C) is a ring with the usual addition and
with convolution. We give a necessary and sufficient analytic condition
on f̂1, . . . , f̂n for f1, . . . , fn ∈ E
′(C) to generate the ring E ′(C). (Here ·̂
denotes Fourier-Laplace transformation.) This result is an application
of a general result on rings of analytic functions of several variables by
Ho¨rmander. En route we answer an open question posed by Yutaka
Yamamoto.
1. Introduction
Let R be a commutative ring with identity. Elements a1, . . . , an of R
are said to generate R if the ideal generated by a1, . . . , an is equal to R, or
equivalently, if there exist b1, . . . , bn such that a1b1 + · · ·+ anbn = 1.
For instance, if R = H∞(D), the set of all bounded and holomorphic
functions on the open unit disc D centered at 0 in C, then the corona theorem
says that f1, . . . , fn ∈ H∞(D) generate H∞(D) iff there exists a C > 0 such
that |f1(z)|+ · · ·+ |fn(z)| > C for all z ∈ D; see [2].
In this note we address this question when the ringR consists of compactly
supported distributions.
Let C denote a closed convex cone C in Rd with apex at 0. Recall that a
convex cone is a subset of Rd with the following properties:
(1) If x, y ∈ C, then x+ y ∈ C.
(2) If x ∈ C and t > 0, then tx ∈ C.
Let E ′(C) be the set consisting of all distributions having a compact support
which is contained in C. Then E ′(C) is a commutative ring with the usual
addition of distributions and the operation of convolution. The Dirac delta
distribution δ supported at 0 serves as an identity in the ring E ′(C).
Recall that a distribution f with compact support has a finite order, and
its Fourier-Laplace transform is an entire function given by
f̂(z) = 〈f, e−iz·〉, z ∈ Cd.
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We use the notation ‖ · ‖ for the usual Euclidean 2-norm in Cd. The same
notation is also used for the Euclidean norm in Rd.
The supporting function of a convex, compact set K (⊂ Rd) is defined by
HK(ξ) = sup
x∈K
〈x, ξ〉, ξ ∈ Rd.
Our main result is the following:
Theorem 1.1. Let C denote a closed convex cone in Rd with apex at 0, and
H denote the supporting function of the compact convex set
B := C ∩ {x ∈ Rd : ‖x‖ ≤ 1},
that is, H(ξ) = sup
x∈B
〈ξ, x〉.
Let f1, . . . , fn ∈ E ′(C). There exist g1, . . . , gn ∈ E ′(C) such that
f1 ∗ g1 + · · ·+ fn ∗ gn = δ
iff there are positive constants C,N,M such that
for all z ∈ Cd, |f̂1(z)|+ · · ·+ |f̂n(z)| ≥ C(1 + ‖z‖2)−Ne−MH(Im(z)). (1.1)
Theorem 1.1, in the case when d = 1 and C = R was known; see [5].
2. Proof of the main result
We will show that our main result follows from the main result given
in [3]. We will use the Payley-Wiener-Schwartz theorem, which is recalled
below.
Proposition 2.1 (Payley-Wiener-Schwartz). Let K be a convex compact
subset of Rd with supporting function H. If u is a distribution with support
contained in K, then there exists a positive N such that
for all z ∈ Cd, û(z) ≤ C(1 + ‖z‖2)NeH(Im(z)). (2.1)
Conversely, every entire analytic function in Cd satisfying an estimate of the
form (2.1) is the Fourier-Laplace transform of a distribution with support
contained in K.
Proof. See for instance [4, Theorem 7.3.1]. The only difference is that we
have the term (1+‖z‖2)N instead of (1+‖z‖)N in the estimate (2.1), which
follows from the observation that 1 + ‖z‖2 ≤ (1 + ‖z‖)2 ≤ 2(1 + ‖z‖2) for
every z ∈ Cd (and by replacing N/2 by N). 
We also recall the main result from Ho¨rmander [3, Theorem 1, p. 943],
which we will use.
Let p be a nonnegative function defined in Cd. Let Ap denote the set of
all entire functions F : Cd → C such that there exist positive constants C1
and C2 (which in general depend on F ) such that
for all z ∈ Cd, |F (z)| ≤ C1eC2p(z).
It is clear that Ap is a ring with the usual pointwise operations.
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Proposition 2.2 (Ho¨rmander). Let p be a nonnegative plurisubharmonic
function in Cd such that
(1) all polynomials belong to Ap
(2) there exist nonnegative K1,K2,K3,K4 such that whenever z, ζ ∈ Cd
satisfy ‖z − ζ‖ ≤ e−K1p(z)−K2, there holds that p(ζ) ≤ K3p(z) +K4.
If there exist positive constants C1, C2 such that
for all z ∈ Cd, |F1(z)|+ · · ·+ |Fn(z)| ≥ C1e−C2p(z), (2.2)
then F1, . . . , Fn ∈ Ap generate Ap.
Lemma 2.3. Let C denote a closed convex cone in Rd with apex at 0, and
H denote the supporting function of the compact convex set
B := C ∩ {x ∈ Rd : ‖x‖ ≤ 1},
that is, H(ξ) = sup
x∈B
〈ξ, x〉.
Let p(z) := log(1 + ‖z‖2) +H(Im(z)). Then we have the following:
(1) p is nonnegative and subharmonic.
(2) Ap = Ê ′(C).
(3) Ap contains the polynomials.
(4) There exist nonnegative K1,K2,K3,K4 such that whenever z, ζ ∈ Cd
satisfy ‖z − ζ‖ ≤ e−K1p(z)−K2, there holds that p(ζ) ≤ K3p(z) +K4.
(That is, condition (2) of Proposition 2.2 is satisfied.)
Proof. (1) Clearly p is nonnegative. Also, the complex Hessian at z of the
map z 7→ log(1 + ‖z‖2) is easily seen to be
F (z) :=
1
1 + ‖z‖2 I −
1
(1 + ‖z‖2)2 zz
∗.
So for w ∈ Cd, we have that
w∗F (z)w =
1
1 + ‖z‖2 ‖w‖
2 − 1
(1 + ‖z‖2)2 |w
∗z|2
=
‖w‖2 + ‖w‖2‖z‖2 − |w∗z|2
(1 + ‖z‖2)2 ≥ 0
by the Cauchy-Schwarz inequality. So the map z 7→ log(1+ |z|2) is plurisub-
harmonic; see [6, Proposition 4.9, p.88].
We will use the fact that a map ϕ : Cd → R that depends only on the
imaginary part of the variable is plurisubharmonic iff the map is convex; see
[6, E.4.8, p.92]. The supporting function HK of any convex compact set K
satisfies the properties that
HK(ξ + η) ≤ HK(ξ) +HK(η), HK(tξ) = tHK(ξ)
for all ξ, η ∈ Rd and t ≥ 0. It is then clear that HK is a convex function.
In particular our H (the supporting function of B) is convex too. Thus
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z 7→ H(Im(z)) is plurisubharmonic. Consequently, p, which is the sum
of the plurisubharmonic maps z 7→ log(1 + ‖z‖2) and z 7→ H(Im(z)), is
plurisubharmonic as well; [6, p.88].
(2) Suppose that f ∈ E ′(C) has support contained in the compact set K
contained in C. Then by the Payley-Wiener-Schwartz Theorem, there exist
positive C, N , M such that
|f̂(z)| ≤ C(1 + ‖z‖2)NeHK(Im(z)).
Let ǫ > 0 be such that ǫK ⊂ B. Then we have for ξ ∈ Rd that
HK(ξ) = sup
x∈K
〈x, ξ〉 ≤ sup
x∈ǫ−1B
〈x, ξ〉 = ǫ−1 sup
y∈B
〈y, ξ〉 = ǫ−1H(ξ).
Thus with M := ǫ−1, we have
|f̂(z)| ≤ C(1 + ‖z‖2)NeMH(Im(z)) = CeN log(1+‖z‖2)+MH(Im(z))
≤ Cemax{N,M}p(z).
So f̂ ∈ Ap.
Conversely, if F ∈ Ap, then
|F (z)| ≤ C1eC2p(z) = C1(1 + ‖z‖2)C2eC2H(Im(z)).
But for ξ ∈ Rd we have
C2H(ξ) = C2 sup
x∈B
〈x, ξ〉 = sup
y∈C2B
〈y, ξ〉 = HC2B(ξ).
So by the Payley-Wiener-Schwartz theorem, there exists an f ∈ E ′(Rd) such
that f̂ = F and the support of f is contained in C2B ⊂ C. Thus F ∈ Ê ′(C).
(3) Let Z+ = {0, 1, 2, 3, . . . }. Let
Q(z) =
∑
k∈Zn
+
, |k|≤N
akz
k,
where for a multi-index k = (k1, . . . , kn) ∈ Zn+,
|k| := k1 + · · · + kn, zk = zk11 . . . zknn , and ak ∈ C.
Consider
q =
∑
k∈Zn
+
, |k|≤N
ak
1
i|k|
∂|k|
∂xk11 . . . ∂x
kn
n
δ ∈ E ′(C),
Then Q = q̂ ∈ Ê ′(C) = Ap, and so Q ∈ Ap.
(4) Let K1 andK2 be nonnegative, and let z, ζ satisfy ‖z−ζ‖ ≤ e−K1p(z)−K2 .
Then
‖z − ζ‖ ≤ e−K1p(z)−K2 = e−K1p(z)e−K2 ≤ 1 · 1 = 1.
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In particular, ‖ζ‖ ≤ ‖z‖+ 1. Also,
H(Im(ζ − z)) = sup
x∈B
〈x, Im(ζ − z)〉 ≤ sup
x∈B
‖x‖‖Im(ζ − z)‖
≤ sup
x∈B
‖x‖‖ζ − z‖ ≤ 1 · 1 = 1.
Thus
p(ζ) = log(1 + ‖ζ‖2) +H(Im(ζ)) ≤ 2 log(1 + ‖ζ‖) +H(Im(z + ζ − z))
≤ 2 log(2 + ‖z‖) +H(Im(z)) +H(Im(ζ − z))
≤ log(8(1 + |z|2)) +H(Im(z)) + 1 = p(z) + log 8 + 1.
This completes the proof. 
Proof of Theorem 1.1. Necessity of the condition (1.1) is not hard to check.
Indeed, if there are g1, . . . , gn ∈ E ′(C) such that
f1 ∗ g1 + · · ·+ fn ∗ gn = δ,
then upon taking Fourier-Laplace transforms, we obtain
f̂1(z)ĝ1(z) + · · ·+ f̂n(z)ĝn(z) = 1 (z ∈ Cd).
By the triangle inequality,
1 = |f̂1(z)ĝ1(z) + · · ·+ f̂n(z)ĝn(z)| ≤ |f̂1(z)||ĝ1(z)|+ · · · + |f̂n(z)||ĝn(z)|.
Suppose that gk has support contained in the compact convex set Lk (⊂ C),
where k = 1, . . . , n. Then by the Payley-Wiener-Schwartz theorem, we have
an estimate
|ĝk(z)| ≤ Ck(1 + ‖z‖2)NkeHLk (Im(z))
for each k. Let ǫ > 0 be small enough so that ǫLk ⊂ B for all the k. Then
we have for ξ ∈ Rd that
HLk(ξ) = sup
x∈Lk
〈x, ξ〉 ≤ sup
x∈ǫ−1B
〈x, ξ〉 = ǫ−1 sup
y∈B
〈y, ξ〉 = ǫ−1H(ξ).
Thus we have that for all k,
|ĝk(z)| ≤ C(1 + ‖z‖2)NeMH(Im(z)),
where M := ǫ−1, C := max
k
Ck and N := max
k
Nk. Consequently,
1 ≤ (|f̂1(z)| + · · ·+ |f̂n(z)|)C(1 + ‖z‖2)NeMH(Im(z)),
and this yields (1.1), completing the proof of the necessity part.
We now show the sufficiency of (1.1). Let f1, . . . , fn ∈ E ′(C) be such
that their Fourier-Laplace transforms satisfy (1.1). Then by Lemma 2.3,
f̂1, . . . , f̂n ∈ Ap with p(z) = log(1 + ‖z‖2) +H(Im(z)) (z ∈ Cd). Moreover,
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this p satisfies the conditions (1) and (2) of Proposition 2.2. The condition
(1.1) gives
|f̂1(z)| + · · ·+ |f̂n(z)| ≥ C(1 + ‖z‖2)−Ne−MH(Im(z))
≥ Ce−N log(1+‖z‖2)−MH(Im(z))
≥ Ce−max{N,M}p(z).
It then follows from Proposition 2.2 that there are some G1, . . . , Gn in Ap
such that f̂1G1 + · · ·+ f̂nGn = 1 on C. But Ap = Ê ′(C). Hence there exist
g1, . . . , gn ∈ E ′(C) such that f1 ∗ g1 + · · · + fn ∗ gn = δ. 
3. Special cases of the main result
3.1. The full space Rd. The supporting function H of the unit ball B
in Rd is given by H(ξ) = ‖ξ‖. So we obtain the following consequence of
Theorem 1.1.
Corollary 3.1. Let f1, . . . , fn ∈ E ′(Rd). There exist g1, . . . , gn ∈ E ′(Rd)
such that
f1 ∗ g1 + · · ·+ fn ∗ gn = δ
iff there are positive constants C,N,M such that
for all z ∈ Cd, |f̂1(z)| + · · ·+ |f̂n(z)| ≥ C(1 + ‖z‖2)−Ne−M‖Im(z)‖. (3.1)
3.2. The nonnegative orthant in Rd. Let
R
d
+ = {x = (x1, . . . , xd) ∈ Rd : xk ≥ 0, for all k = 1, . . . , d}.
The supporting function H of B = {x ∈ Rd+ : ‖x‖ ≤ 1} in Rd is given by
H(ξ) = ‖ξ+‖,
where
ξ+ := (max{ξ1, 0), . . . ,max{ξd, 0})
for ξ = (ξ1, . . . , ξd) ∈ Rd. Theorem 1.1 gives the following.
Corollary 3.2. Let f1, . . . , fn ∈ E ′(Rd+). There exist g1, . . . , gn ∈ E ′(Rd+)
such that
f1 ∗ g1 + · · ·+ fn ∗ gn = δ
iff there are positive constants C,N,M such that
for all z ∈ Cd, |f̂1(z)| + · · ·+ |f̂n(z)| ≥ C(1 + ‖z‖2)−Ne−M‖(Im(z))+‖. (3.2)
In particular, in the case when d = 1, we obtain:
Corollary 3.3. Let f1, . . . , fn ∈ E ′(R+). There exist g1, . . . , gn ∈ E ′(R+)
such that
f1 ∗ g1 + · · ·+ fn ∗ gn = δ
iff there are positive constants C,N,M such that
for all z ∈ C, |f̂1(z)|+ · · ·+ |f̂n(z)| ≥ C(1 + |z|2)−Ne−M max{Im(z),0}. (3.3)
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3.3. The future light cone in Rd+1. Let C be the future light cone,
namely,
Γ := {(x, t) ∈ Rd × R : ‖x‖ ≤ ct, t ≥ 0},
where c denotes the speed of light. Then the supporting function of the
intersection of Γ and the unit ball in Rd+1 is given by
Φ(ξ, τ) =


√
‖ξ‖2 + τ2 if c−1‖ξ‖ ≤ τ,
τ + c‖ξ‖√
c2 + 1
if − c‖ξ‖ ≤ τ ≤ c−1‖ξ‖,
0 if τ ≤ −c‖ξ‖,
for (ξ, τ) ∈ Rd × R. Then we have:
Corollary 3.4. Let f1, . . . , fn ∈ E ′(Γ). There exist g1, . . . , gn ∈ E ′(Γ) such
that
f1 ∗ g1 + · · ·+ fn ∗ gn = δ
iff there are positive constants C,N,M such that
for all z ∈ Cd, |f̂1(z)|+ · · ·+ |f̂n(z)| ≥ C(1 + ‖z‖2)−Ne−MΦ(Im(z)). (3.4)
4. Answer to Yamamoto’s question
We remark that Theorem 1.1 answers an open question of Y. Yamamoto;
see question number 2 [7, p.282]. There it was asked if for f1, f2 ∈ E ′(R),
the condition that f̂1, f̂2 have no common zeros in C is enough to guarantee
that there are g1, g2 ∈ E ′(R) such that f1 ∗ g1 + f2 ∗ g2 = δ.
In light of Theorem 1.1 above, the answer is no, since our analytic con-
dition (3.1) (in the case when d = 1) is not equivalent to (and is stronger)
than the condition that there is no common zero, as seen in the following
example. (The idea behind this example is taken from [5].)
Example 4.1. Let c ∈ R+ be the Liouville constant, that is,
c =
∞∑
n=1
1
10n!
.
(See for example, [1].) Then it can be seen that c is irrational. Also, for
K ∈ N, with pK , qK defined by
pK = 10
K!
K∑
k=1
1
10k!
, qK = 10
K!,
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we have that
0 <
∣∣∣∣c− pKqK
∣∣∣∣ =
∞∑
k=K+1
1
10k!
=
1
10(K+1)!
+
1
10(K+2)!
+
1
10(K+3)!
+ . . .
≤ 1
10(K+1)!
·
∞∑
m=0
1
10m
=
1
10(K+1)!
· 10
9
=
10/9
(10K!)K10K!
≤ 1
(10K!)K
=
1
qKK
. (4.1)
Take f1 = δ − δc and f2 = 1[0,1], where 1[0,1] denotes the indicator function
of the interval [0, 1]. Then f1, f2 belong to E ′(R) and we have that
f̂1(z) = 1− e−icz, f̂2(z) =


e−iz − 1
−iz if z 6= 0
i
de−iz
dz
∣∣∣∣
z=0
= 1 if z = 0.
Then f̂1 and f̂2 have no common zeros (otherwise c would be rational!). We
now show that (3.1) does not hold. Suppose, on the contrary that there
exist C,N,M positive such that
|f̂1(z)|+ |f̂2(z)| ≥ C(1 + |z|2)−Ne−M |Im(z)| (4.2)
for all z ∈ C. If z = 2πqK , then we have f̂2(2πqK) = 0. On the other hand,
|f̂1(2πqK)| = |1− e−ic(2πqK)| = | sin(πcqK)| = | sin(πcqK − πpK)|.
The inequality (4.2) now yields that
| sin(π(cqK − pK))| ≥ C(1 + 4π2q2K)−N .
But | sinΘ| ≤ |Θ| for all real Θ, and so we obtain
πqK
∣∣∣∣c− pKqK
∣∣∣∣ ≥ C(1 + 4π2q2K)−N .
In light of (4.1), we now obtain
πqK
1
qKK
≥ C(1 + 4π2q2K)−N ,
and rearranging, we have
π
qK(1 + 4π
2qK)
N
qKK
≥ C.
Passing the limit K →∞, we arrive at the contradiction that 0 ≥ C.
We remark that in this example f1, f2 actually belong to E ′(R+), and
with the same argument given above, it can be seen that f̂1, f̂2 don’t satisfy
(3.3) either. This also gives another example answering question number 1
in [7], namely, for f1, f2 in E ′(R+), whether the condition that f̂1, f̂2 have
no common zeros is enough to guarantee that there are g1, g2 ∈ E ′(R+) such
that f1 ∗ g1 + f2 ∗ g2 = δ.
GENERATORS FOR RINGS OF DISTRIBUTIONS 9
References
[1] T.M. Apostol. Modular functions and Dirichlet series in number theory. Second edi-
tion. Graduate Texts in Mathematics, 41. Springer-Verlag, New York, 1990.
[2] L. Carleson. Interpolations by bounded analytic functions and the corona problem.
Annals of Mathematics. Second Series, 76:547-559, 1962.
[3] L. Ho¨rmander. Generators for some rings of analytic functions. Bulletin of the Amer-
ican Mathematical Society, 73:943-949, 1967.
[4] L. Ho¨rmander. The analysis of linear partial differential operators. I. Distribution
theory and Fourier analysis. Grundlehren der Mathematischen Wissenschaften, 256.
Springer-Verlag, Berlin, 1983.
[5] E.K. Petersen and G.H. Meisters. Non-Liouville numbers and a theorem of
Ho¨rmander. Journal of Functional Analysis, 29:142-150, no. 2, 1978.
[6] M.R. Range. Holomorphic functions and integral representations in several complex
variables. Graduate Texts in Mathematics, 108. Springer-Verlag, New York, 1986.
[7] Y. Yamamoto. Coprimeness of factorizations over a ring of distributions. Problem
number 52 in Open problems in mathematical systems and control theory. Edited by
V.D. Blondel, E.D. Sontag, M. Vidyasagar and J.C. Willems, Communications and
Control Engineering Series, Springer-Verlag, London, 1999.
Department of Mathematics, Stockholm University, Sweden.
E-mail address: maad@math.su.se
Department of Mathematics, Royal Institute of Technology, Stockholm,
Sweden.
E-mail address: sasane@math.kth.se
