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Abstract
We extend the multi-pass streaming model to sliding window problems, and address the
problem of computing order statistics on fixed-size sliding windows, in the multi-pass streaming
model as well as the closely related communication complexity model. In the 2-pass streaming
model, we show that on input of length N with values in range [0, R] and a window of length
K, sliding window minimums can be computed in O˜(
√
N). We show that this is nearly optimal
(for any constant number of passes) when R ≥ K, but can be improved when R = o(K) to
O˜(
√
NR/K). Furthermore, we show that there is an (l + 1)-pass streaming algorithm which
computes lth-smallest elements in O˜(l3/2
√
N) space. In the communication complexity model,
we describe a simple O˜(pN1/p) algorithm to compute minimums in p rounds of communica-
tion for odd p, and a more involved algorithm which computes the lth-smallest elements in
O˜(pl2N1/(p−2l−1)) space. Finally, we prove that the majority statistic on boolean streams can-
not be computed in sublinear space, implying that lth-smallest elements cannot be computed in
space both sublinear in N and independent of l.
1 Introduction
1.1 Background and Related Work
The streaming model of computation has seen considerable and growing attention over the past few
decades, driven by a wide variety of applications—from network monitoring to processing financial
records to data mining—with at least one feature in common: data sets which are transient and
therefore must be processed on arrival, or which are simply so massive that they cannot be stored
in main memory. Motivated by the former application of unbounded or possibly real-time data
streams, much work has been done on “one-pass streaming algorithms”, where access to the data is
limited to a single linear scan, and efficiency is measured in terms of not only time but also space.
Exact compution is typically infeasible in this model, for most nontrivial problems, so typically one
must be content with computing an approximation, or (in light of the fact that the data stream may
be unbounded in length) maintaining an approximate “sketch” of the prefix of the stream which
has been processed. Work in this model ranges from estimating quantiles [17], frequent elements
[10, 8], and norms [21]; to geometric problems such as clustering [18]; to graph problems such as
property testing or estimating maximum matchings [22].
A distinct line of work has focused on the multi-pass streaming model, in which algorithms
are restricted to a few passes through a finite-length data stream, and sublinear space. Here, the
application is processing massive data sets which are stored in external memory: under this setting,
linear scans are far more efficient than random-access I/O, and the data sets are too large to permit
1
linear space consumption. Since Munro and Paterson’s seminal paper on selection and sorting in
this model [23], a variety of problems have been studied in the context of multi-pass algorithms,
and the tradeoff between space consumption and number of passes [19, 9, 13, 14, 15].
Within the work on one-pass algorithms, there has been a growing body of research on the sliding
window model, which addresses applications such as medical monitoring and financial monitoring
(to name just a few), where the data stream has an intrinsic chronology, and it is desired that
computation be done on “recent” elements of the data stream. Datar et al. introduced the model
and considered the problems of approximately maintaining the sum and ℓp norm of the last N
elements in the data stream seen so far [12]. Since then, a variety of other statistics have been
studied in the sliding window model [2, 1, 3, 4, 5, 6, 11, 7]. However, to our knowledge, all work in
this model has been on one-pass approximation algorithms.
In this paper, we extend the sliding window model to allow multiple passes, in turn asking for
exact algorithms rather than approximation algorithms. We concern ourselves with applications in
which the data set is large but bounded (e.g. stored in external memory). It is not unreasonable
to expect that many massive data sets may be intrinsically “ordered”—for instance, data which
was generated in real-time but is being processed later. Therefore it may be natural to wish to
compute some statistic for every fixed-size window in the input. And one of the most natural
problems is computing the MIN/MAX statistic, or its generalization, the kth-smallest element
in each window. As further motivation, Datar et al. showed that no single-pass algorithm can
maintain MIN or MAX in sublinear memory [12]. Allowing a constant-factor approximation, the
saving grace of most statistics, only permits a constant factor decrease in memory. Hence, it is
natural to rather ask whether allowing multiple passes permits a sublinear-space algorithm.
1.2 Models and Contributions
We must define the multi-pass streaming model for sliding window problems. The basic problem
is to compute some statistic for each fixed-length window in the input. In the previously studied
single-pass streaming model, it is required that each statistic is output immediately after reading
the last element in the corresponding window. However, in the multi-pass streaming model this
constraint seems to be unnaturally strong. The intended application is processing data which is
stored in external memory, for which I/O consisting of linear scans requires the least overhead.
Since the output of a sliding window algorithm is linear in the size of the input, it too must be
stored in external memory. Therefore the efficiency of printing the output can be measured by the
number of passes which the algorithm makes through the output array. With this motivation, we
define the multi-pass sliding window model to have a write-only output data stream (introduced, to
our knowledge, in [16], though not in the context of sliding windows). For an input of length N with
a sliding window of length K, the output stream has length N −K+1, and an algorithm produces
output by making one or several linear scans through the output stream. To avoid defining a
mechanism for overwriting, we require that every position in the output stream is written to exactly
once. We do not require that the output stream is in any way “synced” to the input stream.
For example, we say that a p-pass algorithm makes one output pass if the relative order of the
output is correct: the first value output by the algorithm must be the statistic for the leftmost
window in the input, and so forth. And for a p-pass algorithm to use p output passes, a sufficient
though not necessary criterion is that in any fixed pass, the window answers are output in order.
That is, for any fixed pass, if the answer for [i, i + K) is output during the pass, and the answer
for [j, j +K) is output later in the same pass, then i < j.
All of our results in the multi-pass streaming model will be for algorithms restricted to a single
output pass, unless we explicitly state otherwise.
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There is a natural adaptation of the multi-pass streaming model to the two-party communication
complexity model, made precise as follows. One party (conventionally known as Alice) is given the
first half of the input array, and another party (known as Bob) is given the second half. During
the p rounds of communication, Alice and Bob must output the sliding window minimums for all
windows to a shared, write-only output stream. Alice may output some, and Bob may output
some, but the number of output passes is measured as in the streaming problem. As a technicality,
neither Alice nor Bob have read-access to their shared position in the output stream. All of our
communication complexity results will be for the single output pass model.
In both models, we will assume that the algorithm has access to the stream size N , the window
size K, and a bound R on the maximum integer value present in the stream, beforehand.
The main problem we consider is computing the lth smallest element on all windows of some
fixed length. We call this problem Sliding-lth-Smallest; in the special case of l = 1, we refer to
the problem as Sliding-Min. The trivial algorithm for Sliding-lth-Smallest uses O˜(K) space,
where K is the window length. Since K can be linear in N , we seek a uniform improvement in
complexity, over all K. Our first main result is an algorithm which provides this improvement:
Theorem 4.12. Let l > 0 be an integer. Then there is a streaming algorithm for Sliding-lth-
Smallest which uses O(l) input and output passes and O˜(l3/2
√
N) space.
We then provide a corresponding improvement in the communication complexity setting:
Theorem 4.13. Let p > 0 be an integer. There is a p-round communication complexity algorithm
for Sliding-lth-Smallest which uses O˜(pl2N1/(p−2l−1)) communication bits.
Theorem 4.13 implies that arbitrarily efficient communication algorithms for Sliding-Min exist,
using varying constant numbers of input rounds and a single output pass. In contrast, Theorem 4.12
implies that we can solve Sliding-Min in the streaming model using two input and one output
pass, and O˜(
√
N) space. But it is not at all clear how to trade passes for space. In fact, it turns out
that this disparity is intrinsic, as shown by the following theorem, which describes a nearly tight
lower bound for Sliding-Min in the streaming setting, for any constant number of input passes.
Theorem 5.4. Any algorithm for Sliding-Min which uses a constant number of input passes and
a single output pass has a worst-case space complexity (over all K) of Ω(
√
N).
And we partially resolve the complexity of the sliding window majority problem Sliding-
Majority in our new model. Observe that this is the special case of Sliding-lth-Smallest in
which l = N/2 and the maximum input value is R = 1. It is also a special case of basic statistics
such as sum, median, and mode. Unfortunately, under the assumption of single output pass, there
is no sublinear space algorithm:
Theorem 6.4. Any algorithm for Sliding-Majority which uses a constant number of input
passes and a single output pass has a worst-case space complexity of Ω(N).
To achieve the stated streaming upper bounds, our key technical tool is, informally, some notion
of monotonicity: the index of the smallest element in a sliding window is non-decreasing as the
window indices increase, and this allows interpolation of the minima indices after computing them
for a sparse subset of the windows. For the general problem of lth-smallest elements, it is necessary
to develop a weaker invariant of “near-monotonicity”. Our communication complexity results use
these tools to split the input array by a small number of “critical” indices, and then solve each
subarray independently.
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For our lower bounds, we construct information theoretic proofs in the communication com-
plexity model, and apply these to the streaming model. This second step is not entirely trivial,
since we wish to prove bounds for multi-pass streaming algorithms, whereas the most convenient
communication lower bounds apply to the one-round communication model. Furthermore, as seen
in our results, it is in fact possible to solve Sliding-Min with o(
√
N) memory in the communi-
cation complexity model, so a direct application of the communication bound could not possibly
work. To address the former issue, we simply localize to a single pass in which significant work was
performed. We circumvent the latter barrier with techniques that could generalize to prove sublin-
ear lower bounds for other problems in this model: we divide the input stream into blocks, show
that the communication complexity lower bound can be applied independently to many blocks, and
compound the resulting bounds.
1.3 Organization
The remainder of the paper is organized as follows. In Section 2, we discuss some notation and
preliminaries that will be useful throughout the paper. Section 3 contains sublinear-space streaming
and communication algorithms for Sliding-Min. In section 4 we present our main algorithmic
results, generalizing our l = 1 algorithms to arbitrary l in both models. In section 5, we prove a
nearly tight lower bound for Sliding-Min. Finally, we show in Section 6 that the trivial linear
space algorithm for Sliding-Majority is nearly optimal.
2 Preliminaries
Throughout this paper, unless we specify otherwise, we will refer to A as our input array of non-
negative integers, N as the number of elements in the input, K as the size of the sliding window,
and R as the upper bound on element values in the input. And we use the notation [a, b] to denote
the set of integers between a and b inclusive.
Moving to notation more specific to this paper, we will supplement our streaming algorithms
with pseudocode, in which we let Process(p, j) denote the algorithm for processing the jth element
of the input stream in pass p. And when we refer to the “p-pass streaming model”, we mean the
multi-pass streaming model restricted to p input passes and one output pass: if several output
passes are required, we will make note of this fact.
Finally, we must describe a data structure that will be a useful building block and black box
in one of our algorithms. This data structure is typically known as a monotonic queue. 1 It is
essentially a queue which maintains the invariant that its elements are in strictly increasing order.
The following lemma summarizes the relevant properties:
Lemma 2.1. Given a stream of integers a1, a2, . . . , there is a data structure which supports the op-
erations insert(i, ai), get-front, and delete-front. The inserted indices must be in strictly increasing
order. The operation get-front returns the index and value of the smallest element (by value) which
has larger index than that of the most recently deleted element; the operation delete-front deletes
that element. All operations require amortized constant time, and space usage is at all times linear
in the number of insertions minus deletions, ignoring logarithmic factors.
In the standard model of computation, the monotonic queue is the canonical data structure
used to compute sliding window minimums in O(N) time. As input elements are passed by the
1This data structure is widely known in the world of competitive programming, and has probably been used in
algorithms research in the past, but we do not know if it is attributable to a particular paper in the literature.
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leading end of the sliding window, they are inserted. As input elements are passed by the lagging
end of the sliding window, they are deleted from the front of the queue if necessary. The minimum
element in a sliding window is simply the minimum element in the queue. The amortized time
complexity is O(N). If the input elements are integers in [0, R], then the space complexity is
O(min(K,R)(logN + logR)).
It’s worth noting why we should not be content with the monotonic queue algorithm in the
streaming setting. For small K, this algorithm is of course efficient. However, in the “worst case”,
when K = Θ(N), it can be quite bad: the algorithm uses linear space. In this paper, we’ll look at
improving this worst-case performance, to find algorithms that are space-efficient for arbitrary K.
3 Algorithms for Sliding-Min
To introduce some of the key ideas for our algorithms in a simpler setting, we start with the special
case of Sliding-lth-Smallest in which l = 1. Datar et al. showed that in the single-pass streaming
model, Sliding-Min requires Θ(K) space [12]. That is, the trivial algorithm which stores the last
K elements is essentially optimal. However, it is possible to solve Sliding-Minmore efficiently with
more passes. In section 3.1, we show that there is a 2-pass streaming algorithm for Sliding-Min
using O(
√
N(logR+ logN)) space and O(N) time. In section 3.2, we describe a 2-pass streaming
algorithm using O(
√
NR/K(logR+ logN)) space and O(N) time, which is more space efficient if
R = o(K).
As is to be expected, our results for the communication complexity model are stronger. In
section 3.3, we show that for any odd p, in the p-round communication complexity model, which
is a relaxation of the ⌊p/2⌋ streaming model, Sliding-Min can be solved with O(pN1/p logR) bits
of communication.
3.1 A Two-Pass Streaming Algorithm
We start by describing a streaming algorithm that solves Sliding-Min in sublinear space with two
passes through the input. Crucial to the algorithm is monotonicity, which is a motif that will recur
in various forms throughout the paper. Fix some input A of length N with window size K. For
each index i ∈ [0, N −K], let low(i) be the minimum value in window [i, i +K − 1]. Let f(i) be
the earliest index in [i, i +K − 1] achieving value low(i).
Note that f is non-decreasing. Therefore computing f on a sparse set of indices in one pass
provides some information that may be useful for computing f on all indices in the second pass.
This observation is the heart of the following algorithm. In the first pass, we compute f(i
√
N)
and low(i
√
N) for 0 ≤ i < √N . Now we observe that f can now be computed in blocks of √N .
If f(i
√
N) < j < f((i + 1)
√
N), then Aj can only be the minimum for windows [i
′, i′ + K) with
i
√
N < i′ < (i + 1)
√
N , so only
√
N counters need to be maintained at any time. Hence, in the
second pass, we scan through the array, maintaining minima for the first
√
N windows, until index
f(
√
N) is reached. Output the first
√
N minima, initialize minima for the next
√
N windows, and
repeat.
This leads to the pseudocode in Figure 1. Analyzing the space complexity yields the following
result:
Proposition 3.1. In the 2-pass streaming model, Sliding-Min can be solved in O(
√
N(logR +
logN)) space.
Proof. Correctness has essentially been shown already: consider any block index i and index j ∈
[i
√
N, (i + 1)
√
N). Then the running minimum for the window starting at j is maintained from
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Algorithm (Process(1,j))
If j = 0, initialize
√
N running minima, labelled Mi
√
N for 0 ≤ i <
√
N .
For 0 ≤ i < √N ,
If j ∈ [i√N, i√N +K), insert (j,Aj) to running minimum Mi√N .
The following second-pass algorithm for processing an element j results:
Algorithm (Process(2,j))
If j = 0, initialize blk = 0, and initialize
√
N running minima, labelled Mi′ for 0 ≤ i′ <
√
N .
While j = index(M(blk+1)
√
N ),
For blk
√
N ≤ i′ ≤ (blk + 1)√N ,
If j ∈ [i′, i′ +K), insert (j,Aj) to running minimum Mi′ .
Output value(Mi′) for window i
′, and deallocate Mi′ .
Increment blk.
Initialize
√
N running minima, labelled Mi′ for blk
√
N ≤ i′ ≤ (blk + 1)√N .
For blk
√
N ≤ i′ < (blk + 1)√N ,
If j ∈ [i′, i′ +K), insert (j,Aj) to running minimum Mi′ .
Figure 1: The two-pass algorithm for Sliding-Min
when index f(i
√
N) is reached in the stream, to when index f((i + 1)
√
N) is reached, inclusive.
By the monotonicity observation, this is sufficient: by the time the running minimum is output, it
is equal to low(j), as desired.
At any time during either pass, only O(
√
N) variables are in memory, each taking a value in
[0, R]. Therefore the space complexity of each pass is
√
N logR.
Since each stream element may trigger updates to
√
N running minimums, the time complexity
of the above algorithm is O(
√
N) per stream element. It is not difficult to improve the overall
time complexity of the above algorithm to O(N) using monotonic queues, but we will not elaborate
further on time efficiency.
3.2 A Small-Integer Algorithm
When the size of stream elements is small (in particular, R = o(K)), it is possible to improve upon
the above Θ(N1/2) space complexity. As the following lemma formalizes, if the sliding window
minimum is restricted to a small set of values, then it cannot change “too often.” Like before, we
let low(i) refer to the minimum of window [i, i +K − 1].
Lemma 3.2. Let A be an array of N integers in [0, R], and let the window size be K. Then there
are O(NR/K) indices i ∈ [0, N −K] at which
low(i) 6= low(i+ 1).
Proof. Suppose low(i) > low(i+ 1) for some index i. Then low(i+ 1) = Ai+K . But for each index
j ∈ [i + 1, i + K], the value Ai+K is in the window [j, j + K − 1]. Hence low(j) ≤ low(i + 1) for
j ∈ [i+ 1, i +K]. So after any decrease, low(i) cannot increase in the next K − 1 windows.
Consider any K consecutive windows. By the above fact, every increase must occur before every
decrease. But low(i) can increase at most R times without any interleaved decreases, and it can
decrease at most R times without any interleaved increases. So low(i) changes O(R) times among
these K windows. It follows that low(i) can change only O(NR/K) times in total.
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Algorithm (Process(1, j))
If j = 0, initialize an empty monotonic queue MQ, and an empty list L.
Insert
(
j,
⌊
PAj
R
⌋)
to MQ.
While index(MQ.front) ≤ j −K, delete front of MQ.
If L is empty or value(MQ.front) 6= value(L.last), append MQ.front to L.
Algorithm (Process(2, j))
If j = 0, initialize an empty monotonic queue MQ, and initialize blk = 0.
While index(MQ.front) ≤ j −K, delete front of MQ.
If
⌊
PAj
R
⌋
≤
⌊
P ·value(MQ.front)
R
⌋
, insert (j,Aj) to MQ.
If j −K + 1 ≥ iblk, output value(MQ.front) for window [j −K + 1, j].
If j = iblk+1 − 1,
For max(iblk, j −K + 2) ≤ i < iblk+1,
While index(MQ.front) < i, delete front of MQ.
Output value(MQ.front) for window [i, i +K).
Increment blk.
Figure 2: The small-integer algorithm for Sliding-Min
To use this, we divide the interval [0, R] into P equally sized buckets, where P is a constant
we will pick later. In the first pass, we use a monotonic queue to compute for each window which
bucket its minimum is in. To save space, we only store the indices where the minimum changes
(and the new minima). Now let i1, . . . , ik be the indices at which the minimum increases; these can
be computed from the list L. For ease of notation, let ik+1 = N . In the second pass, we divide the
input by these indices, and maintain a monotonic queue for each subarray, while ensuring that the
queue only ever contains elements from a single bucket.
Now let i1, . . . , ik be the indices at which the minimum increases; these can be computed from
the list L. For ease of notation, let ik+1 = N . In the second pass, we divide the input by these
indices, and maintain a monotonic queue for each subarray. The key is that we can ensure the queue
only ever contains elements from a single bucket. More formally: for each k sequentially, read the
input stream until index ik, maintaining a monotonic queue with window K, inserting all elements
which do not lie in larger buckets than the front of the queue. After processing any element Aj
with j − K + 1 ≥ ik−1, output the front of the queue as the answer for window [j − K + 1, j].
And before processing element Aik , output the front of the queue as the answer for each remaining
window [iout, iout+K) until the output pointer iout reaches ik, deleting the front of the queue each
time it exits the current output window. Then increment k, proceeding as above until the entire
stream is processed. See Figure 2 for the pseudocode.
Claim. The above algorithm is correct.
Proof. Correctness of the first pass follows from Lemma 2.1. For the second pass, two issues must
be argued. First, we must show that after reading element iblk+1−1, we can read off low(i) for each
i < iblk+1 from the queue. This holds since low(iblk+1 − 1) is in a smaller bucket than low(iblk+1),
so Aiblk+1−1 is smaller than every element in range [iblk+1, iblk+1 +K).
Second, we must show that it’s not necessary to insert an element Aj to the queue if Aj lies in
a bucket larger than the bucket of the front of the queue. Let j′ be the index of the element at
front of the queue, and suppose Aj lies in a larger bucket than Aj′ . Observe that j
′ > j −K and
j′ ≥ ic, where c is such that j ∈ [ic, ic+1). Consider the window starting at max(j −K + 1, ic). Its
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minimum is at most Aj′ , so the minimum lies in a smaller bucket than Aj . But the minimum’s
bucket only increases at i1, . . . , ik, so for any window [i, i +K) with max(j −K + 1, ic) ≤ i ≤ j,
the minimum lies in a smaller bucket than Aj. Therefore Aj is the minimum element of no window
containing it, so inserting Aj to the monotonic queue is unnecessary.
Proposition 3.3. In the 2-pass streaming model, Sliding-Min can be solved in O(
√
NR/K(logR+
logN)) space.
Proof. The first pass uses O(P (log P + logN)) space for the monotonic queue, and by Lemma 3.2,
it uses O((NP/K)(log P + logN)) space to store the approximate minima.
For the second pass, we must bound the length of the monotonic queue. Suppose Ai has just
been inserted into the queue, for some arbitrary index i. Then Ai is not in a larger bucket than
the front element of the queue. But monotonic queues are kept sorted in increasing order, so no
element of the queue is in a larger bucket. And since the queue is monotonic, no element can be in
a smaller bucket. Thus all elements of the queue are in the same bucket, so the queue has size at
most R/P , the size of the bucket.
We conclude that the space used by the second pass is
O((R/P +NP/K)(log P + logN)),
to store the queue and the information from the first pass. The space used by the first pass is no
greater. The optimum choice for P is
√
RK/N , yielding space complexity O(
√
NR/K(logR +
logN).
3.3 A Two-Party Communication Algorithm
The streaming algorithm for Sliding-Min presented in Theorem 3.1 was in fact motivated by a
similar algorithm for the communication complexity analogue. The key idea is the same: the index
of the minimum is non-decreasing. In the two-party communication model, the implication is that
there exists some index ilast such that the minimum of window [i, i+K) lies in Alice’s input if and
only if i ≤ ilast. Thus for i ≤ ilast, Alice can determine the minimum with no further information
from Bob. And for i > ilast, Bob can determine it with no further information from Alice. So
essentially, the task of Alice and Bob is to determine ilast efficiently.
In the following 3-round algorithm, Alice and Bob pinpoint ilast through a D-ary search, where
D = N1/3. Let ai denote the minimum of the last i elements of Alice’s input, and let bj denote the
minimum of the first j elements of Bob’s input.
Algorithm
1. Alice sends to Bob aiD2 for 1 ≤ i ≤ D/2.
2. Bob determines the unique i′ such that N/2− ilast is in the range [i′D2, (i′ + 1)D2). Next, Bob
sends to Alice i′ along with bK−i′D2−jD for each 0 ≤ j ≤ D.
3. Alice determines the unique j′ such that N/2− ilast is in the range
[i1, i2] = [i
′D2 + j′D, i′D2 + (j′ + 1)D].
Alice outputs the minimums for all windows [i,N/2) such that i ≤ i1. Then she sends j′ to Bob,
along with each ai for i1 ≤ i ≤ i2.
4. Bob outputs the minimums for all windows [N/2, i +K) such that i > i1.
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The feasibility of the algorithm follows from the fact that the minimum of a window [i, i +K)
is equal to min(aN/2−i, bi+K−N/2). So for instance, when Alice sends aiD2 , Bob can determine
whether ilast ≤ N/2 − iD2 or not. The communication used is O(D logR + logN), and it’s clear
that the algorithm can be extended to any odd number of rounds. The below proposition follows.
Proposition 3.4. For any odd p, in the p-round communication complexity model, Sliding-Min
can be solved using O(pN1/p logR) bits of communication.
4 Algorithms for Sliding-lth-Smallest
Unfortunately, the arguments of Theorem 3.1 and Proposition 3.4 do not directly generalize to
Sliding-lth-Smallest for l > 1, since the indices of the lth smallest elements in successive win-
dows are not necessarily non-decreasing. However, we can prove a weaker cousin of monotonicity
for lth smallest elements, that still yields nontrivial algorithms in both the streaming model and
communication model.
4.1 Generalizing Monotonicity to Sliding-lth-Smallest
In this subsection, we’ll develop the “near-monotonicity” results which we need for our Sliding-
lth-Smallest algorithms. A few definitions are needed first.
Definition 4.1. Given an array A of M integers indexed 1 . . .M , let the rank of the ith element
Ai be the number of elements Aj such that either Ai < Aj or Ai = Aj and j ≤ i.
That is, the rank of Ai is the 1-index of Ai when A is sorted and ties are broken by location in
the original array.
Fix an array A of N integers, and fix some window size K.
Definition 4.2. For any indices i, j into A with i ≤ j, let sl([i, j]) be the index i′ such that Ai′
has rank l in A[i,j]. Furthermore, let the l-lowset of window [i, j], denoted Sl([i, j]), be the set of
indices i′ ∈ [i, j] such that the rank of Ai′ in A[i,j] is at most l. That is,
Sl([i, j]) = {s1([i, j]), . . . , sl([i, j])}.
Suppose we sort the l-lowset of a window [i, j] from smallest index to largest index (rather than
from smallest rank to largest rank). The following lemma states that under this sorting, the indices
of the l-lowsets of sliding windows [i, i+K) are elementwise non-decreasing.
Lemma 4.3. For any fixed l, the sets Sl([i, i+K − 1]) are non-decreasing as i increases. That is,
for each i, the kth smallest index in set Sl([i, i +K − 1]) is less than or equal to the kth smallest
index in set Sl([i+ 1, i+K]).
Proof. Consider some window [i, j]. We seek to show that elements in the unordered set of indices
Sl([i, j]) do not decrease when the window is shifted to [i+ 1, j + 1].
Consider the addition of Aj+1 to the window. If the rank of Aj+1 in [i, j + 1] is greater than l,
then the set does not change at all. Suppose the rank is lj+1 ≤ l. Then the indices of the smallest
lj+1 − 1 elements do not change. But the index of the element with rank lj+1 is j + 1, so j + 1 is
inserted into the set. For each l′ ∈ [lj+1 + 1, l], the index of the element with rank l′ in A[i,j+1] is
the index of the element with rank l′− 1 in A[i,j], which is in Sl([i, j]) already. Finally, the element
with rank l in A[i,j] has rank l+1 in A[i,j+1], so it is removed from the set. In total, some index in
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[i, j] is removed from the set, but j + 1 is added to the set. Hence, the set does not decrease when
Aj+1 is added to the window.
Now consider the removal of Ai from the window [i, j + 1]. If the rank of Ai is greater than l,
then i is not in Sl([i, j + 1]), so the set does not change. Otherwise, by analogous logic to the first
step, index i is removed from the set and some index in [i+1, j +1] is added to the set. Hence the
set does not decrease, and the desired result follows.
Of course, the above lemma does not directly say anything about the motion of sl([i, i +K)).
In particular, we want to be able to detect when it crosses a given value. Some more notation must
be defined.
Definition 4.4. For each index i define the l, b-configuration of window [i, j] as the set of ranks
l′ ∈ [1, l] such that the index of the element with rank l′ in [i, j] is greater than b. Denote this set
by Confl,b([i, j]).
Now fix some rank l.
Definition 4.5. Let Sb−cross be the set of indices i so that l is not in the l, b-configuration of window
[i−1, i+K−2] but is in the l, b-configuration of window [i, i+K−1], or l is in the l, b-configuration
of window [i− 1, i+K − 2] but not in the l, b-configuration of window [i, i+K − 1].
The observation allowing the elements of Sb−cross to be found is consideration of the following
non-decreasing function.
Definition 4.6. Define for every index b the function
gb(i) = |Confl,b([i, i +K − 1])|+ |Confl−1,b([i, i+K − 1])|
for all indices i.
We have a key result:
Lemma 4.7. Let b be any index. Then for any index i, we have gb(i− 1) ≤ gb(i). Furthermore, if
i ∈ Sb−cross then gb(i− 1) < gb(i).
Proof. By Lemma 4.3, we know that the set Sl([i, i+K − 1]) is elementwise greater than or equal
to the set Sl([i− 1, i+K − 2]). Hence the number of elements in Sl([i, i +K − 1]) which exceed b
is at least the number of elements in Sl([i− 1, i+K − 2]) which exceed b. But this implies that
|Confl,b([i, i+K − 1])| ≥ |Confl,b([i− 1, i +K − 2])|.
An identical argument holds for Confl−1,b, so we conclude that gb is non-decreasing.
For the second claim, there are two cases. In the first case, suppose that l is not in Confl,b([i−
1, i+K − 2]) but is in Confl,b([i, i +K − 1]). Then
|Confl,b([i, i +K − 1])| = 1 + |Confl−1,b([i, i +K − 1])|
≥ 1 + |Confl−1,b([i− 1, i +K − 2])|
= 1 + |Confl,b([i− 1, i+K − 2])|.
Since Confl−1,b is non-decreasing, this difference of 1 suffices to show that gb(i) > gb(i− 1).
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In the second case, l is in Confl,b([i− 1, i +K − 2]) but is not in Confl,b([i, i +K − 1]). Then
|Confl−1,b([i, i +K − 1])| = |Confl,b([i, i +K − 1])|
≥ |Confl,b([i− 1, i+K − 2])|
= 1 + |Confl−1,b([i− 1, i+K − 2])|.
Combining the resulting strict inequality with the monotonicity of Confl,b again yields gb(i) >
gb(i− 1).
On a side-note, it immediately follows from Lemma 4.7 and the bound gb(i) < 2l that the index
with rank l does not cross the boundary between any two consecutive elements indexed b and b+1
very often, although this observation in itself (the direct generalization of l = 1 monotonicity) is
not sufficient to permit an efficient streaming or communication algorithm.
Corollary 4.8. For any index b and any rank l, we have |Sb−cross| < 2l.
4.2 An (l + 1)-pass streaming algorithm
Now we generalize our 2-pass streaming algorithm for Sliding-Min to an (l + 1) input pass, l
output pass streaming algorithm for Sliding-lth-Smallest. The first pass is analogous to the
original first pass: compute the l-lowsets of
√
lN evenly spaced K-length windows. The subsequent
l passes all perform identical computation; they only differ in the sets of windows for which output
is produced in that pass. The algorithm will have to use more than just a single pass through the
output stream, but by dividing the output in the following manner, we’ll be able to show that the
algorithm uses only l output passes.
Let B =
√
N/L. For each i, call the range of windows starting between iB and (i + 1)B a
“block.” For each block i, we’ll construct an interval [ai, bi] such that sl([j, j +K)) ∈ [ai, bi] for all
iB ≤ j ≤ (i+1)B, and we know its rank in the interval. If we can construct intervals small enough
that any element is contained in only O(l) intervals, then we’ll be able to achieve an O(lN/B+ l2B)
space bound.
The following algorithm will make use of an “l-capped ordered dictionary” data structure which
maintains, in order, the l smallest values and associated indices inserted into the data structure,
and has an “insert” operation. We refer to the ith smallest element of dictionary D as D(i).
In the first pass, maintain N/B l-capped dictionaries, one for each window [iB, iB +K) where
0 ≤ i < N/B. So after the first pass, dictionary LiB will store the l smallest element/index pairs
in window [iB, iB +K). Now we describe the procedure for pass p, where 2 ≤ p ≤ l + 1. At the
beginning of pass p, for each i, use LiB to compute the maximal interval [ai, bi] around LiB(l) such
that gj(iB) < gj((i + 1)B) for each j ∈ [ai, bi). Also compute a flag array O, which indicates the
blocks for which output is produced in this pass. Set O(i) = 1 if bi is the (p− 1)th smallest element
in Li.
Now to process an element Aj , there are three steps: initialization for intervals that just began;
actual processing of Aj ; and post-processing for intervals that just ended. First, iterate through
all i such that j = ai. If ai < bi, initialize dictionaries Li′ for all windows [i
′, i′ +K) in block i. If
ai = bi, we cannot afford to store memory, but don’t need to: if O(i) = 1, output Aj as the answer
for each window in block i (otherwise do nothing). Second, to process Aj, insert it to all active
dictionaries corresponding to windows that contain index j. Third, iterate through all i such that
j = bi > ai. If O(i) = 1, for each window in block i output L
′
i(d+ 1), where
d = |Confl−1,ai−1([iB, iB +K))| − |Confl−1,bi([iB, iB +K))|
11
Algorithm (Process(1,j))
If j = 0, initialize N/B dictionaries, labelled LiB for 0 ≤ i < N/B.
For 0 ≤ i < N/B,
If j ∈ [iB, iB +K), insert (j, aj) to dictionary LiB.
Algorithm (Process(p,j))
If j = 0,
For 0 ≤ i < N/B,
Initialize variables ai = bi = LiB(l).
While gai−1(iB) < gai−1((i+ 1)B), decrement ai.
While gbi(iB) < gbi((i+ 1)B), increment bi.
For 0 ≤ i ≤ N/B,
If j = ai = bi and bi is the (p− 1)th smallest index in Li,
Output Aj as the answer for each of the B windows in block i.
If j = ai < bi,
Initialize B dictionaries, labelled Li′ for iB ≤ i′ < (i+ 1)B.
For each active dictionary Li′ ,
If j ∈ [i′, i′ +K), insert (j, aj) to dictionary Li′ .
For 0 ≤ i ≤ N/B,
If j = bi > ai and bi is the (p− 1)th smallest index in Li,
Set d = |Confl−1,ai−1([iB, iB +K))| − |Confl−1,bi([iB, iB +K))|.
For iB ≤ i′ < (i+ 1)B,
Output value(Li′(d+ 1)) as the answer for window [i
′, i′ +K).
If j = bi > ai, deallocate Li′ .
Figure 3: The algorithm for Sliding-lth-Smallest
can be shown to be the number of elements of rank less than l caught in [ai, bi]. Finally, if j = bi > ai
then deallocate all block i dictionaries. See Figure 3 for pseudocode.
It’s clear that the first pass uses lN/B space and computes the desired values. Taking this for
granted, we’ll show that in the subsequent l passes, the correct value is computed for every window
in every block (ignoring whether it is output, and in what order). Then we’ll show that for every
window, the output is indeed printed in exactly one of the l passes, and that in any fixed pass, the
list of window indices for which output is produced is strictly increasing. Then we will show that
the space complexity of each of the last l passes is O˜(l2B).
Claim. Let 0 ≤ i < N/B. For any iB ≤ i′ < (i+ 1)B, the set Sl−1([i′, i′ +K)) ∩ [ai, bi] has size
|Confl−1,ai−1([iB, iB +K))| − |Confl−1,bi([iB, iB +K))|.
Proof. The number of elements of Sl−1([i′, i′+K)) which exceed ai−1 is |Confl−1,ai−1([i′, i′+K))|.
But by construction, gai−1(iB) = gai−1((i+1)B). Pairing this equality with the monotonicity shown
in Lemma 4.7 yields gai−1(iB) = gai−1(i
′). The two summands of gai−1 are similarly monotonic,
so in fact
|Confl−1,ai−1([iB, iB +K))| = |Confl−1,ai−1([i′, i′ +K))|.
A symmetric argument shows that the number of elements of Sl−1([i′, i′ +K)) which exceed bi is
|Confl−1,bi([iB, iB +K))|.
Claim. Let 0 ≤ i < N/B. For any iB ≤ i′ < (i+ 1)B, we have sl([i′, i′ +K)) ∈ [ai, bi].
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Proof. Suppose that sl([i
′, i′ +K)) = j. Then for every j′ between sl([iB, iB +K)) and j, the lth-
smallest element crosses the boundary j′/j′+1 at some point during block i. But by Lemma 4.7, gj′
increases at each crossing, and is non-decreasing otherwise, so we must have gj′(iB) < gj′((i+1)B).
It follows, by construction of [ai, bi], that j ∈ [ai, bi].
Now we can prove correctness of the computations, aside from the issue of output.
Lemma 4.9. Let 0 ≤ i < N/B, and let iB ≤ i′ < (i+ 1)B. After processing element bi, we have
index(Li′(d+ 1)) = sl([i
′, i′ +K)).
Proof. Note that after processing element bi, dictionary Li′ stores the l smallest elements of [i
′, i′+
K) ∩ [ai, bi]. Of the l − 1 elements in [i′, i′ + K) which are smaller than sl([i′, i′ + K)), exactly
d of them (where d is as computed in the algorithm) are in [i′, i′ + K) ∩ [ai, bi], as shown in our
first claim. From this and from our second claim, which shows that sl([i
′, i′ +K)) is an element of
[i′, i′+K)∩ [ai, bi], we can conclude that the element of rank d+1 in [i′, i′+K)∩ [ai, bi] has index
sl([i
′, i′ +K)).
The next two lemmas address the division of output among the l input passes, and bound the
number of output passes.
Lemma 4.10. The above algorithm produces output for each window exactly once.
Proof. We must show that bi ∈ Sl([(i+ 1)B, (i + 1)B +K)) for each block i. There are two cases:
(i) (ai < bi) Suppose the contrary. Then we have
gbi(iB) ≤ gbi−1(iB) < gbi−1((i+ 1)B) = gbi((i+ 1)B),
where the first inequality follows from monotonicity of the function G(m) = gm(iB); the
second holds since bi−1 ∈ [ai, bi]; and the equality holds since bi 6∈ Sl([(i+1)B, (i+1)B+K]).
Therefore gbi(iB) < gbi((i+ 1)B), so bi + 1 ∈ [ai, bi]. This is a contradiction.
(ii) (ai = bi) We know that sl([(i + 1)B, (i+ 1)B +K)) ∈ [ai, bi], so in fact
ai = bi = sl([(i+ 1)B, (i + 1)B +K)).
Hence, bi ∈ Sl([(i+ 1)B, (i+1)B +K)) for all i, so for every block, output will be produced in
exactly one pass.
Lemma 4.11. The above algorithm uses l output passes.
Proof. We’ll show something slightly stronger: for any fixed pass, the order of output is non-
decreasing, so that every input pass uses only one output pass. Let {i1, . . . , ir} be the blocks
output in a fixed pass p, where i1 < i2 < · · · < ir. Observe that the sorted position of bik in
Sl([ikB, ikB +K)) is equal to p − 1, for 1 ≤ k ≤ r. Since the sets Sl([i, i + K)) are elementwise
increasing, it follows that bi1 ≤ bi2 ≤ · · · ≤ bir . Since block i is output upon processing the element
with index bi, and since ties are broken by block index, we can conclude that block ik is output
before block ik+1 for 1 ≤ k < r. Within each block, the minima are output in the correct order, so
the overall order for each pass is correct.
The only remaining detail is space complexity.
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Theorem 4.12. For any l, Sliding-lth-Smallest can be solved in l+1 input passes and l outputs
passes with O(l3/2N1/2(logN + logR)) space.
Proof. Correctness has been shown in the above lemmas. It’s also been shown that the algorithm
uses the desired number of output passes. As for space complexity, the first pass uses O(N/B)
dictionaries, and thus O˜(lN/B) space. For any index j, the space used while processing element j
in any of the last l passes is O˜(lN/B+cj lB), where cj is the number of blocks i such that j ∈ [ai, bi]
and ai < bi: no space is used for blocks with ai = bi. But if j ∈ [ai, bi] and ai < bi, then either
gj(iB) < gj((i + 1)B) or gj−1(iB) < gj−1((i + 1)B). Since gj is a non-decreasing integer function
bounded by 0 and 2l − 1, the first inequality can only hold for 2l − 1 indices i. By the same logic,
the second inequality can only hold for 2l − 1 values of i. Therefore in total, cj ≤ 4l − 2. We
conclude that the space complexity is O˜(lN/B + l2B). Setting B =
√
N/l yields space complexity
of O˜(l3/2N1/2).
4.3 A Two-Party Communication Algorithm
In the communication complexity model, we only care about whether the rank-l element in a
window is located in the first half or in the second half of the input. Therefore to simplify notation,
we will drop the subscripts “b”, letting Confl([i, j]) refer to Confl,N/2([i, j]), letting Scross refer to
SN/2−cross, and letting g(i) refer to gN/2(i).
The high-level idea of the communication algorithm for Sliding-lth-Smallest below is to
compute the set of indices Scross = {S1, . . . , S|Scross|} where the lth-smallest element crosses from
one party’s input to the other’s. Pick any c with 1 ≤ c ≤ |Scross|. By Lemma 4.7, g(i) < g(Sc) for
all i < Sc and g(i) ≥ g(Sc) for all i ≥ Sc. Therefore a simple d-ary search algorithm to find all (at
most 2l − 1) indices at which g increases, will produce a set of candidate indices which contains
Scross. For this small set of candidates, it is inexpensive to check which indices are in fact crossing
indices. Now the parties can alternate producing output, handing control to the other party when
a crossing index is reached.
Here is a more detailed description, with D = N1/(p−2l−1) the search width parameter.
Algorithm
1. For all v ∈ [2l − 1] in parallel, perform the following search algorithm for candidate Cv.
Initialize the search interval as [low,high) = [N/2−K − 1, N/2].
While high− low > 1,
Alice picks D evenly spaced indices {i1, . . . , iD} in [low,high].
For each index ij , Alice communicates ij and {Ai | i ∈ Sl([ij , N/2))} to Bob.
For each index ij , Bob computes Confl−1([ij , ij +K)), Confl([ij , ij +K)), and then g(ij).
Bob sets [low,high) = (ij∗ , ij∗+1] where j
∗ = max{j | g(ij) < v}.
If loop not over, Bob and Alice switch roles (so next time Bob picks D indices)
2. Assume the loop ends with Bob’s turn; if not, an extra round is used, in which Alice communi-
cates all Cv to Bob. For each v ∈ [2l−1], Bob communicates Cv and {Ai | i ∈ Sl([N/2, Cv+K))} and
{Ai | i ∈ Sl([N/2, Cv+K−1))} to Alice. With this information, Alice computes Confl([Cv , Cv+K))
and Confl([Cv − 1, Cv + K − 1)), and determines whether Cv ∈ Scross. She also determines
|Confl([i, i+K))| for all indices i.
3. For each i ∈ [0, S1), Alice outputs the rank-l′(i) element of window [i,min(i +K,N/2)), where
l′(i) = l− |Confl([N/2, i+K))|. Then Alice communicates Scross to Bob, and all candidate indices
at which the size of the l-configuration increases.
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4. Bob determines |Confl([i, i +K))| for all indices i. Then for each i ∈ [S1, S2), Bob outputs the
rank l′′(i) element of window [N/2, i +K), where l′′(i) = |Confl([N/2, i +K))|.
5. Alice and Bob alternate producing output until done.
Claim. The above algorithm is correct.
Proof. Note that it is possible for Bob to compute an l-configuration given his own input and the
l smallest elements of the intersection of the window with Alice’s input. And g can be computed
from an l-configuration and an (l − 1) configuration. Hence the search algorithm is feasible.
If i ∈ Scross, then g(i) > g(i − 1) by Lemma 4.7, so i is the first index at which g reaches g(i).
Hence i = Cg(i). Therefore the set of candidates contains Scross.
Computing the configurations in step (2) is feasible, as already argued. From these one can check
whether the candidate is a crossing index, by checking if l enters or exits the configuration. And
Alice can compute the size of every l-configuration, since any location at which the size increases
is a candidate index Cv for some v, and Alice can determine whether the size increases at Cv since
she knows the entire l-configurations at [Cv − 1, Cv +K − 1) and [Cv, Cv +K).
Bob can compute Scross and the size of every l-configuration, from the information sent by Alice.
Finally, it’s clear that if the rank-l element for any window [i, i+K) lies in Alice’s input, its rank
in [i,min(i+K,N/2)) is exactly l − |Confl([N/2, i +K))|, and similarly for Bob.
Theorem 4.13. Let l ≥ 1 and p ≥ 2l + 2. In the p-round communication complexity model,
Sliding-lth-Smallest can be solved using O˜(pl2N1/(p−2l−1)) bits of communication.
Proof. Step (1) of the algorithm takes p − 2l − 1 rounds. Each v contributes O(lD logR) bits to
each round, yielding total communication O(l2D logR) per round. Step (2) uses at most 2 rounds,
with O(l logN + l2 logR) communication. The remaining steps use 2l turns and thus 2l−1 rounds,
since |Scross| ≤ 2l− 1. In the first round after Alice has output some answers, she sends O(l logN)
bits to Bob, and no communication need occur in the last 2l − 2 rounds.
Note that in the current statement, the bound in Theorem 4.13 does not match the bound in
Proposition 3.4 when l = 1. A constant number of rounds can be eliminated from the protocol by
methods such as that employed in Proposition 3.4, but such optimizations were not the focus of
the proof, so we have ignored them for now.
5 A Lower Bound for Sliding-Min
One might hypothesize that increasing the number of passes from two to three or more would allow
even more space-efficient algorithms for Sliding-Min. However, it turns out that for large R, the
above algorithm is asymptotically optimal up to a logarithmic factor—at least, among streaming
algorithms which use any constant number of input passes, and only one output pass. To prove
this, we start by lower bounding the difficulty of Sliding-Min in the one-round communication
complexity model.
Fix an input size N , a window size K, and a maximum element value R. Assume that N ≥ 2K
and R ≥ K. We’ll provide a lower bound for the case N = 2K, since increasing N further can
only increase the difficulty of the problem. Our goal is to construct a set of inputs S such that any
communication algorithm which uses few bits of communication can only solve a small fraction of
the input. In particular, let the set of Alice’s inputs be
A = {a1, . . . , aK | 0 < a1 ≤ · · · ≤ aK < R}.
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For 0 ≤ i ≤ K/(2M), let B(i) be the sequence of 2Mi R’s, followed by K − 2Mi 0’s. Then let the
set of Bob’s inputs be B = {B(0), . . . , B(K/(2M)). Let S = A×B, so that every input consists of
an input for Alice picked from A, concatenated with an input for Bob picked from B. For notational
convenience, we will use a to denote an element of A and use b to denote an element of B.
This choice of inputs is motivated by the following observation. As the window slides through
the input, the index of the minimum element never decreases, and eventually the minimum element
enters Bob’s input. If Alice knew the index of the last window for which the minimum was in her
input, she could determine the minimums of all windows up until that last window, and Bob could
determine the rest. Conversely, intuition suggests that if Alice does not know that index, it is hard
for Alice and Bob to determine all minimums in one round. And we have chosen a set of inputs S
for which knowing Alice’s input does not yield any information about the index of the last window.
Therefore intuitively, for most inputs either Alice produces too much output or Bob produces too
much output, so we can bound the fraction of inputs for which the output is correct. The following
lemma works out the exact bounds.
Lemma 5.1. Consider the two-party communication complexity model of Sliding-Min in which
the window size is K, the input size is N ≥ 2K, and the maximum element value is R ≥ K. Let
M ≥ 2 logK. Then there is a fixed set of inputs S and a constant c so that no 1-round deterministic
algorithm usingM bits of communication solves Sliding-Min (that is, outputs the correct N+1−K
sliding window minimums) on more than cM |S|/K inputs in S.
Proof. For any input (a, b) ∈ S, Alice outputs several integers, which are supposed to equal the
minimum values in the first several windows of size K. Then Alice passes a message of length M
to Bob, and Bob outputs several integers. Let outA(a) be the number of integers output by Alice;
crucially, this number does not depend on Bob’s input b. However, the number of minimums in
Alice’s input does. Suppose Bob’s input is b = B(i). Then the minimums of the first 2Mi windows
are in Alice’s input, and the minimums of the remaining K−2Mi windows are in Bob’s input, and
are equal to 0.
There are two broad cases we’ll bound separately. Either Alice produces “too much” output, in
which case we obtain a straightforward bound on the fraction of such inputs which she solves; or
Bob produces “too much” output. In the latter case, we subdivide by the exact value of outA(a)
and bound the fraction of such inputs solved by Bob, in terms of the communication used.
1. We bound the number of solved inputs (a,B(i)) ∈ S such that outA(a) > 2Mi − 2M . Fix
a ∈ A. The number of positive window minimums among the first outA(a) windows of input
(a,B(i)) is different for each i ∈ [0,K/(2M)] satisfying the above inequality. But the number
of positive integers output by Alice is completely determined by her input a, so there is at
most one i ∈ [0,K/(2M)] satisfying outA(a) > 2Mi − 2M for which Alice gives the correct
output. In total, there are at most 2M |S|/K inputs satisfying the inequality, for which correct
output is given.
2. We bound the number of solved inputs (a,B(i)) ∈ S such that outA(a) ≤ 2Mi − 2M . Pick
some v ∈ [0,K] and let Av = {a ∈ A | outA(a) = v}. For any a ∈ Av and B(i) ∈ B, if
v = outA(a) ≤ 2Mi − 2M , then Bob must output a2Mi−2M+1, a2Mi−2M+2, . . . , a2Mi, since
these 2M integers in Alice’s input are the minimums of 2M windows which Alice should
have output but did not. Fix some B(i) ∈ B with v ≤ 2Mi − 2M . Then Bob can output
at most 2M different “guesses” for a2Mi−2M+1, . . . , a2Mi on different inputs (a,B(i)), one for
each communication string of length M sent by Alice. So if Alice’s input a ∈ Av has an
assignment of a2Mi−2M+1, . . . , a2Mi which is not in Bob’s 2M guesses, then Bob will produce
incorrect output.
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We want to bound the number of inputs a ∈ Av with assignments of the elements a2Mi−2M+1, . . . , a2Mi
that do match one of Bob’s guesses. Fix one of Bob’s guesses for these 2M elements. The
number of non-decreasing sequences of length K in [1, R−1] which match this guess, is at most
the number of non-decreasing sequences of length K−2M in [1, R−1], which is approximately(
K−2M+R−1
K−2M
)
. Summing over all of Bob’s 2M guesses, there are at most 2M
(
K−2M+R−1
K−2M
)
inputs
a ∈ Av so that input (a,B(i)) yields correct output.
Summing over all v ∈ [0,K] and i ∈ [0,K/(2M)], the number of inputs (a,B(i)) with
outA(a) ≤ 2Mi−2M for which correct output is produced is at most (K2/M)2M
(K−2M+R−1
K−2M
)
. But |A| = (R+K−1K ) and |B| = K/M , so the total number of inputs under consideration
is |S| = (K/M)(R+K−1K ). Repeatedly applying the identity (nk) = nk (n−1k−1) to the binomial
coefficient and using the assumption R ≥ K, we can show that the fraction of inputs on
which correct output is produced is at most K/2M . Under the assumption M ≥ 2 logK, this
fraction is at most 1/K.
Summing over both cases the fractions of input which yield correct output, and setting the
constant c appropriately, yields the desired result.
It remains to extend the above communication bound to a streaming bound. We want a stronger
streaming bound than is possible to obtain in the communication model, so we must “compound”
the communication bound somehow. Fix an input size N and a space boundM = O(
√
N). Suppose
an algorithm algo in the p-pass streaming model uses M space to solve Sliding-Min for any K,
when R ≥ K. Our bound will be a worst-case bound over all window sizes K; so we’ll choose
K = 2cM . For these parameters, define a set of inputs S′ by S′ = SN/(2K), so that for each block
of size 2K an input is independently chosen from the set S described in Lemma 5.1.
By the following claim, we can identify a large set of inputs S′′ ⊆ S′ for which a large fraction
of the output is produced in a single, fixed pass.
Claim. There is a pass index p′, an input index i′, and a set S′′ ⊆ S′ of size at least |S′|/(pN),
such that algo outputs the window minimums with starting indices in [i′, i′ + (N −K)/p] during
pass p′, for every input s ∈ S′′.
Proof. For any input, there is some pass during which the algorithm outputs at least (N + 1 −
K)/p window minimums, by the pigeonhole principle. By our running assumption (unless stated
otherwise) that only a single output pass is used, the window minimums output in one pass are the
minimums of consecutive windows. Therefore applying pigeonhole again, there is some pass index
p′ and some input index i′ so that for at least |S′|/(pN) inputs in S′, the algorithm outputs the
window minimums with starting indices {i′, i′ + 1, . . . , i′ + (N −K)/p} during pass p′. Let the set
of inputs in S′ satisfying this condition be denoted by S′′.
We can now focus entirely on pass p′, reducing the multi-pass algorithm to a one-pass algorithm
with M bits of advice. There are 2M possibilities for the memory stored by algo immediately
before pass p′. Fixing any one such possibility induces a one-pass deterministic algorithm. There
must be at least one possibility which occurs for at least |S′′|/2M inputs in S′′. Call this algorithm
solve-p′, and let T ⊆ S′′ be the set of inputs which induce solve-p′. To bound M , we’ll provide
an opposing upper bound on |T |/|S′| and therefore on |T |/|S′′|. To bound |T |/|S′|, we’ll show that
for many blocks of size 2K, the set T only takes on a fraction of the potential values on that block.
The following claim is the key.
Claim. There are N/(4pK) blocks such that for all inputs in T , solve-p′ outputs the (correct)
window minimums for all windows with starting indices in any of these blocks.
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Proof. By the properties of algo on S′′, and since T ⊆ S′′ is the set of inputs for which algo
induces solve-p′ for pass p′, it’s clear that for any input in T , solve-p′ outputs the correct
minimums for all windows with starting indices in [i′, i′ + (N − K)/p]. This interval contains at
least ((N −K)/(2pK))−2 blocks. Since K = O(√N), we have N ≥ (8p+2)K for sufficiently large
N , so the number of blocks is at least N/(4pK).
For each block, we’d like to use solve-p′ to simulate a one-round communication algorithm
solving all inputs s ∈ S achieved by T on that block, so that Lemma 5.1 applies. However, this
would require the following procedure: for any (a, b) ∈ S which is achieved by T on a fixed block,
find some string s such that sab is a prefix of a string in T , without knowing b. In general, this
cannot be done. However, it can be done for a constant fraction of inputs, after discarding a
constant fraction of the blocks.
Formally, for 1 ≤ i ≤ N/(2K) and s ∈ (A×B)i−1 and a ∈ A, let mi,s,a be the number of b ∈ B
such that there exists some s′ ∈ (A × B)N/(2K)−i with sabs′ ∈ T . Also, for 1 ≤ i ≤ N/(2K), let
ni be the number of a ∈ A such that there exists some s ∈ (A×B)i−1 for which mi,s,a ≥ 9|B|/10.
If ni/|A| is bounded above zero, then we can achieve a nontrivial bound for block i, as seen in the
following simulation lemma.
Lemma 5.2. Let [2Kj, 2K(j+1)) be a block such that nj ≥ 9|A|/10. Then the number of (a, b) ∈ S
such that some element of T contains ab at block j is at most 3|S|/5.
Proof. We want to bound the number of a ∈ A and b ∈ B such that some element of T contains
ab at block j: formally, sabs′ ∈ T for some prefix s ∈ (A×B)j and suffix s′ ∈ (A×B)N/(2K)−j−1.
There are two cases to consider. In the first case, let a ∈ A be such that for every s ∈ (A×B)j we
have mi,s,a ≤ 9|B|/10. There are only |A| − nj ≤ |A|/10 such choices of a. For each choice of a,
there are at most |B| choices of b; so in total there are at most |S|/10 choices of a and b satisfying
the given property.
In the second case, we want to bound the number of a ∈ A and b ∈ B such that some element
of T contains ab at block j, and maxs∈(A×B)j mi,s,a ≥ 9|B|/10. Consider the following one-round
communication algorithm, in which Alice is given an input a ∈ A and Bob is given an input b ∈ B.
Alice picks some s = sa ∈ (A × B)j which maximizes mi,s,a (the maximal value may be 0). She
runs solve-p′ on sa, feeding to her output stream all output for windows in ab. She communicates
the final memory state of solve-p′ to Bob, who initializes solve-p′ to that state and runs the
algorithm on b. Consider the state Q of the algorithm after processing sab. When solve-p′ is
run on elements of T , it eventually produces correct output for all windows in block j. So there
is a function from states Q to remaining output sequences, which Bob can apply to print the
remaining output. If sab is a prefix of some element of T , then Alice’s output is correct, as is
Bob’s output. Let I be the set of pairs (a, b) such that some element of T contains ab at block
j, and maxs∈(A×B)j mi,s,a ≥ 9|B|/10; let Icorrect ⊆ I be the set of such pairs for which saab is a
prefix of some element of T . If (a, b) ∈ I \ Icorrect, then there are only |B|/10 choices for b, so
|I \ Icorrect| ≤ |A| · |B|/10 = |S|/10. But we also have |Icorrect| ≤ cM |S|/K = |S|/2 by Lemma 5.1,
so |I| ≤ 11|S|/20.
In total, the number of a ∈ A and b ∈ B such that some element of T contains ab at block j is
at most |S|/10 + 11|S|/20 = 3|S|/5.
It only remains to show that ni ≥ 9|A|/10 for sufficiently many blocks. This follows from the
density of T in S′ and the following, purely combinatorial, lemma.
Lemma 5.3. Let A and B be sets, and let T ⊆ (A ×B)d. For 1 ≤ i ≤ d and s ∈ (A× B)i−1 and
a ∈ A, let mi,s,a be the number of b ∈ B such that there exists some s′ ∈ (A×B)d−i with sabs′ ∈ T .
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Also, for 1 ≤ i ≤ d, let ni be the number of a ∈ A such that there exists some s ∈ (A × B)i−1
for which mi,s,a ≥ 9|B|/10. Then the set of i ∈ [d] for which ni ≤ 9|A|/10 has size at most
clog log
(|A|·|B|)d
|T | , where clog = 1/ log
100
99 .
Proof. For 0 ≤ i ≤ d, define Pi to be the set of s ∈ (A × B)i for which there exists some s′ ∈
(A×B)d−i with ss′ ∈ T .
Let i ∈ [d] and suppose ni ≥ 9|A|/10. Then we simply apply the trivial bound |Pi| ≤ |A| · |B| ·
|Pi−1|. Now suppose that ni ≤ 9|A|/10. Let A1 be the set of a ∈ A such that mi,s,a ≤ 9|B|/10 for
every s ∈ (A × B)i−1. Fix some p ∈ Pi−1. Let a ∈ A. If a ∈ A1, then mi,p,a ≤ 9|B|/10. So there
are at most 9|B|/10 choices of b ∈ B such that pab ∈ Pi. And if a 6∈ A1, then there are at most |B|
choices. In total, the number of choices of a ∈ A and b ∈ B such that pab ∈ Pi is at most
|A1| · 9|B|
10
+ (|A| − |A1|) · |B| = |A| · |B| − |A1| · |B|
10
≤ 99|A| · |B|
100
,
where the last inequality holds since |A1| ≥ |A|/10. But every element of Pi has the form pab for
some p ∈ Pi−1, a ∈ A, and b ∈ B, so we get the inequality |Pi| ≤ 99|Pi−1| · |A| · |B|/100.
Since we have |P0| = 1 and |Pd| = |T |, it follows that
|T | ≤ (|A| · |B|)d ·
(
99
100
)k
,
where k is the number of i ∈ [d] for which ni ≤ 9|A|/10. Taking logarithms yields the desired
bound.
Specifically, we get the following bound on the number of “useful” blocks.
Claim. If M ≤ (32pcclog)−1/2N1/2, where c and clog are the constants determined in above lemmas,
then the set of i ∈ [N/(2K)] for which ni ≤ 9|A|/10 has size at most N/(8pK).
Proof. By Lemma 5.3, we have that the set of i ∈ [N/(2K)] for which ni ≤ 9|A|/10 has size at
most
clog log
|S′|
|T | ≤ clog log(pN · 2
M ) = clog(M + log pN) ≤ N/(16pcM) = N/(8pK)
as desired.
Thus, there are at least N/(8pk) blocks [2Kj, 2K(j + 1)) for which the number of a ∈ A and
b ∈ B such that some element of T contains ab at block j is at most 3|S|/5. Identifying every input
in S′′ with a tuple of N/(8pK) block inputs in S, the set T cannot contain more than (3|S|/5)N/(8pK)
distinct tuples.
Using this, we can bound the size of T . A set of inputs in S′ which all take the same values
in the N/(8pK) relevant blocks can have size at most |S′|/|S|N/(8pK). Hence a set of inputs
in S′ which take at most (3|S|/5)N/(8pK) values in the N/(8pK) relevant blocks can have size
at most |S′|(3/5)N/(8pK). So T can have size at most |S′|(3/5)N/(8pK) as well. By the bound
|S′′| ≥ |S′|/(pN), we conclude that solve-p′ solves at most pN |S′′|(cM/K)N/(4pK) inputs in S′′.
But we assumed that |T | ≥ |S′′|/2M , so solve-p′ solves at least |S′′|/2M inputs in S′′. Thus
2M ≥ (pN)−1(5/3)N/(8pK). Substituting K = 2cM and solving for M yields
M ≥ −1
2
log pN +
1
4pc
√
4p2c2 log2 pN + pcN log
5
3
,
which is sufficient to prove the following theorem.
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Theorem 5.4. For any constant p, no algorithm in the p-pass streaming model solves Sliding-Min
in o(N1/2) space for all window sizes K when the maximum element value is R = K.
6 A Linear Lower Bound for Sliding-Majority
Now we show that for any constant number of passes, Sliding-Majority has no algorithm with
space complexity sublinear in N and independent of K. The proof broadly follows the same
structure. We start with a lemma lower bounding the difficulty of Sliding-Majority in the
two-party communication model. We then consider a streaming algorithm which solves Sliding-
Majority, and pick a single pass in which the algorithm often produces significant input. However,
now we need K = Θ(N) in order to obtain a linear lower bound on M , so we could only have a
constant number of “blocks”. Therefore the above method of discarding up to clog(M + log pN)
sparse blocks does not work. Instead, since we only need a single block, we only have two cases,
which we’ll bound separately: either the algorithm starts producing output for the block early, or
it doesn’t. The former case lends itself to an information bound, and the latter allows simulation
of a communication algorithm.
Let’s return to bounding the difficult of Sliding-Majority in the communication model.
Pick any K. Let A be the set of boolean strings a such that |a| = K − 1 and a2i + a2i+1 = 1 for
0 ≤ i < (K − 1)/2. Let B be defined in the same way, and define S = A×B, so that every input
consists of a string a ∈ A for Alice, and a string b ∈ B for Bob.
For each a ∈ A, define outA(a) to be the number of bits output by Alice. So 0 ≤ outA(a) ≤ K−1
for all a ∈ A. Observe that if Alice outputs v bits of (correct) output, then her output fixes the
first 2⌊v+12 ⌋ bits of b. For example, if Alice’s first bit of output is correctly 0, then b0 = 0 and
b1 = 1, whereas if her first bit of output is correctly 1, then b0 = 1 and b1 = 0. Alice’s third bit of
output similarly fixes b2 and b3. The following lemma will bound the number of inputs in S which
any low-memory communication algorithm can solve, by caseworking on outA(a).
Lemma 6.1. Consider the two-party communication complexity model of Sliding-Majority in
which the window size is K, the input size is N ≥ 2K−2, and each party receives a contiguous half
of the input. Let M ≥ 2 logK. Then there is a fixed set of inputs S = SN and constants c1, c2 so
that no 1-round deterministic algorithm using M space solves Sliding-Majority (that is, outputs
the correct N + 1−K sliding window majority bits) on more than 2c1M−c2K |S| inputs in S.
Proof. Let S∗ ⊆ S be the set of inputs for which Alice and Bob produce the correct output. For
0 ≤ v ≤ K − 1, let Av = {a ∈ A | outA(a) = v}. We’ll bound the size of each (Av × B) ∩ S∗
separately.
Fix some v with 0 ≤ v ≤ K − 1. Pick any a ∈ Av. For any (a, b) ∈ Av ∩ S∗, Alice’s v bits of
output fix the first 2⌊v+12 ⌋ bits of b. Hence,
|(Av ×B) ∩ S∗| ≤ |Av| · |B|
2⌊
v+1
2
⌋ .
The above bound is strong when v is large. When v is small, we use Bob’s output. Fix some
b ∈ B. There are 2M possible messages Bob can receive from Alice; fix one of them. Then Bob’s
output is fixed, and it fixes the last 2⌊K−v2 ⌋ bits of any a ∈ Av for which (a, b) ∈ S∗. By the same
logic as above, but this time summing over all 2M messages which Bob could receive,
|(Av ×B) ∩ S∗| ≤ |Av| · |B|
2⌈
K−v
2
⌉−M .
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Using the first bound when v ≥ K−2M−12 and the second bound otherwise, we get
|(Av ×B) ∩ S∗| ≤ |Av| · |B|
2
K−2M+1
4
for any 0 ≤ v ≤ K − 1. Summing over v, it follows that
|S∗| ≤ 2 2M−K−14 |S|.
Now let’s use this for a streaming lower bound. Fix an input size N , and let K be the largest
odd integer below N/(2p+1). Suppose that an algorithm algo in the p-pass streaming model uses
M space to solve Sliding-Majority for these parameters. Let S be the set of boolean strings s
of length N such that s2i + s2i+1 = 1 for 0 ≤ i < N/2. As we saw in the previous section, there
is some S′′ ⊆ S with |S′′| ≥ |S|/(pN), so that for every input in S′′, algo outputs the majority
bits for the windows with starting indices {i′, i′+1, . . . , i′+(N +1−K)/p− 1} during pass p′. By
choice of K, we have (N +1−K)/p ≥ 2K. Let S′′early ⊆ S′′ be the subset of S′′ consisting of inputs
for which window i′+K− 1 is output before processing element i′+K − 1. We’ll bound S′′early and
S \ S′′early separately.
Lemma 6.2. We have |S′′early| ≤ 2N/2+M−K/2.
Proof. There are at most 2M possibilities for the memory stored by algo immediately before
starting pass p′. Each possibility induces a one-pass algorithm. We label the algorithms as full-i
for i ∈ [2M ], and let Tearly(i) be the set of inputs in S′′ such that full-i outputs the majority bits
for the windows with starting indices {i′, . . . , i′+2K−1}, and outputs the bit for window i′+K−1
before processing element i′ +K − 1. Then ∪i∈[2M ]Tearly(i) ⊇ S′′early.
Fix any i ∈ [2M ]. To identify an input in Tearly(i), it suffices to choose the first i′ + K − 1
elements, which fixes full-i’s output for windows {i′, . . . , i′ +K − 1}, which in turn fixes the next
K input elements (by the same reasoning as in Lemma 6.1); and then to choose the remaining
N + 1 − i′ − 2K input elements. Every pair of elements requires a single boolean choices. Hence
there are N/2−K/2 boolean choices to make, so |Tearly(i)| ≤ 2N/2−K/2. Summing over all i ∈ [2M ],
it follows that |S′′early| ≤ 2N/2+M−K/2.
Lemma 6.3. We have |S′′ \S′′early| ≤ 2(c1+1)M−c2K+N/2, where the constants are as in Lemma 6.1.
Proof. Consider the 2M possibilities for the memory stored by algo immediately before processing
element i′ + K − 1 in pass p′. Each possibility induces a one-pass algorithm, and we label the
algorithms as partial-i for i ∈ [2M ]. Let Tpunctual(i) be the set of inputs in S′′ such that partial-
i outputs the majority bits for the windows with starting indices {i′ + K − 1, . . . , i′ + 2K − 1}.
For any element s ∈ S′′ \ S′′early, running algo over s for p′ − 1 passes, and then over the first
i′ + K − 1 elements of s once, yields some memory state is ∈ [2M ]. As partial-is outputs the
majority bits for the windows on s with starting indices {i′ + K − 1, . . . , i′ + 2K − 1}, it follows
that ∪i∈[2M ]Tpunctual(i) ⊇ S′′ \ S′′early.
Fix any i ∈ [2M ]. Here’s a one-round communication algorithm on boolean strings s of length
2K − 2 where s2j + s2j+1 = 1 for 0 ≤ j < K − 1. Alice receives string a, consisting of the first
K − 1 bits of input, and Bob receives string b, consisting of the remaining K − 1 bits. Alice
runs partial-i on a, and communicates the final memory state to Bob. Then Bob initializes
partial-i to the given state, and runs it on b. At this point, if partial-i has not produces K − 1
bits of output, the final memory state encodes the remaining bits, which Bob can compute and
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output. If there is some t ∈ Tpunctual(i) such that the input s = ab is equal to the subsequence
of t between indices i′ +K − 1 and i′ + 3K − 4, then the communication algorithm is correct on
s. But the algorithm uses only M bits of communication, so by Lemma 6.1, it is correct on at
most 2c1M−c2K2K−1 inputs, for constants c1, c2 > 0. Each such input can correspond to at most
2N/2−(2K−2)/2 elements of Tpunctual(i), so |Tpunctual(i)| ≤ 2c1M−c2K+N/2. Summing over all i ∈ [2M ],
we obtain |S′′ \ S′′early| ≤ 2(c1+1)M−c2K+N/2.
The proof is essentially complete. Applying the above lemmas,
|S′′|/|S| = 2−N/2(|S′′early|+ |S′′ − S′′early|)
≤ 2M−K/2 + 2(c1+1)M−c2K
≤ 2(c1+1)M−K/2+1.
By assumption, |S′′| ≥ |S|/(pN). So 2(c1+1)M−K/2+1 ≥ 1/(pN). Solving for M and using K =
Θ(N), the desired result follows:
Theorem 6.4. For any constant p, no algorithm in the p-pass streaming model solves Sliding-
Majority in o(N) space for all windows sizes K.
7 Future Work
Our results leave a number of questions unanswered. Is it possible to decrease the dependence
on l in our streaming algorithm for Sliding-lth-Smallest, or is there a matching lower bound
of O˜(l3/2
√
N) (at least, for l ≤ N1/3)? We might ask a similar question in the communication
complexity model. And our lower bounds only apply when the algorithm is restricted to a single
output pass; can the bound be extended to l output passes, or to any constant?
Another issue is the logarithmic gap between our 2-pass streaming algorithm for Sliding-Min
and our lower bound. It seems difficult to find an algorithm without the logarithmic factor, so
we conjecture that the lower bound can be improved to Ω(N1/2 logN). The case R = o(K) still
remains open; there may be an improved algorithm, possibly using more passes, or there may be a
matching lower bound.
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