Exact approximations of Markov chain Monte Carlo (MCMC) algorithms are a general class of sampling algorithms particularly well suited to Bayesian inference in complex models or computations in statistical physics where some of the quantities involved are intractable. One of the main ideas behind exact approximations consists of replacing intractable quantities required to run standard algorithms, such as the target probability density in a Metropolis-Hastings algorithm, with estimators. Perhaps surprisingly, suitable and implementable approximations turn out to lead to exact algorithms in the sense that they are guaranteed to target the probability distribution of interest without introducing any approximation. In this paper we discover a general framework which allows one to compare, or order, performance measures of two such approximate implementations. We focus in particular on the mean acceptance probability, the first order autocorrelation coefficient, the so-called asymptotic variance and the right spectral gap. The key notion we identify as relevant to our purpose is that of the convex order between random variables, in our case two approximations of the aforementioned quantities required to implement standard algorithms. An important point is that we show that using the variance of such approximations as a means to compare performance is not sufficient whereas the convex order turns out to be natural and powerful. Indeed the literature concerned with the convex order is vast and we detail some examples of applications by identifying extremal distributions within given classes of approximations, showing that averaging replicas improves performance in a monotonic fashion and that stratification may improve performance-it is in fact that case in almost all situations for the standard implementation of the Approximate Bayesian Computation (ABC) MCMC method. We also point to other applications and future developments.
Introduction
Consider a probability distribution π defined on some measurable space X, X and assume that sampling realisations from this probability distribution is of interest. A generic and popular way of achieving this consists of using Markov chain Monte Carlo algorithms (MCMC), of which the Metropolis-Hastings (MH) algorithm is the main workhorse. Let {q(x, ·)} x∈X be a family of probability distributions 1 on X, X and for any x, y ∈ X define the "acceptance ratio" r x, y as follows: for (x, y) ∈ R ⊂ X 2 (with R the symmetric set as defined in [33, Proposition 1]) we let r x, y be the Radon-Nikodym derivative 0 < r(x, y) := π(dy)q(y, dx) π(dx)q(x, dy) < ∞ , and r(x, y) = 0 otherwise. The Metropolis-Hastings algorithm defines a Markov chain with the following transition kernel P (x, dy) = q(x, dy) min {1, r(x, y)} + δ x (dy) ρ(x),
where ρ(x) := 1 −ˆmin {1, r(x, y)} q(x, dy) , and δ x is the Dirac measure at x ∈ X. It is straightforward to show that P is reversible with respect to π and hence leaves π invariant. In some situations, evaluation of r x, y is either impossible or overly expensive, therefore rendering the algorithm non-viable. Alternatives must be sought, and we now describe a type of modification of the "exact", or marginal, algorithm above, which has received some attention lately. We will refer to such a modification as a pseudo-marginal approximation of P , or simply pseudo-marginal algorithm [2] . Let {Q x } x∈X be a family of probability measures on the non-negative reals R + , B(R + ) indexed by x ∈ X and such that´wQ x (dw) = 1 for any x ∈ X. Consider the following probability distribution on the measurable space X × R + , X × B(R + ) defined throughπ (dx × dw) := π(dx)Q x (dw)w .
The variable w can be understood as being a multiplicative noise corresponding to the approximation to be considered. A particular instance is given in Section 6.2 where the intractable ABC likelihood is replaced with an unbiased estimator. Other examples are discussed in [4, 2] for example.
The Markov transition probabilityP of the pseudo-marginal approximation of the marginal algorithm corresponding to the kernel P is a MH algorithm targettingπ and defined as follows for any (x, w) ∈ X × (0, ∞) [5, 2, 4] P (x, w; dy × du) := q(x, dy)Q y (du) min 1, r(x, y) u w + δ x,w (dy × du)ρ(x, w) ,
withρ (x, w) := 1 −ˆmin 1, r(x, y) u w q(x, dy)Q y (du) .
This model covers various practical algorithms which have proved useful in contexts as varied as inference in phylogenetic trees and state-space models, among others [5, 2, 4] . Often in practice there are various possible choices for the family {Q x } x∈X , depending on the specific application. The ultimate aim of the present work is to develop simple tools for the characterisation of the performance of pseudo-marginal algorithms as a function of the family {Q x } x∈X , therefore allowing comparisons. We refer the reader to [3] for other quantitative and qualitative properties of such algorithms. We now recall standard performance measures relevant to the MCMC context. For a generic Markov transition kernel Π with invariant distribution µ, both defined on some measurable space (E, E), and any function f : E → R, we define the asymptotic variance of f for Π as follows. Denote E µ · and var µ (·) the expectation and variance operators corresponding to the Markov chain {Φ i } i≥0 with transition kernel Π and such that Φ 0 ∼ µ, and let var µ (f ) := var µ f (Φ 0 ) ), then var(f, Π) := lim
where the limit is guaranteed to exist for reversible Markov chains, but may be infinite [cf. 33] . When Π is reversible with respect to µ, the so-called right spectral gap Gap R Π , defined precisely in Section 3, turns out in some scenarios to be an indicative criterion of performance for geometric convergence to equilibrium. Before focusing on the comparison of pseudo-marginal algorithms we briefly review here what is known about the standard MH algorithm, since the result will be referred to in several places in this paper and helps to motivate our work. The result is in its first form due to Peskun [27] and was later extended to more general set-ups in [8, 33, 22] Theorem 1 (Peskun) . Let µ be a probability distribution on some measurable space (E, E) and let Π 1 , Π 2 be two µ−reversible Markov transition kernels. Assume that for any x ∈ E and any A ∈ E such that x / ∈ A, the transitions satisfy Π 1 (x, A) ≥ Π 2 (x, A).
(a) If f : X → R satisfies var µ (f ) < ∞, then var(f, Π 1 ) ≤ var(f, Π 2 ).
(b) The right spectral gaps satisfy Gap R Π 1 ≥ Gap R Π 2 .
In fact, as pointed out by [8] , the off-diagonal order Π 1 (x, A) ≥ Π 2 (x, A) is stronger than needed for Theorem 1 to hold, and a weaker condition is that f x f y µ dx Π 1 x, dy ≤ˆf x f y µ dx Π 2 x, dy , for any f such that var µ (f ) < ∞. This condition turns out to be a necessary and sufficient condition. However the popularity of the theorem stems from the simplicity of its statement providing a simple and intuitive criterion for the comparison of performance of algorithms, which can be checked in practice. As we shall see, Peskun's result is however not directly relevant to pseudo-marginal algorithms when the aim is to compare different approximation strategies. This stems from the fact that changing {Q x } x∈X changes the invariant distribution of the Markov transition kernel involved.
More specifically, consider two families of distributions, Q leading to two competing pseudo-marginal approximations of P , sayP 1 andP 2 , with distinct invariant distributionsπ 1 andπ 2 respectively. Note that both algorithms target π(·) marginally and share the same family of proposal distributions {q(x, ·)} x∈X . In the light of Peskun's result, a natural question is to find useful conditions on the families Q
which ensure that var(f,P 1 ) ≤ var(f,P 2 ) for certain classes of functions f : X × R + → R, or Gap R P 1 ≤ Gap R P 2 . As we shall see, despite the difficulty pointed out earlier, it is possible to develop useful tools to answer our questions, and a natural characterisation lies in the classical notion of convex ordering of the unit mean random variables W
x for x ∈ X, which together with quantitative comparison results for reversible Markov kernels will allow us to conclude (see Theorem 3) .
Because the convex order is stronger than the simpler variance order between W
(1) x and W (2) x , one may wonder whether the variance order could be sufficient to order asymptotic variances or spectral gaps. We show, by means of a counterexample, that the variance order is not sufficient to guarantee such results (see Example 2) . A particular interest of the framework developed here is the existence of a considerable body of work on the convex order (see [25, 28] for recent reviews) which allows one to import known results and establish ordering results for pseudo-marginal algorithms with minimal effort. Some applications are discussed in some detail in Subsections 6.1, 6.2 and 6.3.
The remainder of the paper is organised as follows. In section 2, before embarking on the analysis of the pseudo-marginal algorithms described above, we first focus on related and practically relevant algorithms for which convex ordering is pertinent but the comparison mathematically much simpler than for pseudo-marginal algorithms. This therefore allows a gentle and progressive introduction of the material, and helps to explain why pseudo-marginal algorithms are more difficult to analyse. In Section 3 we formulate our main results, which we prove in Sections 4 and 5. In Section 6 we illustrate the usefulness of the framework in practice. Finally we discuss other applications and extensions of the present work in Section 7.
Convex order and a simple application
In this section we briefly review well known equivalent characterisations of the convex order which we will use in the remainder of the paper. We also provide an example of algorithms, related to pseudo-marginal algorithms but different in an essential manner, for which the notion of convex order characterizes performance without the need of more sophisticated mathematical developments. The convex order is a natural way of comparing the "variability" or "dispersion" of two random variables or distributions [28, 25] .
whenever the expectations are well-defined. Remark 1. For integrable W 1 and W 2 , the convex order
] from the convexity of x → x and x → −x, and if W 1 and W 2 are square integrable, then var(W 1 ) ≤ var(W 2 ), since x → x 2 is convex. The converse, however, does not generally hold true. This will turn out to be an important point when discussing the characterisation of performance of pseudo-marginal approximations.
Proof. Condition (a) is a characterisation of the increasing convex order (Definition 1 restricted to nondecreasing convex φ) [ [31, Theorem 8] , establishes the converse, that is that the convex order implies the existence of this type of martingale representation. This characterisation turns out to be central to our analysis as it will allow us to eventually "embed"π 1 andπ 2 into a unique probability distribution and open up the possibility to use Hilbert space techniques on a common space. 
Before turning to the study of pseudo-marginal algorithms, we show on a simple-to-analyse, yet practically relevant, class of algorithms [9, 26, 20] , why the convex order is pertinent in the context of "noisy" MCMC algorithms. With (X, X ) and π as earlier, consider the following Markov transition probability on (X, X ),
where {Q xy ( · )} (x,y)∈X 2 is a family of probability measures on positive reals, r(x, y) is as in Section 1 and ρ(x) ∈ [0, 1] ensures that this is a Markov transition probability. It can be shown that the condition
ensures thatP is reversible with respect to π; see slightly more general statement in Lemma 6 in Appendix A. We stress on the fact that hereP is a Markov chain on (X, X ) and has π as the invariant distribution, independently of {Q xy ( · )} (x,y)∈X 2 .
Example 1. Dropping any dependence on x, y ∈ X for notational simplicity, for any a > 0 the distribution
Another more practically relevant case is the log-normal distribution with suitable parameters, which corresponds to the so-called penalty method [9] .
The algorithms corresponding to the Markov kernelP are exact approximations of MCMC, but it is here the acceptance ratio r(x, y) which is the focus of the approximation in contrast with pseudo-marginal algorithms. A key difference with pseudo-marginal algorithms is that the noise stemming from the approximation is not required in order to define the Markov chain of interest. As a result this type of algorithm is particularly simple to analyse in the context of the convex ordering. Indeed if for some x, y ∈ X we have Q
In the situation where this inequality holds for any x, y ∈ X, we can apply Peskun's result stated in Theorem 1 directly. More specifically, ifP 1 andP 2 are the algorithms corresponding to {Q (1) xy ( · )} (x,y)∈X 2 and {Q (2) xy ( · )} (x,y)∈X 2 , the above inequality implies that the probability of leaving any state x ∈ X is larger forP 1 than forP 2 , and therefore we conclude that var(f,P 1 ) ≤ var(f,P 2 ) and Gap R P 1 ≥ Gap R P 2 . One interest of identifying the convex order as an appropriate concept for the comparison of the asymptotic properties of such algorithms is that it allows one to use the wealth of existing results concerning the convex order. For example it is direct to establish that the diatomic distribution in Example 1 is the worst possible distribution among all the probability distributions with support included in [a −1 , a] and the choice of a = 1, the "noiseless" algorithm, leads to the best algorithm (see Section 6.3).
Turning back to pseudo-marginal algorithms, it will be useful in what follows to consider the expected acceptance probability and particularly the conditional expected acceptance probability defined as α(P ) :=ˆα xy (P )π(dx)q(x, dy) and
respectively. It is possible to show directly that if for some x, y ∈ X the orders Q
(1)
x and Q
hold, then α xy P 1 ≥ α xy P 2 , whereP 1 andP 2 denote pseudo-marginal algorithms with Q (see also Theorem 3 (a) and Theorem 6 for a proof). If Q
x for all x ∈ X, then clearly α(P 1 ) ≥ α(P 2 ), and in a certain sense, conditional upon x, y ∈ X at stationarity,P 1 will leave x faster thanP 2 . However, as pointed out earlier, Peskun's result does not apply here as, among other things,P 1 andP 2 do not share the same invariant distribution. In the next section we in fact establish that showing Q (1)
x for all x ∈ X is sufficient to imply the desired orders.
Main results: Ordering pseudo-marginal MCMC
Our main results are all based on the following conditional convex order assumption on the weight distributions.
Definition 2. Two families of weight distributions {Q (1) x } x∈X and {Q (2) x } x∈X satisfy {Q
The proofs of our results are based on classical Hilbert space techniques for the analysis of reversible Markov chains. We recall here related definitions which will be useful throughout. Let µ be a probability measure and Π a µ-reversible Markov transition kernel on a measurable space E, F . For any probability measure ν on (E, F ) and any function f : E → R let, whenever the integrals are well-defined,
and Πf (x) :=ˆf (y)Π x, dy , and for k ≥ 2, by induction,
We further denote (νΠ k )f := ν Π k f , which can be interpreted as a probability measure. Consider next the spaces of square integrable (and centred) functions defined respectively as
endowed with the inner product defined for any f, g ∈ L 2 (E, µ) as f, g µ :=´f (x)g(x)µ(dx), and the associated
where I(x, A) := I{x ∈ A} stands for the identity operator. The (right) spectral gap of Π is the distance between 1 and the upper end of the spectrum of Π as an operator on L 2 0 (E, µ), and has the following variational representation by means of the Dirichlet form
Hereafter, for functions f : X → R we will also denote, whenever necessary, by f the functions from X × R + → R defined by f (x, w) := f (x). We now state our main result, whose proof is postponed to Section 5.
Theorem 3. Let π be a probability distribution on some measurable space X, X and letP 1 andP 2 be two pseudo-marginal approximations of P aiming to sample from π, sharing a common family of marginal proposal probability distributions {q(x, ·)} x∈X but with distinct weight distributions satisfying {Q
(a) for any x, y ∈ X, the conditional acceptance rates satisfy α xy (P 1 ) ≥ α xy (P 2 ), (b) for any f : X → R, the Dirichlet forms satisfy EP
, the essential supremum of the rejection probability corresponding toP 2 , (e) if π is not concentrated on points, that is, π({x}) = 0 for all x ∈ X, then Gap R (P 1 ) ≥ Gap R (P 2 ).
As pointed out in Remark 1, the convex order W
(1) ≤ cx W (2) of square-integrable random variables automatically implies var W (1) ≤ var W (2) , but the reverse is not true in general. A natural question is then to
for all x ∈ X could be sufficient to imply, for example,
The following counter-example shows that this is not the case.
Example 2. Consider the situation where X = {−1, 1}, π = (1/2, 1/2), and the marginal algorithm is a "perfect" independent Metropolis-Hastings (IMH) algorithm, that is, q(x, dy) = π(dy), for any x ∈ X. Suppose that the weight distributions are independent of x and given by
and because of the simple structure of the problem (independence with respect to x of Q x and the choice of an IMH) one can find an explicit expression for the asymptotic variance
Now one can easily find numerous counterexamples such as the pairs (a
Remark 3. Theorem 3 (a)-(c) generalise the findings in [3] which state similar bounds in the special case wherẽ P 1 corresponds to the marginal algorithm, or equivalently, to the degenerate case Q (1) x ≡ δ 1 . Note also that δ 1 is the unique minimal distribution in the convex order; see Section 6.3.
Remark 4. In practice one may be interested in a sequence of estimators {W (i)
x }, where i ∈ N is an "accuracy parameter" such as a number of estimators combined by averaging. Suppose that the estimators are increasingly accurate in the convex order, that is W
x , then Theorem 3 implies that the following mappings from N to R + have the monotonicity properties
We suspect that in addition, in scenarios such as those of Subsection 6.1, the mappings i → α xy (P i ) and i → EP i (f ) are concave and i → var(f,P i ) convex, but we have not yet been able to conclude. See however Proposition 1 for a partial result in that direction.
Variational bounds for the asymptotic variance
The first result on our journey to prove Theorem 3 is a variational bound on the difference of asymptotic variances. The result, which is of independent interest, shows that the Dirichlet forms associated with Peskun's variance ordering result [27, 33] need not be ordered for all functions, but only certain subclasses of functions. We note that the result, Theorem 4, offers also a more direct proof of, for example the results in [33, 3] . We start by stating a powerful variational representation of the quadratic form of the inverse of a positive self-adjoint operators, attributed to Bellman [7] , and used for example by Caracciolo et al. [8] .
Lemma 2. Let A be a self-adjoint operator on a Hilbert space H, satisfying f, Af ≥ 0 for all f ∈ H and such that the inverse A −1 exists. Then
where the supremum is attained with g = A −1 f .
Lemma 2 provides us with a quick route to Peskun type ordering. More importantly, it leads to important quantitative bounds on the difference between the asymptotic variances of two µ−reversible Markov transition probabilities in terms of Dirichlet forms. Suppose that Π is a Markov kernel on a measurable space (E, F ), reversible with respect to a probability measure µ, and let λ ∈ [0, 1) be any constant. We may introduce the self-adjoint operator (or sub-probability kernel) (λΠ)(x, A) := λΠ(x, A) and we extend the definition of the asymptotic variance to this type of (non-probabilistic) operator as follows. For any f ∈ L 2 (E, µ) we let
where the inverse (I − λΠ)
even in the case where the expression on the right hand side is infinite. Similarly we extend the definition of Dirichlet forms to E λΠ f := f, (I − λΠ)f µ .
Theorem 4. Let Π 1 and Π 2 be two Markov transition probabilities defined on some measurable space (E, F ) both reversible with respect to the probability distribution µ, and let f ∈ L 2 0 (E, µ). Then, (a) for any λ ∈ [0, 1),
Proof. In order to prove the results we use the variational representation of the asymptotic variance, as suggested in [8] and obtained by application of Lemma 2 for i ∈ {1, 2},
Hereafter, we denoteī = 2 if i = 1 and vice versa. From (3) and Lemma 2 which states that the supremum above is attained forf
We can now conclude (a) by summing the above inequality with i = 1 and with i = 2 multiplied by −1, and then dividing by 2. For the second item (b), let β ∈ (0, 1) and write for any g ∈ L 2 E, µ ,
The claim follows by taking the supremum over g ∈ L 2 E, µ , separately for the two terms on the right hand side.
Proofs by a martingale coupling of pseudo-marginal kernels
We preface the proof of Theorem 3 with a key result from [23] , which ensures that the conditional convex order implies a conditional martingale coupling of the distributions involved. 
The proof of Theorem 5 given in [23, Theorem 10] relies on the fundamental martingale characterisation due to Strassen [31] restated in Theorem 2, but involves a non-trivial measurability argument for the case where X is uncountable.
For the rest of this section, we assume that the conditions in Theorem 3 hold, and we denote byπ 1 ,π 2 the invariant distributions ofP 1 ,P 2 , respectively. Theorem 5 turns out to be the key instrument in the proof of Theorem 3. It will allow us to circumvent the difficulty of having two distinct invariant distributionsπ 1 andπ 2 forP 1 andP 2 , which is incompatible with the Hilbert space setting. Instead, we will be working with two Markov kernelsP 1 andP 2 equivalent toP 1 andP 2 in a sense to be made more precise in Lemma 3. The kernelsP 1 andP 2 introduced below can be thought of as corresponding to two distinct pseudo-marginal implementations, whereP 2 uses the "noisiest" approximation.
Lemma 3. Let R x be the probability kernel from (X, X ) to (R 2 + , B(R + )
2 ) from Theorem 5. Then, the following defines a probability distribution on
and the following define Markov transition probabilities on
with the convention t/u = 0 for t = u = 0, and whereρ 1 andρ 2 stand for the rejection probabilities ofP 1 and P 2 , respectively. The following marginal equivalences hold betweenπ,P 1 ,P 2 andπ 1 ,π 2 ,P 1 ,P 2 ,
where the equalities on the right hold for all (x, w, v) ∈ X × (0, ∞) 2 . Furthermore, bothP 1 andP 2 are reversible with respect toπ.
Proof. The measureπ is positive, and by the properties of
and the marginal properties follow similarly. The marginal correspondence betweenP 1 ,P 2 andP 1 ,P 2 is also immediate. ClearlyP 2 is a Metropolis-Hastings algorithm with proposal q(x, dy)R y (du × dt) targetingπ, which implies also the reversibility. We then turn to the reversibility ofP 1 . We may focus on the off-diagonal part (cf. [33] ) and write for any
which is enough to conclude.
We next introduce the spaces of square integrable functions which are constant with respect to the last, the second last, and the two last coordinates, respectively.
We denote the corresponding classes of zero-mean functions as
The next corollary of Lemma 3 records properties ofP i on the above mentioned classes of functions.
and as a result for k ≥ 1
var(g 1 ,P 1 ) = var(f 1 ,P 1 ) and var(g 2 ,P 2 ) = var(f 2 ,P 2 ) .
Proof
The last two claims now follow from the correlation equivalences.
Note that by Corollary 1,
+ ,π) and the same inclusions hold with centred versions L 0,c * (X × R 2 + ,π). We now state the key result which relates various quantities related to the pseudo-marginal algorithmsP 1 andP 2 and their counterpartsP 1 andP 2 .
Theorem 6. Letπ,P 1 andP 2 be as defined in Lemma 3. Then, (a) α xy P 1 ≥ α xy P 2 for any x, y ∈ X,
Proof. We first consider (a) and (b). Fix x, y ∈ X. Then for any bounded function h : (X × R + ) 2 → R + by the properties of R x and R y and by Jensen's inequality,
We deduce (a) with h ≡ 1 and by using the correspondence established in Lemma 3. We also have, with functions such that h(x, w, x, w) = 0 for all (x, w) ∈ X × (0, ∞),π
Claim (b) is now obtained by letting h(x, w, y, u) = min{m, g(x, w) − g(y, u) 2 } and by monotone convergence as m → ∞.
In (c), we may assume without loss of generality that f ∈ L 2 0,c2 (X × R 2 + ,π). For any λ ∈ [0, 1), note that by Corollary 1f
We may now apply (b) and Theorem 4 to deduce that
If var(f,P 2 ) is infinite, then the claim holds trivially. Suppose now that var(f,P 2 ) is finite, then taking the limit λ ↑ 1 ensures that var(f,P 2 ) ≥ var(f,P 1 ).
For (d), by the variational definition of the right spectral gap there exists a sequence of functions ψ i ∈ L 2 0 (X × R + ,π 1 ) with varπ 1 (ψ i ) = 1 such that lim
Notice that denoting ψ i (x, w, v) := ψ i (x, w) Corollary 1 implies varπ(ψ i ) = varπ 1 (ψ i ) = 1 andP 1 ψ i (x, w, v) = P 1 ψ i (x, w), and therefore EP 1 (ψ i ) = EP 1 (ψ i ). Now, (b) allows us to conclude that
We are now ready to conclude the proof of our main result.
Proof of Theorem 3. The acceptance rate order (a) is proved in Theorem 6 (a).
For what follows, let K 1 (x, u; · ) and K 2 (x, w; · ) be (regular) conditional distributions such that
x (du)K 1 (x, u; dw) , and define the following sub-probability kernels corresponding to the acceptance parts ofP 1 andP 2 , p 1 (x, w; dy × du) := q(x, dy)Q With these, we may writȇ
In both situations, we are now in the setting of Lemma 7 in Appendix B with E = X × (0, ∞) and S = (0, ∞). Define h(x, w, v) := f (x) and g(x, w) := f (x), then we have from Theorem 6 (b) that EP
(g), which concludes the proof of (b). Claim (c) follows from Theorem 6 (c) and Corollary 1. Now recall that Theorem 6 (d) states that Gap R (P 1 ) ≥ Gap R (P 2 ), and Lemma 7 reads Gap R (P 2 ) ≥ min{Gap R (P 2 ), 1 −ρ * 2 }, which concludes the proof of (d). Finally, (e) is a consequence of Remark 11 in Appendix B.
We conclude this section by a partial result concerning the convexity and concavity of the expected acceptance rates, the Dirichlet forms and the asymptotic variances as discussed in Remark 4. We start by stating simple extensions of Theorem 5 and Lemma 3 to the case of an arbitrary number of distributions, which may be useful also in other contexts. Note that here the indices are reversed in comparison to Remark 4; Q 
Lemma 4. Suppose that {Q
(1) 
. . , A i−1 ∈ B(R + ) and all bounded measurable f : R + → R.
Proof. For the existence of R x , consider Theorem 5 applied to each pair {Q
x . For n ≥ 3, assuming that the claim holds with n − 1, it is straightforward to check that the extension R x (dw 1:n ) = R x (dw 1:n−1 )K (n) (x, w 1:n−1 ; dw n ) satisfies the required properties.
. . , n and all bounded measurable f : R + → R.
x } x∈X and let R x be as in Lemma 4. Define the probability distributionπ (dx × dw 1:n ) := π(dx)R x (dw 1:n )w n , and the following Markov transition probabilities on X × (0, ∞) n , X × B((0, ∞) n ) P i (x, w 1:n ; dy × du 1:
Then theP i s are reversible with respect toπ, and satisfy the marginal correspondencȇ
The proof is similar to Lemma 3. We now give our partial result relying on an abstract condition on the Dirichlet forms of the augmented kernelsP i defined in Lemma 5.
x } x∈X and letP i be as defined in Lemma 5. If for all i = 2, . . . , n and any
then for any function f ∈ L 2 (X, π),
whenever the quantities above are finite.
Proof. Without loss of generality, we may assume f ∈ L 2 0 (X, π), so thatĝ
, and g λ i (x, w 1:n ) depends only on x and w i . By Theorem 4,
.
, we obtain the desired variance bound forP i−1 ,P i and P i+1 . Because the variances are equal to those ofP i−1 ,P i andP i+1 as observed in the proof of Theorem 3, we conclude the proof.
Applications
The convex order is a well researched topic with a rich and extensive literature where numerous properties have been established for various purposes; see for example [25, 28] for recent booklength overviews. For example the convex order is closed under linear combinations, numerous parametric families of distributions can be convex ordered in terms of their parameters or for a random variable Z, E W | Z ≤ cx W [see Theorem 3.A.20. for a more general scenario, in 28], therefore establishing that as expected "Rao-Blackwellisation" is beneficial in the present context. We detail here applications of such properties directly relevant to the pseudo-marginal context.
We first show in Subsection 6.1 that the theory of majorisation provides us with a tool to compare algorithms when averaging a number of independent realisations of an approximation, and establish as a by-product that increasing the number of copies always improves performance. Our second application is concerned with stratification and we establish that the standard application of this variance reduction approach to approximate Bayesian computation (ABC) MCMC always improves performance (Subsection 6.2). We conclude by considering extremal distributions in Section 6.3 and discuss what information they provide on the efficiency under certain constraints.
Averaging and performance monotonicity in the pseudo-marginal algorithm
A simple and practical way to reduce variability of an estimator is to average multiple independent realisations of this estimator-this is a particularly interesting and relevant strategy given the advent of cheap and widely available parallel computing architectures; see Drovandi [12] for a recent application of this idea to pseudomarginal algorithms. It is standard to show that for N independent and identical realisations of an estimator the choice of uniform weights 1/N is optimum in terms of variance when linear combinations are considered. It is then a consequence that such equal weight averaging reduces the variance in a monotonic fashion as the number of copies increases. One may wonder whether averaging always improves performance of a pseudo-marginal algorithm, especially in the light of Example 2 where we have showed that the variance is not a reliable criterion in this context. As we shall see, however, the answer to this question is positive, and a direct consequence of the convex order. In fact, we are able to prove this result in a slighly more general scenario where the copies are only assumed to be exchangeable.
We preface our result with some background. Assume Z(1), Z(2), . . . , Z(N ) are exchangeable and nonnegative random variables of unit expectation and denote Z := Z(1), Z(2), . . . , Z(N ) . We introduce the simplex
We consider below convex combinations of the elements of Z in terms of weights in S N and to that purpose will use for a, b ∈ R N the notation (a, b) := N i=1 a(i)b(i). We will also denote the components of any a ∈ R N in decreasing order as
We introduce next the notions of Schur concavity and majorisation [24] .
Definition 3 (Majorisation and Schur-concavity). Suppose that
We state next a well-known result which establishes that convex combinations of exchangeable random variables with majorised weights imply a convex order on convex linear combinations. Let then Z x = Z x (1), Z x (2), . . . , Z x (N ) for any x ∈ X stand for an exchangeable vector as above, and let λ,µ ∈ S N . Consider the weights W x } x∈X , respectively. Theorem 8. Assume that λ, µ ∈ S N satisfy λ ≺ µ. Then, for any x, y ∈ X and any f ∈ L 2 (X, π),
that is, the expected acceptance probability is Schur concave, while the asymptotic variance is Schur convex. Furthermore, if π is not concentrated on points,
, that is, the right spectral gap is Schur concave.
Proof. Follows directly from Theorems 3 and 7.
Remark 7. It is clear that Theorem 8 can be generalised to incorporate state dependent weights, λ = {λ x } x∈X and µ = {µ x } x∈X where λ x ,µ x ∈ S N and use
For any k ∈ {1, . . . , N } we define u k ∈ S N as the uniform weights u k := (1/k, . . . , 1/k, 0, . . . , 0), that is, the first k components are non-zero and are all equal. The next result shows that the optimal weighting of N estimators is the uniform weighting, and that every extra sample improves performance.
Corollary 2. For any λ ∈ S N all x, y ∈ X and f ∈ L 2 (X, π), α xy (P uN ) ≥ α xy (P λ ) and var f,P uN ≤ var f,P λ , and the following functions from {1, . . . , N } to R + satisfy: k → α xy (P u k ) is non-decreasing and k → var g,P u k is non-increasing. Furthermore, if π is not concentrated on points,
Proof. Follows from Theorem 8 by observing that u N ≺ λ and that u k ≺ u k−1 .
Remark 8. Note that the convex order (u k , Z) ≤ cx (u k−1 , Z) can be obtained directly by applying [25, Corollary 1.5.24], which is related to the existence of reverse martingales for U-statistics, but our result is slightly stronger.
The monotonicity result in Corollary 2 provides us with some justification for averaging, in particular when parallel architectures are available, but also form the basis for the justification of validity of adaptive MCMC algorithms which seek for an optimal number of samples in the spirit of those proposed in a different context [1, 14] . For example, it is possible to consider algorithms which increase or decrease the number of samples according to some rule, aiming to reach a pre-defined average acceptance rate. See the recent work of Sherlock, Thiery, Roberts and Rosenthal [29] for results about optimal acceptance rates in some contexts.
Stratification
In the context of Monte Carlo methods, stratification is a technique which aims to reduce variance of estimators of expectations. It turns out that stratification can also imply improved performance in terms of convex order. We refer the reader to very recent and important progress in this area [15, 16] , but we start here with a more specific and immediately applicable result.
Approximate Bayesian computation (ABC) [6, 32] are now popular methods which are applicable in Bayesian inference involving intractable (or expensive to evaluate) likelihood function, but where simulation from the model is easy. Consider some data y * ∈ Y and assume that it arises from a family of probability distributions with densities ℓ · | x , x ∈ X , with respect to some appropriate reference measure λ. Instead of the exact likelihood ℓ y * | x , an approximate likelihood function is constructed. Assume s : Y 2 → R + is a function whose rôle is to measure dissimilarity between datasets, and consider for some ǫ > 0 the modified ABC likelihood
This alternative likelihood function is in general intractable, but naturally lends itself to pseudo-marginal computations [2] . Indeed, for any x ∈ X assume Y 1 , Y 2 , . . . , Y N ∼ ℓ y | x λ dy are independent samples. Then, one can construct a non-negative and unbiased estimator T x of ℓ ABC y * | x as follows
This leads to the unit expectation estimator
In practice, simulation of the random variables Y on a computer often involves using d (pseudo-)random numbers uniformly distributed on the unit interval [0, 1], which are then mapped to form one Y i . That is, there is a mapping from the unit cube [0, 1] d to Y, and with an inconsequential abuse of notation, if 
where z(u) is the standard normal quantile, and A, B, c, g, k are parameters.
In this context, an easily implementable method to improve performance of the corresponding pseudo marginal algorithm is as follows. Let A := A 1 , . . . , A N be a partition of the unit cube [0, 1] d such that P U 1 ∈ A i = 1/N , and such that it is possible to sample uniformly from each A i . Perhaps the simplest example of this is when A corresponds to the dyadic sub-cubes of
. . , N be independent. We may now replace the estimator in (7) with
It is straightforward to check that this is a non-negative unbiased estimator of ℓ ABC (y * | x) which means that W strat x := T strat x /ℓ ABC (y * | x) has unit expectation as required. WithP the pseudo-marginal approximation corresponding to using {W x } x∈X andP strat the approximation corresponding to {W strat x } x∈X , we have the following result.
Theorem 9.
For any x ∈ X we have W strat x ≤ cx W x and therefore for any x, y ∈ X and f ∈ L 2 X, π , α xy P strat ≥ α xy P and var f,P strat ≤ var f,P .
Furtheremore, if π is not concentrated on points, Gap R P strat ≥ Gap R P .
Proof. Notice that I s Y U i , y * ≤ ǫ is a Bernoulli random variable of parameterp :
. . , q N ) and p = (p, . . . ,p), we have the majorisation p ≺ q (see Definition 3 in Section 6.1). A well known result [17] and [21] tells us that the sum of the corresponding Bernoulli random variables are convex ordered, that is for independent
The random variable on the left coincides in distribution with T strat x and the random variable on the right coincides with T x . Consequently,
Naturally some stratification schemes are going to be better than others, and the marjorisation characterisation provides us, in principle, with a criterion for comparisons.
Remark 9. We note that in some contexts, stratification may also open the possibility for additional computational savings. First, using "early rejection" as suggested in [30] the values of the summands in (8) can be computed progressively until it is possible to decide whether the sample is accepted or rejected. Second, in certain scenarios it may be possible to deduce the values of some indicators in (8) In such a situation it is still possible to use stratification, but now inter-related conditions on the stratification scheme and the mapping u → ψ Y (u), y * are needed. For example, in the scenario d = 1 and with a monotone partition, the mapping should be monotone, otherwise the sought convex order may not hold [15] .
Extremal properties
In this section we investigate upper and lower bounds on the performance of pseudo-marginal algorithms by establishing a, perhaps surprising, link to the actuarial science literature in terms of extremal moments and stop-loss functions [10, 19, 18] . More specifically we consider unit expectation distributions Q * and Q * which are minimal and maximal in the convex orders, subject to some constraints. We focus particularly on two types of constraints: a support constraint or a variance constraint. Other constraints such as a kurtosis constraint or a modality constraint are possible, and an interested reader can consult [18] .
The link to the actuarial science literature comes from the fact that convex order of distributions of random variables W and V with EW = EV is determined by the order of the related stop-loss functions (or integrated survival functions) E (W − t) + and E (V − t) + ; see Lemma 1. The stop-loss links directly with the expected acceptance probability of the algorithm in Example 1 through the identity min {1, r(x, y)̟} = r(x, y)̟ − max {0, r(x, y)̟ − 1} = r(x, y)̟ − r(x, y) ̟ − r −1 (x, y) + .
In the case of the pseudo-marginal algorithm, the above identity with ̟ = u/w provides a connection; see the proof of Theorem 6. Let P be some subset of probability distributions on (R, B(R)). Well researched questions about stop-losses involve determining extremal elements Q ∈ P maximising or minimising E Q (W − t) + for some or all t ∈ R. We review some of these results particularly relevant to the present set-up and apply them to our problem.
Theorem 10. Let µ ∈ R and let P(µ) stand for the probability distributions Q on R such that the random variable W ∼ Q has expectation E Q W = µ. Then, for any t ∈ R, δ µ (dw) = arg min
with minimum value (µ − t) + .
Theorem 11. Let a, b, µ ∈ R with a ≤ µ ≤ b and let P(µ, [a, b]) ⊂ P(µ) be the set of probability distributions
with maximum value
The proofs of Theorems 10 and 11 can be found in [10, 19, 18] . We state two direct consequences of these results.
Theorem 12. Let a x , b x ∈ R + be such that a x ≤ 1 ≤ b x for all x ∈ X. Consider the class of pseudomarginal algorithmsP such that for any x ∈ X the weight distribution
whereP max is the pseudo-marginal algorithm with noise distributions
Proof. The first claim is direct from Theorems 10 and 11, Lemma 1 and Lemma 3. The last claim follows from [3, Corollary 11].
We next state for completeness a similar result for algorithmsP as discussed in Section 2. In particular, it is direct to check that the diatomic distributions in Example 1 of the form, with a xy = a yx ≥ 1,
are maximal among those with support on [a
xy , a xy ]. We quote the result without a proof, as it is a direct consequence of the convex order property and Peskun's result.
Theorem 13. Let a xy ∈ [1, ∞) be constants such that a xy = a yx for all x, y ∈ X. Consider any algorithmP as in Section 2 such that Q xy ∈ P(µ = 1, [a −1 xy , a xy ]) for all x, y ∈ X. Then, for any x, y ∈ X 2 a xy 1 + a xy min 1, r(x, y)a
and for any f ∈ L 2 (X, π),
We now turn back to pseudo-marginal algorithms. Not surprisingly, it is impossible to find a maximal distribution on P(µ, [a, b]) whenever either a = −∞ or b = ∞. However, as we shall see, with an additional constraint on the variance σ 2 < ∞ of the distributions, it is possible to find a supremal distribution even when b = ∞. More specifically, the stop-loss function can be maximized, but the corresponding class of distributions is not closed and maximising distribution will not have a finite variance. We first state the following results which can be found in [10, 19, 18] .
2 and c := (a + b)/2. Then, the maximisation problem
has the following solutions for different values of t, where Q * is a diatomic distribution with the given atoms,
The following result is a restatement of [25, Theorem 1.5.10, b)], and it gives us a way to extend Theorem 14 to unbounded supports. There are many other results from the stochastic ordering literature relevant to the present context we have not yet investigated. For example, introducing negative dependence when averaging two weights could further improve performance. This is a direct application of the result on positive and negative quadrant dependence of [11, Lemma 2] . Other dependence orders could be exploited, such as the supermodular order [25] which can be used to characterize the (positive) dependence order of the components of random vectors of arbitrary length. In this scenario the supermodular order We would like to point out here another promising and useful avenue of research related to the discussion of [4] by Lee and Holmes to which our current theory does not seem to apply directly. First, we notice that pseudomarginal algorithms can be extended to the situation where we can define a joint distribution Q xy (dw ×du) with marginals Q x (dw) and Q y (du) and the following symmetry condition holds for any x, y ∈ X and A, B ∈ B(R + ),
The proposal distribution used in the algorithm is the corresponding conditional distribution Q x,y du|w , which now depends on x and w, and the acceptance ratio remains as in (2) . Standard pseudo-marginal algorithms correspond to the choice Q x,y (dw × du) = Q x (dw)Q y (du). This formalism allows one to disentangle the dependence structure from the variability of the marginal distributions. One can easily establish that this results in a MH kernel withπ as invariant distribution.
Intuitively, inducing positive dependence should reduce the variability of the acceptance probability and therefore lead to better performance-this is the motivation behind the work of Lee and Holmes. We note that this is despite the fact that we are certainly reducing "mixing" on the noise component w. An order which seems suitable to rank such algorithms is the concordance order, also known as the correlation order; see [11] , which coincides with the upper orthant, concordance and supermodular order in the bivariate scenario [25] . Let (W (1) , U (1) ) and (W (2) , U (2) ) be two couples of random variables defined on a common measurable space and sharing the same marginal distributions. Then the concordance order (W (2) , U (2) ) ≤ c (W (1) , U (1) ) holds if and only if for any w, u ∈ R P (W 1 ≤ w, U 1 ≤ u) ≤ P (W 2 ≤ w, U 2 ≤ u) ⇐⇒ P (W 1 > w, U 1 > u) ≤ P (W 2 > w, U 2 > u) .
There are also other equivalent characterisations [25] . Interestingly, in our particular scenario, we have the property that for any r ∈ R + (W (2) , U (2) ) ≤ c (W (1) , U (1) ) =⇒ E W (1) min 1, rU (1) /W
≤ E W (2) min 1, rU (2) /W (2) , thanks to the identity E W min 1, rU/W =´∞ 0 P (t < W, t < rU ) dt. Using, for simplicity, our earlier notation for the present scenario, this implies that for any x, y ∈ X, α xy P (2) ≤ α xy P (1) and therefore EP (1) f ≥ EP (2) f for any f ∈ L 2 X, π . However, and despite the fact that the implication above establishes a convex order between the ratiosǓ (1) /W (1) andǓ (2) /W (2) with
xy dw × du w for i = 1, 2 we have not yet managed to establish whether or not this implies var f,P
(1) ≤ var f,P (2) . This is the topic of ongoing research.
where A x1 := {x 2 ∈ X 2 : (x 1 , x 2 ) ∈ A} and B y1 := {y 2 ∈ X 2 : (y 1 , y 2 ) ∈ B}. We can now conclude.
B Spectral gaps of augmented kernels
Recall that the left spectral gap of a µ-reversible Markov kernel Π can be defined as Lemma 7. Assume Π is a Markov kernel on a measurable space (E, F ) and reversible with respect to a probability measure µ. Suppose Π has the form Π(x, dy) = p(x, dy) + δ x (dy)r(x) , where p(x, dy) ≥ 0 is a sub-probability kernel and r(x) ∈ [0, 1] for all x ∈ E. Assume ν(x, A) is a probability kernel from (E, F ) to another measurable space (S, S), and define the Markov kernel Π ν (x, w; dy × du) := p(x, dy)ν(y, du) + δ x,w (dy × du)r(x) .
Then, denoting r * := µ − ess sup x r(x) and r * := µ − ess inf x r(x), (a) Π ν is reversible with respect to µ ν (dx × dw) = µ(dx)ν(x, dw),
Proof. The reversibility (a) follows from [cf. 33] µ ν (dx × dw)p(x, dy)ν(y, du) = µ ν (dy × du)p(y, dx)ν(x, dw).
Consider then a function f ∈ L 2 (E × S, µ ν ). We write any such f as f =f + f 0 where f 0 (x, w) = f 0 (x) := ν(x, dw)f (x, w) andf = f − f 0 . It is straightforward to check that Π ν f 0 (x, w) = Πf 0 (x) and that Π ν f = Πf 0 + rf , implying Π νf (x, w) = rf . These allow us to write f, Π ν f µν = f 0 , Π ν f 0 µν + f , Π νf µν + 2 f 0 , Π νf µν = f 0 , Πf 0 µ + f , rf µν .
For f constant in the second variable, we have f 0 = f andf = 0 and f 0 µ = f µν , implying (b). For the spectral gap bounds, assume f µν = 1 and note that 1 = f Remark 11. In the following special scenarios some of the conclusions of Lemma 7 take a simpler form.
(a) If µ is not concentrated on points, that is, µ({x}) = 0 for all x ∈ E, then Gap R (Π) ≤ 1 − r * and therefore Gap R (Π ν ) = Gap R (Π). 
