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Abstract
In biometrics, often models are used in which the data distributions are approx-
imated with normal distributions. In particular, the eigenface method models
facial data as a mixture of fixed-position intensity signals with a normal dis-
tribution. The model parameters, a mean value and a covariance matrix, need
to be estimated from a training set. Scree plots showing the eigenvalues of the
estimated covariance matrices have two very typical characteristics when facial
data is used: firstly, most of the curve can be approximated by a straight line
on a double logarithmic plot, and secondly, if the number of samples used for
the estimation is smaller than the dimensionality of these samples, using more
samples for the estimation results in more intensity sources being estimated and
a larger part of the scree plot curve is accurately modeled by a straight line.
One explanation for this behaviour is that the fixed-position intensity model
is an inaccurate model of facial data. This is further supported by previous ex-
periments in which synthetic data with the same second order statistics as facial
data gives a much higher performance of biometric systems. We hypothesize
that some of the sources in face data are better modeled as position sources,
and therefore the fixed-position intensity sources model should be extended with
position sources. Examples of features in the face which might change position
between either images of different people or images of the same person are the
eyes, the pupils within the eyes and the corners of the mouth.
We show experimentally that when data containing a limit number of po-
sition sources is used in a system based on the fixed-position intensity sources
model, the resulting scree plots have similar characteristics as the scree plots of
facial data, thus supporting our claim that facial data at least contains sources
inaccurately modeled by the fixed position intensity sources model, and position
sources might provide a better model for these sources.
1 Introduction
In biometrics the objective is to automate the task of either identifying a client or veri-
fying a client’s identity claim. This could be done by measuring some physical proper-
ties of the body and compare these measurements with enrolled templates. However,
in practice the measurements are a mixture of signals, in which we distinguish three
classes: a class of signals which are related with the body and contain discriminative
information, a class of signals which can also be related with the body but contain no
discriminative information and a noise signals class.
To illustrate these classes, consider face recognition. In face recognition, the phys-
ical properties are usually measured by taking photo’s of the subjects face. In these
images, examples of the first class of signals are the size of the mouth and the color of
the iris. Examples of the second class of signals are the position of the pupils or many
of the changes in the face due to expression.
Given this setting, a major aspect of biometrics is to extract the signals containing
information on the identity from the mixture of signals and noise and decode the
identity information from these signals. To perform this task, a description of the
data generating process is required, which both formulates a model of how the data is
generated and gives the parameters of that model. But commonly the only information
available for this task is a set of examples, denoted as the training set.
In several biometric modalities, for example face, the samples are images. A classical
method used in face recognition is the eigenface method [13]: after some preprocessing
the examples are arranged to column vectors. These samples are then modeled as being
drawn from a random process, where it is assumed that the underlying distribution
is reasonable approximated by a multivariate normal distribution, so the samples can
be described by a random variable x with a distribution N (µ,Σ), where µ = E {x},
Σ = E
{
(x− µ)T (x− µ)
}
and E {} is the expectancy operator.
The covariance matrix Σ can be decomposed via:
Σ = EDET (1)
where E is an orthogonal matrix, where every column is an eigenvector of Σ, and D
is a diagonal matrix, with the eigenvalues corresponding to the eigenvectors in E on
the diagonal. The idea is that any sample, after the preprocessing, can be projected
on these eigenvectors, which result in a set of uncorrelated signals.
The implicit model behind the eigenface method is that the eigenvectors can be
transformed back to the original image space, where they identify the source signals
in the face. This model assumes that face information is encoded as a weighted set of
intensity sources at fixed positions in the face, the eigenfaces.
Usually the parameters µ and Σ are unknown and have to be estimated from
the training set. From now on we will denote the parameters from the model as the
population parameters and their estimates as sample parameters. Let X denote a
matrix where each column contains a training sample after preprocessing. Then an
estimate of the mean can be obtained from the sample mean: µˆ = 1
N
∑N
k=1X:,k, where
X:,k denotes the k
th column of X, and an estimate of the covariance matrix can be
obtained from the sample covariance matrix:
Σˆ =
1
N − 1
N∑
k=1
(X:,k − µˆ)T (X:,k − µˆ) (2)
The sample covariance matrix can be decomposed into sample eigenvectors and
sample eigenvalues. The so-called scree plot of the sample eigenvalues has some re-
markable properties as we will show in Section 2: if plotted in a double log plot, the
curve becomes an almost straight line. Further more, if the number of samples is be-
low the dimensionality of the samples, adding new samples results in an increase of the
number of estimated intensity sources.
These characteristics are surprising because if the eigenface model is a good ap-
proximation and there is only a limit number of signals present, then we would expect
the scree plot to show two groups of eigenvalues: a group with a fixed number of
eigenvalues of relatively large value (although there may be a large variability within
the group) and a group of very small eigenvalues. The scree plots, however, show no
grouping of eigenvalues: the scree plots follow a smooth curve in which no separation
point can be distinguished.
To give another explanation of these characteristics, we hypothesize that at least
some of the sources are not accurately modeled by fixed position intensity sources,
but instead some of the information is actually encoded in the position of features. In
Section 3 we demonstrate with a synthetic data experiment that position sources can
explain the scree plot characteristics rather accurately.
Based on these observations we derive some conclusions in section 4 and discuss
how biometric systems could be modified to take this effect into account.
2 Eigenvalue estimation with facial data
To illustrate the previously described characteristics of the eigenvalue scree plots of the
eigenface method, we did an experiment with an eigenface system. As training data we
used a subset of the FRGC2 database [11]. We selected, using the supplied meta data
database, images containing faces with frontal view, neutral expression and no glasses,
beards and moustaches. For the training set we used a standard training set selection
procedure in face recognition: first the number of individuals to be in the training set
is chosen, after which most of their samples are added to the training set. We chose
4 configurations: in the first configuration we used 7047 samples from 400 individuals,
in the second 5386 samples from 300 individuals, in the third 1889 samples from 100
individuals and in the last 503 samples from 30 individuals. After some preprocessing
the samples had a dimensionality of 8762, so all configurations were undersampled.
Figure 1 shows the scree plots corresponding to the different configurations, with
both the horizontal axis (the eigenvalue index) and the vertical axis (the eigenvalue)
with a logarithmic scale. A large part of most curves can be described by a straight
line. The first 3 eigenvalues differ from this line. The last part also differs, but this can
be some border effect (Note that the eigenvalues with an index higher than the number
of samples are necessary zero valued, which drags the scree plot to minus infinity on a
logarithmic scale). In [7] it was suggested to model the scree plot by
λk =
α
k + β
(3)
where α and β are two constants to be determined. But in our experiments such a
model still gives a rather poor description of the first few eigenvalues and so we only
model the straight part, which is better described by
λk = 10
b · ka (4)
where a is the slope coefficient and b the offset of the line parts in the log log scree
plots. The constant a is close to −1, which is in accordance with the results of [10]
which named this model the 1 over f model.
Figure 1 shows a second remarkable characteristic when the number of samples is
increased. As long as the training set is undersampled, it is to be expected that every
new sample introduces a new source, if the number of (noise) sources is larger than
the number samples, but what is remarkable is that with the increase of the samples,
a larger part of the of the plot follows the log log relation.
One of the problems with facial data is that the number of samples is of the same or-
der as the dimensionality of the samples, which results in a bias of the sample eigenval-
ues (see [9] or [12] for example). In [3], Karoui performed several eigenvalue estimation
experiments, where one of the experiments resembled our expected set of eigenvalues
as described in the introduction: in the experiment half of the population eigenvalues
are equal to 2 and the other half equal to 1. In the corresponding sample eigenvalues a
large spread occurred where no clear separation point is visible in the scree plot, which
is similar in our facial data scree plot. Note as well that the experiments by Karoui
were done with 5 times as many samples as dimensions, so in our facial data eigenvalue
estimation the spreading effect should be stronger. Also the Marcˇenko Pastur rule ([9],
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Figure 1: Example of the behaviour of facial data scree plots if plotted with both axis
logarithmic. The legend shows the number of samples used to estimate a scree plot.
[1] and [8]) describes a large set of very small sample eigenvalues and a wide spread
among the larger ones for close to undersampled eigenvalue estimation problems. How-
ever in our experiments, only the smaller eigenvalues were changed by bias correction
methods, so bias does not (fully) explain the characteristics described before.
As stated earlier the implicit model in the eigenface method is that the information
is encoded in a weighted combination of fixed position intensity sources. If we combine
the characteristics of the scree plots with this model it would mean that there is a large
number of sources, as adding new sample introduces new sources and there is no clear
distinction between the two signal classes related to physical properties of the body and
the noise class as they are described accurately by equation 4. The bias did not fully
explain the characteristics of the scree plots, so there should be another explanation.
It seems plausible that the model assumed is inaccurate in modeling face data. This
is also supported by our previous observations that if synthetic data is generated with
the parameters as estimated from the facial data, and this data is used in a biometric
verification system, the performance of these systems increases considerably. In [6] we
used a very small training set, but still the error rates were a factor 10 lower than with
real facial data.
To explain the characteristics of the scree plots, we hypothesize that instead of
having only fixed position sources, at least some of the sources encode their information
in position of features instead of in intensities of pixels. Practical examples of position
sources in face data are the position of the eyes, the position of the pupils within the
eyes, corners of the mouth and so on. As we will demonstrate later on, a very limited
number of position sources can generate scree plots with similar characteristics as we
have seen with facial data.
3 Eigenvalue estimation with position sources
We demonstrate the effect of position sources in the eigenface method with synthetic
data, where features are positioned randomly in the image. As feature we use a black
square while the remainder of the image is kept white. The coordinates of the square are
determined by drawing samples from normal distributions. If a pixel is only partially
covered by a black square, its intensity is determined by bilinear interpolation. We
performed two experiments: a low resolution and a high resolution experiment.
In the low resolution experiment we generated images of 10 pixels height and width.
The square has a height and a width of 1 pixel. The horizontal position and the vertical
position are both drawn from a distribution N (5.5, 2.52). An example of a synthetic
image is given in figure 2.
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Figure 2: Example of a low resolution sample with interpolation.
We generated a set of 1000 training samples and estimated the eigenvalues resulting
from the eigenface method. The resulting scree plot is given in figure 3. The scree plot
is plotted with only the horizontal axis logarithmic, instead of both horizontal and
vertical axis logarithmic, like in Figure 1. So clearly, a single position feature can not
explain the characteristics of the scree plot found when using facial data, but there
is a similarity in some of the characteristics: firstly, the number of sources appears
to be large, since the number of non zero eigenvalues equals the dimensionality of
the samples (note that we have more samples than the number of dimensions, so
no undersampling). Secondly, the scree plot of the synthetic data is also accurately
described by a very smooth function, although different from the facial data scree
plot. Because this smooth function is a straight line on a logarithmic plot, again no
separation point can be identified, so no distinction between source classes can be
made.
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Figure 3: Log log screeplot of the synthetic square low resolution data.
To explain how a position source results in a large number of estimated intensity
sources, consider figure 4. In the figure we consider two pixels (the squares x1 and x2)
from an image containing a 1 by 1 pixel wide black square. The black square is moved
from left to right over the image. If its position is not exactly the same as one of the
pixels, the intensity of the pixels is determined by linear interpolation. The vertical
position of the black square is equal to the two pixels considered and the horizontal
position of the square changes from a position before the two pixels to a position after
the two pixels. The curve on the right shows a plot of the intensity of pixel x1 versus
the intensity of pixel x2. At the start, both pixels are empty, so we start at position
1. As the square moves to the right, it starts to overlap pixel x1 which results via
linear interpolation in an increase of intensity of pixel x1, so we move from position 1
to position 2. After the black square overlaps pixel x1 completely, its overlap reduces
with x1 and it start to overlap x2, so we move to position 3 and so on.
Note that in the end we end up in position 1 again. So even though the original
source has a completely different value, in the curve it ends up at the same position.
This is a severe problem for classification systems that assume that samples from
different classes form separate clusters (for example LDA, described in [4]): clusters
which are far apart in position space, are mapped close together in intensity space.
Note as well that the curve forms a triangle in the 2D intensity space. This leads to
2 non zero eigenvalue estimates if the covariance matrix of the images is determined, so
we estimate 2 intensity sources, even though there is only one position source. The fixed
position intensity model seems therefore ill equipped for modeling this kind of data.
However, we have considered a small object with large position variations. Note that if
the objects movements are limited, so that the intensity curve stays between positions
1 and 2 of figure 4, then position variations are translated to intensity variations, so
for larger objects with low frequency textures and low position variations, the intensity
model may still be adequate.
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Figure 4: Example showing that a single position source can create multiple sources
if the data is intensity modeled. The position source is univariate. However, if the
manifold is drawn in 2D intensity space, the intensity shows a triangle as path. This
has two directions of variations, thus gives two non zero eigenvalues.
In the low resolution experiment we used images of 10 by 10 pixels, which results
in samples with a dimensionality of 100, far less than the 8762 dimensions of the facial
data. Therefore we repeated the experiment, but now with images with width and
height of 80 pixels and we used 5000 samples for training. We increased the square size
to 20 by 20 pixels and the number of squares to 4. The mean positions of the squares
are distributed equally over the diagonal of the images from the top left corner to the
lower right corner. The position of the squares is distributed normally around these
means with a variance of 62 in both the horizontal and vertical direction.
The resulting eigenvalue estimates are represented in the scree plot in figure 5. If
we compare the curve with figure 1 we see a similar shape, although the curve of the
synthetic data does not match a straight line as close as the real face data. However,
the gradient of the part that fits the straight line is close to -1, similar to the facial
data scree plot.
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Figure 5: Log log screeplot of the synthetic square high resolution data.
4 Conclusion and discussion
We considered the scree plot of eigenvalues in face data and showed that it has several
remarkable characteristics: firstly, a large part of the curve follows a 1 over f model, as
was already suggested by others. Secondly adding samples to an undersampled training
set leads to the estimation of additional intensity sources, and it extends the part of
the curve which matches the 1 over f model.
While these observations could partially be explained by a complicated configura-
tion of intensity sources, we consider it more likely that the implicit model of fixed
position intensity sources is not an accurate model of facial data and propose a model
that assumes that some of the information is encoded in the position of features. The
scree plot of synthetic data with the signals of 8 sources positioning 4 squares showed
similar characteristics as the scree plot of facial data.
If some of the information is indeed encoded in the position of features, it has some
implications for biometric systems. For example, in face recognition, if the resolution of
the face images is increased, the effect of position sources is likely to become worse, for
position changes of large size objects with low frequency textures may still be accurately
modeled by fixed position intensity sources, but for smaller objects or objects with high
frequency textures this approximation is no longer possible. In [2] it was discovered that
there is an optimum resolution for an eigenface system, which might be explained by
our findings. A solution to use higher resolution images may therefore lie in detecting
moving features first as is done for example in [14] and then reduce their influence in
the eigenface approach.
The effect of position sources in eigenface model based systems may also explain
some of the results in bias correction experiments. In eigenvalue estimation, the largest
eigenvalues tend to be overestimated and the smallest eigenvalues tend to be under-
estimated (see [5], [7] or [3] for example). Bias correction will therefore increase the
smallest sample eigenvalues and decrease the largest sample eigenvalues. If small ob-
jects with large position changes are present in the image, the object will divide its
signal power over many small intensity sources as shown in section 3. Therefore bias
correction might increase the influence of sources incorrectly modeled by the eigen-
face model, causing a deterioration instead of improving performance. This will be a
subject of our future studies.
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