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THE FAILURE OF RUELLE’S PROPERTY FOR ENTIRE
FUNCTIONS
VOLKER MAYER AND ANNA ZDUNIK
Abstract. We exhibit an analytic family of hyperbolic, even disjoint
type, entire functions for which the hyperbolic dimension does not vary
analytically. Additionally we answer several questions in thermody-
namic formalism of entire functions such as the existence of a hyper-
bolic entire function without conformal measure that is supported on
the radial Julia set.
1. Introduction
Ruelle [37], answering a conjecture of Sullivan, has shown that the Haus-
dorff dimension of the Julia set of hyperbolic rational functions depends an-
alytically on the map. An alternative approach to this result is contained in
the monograph [44]. Since then, Ruelle’s result has been generalized in many
ways. For example, Anderson and Rocha [2] extended Ruelle’s result, which
also covered the case of analytic quasiconformal deformations of cocompact
Fuchsian groups, to convex co-compact Kleinain groups. There is a version
for Henon maps in C2 by Verjovsky and Wu [43], for rational semi-groups by
Sumi and Urban´ski [40] and also one for hyperbolic surface diffeomorphisms
by Pollicott [30]. More related to the present work are [42, 26, 28] and
Skorulski and Urban´ski’s results in [38]. These papers contain analyticity
results for dynamics of transcendental, entire or meromorphic, functions in
the deterministic and even in the random case.
Contrary to that, we provide here the first example of an analytic family
of entire hyperbolic functions for which the Ruelle’s property breaks down.
Theorem 1.1. There exists a holomorphic family of finite order entire func-
tions Fλ = λF, λ ∈ C \ {0}, such that the functions Fλ, λ ∈ (0, 1], are all
in the same hyperbolic component of the parameter space but the function
λ 7→ HypDim(Fλ)
is not analytic in (0, 1], where the hyperbolic dimension HypDim(Fλ) is the
Hausdorff dimension of the radial (or conical) limit set Jr(Fλ) of Fλ.
For limit sets of Kleinian and Fuchsian groups such a break down of
Ruelle’s property was observed. Astala and Zinsmeister [3] were the first
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who observed that. They gave an example of an analytic family of infinitely
generated quasifuchsian groups for which Ruelle’s analyticity result does not
hold. Bishop [13] subsequently extended their result and gave a criterion
for the failure of analyticity for a class of infinitely generated quasifuchsian
groups. More recently, Huo and Wu [19] established an analogous result for
deformations of Fuchsian groups of the second kind.
The common tool in all analyticity results is Bowen’s formula (see [16]
for the original version) which expresses the dimension in terms of the zero
of a pressure function. One should have in mind that this formula really
determines the hyperbolic dimension. In many cases, such as for hyperbolic
rational functions, the hyperbolic dimension coincides with the Hausdorff
dimension of the Julia set. In transcendental dynamics however the situation
is different: in general, there is a definite gap between these two dimensions
(see [39] and [41]) and a typical phenomenon in the case of entire functions
is that the dimension of the Julia set itself is often maximal, i.e. equal to 2.
This was first observed by McMullen [29] and Baran´ski [6] has shown that
all entire functions of finite order and of class B, in particular all the entire
functions of the present paper, have this property. The intriguing thing then
is how the hyperbolic dimension behaves.
For the family of entire functions we consider, the whole thermodynamic
formalism is valid and there exists a transition parameter Θ ≥ 1 such that
the transfer operator with parameter t is divergent if t < Θ and convergent,
even a bounded operator, if t > Θ (see Section 4 for the definition and
properties of the transfer operator). All these facts are contained in [27]
and, using this paper, we have precise estimates for the transfer operator
and of the transition parameter in terms of the fractal geometry at infinity
of the tract of the functions. Using them, we are able to construct entire
functions for which the transfer operator at its transition parameter t = Θ
is convergent. We do this in fact first by constructing a model function
and then carry all the properties over to an entire function using Rempe’s
approximation result in [34].
It turns out that our approach also answers several other open questions.
The first result answers positively the question in Remark 3.7 in [8] (see
Section 11 for the precise definitions of the notions in the following results
such as topological pressure and conformal measure).
Theorem 1.2. For every 1 < Θ < 2 there exists a disjoint type and finite
order entire function f ∈ B whose transfer operator has transition parameter
Θ, such that the transfer operator is convergent at Θ and such that the topo-
logical pressure at t = Θ is strictly negative. Consequently, the topological
pressure of f has no zero.
We also can complete the picture concerning the behavior of the hyper-
bolic dimension. For an entire function f having a tract of sufficiently nice
geometry it is known that HypDim(f) ≥ Θ ≥ 1 where this time Θ is a
transition parameter of f restricted to this tract (see [24]). Moreover, when
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Θ = 1 then HypDim(f) > 1 (this strict inequality has previously been
obtained in full generality in [9]). The functions in the present paper show
that strict inequality between the hyperbolic dimension and the transition
parameter is no longer true as soon as 1 < Θ < 2. The case Θ = 2 was
studied by Rempe-Gillen in [34] where a disjoint type function of finite order
and with hyperbolic dimension equal to two was constructed.
Theorem 1.3. For every 1 < Θ < 2 there exists a disjoint type and finite
order entire function f ∈ B with a single quasidisk tract and whose hyperbolic
dimension attains the minimal possible value HypDim(f) = Θ.
Finally, the functions of Theorem 1.3 also explain that hyperbolic, even
disjoint type, entire functions can behave like the very flexible, since locally
defined, irregular conformal iterated function systems (see [23]).
Theorem 1.4. For every 1 < Θ < 2 there exists a disjoint type and finite
order entire function f ∈ B such that HypDim(f) = Θ and such that f does
not have a conformal measure supported on its radial Julia set.
2. Preliminaries
For every r > 0, let Dr := D(0, r) be the open disk centered at the origin
with radius r and let D∗r = C \ Dr be the complement of its closure.
Let f : C→ C be an entire function. The order ρ(f) of f is defined by
(2.1) ρ(f) = lim sup
|z|→∞
log log |f(z)|
log |z|
and f is called of finite order if ρ(f) <∞. The set of critical values and of
finite asymptotic values of f will be denoted by S(f). The different type of
singularities of an entire function, in fact Iversen’s classification, are all very
well explained in [11]. We consider functions of the Eremenko–Lyubich class
B that consists of entire functions for which S(f) is a bounded set. These
functions are also called of bounded type.
If f ∈ B, then there exists r > 0 such that S(f) ⊂ Dr. Then f
−1(D∗r)
consists of mutually disjoint unbounded Jordan domains Ω with real analytic
boundaries such that f : Ω → D∗r is a covering map (see [17]). In terms
of the classification of singularities, this means that f has only logarithmic
singularities over infinity. These connected components of f−1(D∗r) are called
tracts and the restriction of f to any of these tracts Ω has the special form
f|Ω = exp ◦τ where ϕ = τ
−1 : Hlog r → Ω
is a conformal map fixing infinity and where
Hs =
{
z ∈ C , ℜz > s
}
, s ≥ 0 .
When s = 0, then we also write H for H0. Still for every s ≥ 0 we use the
notation Ωs = ϕ(Hs) so that, in particular,
Ω = Ωlog r = ϕ(Hlog r) and Ω0 = ϕ(H0) = ϕ(H).
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In this work we construct entire functions of class B having just one partic-
ular tract Ω.
An entire function f : C→ C is called hyperbolic if there is a compact set
K such that
f(K) ⊂ Int(K)
and f : f−1(C \ K) → C \ K is a covering map. Clearly such a function
belongs to class B. According to Theorem 1.3 in [35], an entire function f
is hyperbolic if and only if the postsingular set
P(f) :=
⋃
n≥0
fn(S(f))
is a compact subset of the Fatou set of f . Here and in the sequel, Jf stands
for the Julia set of f defined in the usual way (see for example the survey
[10]).
Disjoint type functions are particular hyperbolic functions. This notion
first implicitly appeared in [5] and means that the compact set K in the
definition of a hyperbolic function can be taken to be connected. In this
case, the Fatou set of f is connected. For example, if f ∈ B and if there
exists D a simply connected bounded domain such that
(2.2) S(f) ⊂ D and f−1(C \ D) ∩ D = ∅
then f is of disjoint type. A particular case for the domain D is a disk
centered at the origin.
We construct and study particular model functions. The following is the
simplest possible definition, see Bishop [14, 15] for the general version.
Definition 2.1. A model is a holomorphic map
f = eτ : Ω→ D∗r = {|z| > r}
where Ω is a simply connected unbounded domain, called tract, where r ≥ 1
and where τ : Ω→Hlog r is a conformal map fixing infinity:
τ(z)→∞ if z →∞.
A model f : Ω → D∗r is of disjoint type if Ω ⊂ D
∗
r and, in this case, the
Julia set is
Jf = {z ∈ Ω ; f
n(z) ∈ Ω , n ≥ 1}.
This is consistent with the above definitions for entire functions.
Concerning the radial Julia set, there are several definitions in the liter-
ature (see [26, 32]). It is explained in Remark 4.1 of [26] that these def-
initions lead to different sets whose difference is dynamically insignificant.
In particular they have same Hausdorff dimension. Since we deal only with
hyperbolic, in fact disjoint type, entire or model functions, the following
definition fits best to our context:
Jr(f) = {z ∈ J (f) : lim inf
n→∞
|fn(z)| <∞} .
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The hyperbolic dimension of f is the Hausdorff dimension of this set:
HypDim(f) = Hdim(Jr(f)) .
We will consider analytic family of maps of the form fλ = λ f , λ ∈ C
∗,
where f ∈ B is a given entire function.
Definition 2.2. The functions fλ1 , fλ2 belong to the same hyperbolic com-
ponent of the parameter space of (fλ)λ if there exists a simply connected
domain V ⊂ C∗ that contains λ1, λ2 and such that
(1) all the functions fλ, λ ∈ V , are hyperbolic and
(2) the functions fλ, λ ∈ V , are J–stable in the sense of holomorphic
motions: there exists a base point λ0 ∈ V and a holomorphic motion
(ϕλ)λ∈V identifying the Julia sets ϕλ(Jλ0) = Jλ and conjugating the
dynamics on the Julia sets, i.e., ϕλ ◦ fλ0 = fλ ◦ ϕλ, λ ∈ V .
See [21] for the notion of holomorphic motions and of J–stability in the
setting of analytic families of rational functions.
3. Models with snowflake tract
The restriction of an entire function to a logarithmic tract is an example
of a model function. The approach here goes the opposite way. We first
construct explicit model functions and then use the uniform approximation
described in detail in the paper of L. Rempe [34] in order to get entire
functions having the same required properties. This will be done in Section
7 and, in order to be able to perform this approximation, we have to work
right now with an extended half plane defined as follows.
Let σ(t) = −14 log |t| − 7 for |t| > 1 and extend this function to a sym-
metric with respect to the origin and C∞-smooth function σ : R→ (−∞, 0]
such that
σ(0) = 0 and − 7 ≤ ℜ(σ(t)) ≤ 0 for |t| ≤ 1.
Consider then
(3.1) Hˆ = {z = x+ iy , x > σ(y)} ⊃ H = H0 .
This domain is a regularized version of the domain used in [34]. Let h :
Hˆ → H be the conformal map fixing the origin and infinity and such that
h′(∞) = 1 (see Appendix 12 for the existence of h′(∞)). Notice that the
symmetry of the curve σ implies that h(z) = h(z), z ∈ Hˆ.
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Let ϕ = τ−1 : Hˆ → Ωˆ be also a conformal map fixing the origin and
infinity. Set ψ = ϕ ◦ h−1 so that we have the following diagram
Hˆ
ϕ
✲ Ωˆ
∪
H
h
❄
⊃ Hlog r
ϕ
✲
ψ
✲
Ω
where r ≥ e2 will be defined in (3.11). So, Ω is the image of Hlog r under the
restriction of ϕ to Hlog r. Since we will always have 2pii ∈ ∂Ωˆ, we can make
the additional normalization ψ(i) = 2pii so that, all in all, the conformal
map ϕ : Hˆ → Ωˆ is normalized by
(3.2) ϕ(0) = 0 , ϕ(∞) =∞ and ϕ(h−1(i)) = 2pii .
From the particular form of Hˆ follows that h behaves almost like the
identity near infinity. We have collected all required properties of this map
in Appendix 12.
The models and their properties rely on a particular construction of the
extended tracts Ωˆ that we describe now. It is based on a modification of a
standard snowflake arc γ attached at the endpoints 2pii and 4pii and with
the 4n intervals of the n-th approximation of length ln defined as follows.
Let
(3.3)
1
4
< ρmin <
1
3
<
1
e
< ρmax <
1
2
,
let ρn ∈ [ρmin, ρmax], n ≥ 1, and define then inductively ln = ρnln−1, n ≥ 1,
with l0 = 2pi. If ρn =
1
3 for all n ≥ 1 then γ is a standard snowflake arc
with dimension Θ = log 4log 3 . The domain Ωˆ is the connected component of the
complement of the quasicircle
(3.4) Γ = {0} ∪
⋃
n∈Z
2n(−γ ∪ γ)
such that 10 ∈ Ωˆ. By construction, 0, 2pii ∈ Γ = ∂Ωˆ.
Now, with τ = ϕ−1 as introduced above and since Ω = ϕ(Hlog r) ⊂
ϕ(Hˆ) = Ωˆ, we get the associated model map
(3.5) f = eτ : Ω→ D∗r .
By construction, f is defined on the larger domain Ωˆ. On the other hand,
this function is not of disjoint type. In order to remedy this it suffices to
translate the domain Ω and curve Γ so that, after translation, Ω ∩ Dr = ∅.
Such a disjoint type model is given by
(3.6) f(z) = f(z − T ) , z − T ∈ Ωˆ .
where the precise value of T will be fixed in Section 7.
THE FAILURE OF RUELLE’S PROPERTY FOR ENTIRE FUNCTIONS 7
In general, Θ = Θf will be the transition parameter of the transfer oper-
ator as introduced in [27] but each time we deal with one of the following
examples we will have Θ = Θf =
log 4
log 3 .
Example 3.1. Let α > 1 and choose the numbers ρn such that
(3.7)
1
Cf
≤ nα4n lΘn ≤ Cf , n ≥ 1 ,
for some constant Cf > 1.
Example 3.2. Let N > 1 and let α > 1. Set
ρn =
1
e
for 1 ≤ n ≤ N
and let ρn ∈ [ρmin,
1
3 ] such that (3.7) holds for some constant Cf > 1.
Clearly, the domains coming from Example 3.2 are special cases of those in
Example 3.1.
Standard references on quasiconformal mappings are [1, 20, 4] An impor-
tant feature is that aK–quasiconformal map ϕ : C→ C isK ′–quasisymmetric
which means that
|ϕ(z1)− ϕ(z2)| ≤ K
′|ϕ(z1)− ϕ(z3)| for every |z1 − z2| ≤ |z1 − z3| .
Moreover, ϕ has good Ho¨lder continuity properties: there are constants
0 < c1 < c2 such that
(3.8) c1|z1− z2|
K ≤ |ϕ(z1)−ϕ(z2)| ≤ c2|z1− z2|
1/K for all z1, z2 ∈ D(0, 2)
and, if ϕ(0) = 0, then
(3.9) D
(
0, c1R
1/K
)
⊂ ϕ
(
D(0, R)
)
⊂ D
(
0, c2R
K
)
for all R > 1.
The first inequality (3.8) is mainly Mori’s Theorem, for a precise version see
Theorem II.4.3 in [20]. One can find inequality (3.9) in [22, Theorem 3.2].
All these constants do depend quantitatively on each other. In particular,
if we deal with a family of uniformly quasiconformal mappings of the plane,
meaning that they are all K–quasiconformal for some fixed constant K, and
if the maps are normalized, for example by the requirement that (3.2) holds,
then the quasisymmetric and the Ho¨lder constants are also uniform.
A quasicircle is the image of a circle or line by a quasiconformal map
of the plane. We only consider unbounded quasicircles. Such a curve Γ is
characterized by the important Ahlfors 3–point condition: there exists c > 0
such that
|z1 − z2| ≤ c|z1 − z3| for all z1, z3 ∈ Γ and z2 ∈ Γ(z1, z3)
where Γ(z1, z3) is the subarc of Γ with endpoints z1, z3. It is a well known
fact that all the curves defined in (3.4) satisfy this condition uniformly and
have uniform quasisymmetric parametrization (for a proof, see for example
Lemma 3.1 in [36]):
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Fact 3.3. There are constants c,K ′ depending on ρmax only such that for all
choices of ρn ∈ [ρmin, ρmax] the curve Γ defined in (3.4) satisfies the Ahlfors
3–point condition with constant c and the natural parametrization of Γ is a
K ′–quasisymmetry.
Inhere we call natural parametrization the map g : R→ Γ defined as follows.
If m ≥ 0 and if γm is the m-th approximation of γ then γm is the union
of 4m intervals Im,l = [am,l, am,l+1], l = 0, ..., 4
m − 1, and we can define
g : [i/2, i] → γ as the continuous extension of the map defined by
(3.10) am,l = g
( i
2
(1 + l/4m)
)
for every m ≥ 0 and 0 ≤ l ≤ 4m .
The natural parametrization of Γ will be the unique extension to iR of this
map that satisfies the two relations g ◦2 = 2◦ g and g(−z) = −g(z), z ∈ iR.
The quasicircles Γ given by the Examples (3.1) and (3.2) admit uniformly
quasiconformal reflections which allows to show that the corresponding con-
formal maps ϕ : Hˆ → Ωˆ have normalized and uniformly quasiconformal ex-
tension to the plane. Also, there are several extensions, such as the one based
on the Beurling-Ahlfors extension [12], of a quasisymmetric parametrization
of a quasicircle to a quasiconformal map of the plane with control of the con-
stant. Consequently, the family of natural parameterizations of the curves
Γ extend to a family of normalized and uniformly quasiconformal mappings
of the plane.
As a first direct consequence of these properties along with the normali-
sation (3.2) we have the following:
Remark 3.4. The family of all conformal maps ϕ : Hˆ → Ωˆ (as well as
ψ : H → Ωˆ) corresponding to all possible choices of ρn ∈ [ρmin, ρmax],
n ≥ 1, is a normal family and each limit of a convergent sequence of these
maps is again a non-constant conformal map.
Indeed, the maps ϕ are normalized by (3.2) and they have uniformly
quasiconformal extension to the plane. The statement in Remark 3.4 is thus
a standard fact for families of normalized uniformly quasiconformal maps
and, consequently, Remark 3.4 not only applies to the conformal maps ϕ,ψ
but also to their quasiconformal extensions whose convergent subsequences
converge uniformly on every compact subset of the plane.
The normality behavior of these maps allows to precise that the conformal
map ψ reflects the self-similarity of the curve Γ:
Lemma 3.5. If iµ = ψ−1(2ψ(i)) = ψ−1(4pii) then
ψ ◦ µ = 2 ◦ ψ
and there exists 1 < µmin ≤ µmax < ∞ such that for every choice of ρn ∈
[ρmin, ρmax], n ≥ 1, we have µmin ≤ µ ≤ µmax .
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Proof. Since, by construction, 2Ωˆ = Ωˆ the map ψ−1 ◦ 2 ◦ ψ is a conformal
self-map of H fixing the origin and infinity which immediately implies the
validity of the functional relation for some real µ > 1.
Set µmin = inf µ. If µmin = 1 then, for every k ≥ 1, there exists ρn ∈
[ρmin, ρmax], n ≥ 1, such that the associated conformal map ψk satisfies the
above functional relation with number µk ∈]1, 1 +
1
k [. We may assume that
ψk is a converging sequence. Let ψ be the non-constant limit conformal map
of this sequence. Then µ = 1iψ
−1(2ψ(i)) > 1 since ψ−1(ψ(i)) = i. Finiteness
of µmax = supµ can be shown by a similar normal family argument. 
A second direct consequence of Remark 3.4 is that the number r ≥ e2 in
the definition of the tract Ω can be defined such that
(3.11) Ω = ϕ(Hlog r) ⊂ D
∗
4
for all conformal maps ϕ of this Section. We always assume that this is the
case.
We use several standard notations such as the symbols A  B and A ≍ B
which mean that the ratio A/B is bounded above respectively bounded
above and below by constants that do not depend on the particular choice
of the numbers ρn, some of them will depend on ρmin, ρmax and parameters
like r above. But these are fixed and the same for all models of this paper.
In other words, all constants will be uniform for the family of quasidisks Ω,
of conformal maps ϕ and of models f we consider.
Throughout the text when we refer to all models of Section 3 then this
refers to the models from Example 3.1 and Example 3.2 with fixed numbers
ρmin, ρmax according to (3.3).
4. Estimating the transfer operator
The paper [27] contains a complete treatment of the thermodynamic for-
malism of disjoint type models and functions. We now collect some proper-
ties of the central tool of this theory, the transfer operator. In order to do so,
we consider a model f = eτ : Ω→ D∗r. Typically, f is one of the examples of
the previous section but it can also be the restriction of a convenient entire
function to its logarithmic tract.
In the sequel we will work with a particular Riemannian, in fact the cylin-
drical, metric |dz|/|z|. The derivative of a holomorphic function h calculated
with respect to this metric at a point z such that h(z) 6= 0 is denoted by
|h′(z)|1 and is given by the formula
(4.1) |h′(z)|1 = |h
′(z)|
|z|
|h(z)|
.
Given a real number t ≥ 0, we define the transfer operator Lt by the usual
formula:
(4.2) Ltg(w) :=
∑
f(z)=w
|f ′(z)|−t1 g(z) for every w ∈ D
∗
r
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where g is any function in Cb(Ω), the vector space of all continuous bounded
functions defined on Ω. The norm on this space, making it a Banach space,
will be the usual sup-norm ‖ · ‖∞. Note that if w ∈ D
∗
r, then f
−1(w) ⊂ Ω
and, by the disjoint type assumption, Ω ⊂ D∗r. Thus |f
′(z)|1 is well defined
for all z ∈ f−1(w) and, in consequence, Ltg(w) is well defined for all w ∈ D
∗
r
provided the series is convergent. Since we work with quasidisk tracts the
whole scope of [27] applies and we know in particular that there is a number
Θ = Θf ∈ [1, 2], called transition parameter, such that the series defining
Lt is convergent if t > Θ and diverges if t < Θ.
Definition 4.1. The function f is of convergence type if the series defining
Lt converges for t = Θ.
The reader should have in mind the following fact (which is a very par-
ticular case of Theorem 4.1 in [27]):
Theorem 4.2. Let f be a model or an entire function of class B having
one (or finitely many) quasidisk tracts. Assume that f is of disjoint type.
Let t > 0 and suppose that there exists w0 ∈ D
∗
r such that Lt1 (w0) < ∞.
Then the series defining Lt1 is uniformly convergent meaning that Lt is a
bounded operator of the space Cb(Ω).
4.1. Integral means. The transition parameter Θ is precisely determined
by the geometry of the boundary of the tract Ω near infinity. For this one
considers rescalings of the conformal map ϕ given by
(4.3) ϕT :=
1
|ϕ(T )|
ϕ ◦ T , T ≥ 1 .
The map ϕT is defined on T
−1Hˆ. In particular, all the maps ϕT , T ≥ 1, are
defined on the half space H.
By self-similarity of the tracts and in view of Lemma 3.5, it suffices to
consider only values T = µn, n ≥ 0. Considering now integral means of the
rescalings of ϕ we get the required information about the geometry of the
boundary of the tract Ω near infinity:
(4.4) β∞(t) = lim sup
n→∞
log
∫
µ−1≤|y|≤1 |ϕ
′
µn(µ
−n + iy)|tdy
n log µ
, t ≥ 0 .
Since the tract Ω is a quasidisk, there exists a unique zero of the function
t 7→ β∞(t)− t+1 which is the transition parameter of the transfer operator
(see Proposition 5.6 and Theorem 4.4 in [27]) and, for all our examples, is
the dimension of the snowflake curves Θ = log 4log 3 . In terms of [27], this means
that the models or entire functions we deal with in the present paper have
negative spectrum and their disjoint type versions are in the class D so that
the whole scope of [27] applies.
4.2. The transfer operator of the models. We now come back to the
models introduced in Section 3 and give precise estimates for the transfer
operator of these models. The first step, which expresses Lt1 (w) as an
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integral, follows Section 4 of [27] and so we can allow us to present only the
essential steps.
Let f be one of the models introduced in Section 3. Let w ∈ D∗r and set
x = log |w| > log r ≥ 2. Fix also
(4.5) j ≥ 1 maximal such that µj−1 ≤ x.
For z ∈ f−1(w) ∈ Ω we have |f ′(z)|1 =
∣∣∣ ϕ(ξ)ϕ′(ξ)
∣∣∣ where ξ = ϕ−1(z). Hence,
Lt1 (w) =
∑
ξ∈exp−1(w)
∣∣∣∣ϕ′(ξ)ϕ(ξ)
∣∣∣∣
t
=
∑
ξ∈exp−1(w)
∣∣(logϕ)′(ξ)∣∣t
and thus, using bounded distortion,
Lt1 (w) ≍
∫
R
∣∣(logϕ)′(x+ iy)∣∣t dy
=
∫
−µj≤y≤µj
∣∣∣∣ϕ′ϕ (x+ iy)
∣∣∣∣
t
dy +
∑
n≥1
∫
In+j
∣∣∣∣ϕ′ϕ (x+ iy)
∣∣∣∣
t
dy
where Im = [−µ
m,−µm−1]∪ [µm−1, µm]. The first term can be estimated as
follows. By quasisymmetry of ϕ, since ϕ(0) = 0 and since |y| ≤ µj ≍ x we
have
|ϕ(x + iy)| ≍ diam
(
ϕ
(
D(x+ iy,
x
2
)
))
.
On the other hand, diam(ϕ(D(x+iy, x2 ))) ≍ |ϕ
′(x+iy)|x because of bounded
distortion. Consequently,∫
−µj≤y≤µj
∣∣∣∣ϕ′ϕ (x+ iy)
∣∣∣∣
t
dy ≍ x1−t .
The integrals over In+j can be estimated using the rescalings ϕT introduced
in (4.3) with T = µn+j where, we recall, j comes from (4.5). Again qua-
sisymmetry of ϕ and the fact that ϕ(0) = 0 show that |ϕ(x+iy)| ≍ |ϕ(µn+j)|,
y ∈ In+j. It thus follows from a simple change of variable combined with
bounded distortion that∫
In+j
∣∣∣∣ϕ′ϕ (x+ iy)
∣∣∣∣
t
dy =
∫
I0
|ϕ′(µn+j(µ−n−jx+ iu))|t
|ϕ(µn+j)|t
µn+jdu
≍
∫
I0
|ϕ′(µn+j(µ−n + iu))|t
|ϕ(µn+j)|t
µn+jdu.
Since ϕ′T =
T
|ϕ(T )| ϕ
′ ◦ T we get, taking T = µn+j,∫
In+j
∣∣∣∣ϕ′ϕ (x+ iy)
∣∣∣∣
t
dy ≍ (µn+j)1−t
∫
I0
|ϕ′µn+j (µ
−n + iy)|tdy.
Let rn = rn(x) = (n + j + µ
j)µ−(n+j) ≍ µ−(n+j)dist(x + iy, ∂Hˆ), y ∈ Ij+n.
An elementary calculation shows that
(4.6) µ−n ≤ rn  nµ
−n , n ≥ 1 .
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Choose a maximal number of points yn,k in µ
−n + iI0 such that
sign(ℑ(yn,k)) = sign(k)
and such that two consecutive points have distance rn. Then,∫
In+j
∣∣∣∣ϕ′ϕ (x+ iy)
∣∣∣∣
t
dy ≍ (µn+j)1−t
∑
k
|ϕ′µn+j (yn,k)|
trn
≍ (n+ j + x)1−t
∑
k
(
|ϕ′µn+j (yn,k)|rn
)t
.
Finally, it is convenient to replace ϕ by ψ = ϕ ◦ h−1. We have
ϕµm =
1
|ϕ(µm)|
ϕ ◦ µm =
2m
|ϕ(µm)|
(
1
2m
ψ ◦ µm
)(
µ−m ◦ h ◦ µm
)
.
The first factor is approximately equal to 1 since ϕ is a quasisymmetry
with ϕ(0) = 0, since µm ≍ |h−1(iµm)| and since ϕ(h−1(iµm)) = ψ(iµm) =
2mψ(i) = 2m2pii by Lemma 3.5. The same lemma implies that the second
term equals ψ and for the last factor we introduce
hm = µ
−m ◦ h ◦ µm.
It follows from Proposition 12.2 in Appendix 12 that |h′m| ≍ 1. Therefore,
(4.7) |ϕ′µm | ≍ |ψ
′ ◦ hm|
and, injecting this in the above expression, we get∫
In+j
∣∣∣∣ϕ′ϕ (x+ iy)
∣∣∣∣
t
dy ≍ (n + j + x)1−t
∑
k
(
|ψ′(hn+j(yn,k))|rn
)t
Set zn,k = hn+j(yn,k). We will see in Lemma 4.4 below that dist(zn,k, ∂H) ≍
rn. We get all in all
(4.8) Lt1 (w) ≍ x
1−t

1 +∑
n≥1
{(
1 +
n+ j
x
)1−t∑
k
(
|ψ′(zn,k)|rn
)t}
for all w ∈ D∗r . The factor |ψ
′(zn,k)|rn has obvious geometric meaning.
Indeed, assume that Qn,k ⊂ H is a rectangle containing zn,k, and such that
(4.9) diam(Qn,k) ≍ rn and dist(Qn,k, ∂H) ≍ rn.
Set
(4.10) Wn,k = ψ(Qn,k).
Then the following statement immediately follows from bounded distortion
and (4.8).
Proposition 4.3. With the previous notations we have
Lt1 (w) ≍ (log |w|)
1−t

1 +∑
n≥1
{(
1 +
n+ j
x
)1−t∑
k
(diamWn,k)
t
}

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for all w ∈ D∗r and with comparability constants uniform for all models of
Section 3 but depending on the multiplicave constants in (4.9).
In order to exploit this we have to define properly the rectangles Qn,k.
We first need a technical result.
Lemma 4.4. There exists κ ≥ 1, independent of n and k such that the
following properties hold:
(1) For all (n, k),
rn
κ
≤ ℜ(zn,k) ≤ κrn .
(2) κrn+1 >
rn
κ for every n ≥ 1 and x > log r ≥ 2.
(3) |zn,k+1 − zn,k| ≤ κrn for every n ≥ 1 and k > 0 and the analogue
statement also holds if k < 0.
(4) Let L = L1 be a common bilipschitz constant for the maps hm, m ≥ 1
(see Proposition 12.2 in Appendix 12). Then
1
Lµmax
≤ |ℑzn,k| ≤ L for all (n, k).
Given (4), it is appropriate to define the values
simag =
1
Lµmax
and Simag = L .
Proof. For every m ≥ 1, the map hm : µ
−mHˆ → µ−mH = H is conformal
and thus a hyperbolic isometry. This implies that, for every ξ ∈ µ−mHˆ,
dist(ξ, ∂µ−mHˆ)|h′m(ξ)| ≍ dist(hm(ξ), ∂H) = ℜ(hm(ξ)).
Taking ξ = yn,k and m = n+ j we get
ℜ(zn,k) ≍ dist(yn,k, ∂µ
−n−jHˆ)|h′n+j(yn,k)| ≍ rn
since, by Proposition 12.2, |h′n+j(yn,k)| ≍ 1. This shows Item (1).
Item (2) follows from the estimate
rn
rn+1
=
(n+ j + µj)µ−(n+j)
(n+ 1 + j + µj)µ−(n+1+j)
= µ
(
1−
1
n+ 1 + j + µj
)
≤ µ ≤ µmax
with µmax from Lemma 3.5.
Since the maps hm are bilipschitz uniformly withm, we have the following:
if k1, k2 have same sign then
(4.11) |zn,k1 − zn,k2 | ≍ |yn,k1 − yn,k2| = |k1 − k2|rn
In particular, |zn,k+1 − zn,k| ≍ |yn,k+1 − yn,k| = rn which shows Item (3).
Finally, Item (4) follows from Lemma 12.3. 
Let κ ≥ 1 be given by Lemma 4.4. This number being fixed, we can now
define the rectangles Qn,k around zn,k as follows:
Qn,k =
{rn
κ
≤ ℜ(ξ) ≤ κrn , |ℑ(ξ−zn,k)| ≤ κrn
}
∩
{
simag ≤ |ℑ(ξ)| ≤ Simag
}
.
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Notice that (4.9) is satisfied since zn,k ∈ Qn,k by Item (1) and Item (4) of
Lemma 4.4.
Lemma 4.5. Let κ ≥ 1 be given by Lemma 4.4 and let Qn,k be defined as
above. Then:
(1)
⋃
n,kQn,k ⊂ Uext =
{
0 < ℜ(ξ) < Sreal ,
simag
2 < |ℑ(ξ)| < 2Simag
}
where
Sreal = 2κ
(
1 +
1
log µmin
)
.
(2) There exist δreal > 0 and µ
−1
min < δ
−
imag < δ
+
imag < 1 such that⋃
n,k
Qn,k ⊃ Uint =
{
0 < ℜ(ξ) < δreal , δ
−
imag < |ℑ(ξ)| < δ
+
imag
}
.
(3) The collection {Qn,k} has bounded overlap: there exist B ≥ 1 such
that for every (n0, k0) there exist at most B indices (n, k) such that
Qn,k ∩Qn0,k0 6= ∅.
Again, all the involved constants are uniform. In particular, the sets Uint
and Uext do not depend on the model f .
Proof. An elementary calculation shows that supa≥1
a
µa ≤
1
log µ ≤
1
log µmin
.
Combined with the definition of rn and of Sreal we get for every ξ ∈
⋃
n,kQn,k
that ℜξ < Sreal. Item (1) follows since the assertion concerning the imagi-
nary part is obvious given the definition of the sets Qn,k.
The second item can be shown as follows. Fix arbitrarily δ−imag , δ
+
imag such
that µ−1min < δ
−
imag < δ
+
imag < 1. By the definition of the points yn,k there
exists k1, k2 > 0 such that ℑ(yn,k1) < µ
−1 + rn and ℑ(yn,k2) > 1− rn. The
bilipschitz property in Lemma 12.3 implies thus that
ℑ(zn,k1) ≤ Ln(µ
−1 + rn) ≤ Ln(µ
−1
min + rn) and ℑ(zn,k2) ≥
1
Ln
(1− rn).
Notice that (Lm)m is a decreasing sequence with limit 1. On the other hand,
rn → 0 and thus there exists nmin, which does not depend on the model f ,
such that
Ln(µ
−1
min + rn) < δ
−
imag and
1
Ln
(1− rn) > δ
+
imag for every n ≥ nmin.
If we combine this with the definition of the sets Qn,k and Item (3) of Lemma
4.4 then this gives
Vn =
{rn
κ
< ℜ(ξ) < κrn , δ
−
imag < ℑ(ξ) < δ
+
imag
}
⊂
⋃
n,k
Qn,k
for all n ≥ nmin. Given (2) of Lemma 4.4, the set⋃
n≥nmin
Vn
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covers Uint if we set δreal = κrnmin .
We are left to show that the collection {Qn,k} has bounded overlap. To
start with, suppose that n < m and (n, k), (m, l) are such that Qn,k∩Qm,l 6=
∅. Then necessarily κrm ≥
rn
κ . But
rn
rm
=
(n+ j + µj)µ−n−j
(m+ j + µj)µ−m−j
= µm−n
n+ (j + µj)
m+ (j + µj)
≥ µm−n
n
m
.
Put ∆ = m − n ≥ 1. Clearly nm =
n
n+∆ =
1
1+∆/n ≥
1
1+∆ ≥
1
2∆ so that we
get altogether the condition
κ2 ≥
1
2
µ∆
∆
≥
1
2
µ∆min
∆
which shows that there is a constant B1 = B1(κ) such that ∆ = m−n ≤ B1.
Now, let ξ ∈ H, fix n and consider k such that ξ ∈ Qn,k. Then
|ξ − zn,k| ≤ diam(Qn,k) ≤
(
κ−
1
κ
)
rn + 2κrn =
(
3κ−
1
κ
)
rn.
It follows from (4.11) that this can happen for at most
B2 = 2
(
3κ−
1
κ
)
L
indices k where L is the bilipschitz constant involved in (4.11).
In conclusion, ξ ∈ Qn,k can happen for at most B1 different indices n and,
for every fixed n ≥ 1, there are at most B2 indices k such that Qn,k contains
ξ. Therefore, the collection {Qn,k} has bounded overlap with constant B =
B1B2. 
5. Whitney decompositions
In order to estimate the transfer operator via the sets (Wn,k) we will
compare them to Whitney decompositions that reflect the geometry of the
snowflake curve.
Whitney coverings are standard. Here we use a slight modification of the
usual notion. The following definition applies to more general open sets V
but in this paper we will take V = ψ(U) where U is one of the sets Uint,Uext
of Lemma 4.5 and where Υ = ψ(∂U ∩ iR) ⊂ ∂V ∩ ∂Ωˆ = ∂V ∩ Γ.
Definition 5.1. A collection (Wm,l) of sets is a Whitney covering of V with
respect to Υ ⊂ ∂V if the following holds:
(1) V ⊂
⋃
Wm,l and V ∩Wm,l 6= ∅ for all (m, l).
(2) The sets Wm,l have bounded overlap: there exists B ≥ 1 such that
for every (m0, l0) there exist at most B indices (m, l) such that
Wm,l ∩Wm0,l0 6= ∅ .
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(3) The sets Wm,l are closures of simply connected domains, they are
round and of diameter comparable to the distance to the bound-
ary: there exists a > 0 such that every (m, l) there exists a disk
D(zm,l, rm,l) such that
D(zm,l, rm,l) ⊂Wm,l ⊂ D(zm,l, rm,l/a)
and
a diam(Wm,l) ≤ dist(Wm,l,Υ) ≤
1
a
diam(Wm,l) .
Fact 5.2. The Whitney covering property is a conformal, even quasiconfor-
mal, invariant since quasiconformal mappings are quasi-isometries for the
quasi-hyperbolic distance (see [18]). In particular, if (Wm,l) is a Whitney
covering of V with respect to Υ then (ψ−1(Wm,l)) is a Whitney covering of
U with respect to ψ−1(Υ) and the converse is also true.
5.1. Geometric Whitney covering. Consider now g a quasiconformal
map of the plane such that g(H) = Ωˆ and such that g reflects the geometry
of the snowflake curve Γ. It is a quasiconformal extension of the natural
parametrization of Γ as explained in Section 3 and it satisfies the relation
(3.10). We use this map to produce coverings of the sets
Vint = ψ(Uint) and of Vext = ψ(Uext).
In the following, V is one of the sets Vint,Vext and we recall from Lemma
4.5 that Uint,Uext do not depend on the model, hence on Γ.
Consider a standard decomposition of H given by
Qm,l =
{
4−(m+1) ≤ ℜξ ≤ 4−m, l 4−m ≤ ℑξ ≤ (l + 1)4−m
}
and set
Wm,l = g(Qm,l) , m, l ∈ Z .
By Fact 5.2, the collection of all (Wm,l) such thatWm,l∩V 6= ∅ is a Whitney
covering of V with respect to Υ = ψ(∂U ∩ iR). This covering reflects the
geometry of the snowflake, as explained in Lemma 6.1 below. As always, the
constants in this result do not depend on the particular snowflake chosen
out of the family described in Section 3.
Lemma 5.3. For every set Wm,l of this Whitney covering of V with respect
to Υ we have diamWm,l ≍ lm, there exists K ≥ 1 such that
(5.1) 4−mK  diamWm,l  4
−m/K
and, for some m0 ≥ 1, the number of sets Wm,l of level m ≥ m0 is
(5.2) #{l , Wm,l ∩ V 6= ∅} ≍ 4
m
where the involved equivalence constants do only depend on the set V = Vint
or V = Vext respectively.
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Proof. The relation diamWm,l ≍ lm follows from the fact that the quasi-
conformal map g is quasisymmetric and (5.1) is a consequence of the Ho¨lder
continuity (3.8). The statement concerning the number of sets of a given
level m is clear and the involved constants are independent of the model
since the sets Uint,Uext do not depend on them. 
5.2. Conformal Whitney covering. The covering (Wn,k = ψ(Qn,k)) has
been introduced in (4.10).
Lemma 5.4. The sets (Wn,k), (n, k) such that Qn,k ∩Uint 6= ∅, are a Whit-
ney covering of Vint = ψ(Uint) with respect to Υint = ψ(∂Uint ∩ iR). In
addition, there exists K ≥ 1 such that
(5.3) rKn  diamWn,k  r
1/K
n
Proof. By Fact 5.2, it suffices to verify that (Qn,k) is a Whitney covering
with respect to ∂Uint ∩ iR. But this we already checked in Section 4 (see
(4.9) and Lemma 4.5).
It remains to justify the inequalities in (5.3). But they follow from
diam Qn,k ≍ rn and, again, from the Ho¨lder property (3.8). 
5.3. Comparing the coverings. In view of estimating the series in Propo-
sition 4.3 we now compare the geometric and conformal Whitney coverings.
Lemma 5.5. There exists a constant B∗ such that for every (n, k) (or (m, l))
there are at most B∗ indices (m, l) (respectively (n, k)) such that
(5.4) Wn,k ∩Wm,l 6= ∅ .
Proof. First of all, there exists a > 0 such that every set Wn,k and Wm,l
contains respectively a ball Bn,k, Bm,l of radius a diamWn,k, a diamWm,l
Again, this constant a is independent of the model of Section 3 since, by uni-
form quasiconformality, the sets Wn,k,Wm,l are uniformly round meaning
precisely that they satisfy the roundness condition in Item (3) of Definition
5.1 for some fixed constant a > 0.
Both coverings being Whitney, (5.4) implies diamWn,k ≍ diamWm,l.
Therefore, there exists A > 1 such that, whenever (5.4) holds,
Bn,k ⊂ Wn,k ⊂ D(wm,l, A diamWm,l)
where wm,l ∈Wm,l is any arbitrary point. The conclusion comes now from
the bounded overlap property combined with a volume comparison argu-
ment. Clearly in this argument we can exchange the role of the two coverings
and thus the proof is complete. 
We also have to compare the levels n and m for sets Wn,k and Wm,l that
intersect. This is not possible for general domains but here we deal with
quasidisks and have good Ho¨lder estimates.
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Lemma 5.6. There exists a constant b > 0, still independent of the model,
such that for every (n, k) and (m, l) for which (5.4) holds we have
b n ≤ m ≤
1
b
n .
Proof. Assume (n, k) and (m, l) are such that (5.4) holds. Then diamWn,k ≍
diamWm,l. It follows from Lemma 5.3 and from (5.3) that
4−mK  r
1
K
n and r
K
n  4
−m
K .
Concerning rn, we use now the estimate (4.6). Combined with the previous
one gives
4−mK  n
1
K µ−
n
K ≤ n
1
K µ
− n
K
min and µ
−nK
max ≤ µ
−nK  4−
m
K
from which the affirmation easily follows. 
6. Models of convergence type
Let f be a model of Section 3 with tract Ω = ϕ(Hlog r) given by Example
3.1. We recall that then
(6.1) lΘm ≍ 4
−m 1
mα
, m ≥ 1 α > 1 ,
where the involved multiplicative constant Cf does depend on the model f .
Theorem 6.1. The transfer operator Lt of such a model f is of convergence
type (with Θ = log 4/ log 3) and there exists M =Mf ≥ 1 such that
Lt1 (w) ≤M
t(log |w|)1−t
for every w ∈ D∗r and every t ≥ Θ.
Remark 6.2. As explained in Section 8 of [27], Theorem 6.1 implies that
for these models the full thermodynamic formalism holds for all t ≥ Θ so
also in the particular case when t = Θ equals the transition parameter.
Proof of Theorem 6.1. From Proposition 4.3 we have a precise estimate of
Lt which implies
Lt1 (w)  (log |w|)
1−t

1 +∑
n≥1
∑
k
(diamWn,k)
t


since t > 1. Take U = Uext and remember from Lemma 4.5 that U
contains all the sets Qn,k, hence
⋃
n,kWn,k ⊂ Vext = ψ(Uext). Set I =
{(m, l) ; Wm,l∩Vext 6= ∅} so that {Wm,l , (m, l) ∈ I} is a Whitney covering
of Vext with respect to Υ = ψ(∂U ∩ iR). In particular, for every (n, k) there
exists (m, l) ∈ I such that
Wn,k ∩Wm,l 6= ∅ and diamWn,k ≤ CdiamWm,l
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for some uniform constant C. It thus follows now from Lemma 5.5 that
(6.2)
∑
n≥1
∑
k
(diamWn,k)
t ≤ B∗C
t
∑
(m,l)∈I
(diamWm,l)
t.
We have diamWm,l ≍ lm (Lemma 5.3) which, along with (5.2) of Lemma
5.3 and (6.1), implies that for every t ≥ Θ
Lt1 (w)  (log |w|)
1−t
∑
m≥1
4m
(
Cf 4
−m 1
mα
)t/Θ
≤ C
t/Θ
f M
′(log |w|)1−t
where M ′ =
∑
m≥1
1
mα <∞.
It remains to show that Lt1 (w) = ∞ for t < Θ and for some |w| > r ≥
e2. We first provide an appropriate lower bound for the transfer operator
starting again from Proposition 4.3. The expression there gives, for every
w ∈ D∗r and still with x = log |w|,
Lt1 (w)  (log |w|)
1−t
∑
n≥1
{(
1 +
n+ j
x
)1−t∑
k
(diamWn,k)
t
}
.
Since
1 +
n+ j
x
≤ 1 + n+
j
µj−1
≤ 1 + n+
µ
log µ
we have
Lt1 (w)  x
1−t
∑
n≥1
{(
1 +
µ
log µ
+ n
)1−t∑
k
(diamWn,k)
t
}
.
Let 0 < t < Θ and let ε > 0 such that t′ = t+ ε < Θ. By (5.3) and (4.6)
diamWn,k  r
1/K
n  n
1/Kµ−n/K
and thus
ct = inf
n≥1
(1 +
µ
log µ
+ n)1−t(diamWn,k)
−ε  min
n≥1
µn
ε
K
(1 + µlog µ + n)
1−t
nε/K
> 0.
Injecting this in the lower estimate of Lt1 gives
Lt1 (w)  ct x
1−t
∑
n≥1
∑
k
(diamWn,k)
t′ .
In view of Lemma 4.5, the sets Wn,k cover Vint = ψ(Uint). The same argu-
ments that lead to (6.2) gives
(6.3)
∑
n≥1
∑
k
(diamWn,k)
t′ ≥
1
B∗Ct
′
∑
(m,l)∈I
(diamWm,l)
t′
where, this time, I is the set of all the (n, k) such that Wm,l ∩ Vint 6= ∅.
Consequently,
Lt1 (w) 
ct x
1−t
B∗Ct
′
∑
(m,l)∈I
(diamWm,l)
t′ .
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There exists mmin such that for every m ≥ mmin the number #{l : (m, l) ∈
I} is comparable to 4m ((5.2) of Lemma 5.3 this times applied with V =
Vint). On the other hand, diamWm,l ≍ lm and, by (6.1), l
Θ
m ≥ C
−1
f 4
−m 1
mα .
Since t′ < Θ it follows that Lt1 (w) is divergent. 
7. Approximation
Up to now we have considered particular model functions and have good
estimates for their transfer operator. But we really need global entire func-
tions having similar properties. Such functions will be obtained with the help
of an approximation result of model functions by entire functions. There are
several approximation results, the most general being the quasiconformal
approximations by Bishop [15, 14]. We will use Rempe’s uniform approx-
imation [34] which is more restrictive but very precise. It extends models
that are defined on the enlarged tract Ωˆ ⊃ Ω. Here is a version of his result.
Theorem 7.1 (Uniform approximation). Let ϕ = τ−1 = Hˆ → Ωˆ be a
conformal map fixing infinity and let f = eτ : Ωˆ → C. Let C : R → Ωˆ be
defined by C(t) = ϕ(it − 13 log+ |t| + 1). Let Ω˜ be the component of C \ C
that is contained in Ωˆ and let H˜ = τ(Ω˜). So, H˜ ⊂ Hˆ and Ω˜ ⊂ Ωˆ. Put
h(z) =
1
2pii
∫
C
f(ξ)
ξ − z
dξ , z 6∈ C .
Then this formula defines a holomorphic function for z /∈ C and the function
F defined as
(7.1) F (z) =
{
f(z) + h(z) when z ∈ Ω˜ and
h(z) when z 6∈ Ω˜
extends to an entire function F in the class B. Moreover, the function h
satisfies the estimate
(7.2) |h(z)| ≤
C
|z|+
where C is some constant and where |z|+ = max(|z|, 1).
7.1. Universality of estimates. We shall use the above approximation
for varying model functions f , and then pass from the estimates for the
model to the estimates for the actual function F . It is essential for further
estimates to examine the error term h, i.e the universality of the constant
C appearing in the inequality (7.2). In order to check this universality it is
sufficient to go carefully through very precise estimates provided in [34].
Indeed, the domain Hˆ is exactly the one considered in Remark 2 of Section
4 in [34]. This domain is called ”initial configuration”. So, in the case under
consideration the ”initial configuration” is fixed.
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In Corollary 4.5 in [34] the required estimate for the error function h
appears:
(7.3) |h(z)| < M5, |h(z)| ≤ max(|z0|+,dist(z0, ∂Ωˆ))
M6
|z|+
for all z ∈ C \ C. The function F is in class B since
(7.4) S(F ) ⊂ D2M5 .
Here, the constants M5 and M6 depend only on the initial configuration,
which is fixed. We may assume that M5 ≥ r ≥ e
2. The point z0 which
appears in (7.3) is defined as
z0 = ϕ(1).
It follows directly from the normal family property of the family of maps ϕ
as explained in Remark 3.4 that max(|z0|+,dist(z0, ∂Ωˆ)) ≍ 1. Thus there
exists M0 > 2max{M5,M6} > r such that
(7.5) |h(z)| ≤
M0
|z|+
, z ∈ C \ C
for all our examples. In particular, we have the statement of Remark 4.6 in
[34]:
(7.6) |F | ≤M0 outside Ω˜ and |F | ≤ |f |+M0 in Ω˜.
7.1.1. Disjoint type and order. The above estimates allow us to fix the trans-
lation constant T in (3.6) such that all the models f and also the shifted
approximation functions defined by
F(z) = F (z − T ) , z ∈ C ,
are of disjoint type. In the following we will always assume that T is chosen
such that the following result holds whereas η will be fixed in (7.9).
Lemma 7.2. For η ≥ 2M0, set T = 4η. Let f be any model of Section 3.
Then, every entire function F associated to f by the above construction is
of finite order and
Ωg := g
−1(D∗η) ⊂ D
∗
2η
for g = f and for g = F. Consequently,
Jf ⊂ D
∗
2η and JF ⊂ D
∗
2η.
Proof. We first show that F is of finite order. Given the definition of the
order in (2.1) and the estimate (7.6) it suffices to check that the model
function f is of finite order, i.e. that
lim sup
z∈Ω , |z|→∞
log log |f(z)|
log |z|
<∞ .
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But f(z) = eτ(z) for z ∈ Ω. For τ = ϕ−1 we have the Ho¨lder property (3.9)
which implies |τ(z)| ≤ (|z|/c1)
K , z ∈ Ω, and thus
ρ(f) = ρ(F ) ≤ K <∞ .
Let η ≥ 2M0 and T = 4η. Then, by construction of Ωˆ,
f−1(D∗η/2) ⊂ Ωˆ + T = ϕ(Hˆ) + T ⊂ D
∗
2η
for all models f . In particular Ωf = f
−1(D∗η) ⊂ D
∗
2η.
Concerning F, if z ∈ ΩF then, |F(z)| = |F (z − T )| > η ≥ 2M0 and thus
the second inequality in (7.6) applies and gives
|f(z)| = |f(z − T )| > η −M0 ≥ η/2.
This shows that z ∈ f−1(D∗η/2) ⊂ D
∗
2η. The proof is complete. 
7.2. Comparing the transfer operators of the model function f and
of the approximating entire function F . Let f : Ωˆ → C be again one
of our model functions and let F be the approximating entire map in class
B produced by the above construction.
Lemma 7.3. There exists R0 ≥ 4M0 such that for all z ∈ Ω ∩ D
∗
R0
,
1
2
≤
|F (z)|
|f(z)|
≤ 2 and
1
2
≤
|F ′(z)|
|f ′(z)|
≤ 2.
Consequently,
1
4
≤
|F ′(z)|1
|f ′(z)|1
≤ 4 , z ∈ Ω ∩ D∗R0 .
Here, R0 depends only on the constant M0 from the estimate (7.5).
Proof. The estimate (7.5) implies
(7.7) |h(z)| ≤ 1/4 for |z| ≥ 4M0 , z 6∈ C.
Since f : Ω = Ωlog r → D
∗
r, for z ∈ Ω we have |f(z)| > r ≥ e
2. Consequently,
|F (z)|
|f(z)|
= |1 + h(z)/f(z)| ∈
[15
16
,
17
16
]
, z ∈ Ω ∩ D∗4M0 .
Passing to the derivatives, if Φ := h ◦ ϕ then
F ′ = f ′ + h′ = f ′ +Φ′ ◦ ϕ−1 ◦ (ϕ−1)′
and, as f = exp ◦ϕ−1, f ′ = f · (ϕ−1)′. So,
|F ′|
|f ′|
=
∣∣∣∣1 + Φ′ ◦ ϕ−1f
∣∣∣∣ on Ω.
Since |f(z)| > 2 in Ω, the required estimate relies on the estimate of Φ′. In
order to estimate it, let z ∈ Ω and put ξ = ϕ−1(z) ∈ Hlog r ⊂ H2. Then
Dξ := D(ξ, 1) ⊂ H1 ⊂ ϕ
−1(Ω˜). This allows to make the estimate
|Φ′(ξ)| =
∣∣∣∣∣ 12pii
∫
∂Dξ
Φ(v)
(v − ξ)2
dv
∣∣∣∣∣ ≤ supz˜∈ϕ(∂Dξ) |h(z)|
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In order to use the estimate (7.5) for the function h we need to estimate
inf z˜∈ϕ(∂Dξ) |z˜|. But this can be done by using twice the Ho¨lder continuity
property (3.9). It shows that |ξ| ≥ (|z|/c2)
1/K and also that
|ϕ(zˆ)| ≥ c1|zˆ|
1/K ≥ c1
((
|z|/c2
)1/K
− 1
)1/K
for every zˆ ∈ ∂Dξ.
Choose now R0 ≥ 4M0 such that c1
(
(R0/c2)
1/K − 1
)1/K
≥ 4M0. Then,
if z ∈ D∗R0 , the corresponding inf z˜∈ϕ(∂Dξ) |z˜| ≥ 4M0 which enables us to
conclude using (7.7):
(7.8) |Φ′(ξ)| ≤ sup
z˜∈ϕ(∂Dξ)
|h(z˜)| ≤ 1/4 for every z ∈ Ω ∩ D∗R0
which shows the required estimate of the ratio |F ′(z)|/|f ′(z)|. The estimate
for the ratio |F ′(z)|1/|f
′(z)|1 follows directly, since |f
′|1(z) = |f
′(z)| · |z||f(z)|
(and the analogous formula for F ). 
Assume in the following that R0 ≥ 4M0 is such that Lemma 7.3 holds
and let
(7.9) η = 3max
{
M0, exp
(
(R0/c1)
K
) }
.
Then Lemma 7.2 applies. Also
(7.10) f−1(D∗η/3) ⊂ D
∗
R0 ⊂ D
∗
4M0 .
since exp−1
(
D
∗
η/3
)
∩ Dlog η/3 = ∅ and since (3.9) implies ϕ(Dlog η/3) ⊃ DR0 .
The transfer operator has been defined in (4.2). Since we now deal with
several functions we write Lt,g for the transfer operator of a function g. We
first compare the operators of an initial model f and its approximation F .
Proposition 7.4. There exists a constant K ≥ 1 such that the following
holds. Let f be a model as defined in Section 3, F an approximating entire
function of f given by Theorem 7.1. Then
1
Kt
≤
Lt,f1 (w)
Lt,F 1 (w)
≤ Kt for all w ∈ D∗η
and the same holds if f , F are replaced by their disjoint type versions f , F.
We thus get first examples of entire functions for which the full thermo-
dynamic formalism holds in the particular case where t equals the transition
parameter t = Θ.
Corollary 7.5. The transition parameter Θ is the same for the model f and
for the approximating entire function F. Moreover, F is also of convergence
type and Theorem 6.1 as well as Remark 6.2, hence the full thermodynamic
formalism, meaning that all the results in Section 8 of [27], is also valid for
the disjoint type entire function F for all t ≥ Θ.
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Proof of Proposition 7.4. Lemma 7.3 shows that the values of the deriva-
tives of f and F are comparable at a given point z. But, in the formulas
defining the operators Lt,f and Lt,F the summation runs over preimages of a
given point w under f and F , respectively. So, in order to compare Lt,f (w)
and Lt,F (w), the preimages of w under f and F will be ”paired” and the
derivatives of f and F on these paired preimages will be compared.
Let w ∈ D∗η. Then all preimages of w under the model map f are in
Ωlog η = ϕ(Hlog η) and∑
z∈f−1(w)
|f ′(z)|−t =
∑
ξ∈exp−1(w)
(
|ϕ′(ξ)|
|ϕ(ξ)|
)t
.
Take the circle σ centered at w, with radius 1, and for each ξ ∈ exp−1(w) let
γξ be the preimage of σ under exp, surrounding ξ. Finally, put γ˜ξ = ϕ(γξ).
Notice that the domain bounded by γ˜ξ contains exactly one preimage of w
under the map f ; this is the point z = ϕ(ξ).
On each curve γ˜ξ we have that |f(z)− w| = 1, while
(7.11) |(F (z) − w)− (f(z)− w)| = |h(z)| <
M0
|z|
where M0 comes from (7.5). From (7.10) we know that |z| > 4M0 since
w ∈ D∗η ⊂ D
∗
η/3. Hence, the right hand inequality of (7.11) is strictly less
than 1. This allows to conclude via Rouche´’s Theorem that F has exactly
one preimage in the region bounded by γ˜ξ. Denoting this preimage by z˜, we
need to compare |f ′(z)|1 and |F ′(z˜)|1. But this directly follows from Koebe’s
Distortion Theorem and Lemma 7.3, and the constant K in Proposition 7.4
is exactly a Koebe constant times an absolute one. This gives the first part
of the required estimate, i.e.
Lt,f1 (w)
Lt,F1 (w)
≤ Kt
The second part of the estimate can be obtained in a similar way: Let
w ∈ D∗η. Since η ≥ 2M0 > M0+2, the disk D(w, 2) does not contain singular
values of F , and F−1(D(w, 1) is a countable union of Jordan domains DI
each of them being mapped bijectively and with bounded distortion onto
D(w, 1).
If z ∈ DI then |F (z)| ≥ |w| − 1 > η− 1 ≥ 2M0. It thus follows from (7.6)
that z ∈ Ω˜ and thus all the domains DI ⊂ Ω˜. Moreover, still using (7.6),
|f(z)| ≥ |F (z)| −M0 > η − 1−M0 ≥
2
3
η − 1 ≥
η
2
since η ≥ 3M0 ≥ 6. This allows to apply (7.10) and thus to get |z| ≥ 4M0.
On the curve γI bounding DI we have |F (z)− w| = 1, while
|(F (z) − w)− (f(z)− w)| = |h(z)| <
M0
|z|+
≤
M0
4M0
= 1/4 .
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Again, Rouche’s theorem implies that f has exactly one preimage of w in
each domainDI . Applying again Koebe’s Distortion Theorem and Lemma 7.3,
we obtain the desired inequality:
Lt,f1 (w)
Lt,F1 (w)
≥
1
Kt
.
Let us finally consider the disjoint type functions f ,F. If z, z˜ is a pair
of preimages under f, F then, clearly, z = z + T, z˜ = z˜ + T is a pair of
preimages of f and F respectively and we have
|f ′(z)|1
|F′(z˜)|1
=
|f ′(z)|1
|F ′(z˜)|1
∣∣∣∣ zz− T z˜− Tz˜
∣∣∣∣ ≍ |f ′(z)|1|F ′(z˜)|1
with involved multiplicative constants independent of the functions, of the
point w ∈ D∗η and of the pair of preimages. This clearly completes the proof
of Proposition 7.4. 
There is also a relation between the transfer operator of the functions and
their disjoint type version.
Lemma 7.6. Let A = 1 + T4 . Then
1
At
Lt,f1 ≤ Lt,f1 ≤ A
tLt,f1 on D
∗
η.
Proof. This follows from an elementary estimation based on (3.11) and on
(7.12) |f ′(z)|1 = |f
′(z− T )|1
|z|
|z− T |
, z ∈ Ωf = f
−1(D∗η).

8. Topological pressure and Bowen’s Formula
Let f be a disjoint type model or entire function and consider again
Lt = Lt,f its tranfer operator. By Theorem 8.1 of [27] the limit
(8.1) P (t) = Pf (t) = lim
n→∞
1
n
logLnt 1 (w)
exists and, by bounded distortion, it does not depend on w ∈ D∗r (for r
sufficiently large). This limit is called topological pressure and for a con-
vergence type function the pressure P (Θ) is finite. The basic properties is
that t 7→ P (t) is a convex and strictly decreasing function on (Θ,∞) with
P (t) = ∞ if t < Θ, P (t) is finite if t > Θ and limt→∞ P (t) = −∞. Conse-
quently, the map t 7→ P (t) has a unique zero h > Θ provided there exists
t > Θ such that P (t) > 0.
We refer to [24] for the notion of Ho¨lder tract. All what is needed here is
that the tracts of our examples have this property since they are quasidisks.
Proposition 8.1. Assume that the disjoint type entire function f has only
one logarithmic tract, assume that this tract is Ho¨lder. Then
HypDim(f) = inf
{
t > 0 , P (t) < 0
}
.
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Proof. Consider first the case that P (t) > 0 for some t > Θ in which case
the pressure has a unique zero h > Θ. The assumptions on f imply that
[27] applies to them and, in this case, the statement in Proposition 8.1 is
exactly the Bowen’s Formula in [27] which states that
HypDim(f) = h > Θ.
It remains to consider the case where P (t) ≤ 0 for t > Θ and, clearly,
P (t) =∞ for t < Θ. We then have to show that
HypDim(f) = Θ.
The Ho¨lder tract assumption along with [24] gives HypDim(f) ≥ Θ no
matter how P behaves. For the other inequality, let us first recall that the
thermodynamic formalism of [27] applies to f for every parameter t > Θ.
In particular, there exists eP (t)–conformal measure which allows to employ
Lemma 8.1 in [25]. This Lemma gives the required estimate since it shows
that HypDim(f) ≤ t whenever P (t) ≤ 0. 
9. Convergence type entire functions with positive pressure
For the models of the previous section the topological pressure, introduced
in (8.1), is finite for every t ≥ Θ but certainly we may have P (Θ) < 0. Here
we consider the disjoint type versions of the models given by Example 3.2
and show that they have positive pressure for t = Θ and even for slightly
larger values of t provided the number N in Example 3.2 has been chosen
sufficiently large. We then also show that this property is true for the disjoint
type approximating entire functions.
We recall that the models of Example 3.2 are special cases of those of
Example 3.1. Therefore, they are of convergence type with Θ = log 4/ log 3
and Theorem 6.1 applies.
Proposition 9.1. Let f be a model of Example 3.2 and let Θ = log 4/ log 3.
Then there exists t > Θ such that
Pg(t) > 0
provided N is sufficiently large where g = f , the disjoint type version of
f , and also if g = F, the disjoint type version of the entire function F
approximating f .
Proof. First, we establish an auxiliary estimate for the initial model function
f . We shall prove that, choosing sufficiently largeN in the model in Example
3.2, one can find S > η such that
(9.1) Lt,f (1 DS′ )(w) ≥ 2A
t for every η ≤ |w| ≤ S
and for some t > Θ, where S′ = S − T and with A from Lemma 7.6.
In order to establish (9.1), let N ≥ 1 be maximal such that 2N ≤ S,
and let M be determined by the inequality 2M−1 < T ≤ 2M . Consider any
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w ∈ DS ∩ D
∗
η and set x = log |w| ∈ [log η, log S] where η is given by (7.9).
Let j ≥ 0 be again the maximal integer such that µj−1 ≤ x. Notice that
(9.2) j  log(log S) ≍ logN.
We have to estimate Lt(1 DS′ )(w) and, in order to do so, we first describe
the preimages z ∈ f−1(w) that are in the disk DS′ . We have z = ϕ(ξ) =
ψ(h(ξ)) where ξ = x+ iy and where y ∈ In+j for some n ≥ 0. Selfsimilarity
of ψ (Lemma 3.5) yields
z = 2n+jψ
(
µ−(n+j)h(ξ)
)
.
On the other hand, |h(ξ)| ≍ |ξ| ≍ µn+j since h′(∞) = 1 (see Proposition
12.2) and thus |ψ
(
µ−(n+j)h(ξ)
)
|  1 and |z|  2n+j . Denote by c the
constant in the last inequality, meaning that it becomes |z| ≤ c2n+j . Then,
by the choice of N , we see that z ∈ DS′ if c2
n+j < 2N −2M . This is the case
if n < N− j+
(
log(1− 2M−N )− log c
)
/ log 2 and thus, because of (9.2) and
since we will take N large, it thus suffices to have n ≤ N/2.
Given this discussion on the preimages of w, we get out of the expression
of Lt in Proposition 4.3 that
Lt,f (1 DS′ )(w)  x
1−t
[N/2]∑
n=1
{(
1 +
n+ j
x
)1−t∑
k
(diamWn,k)
t
}
 N1−t
[N/2]∑
n=1
{
(1 +N)1−t
∑
k
(diamWn,k)
t
}
 N2(1−t)
[N/2]∑
n=1
∑
k
(diamWn,k)
t.
The sets Wn,k can now be replaced by the covering (Wm,l) precisely like
we did in the proof of Theorem 6.1. More precisely, we use (6.3) with the
difference that we deal here with a finite sum:
B∗C
t
[N/2]∑
n=1
∑
k
(diamWn,k)
t ≥
∑
(m,l)∈Ifinite
(diamWm,l)
t
and we must specify the new set of indices Ifinite over which the summation
goes. In order to do so, we recall first that the setsWn,k cover Vint = ψ(Uint).
Therefore, if (m, l) is such thatWm,l∩Vint 6= ∅ then there exists (n, k) such
thatWm,l ∩Wn,k 6= ∅ and then, by Lemma 5.6, n ≤ m/b. We can thus take
Ifinite = {(m, l) , Wm,l ∩ Vint 6= ∅ and m0 ≤ m ≤ b[N/2]}
where m0 comes from Lemma 5.3.
By (5.2) of Lemma 5.3, for every m ≥ m0 the number of indices (m, l) in
Ifinite is comparable to 4
m. Also, diamWm,l ≍ lm and for the models of
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Example 3.2 we have lm =
(
1
e
)m
if 1 ≤ m ≤ N . Consequently, if N is large
enough, we get all in all
(9.3) Lt,f (1 DS′ )(w)  N
2(1−t)
[b[N/2]]∑
m=m0
4m
(
1
e
)mt
≍ N2(1−t)
(
4
et
)bN/2
which is arbitrarily large provided we take Θ < t < log 4/ log e = log 4 and
provided that N is sufficiently large.
Coming now to the associated disjoint type model f , and using Lemma 7.6
we can translate the estimate (9.1) to the case of f as follows:
(9.4) Lt,f (1 DS )(w) ≥ 2 for every η ≤ |w| ≤ S
Indeed, if w ∈ D∗η ∩ DS and if f(z) = w then f(z) = w where z = z + T .
Moreover, if z ∈ DS′ then z ∈ DS. Combining now (9.1) with the estimate
in Lemma 7.6 we obtain directly the required (9.4).
But now, since f is of disjoint type, and, in particular f−1(D∗η) ⊂ D
∗
η, (9.4)
allows us to conclude inductively:
Lnt,f1 (w) ≥ Lt,f (1 DSLt,f (1 DS ...Lt,f (1 DS )))(w) ≥ 2
n for every n ≥ 1.
Therefore, Pf (t) > 0.
It remains to verify that the entire function F also has positive pressure.
Proposition 7.4 compares the operators of f and F but with transfer op-
erators applied to the constant function 1 and we have to replace it by
1 DS . So let w ∈ DS ∩ D
∗
η, consider a pair of preimages z, z˜ of w under
f, F respectively defined exactly like in the proof of Proposition 7.4. Then
z = z + T, z˜ = z˜ + T are corresponding preimages of w under f ,F respec-
tively. It is explained in this proof that, given z ∈ f−1(w), there exists a
unique z˜ = z˜(z) ∈ F−1(w) which is in the region bounded by ϕ(γξ). An el-
ementary estimation shows that diam(γξ) ≤
2
η . Since ϕ fixes the origin and
is uniformly quasisymmetric, it follows that there exists a constant K˜ ≥ 1
such that
γ˜ξ = ϕ(γξ) ⊂ ϕ(D|ξ|+ 2
η
) ⊂ DK˜|ϕ(ξ)| = DK˜|z|.
If again S′ = S − T then
F−1(w) ∩DS′ ⊃ {z˜ = z˜(z) , |z| < S
′/K˜ and f(z) = w}.
Since Lemma 7.6, in fact (7.12), is also valid for F,F instead of f, f , we get
Lt,F(1 DS )(w) ≥A
−tLt,F (1 DS′ )(w)
≥A−t
∑
z˜(z), f(z)=w
|z|<S′/K˜
|F ′(z˜)|−t1  Lt,f (1 DS′/K˜ )(w) , w ∈ DS \ D
∗
η,
the last inequality resulting from the proof of Proposition 7.4. In conclusion,
in order to get (9.1) for the function F it suffices to adjust the number N so
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large such that Lt,f (1 DS′/K˜ ) is sufficiently large on DS ∩D
∗
η which is possible
because of (9.3). 
10. Proof of Theorem 1.1
Let f be a model such that the associated disjoint type entire function
F has positive pressure (Proposition 9.1). Consider the analytic family of
entire functions:
Fλ = λF , λ ∈ C
∗ .
Proposition 10.1. The functions Fλ, 0 < λ ≤ 1 do all belong to the same
hyperbolic component of the parameter space of (Fλ)λ.
Proof. By Lemma 7.2 the tract Ω1 of F1 satisfies Ω1 = F
−1
1 (D
∗
η) ⊂ D
∗
2η.
Clearly, for every λ ∈ D \ {0}, Ωλ = F
−1
λ (D
∗
η) ⊂ Ω1 and thus Ωλ ⊂ D
∗
2η.
Therefore, all the functions Fλ, λ ∈ D \ {0}, are of disjoint type and thus
hyperbolic.
It remains to find a simply connected domain V ⊂ C \ {0} that contains
(0, 1] along with a holomorphic motion (ϕλ)λ, λ ∈ V , that identifies the
Julia sets and conjugates the dynamics of F1 and Fλ. But this has been
shown in Section 3 of the paper [33] by Rempe. 
Proposition 10.2. There exists 0 < l0 < 1 such that
PFλ(Θ) < 0
for every 0 < |λ| ≤ l0.
Proof. Again by Lemma 7.2, F−1λ (D
∗
η) ⊂ D
∗
2η, λ ∈ D \ {0}. In particular,
JFλ ⊂ D
∗
2η for all these parameters and it suffices to study the transfer
operator on D∗η.
Notice that Lt,Fλ1 (w) = Lt,F1 (w/λ) for every w ∈ D
∗
η. On the other
hand, Proposition 7.4 and Lemma 7.6 imply for the operator of the gener-
ating function F = F1
Lt,F1 ≤ K
tLt,f1 ≤ (AK)
tLt,f1
still on D∗η. Moreover, we have Theorem 6.1 which implies, for every t ≥ Θ,
Lt,f1 (w) ≤M
t(log |w|)1−t , w ∈ D∗η.
Combining all these relations and taking t = Θ we get
LΘ,Fλ1 (w) = LΘ,F1 (w/λ) ≤ (AKM)
t
(
log(η/l0)
)1−t
for every w ∈ D∗η and every 0 < |λ| ≤ l0. It suffices now to choose l0 small
enough in order to conclude this proof since t = Θ = log 4/ log 3 > 1. 
Proof of Theorem 1.1. Given Proposition 10.1 and the fact that F is of finite
order (Lemma 7.2), it remains to show that the hyperbolic dimension does
not vary analytically. We know from Proposition 9.1 that PF1(t) > 0 for
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some t > Θ = log 4/ log 3. In this case, the Bowen’s Formula in Proposition
8.1 shows that
HypDim(F1) > Θ .
On the other hand, PFλ(t) < 0 for all λ ∈ (0, l0] where l0 comes from
Proposition 10.2. Again Proposition 8.1 shows then that
HypDim(Fλ) = Θ for every 0 < λ ≤ l0.
Consequently, λ 7→ HypDim(Fλ) is not an analytic function. 
11. Irregular hyperbolic functions in Class B
In this section we proof Theorem 1.2, 1.3 and 1.4. First of all, all our ex-
amples share the particular value Θ = log 4/ log 3. But clearly the snowflake
construction can be modified in order to get functions with the same behav-
ior and with Θ any value in ]1, 2[. The only modification is the choice of the
numbers ρn ∈ [ρmin, ρmax] where then ρmin, ρmax have to be fixed such that
(3.3) is replaced by
1
4
< ρmin <
(1
2
)2/Θ
< ρmax <
1
2
.
So, we can restrict the discussion here to the particular value Θ = log 4/ log 3.
We know from Lemma 7.2 that all the entire functions we consider are of
finite order. From Proposition 10.2 we directly get functions that fulfill the
requirements of Theorem 1.2. Combining it with the Bowen’s Formula of
Proposition 8.1, Theorem 1.3 also follows. The remaining point is to show
the affirmation concerning the conformal measure in Theorem 1.4.
In view of establishing it we need some preliminary considerations on the
choice of the Riemannian metric and to clarify the notion of conformal mea-
sure. Up to now we have used the cylindrical metric in order to evaluate the
derivatives (see (4.1)). This choice is related to the logarithmic coordinates
in [17] and it allows to get a bounded transfer operator as defined in (4.2).
However, it is sometimes more convenient to make a different choice. For
example, employing the spherical metric allowed the authors in [7] to get
the most general Bowen’s Formula.
Consider a general Riemannian metric dρ(z) = ρ(z)|dz| on C, denoted by
|f ′|ρ = |f
′|ρ ◦fρ the derivative with respect to it and let us have in mind the
particular choices
dρcyl(z) =
|dz|
|z|
and dρsph(z) =
|dz|
1 + |z|2
.
The cylindrical metric as written has a singularity at the origin, a problem
that we can neglect since we work far away from it especially in the case of
disjoint type functions.
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Definition 11.1. Let f be an entire function. A finite measure ν is said
to be t–conformal with respect to the metric ρ if for every Borel set A ⊂ C
such that f|A is injective we have
ν(f(A)) =
∫
A
|f ′|tρdν.
As defined, such a measure is sometimes also called geometric conformal
measure since such a measure is commonly used to analyse the geometry of
the Julia set.
The topological pressure with respect to the cylindrical metric has been
defined in (8.1). If Lρ,t denotes the operator defined by Formula (4.2) but
with |f ′|1 replaced by |f
′|ρ and if we inject this operator in (8.1) then this
defines the topological pressure with respect to the metric ρ:
Pρ(t) = Pρ,f (t) = lim
n→∞
1
n
logLnρ,t1 (w) , w ∈ D
∗
r .
A priori, the transition parameter Θρ = inf{t > 0 , Pρ(t) <∞} can depend
on the metric. In the case of the cylindrical or spherical metric we also
write Pcyl, Θcyl respectively Psph, Θsph. Recall that for our examples Θcyl =
log 4/ log 3 and, right from the definition of the pressures, it is clear that
Psph(t) ≤ Pcyl(t)
hence Θsph ≤ Θcyl. Given these notations, we can now show the following
result which contains Theorem 1.4.
Theorem 11.2. For every 1 < Θ < 2 there exists a disjoint type entire func-
tion of finite order f ∈ B with transition parameter Θ, with HypDim(f) =
Θ and which does not have a spherical nor cylindrical conformal measure
supported on its radial Julia set.
Proof. Again, we treat the case Θ = Θcyl = log 4/ log 3. Let f = Fλ0 be
the disjoint type entire function of finite order from Proposition 10.2. This
function has negative cylindrical pressure at Θcyl and thus
(11.1) Psph(Θcyl) ≤ Pcyl(Θcyl) < 0.
Bowen’s Formula (Proposition 8.1) implies then that Θcyl = HypDim(f).
We also dispose in the same Bowen’s Formula with respect to the spherical
metric ([9]) so that
Θcyl = HypDim(f) = inf{t > 0 , Psph(t) < 0}.
Combined with (11.1) and with the continuity of t 7→ Psph(t) on ]Θsph,∞[
we get that
Θcyl = Θsph
and thus Psph(t) < 0 for t ≥ Θsph and Psph(t) =∞ if t < Θsph.
Now, assume that this map f has a spherical t–conformal measure sup-
ported on Jr(f) for some t > 0. Then necessarily t ≥ Θsph and Psph(t) = 0
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by Theorem A in [8]. But this is not possible as we have seen just above
and thus such a conformal measure cannot exist.
The analogue for the cylindrical conformal measure also follows. Indeed,
assume that ν is a cylindrical t–conformal measure supported on Jr(f) for
some t > 0. Then
dm =
(
|z|
1 + |z|2
)t
dν
would define a finite spherical t–conformal measure supported on Jr(f). But
such a measure cannot exist if Psph(t) < 0 (see Proposition 3.3 in [8]). 
12. Appendix
Throughout the paper we used good bilipschitz properties of h and of the
rescaled functions hm = µ
m ◦h◦µ−m. They follow from the fact that h′ has
continuous extension to the boundary and this follows from the smoothness
of the boundary of Hˆ. Indeed, the relation between continuous extension of
the derivative of a conformal map to the boundary and the geometry of the
boundary is the object of Section 3 in Pommerenke’s book [31]. The relevant
fact for our application is that the derivative of a conformal map from the
unit disk D onto the inner domain of a Jordan curve C ⊂ C has continuous
extension to the boundary if C is Dini-smooth (see Theorem 3.5 in [31]).
This means that C admits a parametrization α : S1 = {|z| = 1} → C whose
derivative α′ is Dini-continuous:∫ pi
0
t−1ω(t, α′,S1) dt <∞
where the modulus of continuity ω of α′ on a set A is defined by
ω(t, α′, A) = sup
{
|α′(ξ1)− α
′(ξ2)| , |ξ1 − ξ2| ≤ t , ξ1, ξ2 ∈ A
}
.
The domain Hˆ and a boundary parametrization γ has been defined in (3.1).
In fact, ∂Hˆ = {σ(y) + iy , y ∈ R}. Since σ is C∞–smooth we only have
to check what happens near infinity. In order to do so, consider α : I =
[−1/2, 1/2] → R defined by α(0) = 0 and
α(t) =
1
σ(1/t) + i/t
, 0 < |t| ≤ 1/2 .
Lemma 12.1. The domain Hˆ is Dini-smooth.
Proof. The function α ∈ C1 with α′(0) = −i and
α′(t) =
i− 14t
(14t log |t| − 7t+ i)2
, 0 < |t| ≤ 1/2 .
Given this derivative, a direct calculation gives for the modulus of continuity
ω(t, α′, I) = O(t log 1/t) which shows that
∫ 1/2
0
ω(α′,t,I)
t dt <∞. 
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Theorem 3.5 in [31] therefore applies and gives that the derivative of h˜
defined by h˜(z) = 1/h(1/z) has continuous extension to the boundary of
the inverse of the domain Hˆ. In particular h˜′(0) exists and in fact h˜′(0) = 1
because this corresponds to the normalization h′(∞) = 1 that we assumed
in Section 3.
Remember that we introduced the rescaled maps
hm = µ
−m ◦ h ◦ µm : Hˆm = µ
−m Hˆ → H
in Section 4.2.
Proposition 12.2. |h′| ≍ 1 and |h′m| ≍ 1 uniformly in m and h : Hˆ → H
and the maps hm : Hˆm → H are uniformly bilipschitz. Moreover, when
restricted to Hˆm ∩{|z| ≥ µ
−2}, then the bilipschitz constant Lm of the maps
hl, l ≥ m, satisfies Lm → 1 as m→∞. Finally,
hm −→ IdH as m→∞.
Proof. The assertion on the derivatives holds since we checked that the do-
main Hˆ is Dini-smooth (Lemma 12.1) which then allows to apply Theorem
3.5 in [31]. From this we also get the bilipschitz property since the domains
H and Hˆm have sufficiently good convexity properties and Lm → 1 results
from h′(∞) = 1.
Concerning the last statement, consider h−1m : H → Hˆm and let g =
limj→∞ h
−1
mj : H → H be the limit of a convergent subsequence. Then
|g′| = 1 in H and so g is non-constant, hence a conformal self map of H.
Again since |g′| = 1 in H and since hm(0) = 0 for every m ≥ 1, g is the
identity map. 
Lemma 12.3.
|y|
Lm
≤ |ℑ(hm(r + iy))| ≤ Lm|y| for all y ∈ R and r > 0.
Proof. Remember that h(z) = h(z), z ∈ H. This symmetry implies that
h([0,∞)) = [0,∞) and thus Lemma 12.3 follows directly from the fact that
hm is Lm–bilipschitz. 
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