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SUMMARY. 
It is now widely recognised that basal hydrology can play a fundamental 
role in determining the dynamics of glaciers and ice sheets. To date, 
however, large scale numerical models of ice sheets largely neglected basal 
hydrology, or treated it in a very simplistic way. To answer this, a 
numerical model of ice sheet behaviour including an explicit treatment of 
subglacial hydrology was developed in this study. The model is time-
dependent, and based around the continuity equation for ice thickness, 
which is solved using the finite difference method. Two versions of the 
model are developed; a simple one-dimensional 'flowband' model, which 
is used to gain a 'feel' for how subglacial hydrology influences ice sheet 
dynamics, and a more detailed two-dimensional model which is used to 
more accurately model a specific ice sheet, and allows more extensive 
comparisons with geological evidence to be made. 
Both models are applied to the Scandinavian ice sheet during the late 
Weichselian. The one-dimensional model shows that the influence of 
hydrology was most marked during deglaciation and on the southern side 
of the ice sheet, where a marginal zone of rapid sliding, thin ice and low 
surface slopes develops. The advance of the ice sheet to its maximum 
extent seems to be linked to the development of this zone. Channelised 
subglacial drainage occurs only episodically, and is associated with 
relatively low meltwater discharges and high hydraulic gradients. The 
two-dimensional model also shows the development of this marginal 
zone, but its extent around the edge of the ice sheet, and the degree of 
penetration of the zone into interior areas of the ice sheet was spatially 
and temporally variable. Reconstructions of ice flow directions in the 
model show similar patterns to those reconstructed from geological 
evidence, with flow directions in a given area changing through time in 
complex ways. The model also allows the reconstruction of subglacial 
water flow patterns, which show complex spahal and temporal variation, 
linked to changes in ice sheet geometry. 
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CHAPTER ONE. INTRODUCTION AND RATIONALE. 
1.1 Introduction. 
Dynamic systems on the Earth, such as the atmosphere and oceans, are 
influenced by many factors. Many of these factors have time scales well in 
excess of one thousand years. One of the possible forces behind these long 
term processes is believed to be the variation in solar insolation received 
by the Earth due to variations in the Earth's orbit. These variations, 
however, are small, and it is widely believed that in order to explain the 
large climatic variations known to have occurred during the last few 
million years, several different processes must serve to amplify them. 
Much attention has been focussed on the role that the large polar and mid-
latitude ice sheets, which are known to have waxed and waned during the 
Quaternary, may have played. A knowledge of the mechanics of these 
large ice sheets, and the way in which they interact with climatic, geologic 
and oceanic processes is vital if this role is to be elucidated. A good 
knowledge of the behaviour of the large Quaternary ice sheets may also 
help in understanding the role played by the large ice sheets currently in 
Greenland and Antarctica in the Earth's climatic system, and their possible 
response to anthropogenically induced climatic change. 
The application of a modelling strategy to the study of the responses of 
large ice sheets to environmental change is attractive for several reasons. 
The development of realistic models allows assumptions about the 
physical processes thought to govern ice sheet behaviour to be tested, both 
through the development of the model and its testing against field 
evidence, and through the process of sensitivity analysis, in . which the 
many different variables thought to govern ice sheet behaviour can be 
varied independently. If the model results agree well with other evidence 
of ice sheet behaviour, the model can be used for predictive studies, which 
may be of increasing importance during a period of apparent increase in 
global temperature. Models can also be used to direct . field studies by 
drawing attention to types of data which can effectively test the model and, 
in cases of mis-match between the model and reality, to processes which 
are as yet poorly understood, and to situations in which more data would 
be useful. 
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This thesis presents a mathematically-based model for the behaviour of 
one such ice sheet, the Scandinavian ice sheet, during the most recent 
(Weichselian) glacial period. In particular, the study seeks to address the 
possible role that subglacial hydrology may play in the long term 
behaviour of large ice masses. As such, the present study follows on from 
other modelling studies of large ice sheets, both past and present, and 
seeks to incorporate recent field work on modern glaciers and ice sheets 
which seems to indicate that the processes by which melt water escapes 
from the glacier or ice sheet may play a fundamental role in determining 
its behaviour. The Weichselian period is chosen because, being the most 
recent, it offers the most and possibly best field evidence against which to 
test the model. The Scandinavian area is used for the study as there is both 
an extensive literature concerned with the possible glacial history of the 
area, and some recent evidence that basal hydrology played a fundamental 
role in the behaviour of the Scandinavian ice sheet. 
The remainder of this chapter is divided into four sections. Section 1.2 
reviews the role of modelling in the study of large ice masses, and how 
modelling complements a field-based approach. Section 1.3 discusses the 
history of the Scandinavian ice sheet during the Weichselian, as inferred 
from geological evidence. Section 1.4 then introduces the specific aims of 
this study, and explains why a modelling approach was adopted. Section 
1.5 outlines the structure of the rest of the thesis. 
1.2. The Role of Modelling in the Study of Large Ice Sheets. 
Three main approaches have been used to reconstruct the temporal and 
spatial dynamics of large Quaternary ice sheets (Andrews, 1982): Evidence 
from glacial geological studies, such as erratic trains, till composition and 
stratigraphy, striations and the like; glacio-isostatic rebound after 
deglaciation; and reconstructions based on glaciological theory and 
observation. 
In the first and second of these approaches certain geological and 
geomorphological features (believed to be indicative of particular glacial 
processes) are used, together with assumptions concerning ice mass, 
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mantle and/or crust behaviour, to reach conclusions concerning one or 
more of the following; the environment in which the ice mass existed, the 
extent of the ice mass at a given time, and the dynamics of the ice mass 
itself. Such studies have been described as field-led, and inductive in 
nature (Payne, unpubl.), though deductive theory preconditions the 
nature of the field evidence sought and collected. 
Field-led approaches provide a very important record of ice sheet 
variation, but they have important limitations. Conclusions made in 
field-led studies draw heavily on the interpretive assumptions used. 
These should be tested, but data for testing is limited because field data are 
used to make the reconstructions, so there is a risk of circularity. The field 
evidence itself is often also complex, incomplete (both spatially and 
temporally) and difficult to date and interpret unequivocally. The 
landscape is a complex palimpsest, and will contain elements created 
under many different process environments. Sometimes these will act to 
preserve features produced in earlier environments, but often later 
processes will dramatically re-work forms from previous environments, 
or destroy them completely. In particular, the geological record in formerly 
glaciated areas is heavily biased towards periods of deglaciation. Given 
such a complex situation, field-led studies have no way of being selective 
about what type of evidence needs to be collected to test a given 
hypothesis. 
The third approach, which can be termed 'model-led', is definitely more 
deductive in nature. A series of hypotheses involving glacier dynamics are 
formed into a model, often mathematical. The predictions made by this 
model are then tested, usually against field evidence. The performance of 
the model in lhese tests can then be used to improve the existing model 
(by adding new hypotheses or removing unimportant ones), or in some 
cases may provide a basis for the re-evaluation of field data. 
Model-led studies generally produce predictions of variables such as ice 
extent and flow pattern. Field data collection can often be much more 
focussed in these types of study, because the model predictions typically 
suggest the locations and the types of field data necessary for effective 
testing. A difficulty, however, is that due to the complex nature of most ice 
sheet models, most inevitably rely on parameterisations which involve 
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Model-led studies generally produce predictions of variables such as ice 
extent and flow pattern. Field data collection can often be much more 
focussed in these types of study, because the model predictions typically 
suggest the locations and the types of field data necessary for effective 
testing. A difficulty, however, is that due to the complex nature of most ice 
sheet models, most inevitably rely on parameterisations which involve 
fitting simplistic relationships to what are in fact much more complicated 
physical processes. Input data for the model, concerning perhaps the 
environment in which the ice mass is located or the previous state of the 
ice mass, are rarely known unequivocally. Thus, there is generally no way 
to conclusively test the initial hypotheses used in the model construction. 
Models can, however, aid in the interpretation and understanding of ice 
sheet behaviour at the large spatial and temporal scales typical of the 
system, and testing against field evidence has proved useful in further 
refining ice sheet models. 
Two main types of glaciological models can be identified. All 
reconstructions of past ice sheets, however, rely implicitly or explicitly on 
the premise that the appearance and behaviour of the former ice sheets 
were not unlike tho.seof the Greenland or Antarctic ice sheets today. Nye 
(1959) and Robin (1964) commented on the usefulness of glaciological 
theory in reconstructing the profiles of Pleistocene ice sheets. Following 
this, the first type of glaciological models generally rely on known field 
evidence to constrain the model. In many studies, this is ice sheet extent at 
a given time (generally, maximum extent). The reconstructions by Denton 
and Hughes (1981) for ice sheet thickness and extent at 18 OOO years before 
present (BP), and by Boulton et al. (1977) for the British ice sheet during 
the Devensian are typical of such work. These models are generally steady-
state; that is they assume that the ice sheet is in mass equilibrium, and that 
any glacio-isostatic effect has also reached equilibrium. These assumptions 
have several problems. Considerable evidence suggests that maximum 
extent may not have been reached contemporaneously in all areas 
occupied by the ice sheet. This begs the question of whether past ice sheets 
were ever in mass equilibrium with climate. Hindmarsh (1990) argues that 
while modern day ice sheets, such as East Antarctica, have very long 
timescales for response to mass balance changes (perhaps 100000 years), 
mid-latitude ice sheets have much shorter response times (perhaps only 
4000 years). Thus, given that a typical periodic variation in insolation has a 
length of 20000 years, it is difficult to argue that an ice sheet with a 
response time of 4000 years ever reached a stable equilibrium position. 
Generally, short period responses of ice sheets to environmental change 
are poorly understood. Another problem is that in many cases ice 
maximum extent, or the timing of maximum advance, are in themselves 
poorly understood, making any predictions by the model very unreliable. 
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For these reasons, such models have typically been used as inputs into 
other models, such as Global Climate Models (GCMs) (e.g. the CLIMAP 
reconstructions for 18000 years BP) which seek to reconstruct the 
environmental conditions prevalent at a given time, rather than for 
detailed predictions of ice sheet dynamics and responses to climatic 
change. 
Given these weaknesses, a second type of model has emerged which shifts 
the emphasis from static modelling of ice extent and thickness toward two 
or three dimensional, time-dependent modelling. One particular 'family' 
of such models was first developed by Mahaffy (1976), Andrews and 
Mahaffy (1976) and Budd and Smith (1981). The models were based on a 
two-dimensional form of the continuity equation for ice flow, and allow 
ice sheet behaviour to be simulated through time over a horizontal grid. 
These models allow an ice sheet to develop over a given topography, 
under an inferred climate. They are not fixed or controlled per se by any 
geological ground truth. Such models have had many uses. The original 
study by Mahaffy (1976) simulated the dynamics of the Barnes ice cap; 
Andrews and Mahaffy (1976) explored the conditions necessary for ice 
sheet growth, and the speed of such growth, for northeast America at the 
start of the last glacial period, approximately 120000 years BP. Oerlemans 
(1981) performed a similar study for the Scandinavian ice sheet. Budd and 
Smith (1981) linked orbitally-induced radiation variations to an ice sheet 
model for the first time, and used the model to simulate the behaviour of 
the Laurentide ice sheet over a complete glacial cycle in order to test the 
theory that such radiation changes could be responsible for the growth and 
decay of large ice sheets. The model results were tested against the record 
of global ice volume derived from isotopic studies in deep sea cores. Other 
studies have _used similar models to examine the natural periodicities 
operating in such systems to test the Milankovich theory of the ice ages, 
and in particular how the weak, 100000 year eccentricity cycle is amplified 
to become the dominant period for ice volume changes in the late 
Pleistocence (e.g. Pollard, 1982, Hyde and Peltier, 1985, Oerlemans, 1982a). 
Similar models have also been developed to simulate the behaviour of 
modern day ice sheets. Model predictions of ice dynamics have been tested 
against the current extent of, and patterns of flow in, the modern day ice 
sheets in Antarctica and Greenland (e.g. Budd and Smith, 1982, Budd et al., 
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1984, Herterich, 1988), and have been used to examine their possible 
behaviour during the Weichselian (e.g. Payne et al.,1989, Huybrechts, 
1990), and their responses to possible environmental change in the future 
(e.g. Huybrechts and Oerlemans, 1990). 
It is in comparisons between modelled ice dynamics and observed ice 
dynamics that these models show most weaknesses. Whilst such models 
can generally reproduce geologically determined ice margin positions and 
ice volumes with a reasonable degree of accuracy, they have generally 
proved less effective at depicting the distribution of velocity within ice 
sheets. Thus, whilst Mcinnes and Budd (1984) obtained good agreement 
between modelled and observed velocities at the grounding line of Ice 
Stream B in West Antarctica, they found that modelled velocities 
decreased inland much more rapidly than observed velocities. The 
Antarctic Peninsula model of Payne et al. (1989) also showed discrepancies 
between modelled and observed velocities for the present day, and some 
discrepancies over the distribution of floating and grounding ice. One 
possible explanation for these disagreements was the rapid decrease in 
velocity away from the grounding line in the model, which allowed thick 
ice to remain in areas which in reality are occupied by floating, rather than 
grounded ice. Possible reasons for these discrepancies are discussed in 
Section 1.4. 
1.3. The Scandinavian Ice Sheet during the Weichselian. 
The Weichselian Stage is universally accepted as being the last glacial stage 
in Europe (Mangerud, 1991b ). It is generally believed to have begun at the 
end of the Eemian Interglacial, which has been correlated with deep-sea 
oxygen isotope stage Se, at approximately 117000 years before present (BP). 
The Weichselian glacial maximum occurred somewhere around 20000 BP. 
Because of the waxing and waning of the ice .sheet during this period, 
stratigraphic evidence from within the area occupied by the ice at its 
maximum extent is very fragmentary, and much of the history of the early 
and mid Weichselian has been constructed from data derived from 
outside the area of the ice sheet, and from many different areas. Problems 
of dating and correlation between widely separated areas mean that large 
uncertainties still remain in the history of the Weichselian glacial stage. 
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During the early and mid-Weichselian, ice seems to have advanced and 
retreated at least four times. Figure 1.1 shows the locations mentioned in 
the text, and inferred ice margin positions at certain key periods discussed 
below. Figure 1.2 shows the various .curves representing ice advance and 
decay during the Weichselian. After the growth of the Scandinavian ice 
sheet started at the end of isotope stage Se, "medium sized" ice sheets, 
which occupied most of Norway, northern Sweden and Lapland, 
developed during isotope stages 5d and Sb. Mangerud (1991a,b) and 
Andersen and Mangerud (1989) argue that these ice sheets seem to have 
disappeared almost entirely during stages Sc and Sa, about 100000 BP and 
80000 BP (the Perapohjola and Tarendo interstadials in Finland, the Pana 
and Torvastad interstadials in Norway, Figurel,2a), but Larsen and Sejrup 
(1990) argue that based on the climate inferred from pollen and marine 
fossils during the Fana interstadial, complete deglaciation at this time was 
unlikely (Figurel.2b). During stage 4, about 75000 BP (the Karm0y stadial in 
Norway), an ice sheet grew, reaching maximum extent sometime between 
75000 BP (Larsen and Sejrup, 1990, Figurel.2b) and 65000 BP (Mangerud, 
199la,b and Andersen and Mangerud, 1989, Figurel,2a). The extent of the 
ice sheet at this time, however, is unclear; it may have reached a similar 
size to that of the Weichselian maximum ice sheet at 18000 BP, or may 
have been closer in size to the rather smaller ice sheet present during the 
Younger Dryas stadial at approximately 11000 BP. Two more interstadials 
have been discovered after this time, the B0 and Alesund interstadials. 
The younger Alesund interstadial is quite well dated, to around 30000 BP, 
but rather more uncertainty exists for the B0 interstadial. Based on 
foraminiferal data, Larsen and Sejrup argue for an age between 60000 and 
70000 BP; Mangerud (1991a,b) argues for a date nearer 50000 BP, based on 
radiocarbon c;lating. The degree of ice sheet retreat during these two 
periods is also unclear. Mangerud (1991a,b) argues that this ice sheet 
persisted in the central areas of Scandinavia until the final deglaciation 
around 10000 BP. Larsen and Sejrup (1990) believe that large parts of 
southern Norway were deglaciated during the B0 irtterstadial, as 
thermophilous molluscs and foraminifera are present in deposits from 
this time, though they admit large uncertainties exist. The extent of retreat 
during the Alesund interstadial is similarly uncertain. From vertebrate 
fauna, the climate at this time seems to have been quite mild; Mangerud 
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Figure 1.1. Location map for Scandinavia, showing maximum late 
Weichselian ice sheet extent, and ice sheet extent during the Younger 
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Figure 1.2. Ice extent though time for Scandinavia. (a) after Andersen and 
Mangerud (1991) and Mangerud (199la,b). (b) after Larsen and Sejrup 
(1990) for the western side of the Scandinavian mountains; after 
Lundqvist (1986a) for the eastern side. 
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Norwegian Sea at this time. The duration of the interstadial was quite 
short, however (ea. 5000 years, Larsen et al., 1987, Larsen and Sejrup, 1990), 
so ice retreat may not have been extensive. Mangerud (199la,b) and 
Andersen and Mangerud (1989) argue that finite radiocarbon dates from 
this period must be regarded as extremely unreliable, and thus propose 
that central Scandinavia was never deglaciated during the middle 
Weichselian. Other lines of evidence seem to offer some support for quite 
extensive retreat during the Alesund interstadial, however. Olsen (1988) 
shows that parts of Finnmarksvidda in the extreme north of Norway were 
deglaciated during this period, and Bergersen (1989), from 
thermoluminescence dates onaeolian deposits, shows the same for an area 
of central southern Norway. Uranium series dates of around 30000 BP 
have also been derived from speleothems from north central Norway 
(Lauritzen, 1984). Thus, it is possible that extensive retreat towards the 
mountain chain from both sides may have taken place, but given the 
short duration of the warm period it is unlikely that the ice melted away 
completely in the mountain areas at this time. 
Ice advance seems to have restarted at about 28000 BP, and to have been 
more or less continuous until the late Weichselian maximum was 
reached at 20000 BP to 18000 BP. During the last decade the maximum 
extent of the Scandinavian ice sheet, particularly in the North Sea area, 
has been the subject of much debate. Early reconstructions (e.g Denton and 
Hughes, 1981, Boulton et al., 1985) postulated a large, thick ice sheet which 
crossed the North Sea, and coalesced with an ice sheet in the British Isles. 
Evidence seems to be growing, however, for a rather smaller, thinner ice 
sheet that probably did not cross the North Sea (e.g. Sutherland, 1984, 
Sejrup et al., 1987). Nesje and Sejrup (1987) and Nesje and Dahl (1990) 
have used the geographical and altitudinal distributions of autochthonous 
block fields and trim lines in southern Norway to reconstruct low gradient 
ice sheet profiles in this area for the Weichselian ice sheet, arguing that 
bed deformation and/ or water lubricated sliding would allow ice flow at 
much lower driving stresses than are required by ice sheets flowing by ice 
deformation alone. The general consensus now seems to be that the 
northern North Sea was an ice free, open embayment with dry land to the 
south, with the margin of the Scandinavian ice sheet lying just to the west 
and south of the Norwegian Channel (e.g. Nesje et al., 1987, Long et al., 
1988, Ehlers and Wingfield, 1991). In the east, the maximum extent of the 
ice sheet is marked by series of moraines running through Denmark, 
northern Germany, Poland, and into the former USSR (Andersen, 1981). 
In all these areas, the maximum seems to have occurred between 20000 BP 
and 18000 BP (Andersen, 1981, Fatistova, 1984). The moraines are not 
completely continuous, however, and exact correlation between moraine 
series in different areas is, in some cases, unclear. 
After reaching its maximum extent, the ice receded towards the central 
area of glaciation. In general, the mode of deglaciation seems to have been 
recession of a well defined front of an active ice sheet, punctuated by still-
stands, or possibly short lived advances (Lundqvist, 1986b ). The history of 
retreat, however, is still quite poorly documented (Lehman et al., 1991). In 
the west, the ice margin seems to have crossed the Norwegian coast at 
different times in different areas, with several periods of readvance 
(Lundqvist, 1986b). In the north, the island of And0ya has provided a 
detailed chronology of deglaciation (Vorren et al., 1988). The general 
pattern seems to be slow retreat from 18000 BP until 16000 BP, when there 
was a marked climatic amelioration, and rates of deglaciation started to 
increase. This retreat seems to have then been interrupted by a minor 
readvance or halt at 15000 BP, a larger one from 13700 to 12800 BP, another 
at 12500 BP and again from 11000 to 10000 BP. Lehman et al. (1991) suggest 
the ice front in the North Sea was retreating by 15000 BP, some 2000 years 
earlier than had previously been proposed. They also argue that 
planktonic oxygen isotope values in three cores in the Norwegian Sea 
suggest that deglaciation in this area was largely synchronous with that 
further south, implying that the onset of shelf deglaciation began 
simultaneously between 60°N and 75°N. In central southern areas, ice 
seems to have reached the Swedish coast sometime between 13500 BP 
(Lundqvist, 1986b) and 13000 BP (Andersen, 1981). The ice front here seems 
to have been indented between a Baltic ice lobe, and the main ice from the 
north east. The situation here was very complex, however, and Lagerlund 
(1987) has proposed a rather different model, involving changing activity 
in a series of marginal domes, which may have surged a.t different times. 
After 13000 BP, deglaciation w as very rapid, particularly in the southern 
Baltic. Various studies have linked this re treat with the formation of a 
Baltic ice stream (e.g. Ehlers, 1990), which retreated rapidly due to calving 
of the ice front. Further to the east, the ice margin was in retreat before 
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15000 BP (Andersen, 1981), and retreat rates again accelerated after 13000 
BP. Many moraines exist which seem to represent stillstands during 
retreat. Dating of these moraines is uncertain, and correlation between 
them unreliable. 
One significant readvance, and associated climatic deterioration, does 
seem to have occurred throughout Scandinavia, and indeed most of 
Europe. This is the event known as the Younger Dryas. In south east 
Norway it is marked by moraines, dated at 10850ka BP and 10600ka BP 
(S0rensen, 1979). These moraines continue into Sweden, and have been 
variously dated to around 10500ka BP (Lundqvist, 1986b). In Finland, the 
Younger Dryas is represented by the Salpausselka lines. The connection 
with the Swedish moraines is clear in outline but not in detail, as various 
dates have been proposed for the Salpausselka lines. After the Younger 
Dryas, there seems to have been a rapid climatic amelioration, and a rapid 
retreat of the ice margin. In the west, as the ice margin approached the 
mountains, it became increasingly influenced by local topography, and 
after 9000 BP seems to have been divided into local domes and valley-
. glacier systems. In Sweden and Finland, de glaciation seems to have been 
similarly rapid towards the north and west, with the margin often 
terminating in water. The last area to be deglaciated seems to have been 
the far north of Sweden, just to the east of the mountains, at around 8500 
BP (Lundqvist, 1986b). Quite large areas of stagnant ice seem to have 
persisted in Lapland for some time, however. 
This brief review highlights many of the problems that exist in field-led 
studies. Whilst the overall pattern of glaciation and deglaciation is 
generally clear, locally or even sub-regionally large problems of correlation 
remain. For e~rlier periods, these are due to the very fragmentary nature 
of deposits due to subsequent alteration or erosion, and the great difficulty 
in independently dating these deposits. For later periods, particularly 
deglaciation, although many more deposits exist, dating and correlation 
remain a problem. Many dating techniques make assumptions, for 
instance about the climate or rates of deposition, that are often hard to 
justify. Using the deep-sea oxygen isotope record for correlation can be 
useful, but there seems little reason why the western, more maritime 
margin of the ice sheet should be in phase all the time with the more 
continental eastern margin. Radiocarbon dating is probably the most 
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extensively used method for dating deposits, but remains a difficult 
technique. Wide error bands in older studies, and the difficulties in 
ensuring sample purity remain a problem, and these difficulties increase 
with the age of the sediment. For all these reasons, field led studies can 
never give a complete picture of ice . mass behaviour over time, and thus 
cannot allow the role of ice masses in the global climatic system to be fully 
understood. 
A particular concern with radiocarbon dating is that it has long been 
known and documented that the technique does not provide a totally 
accurate chronometer (with respect to sidereal years) because the 
atmospheric reference level of 14C has changed over time. Whilst this is 
perhaps less of a problem if the sole aim of a particular study is to provide 
ages relative to another area (dated using 14C), to allow correlation 
between events, it is much more of a problem if the underlying cause of 
the climatic changes responsible for the geological sequence is under 
investigation, because such changes in the Quaternary are generally 
believed to be ultimately caused by orbital geometry changes, which are 
calculated on the basis of sidereal years. It is also a problem if correlations 
are to be made between 14C dated deposits, and those dated using other 
techniques, such as ice cores (which are generally dated using ice sheet 
flow models) or deep ocean cores (which area often dated by correlation 
with orbital geometry changes). These problems are of particular concern 
for studies with a modelling component (such as this one), as time 
dependent ice sheet models are typically driven by orbitally induced 
radiation changes, which are calculated on the basis of true sidereal years. 
Because of this, it would be impossible to properly test model predictions 
against geological evidence dated using 14C without applying some form 
of correction, After approximately 9000 BP, this correction has been 
calculated using tree rings (Stuiver, 1986), but before this time (which is of 
most interest if glacial cycles are being investigated) there is a lack of 
suitable fossil trees. Other techniques have been tried, such as varved 
sediments, uranium-thorium (U-Th) dating or ice cores. These have 
produced results which are not very precise, and often in disagreement 
with one another (Bard et al., 1990). However, recent improvements in U-
Th dating have allowed correlation between U-Th dates and 14C dates 
from coral cores from Barbados to be made (Bard et al., 1990). These results 
show that U-Th ages are consistently older than the 14C ages, by up to 3500 
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years at 20000 U-Th yrs BP. For the period before 9000 BP, the U-Th ages are 
in good agreement with the precise tree ring calibration. After this date, 
the accuracy of U-Th years against calendar years is not proven, but Bard et 
al. argue that other lines of evidence suggest that the U-Th dates can be 
used as a first-order tool to calibrate 14C dates. These changes may have a 
profound effect on our understanding of the causes of climatic change in 
the Quaternary. In the rest of this study, particularly when testing model 
results against geological evidence, the method used to obtain geologically 
derived dates will be given wherever possible (e.g. 14000 radiocarbon years 
BP would be written 14000 14C BP), and any correction which may need to 
be applied will be discussed. Dates in sidereal years, such as model results 
or some deep ocean core datings, will be written simply as, for example, 
14000 BP. 
1.4. Aims of the Current Study. 
It is now generally accepted that basal hydrology, through its effect on ice 
velocity due to sliding of the ice over its bed, deformation of the bed, or a 
combination of both, plays a fundamental role in determining the 
behaviour of ice masses. Evidence comes from both modern and palaeo-
ice sheets, and from modern valley glaciers. 
Ice streams are large, generally fast moving 'rivers' of ice flow within large 
ice sheets (Bentley, 1987). These features are known to play a fundamental 
role in the dynamics of modern ice sheets (e.g. Clarke, 1987), and drain 
upwards of 90 per cent of ice accumulation on Greenland and Antarctica 
(Hughes, 1987). Ice streams also have a marked effect on the morphology 
of ice sheets: Jacobshavn Isbrae, for instance, a large ice stream in west 
Greenland, causes a lowering of the ice sheet for up to 300 km inland from 
its terminus. Evidence from West Antarctica, where ice streams also play a 
fundamental role in ice sheet behaviour, suggests that their unusually 
high velocities (such as ice stream B in West Antarctica, which flows at 
over 800 m/year (Bentley, 1987), compared with typical sheet flow in the 
Antarctic of 30 m/year) may be caused by very high water pressures in 
sediments at the bed of the ice stream (Kamb et al., 1985). There is also 
evidence that ice streams may not be stable features, but may 'switch' on 
and off (Shabtaie et al., 1988). Ice streams may also contribute to the 
possible instability of marine ice sheets, such as West Antarctica, through 
the process of 'marine downdraw', in which retreat of the margin past a 
critical topographic threshold allows partial or total flotation of the ice far 
inland, resulting in very rapid ice movement which 'pulls' ice out of the 
interior of the ice sheet (Denton and Hughes, 1981, Hughes, 1987). 
By analogy, it seems very likely that in places the northern hemisphere 
palaeo-ice sheets were similarly influenced by fast basal motion (Hughes et 
al., 1985, Dyke and Morris, 1988). Many lines of evidence support this. 
Mathews (1974) first invoked basal hydrology, and possible high basal 
water pressures, as a cause for the low-gradient ice surface profiles (and 
consequent low shear stresses) he reconstructed for the south-western area 
of the Laurentide ice sheet. Beget (1986), following Boulton and Jones 
(1979), argued that low till yield strengths could have allowed till to 
deform underneath the ice, resulting in fast flow and low surface profiles. 
Clark (1980 and 1985) also reconstructed low-gradient ice surface profiles 
for the southern margins of the Laurentide ice sheet, on the basis of 
observed shore line depression and rates of recovery following 
deglaciation. Localised zones of long distance erratic transport and debris 
dispersal have also been used as evidence in support of fast ice flow in 
certain areas. For Prince of Wales Island in arctic Canada, Dyke and Morris 
(1988) argued that a large 150 km wide dispersal train could be accounted 
· for by an ice stream. At the inferred head of the ice stream they found a 
till-drumlin field in which drumlin orientation suggested strongly 
converging ice flow in at least one area, bordered by areas of much slower, 
or absent basal motion. Several of these plumes could join to form the ice 
stream, which would then account for the heavily scoured bedrock with 
many rock drumlins found downstream of the till drumlin field, and the 
erratics on this surface. Evidence of rapid, asynchronous fluctuations of 
the south-western margins of the Laurentide ice sheet during overall 
retreat has also been cited as evidence that fast flow or surging may have 
occurred (Clayton et al., 1985). 
Geological evidence also seems to suggest that the Scandinavian ice sheet 
was influenced by fast basal motion. Punkari (1982, 1984) has used the 
distribution of drumlin fields, hummocky moraines and meltout and 
lodgement tills to argue that at least during deglaciation, the eastern part 
of the Scandinavian ice sheet was characterised by fast flowing lobes 
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separated by areas of relatively stagnant ice. Boulton et al. (1985) and 
Ehlers (1990) have argued on the basis of till fabric orientations in 
Denmark and northern Germany for a large ice stream in the Baltic Sea 
basin. 
Thus, while there is much evidence, both from present day ice sheets and 
the geological record, to suggest that fast ice flow is a very imporant 
influence on the behaviour of large ice sheets, the causes of fast flow are 
less well understood. It has been explained in terms of rapid sliding over a 
rigid, water-lubricated bed (Budd et al., 1979; Iken, 1981; Kamb, 1987; 
Fowler, 1987a, 1987b ), motion over a deforming sediment substrate 
(Boulton and Jones, 1979; Boulton and Hindmarsh, 1987), and of enhanced 
deformation of glacier ice (Echelmeyer and Harrison, 1990). Since it is clear 
that both rigid and potentially deformable glacier beds exist, it may be that 
all three mechanisms can operate, albeit in different parts of an ice sheet 
and at different times in its history. It is important to realise, however, 
that both the lubricated bed and deforming substrate models of fast glacier 
flow require the existence of high subglacial water pressures, and are 
therefore critically dependent for their occurrence on the character and 
behaviour of the subglacial drainage system. 
In the case of the ice streams in West Antarctica, evidence seems to suggest 
that the very fast motion is due to the presence of a layer of deforming 
sediments at the base of the ice streams. Seismic surveys on Ice Stream B 
show a metres-thick layer immediately below the . ice (Blankenship et al., 
1986). The seismic signature of this layer seems to suggest that the material 
in the layer is highly porous, and is saturated with water at a high pore 
pressure. The best estimate of the pore water pressure is that it is only 
approximately 50 kPa less than the ice overburdern pressure (Blankenship 
et al., 1986). Engelhardt et al. (1990) have measured water pressures from 
within 30 to 160 kPa of ice overburden pressure in boreholes drilled to the 
base of Ice Stream B in the same area as the original seismic surveys. 
From the seismic data, Alley et al. (1986), using the assumptions of 
Boulton (1979), estimated the strength of the dilated till to be 8±6 kPa at the 
site of the seismic surveys. The driving stress at the same site was 
estimated to be 19 kPa. This is more than twice the estimate of the strength 
of the till, so deformation is expected to occur. Other evidence supporting 
deformation within the subglacial layer comes from porosity estimates. 
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Blankenship et al. (1986, 1987) have estimated porosity within the layer to 
be close to 40%. Boulton and Paul (1976) have shown that for a lodged till, 
porosity is typically less than 30%, but deformation of till causes dilation, 
which raises porosity to approximately 40%. This is consistent with the 
seismically-derived porosity estimate of 40% for Ice Stream B, and 
suggests the till is deforming (Alley et al., 1986, 1987a). 
There is less certainty, however, with regard to the proportion of ice 
stream velocity attributable to bed deformation, rather than to sliding of 
the ice over its bed, or to ice deformation. Direct observations of 
deforming till, at Breidamerkurjokull (Boulton, 1979) and at Blue Glacier 
(Engelhardt et al., 1978) seem to suggest that little or no slip occurs between 
the ice and the till, or between the till and the bedrock. Alley et al. (1987b ), 
in a model of ice-till flow, assume on the basis of this that no slip occurs 
along these surfaces. However, Alley et al. do acknowledge that large 
amounts of water may occur at the ice-till interface close to the grounding 
line on Ice Stream B, and may lead to ice-till decoupling, and sliding of the 
ice over the till surface. The decrease in till viscosity downstream that 
Alley et al. use in the model to explain observed patterns of flow could be 
due to such decoupling. Alley et al. (1989) have calculated that basal water 
film thicknesses for Ice Stream B are typically several millimetres, and on 
the basis of this argue that for sliding as envisaged by Weertman (1964), 
sliding velocity at the study site on Ice Stream Bis likely to be only about 3 
metres per year. They too thus assume that most velocity arises from 
deformation of the till layer at the base of the ice stream. Engelhardt et al. 
(1990), however, argue that the high water pressures at the base of the ice 
stream may lead to significant sliding nonetheless, as has been observed 
during the surge of Variegated Glacier in Alaska (Kamb et al., 1985, Kamb 
and Engelhar9-t, 1987), and as expected from theoretical considerations 
(Fowler, 1987a,b, Iken, 1981). They thus argue that the proportions of ice 
stream velocity due to subglacial till deformation, ice sliding and possible 
enhanced ice deformation must be regarded as largely unknown. 
However, the fact that large areas of Scandinavia are characterised by 
exposed bedrock and eskers rather than thick till sheets and tunnel valleys 
(envisaged by Boulton and Hindmarsh (1987) as characterising areas which 
experienced fast ice flow as a result of sediment deformation) would seem 
to suggest that bed deformation is unable to account for fast basal motion 
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in these areas of the Scandinavian ice sheet. Fyfe (1990) suggests a possible 
alternative mechanism, however. In southern Finland, there is a trend for 
eskers to terminate an increasing distance from the Salpausselka end 
moraines as one moves south west along the moraines towards the Gulf 
of Bothnia. The Salpausselka end moraines are generally believed to be a 
linked series of deltas and fans formed by subglacial streams emerging at 
the margin of the ice sheet while it termainated in the Baltic ice lake 
during the Younger Dryas. Toward the Gulf of Bothnia, the depth of water 
at the margin of the ice increased. Fyfe argues that this increasing head of 
water at the margin would result in higher water pressures and hence 
possibly in the collapse of subglacial tunnels into a more distributed 
hydrological system, resulting in the eskers not reaching the edge of the ice 
sheet in this area. This increase in subglacial water pressure could lead to 
an increase in sliding velocity (Fowler, 1987a,b, Kamb, 1987). 
To date, large scale time-dependent models of Quaternary ice sheets (e.g. 
Budd and Smith, 1981, 1982, Oerlemans, 1981, Payne et al., 1989) have not 
incorporated representations of those processes which may permit fast 
flow to occur. This may be one of the causes behind the inability of such 
models to reproduce high velocities away from the grounding line 
mentioned in Section 1.2. These problems arise primarily because water 
pressures calculated in these models arise from buoyancy imparted by 
standing water at the ice sheet margins, rather than from subglacial 
drainage of basally- and supraglacially-derived meltwater. Failure of 
models to reproduce the essential features of fast flow in reconstructions 
of contemporary ice cover suggests that they will also fail to model the 
evolution of fast flow through time. If this is so, it is unlikely that they 
will be able to accurately predict the time-dependent evolution of the 
morphology and flow dynamics of palaeo-ice sheets. They will therefore be 
of limited value in assisting the interpretation of the geological record left 
by those ice sheets. 
This study aims to develop an ice sheet model which can be used to study 
the dynamic behaviour of former ice masses. The model will then be used 
to investigate the behaviour of the Scandinavian ice sheet during the 
Weichselian glacial period. A model of the type first developed by Mahaffy 
(1976), and subsequently used and modified by many others, was adopted 
for reasons of flexibility and testability. The models make spatial and 
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temporal predictions of ice sheet form and behaviour which can then be 
tested against available field evidence. The relative simplicity of the 
model's mathematical formulation allows the model to be easily coupled 
to other earth surface process models, such as those describing the 
behaviour of the lithosphere, and to include extra physical processes in the 
model. In this study, a detailed treatment of basal hydrology, and the effect 
it may have on ice sliding, is incorporated in the model. It is hoped that 
this will shed light on the influence basal hydrology may have on the 
behaviour of large ice sheets, and may answer some weaknesses of existing 
model reconstructions. Changes in basal hydrology are believed to have a 
marked effect on the distribution of velocity within ice masses; such 
changes will also influence the responses of ice masses to climatic change. 
A model including a treatment of these effects should thus not only 
provide a better match with reality, but may also aid in the interpretation 
of geological evidence from within the boundaries of an ice sheet, as well 
as evidence from the edge of the ice sheet. The ability of the model to 
predict patterns of subglacial water flow will allow a new body of field data 
relating to such flows to be used for model testing. 
As a vast body of literature already exists concerning the area and time 
period being studied, testing can be achieved using published data. 
Collection of new data would have been desirable, but was incompatible 
with the time scale of the project. The nature of the model developed in 
this study, however, allows the use of field data that previously had no 
role in model testing, as it concerns possible patterns of water flow beneath 
an ice sheet, and the effect this may have had on ice dynamics within the 
ice sheet. 
The use of the model to reconstruct the behaviour of a former ice sheet, 
rather than a current one, allows the use of a great deal of field evidence 
concerning the interactions of an ice sheet with the substrate it is resting 
on. This is increasingly regarded as a very important control on ice mass 
behaviour (e.g. Boulton and Jones, 1979, Boulton and Hindmarsh, 1987). 
The beds of former ice sheets are exposed, and thus can give insights into 
the processes occuring at the bed of a large ice sheet, as well as providing 
information about other glaciological variables such as extent, flow 
direction and thermal regime. The data also reflect the behaviour of the 
ice sheet over several phases of its history, which is very important as it is 
likely that this behaviour may have varied considerably over time. 
Present day ice masses, however, whilst sometimes allowing more 
detailed comparison of model results with actual flow patterns (if such 
field data exist), allow little to be said about interaction of the ice with its 
bed. 
1.5. Thesis Outline. 
The thesis falls into three parts. The first part, consisting of Chapters 1, 2 
and 3 forms a background to the work presented in the rest of the thesis. 
Chapter 2 reviews current thinking on the theoretical behaviour of large 
ice masses, and how existing large-scale ice sheet models have 
incoprorated these theories. Chapter 3 then describes how this theoretical 
basis is incorporated into the one- and two-dimensional time-dependent 
mathematical models used in the current study. 
The second part presents the results of the models developed during the 
study, when applied to the Scandinavian ice sheet during the late 
Weichselian period. Chapter 4 describes the forcing variables and 
topographic inputs for the simpler, one-dimensional model, and describes 
the results of this model. Particular emphasis is given to how the 
behaviour of the ice sheet in the model is different from that in a model 
which does not include a detailed treatment of glacier hydrology, and how 
hydrology influences ice sheet development and decay. Chapter 5 describes 
the new forcing variable used in the more complex two-dimensional 
model, and the results of this model which explores the spatial and 
temporal distribution of fast ice flow and the movements of water within 
a large ice sheet. These results are compared with some aspects of the 
geological record from Scandinavia during the later part of the 
W eichselian glacial period. 
The third p art concludes the thesis. It summarises the research, and 
includes a discussion of the implications arising from the models used in 
the study. 
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CHAPTER TWO. THE THEORETICAL BEHAVIOUR 
OF LARGE ICE SHEETS. 
2.1 Introduction. 
This chapter examines current theories regarding the behaviour of large 
ice sheets. It aims (i) to review these theories; (ii) to examine how existing 
ice sheet models have incorporated the theories and addressed problems 
raised by them; and (iii) to provide a more detailed examination of some 
of the points raised in Chapter 1. The approaches taken to answer these 
issues in this study will then be dealt with in Chapter 3, which describes 
the models developed here. This chapter is divided into four further 
sections. The first section examines the flow of ice within large ice sheets, 
including both deformation of ice and sliding of ice over its bed. It also 
describes the behaviour of floating ice, as opposed to grounded ice. The 
second section examines the conditions at the bed of an ice sheet. In 
particular, factors influencing the temperature at the base of the ice sheet, 
and the behaviour of any water that may be present at the base are 
described. The third section describes the factors affecting the mass balance 
of ice sheets, including patterns of accumulation and ablation on the 
surface of ice sheets, and marine processes at the edge of an ice sheet, such 
as iceberg calving and melt from the base of floating ice shelves. The 
fourth and final section describes the influence an ice sheet has on the 
crust and mantle beneath and around it, through the process of isostasy. 
Hindmarsh (1993) provides a recent review of much that is discussed in 
this chapter; parts of it follow his paper quite closely. 
2.2. The Flow of Ice in Large Ice Sheets. 
This section discusses how ice is believed to flow in large ice sheets. The 
three main types of flow which are believed to occur are deformation 
within the ice itself, sliding of the ice over its bed, and deformation of the 
upper layers of the bed. These types of flow all occur in response to stresses 
within the ice mass · due to its weight and shape. The methods by which 
these stresses can be calculated in different areas of an ice sheet are 
therefore discussed first. Then, the relationships used to calculate the 
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three possible components of ice sheet velocity resulting from these 
stresses are examined. 
2.2.1. The momentum balance of ice sheets. 
The first step needed to determine a relationship between ice sheet form 
and velocity is to estimate the stress field. Ice sheet mechanics are 
governed by the Stokes equations; glacier flow is sufficiently slow that the 
acceleration terms in the Navier-Stokes equations can be ignored. The 
equations of motion then reduce to the equations of static equilibrium 
expressing the balance between forces applied to the surface of the body, 
and the forces, in this case gravity, that act on all its parts. The equations, 
derived from considering the equilibrium of a small cube with sides 
parallel to the coordinate axes (x and y horizontal, z vertical upwards, 
Figure 2.1) are: 
(2.1) 
where crii are normal stress components, 'tij are shear stress components, g 
is gravitational acceleration and Pi is ice density. 
A fundamental issue in ice sheet modelling is the simplification of these 
equations into forms that can be solved analytically or numerically. The 
physics and mathematics used to derive such simplifications is readily 
available (e.g. Paterson, 1981, Hutter, 1983). This section therefore will only 
discuss the main simplifications used in ice sheet modelling, and will not 
derive them mathematically. 
Stress deviator components, 'tii, can be defined from the normal stresses: 
(2.2) 
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Figure 2.1. The orthogonal stress system used in the description of stresses 
within ice sheets. 
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and two similar ones. The hydrostatic pressure is -(O'xx + O'yy + O'zz)/3; the 
minus sign denotes compression. 
Furthermore, in ice the vertical normal stress can generally be taken to be 
equal to the weight of overlying ice (i.e. O'zz(z) = -pig (s - z), where z = 
s(x,y,t) is the profile of the upper surface of the ice sheet). This is 
equivalent to saying the horizontal gradients in the vertical shear stresses 
are small compared with variation in vertical stress with ice depth. After 
substituting for stress deviators, this allows equations 2.1 to be re-written 
in more convenient forms as: 
(2.3) 
In ice sheets, it can be assumed that longitudinal stresses and stress 
gradients are small compared with the shear stress, and the vertical 
gradient of shear stress (e.g. Nye, 1969, Hutter, 1983). Thus, the only 
significant stress components are shear stresses in the x-z and y-z planes, 
which are given by: 
(2.4) 
(2.5) 
Integrating from the surface (which experiences no shear) to depth z gives 
the familiar expression for shear stress at a given depth in a glacier or ice 
sheet: 
(2.6) 
and the similar equation for 'tyz. 
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While these assumptions are widely used in modelling studies, they are 
not applicable throughout an ice sheet. Situations where they do not apply 
include at the margins of ice sheets where gradients are steep and 
therefore non-zero longitudinal stresses are present; at the centre of ice 
sheets where the surface gradient tends to zero, so only longitudinal 
stresses are present; and where ice masses of different velocities impinge 
or where ice flows past a bedrock wall, where horizontal shear is 
important. This latter case may be important if ice sliding forms a 
substantial part of total ice motion. 
Various studies have tested these assumptions. Weertman (1961) found 
that for ice sheets larger than about 30km wide, including longitudinal 
stresses made no significant difference to the calculated profile. In a study 
of ice flow over bedrock undulations Budd (1970) related the importance 
of longitudinal stresses to horizontal scale. He included two extra terms in 
the expression for calculating basal shear stress. The first was determined 
by horizontal variation in longitudinal stress (related to the second and 
third terms on the right hand side of equations 2.4.and 2.5), and the second 
was related to horizontal variation in shear stress (the fourth term on the 
right hand side of equations 2.4 and 2.5). For measurement of surface 
slopes over distances less than an order of magnitude greater than ice 
thickness, the first extra term needed to be taken into account if variations 
in surface slope were to be accounted for; at distances less than four times 
the ice thickness, the second extra term also became important. Generally, 
modelling studies of large ice sheets use grid sizes of at least 20 km when 
calculating ice surface slopes, so these extra terms can be ignored. Thus, the 
above assumptions have been very widely used in large scale ice sheet 
modelling (e.g. Mahaffy, 1976, . Oerlemans, 1981a, Payne, unpubl., 
Huybrechts, 1992 and others). 
The equilibrium force balance of ice shelves (where ice is floating) is quite 
different, however. The stress balance is between the pressure gradient 
force from the surface slope, opposed by the longitudinal gradients in 
normal stresses (that cause ice shelf stretching) and the lateral shearing 
induced by side walls and ice rises. The base of the ice experiences 
negligible friction, so there is no horizontal shearing ('Cxz = 'Cyz = 0) and 
strain rates and velocities are independent of depth. This would be 
perfectly true if the ice surface was horizontal; it is, however, a good 
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approximation because ice shelves have very small surface slopes. Thus, 
the right hand side of equations 2.4 and 2.5 is zero. The vertically averaged 
longitudinal stresses can then be found by integrating first vertically then 
horizontally and by using the fact that ice shelves float. Thus: 
- - ( Pi)PigZ 
'txx = 'tyy = 1 - Pw .- 6-
-
(2.7) 
where 'txx is the vertically averaged longitudinal stress and Z is ice 
thickness. This equation applies where only the pressure of sea-water 
opposes the flow. In more general flows, some expression for the force 
transmitted upstream from forces opposing the spreading of the ice shelf 
needs to be added. These forces would typically arise from lateral shear (i.e. 
the influence of the sides of enclosing bays) and downstream grounding. 
This 'back-force' can be, and often is, a large proportion (>95 %) of the term 
p;g l / 6; thus, 'txx and 'tyy can be the difference between two large numbers, 
and therefore sensitive to changes in either (Doake et al., 1987). 
The important qualitative distinction between ice sheet flow and ice shelf 
flow is that, whilst in ice sheets the driving shear stress can be found from 
the local geometry of the ice sheet, for ice shelves, the stress field is not 
purely locally determined, as the back-force needs to be taken into account. 
In an extremely viscous fluid like ice, stresses are transmitted virtually 
instantaneously; a change in one part of the ice shelf is felt immediately 
thoughout the whole ice mass, leading to immediate adjustment of the 
stress fields, strain rates and velocities. This will result in lagged changes 
in the profiles which will have an immediate effect on the stress fields. In 
an ice sheet, however, changes in one part of the ice sheet can only 
significantly affect the stress fields in other parts of the ice sheet by changes 
in the geometry working their way to the area, a process which has a time 
lag. The time scales involved have been shown to depend on the ratio of 
thickness and accumulation in the case of changes in thickness, and the 
ratio of thickness to ablation for changes in length (Johannessen et al., 
1989). These give adjustment timescales ranging from thousands of years 
to one hundred thousand years for East Antarctica. 
The treatment of ice shelf mechanics in large scale ice sheet models varies 
widely, largely because of the complications involved in the calculation of 
~ . •,;,-; .... 
- - ----
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the stress field in ice shelves, which generally involve iterative solutions 
to large sets of equations at each time step. Thus, some studies have used 
an approach analogous to the analysis by Weertman (1957) for unconfined 
ice shelves, which showed that strain rates depended on ice thickness and 
flow properties only (i.e. the rate factor and exponent in equation 2.S), by 
approximating ice shelf deformation with a constant strain rate (e.g. 
Mcinnes and Budd, 1984, Payne, unpubl., Payne et al., 1989, Arnold and 
Sharp, 1992). Other studies (e.g. Huybrechts, 1990a,b, Huybrechts and 
Oerlemans, 1990, Lindstrom, 1991) have calculated the full force balance, 
however. Whilst this may seem more desirable, particularly in cases 
where ice shelves form an important part of an ice sheet, as in West 
Antarctica, these models have the disadvantage of vastly increased 
computing requirements. Also, some ice sheets are (or were) probably not 
influenced by large areas of floating ice, in which case a simpler treatment 
of ice sheet mechanics would be in order. Thus, the aims of a particular 
study also dictate the complexity of the approach adopted. 
Whilst the force balance for both grounded and floating areas of an ice 
sheet is quite well understood, some debate is still occurring over the force 
balance of ice streams (where ice flows fast because of limited basal 
friction), and, more generally, for the area where grounded ice becomes 
floating ice (the 'grounding zone'). Ice streams can be postulated as having 
exactly the same mechanics as grounded ice sheets (i.e. where the vertical 
shear stress gradient opposes the action of gravity), or as having mechanics 
similar to those of an ice shelf, in which back pressure effects are 
important. In a similar way, different approaches can be adopted for the 
grounding zone. Some models treat this zone as a discontinuity; the 
grounded ice model gives way to the floating ice model over one grid-cell 
(e.g. Mcinnes and Budd 1984, Payne et al., 1989, Arnold and Sharp, 1992). 
Other models have included a short zone upstream of the grounding line 
in which both vertical shear stresses and longitudinal shear stresses have a 
role in determining stress patterns (e.g. Herferich, 1988, Huybrechts, 
1990a,b ). This approach seeks to represent the zone, modelled by Herterich 
(1987), where a more general mechanical regime exists. The influence of 
this zone extends a few ice sheet thicknesses into the shelf and sheet 
zones. Thus, the transition can be thought of as a sub-grid scale 
phenomenon, and models which do include such a zone, spread over 
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several grid cells, still only approximate the mechanics at the grounding 
line. 
Hindmarsh (1993) argues that a general solution for this problem may not 
exist; for example, a grounded ice sheet can directly abut a floating ice 
shelf; an ice sheet can abut a stream which abuts a shelf, or a stream need 
not have a butressing ice shelf at all. Thus, although the mechanics of ice 
shelves may be quite well understood, different ice sheet models vary in 
the sophistication with which these processes are incorporated. Van der 
Veen (1987) argues that some existing models, which integrate 
longitudinal stresses in different ways, nevertheless show very small 
differences. Whether this means they are all variations on the same 
correct model or the same incorrect model cannot be ascertained. 
Generally, however, the degree of complication in one particular model 
would seem to depend on the configuration of the ice sheet it seeks to 
represent. 
2.2.2. Ice deformation. 
Much of modern glaciology rests on the discovery in the 1950s that at 
appropriate time scales, ice can be modelled as a viscous fluid (Hindmarsh 
1993). Field and laboratory studies showed that the viscosity of ice was not 
constant, but depended on the local stress field. The strain rate (or 
deformation rate) r. is related to the effective stress 't through some form of 
non-linear relation, generally accepted to be a form of power law: 
(2.8) 
where A and n are flow parameters. This relationship is generally known 
as the Glen flow law (Glen, 1955). Though this relationship is well 
established in- glaciology, different workers have found quite different 
values for A and n. Weetman (1973) found values for n of between 1.5 and 
4.2, with a mean of 3. A (often called the rate factor) depends on many 
different factors; temperature in particular strongly influences its value, 
with A decreasing by a factor of 10 between the freezing point and -10°C. 
Many other factors are also known to influence the value of A, including 
crystal size and orientation, impurity content and interstitial water 
content. The variation of the rate factor has been the subject of much 
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ongoing research; for a fuller discussion, see Paterson (1981), Budd and 
Jacka (1989) and Van der Veen and Whillans (1990). 
The relationship between A and temperature is perhaps the best 
understood, and has been incorporated in some modelling studies (e.g. 
Jenssen, 1977, Herterich, 1988, Huybrechts, 1992). The Arrhenius 
relationship describes the variation of A with temperature: 
A {T) = Ao exp (- Ri) (2.9) 
where Ao is independent of temperature, R is the gas constant, Q the 
activation energy for creep (which itself is temperature dependent, 
(Paterson, 1981)), and T the absolute temperature, corrected for the 
dependence of the melting point on pressure. Because of this, and the 
dependence on other unknown factors, many modelling studies use the 
rate factor for tuning model results (e.g. Huybrechts, 1992). 
In general, ice sheet models require the ice velocity, rather than the strain 
rate, to be known. Several approaches can be used to calculate this from 
the flow law. The strain rate, E, is related to ice velocity: 
· _ 1 (audx audz) 
Exz- 2 ~+~ 
· _ 1 (audy audz) Eyz- 2 ~+ay (2.10) 
where Ud is ice sheet velocity in the appropriate direction. For grounded 
ice (which is generally of most interest in large scale modelling studies), 
combining eq1:1ations 2.6, 2.8, and 2.10 (assuming that the only effective 
stresses are those in the x-z and y-z planes) and then integrating with 
respect to z yields an expression for the velocity profile in an ice sheet: 
Ud(z) = n~ (pig sinar [zn+l -(Z- zf+l] 
(2.11) 
where Z is the ice thickness and a is the overall ice surface slope. 
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In many cases, however, this can be simplified still further. Nye (1959) 
observed that most of the velocity shear in an ice sheet is found in the 
bottom layers. This is a consequence of the increase in shear stress with 
depth, and the higher temperatures found in the basal layers of an ice 
sheet (see Section 2.3.1). Thus, a direct scaling of equation 2.8 can be used, 
together with the basal shear stress to give an expression for the vertically 
integrated horizontal ice velocity, Uct: 
·- I In 1 Ud = A 'tbj - 'tb Z (2.12) 
where 'tb is the shear stress at the base of the ice sheet, calculated using 
equation 2.6. This expression assumes that vertical velocity within the ice 
sheet is much smaller than horizontal velocity, so flow is in effect two-
dimensional rather than three-dimensional. Many ice sheet models have 
used this expression with considerable success (e.g. Mahaffy, 1976, 
Oerlemans, 1981, Payne et al., 1989). The degree of complexity adopted by a 
particular modelling study generally depends on the aims of that study. 
Because boundary conditions are generally poorly known for palaeo-ice 
sheets, using vertically integrated horizontal velocity is generally 
sufficient (Oerlemans and Van der Veen, 1984); for more detailed studies 
of present day ice sheets, some studies have used the more complex 
methods of calculating ice sheet velocity profiles (e.g. Huybrechts, 1992). 
2.2.3. Basal Sliding. 
Understanding the process of basal sliding of ice over its bed has been 
called the major unsolved problem in glacier physics (Paterson, 1981). The 
sliding law, that is the relation between sliding velocity, basal shear stress 
and the characteristics of the glacier bed, forms the basal boundary 
condition for the analysis of glacier flow. Correct formulation of this law is 
essential for the prediction of the overall motion of an ice sheet, and also 
for how it will respond to mass balance changes. 
Due to the complex interactions between ice, water, bedrock and 
unconsolidated sediment that may occur at the base of an ice mass, the 
physics of basal sliding are more complex than those of internal 
deformation. Many different mechanisms have been proposed to explain 
the essential problem of how ice, generally assumed to be at the melting 
point, moves past bumps on the bed. Weertman (1957) proposed the first 
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theory of basal sliding. He suggested that ice, when lubricated by a film of 
water a few microns thick, moved by a combination of two processes, 
regelation and enhanced plastic deformation. In the first process, the 
excess pressure on the upstream side of bumps on the bed, which bear 
most of the weight of the ice, leads to melting of the ice. The resultant 
water flows round the bump to the downstream side, where pressures are 
lower, and then refreezes. In the second mechanism, stress concentrations 
on the upstream sides of bumps lead to higher strain rates here than for 
the ice mass as a whole. These two processes are affected in different ways 
by the size of the bump, however. Enhanced plastic flow is dependent only 
on the size of the bump-the larger the bump, the greater the stress 
concentrations and so the faster the flow. Regelation is dependant not only 
on increased pressure, but also on the availablility of energy to melt the ice 
on the upstream sides of the bumps. Weertman argued that this energy 
came from latent heat of fusion released by the refreezing of water on the 
lee sides of the bumps. Thus, this process is dependent on the temperature 
gradient within the bump, which is larger for small bumps, leading to 
faster sliding. Weertman thus argued that there is an intermediate, 
controlling obstacle size where the sum of these two processes, and hence 
basal sliding as a whole, is minimised. Since bumps of ·this size 
contributed most of the resistance to motion, Weertman (1964) argued that 
if the water film became thick enough to submerge these obstacles, sliding 
velocity would increase, as resistance to flow would come only from larger 
bumps, which enhanced deformation. 
More recent studies have shown, however, that a thick, uniform water 
film would be unstable (e.g. Walder, 1982), and would tend to form 
drainage systems with distinct characters. These are discussed in Section 
2.3.2. In particular, the presence of cavities between the ice and the bed is 
believed to haye a marked effect on basal sliding, for two main reasons. 
Firstly, the bed is effectively smoothed, as roughness elements within the 
cavity are no longer in contact with the ice. Sharp et al. (1989) suggest that 
this reduction may be greater than suggested by the area of cavities in 
proportion to the total bed area, because cavities often contain short 
wavelength bumps caused by bedrock fracture, which are on the order of 
the controlling obstacle size. Secondly, the remaining areas of ice-bed 
contact will support proportionally more of the weight of the ice, resulting 
in increased stresses and hence greater plastic flow. Bindschadler (1983) 
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argues that the likelihood of such cavities forming depends on the ratio of 
basal shear stress to the effective pressure (that is, the ice normal pressure 
minus the basal water pressure). 
In a study based on laboratory experiments on sliding, Budd et al. (1979) 
also showed that sliding was dependent on effective pressure. Budd et al. 
(1979) and Bindschadler (1983) both showed empirically that sliding 
velocity could be related to effective pressure and shear stress through an 
equation of the form: 
(2.13) 
where Us is the sliding velocity, k1 is a flow parameter, 'tb is the basal shear 
stress, N is the effective pressure, and the most appropriate values for p 
and q are 3 and 1. However, steady state modelling of flow in the West 
Antarctic ice sheet by Budd et al. (1984 and 1985) produced the same 
relationship, but with p equal to 1 and q to 2. Van der Veen (1987) argued 
that these latter values are more appropriate when modelling ice sheets. 
This relationship has formed the basis for the sliding relationships used in 
most ice sheet models to date (e.g. Budd and Smith, 1981, Payne et al., 1989, 
and others). The use of basal shear stress and effective pressure as the two 
independent variables that affect sliding velocity is justified because the 
former represents the driving force behind the sliding, and the latter the 
force opposing sliding through friction. Section 2.2.1. has discussed how 
basal shear stress can be calculated; factors affecting effective pressure will 
be dealt with in Section 2.3.2. Many of these theories allow the water 
pressure within subglacial drainage systems to undergo rapid change as 
drainage configuration changes; if this is the case, the relationship between 
sliding velocity and basal shear stress becomes multi-valued. This has 
been postulated as a possible mechanism to explain glacier surges (Kamb, 
1987; Fowler, 1987a,b ). 
2.2.4. Bed deformation. 
Since the mid-1980's there has been a growing amount of research into the 
possible role that deformation of subglacial sediments may play in ice 
sheet motion. This largely followed the discovery, discussed in Section 1.4 
above, that Ice Stream B in West Antarctica seemed to be underlain by a 
metres-thick layer of unconsolidated sediment (Blankenship et al., 1986), 
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and the suggestion that large areas of the northern hemisphere mid-
latitude ice sheets during the Pleistocene may have flowed over similar 
sediments (Boulton and Jones, 1979). Many of these studies have 
attempted to derive a 'flow law' for the deformation of such sediments. It 
must be emphasised, however, that as in the case of basal sliding, the 
presence of water at the bed of the glacier, and the behaviour of that water, 
is critical. 
The search for a flow law for till derived from first principles has been 
unsuccessful (Hindmarsh, 1993), and most studies of the flow of ice over a 
till layer have treated the till as a linear or non-linear viscous fluid. 
Modelling studies using linear viscosities have generally found it 
necessary to allow the viscosity (or the viscosity/ depth ratio for the till) to 
vary with horizontal distance if observed velocities are to be matched by 
the model (e.g. Macayeal, 1989). Studies with non-linear till rheologies (e.g. 
Boulton and Hindmarsh, 1987, Alley et al., 1987b, Alley et al., 1989) have 
used a relationship similar to equation 2.13 (for ice sliding over a hard bed), 
although with different parameter values. These values, where they have 
been measured, seem to be very location specific. Thus, modelling studies 
which incorporate deforming beds often use till rheology parameters as 
variables which can be 'tuned' to adjust model responses. 
2.3. Conditions at the Bed of an Ice Sheet. 
The conditions at the base of ice sheets are particularly important as they 
largely determine whether the ice can slide over the bed, or whether the 
bed itself may deform, adding an extra component to ice motion. Sliding 
of ice over its bed is generally only significant where the bed is at the 
melting point,· allowing water to exist. This section thus first examines the 
thermal regime within large ice masses, which determine if and where the 
bed may reach the melting point. Theories for the behaviour of water at 
the base of an ice sheet are then examined, for both ice/bedrock and 
ice/ sediment interfaces. 
2.3.1. The thermal regime of ice sheets. 
The temperature regime within an ice sheet is important for several 
reasons. The rate factor, A, in the flow law for ice (equation 2.8) is strongly 
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temperature dependent, varying by three orders of magnitude over the 
temperature range encountered in polar ice sheets (-50°C to 0°C; Paterson, 
1981). As discussed above, sliding of the ice and/or bed deformation are 
generally only significant where the bed of the ice is at the melting point. 
Hindmarsh (1993) provides a simple review of ice sheet thermal regimes; 
this section follows his ideas quite closely. 
Heat is transported within cold ice sheets by advection (i.e. transport due 
to motion of the ice) and by conduction. Heat can enter or leave the ice 
sheet by the upper or lower boundaries, and is created within the ice sheet 
by friction, which can result from the creep of the ice or from sliding of the 
ice over its bed. The temperature distribution can then be modelled from 
the general thermodynamic equation governing the transfer of heat in a 
deforming medium. A typical version of this (e.g. Huybrechts, 1992) can be 
represented by: 
(2.14) 
where T is absolute ice temperature, K thermal conductivity, Cp specific 
-+ 
heat capacity, V three dimensional ice velocity, H internal friction, V the 
gradient operator and v2 the Laplace operator. The first term on the right 
hand side represents conduction of heat; the second term advection of 
heat; and the third term internal heating. Simplifications made in 2.11 
include an assumption of uniform ice density, and the omission of 
melting and refreezing processes which may occur in different layers of 
the ice (Huybrechts, 1992). For a more general equation, see for instance 
Paterson (1981). 
Further simplifications can also be made to equation 2.14. Conduction is 
only an efficient way of transporting heat when the length scales of the 
variation causing it are small. Thus, in ice sheets (which have large 
horizontal length scales), horizontal conduction can be ignored. Morland 
(1984) argues that conduction is so inefficient that typical continental ice 
sheets are too thick for it to be an efficient way of transporting heat. Thus, 
in the upper part of an ice sheet, heat is transported principally by 
advection. In the lower part of an ice sheet, a boundary layer forms where 
conduction is of equal importance to advection in the transport of heat. 
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Morland (1984) suggests that the boundary layer will extend between a 
tenth and a third of the depth of a continental ice sheet, depending on the 
thickness of the ice sheet and the accumulation rate. 
This contrast arises because ice accumulates at a particular temperature, 
and gradually moves down through . the ice sheet. At the base of the ice 
sheet, geothermal heat is entering the ice, and in addition most of the 
frictional heating occurs at the base (due to the concentration of shear 
stress at the base). Thus, conduction occurs. However, due to the 
inefficiency of conduction, the ice can only 'feel' the influence of the 
boundary when it is quite close. 
Another characteristic feature of ice sheet temperature distributions is an 
inversion (Hindmarsh, 1993). Colder ice deposited at the ice divide sinks, 
and flows away from the divide. It is gradually overlain by warmer ice 
deposited at lower elevations. Thus, the ice cools with depth. Eventually, 
however, the ice becomes close enough to the bed to experience the 
heating that occurs there, and the ice starts to warm in the basal boundary 
layer. 
Frictional heating can exceed geothermal heating by a factor of ten 
(Paterson, 1981), and can be shown to be the product of the vertically 
averaged ice velocity and the basal shear stress (Hindmarsh, 1990). Thus, 
frictional heating will be at its minimum at the ice divide, and will 
increase away from the divide. The details depend sensitively on the 
geometry of the ice sheet, with the frictional heating sometimes reaching a 
maximum at the ice sheet margin, and sometimes just inside the margin. 
Ice sheet models which have included temperature calculations typically 
show all three Jeatures (the inversion, the boundary layer and the increase 
in frictional heating towards the margin), (e.g. Herterich, 1988, Hindmarsh 
et al., 1989, Huybrechts, 1990a, and others). An important point is that 
most of the calculations also show that the heating is sufficiently strong 
for the base of the marginal zone to be at the melting point over a zone 
extending upstream a tenth or more of the span of the ice sheet 
(Hindmarsh, 1993). 
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Many ice sheet models, however, do not include the thermodynamics of 
the ice, or strongly simplify their treatment (e.g. Mahaffy, 1976, Budd and 
Smith, 1982, Payne et al., 1989 all treat the ice as isothermal; Lindstrom and 
MacAyeal, 1990 neglect horizontal advection). Reasons for this in some 
studies relate to the extra computing burden of including 
thermodynamics; others (e.g. Budd and Smith, 1981) have argued that 
including thermodynamics does not significantly alter model results as 
the ice sheet can compensate for changing ice rheology with temperature 
by changing its geometry to give slightly different basal shear stress. 
Hindmarsh (1993) argues that including a full treatment of 
thermodynamics may not improve the accuracy of model results due to 
uncertainties in other parameters and model inputs. A 10% variation in 
ice thickness can lead to a 100% variation in computed vertical velocity, 
which in turn can have a significant effect on computed basal 
temperatures. These uncertainties can be at least as large as the accuracy 
with which the rate factor, A, is known. Minor variations in the 
geothermal heat flux can also substantially alter the distribution of areas at 
the melting point (Budd and Jenssen, 1989). 
Another factor which is largely unknown is the role that moisture may 
play in the transport of heat. There is only limited knowledge of how 
moisture travels in ice, and the effect it may have. In particular, the large 
inputs of surface meltwater which occur in the ablation area of the 
Greenland Ice Sheet (e.g. Echelmeyer and Harrison, 1990), and which by 
analogy would probably have occurred on the northern hemisphere mid-
latitude Pleistocene ice sheets, must be a very important source of heat, 
and will change ice sheet temperature gradients in unknown ways. 
2.3.2. Basal hydrological systems. 
The water pressure at the base of an ice sheet, where the base is at the 
melting point, is of great significance to the dynamics of that ice sheet. 
This is because water pressure is one of the main· controls on the effective 
pressure (the other being the ice thickness itself) that the ice exerts on its 
bed. As discussed above in Section 2.2.3, effective pressure is one of the 
main controls on the basal sliding velocity, which can form a significant 
fraction of total ice velocity. Water lubrication of unlithified subglacial 
sediments can also allow deformation of such sediments, which can add 
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another component to ice sheet velocity, as discussed in Section 2.2.4. 
Given the aims of this study, this section will concentrate on the 
behaviour of water in cases where the bed of the ice sheet is 'hard' (i.e. 
where the bed is either bedrock, lithified sediments or sediments with a 
high yield strength), though some discussion of the behaviour of water for 
'soft' beds (i.e. where the bed consists of unlithified sediments with a low 
yield strength) will also be presented. 
Water at the bed of an ice mass has four possible sources. Melting of ice 
may occur at the glacier bed; surface meltwater or precipitation may be 
transported to the bed; streams may carry water from unglaciated regions; 
and porous flow from subglacial aquifiers may occur. Generally, the water 
head under a glacier of ice sheet will be higher than its surroundings, so 
stream and porous flow will be away from the ice mass. Channelised 
supraglacially-derived meltwater often reaches the bed of temperate 
glaciers, and can reach the bed of cold glaciers if surface melt is abundant (e.g. Echelmeyer and Harrison, 1990). Basal melt obviously can supply 
water wherever more than enough heat is supplied to raise the bed of the 
ice to the melting point. 
Four types of drainage have been proposed for 'hard' (i.e. non-deforming) 
beds; Darcian flow through underground aquifiers; sheet flow between the 
ice and its base; flow in channels at the glacier base, either incised upwards 
into the ice ('Rothlisberger' or 'R' channels) or downwards into the base ('Nye' or 'N' channels); and 'linked cavity' flow, where water is stored in 
large cavities between the ice and its base which are linked by small 
channels. 
It is generally believed that for large ice sheets, transport of water by 
Darcian flow would be inefficient compared to rates of water supply, and 
thus water would build up at the bed (Alley, 1989). Extensive basal sliding (leading to higher frictional heating, and thus hi~her melt rates) and the 
possible presence of surface-derived water would make this even more 
likely. If water built up, pressure would increase until some form of 
drainage system formed. The form such a system would take is one of the 
key questions to be answered if the water pressure in such a system is to be 
calculated. As it seems likely that all the above possibilities could occur in 
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natural systems, the difficulty becomes one of determining where and 
when any given type of system will exist. 
Walder (1982) argues that water films thicker than a few millimetres will be unstable, as a minor perturbation in film thickness would tend to be 
amplified. Where the film was thicker, increased melt of the glacier bed 
would occur, as more energy from turbulent heating within the water 
would be available. Conversely, where the film was thinner, less energy 
would be available, melt would decrease and ice deformation would decrease film thickness even more. Ultimately, water would end up flowing in discrete channels. Weertman and Birchfield (1983), however, 
argue that this process would be self-limiting at some level, as the stress distributions around an R channel prevent it from collecting water at the ice-bed interface. Thus, a water film on an impermeable bed fed by basal 
melt may exhibit transverse thickness variations or may cycle between a fairly uniform film and a channelised configuration, but cannot collapse into a stable channel system, because such a system would be incapable of 
collecting the basal water needed to sustain itself. This would not apply to 
a channel fed by surface melt, however, so Weertman and Birchfield argue that stable, channel-based drainage systems are likely only under glaciers 
where surface melt reaches the bed via moulins and is already 
channelised. 
Another problem with drainage by a uniform film of water is that in 
reality, substantial cavities can occur at the ice-bed interface. These cavities 
can be formed by two processes. If the amplitude of the pressure fluctuation over a bump exceeds the normal force exerted by the ice on its bed, a tensile stress develops in the lee of the bump, and separation of the ice from its bed will occur. Alternatively, if water is locally at a pressure 
which exceeds the normal pressure (which will display local minima in 
the lee of bumps) it may force its way between the ice and the bed to form a 
water-filled cavity. Bindschadler (1983) showed that the likelihood of such 
cavities forming depended on the ratio of basal shear stress to effective pressure. 
Theoretical studies (e.g. Walder, 1986, Kamb, 1987) have shown that the 




drainage system, where water flow between cavities takes place in small 
orifices. Two processes serve to keep the ice away from the bed in both 
types of system; ice melt due to frictional and turbulent heating by the 
water, and the water pressure itself preventing ice deformation from 
closing the tunnel or cavity. In a tunnel-based system, as water discharge 
rises, frictional and turbulent heating rise, resulting in more ice melt. 
Thus (assuming the tunnels remain the same size, which may not occur 
in a real system), the water pressure decreases, allowing ice deformation to 
increase. Though this process still occurs in a linked cavity-based drainage 
system, the very different geometry of such a system results in frictional 
and turbulent heating being much less effective; thus, the water pressure 
in such systems is higher than for equivalent discharge tunnel systems, 
and water pressure increases with system discharge. This reversal of the 
conventional inverse discharge/ pressure relationship has several 
implications. In a tunnel based system, flow convergence leads to reduced 
water pressure, and hence increased convergence; thus, a tunnel-based 
system will tend to form one (or a few widely spaced) tunnels; by contrast, 
a closely spaced linked cavity system can be stable, as any convergence of 
water will lead to increased water pressure, and hence to flow divergence. 
If water is to escape from beneath the glacier, however, water pressure 
must decrease in a down-glacier direction. This apparent conflict may 
imply that for a real system, geometric changes within a linked cavity 
system may occur that allow water pressure to decrease as discharge 
increases, allowing water to drain from beneath the glacier. 
Studies of the surge of Variegated Glacier, Alaska (Kamb et al., 1985, Kamb, 
1987) seem to indicate that under certain circumstances, a tunnel-based 
drainage system can collapse into a linked cavity-based one. Water 
pressure increases, resulting in decreased effective pressure, and so sliding 
velocity increases markedly. 
Fowler (1987a,b) has proposed a mechanism for glacier surges based on 
these effects. For a system of tunnels: 
1 
NR = [(pwg<!>QR) I (piAFSK)]; (2.15) 
where NR is effective pressure for a tunnel based system, Pw is water 
density, g is the acceleration due to gravity, QR is the volume flux of 
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meltwater, Pi is ice density, A is the Arrhenius parameter, F is latent heat, 
n is the exponent in Glen's flow law, A is the rate factor in Glen's flow 
law, SR is the tunnel cross sectional area, and <I> is the hydraulic gradient, 
defined as: 
(2.16) 
Here ~ is the bed slope. SR is calculated as: 
(2.17) 
where f is an empirical constant related to turbulent channel flow. Fowler 
(1987b) uses the bed slope (~) instead of the hydraulic gradient (<I>) to 
calculate the effective pressure, arguing that for a glacier the pressure 
change due to the ice surface slope is small. For an ice sheet, however, 
where the depth and length scales are much greater, the influence of 
surface slope does become important. 
For a system of linked cavities, the small linking channels must each carry 
a lower discharge than the equivalent large tunnel, so water pressure will 
be higher, and effective pressure therefore lower, for a given discharge. 
Fowler (1987a) shows: 
1 
NK = r((pwg<!>)t(piAF){QKnKSK)J; (2.18) 
where NK is effective pressure for a cavity based system, r is a shadowing 
function (Lliboutry, 1978), defined as the probability that a randomly 
selected area of the bed is in contact with the ice, QK = QR the volume flux 
of meltwater, nK is the number of passageways across the width of the 
glacier and SK is the cross-sectional area of a typical passageway. nK and SK 
are both determined empirically - Fowler (1987a) argues for values of 
10-2m2 for SK, and of 103 cavities per kilometre ·of glacier width for nK, 
given a bedrock wavelength of lm. Typically, effective pressure for a 
cavity system is a factor of at least 2 lower than for a tunnel system 
carrying equivalent discharge. 
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Fowler (1987a,b) argues that when major tunnels occur it seems probable 
that they will co-exist with a linked cavity system rather than completely 
replace it, and suggests that a tunnel system will be stable if the value of a 
stability criterion, A, calculated from: 
A=vUsflANn (2.19) 
(where v = (a/1), a is typical bedrock bump amplitude and 1 is typical bump 
wavelength) is less than a critical value, equal to: 
(2.20) 
where A* is the total cavity cross sectional area, and µ is the power 
function for self-similar bedrocks (Fowler 1987a,b ). Ac has a typical value 
of 0.25 (Fowler 1987a). For n = 3, µ has values from 2 to 2.5. Values for a 
and 1 are determined empirically; Fowler (1987b) gives values of lm and 
Sm. 
As discussed in Section 1.4, some geological evidence seems to suggest that 
similar changes in drainage system configuration may have occurred 
beneath the Scandinavian ice sheet during the late Weichselian, although 
model studies of large ice sheets to date have generally neglected the 
possible role that basal hydrology may play in the dynamics of large ice 
sheets. 
In cases where the bed of the glacier or ice sheet is underlain by a layer of 
porous, unlithified sediments (often referred to as 'till'), porous flow 
through such a layer can supplement the four types of drainage described 
above. Such flow is likely to be quite inefficient, particularly where the 
gradients driving the flow are small (such as for glaciers with low surface 
slopes, or long glaciers). Thus, water pressures within such sediments may 
rise to a level where they reduce the yield strength of the sediment below 
the shear stress exerted by the glacier on its bed. Under such circumstances, 
the sediments will start to deform. Such sediments have been described in 
increasing numbers of studies in recent years, both under glaciers (e.g. 
Boulton and Jones; 1979, Boulton and Hindmarsh, 1987) and, more 
significantly in the context of this study, under ice sheets (see Section 1.4). 
However, much uncertainty still remains about the thickness, extent and 
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permeability of such subglacial sedimtnts. Also, whilst the flow of water 
through undeforming porous media is quite well understood (Alley, 
1989), much uncertainty remains about the effects that deformation of the 
sediments may have on their permeability, and how advection of water 
will affect drainage characteristics. 
Alley (1989) argues that drainage of basally derived water at the ice-bed 
interface, where the bed is unconsolidated, is likely to be through a 
distributed system, approximating a film of varying thickness. The 
formation of tunnels or cavities is unlikely as sediment, as well as ice, can 
flow into them. Alley argues that removal of sediment by the water flow is 
an inefficient process, and will not balance sediment influx. If large 
amounts of channelised surface water are available, however, channels 
may be formed in the subglacial sediments. Boulton and Hindmarsh 
(1987) have argued that water drainage through tunnels between ice and 
sediment may lead to the development of 'tunnel valleys', such as are 
observed in areas overlain by the margins of the northern hemisphere 
Pleistocene ice sheets (e.g. the North Sea, northern Germany and Poland). 
This may offer additional evidence that large amounts of surface-derived 
melt did reach the beds of these ice sheets. 
Given the difficulties of maintaining an efficient drainage system on 
unlithified sediments, most studies show high water pressures in these 
areas. However, Alley (1990) has shown that two steady states can develop 
for ice-water-till systems. One obeys the 'conventional wisdom' for ice 
flowing over unlithified sediments; low surface slopes are associated with 
high water pressure, high sliding velocity and low deformation velocity. 
However, a second steady state exists in which a steep surface slope causes 
rapid ice deformation, but forces water through subglacial s~din1enh, 
suppressing ice sliding. Thus, glaciers or ice sheets on deformable 
sediments may behave in a qualitatively similar manner to those on 
undeformable beds. In both cases, drainage can be efficient (i.e. driven by 
high pressure gradients but at low pressures) or inefficient (i.e. low driving 
gradients and high water pressures). The possibility of rapid switching 
between system configurations also exists for both 'hard' and 'soft' beds. 
Thus, Hindmarsh (1993) argues that in terms of quantitative prediction of 
ice sheet behaviour, whether the bed can deform or not makes no 
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difference; it just means that the unknown parameters in the sliding law 
are related to either till rheology or bed geometry. 
2.4. The Mass Balance of Ice Sheets. 
The mass balance of ice sheets is obviously paramount in determining 
where, and when, they can exist. Of primary importance is the balance 
between accumulation of snow on the surface, and melt of the surface. In 
many instances, ice sheets become large enough that they reach to the edge 
of land masses; in such cases, marine processes of calving at the edge of the 
ice sheet or shelf, and melt of, or freezing of water onto, the bottom surface 
of ice shelves become important. In the case of the modern Antarctic ice 
sheet, these marine processes are the dominant mode of ice loss; the 
modern Greenland ice sheet, and by analogy the northern hemisphere 
mid-latitude Pleistocene ice sheets, also experience significant amounts of 
surface melt. This section will first discuss the surface mass balance of ice 
sheets, and then examine marine processes. As this study is mainly 
concerned with modelling the dynamics of flow within ice sheets, this 
section will not discuss the wider issues of the effects ice sheets may have 
on global climate; as such, it treats ice sheets as relatively 'passive' entities 
in the global climate system. 
2.4.1. The surface mass balance of ice sheets. 
The surface mass balance of an ice sheet is the net resultant of a number of 
physical processes, such as snow or rainfall, evaporation, sublimation and 
melt of ice. The contribution from a particular process may vary 
considerably from place to place, and depends on many different factors. 
Energy balance models have had some success in determining patterns of 
ablation on small valley glaciers, which have been intensively 
instrumented (e.g. Scott Munro, 1990, Escher-Vetter, 1985), and on small 
areas of the Greenland ice sheet (Braithwaite and Olesen, 1990). However, 
the use of such models for studies of whole ice sheets is problematic, as the 
climate over even present day ice sheets is not well known. Energy balance 
models can also give very little information about patterns and rates of 
accumulation. Large scale meteorological or climatological models (GCMs) 
have also proved unable to accurately calculate patterns of accumulation 
and ablation (Hindmarsh, 1993), partly through the assumptions made in 
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the various models to simplify the global climate system, and (especially 
in the case of palaeoclimatic reconstructions) through inadequate 
knowledge of the boundary conditions. Nonetheless, certain 
generalisations can be made about the patterns of surface mass balance on 
large ice sheets. 
Except in very cold conditions (such as prevail over the central part of the 
Antarctic ice sheet), surface melt is the dominant form of surface ablation 
(the term ablation in this study is taken to be synonymous with surface 
melt). The high energy inputs needed to melt snow or ice can be 
established in various ways. The surface gains heat from incoming solar 
radiation (which is partly reflected), infrared radiation from the 
atmosphere (and particularly clouds), and exchange of sensible and latent 
heat by turbulent transport in the atmospheric boundary layer. Which of 
these processes dominate is strongly dependent on local geographic and 
climatic conditions. Oerlemans and Van der Veen (1984) argue that whilst 
solar radiation can cause melt on high latitude ice sheets, the high albedos, 
lack of turbulent heat exchange due to the development of temperature 
inversions and generally negative radiation balance make it questionable 
whether clear sky conditions with high insolation contribute significant 
quantities of melt. They argue that intrusions of warm air originating at 
lower latitudes may be much more significant. In these cases, the high 
wind speeds associated with such events erode the temperature inversion 
above the surface, allowing significant turbulent heat exchange from the 
atmosphere to the surface. The generally cloudy conditions mean infrared 
radiation is much higher, and the radiation balance of the surface can 
easily become positive, even at night. The frequency and strength of these 
warm air intrusions obviously depends on the general climatic situation 
around the ice_ sheet and is thus very hard to quantify, particularly for past 
ice sheets, which reached much lower latitudes than present day ice sheets 
and thus experienced much higher insolation, particularly during 
summer. 
Accumulation is no easier to model than ablation. Air temperature is a 
very important factor, as it both determines whether precipitation falls as 
rain or snow, and also the amount of water vapour that can be retained in 
the atmosphere in the first place. The very low air temperatures over 
much of Antarctica, for instance, limit precipitation rates to a mean of 0.17 
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ma-1, with values in the central area dropping to 0.05 ma-1. Orographic 
enhancement of precipitation can also be significant over ice sheets, 
however. At the edge of ice sheets, the surface slopes can be quite large, 
leading to significant orographic enhancement of precipitation. 
Accumulation rates of over 0.5 ma-1 have been observed in coastal regions 
of Antarctica (Oerlemans and Van der Veen, 1984), and of over 1.5 ma-1 in 
coastal regions of Greenland (Ohmura and Reeh, 1991). Fortuin and 
Oerlemans (1990) attempted to parameterise the mass balance of Antarctica 
using linear multiple regression of some simple climatic and geographic 
variables (such as elevation, latitude and surface slope) and found that 
whilst precipitation rates in the interior regions of the ice sheet could be 
explained in terms of the saturation vapour pressure of the atmosphere 
(dependent largely on air temperature) and the surface slope of the ice 
sheet, in the coastal region the processes governing mass-balance were too 
complex for a reliable parameterisation to be found. 
Because of these difficulties, most large scale ice sheet models have used 
very simple mass balance models, based largely on observations of mass 
balance against elevation from present day ice sheets and glaciers. For 
models of present day ice sheets, the observational data themselves can be 
used; for models of past ice sheets, simple parameterisations have been 
used. These generally link mass balance at given elevations on the ice 
sheet to some simple climatic parameter, such as surface temperature or 
summer insolation values. Some earlier studies (e.g. Mahaffy, 1976, 
Oerlemans, 1981, 1982a) used a single net mass balance curve to simulate 
both accumulation and ablation, which were perturbed by simply moving 
the elevation of the equilibrium line, but leaving the shape of the curve 
unchanged. Later studies which have used similar relationships (e.g. Hyde 
and Peltier, 1985, 1987) have been more concerned with discovering the 
periodicities in_ glacial models and how such models respond to periodic 
forcing than with modelling, as accurately as possible, the behaviour of a 
specific ice sheet. More recent studies, especially those concerned with 
modelling the behaviour of specific ice sheets through time, have tended 
to use separate models for accumulation and ablation. This approach has 
the advantage that changing climatic inputs (such as variations of solar 
insolation, atmospheric trace gas composition or global albedo) can affect 
both ablation and accumulation, leading to a more complex (and, it is 
hoped, more realistic) response of overall mass balance to climatic change. 
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In such models of former ice sheets, ablation/ elevation relationships are 
generally derived from observations on present day ice sheets and glaciers. 
Budd and Smith (1981), for instance, were concerned with modelling the 
Laurentide ice sheet through the last glacial-interglacial cycle, in response 
to orbitally induced insolation variations. They derived an 
ablation/ elevation relationship based on the elevation of the 1 ma-1 
ablation isoline: 
1 log10 Ab = - (Eo - E) 
1( (2.21) 
where Ab is ablation, Eo is the elevation of the 1 ma-1 ablation contour at a 
given latitude at a given time, E is the actual surface elevation and K is 
1200m. Budd and Smith (1981) argued that the relationship between 
ablation and latitude is largely due to the relation between summer 
temperature and latitude, which whilst being influenced by other factors 
such as continentality, is a product of the amount of solar radiation 
received at different latitudes. Budd and Smith thus argued that changing 
solar radiation receipts due to changing orbital parameters could be related 
to changes in ablation by assuming that changes in radiation receipts over 
time at a given latitude, due to variations in the Earth's orbit ( e.g. 
Vernekar, 1972, Berger, 1978a,b), would result in changes in the elevation 
of the 1 m a-1 ablation level (Eo in equation 2.11 ). These changes would be 
equivalent in magnitude to present day changes in the elevation of Eo 
which occur between latitudes which show spatial differences in radiation 
receipts comparable to the difference between present day receipts and 
those at the time period in question. The degree of isoline change was 
derived in their study from the responses of the model ice sheet. 
Other models have used ablation/temperature relationships observed on 
modern ice sheets to give ablation/ elevation relationships through the 
use of lapse rates . These studies have then used the results of global 
climate models (e.g. Lindstrom and MacAyeal, 1989) or temperature 
records derived from ice cores (e.g. Huybrechts, 1992) to change the model 
climate over time. 
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Accumulation rates are also needed in studies which treat ablation and 
accumulation differently. Since parameterisation of present accumulation 
distributions has been at best only partially successful (see above), most 
models of ice sheet behaviour through time have started with present-day 
values of precipitation or accumulation, and have then perturbed these 
distributions using various assumptions. Budd and Smith (1981), for 
instance, only allowed increasing elevation above a certain level to affect 
precipitation, mimicing the reduced precipitation observed on modern-
day ice sheets at high elevations. Other studies, however, have used more 
sophisticated models. Lindstrom (unpubl.), in a study of the Eurasian ice 
sheet during the late Weichselian, used atmospheric carbon dioxide 
changes to alter present-day accumulation values at different latitudes by 
using precipitation changes at different latitudes observed in the results of 
GCM experiments with reduced carbon dioxide content. These were then 
linked to present-day accumulation/ elevation relationships to give the 
accumulation values as ice sheet elevation changed. Huybrechts (1992), in 
a study of the Antarctic ice sheet over the last glacial cycle, used ice core-
derived temperature records to alter atmospheric temperature over the ice 
sheet, which allowed the saturated vapour pressure above the 
atmospheric inversion to be calculated. The present accumulation value 
was then altered by the ratio of the saturation vapour pressures for the 
present and the perturbed temperature. These types of relationships, 
however, neglect the possible movements of precipitation patterns with 
ice sheet geometry changes, and in particular the movement of the 
orographic enhancement due to the ice sheet edge as the ice sheet 
advances or retreats. This may be of little significance for the Antarctic ice 
sheet, where the ice margin cannot advance very far from its present 
position due to the continental slope, but may be of great significance in 
the case of the northern hemisphere mid-latitude Pleistocene ice sheets, 
which advanc~d and retreated thousands of kilometres. Sanberg and 
Oerlemans (1983) found that for the Scandinavian ice sheet, including this 
effect allowed the ice sheet to advance westwards over the North Sea. 
There is still a great deal of uncertainty, however, about the effects that 
the growth and decay of large ice sheets have on climate, at scales ranging 
from within the boundary of the ice sheet to global. Because of this, many 
ice sheet models, particularly of former ice sheets, use mass balance 
relationships as a tunable parameter to help match the ice sheets produced 
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by models with those inferred from the geological record (Hindmarsh, 1993). 
2.4.2. Marine processes affecting ice sheet mass-balance. 
Where ice sheets reach to the edge of continents, such as around most of the edge of Antarctica and Greenland at the present day, and the northern 
margins of the northern hemisphere mid-latitude Pleistocene ice sheets, they will interact with the surrounding ocean. This interaction generally involves the loss of mass from the ice sheet, although in certain 
circumstances sea water may freeze onto the ice sheet. The two main processes are calving of icebergs from the front of the ice sheet or shelf, 
and melting ( or refreezing) of the lower surface of ice shelves. 
Any ice sheet or shelf margin that impinges on the open sea experiences 
calving. Many theoretical studies have examined iceberg calving, but the physics of the process remain unclear. Stresses within the ice front (Reeh, 1968), tidal flexure (Holdsworth and Glynn, 1978), storm surges (Reeh, 1968) and release of englacial meltwater (Brown et al., 1982) are all known to influence calving to some extent. A recent theoretical study by Hughes (1992) relates calving rates to the height of the ice wall, the depth of water 
at the ice front, the bending angle within the ice, and the distance of 
crevassing behind the ice wall. This study showed good agreement with that of Brown et al. (1982) for Alaskan tide water glaciers, in which rates of 
calving were related to ice thickness and water depth: 
V c = - 27 .1 B for B :::;; 0 (2.22) 
where Ve is the calving rate and Bis bedrock elevation. 
Most large scale models of ice sheets have treated calving very simply. Some studies assume that as soon as ice floats, it calves off, or 
alternatively, that as soon as ice reaches areas deeper than a certain value, it calves (e.g. Oerlemans, 1981). This prevents floating ice from crossing 
narrow stretches of deep water, however, which may be important in 
certain areas, such as the Barents Sea. Other studies have ignored calving, (e.g. Lindstrom, unpubl., Huybrechts, 1992) and allowed ice to advance all 
the way to the edge of the model domain, at which point it was removed, 
or to areas where the upper surface mass-balance of the ice sheet or shelf 
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becomes sufficiently negative to halt further ice advance. Other studies 
have used empirical relationships, such as that of Brown et al, (1982) 
given above (e.g. Payne et al., 1989, Arnold and Sharp, 1992). Arnold and 
Sharp found that the relative importance of surface ablation versus 
marine ice loss in different areas was an important factor in determining 
the behaviour of the ice margin. Theories relating to extensive episodes of 
calving from the Baltic · area of the Scandinavian ice sheet or from the 
Hudson bay area of the Laurentide ice sheet ( e.g. Denton and Hughes, 
1981) would seem to indicate that some form of calving relationship 
should be included in models of these ice sheets. 
Processes at the base of floating ice shelves are very hard to observe, but it 
is believed that mass balance is significantly affected by thermo-haline 
circulation underneath ice shelves. Model results have shown that 
significant basal melting (up to 10 ma-1) or freezing (up to 1 ma-1) can 
occur, and that this can vary quite rapidly in space (Jenkins, 1991). Because 
of this, most model studies have treated melt from the base of ice shelves 
very simply. Many studies ignore it (e.g. Lindstrom, unpubl.), or treat it as 
a constant (e.g. Arnold and Sharp, 1992). Payne et al., 1989) used it as a 
driving variable in their model of the Antarctic Peninsula ice sheet during 
the late Weichselian, and found it was significant in both determining the 
extent of the ice sheet during the late Weichselian, and the rate of decay 
after maximum ice sheet extent was reached. This study deliberately chose 
an area where these factors were believed to be important, and where 
significant floating ice shelves existed; for other ice sheets, which do not 
exhibit extensive areas of floating ice (e.g. Greenland), a very simple 
treatment of this process would seem to be entirely justified. 
2.5. Isostasy. 
Some of the least equivocal evidence for the presence of former ice sheets 
comes from the fact that the weight of these ice sheets caused the 
underlying mantle to flow out from beneath them and the lithosphere to 
sink (Hindmarsh, 1993). Currently, these effects can be observed through 
changes in earth surface elevation and gravity anomalies; past evidence 
comes particularly from changes in relative sea levels. 
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A number of studies have argued that isostatic adjustments need to be 
taken into account in order to explain the rapid decay of ice sheets 
observed at the end of glacial periods (e.g. Denton and Hughes, 1981, Hyde 
and Peltier, 1985). This seems to be the case because isostatic adjustment 
counters some of the positive feedback associated with ice sheet growth by 
lowering the surface elevation of the ice sheet (and hence reducing 
positive net mass balance), by increasing marine losses, and, if large areas 
of the bed become depressed below sea level, by allowing the possibility of 
some form of catastrophic collapse through the flotation of large areas of 
the ice sheet (e.g. Hughes, 1987). The slow responses of the lithosphere and 
asthenosphere, compared to possible rates of ice sheet growth, and 
particularly to rates of ice sheet decay, also allow the possibility that some 
form of cyclic behaviour may be an integral part of the behaviour of 
continental ice sheets (e.g. Oerlemans, 1982a), and may help to explain the 
dominance of the 100,000 year ice volume cycle, when the strongest 
elements of astronomical forcing (at least equatorwards of 60° N, where 
the large continental ice sheets waxed and waned) are the 41,000 year 
obliquity cycle and the 23,000 and 19,000 year precession cycles (Hyde and 
Peltier, 1985, 1987). 
The most common models of isostasy used in large scale ice sheet models 
assume that isostatic response is confined to the upper layers of the Earth's 
interior, and represent the mantle as a thin (relative to the thickness of the 
whole mantle), low viscosity asthenosphere which can flow outwards 





where Dais the diffusivity of the asthenosphere, Bo is the undisturbed bed 
elevation and L is the load imposed by the ice and/ or water over the bed. 
The load is calculated simply from the ice or water thickness multiplied by 
the relative densities of ice or water and the mantle rocks. Some models 
overlay an elastic beam or plate on the viscous asthenosphere, to represent 
the rigid outer lithosphere of the earth. In this case, the load applied to the 
mantle is determined by the elasticity of the lithosphere, which serves to 
spread the load imposed by the ice. If the lithosphere is not stiff, this gives 
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patterns of loading very similar to the asthenosphere-only models; if the 
lithosphere is stiff, the load imposed by the ice is spread over a much 
larger area. Some model studies have argued that for the relatively coarse 
grids used in large-scale ice sheet models, the difference between the 
asthenosphere-only models and the two layer models is insignificant, and 
so simplify the system by ignoring lithospheric rigidity (e.g. Oerlemans, 
1982b, Payne et al., 1989, Lindstrom, unpubl.); others (e.g. Huybrechts, 
1990a, 1992) argue that the difference between the one- and two-layer 
models (perhaps 30m, and most apparent at the edge of the ice sheet, 
Huybrechts, 1992) could be very important in determining the location of 
the grounding line, which can have large effects on ice sheet dynamics. 
This would seem to be particularly true for marine ice sheets, such as West 
Antarctica. 
Some criticisms can be levelled at this type of model. The timescales for 
continental ice sheet growth and decay (100,000 years) are long enough that 
the assumption that all movement occurs in the upper layer of the 
asthenosphere is questionable. Also, the continental ice sheets at their 
maximum extents are separated by small (relative to their spans) distances, 
and so may be expected to influence each other, and are not particularly 
small compared to the circumference of the Earth (Hindmarsh, 1993). To 
answer these problems, a different model has been introduced and refined 
by Peltier and co-workers (e.g. Hyde and Peltier, 1985,1987), which uses a 
spherically symmetric Earth with layers of different visco-elastic 
properties. One important qualitative difference between these models 
and the one- or two-layer models described above is that whilst for the 
one- and two-layer models the timescale of response increases with the 
square of the length-scale of the ice sheets (which makes it difficult for the 
depressions produced by continental glaciations to disappear in 
interglacials), -the longest timescales for Peltier's model occur at 
intermediate wavelengths, with shorter and longer depressions 
disappearing more quickly (Hindmarsh, 1993). So far, however, this model 
has been used to investigate timescales operating within ice age cycles, 
rather than to study specific ice sheets during the last glacial-interglacial 
cycle. The differences it would produce in such cases compared to the 
simpler models are thus unclear. 
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2.6. Summary. 
This Chapter has discussed the theories of the processes believed to govern 
the behaviour of large ice sheets that are used in large scale modelling 
studies of ice sheets. Methods for calculating stresses within ice sheets (for 
use in flow relations) were described, and the assumptions used in ice 
sheet models to simplify these equations, and to allow their solution using 
numerical methods were examined. The flow laws (relations between 
applied stresses and strain rates) used for ice deformation, sliding and the 
flow of subglacial sediments were introduced, and their uses in ice sheet 
models discussed. 
Factors controlling the conditions at the base of an ice sheet were then 
examined. Temperature regimes within large ice sheets were examined, 
with particular regard to where the base of an ice sheet was likely to be at 
the melting point. The behaviour of water at the bed (particularly factors 
determining water pressure) was discussed in some detail, as this has been 
generally neglected in large scale ice sheet models to date. The different 
hydrological systems believed to exist at the base of glaciers and ice sheets 
were discussed, and the possibility that such systems can undergo rapid 
changes in response to various factors, and the effect this could have on 
ice sheet dynamics, was examined. 
Ice sheet mass balance relationships were examined. A distinction between 
surface mass balance, and marine processes affecting ice loss (or gain) was 
made. The difficulties of deriving surface mass balance from 
meteorological and climatological models were discussed, and the fact that 
almost all ice sheet models use parameterised, empirical relationships to a 
greater or lesser extent noted. Similarly, marine processes were also found 
to be generally incorporated into models using parameterisations or 
empirical relationships. 
Finally, the process of isostasy was examined. The section focussed on the 
different isostatic models used in various studies, and the differences 
between the models were discussed. 
Chapter Three will examine how these processes have been incorporated 
into the model developed for this study. 
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CHAPTER THREE. THE ICE SHEET MODELS. 
3.1 Introduction. 
This chapter describes the construction of the two models developed in 
this study. The chapter is divided into four sections. The second section 
outlines the reasons for selecting the particular type of ice sheet model 
used, and in particular justifies the two levels of model complexity used in 
this study. The third section describes the construction of the simple one-
dimensional model initially developed to investigate possible influences 
of basal hydrology on the dynamics of ice sheets, and includes the method 
by which the model treats the flow of ice (including numerical 
considerations), how the ice interacts with the surrounding environment, 
and the justification for the forcing functions used to drive the model. The 
fourth section describes the more complex two-dimensional model 
subsequently developed to model more realistically the Scandinavian ice 
sheet during the late Weichselian, and is organised in a similar way to 
Section 3. 
3.2. Basic Model Requirements. 
As will be apparent from Chapters 1 and 2, the complexity of ice sheet 
models used in previous studies varies enormously, from simple steady 
state reconstructions of ice sheets at one time period (usually at maximum 
extent), such as by Denton and Hughes (1981), to extremely complex, time-
dependent, three dimensional, thermomechanically coupled models, such 
as by Herterich (1988). To a large extent, the complexity of the model is 
determined by the purpose of the model. The reconstructions developed 
by Denton and Hughes were originally designed to provide a boundary 
condition for a Global Climate Model; the aim of Herterich's study was to 
try to model, as realistically as possible, the configuration and flow 
patterns within the present day Antarctic ice sheet. Another factor which 
needs to be considered when determining the complexity of the model 
required in a given study is the quality and quantity of data available to 
form the boundary conditions and initial conditions for the model, and 
the data available to test the model output. Thus, a model of a present day 
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ice sheet can be (though does not necessarily need to be) more complex 
than one of a former ice sheet, as boundary conditions (such as 
accumulation, ice thickness, etc.) for the present day ice sheet will be much 
better known than those of the former ice sheet (though it should be borne 
in mind that large uncertainties still exist even for present day ice sheets). 
As discussed earlier, this study aims to simulate the Scandinavian ice 
sheet during the late Weichselian, with special interest in the effects that 
changing basal hydrology may have had on the dynamics of the ice sheet, 
through the dependence of basal sliding on water pressure. As such, a 
certain basic level of complexity is required. The model must, for instance, 
be time dependent, as it seeks to simulate the ice sheet through time, 
rather than at a given time. It obviously has to include a treatment of basal 
hydrology. From theoretical studies and field studies of modern day ice 
sheets and glaciers, it is believed that the main influence of basal 
hydrology on ice sheet dynamics is on the sliding of ice over its bed. Thus, 
the model needs to include a treatment of basal sliding. Data available to 
test the model include the spatial extent of the ice sheet at various times 
and in various locations, and also reconstructions of possible flow patterns 
within the ice sheet. Thus, at least one, but preferably two spatial 
dimensions need to be included. 
Beyond these basic requirements, however, the level of complexity of a 
model needed in a given study is open ended. Complex models initially 
seem more desirable, as they involve less parameterisation of processes, 
and can rely on more physically justifiable parameters. More complex 
models, however, need more accurate input data if their use is to be 
justified. The accuracy with which input data can be specified places an 
upper limit on the level of complexity that is needed, or desirable, in a 
model. As discussed in Section 2.3.1, Hindmarsh (1993) argues small 
changes in model inputs can lead to large variations in the values of some 
model variables. These variations can be bigger than the accuracy to which 
certain crucial parameters are known, such· as the variation with 
temperature of the rate factor, A, in the flow law for ice deformation 
(equation 2.8). Similarly, Budd and Jenssen (1989) showed that even 
apparently minor variations in geothermal heat flux can substantially 
alter the distribution of areas computed to be at the pressure melting 
point. Initial conditions for the Scandinavian ice sheet in the mid-
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Weichselian are still the subject of much debate (see Section 1.3). 
Similarly, climate over the ice sheet during the almost the entire period of 
the study must be considered largely unknown. Climate affects not only 
the mass balance of the ice sheet, but also factors such as the thermal 
regime (through both ice thickness and ice sheet surface temperatures). 
Thus, given the large number of unknown factors influencing the 
Scandinavian ice sheet during the Weichselian, it is very difficult to argue 
that the inclusion of full thermomechanical coupling in the model will 
necessarily improve the accuracy of predictions made by the model, 
though it may alter the qualitative dynamics of the system (e.g. the 
number of steady states, Hindmarsh, 1993). 
Two levels of model complexity are thus used in the present study. A 
relatively simple, one-dimensional model based on the continuity 
equation for ice flow was developed first. This model included basal 
hydrology, and its effects on ice sheet dynamics. The results of this model 
could be compared with a similar model which did not include basal 
hydrology, in order to gain some idea of the role of hydrology. These 
models thus examined the sensitivity of the ice sheet to the inclusion of 
basal hydrology, and the parameterisation used. The results, however, 
could not be extensively tested against geological evidence, as they only 
predict ice sheet margins at two locations, rather than round the entire ice 
sheet, and they cannot allow for possible flow across the chosen flowband 
as ice sheet configuration changes. The relatively simple nature of the 
model did allow for more extensive sensitivity testing to be carried out, 
however. 
Because of the problems of fully testing a one-dimensional model against 
geological evidence, a second, more complex, two-dimensional model was 
also developed in this study. This included basal hydrology, a slightly 
more complex treatment of mass balance, and a simple method for 
computing basal temperature. This model could not be subject to such an 
extensive set of sensitivity tests due to computer time and storage 
requirements. Being two-dimensional, however, it did allow more 
extensive testing against geological evidence, in terms of both the areas 
that were available for testing, and the type of data that could be used for 
testing. 
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3.3. The One-Dimensional Model. 
Two one-dimensional models were developed in the current study. They 
are functionally identical, except for the way in which effective pressure is 
calculated. One model calculates effective pressure on the basis of 
subglacial meltwater discharge and · the configuration of the subglacial 
drainage system; the other calculates effective pressure solely on the basis 
of ice thickness, and bed elevation if below sea level, representing the 
partial flotation of ice grounded below sea level. 
3.3.1. Ice flow. 
Flow of grounded ice is assumed to occur by a combination of internal 
deformation and basal sliding. As the model is one-dimensional, 
deformation velocity is vertically integrated (see Section 2.2.2), and is 
calculated from basal shear stress, 'tb, assuming simple shear, using the 
equation: 
(3.1) 
where Ud is the ice deformation velocity, Z is ice thickness and A and n 
are flow parameters, determined empirically. Following Section 2.2.1, basal 
shear stress is calculated by: 
'tb = Pi g Z sin a (3.2) 
where a is the ice surface slope, and Pi is ice density. 
Sliding velocity is determined using the relationship determined by 
Mcinnes and Budd (1984): 
(3.3) 
where Us is the ice sliding velocity, k1 and k2 are flow parameters, and N is 
the effective pressure exerted by the ice on its base ( defined as ice 
overburden pressure minus subglacial water pressure). To prevent 
excessive changes in sliding velocity over short distances, which might 
arise from approach to the ice sheet grounding line or from variations in 
N linked to changes in the subglacial drainage configuration, ice velocity is 
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constrained by imposing a maximum horizontal longitudinal strain rate 
of 0.004 a-1 (cf. Mcinnes and Budd, 1984). This can be thought of as 
simulating the role of longitudinal stresses and the buttressing effect of 
downstream ice (Mcinnes and Budd, 1984). 
As the main aim of the model is to investigate the effects that subglacial 
water may have on the dynamics of ice sheets, floating ice is treated in a 
very simple manner. If ice is found to be floating (i.e. Z < Pw /Pix W, 
where Pw is water density and W is water depth), ice flow in the resulting 
ice shelf is approximated by using a prescribed constant horizontal strain 
rate of 0.004 a-1. This is the observed strain rate at the grounding line of 
Pine Island Glacier in West Antarctica, a floating ice tongue that is not 
buttressed by ice rises (Mcinnes and Budd, 1984). This is a situation that 
seems likely to be comparable to the Atlantic margins of the Weichselian 
Scandinavian ice sheet. It is thus assumed that, within an ice shelf, ice 
velocity changes as a result of spreading and thinning of the ice under its 
own weight, given an initial velocity at the grounding line, and that the 
ice shelf experiences no back- or side-pressure effects (c.f. Section 2.2.1). 
These velocity calculations are incorporated into the model using a one-
dimensional version of the continuity equation for ice thickness: 
cJZ =M-m- cJ(Ua +Us)Z 
at ax (3.4) 
where M is net surface mass balance, m is rate of marine losses, t is time 
and x is distance. 
As equation 3.4 is a partial differential equation, no analytical solution is 
possible, and t~e equation must be solved numerically. This study uses the 
technique of finite differences, in which the solution is discretised onto a 
regular grid. At each node on the grid, the model equations are used to 
calculate ice thickness and velocity. Time and space derivatives required 
in equation 3.4 are approximated using the value of the appropriate 
variable at the node in question and at adjacent nodes. The one-
dimensional model described here uses a simple forward-time, centred 
space scheme to do this: 
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z~ + 1 - z~ (u zt 1 - (U zt 1 1 l= - 1- 1+ +M - m 
At Ax (3.5) 
where U is total velocity (deformation velocity plus sliding velocity), At 
and Ax are grid sizes in time and space respectively, subscript i is grid node 
coordinate in space, and superscript t is grid node coordinate in time. This 
scheme is an explicit scheme, in which zit+l for each i can be calculated 
from the quantities that are already known. Explicit schemes have the 
advantage that they are very simple to implement, and quick to calculate. 
They do, however, also have disadvantages. The spatial grid size 
determines the the maximum possible time step that can be used before 
the scheme becomes unstable. The stability of finite differencing schemes 
is an extremely complex subject. In its simplest form, however, some idea 
of the stability of a scheme can be determined by: 
(3.6) 
which is known as the Courant-Friedrichs-Lewy stability criterion (Press et 
al., 1989). This can be understood intuitively using Figure 3.1. In the 
continuity equation, information propagates with a velocity U. Thus, in 
'real' space, the region which contributes information to a given point at a 
given time is shown by the shaded region. In 'grid' space, however, 
information is discretised. The points which the finite difference scheme 
being used allows to contribute information to the point of interest are 
shown as the solid dots connected by a solid line. If these enclose a larger 
area (shown bordered by the dotted line) than the shaded region, the 
differencing scheme is in effect providing more information than the 
solution requires (Figure 3.la); thus, the scheme is stable. In Figure 3.lb, 
however, the increase in time step leads to the area enclosed by the points 
being smaller than the shaded area. Thus, less information is being 
supplied than is needed. In this case, therefore, the scheme will be 
unstable. The effect of smaller spatial grid sizes, and larger velocities, can 
be similarly envisaged. Budd and Jenssen {1975) have shown that for ice 
sheets, 
Atmax {~x)2 la'I 2U'Z'n (3.7) 
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Figure 3.1. Diagramatic representation of the stability requirements of 
finite difference schemes. After Press et al. (1989). 
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where a', U' and Z' are estimates of maximum ice surface slope, velocity 
and thickness. The model described here uses a 20km spatial grid size, and 
a 2.5 year time step. Equation 3.6 thus implies that the maximum velocity 
the model can handle is 8000 ma-1, which should be more than adequate. 
For an ice sheet 1500m thick, with surface slope of 0.0075 (implying a basal 
shear stress of 100 kPa), equation 3.7 allows a maximum velocity of 133 
ma-1. This is close to the values expected in the model, and implies some 
stability problems might be encountered. The effectsof these were tested by 
varying the timestep in some model runs. These results are described in 
Chapter 4. 
The non-linear nature of equations 3.1 and 3.3 (due to the dependence of 
U on 'tb (and hence dZ/ dx)) can also give rise to stability problems in the 
finite difference scheme. Commonly called non-linear instability, this 
problem results from a transfer of energy from long wavelengths to short 
wavelengths. This causes the profile to steepen, and manifests itself as 
high frequency waves in the ice thickness distribution. Once established, 
these waves become amplified until a vertical profile or 'shock' develops, 
at which point no solution to equation 3.7 exists. Many complex solutions 
to this problem exist, such as adding a diffusion term to the difference 
scheme, or some form of 'artificial' viscosity. Due to the simple nature of 
this model, however, these solutions were felt to be too costly in 
implementation and computing time, so a simple scheme in which the ice 
thickness distribution was smoothed periodically was adopted, following 
Payne (unpubl.). The smoothing function used was: 
(3.8) 
This scheme is- applied on 5% of model iterations through time. The 
problem of artificial ice loss at the edge of the ice sheet, due to smoothing 
using ice-free points, is overcome by estimating -the total volume of ice 
lost during the smoothing operation, and then redistributing this volume 
equally to the points at the ice sheet margin. Again, sensitivity testing was 
carried out to investigate the effect of varying the frequency of smoothing 
operations on model behaviour. 
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3.3.2 Mass balance. 
As discussed in Section 2.4, the mass balance of an ice sheet is determined 
by the complex interplay of many processes. Since the main aim of the 
model described in this section was to evaluate the role that subglacial 
hydrology may play in ice sheet dynamics, a very simple approach was 
adopted to determine mass balance. The mass balance in the model was 
taken to be the result of four different processes: accumulation due to 
precipitation on the ice surface, surface melt (ablation), melt from the base 
of floating ice shelves, and calving of icebergs where the ice terminates in 
standing water. 
Accumulation rates, which must be considered largely unknown for the 
Scandinavian ice sheet during the late Weichselian, were taken to be equal 
to modern precipitation rates. These were taken to be 90% effective (i.e. 
given the relative densities of ice and water, lm of precipitation in a given 
time period would be converted to lm of ice by the end of that period). 
This approach, which minimises the complication of including 
precipitation as an interactive variable, and saves computing time, was 
also used by Budd and Smith (1981). Whilst this is clearly a simplification 
of the actual situation during the late Weichselian, it is justified here for 
reasons related to the difficulty of obtaining these data, and the aims of the 
study. Firstly, no actual data exist for possible precipitation rates, especially 
in the earlier period of the model run. Secondly, Global Climate Models 
(GCMs) which have been used to predict the climate at the last glacial 
maximum, for instance, have a very high degree of uncertainty in their 
results, especially with regard to precipitation. Finally, as the aim of this 
study is to investigate the role basal hydrology may play in ice sheet 
dynamics, rather than to model the Scandinavian ice sheet as realistically 
as possible, the use of very simple precipitation values is justified on 
purely pragmatic grounds. However, the model does allow amounts of 
precipitation to change due to the growth of the ice sheet, by incorporating 
an "elevation desert effect" to simulate the re~uction of precipitation 
observed in the interiors of modern day ice sheets due to the lack of 
moisture sources over continental ke sheets. This effect was included by 
reducing the precipitation rate, from its present day value Pp, by a factor of 
two for each kilometre of ice surface elevation above the 2km level, thus: 
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P= Pp 
i{E- 2) for E > 2km (3.9) 
where P is the new precipitation value, and E is ice surface elevation in 
km. This effect is felt to be important, because it tends to counter the 
positive feedback effect whereby as the ice sheet elevation increases due to 
ice sheet growth, ablation is reduced and hence overall mass balance 
becomes increasingly positive. 
Ablation (surface melt) was calculated using the regression relationship 
derived by Budd and Smith (1981), which is based on the present-day 
distribution of ablation rates with elevation and latitude for existing 
glaciers. By selecting from a wide geographical area, most situations in 
which glaciers exist were included in this relationship, so its use for past 
ice sheets should not present undue problems. The relationship is: 
1 log10 Ab =-(Eo - E) 
1( (3.10) 
where K is 1200m, Ab is the ablation rate in m a-1, and Eo is the elevation 
of the 1 m a-1 ablation contour at a given latitude at a given time (as 
determined from present-day distributions of ablation, elevation and 
latitude). Changing insolation receipts over time (one of the main driving 
variables included in the model) were assumed to modify the value of Eo. 
The effect on ablation rates of changing radiation receipts linked to 
variations in the earth's orbital geometry was incorporated into the model 
using the method of Budd and Smith (1981). These authors argued that 
the relationship between ablation and latitude is largely due to the relation 
between summ~r temperature and latitude, which whilst being influenced 
by other factors such as continentality, is a product of the amount of solar 
radiation received at different latitudes. Budd and Smith thus argued that 
changing solar radiation receipts due to changing ·orbital parameters could 
be related to changes in ablation by assuming that changes in radiation 
receipts over time at a given latitude, as calculated by Vernekar (1972), 
would result in changes in the elevation of the 1 m a-1 ablation level (Eo -
equation 3.10). These changes would be equivalent in magnitude to 
present day changes in the elevation of Eo which occur between latitudes 
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which show spatial differences in radiation receipts comparable to the 
difference between present day receipts and those at the time period in 
question. The degree of isoline change in their study was derived from the 
responses of the model ice sheet. Values of between 18 to 36 m (ly day-1 )-1 
produced reasonable ice sheet volumes, with a best estimate of 30 m (ly 
day-1)-1. 
These changes in Eo can be converted to equivalent changes in air 
temperature by assuming a moist adiabatic lapse rate of 6.5°C km-1 (Budd 
and Smith, 1981). The results suggest that only a part of the temperature 
changes inferred for the Last Glacial Maximum by climate model studies 
can be directly attributed to radiative forcing (Budd and Smith, 1981). Budd 
and Smith attributed the residual temperature change to ice-albedo 
feedback effects, which were argued to vary linearly in magnitude with ice 
sheet extent. In reality, these feedback effects may also involve such 
variables as atmospheric composition and turbidity, a fact acknowledged 
by Budd and Smith (1981). The values for the effect of albedo calculated by 
Budd and Smith (1981) are used in this study. They suggest values of 
between 150 and 2000m lowering of Eo at maximum ice sheet area, with a 
best estimate of 800m. 
The best estimates for the influence of radiation variations and ice-albedo 
feedback were used in this study. Radiation variations at 65°N were used 
for the whole transect, as studies of isotope and gas composition in ice 
cores taken from Antarctica seem to suggest this latitude was critical in 
influencing global climate (e.g. Genthon et al., 1987). The present-day 
value of Eo at the Northern end of the transect was taken to be 900m, and a 
latitudinal gradient of 10m increase per degree south of this point was 
used (Budd and Smith, 1981). This gradient was assumed not to vary 
through time. Th~ time series used in the model are shown in Chapter 4. 
These simplifying assumptions (radiation changes at one latitude used 
throughout the model, albedo feedback external' to the model, and a 
constant latitudinal gradient of Ea throughout the model run) are again 
justified by the aim of the model at this stage. 
Ice melt from the base of possible ice shelves around the Scandinavian ice 
sheet during the Weichselian is extremely uncertain. The possible extent 
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of ice shelves is the subject of much debate, with some studies suggesting 
that much of the Arctic Ocean was covered by floating ice shelves (e.g. 
Lindstrom and MacAyeal, 1986), and others suggesting the Arctic Ocean 
was largely ice free (e.g. Boulton et al., 1982). The processes governing melt 
from existing ice shelves are also very complex, and subject to much 
uncertainty (see Section 2.4.2). Studies on present day ice shelves in 
Antarctica have found melt rates ranging from 0.3 m a-1 on the Ross ice 
shelf (Doake, 1985) to 2.0 m a-1 on George VI ice shelf (Bishop and Walton, 
1981). The main difference between these two areas seems to be that the 
Ross ice shelf is adjacent to polar waters, which are perennially covered by 
pack ice, whilst George VI ice shelf is adjacent to sub-polar waters, which 
are only covered by pack ice in winter. Since deep ocean core studies have 
shown that the North Atlantic polar front migrated southwards to 
perhaps 50°N during the Weichselian (e.g. Ruddiman and McIntyre, 1981), 
a low value of 0.5 ma-1, due to the inferred presence off-shore of polar 
waters, was used in this model for the whole time period. This 
simplification is again justified by the aims of the one-dimensional model. 
Iceberg calving is the fourth mass-balance process included in the model. 
As discussed in Section 2.4.2, any ice sheet or shelf margin that impinges 
on the open sea experiences calving, but the physics of the process remain 
unclear. Given the aims of this study, and the good agreement between 
theoretical calving rates calculated by Hughes (1992) with the empirical 
relationship of Brown et al. (1982) for Alaskan tide water glaciers, the 
simpler relationship of Brown et al. was adopted here, as the calculation of 
bending stresses (used in Hughes' model) was felt to be beyond the scope 
of this study. The relationship proposed by Brown et al. (1982) was: 
Ve= 27.1 W for W ~ 0 (3.11) 
where Ve is the calving rate and W is water depth. This rate was 
incorporated into the model by converting calving rate to an equivalent 
thickness reduction rate, by multiplying Ve by the grid spacing, and the 
assumed width of the flow band. A maximum possible value for Ve is 
imposed of 7500 ma-1, following Payne et al. (1989), to prevent excessive 
velocities from occurring where the ice margin extends to the edge of the 
continental shelf. 
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3.3.3 Meltwater discharge. 
Meltwater discharge, which is required for calculations of effective 
pressure, was calculated on the assumption that in the ablation area of the 
ice sheet, all of the ablated ice would reach the bed as surface derived 
meltwater. It was further assumed that in the accumulation zone, any 
melt that occurred would re-freeze as it flowed downwards through the ice 
sheet, and none would reach the bed. This in effect implies that the base of 
the ice sheet is temperate in the ablation zone only, an assumption 
supported by time-dependent thermomechanically coupled modelling of 
ice masses (e.g. Hindmarsh et al., 1989). 
The assumption that surface-derived meltwaters did reach the glacier bed 
within the ablation areas of Quaternary mid-latitude ice sheets is 
supported by geological evidence. Allen (1971) argued that climbing-ripple 
sequences in the Uppsala esker result from discharge variations with a 
time scale of a few hours, consistent with the diurnal discharge variations 
observed in meltwater streams fed by surface melt. Banerjee and 
McDonald (1975) argued that cyclic sequences of sand and gravel, with 
thicknesses of one to a few metres, which are frequently found in the core 
of large eskers may be due to annual discharge variations. These 
observations are consistent with surface-derived water comprising the 
greatest component of discharge, because the discharge of basally-derived 
meltwater would not be expected to vary significantly on annual or 
diurnal scales. 
The assumption that the base of the ice sheet reached the melting point 
only in the ablation area was tested in some model runs by incorporating 
the treatment of basal temperature adopted for the two-dimensional 
model (see Section 3.4.3 below). These runs showed that in general, the 
margins of the -ice sheet did reach the pressure melting point, where as 
interior areas remained frozen ( consistent with the discussion in Section 
2.3.1). During growth, areas within 60 to 100 km of the ice sheet margin 
reached the melting point (although if ice in the marginal cell (20 km) was 
very thin, this one cell was sometimes below the melting point). During 
decay, the marginal 200 to 250 km reached the melting point; this area was 
slightly larger than the ablation area. These calculations seemed to suggest 
that only allowing water to reach the bed in the ablation area would, if 
anything, underestimate the role of basal hydrology in ice sheet dynamics. 
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Meltwater discharge (in m3 s-1) was calculated by multiplying the ablation 
rate by the relative densities of ice and water (0.9), the grid interval and the 
flowband width, and then integrating downstream from the ice divide. 
3.3.4 Meltwater drainage and subglacial water pressure. 
The two one-dimensional models developed in this study are 
differentiated in terms of the way in which effective pressure (N) is 
calculated. In the simplest model (Model 1), the effective pressure is taken 
to be the height of ice above buoyancy, following Mclnnes and Budd (1984) 
and Radok et al. (1989). In the second model (Model 2), N is calculated 
with reference to subglacial meltwater discharge, and the inferred 
configuration of the subglacial drainage system (see Section 2.3.2). Model 1 
is used as a 'control', to investigate the effects that including a more 
detailed treatment of subglacial hydrology has on the model ice sheet. 
The studies by Fowler (1987a,b ), discussed in Section 2.3.2, are used as the 
basis for the calculation of effective pressure in Model 2. The equations 
will be repeated here for the sake of completeness. For a system of tunnels, 
1 
NR = [(pwg<!>QR)/ (piAFSK)J; (3.12) 
where NR is effective pressure for a tunnel based system, Pw is water 
density, g is the acceleration due to gravity, QR is the volume flux of 
meltwater, Pi is ice density, A is the Arrhenius parameter, Fis latent heat, 
n is the exponent in Glen's flow law, SR is the tunnel cross sectional area, 
and <I> is the hydraulic gradient, defined as: 
(3.13) 
Here ~ is the bed slope. SR is calculated as: 
(3.14) 
where f is an empirical constant related to turbulent channel flow. 
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For a system of linked cavities, Fowler (1987a) shows: 
1 
NK = r [(pwg<J>) I (piAF) (QKnKSK)]~ (3.15) 
where NK is effective pressure for a cavity based system, r is a shadowing 
function (Lliboutry, 1978), defined as the probability that a randomly 
selected area of the bed is in contact with the ice, QK = QR the volume flux 
of meltwater, nK is the number of passageways across the width of the 
glacier and SK is the cross-sectional area of a typical passageway. 
Since Model 2 allows meltwater to drain via either major tunnels or a 
system of linked cavities, it calculates the value of the stability criterion (A) 
proposed by Fowler (1987a,b ): 
(3.16) 
(where v = (a/1), a is typical bedrock bump amplitude, 1 is typical bump 
wavelength and A is the Arrhenius parameter). Model 2 also calculates 
the critical value for tunnel stability: 
(3.17) 
where A* is the total cavity cross sectional area, and µ is the power 
function for self-similar bedrocks (Fowler, 1987a,b ). 
Thus, effective pressure is calculated from either equation 3.12 or 3.15, 
depending on the value of the stability criterion (A) relative to Ac in the 
previous time interval. (This assumes that the drainage system 
configuration _can change within one time period. Evidence from 
Variegated Glacier, Alaska, suggests that 2.5 years is more than adequate 
(Kamb et al., 1985)). Then, the value of N calculated above is compared 
with that calculated from ice thickness above buoyancy, and the lower 
value is used (i.e. the higher water pressure). This simulates, albeit in a 
very simple manner, the effect on subglacial water pressure of a head of 
water at the ice sheet margin. If the calculated effective pressure is greater 
than the ice overburden pressure (implying a negative water pressure, 
which is impossible in reality, but actually indicating that subglacial water 
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is at atmospheric pressure and tunnels are not full (Fowler, 1987a)), ice 
overburden pressure is used instead of the calculated effective pressure. 
3.3.5 Glacial isostasy. 
Ice sheet behaviour is known to be strongly influenced by changes in bed 
elevation caused by isostatic effects .(Budd and Smith, 1981, Hyde and 
Peltier, 1985, 1987). This is incorporated into the model using a diffusion 
equation based on ice load and the deflection of the bed away from an 
initially relaxed condition (Oerlemans and Van der Veen, 1984). The rate 
of response is controlled by a diffusivity constant, and the relationship is: 
(3.18) 
where B is bedrock elevation, Bo is the initially relaxed bedrock elevation, 
Da is the diffusivity constant, Li is the ice load and Lw is the water load, 
calculated as: 
for grounded ice 
for ice with its bed below sea level 
where ice is floating 
Lw = Pwf Pw (Bo- B) where B or Bo are below sea level 
Lw = 0 where both are above sea level 
where Pm is mantle density, and z* = Z - Pw / Pi W, where W is the water 
depth. This rel~tionship neglects the flexural rigidity of the lithosphere. 
Oerlemans (1982b) performed tests with an ice sheet model with and 
without flexural effects in the model's treatment of isostasy, and found 
that for coarse grids (such as used in this study), the results were not 
significantly different. 
Equation 3.JB is a partial differential equation, and is solved using finite 
differences with the same grid size and time step as equation 3.4. For 
equation 3.1 8'., the finite difference version is: 
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B!+l - B! [L! 1 -2L!+ L! 1] 1 1 = Da i+ 1 1-
~t (~x)2 (3.19) 
where L is the total load, i.e. Bo - B +Li+ Lw. The stability requirement for 
equation 3.19 is: 
(3.20) 
The physical interpretation of this is that the maximum allowed timestep 
is the diffusion time across a cell of width ~x. For the timestep, grid 
spacing and mantle diffusivity used in this model, this requirement is 
easily met. 
3.3.6. Model structure. 
Interrelationships between the various variables in Model 2 are 
summarised in Figure 3.2. Within the model, four interacting sub-systems 
can be identified, with ice thickness at the centre of each: ice flow, net mass 
balance, meltwater drainage and isostasy. 
Ice flow is controlled largely by surface slope, and meltwater drainage. 
Steep slopes and/ or thick ice lead to faster deformation velocity and, to a 
lesser extent, faster sliding velocity, which tends to reduce slopes and ice 
thickness (Section 3.3.1). Meltwater drainage (Section 3.3.4) also influences 
sliding velocity, as steep slopes and/or high meltwater discharge lead to 
increased effective pressure, which reduces sliding velocity. The 
configuration of the drainage system is in turn influenced by sliding 
velocity. Time lags within this sub-system are related to how fast the ice 
sheet configuration can change its flow patterns to reflect new ice surface 
elevations and/ or meltwater drainage configurations. These are probably 
of the order of hundreds of years (Hindmarsh et al:, 1989). 
Net mass balance is largely controlled by ice surface elevation. Thicker ice 
leads to higher surface elevations, and hence to more positive net mass 
balance. This positive feedback is countered to some extent, however, by 
the "elevation desert effect" described in Section 3.3.2, which red uces 
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(Section 3.3.5), which reduces surface elevation through bedrock 
depression as ice thickness increases. The direct influence of surface 
elevation on net mass balance is not subject to time lags, except though the 
influence of isostasy. 
Meltwater drainage is controlled by net mass balance and ice flow, 
thickness and surface slope. Net mass balance in the model determines 
where the bed of the ice sheet is at the melting point (because the 
assumption used in the model that the bed of the ice sheet reaches the 
melting point only in the ablation area), and the amount of water arriving 
at the bed (Section 3.3.3). Ice flow, thickness and surface slope all influence 
the configuration of the drainage system (Section 3.3.4) (i.e. whether 
drainage is by a tunnel-based or cavity-based system), and together with 
meltwater discharge, determine the water pressure within that system. 
This then influences ice flow, through the effect of water pressure on 
effective pressure, and hence ice sliding. The influence of net mass balance 
on meltwater drainage has little direct time lag; but the influence of ice 
flow on meltwater drainage is subject to longer time lags, perhaps up to 
1000 years, relating to the speed at which the ice sheet can react to changes 
in flow pattern. 
Isostasy is controlled by ice thickness. As ice thickness increases, bedrock is 
depressed and surface elevation reduced. This influences net mass balance 
(and hence meltwater drainage), and to some extent ice flow, as isostasy 
tends to reduce surface slopes also. This sub-system is subject to long time 
lags, perhaps of up to 5000 or more years. 
For an ice sheet to reach equilibrium, therefore, the effects of all these sub-
systems, each subject to interactions on different time scales, must balance 
each other, and at any one point on the ice sheet surface, net mass balance 
must equal ice flow divergence or convergence. 
The structure of the model itself is illustrated in Figure 3.3. In summary, 
the procedure at each time step is to calculate the effects of isostasy on bed 
elevation first, on the basis of the ice thickness and bed elevation from the 
previous time step, and apply these results. This allows the distribution of 


















.....----- Configuration -------~, 









Figure 3.3. Flow diagram for the full one-dimensional model (Model 2). 
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elevations and hence net mass balance terms to be calculated. From the 
new surface and bed elevations, surface, basal and hence hydraulic 
gradients can be determined. These, together with the critical value of the 
tunnel stability criterion from the previous time step allow the drainage 
configuration for the current time step to be calculated. Drainage 
configuration and surface slope then allow the calculation of grounded ice 
velocity for the current time step, which is then used to calculate floating 
ice velocity. Ice thickness, velocity and net mass balance allow the mass 
continuity equation to be solved to give the ice thickness for the next time 
step. 
New values for the forcing functions are read in at the start of timesteps 
every 100 model years, until the run is complete. The model can produce 
summary output variables (such as total ice volume or area) at set 
intervals, and values of actual model variables at all grid points (such as 
ice thickness and velocity) at set intervals. Parameter values used in the 
model, and its testing, are described in Chapter 4. 
3.4. The Two-Dimensional Model. 
The two-dimensional model described in this section is in general very 
similar to the full one-dimensional model described in the previous 
section. The main differences (apart from the expansion to two spatial 
dimensions) concern the formulation of the continuity equation, the 
numerical scheme used to solve it, the calculation of basal temperature, 
and the treatment of net mass balance, accumulation in particular. 
3.4.1 Ice flow. 
Ice flow within grounded ice is again assumed to occur by a combination 
of internal deformation and basal sliding. The two components of 
deformation velocity are calculated using the equations: 
(3.21) 
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where subscripts x and y represent the two spatial dimensions. The 
calculation of the x and y components for shear stress is straightforward; 
equation 3.2 is used with the two separate surface slope components. The 
overall shear stress, 'tb, is calculated using the overall surface slope, 
defined as 
(3.22) 
where a. is now the overall ice surface slope. 
The two components of the sliding velocity are determined using the x 
and y components of shear stress in equation 3.3. 
Early experiments with a two-dimensional version of the continuity 
equation (equation 3.4), and of the simple forward-time, centre-space finite 
difference scheme used to solve it (equation 3.5) showed that the stability 
requirements, already stretched in the one-dimensional model, could not 
be met. It was therefore decided to implement an implicit, rather than an 
explicit finite difference scheme. In an implicit scheme, the spatial 
derivatives (i.e. the right hand side of the continuity equation) are 
evaluated at time t+l, rather than at time t. In order to do this, the 
advective continuity equation used in the one-dimensional model was 
replaced with a diffusive type equation: 
aE =~(D aE)+ ~(o aE)+A- m at ax \ ax ay ay 





Equation 3.23 is solved using an alternating direction implicit (ADI) finite 
difference scheme, in which each timestep is divided into two substeps of 
equal size, and in each substep a different dimension is treated implicitly: 
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n + !. 
Ei,j 2 - El,j - LxEn + i + LyEn n n 
-----=-- + M- · - m- · 2 1,J 1,J A At/2 
n+l rl!+!. 1 E- . - b. . 2 L En+ - + 1 -En+ 1 i,J i,J = x z ~ + M!l . - m~ . At/2 A 2 i,J i,J 
(3.25) 
where subscripts i and j represent coordinates in x and y, superscript n 
values in time, and Lx and Ly are the difference operators: 
'-En+ 1 _ 0 n En+ 1 [on 0 n .l En+ 1 0 n En+ 1 ~ - i,j + ~ i,j + 1 - i,j + ~ + i,j -~ i,j + i,j -1 i,j - 1 (3.26). 
Due to the non-linearity in the above equations, a fully implicit scheme 
(i.e. where D at time n+l is used as well as E at time n+l) could not be 
used. Thus, equations 3.25 and 3.26 are not unconditionally stable; they 
are, however, a great improvement on a fully explicit scheme, such as that 
used in the one-dimensional model. Thus, the two-dimensional model 
requires no periodic smoothing. 
Stability analysis for this semi-implicit scheme is not straightforward. For 
an explicit scheme, the stability requirement is: 
[
2Di,jAt] I max·· ~ 1,J 2 
A (3.27) 
In this study, the timestep was allowed to vary depending on the 
maximum value of Din each time step, using equation 3.27. A maximum 
time step of 50 years was imposed, to preserve details of the short 
timescale evolution of the ice sheet. The minimum values during a 
typical model run were 8 to 15 years. Again, testing was performed to 
evaluate the effects of changing the timestep on model results. 
3.4.2 Net mass balance. 
Net mass balance in the two-dimensional model was calculated in the 
same way as in the one-dimensional model; that is as the balance between 
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accumulation, surface melt, basal melt from ice shelves and calving at the 
ice front. Early experiments indicated, however, that the treatment of 
accumulation rates as being equal to modern day precipitation rates, 
influenced by an elevation desert effect, was not capable of producing 
realistic ice sheet volumes and areal extents. As it was felt that the 
treatment of ablation in the one-dimensional study was adequate, it was 
decided to increase the complexity of the calculations of accumulation on 
the ice sheet. 
Because of the implementation and computing time costs of linking a 
physically based precipitation model to the ice sheet model, it was decided 
to model precipitation using an empirical relationship. The model 
developed was based upon the idea that for a given latitude and longitude 
in Europe, a "sea level" precipitation value can be assumed, based largely 
on the distance of the area in question from the sea (and in particular the 
Atlantic Ocean), and the temperature of the sea surface at the latitude in 
question. Thus, for Europe, this surface decreases towards the east and 
north. Increasing elevation above sea level would increase this value, due 
to the strong influence of topography on precipitation. Above a certain 
altitude, however, precipitation values would start to decrease again, due 
to the removal of moisture from the air at lower elevations. This effect is 
the same as the "elevation desert effect" described for the one-dimensional 
model, and is a common feature of precipitation distributions in 
mountainous regions (Ohmura and Reeh, 1991). The elevation at which 
this effect occurs is held to be dependent on the original moisture content 
of the air; that is, it too decreases towards the east and north. Changing 
solar radiation receipts were also assumed to influence the sea level 
precipitation values, and hence the altitude at which moisture exhaustion 
would occur. Sea level precipitation is calculated as: 
(3.28) 
where Po is sea level precipitation, 'V is longitude, <p is latitude, ~Eo is the 
change in elevation of Eo (the elevation of the 1 ma-1 ablation contour) at 
the time period in question compared to the present day and ct, c2, c3, and 
C4 are adjustable parameters. The elevation of maximum precipitation (i.e. 
where moisture exhaustion starts to occur) is given by: 
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(3.29) 
where Em is the elevation of maximum precipitation and cs to cs are 
adjustable parameters. The precipitation value at this height (Pm) is then 
given by: 
(3.30) 
where c9 controls the rate at which precipitation is influenced by altitude. 
From Po, Pm and Em a precipitation gradient (Pg) with altitude can be 
calculated. The actual precipitation value (P) in a given cell can thus be 
calculated from 
P = [Po+ (EPg}] - Pm x {i((E -E.JtegJ} + [Po+ (EPg}] (3.31) 
if E < Em and 
(3.32) 
ifE ~Em. 
A typical precipitation versus altitude curve derived using these equations 
is shown in Figure 3.4. Parameter values were derived by making initial 
guesses for their values, and then adjusted by comparing, by eye, the 
predicted precipitation values with real precipitation values, as given by 
the UNESCO Climatic Atlas of Europe (1970). Particular emphasis was paid 
to precipitation values in Western Norway and Finland, as these areas 
were felt to be critical in determining the gross mass balance configuration 
of the Scandinavian during the late Weichselian. The actual precipitation 
distribution in mm a-1 (from UNESCO, 1970) for the study area is shown 
in Figure 3.Sa; the distribution produced by equations 3.28 to 3.32, with the 
parameter values given in Table 5.1, is shown in Figure 3.Sb. Whilst there 
are undoubtedly detail differences between the two distributions, I feel that 
the equations developed give a reasonable representation of the actual 
values. The main difference is the eastwards displacement of the zone of 
maximum precipitation in western Norway in the model distribution 
compared with the real distribution. This occurs partly because the 
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Figure 3.4. A typical precipitation/ altitude relationship produced by 





Figure 3.5. Present-day annual precipitation for the study area. (a) Real 
distribution, after UNESCO (1970). (b) Model distribution produced by 
equations 3.28 to 3.32. 
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seem to be the case in reality, and also because there is no explicit rain 
shadow effect in the model, which would seem to be the cause of the quite 
low values (of around 800 mm a-1) observed on the eastern side of the 
Scandinavian Mountains. The model also seems to slightly over-estimate 
precipitation in the far north. 
The effect of changing Eo on precipitation values (parameters q and cs) 
was adjusted by running the ice sheet model with different values until 
maximum ice sheet extents which matched those inferred from geological 
evidence were generated. The precipitation distribution predicted by the 
model (with the standard parameter values) for 18000 BP is shown in 
Figure 3.6 (ice sheet geometry is shown in Figure 5.8d). This shows a 
general reduction in precipitation over the whole of the region, and 
especially at high elevations on the ice sheet. The highest precipitation 
rates occur at moderate altitudes (-lOOOm) on the southern and western 
sides of the ice sheet. At higher elevations, precipitation values decrease 
due to moisture exhaustion. This general pattern matches well with 
observed precipitation rates on the present-day Greenland ice sheet, which 
also show maximum values at moderate elevations around most of the 
ice sheet, but particularly on the western and northwestern sides, which 
face the prevailing wind (Ohmura and Reeh 1991, Figure 2). At higher 
elevations, precipitation is lower due to moisture exhaustion. 
In the two-dimensional model, the effectiveness of the precipitation is 
also treated more rigourously. Effectiveness is assumed to be a function of 
elevation, latitude, longitude and change in Eo. The relationship used is 
taken from Payne (unpubl.), and is: 
Peff = -0.69SP + 0.014q> + 0.224 (E -AEo) (3.33) 
where Peff is the effective precipitation. 
Surface melt on the ice sheet is treated in a very similar way to surface 
melt in the one-dimensional model, using equation 3.10 and assumed 
changes in the elevation of the 1 ma-1 ablation contour. However, in the 
two-dimensional model these changes are based on the temperature signal 









Figure 3.6. Model precipitation distribution at 18000 BP. 
The reasons for this change in forcing variable are discussed more fully in 
Section 5.2. 
Melt from the base of ice shelves is treated in exactly the same way as in 
the one dimensional model; i.e. a constant value of 0.5 ma-1 is used. 
Iceberg calving is treated using the relationship of Brown et al. (1982) 
(equation 3.11). However, in two dimensions, ice can calve from more 
than one side of a grid cell; thus, the number of ice-free cells with bed 
elevations below sea level adjacent to a given cell is counted, and the 
value of Ve, as calculated in equation 3.11, is then multiplied by this 
number. 
3.4.3 Meltwater Discharge. 
Experience with the one-dimensional model suggested that a more 
sophisticated method for calculating basal temperatures would, in some 
circumstances, lead to model results more accurately matching 
geologically based reconstructions of model behaviour. Given the 
discussion above (Section 2.3.1), and computer time and memory 
restrictions, a simple approach was adopted, based on steady state 
temperature profiles in ice sheets. Hindmarsh (1990, pers.comm.) has 
shown that for velocity due to deformation or sliding, the heat production 
over a column of ice is 
(3.34) 
where His the heating, and Qi is ice discharge. It can then be assumed that 
this heating occurs only at the bed of the ice sheet. This can then be 
compared with the temperature gradient needed to conduct the heat away: 
(3.35) 
where K is the thermal conductivity of ice, and dT / dx is the temperature 
gradient. If the surface temperature of the ice is known, it is then possible 
to calculate the basal temperature as follows: 
(3.36) 
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where Tb is basal temperature, and Ts is surface temperature. If Tb is 
calculated to be greater than 0°C, it is set to 0°C. Oerlemans (1982a) gives a 
relationship for the surface temperature of an ice sheet: 
(3.37) 
where Ta is the temperature at the equilibrium line, Ea is the equilibrium 
line elevation and 'A is the atmospheric lapse rate, again taken to be 6.5°C 
km-1. For the present day Greenland Ice Sheet, studies suggest that Ta is in 
the range -12 to -15°C (Oerlemans, 1982a). The latter value is used in this 
study. 
Areas of the bed calculated to be at the melting point then may receive 
surface melt, depending on the magnitude of the surface water inputs. 
Basal melt rates are generally two or three orders of magnitude smaller 
than surface melt rates, and are ignored in this study. 
In two dimensions, however, it cannot be assumed that melt water flows 
straight from its source to the edge of the ice sheet. Some method of 
routing water from its source to the edge of the ice sheet is needed. At the 
scale of an ice sheet, it is obviously impractical to model the flow of water 
in a detailed manner, such as in the study of water flow from Grimsvotn 
in Iceland by Spring and Hutter (1981). Oerlemans (1982a, 1984) has 
suggested that water could be advected over the bed at a small (perhaps 0.5 
to ·2) multiple of the ice sliding velocity, using a continuity equation. This 
assumes that water flow is slow, and may be more appropriate for a soft-
bed situation, in which most basal water is in a till layer. Water flow in the 
till layer would be very slow, and thus the most effective method for 
transport of water would probably be by advection of water within the till 
layer. This study, however, assumes that the bed of the ice sheet is 
impermeable. Thus, the method used by Budd and Jenssen (1987) is 
adopted, which assumes that the water flows down a hydraulic potential 
surface. The potential of the water (<I>) at a given location is assumed to be 
the sum of the potential energy of the water due to its height and the 




This allows the potential gradients to be calculated. Surface melt rates are 
converted to water volumes (by multiplying melt rates by the grid cell 
area) and are then routed down this surface, using an algorithm 
equivalent to that of . Zevenbergen and Thorne (1987) for calculation of 
'upstream area'. Each cell which is at the pressure melting point receives 
surface melt and passes the melt, plus all melt received from upstream 
cells which contribute melt to drainage routes which pass through it, to all 
adjacent cells with a lower hydraulic potential. The proportion of melt 
passed to each cell is determined by the relative magnitudes of the 
potential gradients between 'source' and 'sink' cells, and by the type of 
drainage (tunnels or cavities) in the cell. If cavity-based drainage occurs in 
a given cell, melt is passed onto all downhill cells in proportion to the 
relative magnitudes of the hydraulic gradients between the source cell and 
each receiver cell; if the gradients between a source cell and three adjacent 
sink cells are 30, 10 and 5 degrees respectively, melt will be allocated to 
them in the proportions 67%, 22%, 11 %. For tunnel-based drainage, melt is 
passed only to the adjacent cell with the lowest hyrdaulic potential. Total 
water volumes passing through a cell in a given timestep are then 
converted to discharges (in m3 s-1) by dividing by the number of seconds in 
the timestep. 
In early model runs, wherever the bed was calculated to be at the melting 
point, surface derived melt was assumed to reach the bed of the ice sheet. 
This caused problems due to the very low discharges that occurred for 
interior areas of the ice sheet as a result of the very low surface melt rates. 
These low discharges led to very low effective pressures (equation 3.12 or 
3.15), and therefore to extremely high sliding velocities, which resulted in 
model instability. Therefore it was decided to limit the minimum 
discharge at which surface melt could penetrate to the bed of the ice sheet. 
This was felt to be more realistic, given the temperature inversion often 
found in real ice sheet temperature profiles (see Section 2.3.1), which could 
cause surface-derived melt to re-freeze as it descended through the ice 
sheet. Above the critical discharge, it was thus assumed that the water 
would supply sufficient heat energy to keep open drainage paths to the bed 
of the ice sheet. In the model, this was achieved by routing water across 
the surface of the ice sheet (using the method discussed above), until a 
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critical discharge was reached, at which point the water was assumed to 
descend to the bed of the ice sheet. Once at the bed, meltwater was routed 
across the hydraulic potential surface calculated using equation 3.38. 
Equations 3.12 to 3.17 were only used to calculate effective pressure in 
areas with a subglacial discharge above the critical value. For other areas of 
the bed calculated to be at the melting point, but which did not receive 
surface water inputs (or, due to flow divergence, had subglacial water 
discharges below the critical value), effective pressure was calculated from 
the ice thickness, and bed elevation if below sea level. 
This method implicitly assumes that the time required for meltwater 
generated near the centre of the ice sheet to reach the edge of the ice sheet 
is less than the timestep used in the model. For an ice sheet with a 1500km 
span, and a 10 year timestep (typical for an ice sheet of this size), this 
implies that water flows travels at speeds of at least 150 km a-1 (-5 x 10-3 
ms-1). Given that observed water velocities in distributed drainage systems 
have typical values of around 0.02 ms-1, and tunnel-based systems have 
velocities of around 0.5 ms-1 (Brugman, unpubl., Willis et al., 1990), this 
seems a reasonable assumption. 
3.4.4. Meltwater drainage and subglacial water pressure. 
The two-dimensional model uses the same equations as the full one-
dimensional model (equations 3.12 to 3.17, Section 3.3.4) to evaluate the 
type of drainage system in a given cell, and the water pressure in that cell. 
Where appropriate, the overall gradient (as calculated by an equation 
similar to equation 3.22) is used instead of the gradient in one direction. 
3.4.5. Glacial isostasy. 
Isostasy is calculated using a two-dimensional version of equation 3.18: 
aB ( a2 a2 ) ~ = Da - {Bo - B + Li + Lw) + - {Bo - B + Li + Lw) 
OL dX2 c)y2 (3.39) 
This is solved using the ADI scheme given in equations 3.25 and 3.26, 
substituting Li,j for Ei,j, and eliminating Mi,j and mi,j. As diffusivity is 
constant in equation 3.39, the method is fully implicit, and thus 
unconditionally stable. 
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3.4.6. Model structure. 
Interrelationships between the various variables for the two-dimensional 
model are summarised in Figure 3.7. These are very similar to those of the 
full one-dimensional model, except for the incorporation of the equations 
to calculate basal temperature. 
Within the four sub-systems identified in Section 3.3.6, basal temperature 
fits into the ice flow, net mass balance and meltwater drainage sub-
systems. Ice flow controls the production of heat at the base of the ice 
sheet, and ice thickness influences the temperature gradient within the 
ice. Net mass balance controls the elevation of the equilibrium line, which 
is then used to calculate the surface temperature over the rest of the ice 
sheet, which influences the basal temperature. This then controls where 
the bed of the ice sheet is at the melting point, and hence where subglacial 
drainage occurs. 
The model structure is shown in Figure 3.8. This is slightly different to the 
structure of the one-dimensional model, largely because of the difference 
in the continuity equations. At the start of each time step, the ice thickness 
and bed elevations are known. This allows the determination of where ice 
is floating and grounded, and from this the ice sheet surface elevation can 
be calculated. Surface elevations allow the net mass balance terms to be 
calculated. Surface, basal and hydraulic gradients are also calculated from 
ice surface and bed elevations. From these, and the value of the stability 
criterion and basal temperature from the previous time step, the 
meltwater inputs to the bed, the drainage configuration, and hence 
effective pressure, can be calculated. This, together with shear stresses 
calculated from surface gradients allow the grounded ice velocity to be 
calculated. From this, floating ice velocities can then be determined. New 
basal temperatures, and new stability criterion values are then calculated, 
to be passed to the next time step. Ice velocity, surface gradients and 
thickness allows the diffusivities for the current time step to be calculated. 
The maximum value of this is then used to determine the time interval 
for the current time step. Isostatic change for the current time step is then 
calculated, followed by mass continuity. These give new ice thickness 
distributions and bed elevations which are passed on to the next time step. 
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This chapter has described the models developed in this study. The 
reasons for developing two models of different complexity were discussed. 
Inparticular, it was noted that for palaeo-ice sheets, increasing the amount 
of ice sheet physics in a model would not necessarily lead to more realistic 
results, as boundary conditions for palaoe-ice sheets are very poorly 
known. 
The first model described was a simple, one dimensional model. This was 
developed to allow rapid comparison between models with and without a 
detailed treatment of basal hydrology. The model developed in this study 
used an explicit method to solve the continuity equation for ice flow. It 
included ice flow by deformation and a water pressure dependent sliding 
relationship. The model mass-balance treatment included seperate 
calculations of surface accumulation, ablation, iceberg calving and melt 
from the base of floating ice shelves. Surface meltwater was assumed to 
penetrate to the bed on the ice sheet only in the accumulation area. The 
water pressure in the basal drainage system, and the configuration of the 
system were calculated using equations derived by Fowler (1987a,b ). These 
equations allowed the water to flow in a either a tunnel-based system or a 
system of linked cavities, depending on the value of a stability criterion. 
The model also included isostasy, based on a model for a viscous 
aesthenosphere. 
The second model described was a more complex two-dimensional model. 
This was developed to allow more realistic behaviour of the ice sheet 
through a glacial cycle, such as flow line migration in response to 
geometry chang~s, and to allow more extensive comparisons of the model 
ice sheet with the behaviour of the ice sheet derived from geological 
evidence. 
vJ(AS 
The modeli..also based around the continuity equation for ice flow . 
However, a more sophisticated semi-implicit scheme was adopted to solve 
the equation, in order to eliminate some of the stability problems 
encountered in the one-dimensional model. The general structure was the 




included a more detailed treatment of basal temperature, and a novel 
precipitation parameterisation. Two-dimensional flow of water under the 
ice sheet allowed for a difference between the path taken by water flowing 






CHAPTER FOUR. THE ONE-DIMENSIONAL MODEL 
4.1. Aims of the Study. 
This chapter presents the results of the one-dimensional ice sheet model 
described in Section 3.3. The Scandinavian area was chosen because, as 
already discussed in Section 1.3, there is geological evidence that basal 
hydrology did influence the behaviour of the ice sheet during the 
Weichselian, and that hard bed conditions prevailed over much of the 
central area occupied by the ice sheet. The model aims to investigate the 
effects that including basal hydrology and fast sliding have on a simple 
model of ice sheet dynamics. The simplicity of the model is justified 
because, at this stage, the aim is to gain a 'feel' for how basal hydrology 
may influence model behaviour, rather than to produce a more detailed 
model which aims to simulate the Scandinavian ice sheet during the 
Weichselian. This is achieved by comparing the results of the model 
including hydrology with the results of a model in which effective 
pressure is calculated more conventionally as a simple function of ice 
thickness and bed elevation (if below sea level) to simulate buoyancy 
effects. 
Since the climatic curves of Budd and Smith {1981) suggest that the 
elevation of the 1 ma-1 ablation rate contour at 37000 years BP was similar 
to that of today, and because geological evidence suggests an interstadial at 
about this time (e.g. Larsen and Sejrup, 1990), the models were run from 
40000 BP to. the present day. This period experienced the growth of an ice 
sheet from a small or non-existent state to its maximum extent during the 
Weichselian, and then its subsequent decay, and has large variations in 
received solar r~diation. It was therefore felt that this period would be 
more than adequate to investigate the possible effects of basal hydrology 
on ice sheet behaviour. 
4.2. Model Inputs. 
The input data for the model comprised the initial bed morphology, initial 
ice thickness, accumulation rate data, ablation relationships and sea level. 
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External forcing comprised changes in solar radiation receipts due to 
orbital changes, ice sheet area (affecting global albedo) and changing 
eustatic sea level. Solar radiation receipts and albedo feedback were used to 
alter the ablation relationships within the model (see below). 
Bed elevation was defined at 20 km intervals along a transect from 
approximately 69°30'N 12°30'E to 55°N 26°E (Figure 4.1), giving a total of 
75 grid cells. This transect was chosen for two main reasons. 
Reconstructions from geological evidence suggest that the actual flowlines 
for the ice sheet in this area remained similar for much of the late 
Weichselian as the ice sheet grew and decayed (e.g. Andersen and 
Mangerud, 1988), rather than migrating as ice sheet configuration changed, 
as is thought to have occurred in many other parts of the ice sheet (e.g. 
southern Norway, Lundqvist, 1986). Secondly, the transect passes through 
southern Finland, suggested by Fyfe (1990) and Punkari (1982, 1984) as an 
area where fast flow caused by drainage configuration changes may have 
occurred. The elevations along the transect were taken from topographic 
maps of Scandinavia (Office of Geodesy and Cartography, German 
Democratic Republic, 1967, Main Administration of Geodesy and 
Cartography under the Council of Ministers of the USSR, 1972), by finding 
the distances along the transect at which contour lines were crossed, and 
then interpolating these irregularly spaced data onto a regularly spaced 
transect. Interpolation was performed using the 'bilinear' interpolation 
method in the UNIRAS graphics software package (UNIRAS, 1990). 
Elevations along the transect are shown in Figure 4.2a. Initial ice thickness 
throughout the transect was assumed to be zero. The extent of the 
Scandinavian ice sheet at about 40000 years ago is still very much a matter 
of debate, as discussed in Section 1.3. There is evidence that there was an 
interstadial at about this time (the Alesund interstadial, Larsen and 
Sejrup, 1990), but the extent of ice retreat during this period is uncertain. 
Because of this, it was decided to assume no ice cover (following Boulton 
et al. , 1985), though sensitivity testing included several runs in which ice 
was present. Very few, if any, data exist for possible isostatic deflection in 
Scandinavia at 40000 BP; consequently, bedrock elevation was assumed to 
be in isostatic equilibrium at the start of model runs, though this is a 
similarly difficult assumption to test. It is likely that if anything, 
Scandinavia would still be isostatically depressed at this time, so the use of 
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Figure 4.2. Current bedrock topography and precipitation along the 
transect used in the one-dimensional model. (a) Bedrock topography (m 




Accumulation rates were taken to be equal to the average annual 
precipitation given by the UNESCO climatic atlas of Europe (1970), values 
of which were interpolated onto the grid in the same way as the bed 
topography. The values along the transect are shown in Figure 4.2b. The 
justification for the use of present-day accumulation rates as a surrogate 
for those in the late Weichselian has been discussed in Section 3.3.2. 
The effect on ablation rates of changing radiation receipts linked to 
variations in the earth's orbital geometry was incorporated into the model 
using the method of Budd and Smith (1981), as discussed in Section 3.3.2. 
These authors argued that changes in radiation receipts over time at a 
given latitude, as calculated by Vernekar (1972), would result in changes in 
the elevation of the 1 m a-1 ablation level (Eo - equation 3.10). These 
changes would be equivalent in magnitude to present day changes in the 
elevation of Eo which occur between latitudes which show spatial 
differences in radiation receipts comparable to the difference between 
present day receipts and those at the time period in question. Thus, the 
elevation of Eo is argued to vary by 30 m(ly day-1 )-1. The changes in Eo 
induced by varying radiation receipts at latitude 69°N over the last 40,000 
years are shown in Figure 4.3a. 
These changes in Eo can be converted to equivalent changes in air 
temperature by assuming a moist adiabatic lapse rate of 6.5°C km-1 (Budd 
and Smith, 1981). The results suggest that only a part of the temperature 
changes inferred for the Last Glacial Maximum by climate model studies 
can be directly attributed to radiative forcing (Budd and Smith, 1981). Budd 
and Smith attributed the residual temperature change to ice-albedo 
feedback effects, which were argued to vary linearly in magnitude with ice 
sheet extent. In reality, these feedback effects may also involve such 
variables as atmospheric composition and turbidity, a fact acknowledged 
by Budd and Smith (1981). The values calculated by Budd and Smith (1981) 
are used in this study. The resulting variations of Eo through time for the 
northern end of the transect used in this study are shown in Figure 4.3a. 
These changes in Eo were used as the input to the models in the current 
study. The present-day value of Eo at the Northern end of the transect was 
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Figure 4.3. (a) Radiative forcing used in the one-dimensional model, 
expressed as the change in elevation of Eo (after Budd and Smith, 1981). (b) 











latitude south of this point was used (Budd and Smith, 1981). This 
gradient was assumed not to vary through time. 
These simplifying assumptions (radiation changes at one latitude used 
throughout the model, albedo feedback external to the model, and a 
constant gradient of Eo throughout the .model run) are again justified by 
the aim of the model at this stage. 
Changing eustatic sea level was the second forcing variable used. Since 
the volume of the Scandinavian ice sheet at its maximum extent is 
thought to have been only about one quarter of that of the Laurentide ice 
sheet (Boulton et al., 1985), it was assumed that eustatic sea level was 
external to the model. The eustatic sea level curve used was taken from 
Shackleton (1987), and is shown in Figure 4.3b. 
For both forcing variables, new values were read into the model every 100 
years of model time, equivalent to sidereal years. 
4.3. Results of the Standard Model. 
The results of the model runs are presented in two sections. In this, the 
first, the results of the two models (one with and one without the detailed 
treatment of subglacial hydrology) are compared, the results of the full 
model are examined in more detail, and some simple comparisons of the 
results of the full model against geological evidence are made. In the 
second part, Section 4.4, the sensitivity of the full model to parameter 
variations is examined. The two initial runs used the parameter values 
summarized in Table 4.1, and the forcing functions shown in Figure 4.3. 
Dates written as, for instance, 18000 BP refer to model (sidereal) years; dates 
derived from geological evidence will, wherever possible, include the 
dating method (e.g. 14000 14C BP). (See Section 1.3). 
4.3.1. The influence of glacier hydrology on ice sheet dynamics. 
The response of ice volume to environmental forcing in the two model 
runs is shown in Figure 4.4. The inclusion of hydrology results in an 
earlier and smaller glacial maximum, and earlier and more rapid 






Table 4.1. Model Parameter Values. I 
I 
Parameter Simbol Value Units I I Ice Flow 
Deformation 
Multiplier A 5.3x10-1s s-lkPa-3 
Power n 3.0 
Sliding 
1st multiplier k1 6.3x10-s m2s-lkPa-1 
2nd multiplier k2 400 m 
Drainage Configuration 
Latent Heat F 3.3x1Q5 Jkg-1 
Channel Flow f 700 m-8/3kg 
No. of Cavities nK 30000 
Cavity X-section SK 10-2 m2 
Shadowing Function r 0.5 
Bedrock Amplitude a 1 m 
Bedrock Wavelength 1 5 m 
Ratio a/1 V 0.2 
Power function µ 2.0 
Ice Conductivity K 2.1 Js-lm-lK-1 
Ice Density Pi 900 kgm-3 
Water Density Pw 1025 kgm-3 
Gravity g 9.81 ms-2 
lsostasy 
Mantle Density Pm 3300 kgm-3 
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Figure 4.4. Total ice thickness (equivalent to ice volume) through time for 
the two model runs. Model 1; effective pressure related to ice thickness 
and water depth; Model 2; the 'full' model. 
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The morphologies of the two model ice sheets for 3000 years before 
maximum volume, maximum volume and 3000 years after maximum 
volume are shown in Figure 4.5a-c. Both models show very similar, 
parabolic, profiles at the northern margin of the ice sheet for all three 
periods. The southern margin, however, behaves differently. During 
growth (Figure 4.5a), Model 2 shows .a more restricted extent, and has 
developed a small, flatter marginal area, with a distinct inflection in the 
surface profile. By the time the ice maximum is reached (Figure 4.5b ), this 
feature has enlarged somewhat, and the areal extent of the ice sheet is 
closer to that of Model 1. During deglaciation (Figure 4.5c), the ice sheet in 
Model 2 develops a virtually straight surface profile, with only a small 
inflection (at approximately 425 km from the northern edge of the 
transect) The marginal 40km is very steep at this time, also. Model 1 
retains a parabolic surface profile throughout. By 3000 years after 
maximum, the margin of Model 2 has retreated over 200km further than 
Model 1. 
These morphological patterns can be explained by the processes of ice flow 
in the two models. Figures 4.6, 4.7 and 4.8 show the total, deformation and 
sliding velocities for the two models for the same periods as Figure 4.5. 
The northern margins again show similar behaviour in both models for 
all three time periods. Internal deformation makes up one-third to over 
one-half of the total velocity, and generally increases towards a maximum 
at the margin of the ice sheets. 
The two models show quite different behaviour on the southern margin, 
however. Internal deformation is again an important component of ice 
flow for Model 1, contributing at least one-half of the total velocity, and 
increasing to a maximum at the ice margin. The magnitude of total 
velocity is highest at the ice sheet maximum. Model 2 shows much higher 
total velocities for all three time periods, with the magnitude increasing 
through time. Internal deformation makes up a much smaller proportion 
of total ice flow near the margins, and this proportion decreases from 
growth to decay. The actual maximum value for internal deformation, 
however, increases through time and also occurs an increasing distance 
from the ice sheet margin. This maximum occurs at the inflection in the 
surface profiles noted above, due to the steeper slopes and consequent 
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Figure 4.5. Ice sheet morphology for the two model runs: (a) 3000 years 
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Figure 4.6. Modelled velocity distributions 3000 years before maximum ice 
sheet extent. (a) total velocity; (b) deformation velocity only; (c) sliding 





500 I I 
-·· ········ Model lt 
-
400 Model 2t 






200 " u 
" 0 ,, 
-
Q) 
'' > .. ; : 100 
: 
0 
0 250 500 750 1000 1250 1500 b Distance (km) 
300 
·-· ·· ··· ··· Model ld 
250 
- Model 2d ~ I 
ro 200 s 
'-" 
>... 150 ... 
..... 
. u 
" 0 " 
-
100 ,, Q) 
•, ' ' > .. .. '' ,'' 
50 ' ' 
0 
0 250 500 750 1000 1250 1500 
C Distance (km) 
500 
·- ·· ·-·-··· Model ls 
-
400 Model 2s 






200 u 0 
-Q) 





0 250 500 750 1000 1250 1500 
Distance (km) 
Figure 4.7. Modelled velocity distributions at maximum ice sheet extent. 
(a) total velocity; (b) deformation velocity only; (c) sliding velocity only. 















































. : ' 
------ ----- Model lt 
--Mode12t 












--- --- -- --- Model ld 
--Model2d 
1000 1250 1500 
--- --- ----- Model ls 
--Model2s 
1000 1250 1500 
Figure 4.8. Modelled velocity distributions 3000 years after maximum ice 
sheet extent. (a) total velocity; (b) deformation velocity only; (c) sliding 
velocity only. Note the different vertical scales. 
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importance of sliding in the model which includes basal hydrology, 
particularly at maximum ice sheet extent and during deglaciation. 
The morphological and dynamical contrasts between the northern and 
southern margins of the ice sheets produced by Model 2 can be explained 
in terms of the contrasting modes of ablation which occur at the two 
margins (Figure 4.9). In the north, the ice sheet advances across the 
relatively narrow continental shelf and into deep water at an early stage in 
its history. As a result, calving of icebergs becomes the dominant mode of 
ice loss, and it strongly restricts the subsequent growth of the ice sheet. The 
ice sheet in this area does not, therefore, develop a significant zone of 
surface melting, and meltwater does not penetrate to large areas of the 
glacier bed. Therefore, hydrology never exerts a major influence on the 
flow dynamics or geometry of the ice sheet in this area. Even during 
deglaciation, surface slopes are steep, so the increase in Eo which occurs 
has little effect on the size of the ablation area. As a result, the increase in 
amounts of water reaching the base of the ice sheet is quite slow. The 
steep slopes also lead to higher effective pressures, and large increases in 
sliding velocity do not occur. Retreat of the ice sheet margin takes it into 
shallower water where the calving rate is reduced, counterbalancing any 
increase in surface melting. 
In the south, however, the ice sheet does not have to advance into deep 
water, so calving never becomes a significant form of ice loss. The ice sheet 
is therefore able to expand much further than in the north and develop a 
relatively large surface ablation zone. Water reaches the glacier bed below 
this zone and provides the lubrication necessary for rapid sliding. As 
melting is the dominant form of ablation at the southern margin, the 
impact of climatic warming is much greater. This is particularly so because 
the flat marginal zone allows a rise in Eo to significantly enlarge the 
ablation area. This produces a strong positive feedback effect, whereby 
increased amounts of meltwater reach the glacier bed, increasing both the 
extent of the area affected by rapid sliding and the rates of sliding within it. 
This initiates a drawdown effect, in which increasing amounts of ice are 
transferred into the ablation zone (by the increase in deformation velocity 
at the equilibrium line) and removed by surface melting, and consequent 
thinning of the ice sheet interior further expands the ablation area and 
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Figure 4.9. Time series of modelled ice mass loss for the full model, for the 
northern and southern margins. (a) Surface melt; (b) Calved ice. 
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Thus, penetration of increasing amounts of meltwater to the glacier bed in 
response to climatic warming initiates marginal regions of fast flow which 
expand headwards over time, producing volumetric deglaciation of the ice 
sheet interior. This process does not, however, occur in those parts of the 
ice sheet where mass loss is dominated by calving, nor in Model 1 which 
takes no account of the influence of glacier hydrology on ice flow. The 
inclusion of hydrology into an ice sheet model thus produces a type of 
dynamic behaviour which is absent in models which omit it, and which 
has a profound influence on the evolution of ice sheet morphology over 
time. 
Modelling the thermal evolution of the ice sheet including hydrology, 
using equations 3.34 to 3.37, supports the idea of rapid headward 
expansion of fast flowing, wet-based ice. Heat production is high at the 
equilibrium line, due to the high deformation velocities, and the 
relatively thick ice prevents the easy escape of this heat. This suggests 
there will be little lag between surface warming and basal warming, and 
that the area of temperate ice will increase in line with increases in the 
ablation area. Further down-glacier, even though the ice sheet is thinner, 
the ice remains at the melting point due to the high sliding velocities. 
4.3.2. Results from the full model. 
Figure 4.10 shows the ice sheet surface elevation through time for the full 
model. The northern and southern margins of the ice sheet show quite 
different behaviour through time. In the north, the margin reaches a 
relatively stable maximum position at 29000 BP, and remains in this 
position until 16000 BP, with a short lived expansion at 20000 BP. In the 
south, however, the ice sheet expands continuously to a maximum 
position at 19000 BP, and maintains this for only 500 to 1000 years before 
retreating. This difference is attributable to the influence of topography on 
the dominant mode of ablation at the two margins discussed in Section 
4.3.1. 
The ice divide is initially over the Scandinavian mountains, but gradually 
migrates southwards, reaching a position over the Gulf of Bothnia at 18000 
BP, from where it moves rapidly northwards as the ice decays. There is an 
initial peak in ice thickness over the Scandinavian mountains (Figure 
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Figure 4.10. Space/time diagram for ice sheet morphology for the full 
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Figure 4.11. Space/ time diagram of ice sheet thickness for the full model. 




































one to the north of the mountains and one to the south. Ice in the 
southern centre, located over the Gulf of Bothnia, is over 1000 m thicker at 
maximum than that in the northern. 
The morphology of the ice sheet during retreat is quite different from that 
during growth (Figure 4.5). During growth, the ice sheet has a 'classic' 
parabolic profile, except at approximately 28000 BP and 25000 BP, when 
flatter marginal areas develop in the south. These events are associated 
with peaks in the meltwater discharge, which allow short-lived increases 
in sliding velocity to occur. As the ice maximum is approached, a flatter 
marginal area again starts to form, in this case linked to the warming 
climate after 23000 BP. The advance of the ice sheet to its maximum areal 
extent seems to be linked to the development of this flatter, straighter 
marginal zone, in that the increased ice flux which results from the onset 
of rapid sliding is initially sufficient to offset the increased ablation 
brought about by climatic warming. The straight marginal profile persists 
throughout deglaciation, though its extent is reduced at around 14500 BP 
as the ice margin retreats across the isostatically over-deepened Gulf of 
Bothnia, and experiences a short-lived calving event which results in 
more rapid marginal retreat. 
Figure 4.12 shows the evolution of the subglacial drainage system though 
time. Initially, the ice is entirely cold-based, so no subglacial drainage 
system exists. As the ice sheet expands, increasing ice flux allows the 
margin to move into areas where ice loss exceeds accumulation. In these 
areas, the model allows water to reach the bed of the ice sheet. 
On the northern margin, this occurs at 35000 BP. The steep slopes (and 
consequent high hydraulic gradients) allow a tunnel-based system to 
develop, in spite of the low discharges (Figure 4.9a), due to the cold climate 
and limited extent of the ablation area, which favour high water pressures. 
As ice thickness increases, however, shear stresses increase, which result 
in higher velocities. These result in the collapse , of the tunnel based 
drainage system, and cavity based drainage dominates until 28000 BP, 
when surface melt from grounded ice on the northern margin stops, due 
to the cold climate. During this period of cavity-based drainage, however, 
tunnel-based drainage systems form in the marginal 20km. of the ice sheet 
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Figure 4.12. Space/ time diagram of basal hydrological system configuration 
for the full model. Below -1: floating ice; -1 to 1: cold-based ice; 1-3: cavities; 































higher marginal discharges at these times, due to more extensive ablation 
areas. Meltwater production on grounded ice on the northern side of the 
ice sheet restarts at 17000 BP, when a cavity system develops, due to 
initially small water discharges. As climate continues to warm, the 
increase in water discharge (which would favour lower water pressures, 
and hence a tunnel-based drainage system) is outweighed by the steep 
slopes and relatively thick ice in the area, which lead to high shear stresses 
and high velocities, and drainage by a cavity-based system continues until 
the ice sheet disappears. 
In the south, the early period of ice sheet growth (from 34000 BP, when 
meltwater first reaches the bed, to 28000 BP) is dominated by cavity-based 
drainage. This would seem to be due to the lower gradients on the south 
side of the ice sheet, and consequent high water pressures. As the ice sheet 
grows and the ablation area increases in size, meltwater discharge 
increases. This results in lower water pressures which, combined with 
moderate surface slopes, lead to moderate sliding velocities (150 to 200 ma-
1 ), and allows tunnel-based drainage systems to occur at the margin of the 
ice sheet (and occasionally in the interior) with increasing frequency from 
28000 BP until 22000 BP. At this stage, the climate is starting to warm. The 
resulting increases in water discharge are offset, however, by the headward 
migration of the ablation area into thicker, more dynamic ice, which 
results in an increase in sliding velocity and the destabilisation of the 
tunnels. Within the main episode of tunnel-based drainage, however, 
tunnels are repeatedly destroyed and reformed. This suggests that quite 
local and short-lived ice and bed conditions combine to destroy tunnel-
based drainage systems, given generally favourable longer term 
conditions. The converse of this also seems true; the occurrence of tunnels 
outside of this main episode seems to indicate that such short-lived, local 
effects can also _ outweigh generally unfavourable conditions, and allow 
short-lived phases of tunnel-based drainage to occur. 
Figure 4.13a shows the evolution of velocity in the model through time. 
The northern side shows a prolonged and generally increasing velocity 
maximum from 29000 BP to 17000 BP. Velocity then decreases, before 
rising to a second, short-lived maximum during deglaciation. On the 
southern side of the ice sheet, the velocity maximum is generally fairly 
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Figure 4.13. Space/time diagram of ice sheet velocity for the full model. 









































southwards with the ice margin. From 23000 BP, the velocity maximum 
starts to increase steadily as the ice sheet approaches its maximum extent. 
During deglaciation, velocity continues to rise until 14000 BP, after which 
it decreases. 
This different behaviour of the northern and southern sides of the ice 
sheet is easily explained by breaking velocity down into its two 
components, deformation and sliding. These are shown in Figures 4.13b 
and 4.13c. The steady increase in velocity on the northern side of the ice 
sheet is largely due to the southward migration of the ice divide, which 
increases the size of the catchment feeding the northern side of the ice 
sheet. The increase in the ice flux to the margin requires the velocity to be 
higher; as the ice is generally cold-based, deformation velocity is an 
important part of the total ice velocity. As the ice divide moves 
northwards as the ice sheet shrinks, ice flux and hence velocity decrease 
again. The brief velocity increase late in deglaciation is due to meltwater 
penetrating to the bed as climate becomes increasingly warm. This results 
in a brief period of basal sliding. 
In the south, velocity remains largely constant (or increases very slowly) 
during most of the period of ice sheet growth because the southward 
movement of the ice margin is virtually balanced by the southward 
movement of the ice divide. Thus, the ice catchment area, and hence ice 
flux to the margin, remains largely constant. After 20000 BP, the ice divide 
does not move further south, but the southern margin continues to 
advance. This is largely due to the warming climate from 23000 BP 
allowing water to reach the bed of the ice sheet over larger areas. The 
resulting increase in sliding velocity offsets the increasing ablation, and 
allows the margin to continue to advance. This advance is marked by the 
change in the morphology of the ice sheet to a flatter, straighter profile 
described earlier. Eventually, however, ablation exceeds the flux reaching 
the margin, and the ice sheet starts to retreat. Sliding velocity continues to 
increase as more of the ice becomes wet-based. The 'changing morphology 
of the ice sheet also results in an increase in ice deformation velocity; now, 
however, this is located at the head of the marginal flatter area, where the 
steepest slopes are found, some 150 to 200 km from the ice sheet margin 
itself. 
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Thus, for any one location in space, the history of flow is likely to be very 
different depending on whether it is on the northern or southern side of 
the ice divide. A location north of the Scandinavian mountains would 
experience a steady increase in velocity to a maximum as the ice divide 
migrated southwards, followed by a decrease, and then a brief increase 
during the last stages of deglaciation. By contrast, a location south of the 
mountains would experience an initial velocity peak as the ice margin 
first crossed it, then a decrease as the area became closer to the ice divide. 
This would then be followed by a second, much larger velocity peak as the 
ice margin crossed the area during deglaciation. 
4.3.3. Testing the full model. 
Several predictions made by the model can be tested against geological 
evidence. Whilst the one-dimensional nature of the model prevents the 
use of studies which infer changing ice flow directions from geological 
evidence, which have been the subject of extensive research in the area 
occupied by the Scandinavian ice sheet, the areal extent and ice thicknesses 
predicted by the model at various times can be compared with geological 
evidence. The history of isostatic uplift and depression produced in the 
model can also be tested against geological evidence. 
At the northern end of the transect, the model predicts that the ice sheet 
extends to the edge of the continental shelf from 29000 BP to 16000 BP, 
with a brief expansion at 20000 BP (Figures 4.10 and 4.11). This agrees quite 
well with the general glaciation curves of Larsen and Sejrup (1990) and 
Mangerud (1991a,b) discussed in Section 1.3. The main differences are that 
these curves show the ice sheet reaching its maximum extent at around 
26000-25000 BP, and retreating at around 15000 BP. These curves are 
derived from a variety of different sites in western Norway, dated using 
different techniques. If it is assumed that the ages are 14C years BP, the 
corrections from Bard et al. (1990) (discussed in Section 1.3) would give 
dates of perhaps 30000-29000 BP for ice reaching the shelf edge (assuming 
that the necessary correction increases only slowly after 20000 BP, the limit 
of curves derived by Bard et al. ), and a date of 17000 BP for initiation of 
retreat. The island of And0ya, studied by Vorren et al. (1988), is almost 
exactly at the northern end of the transect in this study. They show a brief 
maximum advance at 19000 14C BP, then a stable margin from 18000 14C 
BP to 16000 14C BP, when rapid retreat begins. Allowing for the correction 
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to sidereal years, these results suggest that the marginal behaviour of the 
model ice sheet matches the real ice sheet, but some 1000 to 2000 years 
later, (ie the model ice sheet reaches the shelf-edge at 29000 BP, the real ice 
sheet (as derived from geological evidence) at 30000 BP; the model ice 
sheet starts to retreat at 16000 BP, the real ice sheet at 18000-17000 BP). 
From a study of a core in the Norwegian channel at approximately 60°N 
Lehmann et al. (1991) also support deglaciation beginning at 18000 BP 
(their corrected figure). They argue that this could be due to the increasing 
insolation at this time acting on a particularly climate-sensitive ice sheet 
configuration. The model ice sheet then completely disappears by 12500 
BP. This is unlike the real ice sheet, which retreats extensively but then 
readvances at around 11000 14C BP, the Younger Dryas event. 
A possible reason for the discrepancy over the timing of ice sheet 
maximum extent and the start of deglaciation, is the very simple 
treatment of basal temperature in the model (i.e. the base of the ice sheet 
only reaching the melting point in the ablation area). Due to the cold 
climate at the northern end of the transect, even at maximum extent, the 
ablation area is quite small, as discussed above. However, the ice sheet is 
flowing quite fast, due to the steep slopes, and the large catchment area 
feeding the margin. Thus, it could be expected that in reality, frictional 
heating and the insulating capacity of the thick ice would lead to the 
northern margins remaining at the melting point during much of ice 
sheet growth, or at least becoming wet-based again before the maximum 
extent of the ice sheet was reached. If this were the case, fast ice flow could 
be expected to start earlier, leading to an earlier advance of the margin to 
its maximum, as the catchment area would be large enough to support the 
increased flow of ice to the margin. However, this would lead to thinning 
of the ice in interior regions (as is observed on the southern side of the 
model ice .sheet); this would suggest that the northern margin would thus 
be more vulnerable to the climatic warming from 20000 BP, and would 
start to retreat earlier from its maximum position. This is in agreement 
with the cause of deglaciation proposed by Lehmann et al. (1991). 
The very fast retreat of the model ice sheet, and the lack of a Younger 
Dryas readvance are due to the simple nature of the forcing functions used 
to drive the model. No cause for the Younger Dryas readvance can be 
found in the orbitally driven insolation changes; indeed, at 11000 BP the 
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northern hemisphere actually received 7% more radiation during 
summer than at the present day. Atmospheric carbon dioxide and 
methane concentrations both show sharp decreases during the Younger 
Dryas (Barnola et al., 1987, Chappellaz et al., 1990). Whether these changes 
were a cause of the Younger Dryas, or an effect, is still the subject of much 
debate; nevertheless, they would have led to cooling at the time. Some 
runs of the two-dimensional model will include atmospheric trace gas 
composition in their forcing, in order to see if these changes lead to an 
advance of the model ice sheet. It is also believed that changes in ocean 
circulation may have played some part in the Younger Dryas (e.g. 
Ruddiman and McIntyre, 1981); such effects are well beyond the scope of 
this model, and indeed the causes of the Younger Dryas cooling remain 
obscure (Jansen and Veum, 1990). 
Relatively few studies directly reconstructing ice sheet thickness from 
geological evidence have been made, probably due to the difficulty of 
getting information on ice thickness from the geological record. Several 
recent studies in southern and western Norway, however, have made use 
of trim line and block-field elevations, and sea level curves, to reconstruct 
ice thickness in these areas. These studies (Svendsen and Mangerud, 1987, 
Nesje et al. , 1987, Nesje and Sejrup, 1988, Nesje et al., 1988) indicate that 
ice sheet thicknesses were generally smaller than many previous studies 
had assumed. The reconstruction by Nesje et al. (1988), for the Nordfjord-
M0re area at the Weichselian maximum is shown in Figure 4.14. 
Allowing for the different topography in their study area to that used in 
the model (i.e. a much wider continental shelf, deep water immediately 
off-shore, and a high elevation plateau rather than a narrow mountain 
range), their study shows quite close agreement with ice thickness in the 
model. The ice divide is some 400 km from the ice sheet edge in both 
cases, and there_is a distinct inflection in the surface profile (although in 
the model this is some 50 km further inland). However, the elevation of 
the ice divide in the model reconstruction is some 400 m higher than in 
the geological reconstruction. The differences in total thickness, and in the 
position of the inflection in the surface profile probably relate to the fact 
that Nesje and Sejrup {1988) argue for low basal shear stresses over the 
whole of the ice sheet profile, whereas in the model, water has only just 
started to reach the bed of the ice sheet at maximum extent, and only at the 
very margin of the ice sheet. Thus, only these areas in the model are 
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Figure 4.14 Longitudinal profile of ice sheet morphology for the 







experiencing fast flow at low shear stresses, and the ice sheet geometry is 
still adjusting to this. In fact, the agreement between the model and 
geological reconstructions is better 3000 years after deglaciation has started 
in the model (Figure 4.5c), when much more of the ice is wet-based, and 
hence subject to fast sliding at low shear stresses (Figures 4.12 and 4.13c). 
This would also seem to be at least in part due to the very simple 
treatment of basal temperature in the model, as discussed above. 
Many studies have sought to reconstruct isostatic depression in 
Scandinavia by examining changes in relative sea levels. The relative sea 
level changes produced by the model in space and time are shown in 
Figure 4.15. The general pattern for much of the central area of the ice 
sheet is of initial low sea levels (c.-50 m), due to the world-wide lowering 
of eustatic sea levels during the Weichselian (Figure 4.3b), followed by 
quite rapid transgressions as the bed becomes isostatically depressed by the 
growing ice sheet. This is followed by a somewhat less rapid lowering of 
sea levels to near present-day values. It can be seen that particularly in the 
area around the Gulf of Bothnia, the modelled sea level is still some 40m 
above present sea levels. This mis-match seems to have several causes. 
The over-deepening of the Gulf of Bothnia, and the fact that the model 
assumes that sea levels in this area are the same as world-wide eustatic 
levels, means that even when the ice has retreated, isostatic loading of the 
Gulf of Bothnia is still occurring, due to the increased water depths. This 
slows isostatic recovery. Also, as discussed in Section 2.5, the time-scales 
for recovery implicit in the assumptions made about bed behaviour in the 
model may be too long. 
Figure 4.16 shows the relative sea level curve for the northern end of the 
transect, at the present day coast line. This shows an initial low sea level 
( due to eustatic lowering) followed, at 32000 BP, by a brief further lowering 
(to -95 m) as the forebulge in front of the advancing ice sheet reaches the 
area. This is then followed by a transgression to +20 m at 25000 BP, as the 
ice sheet expands out onto the continental shelf, and the coastal area 
becomes isostatically depressed. The sea level then gradually decreases 
until 17000 BP, when the sea level suddenly drops to -55 m by 15000 BP, 
and then rapidly rises to + 100m at 13000 BP. The initial fall in sea level 
seems to be associated with the forebulge again crossing the area as the ice 
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Figure 4.15. Space/time diagram of relative sea level for the full model. 
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Figure 4.16. Relative sea level curve for the northern end of the transect, 
plus sea level curves recostructed by Vorren et al. (1988) for And0ya, and 
by Krzywinski and Stabell (1984) for Sotra. Model time scale in sidereal 
years BP; geologically reconstructed time scale in 14C years. 
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decay of the whole ice sheet at around 15000 BP to 13000 BP. The interior 
areas of the ice sheet are depressed by up to 400m on the northern side of 
the Scandinavian mountains, and mantle material seems to be flowing 
from the areas either side of the depressed area (i.e. the coastal area and the 
Scandinavian mountains themselves), leading to rapid transgressions. 
After this time, the sea level returns rapidly to near present-day values by 
11000 BP. The slight rise in sea levels around 5000 BP is largely due to 
eustatic volume changes. Figure 4.16 also includes two reconstructions of 
relative sea levels from geological evidence. The first curve is from 
Vorren et al. (1988) for And0ya, very near the northern end of the transect. 
This shows similar behaviour after 15000 14C BP to the modelled 
curve, with a rapid decrease in sea levels to near current values at 10000 
14C BP, followed by a slight rise and fall due to eustatic changes. From 
20000 14C BP to 15000 14C BP, however, sea levels were constant at around 
+40m. The second curve is for Sotra, in southern Norway, reconstructed 
by Krzywinski and Stabell (1984). Although this curve is derived from a 
different area to the curve produced by the model, it is included because 
the qualitative pattern is very similar, with a rapid early drop (though not 
as large as in the model), followed by a short-lived transgression, then a 
return to near present-day values. The timing differences between the 
geological record and the modelled ice sheet can probably be accounted for 
by the fact that the modelled ice sheet decays more rapidly than the real ice 
sheet, as discussed above. It has been argued, however, that the 
transgression observed in southern Norway is associated with the 
Younger Dryas readvance. If this is the case, the flexural rigidity of the 
crust inthis area must be quite low, as the advance was quite short-lived 
(Nesje and Dahl, 1990). The model results imply, however, that such a 
regression followed by a short-lived transgression could be due to more 
deep-seated adjustment of the mantle in response to rapidly changing ice 
loads as the ice.sheet finally decays, rather than a rapid response to a short-
lived ice advance. Whatever the cause of this effect, however, its absence 
from the curve for And0ya is curious, and may deserve further study. It 
must be noted here, however, that the isostatic model used in this study is 
quite simple, and does not treat the flexural rigidity of the crust, only 
diffusion within the mantle. The effect on modelled sea levels may thus 
be an artifact of the model itself. 
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The behaviour of the southern margin of the ice sheet in the model is 
quite different from that in the north. The model ice margin expands 
fairly steadily until it reaches its maximum extent at 19000 (sidereal years) 
BP. After this, the ice sheet retreats quite slowly for perhaps 2000 years, and 
then very rapidly, until 13000 BP when it has disappeared completely. This 
behaviour is quite different to that described by Mangerud (1991a,b). In his 
reconstruction, the margin reaches its maximum extent at about 24000 14C 
BP and then stays in approximately the same position until 15000 14C 
BP, at which time it starts to retreat. The model curves are quite similar to 
those proposed by Lundqvist (1986a), however, which show the ice sheet 
advancing to a short-lived maximum at 20000 14C BP (see Section 1.3). 
Both geological reconstructions then show the ice sheet retreating, with at 
least one still-stand or readvance (the Younger Dryas, at 11000-10000 14C 
BP), and disappearing by 8500 14C BP. The curves given by Mangerud and 
Lundqvist are generalised curves for the whole southern margin of the ice 
sheet, (i.e. towards Denmark and northern Germany) rather than for the 
south-eastern margin (i.e. towards the Baltic Republics), where the transect 
used in the model ends. Though this may explain some of the deviation, 
it seems unlikely that the margin of the ice sheet on the east/ southeast 
side (as depicted in the model) should behave so differently from the 
southern margin. 
The position reached by the margin at its maximum extent in the model is 
also very different from the maximum extent as reconstructed from 
geological evidence. Ehlers (1990) has the ice reaching well into the former 
USSR, to a latitude of approximately 55°N. In the model, however, the ice 
just reaches the Gulf of Finland, some 500 km short of the marginal 
position given by Ehlers. 
Thus, whilst the earlier disappearance of the model ice sheet, and the lack 
of a Younger Dryas readvance, are probably due to the simplistic nature of 
the forcing functions used in the model, the large difference between ice 
sheet extent as predicted by the model and as reconstructed from geological 
evidence would seem to indicate that the mass balance relationships as 
used in the model are overly simplistic. In particular, the use of present-
day precipitation distributions may be a cause of the problem. The area 
around the Gulf of Bothnia and Finland at present has quite low rainfall 
totals (c. 0.5 ma-1, see Figure 3.5). These will be reduced still further from 
~-- .. ~ 
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approximately 22000 BP, when ice sheet elevation in the area exceeds 
2000m, and the 'elevation desert effect' starts to occur. However, some 
GCM studies have shown increasing precipitation near the southern 
margin of the ice sheet at the glacial maximum (18000 BP); many studies 
show increased storminess along the jet stream axis, which is shifted 
southwards to about 50°N. In some studies (e.g. Kutzbach and Wright, 
1985, Kutzbach and Guetter, 1986), this effect is confined to western Europe 
(to approximately 20°E), in others (e.g. Broccoli and Manabe, 1987), this 
effect extends to 90°E, and brings substantial increases in precipitation 
along this track. During the early stages of ice sheet decay (15000 BP), one 
GCM shows further increases in storminess along the jet-stream axis 
(Harrison et al., 1992). At a more local scale, increasing elevation due to ice 
sheet formation could also provide enhanced precipitation due to 
orographic effects during the growth phase of an ice sheet, though this 
effect must be more speculative, as studies of climate changes during ice 
sheet growth, and at more local scales, are lacking. If some of these effects 
were actually occurring along the southern margin of the Scandinavian 
ice sheet during the late Weichselian, they would help explain the mis-
match between the modelled and the geologically reconstructed ice sheets. 
Because of this mis-match, only limited comparisons with geological 
evidence can be made for the southern side of the ice sheet. Isobase data in 
particular are of little value. Some general aspects of the behaviour of the 
modelled drainage system compared to the geologically inferred drainage 
system will be made, however. 
As discussed in Section 1.4, several studies have inferred that areas within 
the Scandinavian ice sheet were influenced by changing subglacial 
hydrology. Punkari (1980, 1982, 1985, 1989) has used various techniques, 
including satellite imagery, landform orientation and sediment analysis, 
to reconstruct a complex pattern of lobes and inter-lobate areas in the late 
Weichselian ice sheet in Finland, and parts of the former USSR. These 
reconstructions have high ice velocities, due to 'fast basal sliding, in the 
lobes, leading to the deposition of streamlined features such as drumlins, 
and strong areal scouring. The inter-lobate areas show the development of 
hummocky transverse moraines, which, Punkari argues, indicate ice flow 
in these areas was much slower. Though Punkari seems to make no 
specific assertions as to the causes of the fast flow, the model results are 
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broadly consistent with his reconstructions. The ice sheet in the model 
does develop fast ice flow in marginal areas, especially at the ice 
maximum and during deglaciation. The one-dimensional nature of the 
model, however, prevents the formation of inter-lobate areas, and also 
precludes comparison of ice lobe location with the field data. 
Fyfe (1990) made a detailed study of sedimentation patterns in the 
Salpausselka ridges in southern Finland. She argued that changing 
patterns of sedimentation along the length of the ridge could be due to a 
change in the character of the subglacial drainage system. To the east, the 
ridges seem to show distinct, localised areas of sediment input, that are 
linked to eskers (formed in subglacial tunnels) feeding the ridge. Further 
west, the input of sediment is less localised. Fyfe argues that a distributed, 
linked cavity-based drainage system would supply sediment in such a way. 
This evidence is supported by the fact that in the west, eskers no longer 
reach to the Salpausselka ridges. Fyfe argues that changes in water depth 
along the margin of the ice sheet at the time (due to differential isostatic 
lowering in the area) would result in back-pressure effects in subglacial 
tunnels that could lead to their collapse into a distributed drainage system. 
These results support the general basis behind the models developed in 
this study, but they do show differences. The model ice sheet shows cavity-
based drainage throughout deglaciation, largely due to the high ice 
velocities. Thus, any influence of changing marginal water pressure (such 
as would occur when the model ice sheet retreats across the overdeepened 
Gulf of Bothnia) on subglacial drainage system character cannot be 
inferred from the model results. However, it should be noted that the 
Salpausselka ridges are believed to have been deposited during the 
Younger Dryas re-advance, which does not happen in the model. The 
model results do show tunnel-based drainage systems during the growth 
phase of the ice sheet, just before the ice reaches its maximum extent. 
Glaciological conditions at this time may have been similar to those 
during the Younger Dryas. These results, however, do seem to support the 
argument discussed above that the character of the' drainage system may be 
very sensitive to localised effects. 
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4.4. Sensitivity of the Model 
Since the aim of the models described in this chapter was to examine the 
influence of subglacial hydrology on ice sheet dynamics and on the 
response of the ice sheet to a given pattern of environmental forcing, 
sensitivity studies have been limited to those parameters which may alter 
this. These include the parameters in the deformation and sliding 
relationships, bed roughness, and tunnel and cavity characteristics. No 
attempt was made to vary the environmental forcing itself. 
Some 30 model runs have been carried out, in which parameter values 
were varied by a factor of up to two above and below the standard values, 
as given in Table 4.1. Some runs were also carried out in which the time 
step and frequency of smoothing were varied. The results of all these runs 
are summarised in Table 4.2. 
Only the sliding parameter k1 produces large changes in the response of 
the ice sheet, and only then when a critical value of almost twice the 
standard value is used. All the other parameters affect only the details of 
the ice sheet response, such as the time of maximum volume (to within 
100-200 years), and the actual maximum volume (to ±5000m total 
thickness ( cf. 80000m maximum total thickness, equivalent to volume in a 
one-dimensional model)). These parameters also influence the frequency 
of tunnel based drainage systems, and the periods during a growth/ decay 
cycle when tunnel-based systems are most common. For smoother beds 
(smaller v), tunnel-based systems are generally more stable throughout the 
cycle, because Equation 3.16 predicts lower values of A. Longer bump 
wavelengths have a similar effect. The power function, µ, has a more 
complex effect however. As µ increases, again representing a smoother 
bed, low Qw (20 to 80 m3s-l) and resulting low SR, gives higher values of 
Ac, resulting in more stable tunnel-based systems, but for higher Qw (over 
100 m3s-1), Ac decreases, resulting in less stable tunnels. Thus, for larger 
values of µ, tunnels are more common during the growth phase of the 
cycle, but less so during ice sheet decay. 
Freer drainage (smaller f) has a similar effect to a higher m. Smaller values 
of SR result in lower values of Ac, which result in tunnel-based drainage 
being less stable during deglaciation. This effect is complicated in this case, 
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Table 4.2. Summary of Sensitivity Tests. 
Ice Sheet Morphology Drainage System 
Variable Gross Detailed Increase Decrease 
Response Response Favours Favours 
Ice Flow 
Deformation No Yes 
Sliding, k1 Yes* Yes C T 
Sliding, k2 No Yes C T 
Bed 
Roughness, µ No Yes T C t 
Roughness, v No Yes C T 
Wavelength, 1 No Yes T C 
Channel f No Yes T C 
Cavity Area No Yes C T 
Time Step No Yes 
Smoothing No Yes 
T = Favours tunnel-based drainage 
C = Favours cavity-based drainage 
* Above a critical value {l.lSxl0-4 m2s-lkPa-1) 
t Reversed during deglaciation . 
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however, by the higher effective pressures which result from freer 
drainage, which lead to lower sliding velocities, and hence more stable 
tunnels. Increasing f has the reverse effect. Increasing the area occupied by 
cavities (possibly due to a rougher bed) also reduces tunnel stability. 
These results support the contention . that the actual occurrence of tunnel-
based or cavity-based drainage depends on a complex interplay of local ice 
and bed parameters, making prediction of tunnel location in the field very 
difficult, unless ice dynamics and bed parameters are very well known. 
They also suggest that smoother beds favour tunnel-based drainage 
systems, particularly during the growth phase of an ice age cycle. 
4.5 Discussion and Conclusions. 
4.5.1. Influence of glacier hydrology on ice sheet dynamics 
The inclusion of hydrology in the ice sheet model has a significant impact 
on ice sheet dynamics and morphology, but only at certain times and in 
certain locations. This is particularly true during deglaciation of the 
southern side of the ice sheet, which develops a lower, flatter profile in its 
marginal areas, where fast ice flow occurs. Absence of such a profile during 
most of the growth history of the ice sheet makes it dangerous to assume 
symmetry of both form and flow processes during growth and decay (c.f. 
Boulton et al., 1985). 
The more extensive ablation zone which develops during deglaciation 
allows water to reach the bed more widely than during growth, when 
continued climatic cooling restricts the size of the ablation area. As a 
result, enhanced sliding becomes the dominant flow process during 
deglaciation. }'his changes the responsiveness of the ice sheet to climatic 
change and accelerates deglaciation, thus accentuating the asymmetry of 
glacial cycles. It does this by a process analogous to 'marine downdraw' 
(e.g. Hughes, 1987), in which flow rates increase both at the margins of the 
ice sheet (as a direct result of increased sliding), and in internal areas (due 
to the development of inflections in the surface slope of the ice sheet at 
the head of the zone of rapid flow which lead to increased basal shear 
stress and increased flow by ice deformation). The effect in the model is 




important in Hughes' argument; if anything, the neglect of longitudinal 
stresses in the model should reduce the effectiveness of the process 
compared to reality. This more rapid flow increases the flux of ice to the 
margin, and ice is removed by high rates of ablation over the flattened 
marginal zone. 
4.5.2. North-South asymmetry of ice sheet behaviour 
The model results highlight an important set of interactions between 
bedrock topography and mechanisms of mass loss from the ice sheet, 
which result in a strong north-south asymmetry in flow dynamics and ice 
sheet morphology. At the northern end of the transect, the ice sheet 
advances rapidly across a narrow continental shelf until its advance is 
halted by rapid calving in deep water. Calving maintains steep ice surface 
slopes and prevents the development of extensive areas of surface 
melting, so penetration of meltwater to the glacier bed is severely limited. 
Internal deformation is an important component of ice flow and the ice 
sheet displays a classic parabolic surface profile. This situation changes 
only during the final stages of deglaciation, when the ice margin becomes 
grounded on land and the warming climate allows an ablation area to 
develop. Water then reaches the bed, and there is a short episode of rapid 
sliding. 
At the southern end of the transect, the ice sheet does not encounter deep 
water during its growth phase, so calving is never an important ablation 
process. Surface melt is also limited by the cooling climate until 23000 BP, 
after which time it does become increasingly important. The ice sheet then 
develops a significant ablation area, water reaches the bed, and a flat 
marginal area of rapid sliding develops. This initiates a train of positive 
feedback effects in which lowering of the surface profile of the ice sheet 
contributes to the expansion of the ablation area and associated region of 
rapid sliding. This then propagates headwards into the ice sheet as a result 
of rapid ice deformation driven by high basal shear stresses which occur in 
the region of locally steepened surface slope at the head of the zone of fast 
flow. Volumetric deglaciation thus occurs by the formation and headward 
growth of what are, in effect, ice streams. 
The results of the model are thus consistent with the suggestion of Alley 
(1990) that ice flow/ drainage systems in large ice sheets can exhibit 
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multiple steady states. Where subglacial drainage is absent or driven by 
high hydraulic gradients, water pressures are low, rapid sliding does not 
occur, and internal deformation is a significant component of ice flow. 
Where meltwater drainage occurs and hydraulic gradients are lower, 
however, drainage is more difficult and water pressures rise. This allows 
rapid sliding to occur and greatly reduces the importance of internal 
deformation within the ice. Which of these two states actually occurs can 
depend upon the dominant ablation mechanism, which in turn depends 
upon the topographic and climatic setting in which the ice sheet develops. 
4.5.3. Fluctuations of the ice sheet margin 
The results suggest that short-lived changes in drainage configuration can 
lead to increases in ice flux which in turn lead to significant marginal 
fluctuations. During growth, a surge-type mechanism seems to exist, in 
which the gradual growth of the ablation area results in increased 
amounts of wet-based ice, and hence in increased sliding. The margin 
therefore advances into warmer areas faster than it would if basal sliding 
were not present. This results in a temporary imbalance between ice flow 
to the margin and ablation at the margin, which leads to a temporary halt 
during ice advance, as seen at 580 km and 760 km in Figure 4.10. The 
change to a warming climate stops this mechanism, and results in a more 
permanent change in ice sheet morphology due to an increase in the rate 
of basal sliding. Indeed, the advance of the southern margin to its 
maximum position seems to be the result of an adjustment in ice sheet 
morphology of this kind. This was triggered by increased meltwater 
production in response to climatic warming. Thus, the response of the ice 
margin to climatic fluctuations can result from changes in flow process, as 
well as from changes in mass balance. This may mean that the direction of 
marginal fluctuations could be directly opposite to that which would be 
expected from !5implistic considerations of the effects of climatic change on 
mass balance (e.g. an advance when climate is warming, or a retreat (or 
still-stand) as the climate cools). This is also consistent with Alley (1990), 
who argues that small climatic changes can lead to large ice sheet 
responses as the ice sheet adjusts between steady states. 
4.5.4. Configuration of the drainage system beneath a large ice sheet 
The model results suggest that the development of channelised drainage 
beneath the ice sheet is localised in both time and space, and dependant on 
. 1-..,-
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quite local factors such as bedrock topography and roughness, ice thickness 
and surface slope, and the levels of meltwater discharge, as well as longer-
term factors such as whether the ice sheet is growing or decaying. On the 
southern side of the ice sheet, channels are more common during growth 
than during deglaciation. This would seem to be because of both the 
generally lower water discharges and smaller areas influenced by basal 
sliding during growth, and because during decay, the zone of sliding is 
moving headwards into thicker, more dynamic ice, which leads to 
generally higher velocities. 
The impact of a cooling phase during deglaciation, such as the Younger 
Dryas, has not been investigated in this study due to the lack of an 
apparent cause of the Younger Dryas in the history of global radiation 
receipts which were usedas a forcing variable. Such a cooling would reduce 
meltwater discharge, which would lower water pressure in a cavity-based 
drainage system, and might thus lead to the establishment of tunnel 
drainage. The apparently episodic development of channelised drainage 
helps to explain why esker systems, deposited in subglacial channels, often 
appear to comprise discrete sets of landforms associated with what are 
presumably relatively transient ice sheet geometries. 
4.5.5. Geomorphic Implications 
Consideration of the manner in which flow processes within the ice sheet 
adjust to changing subglacial hydrological conditions through time may 
provide insight into the likely nature of the erosional record left by the ice 
sheet. It has been argued that the rate of subglacial abrasion scales with the 
square of the sliding velocity (Hallet, 1979, 1981), while the rate of erosion 
by quarrying scales directly with the sliding velocity (Shoemaker, 1986). 
Since different parts of the area covered by the ice sheet had different 
sliding velocity histories, they might also be expected to exhibit erosional 
landforms which reflect flow at different stages of the ice sheet's history. 
In the north, for instance, there would be one prolonged erosional 
episode, the intensity of which would decrease during deglaciation, 
perhaps allowing preservation of features produced close to the glacial 
maximum beneath later ornamentation. In the south, however, except at 
the maximum position reached by the ice margin, there would be two 
phases of erosion, separated by a period of limited erosion when the 
marginal zone of sliding moved south of the area of interest as the ice 
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sheet grew to its maximum extent. The deglacial phase would be far more 
intensive than the growth phase, and would therefore tend to dominate 
the erosional landscape. This landscape would, however, be diachronous, 
reflecting the northward migration of the zone of fast flow during ice 
margin retreat. At the maximum position of the ice sheet margin, there 
would be one strong episode of erosion at the time of the glacial 
maximum, and features resulting from this episode would probably be 
preserved. Thus it would seem dangerous to assume that large scale 
erosional landscapes can be related to conditions at the ice sheet 
maximum (c.f. Sugden, 1978). 
4.5.6. Limitations of the present analysis 
Several points of caution with regard to the current analysis must be 
emphasised. The purpose of this study was to evaluate the likely impact of 
hydrological changes on the dynamics of a large Quaternary ice sheet. The 
results should provide insights which will guide the interpretation of field 
evidence, and help to identify appropriate questions which can be asked of 
such evidence, but they do not yet reproduce reality as expressed in the 
geological record of specific locations, particularly on the southern side of 
the ice sheet. The results are obviously quite deficient in this regard, 
because the maximum ice extent predicted is not as great as that inferred 
from geological evidence for the late Weichselian, and the ice sheet 
disappears 2000 to 3000 years too early (allowing for sidereal/14C 
correction). 
These deficiencies arise from the relatively simplistic environmental 
forcing which have been used to drive the model, from the nature of the 
model itself, and from the way in which it is parameterised. It is clearly 
unrealistic to apply a uniform environmental forcing to a continental 
scale ice . sheet; _and to assume that precipitation does not vary over time. 
Equally, it is impossible to reproduce such an event as the Younger Dryas 
when there is nothing in the environmental forcing to explain it. The 
one-dimensional nature of the model does not permit the movement of 
ice across flowbands, a process which is likely to be extremely important as 
ice sheet morphology evolves in response to the initiation of fast flow 
during deglaciation. Neither does it allow the movement of water across 
flowbands, which would allow fast flow to occur in more localised areas 
(ice streams), rather than around the entire margin of the ice sheet. 
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The treatment of the temperature regime is also simplistic, but given the 
evidence discussed earlier, and the fact that surface temperatures of ice 
sheets during the Quaternary must be considered largely unknown, this 
seems justified given the aims of the study. Full thermo-mechanical 
coupling, in particular, seems unnecessary at this stage. 
4.6. Summary. 
The input data and results of the one-dimensional model developed in 
this study and described in Section 3.3 were presented. The results were 
compared with a similar model which did not include the detailed 
treatment of subglacial hydrology included in the 'full' model. The 
inclusion of hydrology in the model lead to the development of a slightly 
smaller ice sheet at maximum extent, and an earlier and faster 
deglaciation. The ice sheet produced by the 'full' model also showed 
strong contrasts between the northern and southern margins of the ice 
sheet, and between the growth phase and the decay phase of the ice sheet 
cycle. In particular, during deglaciation, the southern margin of the ice 
sheet developed a flatter profile, due to high ice velocities caused by the 
presence of high pressure water at the bed. This area of fast flow, which 
moved northwards as the ice sheet margin retreated, would probably be of 
strong geomorphological significance, as it would tend to erode features 
produced by earlier stages in the ice sheet cycle. 
The results of the full model were then compared with some geological 
evidence for ice sheet extent and behaviour in the study area. The 
northern margin of the model ice sheet generally matched geological 
evidence quite well. Mis-matches in modelled ice thickness against 
geologically reconstructed ice thickness seemed to be due to the very 
simple nature of the temperature calculations used in the model, and 
were quite small. 
The southern margin of the modelled ice sheet agreed much less well 
with the geologically reconstructed ice sheet. In particular, the model ice 
sheet was some 500 km smaller than the geologically reconstructed ice 
sheet at its maximum extent. This seemed to be due to the simplistic 
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environmental forcing used in the model. Nevertheless, the general 
character of the marginal behaviour in the model, with extensive fast 
sliding during deglaciation and very sensitive drainage characteristics, did 
match the characteristics of the geologically reconstructed ice sheet quite 
well. 
For both the northern and southern margins, the absence in the orbitally-
induced insolation changes (the main driving variable used in the model) 
of any cause of the Younger Dryas readvance at 11-10000 14C BP meant that 
this event did not occur in the model, and the model ice sheet disappeared 
too early. 
Simple sensitivity testing of the aspects of the model which affect 
subglacial hydrology were discussed. These showed that while the 
parameter values chosen did affect the distribution of tunnel- or cavity-
based drainage systems within the ice sheet and the detailed extent and 
timing of ice sheet growth and decay, only one parameter, in the sliding 
law used in the model, produced marked change in gross ice sheet 
behaviour. 
The results presented clearly emphasise the importance of incorporating a 
treatment of subglacial hydrology in more sophisticated ice sheet models 
and of reassessing geomorphological evidence to gain an understanding of 
temporal changes in drainage conditions and flow processes within large 
Quaternary ice sheets. Chapter 5 presents the results of the two-
dimensional model described in Section 3.4., which was developed to 
address many of the limitations noted above. 
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CHAPTER FIVE. THE TWO-DIMENSIONAL MODEL 
5.1. Aims of the Study. 
This chapter presents the results of the two-dimensional ice sheet model 
described in Section 3.4. The main aim of the experiments carried out with 
this model is broadly the same as those made with the one-dimensional 
model described in Chapter 4; that is, to investigate the influence of glacier 
hydrology on the dynamics of a large ice sheet. However, the two-
dimensional nature of the model allows more extensive testing of the 
model against the geological record, and should allow more realistic ice 
sheet behaviour. In particular, the possible changes in ice flow direction 
for a given area of the ice sheet over time in response to morphological 
changes can be modelled. In a similar way, subglacial water flow directions 
can change through time also. 
For reasons given in Section 4.1, the model is used to investigate the 
behaviour of the Scandinavian ice sheet from 40000 BP to the present day. 
The rest of this chapter is organised in a broadly similar manner to 
Chapter 4. The next section describes the model input data, including the 
bed topography and climatic inputs. The third section then presents the 
results of the initial, 'standard' run of the model, against which other 
model runs can be compared. In the fourth section, these results are 
compared with geologically derived indicators of ice sheet behaviour 
through time. The fifth section explores the sensitivity of the model to 
changing glaciological, hydrological and environmental parameter values, 
including in the latter case the initial conditions at the start of the model 
run.The sixth and final section will summarise these findings, and discuss 
the implications of the model ice sheet. 
Appendix B, inside the back cover, contains three transparent overlay 
maps of the present-day coastline of the study area, for use with the figures 
in this chapter. 
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5.2. Model Inputs. 
Data needed by the model comprise the initial conditions at the start of the 
model run, and the forcing functions which are used to drive the model 
through time. 
5.2.1. Initial model inputs. 
The primary input data needed by the model are the morphology of the 
bed at the start of the model run. In the 'standard' model, this is assumed 
to be the present day morphology of Scandinavia. The area chosen is from 
approximately 50°N 2°E to 75°N 50°E. This area includes the whole of 
Scandinavia, the Baltic States and European Russia as far east as the Urals. 
It does not include Britain in the west, or the Barents Sea and areas further 
east in Siberia that may have been ice covered during the Weichselian. In 
the west, Britain was excluded because current interpretations of the 
geological evidence from western Europe suggest the British and 
Scandinavian ice sheets did not coalesce during the late Weichselian (e.g. 
Ehlers, 1990). Some early model experiments, in which Britain was 
included, seemed to support this. In runs where the British and 
Scandinavian ice sheets did merge, the Scandinavian ice sheet became too 
large at its maximum extent. This suggested that a climate cold enough to 
allow the two ice sheets to merge was too extreme for realistic behaviour 
of the rest of the ice sheet. In these runs, it was generally the expansion of 
British ice eastwards across the North Sea, rather than westward 
expansion of Scandinavian ice, which allowed the ice sheets to merge. 
This suggested that the exclusion of Britain would have very little effect 
on the behaviour of the Scandinavian ice sheet, as extensive westward 
expansion of Scandinavian ice does not occur in the model. In the north 
and east, the exclusion of these areas was for generally similar reasons. 
The extent of ice cover in these areas is still open to debate (see, for 
instance, Lindstrom, unpubl. ), and both reconstructions based on 
geological evidence and model reconstructions generally suggest that such 
areas were a sink for ice from the Scandinavian· ice sheet, rather than a 
source of ice. 
Thus, it was felt that excluding these areas to the west and north of the 
main area occupied by the Scandinavian ice sheet would not unduly affect 
the behaviour of the model ice sheet, and that in particular, the possible 
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influence of glacier hydrology on the dynamics of the Scandinavian ice 
sheet would be unaffected by the absence of these areas. For practical 
reasons also, the inclusion of these areas would necessarily have resulted 
in decreased grid resolution (to keep the number of grid cells reasonable) 
in order to keep computing time and memory requirements to reasonable 
levels. Such a reduction in model resolution was felt to be more 
deleterious to the aims of the study than neglecting the possible transfer of 
ice between these areas and the Scandinavian ice sheet. 
The bed topography was taken from topographic maps of Scandinavia 
(Office of Geodesy and Cartography, German Democratic Republic, 1967, 
Main Administration of Geodesy and Cartography under the Council of 
Ministers of the USSR, 1972). These maps were traced, and then the 
tracings were scanned using a Datacopy scanner with a resolution of 300 
dots per inch. These raster images were converted into irregularly spaced 
elevation data using line-following software developed by Mayo (unpubl.). 
These data were then interpolated onto a regular, 40 km resolution grid 
using the UNIRAS 'bilinear' interpolation method (UNIRAS, 1990). This 
produced the 75 by 75 point digital elevation model (DEM) shown in 
Figure 5.1. The map projection used is a Lambert conformal conic 
projection, with standard meridian at 15°E and standard parallels at 45°N 
and 65°N. 
The initial precipitation distribution over the area at 40000 BP was 
assumed to be the present-day precipitation distribution over Europe as 
modelled by equations 3.28 to 3.32. This distribution is shown in Figure 
3.5b. The main differences between the modelled precipitation distribution 
and the actual present-day distribution have already been discussed in 
Section 3.4.2. Briefly, it was felt that for this study, the advantages given by 
the greater changes in precipitation distribution with ice sheet geometry 
changes allowed by the modelled precipitation relationships (as opposed to 
using actual modern precipitation values modified by an 'elevation desert 
effect') far outweighed the disadvantage of the slight eastward shift in the 
modelled areas of maximum precipitation noted in Section 3.4.2. 
Given the discussion in Section 4.2, for the 'standard' run of the two-
dimensional model the initial ice thickness was assumed to be zero across 





Figure 5.1. Present-day bed elevation for the study area, used as initial 
model input. 
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Consideration of the effect of existing ice cover at 40000 BP was included in 
some of the sensitivity experiments, however. 
5.2.2. Model forcing functions. 
The standard run of the two-dimensional model used a quite different 
climatic forcing variable from the one-dimensional model. Earlier 
experiments with similar forcing to the one-dimensional model (i.e. 
insolation and albedo variations) produced similar results to those 
obtained from the one-dimensional model; that is, the ice sheet was too 
small, and retreated too early and too fast under the influence of the rising 
summer half-year insolation values after 20000 BP. While high insolation 
is obviously very important in the initiation of ice sheet decay, the 
geological record suggests that some process must serve to slow down ice 
sheet decay. Evidence from deep ice cores from Greenland and Antarctica 
(particularly the Vostok ice core (eg. Lorius et al., 1985)) shows that 
atmospheric trace gas content varied greatly between glacial and 
interglacial conditions. It was hoped that inclusion of this as a new forcing 
variable would allow more realistic ice sheet behaviour. However, whilst 
adding atmospheric carbon dioxide content variations to the forcing did 
allow the ice sheet to reach approximately the correct areal extent, 
deglaciation was again too early. Experiments with the sensitivity to the 
three forcing variables, and with various latitudinal and longitudinal 
slopes of the elevation of the 1 ma-1 ablation contour (Eo) showed that 
this combination of forcing variables seemed unable to replicate the 
correct temporal behaviour of the ice sheet. Current evidence would seem 
to · suggest that this inadequacy probably arises from the sensitivity of the 
north Atlantic area to changes in ocean circulation, and in particular to 
changes in the position of the polar front (e.g. Ruddiman and MacIntyre, 
1981, Broecker and Denton, 1989). Parameterising or modelling this effect 
was felt to be beyond the scope of this project. It was therefore decided to 
adopt a different approach to the forcing functions used in the model, and 
that a palaeo-temperature record derived from geological or glaciological 
evidence would have the best chance of producing realistic ice sheet 
configurations. Thus, the isotopic temperature record from the GRIP ice 
core drilled at the summit of the Greenland ice sheet (Johnsen et al., 1992, 
Dansgaard et al., 1993) was adopted to force the model. 
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The isotopic signal from the core was converted into an inferred 
temperature history using the conversion factor of 0.62%0 8180 K-1 
established for central Greenland (Dansgaard et al., 1973). This temperature 
history was then converted into one of changes in the elevation of the 1 
ma-1 ablation contour (Eo) through the use of the standard atmospheric 
lapse rate of 6.5 °C krn-1. The inferred temperature changes and resultant 
Eo elevation changes are shown in Figure 5.2. Following the one-
dimensional model, the present-day value of Eo at 70°N was assumed to be 
900m, and a latitudinal gradient of 60m increase per degree of latitude 
south of this point was used. Remarkably, this simple procedure produced 
model results which closely matched most aspects of the behaviour of the 
ice sheet inferred from geological evidence, as discussed in Section 5.3. In 
addition to the Greenland temperature signal, the two-dimensional model 
also used global eustatic sea level change. The curve used was the same as 
for the one-dimensional model, and is shown in Figure 4.3b. As in the 
one-dimensional model, new values for the forcing variables were read 
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Figure 5.2. Temperature forcing used in the model, expressed as the 









5.3. Results of the Standard Model. 
The results described in this section use the model parameter values given 
in Table 5.1. These values are generally derived from the literature, or (in 
the case of the accumulation parameters) from the procedure described in 
Section 3.4.2. Forcing functions are as given in Figures 4.3 and 5.2 above. 
This section is divided into five sub-sections. Section 5.3.1 examines the 
gross response of the ice sheet to changing climate over the period from 
40000 BP to the present day. Section 5.3.2 expands this discussion by 
examining the morphological evolution of the ice sheet during growth 
and decay. Section 5.3.3 then uses the velocity patterns in the ice sheet to 
explain these morphological changes, and Section 5.3.4 then examines the 
changes in drainage patterns under the ice sheet, and how these are related 
to morphological and velocity variations. Section 5.3.5 attempts to 
synthesise all this information to give an understanding of the time-
dependent behaviour of the model ice sheet. Generally, the history of 
deglaciation is discussed in more detail than the period of ice sheet 
growth. This is because most geological evidence of ice sheet behaviour is 
available for the period of deglaciation. 
5.3.1. The large-scale response of the ice sheet. 
The response of the ice sheet to changing temperature and sea level can be 
seen in Figure 5.3. The curves for ice sheet area and volume both show 
strongly saw-toothed shapes, with moderate growth rates and a very rapid 
deglaciation in response to the rapid climatic warming after 15000 BP. The 
maximum areal extent of the ice sheet was reached at 16000 BP, when the 
ice sheet had an area of 3.58xl06 km2. Maximum ice volume was reached 
after maximum areal extent, at 15200 BP, at which time the ice sheet 
contained 3.61Xl06 km3 of ice, implying an average ice thickness of 1010m. 
This is considerably lower than the value of 2565m for the admittedly 
much larger present-day East Antarctic ice sheet (Drewry et al., 1982), but it 
is also lower than the values for the similarly-sized Greenland and West 
Antarctic ice sheets, which average 1530 m (Oerlemans and Van der Veen 
1984) and 1700 m (Drewry et al., 1982) thick, respectively. It is also 
considerably less than many geologically based reconstructions of the 
Scandinavian ice sheet, particularly earlier ones which neglect the 
possibility of fast basal motion (either through bed deformation or fast 
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Table 5.1. Model Parameter Values. 
Parameter Simbol Value Units 
Ice Flow 
Deformation 
Multiplier A 5.3x10-1s s-lkPa-3 
Power n 3.0 
Sliding 
1st multiplier k1 6.3x10-s m2s-lkPa-1 
2nd multipli_er k2 400 m 
Drainage Configuration 
Latent Heat F 3.3xl05 Jkg-1 
Channel Flow f 700 m-8/3kg 
No. of Cavities nK 30000 
Cavity X-section SK 10-2 m2 
Shadowing Function r 0.5 
Bedrock Amplitude a 1 m 
Bedrock Wavelength 1 5 m 
Ratio a/1 V 0.2 
Power function µ 2.0 
Ice Conductivity K 2.1 Js-lm-lK-1 
Ice Density Pi 900 kgm-3 
Water Density Pw 1025 kgm-3 
Gravity g 9.81 ms-2 
Isostasy · 
Mantle Density Pm 3300 kgm-3 
Mantle Diffusivity Da 1.11 m2s-1 
Accumulation 
Precipitation parameter q 0.8 ma-1 
Precipitation parameter c2 0.004 ma-lo"'-1 
Precipitation parameter c3 0.003 ma-locp-1 
Precipitation parameter C4 25000 
Precipitation parameter cs 2500 m 
Precipitation parameter C6 10 mo\j,-1 
Precipitation parameter C7 25 mOcp-1 
Precipitation parameter cg 0.85 
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sliding), which typically have average ice thicknesses of around 2000 m 
(e.g. Denton and Hughes, 1981). 
During ice sheet growth, the ice sheet area increased fairly steadily from 
40000 BP to 23000 BP, at a mean rate of 120 km2a-1, though there was a 
slow-down in growth from 33500 BP to 31500 BP. After 23000 BP, the 
growth rate accelerated but became less steady, averaging around 210 
km2a-1 until the maximum extent was reached. The ice sheet volume 
curve shows generally similar behaviour, with an early period of 
moderate growth rates followed by faster growth rates to the glacial 
maximum. Until 24000 BP, the ice sheet grew at approximately 115 km3a-1; 
after this time, it grew at approximately 240 km3a-1. However, the early 
period of growth showed two periods of markedly reduced increase, at 
around 33000 to 31000 BP, and from 26000 to 24000 BP. These were due to 
the brief episodes of warmer climate at these times. The differences in 
growth rates of area and volume are reflected in the change of average ice 
sheet thickness through time (Figure 5.4). As would be expected, average 
ice sheet thickness generally increased as ice sheet area increased, except 
for two periods, from 34500 to 32500 BP, and from 26000 to 24000 BP, when 
the average thickness remained almost constant. The early, very rapid 
increase in average ice thickness would seem to be due to the ice sheet 
growing by the process of 'instantaneous glaciation', in which large scale 
and roughly simultaneous snow accumulation, caused by the sudden 
temperature decrease at the start of the model run, results in rapid ice 
sheet growth (Ehlers, 1990). 
The acceleration in ice sheet growth after 22000 BP took place under a 
warming climate. There seem to be several reasons for this apparently 
unusual behaviour. The innate lag in the response of large ice sheets to 
climatic change would seem to be partly responsible, but several other 
factors seem to be important in this case. As shown in Figure 5.5b, ablation 
did increase after 22000 BP, and particularly after 20000 BP, under the 
influence of the warming climate. However, at' this time accumulation 
also increased (Figure 5.5a), due to the link between temperature and 
accumulation in equations 3.28 to 3.32. Thus, this increase offset the rise in 
ablation during this period. This effect was made more potent by 
morphological changes in the ice sheet at this time; these will be discussed 
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Figure 5.5. Ice sheet surface mass-balance components through time. (a) 
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After the ice sheet reached its maximum extent, it decayed very rapidly 
under the influence of rapidly rising temperatures. Areal retreat began 
before the volume of the ice sheet decreased. This seems to be due to the 
interaction between changing ice sheet morphology and mass balance. 
Accumulation on the ice sheet increased during the early stages of 
glaciation (due to the influence of temperature on accumulation in 
equations 3.28 to 3.32). Figure 5.Sa clearly shows this effect; the maximum 
total accumulation on the ice sheet occured at 14500 BP, after retreat had 
begun. This increase in accumulation cannot offset the increased ablation 
however, particularly at the margins of the ice sheet. Thus, the areal extent 
of the ice sheet decreased, even though the volume was increasing. The 
rapidly rising temperatures, however, led to this effect quickly being 
masked by general volumetric and areal decay of the ice sheet after 14500 
BP. Retreat is interrupted by the Younger Dryas cold period at around 
12000 BP. During this period, retreat of the ice sheet stoped, and the ice 
sheet area remained stable for some 500 years, from 12500 BP to 12000 BP. 
During this period, however, the ice sheet continued to lose volume. This 
was due to two factors. The reduced size of the ice sheet (and hence 
maximum elevation) meant that even though the climate during the 
Younger Dryas became almost as cold as the climate at 16000 BP, the ice 
sheet nevertheless experienced more ablation than earlier in its history. 
Secondly, the cold temperatures during the Younger Dryas reduced 
accumulation. Thus, while the margins saw near-constant or increased net 
mass balance during the Younger Dryas, the interior areas continued to 
experience reduced net mass balance. After the Younger Dryas, the ice 
sheet undergoes further rapid retreat, until by 9500 BP, only three small 
remnant ice caps remain. These persist throughout the Holocene. After 
this time, the average ice sheet thickness (Figure 5.4) increased as the small 
ice caps left in the mountains adjusted to the new, steady climate. 
The relationship between ice sheet volume and area in the model ice 
sheet contrasts quite strongly with the relationshi'p found in modern-day 
ice sheets. If ice sheets are assumed to behave as a perfectly plastic solid, it 
can be shown that ice sheet volume is proportional to ice sheet area raised 
to the power 1.25 (Paterson 1981, p. 163). The dashed line in Figure 5.6 
shows the logarithm of volume against the logarithm of area for modern-


























3 4 5 6 7 8 
log10 Area 
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Figure 5.6. Logarithmic plot of volume against area for present day ice 
sheets (dashed line) and the model ice sheet (solid line). 
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to the value suggested by perfect plasticity. The model ice sheet, however, 
produces the solid line in Figure 5.6. The obvious displacement of this line 
below the dashed line shows the generally smaller average ice thickness in 
the model ice sheet, compared to modern-day ice sheets. The rapid 
increase in volume at small areas would seem to be due to the 
'instantaneous glaciation' occurring at the start of the model run, but after 
this period the line produced by the model seems to be gently curved, with 
the slope of the line increasing with increasing area. This would seem to 
indicate that the model ice sheet shows rather more departure from the 
behaviour of a perfectly plastic ice sheet than do modern ice sheets. 
However, it would seem that whatever process is causing the reduction in 
expected average ice sheet thickness and the departure from perfectly 
plastic behaviour observed in the model becomes relatively less effective 
as the ice sheet grows. The obvious candidate to explain these effects is the 
inclusion of basal hydrology and fast basal sliding in the model ice sheet. 
Thus, even at a very basic level, the inclusion of these processes affects the 
behaviour of the ice sheet. It is worth noting, however, that the line for 
present-day ice sheets is based on the configurations of a number of ice 
sheets, which may be close to climatic equilibrium given the relatively 
constant climate during the Holocene (when compared with 
glacial/interglacial climatic changes), whereas the plot for the model ice 
sheet is based on the time-dependent behaviour of a single ice sheet 
during a period of rapidly changing climate, when equilibrium was very 
unlikely. This may also count for some of the mis-match. 
5.3.2. The morphological evolution of the ice sheet. 
Ice sheet morphology at four stages during the first 14000 years of growth is 
shown in Figure 5.7a-d. At 34000 BP (Figure 5.7a), the ice sheet has 
advanced westwards to the edge of the continental shelf off the coast of 
Norway. In th~ east, the ice sheet has covered central Sweden, and has 
crossed the gulf of Bothnia and is starting to advance into northern 
Finland. At 30000 BP (Figure 5.7b ), the ice sheet edge has advanced a 
further 220 km in the east, to occupy almost the whole of Finland. The 
western and southern margins, however, have remained more or less 
constant over this time period. The advance in the east seems to be lobate 
in form, with distinct concavity in the 1050 and 1200 m contours, and 








Figure 5.7. Ice sheet morphology at (a) 34000 BP; (b) 30000 BP; (c) 28000 BP; 
(d) 26000 BP. Contours in metres. 
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in this part of the ice sheet is flowing faster than in surrounding areas. 
This is, in fact, the case, as will be discussed in Section 5.3.3. There is also 
some indication that smaller ice lobes exist at this time over the northern 
Baltic Sea, and over south central Sweden. In the central areas of the ice 
sheet, two distinct domes have formed by this time, over southern and 
northern Norway. 
Between 30000 BP and 28000 BP (Figure 5.7c), the ice sheet continues to 
advance quite rapidly in the east, and retains its lobate form in this area. 
The northern Baltic lobe, however, seems to have been incorporated into 
the larger lobe over Finland by this time. Again, little ice advance takes 
place on the western or southern margins of the ice sheet. In the west, this 
would seem to be due to the ice having reached the edge of the continental 
shelf, where calving into deep water restricted advance; in the south, it 
seems to be due to the formation of the lobe in south central Sweden, 
which transports ice rapidly from the southern Norwegian dome to the 
Skagerrak, where deep water allows rapid calving. By 28000 BP, a 
northeastwards flowing ice lobe seems to be established on the northern 
margin of the ice sheet over Lapland, which transports ice to the relatively 
deep waters off the coast in this area. 
By 26000 BP (Figure 5.7d), the ice sheet margin has started to advance over 
the White Sea and the Kola Peninsula. The margin has also advanced in 
the south down the Baltic Sea. This seems to be associated with the re-
emergence of an ice lobe in the southern Gulf of Bothnia/northern Baltic 
Sea area. Again, however, the rapid transport of ice to the calving margin 
in the Skagerrak has prevented extensive ice advance in southern 
Sweden. In the central area, the two distinct ice domes are still apparent. 
This general pattern of advance associated with the development of ice 
lobes continues during the later period of ice sheet growth from 24000 BP 
to 18000 BP (Figure 5.8a-d). During this period, however, the main 
direction of advance changes from eastwards to southwards. This seems to 
be due to the establishment of the southward-flowing Baltic Sea ice lobe as 
a dominant feature of the ice sheet, at the expense of the earlier eastward 
or southeastward-flowing Finnish ice lobe. Advance in southern Sweden 
seems to have two distinct sources by 22000 BP (Figure 5.8b ). North of Lake 
Vaner, ice comes from the southern Norwegian dome; to the east of this 
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Figure 5.8. Ice sheet morphology at (a) 24000 BP; (b) 22000 BP; (c) 20000 BP; 
(d) 18000 BP. Contours in metres. · 
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area, ice comes from the northern dome, and is transported by the Baltic 
Sea ice lobe. 
By 20000 BP (Figure 5.8c), the ice margin in the south has advanced to the 
northern coast of Poland, and further west into northern Denmark. In the 
east, the margin has advanced into the Baltic States, and into Karelia. The 
morphological pattern of the ice sheet seems to indicate a new, smaller ice 
lobe is developing over the Baltic States. Between 20000 BP and 18000 BP 
(Figure 5.8d), the ice margin remains nearly stationary in the south, but 
has advanced quite rapidly in the east. This again seems to be due to the 
formation of an eastward-flowing ice lobe over Finland. The Baltic ice lobe 
during this time seems to be reduced in importance; ice sheet elevation 
contours at 18000 BP in the southern area of the ice sheet do not show the 
upper concavity and lower convexity associated with ice lobes. The 
possible causes for these apparent changes in ice lobe dominance will be 
discussed in Sections 5.3.4 and 5.3.5, when ice velocity distributions and 
drainage configurations will be examined. By 18000 BP, the northern and 
southern ice domes have merged into one, albeit elongated, ice dome, the 
centre of which is located just to the west of the Gulf of Bothnia. 
From 18000 BP to 16000 BP (Figure 5.9), the ice sheet advances to its 
maximum areal extent. This advance takes place largely in the south, 
where the ice margin advances into northern Poland and northern 
Germany, and westwards across Denmark. This advance is due to the re-
emergence of the Baltic ice lobe. This also seems to cause the central ice 
dome to again become divided. 
The Lapland ice lobe, first seen around 28000 BP, seems to exist 
throughout the period of ice sheet growth, though it does seem to be 
reduced in size _from 22000 BP to 20000 BP (Figures 5.8b and c). 
As the climate warms after 16000 BP, the relatively low altitude of the 
margins of the ice sheet (due to the formation of ice lobes) allow rapid 
deglaciation, as a small rise in the equilibrium line altitude leads to large 
areas of the ice sheet entering the ablation zone. This effect is particularly 
strong on the southern margins, where by 14000 BP (Figure 5.10a) the ice 
margin has retreated some 400 km, and lies across southern Sweden and 
the southern Baltic. The ice sheet morphology at 14000 BP is apparently 
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much simpler than during ice sheet growth. This seems to be due to the 
different ice lobes merging into one area of fast flow, extending around 
almost the whole edge of the ice sheet. Reasons for this will be discussed 
in Section 5.3.4. 
This rapid deglaciation continues, particularly in the south. At 13000 BP 
(Figure 5.10b), the ice margin lies just to the north of the island of Gotland 
in the Baltic Sea, and some retreat in the west has also taken place. The 
southern dome of the ice sheet has not moved, but the northern dome has 
retreated westwards towards the Scandinavian mountains. The ice sheet 
elevation contours again seem to indicate relatively simple radial flow 
patterns at this time. 
The ice sheet at 12500 BP (approximately half way though the 
Bolling/Younger Dryas climatic deterioration in the model forcing) is 
shown in Figure 5.lla. This again shows little evidence for separate ice 
lobes around the margin of the ice sheet. At 12000 BP (when climatic 
amelioration has re-started), (Figure 5.llb), however, the 1050 and 1200 m 
contours do seem to show evidence for lobate flow. This is not very clear 
from the ice sheet morphology, due to the limited time in which ice 
morphology can adjust to changing flow regimes; the existence of ice lobes 
at this time will be much more apparent when ice sheet velocity patterns 
are examined in Section 5.4.3. 
After 12000 BP, the ice sheet retreats rapidly. By 11000 BP (Figure 5.12a), ice 
in southern Scandinavia is confined to areas above 300m, though in the 
north, thin ice remains over the Gulf of Bothnia and northern Finland. By 
10000 BP (Figure 5.12b), the ice sheet has broken up into three separate ice 
caps, two in southern Norway and one in the north. These persist 










Figure 5.12. Ice sheet morphology at (a) 11000 BP; (b) 10000 BP. Contours in 
metres. 
159 
5.3.3 The evolution of ice sheet velocity patterns. 
Figure 5.13 shows ice sheet velocity vectors at every second grid point in 
the model for 34000 BP, 30000 BP, 28000 BP and 26000 BP. These clearly 
show the lobate nature of flow in the ice sheet from 30000 BP onwards, 
and the increasing importance of the Finnish ice lobe, particularly in the 
period from 30000 to 28000 BP. The growth of the southern Swedish lobe, 
and the formation of a calving bay at the head of the Skagerrak can also be 
clearly seen. Similarly, the growth of the ice lobe in Lapland can be clearly 
seen. Ice velocities in the lobes are generally from 250 to 350 ma-1, and they 
generally increase slightly towards the ice margin. Over 95% of the 
velocity in the ice lobes is due to ice sliding. These figures also show the 
increase in velocity at the head of the ice lobes. This is due to the steep ice 
surface slopes in these areas, causing high basal shear stresses (up to 150 
kPa locally) and hence high deformation velocity. 
The high velocities (400 to 600 ma-1) on the extreme western margin of the 
ice sheet are due to the formation of a narrow (40 to 80 km) ice shelf in 
these areas. Inland of these, ice flows at moderate velocity (roughly 50 to 
200 ma-1) due to the steep bed slopes on the Norwegian coast leading to 
relatively high basal shear stress. 
Figure 5.14 shows the ice sheet velocity vectors at 2000 year intervals from 
24000 BP to 18000 BP. These clearly show the development of the Baltic Sea 
ice lobe and Finnish ice lobe discussed in Section 5.3.2 above, as well as the 
southern Swedish and Lapland ice lobes. The interesting feature of this 
period, however, is that whilst the two smaller ice lobes seem to flow 
more or less continuously during this time, the two large lobes on the 
southern/eastern margin of the ice sheet seem to switch on and off, 
possibly at the expense of one another. Indeed, at 20000 BP, the smaller 
Baltic States ice lobe exists in the area between the inactive Baltic Sea and 
Finnish ice lobes. At 18000 BP, this smaller lobe has been reincorporated 
into the large Finnish ice lobe, but the ice sheet in the Baltic area is still 
flowing quite slowly ( at approximately 10 to 20 ma-l ). 
At 16000 BP (Figure 5.15), the Baltic Sea ice lobe has become re-established, 
and in the west has merged with the southern Swedish ice lobe. The 
Finnish ice lobe is also flowing, though it is smaller than at 18000 BP. 
Velocity magnitudes, however, are still generally around 250 to 350 ma-1. 
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Figure 5.13. Ice sheet velocity patterns at (a) 34000 BP; (b) 30000 BP; (c) 28000 

















Figure 5.14. Ice sheet velocity patterns at (a) 24000 BP; (b) 22000 BP; (c) 20000 
BP; (d) 18000 BP. Scale in ma-1. 
162 
I 
Figure 5.15. Ice sheet velocity pattern at 16000 BP. Scale in ma-1. 




By 14000 BP (Figure 5.16a), the four main ice lobes have merged to form a 
fast-flowing belt around the entire southern, eastern and northern 
boundaries of the ice sheet. In inland areas, ice velocities in these lobes 
have increased somewhat (by 20 to 50 ma-1) compared to earlier in the ice 
sheet's history, and ice in these lobes now generally decelerates as it 
approaches the ice margin. An area of very fast flow also seems to have 
become established in western Norway, around Trondheim. This would 
seem to be partly due to the high basal shear stresses in the area due to 
steep surface slopes, but the very high velocities (up to 1000 ma-1) would 
seem to suggest that fast sliding is also involved. At 13000 BP, the eastern 
belt of fast sliding is still apparent (Figure 5.16b), though some areas at the 
ice sheet margin are now flowing faster than inland areas. The area of fast 
flow in western Norway is greatly reduced, however, largely due to the 
great reduction in ice sheet thickness (and consequent reduction in basal 
shear stress) in the area. 
The general situation is very similar at the start of the Younger Dryas still-
stand in the model at 12500 BP (Figure 5.17a); fast flow is still occurring on 
the entire eastern margin of the ice sheet, and in some marginal areas 
reaches 750 ma-1. At the end of the Younger Dryas still stand at 12000 BP 
(Figure 5.17b), fast flow still dominates on the eastern margin. However, 
the area affected is reduced in extent, and does seem to be divided into 
different zones, with an northeasterly flowing zone in the extreme 
northeast of the ice sheet, an easterly flowing zone in northern Finland 
and Karelia, a southeastward flowing zone over central Finland, and more 
southerly flow over the Gulf of Finland and the northern Baltic Sea. These 
zones merge to some extent towards the ice sheet margin, but are quite 
clear nearer the centre of the ice sheet. 
5.3.4. The evolution of the basal hydrological system. 
The patterns of velocity and morphology discussed above are closely 
related to the patterns of water drainage under the ice sheet, through the 
dependence of ice sliding on effective pressure, 'and hence basal water 
pressure (equation 3.3). The basal water pressure in turn depends on both 
the discharge of water at the base of the ice sheet, and on the configuration 
of the drainage system (i.e. whether the water is flowing though a tunnel-
based system or though a distributed system of linked-cavities), through 
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the ice sheet depends on the basal temperature of the ice sheet, the 
character of the drainage system and the ice sheet morphology (which 
determine subglacial flow patterns), and also on the quantity of surface 
melt. This section will therefore first describe the changing mass-balance 
characteristics of the ice sheet through time. 
During ice sheet growth, surface accumulation and ablation are generally 
quite low. Accumulation values at 30000 BP (Figure 5.18a) are less than 0.5 
m a-1 over most of the central area of the ice sheet, and have maximum 
values at moderate elevations (-1000 m) on the southwestern margins, 
due to the orographic enhancement of precipitation modelled by 
equations 3.28 to 3.32. This pattern is broadly similar at 18000 BP (allowing 
for the large size difference between the ice sheet at 30000 BP and 18000 
BP); that is, low values over most of the ice sheet, with maximum values 
at moderate elevations in the southwest (Figure 5.18c). At these times, 
ablation is also low (Figure 5.18b,d). At 30000 BP, over 80% of the ice sheet 
experiences ablation of less than 0.5 m a-1; ablation rates increase quickly 
near the margins of the ice sheet, however, to around 1.5 m a-1. Again, at 
18000 BP the pattern is very similar, with a large central area experiencing 
less than 0.1 m a-1, values of less than 0.5 m a-1 over most of the rest of the 
ice sheet, and then a rapid increase in ablation near the margins. 
During the early stages of deglaciation, both accumulation and ablation 
increase. At 14000 BP, accumulation rates have increased to over 0.6 m a-1 
in interior areas of the ice sheet, and to over 1 m a-1 over southern 
Norway (Figure 5.19a). Ablation rates have increased rather more. Even 
central areas have ablation rates of over 0.2 m a-1 (Figure 5.19b), and 
around 60% of the ice sheet now experiences rates of over 0.5 m a-1. Near 
the margins, ablation rates exceed 2 m a-1. At 13000 BP, the pattern is 
broadly similar (Figure 5.19c,d). 
At 12500 BP, during the Younger Dryas, patterns of accumulation and 
ablation are similar to those during ice sheet growth, if generally slightly 
higher (Figure 5.20a,b ). In particular, the ice sheet margins experience 
slightly higher ablation values during this period. Once the climate begins 
to warm, accumulation and especially ablation again increase. At 11000 BP, 
accumulation values over much of the ice sheet exceed 0.75 m a-1 (Figure 






Figure 5.18. Ice sheet surface mass balance components. (a) Accumulation, 
(b) ablation at 30000 BP; (c) accumulation, (d) ablation at 18000 BP. 





Figure 5.19. Ice sheet surface mass balance components. (a) Accumulation, 
(b) ablation at 14000 BP; (c) accumulation, (d) ablation at 13000 BP. 









Figure 5.20. Ice sheet surface mass balance components. (a) Accumulation, 
(b) ablation at 12500 BP; (c) accumulation, (d) ablation at 11000 BP. 
Contours in ma-1. 
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lead to ablation rates in excess of 2 m a-1 over much of the ice sheet (Figure 
5.20d). By this time, the ice sheet only has positive mass-balance in small 
areas of northern and southern Norway. 
The link discussed above between the presence of subglacial water and fast 
ice flow is shown by the subglacial water discharge pattern (Figure 5.21a) 
and the configuration of the drainage system (Figure 5.21b) at 30000 BP. 
This is some 5000 years after the ice has first advanced out of the 
Scandinavian Mountains onto lower ground, which should have allowed 
the ice sheet to adjust to the flatter bed topography, and for a drainage 
system to have become established. The fast-flowing ice lobes shown in 
Figure 5.13b (the velocity pattern at 30000 BP) are all flowing on water-
lubricated areas of the bed. Figure 5.21a also clearly shows the geometric 
downstream increase in water discharges typical of drainage basin 
upstream-area and discharge calculations ( e.g. Zevenbergen and Thorn 
1987). This is a very important feature, due to the strong influence of 
discharge on water pressure. 
Having established the link between subglacial hydrology and ice flow 
patterns (and hence ice sheet morphology), this section will examine the 
ice sheet drainage patterns at four stages in the glacial cycle; the early 
period of growth (above); near to the maximum extent of the ice sheet; 
during the early period of deglaciation; and during the later stages of 
deglaciation. The discussion will also focus on the eastern and southern 
margins of the ice sheet, where the most interesting changes occur. The 
limited extent of the ice sheet in the west (due to the continental shelf 
edge) prevents extensive ice lobes from developing, and the steep slopes in 
this area lead to high ice velocities, which seem to generally prevent 
tunnel-based drainage systems from developing, even though the higher 
pressure gradients in these areas would, in theory, favour the existence of 
such systems (Alley, 1990). Possible explanations for the patterns of 
drainage system evolution in the model ice sheet, and the implications 
these have for model flow patterns and morphology, will be discussed in 
Section 5.3.5. 
During ice sheet growth water discharge and drainage configuration 
undergo quite large changes, the patterns of which broadly match the 
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Figure 5.21. (a) Subglacial water discharge (in m3s-1), and (b) drainage 
configuration at 30000 BP. Key: below 3 = frozen bed; 3-5 = Qw below 10 
m3s-1; 5-7 = cavities; above 7 = tunnels. 
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the period of ice sheet growth, the generally low ablation rates over large 
areas of the ice sheet mean that maximum discharges at the ice sheet 
margin remain at around 150 to 200 m3s-1, and cavity-based drainage 
dominates the interior areas of the ice sheet, with some small areas of 
tunnel-based drainage occurring within two to four grid cells (80 to 160 
km) of the ice sheet margin where the water discharge is high. Cold 
periods generally show the lowest marginal water discharges and the 
smallest areas experiencing fast flow (e.g. around 20000 BP); conversely, 
warmer interludes during ice sheet growth show higher marginal water 
discharges, and larger areas undergo fast sliding at these times (e.g. 26000 
BP). These changes seem to affect the area/volume relationship discussed 
in Section 5.3.1 above; the mechanism for this will be discussed in Section 
5.3.5. 
By 18000 BP (Figure 5.22a,b ), when the ice sheet is nearly at its maximum 
size, water discharges at the margin remain at the same levels as earlier in 
the ice sheet's history, even though the total area which contributes melt 
has increased. This would seem to be due to the cold climate and relatively 
high ice sheet elevation, which limit surface melt over large areas of the 
ice sheet, and hence subglacial water discharge. Thus, though more cells 
are contributing melt, the average melt in each cell is lower. Drainage 
configuration retains essentially the same character; cavity-based drainage 
predominates, except for some marginal locations where discharge values 
are highest, and hence tunnel-based systems can exist. 
As · deglaciation begins, however, the character of the drainage system 
starts to undergo rapid changes. By 14000 BP (Figure 5.23a,b) marginal 
water discharges have risen to over 1000 m3s-1, in line with the large 
increases in ablation at this time, and tunnel-based drainage has become 
established around almost the whole of the southern and eastern margins 
of the ice sheet. These tunnels extend 120 km up-glacier from the margin 
in the northeast sector of the ice sheet, and up to 240 km up-glacier in the 
southern sector, where water discharges are highest (due largely to higher 
meltwater inputs). 
As deglaciation proceeds, the magnitude of meltwater discharges at the 
margin of the ice sheet begins to fall, as the ice sheet area becomes smaller. 
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Figure 5.22. (a) Subglacial water discharge (in m3s-1 ), and (b) drainage 
configuration at 18000 BP. Key: below 3 = frozen bed; 3-5 = Qw below 10 
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Figure 5.23. (a) Subglacial water discharge (in m3s-1), and (b) drainage 
configuration at 14000 BP. Key: below 3 = frozen bed; 3-5 = Qw below 10 
m3s-1; 5-7 = cavities; above 7 = tunnels. 
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areas, as shown in Figure 5.24a,b, which show the drainage configuration 
at 13000 BP. Note the general reduction in the extent of tunnel-based 
drainage, compared with Figure 5.23. This effect is compounded during 
the Younger Dryas cold period (Figure 5.25a,b; 12500 BP). The reduction in 
surface melt reduces subglacial discharge to around 200 to 250 m3s-1; this 
leads to increased water pressure in tunnel-based systems, and hence to 
faster sliding and the collapse of these tunnels into a cavity-based drainage 
system. This system then persists throughout the Younger Dryas, until 
climate starts to warm after 12000 BP, and meltwater discharges increase 
once more. By 11000 BP (Figure 5.26a,b ), marginal discharges have reached 
800 m3s-1 and an extensive tunnel-based drainage system occurs near the 
margin. This zone is, in fact, located generally 40 to 80 km upglacier from 
the actual ice margin. This is due to the very thin ice at the margin at this 
time allowing the frictional heat generated at the bed to escape, so the ice 
becomes frozen to the bed. The zone of tunnel-based drainage upglacier of 
ice frozen to the bed retreats rapidly with the retreating ice front. Once the 
ice has retreated into the Scandinavian mountains, the remnant ice caps 
are cold based, due to the relatively thin ice, low shear stress and low 
velocity, and consequent low frictional heating. 
5.3.5. Synthesis. 
The above discussion of the model results has been quite long, and has 
offered little explanation of what possible mechanisms might cause the 
complex time dependent behaviour of the model. This section therefore 
attempts first to draw out of the above discussion what I feel to be the key 
features of the model behaviour, and secondly to offer a more detailed 
explanation of the processes which seem to be operating within the model. 
The most obvious aspect of the time~dependent behaviour of the model is 
the complex spatial and temporal evolution of the areas of fast ice flow, 
particularly during the growth period of the ice sheet. These obviously 
affect the detailed patterns of ice sheet morphology, but also seem to affect 
the large-scale response of the model to climatic changes. In particular, the 
different responses of the model to periods of climatic warming earlier in 
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Figure 5.24. (a) Sub glacial water discharge (in m3s-1 ), and (b) drainage 
configuration at 13000 BP. Key: below 3 = frozen bed; 3-5 = Qw below 10 
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Figure 5.26. (a) Sub glacial water discharge (in m3s-1 ), and (b) drainage 
configuration at 11000 BP. Key: below 3 = frozen bed; 3-5 = Qw below 10 
m3s-1; 5-7 = cavities; above 7 = tunnels. 
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As discussed in Section 5.3.1, the episodes of climatic warming before 
20000 BP seem to be marked by the ice sheet increasing in area, but not 
increasing in average thickness (see Figure 5.4, from 35000 BP to 33000 BP, 
and from 26000 BP to 24000 BP). Both these periods, in which average ice 
sheet thickness remains constant (although the ice sheet is expanding 
areally) seem to occur just after the peak of a warm episode in the climatic 
forcing (Figure 5.2). At these times, the warmer climate means that 
ablation increases, and that not only does the discharge of water increase, 
but also meltwater can penetrate to larger areas of the bed. Thus, the areas 
of the ice sheet experiencing fast flow expand headward, and enlarge (see 
Figures 5.13a and 5.13d). This expansion serves to transport ice efficiently 
from interior areas of the ice sheet to the ablating ice margin. The 
relatively small size of the ice sheets at these times allows this increased 
flux to reach the margin within 500 to 1000 years. This increase in flux to 
the margin offsets the increase in ablation due to the warming climate, 
and hence the ice sheet can continue to expand. The fast flow also lowers 
more central areas of the ice sheet, which therefore experience more 
ablation. Thus, the changes in ice sheet morphology amplify the effect of 
the climatic warming, and so ice volume increases more slowly. The 
strength of this effect is moderated by the climatic warming and lower ice 
sheet elevations increasing accumulation (through the effects of equations 
3.28 to 3.32). This seems to prevent runaway deglaciation occurring. 
Once the climate begins to cool again, the ice sheet configuration then 
allows rapid growth. The relatively flat surface profile means that a small 
drop in the equilibrium line altitude results in a large increase in the 
accumulation zone, at the expense of the ablation zone. The reduction in 
water availability at the bed reduces the areas experiencing fast flow, so 
surface elevation increases rapidly. 
Similar morphological changes accompany the early stages of deglaciation. 
However, the larger size of the ice sheet, and the more dramatic warming 
result in quite different effects on the longer term behaviour of the ice 
sheet. As climate warms, the zones of fast flow expand headwards, 
lowering the central areas, and thus increasing the effect of the warming. 
However, the large size of the ice sheet at 16000 BP means that this ice 
takes several thousand years to travel to the margins of the ice sheet. 
Thus, during the early stages of climatic warming, there is no flux increase 
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at the margins, which begin to retreat, so the area of the ice sheet decreases 
from 16000 BP onwards. In central areas, however, accumulation increases 
due to the warming climate and the lowering of the ice surface reducing 
the elevation desert effect. Thus, ice sheet volume continues to increase 
for a brief period. The flatter ice sheet profile which results from the 
increased area subject to fast flow makes the ice sheet more vulnerable to 
continued warming, however, and the ice sheet starts to decay rapidly, 
because the increase in ice flux to the margin is less than the increase in 
ablation. The fast flow serves as an efficient transporter of ice from the 
contracting accumulation area to the expanding ablation area, and rapid 
volumetric and areal decay begin. 
Thus, the morphological changes associated with changing basal 
hydrological conditions and ice velocity patterns seem to increase the 
sensitivity of the ice sheet to climatic change. The effect of this sensitivity 
on the longer-term response of the ice sheet seems to depend on the 
degree of climatic warming, and the size of the ice sheet. For smaller ice 
sheets, and more gentle warming, the effect allows the ice sheet to 
continue to grow areally, though its volume increases more slowly. For 
more rapid warming, and if the ice sheet is larger, the increase in time 
taken for ice from the central areas to reach the margin means that ice 
sheet area decreases, though volume may increase. The general lowering 
of the ice surface makes the ice sheet much more vulnerable to continued 
warming, and rapid areal and volumetric decay quickly begin. 
The complex morphological changes over the history of the ice sheet 
reflect changes in the flow patterns caused by changes in the basal 
hydrological regime. These changes seem to be a fundamental aspect of the 
time-dependent behaviour of the model. Two aspects of these flow 
patterns need to be considered; how the lobate nature of the flow becomes 
established, and why the areas subject to fast flow vary temporally and 
spatially. 
In the early stages of ice sheet growth (before 35000 BP), the ice sheet is 
confined to the Scandinavian Mountains. The consequent high surface 
elevations, and the cooling climate at this time mean that very little of the 
bed of the ice she.et is water lubricated. At around 35000 BP, however, as 
the ice accumulation area becomes large enough to support a more 
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substantial ablation zone, the ice sheet starts to advance across lower areas 
of Sweden. At about the same time, the climate ameliorates by around 2°C. 
Thus, meltwater can penetrate to the bed of substantial areas of the ice 
sheet for the first time. During this period, the ice sheet is still relatively 
thin, and so surface morphology is still controlled to some extent by the 
bed topography. Because of this, the · flow of water is concentrated into 
lower lying areas of the ice sheet, such as north of Oslo Fjord, and into the 
north and central areas of the Gulf of Bothnia. Thus, these areas start to 
experience fast flow. This further lowers the surface elevations, and so 
increases the concentration of meltwater into these areas, at the expense of 
other areas, which remain unlubricated. The lobes grow headwards into 
the ice sheet due to lowering of the surface at the head of the lobes, caused 
by the steep surface slopes increasing basal shear stress and hence 
deformation velocity. The surface lowering leads to increased ablation and 
concentration of flow in these areas; the increased deformation velocity 
leads to larger frictional heating, and hence a rise in basal temperature to 
the melting point. Thus, once lobate flow starts to occur, it seems self-
sustaining. 
This cycle can, however, be interrupted. Climatic deterioration leads to 
reduced meltwater inputs to the bed, thus stopping water lubricated flow 
in the highest areas of the ice lobes. The resulting reduction in velocity 
causes the surface elevation to increase, further reducing ablation, and 
hence meltwater inputs. The increase in surface elevation reduces the 
concentration of meltwater flow into the head of the lobe; this decreases 
meltwater discharge further downstream, resulting in smaller areas 
experiencing water lubricated fast flow. Thus, basal friction is reduced, and 
so the temperature at the base of the ice sheet falls below the freezing 
point. Again, once underway, this process is self-sustaining. 
Another complicating factor is that after a period of lobe growth, the heads 
of the ice lobes can be quite close to each other. Thus, one lobe can start to 
capture water from the head of an adjacent lobe. This causes a similar 
effect to a cooling climate; meltwater discharge is reduced at the head of 
the lobe, so the area increasing water lubrication becomes smaller, ice 
elevations increase, driving more water into the capturing lobe, which can 
expand as a result. This mechanism seems particularly important in the 
case of the Baltic Sea and Finnish ice lobes, which only operate together 
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when meltwater is particularly abundant due to relatively warm climate 
during the period in question (e.g. 34000 BP, 26000 BP). These two lobes are 
also influenced by the southern Swedish lobe in the case of the Baltic Sea 
lobe, and by the Lapland lobe in the case of the Finnish lobe. 
This capture effect can be illustrated using the changes in morphology, 
flow patterns and drainage between 18000 BP (Figures 5.8d, 5.14d, and 5.22) 
and 16000 BP (Figures 5.9 and 5.15). At 18000 BP, the Finnish ice lobe is a 
major feature on the eastern side of the ice sheet, and the Lapland ice is 
quite small. However, the area of bed at the melting point at the head of 
the two lobes has begun to merge (shown as the area with a discharge of 
less than 10 m3s-1 ). By 16000 BP, the Lapland ice lobe has extended 
headwards into the ice sheet, capturing some of the catchment area of the 
Finnish ice lobe, which consequently is reduced in extent at this time. 
Thus, the spatial and temporal patterns of lobate flow (and hence ice sheet 
morphology) during the period of ice sheet growth depend on complex 
interactions between climate (and in particular the direction of climatic 
change), meltwater availability, ice sheet morphology, and ice sheet 
velocity. Predicting the exact morphological evolution under these 
circumstances would seem to be virtually impossible without a model 
including all these factors. 
The rapid increase in availability of meltwater during deglaciation makes 
the evolution of the ice sheet during this period somewhat simpler. 
Surface melt is high enough to allow penetration of meltwater to the bed 
without substantial flow concentration on the surface. Thus, almost the 
entire margin of the ice sheet starts to experience fast flow; warming 
climate, and increasing flow velocities allow these areas to spread rapidly 
up-glacier, so that by mid-way through deglaciation (13000 BP), around 
75% of the ice sheet is experiencing water lubricated fast flow, and the 
separate lobes have largely merged. 
The period of cooling during the Younger Dryas does not substantially 
alter this behaviour, as the ice sheet surface elevation has been reduced 
sufficiently that meltwater is still produced in moderately large amounts. 
Some evidence for the re-development of lobate flow can be seen in the 
difference between Figures 5.17 a and b, which show ice velocity patterns at 
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the start and at the end of the Younger Dryas. Near the margins, the areas 
of fast flow have largely merged, even at 12000 BP (Figure 5.17b), though 
some difference in flow direction between different sectors of the margin 
can be observed, as discussed above. 
In general, cavity-based drainage systems are the most common form of 
drainage over the bed of the model ice sheet. This agrees with theoretical 
studies of subglacial drainage (e.g. Alley, 1990) which suggest that cavity-
based drainage will dominate ice sheet drainage. The long flow lines, and 
relatively low pressure gradients associated with ice sheets mean that 
water pressures must be high in order to drive the water out from under 
the ice sheet. These high pressures would tend to destabilise a tunnel-
based system. 
However, where high discharges occur, water pressures are lower, and so 
tunnel-based drainage systems may be stable. This seems to be the case in 
the model, where the high discharges (over 100 m3s-1) near the margins of 
the ice sheet allow tunnel-based drainage to become established. 
Throughout the ice sheet cycle, the configuration of the drainage system 
(i.e. whether the water is flowing through a tunnel-based or cavity-based 
system) seems to exert relatively little influence on the morphology and 
flow patterns of the ice sheet. The development of tunnel-based systems 
seems to require higher water discharges, and so tunnels are found at the 
margins, and especially during deglaciation. The difference in water 
pressure between the two types of drainage system is quite small, however; 
the long flow paths, and low pressure gradients mean that even in tunnel-
based drainage systems, water pressures reach 60 to 80 % of ice overburden 
pressures (in cavity systems, particularly near the head of ice lobes, water 
pressures reach 95 % of overburden, however), and so ice sliding velocity 
is still quite high. 
5.4. Testing the Model. 
This section compares the results of the standard run of the model with 
geological evidence for the behaviour of the late Weichselian 
Scandinavian ice sheet. It follows the same basic layout as the previous 
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section; the timing and spatial extent of the model in comparison with the 
geologically reconstructed ice sheet are discussed first, followed by 
evidence for morphological changes as the ice sheet grows and decays. 
Then, the changing flow patterns within the ice sheet area are discussed. 
Finally geologically-based reconstructions of the drainage configuration 
beneath the ice sheet are compared with those from the model. 
As discussed in Section 1.3, wherever possible the technique used to obtain 
dates from geological evidence will be made clear, and any correction to 
sidereal (model) years that may be needed will be discussed. 
5.4.1. Extent and Timing of Ice Sheet Advance and Retreat. 
Due to the problems of obtaining widespread geological evidence relating 
to the growth phase of ice sheets from localities within the border of the 
maximum extent of the ice sheet (see Section 1.3), this section necessarily 
concentrates on the period of ice sheet decay. For much of Fennoscandia, 
the position of the margin at two different periods has been studies most 
intensively; the last glacial maximum (LGM) and the Younger Dryas cold 
stage at around 11000 14C BP. This section will therefore concentrate on 
these two periods. 
The maximum extent of the Scandinavian ice sheet during the late 
Weichselian has already been discussed in Section 1.3, Figure 1.1. 
Generally, the maximum extent of the ice sheet in the model (Figure 5.9) 
seems to agree very well with geological reconstructions. This is partly 
because the accumulation distribution in the model was adjusted to give a 
realistic ice sheet extent, but it should be born in mind that the ablation 
relationship in the model uses values from the literature with no further 
adjustment. Thus, the agreement in almost all areas of the ice sheet is 
pleasing. 
Differences between the model and the geologically reconstructed ice sheet 
are generally quite minor. In the south and east, 'the extent of the model 
ice sheet agrees very well with the geologically inferred marginal position. 
This shows a rather more complex pattern at the local (tens of km) scale 
than does the model ice sheet. This would seem to be due to the 
limitations imposed by the 40 km grid resolution of the model. 
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In the north, the model ice sheet does not extend into the Barents Sea; 
calving from the Lapland ice lobe, and the mass-balance relationship in 
the model (which deliberately allowed very little accumulation in north-
east Europe) are responsible for this. The extent of the real ice sheet in this 
area is still the subject of debate, however. 
In the southwest, the model ice sheet does not extend across the deep 
Norwegian Channel, although geological evidence seems to suggest that 
the margin of the ice sheet did cross the channel sometime in the late 
Weichselian, probably at the last glacial maximum, conventionally 
regarded as being around 18000 14C BP (Lehmann et al., 1991). This may 
suggest that the calving function in the model is rather too powerful, 
particularly if the ice advances into deep water. It may be that for relatively 
narrow stretches of deep water, icebergs would quite quickly choke the 
channel, and reduce the calving rate. This difference is quite minor, 
however, and almost certainly would not affect the behaviour of the 
model ice sheet away from this area. Elsewhere in the west, the ice sheet 
margin reaches to the edge of the continental shelf (typically to around the 
200 m depth contour), in general agreement with geologically-based 
reconstructions. 
The model ice sheet reaches its maximum overall extent at 16000 BP. This 
general average does conceal some local variations. In the west and north, 
the ice sheet reaches a steady maximum from 20000 BP to 18000 BP, after 
which time it starts to retreat slowly in some areas, largely under the 
influence of rising sea levels. The exact date of the onset of retreat in a 
given area is very localised, however. This retreat is quite slow; by 14000 
BP, the ice sheet margin has typically retreated by only one or two grid cells 
(40 to 80 km). In the south, the ice sheet reaches its maximum extent at 
15800 BP; this seems to be due to the development of the Baltic Sea ice lobe 
after 18000 BP; the high ice fluxes to the margin offset the increased 
ablation caused by the warming climate. In the east, the maximum 
position is reached some 500 years earlier, at 16300 'BP. This seems to be 
due to the reduction in the extent of the Finnish ice lobe from 16500 BP to 
15500 BP. 
In the west, this pattern seems to fit the geological evidence quite well. 
Lehmann et al. (1991) suggest that in the southwestern area, the ice sheet 
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was retreating by 15000 14C BP (18000 BP, their correction). In the north-
west, Vorren et al. (1988) show retreat of -40 km between 15500 14C BP and 
14500 14C BP (18500 to 17500 BP) on And0ya. These dates are slightly earlier 
than those suggested by the model, but it should be remembered that the 
amounts of retreat are very similar to the grid resolution in the model; ice 
in the model retreats in 40 km jumps, and the model topography is 
obviously much smoother than the real topography of the western coast of 
Norway. 
In the south and east, however, the timing of the maximum extent of the 
ice sheet inferred from geological evidence is rather less certain. 
Conventionally, the maximum extent of the ice sheet inferred from 
geological evidence is placed at around 18000 14C BP (21000 BP) (e.g. 
Andersen, 1981, Ehlers, 1990, Mangerud, 1991a,b). This is very different 
from the model ice sheet, where the maximum extent occurs some 5000 
years later. However, the glaciation curves presented by Mangerud 
(1991a,b ), shown in Figure 1.2, show the ice sheet margin in the east 
remaining at a near constant position until 15000 14C BP. Similarly, 
earliest deglaciation dates in Denton and Hughes (1981) for the areas 
around the southern Baltic Sea are typically around 14000 to 15000 14C BP 
(17000 to 18000 BP). These figures are rather closer to those suggested by the 
model, though there is still a difference of around 1000 to 2000 years. Thus, 
although there is a discrepancy between the model results and geological 
evidence, it may be less than the "conventional wisdom" would suggest. 
The most likely cause for any discrepancy would seem to be a combination 
of the mass-balance relationship used in the model, and the forcing 
function used in the model, the temperature signal from central 
Greenland. Two sources of error may exist in using Greenland 
temperatures to force an ice sheet in north-west Europe. Most obviously, 
there is the geographical separation of the areas. There is no a priori 
reason why climatic change in Greenland should prove a good analogue 
for north west Europe. Once it has been accepted, however, that given our 
present knowledge of climate during the late Weichselian, the use of a 
reconstructed temperature signal is likely to be as good as any other 
approach, another problem still remains. This is due to the necessary 
trade-off between realism and complexity inherent in model-based studies. 
Temperature is a very important factor in determining melt of snow and 
ice. However, it is by no means the only one, as discussed in Section 2.4. In 
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particular, insolation plays a key role in determining melt. In its present 
configuration, this model omits insolation. It is thus possible to conceive a 
situation in which although temperatures in Europe remain cold (due in 
no small way to the presence of the ice sheet), the rise in summer half-year 
insolation after 20000 BP does lead to increased ablation, and a reduction 
in ice sheet area and/ or volume. 
For the ice sheet extent during the Younger Dryas, (12500 to 12000 BP), the 
model is again in close agreement with geological evidence (Figure 
5.lla,b). In the west, the margin lies generally along the present-day 
shoreline of Norway, in close agreement with geological reconstructions 
(Lundqvist, 1986b). In central Sweden, the modelled ice margin lies 
perhaps 40 to 80 km north of the geologically reconstructed margin; 
further to the east, through Finland and into Karelia, the match is almost 
exact. The margin in the model remains stationary for around 600 years 
(from 12600 BP to 12000 BP). This stillstand is synchronous around the 
whole margin of the ice sheet. This again seems to agree well with 
geological evidence. 
The timing of the Younger Dryas in the model, and as reconstructed from 
geological evidence are also in close agreement. The Younger Dryas still-
stand seems to started at around 11000 14C BP (e.g. Holmlund and Fastook, 
1993), and ended sometime before 10000 14C BP throughout Scandinavia. 
Some recent work has suggested a somewhat shorter Younger Dryas than 
this; pollen stratigraphy from Lake Mullsjon in western Sweden seems to 
indicate the Younger Dryas ended at around 10500 14C BP {Bjorck and 
Digerfeldt, 1986, 1989). When corrected to sidereal years, this gives dates of 
between 12500 and 12000 BP, in almost exact agreement with the model ice 
sheet. 
Thus, with the exception of the timing of the maximum extent of the ice 
sheet in the south and east, the model ice sheet agrees very well with the 
geologically reconstructed ice sheet. 
5.4.2. Ice sheet morphology. 
As discussed in Section 4.3.3, relatively few studies have directly 
reconstructed ice sheet thickness from geological evidence. The main area 
of study in Scandinavia has been in southern Norway (e.g. Svendsen and 
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Mangerud, 1987; Nesje and Sejrup, 1988; Nesje et al., 1988). These studies 
have generally supported low ice sheet thickness and gentle surface 
gradients, in line with low basal shear stress, possibly due to deformation 
of subglacial sediments. The two-dimensional model allows direct 
comparison between the geologically reconstructed ice sheet surface 
profiles in such studies, and those of the model ice sheet. 
Figure 5.27a shows the locations of four ice sheet profiles reconstructed by 
Nesje and Sejrup (1988) for southern Norway. For the two northern 
transects model surface profiles match the geological reconstructions very 
well (Figure 5.27b and c). In the south, however, (Figures 5.24d and e) the 
match is compromised by the reduced extent of the model ice sheet (which 
does not cross the Norwegian Channel or Skagerrak) compared to the 
geologically reconstructed ice sheet. In both these areas, however, the 
altitude of the ice divide does match quite well. This general agreement 
seems to suggest that the fast, water lubricated flow in the model can 
explain the low ice surface profiles observed in these areas, and serves to 
prevent ice thickness becoming very large by efficiently transporting ice 
from the accumulation area to areas of ice loss (either surface melt or 
calving). This mechanism is thus an alternative to the deformation of 
subglacial sediments proposed by Nesje and Sejrup (1987) to explain the 
low ice surface profiles. However, the calving relationship used in the 
model may be too powerful, as noted above. 
Elsewhere in Scandinavia, no direct reconstructions of ice sheet thickness 
or surface profiles have been made. However, several studies have 
attempted to synthesise glaciological theory with field evidence on a wider 
scale, to produce reconstructions of the ice sheet morphology at specific 
points in time. 
Boulton et al. (1985) produced two reconstructions for the Scandinavian 
ice sheet at the last glacial maximum. The first, so-called 'maximum' 
model was based on conventional ice flow at high shear stresses. This 
showed the Scandinavian ice sheet coalescing with the British ice sheet 
over the North Sea, and elevations in the central area of the ice sheet of 
well over 2500 m. The ice divide was located just to the east of the Gulf of 
Bothnia. The second reconstruction was based on the assumption that 
some areas of the ice sheet could have experienced fast flow at low shear 
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reconstructed ice sheet surface profiles (dashed lines) at the last glacial 
maximum for four locations in southern Norway. (a) Location map; (b)-(e) 
ice sheet surface profiles. Geological reconstructions from Nesje and 
Sejrup (1988). 
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stresses, due to deformation of subglacial sediments. This reconstruction 
did not have the British and Scandinavian ice sheets meeting, and the 
elevation at the ice divide was just over 2000 m. In this model, the divide 
was located over eastern Sweden, and the highest elevations occurred to 
the north of the Gulf of Bothnia. The most radical feature of this 
reconstruction was the presence of a fast flowing ice stream stretching 
from the Gulf of Bothnia, down the Baltic Sea into northern Germany. 
These two separate reconstructions were later adopted and refined by 
Ehlers (1990). He proposed that at the last glacial maximum, the first 
model (high shear stress) seemed to match geological evidence, although 
compared to Boulton et al. (1985), the extent of the ice sheet in the west 
was reduced, the divide elevation was reduced somewhat and the divide 
was moved back to the west of the Gulf of Bothnia. Ehlers then proposed 
that during the early stages of deglaciation, the situation was more like the 
second model proposed by Boulton et al. (1985), with an ice stream in the 
Baltic Sea basin, and divide elevations of around 2000 m. 
At the scale of the whole ice sheet, these reconstructions match the 
development of the model ice sheet quite well. At 18000 BP (Figure 5.8d), 
the elevation of the ice divide is higher than at 16000 BP, and the divide is 
located somewhat further east. Ice flow in the southern quadrant is slow, 
and the ice sheet shows a conventional parabolic profile. By 16000 BP, a 
large ice stream has developed in the Baltic basin, which has lowered the 
divide elevation. 
At a more detailed level, however, there are significant differences. At 
18000 BP, the maximum elevation of the ice sheet is around 1900 m; far 
short of the 2500 m plus elevations proposed by Boulton et al. (1985) and 
Ehlers (1990). The divide is also located further west, towards the 
mountains. These differences seems to be due to the presence of areasf fast 
flow at all times during the growth of the model ice sheet (even though 
any given area only experiences fast flow episodically). Thus, the model ice 
sheet never attains the larger thicknesses proposed in the geologically 
based reconstructions. 
Similarly, at 16000 BP, as well as an area of fast flow in the Baltic, the 
model ice sheet has a lobe of ice flowing northwards from the northern 
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Gulf of Bothnia, and a lobe flowing eastwards from northern Finland. 
Thus, the model ice sheet history is somewhat more complex than that 
proposed by these large scale morphological reconstructions. The model 
ice sheet also experiences fast ice flow in areas outside the Baltic basin; in 
particular, fast flow occurs periodically over Finland, Karelia and the Baltic 
states, and also in Lapland and southern Sweden. Other, more localised 
geological reconstructions seem to support some of these predictions, as 
discussed below. 
Patterns of isostatic depression can also be used to infer ice sheet extent 
and morphology. These have typically used variations in the levels of 
isochronous raised beaches to infer ice sheet thickness at given times 
(Andrews, 1982). Such patterns of relative sea level change have been 
widely studied in Scandinavia. Figure 5.28 shows reconstructed sea levels, 
and the model predictions for three areas along the coast of Norway. 
Figure 5.28a shows the curve for And0ya, in northern Norway, 
reconstructed by Vorren et al., (1988). The reconstructed sea level curve 
has been corrected to sidereal years in this case, unlike Figure 4.15. The 
model shows approximately the same pattern of sea level sea level 
change as the geologically reconstructed curve; initial high sea levels, 
followed by a fall in sea levels, reaching a low at around 11000 BP. The 
geological reconstruction then shows a gradual transgression, reaching a 
high point at 6000 BP, after which time sea levels gradually fall. In the 
model, however, the transgression at 11000 BP is rather more abrupt, and 
sea levels then fall nearly continuously after 10000 BP. The model sea 
leveis, however, are some 50 m higher than those reconstructed for 
And0ya. This would suggest that the model ice sheet is rather thicker (and 
caused more isostatic lowering) in the area than suggested from geological 
evidence. The model curve also shows that full isostatic recovery has not 
taken place by the end of the model run. 
Figure 5.28b shows the curve for Bjugn, near Trondheim, on the coast of 
central Norway, reconstructed by Svendsen and Mangerud (1987). In this 
case, the model curve shows rather better agreement with the geologically 
reconstructed curve. Both show quite high sea levels (-130-150 m) around 
15000 BP, followed by a gradual and then more rapid fall in sea level. 
However, the final, more rapid fall is less marked in the model, and 
occurs approximately 1000 years earlier than for the reconstructed curve. 
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Gulf of Bothnia, and a lobe flowing eastwards from northern Finland. 
Thus, the model ice sheet history is somewhat more complex than that 
proposed by these large scale morphological reconstructions. The model 
ice sheet also experiences fast ice flow in areas outside the Baltic basin; in 
particular, fast flow occurs periodically over Finland, Karelia and the Baltic 
states, and also in Lapland and southern Sweden. Other, more localised 
geological reconstructions seem to support some of these predictions, as 
discussed below. 
Patterns of isostatic depression can also be used to infer ice sheet extent 
and morphology. These have typically used variations in the levels of 
isochronous raised beaches to infer ice sheet thickness at given times 
(Andrews, 1982). Such patterns of relative sea level change have been 
widely studied in Scandinavia. Figure 5.28 shows reconstructed sea levels, 
and the model predictions for three areas along the coast of Norway. 
Figure 5.28a shows the curve for And0ya, in northern Norway, 
reconstructed by Vorren et al., (1988). The reconstructed sea level curve 
has been corrected to sidereal years in this case, unlike Figure 4.15. The 
model shows approximately the same pattern of sea level sea level 
change as the geologically reconstructed curve; initial high sea levels, 
followed by a fall in sea levels, reaching a low at around 11000 BP. The 
geological reconstruction then shows a gradual transgression, reaching a 
high point at 6000 BP, after which time sea levels gradually fall. In the 
model, however, the transgression at 11000 BP is rather more abrupt, and 
sea levels then fall nearly continuously after 10000 BP. The model sea 
levels, however, are some 50 m higher than those reconstructed for 
And0ya. This would suggest that the model ice sheet is rather thicker (and 
caused more isostatic lowering) in the area than suggested from geological 
evidence. The model curve also shows that full isostatic recovery has not 
taken place by the end of the model run. 
Figure 5.28b shows the curve for Bjugn, near Trondheim, on the coast of 
central Norway, reconstructed by Svendsen and Mangerud (1987). In this 
case, the model curve shows rather better agreement with the geologically 
reconstructed curve. Both show quite high sea levels (,....130-150 m) around 
15000 BP, followed by a gradual and then more rapid fall in sea level. 
However, the final, more rapid fall is less marked in the model, and 
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Figure 5.28. Modelled and geologically reconstructed relative sea level 
changes for three sites along the Norwegian coast. (a) And0ya (after 
Vorren et al. (1988); (b) Bjugn (after Svendsen and Mangerud (1987); (c) 
Lein0y (after Svendsen and Mangerud (1987). All geological 
reconstructions are corrected to sidereal years. Moclel-=- solid l,.nes 
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This would seem to suggest that while the amount of isostatic depression 
caused by the model ice sheet more closely matches geological 
reconstructions (indicating that ice thicknesses are probably similar), the 
model ice sheet would seem to retreat earlier, and rather more slowly, 
than suggested by geological evidence. Again, the model coast line has not 
fully recovered at the end of the model .run. 
Figure 5.28c shows the curve for Lein0y, some 200 km southwest of Bjugn, 
also reconstructed by Svendsen and Mangerud (1987). The earlier part of 
the model curve shows sea levels rather lower than for the reconstructed 
shore-line. After 10000 BP, however, the curves match quite well. This 
seems to suggest that before 11000 BP, and particulary before 15000 BP, the 
model ice sheet was thinner (and hence caused less isostatic lowering) 
than the ice sheet inferred from shore line change. In the final stages of ice 
sheet decay, however, the thicknesses of the model and geologically 
reconstructed ice sheets would seem to match rather better. 
In the east of the area occupied by the Scandinavian ice sheet, shore-line 
chat) ges have also been reconstructed. However, in this area the pattern of 
shore line change is strongly influenced by changes in water level in the 
Baltic area due to occasional damming of this area by the Scandinavian ice 
sheet (e.g. Eronen, 1983). As this effect was beyond the scope of the model 
used in this study, no direct comparison between model and observed sea 
level changes could be made for this area. 
In a study at a rather larger spatial scale, Nesje and Dahl (1990) show the 
present-day uplift rates for an east-west transect across Scandinavia. These 
can also be compared with the final uplift rates in the model (Figure 5.29). 
This shows generally good agreement, with the highest rates of 8 to 10 mm 
yr-1 near the Gulf of Bothnia, and generally declining rates away from the 
centre of the area occupied by the ice sheet. 
These results seem to suggest that while on a large scale, the model ice 
sheet produces a similar degree of isostatic depression as observed in 
Scandinavia, indicating that the model ice sheet thickness matches the 
inferred ice sheet thickness quite well, at a more local scale the match is 
less good. The most obvious cause of this would seem to be the simplified 




- - - - Observed 




rl 6 / I / ro / § / 5 I I 
.._., I 
I 
'\ ..... I ....... 
' 
..... 4 I '\ ....... I 
'I. 0.. I 
'\ ::l I \ 
....... 3 I \ 0 I \ 
I \ (l) 
I \ ..... 
\ ro 2 I \ 0::: I \ I 
I 
I 1 I. 
" \ 
\ 
\ 0 ' I 
0 400 800 1200 1600 
Distance (km) 
Figure 5.29. Modelled and observed present-day uplift rates for an east-





where the real topography has very high relief. Thus, when covered by ice, 
the local ice thickness (and hence isostatic loading) would vary 
substantially, whereas in the model, the local ice thickness will be much 
less variable. 
5.4.3. Ice sheet flow patterns. 
Evidence from both erosional and depositional landforms can be used to 
reconstruct directions of flow in ice sheets. A major problem with this type 
of study, however, is dating these features. This is particularly true of 
studies using erosional features. Thus, these studies only use relative 
dating of different flow directions in the particular area of the study. 
Nevertheless, regional pictures of flow directions at different periods in 
the history of the Scandinavian ice sheet are starting to emerge. 
The two large scale studies, by Boulton et al. (1985) and Ehlers (1990), 
discussed in Section 5.4.3 made use of flow patterns to infer ice sheet 
surface morphology. At the scale of the whole ice sheet, these 
reconstructions are in general agreement with flow directions in the 
model ice sheet. The idea proposed by Ehlers (1990) that slow, radial flow 
at the ice sheet maximum gives way to fast, lobate flow during 
deglaciation is generally born out by the model results. These indicate that 
lobate flow does also occur during ice sheet growth however; this period is 
only briefly dealt with in the two geological studies. Boultonet al. (1985) 
assume the growth phase of the ice sheet is virtually identical to decay; 
Ehlers (1990) shows some evidence for fast flow in the area around Oslo 
Fjord and the Skagerrak during the growth phase of the ice sheet, and 
possibly in the Baltic Sea, but does not give a dear indication of when 
during build-up such flow occurred. However, the model ice sheet shows 
that in a given area, the history of ice flow can be far more complex than 
this simple picture of slow flow during growth followed by lobate flow 
during deglaciation suggests. Accordingly, this section reviews some of the 
literature that has attempted to reconstruct flow patterns in particular 
areas occupied by the Scandinavian ice sheet, and 'compares these results 
with the flow patterns in the model ice sheet. 
Punkari (1980, 1982, 1984, 1985, 1989) has used Landsat imagery to map 
glacigenic features (such as glaciofluvial landforms, streamlined features 
such as drumlins, and moraines), and from these reconstruct flow patterns 
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over large parts of the eastern area occupied by the Scandinavian ice sheet. 
These studies have generally shown that flow in this area was very 
complex, with lobes of fast flowing ice forming and reforming, with 
smaller areas of slow or stagnant ice between them. These reconstructed 
flowlines are shown in Figure 5.30. 
In the north east quadrant of the ice sheet, including northern Finland, 
Karelia and the Kola Peninsula during the Allerod substage ( ...... 14000 BP), 
Punkari (1984, 1985) argues that ice flow was from the northwest. Later, 
however, ice flow turned to come from a more westerly direction, and 
became divided into several ice lobes, which showed complex spatial and 
temporal evolution (Punkari, 1985). This turning of flow was strongest in 
the north, with ice flow in northern Karelia becoming oriented from west 
to east; further south, however, flow directions stayed closer to 
northwest/ southeast. Near to the margins of the ice sheet, the flow in 
these ice lobes becomes increasingly divergent. Punkari argued that the 
earlier flow direction showed that the ice divide was located far to the 
north; then as the ice sheet retreated, the divide moved south and west, 
allowing flow to turn towards the west. 
In the model ice sheet, ice flow in Karelia never comes from the 
northwest. The development of the Lapland ice lobe keeps the ice divide 
just to the north of the Gulf of Bothnia. Thus, over much of the history of 
the model ice sheet, ice in Karelia flows in a west-southwest/ east-
northeast direction. At times, the ice flow is even oriented towards the 
northeast. The northwest/southeast flow suggested by Punkari (1984, 1985) 
seems rather anomalous, however, when compared with other geological 
reconstructions. Neither Boulton et al. (1985) nor Ehlers (1990) have the 
ice divide located so far to the north as to cause northwest/ southeast flow 
over Karelia. 
The later flow patterns predicted by the model agree quite well with those 
reconstructed by Punkari (1984, 1985). Flow during the Younger Dryas in 
the model in northern Karelia is largely from west to east; further to 
thesouth, the flow turns increasingly to a northwest/ southeast direction. 
Particularly at the end of the Younger Dryas, flow orientations change 
quite suddenly from one area to the next (Figure 5.17b), suggesting that 
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near the ice margin, and at the lobe boundaries, complex shear patterns 
due to the different ice flow directions could lead to the types of complex 
morainic landforms described by Punkari (1984, 1985). In the model ice 
sheet, however, the larger areas of stagnant interlobate ice described by 
Punkari (1985), and characterised by hummocky and transverse moraines 
do not seem to occur. These features are, however, typically from 20 km to 
100 km (i.e. less than one to perhaps three grid cells) in size; their absence 
from the model may therefore be a scale problem. 
Further to the south, over much of Finland, Kurimo (1978) and Punkari 
(1980) also infer complex lobate flow from geological evidence. Kurimo, in 
particular, proposes a very complex sequence of ice flow in northern 
Finland (Kurimo, 1978, Figure 5.31). The oldest flow is oriented west to 
east across the entire area. The next stage is marked by two lobes, a 
northern one flowing slightly to the south of west/ east, and a southern 
one flowing slightly to the north of west/ east. Later, a third lobe starts to 
appear in between these two, and at the same time the northern lobe 
experiences increasingly divergent flow towards the ice margin. The final 
stage is even more complex, with five separate flow units in the area. 
Whilst the scale of the model precludes this final degree of complexity, the 
earlier stages seem to match model predictions well. While the ice sheet is 
quite large, prior to the glacial maximum, and during the early period of 
deglaciation, flow over the whole of northern Finland is largely oriented 
west/ east. As the ice sheet decreases in extent, however, by around 13000 
BP (Figure 5.16b) two separate, but adjacent, lobes have developed in 
northern Finland. the northern most lobe flows largely west/east; the 
southerly one flows to the south of west/ east in the interior of the ice 
sheet, but flow divergence turns it increasingly away from the south 
towards the ice margin. This flow separation persists throughout the 
Younger Dryas (Figure 5.17a,b), and into the last stages of deglaciation. 
In a slightly larger-scale study, Punkari (1980, Figure 5.32) proposes three 
main lobes in the whole of Finland; a northerly one, flowing west/ east; a 
central one flowing northwest/southeast, and a southerly one, occupying 
the Gulf of Bothnia/Baltic sea, which flows to the east of north/ south, 
though in Finland, flow divergence near to the ice margin turns the ice 






Figure 5.31. Reconstructed late glacial flow directions in northern Finland. 




Figure 5.31. Reconstructed late glacial flow directions in northern Finland. 
1: earliest, 4: latest. From Kurimo (1978). 
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Figure 5.32. Ice lobes in the central area of the Scandinavian ice sheet. 
From Punkari (1980). 
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the model flow patterns during the late stages of deglaciation (just prior to, 
and during, the Younger Dryas) in Finland very well. 
Another area of the ice sheet which has been quite intensively studied is 
southern Norway. Nesje et al. (1987) propose that at the last glacial 
maximum, the ice sheet in southern Norway had three separate domes; a 
large, northern dome, and two smaller southern ones. Near to these 
domes, ice flow was largely radial, but away from the domes, local 
topography strongly influenced flow directions. In particular, eastwards 
flow was strongly turned to the south towards Oslo Fjord and the 
Skagerrak. 
Flow patterns in the model agree with this pattern very well. Figure 5.9 
shows that two domes exist in southern Norway, a larger one in the north, 
and a smaller, more elongate southern dome. Eastwards flow from these 
centres in the model is also strongly turned towards the south, as shown 
in Figure 5.15. This pattern of flow seems to exist throughout deglaciation. 
Anundsen (1985) proposes a very similar pattern for ice flow during the 
Younger Dryas, with the dominant feature again being strong convergence 
of flow towards Oslo Fjord. Figures 5.17a and b show a very similar pattern 
for the model ice sheet. 
Punkari (1984, Figure 5.30) shows flow divergence in southern Sweden. To 
the west of Lake Vatter, flow seems to be directed to the west; to the east, 
flow is directed to the east. This divergence of flow again seems to fit flow 
patterns in the model ice sheet. The southern Swedish ice lobe, which is 
active for most of the period of ice sheet growth flows south- to southwest-
wards, towards the Skagerrak (e.g. Figures 5.14a-c). Further east, ice 
bordering the Baltic ice lobe flows south or southeast. These two areas of 
flow are separated by a thin zone of slow-moving ice (Figure 5.14a,b). 
Towards the glacial maximum in the model, however, the zone of 
divergence moves eastwards, as the southern Swedish ice lobe largely 
merges with the Baltic ice lobe (Figure 5.14d, Figure·5.15). 
The complex nature of flow evolution in the model ice sheet therefore 
seems to match geological evidence of ice flow direction rather well, both 
at a regional and more local scale. 
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5.4.4. Ice sheet hydrology. 
Much of the central area occupied by the Scandinavian ice sheet is 
characterised by the presence of eskers. This suggests that tunnel-based 
drainage systems were rather widespread during the late Weichselian. In 
the model, however, cavity-based drainage occupies most of the area of the 
bed of the ice sheet that is at the melting· point throughout the glacial cycle 
(though at certain times the proportion of tunnel-based drainage 
increases). The fact that tunnel-based drainage systems occur at the ice 
sheet margin, and especially during deglaciation, seems to explain this 
contradiction; as the ice sheet margin retreats over an area, the last type of 
drainage system to occur in the model is typically tunnel-based. 
In a study of esker formation and glacier dynamics in southern Sweden, 
Hebrand and Amark (1989) proposed that deglaciation was characterised by 
retreat of an active ice sheet, bordered by a zone of thin, stagnant ice, that 
may have been frozen to the bed. They argue that surface meltwater 
constituted most of the subglacial water, as basal melt rates would be 
insufficient to supply the discharges necessary to transport the coarse 
sediments found in many esker deposits. Esker sediments accumulated 
progressively in an up-glacier direction. This time-transgressive esker 
formation is indicated by repeated sedimentary sequences of ridges that 
merge into extended hummocky deposits in a down-glacier direction. 
These are believed to represent the momentary deposition of stratified 
drift in the zone of stagnant ice. 
This model of ice sheet retreat and esker formation agrees almost exactly 
with the model predictions for the area. As the ice margin is retreating 
across southern Sweden between 14000 and 13000 BP, tunnel-based 
drainage occurs at the margins of the ice sheet. Outside this zone of 
tunnel-based drainage, some areas of cold-based, almost stationary ice 
occur (Figures 5.16b and 5.24). As the ice margin retreats, the zone of 
tunnel-based drainage also retreats up-glacier. Thus, esker deposits would 
be formed time-transgressively, and would be ass'ociated with deposits 
formed by stagnant ice. This mode of deglaciation prevails in the model 
ice sheet throughout deglaciation, except during the Younger Dryas. Thus, 
the model implies that . most eskers in Scandinavia would be deposited in 
a similar way, and could be expected to show similar morphological and 
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sedimentary features. Hebrand and Amark (1989) argue that work by 
Lundqvist (1979) bears this out. 
The absence of tunnel-based drainage under the model ice sheet during 
the Younger Dryas seems to contrast with geological evidence. As 
discussed in Section 1.4, Fyfe (1990) argues that away from the Gulf of 
Bothnia, the sediments that make up the Salpausselka I moraine in 
southern Finland (which is believed to have formed during the Younger 
Dryas) were deposited as water flowing in subglacial tunnels emerged 
from the margin of the ice sheet. Although in the model, tunnel-based 
drainage re-forms after the Younger Dryas, the ice margin has retreated 
away from its Younger Dryas position by the time this happens. This 
difference between the model ice sheet and geological reconstructions is 
difficult to reconcile. It may imply that . •- the drainage 
system configuration in the model is too sensitive to changes in subglacial 
discharge, or it may be that the reduction in melt during the Younger 
Dryas in the model is too severe, and that relatively high surface melt 
inputs continued through the Younger Dryas. This explanation begs the 
question that if this was the case, why did the ice sheet not continue to 
retreat during the Younger Dryas. 
Thus, whilst for much of the period of ice sheet retreat, the model seems 
to be in close agreement with geological evidence of the drainage system 
configuration and the form of ice sheet retreat, during the Younger Dryas 
cold stage, the lack of tunnel-based drainage under the model ice sheet 
does seem to be a problem. 
5.4.5. Summary of model testing. 
This section has examined various features of the model ice sheet, and 
compared these with evidence for the behaviour of the Scandinavian ice 
sheet inferred from geological evidence. The extent of the model ice sheet 
at its maxiumum, and during the Younger Dryas, agrees rather well with 
geological evidence. The timing of the maximum extent of the model ice 
sheet on its southern and eastern margins is up to 5000 years after that 
suggested by geological evidence. The most obvious cause of this mis-
match is the forcing function used in the model, which only allows for 
temperature change; in particular, changing insolation values are omitted. 
However, there is still considerable uncertainty over the dating of the 
~~r""l,l 
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maximum ice sheet extent in the geological record. Therfore, I do not 
believe that this mis-match invalidates the model results, due to the 
generally good agreement with other aspects of the geological evidence. 
The morphology of the model ice sheet is strongly influenced by fast flow 
of ice in separate lobes. The areas in which lobate flow occur in the model 
and the directions of ice flow in the lobes are in close agreement with 
geologically inferred ice flow patterns. The increasing influence of fast 
flow after the glacial maximum also agrees well with geological evidence. 
The general behaviour of the basal hydrological system also agrees well 
with geological evidence. The occurence of tunnel-based drainage at the 
margin of the model ice sheet during retreat agrees very well with 
mechanisms of esker formation inferred from geological evidence. The 
marginal location of tunnel-based drainage in the model ice sheet is also 
compatible with the widespread occurrence of eskers throughout 
Scandinavia. As the ice sheet margin retreats across an area, tunnel-based 
drainage is the last glacial process to affect it; eskers are 'left behind'. 
The only significant difference between the model ice sheet and the 
geologically inferred ice sheet is during the Younger Dryas, when tunnel-
based drainage disappears almost completely in the model. Geological 
evidence suggests, however, that tunnel-based drainage was occurring 
during the Younger Dryas. This mis-match may be due to inadequate 
climatic forcing during the Younger Dryas, or to the model drainage 
system · having too high a sensitivity to discharge variations. 
5.5. Model Sensitivity 
Sensitivity experiments were divided into three main groups. The first set 
of tests examined the response of the model to changing glaciological and 
model parameters, such as the ice deformation and sliding parameters, the 
bed roughness and the model timestep. The second set of experiments was 
largely concerned with hydrological parameters, particularly where surface 
water would reach the bed of the ice sheet, and the magnitude of these 
inputs. The final set examined some wider assumptions, such as the 
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initial ice cover and bed topography at 40000 BP, and some climatic 
parameters. 
5.5.1. Sensitivity to glaciological parameters. 
The sensitivity tests in this section were the same as carried out with the 
one-dimensional model; the factors listed in Table 4.2 were varied by a 
factor of up to two above and below the standard values, as given in Table 
5.1. 
The response of the model was very similar to that of the one-
dimensional model. Varying parameter values affected the detailed 
behaviour of the ice sheet, rather than its gross response. The exception to 
this was the sliding parameter k1; for values above twice the standard 
value, this again led to very thin, climatically-sensitive ice sheets. For the 
other parameters, in addition to minor changes in the timing and extent 
of the ice sheet maximum, the exact pattern of lobate flow also varied. The 
overall character of ice sheet evolution remained the same (that is, 
variable lobate flow during growth, followed by the merging of the lobes 
during deglaciation), as did the locations of the main ice lobes themselves 
(i.e. lobes formed in Lapland, Finland and Karelia, the Baltic basin and in 
southern Sweden). However, the timing, extent and duration of periods of 
lobate flow did vary. Factors which favoured faster ice flow, such as the ice 
deformation and sliding constants, and also bed geometry which favoured 
cavity-based drainage generally led to an increase in the number of 
episodes of lobate flow, and a reduction in the duration of these episodes. 
This seemed to be due to the increased sensitivity of the ice sheet to 
climatic change under these conditions (due to the general increase in ice 
fluxes in the model), and to the more rapid headward expansion of the ice 
lobes. However, in some cases a thermo-dynamic mechanism seemed to 
play a part. As_ the lobe evolves, the high ice velocity results in surface 
lowering. This leads to increased discharge, and a temporary increase in 
the occurrence of tunnel-based drainage. This lowers water pressure, and 
sliding velocity decreases. This reduces the frictional heating at the base of 
the ice sheet, and the thinner ice means that the available heat can be 
conducted away more easily. Thus, large areas of the lobe re-freeze to the 
bed almost simultaneously, and consequently sliding stops. This 
mechanism contrasts with the slower re-freezing process associated with 
r 
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reduction in meltwater inputs associated with climatic deterioration or 
capture of the headwaters of one lobe by another. 
This process sounds initially attractive as another means by which lobate 
flow can evolve. However, the model in this study has no thermal inertia, 
as advection of ice from elsewhere in the ice sheet (which may be at 
different temperatures from the ice in the area in question) does not occur, 
and conduction of heat is assumed to be instantaneous. Ice sheet models 
which include advection and conduction explicitly show strong thermal 
inertia (e.g. Huybrechts 1992). Thus, whilst cutting off water supply to the 
bed of the lobe (though climate change or capture) would lead to rapid re-
freezing of the bed due to the reduction in heat production, the 
thermodynamic process discussed above, in which rapid conduction 
through thin ice plays an important role would be less likely to occur. The 
rapid headward expansion of lobes would also seem likely to be slowed if 
ice advection was included; fast flow would draw down cold ice more 
rapidly from higher elevations in the ice sheet, which would offset the 
increased frictional heating at the bed to some degree. 
Reducing the timestep used in the model made virtually no difference to 
the model results. However, at a factor of around 1.5 times the standard 
time step, although the model remained stable, the ice sheet maximum 
extent and volume started to increase. This seemed to be due to the finite 
difference scheme adding mass at the boundary of the ice sheet where 
lobate flow was occurring, due to the quite rapid advances of the margin at 
such times. This suggests that the scheme used is not unconditionally 
stable, and if grid resolution was to be increased in future studies, some 
stability problems might occur. 
5.5.2. Sensitivity to meltwater input. 
These experiments were aimed at discovering the sensitivity of the model 
to the assumptions governing meltwater inputs to the bed. In particular, 
the effect of the 10 m3s-1 minimum discharge for meltwater reaching the 
bed was investigated. 
If no minimum discharge limit was used, and surface melt was allowed to 
reach the bed of the ice sheet wherever the bed was at the melting point, 
the behaviour of the ice sheet was quite different. Very low discharges at 
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high elevations led to very low effective pressure, and consequently very 
high sliding velocity. This caused some stability problems in the finite 
difference scheme, as velocity could increase in these circumstances from 
several tens of metres per year to over one thousand metres per year over 
one grid cell. If a minimum effective pressure value was imposed, these 
problems were alleviated. However,. the ice sheet in these conditions 
behaved similarly to the ice sheet with very fast sliding; almost all of the 
ice sheet was warm-based, very thin, and it reacted extremely quickly to 
climatic change. 
Increasing the minimum discharge to only 1 m3s-1 alleviated the problem 
of very low effective pressure, but the larger areas of the bed lubricated by 
water flow still made the ice sheet rather thinner than in the standard run, 
and more sensitive to climate change. Lobate flow did not occur, as 
insufficient flow concentration occurred on the surface before meltwater 
was allowed to drain to the bed. Thus, the process by which an incipient 
lobe becomes self-sustaining though flow concentration under the ice 
could not take place. 
Between 5 and around 50 m3s-1 minimum discharge, lobate flow did 
occur. At smaller discharges, lobes were closer together, and tended to 
merge inside the margin of the ice sheet (in a manner similar to that 
during deglaciation in the standard model). At higher discharges, lobate 
flow was reduced in headwards extent, until at around 50 m3s-1 and above, 
only a narrow band around the margin of the ice sheet experienced fast 
flow (as would be expected from extrapolating the one-dimensional model 
to two dimensions). 
Optimum values for lobate flow were between 10 and 25 m3s-1 minimum 
discharge. In this range of values, enough surface flow concentration 
occurred to ensure that water penetration to the bed was not nearly 
ubiquitous over the surface of the ice sheet, but did occur high enough on 
the ice sheet that subsequent lowering of the surface could capture more 
meltwater from surrounding areas. 
5.5.3. Sensitivity to initial conditions. 
These experiments were designed to investigate the sensitivity of the 
model to the presence of an existing ice sheet at 40000 BP. The extent of 
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any ice sheet at this time is uncertain, as discussed in Section 1.3, but the 
presence of an ice sheet cannot be ruled out. The results of the standard 
model, in which 'instantaneous glaciation' occurs during the first few 
thousand years of ice sheet growth, also seem to suggest that assuming no 
ice cover at 40000 BP may be wrong. The sensitivity of the model to the 
extent of climate change was also briefly investigated. 
Various studies have suggested that an ice sheet of about the same size as 
during the Younger Dryas may have been present at 40000 BP (e.g. 
Mangerud 1991 a,b ). Using the ice thickness and bed elevation from 12500 
BP in the standard model run as the initial conditions at 40000 BP made 
very little difference to the behaviour of the model ice sheet after around 
30000 BP. For the first 3000 years of the run, ice volume and extent 
decreased; after this period, the behaviour of the model rapidly converged 
with that of the standard run. 
Using a still smaller ice sheet as the initial condition again made very little 
difference to the timing and extent of the ice sheet maximum, but using 
the ice sheet geometry from 14000 BP as the initial condition led to the 
formation of a much larger ice sheet. This ice sheet spread across the 
North Sea, and over much of the north German plain. The run was 
stopped at 13000 BP, when the ice sheet reached the western edge of the 
study area. 
The effect of changing the severity of the climatic deterioration is shown 
in Figure 5.33. Warmer climates gave reduced ice sheet area, and a smaller 
lag between the climatic minimum and the timing of the ice sheet 
maximum. A 1 °C reduction in the maximum climatic depression reduced 
ice sheet area by 1,520,000 km2, and the ice sheet maximum occurred at 
18000 BP. A further 1 °C warming reduced the ice sheet area by another 
380,000 km2, and the ice sheet maximum occurred at 18500 BP. In this case, 
however, the ice sheet had retreated all the way back to the Scandinavian 
mountains by 12500 BP, and the Younger Dryas cooling did not have a 
large effect on the rapid, final stages of deglaciation. The model was rather 
less sensitive to moderate amounts of enhanced cooling! but more 
sensitive to a larger change. An extra 1 °C of cooling increased the ice sheet 
area by 1,000,000 km2; this increase occurred largely in the North Sea, and 
in the southeast sector of the ice sheet. A 2°C increase in cooling resulted 
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18000 BP. A further 1 °C warming reduced the ice sheet area by another 
380,000 km2, and the ice sheet maximum occurred at 18500 BP. In this case, 
however, the ice sheet had retreated all the way back to the Scandinavian 
mountains by 12500 BP, and the Younger Dryas cooling did not have a 
large effect on the rapid, final stages of deglaciation. The model was rather 
less sensitive to moderate amounts of enhanced cooling, but more 
sensitive to a larger change. An extra 1 °C of cooling increased the ice sheet 
area by 1,000,000 km2; this increase occurred largely in the North Sea, and 
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Figure 5.33. Ice sheet area through time in response to different levels of 
climatic change. STD: standard run. Cl, C2: colder by a maximum of 1 or 
2°C. Wl, W2: warmer by a maximum of 1 or 2°C. 
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in the ice sheet reaching the western edge of the grid at 14200 BP, when its 
area was some 2,100,000 km2 larger than in the standard run. 
These results suggest that the ice sheet in the standard model run is close 
to a critical size; a slightly colder climate (or more initial ice) would lead to 
large increases in the area occupied by the ice sheet. This may be due to the 
general increase in bed elevation to the east and to the south in Eastern 
Europe. Another cause may be the accumulation relationship used; if 
climate is relatively warm (as in the southern part of the study area, even 
at the climatic minimum), the model allows for quite high precipitation, 
and the increase in precipitation with altitude is also greater. Thus, an ice 
sheet at lower latitudes experiences increased accumulation near to its 
margin, as well as increased ablation. 
5.6 Discussion and Conclusions. 
Much of the discussion in Section 4.5 regarding the one-dimensional ice 
sheet model is applicable to the results of the two-dimensional model. The 
asymmetry between the behaviour of the northwest and southeast 
margins of the ice sheet, caused by the main modes of ice loss (calving 
versus surface melt) is apparent in the two-dimensional model, and the 
slower expansion and rapid decay of the ice sheet are similar. However, in 
many cases, the response of the two-dimensional model is more 
complicated than simple extrapolation of the results of the one-
dimensional model to two dimensions would suggest. This is largely due 
to the complex spatial interactions between climate, ice sheet hydrology, 
flow and morphology which can occur in the two-dimensional · model. 
5.6.1 The complex response of the model ice sheet. 
The most obvious manifestation of this complexity is the development of 
fast flowing lobes of ice. These are analogous to the zone of fast flow 
formed at the margins of the one-dimensional model ice sheet. In the two 
dimensional model, these lobes of ice can expand or move both 
headwards (as can happen in the one-dimensional model) and laterally 
(which is not possible in the one dimensional model). The possibility of 
lateral movement, together with the fact that more than one such lobe of 
fast flow can exist within the ice sheet at a given time also allows the ice 
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lobes to interact with each other. It is this interaction which is largely 
responsible for the much more complicated spatial and temporal 
evolution of the two-dimensional model ice sheet compared with that 
generated by the one-dimensional model. 
Qualitatively, the very complex evolution of the ice sheet seems to agree 
very well with geological reconstructions. These indicate that in many 
areas occupied by the ice sheet, ice flow direction changes markedly over 
time, due to changing ice sheet geometry. In the model ice sheet, the 
spatial and temporal variability of the zones of lobate flow play a major 
role in determining the geometry of the ice sheet. In particular, both the 
position of ice divides and the number of ice domes in the model ice sheet 
at a given time are strongly influenced by the configuration of areas of 
lobate flow. The lobate nature of areas of fast flow in the model ice sheet 
(i.e. relatively narrow source areas, and then an expansion in width of the 
lobe and divergence of flow downstream) also seems to be supported by 
geological evidence, particularly in the east of the area occupied by the ice 
sheet. The multi-domed nature of the model ice sheet also seems to fit 
with geological evidence. 
5.6.2. Geomorphic implications. 
The complex spatial and temporal evolution of the zones of fast lobate 
flow in the model has several geomorphological implications. Advance of 
the ice margin in a given area is closely associated with the presence or 
absence of an ice lobe in the area. Because the lobes are not permanent 
features of the ice sheet, this implies that ice advance in a given area is 
likely to be episodic. While the area in question is experiencing lobate 
flow, advance is likely to be quite fast; during periods when lobate flow is 
not occurring, advance of the ice margin will be slower, or may stop 
altogether. Thus, the history of ice advance and retreat (and of the timing 
of the maximum extent of the ice sheet in given areas) may be different 
not only because of climatic differences over the extent of the ice sheet, but 
also because of differences in the character of flow in given areas. 
The development of lobate flow in the model ice sheet also has profound 
implications for the erosional history likely to be experienced by the areas 
occupied by the ice sheet. As discussed in Section 4.5.5, sliding velocity has 
a very strong influence on erosion rates (Hallet, 1979, 1981, Shoemaker, 
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1986). Unlike in the one-dimensional model, where during the growth 
phase of the ice sheet only one erosional episode would occur in a given 
area (as the narrow zone of fast flow at the ice sheet margin crossed the 
area), in the two-dimensional model more than one episode of erosion 
can occur in a given area due to the temporal variability of lobate flow 
around the margin. The much greater headward extent of the lobes of fast 
flow in the two-dimensional model (compared with the narrow marginal 
zone of fast flow in the one-dimensional model) means that even areas 
near the centre of the area occupied by the ice sheet can experience 
episodes of fast ice flow, and therefore erosion, throughout the period of 
ice sheet growth, when the area may be many hundreds of kilometres 
from the ice margin. These erosional episodes would be episodic in 
nature, however, as the areas of the ice sheet experiencing lobate flow 
changed through time. The high ice velocity in the lobes of fast flow, 
thicker ice nearer the head of the lobes, and the relatively long duration of 
some of the episodes of lobate flow would seem to imply that the 
erosional effect of these episodes would be much stronger than the 
erosional effect of the marginal fast-flow zone in the one-dimensional 
model. Conversely, it is also possible for some areas never to experience 
fast ice flow; this might allow the survival of early- or even pre-
Weichselian landforms or sediments in localised areas. 
During deglaciation, the geomorphic implications of the two-dimensional 
model are similar to those of the one-dimensional model. Most of the area 
occupied by the ice sheet would experience a period of erosion, as the near 
ubiquitous area of fast ice flow around the margin of the ice sheet re-
crossed areas as the ice margin retreated. This would be rather closer in 
intensity and duration to the periods of erosion during ice sheet growth, 
however, which could mean rather more evidence from earlier erosional 
episodes might survive through deglaciation. 
5.6.3. Drainage system configuration 
The one-dimensional model suggested that basal hydrology played a 
relatively limited role in the dynamics of the ice sheet during the growth 
phase, due to the lack of available meltwater. The results suggested that a 
zone of faster flow would only exist for short distances inside the margin 
of the ice sheet. The two-dimensional model, however, developed areas of 
fast flow that were lobate in nature. These ice lobes extended considerable 
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distances away from the margin of the ice sheet, but at a given time did 
not occur around the whole margin of the ice sheet. Because these ice 
lobes extended far into the ice sheet, they had a very important influence 
on the dynamics of the ice sheet during the growth phase. The efficient 
transport of ice from close to the centre of the ice sheet in these lobes 
meant that the ice sheet was prevented from becoming very thick, even in 
its centre. Maximum ice sheet elevation and thickness in the two-
dimensional model are approximately 300 m less than in the one-
dimensional model, even though the ice sheet extends some 400 km 
further (along the one-dimensional model transect) than the ice sheet in 
the one-dimensional model. 
As the climate became warmer during deglaciation, the lateral extent of 
the lobes of fast flow increased first, rather than their headward extent, as 
occurred in the one-dimensional model. During much of the period of 
deglaciation, fast flow occurred around almost the whole margin of the ice 
sheet. Within this zone, however, areas of distinct, consistent flow 
direction could be identified. These zones seemed to occur in the areas 
where the ice lobes had existed during the period of ice sheet growth. As 
climate warmed further, areas of fast flow expanded headwards, by a 
similar mechanism to that in the one-dimensional model. Thus, during 
the later stages of deglaciation, the behaviour of the two-dimensional 
model was more similar to that of the one-dimensional model than 
during earlier periods in the history of the ice sheet. 
Tunnel-based drainage is rather more common in the two-dimensional 
model than in the one-dimensional model. It still seems to depend on 
quite local factors, however, particularly a high meltwater discharge. 
Higher discharges are possible in the two-dimensional model due to the 
lateral concentration of flow possible given two spatial dimensions; this 
allows more extensive areas of tunnel-based drainage to occur throughout 
the history of the ice sheet. In particular, tunnel based drainage is more 
common during the early and late phases of degfaciation, when discharge 
at the ice sheet margin exceeds 800 m3s-1 in localised areas. This increase 
in the area of tunnel-based drainage seems more realistic given the 
widespread presence of eskers in Scandinavia. 
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The cooling during the Younger Dryas decreases the incidence of tunnel-
based drainage quite markedly. This seems to be due to the low discharges 
increasing water pressure in the tunnels, which consequently become de-
stabilised, so that water then flows in a cavity-based drainage system. This 
process, however, seems less realistic in the light of geological evidence. 
In general, however, the character of the drainage system made little 
difference to the dynamics of the ice sheet as a whole. Even in tunnel-
based systems, water pressures were quite high, resulting in high sliding 
velocities. This was due to the relatively low pressure gradients, caused by 
the long flow paths and shallow slope angles in the model ice sheet. The 
lobate nature of flow in the ice sheet seems to depend more on some 
degree of concentration of meltwater at the surface and at the bed of the ice 
sheet, rather than on whether tunnel-based or cavity-based drainage 
predominates. This would seem to be confirmed by the sensitivity of the 
extent of lobate flow to variations in the minimum surface meltwater 
discharge allowed to penetrate to the bed of the ice sheet. 
5.6.4. Points of caution. 
In spite of the generally pleasing match between the model ice sheet and 
the ice sheet inferred from the geological record, several discrepancies 
remain. Some aspects of the behaviour of the model also need further 
investigation. 
The most obvious area of mis-match between the model ice sheet and the 
geologically-inferred ice sheet is in the timing of the maximum extent of 
the ice on the terrestrial margin. This seems most likely to be due to the 
simple nature of the environmental forcing and mass-balance 
relationships used in the model. In particular, using only inferred 
temperature change to alter ablation may be a weakness. In the absence of 
any reliable data, the accumulation model used in this study, whilst 
producing reasonable accumulation distributions (based on our 
knowledge of accumulation on modern-day ice sheets)' must nevertheless 
be regarded as speculative. In particular, the orographic enhancement of 
precipitation at lower altitudes and reduction at high latitudes seems to 
play an important role in the response of the ice sheet to climatic change, 
but the intensity of these effects on the Scandinavian ice sheet during the 
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late Weichselian, and how they were affected by more regional climatic 
changes is almost totally unknown. 
The almost total disappearance of tunnel-based drainage during the 
Younger Dryas cold period also differs from the evidence from the 
geological record. This would seem to indicate that the configuration of 
the drainage system in the model is rather too sensitive to discharge 
variations. The effective pressure/ discharge relationships used in the 
model were derived from work on glaciers rather than ice sheets; the 
much lower hydraulic gradients on ice sheets mean that tunnel- and 
cavity-based drainage systems both have high water pressures, which 
makes tunnel-based systems more unstable. It may be that averaging 
gradients over 40 km (i.e. one grid cell) is unrealistic, and that local 
undulations in the bedrock topography play more of a role in determining 
pressure gradients in the basal hydrological system. If this is the case, it 
will be a difficult problem to address. The grid size in ice sheet models is 
limited by the assumptions made to simplify the stress-balance in ice 
sheets (Section 2.2). If grid sizes are reduced, to allow more local 
topographic variations to affect basal hydrology, the ice sheet model itself 
would be rendered invalid. There is also the problem that the necessary 
increase in grid resolution (down to perhaps 5 km, or even less) would 
bring an enormous increase in computing requirements. One possible 
solution would be to use two topographic grids; a coarse one for the ice 
flow .model, and a finer one for the basal hydrological system. At the 
resolutions required, however, the effect of the ice sheet on the bed 
through erosion or deposition could not be ignored. 
A final note of caution regards the treatment of thermodynamics in this 
model. This is an undoubted simplification. The main process by which 
the configuration of the lobes of fast flowing ice varies is due to changing 
meltwater availability at the bed of the ice sheet. When meltwater no 
longer reaches the bed in a given area, sliding stops, and hence heat 
production is dramatically reduced. Such changes seem likely to affect the 
temperature of the critical basal layers of the ice sheet quite rapidly, as 
occurs in the model. These changes then have repercussions d.ownstream 
from the head of the ice lobe, where the original change occurred. 
However, the sensitivity experiments revealed a second mechanism 
which might also play a role. This involved the rapid escape of basal heat 
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through relatively thin ice, coupled with a reduction in sliding velocity 
due to changing water pressure. This led to large areas of the bed re-
freezing simultaneously. In a real ice sheet, conduction of heat is not 
instantaneous, and furthermore, the advection of cold ice from up-glacier 
generally seems to moderate temperature changes within the ice sheet. 
Thus, even in the standard run of the model, the quite rapid evolution of 
the configuration of the ice lobes may be somewhat unrealistic, and 
advection of cold ice might reduce their headward penetration into the ice 
sheet. This may allow the ice sheet to build up the higher thicknesses 
suggested by most geological reconstructions. 
5.7. Summary. 
The input data for the two-dimensional model developed in this study 
and described in Section 3.4 were presented. The model was forced by a 
temperature record from a Greenland ice core and by eustatic sea level 
change. 
The spatial and temporal evolution of the model ice sheet were discussed. 
The major feature of the model ice sheet was the development and 
evolution of lobes of fast flowing ice. These had a major impact on the 
morphological development of the ice sheet, and showed complex spatial 
and temporal evolution. The lobes were initiated by convergence of 
meltwater flow leading to localised lubrication of the bed. This allowed 
fast sliding in such areas. This lowered the surface of the ice sheet, and led 
to further convergence of water flow. Lobate flow could be stopped by 
cooling climate reducing meltwater inputs, or by one lobe effectively 
capturing water from another, as the heads of the areas of lobate flow drew 
close togetherA During ice sheet growth, the lobes remained largely 
separate, but as deglaciation began, the increased availability of meltwater 
allowed the lobes to expand laterally, and merge around most of the 
terrestrial margin of the ice sheet. At this time, however, areas of 
co herent flow could still be identified; these areas typically occupied the 
areas where lobate flow had occurred during ice sheet growth. 
The basal hydrological system was dominated by cavity-based drainage. 
However, tunnel-based drainage was more common than in the one-
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dimensional model, due to lateral convergence of meltwater flow 
allowing higher discharges. Tunnels were most common during the early 
and late stages of deglaciation; they were almost entirely absent during the 
Younger Dryas cold period. Thoughout the glacial cycle, water pressures 
were high, even in tunnel-based systems. This was due to the low water 
pressure gradients associated with the long flow lines and shallow surface 
gradients in the ice sheet. Thus, the actual configuration of the drainage 
system had little impact on ice sheet dynamics, as sliding velocities were 
high even in areas with tunnel-based drainage systems . 
The extent of the model ice sheet at its maximum extent and during the 
Younger Dryas compared well with geological evidence. Except for the 
southern and eastern margins of the ice sheet at its maximum, the timing 
of advance and decay also agreed well with geological evidence. On the 
southernand eastern margin, however, the maximum extent on the model 
occurred 5000 years after the geologically-inferred maximum. This mis-
match was felt to be due to the climatic forcing used in the model. 
Other aspects of the behaviour of the model ice sheet agreed well with 
geological evidence. The relatively thin ice sheet, with quite low surface 
profiles matched geological evidence well, as did flow direction in 
different areas of the ice sheet, and the nature of flow in individual ice 
lobes. The presence of tunnels around the margins of the ice sheet during 
deglaciation also matched geological evidence. 
The model ice sheet was quite insensitive to changes in glaciological 
parameters. It was, however, quite sensitive to changes in some of the 
hydrological assumptions made. Lobate flow occurred only if meltwater 
was allowed to penetrate to the bed when surface meltwater discharges 
were between 5 and 25 m3s-1. Below these values, flow concentration did 
not occur, and fast flow was more ubiquitous; above these values, water 
prenetration occurred too near to the ice margin for ice lobes to develop. 
Assuming a shorter meltseason (and hence higher discharges during that 
period) could also affect the extent of lobate flow. 
The model was generally quite sensitive to climate. Warmer climates led 
to smaller ice sheets, and colder climates to large ice sheets as would be 
expected. However, if the ice sheet became only a small amount larger 
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than in the standard model, runaway growth occurred. This seemed to be 
due to climatic factors, allowing high accumulation on the southern 
margins of the ice sheet. 
The model clearly shows that basal hydrology can have a very important 
role in ice sheet dynamics. The presence of ice lobes in the model has a 
great effect on the evolution of the ice sheet, and matches geological 
evidence well. Such flow also has implications for the interpretation of 
the geological record left by the ice sheet. The possible effects of some of 
the simplifying assumptions used in this model were noted. 
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CHAPTER SIX. CONCLUSIONS 
6.1. Summary of the Research. 
6.1.1. The models developed in the study. 
This thesis has been concerned with the development and use of a model 
of ice sheet behaviour. The model developed in the study is similar in 
many respects to existing time-dependent models of ice sheet behaviour, 
but was specifically designed to include the influence of meltwater at the 
base of an ice sheet on the dynamics of that ice sheet. The presence or 
absence of meltwater at the base of an ice sheet, and also the configuration 
of the drainage system though which it flows are now generally regarded 
as very important determinants of ice sheet dynamics. This is because of 
the control that water pressure at the base of ice masses has on sliding of 
the ice over its bed. Evidence for this has come from theoretical 
considerations, field-based studies of the dynamics of modern ice sheets 
and glaciers, and studies of the geological record from palaeo-ice sheets. To 
date, however, ice sheet models have largely neglected the role of basal 
hydrology. 
The model developed in the study is time-dependent, and based around 
the continuity equation for ice thickness. This partial differential equation 
was solved using finite-difference techniques. In this respect the model is 
similar to many modern models of ice sheet behaviour. The models 
developed in this study included deformation of ice and sliding of ice over 
its bed, isostasy, and a mass-balance relationship based on seperate 
treatments of accumulation, surface ablation and iceberg calving. Added to 
this framework was a mathematical model for the behaviour of subglacial 
drainage system!? developed by Fowler (1987a,b). This model allows two 
different types of drainage system to exist; large, widely spaced tunnels, or 
a system of linked , cavities. These two systems show different water 
pressure/ discharge relationships, and the drainage system can alternate 
between the two systems, depending on the value of a stability criterion, 
related to water pressure and sliding velocity. The water pressure 
calculated using these equations was then used in a water-pressure 
dependent sliding velocity relationship. 
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Two different versions of the model were developed; a simpler, one-
dimensional model, and a more complex two-dimensional model. On the 
basis of geological evidence, both models assumed surface melt-water 
provided the main source of subglacial water. In the one-dimensional 
model, this water was only allowed to reach the bed of the ice sheet in the 
ablation zone. This, in effect, implied that . the bed of the ice sheet reached 
the melting point only in the ablation zone; in the accumulation zone, the 
ice sheet was assumed to be frozen to the bed. An explicit finite difference 
scheme was used to solve the continuity equation. Insolation variations 
due to long-term changes in the configuration of the Earth's orbit, and 
albedo changes linked to the growth and decay of large ice sheets were 
used to force the model, following the model of Budd and Smith (1981), 
which linked these changes to changes in the elevation of the 1 ma-1 
ablation contour at given latitudes. The accumulation distribution was 
taken to be the present precipitation distribution over Scandinavia. This 
could be modified by an 'elevation desert effect', which reduced 
accumulation values at high altitudes on the ice sheet. The second forcing 
variable used in the one-dimensional model was eustatic sea level change. 
The two dimensional model used a more complex procedure to calculate 
where the bed of the ice sheet was at the melting point. Frictional heating 
at the bed of the ice sheet was compared with the temperature gradient 
needed to conduct the heat away from the bed through the ice sheet. If the 
gradient in the ice sheet was too small (either because the heating was very 
intense, or the ice sheet very thick) the base of the ice sheet was assumed 
to be at the pressure melting point. This, in effect, assumes a linear 
temperature profile with depth through the ice sheet. Because theoretical 
and observed temperature/ depth profiles in ice sheets typically show a 
temperature inversion near the surface . of the ice sheet, allowing surface 
melt to reach the bed wherever the bed was at the melting point was 
deemed unrealistic, as meltwater would re-freeze as it descended through 
the ice sheet. Thus, surface melt was assumed to penetrate to the bed only 
if the bed was at the melting point, and the surface meltwater discharge in 
the grid-cell was greater than 10 m3s-1. The two-dimensional model used a 
more complex implicit scheme to solve the continuity equation. This 
overcame the stability problems encountered in the one-dimensional 
model, and in earlier versions of the two-dimensional model. The scheme 
also allowed the timestep used in the model to vary, depending on the 
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size and velocity of the ice sheet. The two dimensional model again used 
separate accumulation and ablation relationships. Accumulation was 
modelled using a set of equations to model the present day distribution of 
precipitation over the study area; these equations allowed the precipitation 
distribution to change through time as ice sheet geometry and climate 
changed. Ablation was again calculated on the basis of Budd and Smith's 
(1981) relationship between climate and ablation. In the two-dimensional 
model, however, the temperature change inferred from oxygen isotope 
ratios from a deep Greenland ice core was used to drive the model. Again, 
the model also used eustatic sea level as a second forcing variable. 
6.1.2. Model results. 
The models were used to investigate the behaviour of the Scandinavian 
ice sheet during the late Weichselian, from 40000 BP to the present day. 
This area and time period were chosen because geological evidence 
seemed to suggest that basal hydrology may have played an important role 
in the dynamics of the ice sheet. 
The one-dimensional model was used to gain an insight into the possible 
effects of changes in basal hydrology on the dynamics of the Scandinavian 
ice sheet. This was accomplished by comparing the results of the model 
with those produced by another model in which basal hydrology was not 
included. The model developed in this study indicated that basal 
hydrology did seem to be an important determinant on ice sheet 
evolution. In particular, the model including basal hydrology showed an 
increased sensitivity to climatic changes. This was due to the development 
during deglaciation of a zone of fast ice flow, with high basal water 
pressure. This fast flow resulted in a lowering of the ice sheet profile, 
making the ice sheet more sensitive to climatic changes. Steepening of the 
profile at the head of the zone of fast sliding lead to higher basal shear 
stress, and hence higher ice deformation velocity also. This increase in 
velocity meant that ice was transported more efficiently from the 
accumulation area to the ablation area. This increased sensitivity of the 
model including basal hydrology (compared to the conventional model) 
accentuated the asymmetry of the model glacial cycle. 
The model results indicated that in general, cavity-based drainage 
dominated throughout the glacial cycle. Tunnel-based drainage systems 
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did occur, but were quite episodic, and generally only extended one or two 
grid-cells (40 to 80km) into the ice sheet from the margin. The existence of 
tunnels seemed to depend on very local factors, including relatively high 
meltwater discharges, and the slope of the ice sheet and its bed. 
The northern (marine) margin of the model ice sheet matched geological 
reconstructions of the Scandinavian ice sheet quite well. Timing of the ice 
maximum, extent of the ice sheet and its morphology were all reproduced 
well by the model ice sheet. The southern (terrestrial) margin of the model 
ice sheet, however, did not match geological evidence. In particular, the 
extent of the model ice sheet was some 500 km less than that of the 
geologically reconstructed ice sheet. This seemed to be due both to the 
increased sensitivity of the model to climatic warming, and also to 
deficiencies in the climatic forcing variables used. This conclusion was 
supported by the fact that the extent of the ice sheet produced by the model 
not including basal hydrology also fell far short of the geologically 
reconstructed ice sheet extent. In particular, the absence from the forcing 
variables of the Younger Dryas cold period at around 12000 BP was felt to 
be very significant. 
The two-dimensional model produced much more complex results than 
the one dimensional model. Simple extrapolation of the results from the 
one-dimensional model suggested that a narrow area of fast ice flow 
would occur around much (if not all) of the terrestrial margin of the ice 
sheet during growth. As the ice sheet maximum approached, this zone 
was expected to expand headwards, with this expansion continuing during 
deglaciation. This expected result did not occur. During ice sheet growth, 
lobes of fast flowing ice became established after 6000 to 8000 years. These 
lobes seemed to be caused by hydraulic potential gradients in the ice sheet 
causing water flow Jo converge. These areas of convergence seemed to be 
linked to the bed topography influencing the ice sheet geometry in its early 
stages. Once these areas of convergence formed, however, they seemed 
largely self-sustaining. Fast ice flow in the lobes led to further lowering of 
the surface, and hence further diversion of meltwater from other areas 
into the fast flowing zone. These lobes were not constant features, 
however, but showed complex spatial and temporal evolution. Two 
different mechanisms seemed to cause the lobes to be 'switched off' at 
certain times. Climatic cooling led to reduced amounts of meltwater, 
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particularly at the heads of the lobes. This cut off the water supply at the 
heads of the lobes, which thus stopped sliding. This led to build up of the 
ice sheet surface, which both further reduced meltwater availablity (due to 
higher altitude), and also served to alter the geometry of the ice sheet such 
that strong convergence of meltwater flow no longer occurred. The 
presence of more than one lobe in the ice sheet at most periods in the ice 
sheet's history also allowed the lobes to interact with each other. As the 
heads of separate lobes approached each other, capture of water from one 
lobe by the other seemed to occur in some cases. This reduced meltwater 
inputs to the captured lobe and had a very similar effect to climatic 
cooling; fast flow stopped, ice elevation increased, melt was further 
reduced, and meltwater flow convergence decreased, leading to further 
reductions in meltwater discharge in the ice lobe. These interactions led to 
very complex evolution of the areas of fast flow during the growth period. 
This, in turn, led to the morphology of the ice sheet evolving in complex 
ways. In particular, periods of rapid advance of the ice margin in a given 
area were strongly linked to fast flow in that area. During quiescent 
periods, marginal advance in an area was much slower. 
At the ice sheet maximum, and during the early stages of deglaciation, the 
areas of fast flow expanded laterally, rather than headwards. This 
ultimately led to patterns of ice flow that were closer to those suggested by 
the one-dimensional model; a broad zone of fast ice flow around much of 
the terrestrial margin of the ice sheet. Thus, the behaviour of the two-
dimensional model ice sheet was rather simpler during deglaciation than 
during growth. Within this general band of fast flow, however, coherent 
units of similar ice flow orienation, perhaps 200 km wide, could still be 
identified. These units seemed to be related to the areas where lobate flow 
had occurred during ice sheet growth. 
Tunnel-based drainage was rather more common in the two-dimensional 
model than in the one-dimensional model. This seemed to be largely due 
to the higher meltwater discharges in the two-dimensional model, due to 
lateral convergence of meltwater into the lobes of fast flowing ice. This 
increase in discharge meant that water pressures were lower, and therefore 
sliding velocity was reduced, thereby increasing the stability of tunnel-
based drainage. Tunnels occurred at the margin, where discharges were 
highest, and sometimes extended up to 160 km (four grid cells) into the ice 
T 
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particularly at the heads of the lobes. This cut off the water supply at the 
heads of the lobes, which thus stopped sliding. This led to build up of the 
ice sheet surface, which both further reduced meltwater availablity (due to 
higher altitude), and also served to alter the geometry of the ice sheet such 
that strong convergence of meltwater flow no longer occurred. The 
presence of more than one lobe in the ice sheet at most periods in the ice 
sheet's history also allowed the lobes to interact with each other. As the 
heads of separate lobes approached each other, capture of water from one 
lobe by the other seemed to occur in some cases. This reduced meltwater 
inputs to the captured lobe and had a very similar effect to climatic 
cooling; fast flow stopped, ice elevation increased, melt was further 
reduced, and meltwater flow convergence decreased, leading to further 
reductions in meltwater discharge in the ice lobe. These interactions led to 
very complex evolution of the areas of fast flow during the growth period. 
This, in turn, led to the morphology of the ice sheet evolving in complex 
ways. In particular, periods of rapid advance of the ice margin in a given 
area were strongly linked to fast flow in that area. During quiescent 
periods, marginal advance in an area was much slower. 
At the ice sheet maximum, and during the early stages of deglaciation, the 
areas of fast flow expanded laterally, rather than headwards. This 
ultimately led to patterns of ice flow that were closer to those suggested by 
the one-dimensional model; a broad zone of fast ice flow around much of 
the terrestrial margin of the ice sheet. Thus, the behaviour of the two-
dimensional model ice sheet was rather simpler during deglaciation than 
during growth. Within this general band of fast flow, however, coherent 
units of similar ice flow orienation, perhaps 200 km wide, could still be 
identified. These units seemed to be related to the areas where lobate flow 
had occurred during ice sheet growth. 
Tunnel-based drainage was rather more common in the two-dimensional 
model than in the one-dimensional model. This seemed to be largely due 
to the higher meltwater discharges in the two-dimensional model, due to 
lateral convergence of meltwater into the lobes of fast flowing ice. This 
increase in discharge meant that water pressures were lower, and therefore 
sliding velocity was reduced, thereby increasing the stability of tunnel-
based drainage. Tunnels occurred at the margin, where discharges were 




sheet. The higher discharges during deglaciation allowed tunnel-based 
drainage systems to become more common; during the early and late 
stages, most marginal areas showed a band of tunnel-based drainage up to 
240 km wide. This zone retreated with the ice margin. During the Younger 
Dryas, however, the reduction in meltwater discharges meant that tunnel-
based drainage was almost entirely absent; tunnels only became re-
established after the climate began to warm again, and discharges began to 
rise. 
The match between the ice sheet produced by the two-dimensional model 
and the geologically reconstructed ice sheet was rather better than for the 
one-dimensional model. Again, the northern (marine) margin showed 
good correspondence with geological evidence. The extent of the model ice 
sheet on the southern and eastern (terrestrial) margins also matched the 
geological record well. Here, however, the agreement of the model ice 
sheet with the timing of the maximum extent suggested by geological 
evidence is less certain. Conventionally, the last glacial maximum is 
assumed to have been at around 18000 14C BP (-21000 BP) (e.g. Andersen, 
1981). This gives a mis-match between the model and geological 
reconstructions of 5000 years. However, as discussed in Section 5.4.1, the 
timing of the maximum extent of the ice sheet is by no means certain. 
Considerable evidence seems to suggest deglaciation dates of around 14000 
to 15000 14C BP (16000 to 17000 BP) for much of the area adjacent to the 
Baltic Sea (Andersen, 1981, Mangerud, 1991). These figures are in good 
agreement with the model ice sheet. A cause for this possible mis-match 
may be the late advance of the model ice sheet due to the increase in the 
area experiencing fast flow after 20000 BP, under the influence of warming 
climate. However, the climatic forcing used, which depended solely on 
temperature, could also be partly responsible for the possible mis-match; 
summer insolation increased markedly after 20000 BP, which would lead 
to increased ablation, even though temperature remained very cold. The 
accumulation relationship used in the model may also be partly 
responsible. Although this produced patterns of accumulation which 
qualitatively match the observed accumulation pattern on the present-day 
Greenland ice sheet quite well, it may be that the link between 
temperature and accumulation in the model is too strong, and that the 
increase in model accumulation after 18000 BP is too great. However, the 
configuration of the model ice sheet at 20000 BP, when fast flow in ice 
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lobes was relatively unimportant, does seem to match geological 
reconstructions of the ice sheet configuration at the last glacial maximum, 
which show little evidence for fast ice flow; the model ice sheet at 16000 
BP, while being larger than the geologically reconstructed ice sheet, 
exhibits larger areas of fast flow, in line with geological reconstructions of 
the ice sheet during the early stages of deglaciation, which also show areas 
of fast flow. 
The general complexity of the evolution of the model ice sheet, with quite 
radical changes in ice flow directions in a given area over time, matches 
well with the complex geological record of flow patterns in the ice sheet. 
The lobate nature of the flow in the model (that is, relatively narrow 
zones of fast flow becoming wider and showing flow divergence towards 
the ice sheet margin) also matches geological evidence well. The increase 
in tunnel-based drainage in the two-dimensional model compared with 
the one-dimensonal model also matches the geological record well, as 
eskers are widespread in Scandinavia. 
The general pattern of isostatic adjustment in the both the one- and two-
dimensional models matched geological evidence from western Norway 
reasonably well, with high sea levels at the start of deglaciation, indicative 
of isostatic depression, followed by quite rapid emergence as the ice sheet 
retreated. However, when examined in more detail, mis-matches were 
apparent. The models sometimes showed a rapid, short-lived 
transgression as the ice sheet retreated. This seemed to be due to mantle 
material flowing from the coastal areas towards the interior areas as the ice 
sheet load was removed. There is some evidence for a transgression 
during ice sheet retreat in the geological record, but in general the effect is 
much less powerful than predicted by the model. These mis-matches 
would seem to be due to the simple isostatic model used, which neglects 
crustal elasticity, and also the smoothed nature of the topography in the 
model, which simplifies local variations in ice thickness and retreat rates. 
The models could not allow for the complex history of sea or lake levels in 
the Baltic region, caused by the possible damming of the Baltic Sea by the 
ice sheet. Thus, comparisons with relative sea level curves for the eastern 
part of the area occupied by the ice sheet could not be made. 
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6.2. Implications of the Research. 
The models developed in this study show that basal hydrology can play a 
large role in the dynamics of ice sheets. At a gross scale, the inclusion of 
basal hydrology increases the sensitivity of the model ice sheet to climatic 
change. This seems to be due to a process analogous to 'marine 
downdraw', in which high sliding velocity causes a lowering of the ice 
sheet surface. At the head of the area of fast sliding, there is an inflection 
in the ice sheet profile. Steeper surface slopes in this area lead to higher 
basal shear stress, and hence to higher ice deformation velocity. This 
results in the headwards expansion of the zone of lower elevation (hence 
increasing ablation), and the high ice velocities at the margin and in the 
interior of the ice sheet result in the efficient transport of ice from the 
accumulation area to the ablation area. 
The sensitivity of the basal hydrological system to climatic change also 
results in the model showing increased sensitivity to climate at a more 
local scale. Fluctuations of the ice margin seem especially affected. This 
sensitivity can lead to the response of the ice margin to climatic change 
being the opposite of what would intuitively be expected. During periods 
of climatic cooling, the area of the ice sheet experiencing fast flow is 
reduced, due to a reduction in the availability of meltwater at the bed. The 
reduction in ice velocity leads to a decrease in ice flux to the margin, 
which therefore advances more slowly, or may even stop or retreat. 
Conversely, a warming climate leads to increased meltwater availability, 
and hence to larger amounts of fast flow. Thus, the ice flux to the margin 
increases, offsetting the increased ablation. The ice margin can, therefore, 
continue to advance. Indeed, the advance of the ice margin to its 
maximum position seems to be due at least in part to this effect. In the two 
dimensional model,_fluctuations in the position of the margin need not be 
climatically induced at all; the interaction between the lobes of fast flow 
can result in changes in the margin position as one lobe expands at the 
expense of another. 
The development of lobate flow in the two-dimensional model is 
important for several reasons. The model in this study is, I believe, the 
first ice sheet model in which distinct zones of fast flow are developed by 
mechanisms internal to the model. Other models which have shown 
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areas of fast sliding have depended on changes in the basal boundary 
condition used in the model. This generally takes the form of specifying 
areas of the bed which are covered by soft, deformable sediments. Ice 
which reaches these areas flows fast due to deformation of these sediments 
(e.g. Holmlund and Fastook 1993). The results of this model suggest that 
concentration of meltwater into particular areas is important in determing 
the areas of the ice sheet subject to fast flow. Deformation of subglacial 
sGdiments is critically dependent on high water pressures within the 
/,. 
sediments. Thus, the presence oF an area of soft sediments overlying the 
bedrock does not necessarily lead to that area experiencing fast ice flow. If 
meltwater does not exist in sufficient amounts in the area, deformation 
will not occur. Thus, ice sheet models which allow sediment deformation 
to occur should also include mechanisms for predicting water flow under 
an ice sheet. 
The importance of convergence of water in determining the extent of fast 
flow is demonstrated by the sensitivity of lobate flow to the minimum 
meltwater discharge allowed to reach the bed of the ice sheet. If this value 
is small (less than 5 m3s-1), large areas of the ice sheet are subject to fast 
flow. Thus, subglacial flow convergence (which allows an incipient lobe to 
become self-sustaining) does not occur, as localised surface lowering does 
not take place. Conversely, if the value is too high (over 50 m3s-1 ), 
meltwater only penetrates to the bed near the margins of the ice sheet. In 
this case, lobate flow does not occur, as surface lowering due to fast flow 
does not occur high enough on the ice sheet to capture meltwater from 
surrounding areas. 
The importance of flow convergence means that possible interaction 
between the ice lobes in the form of capturing water from neighbouring 
lobes introduces a whole new set of interactions which need to be 
accounted for. These can have repercussions throughout large areas of the 
ice sheet. Such processes may provide a possible explanation for the 
evolution of ice lobes in palaeo-ice sheets, and recent work in Antarctica 
suggests that a similar process may be occurring in West Antarctica at the 
present time; some evidence seerris to suggest that Ice Stream B may have 
captured the 'headwaters' of Ice Stream C, resulting in the virtual 
cessation of fast flow in Ice Stream C (Walker, 1993). The fact that both 
these ice streams flow over unconsolidated sediments further supports the 
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suggestion that it is the presence or absence of water at the bed of the ice 
sheet that allows fast flow, rather than simply the presence of a layer of 
unconsolidated sediment. 
There are some criticisms that can be levelled at the model used in this 
study, however, which lead on to .future developments that would be 
useful. The mass balance relationships used in this study are quite simple; 
this seems to lead to some of the mis-match between the timing of the 
model ice sheet and geological evidence. Using a Greenland temperature 
record is problematic for two reasons. In the present day, western Europe 
has a quite different climate from Greenland. This is largely due to the 
presence of warm water in the north Atlantic. Though the north Atlantic 
polar front is generally believed to have migrated as far south as 45°N at 
times during the late Weichselian (Ruddiman and MacIntyre, 1981), 
which would have removed this source of warmth and resulted in a 
much colder and more continental climate in western Europe, there is no 
reason to suppose that this would have resulted in exactly the same 
temperature changes in Europe as reconstructed for Greenland. The 
obverse of this is that it is extremely difficult to reconstruct past climate on 
the basis of purely external factors (eg insolation changes, atmospheric 
"greenhouse gas" changes etc). Thus, a major difficulty with ice sheet 
models has been finding realistic forcing; as discussed in Section 2.4, most 
ice sheet models regard climate changes as a 'tuneable' parameter. 
As well as the problem of using the climatic signal from another area as a 
analogue for changes in the area of interest, relating changes in ablation 
only to temperature changes must also be a source of error. Energy balance 
models are increasingly being used to predict melt on present-day ice 
sheets. Such models could perhaps be applied to palaeo-ice sheet models 
in future. Th~ problem with such an approach is that far less is known 
about past values of other climatic parameters (such as cloudiness or air 
humidity, which play an important role in determing melt) than for the 
present day. General circulation models are still far less adept at predicting 
patterns of precipitation (which would then allow predictions of 
cloudiness and humidity), even for the present day climate, than they are 
at predicting patterns of temperature. Thus, even using a more 
sophisticated energy balance approach to determine ablation may not give 
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results that are any more realistic. Accumulation patterns on palaeo-ice 
sheets are similarly problematic at present. 
The isostatic model used in the present study is also rather simple, as it 
neglects the rigidity of the crust. However, as discussed in Section 2.5, 
there is growing evidence that even two-layer models (that is, including 
an elastic lithosphere and a viscous asthenosphere) of isostasy may be 
inaccurate. 
In the context of the aims of this study (i.e. investigating the role of basal 
hydrology on ice sheet behaviour), however, these problems are less 
important. More serious is the simple thermo-dynamic treatment used in 
the model. This may allow the lobes to be rather too variable; it is 
generally recognised that models with full thermo-mechanical coupling 
show that response times to changing climate can be very long indeed (up 
to 100,000 years, Huybrechts, 1992), whereas the model in this study has no 
thermal inertia. I believe that the main mechamism for evolution of the 
ice lobes, which is related to the changing availability of water at the bed, 
would still occur in a model with full thermo-mechanical coupling, as the 
effect of reducing basal friction would be felt very quickly by the basal 
layers of the ice sheet. However, the proposed thermal mechanism which 
occurs in the current model would seem much less likely in a more 
sophisticated model. 
Thus, an obvious avenue for future research would be to link a model for 
basal hydrology, such as that used in this study, to a more sophisticated ice 
sheet model, incorporating thermodynamics. Even here, however, 
problems would still remain. The high availability of meltwater on the 
mid-latitude ice sheets will influence the temperature profile of such ice 
sheets in unknown ways. This may affect the amount of meltwater that 
penetrates to the bed of the ice sheet, which would consequently affect the 
degree of basal sliding experienced. 
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APPENDIX A. SYMBOLS USED IN THE THESIS. 
a Bedrock bump amplitude 
A Arrhenius constant 
Ab Surface ablation rate 
A* Total cavity cross sectional area in a g1evn width of ice sheet 
B Bedrock surface elevation 
Bo Relaxed bedrock surface elevation 
Cp Specific heat capacity of ice 
q Precipitation parameter 
c2 Precipitation parameter 
C3 Precipitation parameter 
C4 Precipitation parameter 
cs Precipitation parameter 
q, Precipitation parameter 
c7 Precipitation parameter 
cg Precipitation parameter 
c9 Precipitation parameter 
D Ice diffusivity 
Da Asthenosphere diffusivity 
E Ice surface elevation 
Ea Equilibrium line elevation 
Em Elevation of maximum precipitation 
Eo Elevation of the 1 m a-1 ablation contour 
f Bed roughness constant 
F Latent heat of fusion of water 
g Acceleration due to gravity 
H Internal frictional heat production 
K Ice thermal conductivity 
k1 Sliding law parameter 
k2 Sliding law parameter 
1 Bedrock bump wavelength 
L Total isostatic load 
Li Isostatic load due to ice 
Lw Isostatic load due to water 
m Marine ice loss 
M Net surface mass balance 
n Flow law exponent 
nK Number of cavities over a given width of ice sheet bed 
N Effective pressure 
N K Effective pressure in a cavity-based drainage system 
N R Effective pressure in a tunnel-based drainage system 
p Sliding law exponent 
P Precipitation rate 
P eff Effective precipitation rate 
Pg Precipitation altitude gradient 
Pm Maximum precipitation rate 
Pp Present-day precipitation rate 
Po Sea level precipitation rate 
q Sliding law exponent 
Q Activation energy for creep 
Qi Ice discharge 
QK' Water discharge in a cavity-based drainage system 
QR' Water discharge in a tunnel-based drainage system 
Qw Water discharge 
r Shadowing function 
R Gas constant 
s Ice sheet upper profile 
SK Cavity cross sectional area 
SR Tunnel cross sectional area 
T Ice temperature 
Ta Temperature at the equilibrium line 
Tb Basal temperature 
Ts Ice sheet surface temperature 
U Total ice velocity 
Ua Ice deformation velocity 
Us Ice sliding velocity 
V c Calving velocity 
W Water depth 
Z Ice thickness 
z* Ice thickness above bouyancy 
a. Ice surface slope 
~ Bedrock slope 
e Strain rate 
<I> Basal hydraulic potential gradient 




K Ablation rate parameter 
11. Atmospheric lapse rate 
A Tunnel stability parameter 
Ac Critical value of tunnel stability parameter 
µ Bedrock power function 
v Bedrock bump amplitude/wavelength ratio 
pi Ice density 
Pm Mantle density 
Pw Water density 
O'ii Normal stress components 
'tii Stress deviator components 
'tij Shear stress components 
'I' Longitude 
