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Vorwort
Sich verst

arkender Wettbewerbsdruck und rasch ver

anderliche M

arkte erfordern schnell
verf

ugbare, umfassende und hochwertige Informationen f

ur die Entscheidungsun-
terst

utzung. Ein wesentlicher Baustein eines Unternehmens{Informationssystems ist das
Data Warehouse als eine integrierte Sicht auf die gesch

aftsrelevanten Unternehmensda-
ten. Durch Data Mining{ und OLAP{Techniken wird dieses Informationssystem zu einer
Entscheidungsunterst

utzungsumgebung ausgebaut.
Dieser Bericht umfat die Ausarbeitungen des im Sommersemester 1996 an der Fakult

at
f

ur Informatik durchgef

uhrten Seminars zu den wesentlichen, mit dem Thema Data Ware-
housing verbundenen Konzepten und Techniken.
In der Einleitung f

uhrt Zhenbo Wang das Thema Data Warehousing ein. Es werden die
grundlegende Architektur von einem Data Warehouse und die zugeh

origen Komponenten
vorgestellt und diskutiert.
Jochen Elischberger stellt die neuen Herausforderungen vor, die sich f

ur die Datenmo-
dellierung aus den Anforderungen an ein Data Warehouse ergeben. Es wird einer neues
Konzept zur Modellierung | das Stern{Schema | vorgestellt, welches eine Unterschei-
dung der Tabellen in Fakten{ und Dimensionstabellen vornimmt.
Ein schwieriges Problem beimAufbau einer Data Warehouse{L

osung ist die konzeptionelle
Integration von Daten aus den verschiedenen Datenquellen. Ein Konzept zur Integration
heterogener Datenquellen | die Mediator{Architektur | wird im Beitrag von Ansgar
Zwick behandelt. Das dazugeh

orige Datenmodell und eine Anfragesprache werden vorge-
stellt. Einen alternativen Ansatz, die automatische Daten- und Schemaanalyse beschreibt
Hans-J

org Fischer. Insbesondere wird ein Datenmodell vorgestellt, welches in der Lage
ist, komplexe semantische Eigenschaften abzubilden. Weiterhin wird auf die Probleme
der Datenanalyse im Kontext relationaler Datenbanken eingegangen.
F

ur den Betrieb eines Data Warehouse ist die Aktualit

at der darin enthaltenen Daten ent-
scheidend. Inkonsistente Zust

ande zwischen den Datenquellen und dem Data Warehouse
sollen m

oglichst vermieden und der Aufwand zur Aktualisierung m

oglichst klein gehalten
werden. Diesem Problem widmet sich der Beitrag von Gregor Bublitz, der untersucht,
inwieweit bekannte Konzepte zur Sichtenmaterialisierung auf die Problematik anwendbar
sind.
Ezienzaspekte beim Zugri auf die Daten im Data Warehouse werden von Holger
Sch

atzle behandelt. Dabei spielt die Technik der Materialisierung von Sichten und der
darauf basierenden Indexstrukturen eine wesentliche Rolle. Falls sich w

ahrend des Be-
triebes eines Data Warehouse dessen Datenstruktur

andert, m

ussen die Daten aufwendig
1
2angepat werden. L

osungen f

ur dieses Problem der Evolution von materialisierten Sichten
stellt J

urgen Enge in seinem Beitrag vor.
Die analytische Verarbeitung (OLAP) von Daten aus demData Warehouse stellt neue An-
forderungen an die Speicherung der Daten und die Zugrism

oglichkeiten.Rainer Ruggaber
betrachtet das OLAP{Konzept und stellt Operationen vor, um auf dem mehrdimensio-
nalen Datenw

urfel als zentraler Datenstruktur im OLAP operieren zu k

onnen. Wie diese
Operationen durch spezielle Optimierungstechniken ezient unterst

utzt werden k

onnen,
zeigt Stefan Weitland in seinem Beitrag. Mittels einer Gitternetzstruktur wird die Vor-
aussetzung f

ur die mehrfache Nutzung von Anfrageergebnissen geschaen.
Neben der eher nutzergetriebenen analytischen Verarbeitung von Daten zielen Techni-
ken des Data{Mining auf die automatische, systemgetriebene Erkennung von relevanten
Informationen aus groen Datenbest

anden. Eine spezielle Technik des Data{Mining, die
Generierung von Assoziationsregeln, betrachtet Matthias Barth.
Abschlieend werden von Reinhard Sablowski anhand eines Fragenkatalogs aus der Litera-
tur bekannte Data{Warehouse{Projekte vorgestellt und analysiert sowie Erfolgsfaktoren
bei der Einf

uhrung einer Data{Warehouse{L

osung herausgearbeitet.
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Jutta M

ulle
J

org Schl

osser
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Kapitel 1
Data Warehousing: Eine Einf

uhrung
zhenbo wang
Kurzfassung Das Konzept ,,Data-Warehouse" bietet eine umfassende Architektur zur Informations-
gewinnung und -bereitstellung f

ur die Entscheidungsunterst

utzung (decision support) im Unternehmen.
In diesem Kapitel werden die grundlegende Architektur von einem Data-Warehouse und die zugeh

origen
Komponenten vorgestellt und diskutiert.
1.1 Vorwort
Ein Data Warehouse ist ein Lager, das integrierte Informationen f

ur direkte Anfragen
und Analysen zur Verf

ugung stellt. Das Thema

uber Data Warehousing umfasst Ar-
chitekturen, Algorithmen, und Tools. Es werden ausgew

ahlte Daten von verschiedenen
Datenbasen oder anderen Informationsquellen zu einem Zentrallager zusammengebracht.
Das Zentrallager ist das sogenannte Data Warehouse.
Die Kernidee des Data Warehousing Verfahrens ist, da die wichtigen Informationen vor
den Anfragen aus den Infomationsquellen geholt, geltert, und integriert werden. In den
letzten Jahren wurde Data Warehousing immer popul

arer im Datenbankbereich. Im Fol-
gendem wird das Konzept von Data Warehousing besprochen, es wird die allgemeine
Architektur skizziert, und ein paar technische Fragen diskutiert, die zu diesemForschungs-
thema geh

oren.
1.2 Einf

uhrung
Wie soll ein integrierter Zugri (integrated access) auf mehrere, verteilte, heterogene Da-
tenbasen und andere Informationsquellen realisiert werden? Das ist heute ein heies The-
ma in der Datenbasisforschung und Datenbasisindustrie geworden. In der Forschungsge-
meinschaft basieren die meisten Verfahren f

ur das Problem des Integrierens von Daten
auf folgendem zweistugen Proze:
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1. Wird eine Anfrage empfangen, wird eine passende Menge von Informationsquellen zu
Antwort dieser Frage bestimmt, dann werden Subfragen und Befehle daraus erzeugt
und zu bestimmten Quellen weitergeschickt.
2. Ergebnisse werden von der Informationsquellen geholt, diese werden dann umge-
wandelt, geltert, zusammengeschmolzen, und schlielich werden die Ergebnisse an
den User oder die Anwendung zur

uckgegeben.
Man bezeichnet diesen Proze als ein lazy oder on-demand Ansatz der Datenintegration,
weil die Informationen dann von den Quellen geholt werden, wenn eine Frage gestellt
wird. Diesen Vorgang kann auch als eine Vermittlung bezeichnet werden. Die Module, die
Ergebnisse zerlegen und kombinieren, werden als Vermittler (Mediatoren) bezeichnet [15].
Client
Vermittler
Info.
Source
 Info.
Source
Info.
Source . . .
Abbildung 1.1: Basisarchitektur des Vermittlungssystems
Beim lazy Ansatz sind nicht nur die Zerlegung der Anfrage und Weitersendung der Sub-
anfragen komplizierte Operationen, es ist auch zeitaufwendig, wenn sehr viele Quellen
ben

otigt oder (und) die Quellen weit entfernt liegen. Eine Alternative zu lazy Ansatz ist
eager oder in-advance Ansatz. In Eager-Ansatz ist der zweistufe Proze entsprenchend
folgender:
1. Die Informationen in jeder Quelle, die uns interessieren, werden w

ahrend des Lauf-
zeit geholt, umgewandelt, geltert, und mit anderen wichtigen Informationen, die
von anderen Quellen stammen, zusammengeschmolzen. Die Informationen werden
schlielich in dem Zentrallager (Data Warehouse) gespeichert.
2. Wenn eine Anfrage gestellt wird, wird sie direkt bei dem zentralen Lager beantwortet
und braucht nicht mehr auf die originalen Quellen zugreifen.
Dieses Verfahren wird im allgemeinen als Data Warehousing genannt, da das zentrale
Lager wie eine Warehouse ist, das interessante Daten speichert.
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Ein lazy Ansatz zur Integration der Daten ist geeignet f

ur Fragen, die aktuellste Infor-
mationen verlangen, f

ur Kunden mit nicht vorhersagbaren Bed

urfnissen, und f

ur Fragen,
die mit sehr groen Daten und einer ganzen Menge von InformationsQuellen zu tun ha-
ben. Leider scheint es so, da das lazy Ansatz inezient, langsam in der Bearbeitung der
Anfrage, besonderes wenn

ahnliche Anfragen mehrmals gestellt werden oder die Infor-
mationssouces langsam arbeiten, teuer und manchmal sogar unerreichbar ist. Es ist auch
inezient, wenn die wesentliche Arbeit bei der Umwandlung, Filterung und Verschmel-
zung liegt. In solchen F

allen ist der Lazy Ansatz nicht geeignet.
Bei der Daten Warehouse kann Kunde dagegen direkt auf die integrierten Daten f

ur die
Nutzung der Anfrage und Analyse zugreifen. Deswegen ist das Warehousing-Verfahren
geeignet f

ur:
1. Der Kunde fordert die spezielle, vorhersagbare Teile von ben

otigten Informationen.
2. Der Kunde fordert eine schnelle Anfragenbearbeitung(die Daten sind g

unstig lokal
im Warehouse gespeichert), er verlangt aber nicht unbedingt die aktuellste Infor-
mation.
3. Der Kunde will Kosten sparen. Statt mehrfach auf verschiedene Quellen zugreifen,
k

onnen die Anfragen schlielichmit einem einzigenWarehouse durchgef

uhrt werden.
4. Der Kunde m

ochte einen eigene Kopie von der Information, damit er sie

andern,
kommentieren und zusammenfassen kann, oder der Kunde m

ochte die Information
einfach speichern, weil sie vielleicht nach einem Zeitraum bei der urspr

unglichen
Quelle gel

oscht werden.
Ein m

oglicher Nachteil des Warehousing Ansatz ist, da die Daten physikalisch von den
Quellen kopiert werden, dies kostet extra Platz f

ur die Speicherung. Aber in den letzten
Jahren wurde die Hardware-Kosten f

ur den Speicher stark reduziert, und auerdem wer-
den die Daten zuerst geltert und zusammengefat bevor sie in dem Warehouse landen,
so glaube ich, ist dies kein ernsthaftetes Problem . Ein wichtigeres Problem ist das Kon-
sistenzproblem des Warehouse. Ein anderer Nachteil ist, da der \Warehouse-Verwalter"
vorher festlegen mu, von welchen Quellen die Daten geholt werden sollen, und welche
Daten kopiert und integriert werden sollen.
Das lazy und warehousing Verfahren sind beide realisierbare L

osungen f

ur das Problem
Daten zu Integrieren und jede ist geeignet f

ur bestimmte Szenarien.
1.3 Aktuelle Entwicklung und Trends
Die Databankforschung hat sich urspr

unglich auf Lazy-Verfahren konzentriert. Seit den
letzten Jahren hat die Databasis-Industrie ihre groe Interessen schon auf die Data Ware-
house gezeigt. Viele f

uhrende Softwarehersteller haben sich mit
"
Data Warehousing{
Tools\ besch

aftigt, mehrere kleine Firmen haben sich auschlielich auf die Data
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Warehousing-Produkte konzentriert. Trotz schneller Fortschritte in kommerziellen Da-
ta Warehousing-Tools und Produkten sind die meisten benutzbaren Systeme relativ un-
exibel und unezient. Ich glaube, da eine wirklich allgemein eziente, exible und
realisierbare Data Warehousing Architektur eine Menge von technische Verbesserungen
erfordert.
Die Hauptfunktion von Data Warehousing in dem industriellen Abschnitt dient dazu, da
ein Unternehmen seine gesamten Informationen auf einem einzigen Platz sammeln kann
zum Zweck einer tiefergehenden Analyse.
Es gibt die Meinung, da das Data Warehousing Verfahren eigentlich eine Erg

angzung
f

ur den Lazy Ansatz sein sollte, aber nicht ein Ersatz. Eine anderes vielversprechendes
aber noch nicht ausreichend erforschtes Verfahren ist das sogenannte gemischte Verfah-
ren (hybrid approach).Seine Basisarchitektur wird in der Abbildung 1.2 gezeichnet: Das
User
Switch
OLAP Warehouse
Data
Anwendung
Abbildung 1.2: Basisarchitektur des gemischten Models
ist eine Kombination von Lazy Ansatz und Warehousing-Verfahren. Bei diesem Verfah-
ren wird ein Teil der Information in der Zentrale gespeichert, und ein anderer Teil wird
w

ahrend der Anfrageababeitung von den Quellen geholt. Wir konzentrieren uns hier nur
auf Data-Warehousing-System.
1.4 Data Warehousing: Systemarchitektur
Abbildung 1.3 zeichnet die Basisarchitektur eines Data Warehousing-Systems. Unten im
Diagramm sind die Informationsquellen. Obwohl ihre Gestaltungen alle wie herk

ommliche
Databasis-Systeme erscheinen, enthalten in vielen F

allen die Informationsquellen nicht
normale Datenbasen (z.B relationale Tabellen), sondern ache Daten, Bilder, HTML und
SGML Dokumente,Altsystem (legacy Systems) usw. Die KomponentenWrapper/Monitor
setzen sich mit den Informationsquellen in Verbindung.
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Integrator
Wrapper/MonitorWrapper/Monitor Wrapper/Monitor
Data
Warehouse
Info
Source Source
Info InfoSource.  .  .
Abbildung 1.3: Basisarchitektur des Data Warehousing Systems
Die Komponente Wrapper (Verpacker) ist zust

andig f

ur die Umwandlung des sich in den
Quellen bendenden Formats zu dem Format, das im Data Warehouse benutzt wird. Die
Komponente Monitor ist zust

andig f

ur die automatische

Uberwachung der f

ur Data Ware-
house interessanten

Anderungen in den Quellen und benachrichtigt dann den Integrator.
Wenn eine neue Informationsquelle fest an das Warehousing-System hinzugef

ugt wird,
oder eine wichtige Information in der Quelle sich ge

andert hat, werden die neuen Infor-
mationen oder solche

Anderungen weiter an das Data-Warehouse fortgeschrieben. Der
Integrator ist verantwortlich f

ur die Anbringung der Information in das Data Warehouse.
Nat

urlich kann es sein, dass die Information zuerst geltert, zusammengefasst, oder mit
aus anderen Quellen stammenden Informationen verschmelzt werden mu. Um eine neue
Information in das Data-Warehouse zu bringen, ist es vielleicht noch notwendig, da der
Integrator noch weitere Informationen von gleichen oder anderen Quellen ben

otigt. Das
Verhalten wird in Abbildung 1.3 durch nach unten zeigende Pfeile verdeutlicht.
Obwohl im Abbildung 1.3 nur ein zentralisiertes Data-Warehouse gezeichnet wird, kann
nat

urlich das Warehouse als ein verteiltesDatenbasis-System implementiertwerden. In der
Praxis ist es wegen Parallelverarbeitung sogar eine Notwendigkeit, um eine angemessene
Leistung zu erlangen.
Die Architektur und die Basisfunktionalit

at werden meist viel allgemeiner beschreiben als
die, die in bisherigen kommerziellen Data-Warehouse realisiert sind. Die sich zur Zeit im
Einsatz bendenden Data-Warehousing-Systeme setzen voraus, da sowohl Quellen als
auch Warehouse das gleiche Datenmodell (normalerwese relational) benutzen. Also das
Fortpanzen der Daten von Quellen zu den Data-Warehouse ist dort eine reine schubweise
Verarbeitung (batch process), und die Frage des Integrators von Informationsquellen stellt
sich dort nicht.
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1.5 Forschungsprobleme
Basierend auf der im Abschnitt 1.4 beschriebenen allgemeinen Architektur f

ur Data-
Warehousing, werden hier eine Reihe von Forsungsproblemen skizziert, die mit dem
Warehousing-Verfahren in Zusammenhang stehen.
1.5.1 Wrapper/Monitore
Die im Abbildung 1.3 gezeichnete Wrapper/Monitor-Komponenten haben zwei wesentli-
che Aufgaben:
1. Umwandlung:
Durch diese Funktionalit

at macht es die unterliegende Informationsquellen so, als ob
deren Model gleich das in Data Warehousing System angewandte Model w

are. Zum
Beispiel, wenn die Informationsquelle aus eine Menge von achen Daten (at Files)
besteht, aber die warehouse Model relational ist, dann mu der Wrapper/Monitor ei-
ne Schnittstelle unterst

utzen. Durch diese Schnittstelle k

onnen wir die Pr

asentation
der Daten von der Informationsquellen als relational betrachten. Das Umwande-
lungsproblem wird bei meisten Verfahren zu Informations-Integrierung sowohl lazy
und eager Ansatz behandelt. Das ist nicht spezisch f

ur data warehousing. Die Kom-
ponente Wrapper, die die Daten von Information Quellen zu einem gemeinsamen
Modell umwandelt, kann auch Umwandler genannt werden [12].
2.

Uberwachen von

Anderungen:

Uberwachen die

Anderungen der Daten, die f

ur die Data Warehouse von Bedeutung
sind, und schreiben diese

Anderungen in den Integrator fort. Diese Funktionalit

at
verl

asst sich auf die Umwandlung, weil, genau wie die Daten selbst, bei der

Anderung
der Daten auch deren Format und Model passend umgewandelt werden mu.
Ein anderes Verfahren ignoriert die

Anderungs

uberwachung und panzt einfach alle Da-
ten von Informationsquellen in das Data Warehouse periodisch fort. Der Integrator kann
die Daten mit bereits in Warehouse existierenden Daten kombinieren und

uberschreibt
die Daten in dem Warehouse. Ignorierung der

Anderungs

uberwachung ist vielleicht ak-
zeptierbar in manchen Szenarios, z.B. wenn das Warehouse nicht unbedingt neueste In-
formationen verlangt, und das Warehouse gelegentlich O-Line bleibt. Trotzdem, wenn
ein Warehouse aktuell, ezient, und ununterbrochen zugrisbereit sein soll, glaube ich,
da die

Uberwachung und das Fortpanzen der

Anderung eine bessere L

osung ist.
Die Betrachtung der in der

Anderungs

uberwachung entstehenden Probleme, wird hier
entlang der wichtigsten Typen von Informationsquellen geliedert.
 Kooperative Quelle:
Die Quelle besitzt einen Triggers oder andere aktive Datenbasisfunktionalit

aten [14].
Dadurch wird eine Nachricht bei einer wichtigen

Anderung automatisch weiterge-
sendet.
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 Quelle mit Protokoll:
Die Quelle enth

alt ein Protokoll. Informationen

uber

Anderungen werden dort ge-
schrieben. Also kann die Komponente Monitor einfach das Protokoll abfragen und
sich informieren.
 Abfragbare Quelle:
Die Quelle erlaubt, da Wrapper/Monitor die Information bei der Quelle nachfragt.
Durch periodische Anfragen k

onnen die wichtigen

Anderungen entdeckt werden.
 Snapshot-Quelle :
Die Quellen unterst

uzt nicht Trigger, Protokoll oder Abfrage, stattdessen un-
terst

utzt es nur einen Snapshot. Die

Anderung kann dann entdeckt werden, wenn
man den aktuellen Snapshot mit dem vorherigen Snapshot vergleicht.
Die Funktionalit

at jeder dieser Typen zieht interessante Forschungsprobleme in der

Ande-
rungs

uberwachung nach sich. Zum Beispiel in der kooperativen Quellen, obwohl der Trig-
ger und andere aktive Datenbasen tief erforscht sind, bevor man solche Funktionalit

aten
in der Warehouse Kontext einsetzt, mu man immer darauf achten, ob diese geeignet f

ur
den Umwandler(Wrapper) sind.

Ahnlich gilt f

ur Quellen mit Protokollen und abfragba-
ren Quellen, zus

atzlich mu hier noch die Ausf

uhrungsfrequenz

uberlegt werden: wenn
die Frequenz zu hoch ist, nimmt die Leistung ab, ist die Frequenz zu niedrig, erh

alt das
Warehouse die n

otige Information zu sp

at. Bei der Snapshot-Quelle bleibt noch ein an-
deres Problem: wie ndet man eine eziente und realisierbare Methode, um zwei riesige
Datenbasen zu vergleichen? Die Snapshot-Methode scheint unelegant zu sein, aber sie
wird h

aug in der Praxis benutzt [9]. Ein relevantes Problem hierbei ist eine geeignete
Repr

asentation f

ur die

Anderung der Daten zu unterst

utzen, besonders wenn die Quelle
kein relationales Modell benutzt.
Letztlich m

ochten wir noch erw

ahnen, da verschiedene Informationsquellen verschiedene
Wrapper/Monitore ben

otigen. Es ist klar, weil die Funktionalit

at der Wrapper/Monitore
von dem Typ der Quelle abh

angig ist. Oensichtlich ist es unerw

unscht, wenn in der Pra-
xis f

ur jede Informationsquelle, die bei einem Warehouse-System teilnimmt, ein eigener
Wrapper/Monitor implementiert wird, besonders wenn immer mehr interessante Quellen
auftauchen. Deshalb w

are eine wichtige Forschungst

atigkeit die Schaung einer Tech-
nik und Tools, die automatisch oder semi-automatisch die Implementierung der Wrap-
per/Monitore unterst

utzt.
1.5.2 Integrator
Angenommen das Warehouse ist mit seiner ersten Menge von Daten, die von der Infor-
mation Quellen geholt wurden, gef

ullt. Die T

atigkeit des Integrators ist dann, die von
Wrapper/Monitor ausgeschickten

Anderungsmeldungen zu empfangen und diese

Ande-
rungen in das Data-Warehouse zu schreiben. Siehe Abbildung 1.3 .
Wenn wir von einer ausreichend abstrakten Ebene aus das Warehouse betrachten, k

onnen
die Daten in dem Warehouse als eine materialisierte Sicht oder eine Menge von Sichten
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betrachtet werden, und die Basis-daten in der Information Quellen plazieren. Betrachtet
man das Problem in dieser Art, ist die T

atigkeit des Integrators im Wesentlichen die
Ausf

uhrung der materialisierte Sicht Maintenance. In der Tat gibt es eine enge Verbin-
dung zwischen der Sicht-Maintenance und dem Data-Warehouse. Trotzdem k

onnen aus
verschiedenen Gr

unden viele herk

ommliche Sicht-Maintenance-Techniken nicht angewen-
det werden. Wegen all dieser Gr

unde ergibt sich ein Forschungsproblem in Verbindung
mit Data-Warehousing:
 In den meisten Data-Warehousing-Szenarios, werden die Sichten viel komplizier-
ter im dem Data-Warehouse gespeichert als in herk

ommlichen Sichten, zu mindest
gibt es solche Tendenz. Sogar wenn das Warehouse und die Information Quellen
beide das relationale Model benutzen, werden zum Beispiel die Sichten, die in dem
Warehouse gespeichert sind, wahrscheinlich nicht einfach durch eine Standard-Sicht-
Denitionssprache (z.B. SQL) deniert. Das Problem liegt darin, da das Data
Warehouse einen bedeutsamen Anteil von historischen Informationen enth

alt, und
die Information Quellen beinh

altet keine solche Informationenen.
 Ein Data-Warehouse tendiert zur Speicherung von Aggregaten und zusammen-
gefaten Daten. Obwohl in manchen F

allen Aggregat-Daten auch durch eine
herk

ommliche Sicht-Denitions-Sprache beschreibbar sind. Aber die Schnelligkeit
der zust

andigen Operators in dieser Sprache ist begrenzt, wir br

auchten eigentlich
eine viel schnellere Sicht-Denitions-Sprache. Weiterhin scheint zur Zeit eine e-
ziente Sicht-Maintenance bei Aggregaten und zusammmengefater Information ein
oenes Problem geworden zu sein.
 Die Informationsquellen

andern die Basisdaten unabh

angig von dem Warehouse,
wo die Sichten gespeichert sind, und die basisdaten stammen vielleicht von dem
Altssystem (Legacy system) und die k

onnen nicht oder wollen nicht an der Sicht
Maintenance teilnehmen.Also kooperieren die Informationsquellen nicht zu 100 Pro-
zent mit demWarehouse. Die meisten materialisierten Sicht-Maintenancestechniken
verlassen sich in der Wirklichkeit darauf, da die Basis Daten

Anderung ausschlie-
lich die Sicht-Maintenance verbindet, und die Sicht Modikation ereignet sich in
derselben Transaktion wie die

Anderung. Bei der Warehousing-Umgebung ist der
allgemeine Fall so:
-Maintenance des Sichten (der Integrator) des Systems ist nur locker mit der Basis-
Daten (die Informationsquellen) verbunden.
-Die unterliegende Informationsquellen nehmen an der Sicht-Maintenance nicht teil
aber sie benachrichtigen

uber ihre Ver

anderung.
Bei diesem Szenario, wird sicher etwas Ungew

ohnliches auftauchen wenn wir ver-
suchen die Sichten in Verbindung mit den Basisdaten kosistent zu halten. Und
dazu wird der Algorithmus komplizierter als herk

ommliche Sicht-Maintenance-
Algorithmen.
 Im Data-Warehouse brauchen die Sichten vielleicht nicht jedesmal angepat wer-
den, wenn eine

Anderung oder eine Menge von

Anderungen auf den Basisdaten
vorliegt. Nur dann wenn ausreichende

Anderungen vorliegen, wird das Warehouse
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aktiv. Daher werden f

ur die die Sicht-Maintenance andere Algorithmen als die in
der herk

ommlichen Sicht-Maintenance benutzten Algorithmen verlangt.
 In der Data warehousing Umgebung ist es vielleicht notwendig, da die Basis-Daten
bevor sie im Warehouse gespeichert werden, zuerst vorverarbeitet (data scubbing)
werden. Die Verarbeitung besteht aus Aggregieren, Zusammenfassen und dem Er-
stellen einer Probe der Daten, um den Umfang des Warehouse zu reduzieren. Bei
fehlerhaften Daten soll der Integrator entweder Korrigieren oder Ignorieren, einen
Default-Wert einf

ugen, Duplikate und inkonsistente Daten eliminieren.
Abschlieend gilt, da obwohl die Integratoren vollkommen auf Datenmodellen, die im
Data-Warehousing-System eingesetzt werden, basieren k

onnen, werden denoch bei jedem
Data-Warehouse immer verschiedene Integratoren erforderlich . Der Grund ist, da ver-
schiedene Mengen von Sichten

uber verschiedene Basisdaten dort gespeichert werden.
Genau wie beim Wrapper/Monitor ist es unerw

unscht, dass jeder Integrator ganz von
vorne aufgebaut werden mu. Es ist viel besser, eine Technik und Tools zu schaen, die
Integratoren automatisch oder semi-automatisch zu produzieren. Dieses allgemeine Ver-
fahren wird in der herkoemmlichen Sicht-Maintenance benutzt, aber es gibt noch eine
Menge von interessanten Problemen zu l

osen, um diese Verfahren dem Data-Warehousing
anzupassen, diese werden im n

achsten Abschnitt diskutiert.
1.6 Data Warehouse: Spezikation
In dem vorigen Abschnitt wurde die Beziehung zwischen Maintenance der Data Ware-
house und Maintenance der materialisierten Sichten skizziert. Es wurde gezeigt, da es
n

utzlich ist, wenn die Funktionalit

at f

ur das Spezizieren eines Integrators auf einem ho-
hen Level erfolgt, anstatt jedesmal f

ur jeden Integrator von grund auf Vorne zu codieren.
Deshalb wird in einer idealen Architektur der Inhalt des Data-Warehouse als eine Menge
von Sichten-Denitionen speziziert. So k

onnen die

Anderungsaufgaben des Warehouse
bei dem Integrator und die

Anderungs

uberwachungsaufgaben im Wrapper/Monitor au-
tomatisch ausgef

uhrt werden.
F

ur die herk

ommliche Sicht-Maintenance, ein Algorithmus wird entwickelt, der die aktive
Datenbasis Regeln f

ur die Pege der SQL{denierten Sichten automatisch erzeugt [2]. Jede
Regel wird aktiviert, wenn eine vielleicht auf die Sicht einuhabende

Anderungsmeldung
vorkommt. Dann

andert die Regel die Sichten nach einem bestimmten Ma. Ein

ahnli-
ches Verfahren kann im Data-Warehouse benutzt werden, wenn dort ein regelgesteuerter
Integrator eingesetzt wird. Jede Integratorregel wird durch eine vomWapper/Monitor ge-
schickte

Anderungsmeldung hinaktiviert.

Ahnlich wie Sicht-Maintenance-Regeln, m

ussen
auch Integrator-Regeln das Warehouse

andern, um die

Anderung der Basisdaten wieder-
zuspiegeln. Bei dem Warehousing-Szenario, m

ussen die Regeln jedoch noch komplizier-
tere Funktionen leisten, z.B. zus

atzliche Daten von der Quelle holen Fragen, und eine
Vorverarbeitung (,,scrubbing") der Daten. Trotz der zus

atzlichen Komplexit

aten bei der
Warehousing-Umgebung, soll es immer m

oglich sein, automatisch oder semi-automatisch
die geeigneten Regeln aus der Warehouse-Spezikation zu produzieren.
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Die Forschungsherausforderung in der Schaung der idealen Architektur ist es,
eine Warehouse-spezische Sprache, Funktionalit

at der Regeln, Wrapper/Monitor-
Schnittstelle und einen geeigneten Algorithmus, der die automatische Erzeugung des In-
tegrators und den relevanten

Anderungs

uberwachung-Mechanismus unterst

utzt, zu rea-
lisieren. Bei dem WHIPS Data Warehousing Projekt in der Standford Universit

at wird
nach solchen Zielen gestrebt [7].
1.7 Optimierungen
In diesem Abschnitt umreien wir drei Optimierungen, die die Leistung der im Ab-
schnitt 1.4 beschriebenen Architektur verbessern k

onnen:
 Filtern unwichtiger

Anderungen in den Quellen.
 Speichern zus

atzlicher Daten in dem Warehouse f

ur ,,Selbst-Maintenance".
 Ezientes Management mehrerer materialisierter Sichten.
1.7.1 Filtern von

Anderungen
Bisher wurde gesagt, da alle

Anderungen der Daten in der Quelle, die vielleicht wichtig
f

ur das Warehouse sind, von Wrapper/Monitor zu dem Integrator weitergeschickt werden.
In einem relationalen Fall, z.B ein Tupel einer Relation R wird ge

andert, dann m

ussen
alle Sichten, bei der die Relation R teilgenommen hat, entsprechend angepat werden. In
der Tat bleiben viele Sichten unver

andert nach der Duchf

uhrung der

Anderungsmeldung
der Relation R. Die Aufgabe der Filtern ist zu bestimmen, welche Sichten unver

andert
bleiben nach Ausf

uhrung der

Anderungsmeldung und dann die

Anderungsmeldung f

ur
solche Sichten zu ltern. Es ist sicher viel besser, wenn so viel wie m

oglich

Anderungen
geltert werden, bevor sie zum Integrator geschickt werden.
1.7.2 Aktualisierung von Sichten
Der Integrator empf

angt eine

Anderungsmeldung Um die

Anderung in das Warehouse zu
integrieren, braucht der Integrator vielleicht noch zus

atzliche Informationen von derselben
Quelle oder anderen Quellen. Ein einfaches Beispiel: Wenn das Warehouse zwei Relationen
R und S verbindet und auf der Relation R wird ein Tupel eingef

ugt, dann mu das
eingef

ugte Tupel mit den Inhalten der Relation S verbunden werden. Die entstehende
Anfrage zur der Quelle verursacht es vielleicht unvermeidbar, da die Ausf

uhrungszeit
verl

angert wird.
Wenn bei der Sicht-Maintenance, die zus

atzlichen Fragen

uber Basis-Daten nicht einmal
f

ur die Maintenance eines bestimmten Sichten n

otig sind, dann besitzt dieses Sicht Selbst-
Maintenance-F

ahigkeit. Die meisten Sichten besitzen diese Eigenschaften nicht v

ollig. Die
Selbst-Maintenance-F

ahigkeit ist durch die Speicherung der zus

atzlichen Daten realisiert.
1.8 ANMERKUNGEN 11
Zum Beispiel in einem extremen Fall werden alle relevanten Daten von den Quellen im
Warehouse gespeichert, und die Sichten k

onnen v

ollig wiedergeherstellt werden, wenn es
n

otig ist. Es scheint, es ist ein oenes Forschungsproblem geworden, wie man die minimale
zus

atzliche Menge von Informationen bestimmt, die f

ur ein bestimmte Sicht zur Selbst-
Maintenance ausreicht. Was uns also interessiert ist, wie man die Kosten der Speicherung
der zus

atzlichen Daten in dem Warehouse gegen die Kosten f

ur die zus

atzliche Anfrage
an die Quellen abw

agt.
1.7.3 Optimierung mehrerer Sichten
Ein Data-Warehouse enth

alt vielleicht mehrere Sichten, zum Beispiel, zum Unterst

utzen
verschiedener Arten von Analysen. Wenn solche Sichten Beziehungen zueinander haben,
z.B wenn sie auf

uberlappenden Basisdaten deniert sind, ist es viel ezienter, wenn man
nicht alle Sichten materialisiert, sondern nur bestimmte gemeinsame ,,Subviews", oder ein
Teil der Basisdaten, von dem die Sichten des Warehouse hergeleitet werden k

onnen. Wenn
es so funktioniert, kann dieses Verfahren die Kosten der Speicherung und die Anstren-
gungen zur Integration der

Anderungen der Basisdaten im Warehouse reduzieren. Wegen
diesen Sparmanahmen mu man vielleicht gegen die verlangsamte Anfrage-Bearbeitung
k

ampfen, wenn zu viele Sichten nicht voll materialisiert sind.
1.8 Anmerkungen
Wir stellen hier noch ein paare wichtige Streitfragen vor, die von der Data-Warehousing
Umgebung stammen:
 Warehouse Management:
Wir haben uns bis jetzt nur prim

ar auf die Probleme, die sich mit ,,steady state" (sta-
bil bleibende) Data-Warehousing-Systemen beziehen, konzentriert. Aber die The-
men Warehouse-Design, Warehouse-Laden, und Metadaten-Management sind noch
wichtiger. In der Praxis, gewinnen der Zeit solche Themen die meiste Aufmerksam-
keit der Data-Warehousing Industrie.
 Quellen und Warehouse-Entwicklung:
Eine Warehousing Architektur mu geschickt auf die

Anderung der Informations-
quelle reagieren: Das Schema mu ge

andert werden, wenn eine neue Informations-
quelle aufgenommen oder eine alte Informationsquelle entfernt wird. Alle solche

Anderungen sollen so wenig wie m

oglich andere Komponenten des Warehousing
Systems st

oren.
 Duplikate und inkonsistente Informationen:
Bei mehreren heterogenen Quellen wird man bestimmten Problemen begegnen: glei-
che Kopie aus mehreren Quellen (repr

asentiert in gleicher oder verschiedener Weise)
oder die Informationen sind nicht aufeinander konsistent. In fr

uheren Abschnitten
haben wir die Vorverabeitung (,,scrubbing") der Daten von der einzelnen Quelle
beschrieben. Zus

atzlich ist es f

ur den Integrator erw

unscht, auch die Daten, die aus
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mehren Quellen stammen, zu verarbeiten, um Duplikate und inkonsistente Daten
so weit wie m

oglich zu eliminieren.
 Verfallende Information:
Ein besonderes Merkmal des Data-Warehouse ist es, da sie sogar manche Infor-
mationen aus historischen Gr

unden noch bewahren, die sich in ihrer urspr

unglichen
Quelle nicht mehr benden. Trotzdem es ist auch unerw

unscht, da das Warehouse
alle Information f

ur immer beibeh

alt. Hier werden Techniken gebraucht, um die
aktuelle Forderung in einer Warehousing-Umgebung festzustellen, und um die un-
brauchbaren veralteten Daten aus dem Warehouse wegzur

aumen.
1.9 Zusammenfassung
Bei dem Problem, wie man mehrere, distributive, heterogene Informationsquellen inte-
griert, ist Daten-Warehousing eine realisierbare und in manchen F

allen sogar bessere
Alternative als traditionelle L

osungen. Traditionelle Verfahren fragen die Quellen an, ho-
len Informationen von den Quellen und verschmelzen diese Informationen nachdem die
Fragen gestellt sind. Bei dem Daten-Warehousing Verfahren dagegen werden Informa-
tionen st

andig durch Anfragen geholt, bearbeitet, und verschmolzen, dadurch sind die
Informationen bei direkten Anfragen und Analysen im Warehouse verf

ugbar.
Obwohl das Konzept f

ur das Daten-Warehousing sehr bekannte in der Datenbasis Indu-
strie ist, glauben wir, da die oben vorgestellten wichtigen Probleme zuerst gel

ost wer-
den m

ussen, um in der Zukunft das exible, eziente, und m

achtige Data-Warehousing-
System realisieren zu k

onnen.
Kapitel 2
Datenmodellierung f

ur Data
Warehousing
Jochen Elischberger
Kurzfassung Viele Unternehmen haben mit Hilfe von Transaktionsverarbeitungs-Systemen eine Un-
menge an Daten

uber ihre Gesch

aftsabl

aufe angesammelt. Heute besteht die Herausforderung, aus diesen
Daten mittels Entscheidungsunterst

utzungs-Systemen und Data-Warehousing wertvolle Informationen zu
gewinnen. Da Transaktionsverarbeitungs-Systeme aber f

ur Einf

uge- und

Anderungsoperationen auf ato-
maren Daten konzipiert wurden, wird ein neues Schema zur Modellierung der Daten ben

otigt, das eine
eziente Analyse zul

at, das Stern-Schema. Im Stern-Schema werden die Daten entsprechend den in-
tuitiven Vorstellungen der Benutzer angeordnet, was eine leichte und schnelle Analyse erm

oglicht. Dazu
werden die Daten in zwei Gruppen { Fakten und Dimensionen { eingeteilt, die jeweils eigene Tabellen
erhalten. W

ahrend die Faktentabellen diejenigen Daten enthalten, die analysiert werden sollen, stellen
die Dimensionstabellen Beschreibungsklassen f

ur die Fakten dar. Sie enthalten Daten, die den Inhalt der
Faktentabellen n

aher erl

autern oder zusammenfassen. Da die Tabellen vollst

andig denormalisiert sind,
wirkt das Schema elegant und

ubersichtlich. Eine Vielzahl von Variationen beim Entwurf erlaubt eine
gute Anpassung an die Anforderungen der Benutzer. Durch die M

oglichkeit, in die Dimensionstabellen
Attribute f

ur unterschiedliche Detailstufen einzuf

ugen und Tabellen mit vorberechneten Aggregationen zu
erstellen, k

onnen auch komplexe Abfragen, die eine groe Menge an Daten betreen, schnell beantwortet
werden. F

ur den Benutzer lassen sich Abfragen leicht aufstellen, da es ausreicht, f

ur die Attribute der
Dimensionstabellen die gesuchten Werte vorzugeben.
2.1 Anforderungen an Systeme zur Entscheidungs-
unterst

utzung
In den letzten Jahren haben immer mehr Unternehmen Data-Warehouses implementiert,
um die von ihnen gespeicherten Daten f

ur Analysten besser zug

anglich zu machen und
eine eektive Entscheidungsunterst

utzung zu erm

oglichen. Allerdings sind die bisher ein-
gesetzten Systeme und Methoden der Transaktionsverarbeitung nur eingeschr

ankt f

ur
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Data-Warehousing geeignet. Eine Gegen

uberstellung der verschiedenen Systeme zeigt die
unterschiedlichen Zielsetzungen.
2.1.1 Transaktionsverarbeitungssysteme

Uber Jahre hinweg haben Unternehmen m

achtige Transaktionsverarbeitungs-Systeme
(Online Transaction Processing - OLTP) mit interaktivem Datenzugri aufgebaut, um
Gesch

aftsaktivit

aten wie zum Beispiel Bestellungen oder Verk

aufe aufzuzeichnen oder zu
automatisieren. Typische Merkmale solcher Systeme sind:
 Hohe Transaktionsrate: Maeinheit f

ur die Leistung eines solchen Systems ist die
sogenannte tps-Rate (transactions per second). Eine Verarbeitungsleistung von meh-
reren 10.000 tps ist hier keine Seltenheit.
 Einfache und in Transaktionen vorformulierte SQL-Abfragen. Damit k

onnen Ant-
wortzeiten vorausberechnet und garantiert werden.
 Detaillierte Daten: Die Daten der Gesch

aftsvorg

ange werden auf atomarer Ebene
gesammelt und einzeln gespeichert. Es ndet keinerlei Aggregation statt.
 St

andige Ver

anderungen: Aufgrund der feingranularen Speicherung nden laufend
Einf

uge-,

Anderungs- oder L

oschoperationen auf der Datenbasis statt.
 Keine Redundanz: Jedes Datum wird nur einmal abgespeichert, um

Anderungsope-
rationen zu beschleunigen und zu vereinfachen und die Datenintegrit

at sicherzustel-
len.
Aufgrund der beiden letztgenannten Punkte sind diese Systeme in der Regel darauf ausge-
richtet, viele Einf

uge-,

Anderungs- oder L

oschoperationen vorzunehmen. Dies wird durch
relationale Datenbanken erreicht, die weitestgehend normalisiert sind, das heit meistens
in dritter Normalform vorliegen. Dies f

uhrt jedoch zu einer starken Zersplitterung der Da-
tenbank in eine Vielzahl von Tabellen und zwischen ihnen bestehenden Verkn

upfungen.
2.1.2 Entscheidungsunterst

utzungssysteme
Entscheidungsunterst

utzungs-Systeme (Decision Support Systems - DSS) sollen Analy-
sten die M

oglichkeit geben, schnell und einfach Informationen (im Gegensatz zu Daten)
aus der Datenbank zu erhalten. Um allgemeine Fragen beantworten zu k

onnen, m

ussen
oft Daten eines l

angeren Zeitraums (z.B. Woche, Monat) zusammengefat werden.
Typische Merkmale dieser Systeme sind:
 Relativ niedrige Transaktionsrate: Da die Anfragen nur von den Analysten manuell
gestellt werden und interaktiv vorgenommen werden, reduziert sich die Anzahl der
Transaktionen deutlich.
 Umfangreiche, komplexe SQL-Abfragen: Die SQL-Abfragen nden interaktiv statt,
so da eine Vorformulierung nicht m

oglich ist.
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 Verst

andlichkeit: Der Benutzer mu die Datenstrukturen leicht verstehen k

onnen.
Dies wird oft durch Denormalisierung und Aggregation erreicht.
 Seltenere Ver

anderungen: Die Ver

anderungen, die an der Datenbank vorgenom-
men werden, nden kontrolliert und meistens in regelm

aigen Abst

anden (t

aglich,
w

ochentlich, ...) statt.
 Redundanz: Die Denormalisierung f

uhrt oft zu erheblicher Redundanz.
2.1.3 Fazit
Der Aufbau der Transaktionsverarbeitungs-Systeme mit der Vielzahl an Tabellen und
Verkn

upfungen ist f

ur den Benutzer schwer zu verstehen. Dadurch wird eine eektive
Analyse der Daten verhindert. Diese Systeme erf

ullen somit nicht die Anforderungen,
die Entscheidungsunterst

utzungs-Systeme und Data-Warehousing an Datenbanksysteme
stellen. Somit stellt sich die Frage nach einem neuen Datenbankschema, das einerseits
leicht verst

andlich ist und andererseits eine hohe Leistungsf

ahigkeit besitzt, um damit
Entscheidungsunterst

utzungs-Systeme zu implementieren. Ein Schema, das im Bereich
des Data-Warehousing immer mehr an Bedeutung gewinnt, ist das Stern-Schema.
2.2 Stern-Schema
Der Name Stern-Schema kommt daher, da die graphische Darstellung des Schemas in
einem Diagramm die Form eines Sterns besitzt. Das Stern-Schema ist einfach aufgebaut
und besteht aus relativ wenigen Tabellen und fest vorgegebenen Verkn

upfungspfaden. Es
entwickelt sich immer mehr zum Standard f

ur Data-Warehouse-Datenbanken, da es eine
ganze Reihe von Vorteilen bietet:
 Eine entsprechend dem Stern-Schema entworfene Datenbank bietet schnelle Ant-
wortzeiten f

ur Abfragen.
 Der Entwurf kann leicht ver

andert oder erweitert werden, um ihn der Entwicklung
des Data-Warehouse anzupassen.
 Der Aufbau entspricht den intuitiven Vorstellungen der Benutzer, so da diese leicht
damit umgehen k

onnen.
 Das Stern-Schema erleichtert das Verst

andnis und die Arbeit mit der Datenbank
sowohl f

ur die Benutzer als auch f

ur die Entwickler.
2.2.1 Aufbau
Das Stern-Schema besteht aus zwei Arten von Tabellen, den Faktentabellen und denDi-
mensionstabellen. Ein Stern-Schema besitzt mindestens eine Faktentabelle und minde-
stens eine Dimensionstabelle. Die Faktentabelle enth

alt diejenigen Daten eines Unterneh-
mens, die analysiert werden sollen. Diese Daten entstehen meist infolge der Gesch

aftst

atig-
keit beziehungsweise sind aus diesen Daten abgeleitet. Beispiele sind die Verkaufszahlen
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eines Produktes in einer Region oder der Umsatz eines Kunden mit seiner Kreditkarte f

ur
eine bestimmte Ware. Diese Daten beinhalten meistens Zahlenwerte, welche als Grundla-
ge f

ur eine Reihe von Operationen zur Verdichtung der Daten dienen, zumeist Summen-
bildung, Z

ahlung oder Durchschnittbildung. Bei der graphischen Darstellung steht eine
Faktentabelle im Mittelpunkt des Sterns. Eine Faktentabelle besteht oft aus vielen Spal-
ten und mehreren Millionen Zeilen, weswegen sie auch Haupttabelle (major table) genannt
wird.
Die Dimensionstabellen, die auch als Nebentabellen (minor tables) bezeichnet werden, sind
kleiner und enthalten die Beschreibungen der Fakten, das heit Daten, die den Inhalt
der Faktentabellen n

aher erl

autern oder zusammenfassen. Dimensionstabellen sind somit
"
Beschreibungsklassen\ f

ur die Fakten. Bei der Repr

asentation eines Stern-Schemas in
Form eines Diagramms umgeben die Dimensionstabellen die zugeh

orige Faktentabelle
und bilden die Spitzen des Sterns.
F

ur jede Tabelle ist gem

a den Forderungen des relationalen Modells ein Prim

arschl

ussel
deniert, der aus einer oder mehreren Spalten besteht mit denen sich jede Zeile eindeutig
bezeichnen l

at. Eine Faktentabelle besitzt in der Regel f

ur jede zugeh

orige Dimensionsta-
belle eine Identikationsspalte, um eine eindeutige Zuordnung zu erm

oglichen. Solch eine
Spalte, deren Werte zugleich Prim

arschl

ussel der zugeh

origen Dimensionstabelle sind,
heit Fremdschl

ussel.
ZeitraumNr
ArtikelNr
LadenNr
Stueckzahl
Einzelpreis
Gesamtpreis
ZeitraumNr
Datum
Wochentag
Monat
Quartal
Jahr
ArtikelNr
ArtikelBeschr
Marke
Hersteller
Groesse
Einkaufspreis
LadenNr
Name
Gebiet
Region
Land
Faktentabelle
Verkauf
Dimensionstabelle
Zeit
Dimensionstabelle
Artikel
Dimensionstabelle
Laden
Abbildung 2.1: Verkaufsdatenbank als Beispiel f

ur ein Stern-Schema
Beispiel: In Abbildung 2.1 ist eine Verkaufsdatenbank als Beispiel f

ur ein Stern-Schema
dargestellt. Der Prim

arschl

ussel der Faktentabelle Verkaufwird durch die drei Spalten Zeit-
raumNr, ArtikelNr und LadenNr gebildet. Diese drei Spalten stellen Fremdschl

usselspalten
dar, da sie in den entsprechendenDimensionstabellen als Prim

arschl

ussel dienen.

Uber die-
se Fremdschl

ussel werden Faktentabelle und Dimensionstabellen in eine n:1-Verkn

upfung
gesetzt, das heit, da Werte, die in der Faktentabelle mehrfach auftreten k

onnen, in der
zugeh

origen Dimensionstabelle genau einmal vorkommen. So besitzt zum Beispiel jedes
Produkt, das in der Dimensionstabelle Artikel steht, genau eine ArtikelNr. Diese ArtikelNr
kann in der Verkaufstabelle mehrfach auftreten, n

amlich bei Verk

aufen des gleichen Pro-
duktes in verschiedenen L

aden und zu unterschiedlichen Zeiten.
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Tabellen-Attribute
Die Spalten der Dimensionstabellen, die keine Schl

ussel sind, werden als Dimensions-
Attribute bezeichnet. Diese erm

oglichen es, den Inhalt der einzelnen Dimensionstabellen
auf einer h

oheren Ebene zusammenzufassen oder die einzelnen Dimensionen genauer zu
beschreiben. Da es oft sehr viele Aspekte gibt, unter denen die Dimensionen betrach-
tet werden, sind Dimensionstabellen mit mehr als hundert Dimensions-Attributen keine
Seltenheit. Bei obigem Beispiel ist Region in der Dimensionstabelle Laden ein Attribut,
das jedem Laden die Region zuordnet, in der er liegt. Bei Abfragen k

onnen dann ganz
bestimmte Regionen ausgew

ahlt werden.
Denormalisierung
Eine vollst

andig normalisierte Datenbank, wie sie f

ur die online Transaktionsverarbeitung
verwendet wird, besteht aus dutzenden oder hunderten von Tabellen und macht es somit
nahezu unm

oglich, die enthaltenen Daten zu analysieren. Ein denormalisiertes Schema ist
dagegen einfach und elegant. Es entspricht den nat

urlichen Vorstellungen der Benutzer
und erleichtert somit das Verst

andnis. Die Anzahl der Verkn

upfungen, die bei einer durch-
schnittlichen Abfrage verarbeitet werden, ist deutlich reduziert was zu einer Verbesserung
der Leistungsf

ahigkeit der Datenbank f

uhrt. Da eine Aktualisierung der Daten nur in re-
gelm

aigen, gr

oeren Abst

anden vorgenommen wird, sind die negativen Auswirkungen
der Denormalisierung begrenzt.
Die Dimensionstabellen des Stern-Schemas sind daher in der Regel komplett denorma-
lisiert. Beispielsweise ist die Tabelle Laden nicht in dritter Normalform, weil zwischen
den Nichtschl

usselattributen Gebiet und Region sowie Region und Land eine funktionale
Abh

angigkeit besteht. Die denormalisierten Dimensionstabellen k

onnen aus der vollst

and-
ig normalisierten Struktur der Transaktionsverarbeitungs-Systeme hervorgehen. Eine Va-
riante des Stern-Schemas, bei der die Dimensionstabellen nicht denormalisiert sind, ist
das Schneeocken-Schema, das im folgenden Abschnitt genauer betrachtet wird.
2.2.2 Verschiedene Arten des Stern-Schemas
Einfaches Stern-Schema
Beim einfachen Stern-Schema ist der Prim

arschl

ussel der Faktentabelle aus einem oder
mehreren Fremdschl

usseln zusammengesetzt und zwar ausschlielich aus Fremdschl

usseln.
Das Beispiel aus Abbildung 2.1 ist ein einfaches Stern-Schema, da die drei Fremdschl

ussel
ZeitraumNr, ArtikelNr und LadenNr den Prim

arschl

ussel der Faktentabelle bilden.
Viel-Stern-Schema
Es gibt F

alle, in denen die Verkettung der Fremdschl

ussel nicht ausreicht, um jede Zeile der
Faktentabelle eindeutig zu kennzeichnen. Diese Anwendungen verlangen ein Viel-Stern-
Schema. Ein Viel-Stern-Schema ist daher im Gegensatz zum einfachen Stern-Schema da-
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durch charakterisiert, da es

uber einen Prim

arschl

ussel verf

ugt, der nicht nur aus Fremd-
schl

usseln besteht. Oftmals ist kein einziger Fremdschl

ussel Teil des Prim

arschl

ussels. Die
Fremdschl

ussel dienen dann ausschlielich der Referenzierung von Dimensionstabellen.
LadenNr
ArtikelNr
RechnungsNr
RechnungsZeile
Datum
Stueckzahl
Einzelpreis
Gesamtpreis
Transaktionstabelle
ArtikelNr
ArtikelBeschr
Marke
Groesse
Einkaufspreis
Artikeltabelle LadenNr
Name
Region
Geschaeftsfuehrer
Ladentabelle
Abbildung 2.2: Beispiel f

ur ein Viel-Stern-Schema
Beispiel: Abbildung 2.2 zeigt eine Verkaufsdatenbank als Beispiel f

ur ein Viel-Stern-
Schema. Es mute ein Viel-Stern-Schema verwendet werden, da die Fremdschl

ussel La-
denNr und ArtikelNr nicht ausreichen, eine Zeile der Transaktionstabelle eindeutig zu
identizieren. Der Prim

arschl

ussel f

ur die Faktentabelle besteht aus den zwei Spalten
RechnungsNr und RechnungsZeile. Diese Schl

ussel erm

oglichen eine eindeutige Kennzeich-
nung jeder Zeile. Die Fremdschl

ussel der Faktentabelle sind LadenNr und ArtikelNr, die
die Artikel- und Laden-Dimensionstabelle referenzieren.
Es ist zu beachten, da beim Viel-Stern-Schema der durch die Verkettung der Fremd-
schl

ussel der Faktentabelle gegebene Wert in mehreren Zeilen auftauchen kann und somit
die eindeutige Kennzeichnung einer Zeile nicht mehr zul

at. So kann bei obigem Beispiel
ein Laden den gleichen Artikel mehrmals t

aglich verkaufen. Jede Zeile wird stattdessen
eindeutig durch die Prim

arschl

ussel RechnungsNr und RechnungsZeile gekennzeichnet.
Mehrfache Faktentabellen
Ein Stern-Schema kann auch mehrere Faktentabellen enthalten. Dies ist beispielsweise
dann der Fall, wenn die Fakten in den einzelnen Tabellen nicht direkt miteinander in Be-
ziehung stehen, zum Beispiel wenn sie aus unterschiedlichen zeitlichen Erhebungen stam-
men. In Abbildung 2.3 sind beispielsweise zwei getrennte Faktentabellen f

ur die Verk

aufe
der Jahre 1995 und 1996 realisiert.
Ein weiterer wichtiger Grund, mehrere Faktentabellen anstelle einer einzigen zu halten,
ist der Wunsch, dadurch die Leistung verbessern zu k

onnen. So ist es oft sinnvoll, mehrere
Faktentabellen zu haben, in denen die einzelnen Daten unterschiedlich stark zusammen-
gefat sind, wie zum Beispiel getrennte Faktentabellen f

ur die t

aglichen, w

ochentlichen
und monatlichen Verk

aufe, wie dies in Abbildung 2.4 zu sehen ist. Somit kann jede Ab-
frage in einer Tabelle mit angemessener Genauigkeit und daraus resultierend optimaler
Geschwindigkeit stattnden.
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Abbildung 2.3: Stern-Schema mit mehreren Faktentabellen und Assoziativtabelle
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Bestehen zwischen zwei Dimensionstabellen m:n-Beziehungen, so schlagen sich diese mei-
stens ebenfalls in Form von zus

atzlichen Faktentabellen nieder. Diese Tabellen erhalten
den besonderen NamenAssoziativtabelle. Im Beispiel der Verkaufsdatenbank geh

ort je-
des Produkt zu einer oder mehrerenWarengruppen. Auerdem enth

alt jede Warengruppe
viele Produkte. Diese m:n-Verkn

upfung kann durch eine Faktentabelle dargestellt wer-
den, die die m

oglichen Kombinationen von Produkten und Warengruppen festlegt. Dies
ist ebenfalls in Abbildung 2.3 zu sehen.
Schneeocken-Schema
Durch die Weiterentwicklung der Datenzugriswerkzeuge (data access tools), die zwi-
schen den Benutzer und die eigentliche Datenhaltung treten und damit die tats

achliche
Realisierung verdecken k

onnen, kann der physikalische Aufbau variiert und dadurch mehr
Flexibilit

at erreicht werden. Eine Variation des Stern-Schemas ist es, alle Dimensionsinfor-
mationen in dritter Normalform zu speichern, w

ahrend die Faktentabelle(n) unver

andert
bleiben. Diese Art des Stern-Schemas wird Schneeocken-Schema genannt. Wenn die
Benutzer allerdings direkt mit der physikalischen Tabellenstruktur arbeiten, sollte darauf
geachtet werden, die Anzahl der Tabellen m

oglichst gering zu halten, um Verwirrung zu
verhindern.
2.3 Abfragen im Stern-Schema
F

ur eektive und sinnvolle Abfragen mu dem Benutzer der Inhalt der Datenbank genau
bekannt sein. Eine einfache M

oglichkeit, die zul

assigen Werte f

ur bestimmte Attribute
herauszunden, sind Abfragen in der zugeh

origen Dimensionstabelle. Durch die Abfrage
SELECT Name FROM Laden;
wird beispielsweise eine Liste aller L

aden erstellt, die in der Ladentabelle aus Abbildung
2.1 enthalten sind. Durch solche und

ahnliche Abfragen erh

alt der Benutzer einen guten

Uberblick

uber die vorhandenen Dimensionen. Diese Kenntnis derWerte erm

oglicht es ihm
dann, konkrete Abfragen an die Faktentabellen zur Analyse der Daten zu stellen. Auch bei
komplexen Abfragen reicht es oft aus, die Werte f

ur die betroenen Dimensions-Attribute
festzulegen beziehungsweise den Wertebereich entsprechend einzuengen. Die Suche in den
Dimensionstabellen ist ezienter, da diese viel kleiner als die Faktentabellen sind und der
Aufwand somit deutlich reduziert ist. Eine Abfrage f

ur das Stern-Schema in Abbildung
2.1 k

onnte beispielsweise folgendermaen lauten:
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SELECT ArtikelBeschr, Stueckzahl
FROM Zeit z, Verkauf v, Laden l, Artikel a
WHERE Quartal = 1
AND Jahr = 1996
AND Name = Karlsruhe1
AND Einkaufspreis > 1000
AND v.ArtikelNr = a.ArtikelNr
AND v.ZeitraumNr = z.ZeitraumNr
AND v.LadenNr = l.LadenNr;
Dadurch erh

alt man die Beschreibung aller Artikel, deren Einkaufspreis h

oher als 1000
DM war und die im ersten Quartal 1996 im genannten Laden verkauft wurden, sowie die
jeweils verkaufte St

uckzahl.
2.3.1 Aggregation
Unter Aggregation versteht man das Ansammeln und Zusammenfassen von Daten, die
bestimmte Attribute erf

ullen. Daf

ur ist es vorteilhaft, wenn die Daten der Faktentabelle
Zahlenwerte sind, da diese mittels Addition oder Durchschnittbildung leicht zusammen-
gefat werden k

onnen. Allerdings mu beachtet werden, da Fakten nicht bez

uglich aller
Dimensionen gleichermaen aggregiert werden k

onnen. W

ahrend Mitarbeiterzahlen von
einzelnen L

aden beispielsweise problemlos addiert werden k

onnen, ist es sinnlos, die Mit-
arbeiterzahlen verschiedener Zeitpunkte zusammenzuz

ahlen. Eine sinnvolle SQL-Abfrage
lautet beispielsweise
SELECT ArtikelBeschr, sum(Stueckzahl), avg(Einzelpreis)
FROM Zeit z, Verkauf v, Laden l, Artikel a
WHERE Quartal = 1
AND Jahr = 1996
AND ArtikelBeschr = 'Waschmaschine'
AND Region = 'Hessen'
AND v.ArtikelNr = a.ArtikelNr
AND v.ZeitraumNr = z.ZeitraumNr
AND v.LadenNr = l.LadenNr;
GROUP BY ArtikelBeschr;
Man erh

alt die Anzahl aller im ersten Quartal 1996 in Hessen verkauften Waschmaschinen
sowie den durchschnittlichen Preis.
Beim Entwurf einer Datenbank m

ussen Entscheidungen dar

uber getroen werden, ob Ag-
gregationen vorausberechnet werden und diese vorberechneten Daten im Data-Warehouse
abgespeichert, das heit materialisiert werden. Die wichtigsten Gr

unde f

ur das Materia-
lisieren von Aggregationen sind die Verbesserung der Performance bei Abfragen und die
Verminderung der notwendigen Prozessortakte.
Es ist allerdings sinnlos, eine bestimmte Materialisierung anzulegen, wenn das Erstellen
l

angere Zeit (mehrere Stunden) in Anspruch nimmt und das Ergebnis unter Umst

anden
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nur einmal innerhalb eines ganzen Jahres abgefragt wird. Wenn andererseits eine Ag-
gregation von vielen Benutzern pro Tag verwendet wird, bringt es viele Vorteile, diese
vorzuberechnen und abzuspeichern. Es ist aber nicht notwendig alle m

oglichen Attribut-
kombinationen aggregiert zu speichern. Nicht nur die H

augkeit, mit der die Benutzer eine
Aggregation benutzen, sondern auch die m

ogliche Abnahme der Zeilen ist ein wichtiges
Kriterium bei der Entscheidung, welche Aggregationen vorgenommen werden sollen.
Wenn eine Faktentabelle zum Beispiel 10.000.000 Zeilen enth

alt und durch eine Aggre-
gation eine Tabelle mit 9.000.000 Zeile entsteht, so ist diese Aggregation weit weniger
sinnvoll als eine andere, bei der 1.000.000 Zeilen

ubrigbleiben. Das Zusammenfassen von
Daten auf ausgew

ahlten Stufen wird als d

unne (sparse) Aggregation bezeichnet. Es ist
wichtig, geeignete Stufen zu w

ahlen, um neben der Performance auch den Bedarf an Plat-
tenspeicherplatz zu optimieren.
2.3.2 Attribut-Hierarchien
In vielen F

allen ist es notwendig, die Daten auf unterschiedlichen Detailstufen zu be-
trachten, um eine optimale Analyse zu erreichen. So kann es vorkommen, da man die
Daten zuerst auf einer sehr stark aggregierten Ebene betrachtet und anschlieend einzelne
Aspekte genau analysiert und dazu eine niederere, detailliertere Stufe w

ahlt. Dieser Vor-
gang wird Abrollen (drill down) genannt. Das entgegengesetzte Vorgehen, n

amlich zuerst
detailliertere Daten zu betrachten und diese dann immer mehr zusammenzufassen, wird
Aufrollen (roll up) genannt.
So will man beispielsweise zun

achst die Verk

aufe eines bestimmten Produktes im ganzen
Land betrachten und sp

ater zur genaueren Untersuchung, die verkauften St

uckzahlen des
Produktes in den einzelnen Regionen vergleichen. Falls dabei auff

allt, da in bestimmten
Regionen die Verkaufszahlen

uberdurchschnittlich hoch sind, ist es naheliegend, in diesen
Regionen jeden Laden einzeln zu betrachten, um die Ursache daf

ur aufzudecken.
Beim Entwurf des Stern-Schemas mu von Anfang an darauf geachtet werden, da die
Dimensionstabellen die entsprechenden Attribute zum Aufbau von Hierarchien enthalten.
In einer Tabelle werden oft auch mehrere Hierarchien aufgestellt. So ist bei der Unter-
teilung in Gebiete und Regionen oft eine Unterscheidung zwischen geographischen und
organisatorischen Grenzen notwendig, da diese oft nicht

ubereinstimmen.
Im Beispiel aus Abbildung 2.1 sind in allen drei Dimensionstabellen Attribut-Hierarchien
deniert. F

ur die Dimension Laden ist ein Aufrollen von Laden

uber Gebiet und Region zu
Landm

oglich. In der Artikeltabelle k

onnen einzelneArtikel, die derselbenMarke angeh

oren,
zusammengefat werden. Mehrere Marken k

onnen dann einem Hersteller zugeordnet wer-
den. In der Dimensionstabelle f

ur die Zeit stellt Jahr die oberste Verdichtungsstufe dar.
Ein Jahr setzt sich aus vier Quartalen zusammen, von denen jedes drei Monate umfat.
Die detailliertesten Informationen enth

alt schlielich das Attribut Datum.
Das Attribut Wochentag dagegen ist nicht Teil der Hierarchie sondern dient lediglich der
genaueren Beschreibung eines Datums. Entsprechendes gilt f

ur die Attribute Groesse und
Einkaufspreis in der Artikeltabelle. Diese Spalten, die auch erweiterte Attribute genannt
werden, haben keinen Einu auf die K

ornigkeit der Daten.
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2.3.3 Materialisierung von Aggregationen
Entscheidet man sich, die h

aug abgefragten Aggregationen zu materialisieren, so exi-
stieren verschiedene M

oglichkeiten, diese in das Stern-Schema einzuf

ugen. Eine Variante
ist es, f

ur die unterschiedlichen Aggregationsstufen getrennte Faktentabellen aufzustellen.
Dies f

uhrt dazu, da f

ur die einzelnen Ebenen der Attribut-Hierarchie auch getrennte
Dimensionstabellen erstellt werden, die dann jeweils mit der zugeh

origen Faktentabel-
le verkn

upft sind. Abbildung 2.4 zeigt dies am Beispiel der Verkaufsdatenbank, bei der
Aggregationen f

ur die Verk

aufe einer Woche und eines Monats vorgenommen wurden.
Eine andere M

oglichkeit besteht darin, aggregierte und nicht aggregierte Daten in einer
gemeinsamen Faktentabelle zu speichern. Umdie Daten zu unterscheiden und einen geziel-
ten Zugri auf die einzelnen Hierarchie-Ebenen zu erm

oglichen, erhalten die Dimensions-
tabellen ein zus

atzliches Attribut Stufe, das den Namen der jeweiligen Hierarchie-Ebene
enth

alt. Bei aggregierten Daten sind die Dimensions-Attribute, die sich auf detailliertere
Daten beziehen, undeniert (NULL). Abbildung 2.5 zeigt Beispiele f

ur verschiedene Tu-
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Abbildung 2.5: Dimensionstabelle Laden mit Attribut Stufe
pel der Dimensionstabelle Laden, die unterschiedlichen Aggregationsstufen angeh

oren. Bei
Abfragen mu darauf geachtet werden, da die gesuchten Attribute auf der betreenden
Stufe auch deniert sind.
2.4 Laufzeit
Ein groes Problem des Stern-Schema-Konzeptes ist die Leistungsf

ahigkeit bei der Beant-
wortung von Abfragen. Da viele Datenbasisverwaltungssysteme bisher f

ur Transaktions-
verarbeitungs-Systeme eingesetzt wurden, treten beim

Ubergang zu Entscheidungsunter-
st

utzungs-Systemen einige Probleme auf.
2.4.1 Problematik bei paarweisen Verbindungen
Die bisher benutzten Systeme k

onnen meist nur zwei Tabellen auf einmal verbinden. Da
die meisten Abfragen an Entscheidungsunterst

utzungs-Systeme aber mehrere Tabellen
betreen, m

ussen diese Abfragen jeweils in eine Reihe von paarweisen Verbindungen un-
terteilt werden. Die Operation wird somit sehr teuer, da viele Zwischenergebnisse erzeugt
werden, die meist auch sehr gro sind.
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Eine zus

atzliche Schwierigkeit ist die Wahl der Reihenfolge, in der die paarweisen Ver-
bindungen vorgenommen werden. Da bei unterschiedlichen Reihenfolgen die Gr

oe der
Zwischenergebnisse sehr stark variieren kann, wirkt sich die Reihenfolge entscheidend auf
die Kosten aus. Es ist allerdings fast unm

oglich, eine optimale L

osung zu nden, da es f

ur
die paarweise Verbindung von n Tabellen n! verschiedene Reihenfolgen gibt. Die Anzahl
der m

oglichen Kombinationen w

achst somit exponentiell mit der Zahl der zu verbindenden
Tabellen.
Um dieses Problem zu umgehen, ziehen die meisten Datenbasisverwaltungssysteme zur
Verbindung nur solche Tabellen in Betracht, die direkt miteinander verkn

upft sind. F

ur ein
Stern-Schema ist diese Vorgehensweise aber ungeeignet, da fast ausschlielich Faktentabel-
len mit Dimensionstabellen verkn

upft sind. Somit w

urde die erste paarweise Verkn

upfung
h

ochstwahrscheinlich eine Faktentabelle betreen. Da die Faktentabellen aber die mit Ab-
stand gr

oten Tabellen sind, f

uhrt dieses Vorgehen zu einem sehr groen Zwischenergeb-
nis, welches wiederum die Laufzeit f

ur die Ausf

uhrung der nachfolgenden Verbindungen
verl

angert.
2.4.2 Kartesisches Produkt
Das Verbinden von benachbarten Tabellen im Stern-Schema sollte aus den oben genannten
Gr

unden m

oglichst vermieden werden. Es stellt sich somit die Frage nach einer ezien-
teren Vorgehensweise. Eine Verbesserung kann erreicht werden, wenn f

ur die paarweise
Verbindung Tabellen ausgew

ahlt werden, die nicht benachbart sind. Diese Operation ist
die Bildung des Kartesischen Produktes zweier Relationen, die jedes Tupel aus der einen
mit jedem Tupel aus der zweiten Relation zusammensetzt. Diese sehr teure Operation
wird von Datenbasisverwaltungssystemen normalerweise vermieden kann aber bei einem
Stern-Schema Vorteile bringen. Da die Dimensionstabellen viel kleiner sind als die zu-
geh

orige Faktentabelle, ist es besser, zuerst die Kartesischen Produkte zwischen den Di-
mensionstabellen zu bilden und die Verbindung mit der groen Faktentabelle am Schlu
vorzunehmen.
Beispiel: Angenommen im Stern-Schema aus Abbildung 2.1 besitzt die Tabelle Zeit 300
Zeilen, die Tabelle Artikel 500 Zeilen, die Tabelle Laden 200 Zeilen und die Faktentabelle
eine Million Zeilen. Eine Abfrage w

ahlt beispielsweise aus Zeit 30, aus Artikel 50, aus
Laden 20 und aus der Faktentabelle schlielich 1.000 Zeilen als Endergebnis aus. Wird
diese Abfrage mit der Methode des paarweisen Verbindens bearbeitet, so w

urden bei
der Verbindung von Artikel mit Verk

aufen vielleicht 100.000 Zeilen entstehen, bei der
Verbindung dieser 100.000 Zeilen mit der Zeittabelle vielleicht 10.000 und bei der letzten
Verbindung mit der Ladentabelle schlielich 1.000 Zeilen. Insgesamt w

urden also 111.000
Zeilen erzeugt.
Bei der Bildung des Kartesischen Produktes von 50 Artikeln, 20 L

aden und 30 Zeiten
entstehen 30.000 Zeilen. Wenn diese dann mit der Verkaufstabelle verbunden werden,
erh

alt man die resultierenden 1.000 Zeilen. Somit werden also 31.000 Zeilen erzeugt, was
einer deutlichen Leistungsverbesserung gegen

uber der ersten Methode entspricht.
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2.4.3 Indizes und Aggregation
Da aber die Bildung des Kartesischen Produktes bei groen Dimensionstabellen keine
akzeptable L

osung darstellt, ist es sinnvoll noch weitere Techniken zur Beschleunigung der
Abfragebearbeitung einzusetzen. Eine M

oglichkeit, die Leistungsf

ahigkeit zu verbessern,
ist das Verwenden von Indizes. Um die Laufzeit bei Verbindungen von Dimensionstabellen
mit der Faktentabelle zu verringern, k

onnen die Fremdschl

ussel der Faktentabelle und die
zugeh

origen Prim

arschl

ussel der Dimensionstabellen indiziert werden. Somit erh

alt man
bei Selektionen in den Dimensionstabellen Indexwerte, die es erlauben, die zugeh

origen
Zeilen in der Faktentabelle sehr schnell zu identizieren.
Da sich viele Abfragen auf eine hohe Aggregationsstufe beziehen, ist es oft von Vorteil, Ag-
gregationen in getrennten Faktentabellen zu materialisieren. Die Abfragen, die aggregierte
Daten betreen, k

onnen dann mittels den entsprechenden Tabellen, die deutlich kleiner
als die Faktentabellen auf detaillierteren Stufen sind, beantwortet werden. Die Anzahl
der zu verarbeitenden Zeilen wird dadurch deutlich reduziert und es k

onnen bedeutende
Laufzeitverbesserungen erreicht werden.
2.5 Vorgehen zum Aufstellen eines Stern-Schemas
Da viele Unternehmen jahrelang Transaktionsverarbeitungs-Systeme verwendeten, stellt
sich heute oft die Aufgabe, die darin enthaltenen Daten f

ur Analysten und Entschei-
dungstr

ager in Form eines Stern-Schemas f

ur Data-Warehousing zug

anglich zu machen.
Der

Ubergang mu sehr sorgf

altig geplant werden und sollte in mehreren Schritten erfol-
gen. Eine m

ogliche Vorgehensweise soll hier sowohl allgemein als auch an einem Beispiel
vorgestellt werden (vergleiche [19]).
2.5.1 Analyse
Die erste Aufgabe besteht darin, die zentralen und relevanten Faktoren der Gesch

aftst

atig-
keit, die sp

ater analysiert werden sollen, zu nden und anzuordnen. Dazu kann eine Liste
der Begrie erstellt werden, die f

ur die Situation des Unternehmens und f

ur die Analy-
se von Bedeutung sind. Dabei sollten Namen verwendet werden, mit denen man durch
tagt

agliche Arbeit vertraut ist, damit sie sp

ater bei der Formulierung der Abfragen leich-
ter wiedererkannt werden k

onnen. Oft k

onnen diese Begrie in Gesch

aftsberichten oder
-tabellen gefunden werden. Es ist sinnvoll, immer eine kurze Beschreibung des gefundenen
Begris mit anzugeben.
Als Beispiel wird die Datenbank einer Hotelkette betrachtet. Eine Liste der wichtigen
Begrie k

onnte folgendermaen aussehen:
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Belegungen: Momentan belegte Zimmer
Kunden: Kunden der Hotelkette
Reservationen: Vorliegende Zimmerreservationen
Hotels: Alle Hotels, die zur Kette geh

oren
Zimmer: Verschiedene Arten von Zimmern
Als n

achstes mu die Rolle, die diese Begrie im Gesch

aftsablauf inne haben, bestimmt
werden. Dazu sollte eine Aufteilung in zwei Kategorien vorgenommen werden: Zum einen
die zentralen Gesch

aftsaktivit

at(en) und zum anderen die einzelnen Faktoren, die diese
beinussen. Diese Faktoren sind meistens Personen, Orte oder Sachen, die direkt an der
Aktivit

at beteiligt sind.
Im obigen Beispiel stellen die augenblicklich belegten Zimmer sowie die Zimmerreserva-
tionen die zentralen Aktivit

aten dar. Die Faktoren, die diese Aktivit

aten genauer cha-
rakterisieren, sind die Kunden, die ein Zimmer belegen beziehungsweise reservieren, die
Hotels, in denen die jeweiligen Zimmer liegen, sowie der Typ der Zimmer.
2.5.2 Implementierung
Um die gefundenen Begrie im Entscheidungsunterst

utzungs-System zu repr

asentieren,
mu nun jedem Begri eine Tabelle oder zumindest eine Spalte einer Tabelle zugeordnet
werden. Ein zentraler Gesch

aftsvorgang wird in einer Faktentabelle abgespeichert. Diese
Faktentabelle mu Spalten f

ur alle Begrie, die direkt mit der Aktivit

at verbunden sind,
sowie Identikationsnummern f

ur alle Faktoren, die die Aktivit

at beinussen, enthalten.
F

ur diese einzelnen Faktoren werden jeweils Dimensionstabellen erstellt. Dabei sollte jede
Person, jeder Ort und jede Sache, die an der Aktivit

at der Faktentabelle beteiligt ist, ei-
ne eigene Dimensionstabelle erhalten. Die Spalten der Dimensionstabellen enthalten alle
Begrie und Informationen, die den Inhalt genauer beschreiben, sowie Identikations-
nummern, um die Beziehung zur Faktentabelle herzustellen. Dazu ist es notwendig, noch
einmal eine genaue Analyse der Gesch

aftst

atigkeit und der sie beeinuenden Faktoren
vorzunehmen, um zus

atzliche Attribute zur genaueren Beschreibung der Dimensionen und
zum Aufstellen von Hierarchien zu erhalten.
Im Beispiel der Hoteldatenbank werden zwei Faktentabellen f

ur die momentan belegten
R

aume und f

ur die Reservationen angelegt. Es entsteht somit ein Stern-Schema mit meh-
reren Faktentabellen. Dimensionstabellen werden aufgestellt f

ur die Hotels, die Kunden
und die Zimmer. F

ur die Hotels werden als Attribute die Adresse (Strasse, PLZ, Stadt),
die Anzahl an Zimmern (#Zimmer) sowie der Name des Hotels (Hotelname) festgelegt.
Attribute f

ur die Kundentabelle sind ebenfalls die Adresse (Strasse, PLZ, Stadt) und der
Name des Kunden (Kundenname) und auerdem die Nummer der Kreditkarte (Kreditkar-
tenNr). Die Zimmer werden genauer beschrieben durch die Anzahl an Betten (#Betten),
eine Angabe

uber den Komfort (ZimmerBeschr) und ein Attribut das angibt, ob in dem
Zimmer Rauchverbot besteht (Raucherstatus). Die Faktentabellen erhalten noch Spalten
f

ur die Anzahl der N

achte die in einem Hotel verbracht werden (#Naechte) und den daf

ur
anfallenden Preis (Preis).
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Eine weitere Dimensionstabelle, die in der Regel jedes Stern-Schema besitzt, ist eine Ta-
belle f

ur die Zeit beziehungsweise f

ur bestimmte Zeitr

aume. Dies beruht auf der Tatsache,
da sehr oft verschiedene Zeitabschnitte miteinander verglichen werden, um Gesch

aftsent-
wicklungen aufzuzeigen. Desweiteren ist es fast immer notwendig, die Daten eines l

angeren
Zeitraumes (zum Beispiel eines Quartals oder eines Gesch

aftsjahres) zusammenzufassen,
um Gesch

aftsberichte oder dergleichen zu verfassen.
Auch das Stern-Schema der Hoteldatenbank erh

alt eine Dimensionstabelle f

ur die Zeit.
Als Attribute dienen das genaue Datum sowie der Wochentag und das Quartal. Das
aus dieser Vorgehensweise resultierende Stern-Schema ist in Abbildung 2.6 zu sehen. Es
handelt sich um ein Viel-Stern-Schema, bei dem die Prim

ar- und die Fremdschl

ussel der
Faktentabellen nicht

ubereinstimmen.
Abreisedatum
HotelNr
KundenNr
Zimmer_Typ_Nr
BestaetigungsNr
Ankunftsdatum
#Naechte
Preis
Belegungstabelle
Abreisedatum
HotelNr
KundenNr
Zimmer_Typ_Nr
BestaetigungsNr
Ankunftsdatum
#Naechte
Preis
Reservationstabelle
Zimmer_Typ_Nr
#Betten
ZimmerBeschr
Raucherstatus
Zimmertabelle
HotelNr
Hotelname
#Zimmer
Strasse
Stadt
Land
PLZ
Hoteltabelle
KundenNr
Kundenname
Strasse
Stadt
Land
PLZ
KreditkartenNr
Kundentabelle
Zeitraumschluessel
Datum
Wochentag
Quartal
...
Zeitraumtabelle
Abbildung 2.6: Reservationssystem einer Hotelkette als Beispiel
2.6 Zusammenfassung
Aufgrund der vielen Vorteile des Stern-Schemas hinsichtlich der Leistungsf

ahigkeit bei der
Beantwortung von Abfragen, der Flexibilit

at bez

uglich Erweiterungen oder Ver

anderun-
gen und des leicht verst

andlichen Aufbaus, ist es hervorragend geeignet, um damit Ent-
scheidungsunterst

utzungs-Systeme zu implementieren. Um die M

oglichkeiten des Stern-
Schemas allerdings voll nutzen zu k

onnen, mu der Entwurf sehr sorgf

altig vorgenommen
werden. Es ist wichtig, da das Schema voll an die zu analysierenden Gesch

aftsabl

aufe an-
gepat ist und alle wichtigen Fakten und Dimensionen beziehungsweise Attribute enth

alt.
Als Literatur zur Erstellung dieser Ausarbeitung dienten [18], [19], [20] und [21].
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Kapitel 3
Mediatoren
Ansgar Zwick
Kurzfassung Ein Instrument zur Integration von heterogenen Informationsquellen ist die Mediator-
Architektur. In dieser Ausarbeitung soll das Konzept von Mediatoren vorgestellt werden. Mediatoren lie-
fern Daten zu einer bestimmten Anfrage. Den Daten mu dabei ein bestimmtes Modell und den Anfragen
eine Anfragesprache zugrunde liegen. Dazu werden im folgenden ein Datenmodell (OEM) und zwei ver-
schiedene Anfragesprachen (MSL und LOREL) vorgestellt. MSL und LOREL sind die Anfragesprachen
der Mediatorsysteme TSIMMIS und MedMaker. MSL ist aber nicht nur Anfragesprache, sondern damit
werden Mediatoren auch speziziert. Welche Probleme dabei auftauchen und wie diese durch MSL unter
Verwendung des Datenmodells OEM gel

ost werden, wird dabei ebenso zur Sprache kommen, wie eine kur-
ze Darstellung der Funktionsweise eines Mediators, der mit MSL speziziert wurde. Im letzten Teil ndet
sich eine Aufwandsabsch

atzung f

ur die L

osung des Problems, ob eine Anfrage beantwortbar ist. Es geht
dabei nicht darum, ob zu einer bestimmten Anfrage Daten lieferbar sind, sondern ob zu einer Anfage,
die keiner Sicht entspricht, eine Kombination von mehreren Sichten angegeben werden kann, die zu der
urspr

unglichen Anfrage expandiert werden k

onnen, und somit die Anfrage realisieren. Es soll dabei vor al-
lem die Vermittlung der Problemthematik im Vordergrund stehen, bevor eine kurze Aufwandsanalyse dazu
erfolgt. Wir werden dabei feststellen, da der Aufwand f

ur die L

osung des Problems polynomial f

ur den
Fall ist, da keine arithmetischen Vergleiche stattnden, und exponentiell f

ur den Fall mit arithmetischen
Vergleichen.
3.1 Mediator-Architektur
Es existieren mehrere Ans

atze zur Integration von heterogenen Informationen. Einer da-
von ist die Mediator-Architektur, die wir am Beispiel einer Universit

at n

aher erl

autern
wollen, wo Informationen auf viele verschiedene Arten gespeichert sein k

onnen:
 Manche der Datenbanken sind relational, andere nicht. Manche Informationen wie-
derum stecken vielleicht nicht einmal in Datenbanken, sondern in einer Tabellenkal-
kulation oder in einer Text-Datei.
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 F

ur die gleiche Information k

onnen verschiedene Typen verwendet worden sein. Z.B.
kann eine Matrikelnummer als Integer oder als String gespeichert sein.
 Die verwendeten Einheiten k

onnen sich unterscheiden: Ein Lohn kann z.B. auf
Stunden- oder auf Monatsbasis, d.h. als Stunden- oder als Monatslohn vorliegen.
 Die Sichtweisen k

onnen dierieren: Z.B. taucht ein Hiwi in einer Lohnliste als Lohn-
empf

anger auf, w

ahrend er im Studentensekretariat als Student gef

uhrt wird.
Ein Weg nun, um solch unterschiedliche Informationsquellen zu integrieren, f

uhrt

uber
Mediatoren, mit denen diverse Anfragen z.B.

uber Studenten an einer Uni bew

altigt
werden k

onnen. Ein Mediator kann dabei seine Informationen aus vorliegenden Quellen
oder von anderen Mediatoren beziehen. Ein sehr einfaches Netzwerk von Mediatoren sehen
wir in Abb. 3.1. (Anmerkung: Werden die Informationen aus den Quellen geholt, dann
wird ein sog. Translator (oder auch Wrapper) dazwischengeschaltet. (Nicht abgebildet))
Mediator
Mediator
QuelleQuelle
Anfrage
Abbildung 3.1: Ein Netzwerk von Mediatoren und Informationsquellen
3.1.1 Anforderungen an ein Mediator-System
Aus Abb. 3.1 lassen sich mehrere Anforderungen ableiten, um ein System von Mediatoren
einfach anlegen und handhaben zu k

onnen:
1. Es mu ein gemeinsames Datenmodell geben, das exibler ist als diejenigen, die in
herk

ommlichen Datenbanken eingesetzt werden. Dieses Datenmodell sollte folgende
Punkte unterst

utzen:
(a) Eine groe Vielfalt an Strukturen, inklusiv verzweigter Strukturen, wie sie in
einemTyp-System

ublicher moderner Programmiersprachen eingesetzt werden.
(z.B. record, array, ...)
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(b) Eine elegante Behandlung fehlender oder verwandter Informationen.
(c) Meta-Informationen, d.h. Informationen

uber die Strukturen selber und die
Bedeutung der gespeicherten Daten.
2. Es mu eine gemeinsame Anfrage-Sprache existieren, die es erlaubt, da
(a) neue Mediatoren hinzugef

ugt werden k

onnen, die die vorhandenen um zus

atz-
liche Funktionalit

at erg

anzen.
(b) neue Quellen hinzugef

ugt werden k

onnen, die den existierenden Mediatoren als
zus

atzliche Informationsquellen dienen k

onnen.
3. Es m

ussen Werkzeuge existieren, um das Erstellen von Mediatoren bzw. Mediator-
Systemen zu vereinfachen.
Im folgenden werden wir zwei Systeme vorstellen, die diesen Anforderungen gen

ugen.
Beide verwenden dabei als Datenmodell das OEM, das in Kap. 3.2 erl

autert wird.
3.2 Object-Exchange Model (OEM)
Wie oben geschildert, ist ein exibles Datenmodell eine der Voraussetzungen f

ur ei-
ne Mediator-Architektur. Das im folgenden vorgestellte OEM (Object-Exchange Model)
erf

ullt alle in Kap. 3.1 gestellten Anforderungen: Zum ersten sind die Daten in OEM
selbstbeschreibend. D.h., da die Bedeutung der Daten den Daten selbst zugef

ugt wer-
den. Zum zweiten werden durch die Flexibilit

at von OEM eine Vielzahl von Strukturen
unterst

utzt. OEM kann als objekt-orientiert angesehen werden, in dem Sinne, da das
fundamentale Konzept von OEM auf Objekten aufbaut. Das Typ-System von OEM ist
sehr elementar. Es sind nur atomare Typen wie string, integer, ... oder der Typ
set erlaubt. Mit diesem System k

onnen aber alle herk

ommlichen Strukturen wie array,
record, ... simuliert werden. Drittens folgt OEM keinem starren Schema, so da feh-
lende oder verwandte Informationen keine Schwierigkeiten darstellen.
3.2.1 OEM Objekte
OID: valuetypelabel
Abbildung 3.2: Ein OEM Objekt
Wie aus Abb. 3.2 ersichtlich, besteht ein OEM Objekt aus vier Komponenten:
1. Object-ID. Eine OID kann ein Ausdruck sein, der die Herkunft eines Objekts angibt.
Oder es kann eine Referenz auf ein Objekt im Arbeitsspeicher sein, die benutzt wird,
um eine Anfrage zu beantworten.
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2. Label. Es beschreibt die Bedeutung eines Objekts. Man k

onnte es als Klasse ansehen,
obwohl es zu einem bestimmten Label keine Aussage

uber Unterobjekte gibt. Es ist
insbesondere nicht festgelegt, wieviele und was f

ur Unterobjekte ein Objekt mit
einem bestimmten Label haben mu. Ein Label sollte einen f

ur einen Menschen
verst

andlichen Ausdruck enthalten, der es einem Benutzer erleichtert, bestimmte
Objekte zu nden. Insofern enth

alt ein Label die gesamte Meta-Information

uber
ein Objekt, was beim OEM selbstbeschreibend genannt wird.
3. Type. Der Typ von value ist entweder atomar (string, integer, ...) oder set.
4. Value ist entweder ein atomarer Wert oder eine Menge von Referenzen auf Objekte.
Wie Objekte zu einer Struktur zusammengef

ugt werden k

onnen, kann man in Abb. 3.3
erkennen. In den folgenden Abschnitten werden wir zwei Mediator-Systeme vorstellen, die
beide OEM als Datenmodell ben

utzen.
set
Student set
Name String IntegerMat.-NrMaier 4711
. . .
Uni-Karlsruhe
Abbildung 3.3: Eine Struktur von OEM Objekten
3.3 TSIMMIS
Der 'Stanford-IBMManager of Multiple Information Sources` kurz TSIMMIS ist eines der
Mediator-Systeme, die zur Zeit entwickeltwerden [22]. TSIMMIS ben

utzt als Datenmodell
OEM und als Anfragesprache die Sprache LOREL. F

ur die Erzeugung von Mediatoren
und Translatoren sollen Werkzeuge zur Verf

ugung gestellt werden, die aber momentan
noch in Entwicklung sind.
3.3.1 LOREL
Die Anfragesprache LOREL k

onnte salopp als 'SQL mit Punkten' beschrieben werden.
Sie ist vor allem entwickelt worden, um

ahnliche Anfragen wie in SQL zu erlauben. Es
soll hier keine genaue Beschreibung dieser Sprache erfolgen, sondern mit einem Beispiel
wollen wir versuchen, ein grobes Bild dieser Sprache zu vermitteln. So k

onnte eine Anfrage
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zu einer Matrikelnummer von Student Maier, die an ein System wie in Abb. 3.3 gestellt
wird, folgendermaen lauten:
select Uni-Karlsruhe.Student.Mat-Nr
where Uni-Karlsruhe.Student.Name = 'Maier'
Ein Ausdruck mit Punkten (Hier z.B. Uni-Karlsruhe.Student.Mat-Nr) stellt dabei einen
Pfad von Labels in der Struktur der OEM-Objekte dar. Man kann sich die Arbeitsweise
dabei folgendermaen vorstellen: Mit obiger Anfrage w

urde nach einem
1
Objekt mit dem
Label Student gesucht, das folgende Bedingungen erf

ullt: Es mu ein Unterobjekt eines
Objekts mit dem Label Uni-Karlsruhe sein. Und es mu ein Unterobjekt mit dem Label
Name und dem Wert 'Maier' besitzen. Wird ein solches Objekt gefunden, dann wird

uber-
pr

uft, ob es ein weiteres Unterobjekt diesmal mit dem Label Mat-Nr besitzt, und wenn
ja, wird dessen Wert als Antwort auf die Anfrage zur

uckgeliefert. Obige Anfrage bezieht
sich auf das Wurzelobjekt mit dem Label Uni-Karlsruhe. Falls mehrere Wurzelobjek-
te verf

ugbar w

aren, dann k

onnte man die gew

unschte(n) Wurzel mit einer from-Klausel
spezizieren. Diese Klausel w

urde wie in SQL zwischen der select- und der where-Klausel
stehen:
select Uni-Karlsruhe.Student.Mat-Nr
from Uni-Karlsruhe
where Uni-Karlsruhe.Student.Name = 'Maier'
LOREL wurde vor allem entwickelt, um SQL-Benutzern einfache Anfragen an eine Me-
diatorarchitektur zu erm

oglichen. Eine andere exiblere Anfragesprache, die auf Pr

adi-
katenlogik basiert und eher im Hinblick auf die Spezikation von Mediatoren entwickelt
wurde, werden wir in Kap. 3.4.1 kennenlernen.
3.4 MedMaker
MedMaker ist wie auch TSIMMIS ein System zur Integration von heterogenen Informa-
tionen, das auf Mediatoren aufbaut [23]. Ebenso wie bei TSIMMIS wird auch hier als
Datenmodell OEM eingesetzt. F

ur Anfragen allerdings, wie auch zur Beschreibung von
Mediatoren, wird die deklarative Sprache MSL eingesetzt, die ein hohes Abstraktionsni-
veau zur Verf

ugung stellt und die im folgenden Abschnitt n

aher erl

autert werden soll.
3.4.1 MSL
Das Ziel ist es, zu einer gegebenen Anzahl von Translatoren (auch wrappers), die OEM
Objekte exportieren, Mediatoren bauen zu k

onnen, um verschiedene Informationen zu
integrieren und zu ordnen. Speziell wird im folgenden von Mediatoren die Rede sein, die
integrierte OEM-Sichten der zugrundeliegenden Informationen zur Verf

ugung stellen. Es
1
Der Einfachheit halber wollen wir hier annehmen, da maximal ein passendes Objekt existiert.
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soll dabei der Aufwand einer harten Codierung von Mediatoren

uber

ussig gemacht wer-
den, indem eine deklarative Hochsprache zur Verf

ugung gestellt wird, mit der Mediatoren
beschrieben werden k

onnen. Wenn der Mediator zur Laufzeit dann eine Anfrage erh

alt,
wird die erforderliche Information von einem 'Mediator Specication Interpreter` (MSI)
entsprechend der Spezikation gesammelt und integriert. Dies l

auft dann

ahnlich ab, wie
das Beantworten einer Anfrage an eine relationale Datenbank. Jedoch f

uhrten die spe-
ziellen Anforderungen zu einer Anzahl von Konzepten, die in bisherigen Sprachen zur
Beschreibung von Sichten nicht vorhanden sind, wie z.B.:
 MSL Mediator Spezikationen sind ohne

Anderung einsatzf

ahig, selbst wenn die zu-
grunde liegenden Informationsquellen (innerhalb eines bestimmten Rahmens) wei-
terentwickelt werden.
 MSL kann mit Unregelm

aigkeiten der Quellen umgehen, ohne zu fehlerhaften oder
unerwarteten Resultaten zu f

uhren.
 MSL kann Informationsquellen integrieren, deren vollst

andige Strukturen nicht be-
kannt sind.
 MSL kann sowohl Werte (values), als auch die Semantik wiedergebende Labels eines
Objekts ver

andern und dadurch semantische Diskrepanz verhindern.
Im n

achsten Abschnitt soll anhand eines Beispiels die Funktionsweise von MSL verdeut-
licht werden.
3.4.2 Beispiel f

ur eine Mediator{Beschreibung mit MSL
In einem etwas gr

oeren Beispiel sollen die Funktionalit

at und insbesondere die Vorteile
von MSL veranschaulicht werden. Wir gehen wieder von einem System aus, das Informa-
tionen

uber die Personen einer Universit

at liefern soll. Es stehen daf

ur zwei Quellen zur
Verf

ugung. Die erste besteht aus einer relationalen Datenbank der Fakult

at Informatik
mit zwei Tabellen folgenden Aufbaus:
angestellter(vorname, zuname, titel, institut)
student(vorname, zuname, mat-nr)
Ein Translator INFO exportiere daraus Informationen als OEMObjekte. Eine Struktur von
OEM Objekten, die INFO liefert, k

onnte folgendermaen aussehen (jede Zeile repr

asentiere
dabei ein OEM Objekt, wobei eine zu einem Objekt geh

orende Objekt-ID durch ein &
eingeleitet werde):
<&a1, angestellter, set, {&v1, &z1, &t1, &i1}>
<&v1, vorname, string, 'Max'>
<&z1, zuname, string, 'Maier'>
<&t1, titel, string, 'Professor'>
<&i1, institut, string, 'Datenbanken'>
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<&a2, angestellter, set, {&v2, &z2, &t2}>
<&v2, vorname, string, 'Harry'>
<&z2, zuname, string, 'Hirsch'>
<&t2, titel, string, 'Doktorand'>
:
:
<&s3, student, set, {&v3, &z3, &m3}>
<&v3, vorname, string, 'Otto'>
<&z3, zuname, string, 'Schmidt'>
<&m3, mat-nr, integer, 1234>
:
:
Weiterhin gebe es eine allgemeine Informationsquelle der Universit

at mit dem Translator
whois, der OEM-Objekte mit folgender Struktur zur Verf

ugung stelle (n

ahere Angaben

uber die Informationsquelle seien hier nicht vorhanden):
<&p1, person, set, {&nm1, &f1, &s1, elm1}>
<&nm1, name, string, 'Max Maier'>
<&f1, fakultaet, string, 'Info'>
<&s1, status, string, 'angestellter'>
<&elm1, e-mail, string, 'maier@info'>
<&p2, person, set, {&nm2, &f2, &s2, &m2}>
<&nm2, name, string, 'Uli Ungut'>
<&f2, fakultaet, string, 'Info'>
<&s2, status, string, 'Student'>
<&m2, mat-nr, integer, '4711'>
:
:
Man beachte, da bei Objekten aus dieser Quelle Unregelm

aigkeiten auftreten k

onnen.
Z.B. enth

alt das Objekt &p1 ein Unterobjekt mit einer e-mail-Adresse, w

ahrend dies bei
dem Objekt &p2 nicht der Fall ist.
Zur Integration der Informationen aus beiden Quellen existiere ein Mediator med, der
auf die beiden Translatoren INFO und whois zugreife und eine Menge von Objekten mit
dem Label 'info-person` zur

uckliefere. Dabei soll jedes 'info-person`-Objekt eine Person
repr

asentieren, die in beiden Quellen vorkommt, und es soll die zugeh

origen Informatio-
nen aus beiden Quellen vereinigen. Da zum Beispiel die Person 'Max Maier` in beiden
Quellen existiert, w

urde der Mediator med die zugeh

origen Informationen kombinieren
und folgendes Objekt liefern:
<&ip, info-Person, {&ipn,&ips,&ipt,&ipi,&ipe}>
<&ipn, name, string, 'Max Maier`>
<&ips, status, string, 'Angestellter`>
<&ipt, titel, string, 'Professor`>
<&ipi, institut, string, 'Datenbanken`>
<&ipe, e-mail, string, 'Maier@info`>
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M

ogliche Probleme
Anhand des vorigen Beispiels werden eine Anzahl von Problemen deutlich:
 Verschiedene Dom

anen der Schemata. In whois besteht der Name aus einem langen
String, der sowohl den Vor- als auch den Nachnamen enth

alt, w

ahrend INFO f

ur einen
Namen zwei Objekte, n

amlich eins f

ur den Vornamen und eins f

ur den Nachnamen,
liefert.
 Schematische Diskrepanz. Die Daten der einen Datenquelle sind die Metadaten der
anderen Quelle: Im Beispiel taucht der Status einer Person (angestellter oder
student) bei whois als Wert auf, weil er ein Teil der Daten war, w

ahrend er bei
INFO als Label (d.h. in den Metadaten) auftaucht, weil er dort Teil des relationalen
Schemas der Datenbank war.
 Schema Evolution. Das Format und der Inhalt von Informationsquellen k

onnen sich
nach einer bestimmten Zeit

andern bzw. weiterentwickelt werden; dies geschieht
dabei oft, ohne da der Entwickler eines Mediators davon erf

ahrt. Z.B. k

onnte bei
einer der beiden obigen Quellen oder bei beiden das Geburtsdatum einer Person
hinzugef

ugt werden oder die e-mail-Adresse k

onnte weggelassen werden. Es ist dann
w

unschenswert, da die Spezikation eines Mediators auf m

oglichst viele solcher

Anderungen unempndlich reagiert. Wenn z.B. das Geburtsdatum hinzugef

ugt oder
weggelassen wird, dann sollte es auch automatisch in der Sicht, die der Mediator
med liefert, hinzugef

ugt oder weggelassen werden, ohne da man die Spezikation
des Mediators

andern mu.
 Unregelm

aigkeiten der Struktur. Die Quelle whois liefert kein regelm

aiges Schema,
was man daran sieht, da bei einer Person als Unterobjekt eine e-mail-Adresse
vorkommt und bei einer anderen nicht. Dies sollte jedoch zu keinem unkontrollierten
Verhalten des Mediators f

uhren.
Die Spezikation des Mediators med.
MSL kann alle angegebenen Probleme l

osen. Bevor wir aber direkt in die genaue Be-
schreibung von MSL einsteigen, wollen wir einfach einmal die Spezikation des Mediators
med in MSL ansehen. Dabei sollte es in etwa deutlich werden, wie MSL durch das hohe
Abstraktionsniveau und die Flexibilit

at von OEM die obigen Probleme l

ost. Die folgende
MSL Spezikation MS1 deniert den oben beschriebenen Mediator med. Die Spezikation
wird dabei in den danach folgenden Abs

atzen genauer erkl

art.
MS1:
Rules:
<info-person {<name N> <status S> Rest1 Rest2}>
:- <person {<name N> <fakultaet 'INFO`> <status S> | Rest1} > @whois
AND decomp(N, VN, ZN)
AND <S {<vorname VN> <zuname ZN> | Rest2} > @INFO
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External:
decomp(string, string, string) (bound, free, free)
impl by name_to_vnzn
decomp(string, string, string) (free, bound, bound)
impl by vnzn_to_name
Wie wir sehen besteht eine Spezikation eines Mediators aus Prolog-

ahnlichen Regeln,
welche die Sicht denieren, die ein Mediator zur

uckgeben soll. Jede Regel (im obigen
Beispiel gibt es nur eine Regel) besteht aus einem Kopf und einem Rest, die durch das
Symbol :- getrennt werden. Der Kopf beschreibt dabei die Objekte der Sicht, die ein
Mediator liefert. Im Rest der Regel ndet man die Beschreibung der Objekte, die aus den
Quellen extrahiert werden sollen.
In den Informationsquellen (in unserem Beispiel INFO und whois) wird nach Objekten
gesucht, die zum Rest der Regel passen, und bei passenden Objekten werden die entspre-
chenden Variablen gebunden (Variablen beginnen immer mit einemGrobuchstaben (z.B.
N, S, VN)). Mit diesen Bindungen werden dann die Objekte, die zur

uckgeliefert werden
sollen, entsprechend dem Kopf der Regel gebildet.
Um die virtuellen Ergebnisobjekte der Sicht eines Mediators zu erzeugen, kann man sich
Mustervergleiche vorstellen. Die Spezikation beruht auf Mustern der Form <object-id,
label, type, value>, was dem Aufbau von OEM-Objekten entspricht. Dies ist nahe-
liegend, da ja OEM als Datenmodell eingesetzt wird. An jede Position kann entweder
eine Konstante oder eine Variable gesetzt werden. Unwichtige Positionen k

onnen auch
weggelassen werden. Wenn eine Position fehlt, wird dabei angenommen da es type ist,
wenn es zwei sind, m

ussen es type und object-id sein. Dann sind nur noch Label und value
ausschlaggebend.
Wird im Rest der Regel keine object-id angegeben, dann bedeutet das, da sie f

ur die
Suche nach Objekten unwichtig ist. Wird dagegen im Kopf der Regel keine angegeben,
dann heit dies, da es uninteressant ist, welche object-ids der Mediator f

ur die generierten
Objekte ben

utzt.
Im folgenden soll anhand von obigem Beispiel dargestellt werden, wie ein Mustervergleich
eines Mediators arbeitet. Wenn z.B. ein label (oder value)-Feld im Rest einer Regel eine
Konstante enth

alt, dann werden aus den Quellen nur Objekte herangezogen, die an die-
ser Position mit der Konstante

ubereinstimmen. In unserem Beispiel werden durch den
Ausdruck <fakultaet 'INFO`> nur Objekte akzeptiert, die das Label fakultaet und den
Wert (value) 'INFO` besitzen. Wenn ein Feld andererseits eine Variable enth

alt, werden
alle OEM Objekte herangezogen, aber gleichzeitig wird die Variable jeweils an den Wert
des speziellen Objekts gebunden. Z.B. w

urde das Muster <name N> folgende Objekte ak-
zeptieren: <&1, name, string, 'Tom`> oder <&2, name, string, 'Max`>, wobei die
Variable N jeweils an 'Tom` oder 'Max` gebunden w

urde.
Schauen wir uns einmal das Muster
<person {<name N> <fakultaet 'INFO`> <status S> | Rest1} > @whois}
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genauer an. Hiermit wird nach Objekten gesucht, die das label 'person` besitzen. Fer-
ner m

ussen diese Objekte folgende Unterobjekte haben: Ein Unterobjekt mit dem label
'name`, an dessen Wert die Variable N gebunden wird, ein Unterobjekt mit dem label
'fakultaet` und dem Wert 'INFO` und ein Unterobjekt mit dem label 'status`, an dessen
Wert die Variable S gebunden wird. Die Variable Rest1 wird dabei an die

ubrigen Un-
terobjekte gebunden, falls vorhanden. In unserem Beispiel w

urde damit u.a. das Objekt
&p1 akzeptiert werden. Die Variable N w

urde dann an 'Max Maier` und die Variable S
an 'Angestellter` gebunden werden, und Rest1 w

urde die restlichen Unterobjekte

uber-
nehmen, also an f<&elm1, e-mail, string, 'Maier@info`>g gebunden werden. Wir
werden diese Bindungen im folgenden b
w;1
nennen. Es k

onnen auch andere Objekte ak-
zeptiert werden, wie z.B. in unserem Fall das Objekt &a2. Selbstverst

andlich sind dann
die Variablen an entsprechend andere Werte gebunden.
Auf dieselbe Weise wird nun die Quelle INFO aufgrund des Musters
<S {<vorname VN> <zuname ZN> | Rest2} > @INFO
nach passenden Objekten durchsucht. Dabei werden bei Erfolg die Variablen S, VN, ZN,
Rest2 an entsprechende Werte gebunden. Es w

urde z.B. das Objekt &a1 akzeptiert mit
den Bindungen von S an 'Angestellter`, VN an 'Max`, ZN an 'Maier`, und Rest2 an f<&i1,
institut, string, 'Datenbanken'>g . Diese Bindungen wollen wir b
c;1
nennen.
Im n

achsten Schritt m

ussen nun die verschiedenen Bindungen im Rest der Regel des Me-
diators miteinander verglichen werden. Wir nennen eine Bindung b
w;i
aus whois passend
zu einer Bindung b
c;i
aus INFO, wenn beide Bindungen f

ur gemeinsame Variablen (in
diesem Falle R)

ubereinstimmen. Die Bindungen b
w;1
und b
c;i
w

urden also 'zueinander
passen`, da bei beiden die Variable S an 'Angestellter` gebunden ist. (F

ur ein g

ultiges Er-
gebnisobjekt m

ussen allerdings nat

urlich noch die Bindungen von decomp ber

ucksichtigt
werden.)
Externe Pr

adikate
Der Vergleich zwischen einem Namen und einem Vor- und einem Zunamen wird in dem
Pr

adikat decomp(N, VN, ZN) vorgenommen. Im Prinzip k

onnen wir uns decomp als ein
Pr

adikat vorstellen, das WAHR zur

uckgibt, wenn N einer Zusammensetzung aus einem
Vornamen VN und einem Zunamen ZN entspricht. In der Praxis ist decomp jedoch durch
zwei Funktionen name-to-lnfn und lnfn-to-name realisiert. Diese Funktionen k

onnen
in einer beliebigen Programmiersprache implementiert sein. Der Sinn von zwei Funktio-
nen liegt in unserem Fall in einer optimierten Ausf

uhrungszeit. Wird n

amlich decomp mit
einem Gesamtnamen aufgerufen, dann gibt die Funktion name-to-lnfn einen Vor- und
einen Zunamen zur

uck. Und umgekehrt kann lnfn-to-name einen Gesamtnamen berech-
nen. W

urde decomp als Pr

adikat mit drei gebundenen Variablen realisiert werden, dann
m

uten um z.B. einen Gesamtnamen zu einem Vor- und Zunamen zu nden, alle Objekte
aus INFO nach einem passenden Gesamtnamen durchsucht werden. Durch die Funktion
lnfn-to-name wird jedoch zu einem Vor - und Zunamen sofort ein Gesamtname konstru-
iert, ohne da man suchen mu.
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3.4.3 Anfragen in MSL
Wir haben nun gesehen, wie mit MSL ein Mediator speziziert werden kann. Doch MSL
ist zugleich auch eine einfache und m

achtige Anfragesprache. Eine Anfrage in MSL k

onnte
z.B. lauten:
MM :- MM:<info-person {<name 'Max Maier`>} > @med
Wir erkennen, da der Ausdruck info-person f<name 'Max Maier`>g dieselbe Syntax
und Semantik verwendet, die auch f

ur die Denition von Sichten in den Regeln eingesetzt
wird. Neu ist allerdings die Objekt-Variable MM im Rest der Regel. Diese Variable wird
an ein ganzes Objekt gebunden. Der Operator : schr

ankt aber dabei die Objekte auf
'info-person`-Objekte ein, die ein Unterobjekt 'name` mit dem Wert Max Maier besitzen.
Der Kopf bestimmt, da jedes Objekt, das MM bindet, dem Ergebnis hinzugef

ugt wird.
Im Gegensatz zur Mediator-Spezikation, wo MSL auch eingesetzt wird, werden hier aber
keine virtuellen sondern 'reale` Objekte erzeugt und dem Benutzer zur Verf

ugung gestellt.
3.5 Beantwortbarkeit von Anfragen
In vorigen Abschnitt haben wir an einem Beispiel gesehen, wie in MSL Mediatoren spe-
ziziert werden. Nun wollen wir wissen, wie hoch grunds

atzlich der Aufwand in logi-
schen Sprachen ist (wozu auch MSL geh

ort) um herauszunden, ob eine Anfrage, die mit
Mustervergleichen gel

ost wird, beantwortbar ist. Beantwortbar heit hier nicht, da ent-
sprechende Daten in den Quellen vorhanden sind und gefunden werden, sondern da die
Anfrage expandierbar ist, bzw. eine g

ultige L

osung f

ur die Anfrage existiert. Entspricht
die Anfrage einer Sicht, dann ist sie trivialerweise beantwortbar. Entspricht die Anfrage
keiner Sicht, dann ist es in logik-basierten Sprachen unter bestimmten Umst

anden trotz-
demm

oglich, die Anfrage zu beantworten. Ob dies m

oglich ist, kann allerdings nicht sofort
angegeben werden. Doch dazu mehr in den n

achsten Abschnitten. Wir werden dabei im
folgenden annehmen, da Pr

adikate

uber die zu integrierenden Informationen denierbar
sind. (Anmerkung: Sowohl MSL als auch LOREL k

onnen zum groen Teil als Pr

adika-
tenlogik interpretiert werden.)
3.5.1 Beispiel
Eine Informationsquelle sei in irgendeiner Form als Genealogie gegeben (d.h. es gibt 'El-
tern` und 'Kinder`, und wenn ein Element a ein Kind eines Elements b ist, so gilt, da
b sich unter den Eltern von a benden und umgekehrt), und es gebe nur zwei Anfra-
gen, die an die Informationsquelle gestellt werden k

onnen: (Es soll uns hier nicht weiter
interessieren, warum dies so ist, aber es kann daf

ur durchaus Gr

unde geben. s. [24])
1. Irgendein Element a sei gegeben, nde die Eltern von a.
2. Finde alle Elemente, die Eltern (in der Struktur der Informationsquelle) haben.
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Und obwohl nur diese zwei Anfragemuster existieren, ist es doch m

oglich, die Anfrage A
'Finde die Groeltern eines Elements a` zu beantworten, n

amlich durch:
i. Finde die Menge P aller Eltern von a mittels Anfrage (1).
ii. Finde f

ur jedes Element p in der Menge P die Eltern mittels Anfrage (1).
iii. Vereinige die Mengen aus (ii) und gib die Vereinigung als Antwort auf die
Anfrage A zur

uck.
a P
(1) (1)
Abbildung 3.4: Die Suche nach den Groeltern
Nun wollen wir die Anfrage B 'Finde die Enkelkinder eines Elements g` beantworten. Wir
ben

otigen dazu sowohl Anfrage (1) als auch (2):
i. Finde alle Elemente mittels (2).
ii. Finde die Eltern aller Elemente aus (i) mittels (1).
iii. Finde die Eltern aller Elemente aus (ii) mittels (1).
iv. Ermittle alle Elemente, von denen in (iii) herausgefunden wurde, da sich
das Element g unter den Groeltern bendet.
Dies ist eine sehr teure Strategie, aber die beste unter den gegebenen Umst

anden, d.h.
den gegebenen Anfragen (1) und (2).
(1) (1)(2)
g
Abbildung 3.5: Die Suche nach Enkeln
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3.5.2 Formales Modell
Wir wollen nun ein allgemeines formales Modell aufstellen, um Anfragen der Art wie im
vorigen Beispiel handhaben zu k

onnen, und stellen an dieses Modell folgende Forderungen:
1. Es gebe bestimmte Pr

adikate, die den Anfragen zur Verf

ugung stehen. Diese Pr

adi-
kate sollen aus dem Modell stammen, das den zu integrierenden Informationen zu-
grunde liegt. In unserem Beispiel w

are parent(C,P) ein solches Pr

adikat.
2. Wir nehmen an, da es gewisse Anfragemuster (query templates) gibt, auch Sichten
(views) genannt. Eine Sicht (genauer die Regel, die die Sicht realisiert) besteht
aus einem Kopf und einem Rest. (Man vergleiche dies mit der Sprache MSL in
Kap. 3.4.1, wo Sichten auf dieselbe Weise deniert werden.) Ein Kopf hat folgende
Komponenten:
(a) Ein Pr

adikat, das die Sicht beschreibt,
(b) Argumente des Pr

adikats und
(c) ein Bindungsmuster (binding pattern oder adornment), das angibt, welche Ar-
gumente des Pr

adikats gebunden sein sollen (und damit als Parameter f

ur die
Anfrage dienen) und welche Argumente frei sind (und damit die Antwort der
Anfrage enthalten).
Im allgemeinen Fall kann der Rest einer Sicht irgendein Programm sein, das eine L

osung
der Anfrage mittels den zu Verf

ugung stehenden Pr

adikaten ermittelt.
Aber zur

uck zu unserem Beispiel. Zu den zwei Anfragen, die unser genealogisches System
zur Verf

ugung stellt, formulieren wir zwei Sichten (wie erw

ahnt werden die Parameter einer
Anfrage zu gebunden Variablen einer Sicht, und die freien Variablen sind Platzhalter f

ur
die Antwort der Anfrage):
 Zur Anfrage (1) die Sicht: v
bf
1
(C,P) :- parent(C,P)
 und zu (2) die Sicht: v
f
2
(C) :- parent(C,P)
Wobei ein hochgestelltes bf bedeutet, da die erste Variable gebunden (bound) und die
zweite frei (free) ist. Beispielsweise w

urde b f

ur 'frei,frei,gebunden` stehen. Die zwei
obigen Sichten k

onnten z.B. durch einen Translator erbracht werden.
Anfragen
Eine Anfrage wird genau wie eine Sicht formuliert. D.h. mit einem Kopf, einem Bindungs-
muster f

ur den Kopf und mit einem Rest

uber die Pr

adikate, die die Informationsquelle
beschreiben. Unser Beispiel zur Ermittlung der Groeltern eines Elements w

urde man
folgendermaen notieren:
grandparents
bf
(C,G) :- parent(C,P) & parent(P,G)
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Das Argument C ist also gebunden und enth

alt das Element, dessen Groeltern wir suchen,
w

ahrend G die zu ndenden Groeltern repr

asentiert, die nach dem Programm im Rest
zu ermitteln sind. Falls wir das Bindungsmuster umdrehen, wird die Variable G gebunden
und die Variable C frei, was die Anfrage nach den Enkeln eines Elements ausdr

uckt:
grandchildren
fb
(C,G) :- parent(C,P) & parent(P,G)
G

ultige L

osungen
Eine Anfrage wird beantwortet durch ein Programm, das Sichten ben

utzt um Informatio-
nen aus der externenWelt zu erhalten, wobei vor

ubergehend interne Daten produziert wer-
den k

onnen, arithmetische Vergleiche eingesetzt und Pr

adikate verwendet werden k

onnen,
die unabh

angig von den Informationsquellen sind. Da also die Anfragen aus verkn

upften
Pr

adikaten bestehen, jedoch durch verkn

upfte Sichten (die durch Pr

adikate deniert sind)
beantwortet werden m

ussen, ist eine Anfrage nur beantwortbar, wenn es eine Kombinati-
on von Sichten gibt, deren Expansion

aquivalent zu der urspr

unglichen Anfrage ist. Diese
Kombination von Sichten nennen wir 'L

osung`. Wir werden dabei im folgenden annehmen,
da die L

osungen der Anfragen konjunktive Ausdr

ucke sind in der Form von Chandra und
Merlin [1977] (s. [25]), oder Programme, die konjunktiv verkn

upfte Sichten ben

utzen (man
erinnere sich, da jede Sicht in unserem Sinne ein Pr

adikat mit einem Bindungsmuster
ist.) F

ur eine g

ultige L

osung in unserem Sinne werden folgende Forderungen erhoben:
1. Wenn in einem Unterausdruck U
i
eine Variable in einem Pr

adikat laut Bindungs-
muster gebunden sein mu, dann mu diese Variable entweder schon im Kopf der
Regel als gebundene Variable vorkommen, oder sie mu in einem Pr

adikat in einem
der ersten i-1 Unterausdr

ucke (gebunden oder frei) auftauchen.
2. Die Expansion der L

osung (in der jeder Unterausdruck durch den Rest einer Sicht
ersetzt wird) mu zur gegebenen Anfrage

aquivalent sein.
Wenn wir unser Beispiel betrachten mit der Sicht v
bf
1
und der Anfrage grandparents
bf
,
dann ist eine g

ultige L

osung:
grandparents
bf
(C,G) :- v
bf
1
(C,P) & v
bf
1
(P,G)
Diese L

osung erf

ullt unsere Forderung (1) bez

uglich der Bindungsmuster, da die im er-
sten Unterausdruck gebundene Variable C im Kopf gebunden wird, und da die im zweiten
Unterausdruck gebundene Variable P im ersten Unterausdruck auftaucht (und damit ge-
bunden wird).
Um Forderung (2) zu

uberpr

ufen m

ussen wir die L

osung expandieren, d.h. die Sichten
durch ihre Denitionen (genauer den Rest der Denitionen) ersetzen.
Wenn wir also v
bf
1
entsprechend durch den Rest der zugeh

origen Denition ersetzen (wo-
bei selbstverst

andlich die Variablen angepat werden m

ussen) gelangen wir zu folgender
Expansion:
grandparents
bf
(C,G) :- parent(C,P) & parent(P,G)
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Wie wir sehen ist dieser Ausdruck identisch zu der entsprechenden urspr

unglichen Anfrage
und darum

aquivalent zu jener Anfrage. Wir stellen fest, da beide Forderungen erf

ullt
sind.
Nun wollen wir eine L

osung zu der Anfrage nach den Enkeln nden. Folgende L

osung ist
nicht g

ultig:
grandchildren
fb
(C,G) :- v
bf
1
(C,P) & v
bf
1
(P,G)
Sie ist ung

ultig, weil die im ersten Unterausdruck gebundene Variable C im Kopf nicht
gebunden wird. Es hilft auch nichts, die Unterausdr

ucke v
bf
1
(C,P) und v
bf
1
(P,G) zu ver-
tauschen, da dann die Variable P nicht im Kopf gebunden wird.
Wir k

onnen jedoch unter Verwendung der Sicht v
f
2
eine g

ultige L

osung konstruieren:
grandchildren
fb
(C,G) :- v
f
2
(C) & v
bf
1
(C,P) & v
bf
1
(P,G)
In diesem Fall ist es nicht n

otig, da die im ersten Unterausdruck vorkommende Variable
C im Kopf gebunden wird, da sie in v
f
2
frei vorkommt. Andererseits bindet der erste
Unterausdruck die Variable C, was f

ur den zweiten Unterausdruck wichtig ist. Auch der
dritte Unterausdruck stellt sich unserer Forderung (1) bez

uglich der Bindungen nicht in
den Weg. Es ist auch nicht relevant, da die dort freie Variable G im Kopf gebunden wird.
Wenn wir nun noch expandieren kommen wir zu folgendem Ergebnis:
grandchildren
fb
(C,G) :- parent(C,X) & parent(C,P) & parent(P,G)
Man beachte, da lokale Variablendenitionen bei der Expansion bei Bedarf durch neue
lokale Variablen ersetzt werden m

ussen, um Kollisionen zu vermeiden (z.B. ist die Variable
X eine neue lokale Variable). Diese Expansion ist nicht identisch mit der urspr

unglichen
Anfrage, aber man erkennt, da sie

aquivalent sind. Der erste Unterausdruck unserer
L

osung war n

otig, um die Forderung (1) bez

uglich der Bindungen zu erf

ullen, aber wenn
man die expandierte L

osung mit der urspr

unglichen Anfrage vergleicht, sieht man, da
nach der Expansion der Ausdruck parent(C,X) redundant ist.
Arithmetische Vergleiche
Man kann sowohl Sichtdenitionen als auch L

osungen um konjunktive Anfragen erwei-
tern, die in Unterausdr

ucken den arithmetischen Wert zweier Variablen vergleichen. Die
Forderungen zur G

ultigkeit einer L

osung werden dabei nicht ver

andert. Allerdings kommt
eine Forderung hinzu: Wenn in einem Unterausdruck ein Vergleich der Form X < Y vor-
kommt, dann mu gew

ahrleistet sein, da sowohl X als auch Y entweder im Kopf oder in
einem der vorangegangenen Unterausdr

ucke gebunden werden.
3.5.3 Aufwandsabsch

atzung
Die fundamentale Frage lautet: Wenn es eine Menge von Sichten und eine Anfrage gibt,
gibt es dann eine L

osung f

ur die Anfrage unter Verwendung der Sichten ? Wenn die
Sichten, die Anfrage und die L

osung konjunktive Ausdr

ucke sind ohne arithmetische Ver-
gleiche, dann kann ein Entscheidungsalgorithmus angegeben werden und gezeigt werden,
da dieses Problem NP-vollst

andig ist.
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Dieses Problem ist nicht trivial. Es kann einfach nachgewiesen werden, ob die Forderung
(1) bez

uglich der Bindungen erf

ullt ist und ob zwei konjunktive Anfragen

aquivalent sind
(beide Probleme liegen in NP), aber man kann nicht direkt eine Obergrenze zum Finden
einer L

osung zu einer bestimmten Anfrage angeben.
Lemma: Q sei eine konjunktive Anfrage (mit einem Bindungsmuster) mit n Unteraus-
dr

ucken und m verschiedenen Variablen. Weiterhin gebe es eine Menge von Sichten, die
aus konjunktiven Anfragen mit einem Bindungsmuster f

ur den Kopf bestehen. Wenn es
dann eine L

osung in unserem Sinne (d.h. aus konjunktiven Anfragen) gibt, dann gibt es
eine L

osung mit h

ochstens m+n Unterausdr

ucken unter Verwendung von h

ochstens m
verschiedenen Variablen. (Der ausf

uhrliche Beweis dazu ist in [24] zu nden.)
Mit diesem Lemma l

at sich nun folgendes Theorem aufstellen:
Theorem: Es seien Sichten gegeben, die durch konjunktive Anfragen und einem Bin-
dungsmuster deniert sind, und es gebe eine Anfrage desselben Typs. Dann existiert ein
nicht-deterministischer Algorithmus mit polynomialem Aufwand, der entscheidet, ob zu
der gegebenen Anfrage eine L

osung aus den gegebenen konjunktiven Sichten existiert,
und wenn ja, diese L

osung angibt.
Verwendet man in der Anfragesprache zus

atzlich arithmetische Vergleiche, so l

at sich
allerdings nur noch ein Algorithmus mit exponentiellem Aufwand angeben. (s. [24])
Es bleibt anzumerken, da ein polynomialer Aufwand f

ur Anfragen ohne arithmetische
Vergleiche hoch erscheinen mag. Hierzu mu jedoch gesagt werden, da dies trotzdem als
positives Ergebnis gewertet wird, da Anfragen meistens ziemlich kurz sind, der Aufwand
aber auf alle F

alle nie h

oher als polynomial ist.
3.6 Zusammenfassung
In dieser Ausarbeitung haben wir das Konzept einer Mediatorarchitektur kennengelernt.
Hierbei ist es durch vielf

altige Kombinationen von Mediatoren m

oglich, heterogene In-
formationen zusammenzuf

uhren und auszuwerten. Als Schnittstelle zu den eigentlichen
Informationsquellen werden dazu sog. Translatoren (auch wrappers) eingesetzt. Zur For-
mulierung von Anfragen an einen Mediator (entweder durch einen Benutzer oder einen
anderen Mediator) ist eine Anfragesprache n

otig. Hierzu wurde die SQL-nahe Sprache
LOREL und die auf Pr

adikatenlogik basierende Sprache MSL vorgestellt, wobei letztere
auch zur Spezikation von Mediatoren eingesetzt werden kann. Genauer gesagt kann mit
MSL eine sog. Sicht deniert werden, die ein Mediator liefern soll. Es wurde gezeigt, da
unter bestimmten Umst

anden aber auch Anfragen beantwortet werden k

onnen, die kei-
ner vorhandenen einzelnen Sicht entsprechen. Und es wurde eine Aufwandsabsch

atzung
gegeben f

ur das Feststellen, ob eine solche Anfrage durch das konjunktive Verkn

upfen
mehrerer vorhandener Sichten beantwortbar ist. Ohne arithmetische Ausdr

ucke war die-
ser Aufwand polynomial und mit arithmetischen Ausdr

ucken exponential. Letztendlich
ist damit auch eine Grundlage einer Aufwandsabsch

atzung gegeben f

ur das m

ogliche au-
tomatische Erstellen von Translatoren.
Kapitel 4
Datenintegration durch
automatische Daten-/Schemaanalyse
Hans-J

org Fischer
Kurzfassung An dieser Stelle wird auf das Problem der Daten- und Schemaanalyse eingegangen und
f

ur beide Teilprobleme Algorithmen vorgestellt. Bei der Schemaanalyse wird hierbei auf das CANDIDE-
Datenmodell zur

uckgegrien, das die M

oglichkeit bietet, auch komplexere semantische Eigenschaften ab-
zubilden. Das Problem der Datenanalyse wird im Kontext mit relationalen Datenbanken betrachtet, wobei
die Sorted Neighborhood Methode vorgestellt wird.
4.1 Einleitung
Die Notwendigkeit der Datenintegration kann durch eine Vielzahl von Anwendungen,
insbesondere auch beim Data-Warehousing entstehen: es ergibt sich die Notwendigkeit,
mehrere v

ollig unabh

angig voneinander modellierte Datenbanken zu einer zusammenzu-
fassen. Meist wurde beim Entwurf dieser Quelldatenbanken nicht nur ganz unterschied-
liche Schwerpunkte bez

uglich der Datenrepr

asentation gesetzt, sondern auch auf v

ollig
verschiedene Datenmodelle zur

uckgegrien.
Ideal w

are eine selbstt

atig ablaufende Integration der verschiedenen Datenbanken. Nach
obiger Problemstellung ist aber einleuchtend, da man dieses Ziel sicher nicht erreichen
wird; daf

ur ist die Semantik gegebener Objekte beispielsweise in einer relationalen Daten-
bank nur unzureichend dargestellt. Es ist im Integrationsproze nicht m

oglich, aus den
Daten und den Schemainformationen genug Schl

usse zu ziehen, um die Datenschemata der
Quelldatenbanken vollst

andig in Relation zueinander zu stellen und eine Datenintegration
durchzuf

uhren.
Daher wird man vielmehr versuchen, den Benutzer sinnvoll einzubinden: beispielweise
kann das System anhand der gegebenen Daten Vorschl

age zur Schemaintegration ausar-
beiten, bei denen der Benutzer eine Wertung vornimmt. Auf jeden Fall wird ein manuelles
Eingreifen notwendig sein.
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An dieser Stelle wird die in [27] vorgestellte Methode der Schemaintegration eingegangen
und bez

uglich der Datenintegration auf die in [26] beschriebenen Vorgehensweisen zur

uck-
gegriffen. Hierbei wird unter anderem auf das CANDIDE Datenmodell bei der Schemain-
tegration und auf die Sorted Neighborhood-Methode zur Durchf

uhrung der Datenintegra-
tion eingegangen.
4.2 Integrationsproze
Der hier vorgestellte Integrationsproze gliedert sich in drei wesentliche Teile, wie sie in
Abb. 4.1 veranschaulicht werden.
Erstellung eines
Kanonischen Datenmodells
Datenbank Datenbank Datenbank
Schemaintegration
Datenintegration
Datenbank
Benutzer
...
Abbildung 4.1: Ablauf der Datenbankintegration
Zuerst werden die Schemata der Quelldatenbanken in das Kanonische Datenmodell

uber-
f

uhrt, um einheitlich im weiteren Verlauf des Prozesses die Beziehungen zwischen den
Datenbanken herausarbeiten zu k

onnen.
Daran schliet sich die Schemaintegration an, die die Schemata zusammenf

uhrt und dabei
auf eine gegebene Menge von Axiomen zur

uckgreift, die an dieser Stelle nicht weiter vorge-
stellt werden soll. Bei der Datenintegration wird versucht, mehrfach gegebene Datens

atze
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als solche zu erkennen und diese dann zusammenzuf

uhren. Diese beiden Teilprozesse ha-
ben unmittelbaren Einu aufeinander, da beispielsweise durch das Zusammenf

uhren von
Datens

atzen durchaus neue Informationen

uber die gegebenen Schemata gewonnen wer-
den k

onnen und damit das Ergebnis der Schemaintegration nochmals

uberarbeitet werden
mu.
4.3 Kanonisches Datenmodell
Wie bereits angesprochen ist es notwendig, alle Datenbanken einheitlichmit einem Schema
darzustellen. Dabei greift man auf das Kanonische Datenmodell zur

uck. Es dient dann im
weiteren als Grundlage f

ur die Schemaintegration.
Aus diesem Vorgehen lassen sich unmittelbar mehrere Forderungen an das Kanonische
Datenmodell ableiten:
 Es mu in dem Sinn vollst

andig sein, da alle in den Quelldatenbanken modellierten
Eigenschaften erhalten bleiben. Ansonsten ist davon auszugehen, da die Quelldaten
in der neuen einheitlichen Datenbank nicht richtig bzw. vollst

andig dargestellt sind.
 Es sollte minimal sein, um die weitere Analyse zu vereinfachen, d. h. jedes Attri-
but mit allen seinen Eigenschaften l

at sich auf genau eine Art darstellen. Anders
ausgedr

uckt ist das Datenmodell nicht redundant.
 Es mu Klassen- und Attributhierarchien darstellen k

onnen, um die im weiteren
dargestellte Vorgehensweise der automatischen Schemaanalyse zu unterst

utzen.
Exemplarisch soll hier eine Untermenge des CANDIDE Modells vorgestellt werden.
4.3.1 Einf

uhrung in das CANDIDE Modell
CANDIDE geh

ort zur Familie der KL-ONE Systeme und ist im wesentlichen eine Er-
weiterung des KANDOR Wissens-Repr

asentations-Systems. Bereits aufgrund dieser Ver-
wandtschaft kann man davon ausgehen, da CANDIDE vielf

altige M

oglichkeiten beim
semantischenModellieren bietet, da Wissens-Repr

asentations-Systeme diesbez

uglich hohe
Anforderungen stellen.
Wesentlich bei diesem Datenmodell sind Klassen und Attribute, die beide je in einer von
einander unabh

angigen Hierarchie verwaltet werden.
Klassen haben eine beliebige Anzahl von Basisklassen. Eine Klasse besitzt hierbei min-
destens die Eigenschaften aller ihrer Basisklassen; insbesondere besitzt sie immer eine
Menge von Attributen, die eine Obermenge der Vereinigung der Attributmengen aller
ihrer Basisklassen ist. Am Kopf der Hierarchie steht hierbei Thing als allgemeinste Re-
pr

asentation ohne Attribute.
Ein Attribut hat h

ochstens ein Basisattribut. Jedes Attribut impliziert sein Basisattribut,
d. h. da ein gegebenes Attribut bez

uglich seiner Eigenschaften wie Wertebereich usw. als
Spezialisierung seines Basisattributes gesehen werden kann. Die Wurzel der Hierarchie ist
hierbei Top. Desweiteren kann an ein Attribut weitere Bedingungen gestellt sein:
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max n : Das Attribut kann h

ochstens n Werte aus einem Wertebereich annehmen.
some n : Es gibt mindestens n Werte, jeder davon geh

ort zu einem bestimmten Werte-
bereich.
Dieser Operator entspricht dem Existenzquantor.
exactly n : Es gibt genau n Werte eines Wertebereichs. exactly ist hierbei eine Kombi-
nation von max und some.
all: Alle Werte des Attributes m

ussen zu einem bestimmten Wertebereich geh

oren.
Somit entspricht dieser Operator dem Allquantor.
Wertebereiche k

onnen als Klassenname gegeben sein (class <Klassenname >, oder aber
als string, integer, real, oder mittels Konstruktoren wie range (Angabe eines Intervalls

uber integer oder real), set A (Menge), setdif A B (Menge AnB) und composite
A B (Menge A [B).
Dieser sehr hohe Detaillierungsgrad, mit denen Datenbanken in CANDIDE modelliert
werden k

onnen, sind eine wesentliche Voraussetzung f

ur die automatische Schemaanalyse:
die Menge der Schl

usse, die man bei diesem Proze ziehen kann, stehen unmittelbar mit
dem semantischen Reichtum des Datenmodells in Zusammenhang.
Beispiel
Im folgenden ist beispielhaft das

Uberf

uhren einer Tabelle einer relationalen Datenbank
in ein entsprechendes CANDIDE Modell dargestellt.
Gegeben ist die Tabelle Employee:
Name SocialSecurity Departement Salary
George Fitzgerald 9374848 Financial 695.40
William Riker 1701170 Ingeneering 913.40
John Miller 8733769 Financial 1112.60
Durch automatische Schema

uberf

uhrung w

urde sich bei einer m

oglichen Herangehenswei-
se folgende CANDIDE Denition ergeben:
class Employee defined
superclass Thing
Name : all string
SocialSecurity : all integer range (1701170, 9374848)
Departement : all string
Salary : all real range (695.40, 1112.60)
Die Tabelle wird somit durch eine Klasse dargestellt. Desweiteren hat das System versucht,
die Denitionsbereiche der Daten bei den integer Feldern festzulegen.
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Bei den Feldern Name und Departement war das nicht m

oglich, da auch innerhalb der
relationalen Datenbank keine weiteren Informationen zur Verf

ugung standen.
Die Felder SocialSecurity und Salary wurden einfach

uber ihren Wertebereich, der sich
aus den gegebenen Daten der Quelldatenbank ergeben hat, deniert. An dieser Stelle nun
ist ein Eingri des Benutzers notwendig, da diese Bereiche so nicht stimmen. Statt dessen
wird man dem System mitteilen, da das Feld SocialSecurity genau sieben Stellen
haben mu und Salary zwischen (0, infty) liegt.
4.4 Schemaintegration
Betrachten wir nun den zweiten Schritt des Prozesses, die Schemaintegration. Sie l

auft
wie in Abb. 4.2 dargestellt ab und gliedert sich somit in drei Teile.
Schemaanalyse
Klassenintegration
Restrukturieren
Benutzer
Abbildung 4.2: Ablauf der Schemaintegration
Als Ergebnis der Schemaanalyse erh

alt man ein globales Attributschema, in dem die
Quellschemata aufgehen. Hierbei sind insbesondere die Relationen der einzelnen Attribute
zueinander von Bedeutung.
Im zweiten Schritt dieses Teilprozesses werden die Klassen herausgearbeitet. In dem hier
vorgestellten Ablauf ist dieser Proze vollst

andig automatisiert. Man kann jedoch auf das
Ergebnis im folgenden dritten Schritt, beim Restrukturieren, einwirken und als Benutzer

Anderungen einbringen.
Formal denieren wir RWS(U) als gew

unschte Semantik unseres Universums U =
U(C;A). Weiter sei RWAS(a) die Semantik eines Attributes a 2 A und RWCS(c) die-
jenige einer Klasse c 2 C.
Sei c
i
mit 1  i  n eine Aufz

ahlung aller Klassen in C und entsprechend a
j
mit 1  j  m
eine Aufz

ahlung aller Attribute aus A. Dann gilt
RWS(U) = fRWCS(c
i
)g [ fRWAS(a
j
)g; 1  i  n; 1  j  m,
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das heit da die Semantik des Universums als Vereinigung derer der Klassen und deren
Attribute aufgefat werden kann. Beispielsweise kann man so das semantische Universum
einer Studentendatenbank als Vereingung der Semantik der Klassen Student und die
deren Attribute stud_name, stud_id betrachten.
4.4.1 Schemaanalyse
Die Schemaanalyse beginnt mit dem Ermitteln der Verh

altnisse, die zwischen einzelnen
Attributen bestehen. Auf dieser Basis werden dann entsprechende Hierarchien entworfen.
Hierbei werden Korrespondenzen zwischen dem semantischen Raum RWAS(A), also dem
Denitionsbereich, und den Attributen ermittelt, und damit dann die Attribute wie folgt
in Relation gestellt:
 contained-in/contains (beinhaltet/beinhalten) Ein Attribut a 2 A impliziert das
andere Attribut b 2 A in dem Sinne, da a eine Spezialisierung von b ist. Somit ist
b Basisattribut von a.
 equivalent (entsprechend) Die Attribute sind

aquivalent. Dies ist genau dann der
Fall, wenn beide Attribute sich gegenseitig implizieren. Diese beiden Attribute sind
im weiteren zu einem einzigen zusammenzuf

uhren.
 disjointed (disjunkt) Die Attribute sind disjunkt, d.h. unabh

angig.
Nachdem alle equivalenten Attribute zusammengef

uhrt wurden ist somit eine strenge
partielle Ordnung (A;)

uber den Attributen A gegeben.
Wie man bereits im CANDIDE Beispiel gesehen hat ist es dem System im Allgemeinen
nicht m

oglich, alle Attributrelationen korrekt festzustellen. Man ist letztlich auf den Be-
nutzer angewiesen, um ein vollst

andiges und richtiges Schema zu erstellen. Dieser wird
beispielsweise an dem vom System vorgeschlagenen Schema

Anderungen anbringen, wobei
darauf zu achten ist, da die Attributhierarchie nicht zu ach ist. In diesem Fall k

onnte
im folgenden keine sinnvolle Klassenhierarchie erstellt werden, da die M

oglichkeit f

ur das
System, Schl

usse

uber Abh

angigkeiten zu ziehen, zu beschr

ankt w

aren.
Beispiel
Ein Beispiel hierf

ur ist in Abb. 4.3 und Abb. 4.4 gegeben. Unter einem semantischen Block
versteht man hierbei eine Teilmenge des semantischen Universums.
1. SC
1
= fQ
1
; Q
2
g
Der semantische Block SC
1
, im folgenden als person_name bezeichnet, beinhaltet
stud_name, grad_nameund emp_name, d. h. da bei jedemAuftreten von stud_name,
grad_name und emp_name nur Werte zu nden sind, die zur semantischen Gruppe
person_name geh

oren. (das in diesem Zusammenhang auftretende Problem, zwei
Werte als

aquivalent einzustufen, wird bei der Datenintegration weiter behandelt).
Auerdem ist die Menge aller Instanzen von grad_name eine Teilmenge derer von
stud_name: RWAS(grad_name)  RWAS(stud_name).
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RWAS
SC12SC2
SC1
stud_name
grad_name
emp_name
stud_id
grad_id
emp_ss
stud_departement
emp_departement
grad_date
emp_salary
Q1
Q2
Q3
Q4
Q5
Q6
Q7
grad_departement
Abbildung 4.3: Abbilden der Attribute in den Semantischen Raum
2. SC
2
= fQ
3
; Q
4
g
Der semantische Block SC
2
(person_num) beinhaltet stud_id, grad_idund emp_ss.
Auch hier gilt RWAS(grad_id)  RWAS(stud_id).
3. SC
12
= fSC
1
[ SC
2
g
Dieser semantische Block, desweiteren person_identifier genannt, beinhaltet die
beiden Bl

ocke SC
1
und SC
2
.
Aus diesen Abh

angigkeiten im semantischen Raum, wie sie in Abb. 4.3 dargestellt sind,
ergibt sich dann die Attributhierarchie aus Abb. 4.4: beispielsweise gilt
RWAS(grad_name)  RWAS(stud_name),
was unmittelbar dazu f

uhrt, da stud_name als Basisattribut von grad_name in der At-
tributhierarchie auftaucht.
4.4.2 Klassenintegration
In dieser Stufe der Integration werden Klassen als Sinngruppen bzw. semantische Objekte
erzeugt und die Beziehungen der Klassen untereinander ermittelt. Dies erfolgt auf Basis
der Attributverh

altnisse, die im vorherigen Schritt ermittelt wurden. Klassen k

onnen in
vier verschiedenen Relationen stehen:
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stud_name
grad_name
emp_name
stud_id
grad_id
emp_ss
stud_departemen
emp_departemen
grad_date
emp_salary
grad_departemen
top
person_identifier
departement
person_name
person_num
Abbildung 4.4: Attributhierarchie
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 equal (identisch) Die beiden verschiedenen gegebenen Klassen entsprechen sich
vollst

andig:
equivalent(f; g) = true, E[f ]  E[g]
Demnach sind sie im weiteren Proze zusamennzuf

uhren, da sie das gleiche seman-
tische Objekt modellieren.
 contained-in/contains (beinhaltet/beinhalten) Eine der beiden Klassen ist eine
Spezialisierung der anderen:
subsume(f; g) = true, E[f ]  E[g]
Somit ist die eine Klasse eine Basisklasse der anderen.
 overlap (

uberschneiden) Die Klassen modellieren verwandte Bereiche:
overlap(f; g) = true, E[f ] \ E[g] 6= ;
Es ist eine neue Klasse in das Schema einzuf

ugen, welche Basisklasse von beiden
gegebenen Klassen ist und den

uberdeckten Bereich beider modelliert (beispielsweise
zwei Klassen car und truck mit einer neuen gemeinsamen Basisklasse vehicle).
 disjointed (disjunkt) Die Klassen sind disjunkt:
disjoint(f; g) = true, E[f ] \ E[g] = ;
Somit haben die beiden Klassen keinen direkten semantischen Zusammenhang.
Hierbei stehen f , g f

ur Klassen aus C und E[f ], E[g] f

ur ihre entsprechenden Instanzen.
Die M

oglichkeit der Automatisierung ergibt sich aus dem Zur

uckf

uhren der vielf

altigen
Relationen auf Teilverh

altnisse, die vom System vergleichsweise einfach erkannt werden
k

onnen und auf deren Basis die neuen Klassen in das Schema eingef

ugt werden k

onnen.
Hierbei ist die korrekte Stelle, an der die neue Klasse einzuf

ugen ist, durch zwei Faktoren
bestimmt. So mu die neue Klasse unterhalb derer, die sie zusammenfassen und dabei
selbst die gr

ote bisherige Spezialisierung haben, stehen. Andererseits mu sie oberhalb
von Klassen stehen, deren Attribute die ihrigen implizieren.
Beispiel
Die Rolle, die bei diesem Proze der Attributhierarchie zukommt, kann man anhand des
folgenden Beispiels entnehmen: gegeben seien die beiden Denitionen in CANDIDE:
class C1 defined
superclass Thing
attributes
child : all class Man
class C2 defined
superclass Thing
attributes
son : all class Person
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Anhand der Denition l

at sich vermuten, da C2 in der Klassenhierarchie oberhalb von
C1 steht. Dies gilt genau dann, wenn
child : all class Man ! son : all class Person.
Aus der Menge der gegebenen von Abh

angigkeitsregeln folgt u. a.:
if attribute r is above s then r : all f ! s: all f.
if subsume(g; f) = true then s : all f ! s : all g
Da child in der Attributhierarchie oberhalb von son steht, erh

alt man durch Anwendung
der 1. Regel
child : all class Man ! son : all class Person
Da Person in der Klassenordnung oberhalb von Man steht, erhalten wir durch die 2. Regel
son : all class Man ! son : all class Person
Aus diesen beiden Folgerungen und der Transitivit

at der Implikation schlieen wir
child : all class Man ! son : all class Person
Wir haben somit auf Basis unserer Informationen

uber die Verh

altnisse von child/son
und Person/Man festgestellt, da C2 C1 zusammenfasst.
Man erkennt auch sofort, da eine m

oglichst detaillierte Attributhierarchie f

ur das gelingen
der Klassenintegration von wesentlicher Bedeutung ist: eine zu ache Ordnung l

at nicht
hinreichend viele Schl

usse zu, um eine exakte Klassenhierarchie zu erzeugen.
4.4.3 Restrukturierung
Nachdem die gegebenen Schemata im o. g. Proze zusammengef

uhrt wurden kann der
Benutzer auf einen Satz von Operatoren zur

uckgreifen, um die entstandene Klassenstruk-
tur zu ver

andern:
 delete(f): L

oschen der Klasse f aus dem Schema und

Uberpr

ufung auf Konsi-
stenz. Falls das resultierende Schema inkonsistent ist, wird der Benutzer dar

uber
informiert. Inkonsistenzen k

onnen beispielsweise dann auftreten, wenn eine Klasse
Student ein Attribute der Art zugeh

orend zu einer Klasse Departement hat und
versucht wurde, letzteres zu l

oschen.
 c = generalize1(f; g): Die beiden Klassen f , g werden herangezogen, um eine
neue Klasse c als Verallgemeinerung von beiden zu erzeugen. Hierbei werden die
gemeinsamen Attribute beider Klassen verwendet und die an sie gestellten Beding-
ungen mit logisch oder verkn

upft. Somit gilt E[f ]  E[c] ^ E[g]  E[c].
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 c = generalize2(f; g): Wie bei generalize1, jedoch werden die beiden Klassen f ,
g aus dem Schema entfernt.
 c = specialize1(f; g): Die beiden Klassen f , g werden verwendet, um eine neue
Klasse c als Spezialisierung beider zu erstellen. Hierbei erh

alt c die Vereinigung
der Attribute beider Klassen, wobei die mitgef

uhrten Bedingungen mit logisch und
verkn

upft werden: E[f ]  E[c] ^ E[g]  E[c].
 c = specialize2(f; g): Wie bei specialize2, jedoch werden die beiden Klassen f ,
g aus dem Schema entfernt.
Diese Operationen sind v

ollig ausreichend, um jede beliebige Ver

anderung an der Klas-
senhierarchie vorzunehmen und so die Unzul

anglichkeiten der maschinell erstellten Klas-
senstruktur auszugleichen.
4.5 Datenintegration
Nachdem bisher die Problematik der Schemaintegration diskutiert wurde, wird nun das
Problem, die eigentlichen Datens

atze aus mehreren Quellen m

oglichst ezient und richtig
zusammenzuf

uhren, betrachtet.
Hierbei ist nicht nur das Zusammenkopieren der Datens

atze von belang (merge), sondern
auch das Zusammenf

uhren derjenigen Datens

atze, die durch fehlerhafte Daten mehrfach
vorhanden sind (purge). In diesem Zusammenhang k

onnen zwei gegens

atzliche Fehler
auftreten:
 Zwei verschiedene Datens

atze werden f

alschlicherweise zusammengef

uhrt, d. h. zwei
semantisch unabh

angige Klasseninstanzen der Quelldatenbanken werden als eine in
der Zieldatenbank repr

asentiert. Es tritt somit Datenverlust und/oder Datenver-
f

alschung auf.
 Ein mehrfach gegebener Datensatz wird nicht als solcher erkannt und nicht zu-
sammengef

uhrt. Somit tritt ein Datensatz in zwei unterschiedlichen syntaktischen
Formulierungen auf.
Man wird die Parameter der Datenintegration in Abh

angigkeit davon w

ahlen, welcher der
beiden F

alle schwerwiegendere Folgen nach sich zieht.
Beispiel
Es seien zwei Adredatenbanken gegeben, die zusammengef

uhrt werden sollen. Hierbei
sind drei Datens

atze gegeben:
Nr. Name Strae Ort
1. Michael Schmidt B

ohmstrae 6 99999 Beispielstadt
2. Michaela Schmidt B

ohmstrae 6 99999 Beispielstadt
3. Michael Schmitt Boehmstrae 6 99999 Beispielstadt
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Es ist zu vermuten, da sich alle Datens

atze auf den gleichen logischen Satz beziehen.
M

oglich w

are allerdings ebenfalls, da in der Familie Schmidt sowohl ein Michael als
auch eine Michaela vorhanden sind. Obwohl der erste und dritte Datensatz sich logisch
n

aherstehen als der erste und zweite, unterscheiden sie sich in mehr Zeichen. Man sieht
also, da durch einen einfachen Vergleich von Zeichen keine sinnvolle Beziehung zu er-
mitteln ist. M

oglich w

are in diesem Fall eine phonetische Analyse der Bezeichner, bei der
dann dt und tt sowie o und oe

aquivalent sind.
Im Rahmen dieses Textes wird im weiteren nur das Problem der Datenintegration in
relationalen Datenbanken mit der Sorted NeighborhoodMethode behandelt; der vorgestell-
te Algorithmus l

at sich jedoch mit einigen Abwandlungen auch auf CANDIDE-basierte
Datenbanken anwenden.
4.5.1 Sorted Neighborhood{Methode
Dieser Algorithmus l

at sich in drei Stufen gliedern:
1. Erstellen von Schl

usseln. Hierbei ist wesentlich, da im Sinne der Zusammenf

uhrung

ahnliche bzw. passende Datens

atze nahezu gleiche Schl

ussel erhalten, damit im fol-
genden Schritt der Sortierung verwandte (d. h. semantisch

ahnliche) Datens

atze
nahe zusammen kommen. Die Wahl des Schl

ussels ist wesentlich f

ur das Ergebnis-
ses des Algorithmus.
2. Sortieren der Daten auf Basis des erstellten Schl

ussels; hierzu verwendet man die
einschl

agig bekannten Sortierverfahren.
3. Zusammenf

uhren

ahnlicher Datens

atze. Hierbei bewegt man ein Fenster fester Gr

oe
w durch die geordnete Liste der Datens

atze (vgl. Abb. 4.5). Hierbei wird jeder
Datensatz mit den w, 1 vorgehenden Datens

atzen verglichen. Man erkennt sofort,
da

ahnliche Datens

atze nur dann zusammengef

uhrt werden k

onnen, wenn sie h

och-
stens einen Abstand von w,1 haben. Die Argumentation, das Datenfenster auf die
volle Datenbankgr

oe zu erweitern und somit das Problem der Schl

usselwahl zu
entsch

arfen, verbietet sich durch den hohen Rechenaufwand, der mit dieser L

osung
verbunden w

are. Im allgemeinen wird man daher einen Kompromi suchen.
Man braucht also einen Durchlauf durch die Datenbank zur Erstellung der Schl

ussel,
mindestens einen (i. a. mehr) zum Sortieren und mindestens einen weiteren zum Zu-
sammenf

uhren, wobei weiter absehbar ist, da bei sehr groen Datenbanken Festplatten
Ein-/Ausgaben einen wesentlichen Anteil am Zeitaufwand haben. Um das Resultat der
Datenintegration zu verbessern, wird man i. A. den oben angegebenen Durchlauf mehr-
fach wiederholen. Hierbei kann man bei verschiedenen Durchl

aufen sowohl die Gr

oe des
Fensters w variieren, als auch auf verschiedene Schl

ussel zur

uckgreifen, die die Datens

atze
auf unterschiedliche Art und Weisen beleuchten und entsprechend anders sortieren.
Da wir mit sehr groen Datenbanken arbeiten versuchen wir, die Datenbank in Bl

ocke
(clusters) so aufzuteilen, da potentiell passende, d. h. zusammenzuf

uhrende, Datens

atze
im gleichen Block zu nden sind. Wir haben dann insbesondere die M

oglichkeit, die un-
terschiedlichen Bl

ocke auf verschiedenen Rechnern weiterzuverarbeiten und damit Paral-
lelverarbeitung zu erm

oglichen.
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w
w
Abbildung 4.5: Fensterdurchlauf beim Zusammenf

uhren
Aufteilung in Bl

ocke
Die einfachste Methode, Bl

ocke zu bilden, w

are zweifellos die Aufteilung der Liste in
gleichgroe Teillisten, die dann entsprechend auf die Maschinen verteilt werden. Diese
Vorgehen verbietet sich jedoch aus dem Grunde, da semantisch gleiche Datens

atze, die
an Blockgrenzen liegen, dann nicht mehr zusammengef

uhrt werden k

onnen, da sie auf
verschiedenen Maschinen abgearbeitet werden.
Statt dessen wird an dieser Stelle die Clustering Methode vorgestellt. Hierzu bilden wir

uber jeden Datensatz einen n stelligen Schl

ussel, der in einen n dimensionalenW

urfelraum
zeigt. Durch diese Zerlegung imW

urfelraum erziehlt man eine wesentlich h

ohere Lokalit

at
unter

ahnlichen Datens

atzen, als es bei einer linearen Betrachtungsweise m

oglich w

are.
Diese einzelnenW

urfel k

onnen nun auf den einzelnenMaschinen weiterverarbeitet werden,
wobei auf die Sorted Neighborhood Methode zur

uckgegrien werden kann und auf den
ersten Schritt (Erstellen von Schl

usseln) des Algorithmusses verzichtet werden kann, da
man auf die bereits erstellten Schl

ussel zur

uckgreifen kann.
Auch bei diesem parallelisierten Verfahren empehlt es sich, den Vorgang mehrfach mit
unterschiedlichen Schl

usseln zu wiederholen. Somit ist gew

ahrleistet, da man auch bei
vergleichsweise ung

unstigen Randbedingungen die meisten

ahnlichen Datens

atze zusam-
mengef

uhrt werden.
4.6 Schlubemerkung
Beim Zusammenf

uhren von Datenbanken ist sowohl die Schemaintegration, als auch die
Datenintegration von wesentlicher Bedeutung. Hier wurden verschiedene Probleme, die
damit verbunden sind, als auch exemplarisch eine Methode vorgestellt.
Bez

uglich der Schemaintegration wurde eine Untermenge des CANDIDE Datenmodells
eingef

uhrt und auf dessen Basis eine Vorgehensweise zur Integration beschrieben.
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Bei der Datenintegration wurde das Problem auf relationale Datenbanken beschr

ankt und
die Sorted NeighborhoodMethode und eine diesbez

ugliche M

oglichkeit der Parallelisierung
umrissen.
Es ist oensichtlich, da ein vollst

andig selbstt

atig ablaufender Integrationsproze nicht
zu realisieren ist: es stehen hierf

ur nicht genug semantische Informationen in den Quellda-
tenbanken zur Verf

ugung. Die vorgestellten Algorithmen bieten statt dessen die M

oglich-
keit, das unumg

angliche manuelle Eingreifen in den Integrationsproze sinnvoll durch
Maschinenl

aufe zu unterst

utzen und hierbei auch auf die M

oglichkeiten der Parallelver-
arbeitung zur

uckzugreifen.
Kapitel 5
Datenaktualisierung beim Data
Warehousing
Gregor Bublitz
Kurzfassung Die Aufgabe des Data{Warehousing ist es, Daten von mehreren verteilten Datenquel-
len zu integrieren bzw. dem Anwender eine globale Sicht auf die Gesamtheit der Daten zur Verf

ugung
zu stellen. Um eine schnelle Anfrage zu gew

ahrleisten, wird die Sicht materialisiert (d.h. physisch ge-
speichert) und mu demnach aktuell gehalten werden. Da das Sichtenmanagement (Warehouse) und die
realen Daten aber r

aumlich getrennt sind, m

ussen bei der Datenaktualisierung zeitliche Verz

ogerungen
ber

ucksichtigt werden, so da herk

ommliche Sichterhaltungsalgorithmen nicht mehr verwendet werden
k

onnen. Um inkonsistente Zust

ande zwischen Warehouse und Quellen zu vermeiden, wird im folgenden
der ECA (Eager Compensating Algorithmus) und eine Variante davon vorgestellt. Ein anschlieender
Vergleich mit dem RV{Algorithmus (Recomputing the View), der die Sicht des Warehouses komplett neu
berechnet, zeigt, da der ECA{Algorithmus auch ezient ist. Ein weiterer Algorithmus der sich mit Sich-
tenerhaltung beim Warehouse besch

aftigt, ist der Strobe{Algorithmus, der hier aber nur kurz vorgestellt
wird.
5.1

Uberblick
5.1.1 Problemstellung
Grunds

atzlich unterscheidet man beim Data{Warehousing zwei Auspr

agungen: Einerseits
das virtuelle Warehouse und andererseits das materialisierte Warehouse. Das virtuelle
Warehouse hat keine eigenen Daten gespeichert und mu daher bei Anfragen, die vom
Anwendern an das Warehouse gestellt werden, bis auf die Ursprungsquellen durchgrei-
fen und sich die ben

otigten Information zusammensuchen. Das materialisierte Warehouse
hingegen speichert sogenannte materialisierte Sichten (Materialized View, MV), d.h. spei-
chert die Daten auch physisch, um dann Anfragen direkt auf dieser Sicht auswerten zu
k

onnen. Diese Methode erm

oglicht es, eine schnelle Anfragebearbeitung zu garantieren,
wobei man allerdings den Aufwand f

ur die Datenaktualisierung in Kauf nehmen mu.
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Bei der Datenaktualisierung sind noch Spielr

aume vorhanden, wann und wie oft diese
durchgef

uhrt werden soll. Ben

otigt man nicht zu jedem Zeitpunkt unbedingt eine aktuelle
Sicht, so kann die Datenaktualisierung in monatlichen oder t

aglichen Intervallen vollzo-
gen werden. Falls aber eine stets aktuelle Sicht gefordert ist, mu jede

Anderung sofort
also in Echtzeit an die Sicht weitergegeben werden. Wir werden uns im folgenden auf den
letztgenannten Fall konzentrieren.
Die M

oglichkeit zur Materialisierung von Sichten (physische Speicherung) besteht auch
in zentralen Datenbanksystemen und wird dort angewendet, wenn man bei einer Anfrage
nicht zu lange auf die Auswertung der Sicht warten will. Um die Sicht aktuell zu halten,
m

ussen

Anderungen in den Relationen an die Sicht weitergegeben werden. Das geschieht
im zentralen Fall als atomare Operation, d.h.

Anderungen k

onnen sich nicht zeitlich

uber-
lappen.
Beim Data{Warehousing sind Warehouse und Quellen nicht mehr zentral vorhanden, son-
dern auf verschiedenen Rechnern verteilt (siehe Abbildung 5.1).
Quelle
Quelle
Quelle
Quelle
Warehouse
(2)
(1)
(2)
(1)
(1)
(2)(2)
(1)
Abbildung 5.1: Warehouseumgebung
Da das Warehouse und die Quellen wie oben angedeutet r

aumlich getrennt sind, stellt eine
Sicht

anderung dann aber keine atomare Operation mehr dar. Jede

Anderung (in Abbil-
dung 5.1 mit (1) gekennzeichnet), die von einer Quelle an das Warehouse geschickt wird,
kann daher zur Folge haben, da vom Warehouse weitere Anfragen (2) zu den restlichen
Quellen gesendet werden, um die Sicht aktuell zu halten. Probleme treten dann auf, wenn
sich eine Anfrage des Warehouses mit einer

Anderung der Quelle, die die Anfrage beant-
worten soll, zeitlich

uberlappen. Die Sicht des Warehouses zum Zeitpunkt der Anfrage
und die Sicht der Quelle geraten in einen inkonsistenten Zustand.
Um diese Inkonsistenzen zu beseitigen bzw. zu vermeiden, betrachten wir im folgenden
den ECA sowie den Strobe{Algorithmus. Der Unterschied zwischen den beiden Algorith-
men besteht in der Anzahl der Quellen, f

ur die der jeweilige Algorithmus ausgelegt ist.
ECA besch

aftigt sich nur mit einer Quelle, hingegen wird bei Strobe auf eine Warehouse-
umgebung mit mehreren Quellen eingegangen.
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5.1.2 Beispiele
Um den Mechanismus der Datenaktualisierung mit seinen

Anderungen und Anfragen
besser zu verstehen, wird zun

achst ein Szenario betrachtet, das eine korrekte Sicht beim
Warehouse hinterl

at.
Beispiel 1: Angenommen die Quelle hat zwei Relationen r
1
(W;X), r
2
(X;Y ) mit jeweils
2 Attributen, wobei r
2
zu Beginn leer sei. Als Sicht des Data{Warehouse nehmen wir fol-
genden relationenalgebraischen Ausdruck V = 
W
(r
1
./ r
2
) an, der eine Verbindung der
beiden Relationen mit anschlieender Projektion auf das Attribut W beschreibt. Anfangs
enth

alt daher die materialisierte Sicht MV keine Elemente.
r
1
:
W X
1 2
r
2
:
X Y
MV :
W
Nun soll an der Quelle eine

Anderungsoperation U
1
= insert(r
2
; [2; 4]) durchgef

uhrt wer-
den.
Ein einfacher Algorithmus zur Sichterhaltung (dieser wird in Abschnitt 1.3.1 genau be-
schrieben) bewirkt folgendes.
1. Bei der Quelle wird die

Anderung U
1
= insert(r
2
,[2,4]) durchgef

uhrt und eine Nach-
richt zum Warehouse gesendet, da U
1
aufgetreten ist.
2. Nach dem Erhalt von U
1
generiert das Warehouse eine Anfrage Q
1
= 
W
(r
1
./ [2; 4])
und schickt diese zur Quelle, um alle Tupel aus r
1
zu erhalten, die mit dem neu
eingef

ugten Tupel gejoint werden k

onnen.
3. Q
1
wird von der Quelle ausgewertet und das Ergebnis A
1
= ([1]) an das Warehouse
zur

uckgeschickt.
4. Das Warehouse f

ugt das Ergebnistupel A
1
in die Sicht ein. Aus MV = ; wird
MV = ([1]).
Die Probleme treten, wie schon gesagt, erst auf, wenn sich eine Anfrage vom Warehouse
und ein

Anderung der Quelle zeitlich

uberlappen. Das n

achste Beispiel soll dies verdeut-
lichen.
Beispiel 2: Wir betrachten wieder die zwei Basisrelationen r
1
; r
2
sowie die Sicht V =

W
(r
1
./ r
2
).
r
1
:
W X
1 2
r
2
:
X Y
MV :
W
Es werden nun bei der Quelle zwei aufeinanderfolgende

Anderungen ausgef

uhrt: U
1
=
insert(r
2
; [2; 3]) und U
2
= insert(r
1
; [4; 2]).
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1. Bei der Quelle wird die

Anderung U
1
= insert(r
2
; [2; 3]) durchgef

uhrt und eine
Nachricht zum Warehouse geschickt, da U
1
aufgetreten ist.
2. Nach dem Erhalt von U
1
generiert das Warehouse eine Anfrage Q
1
= 
W
(r
1
./ [2; 3])
und schickt diese zur Quelle.
3. Bei der Quelle wird die

Anderung U
2
= insert(r
1
; [4; 2]) durchgef

uhrt und eine
Nachricht zum Warehouse geschickt, da U
2
aufgetreten ist.
4. Das Warehouse empf

angt U
2
und schickt Q
2
= 
W
([4; 2] ./ r
2
).
5. Die Quelle erh

alt Q
1
und wertet die Anfrage auf der aktuellen Relation r
1
=
([1; 2]; [4; 2]) und r
2
= ([2; 3]) aus. Die Antwort A
1
= ([1]; [4]) wird zum Warehouse
zur

uckgeschickt.
6. Das Warehouse evaluiert die Sicht zu MV [ A
1
= ([1]; [4]).
7. Bei der Quelle kommt nun Q
2
an und wird auf den gleichen Basisrelationen wie Q
1
ausgewertet. Die Antwort A
2
= ([4]) wird zum Warehouse geschickt.
8. Das Warehouse macht wiederum eine

Anderung der Sicht und erh

alt MV [ A
2
=
([1]; [4]; [4]).
1
Wie man sieht, ist die Sicht nun inkorrekt. Denn h

atte man einen gew

ohnlichen Algo-
rithmus zur Sichterhaltung direkt bei der Quelle angewendet, w

are die korrekte Sicht
MV = ([1]; [4]) daraus hervorgegangen. In unserem Fall haben sich Q
1
und U
2
zeitlich

uberlappt. D.h. Q
1
trit auf eine Sicht bei der Quelle, die U
2
schon enth

alt und deshalb
tritt im Endergebnis die [4] doppelt auf. Die erste Vermutung, wie dieses Problem gel

ost
werden kann, ist, da das Warehouse sich um die

Anderungen k

ummern mu, die bei ihm
eintreen, nachdem es eine Anfrage losgeschickt hat. Dieses Problem wird beim ECA{
Algorithmus mit Hilfe von ausgleichenden Anfragen gel

ost. Daher kommt auch der Name
des Eager Compensating (Ausgleichend) Algorithmus.
5.2 Notation
Zur Darstellung der Daten und der Sichtendenition werden wir das relationale Modell
bzw. die relationale Algebra verwenden. Eine Sichtendenition hat dabei folgende Form:
V = 
proj
(
cond
(r
1
 r
2
 : : : r
n
)),
wobei proj eine Menge von Attributnamen, cond ein boolscher Ausdruck und r
1
; : : : ; r
n
die
Basisrelationen der Quellen sind. Eine

Anderung kann zwei verschiedene Auspr

agungen
haben:
 insert(r; t); F

uge Tupel t in die Relation r ein, z.B. insert(r
4
; [1; 3])
1
Bei der Vereinigung werden keine Duplikate entfernt, d.h. es werden Mehrfachmengen betrachtet.
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 delete(r; t); L

osche Tupel t aus der Relation r, z.B. delete(r
2
; [2; 4])
Die Modikation eines bestehenden Tupels wird durch ein insert gefolgt von einem delete
realisiert.
Die Notation des Algorithmus gr

undet sich auf sogenannte Ereignis{Aktionspaare, die
einerseits bei der Quelle und andererseits beim Warehouse auftreten, wie Abbildung 5.2
illustriert.
S_qu(Q)
S_up(U) U
Q
A W_ans(A)
W_up(U)
WarehouseQuelle
Abbildung 5.2: Ereignis{Aktionspaare
Auf Seite der Quelle gibt es zwei Typen von Ereignis{Aktionspaaren:
 S_up(U): Bei der Quelle wird die

Anderung U durchgef

uhrt und eine entsprechende
Nachricht an das Warehouse geschickt, da U aufgetreten ist, d.h. das Ereignis
W_up(U) wird dort ausgel

ost.
 S_qu(Q): Die Quelle bearbeitet eine Anfrage Q auf den relevanten Basisrelationen
und schickt danach die Antwort A an das Warehouse zur

uck, d.h. W_ans(A) wird
ausgel

ost.
Auf der Seite des Warehouses gibt es ebenfalls zwei Typen von Ereignis{Aktionspaaren:
 W_up(U): Das Warehouse erh

alt eine

Anderungsbenachrichtigung U , generiert eine
Anfrage Q und schickt diese zur Bearbeitung an die Quelle in Form eines Ereignisses
S_qu(Q).
 W_ans(A): Das Warehouse bekommt die Antwortrelation A f

ur seine Anfrage Q und

andert die Sicht.
5.2.1 Aufbau der Anfragen
Die Anfragen werden in

ahnlicher Weise aufgebaut und deniert wie die Sicht, nur da
sie aus mehreren Teiltermen bestehen k

onnen. Eine allgemeine Anfrage sieht deshalb wie
folgt aus:
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Q =
P
i
T
i
mit T
i
= 
proj
(
cond
(~r
1
 ~r
2
 : : : ~r
n
)),
wobei ~r
i
jeweils eine Relation r
i
oder eine

Anderung in Form eines Tupels t
i
der Relation
r
i
sein kann.
Weiterhin bezeichne V hUi die Sicht V , bei der die Relation, auf die sich die

Anderung U
bezieht, durch das in U vorkommende Tupel ersetzt ist. Bei einer Sichtendenition V =

W
(r
1
./ r
2
) und

Anderung U
1
= insert(r
1
; [4; 2]) ist beispielsweise V hU
1
i = 
W
([4; 2] ./
r
2
).
Da eine allgemeine Anfrage Q meistens aus mehreren Teiltermen besteht, ist QhUi =
P
i
T
i
hUi, d.h. die Ersetzung wird bei jedem Teilterm der Anfrage durchgef

uhrt. QhU
1
; U
2
i
bedeutet die nacheinandergeschaltete Ersetzung, d.h. man wertet Term (QhU
1
i)hU
2
i aus.
Falls U
1
und U
2
auf derselben Relation ausgef

uhrt werden, wird per DenitionQhU
1
; U
2
i =
; gesetzt.
2
Um mit den

Anderungen insert und delete vereinfacht umgehen zu k

onnen, f

uhren
wir Vorzeichen f

ur die einzelnen Tupel ein. Bestehende oder eingef

ugte Tupel erhalten
ein positives Vorzeichen, gel

oschte Tupel hingegen bekommen ein negatives Vorzeichen.

Anderung U
1
= delete(r
2
; [2; 5]) h

atte dann in einer Anfrage z.B. folgendes Aussehen:
Q
1
= 
W
(r
1
./ ,[2; 5]). Angenommen r
1
besteht nur aus dem Tupel = (+[1,2]), dann ist
die Antwort A
1
= (,[1]). Da sich die Sicht aus MV + A
1
neu berechnet, wird also das
Tupel von MV abgezogen. Diese Vereinfachung wird nur ben

otigt, um im Algorithmus
delete und insert einheitlich behandeln zu k

onnen.
5.2.2 Korrektheit
Bei der Datenaktualisierung werden eine Menge von

Anderungen U
1
; U
2
; : : : ; U
n
durchgef

uhrt. Bei der Quelle treten eine Reihe von Ereignis{Aktionspaaren (sour-
ce events) se
1
; se
2
; : : : ; se
p
auf mit entsprechenden resultierenden Zust

anden (sour-
ce states) ss
1
; ss
2
; : : : ; ss
p
. Entsprechend gibt es beim Warehouse warehouse events
we
1
; we
2
; : : : ; we
q
und entsprechende warehouse states ws
1
; ws
2
; : : : ; ws
q
. Dabei sei die
Zahl von Ereignisse (und damit implizit auch die Anzahl der

Anderungen) auf p bzw. q
bei Quelle bzw. Warehouse begrenzt.
Der Zustand der materialisierten Sicht beim Warehouse nach Event we
i
ist V [ws
i
], wobei
V die Sichtdenition ist. Gleichermaen gilt bei der Quelle, da Q[ss
i
] das Ergebnis der
AnfrageQ ist, nachdemEvent se
i
stattgefunden hat. Wendet man die Sichtendenition auf
einen Zustand bei der Quelle an, so erh

alt man den Zustand der Sicht nach Ausf

uhrung
von Event se
i
. Um die Korrektheit der Algorithmen nachzuweisen, ben

otigt man nun
einige an die Warehouseumgebung angepasste Korrektheitskriterien. Diese lassen sich in
f

unf verschiedene Korrektheitsstufen einteilen, die jeweils aufeinander aufbauen.
2
Die Erkl

arung dieser Vereinbarung folgt bei der Vorstellung des Algorithmus in Abschnitt 1.3.
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 Konvergenz: F

ur alle abgeschlossenen Ausf

uhrungen gilt V [ws
q
] = V [ss
p
]. D.h. nach
der letzten

Anderung ist die Sicht des Warehouses mit den Relationen bei der Quelle
konsistent.
 Schwache Konsistenz: F

ur alle Ausf

uhrungen und f

ur alle ws
i
gibt es ein ss
j
, soda
V [ws
i
] = V [ss
j
] gilt. Zu jeder Sicht beim Warehouse existiert ein g

ultiger Zustand
der Relationen bei der Quelle.
 Konsistenz: F

ur alle Ausf

uhrungen und f

ur jedes Paar ws
i
< ws
j
gibt es ss
k
 ss
l
,
soda V [ws
i
] = V [ss
k
] und V [ws
j
] = V [ss
l
]. Zu jedem Zustand beim Warehouse
gibt es eine zugeh

origen bei der Quelle, und zwar in der gleichen Reihenfolge.
 Strenge Konsistenz: Konsistenz und Konvergenz
 Vollst

andigkeit: strenge Konsistenz und zu jedem ss
i
existiert ein ws
j
, so-
da V [ws
j
] = V [ss
i
]. Es gibt eine komplette Reihenfolgeentsprechung zwischen
Zust

anden der Sicht und Zust

anden der Quelle.
5.3 ECA{Algorithmus
5.3.1 Basisalgorithmus
Wir betrachten zu Beginn den Basisalgorithmus, den wir schon bei Beispiel 2 kennen-
gelernt haben. Ausgehend von diesem Algorithmus wird nachher der ECA{Algorithmus
entwickelt.
Algorithmus zur Sichterhaltung
Ereignis{Aktionspaare bei der Quelle:
 S_up
i
(U
i
): f

uhre

Anderung U
i
aus;
l

ose Ereignis W_up
i
(U
i
) aus
 S_qu
i
(Q
i
): empfange Anfrage Q
i
;
A
i
= Q
i
[ss
i
]; (ss
i
ist der Zustand der Relationen)
l

ose Ereignis W_ans
i
(A
i
) aus
Ereignis{Aktionspaare beim Warehouse:
 W_up
i
(U
i
): empfange

Anderung U
i
;
Q
i
= V hU
i
i;
l

ose Ereignis S_qu
i
(Q
i
) aus
 W_ans
i
(A
i
): empfange A
i
;
Sicht

andern: MV =MV +A
i
66 KAPITEL 5. DATENAKTUALISIERUNG BEIM DATA WAREHOUSING
Das Beispiel 2 hat gezeigt, da dieser Algorithmus zu Anomalien f

uhrt und somit in
einer Warehouseumgebung nach den Korrektheitskriterien nicht einmal konvergent ist.
Um diesen Anomalien aus dem Weg zu gehen und eine strenge Konsistenz zu erreichen,
ben

utzt der folgende ECA{Algorithmus sogenannten kompensierende Anfragen.
5.3.2 Eager Compensating{Algorithmus
Wie sich in Beispiel 2 schon gezeigt hat, bereiten uns

Anderungen Probleme, die beim
Warehouse ankommen, nachdem eine Anfrage losgeschickt worden ist. Die Konsistenz
zwischen Warehouse und Quelle bliebe gewahrt, wenn eine Serialisierung jeder

Anderung
und den dadurch ausgel

osten Ereignissen gegeben w

are, d.h. wenn Ereignisse folgende
Reihenfolge h

atten :

Anderung1, Anfrage1, Antwort1, Sicht

anderung1,

Anderung2, An-
frage2, Antwort2, Sicht

anderung2, usw., was im zentralen Fall durch die Atomizit

at ga-
rantiert wird. Dann g

abe es keinerlei

Uberlappungen der einzelnen Ereignisse, was somit
gleichzusetzen w

are mit dem zentralen Fall. Da aber in einer Warehouseumgebung dieses
Szenario nicht die Regel ist, mu man sich um die Menge der UQS (unanswered query
set) k

ummern, die im folgenden deniert wird.
Denition: Sei we ein Ereignis beim Warehouse. Dann ist die Menge der unbeantwor-
teten Anfragen f

ur we, UQS(we), die Menge der Anfragen, die vom Warehouse gesendet
wurden, bevor we eintraf, aber deren Antworten erst nach we dort ankommen.
Algorithmus (ECA)
Die Ereignisse bei der Quelle sind dieselben wie beim Basisalgorithmus. Nur bei den Er-
eignissen des Warehouse

andert sich etwas. Zu Beginn sei COLLECT als leer initialisiert.
Ereignisse:
 W_up
i
(U
i
): empfange

Anderung U
i
;
Q
i
= V hU
i
i ,
P
Q
j
2UQS
Q
j
hU
i
i;
l

ose Ereignis S_qu
i
(Q
i
) bei der Quelle aus
 W_ans
i
(A
i
): empfange A
i
;
COLLECT = COLLECT +A
i
;
wenn UQS = ;
dann fMV  MV + COLLECT ;COLLECT  ;g
sonst tue nichts
Beispiel: Gegeben seien die drei Basisrelationen: r
1
(W;X), r
2
(X;Y ), r
3
(Y;Z)
r
1
:
W X
1 2
r
2
:
X Y
r
3
:
Y Z
Die Sichtdenition sei V = 
W
(r
1
./ r
2
./ r
3
). Folglich ist MV = ; und COLLECT
als leer initialisiert. Die drei folgenden

Anderungen treten nun auf: U
1
= insert(r
1
; [4; 2]),
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U
2
= insert(r
3
; [5; 3]), U
3
= insert(r
2
; [2; 5]). Wir nehmen an, da alle drei

Anderungen
vor irgendeiner Antwort beim Warehouse eintreen.
Im folgenden werden nur die Ereignisse beim Warehouse betrachtet.
1. W_up
1
(U
1
): empfange U
1
= insert(r
1
; [4; 2])
Q
1
= V hU
1
i = 
W
([4; 2] ./ r
2
./ r
3
)
S_qu
1
(Q
1
): Warehouse sendet Q
1
2. W_up
2
(U
2
): empfange U
2
= insert(r
3
; [5; 3])
UQS = fQ
1
g
Q
2
= V hU
2
i ,Q
1
hU
2
i
= 
W
(r
1
./ r
2
./ [5; 3]),
W
([4; 2] ./ r
2
./ [5; 3])
S_qu
2
(Q
2
): Warehouse sendet Q
2
3. W_up
3
(U
3
): empfange U
3
= insert(r
2
; [2; 5])
UQS = fQ
1
; Q
2
g
Q
3
= V hU
3
i ,Q
1
hU
3
i ,Q
2
hU
3
i
= 
W
(r
1
./ [2; 5] ./ r
3
),
W
([4; 2] ./ [2; 5] ./ r
3
)
,
W
((r
1
, [4; 2]) ./ [2; 5] ./ [5; 3])
S_qu
3
(Q
3
): Warehouse sendet Q
3
4. W_ans
1
(A
1
): Warehouse empf

angt A
1
= [4]
COLLECT = ([4]); UQS = fQ
2
; Q
3
g
5. W_ans
2
(A
2
): Warehouse empf

angt A
2
= [1]
COLLECT = ([1]; [4]); UQS = fQ
3
g
6. W_ans
3
(A
3
): Warehouse empf

angt A
3
= ;
COLLECT = ([1]; [4]); UQS = ;
Warehouse macht eine Sicht

anderung : MV = ;+ COLLECT = ([1]; [4])
Der ECA{Algorithmus entspricht dem Korrekheitekriterium der strengen Konsistenz, ist
aber nicht vollst

andig. Dazu m

ute jeder Zustand der Quelle sich in einem Zustand beim
Warehouse niederschlagen. Dieses kann man nicht erreichen, da das Warehouse erst ein
paar Antworten sammelt, bevor die Sicht ge

andert wird. Ein ausf

uhrlicher Beweis f

ur die
strenge Konsistenz des ECA{Algoritmus ist in [29] gegeben.
5.3.3 ECA{Key{Algorithmus
Ein ezienteren Algorithmus erh

alt man, wenn man von der Sichtendenition fordert, da
sie den Schl

ussel jeder Basisrelation enth

alt. Mit dieser Forderung lassen sich delete{

Ande-
rungen ohne Anfrage an die Quelle direkt beim Warehouse bearbeiten. Mittels der Ope-
ration key{delete k

onnen in der materialisierten Sicht die entsprechenden Tupel gem

a
der Schl

usseleigenschaft gel

oscht werden. F

ur insert{

Anderungen m

ussen nicht wie beim
gew

ohnlichen ECA{Algorithmus ausgleichende Anfragen geschickt werden. Der ECA{
Key{Algorithmus stellt sich wie folgt dar:
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1. COLLECT wird initialisiert mit dem g

ultigenMV (nicht die leere Menge). Anstatt
Modikationen direkt in MV zu speichern, wird COLLECT als Kopie von MV
verwendet.
2. Wenn ein delete beimWarehouse ankommt, ist es nicht n

otig eine Anfrage zu senden.
Die Schl

usseleigenschaft wird ausgenutzt, um aus COLLECT alle Tupel, die sich
durch den Schl

ussel identizieren, direkt zu entfernen. Dazu wird die Operation
key{delete verwendet.
3. Wenn ein insert beim Warehouse ankommt, wird wie sonst auch eine Anfrage zur
Quelle geschickt. Die Anfrage sieht aber keine kompensierende Teile vor, sondern
hat nur die Form V hUi.
4. Die Antworten werden wie beim ECA{Algorithmus in COLLECT gesammelt, aber
es werden keine Duplikate darin aufgenommen. Das ist bedingt durch die Schl

usselei-
genschaften der Sicht.
5. Wenn UQS leer ist, wird derMV ge

andert, d.h.MV wird durch COLLECT ersetzt.
Beispiel: Die folgenden zwei Basisrelationen sind gegeben, wobei W und Y Schl

usse-
lattribute seien.
r
1
:
W X
1 2
r
2
:
X Y
2 3
Die Sichtendenition sei: V = 
W;Y
(r
1
./ r
2
), und demnach ist MV = ([1; 3])
sowie COLLECT = MV . Wir betrachten die drei folgenden

Anderungen: U
1
=
insert(r
2
; [2; 4]), U
2
= insert(r
1
; [3; 2]), U
3
= delete(r
1
; [1; 2]).
Ereignisse beim Warehouse:
1. W_up
1
(U
1
): Warehouse empf

angt U
1
= insert(r
2
; [2; 4])
Q
1
= V hU
1
i = 
W;Y
(r
1
./ [2; 4])
S_qu
1
(Q
1
): Warehouse sendet Q
1
2. W_up
2
(U
2
): Warehouse empf

angt U
2
= insert(r
1
; [3; 2])
Q
2
= V hU
2
i = 
W;Y
([3; 2] ./ r
2
)
S_qu
2
(Q
2
): Warehouse sendet Q
2
3. W_up
1
(U
1
): Warehouse empf

angt U
3
= delete(r
1
; [1; 2])
Operation key{delete(V,r
1
,[1,2]) l

oscht alle Tupel der Form [1,x]. Daraus ergibt sich
dann, da COLLECT = COLLECT , ([1; 3]) = ;, UQS = fQ
1
; Q
2
g
4. W_ans
1
(A
1
): Warehouse erh

alt Antwort A
1
= ([3; 4])
COLLECT = COLLECT + ([3; 4]) = ([3; 4]), UQS = fQ
2
g
5. W_ans
1
(A
1
): Warehouse erh

alt Antwort A
2
= ([3; 3]; [3; 4])
Zuerst wird A
2
zu COLLECT dazugez

ahlt, so da COLLECT = ([3; 3]; [3; 4]).
Beachtet werden mu dabei, da Duplikate nicht mit aufgenommen werden. Da
UQS = ;, wird nun MV = COLLECT = ([3; 3]; [3; 4]). COLLECT wird hier
nicht wie bei ECA auf Null gesetzt.
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5.3.4 Strobe{Algorithmus
Bisher sind wir davon ausgegangen, da in unserer Warehouseumgebung nur eine Quelle
vorhanden ist. Das Hauptziel beim Data{Warehousing ist jedoch die Zusammenfassung
und Integration mehrerer solcher Quellen. Das bedeutet f

ur das Warehouse, da es als Re-
aktion auf eine

Anderung mehrere Teilanfragen an die verschiedenen Quellen losschicken
mu. Im folgenden wird anhand eines Beispiels gezeigt, da dadurch neue Anomalien ent-
stehen k

onnen. Danach wird dann der Strobe{Algorithmus vorgestellt, der diese Schwie-
rigkeiten meistern kann.
Beispiel zu ECA{Key mit mehreren Quellen: Gegeben seien wieder die drei Re-
lationen: r
1
(W;X), r
2
(X;Y ), r
3
(Y;Z)
r
1
:
W X
2 4
r
2
:
X Y
4 6
r
3
:
Y Z
6 8
sowie die Sichtdenition V = (r
1
./ r
2
./ r
3
). Zu Beginn ist MV = [2; 4; 6; 8] =
COLLECT . Die drei Relationen r
1
; r
2
; r
3
liegen nun auf drei verschiedenen Quel-
len A,B,C. Wir betrachten zwei

Anderungen: U
1
= insert(r
3
; [6; 10]) und U
2
=
delete(r
2
; [4; 6]).
Dann nehmen wir folgenden Ablauf an:
1. Das Warehouse erh

alt

Anderung U
1
und generiert die Anfrage Q
1
= (r
1
./ r
2
./
[6; 10]). Um diese Anfrage auszuwerten, mu das Warehouse sie in zwei Anfragen
aufspalten, da r
1
und r
2
auf verschiedenen Quellen A,B getrennt aufbewahrt werden.
Deshalb wird zuerst Q
1
1
= (r
2
./ [6; 10]) an Quelle B geschickt.
2. Das Warehouse empf

angt die Antwort A
1
1
= [4; 6; 10] von Quelle B. Jetzt wird
Q
2
1
= (r
1
./ [4; 6; 10]) an Quelle A geschickt.
3. W

ahrend die Antwort zu Q
2
1
noch aussteht, erh

alt das Warehouse U
2
=
delete(r
2
; [4; 6]) von Quelle B. Mit der Operation key{delete wird COLLECT = ;.
4. Das Warehouse bekommtA
1
2
= [2; 4; 6; 10] von Quelle A zur

uck und f

ugt die Antwort
zu COLLECT hinzu. COLLECT = COLLECT +A
1
2
= [2; 4; 6; 10]. Da jetzt keine
Anfrage mehr aussteht, wird MV = COLLECT = [2; 4; 6; 10].
Eigentlich m

ute das korrekte Ergebnis MV = ; lauten, da anschaulich betrachtet, Rela-
tion r
2
nach den beiden

Anderungen leer ist und demnach bei gegebener Sichtendenition
keine Tupel in der Sicht vorhanden sein k

onnen.
Strobe{Algorithmus
Wie im Beispiel gezeigt, entstehen die Probleme im verteilten Fall, wenn nachdem bei
einer Quelle eine Teilanfrage evaluiert wurde, ein delete bei derselben Quelle auftritt
und dieses delete vor der Gesamtantwort beim Warehouse ankommt. Deshalb sammelt
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der Strobe{Algorithmus alle delete{

Anderungen in einer Menge pending(Q), die f

ur jede
Gesamtanfrage Q gehalten wird. Somit ist gew

ahrleistet, da die Gesamtantwort mit Hilfe
der Operation key{delete um die Tupel bereinigt wird, die vorher beim Warehouse als
delete ankamen.
Der Strobe{Algorithmus fordert genau wie ECA{Key auch, da der Schl

ussel jeder Relati-
on in der Sichtendenition vorhanden sein mu. Wir brauchen weiterhin f

ur jede Anfrage
Q in UQS (unanswered query set) eine Menge pending(Q). Diese enth

alt alle Tupel, die
gel

oscht wurden, nachdem Anfrage Q vomWarehouse generiert wurde. Es hat sich im Bei-
spiel gezeigt, da diese gesamte Anfrage in mehrere kleinere Teilanfragen zerlegt werden
mu, da die Daten auf mehrere Quellen verteilt sind. Der Algorithmus verwendet dazu ei-
ne Funktion namens source_evaluate, die als Argument die gesamte Anfrage erwartet, die
sich aus einer

Anderung ergibt. Sie schickt also eine Teilanfrage an eine Quelle, empf

angt
das Ergebnis wieder und integriert dieses Ergebnis in die Gesamtanfrage, schickt wieder
eine Teilanfrage an eine andere Quelle, usw. Schlielich erh

alt sie von der letzten Quelle
das Endergebnis, da die Gesamtantwort der urspr

unglichen Anfrage Q darstellt.
Bei den Quellen treten genau die gleichen Ereignisse auf wie im Basisalgorithmus.
Ereignisse beim Warehouse:
 WC (working copy) wird mit konsistentem MV initialisiert.
 Nach dem Erhalt von

Anderung U
i
{ wenn

Anderung U
i
ein delete ist, dann
 8Q
j
2 UQS f

uge U
i
pending(Q
j
) hinzu;
 key , delete(WC;U
i
).
{ wenn

Anderung U
i
ein insert ist, dann
 Q
i
= V hU
i
i und pending(Q
i
) = ;;
 A
i
= source_evaluate(Q
i
);
 8U
j
2 pending(Q
i
) mach ein key , delete(A
i
; U
j
);
 f

uge A
i
WC hinzu ( keine Duplikate hinzuf

ugen ).
 wenn UQS = ;, dann MV =WC.
Beispiel zu Strobe{Algorithmus mit mehreren Quellen: Wir betrachten dasselbe
Szenario wie im vorhergehenden Beispiel, nur da diesmal der Strobe{Algorithmus darauf
angewendet wird. Dann ergibt sich folgender Ablauf:
1. Zu Beginn ist WC = MV = [2; 4; 6; 8]. Das Warehouse erh

alt

Anderung U
1
und
generiert die Anfrage Q
1
= (r
1
./ r
2
./ [6; 10]). Um diese Anfrage auszuwerten,
mu das Warehouse sie in zwei Anfragen aufspalten, da r
1
und r
2
auf verschiedenen
Quellen A,B getrennt aufbewahrt werden. Deshalb wird zuerst Q
1
1
= (r
2
./ [6; 10])
an Quelle B geschickt.
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2. Das Warehouse empf

angt die Antwort A
1
1
= [4; 6; 10] von Quelle B. Jetzt wird
Q
2
1
= (r
1
./ [4; 6; 10]) an Quelle A geschickt.
3. W

ahrend die Antwort zu Q
2
1
noch aussteht, erh

alt das Warehouse U
2
=
delete(r
2
; [4; 6]) von Quelle B. Dann wird zuerst U
2
in pending(Q
1
) eingef

ugt und
danach wird die Operation key,delete(WC;U
2
) angewendet. Ergebnis istWC = ;.
4. Das Warehouse bekommt A
2
1
= [2; 4; 6; 10] von Quelle A zur

uck. Weil pending(Q
1
)
nicht leer ist, macht das Warehouse ein key,delete(A
2
1
; U
2
) und die Antwort A
1
= ;.
Da keine weiteren Anfragen mehr ausstehen, wird die Sicht des Warehouse jetzt
ge

andert: MV =WC = ;. Im Gegensatz zu ECA{Key ist hier die Sicht korrekt.
Durch das Aufbewahren der delete{Operationen in den Mengen pending(Q
i
) wird ver-
hindert, da Warehouse und Quellen in einen inkonsistenten Zustand kommen.
Neben dem soeben vorgestelltem Strobe{Algorithmus gibt es noch Erweiterungen davon,
die sich mit verschiedenen Transaktionsszenarien besch

aftigen. Dort werden dann nicht,
so wie wir es betrachtet haben, jeweils einzelne

Anderungen an das Warehouse geschickt,
sondern mehrere

Anderungen zu einer lokalen Transaktion der Quelle zusammengefat.
Das Ziel ist es, diese lokale Transaktion atomar am Warehouse zu behandeln. Weiterhin
werden auch Algorithmen f

ur globale Tansaktionen untersucht, die dann beispielsweise
Aktionen enthalten k

onnen, die an mehreren Quellen verteilt ablaufen sollen. Ausf

uhrlich
wird die Strobe{Algorithmusfamilie in [28] beschrieben.
5.4 Aufwandsanalyse
Im folgenden wird eine Aufwandsanalyse des ECA{Algorithmus durchgef

uhrt anhand der
Menge der zu

ubertragenden Daten. Zum Vergleich wird dazu ein weiterer Algorithmus
zur Sichterhaltung, der Recomputing the View Algorithmus (RV), kurz vorgestellt. Dieser
berechnet die Sicht vollst

andig neu, d.h. die Antwort der Quelle auf ein Sicht

anderung be-
inhaltet alle Tupel, die der Sichtdenition entsprechen. Beim ECA{Algorithmus bestand
die Antwort auf eine Anfrage nur aus den Tupeln, die mit der jeweiligen

Anderung eine
Joinverbindung eingingen.
5.4.1 View Recomputing{Algorithmus
Das Warehouse macht erst eine Sicht

anderung, wenn es eine Anzahl s an

Anderungen von
der Quelle erhalten hat. Die Ereignisse bei der Quelle sind dieselben wie im Basisalgo-
rithmus. Beim Warehouse passiert folgendes (COUNT = 0):
 W_up
i
(U
i
): empfange U
i
;
COUNT = COUNT + 1;
if COUNT = s
then fCOUNT = 0; Q
i
= V ;
sende Q
i
zur Quelle;
starte Ereignis S_qu
i
bei der Quelle g
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 W_ans
i
(A
i
): empfange A
i
;
MV  A
i
5.4.2 Testumgebung
Da es eine Reihe von Parametern bei diesem Aufwandsvergleich gibt, wird hier ein
m

oglichst repr

asentatives Szenario ausgew

ahlt, um den Aufwand der einzelnen Algorith-
men zu veranschaulichen. Dieses Szenario sieht wie folgt aus:
Wir betrachten die Basisrelationen r
1
(W;X); r
2
(X;Y ); r
3
(Y;Z).
Die Sichtdenition lautet: V = 
W;Z
(
cond
(r
1
./ r
2
./ r
3
)).

Anderungen: U
1
= insert[r
1
; t
1
], U
2
= insert[r
2
; t
2
], U
3
= insert[r
3
; t
3
]
Weiterhin gelten folgende Voraussetzungen:
1. Die Kardinalit

at (Anzahl der Tupel) jeder Relation ist eine Konstante C.
2. Die Gr

oe der Attribute, auf die projiziert wird (W,Z) betr

agt S Bytes.
3. Der Joinfaktor J(r
i
; a) ist die Anzahl der Ergebnistupel, die bei einem Join der
Relation r
i

uber das Attribut a entstehen.
4. Die Selektivit

at der Bedingung cond ist gegeben durch, 0    1.
5.4.3 Berechnung der zu

ubertragenden Daten
Betrachtet werden nun im Anschlu der g

unstigste und der ung

unstigste Fall bei beiden
Algorithmen.
Recomputing the View
Am wenigsten Daten werden nat

urlich bei RV

ubertragen, wenn die Sicht erst nach al-
len

Anderungen neu berechnet wird (B
RV best
, Anzahl der zu

ubertragenden Bytes bei
RV im g

unstigsten Fall). Der schlechteste Fall tritt ein, falls die Sicht nach jeder

Ande-
rung neu berechnet wird. Hier multipliziert sich B
RV best
mit der Anzahl der

Anderungen,
da ja nach jeder

Anderung die neue Sicht zum Warehouse geschickt werden mu, d.h.
B
RVworst
= B
RV best
Anzahl der

Anderungen. Beim RV{Algorithmus berechnen sich die
zu

ubertragenen Daten aus der Gr

oe der resultierenden Sicht. Also ist
B
RV best
= (Gr

oe der Attribute)  (Anzahl der Tupel der resultierenden Sicht)
= S    (card(r
1
)  J(R
2
;X)  J(r
3
; Y ))
= SCJ
2
F

ur den ung

unstigsten Fall ergibt sich bei unserer Testumgebung (drei

Anderungen):
B
RVworst
= 3 B
RV best
= 3SCJ
2
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Eager Compensating Algorithmus
Bei ECA ist der einfachste Fall der, bei dem keine ausgleichende Anfragen geschickt
werden m

ussen. Eine maximale Anzahl an ausgleichenden Anfragen wird n

otig, falls alle

Anderungen vor der ersten Antwort beim Warehouse ankommen. Die Ereignisreihenfolge
beim ECA{Algorithmus im g

unstigsten Fall lautet: U
1
, Q
1
, A
1
, U
2
, Q
2
, A
2
, U
3
, Q
3
, A
3
, d.
h. es entstehen keine ausgleichende Anfragen. Deshalb ergeben sich drei gleichaufgebaute
Anfragen. Beispielweise f

ur Q
1
= V hU
1
i = 
W;Z
(
cond
(t
1
./ r
2
./ r
3
)). Demnach ist die
Gr

oe der Antwort A
1
: B = S    1  J(r
2
;X)  J(r
3
; Y ) = S    J
2
. Analog geht die
Berechnung f

ur A
2
, bzw. f

ur A
3
, so da gilt:
B
ECAbest
= 3SJ
2
Nun wird der ung

unstigste Fall f

ur ECA betrachtet. Die Ereignisreihenfolge ist: U
1
, Q
4
,
U
2
, Q
5
, U
3
, Q
6
, A
4
, A
5
, A
6
. Daraus ergeben sich die Anfragen:
Q
4
= V hU
1
i = Q
1
Q
5
= V hU
2
i ,Q
4
hU
2
i = V
2
hU
2
i ,
W;Z
((t
1
./
X
t
2
./
Y
r
3
))
Q
6
= V hU
3
i,Q
4
hU
3
i,Q
5
hU
3
i = V hU
3
i,
W;Z
(
cond
(t
1
./
X
r
2
./
Y
t
3
)),
W;Z
(
cond
(r
1
./
X
t
2
./
Y
t
3
)) + 
W;Z
(
cond
(t
1
./
X
t
2
./
Y
t
3
)).
F

ur den letzten Term in Q
6
entstehen keine

Ubertragungskosten, da er nur aus einzelnen
Tupeln besteht und damit direkt beim Warehouse ausgewertet werden kann. Man sieht,
da die ersten Terme von Q
4
, Q
5
, und Q
6
mit dem Aufwand f

ur B
ECAbest

ubereinstimmen.
Dazu kommen im ung

unstigsten Fall noch drei Terme in denen jeweils zwei Tupel und eine
Relation enthalten sind. Die Kosten f

ur einen dieser Terme belaufen sich auf B = SJ .
Somit ergibt sich insgesamt
B
ECAworst
= B
ECAbest
+ 3SJ = 3SJ(J + 1).
Allgemeine Absch

atzung
Es stellt sich also heraus, da der ECA{Algorithmus bei nur drei

Anderungen wesentlich
ezienter ist als RV, betrachtet man die Menge der zu

ubertragenden Daten. Die Formeln
f

ur ECA sind von der Gr

oe der Relationen C unabh

angig und die Vorteile von ECA gelten
auch noch, wenn man den Joinfaktor variiert. Um eine fundierte Aussage

uber die Ezienz
machen zu k

onnen, mu man sich allerdings den allgemeineren Fall mit k

Anderungen
anschauen. Es ergeben sich folgende Formeln f

ur die vier F

alle, die in [29] ausf

uhrlich
hergeleitet werden:
B
RV best
= SCJ
2
B
RVworst
= kSCJ
2
B
ECAbest
= kSJ
2
B
ECAworst
= kSJ
2
+ k(k , 1)SJ=3
Bei einer Relationsgr

oe von C = 100 zeigt sich, da RV
best
ab einer Menge von 100

Anderungen besser ist als ECA
best
. Vergleicht man ECA
worst
mit RV
best
so verringert
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sich die Zahl der

Anderungen auf 30 (bis dahin ist ECA besser). Es ist aber sehr unwahr-
scheinlich, da alle

Anderungen vor irgendeiner Antwort beim Warehouse eintreen und
deshalb viele ausgleichende Anfragen verwendet werden m

ussen. Wenn man annimmt,
da sich

Anderungen und Anfragen bei der Quelle abwechseln, dann liegt die Zahl der

Anderungen, bei der ECA
worst
besser abschneidet als RV
best
, zwischen 30 und 100. Bei
gr

oeren Relationen ( 100) wird sich diese Zahl nochmals vergr

oern. Und man mu
auch in Betracht ziehen, da bei RV
best
nur einmal die Sicht ge

andert wird, was keine den
Relationen entsprechende aktuelle Sicht garantiert. Wenn RV h

auger seine Sicht

andert,
wird der Algorithmus sehr inezient. RV
worst
ist weitaus schlechter als ECA
worst
.
Kapitel 6
Materialisierung
Holger Sch

atzle
Kurzfassung Die Datenbest

ande relationaler Datenbanken sind oft un

ubersichtlich, da sie umfang-
reich und auf viele Relationen verstreut sein k

onnen. Hier bietet OLAP (On-line analytic processing)
eine Methode, Daten besser zu verstehen und miteinander zu verkn

upfen. Leider sind Benuteranfragen
an ein solches System oft sehr komplex und es kann Stunden dauern, bis das System antwortet, wenn
solche Anfragen an die Original-Datenmenge gestellt wird. Um diese Wartezeit zu verringern, werden
bestimmte Sichten und darauf basierende Indizes vorberechnet. In den folgenden Abschnitten wird eine
Strategie vorgestellt, um eine geignete Menge von Sichten und Indexen zu nden.
6.1 Einleitung
Ein Data-Warehouse sammelt Informationen von vielen verschiedenen Quellen in einer
Datenbank. Diese Integration erm

oglicht es, komplizierte Anfragen

uber mehrere Daten-
banken hinweg auf einfache und

ubersichtliche Art zu stellen, ohne dabei auf die Belange
der verschiedenen Quellen achten zu m

ussen. Dies versetzt ein Unternehmen in die La-
ge gesch

aftliche Zusammenh

ange besser zu verstehen, um daraus Nutzen zu ziehen. Im
Unterschied zu der konventionellen OLTP (On-line Transaction Processing) Anwendung,
geschieht die Auswertung interaktiv und ist unter der Bezeichnung OLAP (On-Line Ana-
lytic Processing) bekannt.
6.1.1 Einf

uhrung in OLAP
Als Beispiel betrachte man ein Data-Warehouse von einem Unternehmen mit den At-
tributen Teil, Lieferant, Kunde und Umsatz. Das Unternehmen kauft ein Teil von
einem Lieferanten und verkauft es an einen Kunden. Der Anwender eines solchen Data-
Warehouse, w

unscht sich nat

urlich die Daten aus verschiedenen Blickwinkeln betrachten
zu k

onnen, d.h. typische Anfragen an das Data-Warehouse k

onnten sein:
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 Wie hoch ist der Umsatz von jedem Teil?
 Wie hoch ist der Umsatz von jedem Kunden?
 ...
Teil Kunde Lieferant Umsatz
.
.
.
none Lieferant
Teil
Teil
Lieferant
T K T K L
0
0
0
Kunde
1
1 Lieferant
1
Teil
Abbildung 6.1: Relation ) Datenw

urfel
Dies bedeutet, da ein OLAP-System dem Benutzer eine mehrdimensionale Sicht auf die
Daten erm

oglichen mu. Die verschiedenen Blickwinkel lassen sich systematisch in Form
einesW

urfels darstellen, den Abb. 6.1 f

ur obiges Beispiel zeigt. Die Attribute stellen dabei
die Dimension der Achse dar, die Achsen selbst sind in zwei Teile unterteilt. Eine 0 bedeu-
tet, da das Attribut f

ur die Sicht nicht relevant ist, eine 1 die Relevanz des Attributes.
Jede Zelle des Datenw

urfels bezieht sich auf eine spezielle Sicht, wobei eine Sicht im Prin-
zip nichts anderes ist, als das Ergebnis einer Datenbankanfrage. Der Datenw

urfel stellt
also eine Art logische Sicht auf die zugrundeliegende Tabelle dar
1
. Die Anfrage: Wie hoch
ist der Umsatz von jedem Teil wird dabei durch den linken oberen W

urfel repr

asentiert.
Um einen interaktiven Betrieb mit den vielen Daten zu erm

oglichen, m

ussen die daten der
entsprechende Zelle schnell zu ermitteln sein. Daraus ergibt sich f

ur einen Warehouse Ad-
ministrator (WHA) die Frage ob die Anfragen an die verschiedenen Datenbanken direkt
gestellt werden sollen, was sich enorm zeitintensiv gestaltet, oder ob all die verschiedenen
Sichten imWarehouse vorberechnet werden sollen, was allerdings einen enormen Speicher-
bedarf im Warehouse erfordert. Hierf

ur gibt es zwei verschiedene Strategien:
 MD-OLAP (multidimensional OLAP): Bei dieser Strategie werden alle m

oglichen
Sichten im Warehouse gespeichert, was eine schnelle Antwortzeit erm

oglicht, doch
eine lange Vorberechnung mit sich bringt und zus

atzlich enorme Speicheranforde-
rungen an das Warehouse stellt.
 ROLAP (relational OLAP): Diese Strategie dagegen berechnet nur wenige Sichten
voraus. F

ur bestimmteAnfragen an das Warehouse, m

ussen dann die Quelldaten aus
den verschiedenen Datenbanken herangezogen werden, um die Anfrage zu beantwor-
ten. Diese M

oglichkeit spart Vorberechnungszeit und Speicherplatz im Warehouse,
verlangsamt auf der anderen Seite aber die Antwortzeit. Jedoch wird sich sp

ater
zeigen, da durch geschickte Wahl der Sichten und insbesondere der Verwendung
von Indexen, sich die Antwortzeit enorm reduzieren l

at.
1
Die Auswahl der Zellen im obigen Beispiel, werden in Abschnitt 6.2.1 erkl

art
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Die MD-OLAP Methode ist nur bei sehr kleinen Datenbest

anden anwendbar, da die Vor-
berechnungszeit exponentiell mit der Anzahl der zugrundeliegenden Attributen anw

achst
(was nat

urlich auch f

ur den Speicherbedarf im Warehouse gilt)
2
. Wir werden daher im
folgenden die zweite Methode ROLAP betrachten.
Die Vorberechnung bei einem ROLAP System wird

ublicherweise in einem zweischritti-
gen Proze durchgef

uhrt. Im ersten Schritt werden die gew

unschten Sichten berechnet.
Im zweiten Schritt, werden die erforderlichen Indexe f

ur die Sichten erzeugt.Dabei ge-
hen wir davon aus, da die Speicherkapazit

at beschr

ankt ist. Das Problem ist daher den
Verf

ugbaren Speicherplatz zwischen diesen zwei Schritten aufzuteilen, was sich nicht ein-
fach gestaltet. Verwendet man zuviel Speicher f

ur die Indexe, bleibt zuwenig Platz, um
ein ausreichendes Ma an Sichten anzulegen, verwendet man hingegen zuviel Platz f

ur die
Sichten ist nicht mehr genug Speicher f

ur Indexe frei. In beiden F

allen kann dies zu sehr
hohen Leistungseinbuen f

uhren, d.h. die Antwortzeiten k

onnen sich drastisch erh

ohen.
Eine ezientere Methode ist es, die Suche der Sichten und die Berechnung der passenden
Indexe in einem Prozeschritt durchzuf

uhren. Diese Methode f

uhrt zu einer ezienten
Ausn

utzung des gegebenen Speichers. Im folgenden werden wir einen Algorithmus vor-
stellen, der nach diesem Prinzip arbeitet [30].
6.2 Grundbegrie und Deniton
6.2.1 Sichten
Die Auswahl der Sichten und somit die Materialisierung des W

urfels, kann auf vielf

altige
Weise geschehen. Beispielsweise k

onnte jeden einzelnen Zelle des W

urfels materialisiert
werden oder aber nur eine Sicht welche die gesamte Tabelle beinhalten w

urde. Doch sind
beide Extreme keine gute Wahl, denn die erste Auswahl w

urde zu einer un

uberschaubaren
Menge von Zellen f

uhren und die zweite Aufteilung ist ja nichts anderes, als ein Abbild
der Quelle, also eine unn

otige Kopie der Daten.
Jede Zelle (Sicht) entspricht in SQL-Notation einer group by Anfrage. Allgemein ergeben
sich be k Attributen 2
k
Sichten, welche im Beispiel folgende sind:
1. Teil, Lieferant, Kunde (6M, d.h. 6 Millionen Datens

atze)
2. Teil, Kunde (6M)
3. Teil, Lieferant (0.8M)
4. Lieferant, Kunde (6M)
5. Teil (0.2M)
6. Lieferant (0.01M)
2
Da der Speicherbedarf und die Vorberechnungszeit zusammenh

angen, wird im weiteren nur eines der
beiden Worte erw

ahnt
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7. Kunde (0.1M)
8. none (1)
none bezeichnet die leere Menge, d.h. die Anfrage bei der keine Attribute in der group by
Klausel stehen. Die Sicht Teil-Kunde als Beispiel ist also eine Tabelle die durch folgende
SQL-Anfrage entsteht:
SELECT Teil, Kunde, SUM(Umsatz) AS Gesamtumsatz
FROM R
GROUP BY Teil, Kunde;
Da wir dieses Szenario als durgehendes Beispiel verwenden, wollen wir aus Vereinfachungs-
gr

unden die Attribute Teil mit T, Lieferant mit L und Kunde mit K abk

urzen.
6.2.2 Anfragen
Um Anfragen etwas k

urzer zu formulieren werden wir eine an die Relationenalgebra an-
gelehnte Schreibweise verwenden. So wird die SQL-Anfrage Q:
SELECT Kunde, SUM(Umsatz) AS Gesamtumsatz
FROM R
WHERE Teil=Konstante
GROUP BY Kunde;
folgendermaen abgek

urzt: 
K

T
. D.h.  bestimmt die Attribute der group by Klausel
w

ahrend  die Selektionsattribute der Anfrage bestimmt. Der Umsatz als Ausgabe wird
nicht extra erw

ahnt, da dieser immer abgefragt wird.Die obige Anfrage
"
schneidet\ ein
St

uck aus der Sicht Teil-Kunde. Dehalb nennt man diese Art einer Anfrage eine Slice
Query. Man kann solche Anfragen der Art 
G
1
;:::;G
k

S
1
;:::;S
l
mit Hilfe der Sicht G
1
; : : : ; G
k
;
S
1
; : : : ; S
l
entsprechend beantworten, wobei diese Sicht die kleinstm

ogliche ist, die diese
Anfrage beantworten kann. Eine Anfrage, die als Ergebnis eine ganze Sicht hat ist dabei
eine spezielle Art einer Slice Query, deren Menge von Selektionsattributen (where Klausel)
leer ist, d.h. alle Anfragen Slice Queries. Eine r-dimensionale Sicht (Anzahl der Attribute
= r) kann somit von 2
r
Slice Queries
"
abgefragt\ werden. Ein n-dimensionaler W

urfel hat

n
r

r-dimensionale Sichten. Somit errechnet sich die gesamte Anzahl der Slice Queries die
an einen n-dimensionalen W

urfel gestellt werden k

onnen durch
P
n
r=0

n
r

2
r
, was beinahe
3
n
entspricht.
Als Kosten f

ur eine Anfrage, betrachten wir die Anzahl der Datens

atze, auf die zugegrien
werden mu.
Die Anfrage Q
1
: 
T

L
, kann beispielsweise mit der Sicht TL mit den Kosten von 0.8M
(Datens

atzen) beantwortet werden oder mit der Sicht TLK mit den Kosten von 6M (Da-
tens

atzen).
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6.2.3 Indexe
B-Baum Indexe k

onnen die Antwortzeit einer Anfrage enorm beschleunigen. Man kann
verschiedene Indexe f

ur eine Sicht erstellen so gibt es z.B. f

ur die Sicht TL die vier Indexe
I
T
(TL); I
L
(TL); I
TL
(TL); I
LT
(TL)
In der Klammer steht auf welcher Sicht der Index erstellt wurde. Die Attribute nach
denen der Index-Baum sortiert ist, sind dem Index zu entnehmen, wobei die Reihenfol-
ge der Attribute eine wichtige Rolle spielt. Hat man z.B. den Index I
TL
, so unterst

utzt
(d.h. die Antwortzeit verk

urzt sich) dieser sowohl eine Anfrage, bei der nach einem be-
stimmten Wert von Tgesucht wird, als auch eine Anfrage bei der nach T und L gesucht
wird. Hingegen m

ussen alle Bl

atter von dem Index-Baum durchsucht werden, wenn nach
einem bestimmten Wert f

ur L selektiert wird. Dies bedeutet im allgemeinen, da ein In-
dex I
X
1
;:::;X
k
nur dann sinnvoll ist, wenn in der Selektionsklausel der Anfrage ein Pr

ax
X
1
; : : : ;X
k
auftritt.
Die m

ogliche Zahl der Indexe f

ur eine gegebene Sicht mit m Attributen errechnet sich
durch
P
m
r=1

m
r

r! was f

ur groe m durch (e - 1)m! gen

ahert werden kann. Somit errechnet
sich die Gesamtzahl der Indexe f

ur einen n-dimensionalen W

urfel n

aherungsweise mit
(e,1)
2
n!  3n! ist. Betrachtet man nur sogenannte fette Indexe
3
, so ist die m

ogliche Zahl
der fetten Indexe in einem n-dimensionalen Datenw

urfel (e, 1)n!, bzw. n

aherungsweise
2n!.
Teilmenge
Anfragen
Indexe
none 1
I I
γTLσ0 γLσT
γTσL γ0σTL
TL LT
TL 0.8M
T 0.2M
TLK 6M
TK 6M
K 0.1 M
LK 6M
L 0.01M
Abbildung 6.2: Sichten, Anfragen und Indexe einer Datenbank
6.2.4 Zusammenfassung
Abbildung 6.2 zeigt nochmals die verschiedenen Sichten des W

urfels in einer etwas an-
deren Form. In dieser Darstellung wird die Teilmengenbeziehung der verschiedenen Zel-
len deutlich. Zusammenfassend gilt also f

ur unsere Aufteilung des Datenw

urfels. Ein n-
dimensionaler W

urfel hat:
3
Ein fetter Index ist ein Index, der kein Pr

ax eines anderen Indexes ist. So ist z.B. I
T
(TL) kein fetter
Index, da das Attribut T in dem Index I
TL
(TL) als Pr

ax enthalen ist.
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 2
n
Sichten
 3
n
Slice Queries und
 ca. 3n! m

ogliche Indexe, davon sind 2n! fette Indexe
6.2.5 Sichten- und Indexsuche im Zwei-Schritt-Verfahren
Zur

uck zum eigentlichen Problem: Welche der vielen Sichten und Indexe soll vorberech-
net werden, um eine schnellstm

ogliche Antwortzeit zu erhalten? Zur Vereinfachung sei
angenommen, da alle m

oglichen Anfragen gleichwahrscheinlich sind. Um alle Sichten
und Indexe zu materialisieren, d.h. zu berechnen und im Data Warehouse abzuspeichern,
w

are ein Platz von ca. 80M Datens

atzen notwendig. In den meisten praktischen F

allen
ist dieser nicht vorhanden und so da nicht alles vorberechnet werden kann. In diesem
Beispiel sei angenommen, da ein Speicherplatz f

ur rund 25M Datens

atzen zur Verf

ugung
steht.
Die im ersten Abschnitt erw

ahnte Zweischritt-Strategie, teilt den vorhandenen Speicher
f

ur die Sichten und f

ur die Indexe. Im ersten Schritt werden die Sichten, die materialisiert
werden sollen bestimmt und danach die f

ur notwendig gehaltenen Indexe. Indexe k

onnen
nat

urlich nur f

ur vorher gew

ahlte Sichten erzeugt werden. Ein groes Problem ist hierbei
die Einteilung des Speichers, d.h. man mu vor der Wahl der Sichten wissen, wieviel Platz
jeweils f

ur Sichten bzw. Indexe zur Verf

ugung gestellt werden soll. In diesem Beispiel wird
der Speicher halbiert, so da den Sichten eine H

alfte und den Indexe die andere H

alfte
zur Verf

ugung steht. Es wird ein Greedy-Algorithmus verwendet, auf den nicht n

aher
eingegangen wird, der im ersten Schritt folgende Sichten ndet:
TLK, TL, K, L, T, none, LK
und im folgenden Schritt die Indexe:
I
KLT
; I
TKL
Diese Auswahl f

uhrt zu durchschnittlichen Anfragekosten von 1.18M Datens

atzen.
Wir werden sp

ater einen Greedy-Algorithmus vorstellen, der die beiden Schritte vereint
und somit folgende Ergebnis liefert:
TLK; I
KLT
; TL; I
TKL
; I
LTK
;K;L; T; none
Diese Auswahl kommt auf durchschnittliche Anfragekosten von nur 0.74M Datens

atzen,
was im Gegensatz zur obigen Methode eine Ersparnis von fast 40 Prozent ausmacht. Der
Grund der Ersparnis ist, da der Zweischrittalgorithmus den verf

ugbaren Speicherplatz
halbiert, was sich aber sp

ater als Fehler herausstellt, da es in diesem Fall besser ist nur
ein viertel des Platzes den Sichten und drei viertel den Indexen zur Verf

ugung zu stellen.
Wieviel Platz man f

ur die Indexe nehmen sollte, h

angt von mehreren Faktoren ab wie z. B.
der Gr

oe der bereits gew

ahlten Sichten und Indexe und ist vorab schwer zu bestimmen.
Interessant ist noch, da die zus

atzliche Materialisierung der nichtgew

ahlten Sichten und
Indexe, die einen Speicherplatz von rund 55M Datens

atzen ben

otigen, keinen groen Ein-
u auf die Antwortzeit h

atte.
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6.3 Kostenmodell
In diesem Abschnitt wird ein Formel vorgestellt, um den Kostenaufwand einer Anfrage
zu berechnen. Danach werden wir Methoden vorstellen, mit Hilfe derer die Gr

oe einer
Sicht bzw. eines Indexes abgesch

atzt werden kannn, ohne diese berechnen zu m

ussen.
Der im n

achsten Abschnitt folgende Algorithmus ben

otigt folgende Informationen:
1. F

ur jedes (Anfrage, Sicht, Index) Tripel, die Kosten, die Anfrage mit der gegeben
Sicht und dem gegebenen Index zu beantworten.
2. Die Gr

oe von jeder Sicht
3. Die Gr

oe von jedem Index
In Abschnitt 6.3.1 wird gezeigt, wie Punkt 1 mit gegebenen Punkten 2 und 3 berechnet
werden kann.
6.3.1 Berechnung der Kosten
Es geht darum, eine Anfrage Q durch eine Sicht S und einen Index J zu beantworten.
 Sei Q eine Anfrage 

A


B
, wobei

A
4
und

B Mengen von Attributen sind. Wenn

B = ;, so handelt es sich um eine Anfrage

uber die gesamte Sicht.
 Sei

C
S
die Menge der Attibute der Sicht S. Kann Q durch S beantwortet werden,
so mu

A [

B 

C
S
sein. Bei der Sicht none gilt dann:

C
none
= ;
 Sei J der Index I
~
D
(S).
~
D soll hervorheben, da die Reihenfolge der Attribute hier
eine Rolle spielt;
~
D ist also keine Menge, sondern eine Folge.
~
D = hi (die leere Folge)
bezeichnet somit den Fall, bei dem kein Index benutzt wird.
Sei

E die gr

ote Untermenge von

B, so da die Attribute in

E einen Pr

ax von
~
D bilden
sowie T die Sicht f

ur die gilt

C
T
=

E. Die Kosten um Q mit S in Verbindung mit J zu
beantworten errechnen sich durch:
c(Q;S; J) =
jSj
jT j
Betrachten wir noch einmal das Beispiel; die Sicht S = TLK mit einer Gr

oe von 6M
Datens

atzen, die Anfrage Q = 
K

TL
und den Index J = I
LKT
. In diesem Fall ist

C =
TLK und

E = s, wobei die gr

ote Untermenge der Attribute TL die einen Pr

ax in LKT
bilden, s ist. Aus dem Beispiel ist bekannt, da jTLKj = 6M und jLj = 0:01M ist. Damit
sind die Kosten:
c(Q;S; J) =
6M
0:01M
= 600
4

X soll bedeuten, da X eine Menge ist
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Die obige Formel funktioniert in allen F

allen. Auch in dem Fall wenn

E = ;. Dieser Fall
trit ein, wenn es keinen bzw. keinen passenden Index f

ur S gibt, oder weil Q eine Abfrage
einer gesamten Sicht ist. In diesen F

allen m

ussen alle Datens

atze der Sicht durchsucht-
werden, also c(Q;S; J) = jSj. Doch auch hier gibt die Formel die richtige Antwort, denn
j;j = 1.
6.3.2 Absch

atzung der Sichtgr

oe
Es gibt viele M

oglichkeiten die Gr

oe der Sichten zu bestimmen, ohne sie berechnen
zu m

ussen. Dazu z

ahlen analytische Methoden mit denen man die Gr

oe der einzelnen
Sichten bestimmen kann, indemman nur die gr

ote Sicht (d.h. die Sicht, die alle Attribute
enth

alt) berechnet. Die Gr

oe einer Sicht ist dann in unserem Beispiel die Anzahl der
verschiedenen Werte der Attribute, nach denen gruppiert worden ist.
6.3.3 Absch

atzung der Indexgr

oe
Ist die Gr

oe der Sicht bekannt, kann man die Indexgr

oe bestimmen. F

ur Indexe gilt
ein

ahnliches Kostenmodell wie bei den Sichten. Die Gr

oe von jedem Index (B-Baum)
ist die Anzahl der Knoten und Bl

atter. Diese Anzahl ist jedoch ann

ahernd gleichgro wie
die Anzahl der Datens

atze des unterliegenden Indexes. Damit folgt, da
 die Gr

oe eines Index auf einer Sicht S ist gleich der Gr

oe der Sicht S.
Diese Erkenntnis hat eine wichtige Konsequenz. Betrachtet man zwei Indexe J
1
= I
~
A
(S)
und J
2
= I
~
B
(S) auf derselben Sicht S. Ist
~
B ein Pr

ax von
~
A, dann gilt sicherlich
c(Q;S; J
1
)  c(Q;S; J
2
) f

ur eine beliebige Anfrage Q, nach dem Kostenmodell aus Ab-
schnitt 6.3.1, weiter sind die Speicheranforderungen von J
1
und J
2
fast gleich. Daraus
folgt, da man den Index J
2
weglassen kann, wenn man den Index J
1
berechnet hat.
Allgemein heit dies, man braucht nur sogenannte fette Indexe
5
Sei S die Sicht mit der
Attributmenge

C
S
, so ist die Menge der Indexe gegeben durch:
fI
~
D
(V )j
~
D ist ein Permutation von

Cg
Man kann zeigen, da diese Beobachtung zu einer Reduzierung der Indexe um einen Faktor
von nahezu e, 1 beitr

agt, wobei e die eulersche Zahl ist.
6.4 Materialiserung von Sichten und Indexen
In diesemAbschnitt wird ein Algorithmus vorgestellt, der Sichten und Indexe aussucht, die
nicht mehr als eine gegeben Gr

oe an Speicher S belegen, um damit eine gegebene Menge
von Anfragen zu beantworten. Die Suche nach der optimalen L

osung ist NP-vollst

andig,
doch weicht der vorgestellte Algorithmus nur wenig von einer optimalen L

osung ab.
5
Zur Erinnerung: Ein fetter Index ist ein Index, dessen Attribute keinen Pr

ax eines andreren Indexes
derselben Sicht bilden.
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6.4.1 Problemdenition
Betrachte einen bipartiten Graph, G = (S[Q;E), ein sogenannter Anfrage-Sichten-Graph
(siehe Abb. 6.3). S sei die Menge der Sichten und Q die Menge der Anfragen.
 Zu jeder Sicht s
i
2 S geh

ort ein Tupel (P
i
; I
i
) (das in Abb. 6.3 nicht angegeben ist,
da pro Index bzw. Sicht ein Platzbedarf von 1 angenommen wird), wobei
P
i
den Speicherbedarf (Platz) angibt, der durch die Sicht verbraucht wird, und
I
i
ist die Menge der Indexe auf der Sicht. I
ik
bezeichnet den k-ten Index von s
i
.
 Mit jeder Anfrage q
i
2 Q sind die Kosten T
i
verbunden. T
i
bezeichnet die Kosten
eine Anfrage q
i
zu beantworten, ohne da dabei eine spezielle Sicht oder ein Index
verwendet wird (In Abb. 6.3 wird T
i
als konstant = 100 angenommen).
 Jede Kante (q
i
; s
j
) hat eine Markierung (k; t
ijk
), wobei t
ijk
die Kosten sind, die
Anfrage q
i
mit der Sicht s
j
und deren k-ten Index zu beantworten. Wenn k = 0,
sind t
ijk
die Kosten, um q
i
nur mit der Sicht s
i
zu beantworten.
(1, 90)
Markierung: Markierung:
(1,50),(2,50)...(8,50)
(0,93)
(1,93)
(2,93)
(3,93)
(4,93)
(3.79)
(2,79)
(1,64)
(0,95) (4,79)
(3,73)
(2,62)
(1,62)
(0,94) (4,73)
S: Sichten s1: s2: s3: s4: s5:
Q: Anfragen
q1    q2   q3  q4  q5   q6   q7   q8   q9 q10        q11       q12       q13       q14    q15        q16       q17        q18       q19   q20      q21        q22       q23       q24
Abbildung 6.3: Ein Anfrage-Sichten-Graph
In Abb. 6.3 beispielsweise besitzt die Sicht 1 den Index I
11
, die Sicht 4 die Indexe
I
41
; : : : ; I
44
. Das Ziel ist es nun, mit einer gegebenen Menge von Sichten S und einer
Menge von Anfragen Q, eine Menge M  S zu nden, die Sichten und Indexe beinhal-
tet, die die gegebenen Anfragen Q in schnellstm

oglicher Zeit beantworten, wobei M einen
gegebenen Speicherplatz P nicht

uberschreiten darf. Formal bedeutet dies:
 (G;M) =
jQj
X
i=1
min(T
i
; min
s
i
;I
j;k
2M
t
ijk
)
6.4.2 Gewinn
Sei C eine beliebige Menge von Sichten und Indexen in einem Anfrage-Sichten-Graph G.
P (C) bezeichnet dann den gesamten Speicherplatz, der von den Stukturen
6
in C belegt
6
Eine Struktur ist ein Sicht oder ein Index
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wird. Der Gewinn durch C unter Ber

ucksichtigung von M wird durch B(C;M) bezeichnet
und wird deniert durch ( (G;M), (G;M[C)), wobei  die oben denierte Funktion ist.
B(C; ;) bezeichnet den absoluten Gewinn der Menge C. Gewinn von C pro Speichereinheit
mit Ber

ucksichtigung von M ist B(C;M)=P (C).
6.4.3 Der r-Greedy{Algorithmus
Der r-Greedy Algorithmus beinhaltet mehrere Schleifendurchl

aufe, wobei er w

ahrend je-
dem Durchlauf eine Teilmenge C bestimmt, die maximal r Strukturen beinhaltet. Diese
Teilmenge besteht entweder aus
1. Einer Sicht und einigen Indexen der Sicht, oder
2. Einem einzelnen Index, dessen Sicht in einer vorherigen Phase bereits selektiert
wurde.
Angenommen es gibt s Sichten und jede Sicht hat h

ochstens i Indexe. So mu der r-
Greedy-Algorithmus in jedem Durchlauf den Gewinn von maximal si+ s

i
r 1

m

oglichen
Mengen berechnen. Somit ergibt sich eine Komplexit

at des Algorithmus von O(km
r
),
wobei m die Anzahl der Strukturen im gegebenen Anfrage-Sichten-Graph ist und k die
Anzahl der vom Algorithmus ausgew

ahlten Strukturen, die h

ochstens P
max
betr

agt.
r-Greedy Algorithmus
Gegeben: G, ein Anfrage-Sichten-Graph und P
max
der verf

ugbare Speicher
BEGIN
M = ; /* Anzahl der bereits gesammelten Strukturen */
while (P (M) < P
max
)
Durchsuche alle m

oglichen Mengen von Sichten und Indexen der folgenden Form:
 fs
i
; I
ij
1
; I
ij
2
; : : : ; I
ij
p
g, so da s
i
=2M; I
ij
l
=2M , 1  l  p, und 0  p < r, oder
 fI
ij
g, so da die Sicht s
i
des Index I
ij
in M ist und I
ij
=2M .
Unter diesen Mengen soll C die Menge sein, welche am meisten Nutzen
pro Speichereinheit hat, d.h. max(B(C;M)=P (C)).
M =M [ C;
end while;
return M;
END.
Funktionsweise des Algorithmus
Als Beispiel verwenden wir den Anfrage-Sichten-Graph in Abb. 6.3. Zur Vereinfachung, sei
der Speicherbedarf pro Index bzw. pro Sicht eine Speichereinheit. Die Kosten eine Anfrage
ohne Benutzung einer Sicht oder eines Indexes betragen 100 Speichereinheiten, d.h es
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m

ussen also 100 Speichereinheiten durchlaufen werden um die Anfrag zu beantworten.
Der verf

ugbare Speicher sei auf P
max
= 7 beschr

ankt. Die in Klammer angegebenen
Werte beziehen sich auf die Kosten einer Sicht ((0, Kosten)) oder eines Index ((x, Kosten)
x = 1; : : : ; n).
Im folgenden wird aufgezeigt, wie der r-Greedy Algorithmus f

ur verschiedene Werte von
r arbeitet.
1-Greedy: Im ersten Schritt werden alle Sichten der Reihe nach auf ihren Gewinn hin
untersucht. So kann die Anfrage q
10
beispielsweise durch die Sicht s3 mit Kosten von 94
beantwortet werden, was einen Gewinn von B(s3; ;) = 100 , 94 = 6 ergibt. Den meisten
Nutzen bringt jedoch die Sicht s5 mit einem Gewinn von 7 (100 , 93 = 7). Somit sucht
sich der Algorithmus also die Sicht S
5
aus.
Nun werden zu der Menge M der Reihe nach die Indexe I
5;1
; I
5;2
; I
5;3
; I
5;4
hinzugef

ugt.
Da P (M) = 5 < P
max
, wird jetzt im zweiten Schritt die Sicht S
3
ausgew

ahlt. Da diese
von den noch nicht gew

ahlten Sichten am meisten Nutzen (6) hat.
Nun wird noch der Index I
3;1
hinzugef

ugt und so gibt der 1-Greedy-Algorithmus als
L

osung die Menge M = fS
5
; I
5;1
; I
5;2
; I
5;3
; I
5;4
; S
3
; I
3;1
g, mit einem Gewinn von 79, aus.
2-Greedy: Im ersten Schritt selektiert der Algorithmus C = fS
1
; I
1;1
g, mit einem Gewinn
von 10 x 9 = 90. Der Gewinn von fS
2
; I
2;1
g w

ahre 40 mit Ber

ucksichtigung von C (d. h.
20 pro Speichereinheit). Jedoch wird im zweiten Schritt fS
4
; I
4;1
g gew

ahlt, da der Gewinn
41 (also 20,5 pro Speichereinheit) betr

agt. Im n

achsten Schritt werden die Indexe von
S
4
selektiert, was zu einer L

osung von M = fS
1
; I
1;1
; S
4
; I
4;1
; I
4;2
; I
4;3
; I
4;4
g mit einem
Gesamtgewinn von 194.
3-Greedy: Sowie bei 2-Greedy, wird zuert C = fS
1
; I
1;1
g mit einem Gewinn von 90 aus-
gew

ahlt. Im zweiten Schritt w

ahlt der Algorithmus die Menge fS
3
; I
3;1
; I
3;2
g mit einem
Gewinn von 82, also 27.3 pro Speichereinheit. Sp

ater werden die Indexe I
3;3
und I
3;4
hin-
zugef

ugt, was zu der MengeM = fS
1
; I
1;1
; S
3
; I
3;1
; I
3;2
; I
3;3
; I
3;4
g mit einem Gesamtgewinn
von 226 f

uhrt.
Optimale L

osung: Es ist nicht schwer zu erkennen, da die optimale L

osung f

ur das ge-
gebene Beispiel M = fS
2
; I
2;1
; I
2;2
; I
2;3
; I
2;4
; I
2;5
; I
2;6
g mit einem Gesamtgewinn von 300
ist.
Der vorgegebene Algorithmus garantiert, da der Gewinn von M mindestens (1 ,
1=e
(r 1)=r
) mal dem Gewinn der optimalen L

osung ist, die mit demselben Speicherplatz
auskommt.
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Kapitel 7
Sichtenevolution
J

urgen Enge
Kurzfassung Bei Sichten, die in Relationen materialisiert sind, ist es bei einer

Anderung der Sicht
oft aufwendig, die komplette Relation neu zu erstellen. Dieser Text stellt M

oglichkeiten zur Anpassung
von materialisierten Sichten vor.
7.1 Einf

uhrung
Anwendungen, die

uber Sichten auf groe Datenbest

ande zugreifen, haben oft das Pro-
blem, da der Zugri auf die Daten

uber die Sicht direkt nicht schnell genug (komplexe
Sicht), oder aus anderen Gr

unden nicht m

oglich ist. Dieses Problem wird durch eine Ma-
terialisierung der Sicht, das heit, da alle Daten, die in der Sicht zu nden sind, in eine
Relation eingef

ugt werden, gel

ost. Auf diese Art und Weise greift die Anwendung dann
nicht mehr auf die Sicht (VIEW), sondern auf deren Materialisierung zu.
Bei

Anderungen in der Sicht ist es dann oft aufwendiger, die neue Sicht komplett zu ma-
terialisieren, als die alte Sicht anzupassen (Adaption, Evolution).
Anwendungen, in denen materialisierte Sichten verwendet werden, sind zum Beispiel Vi-
sualisierungsprogramme, die bei einer Sicht

anderung schnell auf die neuen Daten zugreifen
k

onnen m

ussen, um interaktiv zu bleiben, oder aber Anwendungen zur Datenarch

aologie,
in denen der Arch

aologe versucht, Regeln

uber die Daten zu nden, indem er Abfragen
formuliert, die Ergebnisse betrachtet und dann, mit wachsendem Verst

andnis der Daten,
die Abfragen

andert.
7.1.1 Beispiel zur Motivation
Alle vorkommenden Beispiele werden sich auf die folgenden Relationen A(rbeiter), Z(ei-
ten) und B(austelle) beziehen:
 A( Ang#, Name, Adresse, Alter, Lohn)
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 Z( Ang#, Bau#, Stunden)
 B( Bau#, BauName, Leiter#, Ort, Gesamtaufwand)
Der Schl

ussel jeder Relation ist unterstrichen. Angenommen, eine Anwendung will Daten
visualisieren, die es aus den Relationen mittels SELECT, FROM, WHERE, GROUPBY und
anderen SQL-Konstrukten erh

alt.
Zum Beispiel k

onnte die folgende Sicht von der Abfrage A
1
deniert werden.
CREATE VIEW V AS
SELECT Ang#, Bau#, Lohn
FROM A 1 Z
WHERE Lohn > 10000 AND Stunden > 40
Aus Gr

unden einfacherer Darstellung wird die nat

urliche Verbindung zwischen den Re-
lationen A und Z auf dem Attribut Ang# im FROM-Ausdruck durch das '1'-Zeichen
dargestellt.
Die Abfrage A
1
k

onnte zum Beispiel von einer Anwendung generiert werden, die die Daten
grasch in einer Tabelle darstellt und einen Schieberegler f

ur den Lohn und einen f

ur die
Stunden besitzt. Werden nun die Regler verschoben, so mu m

oglichst schnell die Tabelle
aktualisiert werden.
Wird der Regler f

ur den Lohn auf Lohn > 15000 eingestellt, so kann die Antwort auf diese
neue Abfrage schnell aus der Antwort der alten Abfrage berechnet werden. Es m

ussen le-
diglich alle Tupel, in denen der Lohn gr

oer 10000 und kleiner 15000 ist, entfernt werden.
Wenn aber der Regler auf > 5000 geschoben wird, so ist der Vorgang nicht mehr ganz so
einfach. Die Alten Daten k

onnen jedoch weiterhin angezeigt werden, es m

ussen aber neue
Tupel, n

amlich die, bei denen der Lohn gr

oer 5000 und kleiner 10000 ist, hinzugef

ugt
werden. Obwohl die neue Abfrage nicht mit den Daten der Alten beantwortet werden
kann, ist es doch m

oglich den Aufwand der Neuberechnung stark zu reduzieren, indem
die alten Daten weiterverwendet werden.
Will der Benutzer die Abfrage A
1
dahingehend

andern, da er sie mit der Relation B ver-
bindet und eine Aggregierung berechnet, so ist die Neuberechnung der Sicht nicht mehr
so einfach.
CREATE VIEW V AS
SELECT Bau#, Ort, SUM(Lohn)
FROM A 1 Z 1 B
WHERE Lohn > 10000 AND Stunden > 40
GROUPBY Bau#, Ort
In A
2
wird also A
1
mit B

uber das Attribut Bau# verbunden und die resultierende Sicht

uber die Attribute Bau# und Ort gruppiert. Da nun der Schl

ussel der Relation B, Bau#,
schon im Ergebnis der Abfrage A
1
vorkommt, mu zur Berechnung von A
2
nur noch das
Attribut Ort aus B geholt werden und in die materialisierte Sicht eingetragen werden.
Will man verhindern, da A
2
getrennt von A
1
materialisiert werden mu, so kann man in
A
1
schon im voraus Platz f

ur zuk

unftige Attribute lassen.3
Der Schwerpunkt wird nun auf

Anderungen von materialisierten Sichten und der Neu-
berechnung der Materialisierung unter Verwendung der alten Sichten liegen.
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7.1.2 Ergebnis
Der Prozess, eine materialisierte Sicht neu zu denieren, wird als eine Folge von lokalen

Anderungen der Sicht deniert. Die Adaption wird als eine zus

atzliche Abfrage oder eine

Anderung (Update) auf der alten Sicht und der Basisrelation, die ben

otigt wird, um die
Sicht an die

Anderung anzupassen, gesehen. Dabei wird eine Grundmenge von lokalen

Anderungen so gew

ahlt, da eine Folge von lokalen

Anderungen durch einfaches Aneinan-
derh

angen durchgef

uhrt werden kann. Meistens kann dieses Aneinanderh

angen geschehen,
ohne da Zwischenergebnisse materialisiert werden m

ussen, was eine einzige Anpassungs-
methode f

ur beliebige

Anderungen der Sichtendenition hervorbringt.
Es werden verschiedene Typen f

ur lokale

Anderungen und Algorithmen zur Aufrechter-
haltung der Sichten in Bezug auf die

Anderungen vorgestellt. Diese Algorithmen k

onnen
in kosten-basierende Abfrage-Optimierer integriert werden, die dann die Kosten der al-
ternativen Methode der Sichtenanpassung mit denen der Neuberechnung vergleichen und
dann die g

unstigste Methode ausw

ahlen.
Es wird auch gezeigt, da es oft sinnvoll ist, zus

atzliche Informationen in materialisierten
Sichten unterzubringen, um damit

Anderungen an der Sichtendenition viel ezienter
durchf

uhren zu k

onnen [31].
7.1.3

Ahnliche Problematiken
Das Problem, eine materialisierte Sicht neu zu denieren,

ahnelt dem Problem, eine belie-
bige Abfrage unter der Bedingung, da die Datenbank eine Sicht V materialisiert hat, zu
optimieren. Die Abfrage kann als Neudenition der Sicht V angesehen werden, und man
kann sie neuberechnen, indem dieMaterialisierung von V ge

andert wird. Aber es gibt einen
wichtigen Unterschied. Angenommen eine Abfrage liefert alle Tupel einer Sicht, auer ei-
nem. Wird das ganze als eine Abfrageoptimierung betrachtet, so ist die Komplexit

at, die
Sicht zu verwenden, O(jV j) (jV j ist die Kardinalit

at von V). Bei der Betrachtung als ein
Problem der Sichtenanpassung ist die Komplexit

at des Prozesses der Aufrechterhaltung
der Sicht nur O(log(jV j)). Ferner geht bei der Sichtenanpassung die alte Sicht verloren,
w

ahrend sie bei der Abfrage erhalten bleibt.
Die Sichtenanpassung unterscheidet sich von dem Problem, eine materialisierte Sicht zur
Beantwortung von Abfragen zu verwenden, auch darin, da bei der Anpassung die neue
Sicht nahe an der Alten liegen mu, was bedeutet, da die neue Sicht sich nur durch eine
kleine Menge von lokalen

Anderungen von der Alten unterscheidet. Es gibt im Abfrage-
Antwort Problem jedoch keinen Ansatz, der die Sichtenanpassung ber

ucksichtigt, so da
ein Abfrage Compiler/Optimierer viel Zeit darauf verwenden mu, die vorhandenen Sich-
ten zu verwenden, um die Abfrage richtig zu beantworten. So betrachtet die Anpassung
einen kleineren Suchraum und liefert eine kleinere, aber ezientere Menge von Standard-
Techniken, die einfach in relationale Systeme eingegliedert werden k

onnen.
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7.2 Das Modell
7.2.1 Bedingungen
Die minimale Vorbedingung ist, da sich die Neudenition der Sicht durch eine Folge
von primitiven lokalen

Anderungen ausdr

ucken l

at. Jede lokale

Anderung ist eine kleine

Anderung der Sichtendenition, wie zum Beispiel das Entfernen oder

Andern eines Aus-
wahlpr

adikats, Hinzuf

ugen eines Ergebnisattributes,

Anderungen in der Gruppierung und
Hinzuf

ugen einer Verbindung.
Hat man eine neu denierbare Sicht, so mu sich der Administrator zuerst dar

uber klar
werden, (a) ob die Sicht durch zus

atzliche Informationen aufgebl

aht werden soll, die bei
sp

ateren Anpassungen n

utzlich sind, (b) wie die materialisierte Sicht gespeichert werden
soll (eventuell noch Platz lassen, damit die Tupel wachsen k

onnen), und (c) ob die mate-
rialisierte Sicht einen Index erhalten soll.
Das Aufbl

ahen einer Sicht kann nur durch Hinzuf

ugen von Attributen oder Tupeln ge-
schehen, woraus folgt, da die Sicht eine Projektion der aufgebl

ahten Sicht sein mu. Die
Zus

atzlichen Attribute k

onnen bei der Anpassung der Sicht, bei

Anderungen der Auswahl,
Projektion, Gruppierung oder Vereinigung n

utzlich sein.
Nachdem der Benutzer nun eine Sicht neu deniert hat, wird die Neudenition in eine
Folge primitiver

Anderungen

ubersetzt, und das Systemmu die aufgebl

ahte Sicht und die

Anderungen analysieren, um festzustellen, (1) ob die aufgebl

ahte Sicht angepat werden
kann und (2) welche Algorithmen f

ur die

Anderungen verwendet werden k

onnen.
7.2.2 Einfache

Anderungen
Die folgenden

Anderungen werden als primitive

Anderungen an Sichten unterst

utzt.
 Hinzuf

ugen oder L

oschen von Attributen in SELECT.
 Hinzuf

ugen, L

oschen oder

Andern von Pr

adikaten in WHERE.
 Hinzuf

ugen oder L

oschen von Verbindungs-Operanden (in JOIN) mit den zu-
geh

orgigen Pr

adikaten der nat

urlichen Verbindung equijoin in SELECT.
 Hinzuf

ugen oder L

oschen von Attributen in GROUPBY.
 Hinzuf

ugen oder L

oschen von Aggregierungsfunktionen in Sichten mit Gruppierun-
gen.
 Hinzuf

ugen oder L

oschen von Operanden der UNION und EXCEPT Operanden.
 Hinzuf

ugen oder L

oschen des DISTINCT Operators.
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7.2.3 In-place Anpassung
Soll die Sicht V zu der Sicht V
0
umdeniert werden, so mu zuerst die neue Sicht materia-
lisiert, die Alte gel

oscht und danach die neue Materialisierung V
0
in V umbenannt werden.
Der Anpassungsprozess kann nun Versuchen so viel wie m

oglich der Materialisierung der
alten Sicht zu verwenden, um m

oglichst wenig Tupel kopieren zu m

ussen. Deshalb sollte
so viel wie m

oglich direkt ge

andert werden. Dies kann mit den SQL-Befehlen INSERT,
UPDATEund DELETEgeschehen. F

ur Updates wird die folgende erweiterte Syntax
verwendet:
UPDATE v IN V
SET A (SELECT B
FROM R
1
1 : : : 1 R
m
WHERE C
1
AND : : : AND C
k
).
Die Bedingungen im SELECT-Abschnitt in der Unterabfrage k

onnen sich auch auf die
Variable v beziehen, die ge

andert werden soll beziehen. Die Unterabfrage soll jedoch nur
einen Wert liefern. Es w

are auch m

oglich, da A nicht in der urspr

unglichen Sicht V ist
und in der Neudenition hinzugeg

ugt wird. Dann mu aber noch Raum f

ur das neue
Attribut in der materialisierten Sicht vorhanden sein.
7.3 SELECT-FROM-WHERE Sichten
Dieser Abschnitt besch

aftigt sich mit der SELECT-FROM-WHERE-Abfrage und Neu-
denitionen, die

Anderungen in den SELECT, FROM und/oderWHEREAbschnitten
vornehmen.
Ein allgemeine Sicht dieses Typs sieht folgendermaen aus:
CREATE VIEW V AS
SELECT A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE C
1
AND : : : AND C
k
Wie am Anfang schon gesagt, taucht die nat

urliche Verbindung im FROM-Abschnitt der
Abfrage auf, weshalb

Anderungen darin auch in diesem Abschnitt auftauchen.
7.3.1

Anderungen im SELECT-Abschnitt
Entfernen von Attributen
Beim Entfernen von Attributen kann man entweder einfach die Attribute aus der Mate-
rialisierung l

oschen, oder aber man l

at die alte Sicht unver

andert und sorgt am Ende
einer Abfrage f

ur eine Projektion, die die entfernten Attribute ausl

oscht.
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Hinzuf

ugen von Attributen
Das Hinzuf

ugen von Attributen ist nicht ganz so einfach. Wenn man in einer aufgebl

ahten
Relation W mehr Attribute, als in V ben

otigt, hat und bei der Verwendung von V diese
ausblendet (Projektion) und diese zus

atzlichen Attribute die Hinzuzuf

ugenden sind, so
hat man keine Probleme.
Die obige L

osung ist aber nur f

ur wenige Attribute zu gebrauchen, da bei vielen Attri-
buten und Relationen die Datenmenge zu gro wird. Dann ist es besser einfach einen
Schl

ussel der Basisrelation als zus

atzliches Attribut mit in die Relation zu nehmen.
Beispiel 1: Die Datenbank besteht aus den schon bekannten Relationen A, Z und B.
Eine Sicht wird wie folgt deniert:
CREATE VIEW V AS
SELECT Name, BauName
FROM A 1 Z 1 B
WHERE Ort = Karlsruhe
W

urde man alle Attribute in einer aufgebl

ahten Relation halten, so h

atte man zehn

uber-


ussige Attribute. Als Alternative k

onnte man einfach nur Ang# und Bau# in einer
aufgebl

ahten Relation (G) halten.
Angenommen, man will das Attribut Adresse der Sicht hinzuf

ugen, so kann dies dann in
einem einzigen Durchlauf durch die Relation G und indizierte Abfragen in A basierend
auf Ang# geschehen.
UPDATE g IN G
SET Adresse = (SELECT Adresse
FROM A
WHERE A.Ang# = g.Ang#)
Das Update kann entweder direkt geschehen, oder man kann das Ergebnis in eine neue
Version von G kopieren. Ein Abfrage-Optimierer k

onnte jedoch auch die UPDATE-
Anweisung in eine Verbindung zwischen A und G (A 1 G) umwandeln und alle Tupel
von G

andern, die in der Verbindung auftauchen.3
Oft besitzt auch die Original-Sicht V einen Schl

ussel der Basisrelation R. Wenn eine
Neudenition zus

atzliche Attribute aus R ben

otigt, dann kann die Sicht einfach mit Hilfe
des Schl

usseln angepat werden.

Andern des DISTINCT-Schalters
Soll eine Sicht, die vorher keine DISTINCT hatte, ein DISTINCT erhalten, so m

ussen
nur alle doppelten Tupel aus der materialisierten Sicht gel

oscht werden. Durch ein einfa-
ches SELECT DISTINCT auf die alte Sicht kann dann die neue Sicht erzeugt werden.
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Sehr aufwendig ist das Entfernen des DISTINCT-Schalters, da nicht klar ist, wievie-
le Duplikate in der Sicht vorhanden sind. Einfach zu l

osen ist dieses Problem mit einer
aufgebl

ahten Sicht, die alle Tupel besitzt, bei der nur die Projektion, die alle doppelten
Tupel ausgeblendet hat, entfernt werden mu.
7.3.2

Anderungen im WHERE-Abschnitt
Im WHERE-Abschnitt wird nicht zwischen Bedingungen auf eine Relation und Bedin-
gungen auf mehrere Relationen unterschieden.
Sei C
0
1
die neue Bedingung, die aus C
1
entstehen soll. Nun soll die neue Sicht V
0
, die
folgendermaen deniert sein k

onnte
CREATE VIEW V
0
AS
SELECT A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE C
0
1
AND : : : AND C
k
unter Ber

ucksichtigung der Tatsache, da V bereits materialisiert wurde, materialisiert
werden.
Algebraisch bedeutet das, V
0
= V [ V
+
, V
 
wobei
SELECT A
1
; : : : ; A
n
V
+
= FROM R
1
1 : : : 1 R
m
WHERE C
0
1
AND NOT C
1
AND : : : AND C
k
SELECT A
1
; : : : ; A
n
V
 
= FROM R
1
1 : : : 1 R
m
WHERE NOT C
0
1
AND C
1
AND : : : AND C
k
Wenn die Attribute, die in C
0
1
vorkommen, eine Untermenge von fA
1
; : : : ; A
n
g sind, dann
gilt:
V
 
= SELECT A
1
; : : : ; A
n
FROM V WHERE NOT C
0
1
oder
V , V
0
= SELECT A
1
; : : : ; A
n
FROM V WHERE C
0
1
V kann dann wie folgt angepat werden:
DELETE FROM V WHERE NOT C
0
1
INSERT INTO V (SELECT A
1
; : : : ; A
n
FROM R
1
; : : : ; R
m
WHERE C
0
1
AND NOT C
1
AND : : : AND C
k
)
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Sind die Attribute von C
0
1
nicht in der Sicht enthalten, so hat eventuell der Anpassungsal-
gorithmis der SELECT-Anweisung die Attribute in einer aufgebl

ahten Relation G, oder
die ben

otigten Attribute werden mittels einer Verbindung aus der Basisrelation, die sie
enth

alt, geholt.
Nun sieht man, da die Kosten einer Anpassung von V in einem der obigen F

alle eine
Auswahl auf V (oder G), um V nach V , V
 
zu bringen, plus die Kosten f

ur die Berech-
nung von V
+
, die in V eingef

ugt werden mu, betragen.
Beispiel 2: Sei A und Z deniert wie oben. Anahme eine Sicht sei deniert als
CREATE VIEW V AS
SELECT * FROM A 1 Z WHERE Lohn > 20000
Nun soll V folgendermaen angepat werden:
SELECT * FROM A 1 Z WHERE Lohn > 25000
Das sei nun V
0
. Bezugnehmend auf die obige Ausdrucksweide ist nun C
1
,,Lohn > 20000"
und C
0
1
ist ,,Lohn > 25000". Daraus folgt, da V
 
und V
+
folgendermaen deniert
werden k

onnen:
SELECT *
V
 
= FROM V
WHERE Lohn  25000 AND Lohn > 20000
SELECT *
V
+
= FROM V
WHERE Lohn > 25000 AND Lohn  20000
V
+
ist leer, da die Bedingungen im WHERE-Abschnitt einander ausschlieen. Deshalb
betragen die Kosten, um die Sicht neuzuberechnen, nur einen Durchlauf durch V . W

are
V
0
nun folgendermaen deniert
SELECT * FROM A 1 Z WHERE Lohn > 19000
dann ist V
 
leer und V
+
kann durch
SELECT * FROM A 1 Z WHERE Lohn > 19000 AND Lohn  20000
ausgedr

uckt werden. Ist das Attribut Lohn inA indiziert, so ist die Berechnung von V [V
+
viel ezienter, als wenn V
0
von Grund auf neu berechnet werden w

urde. 3
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Hinzuf

ugen oder L

oschen einer Bedingung
Das Hinzuf

ugen einer Bedingung kann man beschreiben, indem man der urspr

unglichen
Sicht V eine tautologisch wahre Bedingung hinzuf

ugt und diese dann zu V
0

Andert. Das
hat dann zur Folge, da V
+
leer ist und die neue Sicht V
0
= V , V
0
.
Das L

oschen einer Bedingung kann als das Ersetzen der zu l

oschenden Bedingung durch
eine Tautologie angesehen werden. Dabei ist dann V
 
leer und V
0
= V [ V
+
. Ein Op-
timierer mu nun nur noch die Kosten zur Berechnung von V
+
gegen die Kosten einer
kompletten Neuberechnung von V
0
abw

agen.
7.3.3

Andern des FROM-Abschnittes
Wird eine nat

urliche Verbindung ge

andert, so ist es unwahrscheinlich, da V
+
ezient
berechnet werden kann. Diese Annahme kommt aus der intuitiven Ansicht, da eine solche

Anderung groe

Anderungen in den Daten zur Folge hat und daher mit der alten Sicht
V nicht viel anzufangen ist. Es ist jedoch relativ unwahrscheinlich, da ein Benutzer eine
nat

urliche Verbindung

andern will.
Trotzdem gibt es Situationen, in denen es m

oglich ist, eine neue Sicht V
0
, in der eine
Verbindung entfernt oder hinzugef

ugt wurde, ezient mit Hilfe der alten Sicht berechnet
werden kann.
Hinzuf

ugen einer Verbindung
Angenommen, eine Relation R
m+1
wird dem FROM-Abschnitt hinzugef

ugt, bei der eine
nat

urliche Verbindung zwischen einem Attribut A von R
m+1
und einem Attribut B aus
einer Relation R
i
, 1  i  m, die schon in der Abfrage vorhanden ist, besteht. Es sollen
zus

atzlich die Attribute D
1
; :::;D
j
aus R
m+1
zu der Sicht hinzugef

ugt werden.
Ist B schon Teil der Sicht, so kann die neue Sicht durch
SELECT A
1
; : : : ; A
n
;D
1
; : : : ;D
j
FROM V;R
m+1
WHERE A = B
berechnet werden.
Ist das Verbindungattribut A ein Schl

ussel, oder ist sichergestellt, da A eindeutig ist, so
kann die Anpassung als ein Update durchgef

uhrt werden. (Die SQL-Syntax wird dahin-
gehend etwas erweitert, da eine Liste von Werten von einer Abfrage, die genau ein Tupel
liefert, zugewiesen werden kann)
UPDATE v IN V
SET D
1
; : : : ;D
j
= (SELECT D
1
; : : : ;D
j
FROM R
m+1
WHERE R
m+1
:A = v:B)
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Ist B nicht in V enthalten, aber ein Schl

ussel K von R
i
, so kann die Anpassung durch
eine Verbindung mit R
i
zu berechnen, wenn A Schl

ussel in R
m+1
ist.
UPDATE v IN V
SET D
1
; : : : ;D
j
= (SELECT D
1
; : : : ;D
j
FROM R
m+1
; R
i
WHERE R
m+1
:A = R
i
:B AND v:K = R
i
:K)
Ist A nicht eindeutig in R
m+1
, so ist ein Update nicht mehr m

oglich.
SELECT A
1
; : : : ; A
n
;D
1
; : : : ;D
j
FROM V;R
m+1
; R
i
WHERE A = B AND V:K = R
i
:K)
Beispiel 3: Soll zum Beispiel einer materialisierten Sicht, die Kundennamen und deren
Telefonvorwahlen und Nummern enth

alt die Namen der St

adte hinzugef

ugt werden, so
kann dies durch eine nat

urliche Verbindung zwischen der Relation, die den Telefonnum-
mern die St

adtenamen zuordnet, und der Sicht geschehen. 3
L

oschen einer Verbindung
Wird eine Verbindung gel

oscht, so mu erh

ohte Vorsicht bei der Bestimmung der Anzahl
der Duplikate angewendet werden. Wird zum Beispiel aus R 1 S 1 T die Relation T
entfernt, so mu das System zuerst alle Tupel aus R 1 S nden, die nicht mit T verbun-
den werden k

onnen, und dann Vielfachheit von Tupeln aus der neuen Sicht. Das Erste
kann man getrost ignorieren, wenn die Verbindung mit T verlustfrei ist. Das Letzte kann
ignoriert werden, wenn die Sicht keinenWert auf Duplikate legt (SELECT DISTINCT)
oder wenn T

uber seine Schl

usselattribute verbunden wurde und diese in der alten Sicht
vorhanden sind.
7.3.4 Zusammenfassung: SELECT-FROM-WHERE-Sichten
In Tabelle 7.2 werden alle Anpassungstechniken f

ur SELECT-FROM-WHERE-Sichten
zusammengefat. Es wird von einer Abfrage, wie sie am Anfang von Sektion 7.3 angege-
ben ist, ausgegangen. F

ur jede m

ogliche Neudenition wird eine m

ogliche Anpassung mit
den zugeh

origen Vorbedingungen angegeben. Diese Vorbedingungen sind in Tabelle 7.1
zu nden. Diese Tabelle kann auf mehrere Arten genutzt werden. Einmal kann ein Opti-
mierer sie verwenden, um die Technik der Anpassung der vollst

andigen Neuberechnung
gegen

uberzustellen. Zum Anderen kann ein Datenbank-Betreuer sie dazu verwenden, ma-
terialisierte Sichten in Hinblick auf eine leichte Anpassung an

Anderungen zu erstellen
(aufgebl

ahte Sichten).
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1. Attribut A ist in Relation S und der Schl

ussel K f

ur S ist in
der Sicht V .
2. Es wird eine aufgebl

ahte Sicht verwendet, die eine gewisse
Anzahl von Ableitungen (Duplikate bzgl. der Sicht) f

ur die
Tupel besitzt.
3. Die Attribute der Bedingung sind entweder Teil der Sicht,
oder aber in einer aufgebl

ahten Relation zu nden.
4. D
1
; : : : ;D
j
and A sind Attribute von R
m+1
und die Ver-
kn

upfungsbedingung ist A = B.
5. B ist ein Attribut von V .
6. A ist Schl

ussel der Relation R
m+1
.
7. B ist Attribut von R
i
, K ist Schl

ussel von R
i
und K ist At-
tribut von V .
8. Eine Verbindung mit R
m
ist verlustfrei.
9. V enth

alt entweder ein SELECT DISTINCT oder die Ver-
bindung mitR
m
basiert auf einem Schl

usselattribut, das auch
in V enthalten ist.
Tabelle 7.1: Vorbedingungen f

ur die Anpassungstechniken in Tabelle 7.2
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Hinweise zu aufgebl

ahten Materialisierungen
 Schl

ussel von Relationen, die evtl. eingef

ugt werden, sollten schon in der aufge-
bl

ahten Sicht vorhanden sein.
 In der materialisierten Sicht sollte Platz f

ur Erweiterungen sein.
 Attribute, die in Auswahl-Kriterien vorkommen, sollten in der Materialisierung vor-
handen sein (oder zumindest die Schl

ussel der Relationen, in denen sie stehen).
 Die Anzahl von abgeleiteten (doppelten) Tupeln sollte in der Materialisierung ste-
hen.
7.4 Sichten mit Aggregierung
Beispiel 4: Es liegen wieder die schon bekannten Relationen A, Z und B zugrunde. Aus
der folgenden Sicht sind die Kosten eines Projektes zu ersehen. Dabei gilt, da ein Arbeiter
im Schnitt eine 35-Stunden-Woche hat, und bei

Uber- oder Unterstunden Zuschl

age oder
Abz

uge erh

alt.
CREATE VIEW V (Bau#, Ort;Baukosten) AS
SELECT Bau#, Ort, SUM(
LohnStunden
35
)
FROM A 1 Z 1 B
GROUPBY Bau#, Ort
Interessieren jetzt nur noch Kosten f

ur einzelne Orte und nicht mehr f

ur Projekte, so
entstpricht die dem Entfernen des Attributes Bau# aus dem GROUPBY-Abschnitt.
Dies ergibt dann die folgende Sicht:
CREATE VIEW V
0
(Ort;Baukosten) AS
SELECT Ort, SUM(
LohnStunden
35
)
FROM A 1 Z 1 B
GROUPBY Ort
Unter Ausnutzung der Kommutativit

at der Summenfunktion kann nun ein Optimierer
die neue Sicht V
0
aus der alten Sicht V berechnen.
SELECT Ort, SUM(Baukosten)
FROM V
GROUPBY Ort
Diese Methode ist viel ezienter, als die vollst

andige Neuberechnung der Sicht.
Soll nun die Summe der L

ohne f

ur jede Baustelle ausgegeben werden, so mu nur das
Attribut Ort aus V entfernt werden, da Bau# der Schl

ussel von B ist und daher die
Gruppen identisch sind. 3
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Neudenierte Sicht Anpassungstechnik Bedingungen
SELECT A;A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE C
1
AND : : : AND C
k
UPDATE v IN V
SET A = (SELECT A
FROM S
WHERE S:K = v:K
(1)
SELECT A
2
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE C
1
AND : : : AND C
k
UPDATE v IN V
DROP A
1
SELECT DISTINCT A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE C
1
AND : : : AND C
k
INSERT INTO V
0
SELECTDISTINCT *
FROM V
SELECT DISTINCT A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE C
1
AND : : : AND C
k
Die Sicht als DISTINCT de-
nieren
(2)
SELECT A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE C
0
1
AND : : : AND C
k
DELETE
FROM V
WHERE NOT C
0
1
C
0
1
) C
1
, (3)
SELECT A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE C
0
1
AND : : : AND C
k
DELETE
FROM V
WHERE NOT C
0
1
INSERT INTO V
0
SELECT A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE C
0
1
AND NOT C
1
AND : : : AND C
k
C
0
1
6) C
1
, (3)
SELECT A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE C
0
AND
C
1
AND : : : AND C
k
DELETE
FROM V
WHERE NOT C
0
(3)
SELECT A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE C
2
AND : : : AND C
k
INSERT INTO V
0
SELECT A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m
WHERE NOT C
1
AND C
2
AND : : : AND C
k
(3)
Tabelle 2a: Anpassungstechniken f

ur SELECT-FROM-WHERE-Sichten
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Neudenierte Sicht Anpassungstechnik Bedingungen
SELECT A
1
; : : : ; A
n
; D
1
; : : : ; D
j
FROM R
1
1 : : : 1 R
m
1 R
m+1
WHERE C
1
AND : : : AND C
k
UPDATE v IN V
SET D
1
; : : : ; D
j
=
(SELECT D
1
; : : : ; D
j
FROM R
m+1
WHERE R
m+1
:A = v:B)
(4, 5, 6)
SELECT A
1
; : : : ; A
n
; D
1
; : : : ; D
j
FROM R
1
1 : : : 1 R
m
1 R
m+1
WHERE C
2
AND : : : AND C
k
INSERT INTO V
0
SELECT A
1
; : : : ; A
n
; D
1
; : : : ; D
j
FROM V;R
m+1
WHERE A = B
(4, 5)
SELECT A
1
; : : : ; A
n
; D
1
; : : : ; D
j
FROM R
1
1 : : : 1 R
m
1 R
m+1
WHERE C
1
AND : : : AND C
k
UPDATE v IN V
SET D
1
; : : : ; D
j
=
(SELECT D
1
; : : : ; D
j
FROM R
m+1
; R
i
WHERE R
m+1
:A = R
i
:B
AND v:K = R
i
:K)
(4, 6, 7)
SELECT A
1
; : : : ; A
n
; D
1
; : : : ; D
j
FROM R
1
1 : : : 1 R
m
1 R
m+1
WHERE C
2
AND : : : AND C
k
INSERT INTO V
0
SELECT A
1
; : : : ; A
n
; D
1
; : : : ; D
j
FROM V;R
m+1
; R
i
WHERE A = B AND V:K = R
i
:K
(4, 5)
SELECT A
1
; : : : ; A
n
FROM R
1
1 : : : 1 R
m 1
WHERE C
1
AND : : : AND C
k
Anpassung nicht n

otig (8, 9)
SELECT A
1
; : : : ; A
j
FROM R
1
1 : : : 1 R
m 1
WHERE C
1
AND : : : AND C
k
UPDATEv IN V
DROP A
j+1
; : : : ; A
n
(8, 9)
Tabelle 2b: Anpassungstechniken f

ur SELECT-FROM-WHERE-Sichten
7.4 SICHTEN MIT AGGREGIERUNG 101
7.4.1 Entfernen von GROUPBY-Spalten
In einer Sicht mit Aggregierung wird jede Menge von Tupeln, die die gleichen Werte in
den gruppierten Attributen besitzen, eine Gruppe genannt. In Beispiel 4 ist also jedes
Tupel, das die gleichen Werte im Paar (Bau#, Ort) besitzt in der gleichen Gruppe. In V
0
ist jedes Tupel mit dem gleichen Wert f

ur Ort in der gleichen Gruppe.
Wird ein Gruppierungsattribut entfernt, so kann man versuchen die Anpassung durch die
Kombination der Aggregationswerte von den urspr

unglichen Gruppen durchzuf

uhren. In
Beispiel 4 wurde die Entfernung von Bau# aus der Gruppierung dadurch durchgef

uhrt,
da die Sicht V

uber dem Ort gruppiert wurde und dann die Baukosten addiert wurden.
Beim Entfernen von Ort wurde keine neue Aggregierung ben

otigt.
Unter folgenden Bedingungen kann eine materialisierte Sicht beim Entfernen eines Grup-
pierungattributs angepat werden:
 Das entfernte Gruppierungsattribut ist funktional bestimmt durch die zur

uckblei-
benden Gruppenspalten.
 Die Aggregierungsfunktionen in der neudenierten Sicht k

onnen durch Berech-
nungsfunktionen

uber die urspr

unglichen Aggregierungsfunktionen bestimmt wer-
den. In Tabelle 7.3 sind Aggregierungsfunktionen angegeben, die so berechnet wer-
den k

onnen.
Tabelle 7.3 ist nicht vollst

andig, sondern skizziert nur die M

oglichkeiten.
Hinzuf

ugen von GROUPBY-Spalten
Im allgemeinen ist es beim Hinzuf

ugen von GROUPBY-Spalten n

otig, alles von Grund
auf neuzuberechnen, da die K

ornigkeit in den Aggregierungsfunktionen kleiner wird. Ist
das neuhinzugekommeneAttribut schon durch die urspr

unglichen Gruppierung bestimmt,
so gen

ugt es einfach das neue Attribut in die Sicht zu projizieren.
Wenn die urspr

ungliche Sicht noch keine Gruppierung enth

alt und alle Attribute, die f

ur
die Gruppierung n

otig sind, schon in der Sicht enthalten sind, so kann die neue Sicht ein-
fach durch Hinzuf

ugen derGROUPBY-Spalte aus der Alten berechnet werden. Sind die
ben

otigten Attribute noch nicht vorhanden, so konnen diese, wie in vorigen Abschnitten
beschrieben, hinzugef

ugt werden.
Hinzuf

ugen und Entfernen von Aggregierungsfunktionen
Das Entfernen einer Aggregierungsfunktion entstpricht exakt dem Ausblenden eines At-
tributes. Es ist nur selten m

oglich Aggregierungsfunktionen hinzuzuf

ugen, es sei denn, die
Funktion kann durch schon vorhandene Funktionen ausgedr

uckt werden, oder aber die
Sicht ist aufgebl

aht. Ein Beispiel daf

ur ist das Aufbl

ahen mit allen Schl

usselattributen,
die in den Relationen, die in der Sicht verwendet werden, vorkommen.
Hinweis f

ur die Aufbl

ahung: Aus Tabelle 7.3 ist zu erkennen, da es

auerst sinnvoll
ist, in eine materialisisierte Sicht mit Aggregierungen, ein zus

atzliches Attribut mit der
Aggregierungsfunktion COUNT (*) aufzunehmen.
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Neudenierte Aggr. Anpassung mit der Originalsicht
MIN(X)
MIN(M), wobei M =MIN(X) eine urspr

ungliche
Aggregierungsspalte war.
MAX(X)
MAX(M), wobei M =MAX(X) eine urspr

ungliche
Aggregierungsspalte war.
MIN(X)
MIN(X), wobei X eine urspr

ungliche
Gruppierungsspalte war.
MAX(X)
MAX(X), wobei X eine urspr

ungliche
Aggregierungsspalte war.
SUM(X)
SUM(S), wobei S = SUM(X) eine urspr

ungliche
Aggregierungsspalte war.
SUM(X)
SUM(X  C), wobei C = COUNT (*) eine
urspr

ungliche Aggregierungsspalte und X eine
Gruppierungsspalte war.
COUNT (*)
SUM(C), wobei C = COUNT (*) eine urspr

ungliche
Aggregierungsspalte war.
AV G(X)
SUM(A C)=SUM(C), wobei C = COUNT (*)
und A = AV G(X) urspr

ungliche
Aggregierungsspalten waren.
AV G(X)
SUM(X  C)=SUM(C), wobei C = COUNT (*)
eine urspr

ungliche Aggregierungsspalte und X eine
Gruppierungsspalte war.
Tabelle 7.3: Anpassungen von Aggregierungsfunktionen
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7.4.2 Sichten

uber Vereinigungen und Dierenzen
UNION
Sei eine Sicht V deniert als eine Vereinigung von Abfragen V
1
und V
2
.

Andert sich die
Denition von V in entweder V
1
oder V
2
(nicht in Beiden), so ist es angebracht, eine der
zuvor vorgestellten Techniken zu verwenden, um die Materialisierung von V
1
oder V
2
an-
zupassen.
Um dies zu tun, muss man wissen, welche Tupel zu V
1
und welche zu V
2
geh

oren. Mit
diesem Wissen ist es einfach m

oglich, die einen Tupel zu belassen und die Anderen an-
zupassen. Deshalb ist es angebracht zu jedem Tupel noch die Abfrage (V
1
oder V
2
), zu
der er geh

ort, mit abzuspeichern. Es w

are auch m

oglich Materialisierungen von V
1
und
V
2
getrennt zu speichern und die Vereinigung nur bei der Verwendung von V direkt zu
erstellen.
Beispiel 5: Angenommen man will entweder die Namen aller Arbeiter, die an einer
Baustelle in Karlsruhe arbeiten, oder die Namen derjenigen, die Bauleiter einer Baustelle
in Karlsruhe sind. Diese Sicht V kann als Vereinigung zweier Unterabfragen V
1
und V
2
geschrieben werden.
SELECT Name; SubQ ="V
1
"
V
1
= FROM A 1 Z 1 B
WHERE Ort = Karlsruhe
SELECT Name; SubQ ="V
2
"
V
2
= FROM A;B[A:Ang# = B:Leiter#]
WHERE Ort = Karlsruhe
Das Attribut SubQ sollte nicht dem Benutzer gezeigt, aber in einer aufgebl

ahten Relation
gespeichert werden. Soll nun V
1
ge

andert werden, so k

onnen alle Tupel mit SubQ ="V
1
"
mit Techniken der vorigen Abschnitte bearbeitet werden, w

ahrend die anderen un-
ver

andert bleiben. 
Das L

oschen eines UNION-Operanden ist dann einfach, wenn bekannt ist, aus welcher
Unterabfrage welcher Tupel stammt. Dann m

ussen einfach alle in Frage kommenden Tu-
pel gel

oscht werden.
Das Hinzuf

ugen eines UNION-Operanden ist genauso einfach. Die alte Relation bleibt
unver

andert und es wird einfach die hinzugekommene Unterabfrage ausgewertet, um die
hinzuzuf

ugenden Tupel zu generieren.
EXCEPT
Beispiel 6: Will man alle Arbeiter, die auf einer Baustelle in Karlsruhe arbeiten, aber
keine Baustellenleiter sind, so kann die Sicht V als Dierenz von V
1
und V
2
(V
1
und V
2
aus Beispiel 5) ausgedr

uckt werden:
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V = V
1
EXCEPT V
2

Anders als bei den Vereinigungen ist es weitaus sinnvoller V aufzubl

ahen, als die beiden
Unterabfragen V
1
und V
2
. Aus diesem Grund kann man nicht davon ausgehen, da man
bei jedem Tupel wei aus welcher Unterabfrage er stammt.
In zwei F

allen kann man trotzdem die alte Sicht weiterverwendet werden, um die neue
Sicht ezienter zu berechnen.
1. Wird V
2
durch eine Sicht V
0
2
, die garantiert mehr Tupel enth

alt, ersetzt, dann gilt,
da V
 
2
leer ist und V
0
= V EXCEPT V
+
2
.
2. Wenn V
1
durch eine Sicht V
0
1
ersetzt, die garantiert weniger Tupel enth

alt, dann ist
V
+
1
leer und V
0
= V EXCEPT V
 
1
Soll eine Unterabfrage V
2
von einer materialisierten Sicht V dierenziert werden, so l

at
sich die neue Sicht V
0
ezient mit dem obigen Punkt 1 berechnen, f

ur die neue Sicht gilt
also: V
0
= V EXCEPT V
2
.
Im allgemeinen Fall gibt es f

ur den Optimierer eine weiter M

oglichkeit V
0
zu berechnen.
Angenommen V
2

andert sich und V
 
2
und V
+
2
sind nicht leer, dann gilt, da V
0
= V
EXCEPT V
+
2
UNION U , wobei U = V
1
\ V
 
2
. Selbst wenn V
1
nicht materialisiert ist,
ist es m

oglich U zu berechnen, indem f

ur alle Tupel aus V
 
2

uberpr

uft wird, ob sie den
Bedingungen aus V
1
gen

ugen. Diese Methode ist vor allem dem kompletten Neuberechnen
von V vorzuziehen, wenn V
 
2
und V
+
2
klein sind.
Hinweis f

ur die Aufbl

ahung: Es sollte zu jedemTupel ein Attribut gespeichert werden,
in dem steht, aus welcher Unterabfrage er kommt.
7.5 Mehrere

Anderungen auf einer Sichtendenition
Bis jetzt wurden nur einzelne

Anderungen auf einer Sichtendenition betrachtet. Es kann
jedoch auch vorkommen, da ein Benutzer gleichzeitig mehrere lokale

Anderung auf einer
Sicht durchf

uhren will. Dabei kann die neue Sicht einfach durch Aneinanderh

angen der
einzelnen

Anderungen berechnet werden. Der Nachteil dabei ist jedoch, da dabei viele
Zwischenergebnisse materialisiert werden, was nicht unbedingt notwendig sein mu.
Sollen zum Beispiel mehrere Bedingungen im WHERE-Abschnitt gleichzeitig ge

andert
werden, so kann man dies mit Hilfe von 7.3.2 erledigen, wenn man sich C
1
und C
0
1
als
Konjunktion von Bedingungen vorstellt. Genauso k

onne mehrere Attribute im SELECT-
Abschnitt gel

oscht oder hinzugef

ugt werden, wenn die Techniken von 7.3.1 verwendet wer-
den. Mehrere Relationen k

onnen zum FROM-Abschnitt hinzugef

ugt werden, wenn man
7.3.3 verwendet. Dabei werden jeweils keine Zwischenergebnisse materialisiert.
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Sollen verschieden Typen von

Anderungen gleichzeitig angewendet werden, so kann man
das Materialisieren von Zwischenergebnissen dadurch verhindern, da das Ergebnis einer

Anderung an die n

achste

Anderung direkt weitergepiped wird. Pipelining kann bei allen

Anderungen verwendet werden, die in einem Durchgang ablaufen k

onnen (one pass). Das
bedeutet, da bis auf eine Ausnahme alle hier aufgef

uhrten

Anderungen gepiped werden
k

onnen. Die Ausnahme ist, da eine zuvor materialisierte Sicht V in einer Agregierung,
die

uber ein Attribut gruppiert wird, das kein Sortierattribut f

ur V ist, verwendet wird.
Ein Optimierer mu folglich aus den folgenden drei M

oglichkeiten die Beste ausw

ahlen:
 Anwenden von aufeinanderfolgenden 'in place'

Anderungen
 Verschachteln der

Anderungen, wie oben beschrieben
 Alles komplett neu berechnen
7.6 Zusammenfassung
Bei der

Anderung einer materialisierten Sicht mu die Materialisierung auf den neuesten
Stand gebracht werden. Dieser Text setzt dabei sein Hauptaugenmerk auf die Anpassung
der Materialisierung. Die Alternative dazu w

are die v

ollige Neuberechnung der Sicht. Es
ist sehr oft viel ezienter die Sicht anzupassen, anstatt sie neuzuberechnen.
Eine groe Anzahl von Applikationen, wie in der Daten-Arch

aologie und Datenvisualisie-
rungsprogramme ben

otigen schnelle Reaktionszeiten, bei

Anderungen der Denition einer
materialisierten Sicht.
Es wurde hier eine umfassende Liste von Anpassungstechniken f

ur Grund-

Anderungen
vorgestellt, die, ausgedr

uckt als eine SQL-Abfrage oder -Update, immer von der alten ma-
terialisierten Sicht Gebrauch machen. Ein Abfrage-Optimierer kann mit einer Standard-
Kostenrechnung die Kosten f

ur die Anpassung berechnen und mit denen der kompletten
Neuberechnung vergleichen.
Die grundlegenden Anpassungstechniken entsprechen lokalen

Anderungen in der Sich-
tendenition. Es wird auch beschrieben, wie mehrere solche Anpassungen gleichzeitig
durchgef

uhrt werden k

onnen. Dabei k

onnen alle Techniken, bis auf eine, in einer Pipeline
ausgef

uhrt werden, damit keine Zwischenergebnisse materialisiert werden m

ussen.
Es ist oft einfacher, eine Sicht anzupassen, wenn bestimmte zus

atzliche Attribute in einer
aufgebl

ahten Materialisierung gespeichert werden. Das sind zum Beispiel Schl

usselattri-
bute der zugrundeliegenden Relationen, Attribute, die in Auswahlkriterien vorkommen,
die Anzahl der zusammengefaten Tupel bei Aggregierungen, zus

atzliche Aggregierungs-
funktionen und Identikationen, mit denen sich bei einer Vereinigung feststellen l

at, aus
welcher Unterabfrage die Tupel kommen. Zus

atzlich kann es n

utzlich sein, wenn zus

atz-
licher Platz in einer Materialisierung freigehalten wird, damit neue Tupel hinzugef

ugt
werden k

onnen.
Aus diesen Anpassungstechniken wurden Tabellen entwickelt, die auf verschiedene Arten
genutzt werden k

onnen:
 Ein Abfrageoptimierer kann die Tabellen nutzen, um die richtige Anpassungstechnik
aus den gegebenen Eigenschaften des Schemas, gegen

uber den Vorbedingungen aus
den Tabellen, zu nden.
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 Der Datenbank Administrator oder Benutzer kann die Vorbedingungen aus den
Tabellen dazu verwenden bei der Denition der Sicht daf

ur zu sorgen, da sp

atere
Anpassungen leicht m

oglich sind.
 Der Datenbank Administrator kann den Abfrageoptimierer so beeinussen, da Zu-
grismethoden und Indizes auf den Grundrelationen und Sichten so aufgebaut sind,
da eine Anpassung m

oglichst einfach ist.
Kapitel 8
Konzepte des Online Analytical
Processing (OLAP)
Rainer Ruggaber
Kurzfassung Die Analyse von Unternehmensdaten ist eine zentrale Voraussetzung um Entschei-
dungen im Unternehmen zu treen. Die groen Datenmengen und die trotzdem vom Benutzer erwarte-
ten kurzen Antwortzeiten, sowie die Darstellung der Daten in mehrdimensionalen Datenw

urfel sind die
Anforderungen an solche entscheidungsunterst

utzenden Systeme. Der mehrdimensionale Datenw

urfel ist
die zentrale Datenstruktur im Online Analytical Processing (OLAP). Alle Operationen sollten direkt auf
dieser Struktur ausgef

uhrt werden k

onnen. Um der mehrdimensionalen Datenanalyse eine theoretische
Grundlage zu geben, wird eine Algebra f

ur mehrdimensionale Daten vorgestellt. Zuerst wird die Eig-
nung von mehrdimensionalen Datenbanken f

ur das OLAP untersucht. Diese speichern intern die Daten
in einer mehrdimensionalen Struktur. Auch relationale Datenbanken, die haupts

achlich zur Transaktions-
verarbeitung genutzt werden, werden auf ihre Eignung f

ur das OLAP untersucht. Relationale Datenbanken
speichern Daten intern jedoch in Tabellen. Hauptaugenmerk lag bei der Untersuchung auf der Eignung
von SQL der Standardanfragesprache f

ur relationale Datenbanken, f

ur MOLAP. Einige Firmen erweitern
SQL, um einige der Schw

achen, die SQL bei Aggregationsoperationen besitzt, zu beseitigen. Auch diese
Erweiterungen werden vorgestellt.
8.1 Einleitung
Eine schnelle Reaktionszeit auf neue Marktanforderungen wird in Zeiten des immer gr

oer
werdenden Konkurrenzdruckes immer wichtiger. Das Konsumverhalten der Kunden und
die zur Herstellung von Produkten eingesetzten Verfahren

andern sich immer schneller.
Die Produktzyklen werden immer k

urzer. Deshalb m

ussen immer

ofter wichtige Entschei-
dungen im Unternehmen getroen werden. Gleichzeitig werden in den Unternehmen mehr
und mehr Daten gesammelt. Diese Daten liegen unter Umst

anden in verschiedenen Da-
tenbanken an unterschiedlichen Orten. Diese Datenut in Unternehmen macht es f

ur den,
der Entscheidungen treen mu immer schwieriger, die f

ur ihn wichtigen Informationen
zu nden [32].
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Ein Data Warehouse ist dabei eine der M

oglichkeiten, dieses Dilemma zu l

osen. In einem
Data Warehouse werden die f

ur Unternehmensentscheidungen wichtigen Informationen
bereitgestellt. Diese Informationen k

onnen aus verschiedenen Datenbanken, die innerhalb
oder auerhalb des Unternehmens liegen, stammen. Die Informationen werden so aufbe-
reitet, da entscheidungsunterst

utzende Systeme diese nutzen k

onnen. Beispiele f

ur solche
Systeme, die auf ein Data Warehouse zugreifen, sind Management-Informationssyteme,
Online Analytical Processing (OLAP) Syteme und Data-Mining Syteme, wobei die er-
sten beiden Arten von Systemen einen passiven Charakter haben. Sie stellen nur, wenn
auch auf komfortable Weise, die im Data Warehouse gespeicherten Daten dar. Das Data-
Mining, auf der anderen Seite, versucht die in der Datenbank implizit vohandenen Muster,
und Zusammenh

ange weitgehend automatisch, zu erkennen.
OLAP und die mehrdimensionale Darstellung von Unternehmensdaten sind heute zu Syn-
onymen geworden. Die mehrdimensionale Darstellung ist f

ur den Benutzer anschaulich
und dadurch intuitiv zu bedienen. Die Basis dieser mehrdimensionalenDarstellung k

onnen
mehrdimensionale Datenbanken sein.
Im zweiten Abschnitt wird beschrieben, was unter OLAP zu verstehen ist, und welche
Anforderungen an ein OLAP-System gestellt werden. Wichtig sind hier die Art der dar-
stellbaren Daten und die Operationen, die auf diese Daten angewand werden k

onnen. Im
dritten Abschnitt werden die mehrdimensionalen Datenbanken vorgestellt. Der Einsatz
relationaler Datenbanken f

ur OLAP-Systeme wird im vierten Abschnitt diskutiert. Dabei
wird untersucht, welche Funktionen SQL f

ur OLAP bereitstellt, und welche propriet

aren
SQL-Erweiterungen existieren. Im f

unften Abschnitt werden die vorgestellten Varianten
bewertet und verglichen. Im letzten Abschnitt folgt eine Zusammenfassung.
8.2 OLAP (Online Analytical Processing)
8.2.1 Einleitung
OLAP-Systeme dienen zur komfortablen Analyse, im Unternehmen vorhandener Daten.
Ein Beispiel f

ur diese Art von Daten sind die Verkaufszahlen mehrerer Produkte, die an
verschiedenen Tagen, in verschiedenen Gesch

aften verkauft wurden. Ein intuitives Vorge-
hen, um einen

Uberblick

uber die Verkaufszahlen zu erhalten w

are, zuerst die Produkte zu
Produktgruppen und die Gesch

afte in Regionen zusammenzufassen. Anschlieend k

onn-
te man sich Produkte aus Produktgruppen, die in bestimmten Regionen au

allig sind,
genauer betrachten.
Dieses Vorgehen ist typisch bei der Analyse. Man beginnt im Allgemeinen und untersucht
nur au

allige Bereiche genauer. Dieses Vorgehen wird drill-down genannt. Die Anforde-
rung an das OLAP-System ist in diesemFall die detailliertenDaten schnell bereitzustellen,
da sonst der Analysevorgang beim Anwender stark behindert wird. Ein anderes Vorgehen
w

are, sich Verkaufszahlen von Produktgruppen im Zeitverlauf anzeigen zu lassen, um so
Vorhersagen f

ur zuk

unftige Verkaufszahlen machen zu k

onnen, oder bei unbefriedigenden
Verkaufszahlen oder Tendenzen, Strategien zur F

orderung bestimmter Produkte fr

uhzei-
tig einzuleiten. In diesem Fall sollte das OLAP-System spezielle Funktionen f

ur Zeitreihen
bereithalten, wie sie unten noch vorgestellt werden.
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Das Online Analytical Processing (OLAP) beschreibt eine Menge von Funktionen zur
Analyse und Verarbeitung von Daten. Im Gegensatz dazu dienen OLTP-Systeme (Onli-
ne Transaction Processing) der Transaktionsverarbeitung. F

ur OLTP-Anwendungen wer-
den haupts

achlich relationale Datenbanken eingesetzt. Typische OLTP-Anwendungen er-
zeugen,

andern oder suchen einzelne Datens

atze einer Datenbank. Relationale Daten-
banksysteme sind auf diese Art von Zugrien optimiert. Demgegen

uber wird in einer
OLAP-Anwendung eine groe Anzahl Datens

atze ausgew

ahlt und bestimmte Operatio-
nen auf diese Auswahl angewand. Da relationale Datenbanksysteme nicht auf diese Art
von Anfragen optimiert sind, haben sie extrem lange Laufzeiten. Im Gegensatz zu OLTP-
Anwendungen ben

otigen die OLAP-Anwendungen keinen schreibenden Zugri auf die
Daten, so da eine aufwendige Zugriskontrolle innerhalb der Datenbank entfallen kann.
Die Daten werden meist in Zeiten niedriger Last aus den OLTP-Datenbanken in das Data
Warehouse

ubertragen. Dabei k

onnen die Daten aus verschiedenen, auch

ortlich verteilten,
Datenbanken stammen.
8.2.2 Mehrdimensionale Darstellung von Daten
Bei einemAutoh

andler liegen zumBeispiel die Verkaufszahlen f

ur PKW's in der folgenden
Tabelle vor.
Fahrzeugtyp Farbe Anzahl
Van Blau 6
Van Rot 5
Van Wei 4
Sportwagen Blau 3
Sportwagen Rot 5
Sportwagen Wei 5
Kombi Blau 4
Kombi Rot 3
Kombi Wei 2
Die Darstellung der PKW-Verk

aufe als Tabelle ist nicht

ubersichtlich. Um beispielsweise
feststellen zu k

onnen wieviel blaue PKW's verkauft wurden, m

ussen zun

achst alle Eintr

age
der Tabelle durchsucht werden. Handelt es sich um einen Eintrag f

ur einen blauen PKW,
wird dieser zur Auswahl hinzugenommen. Anschlieend werden die Verk

aufe der Eintr

age
in der Auswahl summiert. Eine andere typische OLAP-Anfrage w

are, f

ur jeden Fahrzeug-
typ die Summe der verkauften PKW's zu bestimmen. Der Benutzer m

ute hierzu zuerst
alle unterschiedlichen Fahrzeugtypen bestimmen, um anschlieend die Summe f

ur jeden
der gefundenen Fahrzeugtyp zu bestimmen. Eine andere M

oglichkeit w

are die Tabelle als
Matrix darzustellen. Das Ergebnis der Matrixdarstellung sieht man in Abb. 8.1.
Ein Vorteil dieser Darstellungsart ist, da der Benutzer sofort die Anzahl der in der
Datenbank vorhandenen Auspr

agungen einer Dimension (hier: Farbe und Fahrzeugtyp)
erkennt. In diesem Beispiel gibt es f

ur Farbe drei Auspr

agungen (Rot, Blau und Wei).
Ein weiterer Vorteil ist, da die Werte f

ur eine bestimmt Auspr

agung in einer Zeile oder
Spalte stehen. In obiger Matrix stehen zum Beispiel die Verkaufszahlen aller roten Modelle
in der ersten Spalte. Um die Summe der verkauften roten PKW's zu bestimmen, mu nur
die Spalte f

ur die Farbe rot gesucht werden um die Werte dort zu summieren. Um die
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Van
Sportwagen
Kombi
Rot Weiß Blau Farbe
65
4
355
4
3 2
Fahrzeugtyp
Abbildung 8.1: Die Verkaufszahlen des Autoh

andlers in Matrixdarstellung
Summe der Verkaufszahlen f

ur jede Farbe zu bestimmen, mu in der Matrixdarstellung
nur die Dimension f

ur Fahrzeugtypen ausgew

ahlt werden, und f

ur jedes Element der
Dimension die Zeilensumme bestimmt werden. Die beiden Beispielanfragen lassen sich in
der Matrixdarstellung also auf Spaltensummen und Zeilensummen zur

uckf

uhren.
Die Achsen in dieser Matrix werden Dimension genannt, im obigen Beispiel Fahrzeugtyp
und Farbe. Die diskreten Einteilungen einer Dimension wird position oder member ge-
nannt, im obigen Beispiel sind das Blau, Rot und Wei f

ur Farbe. Die eigentlichen Daten
benden sich im Innern der Matrix und werden cells genannt, das sind im Beispiel die
Verkaufszahlen.
Die Darstellung von Daten als Matrix l

at sich bez

uglich der Dimensionen verallgemei-
nern. Der Groh

andler der unseren Autoh

andler beliefert, hat eine

ahnliche Tabelle. Diese
Tabelle hat eine vierte Spalte in welcher der belieferte H

andler vermerkt ist. Die aus die-
ser Tabelle resultierende mehrdimensionale Darstellung hat drei Dimensionen. Der Fahr-
zeugtyp und die Farbe sind, wie bisher, Dimensionen, und zus

atzlich existiert noch eine
Dimension f

ur den H

andler. Mit diesen drei Dimensionen lassen sich nun auch Fragen
nach allen Verk

aufen eines Autoh

andlers beantworten. In diesem Fall m

uen die cells der
gesamten Ebene des gew

ahlten H

andlers addiert werden. Den data cube sieht man in
Abb. 8.2
Van
Sportwagen
Kombi
Rot Weiß Blau
Farbe
Händler
Müller
Maier
Schmidt
Fahrzeugtyp
Abbildung 8.2: Die Verkaufszahlen des Groh

andlers als Data Cube
Falls der Groh

andler in seiner Tabelle auch noch die Woche, in der die Verk

aufe statt-
gefunden haben, vermerkt, wird die graphische mehrdimensionale Darstellung schwierig.
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Diese hat nun vier Dimensionen, und ist nur dann graphisch darstellbar wenn auf eine der
Dimensionen bei der visuellen Darstellung verzichtet wird. Dieses Verzichten auf eine Di-
mension kann auf zweierleiWeise geschehen. Einerseits kann man die Werte entlang dieser
Dimension zu einem neuen Wert zusammenfassen oder andererseits f

ur jede position dieser
Dimension einen eigenen data cube darstellen. Die Zusammenfassung von Werten entlang
einer Dimension kann verschieden erfolgen. Im Falle des Groh

andlers addiert man die
Verkaufszahlen auf, bei anderen Arten von Werten kann auch der Mittelwert oder das
Maximum die Zusammenfassung sein. Um die Verkaufsverl

aufe der H

andler beobachten
zu k

onnen, verzichtet man auf eine eigene H

andlerdimension. Es existiert nun f

ur jeden
der H

andler ein eigener Kubus mit den Dimensionen Fahrzeugtyp, Farbe, und Woche.
Diese Festlegung ist nicht statisch, und sollte dem Benutzer

uberlassen werden.
Es gibt jedoch auch Informationen, bei denen die mehrdimensionale Darstellung nicht
von Vorteil ist. Dazu soll folgendes Beispiel betrachtet werden. Die Personaltabelle des
Autoh

andlers enth

alt die Personalnummer, den Namen und die Telefonnummer des Mit-
arbeiters. Auch diese Tabelle hat mehrere Spalten, wie das vorhergehende Beispiel.
Personalnummer Name Telefon
1 M

uller 643822
2 Schneider 9732331
3 Maier 0743/32215
4 Schmidt 753328
Sie eignet sich jedoch trotzdem nicht f

ur eine mehrdimensionale Darstellung. W

ahlt man
zum Beispiel Name und Personalnummer als Dimensionen s

ahe die Matrix wie in Abb. 8.3
aus.
Maier
Schmidt
1 2 3
Name
643822
753328
0743/32215
9732331Schneider
Müller
Personalnummer4
Abbildung 8.3: Die Personaldaten des Autoh

andlers als Matrix
Eine Telefonnummer ist einem Namen eindeutig zugeordnet. Durch die eindeutige Zuord-
nung von Telefon zu Namen hat die mehrdimensionale Darstellung dieser Tabelle keine
Vorteile. Sollten in der Tabelle jedoch zwei Mitarbeiter den gleichen Namen haben, w

urde
in der entsprechenden Zeile zwei Telefonnummern stehen. Unabh

angig davon, welche Di-
mensionen man w

ahlt, erh

alt man stets eine eindeutige Zuordnung. Die Daten in dieser
Tabelle sind nur eindimensional.
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8.2.3 Funktionen mehrdimensionaler OLAP-Systeme
Rotation oder data slicing
Die Drehung des mehrdimensionalen data cubes um 90 Grad wird als rotation oder data
slicing bezeichnet. Ein Beispiel sieht man in Abb. 8.4.
Van
Sportwagen
Kombi
Rot Weiß Blau
Fahrzeugtyp
Farbe
Händler
Müller
Maier
Schmidt
Rot
Weiß
Blau
Van
Farbe
Fahrzeugtyp
Händler
Müller
Maier
Schmidt
Sportwagen
Kombi
Müller
Maier
Van
Fahrzeugtyp
Weiß
Blau
Rot
Sportwagen
Kombi
Farbe
Händler
Schmidt
Abbildung 8.4: Rotationen des Groh

andler data cubes
Die Drehung der Daten erlaubt es jedem Benutzer, sich die Daten so darstellen zu lassen
wie es f

ur seine Bed

urfnisse am geeignetsten ist.
Die Anzahl der, durch Drehung erreichbaren, Sichten der Daten, steigt exponentiell mit
der Anzahl der Dimensionen der Daten. Bei drei Dimensionen existieren sechs Sichten,
und bei f

unf Dimensionen existieren 120 Sichten, also allgemein bei n Dimensionen n!
Sichten.
Ranging oder data dicing
Das Einschr

anken einzelner Dimensionen auf bestimmte positions wird als ranging oder
data dicing bezeichnet. Diese Operation dient zur Einschr

ankung der angezeigten Daten
auf die, die f

ur den Benutzer von Interesse sind. Ein Beispiel sieht man in Abb. 8.5.
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Van
Sportwagen
Kombi
Rot Weiß Blau
Fahrzeugtyp
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Händler
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Maier
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Kombi
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Schmidt
Abbildung 8.5: Ranging des Groh

andler data cubes
Auf den resultierenden data cube k

onnen, wie auf den Ausgangsw

urfel, alle Operationen
angewandt werden.
Hierarchien, roll-up und drill-down
F

ur jede Dimension kann eine Hierarchie deniert werden. Mit einer Hierarchie k

onnen
mehrere positions einer Dimension zu einer neuen position zusammengefat werden, die
dann an Stelle der bisherigen positions steht. Die Hierarchien k

onnen mehrere Ebenen
umfassen. Eine h

ohere Hierarchiestufe bedeutet dabei einen h

oheren Aggregationsgrad
der dargestellten Daten. Je tiefer man in die Hierarchie hinabsteigt, desto detaillierter
werden die Informationen. Das auf und ab innerhalb einer Hierarchie wird als roll-up und
drill-down bezeichnet.
Im Groh

andlerbeispiel k

onnen die H

andler zum Beispiel zu Regionen zusammengefasst
werden. Einfache Hierarchien sind dadurch gekennzeichnet, da jede position einer Di-
mension zu genau einer position der dar

uberliegenden Hierarchiestufe zusammengefasst
werden kann. Ein Beispiel f

ur eine einfache Hierarchie sieht man in Abb. 8.6.
Gesamt
Nord SüdMitte
Karlsruhe MünchenHamburg
Hansen Müller Maier Schmidt
Abbildung 8.6: Einfache Hierarchie f

ur H

andler
F

ur bestimmte Daten w

are es w

unschenswert, wenn man verschiedene Hierarchien auf
einer Dimension aufbauen k

onnte. Im H

andlerbeispiel h

atte man die Autotypen einerseits
gerne zu Herstellerrmen zusammengefasst, andererseits auch zu verschiedenen Autoklas-
sen (z.B. Gel

andewagen). Diese Problem l

at sich durch mehrfache Hierarchien l

osen. In
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Gesamt
KombiStufenheck VW Mercedes
PassatS-Klasse
Abbildung 8.7: Eine mehrfache Hierarchie f

ur Fahrzeugtypen
einer mehrfachen Hierarchie kann eine position zu verschiedenen positions einer h

oheren
Hierarchiestufe geh

oren. Eine mehrfache Hierarchie sieht man in Abb. 8.7.
F

ur jede Hierarchie mu nat

urlich eine Aggregationsfunktion angegeben werden, mit Hil-
fe derer das OLAP-System die Daten beim

Ubergang zu einer h

oheren Hierarchiestufe
aggregieren kann.
Die Dimension Zeit
F

ur viele Analyse ist es n

otig den Verlauf von Gesch

aftsdaten

uber der Zeit zu beobachten.
Die Zeit ist in nahezu allen zu analysierenden Daten enthalten. Die Zeit hat eine nat

urli-
che Einteilung in Tage, Wochen, Monate und Jahre. Ein Unternehmen betrachtet jedoch
m

oglicherweise ein Gesch

aftsjahr und Quartale, die nicht mit einem Kalenderjahr

ubere-
instimmen. Weil die Zeit also besonders wichtig ist, wird sie in einigen OLAP-Systemen
auch speziell unterst

utzt. Es gibt zwei Arten, wie ein OLAP-System die Zeit unterst

utzen
kann. Entweder wird die Zeit durch eine spezielle Zeit-Dimension oder durch einen spezi-
ellen Zeit-Datentyp modelliert.
Unterst

utzt das benutzte OLAP-System eine spezielle Zeit-Dimension, bedeutet dies f

ur
den Anwender, da er f

ur die Zeit eine Dimension benutzen kann, in der vordenierte
Hierarchien und Aggregierungsfunktionen existieren.
Unterst

utzt das benutzte OLAP-System jedoch einen Zeit-Datentyp, so wird f

ur die Zeit
keine eigene Dimension angelegt. Die zeitabh

angigen Daten werden in einer cell gespei-
chert. Das heit, da in einer cell nun mehrere Werte stehen. Man k

onnte also in einer
cell die t

aglichen Verkaufszahlen eines Produktes f

ur die letzten zehn Jahre speichern.
In [35] wird eine Reihe von Attributen zur Konguration des Zeit-Datentyps angegeben.
Neben der Angabe von Hierarchien, Aggregationsfunktionen und Datentyp der gespei-
cherten Daten, mu auch die Liste der Daten die in der cell gespeichert werden sollen
angegeben werden.
Beide M

oglichkeiten haben den Vorteil, da durch die vordenierten, und f

ur die eigenen
Bed

urfnisse kongurierbaren, Funktionen viel Programmierarbeit beim Anwender gespart
werden kann. Zus

atzlich wird demOLAP-System durch die vordenierten Funktionen und
DatentypenWissen

uber die im System gespeicherten Daten mitgeteilt.Dieses kann, durch
das vorhanden Wissen, Operationen optimieren und so die Antwortzeiten des Systems
verbessern.
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8.2.4 Algebra f

ur mehrdimensionale Daten
In [36] wird eine Algebra f

ur mehrdimensionale Datenbanken deniert. Die Funktiona-
lit

at des mehrdimensionalen OLAP wurde an zwei Stellen erweitert. Erstens sollen Di-
mensionen und Werte in den cells gleich behandelt werden. Es mu also m

oglich sein,
Gruppierungs- und Aggregierungsfunktionen nicht nur auf Dimensionen, sondern auch auf
den Werten in den cells, zu denieren. Dies f

uhrt dazu, da die Algebra einen Operator zur
Verf

ugung stellt, der die Werte in den cells in eine Dimension umwandelt. Zweitens, soll-
ten die Operatoren so deniert sein, da eine Schachtelung dieser m

oglich ist,

ahnlich wie
in der relationalen Algebra. Bei den aktuellen mehrdimensionalen OLAP-Systemen hat
der Benutzer einen Kubus, f

uhrt eine Operation auf diesem Kubus aus und erh

alt einen
neuen Kubus auf den er erneut eine Operation anwenden kann. H

atte man wohldenier-
te Operatoren, k

onnten diese geschachtelt werden. So k

onnte man komplexe Anfragen
zusammensetzen, die optimiert und damit schneller ausgef

uhrt werden k

onnten.
Die vorgestellten Operatoren sind minimal. Das bedeutet, keiner der Operatoren l

at sich
durch einen, oder mehrere, der anderen darstellen.
Bei der Denition der Algebra wurde versucht, so nah wie m

oglich an der relationale
Algebra zu bleiben. Zus

atzlich sollten die denierten Operatoren in die relationale Algebra

ubersetzbar sein.
Das Datenmodell
In diesem Modell sind die Daten in einem oder mehreren data cubes gespeichert. Ein
data cube hat folgende Eigenschaften: Er hat k Dimensionen, und eine Dom

ane aus der
die Werte dieser Dimension sind. Die Elemente im data cube sind deniert durch eine
Abbildung der einzelnen Dom

anen auf ein n-Tupel, eine 0 oder eine 1. Ist ein Element
im Datenw

urfel 0, so bedeudet das, da dieser Wert in der Datenbasis nicht vorhanden
ist. Hat ein Element den Wert 1, so ist diese Kombination in der Datenbank enthalten.
Ein n-Tupel bedeutet, da f

ur diese Kombination zus

atzliche Informationen verf

ugbar
sind. Falls ein Element eines Datenw

urfels eine 1 ist, enth

alt dieser keine n-Tupel, und
umgekehrt. Den H

andlerkubus mit Verkaufsdimension sieht man in Abb. 8.8.
Eine 1 bei Art=Van, Farbe=blau und Anzahl=6 bedeutet, da diese Kombination exi-
stiert, also sechs blaue Vans verkauft wurden. Eine 0 bei Art=Van, Farbe=blau und
Anzahl=5 bedeutet, da keine f

unf blauen Vans verkauft wurden.
Die Operatoren
Die folgenden Operatoren sind in der Algebra deniert:
 push. Der push-Operator erweitert alle Elemente eines data cubes, die nicht null
sind, um den Wert der zugeh

origen Dimension. Falls das Element eine eins ist, wird
es in ein 1-Tupel umgewandelt. Eingabe f

ur diesen Operator ist ein data cube und
die hinzuzuf

ugende Dimension. Dieser Operator dient zur Vorbereitung des data
cubes auf eine Dimensionsreduzierung. Die

ubergebene Dimension wird jedoch noch
nicht aus dem data cube entfernt.
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Fahrzeugtyp
Farbe
Anzahl
Rot
Weiß
Blau
Van Sportwagen Kombi2
3
4
5
6
Abbildung 8.8: Data cube mit Verkaufsdimension
 pull. Der pull-Operator erzeugt eine neue Dimension. Dabei wird aus jedem n-Tupel
des data cubes das k-te Element entfernt. Aus der Menge dieser Werte wird die
Dom

ane der neuen Dimension bestimmt. Dieser Operator dient dazu Elemente des
data cubes in Dimensionen umzuwandeln, die dann zu Gruppierungs- und Aggre-
gationsfunktionen herangezogen werden k

onnen.
 destroy. Der destroy-Operator dient zum entfernen einer Dimension aus dem data cu-
be. Dabei k

onnen nur Dimensionen entfernt werden die eine einelementige Dom

ane
besitzen. Soll eine Dimension entfernt werden deren Dom

ane mehr Elemente enth

alt,
so mu diese zuerst mit dem merge-Operator auf ein Element verkleinert werden.
 restrict. Der restrict-Operator entfernt aus einer Dimension alle positions die ein
gegebenes Pr

adikat nicht erf

ullen. Das Pr

adikat wird nicht auf jede position einzeln
angewant, sondern auf auf alle positions gemeinsam. Damit sind zum Beispiel auch
Fragen nach den f

unf gr

oten Werten einer Dimension beantwortbar.
 join. Der join-Operator dient zum Verkn

upfen von Daten aus zwei data cubes. Da-
bei k

onnen mehrere Dimensionen gleichzeitig verkn

upft werden, jedoch wird immer
eine Dimension mit genau einer anderen Dimension verkn

upft. Das Ergebnis der
Verkn

upfung, eines n-dimensionalen data cubes mit einem m-dimensionalen

uber
k-Dimensionen, hat n+m-k Dimensionen. Alle Elemente mit dem gleichen Wert in
der Verkn

upfungsdimension werden zusammengefasst. Ist eines der Elemente gleich
null, ist auch das Ergebnis null. Anschlieend wird auf die beiden verkn

upften Werte
eine Funktion zur Berechenung des zugeh

origen Elements im Ergebnis angewand.
 merge. Der merge-Operator dient zum Aggregieren von positions einer Dimension.
Dazu mu einerseits angegeben werden welche positions zu einer neuen zusammen-
gefasst werden sollen, andererseits mu noch eine Funktion angegeben werden die
festlegt wie die Elemente des data cubes, die in das selbe Aggregat fallen, zu einem
zusammengefasst werden.
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Der merge-Operator geh

ort nicht zur minimalenMenge von Operatoren, da er durch einen
join des Datenw

ures mit sich selbst beschrieben werden kann. Er wurde trotzdem in die
Menge aufgenommen, da er im Gegensatz zum join-Operator, ein un

arer Operator ist.
Beschreibung der OLAP-Funktionalit

at durch die Operatoren
Die oben beschriebenen Operationen mehrdimensionaler Datenanalyse lassen sich mit
Hilfe der hier beschriebenen Operatoren darstellen:
 ranging oder data-dicing. Die ranging Operation wird direkt in den restrict-Operator
umgesetzt.
 roll-up. Die roll-up Operation kann direkt in den merge-Operator umgewandelt wer-
den.
 drill-down. Beim drill-down von einem aggregierten Wert auf die n Werte aus denen
er besteht, ist es n

otig die n unterliegenden Werte zu kennen. Sind beide data cubes,
der mit den aggregierten Daten und der mit den detaillierten Daten, bekannt, mu
ein join zwischen diesen beiden durchgef

uhrt werden, um die urspr

unglichen Daten
zu bekommen.
In [36] wird auch eine Umsetzung der mehrdimensionalen Operatoren in SQL angegeben,
f

ur den Fall, da eine relationale Datenbank zugrundeliegt.
8.3 OLAP auf der Basis mehrdimensionaler Daten-
banken
Mehrdimensionale Datenbanken sind f

ur den Einsatz im OLAP optimiert. Sie bieten eine
direkte Unterst

utzung der im OLAP ben

otigten Funktionen. Dadurch sind sie bei dieser
Art der Datenverarbeitung besonders schnell. Erreicht wird diese Optimierung der Daten-
bank durch spezielle Zugrispfade. Die genaue Struktur und Funktionsweise der mehrdi-
mensionalen Datenbanken wird von den Anbietern jedoch in der Regel nicht ver

oentlicht.
8.4 OLAP auf der Basis relationaler Datenbanken
In diesem Abschnitt wird untersucht, wie sich relationale Datenbanken zur analytischen
Datenverarbeitung eignen. Im ersten Abschnitt wird die Struktur von relationalen Sy-
stemen vorgestellt. Die Aggregations- und Gruppierungsfunktionen von SQL werden im
zweiten Abschnitt vorgestellt. Da diese Funktionen von SQL nicht m

achtig sind, haben
einige Firmen propriet

are Erweiterungen in ihre Produkte eingebaut. Diese Erweiterungen
werden im letzten Abschnitt vorgestellt.
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8.4.1 Struktur relationaler Datenbankysteme
Eine anschauliche Darstellung von Daten in einem relationalen System ist die Tabelle.
Diese Tabelle wird Relation genannt. Dabei entspricht ein Datensatz, der Tupel genannt
wird, einer Zeile in der Tabelle. Um Redundanz in einer relationalen Datenbank zu ver-
meiden, werden sogenannte Normalformen deniert. Ausgehend von einer Relation die
alle Informationen enth

alt, wird diese immer weiter zerlegt. Dabei werden Informationen,
die f

ur mehrere Datens

atze gelten, in einer neuen Relation zusammengefasst. Dadurch
wird erreicht, da jede Information nur einmal in der Datenbank enthalten ist. Um jedoch
wieder die urspr

ungliche Information zu erhalten, m

ussen Informationen aus mehrere Ta-
bellen zusammengesetzt werden. Diese sogenannte Verbindungsoperation (join) die dazu
dient, Informationen aus verschiedenen Tabellen zu verkn

upfen, ist sehr aufwendig.
Die Art, in der die Daten in einem relationalen System gespeichert sind, f

uhrt dazu,
da einzelne Datens

atze schnell gefunden und bearbeitet werden k

onnen. Die Verarbei-
tung groer Datenmengen aus mehreren Tabellen ben

otigt jedoch viele Verbindungsope-
rationen, die sehr lange dauern. Relationale Systeme wurden urspr

unglich f

ur das Online
Transaction Processing (OLTP) entwickelt und auch f

ur diese Art der Datenverarbeitung
optimiert.
8.4.2 SQL-Funktionen f

ur OLAP
Die Gruppierung und die Aggregierung von Daten sind zwei der wichtigsten Aufgaben in
OLAP-Anwendungen. SQL stellt f

ur diese Aufgaben mehrere Operatoren bereit. F

ur die
Gruppierung den group by Operator, und als Aggregationsfunktionen count(), sum(),
min(), max() und avg(). Bei der Aggregation wird der entsprechende Operator auf die ge-
samte Relation angewand. Der group byOperator teilt die Zeilen einer Tabelle in mehrere
disjukte Teilmengen ein, wobei auf jede der Teilmengen anschlieend ein Aggregationsope-
rator angewand wird. Das Ergebnis der Aggregationsoperationen ist ohne Gruppierung
nulldimensional, und mit einer vorgeschaltenen Gruppierung eindimensional.
Drei typische Funktionen der Datenanalyse lassen sich jedoch nicht direkt oder nur um-
st

andlich durchf

uhren. Mit dem group by Operator ist es zum Beispiel nicht m

oglich,
Histogramme direkt zu erzeugen. Eine Aggregation

uber berechnete Kategorien wird als
Histogramm bezeichnet. Der group by Operator in SQL l

at jedoch nur Aggregationen

uber vorhandenen Feldern zu. Um diese Einschr

ankung zu umgehen mu zuerst eine Zwi-
schenrelation mit den berechneten Werten erstellt werden. Auf diese Zwischenrelation
kann nun die Gruppierung angewand werden, weil die berechneten Kategorien,

uber die
gruppiert werden soll, nun als Feld vorliegen. Weitere h

aug ben

otigte Funktionen sind
das roll-up und das drill-down. Beim roll-up werden die Daten schrittweise zu immer
gr

oeren Einheiten, die einen

Uberblick

uber die Daten geben, mit Hilfe von Aggregati-
onsfunktionen, zusammengefasst. Dabei mu in jedem Schritt eine Gruppierung auf der
aktuellen Relation, mit berecheneten Kategorien, die sich aus der Denition der benutzten
Hierarchie ergeben, bestimmt werden. Das drill-down ist das dem roll-up entgegengesetzte
Vorgehen. Da es keine M

oglichkeit gibt, ein Aggregat wieder in seine Teile zu zerlegen,
m

ussen beim drill-down alle unteren Hierarchiestufen, mit ihren Gruppierungen und Ag-
gregaten, neu gebildet werden. Eine M

oglichkeit die Neuberechnung der Gruppierungen
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und Aggregate zu umgehen ist die Vorausberechnung derselben. Dabei ist zu beachten,
da auch f

ur diese Vorausberechnung eine Menge Gruppierungs- und Aggregationsope-
rationen vorab durchzuf

uhren sind. Zus

atzlich mu eine groe Anzahl Datens

atze in die
Datenbank eingef

ugt werden, um die vorausberechneten Aggregate zu speichern.
8.4.3 Erweiterungen von SQL f

ur OLAP
Viele Hersteller von relationalen Datenbanken sind sich der Schw

achen von Gruppierung
und Aggregation bewut, und erweitern SQL um eigene, m

achtigere Funktionen.
Illustra
Illustra bietet die M

oglichkeit neue, selbst denierte und programmierte, Aggregations-
funktionen in das System einzuf

ugen. Dazu wird ein Programmmit drei callback Routinen
dem System hinzugef

ugt.
 Init (&handle): Reserviert den Speicher f

ur handle, und initialisiert die Aggrega-
tionsfunktion.
 Iter (&handle, value): F

ugt den aktuellen Wert zum Aggregat hinzu.
 value = Final(&handle): Berechnet den Wert des Aggregats mit Hilfe der Daten
die im handle gespeichert sind, und gibt das Ergebnis zur

uck. Anschlieend wird
der Speicher wieder freigegeben.
Um den Mittelwert einer Menge von Datens

atzen zu berechnen, mu im handle die Anzahl
und die Summe der Werte gespeichert werden. Beide Werte werden bei der Initialisierung
auf null gesetzt. Bei jedem Aufruf von Iter() wird die Anzahl inkrementiert, und der
aktuelle Wert zur Summe addiert. Beim Aufruf von Final() wird die Summe durch die
Anzahl der Werte geteilt, und das Ergebnis zur

uckgegeben.
Die so denierten Aggregationsfunktionen k

onnen auch zusammen mit einer Gruppierung
verwendet werden.
Red Brick
Red Brick deniert einige Aggregationsfunktionen, welche den group by-Operator erwei-
tern.
 Rank (expression): Berechnet f

ur jeden Datensatz der Tabelle expression und
gibt den Rang des Ergebnisses zur

uck. Falls n Datens

atze in der Menge sind, und
der aktulle Wert der gr

ote ist, gibt diese Funktion n zur

uck.
 N tile (expression, n): Der Wertebereich von expression

uber die gesamte Ta-
belle wird berechnet, und anschlieend in n Bereiche, mit ann

ahernd gleicher Ele-
mentanzahl, geteilt. Die Funktion gibt den Rang des Bereichs an, in dem der aktuelle
Datensatz liegt.
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 Raion To Total(expression): Berechnet die Summe der Ergebnisse von
expression f

ur alle Datens

atze und teilte dieses durch die Anzahl der Datens

atze.
 Cummulative (expression): Addiert alle bisherigen Werte in einer geordneten Li-
ste.
 Running Sum (expression, n): Addiert die letzten n Werte einer geordneten Liste.
 Running Average (expresion, n): Bildet den Durchschnitt der letzten n Werte.
Der data cube Operator
Microsoft erweitert SQL an mehreren Stellen [37]. Zum Beispiel werden berechnete Ka-
tegorien im group by-Operator erlaubt. Die n

achste Erweiterung betrit die Attribute
die im select Teil einer SQL-Anfrage stehen d

urfen. Normalerweise sind nur Attribute
erlaubt nach denen gruppiert wurde oder solche auf die eine Aggregationsfunktion an-
gewand wird. Dies sind aber zu starke Einschr

ankungen. Falls ein Attribut funktional
von einem der Gruppierungsattribute abh

angt, ist dieses f

ur die gesamte Gruppe ein-
deutig deniert, und kann als \Versch

onerung" des Ergebnisses mit ausgegeben werden.
Diese Erweiterungen der SQL-Syntax sind vom nachfolgend denierten Cube Operator
unabh

angig.
Der data cube Operator ist die Erweiterung des group by-Operators auf mehrere Dimen-
sionen. Der data cube Operator erzeugt alle Aggregate einer gegebenen Tabelle. Dazu
wird die Potenzmenge aller Spalten,

uber die gruppiert werden soll, gebildet. F

ur jedes
Element dieser Potenzmenge, wird das Aggregat

uber die Spalten, die dieses Element
enth

alt, bestimmt. Der Inhalt jeder Spalte, die nach group by folgt, nach der aber nicht
gruppiert wurde, wird durch ein ALL ersetzt. F

ur die H

andlertabelle sieht das Ergebnis
wie folgt aus:
Art Farbe Anzahl
Van Blau 6
Van Rot 5
Van Wei 4
Van ALL 15
Sportwagen Blau 3
Sportwagen Rot 5
Sportwagen Wei 5
Sportwagen ALL 13
Kombi Blau 4
Kombi Rot 3
Kombi Wei 2
Kombi ALL 9
ALL Blau 13
ALL Rot 13
ALL Wei 11
ALL ALL 37
Die Umwandlung der H

andlertabelle in die Matrixdarstellung sieht man in Abb. 8.9.
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Van
Sportwagen
Kombi
Rot Weiß Blau
Fahrzeugtyp
Farbe
65
4
355
4
3 2
ALL
ALL 13 11 13
15
13
9
37
Abbildung 8.9: Die H

andlertabelle nach Anwendung des data cube-Operators in Matrix-
darstellung
Die zugeh

orende Anfrage ist die folgende:
SELECT Fahrzeugtyp, Farbe, SUM(Anzahl) AS Anzahl
FROM Verkaufe
GROUP BY Fahrzeugtyp, Farbe WITH CUBE;
Falls die Anzahl der verschiedenen Auspr

agungen der n Spalten C
1
, C
2
,: : : ,C
n
ist, so ist
die Gr

oe der Ergebnistabelle
Q
n
1
(C
i
+ 1).
Jeder der ALL-Werte steht f

ur die Menge

uber die das entsprechende Aggregat gebildet
wurde. Ein ALL in der Spalte Art bedeutet, da in der Anzahl dieser Zeile die Verkaufs-
zahlen von Van, Sportwagen und Kombi enthalten sind.
Um das selbe Ergebnis in SQL zu erhalten ist die folgende Anfrage n

otig:
SELECT Fahrzeugtyp, ALL, SUM(Anzahl)
FROM Verkaufe
GROUP BY Fahrzeugtyp
UNION
SELECT ALL, Farbe, SUM(Anzahl)
FROM Verkaufe
GROUP BY Farbe
UNION
SELECT Fahrzeugtyp, Farbe, SUM(Anzahl)
FROM Verkaufe
GROUP BY Fahrzeugtyp, Farbe
UNION
SELECT ALL, ALL, SUM(Anzahl)
FROM Verkaufe;
Die relationale Datenbank mu zur Auswertung dieser Anfrage vier Vereinigungen und
vier Gruppierungsoperationen mit anschlieender Aggregation bestimmen. Die meisten
relationalen Datenbanken f

uhren jede dieser Operationen explizit aus, da sie nicht

uber
alle Anfragen gemeinsam optimieren k

onnen. Dadurch ist diese Anfrage sehr langsam. Die
Vorteile des data cube Operators liegen in der leichteren Formulierung der Anfrage und
der verbesserten Optimierungsm

oglichkeit der relationalen Datenbank.
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8.5 Vergleich und Bewertung
Die Benutzung mehrdimensionaler Datenbanken f

ur OLAP hat mehrere Vorteile. Mehrdi-
mensionale Datenbanken sind um Gr

oenordnungen schneller bei der Analyse und Verar-
beitung groer Datenmengen. Schon die Suche nach einem einzelnen Element ist in einer
mehrdimensionalen Datenbank schneller als in einer relationalen Datenbank. Um in dem
10*10*10 Eintr

age groen Datenw

urfel des Groh

andlers, die Verk

aufe eines bestimmten
H

andlers, f

ur eine bestimmte Farbe, eines bestimmtes Modells zu bestimmen, m

ussen
im relationalen System alle 1000 Datens

atze durchsucht werden. Im mehrdimensionalen
System hingegen m

ussen auf jeder der Dimensionen maximal 10 Eintr

age durchsucht wer-
den. Auch Aggregierungsfunktionen lassen sich in mehrdimensionalen Datenbanken meist
auf Zeilen- oder Spaltenoperationen zur

uckf

uhren, und k

onnen somit schnell ausgef

uhrt
werden.
Relationale Datenbanken sind f

ur OLAP nur bedingt geeignet. Werden die Daten in nor-
malisierter Form in der Datenbank gespeichert, m

ussen diese zuerst miteinander verbun-
den werden, um die Zusammenh

ange zwischen den einzelnen Relationen wiederherzu-
stellen. Da Verbindungsoperationen jedes relationale System stark beanspruchen, k

onnte
man diese Daten auch nicht normalisiert in der Datenbank ablegen. Dies vergr

oert die
Datenbank, aufgrund der vohandenen Redundanz, jedoch betr

achtlich, was starke Lei-
stungseinbuen zur Folge hat. So mu bei Suchvorg

angen eine, um das mehrfache, gr

oe-
re Datenmenge durchsucht werden. Mit steigender Datenbankgr

oe mu immer

ofter auf
die Festplatte zugegrien werden, wodurch die Anfragen immer l

anger dauern. Diese Ge-
schwindigkeitsnachteile relationaler Systeme k

onnen mit Hilfe von Zugrispfaden teilweise
beseitigt werden. Jedoch k

onnen Optimierungen nicht alle Anwendungen ber

ucksichtigen,
so da die M

oglichkeit Spontananfragen zu stellen, und schnell beantwortet zu bekom-
men, eingeschr

ankt ist. Es ist auch zu beachten, da Indexe viel Speicher ben

otigen, oft
sind sie zusammen gr

oer als die eigentlichen Daten. Da diese M

oglichkeiten gegel

auge
Eekte haben, besteht das Problem darin, den f

ur die eigene Anwendung idealen Weg zwi-
schen normalisierten und nicht normalisierten Relationen mit zugeh

origen Zugrispfaden
zu nden.
Relationale Datenbanksysteme k

onnen keine mehrdimensionalen Daten verwalten. Dies
ist nur

uber den Umweg der Aufspaltung der Daten in mehrere Tabellen m

oglich. Durch
diese Normalisierung der Daten in einem relationalen System, sind viele Informationen,
die gemeinsam betrachtet werden sollen auf verschiedene Tabellen verteilt. F

ur einen
Endanwender ist es schwierig, selbst wenn er die Zusammenh

ange zwischen den Tabellen
kennt, komplexe Anfragen

uber mehrere Tabellen zu stellen. Um auch einem Anwender
der nicht

uber groe SQL Kenntnisse verf

ugt Zugang zur Datenbank zu verschaen, mu
eine Anwendung entwickelt werden, die die Anfragen f

ur den Anwender

ubernimmt. Um
die Ausgaben der relationalen Datenbank in die, f

ur die Analyse typische, Darstellung,
n

amlich einen Datenw

urfel, zu

uberf

uhren, und die

ublichen Analysefunktionen zu bieten,
mu viel Programmierarbeit geleistet werden.
Relationale Datenbanksysteme und SQL als Anfragesprache f

ur relationale Datenbanksy-
steme, bieten keine der OLAP Funktionen, wie drill-down, slicing und dicing, direkt an.
Diese Funktionen m

ussen durch komplexe, meist langlaufende, Anfragen simuliert wer-
den. SQL unterst

utzt nur wenige Aggregationsfunktionen (SUM, AVG, MIN, MAX,: : : ),
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und bietet keine M

oglichkeit, bestimmte Anfragen, wie zum Beispiel die nach den zehn
gr

oten Autoh

andler, zu formulieren. Einige Firmen haben Erweiterungen von SQL vor-
geschlagen um diese Einschr

ankungen zu beseitigen, diese sind jedoch rmenspezisch,
und nicht in den SQL-Standard

ubernommen worden.
Die angef

uhrten Nachteile relationaler Datenbanksysteme im OLAP-Bereich bedeuten je-
doch nicht, da mehrdimensionale Datenbanken den relationalen Datenbanken in ihrem
angestammten Bereich, den OLTP-Anwendungen, Konkurrenz machen k

onnen. Mehrdi-
mensionale Datenbanken haben Schw

achen bei der Speicherung und Verarbeitung nicht
mehrdimensionaler Daten. Die relationale Datenbank f

ur OLTP und die mehrdimensio-
nale Datenbank f

ur OLAP sollte deshalb getrennt werden. Zu beachten sind noch die
typischen Lastverteilungen von OLTP und OLAP Anwendungen. OLTP-Systeme haben
im Normalfall eine gleichm

aig hohe Last

uber lange Zeitr

aume, wohingegen die Last von
OLAP Anwendungen relativ niedrig ist, jedoch bei Anfragen der Benutzer sprunghaft
auf das Maximum ansteigt. Wenn beide Anwendungen auf dem selben System betrieben
werden, w

are die OLTP-Anwendung stark von der OLAP-Anwendung behindert. Des-
halb sollte die OLAP und die OLTP Anwendung auf verschiedenen Rechnern betrieben
werden.
8.6 Zusammenfassung
Im ersten Abschnitt wurden die Anforderungen an OLAP-Systeme vorgestellt. Dabei war
vor allem die intuitive Bedienung und die schnelle Beantwortung aller Anfragen durch das
System wichtig. Zu den Eigenschaften von OLAP-Anwendungen geh

oren die groen zu
bearbeitenden Datenmengen, und vielf

altige Analysefunktionen. Im n

achsten Abschnitt
wurde die Eignung von mehrdimensionalen Datenbanken f

ur OLAP-Anwendungen un-
tersucht. Dabei zeigte sich, da diese in ganz nat

urlicher Weise die OLAP-Anwendungen
unterst

utzten. Bei der Untersuchung relationalen Systemen f

ur OLAP-Anwendungen zeig-
te sich, da diese nicht besonders gut f

ur OLAP-Anwendungen geeignet sind. G

otes
Problem relationaler Datenbanken ist die mangelhafte M

oglichkeit typische Analysefunk-
tionen nat

urlich zu formulieren.Meist m

ussen diese Anfragen umst

andlich formuliert wer-
den, und haben lange Laufzeiten, da die Art der Datenspeicherung im relationalen System
und die vom Benutzer gew

unschte Ausgabe der Daten unterschiedlich sind. Die Laufzeiten
relationaler Systeme im Vergleich zu mehrdimensionalen liegt bei OLAP-Anwendungen
meist um G

oenordnungen h

oher.
Relationale Systeme sind imOLTP-Bereich nicht zu ersetzen, haben jedoch Schw

achen bei
OLAP-Anwendungen. Mehrdimensionale Datenbanken sind jedoch auf nat

urliche Weise
f

ur OLAP-Anwendungen geeignet. Die Verarbeitung der immer st

arker anwachsenden Da-
tenmengen in Unternehmen, ist nur m

oglich, wenn f

ur jede der ben

otigten Anwendungen
spezialisierte Systeme bereitstehen. Der Einsatz von mehrdimensionalen Datenbanken im
OLAP-Bereich ist deshalb unumg

anglich.
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Kapitel 9
Optimierungsmethoden f

ur OLAP
Stefan Weitland
Kurzfassung Dieses Kapitel befat sich mit den verschiedenen Wegen zur Implementierung von
OLAP{Servern. Zuerst werden die Unterschiede zwischen OLTP und OLAP diskutiert. Im weiteren Ver-
lauf wird eine Gitternetznotation vorgestellt, die es erleichtert, die Anforderungen an einen OLAP{Server
zu veranschaulichen. Anhand dieses Gitternetzes kann man die Implementierung der Datenstruktur des
OLAP{Servers strukturieren. Im weiteren Verlauf wird mit den vorgestellten Algorithmen
"
PipeSort\ und
"
HashSort\ zwei Verfahren vorgestellt, die die Implementierungsreihenfolge der Anfragen optimieren. Als
Grundlage f

ur die beiden Algorithmen werden f

unf Optimierungsmethoden vorgestellt. Beide Algorithmen
versuchen die Optimierungsmethoden so zu kombinieren, da die Implementierung der Anfragen beson-
ders eektiv ist.
9.1 Einleitung
OLAP ist die Abk

urzung f

ur on-line analytical processing. Dieser Begri bezeichnet einen
Anwendungsbereich f

ur Datenbanken, in dem die Anforderungen an die Anfrage- und
Antworteigenschaften im Vergleich zum bisherigen Prinzip der transaktionsorientierten
Verarbeitung (OLTP) sehr hoch sind. Ein Datenbanksystem eines heutigen Unterneh-
mens besteht aus einer groen Anzahl von Servern und einer noch gr

oeren Anzahl von
Clients. Die Daten sind hierbei auf die speziellen Server der einzelnen Unternehmens-
bereiche verteilt. Dieser hohe Grad an verteilter Datenhaltung lie fr

uh die bisherigen
Auswertungsm

oglichkeiten von Datenbanken an ihre Grenzen stoen. Ein Grund daf

ur
sind die erh

ohten Anforderungen an die Analyse der Datenbest

ande. Beispielsweise mu
ein Manager eines Unternehmens zur Planung einer neuen Verkaufsstrategie eines Pro-
duktes sofort auf eine Analyse der aktuellsten Daten zu diesem Produkt zugreifen k

onnen.
Dabei stieen bisherige Anfragem

oglichkeiten schnell an ihre Grenzen.
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9.2 Prinzipien der analytischen Verarbeitung
Bisher verwendete OLTP Anwendungen unterscheiden sich stark von OLAP{
Anwendungen [33]. OLTP Anwendungen bestehen aus einer groen Anzahl relativ einfa-
cher Transaktionen. Diese Transaktionen ver

andern meistens nur eine geringe Anzahl von
Datens

atzen in einzelnen Tabellen, deren Beziehungen untereinander relativ einfach sind.
Ein typisches Beispiel f

ur eine OLTP Anwendung ist das Aufnehmen einer Bestellung
eines neuen Kunden. Hierbei m

ussen nur in zwei verschiedenen Tabellen Daten eingef

ugt
werden: in die Kundentabelle und in die Tabelle f

ur die Bestellungen.
OLAP{Anwendungen greifen auf groe Datenbanken mit komplexen Anfragen zu. Bei
diesen Zugrien m

ussen groe Mengen von Daten berechnet, analysiert und verschoben
werden. Eine typische OLAP{Anfrage l

at sich anhand der folgenden Punkte charakteri-
sieren:
 Zugri auf eine groe Menge von Daten (historische und aktuelle Daten)
 Analyse der Beziehungen verschiedenerGesch

aftselemente (z.B. Verk

aufe, Produkte,
Regionen)
 Berechnung von Daten (z.B. Verkaufsvolumen, Ausgaben)
 Vergleich berechneter Daten

uber verschiedene Zeitr

aume
 Pr

asentation der Daten in verschiedenen Darstellungen (z.B. Diagrammen)
 Komplexe Vorausberechnungen und Prognosen
 Schnelle Antwortzeit
9.3 Datenbanken f

ur OLAP
OLAP{Server benutzen mehrdimensionale Strukturen, um Daten und deren Beziehun-
gen zu speichern. Diese mehrdimensionale Struktur kann am besten durch einen W

urfel
wiedergegeben werden. Jede Seite des W

urfels stellt eine Dimension dar (Abbildung 9.1).
Jede Dimension repr

asentiert eine Kategorie wie z.B. Produkttyp, Region, Verkaufswe-
ge und Zeit. Jede Zelle innerhalb dieser mehrdimensionalen Struktur enth

alt berechnete
Daten, die sich auf Elemente entlang jeder Dimension beziehen. Mehrdimensionale Da-
tenbanken sind kompakt und leicht zu verstehende Gebilde um Daten zu visualisieren und
zu manipulieren, die komplex miteinander verbunden sind.
Zus

atzlich zu den Standardoperationen von Datenbanken unterst

utzen OLAP{Server wei-
tere Operationen:
A. Verallgemeinerung (Roll-Up) Diese Operation verdichtet die berechneten Daten.
Dies kann einfaches Zusammenz

ahlen bedeuten oder das Berechnen komplexer Ausdr

ucke
kompliziert verbundener Daten. Als Beispiel k

onnen Verk

aufe eines Produktes bezogen
auf einen Landkreis berechnet werden und dann bezogen auf das Bundesland durch das
Zusammenz

ahlen der Landkreise.
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Daten Würfel
East
TV
CameraSales
TV
VCR
Audio
Camera
VCR
Audio
Margin
     February
Actual   Budget
      March
Actual   Budget
West
San Francisco
Los Angeles
Denver
Abbildung 9.1: Beispiel f

ur ein Datenw

urfel
B. Verfeinerung (Drill-Down) OLAP{Server k

onnen auch in die andere Richtung
gehen. Dies bedeutet die Berechnung detaillierterer Darstellungen aggregierter Daten.
Verfeinerung und Drill-Down sind komplement

are Operationen.
C. Schneiden und W

urfeln (Slicing and Dicing) Slicing and Dicing bezeichnet
die F

ahigkeit, Daten unter verschiedenen Aspekten oder Gesichtspunkten zu betrachten.
Beispielsweise kann man alle Verk

aufe nach Verkaufsweg innerhalb einer Region betrach-
ten oder alle Verk

aufe nach Verkaufsweg f

ur jedes Produkt. Um Trends zu analysieren
oder Schemata zu entdecken, wird diese Operation haupts

achlich entlang der Zeitachse
durchgef

uhrt.
D. Andere Eigenschaften OLAP{Server k

onnen mehrdimensionale Datenbanken
komprimiert speichern. Dies wird durch die dynamische Auswahl des Hintergrundspei-
chers und durch Kompressionstechniken erreicht. Zudem werden Datenbereiche je nach
Dichte der darin enthaltenen Daten separat gespeichert.
Die wichtigste Eigenschaft eines OLAP{Servers im Unterschied zu anderen Servern ist
die logische Organisation der Daten in mehrere Dimensionen. Dies erm

oglicht Benutzern
schnell und einfach komplexe Datenstrukturen zu analysieren. Physikalisch ist die Daten-
bank so organisiert, da

uber mehrere Dimensionen verbundene Daten schnell gefunden
werden.
9.4 OLAP auf der Basis relationaler Datenbanken
Relationale Datenbanksysteme und die dazugeh

origen Applikationen sind f

ur OLAP{
Anfragen meist zu stark eingeschr

ankt [33].
 F

ur ein RDBMS bedeutet die Darstellung einer mehrdimensionalen Datenstruk-
tur die Projektion dieser auf eine zweidimensionale Struktur. F

ur die Projektion
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einer dreidimensionalen Struktur bedeutet es z.B., diese Struktur in eine Vielzahl
von Schichten zu zerlegen und durch entsprechende Beziehungen zu verkn

upfen.
Die Rekonstruktion der dreidimensionalen Struktur gestaltet sich kompliziert und
ressourcenintensiv.
 F

ur den Endbenutzer ist es schwer die komplizierte zweidimensionale Struktur einer
mehrdimensionalen Datenbank zu verstehen. Um Anfragen zu entwerfen, mu er
wissen welchenDaten in welchen Tabellen gespeichert sind und wie sie untereinander
in Beziehung stehen.
 Bei mehreren Benutzern und mehreren OLAP{Anfragen kann das RDBMS durch
den Zugri auf sehr groe und kompliziert verbundene Datenbest

ande schnell an
seine Leistungsgrenze stoen. Dies f

uhrte zu dem Versuch die Daten anders zu spei-
chern.
In OLTP{Systemen werden die Daten in der Regel normalisiert gespeichert (Abbildung
9.2). Diese Art der Speicherung ist f

ur den Endbenutzer schwer verst

andlich und f

uhrt bei
komplizierten Anfragen zu Leistungsverlusten, da mehrere Verbindungen der Relationen

uber Schl

ussel viel Ressourcen beanspruchen. Deshalb wird von den meisten Datenbank-
herstellern vorgeschlagen, da zur Datenanalyse die Tabellen denormalisiert gespeichert
werden.
Table 1
1,000,000
   Rows
 Sales
 Sales
Office
Product
    ID
 BOS
 SF
 SF
 1
 1
 2
 1,000,000
300,000
500,000
Table 2
   1,000
   Rows
 Description
Product
    ID
 1
 1
Widget
Super Widget
Table 3
    100
   Rows
District
 Sales
Office
 BOS
 SF
  A
 B
Table 4
     10
   Rows
Region
 
District  
 A
 B
East
West
Abbildung 9.2: Normalisierte Daten
Die Speicherung in denormalisierten Tabellen hat den Vorteil, da die Verbindungen

uber
Relationen

uber Schl

ussel nicht mehr vorgenommen werden m

ussen, und somit Zeit ge-
spart wird (Abbildung 9.3).
 Sales
 Sales
Office
Product
    ID
 BOS
 SF
 SF
 1
 1
 2
 1,000,000
300,000
500,000
 Description District  Region
 Widget
 Widget
Super Widget
 A
 B
 B
 East
 West
 West
Abbildung 9.3: Denormalisierte Daten
In Bezug auf die Systemressourcen entstehen durch die Denormalisierung groe Tabel-
len, da Daten redundant in jedem Datensatz gespeichert werden. Dadurch sind OLAP{
Anfragen dazu gezwungen, sehr groe Datenbanken abzusuchen, was ebenso aufwendig
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sein kann wie die entsprechende Anfrage auf die normalisierte Datenbank. Da denorma-
lisierte Datenbanken sehr gro sind, erfordern diese bei Anfragen eine sehr groe Anzahl
von Zugrien auf den Hintergrundspeicher. Zudem ben

otigt die Datensuche viel Speicher-
leistung was wiederum andere Anwendungen behindert.
F

ur den Benutzer ist es schwer, sich zwischen der denormalisierten- oder normalisierten
relationalen L

osung zu entscheiden, da die Leistungen bez

uglich der Anfragezeiten na-
hezu gleich sind. Wird die Datenbank normalisiert gespeichert, dann geht Leistung bei
komplizierten Join{Anfragen verloren. Speichert der Benutzer die Daten aber denormali-
siert, dann mu er mit extrem groen Datenbanken umgehen, die wiederum die Leistung
mindern.
Relationale Datenbanksysteme haben keine OLAP{spezischen Operation wie
"
Roll-Up\,
"
Drill-Down\ oder
"
Slicing and Dicing\ eingebaut. Es steht meist nur eine begrenzte An-
zahl von vordenierten Operationen zur Verf

ugung. Diese funktionale Einschr

ankung wird
beispielsweise anhand der SQL{Operationen SUM und AVG ersichtlich. Es besteht nur
die M

oglichkeit diese Operationen auf mehrere Datens

atze anzuwenden, aber nicht auf die
Werte innerhalb eines Datensatzes. Des weiteren ist ein Benutzer, der eine analytische An-
frage entwerfen will, auf aufwendig entwickelte Anfrageober

achen angewiesen. F

ur diese
Anfrageober

achen werden Spezialisten gebraucht, die von den Anwendern gew

unschte
Anfrage implementieren.
OLAP{Anfragen ben

otigen verdichtete Daten, die bei relationalen Datenbanksystemen
nur in detaillierter Form vorliegen. Bei Anfragen stehen zwar die Operationen SUM und
GROUP BY innerhalb einer SELECT{Anweisung zur Verf

ugung, aber diese erm

oglichen
keine Verfeinerung (Drill-Down) oder Verallgemeinerung (Roll-Up). Zudem gestalten sich
solche Anfragen zeitintensiv und beanspruchen viel Ressourcen.
9.5 Implementierung eines Datenw

urfels (data cube)
9.5.1 Gitterrahmenmodell
Das Gitterrahmenmodell wurde als Notation zur Darstellung der Abh

angigkeiten der An-
fragen untereinander entwickelt. Eine Anfrage kann man anhand ihrer Attribute, die in der
GROUP-BY{Anweisung enthalten sind, spezizieren. Hier wird die Notation festgelegt,
da jede Anfrage durch die Aufz

ahlung ihrer Attribute in Klammern , wie zum Beispiel
(ABCD), darstellbar ist.
A. Abh

angigkeiten zwischen Anfragen: Man betrachte zwei Anfragen Q1 und Q2.
Die Notation Q1  Q2 bedeutet, da Q1 beantwortet werden kann, indem die Ergebnisse
von Q2 verwendet werden. Man sagt dann, da Q1 abh

angig von Q2 ist. Der Operator 
deniert eine Halbordnung auf der Menge der Anfragen.
Um ein Gitter aufzubauen gilt:
1.  ist eine Halbordnung, und
2. es gibt ein maximales Element, eine Anfrage von der jede Anfrage abh

angig ist.
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B. Gitternotation: Man deniert ein Gitter durch eine Menge (von Anfragen) L und
der Abh

angigkeitsbeziehung  durch < L;>. F

ur die Elemente a und b eines Gitter
< L;  >, bedeutet ab, da ab und a6=b.
Der Vorfahr, Nachfahr und der N

achste sind wie folgt deniert:
Vorfahr (ancestor) anc(a) = fb | a  bg
Nachfahr (descendant) desc(a) = fb | b  ag
N

achste (next) next(a) = fb | a  b, es gibt kein c, a  c, c  bg
Jedes Element des Gitters ist sein eigener Vorfahr und sein eigener Nachfahr. Der direkte
Vorfahr von einem Element a geh

ort zu der Menge next(a).
C. Gitterdiagramm: Ein Gitter wird repr

asentiert durch einen Graph (Abbildung 9.4)
in welchem die Anfragen die Knoten sind und die Kanten zwischen a (unten) und b (oben)
nur vorhanden sind, wenn b Element der Menge next(a) ist.
 AD  BC
 Level
all 0
 1
 2
 4
 3
 A  B
 AB
 D
 AC
 C
 BD  CD
 ABC  ABD  ACD  BCD
 ABCD
Abbildung 9.4: Beispiel f

ur ein Gitter
D. Hierarchien: In der Realit

at bestehen die einzelnen Dimensionen aus mehr als
einem Attribut. Ein einfaches Beispiel daf

ur ist die Unterteilung der Dimension Zeit in
die Hierarchie: Tag, Monat, Jahr. Hierarchien sind sehr wichtig, da sie eine Basis f

ur zwei
typische OLAP{Operationen bilden:
 Drill-Down: Daten werden detaillierter betrachtet, z.B. werden die Verk

aufe zuerst
pro Jahr betrachtet und danach pro Monat.
 Roll-Up: Hier werden die Daten weniger detailliert betrachtet. Zuerst werden die
Verk

aufe pro Tag, sp

ater pro Monat betrachtet.
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Durch das Vorhandensein von Hierarchien wird das Gittermodell komplizierter. Am Bei-
spiel der Aufteilung der Dimension Zeit zeigt sich, das Hierarchien neue Abh

angigkeiten
in Anfragen einf

uhren. Daten k

onnen bezogen auf das Jahr, den Monat oder den Tag
berechnet und dargestellt werden.
Die Verwendung des Gitterrahmens hat mehrere Vorteile. F

ur die Implementierung de-
niert es eine eindeutige Struktur, an der abgelesen werden kann welche Anfrage mate-
rialisiert werden sollten. Benutzern erleichtert es die Erstellung der Anfragen. Durch die
Darstellung als Graph wird die Festlegung der Reihenfolge der Materialisierung erleichtert.
9.6 Optimierungsmethoden
Die hier vorgestellten Optimierungsmethoden bilden die Grundlage f

ur die sp

ater vor-
gestellten Implementierungsalgorithmen. Diese Optimierungsmethoden sind die Kriterien
zur Bestimmung der Reihenfolge der Implementierung der einzelnen Anfragen.
1. Der kleinste Vorg

anger (smallest-parent): Diese Optimierung versucht, aus der
kleinsten zuvor berechneten Anfrage die geforderte Anfrage zu erzeugen, um nicht auf die
Rohdaten zugreifen zu m

ussen. Im allgemeinen kann jede Anfrage aus anderen, bereits
berechneten Anfragen erstellt werden. Als Beispiel zeigt Abbildung 9.4, da Anfrage AB
aus der Anfrage ABC berechnet werden kann.
2. Speicherergebnisse (Cache-results): Es wird versucht, durch das Halten der zu-
letzt berechneten Anfrage im Hauptspeicher so viele Anfragen wie m

oglich aus dieser zu
berechnen, um die Zugrie auf den Hintergrundspeicher so minimal wie m

oglich zu hal-
ten. Als Beispiel kann man an Abbildung 9.4 sehen, da nach der Berechnung der Anfrage
ABC versucht werden kann sofort die Anfrage AB zu berechnen, solange ABC noch im
Hauptspeicher ist.
3. Amortisiertes Lesen (Amortize-scans): Um die Lesezugrie auf den Hinter-
grundspeicher so minimal wie m

oglich zu halten, werden beim Berechnen der Anfrage
ABCD alle abh

angigen Anfragen (ABC, ABD, ACD, BCD) mit erzeugt.
4. Geteilte Sortierung (Share-sorts): Es wird versucht, bei bereits sortierten Anfra-
gen deren Sortierung zu verwenden, um m

oglichst einfach alle identisch sortierten Anfra-
gen zu erzeugen. Diese Optimierung wird bei der Implementierung durch die Sort-based
Methode verwendet.
5. Geteilte Partitionierung (Share-partitions): F

ur Implementierungen durch die
Hash-based Methode wird diese Optimierung verwendet, wenn die Hashtabelle zu gro f

ur
den Hauptspeicher ist. Die Daten werden partitioniert und die Aggregation wird f

ur jede
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Partition, die in den Hauptspeicher pat, getrennt durchgef

uhrt. Die Partitionierungsko-
sten werden dadurch vermindert, da die Partitionierung auf ein Attribut und auf alle
Anfragen mit diesem Attribut angewandt werden kann.
Da bei OLAP{Datenbanken die zu aggregierenden Daten wesentlich gr

oer sein k

onnen
als der zur Verf

ugung stehende Hauptspeicher, wirken die oben aufgef

uhrten Optimie-
rungsmethoden m

oglicherweise einander entgegen. Um beispielsweise die Anfrage B zu
berechnen, w

urde die erste Optimierungsmethode die Anfrage BC vor der Anfrage AB
bevorzugen, wenn BC kleiner w

are, aber die zweite Optimierungsmethode w

urde die An-
frage AB bevorzugen, wenn diese noch im Hauptspeicher w

are und BC im Gegensatz dazu
noch auf dem Hintergrungspeicher.
9.7 Implementierung basierend auf Sortierung
Als eine auf Sortierung basierende Methode zur Implementierung wird hier der PipeSort
Algorithmus vorgestellt [39]. Dieser Algorithmus benutzt die Optimierung
"
share-sort\
(4), um alle Anfragen mit den gleichen Pr

axen aus einer bereits erzeugten Anfrage zu
berechnen. Dieses Vorgehen kann aber mit der Optimierung
"
smallest-parent\ (1) in Kon-
ikt stehen, da der kleinste Vorg

anger von AB, BDA sein k

onnte, versucht der Algorithmus
PipeSort beide Methoden zu ber

ucksichtigen. Um besonders gute Ergebnisse erzielen zu
k

onnen, ist es wichtig, globale Planungen dar

uber vorzunehmen, in welcher Reihenfolge
und welcher Sortierung die Anfragen erzeugt werden. Aus diesem Grund ber

ucksichtigt
PipeSort auch die Optimierungsmethoden
"
cache-results\ (2) und
"
amortize-scans\ (3).
9.7.1 Der PipeSort-Algorithmus
Das Suchgitter: Das Suchgitter ist aufgebaut wie das bereits vorgestellte Gitterrah-
menmodell. Zus

atzlich werden zu jedem Knoten zwei Werte notiert. Der erste Wert gibt
die Kosten A() f

ur die Erzeugung der Anfrage j aus i an, unter der Bedingung, da i
bereits sortiert ist. Der zweite Wert gibt die Kosten S() f

ur die Erzeugung der Anfrage j
aus i an, unter der Bedingung, da i noch sortiert werden mu. Das Ergebnis O ist ein
Untergraph des Suchgitters, in dem jede Anfrage mit einem einzigen Vorfahr verbunden
ist, aus dem er berechnet wird. Hat im Graph O j die selbe Sortierung wie i, dann sind
die Kosten A() an dem Knoten j notiert, ansonsten die Kosten S(). Von einem Knoten i
k

onnen mehrere Kanten S() wegf

uhren. Das Ziel des Algorithmus ist es, einen Graphen
O zu nden, der die kleinste Summe an Kosten hat (Abbildung 9.6).
Der Algorithmus: Der Algorithmus untersucht Ebene f

ur Ebene, ausgehend von Ebe-
ne k = 0 bis Ebene k = N - 1, wobei N die Anzahl der Attribute ist. F

ur jede Ebene k
ndet der Algorithmus den besten Weg, diese Ebene aus der Ebene k + 1 zu berechnen.
Man ver

andert zuerst die Ebene k + 1 des originalen Suchgitters, indemman k zus

atzliche
Kopien jeder Anfrage in dieser Ebene macht. Somit hat jede Anfrage in der Ebene k + 1
genau k + 1 Knoten die der Anzahl der ausgehenden Kanten jeder Anfrage entsprechen.
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Jede erzeugte Anfrage wird mit genau den selben Anfragen wie im Original verbunden.
Die Kosten an dem original Knoten werden auf A() gesetzt, die der Kopien auf S(). Wir
nden den minimal kostenden Graph durch den transformierten Graph (Abbildung 9.5).
 AC  AC
 (a) Transformed search lattice
 A  B
 AB  AB
 C
 BC  BC  AC  AC
 (b) Minimum cost matching
 A  B
 AB  AB
 C
 BC  BC
 2  10  5  12  13  20  2  10  5  12  13  20
Abbildung 9.5: Erzeugung von Ebene 1 aus Ebene 2 Anfragen
Um das Vorgehen zu verdeutlichen wird in Abbildung 9.5 (a) gezeigt wie Ebene 1 Anfragen
aus Ebene 2 Anfragen f

ur ein drei Attribute Suchgitter erzeugt werden. Zun

achst wird
von jeder Anfrage eine Kopie gemacht. Durchgezogene Linien stellen die Kosten A() dar,
w

ahrend gestrichelte Linien die Kosten S() darstellen. Die Zahl unter den Anfragen ist die
Summe der Kosten aller Kanten, die von der Anfrage wegf

uhren. Im Graph f

ur minimale
Kosten (Abbildung 9.5 (b)) ist der Knoten A mit AB durch eine Kante S() verbunden
und B durch eine Kante A(). Daher wird in Ebene 2 AB in der Attributreihenfolge BA
erzeugt, so da B ohne Sortierung und A durch erneute Sortierung erzeugt wird. Das
gleiche gilt f

ur C. Solange C mit AC durch eine Kante A() verbunden ist, wird AC in der
Attributreihenfolge CA erzeugt. BC ist mit keinem Knoten verbunden und kann deshalb
in beliebiger Sortierung erzeugt werden.
PipeSort:
(Eingabe: Suchgitter mit A() und S() als Kosten)
F

ur jede Ebene k = 0 bis N - 1 /* N ist die Anzahl der Attribute */
/* erzeuge Ebene k durch Ebene k + 1 */
Erstelle-Plan(k + 1 ! k)
F

ur jede Anfrage g in der Ebene k + 1
Fixiere die Sortierung von g durch die Sortierung der Ebene k Anfrage
die mit g durch eine Kante A() verbunden ist.
Erstelle-Plan (k + 1 ! k)
Erzeuge k zus

atzliche Kopien jeder Anfrage der Ebene k + 1
Verbinde jede Kopie einer Kante mit den gleichen Anfragen wie die original Anfrage
Notiere die Kosten A() zu der original Anfrage und die Kosten S() zu den Kopien.
Finde die minimale Zuordnung im transformierten Graph von Ebene k + 1 mit Ebene k
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 (a) The minimum cost sort plan
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Abbildung 9.6: Anwendung des PipeSort Algorithmus auf das Suchgitter
Beispiel: In Abbildung 9.6 (a) wurde der PipeSort Algorithmus auf das Suchgitter
von Abbildung 9.4 angewandt. In Abbildung 9.6 (b) ist die Ausf

uhrungsreihenfolge zur
Erzeugung der Anfragen dargestellt. In Abbildung 9.6 (a) sind die Gesamtkosten optimal,
obwohl die Gesamtzahl der Sortierungen nicht optimal ist.
Ergebnis: PipeSort erzeugt jede Anfrage aus einer Anfrage in der vorherigen Ebene.
Obwohl es nicht bewiesen ist, da das Vorgehen nach Ebenen optimal ist, konnte bisher
noch keine Verbesserung durch das Zugreifen auf h

ohere Ebenen festgestellt werden. Durch
Versuche konnte nachgewiesen werden, da die Ergebnisse des PipeSort Algorithmus an
die empirisch erwarteten Ergebnisse bei den meisten Datenbest

anden heranreichen.
9.8 Implementierung basierend auf Hashverfahren
Eine weitere Methode einen Datenw

urfel zu erzeugen ist die Verwendung von Hashverfah-
ren [39]. F

ur diese Art der Implementierung werden die Optimierungsmethoden
"
cache-
results\ (2) und
"
amortize-scans\ (3) verwendet. Zum Beispiel k

onnen die Anfragen AB
und AC in einem Durchlauf aus ABC erzeugt werden, wenn die Hashtabellen f

ur AB
und AC in den Hauptspeicher passen. Nachdem AB erzeugt wurde k

onnte man A und B
berechnen, w

ahrend AB noch immer im Hauptspeicher ist, womit man die Zugrie auf
den Hintergrundspeicher f

ur AB gespart h

atte. Falls der Speicher nicht begrenzt w

are,
k

onnte man alle Optimierungen wie folgt verwenden:
Berechne die gr

ote Anfrage (Ebene N) aus den Rohdaten
F

ur k = N - 1 bis 0
F

ur jede Ebene k + 1 Anfrage g
Erzeuge in einem Durchlauf alle k Anfragen f

ur welche g der kleinste Vorfahr ist
Speichere g und gib den Speicher frei, den die Hashtabelle von g belegt hat
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Da die zu aggregierenden Daten aber viel zu gro sind, um in den Hauptspeicher zu passen,
wird bei der Erzeugung von Hashtabellen die Optimierungsmethode
"
share-partitions\ (5)
verwendet. Hierbei werden die Anfragen nach Attributen partitioniert. Wenn beispielswei-
se die Partitionierung

uber das Attribut A erfolgt, k

onnen alle Anfragen, die A enthalten,
unabh

angig

uber jede Partition erzeugt werden. Die Ergebnisse

uber verschiedene Partitio-
nen m

ussen dann wieder zusammengef

uhrt werden. Der hier betrachtete Algorithmus Pi-
peHash beinhaltet die Optimierungsmethoden
"
smallest-parent\ (1),
"
cache-results\ (2),
"
amortize-scans\ (3) und
"
share-partitions\ (5).
9.8.1 Der PipeHash-Algorithmus
Das Suchgitter: Die Grundlage f

ur diesen Algorithmus bildet das gleiche Suchgitter
wie auch schon beim PipeSort Algorithmus (Abbildung 9.4).
Der Algorithmus: Zuerst sucht der Algorithmus f

ur jede Anfrage den Vorfahr mit der
kleinsten gesch

atzten Gesamtgr

oe. Das Ergebnis dieses Schrittes ist ein minimal spannen-
der Baum (MST). Abbildung 9.7 (a) zeigt den MST f

ur ein Suchgitter mit vier Attributen.
Unter jeder Anfrage steht deren Gr

oe. Im n

achsten Schritt gilt es die Anfragen zu be-
stimmen, die gemeinsam erzeugt werden k

onnen. Zudem m

ussen die Attribute gew

ahlt
werden, nach denen partitioniert wird. Als n

achstes soll der MST in kleine Unterb

aume
aufgeteilt werden, die alle in einem Durchlauf der Anfrage an der Wurzel erzeugt werden
k

onnen, damit die Lesezugrie auf den Hintergrundspeicher minimal werden. Falls Daten
mit Attributen partitioniert werden m

ussen, limitiert dies die Erzeugung des Unterbaums
auf Anfragen, die diese Attribute enthalten. Wir w

ahlen aus diesem Grund ein Attribut,
das uns die Auswahl des gr

oten Unterbaums erm

oglicht.
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Abbildung 9.7: Anwendung des PipeHash Algorithmus auf das Suchgitter
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PipeHash:
(Eingabe: Suchgitter mit gesch

atzter Gr

oe jeder Anfrage)
Initialisiere Liste mit dem MST aus dem Suchgitter
Solange die Liste nicht leer ist
Nehme einen Baum T aus der Liste
T' = W

ahle-Unterbaum von T der als n

achstes ausgef

uhrt wird
Berechne-Unterbaum T'
W

ahle-Unterbaum:
Wenn f

ur T ben

otigter Speicher < verf

ugbarer Speicher,
dann gebe T zur

uck sonst, lasse S die Menge der Attribute von Wurzel(T) sein
(Man w

ahle s (S um die Wurzel von T zu partitionieren.
F

ur jede Wahl von s erh

alt man einen Unterbaum Ts von T
mit der Wurzel von T und allen Anfragen die s enthalten)
Sei Ps = maximale Anzahl von m

oglichen Partitionen von Wurzel(T),
wenn nach s  S partitioniert wird
Man suche s  S so, da
der von
Ts
Ps
ben

otigte Speicher gr

oer als verf

ugbarer Speicher,
und Ts die gr

ote Untermenge von S ist.
Entferne Ts von T
Dies hinterl

at T - Ts, was einen Wald mit mehreren kleinen B

aumen
darstellt, der an die Liste angeh

angt wird
Gebe Ts zur

uck
Berechne-Unterbaum:
numParts = (von T' ben

otigter Speicher) * (fudgefaktor) / verf

ugbarer Speicher
Pertitioniere die Wurzel von T' in numParts
F

ur jede Partition von Wurzel(T')
F

ur jeden Knoten in T' (mit Breitensuche)
Erzeuge alle Kinder dieses Knoten in einem Durchlauf
Falls der Knoten gecashed ist, speichere ihn und gebe den durch seine
Hashtabelle belegten Speicher frei
Beispiel: Abbildung 9.7 illustriert den PipeHash Algorithmus f

ur das vier Attribute
Suchgittter von Abbildung 9.4. Abbildung 9.7 (a) zeigt den minimal aufspannenden Baum.
Man nehme an, da nicht genug Speicher vorhanden ist um den gesamten Baum auf einmal
zu berechnen. Abbildung 9.7 (b) zeigt den ersten Unterbaum T-A der entsteht wenn A
als Attribut zur Partitionierung gew

ahlt wird. Nachdem T-A entfernt wurde bleiben noch
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vier Unterb

aume zur

uck (Abbildung 9.7 (c)). Keine dieser Anfrage enth

alt A. Um T-A zu
berechnen, werden die Rohdaten zuerst nach A partitioniert. F

ur jede Partition erzeugt
man zuerst ABCD; danach wird ABCD durchlaufen (solange es im Speicher ist) um ABC,
ABD, ACD zu erzeugen; speichern ABCD und ABD; erzeugen AD von ACD, speichern
ACD und AD; durchlaufen ABC um AB und AC zu erzeugen; speichern ABC und AC;
durchlaufen AB um A zu erzeugen und speichern AB und A. Nachdem T-A erzeugt wurde
bearbeiten wir alle restlichen Unterb

aume in der Liste.
Ergebnis: PipeHash ist durch die Optimierung smallest-parent (1) vorbelastet. F

ur jede
Anfrage bestimmen wir zuerst den kleinsten Vorfahr und wenden erst dann die anderen
Optimierungsmethoden an. Zum Beispiel h

atte man BC durch BCD (Abbildung 9.7 (c))
anstatt durch ABC erzeugen k

onnen. Dies h

atte den extra Durchlauf durch ABC erspart.
In der Praxis zeigte sich, da die Optimierung nach Hintergrundspeicherzugrien weniger
wichtig als die Reduzierung der CPU-Belastung durch die Auswahl des kleinsten Vorfahr.
9.8.2 Vergleich zwischen PipeSort und PipeHash
size 
(in MB)
 Dataset Number of grouping
attributes
 Dataset-A  3
 4
 5
 110
 121
 180
 Dataset-B
 Dataset-C
 Dataset-D
 Dataset-E
 5
 6
Number of tuples
(in millions)
 5.5
 7.5
 9
 3
 0.7
 121
18
Abbildung 9.8: Verwendete Testdaten
Um die Ezienz der Algorithmen zu testen wurden verschiedene Datenbest

ande ausge-
sucht. Abbildung 9.8 zeigt die verschiedenen Datenbest

ande. Die Basis zur Evaluierung
bildeten die beiden Algorithmen PipeHash, PipeSort. Zus

atzlich wurden die beiden Ver-
fahren NaiveHash und NaiveSort angewandt, die jede Anfrage einzeln entweder nach Sor-
tierung oder Hashtabelle berechnen.
 In den verschiedenen Experimenten erwiesen sich die Algorithmen als zwei bis zu
acht mal schneller als naive Methoden (naive Methoden = alle Anfragen werden
einzeln ohne Optimierung nach Hash- bzw. Sort-Methode erzeugt).
 Die Leistung des PipeHash Algorithmus kam an die berechnete untere Grenze f

ur
Hash-Verfahren. Die maximale Leistungsdierenz lag bei 8%.
 Die maximale Leistungsdierenz f

ur den PipeSort Algorithmus und der unteren
Grenze f

ur Sortierungsverfahren lag bei 22%.
 F

ur die meisten Datenbest

ande lag der PipeHash Algorithmus unter dem PipeSort
Algorithmus.
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9.9 Zusammenfassung
In diesem Text wurden zuerst die Unterschiede zwischen OLTP und OLAP diskutiert.
Im weiteren Verlauf wurde darauf eingegangen, welche Methoden es gibt einen OLAP{
Server eektiv zu implementieren. Hierbei wurde ein Gitternetznotation vorgestellt, die
es erleichtert die Anforderungen an einen OLAP{Server zu veranschaulichen. Anhand
dieses Gitternetzes kann man die Implementierung der Datenstruktur des OLAP{Servers
strukturieren. Auch die beiden vorgestellten Algorithmen
"
PipeSort\ und
"
HashSort\ ver-
wendeten zur Verdeutlichung des Ablaufes dieses Gitter. Als Grundlage f

ur die beiden Al-
gorithmen sind f

unf Optimierungsmethoden vorgestellt worden. Beide Algorithmen haben
versucht die Optimierungsmethoden so zu kombinieren, da die Implementierung beson-
ders eektiv ist. Letztendlich wurden zwei Verfahren vorgestellt, mit denen die eektive
Implementierung der Datenstruktur eines OLAP{Servers erm

oglicht wird.
Kapitel 10
Data-Mining
Matthias Barth
Kurzfassung Data-Mining ist eine wichtige Anwendung f

ur Unternehmen, die aus ihren gesammel-
ten Verkaufsvorg

angen und Datenbest

anden Hinweise f

ur Entscheidungen erhalten wollen. Es ist sehr
wichtig, eziente Wege zu nden, Data-Mining praktisch anzuwenden. Vor allem das Finden von Mu-
stern in groen Datenbanken und das Aufstellen von Regeln, sogenannten association rules erfordert
einige Vor

uberlegungen, die hier vorgestellt werden. Zun

achst werden allgemeine Rahmenbedingungen f

ur
das Generieren von Regeln festgelegt: Die Begrie support und condence einer Regel werden deniert.
Anschlieend wird auf die Algorithmen SetM und Discovery eingegangen, die association rules generieren.
Neben deren Aufwandsanalyse soll anschliessend auch noch ein Ansatz mit einer gegebenen Taxonomie
(is-a Hierarchie) auf den Verkaufsartikeln und seine Auswirkungen auf die Regelgenerierung betrachtet
werden. Der zugeh

orige Algorithmus Basic wird schrittweise optimiert und verfeinert. Die so erhaltenen
Algorithmen Cumulate und EstMerge laufen 2-5 Mal schneller als Basic.
10.1 Einleitung
Das Ziel von Data-Mining, zu deutsch Datenbergbau ist das Finden von Wissen (eng.
knowledge discovery) in groen Datenbanken. Ein wichtiges Einsatzgebiet des Data-
Mining ist das Entdecken interessanter Zusammenh

ange, sogenannter
"
Verbindungsre-
geln\ (eng. association rules) aus Sammlungen groer Datenmengen, worauf hier n

aher
eingegangen werden soll. Data-Mining ist eine sehr wichtige Anwendung f

ur Unternehmen,
deren Wettbewerb immer mehr von der Entscheidungsndung abh

angig wird. Deswegen
versuchen Firmen h

aug, aus alten Gesch

aftsvorg

angen und vergangenen Entscheidungen
zu lernen, um anstehende Entscheidungen besser, d.h. sicherer treen zu k

onnen. Um die-
sen Proze zu unterst

utzen, m

ussen nat

urlich erst einmal groe Datenmengen gesammelt
und gespeichert werden. Dies wird vom Data Warehouse bewerkstelligt, um die vielen
gesammelten, verteilten operativen Daten eines Unternehmens in eine geeignete Form zu
bringen und zur Verf

ugung zu stellen. Sp

ater werden diese Daten dann analysiert, d.h.
dann ndet das eigentliche Data-Mining statt. Data-Mining ist sozusagen auf das Data
Warehouse
"
aufgesetzt\. Diese neue Form der Entscheidungsndung ist sehr wichtig f

ur
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unterschiedliche Typen von Gesch

aftszweigen, z.B. erhalten Superm

arkte Prole

uber ihre
Kunden (Alter, Geschlecht etc.) und deren Kaufverhalten (Warenkorbanalyse).
10.2 Denitionen
Def.: Gegeben sei eine Menge I von Artikeln i (eng. items). Hat man zus

atzlich eine
Menge von Transaktionen D (eng. transactions) gegeben, in der jede Transaktion T 2 D
aus einer Menge von Artikeln i 2 I besteht, so ist eine
"
Verbindungsregel\ (eng.
association rule) ein Ausdruck X =) Y , in dem X und Y Mengen von Artikeln (eng.
itemsets) sind mit X \ Y = fg.
Es kommt nun darauf an, in der Datenbank gewisse Muster (eng. patterns) zu nden.
Kommen z.B. die items a; b; c oft zusammen in Transaktionen vor, so kommt das Muster
fa; b; cg oft vor. Das heit, man k

onnte unter anderem auf die Regel fa; bg =) fcg
schlieen (die Anordnung von a; b ist willk

urlich). fa; bg nennt man den Vorg

anger, c nennt
man Folgerung der Regel. Bevor man nun aber einfach beliebige Regeln aufstellt, sind
gewisse Voraussetzungen bzw. Zw

ange (eng. constraints) zu beachten. Intuitiv bedeutet
dies, da alle Transaktionen in der Datenbank, welche items aus X enthalten, mit einer
gewissen H

augkeit auch items aus Y enthalten m

ussen, um obige Regel aufzustellen.
Def.: Gegeben sei ein itemset X. Der support s(X) von X ist deniert als die Anzahl
der Transaktionen T 2 D, welche alle items aus X enthalten. Der support einer Regel
X =) Y ist deniert als die Anzahl aller Transaktionen T 2 D, welche alle items aus
X [ Y enthalten.
Oft ist mit dem support eines itemsets auch die relative H

augkeit in bezug auf alle
Transaktionen gemeint.
Def.: Gegeben sei eine untere Schranke  f

ur den support. Ein itemsetX wird gro (eng.
large) bzw. h

aug (eng. frequent) genannt, falls gilt s(X)  .
 wird oft als min-support bezeichnet und kann vom Benutzer festgelegt werden.
Def.: Die Kondenz c (eng. condence) einer Regel X =) Y ist durch
c =
s(X;Y )
s(X)
(10.1)
festgelegt.
1
c ist die Wahrscheinlichkeit, da eine Transaktion T mit items aus X auch
items aus Y enth

alt.
W

ahrend condence ein Ma f

ur die
"
St

arke\ einer Regel darstellt, ist der support gleich-
bedeutend mit statistischer Signikanz. Eine Motivation f

ur die Einf

uhrung einer support-
Schranke ist der Wunsch, interessante Regeln zu erhalten. Denn wenn der support nicht
gro genug ist, bedeutet dies, da die Regel nicht beachtenswert ist oder zumindest einen
geringeren Stellenwert in der Analyse einnimmt.
Def.: Ein itemset mit k items heit k-itemset.
1
In der Literatur wird oft auch c =
s(Y )
s(X;Y )
als condence deniert.
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10.3 Problemabgrenzung
Wie oben schon angedeutet, tritt bei einer gegebenen Menge T von Transaktionen das
Problem auf, alle association rules zu Tage zu f

ordern, deren support und condence
gr

osser ist als die vom Benutzer festgelegte Schranke. Um nicht zu viele redundante Re-
geln zu nden, kann man vom Benutzer auch eine Grenze f

ur das Interesse an einer Regel
eingeben lassen.
Das Problem kann also folgendermaen in 3 Teile zerlegt werden:
1. Finde alle itemsets, deren support gr

oer als  ist.
2. Verwende diese large itemsets, um association rules zu generieren. Die zugrunde-
liegende Idee ist, da man z.B. bei large itemsets fa; b; d; eg und fa; bg die Regel
fa; bg =) fd; eg dadurch

uberpr

uft, indemman die condence c =
s(fa;b;d;eg)
s(fa;bg)
berech-
net. Ist c gr

oer als ein bestimmter Wert, dann h

alt die Regel der Pr

ufung stand
und wird folglich ausgegeben.
3. Aus der Menge der Regeln werden alle Uninteressanten herausgeltert.
Im Folgenden soll auf Algorithmen eingegangen werden, die den ersten Schritt realisieren.
Hat man die large itemsets gegeben, so kann man mit den Algorithmen aus [44] die Regeln
generieren.
10.4 Algorithmen
10.4.1 Basisalgorithmus
Die meisten Algorithmen zur Bestimmung der large itemsets arbeiten wie folgt:
In einem ersten Schritt werden die supports f

ur einzelne items in der Datenbank abgez

ahlt
und alle large 1-itemsets gefunden. Dann werden iterativ f

ur k = 2; 3; 4; : : : sogenannte
Kandidaten (eng. candidate) k-itemsets aus den large (k , 1)-itemsets des vorherigen
Durchlaufs gebildet. Der wesentlicheGrundgedanke hierbei ist, da alle (k,1)-Teilmengen
eines large k-itemsets ebenfalls large sind, umgekehrt sind also alle die k-itemsets Kandi-
daten itemsets, deren s

amtliche (k , 1)-Teilmengen large sind.
F

ur diese Kandidaten werden anschlieend bei einem Durchlauf durch die Datenbank die
supports bestimmt. Diejenigen Kandidaten, welche als large erkannt werden, bilden die
Grundlage f

ur die Generierung der Kandidaten der Gr

osse k + 1 im n

achsten Schritt.
Im folgenden wird nun auf den Algorithmus SetM eingegangen. Anschlieend wird der
Algorithmus Discovery betrachtet, der auch schon Grundz

uge einer Hierarchie behandeln
kann, bevor abschlieend der Algorithmus Basic vorgestellt wird, welcher Hierarchien von
items verwendet. Basic wird optimiert zu Cumulate und sp

ater zu EstMerge.
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10.4.2 Algorithmus SetM
Dieser Algorithmus aus [41] ist mengenorientiert. Verwendet wird hier eine rela-
tionale Datenbank SALESDATA (transid; item). In ihr werden die Transaktionen
als Tupel gespeichert. Ferner werden tempor

are Relationen R
0
k
und R
k
der Form
(transid; item
1
; : : : ; item
k
) benutzt. R
0
k
enth

alt alle k-itemsets, die eine large (k , 1)-
Teilmenge enthalten. R
k
enth

alt nur die large k-itemsets. Dabei werden die patterns der
Einfachheit halber alphabetisch sortiert.
Der erste Schritt ist in SQL wie folgt implementiert:
INSERT INTO R
0
k
SELECT p:transid; p:item
1
; : : : ; p:item
k 1
; q:item
FROM R
k 1
p, SALESDATA q
WHERE q:transid = p:transid
AND q:item > p:item
k 1
Nun mu man die supports aller patterns aus R
0
k
berechnen und die large itemsets in
einer weiteren Relation C
k
abspeichern (dabei aber mehrfach autretende Mengen einfach
au

uhren):
INSERT INTO C
k
SELECT p:item
1
; : : : ; p:item
k
, COUNT(*)
FROM R
0
k
p
GROUP BY p:item
1
; : : : ; p:item
k
HAVING COUNT (*) >= :minsupport
Bevor man nun die itemsets der Gr

osse k + 1 generiert, mu man erst die Tupel aus R
0
k
ausw

ahlen, die einen support gr

oer als die untere Schranke haben. Auerdem soll die
resultierende Relation sortiert werden nach (transid; item
1
; : : : ; item
k
), um im n

achsten
Iterationsschritt zumAufstellen vonR
0
k 1
wieder die Vorsortiertheit verwenden zu k

onnen:
INSERT INTO R
k
SELECT p:transid; p:item
1
; : : : ; p:item
k
FROM R
0
k
p; C
k
q
WHERE p:item
1
= q:item
1
AND
.
.
.
p:item
k
= q:item
k
ORDER BY p:transid; p:item
1
; : : : ; p:item
k
Dieser Proze wird nun solange wiederholt bis R
k
= fg. An einem Beispiel soll dieses
Vorgehen deutlich werden. Die Beispieldatenbank besteht aus 10 Gesch

aftsvorg

angen,
die je 3 items enthalten (siehe Tabelle 10.1). Der minimum-support sei 30 %, d.h. 3
Transaktionen. Die condence sei 70 %.
Der n

achste Schritt w

are es nun, mithilfe der Relationen die Regeln zu generieren. F

ur
jedes Muster der L

ange k betrachtet man alle m

oglichen Kombinationen von (k , 1)
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trid item item item
10 A B C
20 A B D
30 A B C
40 B C D
50 A C G
60 A D G
70 A E H
80 D E F
90 D E F
99 D E F
trid item
10 A
10 B
10 C
20 A
20 B
20 D
30 A
30 B
30 C
: : : : : :
item support
A 6
B 4
C 4
D 6
E 4
F 3
Tabelle 10.1: Transaktionen, zugeh

orige Relation und Relation C
1
trid item
1
item
2
10 A B
10 A C
10 B C
20 A B
20 A D
20 B D
30 A B
: : : : : : : : :
item
1
item
2
support
A B 3
A C 3
B C 3
D E 3
D F 3
E F 3
trid item
1
item
2
10 A B
10 A C
10 B C
20 A B
30 A B
30 A C
30 B C
: : : : : : : : :
Tabelle 10.2: Relationen R
0
2
; C
2
und R
2
trid item
1
item
2
item
3
10 A B C
30 A B C
20 A B D
40 B C D
80 D E F
90 D E F
99 D E F
item
1
item
2
item
3
supp.
D E F 3
trid item
1
item
2
item
3
80 D E F
90 D E F
99 D E F
Tabelle 10.3: Relationen R
0
3
; C
3
und R
3
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Minimum Ausf

uhrungszeit
support (%) in Sekunden
0,1 6,90
0,5 5,30
1 4,64
2 4,22
5 3,97
Tabelle 10.4: Ausf

uhrungszeit von SetM bei variablem min-support
items auf der linken Seite einer Regel. Das verbleibende item steht auf der rechten Seite.
Nun untersucht man f

ur jede dieser Kombinationen aus linker und rechter Seite, ob die
condence die minimum-condence erreicht (dazu benutzt man den support aus C
k
und
C
k 1
). Ist dies der Fall, so wird die Regel ausgegeben. Im Beispiel von oben war der min-
support 30% (3 Transaktionen) und die min-condence 70%. Betrachtet werden soll z.B.
das Muster fA;Bg. Der support liegt bei 3, und c =
s(fA;Bg)
s(fAg)
=
3
6
= 50% < 70%. Deswegen
wird die Regel A =) B nicht ber

ucksichtigt. Jedoch ist
s(fA;Bg)
s(fBg)
=
3
4
= 75% > 70%.
Die Regel B =) A wird also ausgegeben. Man sieht, da die Reihenfolge der items
in einer Regel von Bedeutung ist. In den n

achsten Schritten werden nun iterativ alle
Kombinationen von k,2; : : : ; 1 item(s) auf der linken Seite und entsprechend 2; : : : ; k,1
items auf der rechten Seite getestet. F

ur eine detailliertere Betrachtung wird auf [44]
verwiesen.
Aufwandsanalyse: Der Algorithmus SetM wurde nun mit Hilfe der Datenbank eines
groen Einzelhandelsgesch

aftes mit insgesamt 47.000 Verkaufsvorg

angen getestet. Dazu
gibt es einige interessante Ergebnisse.
1. Als erstes wurde untersucht wie die Gr

oe der Relationen R
i
sich mit jedem Durch-
lauf bei verschieden gew

ahlten min-supports ver

andert. Das Ergebnis ist in Abb.
10.1 zu sehen. Die maximale Gr

oe der erhaltenen Regeln ist 3, da in allen F

allen
jR
4
j = 0 ist (mit jR
4
j ist die Kardinalit

at von R
4
gemeint). Die Startrelation ist
immer dieselbe mit jR
1
j  116:000. Man sieht, da sich f

ur hinreichend kleinen
min-support ( 0; 1%) die Gr

oe der Relation R
i
erst erh

oht und danach verrin-
gert. F

ur alle anderen Werte verringert sich der Wert von R
i
sofort. F

ur groe Werte
des min-supports ist diese Abnahme zuerst sehr hoch, danach f

allt sie etwas zur

uck.
Man sieht also, da f

ur kleinen min-support die Anzahl der erhaltenen Regeln zu-
nimmt. Auerdem nimmt die Zahl der items auf der linken Seite zu.
2. Der n

achste Untersuchungspunkt ist die Ausf

uhrungszeit in Abh

angigkeit des min-
supports. Das Ergebnis ist in Tabelle 10.4 sichtbar. Man sieht deutlich, da der
Algorithmus stabil in seinem Zeitaufwand ist.
3. Der letzte Punkt der Analyse bezieht sich auf das lineare Vervielfachen der Daten-
bank, d.h. man f

ugt die Datenbank n-mal hintereinander und untersucht nun den
Zeitaufwand des Algorithmus. Man sieht in Abbildung 10.2, da sich SetM linear
verh

alt.
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50.000
100.000
1 2 3 4
150.000
200.000
250.000
support
0,1 %
support
0,5 %
1 %
support
5 %
support
2 %
300.000
350.000
Abbildung 10.1: Gr

oe der Relationen
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ru
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n s
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.)
Anzahl der Vervielfachung
4
8
12
1 2 3 4
16
20
24
28
32
36
support
1 %
support
0,1 %
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0,5 %
5
Abbildung 10.2: Lineares Vergr

oern der Datenbank
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10.4.3 Algorithmus Discovery
Dieser Algorithmus (siehe [42]) ist von der Vorgehensweise

ahnlich zum Vorigen. Aller-
dings ist die Datenbank, auf die er zugreift, anders aufgebaut. Bei SetM werden (wie
z.B. oben) die Daten in Reihen als eine Menge von Transaktionen gespeichert. In der
nun folgenden Struktur, die man
"
zerlegte Speicherstruktur\ (eng. decomposed storage
structure) nennt, hat jede Transaktion eine einheitliche Identikationsnummer (TID). Die
Datenbank ist als eine Menge von items in Spalten angelegt. Jede Spalte entspricht dabei
einer eigenen Relation. F

ur jedes item sind dann die TIDs, die dieses item enthalten auf-
gez

ahlt. Der Vorteil liegt darin, da jeder Kandidat im Suchraum sein Gegenst

uck in der
Datenbank hat. So ist der support f

ur ein 1-itemset X einfach die Gr

oe der Spalte X in
der Datenbank. Man kann so mit wenigen Datenbankoperationen statt eines kompletten
Durchlaufs durch die Datenbank die large itemsets nden. Die 1-itemsets sind einfach die
Spalten, deren Gr

oe die untere Schranke des supports erreicht.
Die 2-itemsets kann man bestimmen, indem man den Datenbankbefehl
"
Durchschnitt\
(eng. intersection) verwendet, z.B. a \ b = intersect(a; b). Das Ergebnis ist eine neue
Spalte (und Relation) fa; bg, die die TIDs enth

alt, welche sowohl in a als auch in b vor-
kommen.
Um nicht zu viele dieser Datenbankoperationen durchf

uhren zu m

ussen, kann man Infor-
mationen

uber Mengen von Kandidaten statt einzelner Kandidaten sammeln. Die Idee ist
einfach : Seien A
1
; A
2
; A
3
; A
4
large itemsets.
Statt den support f

ur fA
1
; A
2
g; : : : ; fA
1
; A
4
g; fA
2
; A
3
g; : : : ; fA
3
; A
4
g zu berechnen, be-
stimmt man zun

achst A
1
[ A
2
und A
3
[ A
4
mit dem Vereinigungsbefehl (eng. union).
A
1
[ A
2
enth

alt alle TIDs, die entweder in A
1
oder in A
2
enthalten sind. Ist nun (A
1
[
A
2
) \ (A
3
[ A
4
) nicht large, so folgt daraus, da fA
1
; A
3
g; fA
1
; A
4
g; fA
2
; A
3
g; fA
2
; A
4
g
nicht large sind. Ist der Durchschnitt aber large, so mu f

ur jede der Mengen
fA
1
; A
2
g; : : : ; fA
1
; A
4
g; fA
2
; A
3
g; : : : ; fA
3
; A
4
g einzeln bestimmt werden, ob sie large ist
oder nicht. Ist keine davon large, so war die Arbeit umsonst, was man auch als false alarm
bezeichnet.
Durch die Berechnung von A
1
[ A
2
kann man auch bestimmen, ob fA
1
; A
2
g large ist:
s(fA
1
; A
2
g) = s(A
1
) + s(A
2
), s(A
1
[A
2
). Die Berechnung von (A
1
[A
2
)\ (A
3
[A
4
) ko-
stet 3 DB-Operationen. Ist das Resultat nicht large, so mu keine weitere DB-Operation
mehr durchgef

uhrt werden. Ist das Resultat large, so mu man 4 weitere intersections
durchf

uhren. Man gewinnt also 3 oder verliert 1 Operation im Vergleich zur naiven Me-
thode, bei der man alle 6 intersections durchf

uhren mu.
Dieses Verfahren kann erweitert werden auf beliebig viele itemsets, die auf einmal berech-
net werden. Man konstruiert im Prinzip einen Baum (siehe Abb. 10.3)
Discovery benutzt diese Konstruktion allerdings aus Ezienzgr

unden: Der Baum wird bis
zu einer gewissen H

ohe berechnet, ab der false alarms

uberhand nehmen, dann wird die
Berechnung abgebrochen. Der support aller verbleibenden itemsets wird einzeln berech-
net.
Konstruiert man bei diesem Algorithmus den Baum so, da er eine Hierarchie darstellt,
kann man einige der inneren Knoten auch mit Oberbegrien bezeichnen, deren support wir
dann ebenfalls kennen. Hierarchien sind allerdings nicht notwendigerweise Bin

arb

aume,
so da man vielleicht Zwischenknoten einf

ugen mu (siehe K
1
in Abb. 10.4)
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A1 A2 A3 A4 A5 A6 A7 A8
Abbildung 10.3: Schema des konstruierten Baumes
Getränke
Bier
K1
Warsteiner Bitburger
Limonade Saft
Cola Fanta Orange Apfel
Abbildung 10.4: Hierarchie-Baum
10.4.4 Einschub: Taxonomien
Mit dem n

achsten Algorithmus beginnt die Verwendung von Taxonomien (eng. taxo-
nomies)

uber den items, denn diese kamen zwar im vorigen Algorithmus vor, standen
jedoch nicht im Mittelpunkt. Diese Taxonomien sind sehr oft vorhanden. Ein Beispiel
zeigt Abbildung 10.5. Die Taxonomie besagt, da Schuhe Fubekleidung sind, Pullover
Kleidung usw. Fr

uhere Ans

atze konnten keine Taxonomien ber

ucksichtigen und erlaubten
nur items in der untersten Ebene. Doch Regeln zu nden, die verschiedene Ebenen des
Baumes ber

uhren sind von Vorteil, denn
 Es kann Regeln in unteren Ebenen geben, die keinen min-support haben, z.B. kann es
wenige Leute geben, die Jacken zusammenmit Bergsteigerstiefeln kaufen, aber viele,
die Jacken und Fubekleidung kaufen. Eventuell k

onnen deswegen viele interessante
Zusammenh

ange nicht entdeckt werden.
 Taxonomien k

onnen dazu verwendet werden, uninteressante bzw. redundante Regeln
zu streichen bzw. zu entfernen.
Aus diesem Grunde soll an dieser Stelle die Denition von association rules verfeinert
werden.
Def.: Man nennt ein item
^
i Vorfahr eines items i, falls
^
i im Taxonomiebaum vor i steht.
Man nennt ein itemset
^
X einen Vorfahren eines itemsetsX, falls man
^
X aus X generieren
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Kleidung
Außenbekleidung
Jacken Skihosen
Fußbekleidung
Schuhe BergsteigerstiefelHemd
Abbildung 10.5: Taxonomie

uber Bekleidung
kann, indem man ein oder mehrere items aus X durch ihre Vorfahren ersetzt und
^
X und
X dieselbe Kardinalit

at besitzen. Analog nennt man ein item i Nachfahr eines items
^
i,
falls i nach
^
i im Taxonomiebaum steht.
Def.: Eine Transaktion T unterst

utzt (eng. to support) ein item i, falls i 2 T oder i ist
ein Vorfahr (eng. ancestor) eines items in T . T unterst

utzt ein itemset X, wenn T jedes
item i 2 X unterst

utzt.
Def.: Gegeben seien itemsets X und Y . Eine
"
allgemeine Verbindungsregel\ (eng.
general association rule) ist ein Ausdruck der Form X =) Y mit X \ Y = fg und kein
item aus Y ist Vorfahr eines items aus X. Dabei d

urfen die items aus X und Y aus allen
Ebenen der Taxonomie stammen.
Der Grund f

ur den Ausschlu des Vorfahren liegt darin, da eine Regel der Form i =)
ancestor(i) trivialerweise immer wahr (redundant) ist mit condence c = 100 %.
10.4.5 Algorithmus Basic
Zun

achst wird das Problem betrachtet, ob eine Transaktion T ein itemset X unterst

utzt.
Verwendet man die einfache Transaktion, bedeutet das nach der obigen Denition, f

ur
jedes item i

uberpr

ufen zu m

ussen, ob es selbst oder einer seiner Nachfahren in der
Transaktion enthalten ist. Diese Aufgabe wird deutlich einfacher, wenn man zuerst alle
Vorfahren eines jeden items i 2 T zu T hinzuf

ugt und eine erweiterte Transaktion T
0
erh

alt. Denn dann unterst

utzt T X genau dann, wenn T
0
eine Obermenge von X ist.
Nachfolgend ist der Algorithmus Basic beschrieben, der nach dieser Methode arbeitet, die
Notation ist in Tabelle 10.5 aufgef

uhrt.
L
1
:= flarge 1-itemsetsg
k := 2; // k gibt die Zahl der Schleifendurchl

aufe an
while ( L
k 1
6= fg ) do
begin
C
k
:= Neue Kandidaten der Gr

oe k, die aus L
k 1
generiert werden.
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L
k
Menge der large k-itemsets
C
k
Menge der k-itemsets, die Kandidaten sind (potentielle large k-itemsets)
H Taxonomie
Tabelle 10.5: Notation zum Algorithmus Basic
forall transactions T 2 D do
begin
F

uge alle Vorfahren jedes items aus T zu T dazu und
l

osche alle doppelt vorkommenden items in T .
Erh

ohe den support-Z

ahler aller Kandidaten in C
k
,
die in T vorkommen.
end
L
k
:= alle Kandidaten in C
k
mit minimum-support.
k := k + 1;
end
Ausgabe :=
S
k
L
k
;
Der erste Schritt des Algorithmus z

ahlt lediglich die H

augkeiten der 1-itemsets, um die
large 1-itemsets zu nden. Ein sp

aterer Durchlauf k besteht aus 2 Phasen. Zuerst werden
nach obiger Idee die large (k , 1)-itemsets L
k 1
verwendet, um die Kandidaten itemsets
C
k
zu generieren. Dazu dient eine spezielle Funktion. Die Idee ist folgende: Hat ein itemset
X min-support, so auch alle (k,1)-Teilmengen von X und umgekehrt ist jedes k-itemset
large, dessen s

amtliche (k , 1)-itemsets large sind (siehe SetM). Der Einfachheit halber
nimmtman an, da alle items jedes itemsets alphabetisch sortiert sind. Als erstes vereinigt
man nun L
k 1
mit sich selbst und erh

alt so neue large k-itemsets :
insert into C
k
select p:item
1
; p:item
2
; : : : ; p:item
k 1
; q:item
k 1
from L
k 1
p; L
k 1
q
where p:item
1
= q:item
1
; : : : ; p:item
k 2
= q:item
k 2
; p:item
k 1
< q:item
k 1
;
Als n

achstes werden alle itemsets X 2 C
k
gel

oscht, die (k , 1)-Teilmengen enthalten,
welche nicht Element von L
k 1
sind. Das reduziert eektiv die Anzahl der weiter zu
betrachtenden itemsets.
Beispiel: Gegeben sei folgende Datenbank D

uber der Taxonomie in Abb. 10.5.
Transaktion Items
1 Hemd
2 Bergsteigerstiefel, Jacke
3 Bergsteigerstiefel, Skihose
4 Schuhe
5 Schuhe
6 Jacke
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Im ersten Schritt werden alle large 1-itemsets bestimmt (hier sei der min-support 33%
(d.h. 2 Transaktionen) und die min-condence 60%). Dazu wird ausnahmsweise einmal
der Taxonomie-Baum durchlaufen.
Itemset Support
fJackeg 2
fAuenbekleidungg 3
fKleidungg 4
fSchuheg 2
fBergsteigerstiefelg 2
fFubekleidungg 4
Die Menge aller large 1-itemsets entspricht L
1
. Im Vereinigungsschritt wird fJackeg mit
allen 5 restlichen itemsets vereinigt, dann fAuenbekleidungg mit den restlichen 4 usw.
Es werden also 5 + 4 + 3 + 2 + 1 = 15 2-itemsets gebildet.
Im n

achsten Schritt des Algorithmus wird jede Transaktion mit den Vorfahren der items
aus der Taxonomie erg

anzt und man erh

alt folgende Datenbank D
0
:
Transaktion Items
1 Hemd, Kleidung
2 Auenbekleidung, Bergsteigerstiefel, Fubekleidung
Jacke, Kleidung
3 Auenbekleidung, Bergsteigerstiefel, Fubekleidung
Kleidung, Skihosen
4 Fubekleidung, Schuhe
5 Fubekleidung, Schuhe
6 Auenbekleidung, Jacke, Kleidung
Anhand dieser Datenbank wird der support der Kandidaten itemsets bestimmt. Von obi-
gen 15 Kandidaten 2-itemsets werden nun 6 wieder gestrichen, weil sie nicht min-support
haben. Die large 2-itemsets sind dann:
Itemset Support
fAuenbekleidung, Jackeg 2
fJacke, Kleidungg 2
fAuenbekleidung, Kleidungg 3
fAuenbekleidung, Bergsteigerstiefelg 2
fAuenbekleidung, Fubekleidungg 2
fBergsteigerstiefel, Kleidungg 2
fFubekleidung, Kleidungg 2
fFubekleidung, Schuheg 2
fBergsteigerstiefel, Fubekleidungg 2
Nimmt man nun noch die Regelgenerierung wie beim Algorithmus SetM beschrieben
vor, so erh

alt man z.B. die Regel Jacke =) Auenbekleidung, die allerdings auf
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der rechten Seite aus dem Vorfahren des items auf der linken Seite besteht. Also hat
sie eine condence von 100 % und ist redundant (s.o.). Andererseits hat die Regel
Auenbekleidung =) Jacke zwar support 2 und condence 66,6 %, sie ist aber nicht
besonders interessant, da man aus dem Verkauf von Auenbekleidung nur folgern kann,
da mit Verl

alichkeit von 66,6 % eine Jacke gekauft wurde. Dies sieht man jedoch schon
am support von Jacke (2), Hemd (1) und Auenbekleidung (2+1 =3). Der n

achste Algo-
rithmus wird dies ber

ucksichtigen. L

at man alle itemsets weg, die aus einem item und
dessen Nachfolger bestehen und generiert nur aus den restlichen itemsets die Regeln, so
erh

alt man:
Regel Support (%) Conf.
Auenbekleidung =) Bergsteigerstiefel 33 % 66,6 %
Auenbekleidung =) Fubekleidung 33 % 66,6 %
Bergsteigerstiefel =) Auenbekleidung 33 % 100 %
Bergsteigerstiefel =) Kleidung 33 % 100 %
Anm.:Man beachte, da die Regeln Skihosen =) Bergsteigerstiefel und Jacken =) Berg-
steigerstiefel nicht den minimum-support haben, aber die Regel Auenbekleidung =)
Bergsteigerstiefel diesen besitzt. Hier sieht man also, da man mit Hilfe von Taxonomien
interessante Regeln erh

alt, die ohne Oberbegrie verloren gingen (wie schon bei Algorith-
mus Discovery angedeutet).
10.4.6 Algorithmus Cumulate
Cumulate (siehe [43]) entsteht aus aus dem Algorithmus Basic durch Hinzuf

ugen einiger
Optimierungen. Wie der Name schon suggeriert, werden alle itemsets einer bestimmten
Gr

oe in einem Durchlauf gez

ahlt. Die Optimierungen sind im einzelnen:
1. Filtern der zu einer Transaktion hinzugef

ugten Vorfahren.
Es ist nicht unbedingt erforderlich, so wie im Algorithmus Basic alle Vorfahren eines
items in einer Transaktion T zu T hinzuzuf

ugen. Stattdessen gen

ugt es, wenn man
diejenigen Vorfahren der items zu T hinzuf

ugt, welche in einer oder mehreren der
Kandidaten-itemsets vorkommen. Das heit also, wenn sich das Original-item nicht
in einer der itemsets bendet, kann es aus der Transaktion gel

oscht werden.
Beispiel hierzu: Gegeben sei die Taxonomie in Abb. 10.5. Sei auerdem fKleidung,
Schuheg das einzige Kandidaten-itemset, f

ur welches gerade der support bestimmt
wird. Dann kann in jeder Transaktion, in der \Jacke\ vorkommt, \Jacke\ durch
\Kleidung\ ersetzt werden. Man braucht \Jacke\ nicht in der Transaktion zu behal-
ten, ebenso braucht man \Auenbekleidung\ nicht zur Transaktion hinzuzuf

ugen.
2. Vorberechnung der Vorfahren.
Es ist ezienter, die Vorfahren eines jeden items einmal vorzuberechnen als jedes-
mal durch den Taxonomie-Baum zu laufen.
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3. Herausltern der itemsets welche ein item und dessen Vorfahren enthalten.
Um diese Optimierung zu begr

unden sind 2 Lemmas anzuf

uhren (ihr Beweis ist in
[45] angegeben):
Lemma 1 Der support f

ur ein itemset X, da sowohl ein item a als auch seinen
Vorfahr a^ enth

alt, ist identisch zum support des itemsets X n fa^g.
Lemma 2 Wenn L
k
, die Menge der large k-itemsets kein itemset beinhaltet, das
sowohl ein item a als auch seinen Vorfahr a^ enth

alt, so beinhaltet auch C
k+1
(die
Menge der potentiellen large (k + 1)-itemsets) kein solches itemset.
Lemma 1 zeigt, da man kein itemset zu ber

ucksichtigen braucht, da sowohl ein
item als auch seinen Vorfahr enth

alt. Diese Optimierung dr

uckt sich im Algorithmus
durch das L

oschen der Kandidaten-itemsets der Gr

oe 2 aus, welche die Vorausset-
zung erf

ullen. Lemma 2 versichert, da ein L

oschen dieser Kandidaten 2-itemsets
gen

ugt, um sicherzustellen, da in einem sp

ateren Durchlauf nie Kandidaten item-
sets generiert werden, die sowohl ein item a als auch dessen Vorfahr a^ enthalten.
Berechne H

, die Menge aller Vorfahren jedes items aus H // Optimierung 2
L
1
:= flarge 1-itemsetsg
k := 2; // k gibt die Zahl der Schleifendurchl

aufe an
while ( L
k 1
6= fg ) do
begin
C
k
:= Neue Kandidaten der Gr

oe k, die aus L
k 1
generiert werden.
if (k = 2) then
L

osche jeden Kandidaten aus C
2
der aus einem item und
dessen Vorfahr besteht. // Optimierung 3
L

osche jeden Vorfahr in H

der nicht in einer der Kandidaten
aus C
k
vorkommt. // Optimierung 1
forall transactions T 2 D do
begin
foreach item i 2 T do
F

uge alle Vorfahren von i in H

zu T hinzu.
L

osche alle mehrfach vorkommenden items in T .
Erh

ohe den Z

ahler aller Kandidaten in C
k
, die in T vorkommen.
end
L
k
:= alle Kandidaten in C
k
mit minimum-support.
k := k + 1;
end
Ausgabe :=
S
k
L
k
;
10.4.7 Algorithmus EstMerge
Die Strategie dieses Algorithmus (siehe [43]) ist es, eine Stichprobe der Datenbank zu
verwenden und damit den support der Kandidatenmengen in C
k
abzusch

atzen. In C
0
k
fat
man dann alle Kandidaten, von denen man erwartet, da sie min-support haben, zusam-
men. Zu C
0
k
werden auerdem alle diejenigen Kandidaten hinzugef

ugt, von denen man
zwar nicht min-support erwartet, deren s

amtliche Vorfahren jedoch min-support haben.
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Von den letztgenannten Kandidaten glaubt man nicht, da sie min-support haben. Des-
wegen braucht man f

ur keinen ihrer Nachfahren den support zu bestimmen (denn hat ein
Vorfahr
^
X einer Menge X nicht min-support, so hat auch X nicht min-support).
Haben jedoch einige dieser Kandidatenmengen wider Erwarten doch min-support, so be-
zeichnen wir die Menge aller Nachfahren dieser Kandidaten mit C
00
k
. Statt nun einen
Extra-Durchlauf nur f

ur C
00
k
zu machen, kann man diese Kandidaten zusammen mit den
Kandidaten in C
k+1
abz

ahlen (den support bestimmen). Dies geschieht, indem man alle
Kandidaten mit min-support aus C
0
k
und alle Kandidaten aus C
00
k
zu L
k
zusammenfat.
Obwohl man nicht wei, ob die Kandidaten in C
00
k
min-support haben oder nicht, nimmt
man dies bei der Generierung von C
k+1
einfach an. Die Korrektheit wird dadurch nicht
beeinut. Nachfolgend steht der Algorithmus, wobei die Optimierungen, die in Cumula-
te vorgenommen wurden, immer noch g

ultig sind, aber wegen der

Ubersichtlichkeit nicht
aufgef

uhrt sind.
L
1
:= flarge 1-itemsetsg
Generiere D
S
, eine Stichprobe der Datenbank.
k := 2; // k gibt die Zahl der Schleifendurchl

aufe an
C
00
1
:= fg; // C
00
k
beinhaltet Kandidaten der Gr

oe k, deren support
// mit Kandidaten der Gr

oe k + 1 gez

ahlt wird
while ( L
k 1
6= fg or C
00
k 1
6= fg ) do
begin
C
k
:= Neue Kandidaten der Gr

oe k, die aus L
k 1
[ C
00
k 1
generiert werden.
Sch

atze den support der Kandidaten in C
k
ab, indem die Stichprobe D
S
einmal durchlaufen wird.
C
0
k
:= Kandidaten in C
k
, von denen man erwartet, da sie min-support
haben und Kandidaten von deren s

amtlichen Eltern man erwartet,
da sie min-support haben.
Bestimme den support der Kandidaten in C
0
k
[ C
00
k 1
, indem
die Datenbank D einmal komplett durchlaufen wird.
L

osche alle Kandidaten aus C
k
, deren Vorfahren (in C
0
k
) nicht min-support haben.
C
00
k
:= Verbleibende Kandidaten in C
k
, die sich nicht in C
0
k
benden.
L
k
:= Alle Kandidaten aus C
0
k
mit min-support.
F

uge alle Kandidaten in C
00
k 1
mit min-support zu L
k 1
dazu.
k := k + 1;
end
Ausgabe :=
S
k
L
k
;
Eine wichtige Frage, die sich f

ur diesen Algorithmus noch ergibt, ist die zu verwendende
Gr

oe der Stichprobe. Tabelle 10.6 zeigt Wahrscheinlichkeiten, da der support eines item-
sets in der Stichprobe kleiner als 0; 9s ist, wenn der richtige support (d.h. der support in
der gesamten Datenbank) s ist. Hierbei wurde angenommen, da die Anzahl der Transak-
tionen, die ein itemset X enthalten, eine binomialverteilte Zufallsvariable ist. Verwendet
man z.B. eine Stichprobengr

oe von n = 10.000 Transaktionen, so ist die Wahrschein-
lichkeit, da die Sch

atzung des Kandidaten supports kleiner als 0,9 % ist bei richtigem
support s = 1 % ca. 59 % (entspricht einem Fehler 1. Art). Die Gr

oe der Datenbank an
sich spielt dabei keine Rolle.
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s = 5 % s = 1 % s = 0,5 % s = 0,1 %
n = 1.000 0,76 0,95 0,97 0,99
n = 10.000 0,07 0,59 0,77 0,95
n = 100.000 0,00 0,01 0,07 0,60
n= 1.000.000 0,00 0,00 0,00 0,01
Tabelle 10.6: P (support eines itemsets X in Stichprobe < 0; 9s)
Die Tabelle zeigt, da bei abnehmendemmin-support die Stichprobengr

oe wachsen sollte.
Aufwandsbetrachtungen f

ur die Algorithmen Basic, Cumulate, EstMerge
Es wurde eine Datenbank mit 1.000.000 Transaktionen betrachtet. Es wurden 250 Wur-
zeln und je 5 Nachfolger pro Knoten verwendet (siehe [43]). Hierbei wurden verschiedene
Bereiche untersucht:
1. Minimum-support
Der minimum-support wurde von 2 % bis auf 0,33 % variiert. Cumulate und Est-
Merge waren zwischen 3 und 4 Mal schneller als Basic. Je mehr der min-support
abnahm, desto gr

oer wurde der Unterschied. Bei hohem support wurde die Die-
renz zwischen EstMerge und Cumulate immer kleiner, da es nur wenige Regeln gab
und so die meiste Zeit f

ur das Durchschauen der Datenbank verwendet wurde (siehe
Abbildung 10.6).
Ze
it 
(in
 M
in.
)
Minimum support (%)
20
40
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80
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140
160
1,5 1 0,75 0,5 0,33
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Cumulate
EstMerge
Abbildung 10.6: Minimum-support
2. Anzahl der Transaktionen
Die Anzahl der Transaktionen variierte zwischen 100.000 und 10 Mio.. Dabei wurde
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als Mastab auf der y-Achse die verstrichene Zeit geteilt durch die Anzahl der
Transaktionen verwendet. Eine Einheit wurde normalisiert als die Zeit, die Cumulate
f

ur 1 Mio. Transaktionen ben

otigt. Man sieht auch hier, da Cumulate und EstMerge
viel besser als Basic abschneiden (Abb. 10.7). Der gr

oer werdende Unterschied
zwischen EstMerge und Cumulate bei steigender Anzahl von Transaktionen kommt
daher, da bei konstanter Prozentzahl der Stichprobe zur Gr

oe der Datenbank
die Genauigkeit der Sch

atzungen des supports der Kandidaten steigt (siehe Tabelle
10.6.).
Ze
it 
 / 
 #
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an
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Anzahl der Transaktionen (in Mio.)
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1
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2
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2,4
2,6
2,8
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Cumulate
EstMerge
Abbildung 10.7: Anzahl der Transaktionen
3. Anzahl der items
Bei variabler itemzahl von 10.000 - 100.000 und der hier verwendeten Speichertech-
nik erh

oht sich im Taxonomiebaum, in welchem die items abgespeichert sind, die
Anzahl der Ebenen. Die ben

otigte Zeit

andert sich bei Cumulate und EstMerge
kaum, bei Basic hingegen erh

oht sie sich jedoch stark (Abb. 10.8). Dies hat damit
zu tun, da Basic mehr Zeit damit verbringt, Kandidaten aus den Transaktionen zu
nden. Die Gr

oe der Transaktionen vergr

oert sich n

amlich durch das Hinzuf

ugen
der Vorfahren.
Resultat: Cumulate und EstMerge waren 2-5 mal schneller als Basic, wobei EstMerge
zwischen 25-30 % schneller als Cumulate war.
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Ze
it 
 (in
 M
in.
)
Anzahl der items  (in Tausend)
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Cumulate
EstMerge
Abbildung 10.8: Anzahl der items
10.5 Schlufolgerungen
Von den vorgestellten Algorithmen ist der Basic-Algorithmus der langsamste, da er al-
le supports durch komplette Datenbankdurchl

aufe bestimmt. Dagegen sind objektive
Vergleiche der

ubrigen Algorithmen aufgrund der unterschiedlichen Rahmenbedingun-
gen nicht durchf

uhrbar. Meiner Meinung nach w

are es m

oglich, da SetM schneller ist
als Discovery, Cumulate und EstMerge. SetM l

at n

amlich die large itemsets innerhalb
der Datenbank berechnen, w

ahrend Cumulate bzw. EstMerge jede Transaktion einzeln
als Anfrage an die Datenbank stellen und so den support bestimmen. Dies k

onnte sich
evtl. in kleineren Netzwerken nachteilig auf den Zeitaufwand von Cumulate und EstMer-
ge auswirken. Discovery stellt zwar kleinere Anfragen an das DB-System als SetM, diese
jedoch h

auger. Auch hier ist m

oglicherweise SetM die schnellere Variante. Bedenklich er-
scheint mir jedoch, da der Aufwand zum Sortieren der itemsets, der ja die untere Grenze
n  log n hat, scheinbar nicht in die Aufwandsbetrachtung bei SetM eingeht (z.B. beim
linearen Vervielfachen der Datenbank).
Kapitel 11
Data Warehousing in der Praxis
Reinhard Sablowski
Kurzfassung In diesem Kapitel werden Beschreibungen von Data Warehouse-Projekten zusammen-
gefat, die von Softwareunternehmen als Success Stories ver

oentlicht wurden. Nach einem einheitlichen
Fragenkatalog werden die Projekte strukturiert vorgestellt und deren wesentliche Probleme und Erfolgs-
faktoren genannt. Als wesentliche Erfolgsfaktoren bei der Einf

uhrung des Data Warehousings sind aus
der untersuchten Literatur die Unterst

utzung der oberen F

uhrung des Unternehmens sowie die fr

uhzeitige
Zurverf

ugungstellung von Prototypen an die Endanwender erkennbar.
11.1 Einleitung
In den letzten Jahren hat der Begri des Data Warehousing derart an Bedeutung gewon-
nen, da kein namhafter Hersteller von Datenbanksoftware mehr darauf verzichtet, ihn
in seinen Prospekten zu erw

ahnen. In der Praxis ist der Erfolg der Einf

uhrung von Data
Warehouses von vielen, h

aug eher organisatorischen als DV-technischen Erfolgsfaktoren
abh

angig, so da im Rahmen dieses Seminars der Ansatz, Erfahrungen bei der erfolgrei-
chen Implementierungen von Data Warehouses in bestehenden Unternehmensstrukturen
zu untersuchen, sinnvoll ist.
Zun

achst sollen einige Beispiele von Data Warehouse-Implementationen, darunter ein
ausf

uhrliches, aufgez

ahlt und nach einem kurzen Fragenkatalog ausgewertet werden.
Anschlieend wird der Versuch unternommen,Gemeinsamkeiten der Ans

atze zu ermitteln.
Wegen der hohen Aktualit

at der Aufgabenstellung waren in der Literatur noch wenige
Quellen aundbar. Daher wurden Informationen durch Suche im Internet beschat. Di-
verse Suchmaschinen wie YAHOO und Internet Search wurden verwendet, um Adressen
relevanter Seiten aufzunden. Die Newsgruppe comp.databases.olap wurde regelm

aig
verfolgt; Hinweisen auf Internet- Adressen oder weiteren Quellen wurde nachgegangen,
auch pers

onliche Nachfragen and Autoren wurden gestellt.
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11.1.1 Disclaimer
Durch die nur eingeschr

ankt verf

ugbare Prim

ar- und fast

uberhaupt nicht vorhandene
Sekund

arliteratur kann den Aussagen dieser Arbeit keine wissenschaftlich abgesicherte
Bedeutung beigemessen werden. Im wesentlichen wurden Beschreibungen ausgewertet, die
von Software- und Beratungsrmen

uber erfolgreich abgeschlossene Projekte ver

oentlicht
wurden, sog. Success Stories.
Wichtig zu verdeutlichen ist die hieraus entstehende zwangsl

auge Selektion, den Failure
Stories sind verst

andlicherweise nicht publiziert.
11.1.2 Der Fragenkatalog
Um eine halbwegs vergleichbare Darstellung der verschiedenen, zum groen Teil von
Beratungs- und Softwarermen verbreiteten Quellen herzustellen, wurde den einzelnen
Berichten ein Schema zugrundegelegt.
 Das Unternehmen
 Gr

unde zur Implementation des Data Warehouse
 Art und Umfang der verarbeiteten Daten
 Eingesetzte Technik
 Hauptschwierigkeit beim Erreichen des Zieles
 Schl

usselfaktoren f

ur den Erfolg
 Weiteres, geplantes Vorgehen
11.2 Kurzportraits von Data Warehouse-Projekten
11.2.1 Entergy Services
Das Unternehmen
Entergy Services [46] ist der f

unftgr

ote amerikanische Stromversorger, mit 2,5 Millionen
Kunden und einem Jahresgewinn von etwa 10 Mrd DM. Seit Gr

undung war Entergy
durch ein Monopol gesch

utzt; die Preise f

ur Entergys Leistungen wurden durch

oentliche
Kommissionen festgelegt. Angesichts einer kommenden Deregulation des amerikanischen
Energiemarktes erwartet Entergy nun erstmals Wettbewerb um seine Kunden.
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Gr

unde zur Implementation des Data Warehouse
Zur Verbesserung der Wettbewerbsf

ahigkeit ben

otigt Entergy eine wesentlich bessere und
detailliertere

Ubersicht

uber die Kosten der Energieerzeugung und bessere Daten

uber
ihr Prol an derzeitigen und potentiellen Kunden. Es werden sowohl mehr als auch de-
tailliertere Informationen als bisher ben

otigt. Dabei sind bereits groe Datenmengen in
verschiedenen relationalen und nicht-relationalen Grorechnersystemen gespeichert, dort
aber nicht eektiv f

ur die Firmenanalysten zugreif- oder verwendbar. Berichte sind aus-
schlielich als Standardreports, die von rmeneigenen Programmierern erzeugt werden,
verf

ugbar. Kundenbezogene Daten werden in einer hierarchischen IMS-Datenbank, weitere
kaufm

annische Daten in relationalen DB2-Tabellen verwaltet.
Die Standardreports waren in der Regel gut geeignet, mit der Suche nach Informationen
zu beginnen, erlaubten den Analysten aber nicht, sich in die Details hineinzuarbeiten, um
beispielsweise eine gr

oere Kosten

anderung nachzuvollziehen.
Art und Umfang der verarbeiteten Daten
Das gr

ote der sechs eingesetzten Data Warehouses ist die Finanzbuchf

uhrung mit derzeit
24 GB. Das am st

arksten wachsende Warehouse betrit die Ums

atze und nimmtmit einer
Gr

oe von 22 GB doppelt so stark wie die Finanzbuchf

uhrung zu. Insgesamt werden 61
GB an Daten verwaltet, f

ur Anfang 1996 wurden 100 GB erwartet. W

ahrend die t

aglichen
Transaktionen weiterhin auf den f

unf Grorechnern der Firma abgewickelt werden, nden
regelm

aige Daten

ubertragungen in die Warehouses statt. T

agliche, w

ochentliche und
monatsweise Batch-

Ubertragungen werden durchgef

uhrt.
Eingesetzte Technik
Entergy verwendet zur Speicherung der Daten vier SyBase SQL-Server auf einer
SunSPARC 2000. Zum Datenzugri werden Microsoft Access und selbstgeschriebene
Powerbuilder-Applikationen genutzt.
Hauptschwierigkeit beim Erreichen des Zieles
Eine

uber die Jahre gewachsene Struktur von Novell-Netzen mit insgesamt tausenden von
PC-Computern war zusammenzuf

uhren. Dabei hatte jede Abteilung das ehemals einzeln
entstandene Netzsegment unterschiedlich ausgestaltet. So gut wie alle marktverf

ugbaren
Kommunikationsprotokollen wurden auch vorgefunden.
Schl

usselfaktoren f

ur den Erfolg
Entergy betrachtet die sorgf

altige Ausdenition des Datenmodelles als erfolgskritisch. Des
weiteren stand die oberste Unternehmensleitung hinter dem Projekt. Das Data Warehouse
wurde von Beginn an als das zuk

unftige Hauptwerkzeug zur Lieferung von Managemen-
tentscheidungsdaten gesehen.
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Weiteres, geplantes Vorgehen
Wegen des rapiden Wachstums der Warehouses wird nicht ausgeschlossen, da zuk

unftig
ein weiterer Server zur Archivierung der Historie oder ein

Ubergang zu einer verdichteten
Speicherung erforderlich wird.
11.2.2 Woolworth, Grobritannien
Das Unternehmen
Woolworth [47] ist eine groe Handelskette, die in Grobritannien 779 Warenh

auser un-
terh

alt. Im Jahre 1994 wurden 330 Millionen Kundentransaktionen durchgef

uhrt, davon
50 Millionen allein in der Vorweihnachtszeit. Im Jahr vor der Untersuchung hat Wool-
worth zum ersten mal seit sieben Jahren das Ziel nicht erreicht, seine Ums

atze signikant
zu steigern. Als Folge davon wurden Marktanteile verloren, obwohl der Markt leicht ge-
wachsen ist.
Gr

unde zur Implementation des Data Warehouse
Woolworth hat drei Jahre lang ein E-POS (Electronic Point of Sales)-System eingef

uhrt.
Ein erstes Entscheidungsunterst

utzungssystem wurde vor zwei Jahren auf einem AS/400-
Rechner erstellt. F

ur das Folgesystem wurde schnell klar, da zur Auswertung der E-
POS-Daten auf Hochgeschwindigkeitstechnologie umgestiegen werdenmute. In der Weih-
nachtssaison des folgenden Jahres, 1995, wurde ein Test gefahren, der ergab, da der
Einsatz der Daten zur automatisierten, zentralen Lagernachf

ullung allein Millionen eng-
lische Pfund durch geringere Lagerhaltung und erh

ohte Umschlagsmengen erwirtschaften
konnte.
Art und Umfang der verarbeiteten Daten
ImWarehouse sind Ums

atze und Lagerbewegungen aus dem E-POS-System enthalten, die
mit Vertriebs-, Lager-, Planungs- und Vorhersagedaten kombiniert werden. Derzeit sind
250 GB Daten enthalten. Daten werden

uber mehr als 20 Schnittstellen aus operationalen
Systemen gewonnen.
Eingesetzte Technik
Wegen der

uberaus groen Datenmenge wurde von Anfang an, als die AS/400-L

osung sich
als zu leistungsschwach erwies, auf massiv parallele Hardware gesetzt. Zum Einsatz kommt
ein Tandem K20000-System, auf dem die relationale Datenbank NonStop SQL/MP l

auft.
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Hauptschwierigkeit beim Erreichen des Zieles
Woolworth hat keine wesentlichen Schwierigkeiten erlebt. Der IT-Services- Controller
merkt jedoch an, da er lieber ohne den immensen Zeitdruck gearbeitet h

atte, der durch
den dringenden Bedarf an der Data Warehouse- L

osung erzeugt wurde. Daf

ur h

atte er
gern mehr Zeit darauf verwendet, Anwender zu schulen und Prozesse gr

undlich durchzu-
designen.
Schl

usselfaktoren f

ur den Erfolg
Wesentlicher Schl

usselfaktor war die Erkenntnis, da allein die automatisierte Lagererg

an-
zung bereits die Investition in das Data Warehouse bezahlt macht, und zus

atzliche Nut-
zen an vielen Stellen leicht erkennbar waren. Des weiteren bemerkt Woolworth, da die
eingesetzte, massiv parallele Infrastruktur in Verbindung mit der Beratung durch das
Herstellerunternehmen wesentlicher Erfolgsfaktor war.
Weiteres, geplantes Vorgehen
Bei der Einrichtung des bestehenden Systems wurde groer Wert auf eine schnel-
le Entwicklung gelegt. Zur Zeit wird beabsichtigt, High-Performance Merchandising
und sp

ater Warenkorbanalysen und detaillierte Kundendaten zur Unterst

utzung von
Mikromarketing-Strategien zu verwenden.
11.2.3 Ingram Book Company
Das Unternehmen
Ingram [48] ist ein amerikanischer Buchgroh

andler, der mehr als 48000 Verkaufsstellen
und B

uchereien versorgt. Jedes Jahr werden

uber 147 Millionen B

ucher, Tonkasssetten
und Multimedia-CD-ROMS ausgeliefert. Dabei werden 90% der USA-weiten Bestellungen
am folgenden Tag ausgeliefert.
Gr

unde zur Implementation des Data Warehouse
Die interne EDV-Abteilung hatte festgestellt, da die Benutzer ihrer EDV zunehmend
Ad-Hoc-Reports und Download-Anforderungen an das System stellten. Der vorliegende
Bericht stellt den Ausbau eines bereits bestehenden Data Warehouses dar. Ingram hat
groe Anstrengungen unternommen, gute Software zum Thema Knowledge Discovery und
Hardware f

ur sein Data Warehouse zu nden. Dabei wurden die Autoren f

undig - der
Bericht geht stark auf das IBM-Produkt Visual Warehouse ein.
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Art und Umfang der verarbeiteten Daten
Bei Ingram wird ein unternehmensweites Data Warehouse in Verbindung mit mehreren
Bereichs-Warehouses eingesetzt. Aussagen

uber die Datenmengen werden nicht explizit
gemacht, die im Unternehmensblickpunkt angegebenen Daten lassen aber erhebliche Da-
tenmengen vermuten. Bei 147 Mio. Medien pro Jahr und nur 40 Byte je Datensatz w

achst
das Warehouse, Stammdaten nicht eingerechnet, um j

ahrlich 5,5 GB.
Eingesetzte Technik
Ingram setzt als Software IBM s Visual Warehouse ein. Hardwareseitig wird ein IBM 320
Pentium (95 MHz, 64MB Hauptspeicher, 6,5 GB Plattenplatz) eingesetzt, der

uber ein
Novell-Netzwerk verf

ugbar ist. Ein Token-Ring-Netz verbindet den Server mit den IBM
MVS/ESA-Grorechnern. Deren Datenbanksystem ist DB2. Der Server wird unter OS/2
betrieben, das installierte Datenbanksystem ist DB2 f

ur OS/2.
Hauptschwierigkeit beim Erreichen des Zieles
Bei Ingram sind die ersten Schritte zumData Warehouse von der internen EDV-Abteilung
ausgegangen. Obwohl vom groen Interesse seitens der Anwender berichtet wird, wird be-
richtet, da zun

achst kaum Gelder f

ur das Projekt verf

ugbar waren und erst mit dem zu-
nehmenden Interesse erster Anwender Firmengelder in verwendbarem Mastab verf

ugbar
wurden. Auch zum Zeitpunkt der Erstellung des Berichts ist die EDV-Abteilung noch
stark von sich aus daran interessiert, ihre Data Warehousing-L

osungen intern im Hause
zu demonstrieren. Anscheinend ist zu jener Zeit die allgemeine, interne Nachfrage der
Bereichs-EDV-Abteilungen noch nicht stark ausgepr

agt.
Schl

usselfaktoren f

ur den Erfolg
Ingram unterstreicht stark, da die enge Partnerschaft mit IBM ein Schl

ussel zum Erfolg
bei der Einf

uhrung des Data Warehousing war.
Weiteres, geplantes Vorgehen
Aufgrund des erwarteten Anstiegs der Systemlast wird der Anschaung eines RS/6000-
Rechners entgegengesehen, dessen Datenbanksystem DB2/6000 sein soll.
11.2.4 SNCF Die franz

osische Eisenbahn
Das Unternehmen
Die SNCF
1
[49] setzt t

aglich 400 TGV s
2
und 1200 klassische Z

uge ein. TGV s sind
Hochgeschwindigkeitsz

uge, die im Durchschnitt mit etwa 300 km/h fahren und bisher
1
Societe Nationale des Chemins de Fer Francais
2
Train a Grande Vitesse
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eine Spitzengeschwindigkeit von 515,3 km/h erreicht haben. Die SNCF ist die einzige
bedeutende Eisenbahngesellschaft Frankreichs.
Gr

unde zur Implementation des Data Warehouse
Um den W

unschen der Fahrg

aste zu entsprechen und dauerhaft die Mittel zur Finan-
zierung des TGV-Ausbaues sicherzustellen, mu SNCF in der Lage sein, die Nutzung
eingesetzter Ressourcen zu optimieren und daf

ur Verkehrsaufkommen, Preise und weitere
Faktoren vorherzusagen. Das bislang eingesetzte Logistik- und Reservierungssystem war,
obwohl im Einsatz, kaum imstande, 1600 t

agliche Z

uge ezient zu versorgen. Dar

uber
hinaus existierten starre Preisstrukturen; ohne eine exible Fahrpreisgestaltung wurde
h

aug am Bedarf vorbeigewirtschaftet. SNCF war dringend darauf angewiesen, die ma-
ximale Zahl an Sitzpl

atzen zu hohen Preisen zu verkaufen, wo und wann immer der
Bedarf gro war, w

ahrend Sonderangebote die weniger popul

aren Strecken f

ordern soll-
ten. Das Management forderte ein ausgefeiltes Passagiermanagementsystem, das,

ahnlich
dem bei Luftverkehrsgesellschaften eingesetzten, zus

atzlich leistungsf

ahige Werkzeuge zur
Unterst

utzung von Management-Entscheidungen anbietet.
Art und Umfang der verarbeiteten Daten
Die SNCF verarbeitet ihre Daten in einem zweigeteilten System. Das Thales genann-
te Reservierungssystem steht neben der als Aristoteles bezeichneten Back-Oce-L

osung.
Zusammen bilden Sie das Gesamtsystem Sokrates.

Uber den Umfang der vorliegenden
Daten wird nur vage der Terabyte
3
-Bereich genannt. Mit dem neu aufgebauten Data
Warehouse ist das Management beispielsweise in der Lage zu erkennen, wo die Reisen-
den der Route Paris-Lyon ihre Tickets gekauft haben, ob sie Mahlzeiten oder Mietwagen
angefordert hatten und wie viel sie f

ur die Fahrkarte bezahlt haben. Die Daten kom-
men jede Nacht aus dem Sokrates-System. Das Reservierungssystem kann aufgrund der
im Data Warehouse vorhandenen Daten jetzt vorhersagen, wieviele Leute voraussichtlich
einen Zug reservieren werden, sch

atzen, wie viele davon nicht erscheinen und die Pl

atze
entsprechend

uberbelegen. Anschlieend werden die verf

ugbaren Pl

atze in Preiskategorien
eingeteilt, um die Passagierertr

age weitm

oglichst zu steigern.
Eingesetzte Technik
Bei der SNCF kommt die AT&T Enterprise Information Factory (EIF) zum Einsatz.
EIF-Systeme unterscheiden sich von Data Warehouses dadurch, da neben dem reinen
Informationszweck an das Management auch automatisiert Aktionen aufgrund der ent-
haltenen Daten ausgel

ost werden. Die Daten werden auf einem massiv parallelen System
verarbeitet.
3
1TB = 1024GB = 1:099:511:627:776Byte
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Hauptschwierigkeit beim Erreichen des Zieles
Wesentliche Schwierigkeit bei der Einf

uhrung der EIF-L

osung war die teilweise Abl

osung
alter Systeme, ein Ansatz der

uber das reine Data Warehousing hinausgeht. Die eigentli-
chen Warehousing-spezischen Probleme sind daneben nicht sp

urbar hervorgetreten.
Schl

usselfaktoren f

ur den Erfolg
Die bisher eingesetzten Mittel zur Einf

uhrung der EIF/Data Warehousing- L

osung bei
der SNCF belaufen sich auf ca. DM 60 Mio. Wesentlicher Erfolgsfaktor war, da dem
Management die Erkenntnis vermittelt werden konnte, allein durch die verbesserte Ka-
pazit

atsauslastung und den erh

ohten, kundenverf

ugbaren Service, diese Kosten wieder
rechtfertigen zu k

onnen. Aus technischer Sicht werden die technische Beratung und die
professionellen Dienste der ebenfalls f

ur Hard- und Softwarelieferung verantwortlichen
Firma AT&T genannt.
Weiteres, geplantes Vorgehen
Durch die erstmals zentral gut strukturiert vorliegenden Informationen sind bei den EDV-
Anwendern der SNCF neue Bed

urfnisse entstanden. W

ahrend bisher nach einzelnen Rou-
ten ausgewertet wurde, stehen jetzt beliebige Daten des gesamten Schienennetzes gleich-
zeitig zur Verf

ugung. Hieraus werden deutliche Steigerungen der Systemlast mit den ent-
sprechend erforderlichen Erweiterungen der eingesetzten Infrastruktur erwartet. Des wei-
teren hat die SNCF das Thales-System in der Zwischenzeit an Eurostar lizensiert. Eurostar
wird den TGV durch den Grobritannien mit Frankreich verbindenden Chunnel (Channel
Tunnel) betreiben.
11.2.5 3M Minnesota Mining and Manufacturing
Das Unternehmen
3M ist die Kurzform f

ur Minnesota Mining and Manufacturing, ein Unternehmen, das
seit Jahrzehnten zu den groen, weltweit agierenden Mischkonzernen geh

ort. 3M setzt im
Jahr etwa 15 Mrd. Dollar um. Bekannte Produkte sind zum Beispiel die weltweit sehr
erfolgreichen PostIt- Haftnotizzettel.
Gr

unde zur Implementation des Data Warehouse
Bei 3M ist man der Ansicht, da Kundenzufriedenheit zu den h

ochsten Zielen des Un-
ternehmens geh

ort. Durch die stark in Sparten geteilte Struktur des Konzerns war es
h

aug schwierig, Kunden gegen

uber wie eine einzige, zusammengeh

orige Firma aufzu-
treten. Zentral gepegte, unternehmensweit zug

angliche Daten zu haben wurde als we-
sentliches Schl

usselkriterium zur Verbesserung der Situation erkannt. Ein 3M-Mitarbeiter
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f

uhrt aus, da mehrfache Datenquellen mit inkonsistenten Datendenitionen vorhanden
waren. Die IT-Abteilung strebte angestrengt an, eine Datenquelle zu erstellen, die dann
die ozielle Version darstellen sollte.
Art und Umfang der verarbeiteten Daten
Der umfassende Ansatz 3M s zur allgemeinen Unternehmensdatenmigration in das Data
Warehouse bedingt verschiedenste Arten von Daten. Bei Einf

uhrung des Systems waren
70GB Plattenplatz vorgesehen. Die n

achste Erweiterung war bereits geplant.
Eingesetzte Technik
Softwareseitig wird das Produkt HP Open Warehouse von Hewlett-Packard eingesetzt.
Zudem wird HP Intelligent Warehouse verwendet. In der Warehouse-Konguration von
3M ist ein HP 9000 Modell der T500 Klasse mit symmetrischem 3-Wege-Multiprocessing
integriert. Er ist gleichzeitig Warehouse-Hub und Datenserver. Die Grundkonguration
enth

alt 70GB Plattenplatz und einen Hauptspeicher von 1024 MB. Da Open Warehouse
verschiedene Datenbankensysteme unterst

utzt, war 3M in der Lage, sich eine Plattform
auszuw

ahlen. Zum Einsatz kommt das unter UNIX laufende Red Brick-System zur Da-
tenhaltung sowie Microsoft Access als Front End.
Hauptschwierigkeit beim Erreichen des Zieles
Der umfassende Ansatz der Unternehmensweiten Datenmodellneubildung stellt die
gr

oten, nicht Data Warehouse-spezischen Anforderungen an das IT- Team. Data
Warehouse-seitig ist vor allem das dezentrale Modell mit spartenweit teilweise unabh

angig
pegbaren Teil-Warehouses eine aufwendige L

osung.
Schl

usselfaktoren f

ur den Erfolg
Die unmittelbare Unterst

utzung der obersten F

uhrungsebene und die grunds

atzlich er-
kannten Probleme bei der Gewinnung verl

alicher Daten aus den vorher vorhandenen
Systemen war wesentlicher Erfolgsfaktor. Zudem wird die von HP bezogene Software als
gelungene Entscheidung gelobt. Besonders beeindruckend sei die M

oglichkeit, verteilte
Datenquellen so zu sehen, als seien sie an einem Ort vereint.
Weiteres, geplantes Vorgehen
3M wird sein Data Warehousing-Projekt fortsetzen.
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11.3 Warehousing aus der Sicht der oberen F

uhrung
- Allied Signal
Allied Signal ist ein in Sparten geteiltes, weltweit t

atiges Technologie- Unternehmen mit
12 Mrd. Dollar Jahresumsatz. Die Sparten sind Luft- und Raumfahrt, Automobilzulie-
ferungen und Spezialmaterialien wie Fasern, Chemikalien, Kunststoe und Schaltkreis-
laminaten. Der Leiter der Sparte Luft- und Raumfahrt, Dan Burnham, hat ein Data
Warehouse-Programm selbst mageblich initiiert und vorangetrieben. Er wollte im Janu-
ar 1993 erreichen, da Gesch

aftsberichte schneller verf

ugbar und besser organisiert wa-
ren. Burnham verlangte beispielsweise Daten

uber die zehn besten Kunden je Gesch

afts-
feld mit Umsatzzahlen und Gewinn je Kunde oder Produktlinie, oder Liefermengen nach
Inland/Ausland oder zivilen/milit

arischen Kunden. Solche Informationen waren in den
einzelnen Gesch

aftseinheiten verf

ugbar, wurden jedoch bis dato nicht auf Spartenebene
zusammengefat. Manche Daten waren aber schlicht nicht maschinell verf

ugbar. Um zum
Beispiel die Qualit

atskosten eines Artikels zu ermitteln, mute jede Gesch

aftseinheit se-
parat angerufen und nach den Nacharbeitskosten gefragt werden. Diese Daten wurden
anschlieend mit weiteren Daten verkn

upft und ausgewertet. Die gr

ote H

urde auf dem
Weg zu brauchbaren Daten f

ur Herrn Burnham war die Verteiltheit der Daten in den
einzelnen Gesch

aftseinheiten. Dutzende von Gesch

aftsfeldern muten Daten auiefern,
die z

ugig in ein einziges System geladen werden muten. Ein eingeschaltetes Beratungs-
unternehmen f

uhrte das System Comshare Commander vor und stie nach Vorf

uhrung
verschiedener Drill-Down-M

oglichkeiten auf breite Zustimmung.
Die grunds

atzliche Erstellung des Systems dauerte drei Monate. Nach einem weiteren
Monat mit Schulungen und durch Benutzerkommentare ausgel

osten Feintunings wurde
das System 150 Sachbearbeitern an 15 verschiedenen Orten verf

ugbar gemacht. Viele der
anf

anglichen Benutzer des Systems waren Manager, die daf

ur verantwortlich waren, da
die Daten rechtzeitig im Warehouse des Pr

asidenten verf

ugbar waren. Zus

atzlich wurde
ein Mitarbeiter jedes Standortes zum Support-Spezialisten ausgebildet. Dabei war der
Ansatz, da dieser Mitarbeiter im weiteren Einsatz h

ochstens ein Prozent seiner Zeit
tats

achlich mit Support verbringen sollte.
Bis dorthin war das Warehouse f

ur die Manager der Gesch

aftseinheiten schlicht ein prak-
tisches System, ihre Daten der Sparte anzuliefern. Schnell wurde jedoch erkannt, da,
wenn das System langfristig erfolgreich sein sollte, nicht nur dem Pr

asidenten ein Nutzen
entstehen sollte.
Hierzu wurde ein Rapid-Prototyping-Ansatz gew

ahlt. Statt eines ausf

uhrlichen Lasten-
und Pichtenheft-Ansatzes wurden schnell nach intuitiver N

utzlichkeit erstellte Module
entwickelt und den Endanwendern verf

ugbar gemacht, deren r

ucklaufende Kommentare
zur schnellen Verbesserung genutzt und so z

ugig f

ur viele Leute ein Anreiz geschaen,
das System zu verwenden. Durch Rapid Prototyping ist die Nutzung des EIS (Executive
Information System) stark gewachsen. Aus den 150 Arbeitspl

atzen der Sparte Luft- und
Raumfahrt ist ein konzernweit eingesetztes 500-Platz-System geworden.
Zu Beginn des Warehouse-Projektes wurden 29 Kennwerte der Unternehmensperformance
von Allied Signal ermittelt. Eine Anwendung zur Ermittlung der Kundenzufriedenheit
auf Basis von Retourzahlen und Lieferp

unktlichkeit wurde entwickelt; diese Kenndaten
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konnten nun erstmalig im graschen Verlauf

uber die Zeit und im Vergleich verschiedener
Gesch

aftseinheiten betrachtet werden.
Zudemwurde ein System zur Vorhersage von Flugzeugauslieferungen erstellt. Allied Signal
speichert Daten

uber jedes Flugzeug, das innerhalb der n

achsten zehn Jahre weltweit pro-
duziert werden wird, die Hersteller, die Zulieferer und die Triebwerksbauer. Wesentlicher
Erfolgsfaktor war der Support durch das oberste Management, der eine Initialz

undung
und stetig weiterer Antrieb f

ur das gesamte Projekt war.
11.4 Ausf

uhrliches Beispiel
Als ausf

uhrliches Beispiel soll die Einf

uhrung eines Data Warehouses bei Health Canada,
Laboratory Centre for Desease Control (CDC) vorgestellt. Es basiert auf Oracle Version
7.1.4 und h

alt derzeit etwa 18 GB Daten bei einer j

ahrlichen Wachstumsrate von 2 GB.
11.4.1 Zielgruppe und Leistungsanforderung
Am CDC wurde ein Data Warehouse implementiert, da die Krankheitsdaten der B

urger
des Staates Kanada aufbereitet. Hierbei wird im wesentlichen verdichtet auf geographische
Lage, Alter des Erkrankten, Geschlecht des Erkrankten sowie die Art der Erkrankung.
Benutzer des Warehouses sind beispielsweise
 Parlamentsabgeordnete, die Informationen

uber die akute Ausbreitung einer Seuche
ben

otigen
 Das Presseamt des Gesundheitsministeriums zur Erstellung von Auswertungen zum
allgemeinen Gesundheitszustand der Bev

olkerung
 Forscher, die Zeitreihen

uber die Ausbreitung spezieller Erkrankungen untersuchen
 Epidemiologen, die allgemeine Grundlagenforschung anstellen
 Krankenversicherungen, die wirtschaftliche Auswirkungen von Krankheiten vorher-
sagen m

ochten
W

ahrend der Konzeption des Warehouses waren Mitglieder dieser Gruppen mehrfach an
oenen Diskussionen beteiligt. Risiken und M

oglichkeiten der Verf

ugbarkeit der Daten
wurden diskutiert.
Wichtig f

ur die einfache Nutzbarkeit der Daten war, da die historische Uneinheitlichkeit
der Schl

usselbegrie und Bezeichnungen aufgel

ost wurde. Zum Beispiel konnte im Jahr
1986 der Schl

ussel 35 f

ur Ontario stehen, im Jahr 1989 der Schl

ussel 935. Wichtig war,
zu erreichen, da der Benutzer einheitlich Ontario abfragen kann.
Weitere Anforderungen waren
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

Uberblicksfunktionen

uber die Seuchen im ganzen Staat
 Drill-down-M

oglichkeiten entlang der Achsen Krankheit, Staat und Alter
 Inkrementelles Erzeugen von Abfrageergebnissen und die M

oglichkeit, zu bestehen-
den Ergebnissen weitere hinzuzuf

ugen
 Sch

atzung von Kosten und ben

otigten Ressourcen
 Zweisprachigkeit (Englisch und Franz

osisch)
11.4.2 Datenhaltung und -strukturen
Aufgrund der h

ochst unterschiedlichen Anforderungen der einzelnen Nutzergruppen wur-
de entschieden, die Daten auf der niedrigstm

oglichen Detailebene vorzuhalten. Hierdurch
hat der Anwender die M

oglichkeit, sich

uber Drill-down-Techniken aus

Ubersichtsberich-
ten bis hinunter zum einzelnen Erkrankungs- oder Verletzungsfall vorzuarbeiten. Dieser
Teil des Datenbankenwurfes enthielt keine besonderen Komplexit

aten. Auf Design-Ebene
wurden alle Tabellen normalisiert angelegt. Dar

uberhinaus wurden verschiedene Verdich-
tungsstufen angelegt, zum Beispiel f

ur den Ort von Location
4

uber County
5
, Province,
Region und Country
6
. Als besondere Schwierigkeit wurde erkannt, da die von den einzel-
nen Gesundheits

amtern angelieferten Daten wechselnden Verschl

usselungen unterlagen.
Die Ortskennungen im Jahre 1986 unterschieden sich signikant von denen des Jahres
1989. Unter anderem aus diesem Grund wurde eine benutzerdenierbare Gruppierung
zugelassen, die solche Schl

usselinkonsistenzen zu neuen, sinnvoll verwendbaren Gruppen
zusammenfassen konnten.

Ahnlich wurde f

ur das Alter und die Krankheitsursache verfahren, beim Alter beispiels-
weise verdichtet nach Wochen, Monaten und Jahren. Die Zeit zum Upload der Daten von
f

unf Jahren, ca. 2 GB, betrug vier Stunden.
11.4.3 Benutzerober

ache und Antwortzeiten
Da das Datenmodell darauf ausgelegt war, so gut wie alle Abfragedetaillierungslevel der
Kombinationen Krankheitsgrund, Ort und Alter zu unterst

utzen, verursachte der groe
Umfang der Daten sehr lange Antwortzeiten. Deshalb wurden

Uberlegungen angestellt,
ob andere Ans

atze erfolgversprechender sein konnten.
Die an das System gestellten Anforderungen konnten in zwei prinzipielle Kategorien ein-
geteilt werden. Zun

achst die Abfragen, die auf Detaillevel von Wissenschaftlern f

ur nicht
vorab, das heit, zur Ladezeit spezizierbare Forschungen gestellt wurden - hier war le-
diglich

uber die besonders ansprechende und intuitive Benutzerober

ache eine Steigerung
der Benutzerfreundlichkeit machbar.
4
Ort
5
Landkreis
6
Land
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Die andere Abfragekategorie verwendet normalerweise vorabdenierbare Kombinationen
von Krankheitsgrund, Ort und Alter. Zum Beispiel wurde h

aug die Frage nach der
H

augkeit von Krebs nach Provinzen und in Altersstufen von f

unf Jahren gestellt. Solche
Sichten, die f

ur h

aug gestellte Abfragen ben

otigt wurden, wurden als Tabellen gespeichert
(materialisiert). Diese Tabellen m

ussen bei jedem neuen Laden von Daten wieder erzeugt
werden, was in der Regel j

ahrlich, f

ur manche Datenquellen aber auch monatlich ge-
schieht. Die Systementwickler erwarten allerdings von neuen, Data Warehouse-Techniken
unterst

utzenden Eigenschaften der Oracle-Versionen 7.2 und 7.3 weitere verbesserungen
der Unterst

utzung von Materialisierungen.
11.4.4 Selbst Entwickeln oder Software einkaufen?
Bei der Auswahl der Werkzeuge, die dem Endanwender f

ur den Datenzugri zur Verf

ugung
gestellt werden sollten, wurden nicht nur die Anforderungen an die R

uckgewinnung teil-
weise verdichteter Daten aus dem Warehouse sondern insbesondere auch die g

unstige
M

oglichkeit der Weiterverarbeitung in Tabellenkalkulationen, Pr

asentationen oder f

ur
Publikationen in Betracht gezogen. Die Hauptanforderung war, da Selektionen

uber
die Achsen Krankheitsgrund, Ort und Alter

uber ein Formular m

oglich war und kein
Endanwender sich mit der Pege von Dateien der ihn interessierenden Kombinationen
von Schl

usselnummern und Codes befassen mute. Zudem sollten die Kennwerte einmal
gestellter Abfragen f

ur zuk

unftige Abfragen aufbewahrt werden. Das Werkzeug f

ur die
Achsenselektion wurde mit Hilfe von Oracle CASE 5.0 mit SQL*Forms 3.0 entwickelt.
Ein Upgrade auf Oracle*Forms war geplant. Zur weiteren Verarbeitung wurde davon ab-
gesehen, selbst GUI-Module zu denieren. Vielmehr wurde

uber eine ASCII-Schnittstelle
auf die vielf

altigen M

oglichkeiten externer, auch PC-gest

utzter Systeme wie Lotus, Har-
vard Graphics oder MapInfo zur

uckgegrien.
11.4.5 Schlufolgerung
Die Einf

uhrung des Data Warehouses am Health Canada, Laboratory Centre for Disease
Control war aus folgenden Gr

unden erfolgreich:
 Es wurden die Anforderungen aller in Frage kommender Benutzer in Betracht gezo-
gen und nicht nur die einiger Intensiv-Nutzer
 Eingefahrene, inzwischen De-Facto-Standardverfahren wurden daraufhin unter-
sucht, ob sie tats

achlich den Gesch

aftsproze abbilden oder lediglich eingefahrene,
den Einsatz sonst verf

ugbarer Technologie behindernde Gewohnheiten waren
 Das Warehouse baut auf einem soliden Datenmodell auf, das durch mehrere Stu-
fen des Prototyping veriziert wurde. Obwohl Denormalisierungen manchmal ver-
lockend schienen, wurde der Flexibilit

at von Benutzerabfragen Vorrang gegeben
 Hardware wurde als notwendiges, der Aufgabe anzupassendes Werkzeug und nicht
als gegebene Welt begrien.
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11.5 Zusammenfassung
Insgesamt fallen nachstehende Punkte auf.
11.5.1 Au

alligkeiten
Support durch die oberste F

uhrung
Der Support durch die oberste F

uhrung eines Unternehmens wird von mehreren Berich-
ten hervorgehoben. Vier von f

unf hier betrachteten Wirtschaftsunternehmen geben dies
explizit an. Bei Entergy und Allied Signal ist der Support die wesentlich bestimmende Er-
folgsgr

oe, bei Woolworth und der SNCF besteht ein mittelbarer Erfolgseinu. Lediglich
bei Ingram spielt der Support der obersten F

uhrung keine wesentliche Rolle
Massiv parallele Hardware
Woolworth und die SNCF betonen stark, massiv parallele Hardware als erfolgskritischen
Faktor einzusetzen. Bei 3M wird symmetrischesMultiprocessing verwendet, die eher kleine
L

osung von Ingram kommt mit einem IBM-PC aus. Entergy verwendet zur Speicherung
der Daten vier SyBase SQL-Server auf einer SunSPARC 2000.
Front Ends
Sowohl Entergy als auch 3M setzen als Front-End Microsoft Access ein. Bei Entergy wird
zudem Powerbuilder verwendet. Die weiteren Unternehmen setzen die zum Warehouse-
System geh

origen Front-Ends ein.
11.5.2 Bewertung
Der Erfolg von Data-Warehouse-Projekten h

angt, soweit aus der Literatur erkennbar, in
starkem Mae von der Unterst

utzung der oberen F

uhrung des Unternehmens ab. Eben-
falls erfolgskritisch ist, da die Mitarbeiter und Anwender des projektierten Warehouses
bereits in fr

uhen Phasen Ergebnisse der durchgef

uhrten Arbeiten verf

ugbar haben (Pro-
totyping). H

aug bringen diese Prototypen den Anwendern erst zu Bewutsein, wie um-
fangreich und wertvoll die bisher ungenutzt im Unternehmen vorhandenen Daten sind. Die
eingesetzte Hardware mu selbstverst

andlich Antwortzeiten zulassen, die den Anwender
nicht ver

argern, spielt dar

uber hinaus allerdings keine wesentliche Rolle. Wichtiger f

ur den
Erfolg scheint eine Warehouse-Software zu sein, die die Administration des Warehouses
mit geringem Aufwand m

oglich macht. Die F

uhrung von Meta-Daten wird in diesem Zu-
sammenhang in mehreren Projekten als besonders wichtig eingesch

atzt, da ohne sie der
Administrationsaufwand des Warehouses sehr gro wird.
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