Abstract. Localization properties of generalized functions defined on a broad class of test function spaces consisting of entire analytic functions are studied. This class includes the Gelfand-Shilov spaces S β α (R k ) with β < 1 and provides a flexible distribution-theoretic framework for the treatment of quantum fields with a highly singular infrared behavior. It is shown that the notion of carrier cone which replaces the notion of support can be introduced in a consistent way for the considered analytic functionals. In particular, it is proved that every functional possesses a uniquely determined minimal carrier cone.
Introduction
In this paper, we study the localization properties of generalized functions defined on test function spaces consisting of entire analytic functions. The difficulty here is that the usual definition of support of a generalized function is inapplicable because of the lack of test functions with compact support. This situation is well known in the theory of (Fourier) hyperfunctions, where real-analytic test functions are used (see, e.g., Chapter 9 of [4] ). The problem of finding a reasonable substitute for the notion of support is important for extending the Wightman axiomatic framework to quantum gauge theory. Because of severe infrared singularities, gauge fields are, in general, well defined only under smearing with entire analytic functions in the momentum space (this is the case, e.g., for the Schwinger model in an arbitrary α-gauge [1] ). This gives rise to the problem of generalizing the spectral condition [7] whose standard formulation in terms of vacuum averages is based on the notion of support of a generalized function.
In [11, 12] , localization properties of functionals defined on the Gelfand-Shilov spaces S β α with β < 1 were studied (see [2] for the definition and properties of S β α ; if β < 1, then S β α consists of entire analytic functions). It was shown that a notion of carrier cone that replaces the notion of support can be introduced in a consistent way for such functionals. In particular, it was proved that every element of S ′β α (R k ) (the continuous dual of S β α (R k )) possesses a uniquely determined minimal carrier cone. In the present paper, we extend the results of [11, 12] to a broader class of test function spaces which proved to be useful for the analysis of the spectral properties of the sums of infinite series in the Wick powers of indefinite metric free fields [9] . This class is introduced by the following definition: The space E β α (R k ) is defined to be the union A,B>0 E β,B α,A (R k ) and is endowed with the inductive limit topology.
For definiteness, we shall everywhere assume the norm | · | on C k to be uniform: |z| = max 1≤j≤k |z j |. For convex α, the spaces E β α coincide with the spaces of type W described in Chapter 1 of [3] . If α(s) = s 1/µ and β(s) = s 
α,A (W ), where W runs over all conic neighborhoods of U and the union is endowed with the inductive limit topology.
If U = R k , then this definition is equivalent to Definition 1. From now on, it will be tacitly assumed that all considered cones are nonempty. A closed cone K is called a carrier cone of a functional u ∈ E ′β α (R k ) if u can be extended continuously to the space E β α (K). The main result of this paper is the following theorem: Theorem 3. Let functions α and β be as in Definition 1. If the space E β α (R k ) is nontrivial, then the following statements hold:
It should be noted that analogous results for Gelfand-Shilov spaces S ν µ were proved in [11, 12] in a different way for ν = 0 and 0 < ν < 1. The consideration in this paper has the advantage that both these cases are treated on the same footing. Statement 1 of Theorem 3 shows that the space of the functionals carried by a closed cone K is naturally identified with the space E ′β α (K). By Definition 2, we have
where the union is taken over all conic neighborhoods of K and is endowed with the inductive limit topology. It therefore follows from Statement 1 of Theorem 3 that a functional u ∈ E ′β α (R k ) is carried by K if and only if u has a continuous extension to the space E β α (W ) for every conic neighborhood W of K. Statement 3 of Theorem 3 implies that the intersection of an arbitrary family {K ω } ω∈Ω of carrier cones of a functional u ∈ E ′β α (R k ) is again a carrier cone of u. Indeed, let W be a conic neighborhood of K = ω∈Ω K ω . Then by standard compactness arguments (cf. the proof of Lemma 14(a) below), there is a finite family ω 1 , . . . , ω n ∈ Ω such thatK = n j=1 K ωj ⊂ W . By Statement 3 of Theorem 3,K is a carrier cone of u and, therefore, u has a continuous extension to E β α (W ). Hence K is a carrier cone of u. In particular, every functional u ∈ E ′β α (R k ) has a uniquely defined minimal carrier cone -the intersection of all carrier cones of u.
The proof of Theorem 3 essentially relies on the use of Hörmander's L 2 -estimates for the solutions of the inhomogeneous Cauchy-Riemann equations 2∂ j ψ = η j , j = 1, . . . , k. These estimates ensure the existence of a solution ψ which is squareintegrable with respect to the weight function e −ρ /(1 + |z|) 2 provided that η j are square-integrable with respect to the weight function e −ρ and ρ is a plurisubharmonic function on C k . To illustrate how this result is applied in our case, we briefly outline the proof of Statement 1. Let χ(z) be a smooth function on C k vanishing for large |z| and equal to unity in a neighborhood of the origin. For f ∈ E β α (U ), we construct an approximating sequence setting f n (z) = f (z)χ(z/n) − ψ n (z), where the terms ψ n are needed to ensure the analyticity of f n . This latter condition means that ψ n satisfy the equations∂ j ψ n (z) = n −1 f (z)(∂ j χ)(z/n). Hence we can use the L 2 -estimates to prove that ψ n can be chosen small enough to guarantee that f n ∈ E β α (R k ) and f n → f in E β α (U ). However, this strategy implies using L 2 -type norms, while E β α (U ) are defined by supremum norms. This problem is settled in Sec. 2, where we derive an equivalent representation for E β α (U ) in terms of Hilbert spaces. Another complication is that the weight functions e −ρU,A,B entering Definition 2 are not of the type required for L 2 -estimates because ρ U,A,B are not plurisubharmonic. In Sec. 3, this difficulty is overcome by constructing suitable plurisubharmonic approximations for ρ U,A,B . The proof of Theorem 3 is given in Sec. 4.
Hilbert space representation for E β α
Given A, B > 0 and a cone U ⊂ R k , we denote by H β,B α,A (U ) the Hilbert space consisting of entire functions on C k with the finite norm
Here and subsequently, we use the short notation∂ j for ∂/∂z j .
where dλ is the Lebesgue measure on C k and ρ U,A,B is given by (1). We denote Proof. The spaceẼ β,B α,A (U ) belongs to the class of the spaces H(M ) introduced in [10] . The space H(M ) (resp., H p (M ) for p ≥ 1) is defined 3 by a family M = {M γ } γ∈Γ of strictly positive continuous functions on C k and consists of all entire analytic functions on C k with the finite norms
It is supposed that (a) for every γ 1 , γ 2 ∈ Γ, one can find γ ∈ Γ and C > 0 such that
, and (b) there is a countable set Γ ′ ⊂ Γ with the property that for every γ ∈ Γ, one can find
all above conditions are satisfied and we have
. By Lemma 13 of [10] , H(M ) is a nuclear Fréchet space coinciding with H p (M ) for any p ≥ 1 if the following conditions are satisfied:
is integrable on C k and tends to zero as |z| → ∞. (II) For every γ ∈ Γ, there are γ ′ ∈ Γ, a neighborhood of the origin B in C k , and C > 0 such that M γ (z) ≤ CM γ ′ (z + ζ) for any z ∈ C k and ζ ∈ B.
In the considered case, the fulfillment of conditions (I) and (II) follows, respectively, from Lemmas 5 and 6 below. The lemma is proved.
Lemma 5. Let α and β be as in Definition 1 and U be a cone in
where C is a constant and ρ U,A,B is given by (1) .
Proof. Without loss of generality we assume that β(0) = 0. Let κ be as in Definition 1 and s 0 > 0 be such that α(s 0 ) > 0, β(s 0 ) > 0, and the function
Since β(0) = 0, the convexity of β implies that β(s) ≤ tβ(s/t) for any s ≥ 0 and 0 < t ≤ 1. It hence follows that β(s)/s is a nondecreasing function. We therefore
Setting τ = min(1, κ) and summing the estimates for α and β, we find that bound (3) with C = 0 holds for large |z| provided that σ is small enough. Since all considered functions are continuous, adding a sufficiently large positive constant to the left-hand side ensures that the required bound holds for all z ∈ C k . The lemma is proved.
Lemma 6. Let R > 0, U be a cone in R k , α and β be nondecreasing functions on [0, ∞), and ρ U,A,B be given by (1) . For any
Proof. Without loss of generality we can assume that α and β are nonnegative. Then it follows from the monotonicity of α and β that α(
Summing these inequalities yields the required bound.
Recall that DFS-spaces are, by definition, the inductive limits of injective compact sequences of locally convex spaces (see [6] ). Then we have continuous inclusion mappings E
Since countable inductive limits of nuclear spaces are nuclear (see, e.g., [8] , Corollary of Theorem III.7.4), the nuclearity of E In view of (4) this implies that E 
Plurisubharmonic approximations
Recall that the norm | · | is assumed to be uniform. 
Then for every R > 0, there is a plurisubharmonic function ρ R on C k such that 
Corollary. Under the conditions of Theorem 8, there is a plurisubharmonic function ρ such that
where ρ U,A,B is given by ( To prove Theorem 8, we need two lemmas.
Lemma 9. Let α and β be continuous nondecreasing functions on [0, ∞). Suppose there is an entire analytic function ϕ on C which is not identically zero and satisfies the bound
Then there is a plurisubharmonic function ρ on C k and a constant H such that
If α is concave, then there is a plurisubharmonic function ρ on C k and a constant H such that
Proof. Without loss of generality we can assume that α(0) = β(0) = 0 and ϕ(0) = 0 (if ϕ has a zero of order n at z = 0, then we can setφ(z) = Cϕ(z)/z n ; the functioñ ϕ satisfies (9) for C sufficiently small). Set
where Φ(z) = k j=1 ln |ϕ(2z j )|. We obviously haveρ(z) ≤ kβ(4|y|) − α(|x|). Since Φ is plurisubharmonic, ρ(z) = lim z ′ →zρ (z) is also a plurisubharmonic function, see [13] , Sec. II.10.3. In view of the continuity of α and β we haveρ(z) ≤ ρ(z) ≤ kβ(4|y|) − α(|x|) and it remains to show thatρ(z) ≥ −α(2|x|) − kβ(4|y|) − H. It follows from (9) that
and setting H = −Φ(0) = −k ln |ϕ(0)|, we obtain
Since both α and β are nonnegative and monotonic, we have
Substituting these estimates in (12), we obtain the required lower bound forρ. Thus, (10) is proved. Now let α be concave. We replace β(4|y ′ |) with β(2|y ′ |) in the definition of M (ζ) and modify Φ(z) setting Φ(z) = k j=1 ln |ϕ(z j )|. Definingρ and ρ as above, we obtainρ(z) ≤ ρ(z) ≤ kβ(2|y|) − α(|x|). Proceeding as above, we come to the estimate
Since α(0) = 0, we have α(s + t) ≤ α(s) + α(t) for any s, t ≥ 0. It hence follows that
. Substituting this bound and the first inequality (13) in (14) yieldsρ(z) ≥ −α(|x|) − kβ(2|y|) − H, which completes the proof of (11).
Proof. For every a > 0, we define the subharmonic function Θ a on C by the relation
This function satisfies the inequalities
where ln + (r) = max(ln r, 0). Indeed, since Θ a (iy) = a ln sinh(y/a) y/a , the estimate (18) follows from the inequality sinh y/y ≥ 1, y ∈ R. Further, the inequalities
imply that
≤ e |y/a| min(1, a/|x|). Passing to the logarithms, we obtain (19). We now set
is also a plurisubharmonic function and the continuity of δ U (x) and |y| ensures that σ R satisfies (15) and (16). Estimate (18) implies that
In view of the elementary inequalities
Estimating δ U (x + x ′ ) below by max(δ U (x) − |x ′ |, 0) and calculating the infimum with respect to
In view of (20) we find that
Hence (17) follows because σ R ≥σ R . The lemma is proved.
Proof of Theorem 8. Without loss of generality we assume that β(0) = 0. Set ρ ′ (z) = β(Beσ R (z)), where σ R is a plurisubharmonic function satisfying the conditions of Lemma 10. Since a composition of a nondecreasing convex function with a plurisubharmonic function is plurisubharmonic ( [5] , Theorem 4.1.13), ρ ′ is a plurisubharmonic function. In view of the monotonicity of β inequalities (15)- (17) imply the bounds
By Lemma 9, there are a plurisubharmonic function ρ ′′ and a constant H such that
where
The function ρ is plurisubharmonic because β(D|y|) and β(|By|) are convex and, therefore, plurisubharmonic functions.
Bounds (6)- (8) which is ensured by the convexity of β and the condition β(0) = 0.
Proof of Theorem 3
As above, we denote by dλ the Lebesgue measure on C k . The proof of Theorem 3 is based on the following result which is a particular case of Theorem 4.2.6 of [5] .
Lemma 11. Let ρ be a plurisubharmonic function on C k and η j , j = 1, . . . , k, be locally square-integrable functions on C k . Suppose |η j (z)| 2 e −ρ(z) dλ(z) < ∞ for all j and η j satisfy (as generalized functions) the compatibility conditions∂ j η l = ∂ l η j . Then the inhomogeneous Cauchy-Riemann equations∂ j ψ = η j have a locally square-integrable solution satisfying the bound
Let ρ be a measurable locally bounded function on C k and let L 2 (C k , e −ρ dλ) be the Hilbert space of functions, square-integrable with respect to the measure e −ρ dλ. We denote by H ρ the closed subspace of L 2 (C k , e −ρ dλ) consisting of entire analytic functions.
Lemma 12. Let ρ 0 , ρ, and ρ ′ be measurable locally bounded functions on C k such that ρ 0 ≤ ρ ′ and ρ ≤ ρ ′ . Suppose that for every R > 0, there is a plurisubharmonic function ρ R such that
where C R is a constant. Then H ρ is contained in the closure of H ρ0 in H ρ ′ . Proof. Let f ∈ H ρ and χ be a smooth function on C k such that 0 ≤ χ ≤ 1, χ(z) = 1 for |z| ≤ 1 and χ(z) = 0 for |z| ≥ 2. Set g n (z) = f (z)χ(z/n). Sincē ∂ j g n (z) = n −1 f (z)(∂ j χ)(z/n) vanish for |z| ≥ 2n, it follows from (29) that
where · ρ is the norm in L 2 (C k , e −ρ dλ) and a = sup z,j |∂ j χ(z)|. By Lemma 11,  there is a locally square-integrable function ψ n on C k such that∂ j ψ n =∂ j g n and
In view of (28) this implies that ψ n ρ0 < ∞. Further, we have∂ j (g n − ψ n ) = 0 and, therefore, g n −ψ n coincides almost everywhere with an entire analytic function f n . Since g n is a function with compact support, we have g n ρ0 < ∞ and hence
The bound in Lemma 11 differs from the estimate in [5] by the factor k 2 in the right-hand side which appears because we use the uniform norm instead of the Euclidean norm used in [5] .
. By (27) and (30), we have ψ n
. Thus f n → f in H ρ ′ and the lemma is proved.
Lemma 12 was proved in [12] in a different way under the additional assumption that ρ R are smooth. The simple proof given above rather follows the line of reasoning sketched in Sec. 5 of [11] .
Note that the spaces H 
be the continuous linear mappings taking f to (f, f ) and (f 1 , f 2 ) to f 1 − f 2 respectively. The mapping l has a closed image because by Definition 2, we have E
and, therefore, Im l = Ker m. In view of Lemma 7 this implies that the space Im l is DFS.
. By the open mapping theorem (see [8] , Theorem IV.8.3; it is applicable because DFS spaces are B-complete being strong duals of Fréchet spaces [6] ), the linear functionalûl 
and, therefore, Ker v ⊃ Im l. Since Ker m = Im l, this inclusion implies the existence of a functionalû ∈ E
. Thus the proof of Statement 3 is reduced to the proof of the surjectivity of m. The latter is ensured by the following result on decomposition of test functions: 5 Recall that the direct sum of a finite family of DFS spaces and a closed subspace of a DFS space are again DFS spaces, see [6] .
δ Wν (x) > 1 for any x ∈ V ν such that |x| ≥ 1/θ ′ , i.e., the sets V ν ∩W ν are bounded in R k . In view of (32) this implies that (33) δ U (x) ≤ δ U∪Uν (x/θ) + C, x ∈W ν , ν = 1, 2, where C is a constant. It hence follows that (34) δ U (x) ≤ δ U∪U1∪U2 (x/θ) + C, x ∈W 1 ∩W 2 .
Letf 1,2 = f g 1,2 . Since f is analytic, we have∂ jf1 = f∂ j g 1 , j = 1, . . . , k. By the definition of g ν , we have supp g ν ⊂W ν , ν = 1, 2. As g 1 + g 2 = 1, this implies supp∂ j g 1 ⊂W 1 ∩W 2 and in view of (2) where H is a constant. It follows from (35) and (36) that |∂ jf1 (z)| 2 e −2ρ(z) dλ(z) < ∞. By Lemma 11, the inhomogeneous Cauchy-Riemann equations∂ j ψ =∂ jf1 have a locally square-integrable solution such that (37) |ψ(z)| 2 e −2ρ(z) (1 + |z| 2 ) −2 dλ(z) < ∞.
We have∂ j (f 1 − ψ) =∂ j (f 2 + ψ) = 0 and, therefore, there are entire analytic functions f 1 and f 2 that coincide almost everywhere withf 1 − ψ andf 2 + ψ respectively. The right inequality in (36) and condition (37) imply that ψ 
