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Integral representations for the Hartman–Watson
density
Yuu Hariya∗
Abstract
This paper concerns the density of the Hartman–Watson law. Yor (1980)
obtained an integral formula that gives a closed-form expression of the Hartman–
Watson density. In this paper, based on Yor’s formula, we provide alternative
integral representations for the density. As an immediate application, we recover
in part a Dufresne’s result (2001) that remarkably simplifies representations for
the laws of exponential additive functionals of Brownian motion. We also apply
that simplification to the law of some additive functional of Bessel process.
1 Introduction
Let B = {Bt}t≥0 be a one-dimensional standard Brownian motion. For every µ ∈ R, we
denote by B(µ) = {B(µ)t := Bt + µt}t≥0 the Brownian motion with constant drift µ and
set
A
(µ)
t :=
∫ t
0
e2B
(µ)
s ds, t ≥ 0;
when µ = 0, we simply write At for A
(µ)
t . This additive functional, together with
the geometric Brownian motion eB
(µ)
t , t ≥ 0, plays an important role in a number of
areas such as option pricing in mathematical finance, diffusion processes in random
environments, probabilistic study of Laplacians on hyperbolic spaces, and so on; see the
detailed surveys [12, 13] by Matsumoto–Yor and references therein.
In [16], Yor proved that for every t > 0, the joint law of Bt and At is given by
P(Bt ∈ dx, At ∈ dv) = 1
v
exp
{
− 1
2v
(
1 + e2x
)}
Θ(ex/v, t) dxdv, x ∈ R, v > 0, (1.1)
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2or equivalently,
P
(
eBt ∈ du, At ∈ dv
)
=
1
uv
exp
(
−1 + u
2
2v
)
Θ(u/v, t) dudv, u, v > 0, (1.2)
where for every r > 0, the function Θ(r, t), t > 0, is the (unnormalized) density of
the so-called Hartman–Watson distribution ([8]) which is characterized by the Laplace
transform ∫ ∞
0
dt exp
(
−λ
2
2
t
)
Θ(r, t) = I|λ|(r), λ ∈ R. (1.3)
Here for every index ν ∈ R, the function Iν is the modified Bessel function of the first
kind of order ν; see [9, Section 5.7] for definition. By the Cameron–Martin relation, we
see from (1.2) that for every µ ∈ R and t > 0, the law of A(µ)t is expressed as
P(A
(µ)
t ∈ dv)
dv
=
1
v
exp
(
− 1
2v
− µ
2
2
t
)∫ ∞
0
du
u
uµ exp
(
−u
2
2v
)
Θ(u/v, t)
= vµ−1 exp
(
− 1
2v
− µ
2
2
t
)∫ ∞
0
dr rµ−1 exp
(
−v
2
r2
)
Θ(r, t), v > 0, (1.4)
where for the second line, we changed the variables with u = vr, r > 0.
Remark 1.1. Two derivations of the formula (1.1) different from the original one by
[16], are found in the present paper; see Proposition 4.2 and Remark 4.4, in the latter
of which detailed derivation of (1.4) without using (1.2) is provided as well. Those two
derivations also differ from the one in [12, Subsection 4.1] based on the Sturm–Liouville
theory.
It is also proven by Yor [15] that the function Θ admits the following integral repre-
sentation: for every r > 0 and t > 0,
Θ(r, t) =
r√
2pi3t
∫ ∞
0
dy exp
(
pi2 − y2
2t
)
exp (−r cosh y) sinh y sin
(piy
t
)
, (1.5)
which we may rephrase conveniently as
Θ(r, t) =
r
2pi
exp
(
pi2
2t
)
E
[
exp (−r coshBt) sinhBt sin
(pi
t
Bt
)]
(1.6)
by the fact that the function R ∋ y 7→ sinh y sin(piy/t) is symmetric. We also refer to
[2, p. 82] for (1.5), as well as [2, p. 175, Formula 1.10.8] for the joint law (1.1) above.
The formula (1.5) has continuously attracted researchers’ attention particularly from
the view point of evaluation of Asian options in the Black–Scholes framework; see, e.g.,
[3, 1] and references therein. Yor obtained (1.5) by inverting the Laplace transform
(1.3), reasoning of which is also reproduced in [12, Appendix A]. In [7, Subsection A.3],
we explain (1.5) via the relation∫ ∞
0
dr
r
e−r coshxΘ(r, t) =
1√
2pit
exp
(
−x
2
2t
)
, t > 0, x ∈ R, (1.7)
3which is found, e.g., in [10, Proposition 4.5 (i)] and, as was observed in [12, Proposi-
tion 4.2], may be obtained by integrating both sides of (1.1) with respect to v. In this
paper, we continue our discussion of [7, Subsection A.3] and, based on Yor’s formula
(1.5) (or (1.6)), aim at providing the following alternative representations of Θ:
Theorem 1.1. For every r > 0 and t > 0, it holds that
Θ(r, t) =
r
pi
exp
(
pi2
8t
)
E
[
coshBt cos(r sinhBt) cos
( pi
2t
Bt
)]
(1.8)
=
r
pi
exp
(
pi2
8t
)
E
[
coshBt sin(r sinhBt) sin
( pi
2t
Bt
)]
(1.9)
=
r
2pi
exp
(
pi2
8t
)
E
[
coshBt cos
(
r sinhBt − pi
2t
Bt
)]
. (1.10)
More generally, we have for every r > 0 and t > 0,
Θ(r, t) =
r
pi
exp
(
pi2
8t
)
E
[
coshBt cos(r sinhBt − ν) cos
( pi
2t
Bt − ν
)]
, (1.11)
where ν ∈ R is arbitrary. The representations (1.8), (1.9) and (1.10) may be seen as
the case ν = 0, pi/2, pi/4, respectively.
The third representation (1.10) follows by summing (1.8) and (1.9). If we multiply
(1.8) and (1.9) by cos2 ν and sin2 ν, respectively, then taking their sum leads to the
fourth representation (1.11); for details, see the proof of Theorem 1.1 given in Section 2
whose reasoning will also reveal that ν may be replaced by any complex number.
Remark 1.2. (1) Taking the difference of (1.8) and (1.9) leads to the following fact of
interest:
E
[
coshBt cos
(
r sinhBt +
pi
2t
Bt
)]
= 0 for any r > 0 and t > 0, (1.12)
which we return to in Remark 3.1. The representation (1.10) should be considered
jointly with (1.12).
(2) Differentiating the representation (1.11) with respect to ν yields
E
[
coshBt sin
(
r sinhBt +
pi
2t
Bt − 2ν
)]
= 0, r > 0, t > 0,
for any ν ∈ R, which agrees with (1.12) since for any r > 0 and t > 0,
E
[
coshBt sin
(
r sinhBt +
pi
2t
Bt
)]
= 0
due to the fact that the function sin (r sinh x+ pix/(2t)) , x ∈ R, is an odd function.
(3) In view of (1.5), we see from (1.8) that
lim
r→∞
E
[
coshBt cos(r sinhBt) cos
( pi
2t
Bt
)]
= 0,
which may also be explained by the Riemann–Lebesgue lemma. The same remark is
true for (1.9).
4Theorem 1.1 has several applications. One of its immediate consequences is that
for every fixed t > 0, the derivative of Θ(r, t) of any order at r = 0+ vanishes due
to repeated occurrence of the multiple factor sin(r sinhBt) in integrands when taking
derivatives of (1.8) and (1.9) with respect to r.
Proposition 1.1. Fix t > 0. It holds that
lim
r→0+
∂n
∂rn
Θ(r, t) = 0, n = 0, 1, 2, . . . . (1.13)
In particular, as r → 0+,
Θ(r, t) = o(rκ) for any κ > 0. (1.14)
For the proof, see Subsection 3.1; the fact (1.13) can also be deduced readily from
(1.10) and (1.12), for which we refer the reader to Remark 3.1 in the same subsection.
As a consequence of (1.14), we see that the integral in (1.4) does converge even when
µ ≤ 0. We recall that (1.13) is also observed in [11, Subsection 2.1] from Yor’s formula
(1.5) combined with a remark by Stieltjes in 1894, stating that for any integer n,∫
R
dx exp
(
−x
2
2t
)
enx sin
(pix
t
)
= 0 (1.15)
(see [11, Equation (6.3)]). Our Theorem 1.1 allows us to obtain (1.13) more directly,
without relying on Stieltjes’ remark.
Remark 1.3. Since the left-hand side of (1.15) is written as
√
2pitE
[
enBt sin
(pi
t
Bt
)]
,
the fact (1.15) is verified by the Cameron–Martin relation:
e−n
2t/2
E
[
enBt sin
(pi
t
Bt
)]
= E
[
sin
{pi
t
(Bt + nt)
}]
= (−1)nE
[
sin
(pi
t
Bt
)]
,
which is zero by symmetry of Brownian motion.
When inserting the representation (1.5) into (1.4), a double integral emerges in the
description of the law of A
(µ)
t . The second application of Theorem 1.1 is that, when µ
is a nonnegative integer, we easily reduce that apparently complicated double integral
to a single integral using Fubini’s theorem, thanks to the well-known formulae (see [9,
Equations (4.11.2) and (4.11.3)]) for the Hermite polynomials
H2n(x) =
(−1)n22n+1ex2√
pi
∫ ∞
0
ds s2ne−s
2
cos(2xs), x ∈ R,
H2n+1(x) =
(−1)n22n+2ex2√
pi
∫ ∞
0
ds s2n+1e−s
2
sin(2xs), x ∈ R,
5where n is any nonnegative integer. Dealing with other values of µ as well, we put the
above-mentioned reduction in Proposition 1.2 below, which recovers in part Theorem 4.2
of [4] by Dufresne. For every µ ∈ R, we denote by Hµ the Hermite function of degree µ
and recall its integral representation when µ > −1:
Hµ(x) =
2µ+1ex
2
√
pi
∫ ∞
0
ds sµe−s
2
cos
(
2xs− piµ
2
)
, x ∈ R (1.16)
(see Section 10.2 and Equation (10.5.5) in [9] for the definition of the Hermite functions
and the integral representation (1.16), respectively).
Proposition 1.2. Let µ > −1. For every t > 0, the law of A(µ)t admits the density
function expressed by
P(A
(µ)
t ∈ dv)
dv
=
Cµ(t)√
v3−µ
E
[
exp
(
−cosh
2Bt
2v
)
Hµ
(
sinhBt√
2v
)
coshBt cos
{
pi
2
(
Bt
t
− µ
)}]
(1.17)
for v > 0, where Cµ(t) =
(
1/
√
2µ+1pi
)
epi
2/(8t)−µ2t/2.
Recall that
H0(x) = 1, H1(x) = 2x, x ∈ R
(see, e.g., [9, p. 60]). The expression (1.17) in the case µ = 0 was obtained by several
authors, for which we refer the reader to [4, p. 223] as well as the beginning of [11,
Subsection 2.2]; an alternative derivation of (1.17) in the case µ = 0 and µ = 1 without
relying on Theorem 1.1, will be found in Section 4. If we consider the law of 1/(2A
(µ)
t ),
then from (1.17), we partly recover Formula (4.9) in [4, Theorem 4.2] due to Dufresne,
who also shows that the formula is valid for µ ≤ −1 as well, by developing a recurrence
relation that connects the law of 1/(2A
(ν)
t ) with that of 1/(2A
(µ)
t ) when ν < µ. We do
not pursue it here with generality, however, if we repeat integration by parts as necessary
appealing to the fact (1.13), then Theorem 1.1 enables us to reduce the computation
of the case µ ≤ −1 to a situation where the formula (1.16) applies or the function H−1
emerges; see Remark 3.2.
We explain in some detail the plan of the paper. In Section 2, we prove Theorem 1.1;
we do this by preparing Lemma 2.1 which shows equivalence of certain three relations
for expectations relative to Brownian motion. Since in the proof of Theorem 1.1, one
implication between two of the three relations is used, we give its proof in Section 2 and
the rest of the proof of the lemma is provided in the appendix. Propositions 1.1 and 1.2
are proven in Section 3. We prove in Section 4 a family of integral identities that not only
embraces relations in Theorem 1.1, but can also be used to derive the formula (1.1) with
the representation (1.8) of Θ inserted in; see Proposition 4.1 and discussions that follow
6the proof of the proposition. Revealing its connection with (1.4), we also explore an
explicit integral representation for the law of time integral of reciprocal squared Bessel
process of any dimension, and show that it is simplified into a single integral when the
dimension is an even integer not less than −2. Finally in the appendix, we complete
the proof of Lemma 2.1.
2 Proof of Theorem 1.1
From now on, we fix t > 0. This section is devoted to the proof of Theorem 1.1. Let
two real-valued functions F and G on R be continuous for simplicity and suppose that
they are even functions and satisfy
E[|F (Bt)|] <∞ and E[|G(Bt)| coshBt] <∞. (2.1)
Lemma 2.1. Under the condition (2.1), the following three relations are equivalent:
(i)
2
pi
E
[
F (Bt) coshBt
cosh(2Bt) + cosh(2x)
]
=
1√
2pit
exp
(
−x
2
2t
)
G(x) for any x ∈ R; (2.2)
(ii) E
[
e−r coshBtF (Bt)
]
= E[G(Bt) coshBt cos(r sinhBt)] for any r ≥ 0; (2.3)
(iii) E
[
F (Bt)
coshBt + cosh x
]
= E
[
G(Bt)
cosh(x+Bt)
]
for any x ∈ R. (2.4)
Since, in the proof of Theorem 1.1, we only use the implication from (i) to (ii), we
give a proof of it below and postpone proofs of other implications to the appendix.
Proof of (i) ⇒ (ii) in Lemma 2.1. For every r ≥ 0, we integrate both sides of (2.2)
multiplied by cosh x cos(r sinh x) with respect to x ∈ R. Then the right-hand side turns
into that of (2.3) in view of the latter condition in (2.1). On the other hand, provided
that we are allowed to use Fubini’s theorem, the left-hand side turns into
2
pi
E
[
F (Bt) coshBt
∫
R
dx
cosh x cos(r sinh x)
cosh(2Bt) + cosh(2x)
]
= E
[
e−r coshBtF (Bt)
]
as claimed. Here for the equality, we used the fact that for any b ∈ R and r ≥ 0,∫
R
dx
cosh x cos(r sinh x)
cosh(2b) + cosh(2x)
=
pi
2 cosh b
e−r cosh b, (2.5)
which follows readily by noting cosh(2b)+cosh(2x) = 2
(
cosh2 b+ sinh2 x
)
, and changing
the variables with sinh x = y cosh b, y ∈ R. Usage of Fubini’s theorem mentioned above
is justified by taking r = 0 in (2.5); indeed,
2
pi
∫
R
dx cosh xE
[ |F (Bt)| coshBt
cosh(2Bt) + cosh(2x)
]
= E[|F (Bt)|] , (2.6)
which is assumed to be finite in (2.1). The proof is complete.
7In what follows, we denote by C the complex plane and write i =
√−1. A pair of
functions F and G fulfilling the relation (2.2) may be obtained by the residue theorem
applied to a meromorphic function f of the form
f(z) =
J(z)
cosh(2z) + cosh(2x)
exp
(
−z
2
2t
)
, z ∈ C,
where x ∈ R and J(z), z ∈ C, is an odd entire function which will be taken to be either
sinh(2z) or sinh z below. When x 6= 0, the poles w of f each of whose imaginary part
Imw lies between 0 and pi, are two points ±x+(pi/2)i. By taking a rectangular contour
circling these poles and having its two sides on the two lines Im z = 0 and Im z = pi,
residue calculus yields, at least heuristically,
1
2pii
∫
R
dξ
cosh(2ξ) + cosh(2x)
exp
(
−ξ
2
2t
+
pi2
2t
)
J(ξ + pii) exp
(
−piξ
t
i
)
=
1
2 sinh(2x)
exp
(
−x
2
2t
+
pi2
8t
){
J(x+ pii/2) exp
(
−pix
2t
i
)
+ J(x− pii/2) exp
(pix
2t
i
)}
for x 6= 0. When J(z) = sinh(2z) and sinh z, the above computation is justified, yielding
the following lemma:
Lemma 2.2. It holds that for any x ∈ R,
1
pi
E
[
sinhBt coshBt sin (piBt/t)
cosh(2Bt) + cosh(2x)
]
=
1√
2pit
exp
(
−x
2
2t
− 3pi
2
8t
)
cos
(pix
2t
)
, (2.7)
1
pi
E
[
sinhBt sin (piBt/t)
cosh(2Bt) + cosh(2x)
]
=
1√
2pit
exp
(
−x
2
2t
− 3pi
2
8t
)
S(x), (2.8)
where in the latter identity, the function S(x) ≡ S(x, t), x ∈ R, is given by
S(x) =
{
sin( pi
2t
x)/ sinh x for x 6= 0,
pi/(2t) for x = 0.
Validity of (2.7) and (2.8) at x = 0 follows by passing to the limit as x → 0. We
remark that these two identities are found in Lemmas 3.1 and 3.2 of [11] by Matsumoto–
Yor, in which paper those two lemmas are used to show that, in the case µ = 0 and 1,
the expression (1.4) with Yor’s formula (1.5) inserted in coincides with (1.17). What is
revealed in the present paper is that coincidence for any µ > −1 is also reduced to the
above two identities (2.7) and (2.8) via Theorem 1.1.
We are in a position to prove the theorem.
Proof of Theorem 1.1. First we prove (1.8). The identity (2.7) tells us that we may take
F (x) =
1
2
sinh x sin
(pix
t
)
and G(x) = exp
(
−3pi
2
8t
)
cos
(pix
2t
)
8in the relation (2.2). It is clear that these functions fulfill the integrability condition
(2.1). Therefore by Lemma 2.1, we have for every r ≥ 0,
1
2
E
[
e−r coshBt sinhBt sin
(pi
t
Bt
)]
= exp
(
−3pi
2
8t
)
E
[
coshBt cos(r sinhBt) cos
( pi
2t
Bt
)]
.
Now the representation (1.8) follows from this and Yor’s formula (1.6).
We proceed to the proof of (1.9). The second identity (2.8) in Lemma 2.2 shows
that we may take in (2.2)
F (x) =
1
2
sinh x
cosh x
sin
(pix
t
)
and G(x) = exp
(
−3pi
2
8t
)
S(x),
which pair also fulfills (2.1). Therefore by Lemma 2.1, we have for every r ≥ 0,
1
2
E
[
e−r coshBt
sinhBt
coshBt
sin
(pi
t
Bt
)]
= exp
(
−3pi
2
8t
)
E[coshBt cos(r sinhBt)S(Bt)] .
Thanks to the fact that coshBt, and hence | sinhBt| as well, is integrable, by differenti-
ating both sides with respect to r and by appealing to the formula (1.6) again, we arrive
at (1.9).
The representation (1.10) is a consequence of summation of (1.8) and (1.9). To prove
(1.11), fix ν ∈ R. Using the addition theorem, we develop
cos(r sinhBt − ν) cos
( pi
2t
Bt − ν
)
= cos(r sinhBt) cos
( pi
2t
Bt
)
cos2 ν + sin(r sinhBt) sin
( pi
2t
Bt
)
sin2 ν
+R(Bt) sin ν cos ν
with R(x), x ∈ R, an odd function such that E [|R(Bt)| coshBt] <∞. Hence the right-
hand side of the claimed identity (1.11) is equal to
r
pi
exp
(
pi2
8t
){
E
[
coshBt cos(r sinhBt) cos
( pi
2t
Bt
)]
cos2 ν
+ E
[
coshBt sin(r sinhBt) sin
( pi
2t
Bt
)]
sin2 ν
}
= Θ(r, t)
(
cos2 ν + sin2 ν
)
by (1.8) and (1.9), which shows (1.11) and completes the proof of the theorem.
3 Proof of Propositions 1.1 and 1.2
In the sequel, we set the function g(r) ≡ g(r, t), r > 0, by
g(r) := E
[
coshBt cos(r sinhBt) cos
( pi
2t
Bt
)]
.
9As seen in the previous section, it holds that for any r > 0,
g(r) = E
[
coshBt sin(r sinhBt) sin
( pi
2t
Bt
)]
and
Θ(r, t) =
r
pi
exp
(
pi2
8t
)
g(r). (3.1)
3.1 Proof of Proposition 1.1
In this subsection, we prove Proposition 1.1.
Proof of Proposition 1.1. By the relation (3.1), it suffices to show that
lim
r→0+
g(n)(r) = 0, n = 0, 1, 2, . . . . (3.2)
By observing the fact that
E[coshBt |sinhBt|n] <∞ (3.3)
for any nonnegative integer n, successive differentiation of the above two representations
of g yields
g(2n)(r) = (−1)nE
[
coshBt sinh
2nBt sin(r sinhBt) sin
( pi
2t
Bt
)]
,
g(2n+1)(r) = (−1)n+1E
[
coshBt sinh
2n+1Bt sin(r sinhBt) cos
( pi
2t
Bt
)]
for every nonnegative integer n, from which (3.2) follows readily by the dominated
convergence theorem.
Remark 3.1. Another direct way of convincing ourselves of (3.2) is to consider the
mapping
R ∋ r 7→ E
[
coshBt cos
( pi
2t
Bt − r sinhBt
)]
,
which determines a C∞-function thanks to (3.3), agrees with 2g(r) for r > 0, and is
identically zero on (−∞, 0) in view of (1.12), and hence would yield a contradiction if
(3.2) were not the case.
3.2 Proof of Proposition 1.2
In this subsection, we prove Proposition 1.2.
10
Proof of Proposition 1.2. We insert the representation (1.11) into (1.4) putting ν =
piµ/2. Then for µ > −1, Fubini’s theorem entails that (1.4) is rewritten as
1
pi
exp
(
pi2
8t
− µ
2
2
t
)
vµ−1 exp
(
− 1
2v
)
E
[
h(Bt) coshBt cos
{
pi
2
(
Bt
t
− µ
)}]
, (3.4)
where we set the function h(x), x ∈ R, by
h(x) =
∫ ∞
0
dr rµ exp
(
−v
2
r2
)
cos
(
r sinh x− piµ
2
)
,
which is equal, by changing the variables with r =
√
(2/v)s, to
(
2
v
)(µ+1)/2 ∫ ∞
0
ds sµe−s
2
cos
(
2
sinh x√
2v
s− piµ
2
)
=
√
pi
(2v)µ+1
exp
(
−sinh
2 x
2v
)
Hµ
(
sinh x√
2v
)
by the formula (1.16) for Hµ with µ > −1. Inserting the last expression of h into (3.4)
and rearranging terms lead to (1.17) and conclude the proof.
We end this section with a remark on the case µ ≤ −1.
Remark 3.2. We take µ = −3/2 and −2 as an illustration. Noting the relation (3.1), we
use the function g to rewrite the integral in (1.4) with respect to r as
1
pi
exp
(
pi2
8t
)
I(µ) with I(µ) :=
∫ ∞
0
dr rµ exp
(
−v
2
r2
)
g(r).
The proof of Proposition 1.2 shows that I(µ) may be expressed in terms of Hµ when
µ > −1. If we take µ = −3/2, then integration by parts yields
I(−3/2) = −2vI(1/2) + 2
∫ ∞
0
dr
r1/2
exp
(
−v
2
r2
)
g′(r) (3.5)
owing to (1.13). Recalling (1.11), we have
g′(r) = −E
[
coshBt sinhBt sin(r sinhBt − ν) cos
( pi
2t
Bt − ν
)]
= −E
[
coshBt sinhBt cos
(
r sinhBt − ν − pi
2
)
cos
( pi
2t
Bt − ν
)]
for every r > 0 and ν ∈ R. Therefore choosing ν = −(3/4)pi and appealing to Fubini’s
theorem and (1.16), we may express the second term on the right-hand side of (3.5) in
terms of H−1/2. In the case µ = −2, we have in the same way as above,
I(−2) = −vI(0) +
∫ ∞
0
dr
r
exp
(
−v
2
r2
)
g′(r). (3.6)
11
Noting that
g′(r) = −E
[
coshBt sinhBt sin(r sinhBt) cos
( pi
2t
Bt
)]
, r > 0,
and that | sin(r sinhBt)/r| ≤ | sinhBt| for any r > 0, Fubini’s theorem entails that the
second term on the right-hand side of (3.6) is written as
−E
[
coshBt sinhBt cos
( pi
2t
Bt
)∫ ∞
0
dr
r
exp
(
−v
2
r2
)
sin(r sinhBt)
]
.
By the formulae ∫ ∞
0
ds
s
e−s
2
sin(2xs) =
√
pi
∫ x
0
dy e−y
2
, x ≥ 0, (3.7)
H−1(x) = e
x2
∫ ∞
x
dy e−y
2
, x ∈ R, (3.8)
the integrand in the last expectation may be expressed in terms of H−1. As for the
formula (3.8), see [9, Equation (10.5.3)]. The formula (3.7) may easily be verified by
writing
sin(2xs)
s
= 2
∫ x
0
dy cos(2sy), s > 0,
and using Fubini’s theorem.
4 Further discussions
In this section, we develop further the discussion used in deriving Lemma 2.2 to obtain
a family of integral identities that includes the relations (1.10) and (1.12) as its special
cases, which, in turn, yield (1.8) and (1.9); that family also enables us to give an
independent proof for the joint density (1.1).
We keep t > 0 fixed. We prove
Proposition 4.1. For every r, λ ≥ 0 and γ ∈ R, it holds that
E
[
e−r coshBt cos
( pi
2t
Bt + λ sinhBt − γBt
)]
= exp
(
piγ
2
− pi
2
8t
)
E
[
e−λ coshBt cos (r sinhBt + γBt)
]
.
(4.1)
Before giving a proof of the above proposition, we show in the remark below how to
obtain several relations in Section 1 from (4.1).
Remark 4.1. (1) If we differentiate both sides of (4.1) at λ = 0, then we obtain
E
[
e−r coshBt sinhBt sin
{( pi
2t
− γ
)
Bt
}]
= exp
(
piγ
2
− pi
2
8t
)
E[coshBt cos (r sinhBt + γBt)] .
(4.2)
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Taking γ = −pi/(2t) yields the relation (1.10). By taking γ = pi/(2t), the relation (1.12)
also follows, which, together with (1.10), entails (1.8) and (1.9).
(2) Moreover, if we take γ = 0 in (4.2), then in view of the implication from (ii) to (i)
in Lemma 2.1, we have
1
pi
exp
(
pi2
8t
)
E
[
sinh(2Bt) sin
(
pi
2t
Bt
)
cosh(2Bt) + cosh(2x)
]
=
1√
2pit
exp
(
−x
2
2t
)
for any x ∈ R (4.3)
(see also Remark 4.2 below), which may be restated, by replacing x and t by x/2 and
t/4, respectively, and by using the scaling property of Brownian motion, as
1
2pi
exp
(
pi2
2t
)
E
[
sinhBt sin
(
pi
t
Bt
)
coshBt + cosh x
]
=
1√
2pit
exp
(
−x
2
2t
)
.
Note that the left-hand side is rewritten as
1
2pi
exp
(
pi2
2t
)∫ ∞
0
dr e−r cosh x E
[
e−r coshBt sinhBt sin
(pi
t
Bt
)]
by Fubini’s theorem. Therefore once the characterization (1.7) of Θ, namely the Laplace
transform of Θ(r, t)/r in variable r > 0, is at our disposal, the integral representation
(1.5) follows by the injectivity of Laplace transform. We also note that in view of
Lemma 2.1, the relation (4.3) is equivalent to
exp
(
pi2
8t
)
E
[
sinhBt sin
(
pi
2t
Bt
)
coshBt + cosh x
]
= E
[
1
cosh(x+Bt)
]
for any x ∈ R,
which relation has been observed in [7, Subsection A.3].
It would also be of interest to note that by taking γ = pi/(4t) in (4.1), there holds
the following symmetry with respect to variables r, λ ≥ 0:
E
[
e−r coshBt cos
(
λ sinhBt +
pi
4t
Bt
)]
= E
[
e−λ coshBt cos
(
r sinhBt +
pi
4t
Bt
)]
.
In order to prove Proposition 4.1, we consider a contour integral of a meromorphic
function f(z), z ∈ C, of the form
f(z) =
sinh(2z)
cosh(2z) + cosh(2x)
exp
{
− 1
2t
(
z − pi
2
i
)2}
G
(
z − pi
2
i
)
,
where x ∈ R is fixed and G denotes an even entire function. If we take the same contour
as used in Section 2 supposing x 6= 0, then we have for a suitable choice of G,
1
2pii
∫
R
dξ
sinh(2ξ)
cosh(2ξ) + cosh(2x)
exp
(
−ξ
2
2t
+
pi2
8t
)
×
{
exp
(
piξ
2t
i
)
G
(
ξ − pi
2
i
)
− exp
(
−piξ
2t
i
)
G
(
ξ +
pi
2
i
)}
= exp
(
−x
2
2t
)
G(x)
(4.4)
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by residue calculus applied to f . As will be seen, we are allowed to take G(z) =
exp(−λ cosh z) cos(γz) and exp(−λ cosh z) sin(γz) sinh z for λ ≥ 0 and γ ∈ R, obtaining
the following lemma: set
Σ(x, γ) ≡ Σλ(x, γ) := epiγ/2 sin
(pix
2t
+ λ sinh x+ γx
)
, x ∈ R.
Lemma 4.1. For any λ ≥ 0 and γ ∈ R, the relation (2.2) holds for the following pairs
of functions F (x) and G(x), x ∈ R:
(i)


F (x) =
1
2
exp
(
pi2
8t
)
sinh x {Σ(x, γ) + Σ(x,−γ)} ,
G(x) = exp(−λ cosh x) cos(γx);
(ii)


F (x) = −1
2
exp
(
pi2
8t
)
sinh x cosh x {Σ(x, γ)− Σ(x,−γ)} ,
G(x) = exp(−λ cosh x) sin(γx) sinh x.
Proof. In the case G(z) = exp(−λ cosh z) cos(γz), z ∈ C, because of the fact that∣∣∣exp{−λ cosh (L+ iη − pi
2
i
)}∣∣∣ = exp(−λ coshL sin η) ≤ 1
for any L ∈ R and 0 ≤ η ≤ pi when λ ≥ 0, it follows readily that∣∣∣∣
∫ pi
0
dη f(L+ iη)
∣∣∣∣ −−−−→|L|→∞ 0,
which justifies (4.4), yielding the pair (i). The same justification is also true in the case
G(z) = exp(−λ cosh z) sin(γz) sinh z, z ∈ C, and leads to (ii). As it is clear that γ may
be any complex number in the above argument, it is also possible to obtain (ii) from (i)
by using the following relations:
Σ(x, γ − i)− Σ(x, γ + i)
2i
= −Σ(x, γ) cosh x,
cos {(γ − i)x} − cos {(γ + i)x}
2i
= sin(γx) sinh x
for any x, γ ∈ R. We conclude the proof of the lemma.
Remark 4.2. The relation (4.3) is nothing but the case λ = γ = 0 in (i); in other words,
it is obtained simply by taking G ≡ 1 in (4.4).
Using the above lemma, we prove Proposition 4.1.
Proof of Proposition 4.1. By Lemma 2.1 and (i) of Lemma 4.1, we have for any r, λ ≥ 0
and γ ∈ R,
1
2
exp
(
pi2
8t
)
E
[
e−r coshBt sinhBt {Σλ(Bt, γ) + Σλ(Bt,−γ)}
]
= E
[
e−λ coshBt cos(γBt) coshBt cos(r sinhBt)
]
,
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which shows that the first derivatives with respect to λ of the following two expressions
agree:
1
2
exp
(
pi2
8t
)
E
[
e−r coshBt
{
Σ˜λ(Bt, γ) + Σ˜λ(Bt,−γ)
}]
, (4.5)
E
[
e−λ coshBt cos(γBt) cos(r sinhBt)
]
, (4.6)
where we set
Σ˜λ(x, γ) := e
piγ/2 cos
(pix
2t
+ λ sinh x+ γx
)
, x, γ ∈ R.
(Since E[| sinhBt|] and E[coshBt] are finite, we are allowed to interchange the order
of differentiation and expectation.) Moreover, by the Riemann–Lebesgue lemma, the
former expression (4.5) converges to 0 as λ → ∞, and by the bounded convergence
theorem, the latter expression (4.6) does as well. Therefore two expressions (4.5) and
(4.6) agree. Similarly, by Lemma 2.1 and (ii) of Lemma 4.1, we have
− 1
2
exp
(
pi2
8t
)
E
[
e−r coshBt sinhBt coshBt {Σλ(Bt, γ)− Σλ(Bt,−γ)}
]
= E
[
e−λ coshBt sin(γBt) sinhBt coshBt cos(r sinhBt)
]
.
If we consider the following two expressions
1
2
exp
(
pi2
8t
)
E
[
e−r coshBt
{
Σ˜λ(Bt, γ)− Σ˜λ(Bt,−γ)
}]
, (4.7)
E
[
e−λ coshBt sin(γBt) sin(r sinhBt)
]
, (4.8)
then by differentiating them with respect to λ and r successively, and by using the
same reasoning as above, the last identity entails that those two expressions also agree.
Consequently, the difference of (4.5) and (4.7) coincides with that of (4.6) and (4.8),
which proves the proposition.
We recall from [7, Proposition 3.3] that for any λ, r ≥ 0,
E
[
exp
(
−λeBt − λ
2 + r2
2
At
)]
= E
[
e−λ coshBt cos(r sinhBt)
]
. (4.9)
Taking γ = 0 in (4.1), we thus have the following relation:
E
[
exp
(
−λeBt − λ
2 + r2
2
At
)]
= exp
(
pi2
8t
)
E
[
e−r coshBt cos
( pi
2t
Bt + λ sinhBt
)]
.
(4.10)
To our knowledge, the latter relation has not been noticed before, and we will show
below that the expression of the joint density (1.1) with the integral representation
(1.8) of Θ inserted in, can also be derived from it. Since, in the above-cited paper
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[7], the relation (4.9) is obtained independently of the formula (1.1), by using so-called
Bougerol’s identity and a certain invariance formula for Cauchy variable, reasoning
developed below provides an independent, alternative proof of (1.1).
Before we proceed, we explain how we can easily derive from (4.10) simple explicit
expressions of laws of At and A
(1)
t . Taking λ = 0 in (4.10), we have
E
[
exp
(
−r
2
2
At
)]
= exp
(
pi2
8t
)
E
[
e−r coshBt cos
( pi
2t
Bt
)]
. (4.11)
Moreover, if we differentiate both sides of (4.10) at λ = 0, we also have
et/2E
[
exp
{
−r
2
2
A
(1)
t
}]
= exp
(
pi2
8t
)
E
[
e−r coshBt sinhBt sin
( pi
2t
Bt
)]
, (4.12)
where on the left-hand side, we used the Cameron–Martin relation. Inserting the rewrit-
ing
e−r coshBt =
∫ ∞
0
dv
coshBt√
2piv3
exp
(
−cosh
2Bt
2v
)
exp
(
−r
2
2
v
)
(4.13)
into the right-hand sides of (4.11) and (4.12), and using Fubini’s theorem, we see that
for v > 0,
P(At ∈ dv)
dv
= exp
(
pi2
8t
)
E
[
coshBt√
2piv3
exp
(
−cosh
2Bt
2v
)
cos
( pi
2t
Bt
)]
, (4.14)
P(A
(1)
t ∈ dv)
dv
= exp
(
pi2
8t
− t
2
)
E
[
sinh(2Bt)√
23piv3
exp
(
−cosh
2Bt
2v
)
sin
( pi
2t
Bt
)]
, (4.15)
thanks to the injectivity of Laplace transform. Notice that these two expressions agree
with (1.17) when µ = 0 and µ = 1, respectively.
Remark 4.3. On the other hand, by taking λ = 0 in the former relation (4.9), we have
E
[
exp
(
−r
2
2
At
)]
= E[cos(r sinhBt)]
for any r ≥ 0, which relation is explained by Bougerol’s original identity
β(At)
(d)
= sinhBt.
Here and below, {β(s)}s≥0 denotes a one-dimensional standard Brownian motion inde-
pendent of B. Moreover, if we differentiate both sides of (4.9) at λ = 0, then by the
Cameron–Martin relation, we have
E
[
exp
{
−r
2
2
A
(1)
t
}]
= E[cos {r sinh(Bt + εt)}]
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for any r ≥ 0, where on the right-hand side, ε is a Rademacher (or symmetric Bernoulli)
random variable taking values ±1 with probability 1/2, independently of B. By rewrit-
ing the left-hand side of the last identity as
E
[
cos
{
rβ
(
A
(1)
t
)}]
,
the injectivity of Fourier transform entails the following variant of Bougerol’s identity:
β
(
A
(1)
t
) (d)
= sinh(Bt + εt).
For Bougerol’s identity and its variants including the above one, see the survey [14] by
Vakeroudis; different kinds of extensions of Bougerol’s identity may be found in [7].
In what follows, we fix a measurable set Λ ⊂ (0,∞) arbitrarily and denote ct =
epi
2/(8t). We start with
Lemma 4.2. It holds that for any nonnegative integer n,
E
[
Hn
(
− e
Bt
√
2At
)
; At ∈ Λ
]
= ct
∫
Λ
dvE
[
coshBt√
2piv3
exp
(
−cosh
2Bt
2v
)
cos
( pi
2t
Bt +
pi
2
n
)(√2
v
sinhBt
)n]
.
(4.16)
Proof. By the relations that for every λ ≥ 0,
exp
(
−λeBt − λ
2
2
At
)
=
∞∑
n=0
1
n!
Hn
(
− e
Bt
√
2At
)(
At
2
)n/2
λn
(cf. [9, Equation (4.9.3)]) and
cos
( pi
2t
Bt + λ sinhBt
)
=
∞∑
n=0
1
n!
cos
( pi
2t
Bt +
pi
2
n
)
(λ sinhBt)
n,
and by the fact that for any nonnegative integers n,m,
E
[
enBt(At)
m
]
<∞ and E[| sinhBt|n] <∞,
successive differentiation of both sides of (4.10) at λ = 0 yields
E
[
Hn
(
− e
Bt
√
2At
)(
At
2
)n/2
exp
(
−r
2
2
At
)]
= ct E
[
e−r coshBt cos
( pi
2t
Bt +
pi
2
n
)
sinhnBt
]
for any nonnegative integer n. Plugging the rewriting (4.13) into the right-hand side
and using Fubini’s theorem, we may appeal to the injectivity of Laplace transform to
obtain the relation(v
2
)n/2
E
[
Hn
(
− e
Bt
√
2v
)
; At ∈ dv
]
= ct E
[
coshBt√
2piv3
exp
(
−cosh
2Bt
2v
)
cos
( pi
2t
Bt +
pi
2
n
)
sinhnBt
]
dv
(4.17)
for v > 0, from which the assertion of the lemma follows.
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Lemma 4.3. For any θ < 1/2, it holds that
E
[
exp
(
θ
e2Bt
At
)]
<∞.
Proof. From (4.14) (which corresponds to the case n = 0 in (4.17) as well), it follows
that for v > 0,
P(1/At ∈ dv)
dv
≤ ct E
[
coshBt√
2piv
exp
(
−cosh
2Bt
2
v
)]
≤ C√
v
exp
(
−v
2
)
,
where C is a positive constant depending only on t. Proof completes by noting the
identity in law e−2BtAt
(d)
= At; in fact, it holds more generally that(
e−2BtAt, At
) (d)
=
(
At, e
−2BtAt
)
(4.18)
thanks to the time reversal: {Bt −Bt−s}0≤s≤t (d)= {Bs}0≤s≤t.
Lemma 4.4. For any α ≥ 0, it holds that
E
[
exp
(
−αe
2Bt
2At
)
; At ∈ Λ
]
= ct
∫
Λ
dv√
2piv3
exp
(
− 1
2v
)
E
[
coshBt cos
( pi
2t
Bt
) 1√
1 + α
exp
{
− sinh
2Bt
2(1 + α)v
}]
.
(4.19)
Proof. We use the orthogonal expansion (see, e.g., [9, Equation (4.16.4)])
e−αx
2
=
∞∑
n=0
(−1)nαn
22nn!(1 + α)n+1/2
H2n(x), x ∈ R
(which is valid for α > −1), together with Fubini’s theorem, to reach the conclusion
from (4.16). To this end, we recall the fact that for any nonnegative integer n,
|H2n(x)| ≤ C ′
√
(2n)! 2nex
2/2, x ∈ R,
where C ′ is a constant whose approximate value is 1.086435, and
(2n)!
(n!)2
≤ 22n.
(For the former inequality, see, e.g., [5, p. 1006]; the latter is easily proven by induction.)
Combining these inequalities, we see that
∞∑
n=0
αn
22nn!(1 + α)n
E
[∣∣∣∣H2n
(
− e
Bt
√
2At
)∣∣∣∣
]
≤ C ′
∞∑
n=0
(
α
1 + α
)n
E
[
exp
(
e2Bt
4At
)]
,
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which is finite thanks to Lemma 4.3. On the other hand,∫
Λ
dvE
[
coshBt√
v3
exp
(
−cosh
2Bt
2v
) ∞∑
n=0
αn
22nn!(1 + α)n
(
2
v
sinh2Bt
)n]
=
∫
Λ
dv√
v3
exp
(
− 1
2v
)
E
[
coshBt exp
{
− sinh
2Bt
2(1 + α)v
}]
,
which is also finite. Therefore if we multiply by
(−1)nαn
22nn!(1 + α)n+1/2
both sides of (4.16) with n therein replaced by 2n, and sum up over all nonnegative
integers n, then Fubini’s theorem leads to the conclusion.
Appealing to the injectivity of Laplace transform in the last lemma, we arrive at the
following proposition: recall ct = e
pi2/(8t).
Proposition 4.2. The joint law of e2Bt/At and At is expressed as
P
(
e2Bt
At
∈ du, At ∈ dv
)
=
1
2pi
√
uv3
exp
(
pi2
8t
− u
2
− 1
2v
)
E
[
coshBt cos
( pi
2t
Bt
)
cos
(√
u
v
sinhBt
)]
dudv
for u, v > 0.
Proof. We plug the rewriting
1√
1 + α
exp
{
− sinh
2Bt
2(1 + α)v
}
=
∫ ∞
0
du√
2piu
exp
(
−1 + α
2
u
)
cos
(√
u
v
sinhBt
)
into the right-hand side of (4.19) and use Fubini’s theorem to see that for any α ≥ 0,
E
[
exp
(
−α
2
· e
2Bt
At
)
; At ∈ Λ
]
=
∫ ∞
0
du exp
(
−α
2
u
)∫
Λ
du
2pi
√
uv3
exp
(
pi2
8t
− u
2
− 1
2v
)
× E
[
coshBt cos
( pi
2t
Bt
)
cos
(√
u
v
sinhBt
)]
.
Since a measurable set Λ ⊂ (0,∞) is also arbitrary, we obtain the proposition.
It then follows readily that the above proposition, together with the relation (1.8),
entails (1.2) and hence (1.1). We also see from the proposition that for u, v > 0,
P
(
e−2BtAt ∈ du, At ∈ dv
)
=
1
2pi
√
u3v3
exp
{
pi2
8t
− 1
2
(
1
u
+
1
v
)}
E
[
coshBt cos
( pi
2t
Bt
)
cos
(
sinhBt√
uv
)]
dudv,
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which is indeed symmetric with respect to u and v, reflecting the fact (4.18).
Because of an intimate connection with exponential functionals of Brownian motion,
we conclude this section with exploration of the law of some additive functional of Bessel
process.
For every ν ∈ R and a ≥ 0, we denote by (R = {Rt}0≤t<τ0 , P (ν)a ) a Bessel process
of index ν (or dimension δ = 2(ν + 1)) starting from a: P
(ν)
a (R0 = a) = 1. Here τ0
is the first hitting time of R to the origin; recall that for a > 0, P
(ν)
a (τ0 = ∞) = 1
when ν ≥ 0, whereas P (ν)a (τ0 < ∞) = 1 when ν < 0. Fix ν ∈ R and a, t > 0 below.
We recall from [16, Equation (2.b′)] that for any nonnegative, measurable functional
f(w(s), s ≤ t), w ∈ C([0, t];R), on the space of real-valued continuous functions w over
[0, t],
E(ν)a [f(Rs, s ≤ t); t < τ0] = E(0)a
[
f(Rs, s ≤ t)
(
Rt
a
)ν
exp
(
−ν
2
2
∫ t
0
ds
R2s
)]
. (4.20)
Here E
(ν)
a stands for expectation relative to P
(ν)
a . From the above relation, we have in
particular, for every measurable set Λ ⊂ (0,∞) and for every µ ∈ R,
E(ν)a
[
exp
(
−µ
2
2
∫ t
0
ds
R2s
)
; Rt ∈ Λ, t < τ0
]
= E(0)a
[(
Rt
a
)ν
exp
(
−ρ
2
2
∫ t
0
ds
R2s
)
; Rt ∈ Λ
]
= E(ρ)a
[(
Rt
a
)ν−ρ
; Rt ∈ Λ
]
,
(4.21)
where we denote ρ =
√
µ2 + ν2. Using the explicit form of the transition density of
Bessel process (see, e.g., Equation (2.d) in the above-cited reference), we see that the
last expression is written as∫
Λ
dr
r
t
(r
a
)ν
exp
(
−a
2 + r2
2t
)
Iρ
(ar
t
)
.
Recalling the characterization (1.3) of Θ, we use Fubini’s theorem to see that the above
expression is further rewritten as∫ ∞
0
du exp
(
−µ
2
2
u
)
1
taν
exp
(
−a
2
2t
− ν
2
2
u
)∫
Λ
dr rν+1 exp
(
−r
2
2t
)
Θ
(ar
t
, u
)
.
Therefore, by comparing the last expression with the left-hand side of (4.21), the injec-
tivity of Laplace transform, as well as arbitrariness of Λ, entails
P (ν)a
(
Rt ∈ dr,
∫ t
0
ds
R2s
∈ du, t < τ0
)
=
1
taν
rν+1 exp
(
−a
2
2t
− r
2
2t
− ν
2
2
u
)
Θ
(ar
t
, u
)
drdu
(4.22)
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for r, u > 0. For the above formula in the case ν ≥ 0, we refer to [2, p. 392, For-
mula 1.20.8]; note that the formula in the case ν < 0 is related to that in the case ν > 0
via the following absolute continuity relationship deduced from (4.20):
E(ν)a [f(Rs, s ≤ t); t < τ0] = E(|ν|)a
[
f(Rs, s ≤ t)
(
Rt
a
)ν−|ν|]
,
where ν is arbitrary. We also remark that the relation (4.20) may be proven (see, e.g.,
[12, Section 2], [6, Subsection A.1]) by using the Cameron–Martin formula combined
with so-called Lamperti’s relation asserting that there exists a Bessel process R of index
ν starting from a, such that
aeB
(ν)
s = R
a2A
(ν)
s
, s ≥ 0. (4.23)
By (4.22), it holds in particular that for u > 0,
P (ν)a
(∫ t
0
ds
R2s
∈ du, t < τ0
)
=
1
taν
exp
(
−a
2
2t
− ν
2
2
u
)∫ ∞
0
dr rν+1 exp
(
−r
2
2t
)
Θ
(ar
t
, u
)
du.
(4.24)
In view of (1.4), if we define
D(µ, t, v) :=
P(A
(µ)
t ∈ dv)
dv
, µ ∈ R, t, v > 0,
then (4.24) is expressed as
eδuD(ν + 2, u, t/a2) du. (4.25)
Therefore, when ν is an integer not less than −2, or equivalently when the dimension
δ = 2(ν + 1) is an even integer not less than −2, the expression (4.24) of the density
function with respect to the Lebesgue measure du, is simplified into a single integral;
for example, when ν = −2,
P (−2)a
(∫ t
0
ds
R2s
∈ du, t < τ0
)
= exp
(
pi2
8u
− 2u
)
E
[
a3 coshBu√
2pit3
exp
(
−a
2 cosh2Bu
2t
)
cos
( pi
2u
Bu
)]
du,
and when ν = −1,
P (−1)a
(∫ t
0
ds
R2s
∈ du, t < τ0
)
= exp
(
pi2
8u
− u
2
)
E
[
a3 sinh(2Bu)√
23pit3
exp
(
−a
2 cosh2Bu
2t
)
sin
( pi
2u
Bu
)]
du,
by virtue of (4.14) and (4.15).
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Remark 4.4. (1) It is possible to obtain the expression (4.25) directly from Lamperti’s
relation (4.23). To see this, note that if we define α
(ν)
t , 0 ≤ t < a2A(ν)∞ , by the inverse
process of a2A
(ν)
t , t ≥ 0, then the relation (4.23) entails in particular that under P (ν)a ,{∫ t
0
ds
R2s
}
0≤t<τ0
(d)
=
{
α
(ν)
t
}
0≤t<a2A
(ν)
∞
, (4.26)
where we set A
(ν)
∞ := lim
t→∞
A
(ν)
t . Using the above identity in law, we have for any T, u > 0,
∫ T
0
dt P (ν)a
(∫ t
0
ds
R2s
≤ u, t < τ0
)
= E(ν)a
[∫ min{T, τ0}
0
dt 1{∫ t
0
ds
R2s
≤u
}
]
= E
[∫ min{T, a2A(ν)∞ }
0
dt 1
{α
(ν)
t ≤u}
]
,
(4.27)
where we used Fubini’s theorem for the first equality. The integrand in the last expec-
tation is equal, by changing the variables with t = a2A
(ν)
s , 0 ≤ s ≤ α(ν)T , to
a2
∫ min{α(ν)
T
, u}
0
ds e2B
(ν)
s .
Therefore, by Fubini’s theorem, we see from (4.27) that for any T, u > 0,
∫ T
0
dt P (ν)a
(∫ t
0
ds
R2s
≤ u, t < τ0
)
= a2
∫ u
0
dsE
[
e2B
(ν)
s ; s ≤ α(ν)T
]
= a2
∫ u
0
dsE
[
e2B
(ν)
s ; a2A(ν)s ≤ T
]
= a2
∫ u
0
ds eδs P
(
A(ν+2)s ≤ T/a2
)
,
which entails the expression (4.25). Here in the last displayed equations, the second line
is due to the definition of α
(ν)
· , and we used the Cameron–Martin relation for the third.
The above reasoning, in turn, reveals that once the formula (4.24) is established, the
representation (1.4) can be obtained from it by using Lamperti’s relation; as far as we
know, such derivation of (1.4) has not been performed in the existing literature. Recall
that as noted above, the formula (4.24) may be seen as a consequence of Lamperti’s
relation as well, combined with the Cameron–Martin formula and the explicit form of
the transition density of Bessel process.
In addition, it also holds that by (4.26),
P (ν)a
(∫ t
0
ds
R2s
≤ u, t < τ0
)
= P
(
α
(ν)
t ≤ u, t < a2A(ν)∞
)
= P
(
A(ν)u ≥ t/a2
)
,
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which seems less useful but yields the following relation of interest as to the function D:∫ u
0
ds eδsD(ν + 2, s, t) =
∫ ∞
t
dv D(ν, u, v) for any u, t > 0 and ν ∈ R.
(2) More generally than (4.26), it also follows from (4.23) that under P
(ν)
a ,{(
Rt,
∫ t
0
ds
R2s
)}
0≤t<τ0
(d)
=
{(
a exp
(
B
(ν)
α
(ν)
t
)
, α
(ν)
t
)}
0≤t<a2A
(ν)
∞
for every ν ∈ R and a > 0. Then by repeating the same reasoning as in (1), one may
show that for r, t, u > 0,
P (ν)a
(
Rt ∈ dr,
∫ t
0
ds
R2s
∈ du, t < τ0
)
dt
= a2eδu P
(
aeB
(ν+2)
u ∈ dr, a2A(ν+2)u ∈ dt
)
du.
(4.28)
By taking ν = −2 and a = 1 in (4.28), the expression (1.2), hence (1.1), is recovered
from (4.22) as well. Although both of them are based on Lamperti’s relation (4.23),
the above derivation of (1.1) is different from the original one by [16], in the sense
that what is essentially considered there is the integral (more precisely, the Laplace
transform) with respect to u of the joint distribution on the right-hand side of (4.28),
whereas as reasoning in (1) shows, we consider the integral with respect to t of the joint
distribution on the left-hand side of (4.28), which readily leads us to a more specific
relation than ever noticed between the two joint distributions as exhibited in (4.28).
Finally, it is also immediate to see that the relation (4.28) further extends in such a
way that for r, t, u, v > 0,
P (ν)a
(
Rt ∈ dr,
∫ t
0
ds
R2s
∈ du,
∫ t
0
V (Rs) ds ∈ dv, t < τ0
)
dt
= a2eδu P
(
aeB
(ν+2)
u ∈ dr, a2A(ν+2)u ∈ dt, a2
∫ u
0
V
(
aeB
(ν+2)
s
)
e2B
(ν+2)
s ds ∈ dv
)
du,
where V is any measurable function on (0,∞).
Appendix
We complete the proof of Lemma 2.1.
Proof of (ii) ⇒ (iii) in Lemma 2.1. Given x ∈ R, we integrate both sides of (2.3) mul-
tiplied by e−r coshx with respect to r ≥ 0. Then by Fubini’s theorem, the left-hand side
turns into that of (2.4). Therefore it suffices to show that∫ ∞
0
dr e−r cosh x E[G(Bt) coshBt cos(r sinhBt)] = E
[
G(Bt)
cosh(x+Bt)
]
. (A.1)
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By the latter condition in (2.1), we may also use Fubini’s theorem to rewrite the left-
hand side of the claimed identity (A.1) as
E
[
G(Bt) coshBt
∫ ∞
0
dr e−r cosh x cos(r sinhBt)
]
= E
[
G(Bt)
cosh x coshBt
cosh2 x+ sinh2Bt
]
. (A.2)
On the other hand, by symmetry of G, the right-hand side of (A.1) is equal to
1
2
E
[
G(Bt)
{
1
cosh(x+Bt)
+
1
cosh(x− Bt)
}]
= E
[
G(Bt)
cosh x coshBt
cosh(x+Bt) cosh(x−Bt)
]
.
Noting the fact that
cosh(x+ y) cosh(x− y) = 1
2
{cosh(2x) + cosh(2y)}
= cosh2 x+ sinh2 y
(A.3)
for any x, y ∈ R, we compare the last expression with (A.2) to conclude the identity
(A.1).
We turn to the proof of the implication from (iii) to (i). To this end, we prepare the
following lemma:
Lemma A.1. For every x, b ∈ R, it holds that∫
R
dy
cosh(x+ y)
1
cosh(2b) + cosh(2y)
=
pi
2 cosh b (cosh b+ cosh x)
.
Proof. We may assume |x| 6= |b|; validity in the case |x| = |b| is verified by passing to the
limit. By symmetrization and by the relation cosh(2b)+cosh(2y) = 2
(
cosh2 b+ sinh2 y
)
,
the left-hand side of the claimed identity is equal to
1
4
∫
R
dy
{
1
cosh(x+ y)
+
1
cosh(x− y)
}
1
cosh2 b+ sinh2 y
,
which is rewritten, due to the relation (A.3), as
cosh x
2
∫
R
dy
cosh y(
cosh2 x+ sinh2 y
)(
cosh2 b+ sinh2 y
)
=
cosh x
2
(
cosh2 b− cosh2 x)
∫
R
dz
(
1
cosh2 x+ z2
− 1
cosh2 b+ z2
)
=
cosh x
2
(
cosh2 b− cosh2 x)
( pi
cosh x
− pi
cosh b
)
,
where we changed the variables with sinh y = z in the second line. Now the claimed
identity follows.
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We are prepared to finish the proof of Lemma 2.1.
Proof of (iii) ⇒ (i) in Lemma 2.1. We appeal to the injectivity of Fourier transform.
For this purpose, we first observe that∫
R
dxE
[ |F (Bt)| coshBt
cosh(2Bt) + cosh(2x)
]
<∞,
∫
R
dxE
[ |G(Bt)|
cosh(x+Bt)
]
<∞. (A.4)
Indeed, the former observation is immediate from (2.6) and the former condition in (2.1)
while the latter is clear by the latter condition in (2.1). For an arbitrarily fixed ξ ∈ R,
we integrate both sides of (2.4) multiplied by cos(ξx) with respect to x ∈ R. Then by
the latter finiteness in (A.4) and Fubini’s theorem, the right-hand side turns into
E
[
G(Bt)
∫
R
dx
cos(ξx)
cosh(x+Bt)
]
=
pi
cosh(pi
2
ξ)
E[G(Bt) cos(ξBt)] , (A.5)
where we used the fact that ∫
R
dx
cos(ξx)
cosh x
=
pi
cosh(pi
2
ξ)
, (A.6)
which is verified by standard residue calculus. On the other hand, as for the left-hand
side of (2.4), we have∫
R
dx cos(ξx)E
[
F (Bt)
coshBt + cosh x
]
=
2
pi
∫
R
dx cos(ξx)E
[
F (Bt) coshBt
∫
R
dy
cosh(x+ y)
1
cosh(2Bt) + cosh(2y)
]
=
2
pi
∫
R
dyE
[
F (Bt) coshBt
cosh(2Bt) + cosh(2y)
] ∫
R
dx
cos(ξx)
cosh(x+ y)
=
2
cosh(pi
2
ξ)
∫
R
dy cos(ξy)E
[
F (Bt) coshBt
cosh(2Bt) + cosh(2y)
]
,
where we used Lemma A.1 for the second line, Fubini’s theorem for the third thanks to
the former finiteness in (A.4), and the fact (A.6) for the fourth. Since the last expression
agrees with (A.5) for any ξ ∈ R and the function G is assumed to be symmetric, the
injectivity of Fourier transform entails the relation (2.2). The proof completes.
Remark A.1. Implication from (i) to (iii) may also be proven by using Lemma A.1.
References
[1] G. Bernhart, J.-F. Mai, A note on the numerical evaluation of the Hartman–Watson
density and distribution function, in: Innovations in Quantitative Risk Manage-
ment, K. Glau, M. Scherer, R. Zagst (Eds.), pp. 337–345, Springer, Cham, 2015.
25
[2] A.N. Borodin, P. Salminen, Handbook of Brownian Motion – Facts and Formulae,
corrected reprint of 2nd ed., 2002, Birkha¨user, Basel, 2015.
[3] P. Carr, M. Schro¨der, Bessel processes, the integral of geometric Brownian motion,
and Asian options, Teor. Veroyatnost. i Primenen. 48 (2003), 503–533; translation
in Theory Probab. Appl. 48 (2004), 400–425.
[4] D. Dufresne, The integral of geometric Brownian motion, Adv. in Appl. Probab.
33 (2001), 223–241.
[5] I.S. Gradshteyn, I.M. Ryzhik, Table of Integrals, Series, and Products, 8th ed.,
Elsevier/Academic Press, Amsterdam, 2015.
[6] Y. Hariya, Some asymptotic formulae for Bessel process, Markov Process. Relat.
Fields 21 (2015), 293–316.
[7] Y. Hariya, On some identities in law involving exponential functionals of Brownian
motion and Cauchy variable, arXiv:1811.08647v2 (2018).
[8] P. Hartman, G.S. Watson, “Normal” distribution functions on spheres and the
modified Bessel functions, Ann. Probab. 2 (1974), 593–607.
[9] N.N. Lebedev, Special Functions and Their Applications, Dover, New York, 1972.
[10] H. Matsumoto, M. Yor, An analogue of Pitman’s 2M −X theorem for exponential
Wiener functionals, Part I: A time-inversion approach, Nagoya Math. J. 159 (2000),
125–166.
[11] H. Matsumoto, M. Yor, On Dufresne’s relation between the probability laws of
exponential functionals of Brownian motions with different drifts, Adv. in Appl.
Probab. 35 (2003), 184–206.
[12] H. Matsumoto, M. Yor, Exponential functionals of Brownian motion, I: Probability
laws at fixed time, Probab. Surv. 2 (2005), 312–347.
[13] H. Matsumoto, M. Yor, Exponential functionals of Brownian motion, II: Some
related diffusion processes, Probab. Surv. 2 (2005), 348–384.
[14] S. Vakeroudis, Bougerol’s identity in law and extensions, Probab. Surv. 9 (2012),
411–437.
[15] M. Yor, Loi de l’indice du lacet Brownien, et distribution de Hartman-Watson, Z.
Wahrsch. Verw. Gebiete 53 (1980), 71–95.
[16] M. Yor, On some exponential functionals of Brownian motion, Adv. in Appl.
Probab. 24 (1992), 509–531, also in: [17], pp. 23–48.
26
[17] M. Yor, Exponential Functionals of Brownian Motion and Related Processes,
Springer, Berlin, 2001.
