Purpose: We hypothesize that patients with primary angle closure (PAC) have common significant facial characteristics that set them apart from an age-matched, sex-matched, and race-matched control population. The primary objective of this study was to test whether a 3-dimensional (3D) camera could pick up these differences in order to differentiate PAC patients from controls.
P rimary angle closure (PAC) is common in Singapore. The prevalence of PAC in Asians is much higher than in the white population, with a prevalence rate of about 0.8% to 1.4% in Asians above the age of 40 years 1-2 compared with a prevalence rate of about 0.1% in white populations. [3] [4] [5] PAC is a condition that could lead to blindness. It causes a high rate of monocular blindness in Asia, with the rate of monocular blindness being >50%, and in some studies >30% of patients are blind in both eyes. [1] [2] The risk factors of PAC have been well documented. Patients are typically elderly and older than 40, and women are more predisposed to this disease. [6] [7] [8] Ocular factors that increase the risk of developing PAC include decreased axial length, shallow anterior chamber, and an anteriorly positioned lens. 9 To our knowledge, there has been no previous study regarding the facial characteristics of PAC. We hypothesized that patients with PAC have common significant facial characteristics that set them apart from an age-matched, sexmatched, and race-matched control population, on the basis of many years of experience observing these patients' faces. We hypothesized that imaging modalities, including 3-dimensional (3D) photographic techniques, could differentiate the facial characteristics in these patients.
Three-dimensional photographic technology has had rapid technological advances, and its use in medicine is increasing. It has been used in disciplines such as plastic surgery and dentistry to reconstruct hypothetical models in patients before and after surgery. [10] [11] [12] It is fast, easy to perform, and safe for patients. It is minimally invasive, consistent, and does not emit any ionizing radiation. These properties make it attractive as a screening tool. There have been no previous reports on screening for PAC using such technologies for the analysis of facial parameters. We describe a novel method of applying 3D photographic technology to distinguish PAC from a control population.
MATERIALS AND METHODS
In this case-control study, the cases comprised patients seen in the glaucoma clinic in the National University Hospital Department of Ophthalmology for PAC. The controls comprised patients seen in the National University Hospital Department of Ophthalmology for other conditions, who were documented not to have previous or present PAC. Both cases and controls were randomly selected from their respective populations. The subjects were recruited from September 2008 to September 2009. Institutional review board and ethics committee approvals (DSRB A/07/379) and written informed consent from all subjects were obtained.
The eligibility criteria were as follows: For cases, the subjects had to have documented PAC, diagnosed clinically with an increased intraocular pressure >21 mm Hg, gonioscopy showing angle closure of Z180 degrees, and/or anterior segment imaging (either ultrasound biomicroscopy or anterior segment optical coherence tomography) showing angle closure. They need not have documented visual field loss or glaucomatous optic neuropathy. For controls, the individuals should not have had prior documented angle closure, either on gonioscopy or anterior segment imaging.
The patients must be physically and mentally capable of cooperating with facial photography. The patients must be able to provide consent.
Patients with incomplete medical records or previous facial surgery were excluded.
To our knowledge there has been no previous study performing such an analysis. A pilot study population of 55 cases and 38 controls was used, and the data would be used to power future studies.
In 3D photography, all subjects faced a 3dMDface System (3dMD LLC, Atlanta, GA) consisting of 2 modular units of medical grade, machine vision cameras, industrialgrade flash system, and a personal computer workstation with 3dMDacquisition software. Figure 1 shows an illustration of the 3dMDface System hardware used for facial imaging, and Figure 2 shows the images captured using the 3dMDface System. It utilized a software technique called "active stereo photogrammetry" with industrial-grade hardware components. This stereo photogrammetry approach based its triangulation technique on the natural patterns or landmarks appearing on the actual surface of the target object and proactively combined this natural pattern with a projected unstructured light pattern to give the stereo algorithms as much information as possible to triangulate the geometry. This software-based technique was more resilient to variances in lighting conditions, as the system takes full control of subject lighting during the image acquisition, which also eliminated spectral light interference. Its fast capture speed allowed it to eliminate the data errors that occurred when a patient moved. The machine vision cameras in the 3dMD system were tightly synchronized to capture the entire surface, regardless of the number of viewpoints, in 1.5 milliseconds. This synchronization capability enabled the 3dMD software to process the entire geometry as 1 continuous point cloud; hence, a single raw data set was generated (with no stitching) with ear-toear coverage. 3dMD's mesh processing software was parameterized to avoid filling gaps and holes, nor regularize the geometry mesh to compensate for noisy and/or missing data.
All subjects had images of their faces taken from a fixed distance (1.0 m), using a fixed zoom ( Â0 zoom). Frontal and side-view images were concurrently taken. Patients were instructed to open their eyes as much as they could and to close their mouths to standardize the measurements. All photographs were taken in the same room under the same lighting conditions by 1 photographer.
The parameters measured are illustrated in Figures 3 and 4. In addition, the ratios of some of the parameters were calculated. These were ratios of a/b, c/d, and e/f. The age, sex, and race of the cases and controls were also recorded. The facial parameters obtained from the cases and controls were analyzed using Microsoft Excel 2003 and Statistical Package for Social Sciences (SPSS version 15.0 by SPSS Inc.). These images were also analyzed using the Neural Network Toolbox in MATLAB. MATLAB is a high-level language with an interactive environment that is suitable for quickly implementing computationally complex tasks, instead of using the traditional programming languages such as C, C ++ , and Fortran. Neural Network Toolbox in MATLAB provides tools for designing, implementing, visualizing, and simulating neural networks for applications in which formal analysis would be difficult or impossible, such as pattern recognition and nonlinear regression, and this is the reason why we chose to use it in this study.
Descriptive analyses of the data were performed for both cases and controls. The Student t test was used to analyze the difference between cases and controls. Using a regression formula, we utilized a "machine-learning" method to test whether the data between cases and controls were distinguishable. Machine-learning is a scientific discipline concerned with the design and development of algorithms that can take advantage of data to capture the characteristics of interest in their unknown underlying probability distribution. Neural networks are popular machine-learning tools that achieve nonlinear statistical data modeling. They are generally used to model complex relationships between inputs and outputs and to capture the statistical structure in an unknown joint probability distribution between observed variables. This then facilitates the development of regression formulations for decision making.
RESULTS
The results of the comparison of the demographics between cases and controls are shown in Table 1 . Sex and race between the 2 groups were matched, with slightly more women and a majority of Chinese subjects being recruited. The mean age of the cases was statistically significantly different from that of the controls (68.8 vs. 62.0 y).
Using the Student t test to compare the facial parameters between cases and controls, there was no unique facial parameter that was found to be statistically significant between the 2 groups. We then utilized a neural network classification for a more detailed mathematical analysis. The neural network we used was a 3-layer (1 input layer, 1 hidden layer, and 1 output layer) neural network with 2 nodes in the hidden layer. The transfer function for the hidden layer was a hyperbolic tangent sigmoid transfer function (tansig) as demonstrated in Eq. (4) below, whereas the transfer function for the output layer was a log-sigmoid transfer function (logsig) as shown in Eq. (3). Therefore, the regression formula was:
where x represented a vector that contained input features extracted from input data. a 1 , w 1 , b 1 , a 2 , w 2 , b 2 , and b 3 were the regression parameters that we aimed to derive. The learning algorithm used was back-propagation. Backpropagation of errors is a method of training artificial neural networks to tune their weights to minimize the objective function in a supervised manner. It is useful for feed-forward networks (ie, networks that have no feedback loop, such as those being used in this study). The standard back-propagation method is a gradient descent algorithm in which the network weights are moved along the negative of the gradient of the function. The algorithm was divided into 2 phases: propagation and weight update. The weights of the network were randomly initialized. For the propagation phase (phase 1), the following steps were taken: (1) the training inputs (ie, features of the training faces in this study) were imported to the network and the corresponding output (predicted case/control classes of the training faces in this study) was derived from the output; and (2) the difference (prediction error) between the corresponding output (predicted case/control classes of the training faces in this study) and the training targets (actual case/control classes of the training faces in this study) was calculated. In the weight-update phase (phase 2), the following steps were taken: (1) multiply the difference (prediction error) and input activation to obtain the gradient of the weight; and (2) set the weight in the opposite direction of the gradient. The training process iterated between phases 1 and 2 until the performance of the network (ie, the prediction error) was satisfactory. After normalization with respect to the feature "m," the following 10 normalized features were "a"/"m," "b"/"m," "c"/"m," "d"/"m," "e"/"m," "f"/"m," "g"/"m," "h"/"m," "k"/"m," and "l"/"m." The 10 weights below corresponded to these 10 features. We used a 10-fold crossvalidation for analysis. In the 10-fold cross-validation, the original data were randomly partitioned into 10 folds. Then a single fold was retained as the validation data for testing the model and the remaining 9 folds were used as training data. The cross-validation process was then repeated 10 times, with each of the 10 folds used exactly once as the validation data. The 10 results from the folds were then averaged to produce a single estimation. After learning from a 10-fold cross-validation, the following parameters were determined: Therefore, the regression formula we learned was:
where logsigðxÞ
tansigðxÞ ¼ expðxÞ À expðÀxÞ expðxÞ þ expðÀxÞ ð4Þ
The decision threshold was set to 0.5, which meant that when Y > 0.5 the sample was classified as "control," and when Y < 0.5 the sample was classified as "case." In Figure 5 , we plotted the classification result in a 2D space, where the x-axis represented the value of w 1 x T , whereas the y-axis represented the value of w 2 x T ; the black curve represented the classification boundary. The confusion matrix result is summarized in Table 2 . Further analysis showed that the machine-learning results gave a good prediction in terms of accuracy and sensitivity.
Accuracy is defined in the following equation: Sensitivity measured the test's ability to identify positive results. A high sensitivity meant that the test recognized most of the actual positives; that is, most of the cases were correctly detected, with a few controls misclassified as cases. According to the confusion matrix in 
DISCUSSION
We hypothesized that patients with PAC have common significant facial characteristics that set them apart from an age-matched, sex-matched, and race-matched control population. We also wanted to test whether there was any potential in the use of 3D facial scanning technology for the screening of PAC in the general population. On the basis of our results, there is some evidence that this technique may be used to screen for PAC.
Certain diseases have well-described typical facial morphologies. These include the wide, moon-like faces of patients with chronically elevated cortisol levels (classically described as cushingoid faces) and the broad face with frontal prominence and macrognathia, classically diagnostic of patients with acromegaly. 13 To the best of our knowledge, we have not encountered any studies describing the facial characteristics of patients with PAC.
We hypothesized that narrow angles may be related to anatomic structures arising from outside the globe-for example, orbit depth and width, and skull width and height. These anatomic structures would give the patients their typical facial characteristics. Our data showed that with neural network as a machine-learning technology the facial parameters of cases were distinguishable using a nonlinear regression formula with 86.1% accuracy and 93.0% sensitivity. Although this study did not directly involve measurements of the skull structures or dimensions in x-rays, one could infer that patients with PAC may have significantly different skull structures compared with the control population, thus giving rise to typical facial features. This is a pilot study and is limited by its small sample size, and further studies need to be carried out on a larger scale to confirm the findings. Although the cases and controls were not matched for age, all the cases and controls were adult, and the impact on facial shape and dimensions would have been minimal. Although the data showed significant differences in facial distances, and although care was taken to standardize the photography settings and measurements for all cases and controls, errors arising from movement artifact and photographic conversion could explain the variation. Facial photography and their measurements were also subject to changes in patients' obesity and facial expression. For example, a PAC patient with a narrow facial-bone structure may have a wider face as detected on facial scanning if the patient had more facial adipose tissue. Similarly, a patient smiling widely may have a wider face shape than if he or she had not smiled. We tried to minimize the effect of facial expressions by asking all patients to relax their faces, not to smile widely, and look straight at the camera without tilting their head. Further studies on how facial expressions influence the facial parameters need to be carried out to elucidate this relationship. The photography and data management researchers were not masked, and there may be an observer bias. We used the neural network approach, which has the tendency to identify spurious features that may not generalize to an independent test population. However, it was used because it is fast, easy to learn and use, and a popular nonlinear statistical data-modeling or decision-making tool. Future work involving correlation with other decisionmaking tools will be useful to completely evaluate this approach.
Our study is the first step in showing some evidence in our hypothesis that PAC patients' faces may have features that differ from those of controls. In an increasingly sophisticated era where health care is no longer defined solely by the treatment of disease, but by the prevention of disease, there is a need to develop a tool for efficient screening of PAC using facial scanning biometric technology with more studies. Using 3D facial scanning tools, we hope to apply these characteristics in a facial recognition software and ultimately develop a quick, economical, and effective screening tool to screen patients at risk for PAC.
