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The adiabatic chiral magnetic effect (CME) is a phenomenon by which a slowly oscillating mag-
netic field applied to a conducting medium induces an electric current in the instantaneous direction
of the field. Here we theoretically investigate the effect in a ballistic Weyl semimetal sample having
the geometry of a slab. We discuss why in a general situation the bulk and the boundary contri-
butions towards the CME are comparable. We show, however, that under certain conditions the
adiabatic CME is dominated by the Fermi arc states at the boundary. We find that despite the
topologically protected nature of the Fermi arcs, their contribution to the CME is neither related to
any topological invariant nor can generally be calculated within the bulk low-energy effective theory
framework. For certain types of boundary, however, the Fermi arcs contribution to the CME can
be found from the effective low energy Weyl Hamiltonian and the scattering phase characterising
the collision of a Weyl excitation with the boundary.
I. INTRODUCTION
Weyl semimetals (WSMs) are crystalline materials in
which the low-energy electronic excitations are described
by the Weyl Hamiltonian originating in the theory of
massless relativistic fermions in four-dimensional space-
time. Such materials were hypothesised more than three
decades ago1, then in the course of the last decade several
chemical compounds were investigated as candidates2–7
culminating in 2015 in photoemission experiments show-
ing quasi-Weyl dispersion of elementary excitations in a
semi-metal8–11 (see also Refs. 12 and 13 for recent re-
views). A typical WSM features an even number of sin-
gular points in its Brillouin zone in whose vicinity the ef-
fective single-particle Hamiltonian can be written as12,13
Heff = εdiag(p)12×2 + χ(p− p0)vˆσ, (1)
where p0 is the singular point called the “Weyl node”,
σ = (σx, σy, σz) is the “pseudospin”, which does not nec-
essarily coincide with the electron’s spin, even though it
behaves like a spin under the discrete spacetime symme-
tries and spatial rotations, and εdiag = εw + v1(p − p0)
is a scalar part of the energy. We assume that the tensor
vˆ is positive definite which enables us to introduce the
chirality number χ = ±1 characterising each Weyl node.
We shall call the nodes having χ = 1 right-chiral and
those having χ = −1 left-chiral.
A characteristic macroscopic signature of the Weyl
spectrum is the hypothetical Chiral Magnetic Effect
(CME). The CME was originally predicted in 198014 for
ultra-relativistic plasmas, and later on it was discussed
in the context of heavy-ion collisions15–17, the early
Universe18–21, and relativistic magnetohydrodynamics in
general22–24. In its simplest form, the CME is a phe-
nomenon by which an electric current develops in the
direction of a static magnetic field applied to a system
in thermal equilibrium. The CME requires that the sys-
tem possesses an additional conserved parity-odd charge,
which in the case of the Weyl Hamiltonian is the differ-
ence between the number of right-chiral and left-chiral
particles. If the plasma is prepared in a thermal state
such that the right-handed and the left-handed particles
have different chemical potentials, µr and µl, then the
application of a magnetic field B should result in the cur-
rent density j = (µr − µl)CB where C = e2/h2c.17 (For
simplicity, we restrict ourselves to a model with only two
Weyl nodes throughout the paper.)
The newly discovered WSMs seem to be natural test
beds for the observation of the CME. However such an
experimental program is not without a problem. Indeed,
in a realistic sample of a solid-state material the chiral-
ity quantum number is neither protected against impu-
rity scattering nor preserved in collisions with the sam-
ple boundary. Therefore continuous external driving is
required in order to maintain the imbalance µr − µl 6= 0
25,26. One way to achieve this is to apply an electric field
E parallel to the magnetic field, E ‖ B. In such a case,
the mechanism responsible for the driving is the chiral
anomaly27,28, and it is believed to be the primary cause
of the negative longitudinal magnetoresistance which is
observed in transport experiments on WSMs1,29–32. It is
worth noting, however, that the intrinsic effect of chiral
anomaly can be masked by the other effects, e.g. re-
lated to the geometry of the measuring setup or the spa-
tial variations of the sample conductivity, see Refs. 33
and 34. Moreover, the negative longitudinal magnetore-
sistance was claimed to be observed in 3D materials with-
out any Weyl nodes35–41.
Another way to drive the system out of equilibrium is
to make the magnetic field itself time-dependent, B(t) =
BAC cosωt. Recent theoretical studies
42–47 converge in
their conclusion that in a clean infinite sample such a
2perturbation will lead to the CME of the form
j = Ccme e
2
h2c
b0 BAC cosωt, (2)
where b0 is the energy separation between the right-chiral
and left-chiral Weyl nodes, b0 = εwr − εwl. Note that
the proportionality coefficient on the right-hand side of
Eq. (2) is frequency-independent, therefore the formula
predicts the effect in the adiabatic ω → 0 limit. We shall
call such a CME adiabatic.
In a realistic sample the applicability of Eq. (2) is lim-
ited by a number of factors. Arguably, the most impor-
tant one is the rate Γ of chirality relaxation due to the
impurity scattering. In the frequency range ω/Γ . 1
chirality relaxation should dominate therefore the CME
should be suppressed. Another, less obvious limiting fac-
tor is the geometry of the sample. Any physical sample
has a finite cross-section and a boundary. Eq. (2) im-
plies that the total CME current is proportional to the
cross-sectional area S⊥ of the sample and therefore, one
may be tempted to think that the boundary effects would
be irrelevant in samples with large cross-sectional areas.
This turns out not to be the case48–50.
In particular, the analysis of Ref. 48 exploiting gen-
eral symmetry constraints on the structure of the gradi-
ent expansion of the polarisation tensor implies that the
contribution of the boundary layer to the CME current
is always one half of the bulk contribution no matter
how big the sample. An alternative approach49 based
on microscopic analysis for a particular model of WSM
arrives at a similar conclusion: the boundary contribu-
tion to the CME current is on the same order as the
bulk contribution albeit the numerical coefficient is two
rather than one half. These two results are quite re-
markable in both their agreement as to the scale of the
boundary effect, and their disagreement in regards to the
numerical factor defining the actual value of the bound-
ary current relative to the bulk. What is the reason for
the discrepancy? The gradient expansion of kinetic co-
efficients used in Ref. 48 implicitly assumes that these
coefficients are (quasi)local. For ballistic systems, how-
ever, the low-frequency response is known to be highly
non-local, which can be seen already from the fact that
the limits ω → 0 and k → 0 do not commute, for an un-
bounded sample45,46,48. (k here is the wavevector of the
magnetic field, for more details about the non-locality,
see Ref. 50.) For the gradient expansion to work in a
finite-size sample the frequency of the magnetic field has
to be much greater than v/L where v is the typical speed
of an elementary excitation and L is the typical size of
the sample’s cross-section. In contrast, the approach of
Ref. 49 is valid in the opposite low-frequency (adiabatic)
limit50 outside the applicability range of the gradient ex-
pansion theory. In the present paper, we further inves-
tigate the boundary contribution to the CME current
in the adiabatic limit in order to address the following
questions a) Is the coefficient CB = 1 in the boundary
current IB = CB(b0e2/h2c)S⊥B found in Ref. 49 uni-
versal (possibly topologically protected)? b) If it is not,
can it be nevertheless expressed in terms of the parame-
ters of the effective low-energy theory including the Weyl
Hamiltonian of the elementary excitations and the scat-
tering matrix at the boundary? Our main finding is that
the answer to both questions is generally “no” although
under certain conditions the answer to question b) can
be positive.
The paper is organized as follows. In Sec. II we discuss
the methods that we use for the analysis of the adiabatic
CME, and the particular set-up. In Secs. III and IV
we discuss the contributions of the bulk and the bound-
ary to the adiabatic CME in the framework of effective
low-energy theory. In Sec. V, we take into account the
contribution of boundary that is not captured by the ef-
fective theory, by using the same microscopic model as
in49. In Sec. VI, we discuss our findings.
II. METHODS AND SETUP
For definiteness, we consider a sample having the ge-
ometry of a slab which is infinite in the y − z plane and
has thickness L⊥ in the x direction. We assume that the
sample is in the state of thermal equilibrium at temper-
ature T = 0, and we denote the Fermi energy εf. The
oscillating magnetic field is applied along the z-axis.
It is worth noting that we consider a sample geometry
which is slightly different from the geometry of an infi-
nite cylinder with a compact base investigated in Ref. 49.
The original choice of Ref. 49 was motivated by the con-
siderations of numerical convenience in application of the
following heuristic formula for the total electric current
I along the cylinder’s axis
I =
eBAC
h
∑
ν
∫
BZ
dp θ(εf − εν(p))∂
2εν(p)
∂B∂p
. (3)
Here p is the quasimomentum along the magnetic field,
which runs over the one-dimensional Brillouin zone (BZ)
of the cylinder, ν is an additional index that character-
izes the energy levels. In the recent paper 50, Eq. (3)
was derived from the first-principle quantum-mechanical
linear-response theory, where it was shown that the for-
mula is applicable only for the adiabatic driving, meaning
that the driving frequency ω is much less than the spacing
between any pair of energy levels associated with a non-
vanishing matrix element of the velocity or the magnetic
moment operators.
For the slab geometry considered here, the index ν
comprises the quasimomentum py along the y-axis and
some additional discrete index n. In this case the rele-
vant matrix elements between the states having either
different py or different p vanish due to the translational
invariance in y and z-directions. As a result, adiabatic-
ity can be broken only in transitions between different n.
Note that in the limit of large thickness, L⊥ → ∞ the
level spacing between the states of different n collapses,
3which leads to the breakdown of adiabaticity. One of the
ways to restore adiabaticity in such a limit is to apply
a large static background magnetic field B0, which we
choose to be directed along the z-axis, such that the to-
tal field is B = B0 +BAC cosωt. While the bulk Landau
levels are separated by finite energy gaps on the order
v
√
eB0~/c (see Sec. IV for more details), it is in prin-
ciple possible that for some surface states there is one
or more pair of levels with a significantly smaller energy
spacing. However, we expect this to occur very rarely as
we change py for a fixed p, since at the same time, these
pairs of states must be close to the Fermi energy, in order
to contribute to the current (3). (This expectation of the
rare crossings is confirmed by the numerical calculations
for a particular model used below.)
The adiabatic regime has an obvious advantage from
both analytical and numerical points of view. Namely,
in order to find the current I it is enough to know the
single-particle energy spectrum εν(p), while in the non-
adiabatic regime we need to calculate additionally the
off-diagonal matrix elements of the velocity and the mag-
netic moment operators45,50.
In order to separate the bulk and the surface compo-
nents of the current from Eq. (3), we use the result of
Ref. 50 51 The surface current is found from the follow-
ing formula
Isurf = BAC
e2
2h2c
S⊥
∫
BZ
dp
∑
n,±
(
vzn Sgn
∂εn
∂py
) ∣∣∣
εn=εf
ρn(p),
(4)
where S⊥ = L⊥Ly is the area of the sample cross-section,
vzn = ∂εn/∂p is the group velocity along the magnetic
field, the sum goes over the states localized at the right
(+) and the left (−) boundaries, ρn(p) = 1 if there exists
a solution of εn(p, p
y) = εf for given n and p, and ρn(p) =
0 otherwise. (In order to deal with finite S⊥, we have
introduced a finite width Ly in the y-direction, but we
assume that this width is much larger that any other
length scales in our problem.) The bulk current is given
by the expression
Ibulk =
e2BAC
h2c
S⊥
∑
n
∑
pf
∂εn(pf)
∂B
Sgn vzn(pf), (5)
where εn(p) is the energy of the bulk levels, and we drop
py here owing to the fact that the bulk energy levels (Lan-
dau levels) are degenerate with respect to this quasimo-
mentum. The sum goes over all solutions of the equation
εn(pf) = εf. Note that both Ibulk and Isurf scale linearly
with the area S⊥.
Note that the surface CME contribution is different
from the well-studied dia- or para-magnetic surface cur-
rents. First, the latter appear even in thermal equilib-
rium, in the absence of a time-dependent component δB.
Second, the total current through the cross-section cal-
culated from dia-/para-magnetic current density jeq =
c ∇ × (χˆmagnB) is zero. (Here χˆmagn is the magnetic
susceptibility tensor.)
For our numerical analysis in Sec. (V), we employ the
same microscopic model that was used in Ref. 49, which is
a four-band tight-binding model with the single-particle
Hamiltonian
Hlattice =
(H11 H12
H†12 H22
)
, (6)
where
H11 = 2t(σx sin px + σy sin py) + β
z
2
σz , (7)
H22 = −2t(σx sin px + σy sin py) + β
z
2
σz , (8)
H12 = −it sin pz +M(p)− iβ0
2
σz , (9)
M(p) =M0 + t(3− cos px − cos py − cos pz). (10)
Here, t describes the nearest-neighbour hopping, β0 and
βz are parameters that violate the inversion P and
time-reversal T symmetries, respectively, σx, σy, and σz
are the pseudospin operators, p is the quasimomentum.
Breaking P is required in order to have non-vanishing
difference of energies b0 = εwr − εwl, and we are forced
to break the time-reversal symmetry in order to deal with
only two Weyl nodes. (The minimal number of nodes in
presence of T is four13.) The lattice has cubic unit cell,
and for simplicity, we take the lattice spacing equal to 1,
so that p is measured in units of ~.
III. ADIABATIC BULK CME IN THE
EFFECTIVE THEORY
In this Section, we study the adiabatic CME current in
the framework of effective theory. First, we recall that in
an idealised model of a Weyl semimetal neglecting both
the momentum dependence of the scalar part εdiag(p) of
the effective Hamiltonian (1) and the gradient corrections
to the linear spectrum, the bulk contribution to the CME
is suppressed in the presence of a background magnetic
field B0
50. This can be seen from inspecting the disper-
sion relations of Landau levels52,53 that enter Eq. (5),
εn − εw =
{−χvzδp, (n = 0)
Sgnn ·
√
v2zδp
2 + 2|nvxvy|~2l2b . (n 6= 0)
(11)
The index n here is the number of the Landau level,
which is the effective low-energy counterpart of the index
n introduced earlier in this paper, δp = p − pz0, lb =√
eB0/~c is the magnetic length. Since the energy of the
n = 0 level does not depend on the magnetic field, this
level does not contribute to the current Ibulk, according
to Eq. (5). Although the spectrum of the n 6= 0 levels
involves the magnetic field, their energies are even with
respect to the difference p − pz0, which means that they
do not contribute to the bulk current either.
4The vanishing of the bulk CME in a simplified model
is accidental and it is not protected against various de-
formations of the Hamiltonian. We identify the follow-
ing main factors that might lead to a non-vanishing bulk
current in a more realistic model. Firstly, Eq. (11) is
only valid if the Landau quantization of energy levels is
stronger than the finite-size quantization. This implies
that the magnetic field B0 needs to be strong enough
to ensure the condition lb ≪ L⊥. For weak background
magnetic field violating this bound, the structure of en-
ergy levels becomes different, and an appreciable bulk
current may develop, in agreement with Ref. 49. Sec-
ondly, the minimal effective Hamiltonian (1) is applicable
only in the long wavelength limit. Gradient corrections
to this Hamiltonian will generally modify the dispersion
relations in a way which will lead to a finite bulk CME
current. We discuss such corrections in App. B, and
present arguments as to why they are negligible under
realistic assumptions. Finally, a violation of the assump-
tion v1 = 0 may also lead to a bulk current within the
chosen model. This can be easily seen, for instance, in
the situation of v1 ‖ B. It can, however, be shown that
in this situation non-vanishing contributions from differ-
ent Weyl points cancel if the system as a whole possesses
time-reversal symmetry. Our reason for working with a
model breaking time-reversal symmetry is that we want
to compare our results with Ref. 49. It is purely acci-
dental that in the parametric range used in Ref. 49 the
effective parameter v1 turns out to be negligible thus em-
ulating the effect of the time-reversal symmetry protected
cancellation.
To conclude, the bulk adiabatic CME current is not
related to the oscillating magnetic field in a universal way.
Its material part, however, is small and its geometric part
is controllable and can in principle be tuned to vanish.
IV. ADIABATIC BOUNDARY CME IN THE
EFFECTIVE THEORY
Next, we turn to the analysis of the surface contribu-
tion (4) to the adiabatic CME trying to approach the
problem from the bulk low-energy effective theory per-
spective. In order to describe a bounded system, one has
to supplement the effective Hamiltonian in Eq. (1) with
the boundary condition on the single-particle wavefunc-
tion ψ. The generic condition for a boundary located at
x = xb has the form
54
(σy sin∆φ+ σz cos∆φ+ 1)ψ
∣∣∣
x=xb
= 0, (12)
where ∆φ has the meaning of the scattering phase shift
at the surface. The effective low-energy theory offers
no constraints on the parameter ∆φ. The actual value
of the phase shift depends on the microscopic detail
of the boundary. In a sample having two boundaries,
x = ±L⊥/2, each boundary is characterised by the condi-
tion (12) with its own value of ∆φ. Moreover, each Weyl
node has its own scattering phase shift, which means
that in our particular setup we have four independent
phase shifts in total. In the rest of the text, we denote
them as ∆φ±l,r, where the upper index corresponds to
the x = ±L⊥/2 boundaries, while L (R) denotes the left-
(right-)chiral node.
In the presence of a constant background field B0 the
eigenvalues of the system’s Hamiltonian can be classified
by the z-projection of quasi-momentum p and the eigen-
value py of the operator of magnetic translations in the
y-direction. As is usual in the theory of Landau quantiza-
tion55, an orbital characterised by a given py is localised
within a distance lb from the plane x = p
yl2b/~. The equa-
tion which defines the dispersion relation ε = εn(p, p
y) for
the effective Hamiltonian (1) in the presence of a mag-
netic field and the boundary conditions (12) is quite cum-
bersome. However, in the limiting case we are interested
in, lb ≪ L⊥, it can be simplified to the following form
(ε− εw + χvzδp)Dλ/2−1(p˜y) =
= ±
√
2χ
v⊥
lb
tan
(
∆φ±
2
)
Dλ/2(p˜
y), (13)
where the ± index is chosen depending on whether the
orbital is localised near the x = L⊥/2 or x = −L⊥/2
boundary. Here, we have used the following nota-
tion: λ ≡ ((ε− εw)2 − v2zδp2) l2b/v2⊥, p˜y ≡ √2pylb/~ ±
L⊥/
√
2lb, and Dν(x) is the parabolic cylinder function
56.
We have also chosen vx = vy = v⊥.
Note that Eq. (13) encodes the dispersion relation of
both bulk and surface modes. For the states that are
localized at the surface (within the length δx ≪ lb), in
the absence of the magnetic field, turning on magnetic
field does not affect the dispersion relation much. Gener-
ally, in a Weyl semimetal, there is at least one family of
such surface states at the Fermi energy called the Fermi
arc12. By tuning py at fixed p, such a surface branch con-
tinuously transforms into one of the bulk Landau levels
showing no energy dependence on py. This behaviour is
illustrated in Fig. 1, where Eq. (13) is solved numerically
for the n = 0 state.
It was discussed in Ref. 50 that the surface contribu-
tion (4) to the adiabatic CME originates in the inflow of
electric charge from the bulk to the boundary, which for
every given p is similar to the Hall effect arising in two-
dimensional systems57. In this picture, the chirality of
the edge mode, which is defined as the sign of ∂εn/∂p
y at
Fermi level, is linked to a topologically protected charac-
teristic (Chern number) of the Weyl semimetal13 in that
both describe the direction of the inflow of charge (to-
wards the boundary or away from it) at given value of p.
It is for this reason that the chirality of each edge mode
enters as a multiplier in Eq. (4).
It follows from the above topological considerations
that the support function ρn(p) in Eq. (4) is non-
vanishing as long as the momentum p is inside the re-
gion of the one-dimensional projection of the Brillouin
zone where the Chern number is finite (this region is ap-
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FIG. 1. Dependence of the energy εn=0 on p˜
y for a right-chiral
electron in strong static magnetic field B0, computed from
Eq. (13). From top to bottom: ∆φ−r = −2.3,−1.49,−0.7,
and −0.2. p = pz0, while the other parameters of the effective
theory are the same as in Eq. (17). The states with p˜y . −3.5
are completely localized within the bulk (Landau levels), the
other states are localized at the boundary x = −L⊥/2.
proximately bounded by the positions of the two Weyl
points). A significant part of this region lies outside the
applicability range of the Weyl Hamiltonian, therefore
there is no general reason to believe that the integral on
the right-hand side of Eq. (4) can be calculated from the
parameters of the effective low-energy theory. There still
exists one noteworthy exception which is when the dis-
persion relation of Fermi arcs is separable, meaning that
in the absence of magnetic field
ε0(p, p
y) = G1(p) + G2(py), (14)
where G1,2 are some arbitrary functions. Here and below
we choose the index n = 0 for the branch of topologi-
cally non-trivial surface states. Indeed for B0 = 0, the
contribution of the surface states is insensitive to what
happens outside the vicinity of the Weyl nodes. This
is because according to Eq. (4), we get the integral of
total derivative, which reduces to the difference of the
boundary values of the function G1 at the points p = pzwr
and p = pzwl. These values themselves are fixed by the
positions of the energies of the Weyl nodes εwr and εwl,
respectively, so that the partial contribution of the Fermi
arc is
Ifasurf(B0 = 0) =
e2
h2c
BACS⊥(εwr − εwl). (15)
This is in agreement with Ref. 49, where the contribu-
tion of these surface states to the total coefficient Ccme is
argued to be equal to 1.
In case of non-vanishingB0, the contribution to Eq. (4)
beyond the effective theory remains unchanged, therefore
the integral again reduces to the contribution from the
states at the vicinity of the Weyl nodes. The latter is
modified by the magnetic field albeit in a way that is
completely defined by the low-energy effective theory. In
order to specify Eq. (4) for this case, we note that within
the effective theory, in the absence of the magnetic field,
the energy of the Fermi arc is linear with respect to both
p and py54. It means that even in the case of B0 6= 0, the
separability holds both in the effective theory and in the
ultraviolet complete theory, provided that the deviation
from the Weyl node is large enough, δp & Λ0. Therefore,
one can artificially split the integration region in Eq. (4)
into two parts: the vicinities of the Weyl nodes, δp ≤ Λ
(Λ & Λ0), and the rest. For the vicinities of the two
Weyl nodes, we can still use the effective theory and we
denote the result as Ieff(Λ). Due to the linear dispersion,
this contribution grows linearly with the cutoff Λ. In
the remaining region, the separable relation (14) holds.
The corresponding contribution is a linear function of Λ,
which is equal to (15) at Λ = 0, and its slope is opposite
to that of Ieff. Since the total surface CME current is not
sensitive to the choice of the cutoff Λ, we can formally
set it to infinity:
Isurf = lim
Λ→∞
(
Ieff(Λ)− ΛdIeff(Λ)
dΛ
)
+ Ifasurf(B0 = 0).
(16)
For the actual calculation using Eq. (16) we have used
the effective parameters of the bulk Hamiltonian
εwr = −εwl = 4.9× 10−2t, εf = 0, (17)
vz = 0.69t/~, v⊥ = 2.0t/~, lb = 50, (18)
and the two Weyl nodes share the same values of vz
and v⊥. Here t is an arbitrary parameter that has di-
mension of energy. The specific choice of all these input
parameters was done in order to compare them (see be-
low) with the results of a particular microscopic calcu-
lation and with the results of Ref. 49. We have found
that even in the case of separable Fermi arcs, the re-
sulting prefactor in (2) depends on the choice of ∆φ:
for ∆φ±r = −∆φ±l = ±1.49, Ccme = 0.53, while for
∆φ±r = −∆φ±l = ±2.3, the result changes to Ccme = 0.89.
(As before, the + index corresponds to the boundary
x = L⊥/2, while the − index corresponds to the other
boundary.)
To conclude, the Ccme is not universal in the sense that
it depends on both the bulk and the boundary parame-
ters of the effective theory, even in the case of separable
energy of Fermi arcs. As we have noted above, if the sepa-
rability does not hold, the resulting current Isurf involves
microscopic details of the material beyond the informa-
tion encoded in the parameters of the effective theory.
Therefore, in order to understand whether the separa-
bility is a generic property of a WSM, in the following
Section we study a microscopic model of such a material.
V. SURFACE CONTRIBUTION IN A
MICROSCOPIC THEORY
As we have established in the previous sections, the
boundary CME is a significant effect, which under cer-
tain conditions dominates the longitudinal response of a
6WSM to the applied magnetic field. Although the Fermi
arc states responsible for the effect are topologically pro-
tected, the magnitude of the boundary CME cannot be
linked to any topological invariant. Moreover, the mag-
nitude of the boundary CME is generally not fully de-
termined by the parameters of the low-energy effective
theory in the bulk material unless a special condition
on the dispersion relation of the Fermi arc states is met.
There is no obvious reason why this condition should hold
for an arbitrary material interface therefore it is natural
to assume that it is likely to be violated in a given ex-
perimental sample. Nevertheless, it is instructive to see
how the condition breaks down in a particular micro-
scopic model and what consequences this may have for
the boundary CME.
To this end, we turn to the microscopic lattice Hamil-
tonian (6). The Bloch spectrum of the model con-
tains one right-handed Weyl node located at p0(right) =
(0, 0, pzwr), and one left-handed Weyl node located at
p0(left) = −p0(right). The Bloch momentum pzwr can be
expressed in terms of the parameters of the Hamiltonian
as described in Appendix A. By performing a unitary
transformation from the original basis to the eigenbasis
of the Hamiltonian at p = p0(right), together with the
linearisation with respect to p − p0(right), the resulting
effective Hamiltonian is
HR = εdiag(pz)12×2+ v⊥(pxσx+pyσy)+ vz(pz−pzwr)σz .
(19)
Here εdiag(p
z) = εwr+v1(p
z−pzwr) and the relationships
between the effective parameters and the parameters of
the microscopic theory (6) are listed in Appendix A.
The Hamiltonian (19) acts on the two-dimensional space
which corresponds to the two gapless branches of the
Hamiltonian’s Bloch spectrum near the Weyl point. The
two remaining gapped branches have been dropped from
the effective theory. Note that Eq. (19) has the same
form as the effective Hamiltonian (1).
For the left -chiral node, a similar procedure leads to
the same effective Hamiltonian (19), but with the replace-
ment (pzwr, v
z, εwr) → (−pzwr,−vz,−εwr). Note that
the energies of the two Weyl nodes are equal in magni-
tude and have opposite signs, therefore the “symmetric”
choice of the Fermi energy εf = 0 results in equal den-
sity of oppositely charged carriers in the two Weyl pock-
ets. For simplicity and in conformity with the reference
study 49, we limit our considerations to this symmetric
situation.
For the actual numerical computations we have used
one of the parameter sets from Ref. 49, namely β0 = 0.1t,
βz = 1.2t, M0 = −0.3t, and lb = 50. By using the
dictionary in Appendix A, one can see that this choice
leads to the effective paramters listed in Eq. (17). The
smallness of εwr − εf ensures that the Fermi surfaces of
the bulk states are close to the Weyl nodes, so that the
effective theory describes the dynamics adequately. In
addition, the parameter vz
1
turns out to be very small
(vz
1
= −1.1 × 10−2t/~), which results in accidental sup-
pression of Ibulk in a strong background field B0 (see
Sec. III).
We compute the energy spectrum of the bounded sys-
tem, using the KWANT package58. This then serves as the
input for the equation (4). Since we deal with a sample
that is infinite in both y- and z-directions, we perform the
dimensional reduction from three to one dimensions by
replacing the operators p and py with corresponding good
quantum numbers. We include the magnetic field by em-
ploying the standard Peierls substitution p→ p− eA/c,
and we choose the Landau gauge A = (0, Bx, 0), which
does not break the one-dimensional character of the prob-
lem. We have used 800 lattice sites in the x-direction,
and checked that the doubling of this number does not
change significantly any of the results presented below.
We have checked that the energy dispersion (11) for
the Landau levels holds well and the deviations (beyond
having non-zero vz
1
) are in agreement with the dimen-
sional analysis done in Appendix B.
We confirm that the boundary condition for the low-
energy excitations that follows from the microscopic
Hamiltonian (6) with the hard-wall boundaries indeed
has the form (12). The extracted scattering phase-shifts
turn out to be ∆φ±r = −∆φ±l = ±1.49, which coincide
with one of the two combinations that we used in Sec. IV.
Futhermore, the numerical evaluation of the surface cur-
rent (4) using KWANT gives the same value Ccme = 0.53
as we found in the effective theory. Surprisingly, we find
that for the given set of parameters, the separability con-
dition holds extremely well (within machine precision)
in the microscopic theory, which explains the numerical
agreement between the two results. Note that for the
same set of parameters, the indicated value of the coef-
ficient Ccme is close to the original finding Ccme ≈ 1/2 of
Ref. 49.
The next step is to see whether the result is robust
against microscopic deformation of the boundary. We
have modified the boundary by rescaling the β0 param-
eter, β0 → 10β0, at the boundary sites of the 1D lat-
tice. We have verified that such a modification does not
affect the parameters of the bulk effective theory (19).
At the same time, the phase-shifts changed significantly,
∆φ±r = −∆φ±l = ±2.3. The resulting drastic change of
the Fermi-arc dispersion is illustrated in Fig. 2. Apart
from the quantitative modification of ∆φ, we have en-
countered a qualitative change: the separability condi-
tion for the Fermi arcs (Eq. (14)) is no longer satisfied.
Thus, we conclude that the separability is rather an acci-
dental property of the microscopic theory (6) with a spe-
cific boundary condition. The numerical diagonalisation
for the modified boundary leads to Ccme = 1.05, which is
quite different from the result for the original boundary.
By recalling the result Ccme = 0.89 of the effective theory
from Sec. IV (for the same phaseshifts ±2.3), we see that
it is close to the finding within the microscopic theory, al-
though the agreement between the two approaches is not
that good anymore. This is a consequence of violating
the separability condition and it makes the prediction of
the effective theory unreliable.
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Original
−1.0 −0.5 0.0 0.5 1.0
p [ħ]
x= ħ⟂2
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FIG. 2. Energy spectrum for the original (left) and the modi-
fied boundaries (right) of the microscopic Hamiltonian (6). In
both cases, surface states (Fermi arcs) form continuous lines
connecting the Weyl nodes, but the shape of a given line is
sensitive to the structure of the boundary. The parameters of
the Hamiltonian are taken from Sec. V, py = 10−2~, B0 = 0.
In order to illustrate the finite-size quantization of the energy
bands, the number of lattice sites was decreased to 400.
VI. CONCLUSION
In this paper, we have considered the adiabatic chi-
ral magnetic effect (CME) in a WSM sample having a
boundary. Generally, the contribution of the boundary
to the CME current is on the same order as the bulk
contribution, in particular both are proportional to the
cross-sectional area of the sample. However we find that
the boundary current can dominate in a presence of a
strong static background magnetic field. This is true if
the theory possesses a certain symmetry or if the pa-
rameters of the effective Hamiltonian are fine-tuned in a
certain way, as is discussed in Sec. III.
We have found that there is no topological protection
for such a boundary current and in general it cannot
even be determined from the parameters of a bulk low
energy effective theory. However, under a certain as-
sumption (separability of the Fermi arc energy, Eq. (14)),
the boundary current still can be expressed in terms of
the parameters of the bulk effective theory alone (by
which we mean the combination of the linearized Hamil-
tonian (1) and the boundary conditions (12)). Such an
expression can be found in Eq. (16).
We have investigated the validity of the separability
assumption in a particular microscopic model (6) used
in Refs. 25 and 49. This model accidentally has separa-
ble energy of the Fermi arcs, and the parameters of the
Hamiltonian chosen in Ref. 49 were so that the above-
mentioned fine-tuning takes place. This results in the
surface current (16) being the only source for the adia-
batic CME. However, we see that a deformation of the
boundary layer in the model (6) both breaks the sepa-
rability and makes Eq. (16) invalid. In conclusion, the
adiabatic CME current in a bounded Weyl semimetal
system is non-universal, but depends on the precise way
one manufactures the boundaries of the sample.
ACKNOWLEDGMENTS
The authors are grateful to Paul Baireuther, Carlo
Beenakker, Mikhail Katsnelson, and Jo¨rg Schmalian for
discussions and useful comments. This research was sup-
ported by the Foundation for Fundamental Research on
Matter (FOM) and the Netherlands Organization for Sci-
entific Research (NWO/OCW) through the Delta ITP
Consortium and by an ERC Synergy Grant.
Appendix A: Relations between the parameters of
the effective and the microscopic Hamiltonians
The effective parameters entering Eq. (19) are ex-
pressed via the original parameters of the microscopic
Hamiltonian (6) as
v⊥ = 2
√
β2z − β20
β2z − 4ε2wr
(A1)
v‖ =
√K
β2z − 4ε2wr
, (A2)
v1 = −4εwr(1 +M0) sin p
z
wr + β0βz cos p
z
wr
β2z − 4ε2wr
, (A3)
where
K = (4εwr(1 +M0) sin pzwr + β0βz cos pzwr)2
+ (β2z − 4ε2wr)(4(1 +M0)2 sin2 pzwr − β20 cos2 pzwr).
Here, pzwr is a positive solution of(
β0
βz
sin pzwr
)2
+2(1+M0) cos p
z
wr = 2+2M0+M
2
0−
β2z − β20
4
,
(A4)
and the energy of right-chiral node is
εwr = −β0
βz
sin pzwr. (A5)
(For simplicity, we have set the hopping parameter equal
to 1, t = 1.)
Appendix B: Higher-order corrections to the
linearized effective Hamiltonian
By using the minimal effective Hamiltonian (1), we
implicitly assume that the coupling to the magnetic
field B is captured completely by replacing the quasi-
momentum p = −i~∇ with the operator −i~∇− eA/c.
However, since our particles have real spin s (as op-
posed to the pseudospin ~σ/2), they are expected to
have Zeeman coupling, which introduces the correction
8∆Heff = −gµbsB, where g is the g-factor and µb is the
Bohr magneton. Then the energy gap between the two
neighbouring Landau levels is of order of v~/lb ∼ e2/lb,
according to Eq. (11), while the corrections coming from
the Zeeman coupling are expected to be suppressed by
an additional factor ann/lb, which is small for realistic
fields B . 106 Gauss that can be reached in laborato-
ries in the foreseeable future. Here we have estimated
the typical velocity v of an electron and the crystalline
lattice spacing ann to be of order of the corresponding
atomic units, v ∼ e2/~, ann ∼ ~2/mee2, which are not
quite far from the results of the band-structure calcula-
tions for some WSMs59 and the direct X-ray diffraction
measurements8,60. This irrelevance of Zeeman coupling
is similar to what happens in graphene61, although con-
trary to graphene, where the g-factor is not very far from
the “bare” value g = 2, see Ref. 62 we can have much
larger g, which can in principle alter our conclusion. (In
the estimate above, we assumed g ∼ 1. For a similar
discussion regarding the importance of the Zeeman cou-
pling to WSMs, see Ref. 43.) Moreover, in materials
with strong spin-orbit coupling such as the transition-
metal monopnictides that were the first experimentally
discovered WSMs12, additional terms in the effective
theory are allowed. One such term is CbB · b, where
b = p0(right) − p0(left) is the momentum separation of
the Weyl nodes. Also we neglect the higher-derivative
corrections to the dispersion relation of a Weyl fermion,
such as the quadratic term ∆Heff = C2 (p − p0)2/2me,
whereme is the “bare” electron mass. However, a similar
kind of dimensional analysis reveals that in the absence of
some “anomalously” large coupling constants Cb and C2,
the resulting corrections are expected to be suppressed
as well.
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