It is common for researchers conducting clinical or biomedical studies to be interested in investigating whether the values of two or more quantitative variables change in conjunction in a given individual or object of study. In other words, whether when the value of one variable increases, the value of another tends to increase/ or, inversely, reduce, progressively. There are many different statistical tests that explore the intensity and direction of this mutual behavior of variables, known as correlation tests.
1,2
The first step in analyzing correlations between two quantitative variables should be to look at a scatter plot, in order to discern whether there is a gradual variability between the sets of variables, whether this variation is monotonic (predominantly increasing or decreasing), if it follows a proportional tendency (linear), and whether the underlying distribution of the data is normal. [2] [3] [4] Different combinations of these premises indicate a need for different techniques for correlation analysis. Figure 1 illustrates the distribution of values of four hypothetical variables (V1, V2, V3, and V4), which exhibit data that follow a normal distribution (Shapiro-Wilk, p > 0.32).
Variables V1 and V2 exhibit simultaneously increasing values, which are distributed around an underlying imaginary (ideal) straight line, which describes the trajectory of the data. It can be stated that there is a positive linear correlation between V1 and V2. For example, Rossi et al. identified a strong positive correlation (ρ = 0.82; p < 0.01) between cores on the Venous Symptoms Clinical Severity Scale and pain in chronic venous disease. 5 In contrast, variables V1 and V3 exhibit antagonistic behavior: when the values of one increase, the values of the other reduce. It can be stated that there is a negative linear correlation between V1 and V3, just as Ohki and Bellen identified a moderate negative correlation (ρ = -0.65; p < 0.01) between average regional temperature and the incidence of venous thrombosis. 6 It can also be observed that the values for the correlation between V1 and V3 are closer to the imaginary straight line than the values for the correlation between V1 and V2. This invites the conclusion that the relationship between the values of the variables V1 and V3 is stronger than the relationship between V1 and V2, even though the directions are opposite.
Comparisons of the data for V4, whether with V1, V2, or V3, do not reveal gradually increasing or decreasing behavior. This leads to the conclusion that V4 does not exhibit a correlation with the other variables.
The most widely-used technique for evaluating the correlation between two quantitative variables is Pearson's product-moment correlation coefficient, or Pearson's r, which requires that both samples follow a normal distribution and that the relationship between the two variables is linear. 2, 7 Failure to adhere to these prerequisites leads to erroneous conclusions, even when working with large sample sizes.
However, it is very common that samples of clinical and demographic data do not follow a normal distribution (for example, the distributions of income, quality of life indexes, disease severity indexes, years of study, and number of children). The most widely used options for investigating correlations between variables that do not exhibit normal distributions are the Spearman rank order correlation and the Kendall rank correlation coefficient (Tau-b), which substitute the original data for their ordered ranks. 2, 7, 8 These methods are also used in cases in which at least one of the variables has ordinal characteristics (for example, functional class, educational level, cancer staging, social class).
Another advantage of using the Spearman and Kendall nonparametric tests is that they are not restricted to linear correlations, as long as they exhibit monotonic behavior. In other words, they must exhibit 276/279 J Vasc Bras. 2018, Out.-Dez.; 17(4):275-279 a gradual relationship in the same direction (rising or falling) for the whole domain of the data studied.
In Figure 2 , it can be observed that there is no direct proportionality (linear) between the data for V1 and V5; rather there is an increase that is apparently exponential. Since the variation is monotonic (the data for V1 increase as a function of V5), the Spearman and Kendall coefficients can be used to estimate the correlation. In this example, to use the Pearson's coefficient, it will be necessary to log transform the data to achieve a certain linearity of correlation ( Figure 2 : V1 x V6). It should be noted that the ρ and τ coefficients give the same resultant values for the correlations V1 vs. V5 and V1 vs. V6, since V6 is a transformation of V5 into monotonic data.
In biomedical sciences, the Spearman coefficient (ρ or rho) is the most widely used for evaluating the correlation between two quantitative variables, probably because it is similar to the Pearson method, once the data have been substituted for their ordered ranks. However, care should be taken when generalizing conclusions of interpretations of the correlation between the values of the ranks of data from the variables and the original data.
In contrast, the Kendall Tau-b coefficient (τ or t b ), has mathematical properties that make it more robust to extreme data (outliers), give it a greater capacity for populational inference and a smaller estimation error. While significance (p-value) and direction (+ or -) are similar to those of the Spearman method, the coefficient returns less extreme values and interpretation is different, since it signifies the percentage of observed pairs that take the same direction in the sample (agreement) minus the pairs that do not agree. For example, a τ coefficient of 0.60 signifies that 80% of pairs agree, while 20% disagree (τ = 0.80 -0.20 = 0.60). Transformation of data (for example, logarithmic, square root, 1/x) in order to obtain a normal distribution to enable Pearson's coefficient to be tested is a valid option for samples with asymmetrical data distributions ( Figure 2 : V1 x V6). However, it should be borne in mind that, in common with techniques that employ ordered ranks, transformation of data alters the scale between measures and impacts on direct interpretation of the measures of effect.
7
The magnitude of the effect of the correlation between two or more variables is represented by correlation coefficients, which take values from -1 to +1, passing through zero (absence of correlation). Positive coefficients (r > 0) indicate a direct relationship (Figure 1 : V1 x V2) between variables; while negative coefficients (r < 0) indicate an inverse correlation (Figure 1 : V1 x V3 and V2 x V3).
Each correlation test has its own coefficient, demanding its own interpretation. In general, for the coefficients Pearson's r and Spearman's ρ, values from 0 to 0.3 (or 0 to -0.3) are biologically negligible; those from 0.31 to 0.5 (or -0.31 to -0.5) are weak; from 0.51 to 0.7 (or -0.51 and -0.7) are moderate; from 0.71 to 0.9 (or -0.71 to 0.9) are strong correlations; and correlations > 0.9 (or < -0.9) are considered very strong.
8
One peculiarity of Pearson's r coefficient is that the square of its value provides an estimate of the percentage of variability in the values of one variable that is explained by the variability in the other. For example, a coefficient of r = 0.7 indicates that 49% of the variability of one variable can be explained by, or is followed by, the variation in the values of the other, in the sample tested.
In clinical and biomedical studies, the majority of coefficients with biological significance fall in the range of 0.5 to 0.8 (or -0.5 to -0.8). This is the result of errors of measurement, laboratory techniques, or variation of instruments, which affect the precision of measurements, and also, and primarily, because biological phenomena are affected by multifactorial influences and complex interactions, in which the variation of a single variable cannot totally explain the behavior of another. 2 Tests of the significance of a correlation between quantitative variables are based on the null hypothesis that there is no correlation between the variables (r = 0), which makes the p-value subject to influence both from the dimension of the effect and from the sample size. This means that caution is necessary when interpreting coefficients that result in a weak correlation (r < 0.3), but have highly significant p-values, caused by overly-large sample sizes. Calculation of sample sizes for analysis of correlations has been explored in an earlier edition of this periodical. 10 Correlation coefficients have inferential properties and, in scientific texts, should preferably be expressed with their 95% confidence intervals and significance (p-value), for example: ρ = 0.76 (95%CI 0.61-0.91), p < 0.01. 11, 12 In the case of multiple comparisons, coefficients can be shown on their own, in the form of a single table. 13 Special cases involving hundreds or thousands of correlations may demand graphical representation techniques, such as the color heatmaps often used in genome studies, just as Hsu et al. represented 4,930 correlations between (85x58) genomic and metabolomic variables.
14
In the case of ordinal data with few categories (for example, satisfaction scores, quality of life items, socioeconomic status), investigations based on the polychoric test of correlation may be more robust (smaller type I errors) than using the Spearman and Kendall tests. 15 Although rarely used, there are also methods for assessing the correlations between variables of a categorical nature (for example, Cramér's V coefficient) and between dichotomous and quantitative variables (for example, the point-biserial correlation coefficient), but these approaches are beyond the scope of this text.
7
In special situations in which linear correlations between different variables must be analyzed in conjunction (for example, questionnaire items) in order to understand the overall variation in conjunction of the variables, analysis of the correlation between "n" variables can be assessed using the consistency type Intraclass Correlation Coefficient (ICC). There are different ways to analyze ICCs, which result in indicators of different magnitudes. 16 An ICC (random or two-factor mean, mean measures) returns the same value as Cronbach's α coefficient, used to measure the internal consistency of scales. 17 The identification of a significant correlation between two or more variables should be interpreted with caution, since statistical analysis does not provide evidence of direct dependence or even of causality between the variables, just that they tend to vary in conjunction. 1, 18, 19 However, despite the risk of fallacious conclusions of causality or on the basis of results of correlations between variables, correlation tests are important exploratory techniques for investigation of associations between the behavior of groups of variables, facilitating construction of hypothetical models that should then be confirmed by means of dedicated experiments. Indeed, this occurs with ecological clinical studies that often employ correlation techniques for data analysis and provide a basis for subsequent investigations of the phenomena indicated by correlations between indicators and population groups. [20] [21] [22] The same applied to genome-wide and proteomic studies, considered exploratory, which study the patterns of correlations of findings with clinical variables in order to indicate models for later confirmation. 19, 23 Indeed, performing multiple correlation tests on a sequence of variables increases the chances of identifying, by chance, correlations described as "spurious", which should be evaluated in terms of their biological plausibility and confirmed later using appropriate investigation techniques. Use of techniques for correction of p-values adjusted for multiple correlations is always recommended in these conditions. 7, 19, [24] [25] [26] [27] Another limitation of an inferential nature in correlation analyses is rooted in their incapacity for extrapolation of conclusions to different data intervals or different populations from those studied.
Correlation analyses were not developed a priori with the purpose of predicting values or for inference of the participation of multiple variables in the explanation of a phenomenon and there are regression or multivariate analysis techniques that can be used for this purpose. 7 Although there are partial correlation techniques that adjust the correlation values for the behavior of confounding variables (identical to the standardized β coefficient in multivariate linear regression), and polynomial transformation techniques for correction of non-monotonic correlations, an experienced statistics professional should be consulted for planning and execution of analyses of greater complexity.
Correlation analyses can also be employed to compare parallelism of measures between two different scales for measurement of the same phenomenon, such as psychometric quality-of-life scales, 28 or clinimetric scales, such as pressure ulcer risk scales. However, researchers very often use them erroneously to test agreement of data or consecutive measures of the same phenomenon (for example, test-retest, 29 calibration of measurement instruments, interrater comparisons), even though there are more appropriate methods for these purposes. 30 Finally, strategies for evaluation of correlations between variables should be encouraged in clinical and biomedical research, since they maximize understanding of the phenomena studied. However, due to the peculiarities inherent to the different methods, they must be described in detail in the methodology and in the presentation of results. 1, 2 . O primeiro passo para analisar a correlação entre duas variáveis quantitativas deve ser a visualização do diagrama de dispersão, a fim de identificar se existe uma variabilidade gradual entre os conjuntos de dados, se essa variação é monotônica (predominantemente ascendente ou descendente), se assume uma tendência proporcional (linear) e se a distribuição subjacente dos dados é normal [2] [3] [4] . Diferentes combinações dessas premissas indicam diferentes técnicas de análise de correlação.
A Figura 1 exemplifica a dispersão dos valores entre quatro variáveis hipotéticas (V1, V2, V3 e V4), as quais apresentam dados aderentes à distribuição normal (Shapiro-Wilk, p > 0,32).
As variáveis V1 e V2 apresentam um crescimento simultâneo dos valores, que se distribuem sobre uma linha reta subjacente imaginária (ideal), a qual descreve a trajetória dos dados. Pode-se afirmar que existe correlação linear positiva entre V1 e V2. Da mesma forma, Rossi e colaboradores identificaram forte correlação positiva (ρ = 0,82; p < 0,01) entre os escores da Escala de Gravidade Clínica dos Sintomas Venosos e da escala de dor em doença venosa crônica 5 . As variáveis V1 e V3, em contrapartida, apresentam um comportamento antagônico: enquanto os valores de uma aumentam, os da outra reduzem. Pode-se afirmar que existe correlação linear negativa entre V1 e V3, assim como Ohki e Bellen identificaram moderada correlação negativa (ρ = -0,65; p < 0,01) entre a temperatura regional média e a incidência de trombose venosa 6 . Nota-se ainda que os valores da correlação V1 e V3 aproximam-se mais da linha reta imaginária que os valores da correlação entre V1 e V2. Isso leva à conclusão que a relação entre os valores das variáveis V1 e V3 é mais intensa que a relação entre V1 e V2, apesar dos sentidos serem opostos.
As comparações dos dados da V4, sejam com V1, V2 ou V3, não apresentam um comportamento gradualmente ascendente ou descendente. Isso leva à conclusão que V4 não apresenta correlação com as demais variáveis.
A técnica mais difundida para a avaliação da correlação entre duas variáveis quantitativas é o coeficiente de correlação produto-momento de Pearson, ou r de Pearson, que pressupõe distribuição normal das duas amostras e comportamento linear da relação entre as variáveis 2, 7 . A falta de observação dessas premissas leva a conclusões equivocadas, mesmo diante de amostragem numerosa.
É, porém, bastante comum que amostras de dados clínicos e demográficos não sigam distribuição normal (por exemplo, distribuição de renda, índices de qualidade de vida, índices de gravidade de uma doença, anos de estudo, número de filhos). As opções mais utilizadas na investigação da correlação entre variáveis que não apresentam distribuição normal são a correlação da ordem de postos de Spearman e o coeficiente de correlação de postos de Kendall (Tau-b), que substituem os dados originais por postos ordenados (ranks) 2, 7, 8 . Esses métodos também se impõem em casos que ao menos uma das variáveis apresenta características ordinais (por exemplo, classe funcional, nível de escolaridade, estadiamento de câncer, classe social).
Outra vantagem do uso dos testes não paramétricos de Spearman e de Kendall é que eles não se restringem a correlações lineares, desde que apresentem 276/279 J Vasc Bras. 2018, Out.-Dez.; 17(4):275-279 comportamento monotônico. Ou seja, eles devem apresentar uma relação gradual no mesmo sentido (ascendente ou descendente) para todo o domínio de dados estudado. Na Figura 2, observa-se que não ocorre proporcionalidade direta (linear) entre a variação dos dados de V1 e V5, mas um incremento aparentemente exponencial. Como a variação é monotônica (os dados de V1 oscilam em um crescente em função de V5), os coeficientes de Spearman e Kendall podem estimar a correlação. Já nesse exemplo, para o emprego do coeficiente de Pearson, seria necessária a transformação logarítmica dos dados para garantir certa linearidade da correlação (Figura 2: V1 x V6) . Destaque-se que os coeficientes ρ e τ resultaram nos mesmos valores para a correlação V1 versus V5 e para V1 versus V6, já que V6 se tratava de uma transformação de V5 em dados monotônicos.
O coeficiente de Spearman (ρ ou rho) é o mais empregado em ciências biomédicas para avaliar a correlação entre duas variáveis quantitativas, provavelmente porque seja semelhante ao método de Pearson, desde que os dados sejam substituídos por postos ordenados (ranks). O que, porém, inspira cuidado na generalização das conclusões quanto à interpretação da correlação entre os valores dos ranks dos dados das variáveis e não dos dados originais. O coeficiente de Kendall Tau-b (τ ou t b ), em contrapartida, apresenta propriedades matemáticas que o tornam mais robusto a dados extremos (outliers), de maior capacidade de inferência populacional e menor erro de estimativa. Apesar da significância (p-valor) e o sentido (+ ou -) se aproximarem do método de Spearman, seu coeficiente apresenta valores menos proeminentes e sua interpretação é diferenciada, significando o percentual de pares observados que assumem o mesmo sentido na amostra (concordantes) menos os pares discordantes. Por exemplo, um coeficiente τ de 0,60 representa que 80% dos pares são concordantes, enquanto 20% são discordantes (τ = 0,80 -0,20 = 0,60) 9 . A transformação dos dados (por exemplo, logaritmo, raiz quadrada, 1/x) a fim de obter sua normalização para testar o coeficiente de Pearson é uma alternativa válida em amostras com distribuição dos dados assimétricas (Figura 2: V1 x V6). Entretanto, deve-se ter em mente que, da mesma forma que as técnicas que empregam postos ordenados (ranks), as transformações dos dados alteram a escala entre as medidas, influenciando a interpretação direta das medidas de efeito 7 . A magnitude do efeito da correlação entre duas ou mais variáveis é representada pelos coeficientes de correlação, que assumem valores de -1 até +1, passando pelo zero (ausência de correlação). Coeficientes positivos (r > 0) indicam correlação direta (Figura 1: V1 x V2) entre as variáveis; já coeficientes negativos (r < 0) significam uma correlação inversa (Figura 1: V1 x V3 e V2 x V3).
Cada teste de correlação apresenta um coeficiente individualizado, que demanda uma interpretação própria. De forma geral, para os coeficientes r de Pearson e ρ de Spearman, valores entre 0 e 0,3 (ou 0 e-0,3) são biologicamente desprezíveis; entre 0,31 e 0,5 (ou -0,31 e -0,5) são correlações fracas; entre 0,51 e 0,7 (ou -0,51 e -0,7) são moderadas; entre 0,71 e 0,9 (ou -0,71 e 0,9) são correlações fortes; e > 0,9 (ou < -0,9) são consideradas muito fortes 8 . Uma particularidade do coeficiente r de Pearson é que o quadrado do seu valor representa uma estimativa do percentual de variabilidade dos valores de uma variável que é explicado pela variabilidade da outra. Por exemplo, um coeficiente r = 0,7 significa que 49% da variabilidade de uma variável pode ser explicada, ou é acompanhada pela variação dos valores da outra na amostra testada.
Em estudos clínicos e biomédicos, a maior parte dos coeficientes com significado biológico situa-se entre 0,5 e 0,8 (ou -0,5 e -0,8). Isso decorre tanto da existência de erros de mensuração, técnicas laboratoriais ou variação de instrumentos, que interferem na exatidão e na precisão das medidas, mas, principalmente, porque fenômenos biológicos sofrem influências multifatoriais e interações complexas, em que a variação de apenas uma variável não explica totalmente o comportamento de outra 2 .
Os testes de significância da correlação entre variáveis quantitativas se baseiam na hipótese nula que não existe nenhuma correlação entre as variáveis (r = 0), sujeitando o p-valor à influência tanto da dimensão do efeito quanto do tamanho amostral. Isso exige cautela na interpretação de coeficientes que resultem em baixa correlação (r < 0,3), mas que apresentem p-valores muito significativos, decorrentes de amostras superdimensionadas. O cálculo do tamanho amostral para análise de correlação já foi explorado anteriormente nesta revista 10 . Os coeficientes de correlação apresentam propriedades inferenciais e devem ser preferencialmente expressos, em textos científicos, pelo seu intervalo de confiança de 95% e a significância (p-valor), por exemplo: ρ = 0,76 (IC95% 0,61-0,91), p < 0,01 11, 12 . No caso de múltiplas comparações, o coeficiente pode ser apresentado de forma isolada, na forma de uma matriz, e com sua significância sinalizada para facilitar a leitura dos dados, como Brianezi e colaboradores representaram as 28 correlações de sete parâmetros histológicos em uma tabela 13 . 7 . Em situações especiais em que a correlação linear entre diferentes variáveis deva ser analisada conjuntamente (por exemplo, itens de um questionário) visando a compreensão da variação conjunta global das variáveis, a análise de correlação entre "n" variáveis pode ser avaliada pelo coeficiente de correlação intraclasse (CCI) do tipo consistência. Há diferentes formas de análise do CCI, que levam a indicadores de diferentes magnitudes 16 . O CCI (aleatório ou misto de dois fatores, medidas médias) retorna o mesmo valor do coeficiente α de Cronbach, usado para medir a consistência interna de escalas 17 . A identificação de uma correlação significativa entre duas ou mais variáveis deve ser interpretada com cautela, visto que a análise estatística não fornece evidências de dependência direta ou mesmo de causalidade entre as variáveis, mas apenas que elas tendem a variar conjuntamente 1, 18, 19 . Entretanto, apesar do risco de falácia ao se concluir causalidade a partir de resultados de correlação entre variáveis, os testes de correlação são importantes técnicas exploratórias para a investigação de associação entre o comportamento de grupos de variáveis, favorecendo a elaboração de modelos hipotéticos que devam ser confirmados posteriormente por meio de experimentos dedicados. Aliás, isso ocorre com estudos clínicos ecológicos, que frequentemente empregam técnicas de correlação na análise de seus dados e servem de base para investigação posterior dos fenômenos indicados pela correlação entre indicadores e grupos populacionais [20] [21] [22] . Ou ainda estudos tipo genome-wide e de proteômica, ditos exploratórios, que estudam os padrões de correlações dos achados com as variáveis clínicas em busca da indicação de modelos a serem comprovados posteriormente 19, 23 . Inclusive, quando se realizam múltiplos testes de correlação em uma sequência de variáveis, aumentam-se as chances de se identificar, ao acaso, correlações ditas "espúrias", que devem ser avaliadas quanto à plausibilidade biológica e comprovadas posteriormente por técnicas adequadas de investigação. O emprego de técnicas de correção dos p-valores ajustadas para as correlações múltiplas é sempre indicado nessas condições 7, 19, [24] [25] [26] [27] . Outra limitação de natureza inferencial das análises de correlação baseia-se na incapacidade de extrapolação das conclusões para outros intervalos de dados ou para populações diferentes dos estudados.
Análises de correlação não foram desenvolvidas a priori com a finalidade de predição de valores ou da inferência da participação de múltiplas variáveis na explicação de um fenômeno, havendo técnicas de regressão ou de análise multivariadas com essas finalidades 7 . Apesar de existirem técnicas de correlação parcial que ajustam os valores da correlação para o comportamento de variáveis de confusão (idêntico ao coeficiente β padronizado em regressão linear múltipla), assim como técnicas de transformação polinomial para corrigir correlações não monotônicas, um profissional estatístico experiente deve ser consultado para o planejamento e a execução de análises de maior complexidade.
Análises de correlação podem também ser empregadas na comparação do paralelismo das medidas entre duas escalas diferentes para a medida do mesmo fenômeno, como escalas psicométricas de qualidade de vida 28 , ou clinimétricas, como escalas de risco para úlcera por pressão. Contudo, muitas vezes, elas são utilizadas por pesquisadores no sentido equivocado de se testar a concordância dos dados ou medidas consecutivas do mesmo fenômeno (por exemplo, teste-reteste 29 , calibragem de instrumentos de medida, comparação entre juízes), enquanto existem métodos mais adequados para essas finalidades 30 . Finalmente, as estratégias de avaliação da correlação entre variáveis devem ser incentivadas em pesquisa clínica e biomédica, uma vez que maximizam a compreensão do fenômeno estudado. Entretanto, devido às particularidades inerentes aos seus diversos métodos, elas devem ser detalhadamente descritas na metodologia e na apresentação dos resultados.
