Abstract. In this paper a method is developed to calculate the Floquet exponents of the matrix-valued version of Hill's equation using infinite determinants. It is shown that the Floquet exponents are precisely the zeros of an infinite determinant corresponding to the differential equation. The proof of this result uses the continuity and holomorphy of the infinite determinant.
Introduction
This paper deals with ordinary differential equation systems of the form (1) ~" ( x )
where F is a k x k-matrix-valued even and periodic function. In the following we assume without loss of generality that F has the period 71. In the scalar case where k = 1 this equation was first investigated by HILL [9] who also introduced the method of infinite determinants corresponding to (1). Whereas for the scalar case the theory of infinite determinants and its applications to Hill's equation has been studied by many authors, this theory was not used to deal with the matrix-valued version of Hill's equation. The aim of this paper is to show that infinite determinants can be applied to (1) for arbitrary k and lead to a method to calculate the Floquet exponents of (1). Infinite determinants were defined by POINCARE [19] as the limit of their finite subdeterminants. For a class of infinite matrices called normal matrices, a determinant theory was developed by VON KOCH [13] , [14] , cf. also [ll] . BOBR [l] and COHEN [2] considered more general matrices. A determinant theory for certain linear operators in Banach spaces -starting from the Fredholm theory of integral operators -was developed by GROTHENDIECK [8] , LEZANSKI [15], SIKORSKI [20] , GOHBERG and K R E~N [7] and others. For applications of the determinantal theory to Hill's equation, see MAGNUS [ 161, MENNICKEN 1171 and MENNICKEN and WAGENFUHRER [18] , for instance. In connection with system (1) we will use the results of VON KOCH and some estimations from [18] .
The theorem of Floquet-Lyapunov (see e.g. [23] ) tells us that stability properties of the solutions of (1) can be expressed by the Floquet exponents (characteristic exponents) of (l) , i.e., the complex numbers v E C where a solution y of (1) exists with y(x + n) = ein" y(x).
In [4] it was shown that v is a Floquet exponent if and only if cos nv is an eigenvalue of a k x k-matrix that can be obtained by solving (1) with certain initial values.
The present paper gives another way to calculate the Floquet exponents: We show that these are precisely the zeros of an infinite determinant corresponding to Hill's equation (l) , cf. Theorem 5.1. Moreover, this determinant is a polynomial in cos zv with degree k. This is the basis for a determinantal method to compute the Floquet exponents of (1) without integration. The proof of these results uses the holomorphy and continuity of the infinite determinant as a function of the coefficient F in (1) (Section4). After some remarks on infinite determinants in Section 2, the determinants associated to Hill's equation (1) will be defined in Section 3. This paper contains some part of the author's thesis [3].
Some remarks on infinite determinants
In this section we want to state some definitions and results of the theory of infinite determinants that will be needed later. For the following, let M(k x k, C) be the set of all k x k-matrices with complex coefficients. M(k x k, C) will be endowed with the norm
We also set The class M , is defined as the set of all matrices A = (A,,,),,. m s Z which fulfill the condition
(Here I , denotes the unit matrix in M(k x k, C) and h,,, the Kronecker symbol.) For this class of matrices VON KOCH [13] , [14] proved the existence and some properties of the determinant. The following theorem is obtained by slight modifications of the original results: Using the preceding lemma and the continuity of the determinant of finite matrices we obtain the continuity of the infinite determinant by standard &-&arguments: Theorem 2.3. det is a continous function from M , to C. Remark 2.4. If we consider the matrix A as a linear operator on L2 and apply the theory of determinants in Banach spaces as described in [7] , we get the continuity of the determinant as a function on the space of all nuclear operators on L2 (also called trace class operators). The class M,, however, is larger than the class of all nuclear operators, as the example of Problem 18 (p. 178) in [6] shows.
Infinite determinants associated to Hill's equation
Now we return to Hill's equation (1). We assume that
By a solution of equation (1) Let v E (c be a Floquet exponent of (1) and y : IR + (ck a corresponding Floquet solution of (1). The n-periodic function
and its derivative are absolutely continuous, and for almost every x E IR the equality (3) holds. In particular, @"I i o, nl E .L'([O, n], Ck). For any n E Z the n-th Fourier coefficients of @ and F'are defined by
we have G, = G-, and
respectively. Now we use the fact that (@')* (n) = 2inb, and (@")* (n) = -4n2b,
Here the infinite series is absolutely convergent, because it is the convolution of the two sequences (G,), and (b,) ,, that are elements of t"(iZ, M ( k x k, a)) and ."pz(Z, Ck), respectively.
Comparing the n-th Fourier coefficient of each side of (3), we get the following lemma:
Lemma3.2. Let V E C be a Floquet exponent of (1) and y ( x ) a corresponding Floquet solution. Then for the Fourier coefficients b, E Ck, defined as above, the following equation holds:
In order to apply the theory of infinite determinants, we multiply equation (4) The next theorem tells us that the theory ofinfinite determinants can be applied to A(v):
Theorem 3.3. For all v E H we have that A(v) E M , and that the infinite determinant det A(v)
Proof. The condition c IA,,(v) -I k l t r < co is trivially fulfilled. We estimate the second
The last sum is finite because (G,,), E C'(Z, M(k x k, C)). For large enough 1 1 1 1 we have 12n + vI2 2 2 . lGo12, and therefore
Hence also the left sum is finite and we get A(v) E M , . From Theorem 2.1 it follows that det A(v) exists. If v is a Floquet exponent of (l), we see from equation (5) and Theorem 2.1
The technical proof of this lemma is based on an estimation of d(A(v), I , ) which allows us to apply Theorem 2.1 and obtain the holomorphy of det A(v). Part b) is a consequence of the symmetry of A(v), and part c) can be proved using a continuity argument: As 
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If we multiply the nj-th block row of A(v) by Go -(2nj + v )~ from the left (j ~1 , ..., s), we obtain a modified matrix x ( v ) . By the same arguments as above, we see that A(v) E M , and that det x ( v ) is holomorphic at v,,. This modification leads to the following equality for the determinants: (Go -(2nj + v), I k ) . j= 1 (6) If Al, ..., Ak are the (not necessarily different) eigenvalues of Go, the product on the right side of (6) has the value n n ( i , Proof. We use k det (cos nv . I , -cos n m) = n (cos nv -cos n fi)
Comparing this expression with (6) , we see that for every v 4 H the factor det (cos nv . I , -cos n m)
eliminates all poles of det A(v). !J Remark 3.6. The term cos n fi that appears in the last lemma and similar trigonometric functions of matrices are defined by the corresponding power series. Therefore it is not necessary to assume that 1/Go exists (e.g. that Go is positive definite). The matrix cos n 1/G, is well-defined for arbitrary Go (cf. [23] ). The fact that the eigenvalues of cos n 1/G, are cos 71 fi. (which was used for the above calculation of the determinants) can be seen as a special case of the spectral mapping theorem (see [lo] , 5.3.1, for instance). We considered the matrix A(v) in order to obtain strong convergence properties so that the theory of infinite determinants could be applied. Now we divide the n-th row of (4) . det AN(v).
The right side converges for N -i co to the function ($r fi (cos nv -cos n fi) . det A(v) . Because the function M H cos n V% is holomorphic and thus continuous, the composition H ( F , ) is an open set, there exists a circle with radius 2r > 0 and center v, in the interior of H(F,). Using (i) and the fact that the eigenvalues of a matrix depend continuously on the coefficients, it follows that the eigenvalues of cos n depend continuously on F. Thus there exists a 6, > 0 such that for every
Theorem 4.1. For F , E Lf and v, E H(F,) the mapping F H det A(v,, F ) is defined in a neighbourhood of F , and continuous at the point F,.

Proof. Let F , E Lf and v, E H(F,). The proof is made in several steps
In other words, for some r > 0 and some 6, > 0 the circle with center v, and radius r lies in the interior of H ( F ) for every F E Kd,(Fo).
(iii) Due to (ii) (G,(F) -(v, + 2n) ' Zk)-' exists for all F E K,, (F,) and for all n E Z. As H(F,) the mapping F H det B(v,, F ) is continuous at the point F,.
In the following we consider the set of functions F whose Fourier coefficients Gn(F) vanish for large n. We define Proof. Let F , E BN and v, E H(F,) . Then for some 6, > 0 the determinant det A(v,, F ) exists for all F E g N with I/F -FollL2 < 6,. According to Theorem 2 . 1~) for every F with \IF -FoilL2 < 6, and for all N E N we have The continuity of F H A(v,, F ) (cf. the proof of Theorem 4.1) gives us the existence of some 6 < 6, for which the sum in (8) In the case v, 4 H(F,) we consider the modified matrix x(v,, F), and the theorem follows analogously. 0
The main theorem
In the last section we studied the holomorphy properties of the infinite determinant as a function of the coefficient F. It is well-known that the mapping F I + Y, (n, F ) is a continuous function from L: to M ( k x k, C), and from the theorem of holomorphic parameter dependence of the solution of a differential equation it follows that this mapping is a holomorphicfunction from B,into M ( k x k, C) (cf. [23] , 11.1.7 and [23] , 11.1.3, respectively). Now we want to compare the infinite determinant det B(v, F ) and the finite determinant det (Y,(n, F) -cos nvl,). Theorem 3.7 tells us that both determinants are polynomials in cos nv with degree k. As the next theorem will show, they are even equal up to a constant factor. As a first step, we show that the theorem is true for F E B: 
Because both determinants are polynomials in cos nv, we obtain this equality also in the Finally we want to discuss briefly the case k = 1. In this case the polynomial is of degree 1, i.e., we get (9) 2
where g ( F ) is a constant that does not depend on v. The equivalence described in the following corollary can be found in the literature (see for instance [22] ) and is an almost immediate consequence of our main theorem: ( , F) ),, msz, gnm(l, F) E CC, is defined hY 2 z2 Proof. We set v = 0 in (9) and get g(F) = det B(0, F ) --; with (+ v)
we get the equivalence of (i) and (ii). By using (m E Z), we see E(1, F) ) .
n2 n2
From this and Theorem 5.1 the equivalence of (i) and (iii) follows immediately. 0 will converge faster than the original sequence, and we have
In [3] it is shown that (det B N (~) ) N converges like a series with terms of order O(N-4). By a suitable choice of ( Y~)~ the order O(N-') can be achieved. Using this acceleration of convergence, the determinantal method leads to a fast and precise computation of the Floquet exponents. Details and numerical examples for the accelerated convergence can be found in [3] .
