1* Introduction* The problem of finding a good upper bound for the length p(D) of the period of the simple continued fraction for Ί/D, where D is a positive nonsquare integer, has received relatively little attention. Recently, Hickerson [6] and Hirst [7] have given estimates for p(D); Hickerson's estimate implies that uniformly in s, where s 2 is the largest square factor of D. For sufficiently large squarefree D, (1.2) is clearly better than (1.1) . On the other hand, (1.3) is better than (1.1) only when s, regarded as a function of D, is sufficiently small. Pen and Skubenko [14] have given an upper bound for p(D) which we will discuss later; it depends on the size of the least positive solution of x 2 -Dy 2 = 1. The authors [17] We use the elementary theory of continued fractions and the theory of the units and class number of a real quadratic field as found, for example, in [2] or [11] . All small Roman letters denote positive integers unless otherwise stated; the phrase "continued fraction" always means "simple continued fraction". 2* A bound for p(D) in terms of L(l, %)• We first prove a preliminary estimate. Suppose that D is a squarefree integer > 1. Then
is the fundamental unit of Q{VD), and
We note that, since u 2 0 -Dvl = ±4, 2|u 0 implies BΞ5 (mod 8); it follows from (2.4) that 
as stated in (2.1). We now apply a standard class-number formula to get the desired inequality for
It is known (see, for example, [2] ) that
where h is the class number of
and {A \ n) is the Kronecker symbol (for a concise discussion of this symbol, see [4] ). From (2.1) and (2.12), we obtain the LEMMA. Let D be positive and squarefree; then
where μ and a are given by (2.4) and (2.2) respectively.
We should here make some remarks about (2.14) . It is easily proved by partial summation that L(l, χ) < A log D; so, by (2.14), we have p(D) < BD 1/2 log D (here A and B are constants). In the next section, we will use an inequality due to Hua [8] to obtain an estimate for _L (1, χ) of the above form with a better constant (for large D) than that given by the partial summation method alone.
The Riemann hypothesis for L(s, χ) implies that L(l, χ) = O(loglogZ)) [12, p. 367] ; this result would give the estimate
On the other hand, it is known that L(l, χ) > C log log D for an infinity of squarefree D, where C is a positive constant (see, for example, [9] ). However, we do not know whether there is a positive constant E such that p(D) > ED 1 ' 2 log log D for an infinity of D; more generally, we do not know if (2.14) is sharp since we can not prove if there is a constant F > 0 such that
for an infinite sequence of squarefree D. 
respectively. Thus (2.1) is always at least as good at (2.17) , and is sometimes better than it by a factor of 2. Furthermore, our method is considerably simpler and more straightforward than that of [14] .
Pen and Skubenko also give an inequality corresponding to (2.14) but they do not obtain any explicit numerical upper bound for p(D).
3. Bounds for L(l, χ). Let L(l, χ) be given by (2.13) , where Δ is now any nonsquare positive integer = 0 or 1 (mod 4). Hua has shown [8] that We note that j ί> 2, since z/ ^ 5.
We first estimate S(n) and consider three cases.
(ii) Δ = 1 (mod 8). Then we have trivially
We estimate L(l, χ) for such A without using a bound for S(n).
The sequence D n -1 + 1/2 + + 1/w -log n is easily proved to be monotone decreasing to Euler's constant 7; see, for example, 530 R. G. STANTON, C. SUDLER AND H. C. WILLIAMS [16] , where it is proved that
Since D n -JD n+1 = -l/(n + 1) + log(^ + 1) -logw, we at once obtain
that is, (3.6) ^l^logfc + Y + We now apply (3.6) and our estimates for S(n) to (3.1). Write L for L(l, χ), and consider three cases. .43
Proof. On combining (2.14) with (3.7), (3.8) , and (3.11), respectively, we find that this result is better than the bounds given by Corollary 1. We conclude this section by discussing the consequences of using (2.16) instead of (2.14) in deriving Theorem 1. We use A 2 to A δ to denote positive constants and E(D) to denote the right member of (4.1). It is clear that the use of (2.16) Moreover, e(s) is the minimum positive k such that η k is congruent to a rational integer (mod s). Hence, by (5.4) and (2.10), we have (5.6) p(D) < μe(s) log ε 0 /log a .
In § § 2-4, we showed that We first show that (5.8) implies (5.9) . Suppose that Nη = -1. Then IV)f = 1; so, by (5.5) and (5.8) Actually, Mathews [13, p. 94] gives a formula which yields an explicit multiple of e(s) which is ^ s; a proof is given for the case s = p only, and we have used his argument. where mίO (mod 3), and f m is the mth Fibonacci number; in this case, the period of VD contains m -1 Γs followed by f m + 1. Now (6.3) is easily verified by means of (2.6), and (6.2) follows on applying the inequality f n < a n for n ^ 0. We now use an estimate due to Perron [15, p. 72] REMARK. There is abundant numerical support for the truth of above hypothesis, in fact for the stronger conjecture that h(D) -1 infinitely often [10] .
Proof. We use the following cruder form of Perron's estimate. Let β be a nonsquare > 1, and let (x lf y^) be the least positive solu- (see [3, p. 130] 
