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Chapitre 0
Introduction
0.1 Avant-propos
Aussi bien en analyse complexe qu’en ge´ome´trie de Cauchy-Riemann, la re´solution
de nombreux proble`mes passe par la compre´hension du comportement des courbes ho-
lomorphes dans les varie´te´s complexes. L’interaction entre la ge´ome´trie d’une varie´te´ et
les proprie´te´s de ces courbes a motive´ mon travail : au confluent de l’analyse et de la
ge´ome´trie, l’e´tude des disques analytiques, et plus pre´cise´ment des disques analytiques
attache´s a` une sous-varie´te´, constitue le fil directeur de cette the`se.
Un proble`me majeur en analyse complexe est de classifier les domaines de Cn sous l’ac-
tion des biholomorphismes. Si n = 1, le the´ore`me de repre´sentation conforme de Riemann
affirme que tout domaine simplement connexe de C, distinct de C, est biholomorphique-
ment e´quivalent au disque unite´. Dans le cas multidimensionnel, on sait depuis les travaux
de H. Poincare´ [52] que ce the´ore`me n’admet pas de ge´ne´ralisation directe. En raison de
la rigidite´ des applications holomorphes de plusieurs variables, l’e´quivalence biholomorphe
entre domaines est tre`s rare, ce qui motive la recherche d’invariants associe´s a` un do-
maine, ou plus simplement a` son bord. S.S. Chern et J.K. Moser [8] associent par exemple
de fac¸on unique a` toute hypersurface re´elle Levi-non-de´ge´ne´re´e une e´quation “simple” (qui
a d’ailleurs inspire´ la me´thode de dilatation des coordonne´es de S. Pinchuk), ainsi qu’une
famille d’invariants classifiants purement ge´ome´triques.
Les disques analytiques sont des invariants naturels des varie´te´s a` bord sous l’action
des biholomorphismes, et plus ge´ne´ralement des applications CR. Un disque analytique
dans une varie´te´ (presque) complexe M (qu’on appellera, selon les cas, disque holomorphe
ou disque pseudo-holomorphe) est une fonction h continue du disque unite´ ferme´ ∆ de C
dans M , (pseudo-)holomorphe dans ∆. On dira que h est attache´ a` une sous-varie´te´ E si
h(∂∆) ⊂ E. Lorsque E est totalement re´elle, les disques attache´s a` E posse`dent de nom-
breuses proprie´te´s au bord [9, 10, 46, 47, 37, 34], notamment des proprie´te´s de re´gularite´
duˆes a` une variante du principe de re´flexion. De fac¸on ge´ne´rale, les proprie´te´s au bord des
disques analytiques attache´s a` une sous-varie´te´ apparaissent comme un outil essentiel dans
les proble`mes de prolongement, mais aussi dans la compre´hension de la ge´ome´trie locale
des varie´te´s presque complexes. L. Lempert [41] a ainsi montre´ que, dans un domaine D
fortement convexe de Cn, les ge´ode´siques pour la me´trique de Kobayashi sont exactement
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les disques re´guliers, c’est-a`-dire ceux qui se rele`vent en un disque analytique attache´ a`
la projectivisation du fibre´ conormal N∗(∂D). Il y a plusieurs avantages a` se restreindre
a` la famille des disques re´guliers. D’une part, la remarque de S. Webster [62] sur le fibre´
conormal d’une hypersurface non de´ge´ne´re´e montre que le rele`vement est alors attache´ a`
une sous-varie´te´ totalement re´elle ; les disques re´guliers he´ritent des proprie´te´s au bord de
leur rele`vement. D’autre part, sous certaines hypothe`ses, une hypersurface E est feuillete´e
par les bords des disques re´guliers qui y sont attache´s, ce qui fournit des informations sur
E. Remarquons e´galement que la condition supple´mentaire ainsi impose´e aux disques est
encore pre´serve´e par les biholomorphismes.
En associant a` une sous-varie´te´ E une parame´trisation des disques re´guliers qui y
sont attache´s, on construit, au moins localement, une repre´sentation de E sous forme
d’une sous-varie´te´ circulaire, appele´e indicatrice de Kobayashi. L. Lempert a ainsi in-
troduit un analogue multidimensionnel de l’application de Riemann sous la forme d’un
home´omorphisme entre un domaine fortement convexe et la boule unite´. En codimension
supe´rieure, A. Sukhov et A. Tumanov [58] obtiennent, pour de petites de´formations de
S3 × S3, un nouvel invariant : l’indicatrice e´tendue, canoniquement diffe´omorphe au fibre´
conormal. L’application construite commute avec les biholomorphismes, et constitue un
analogue partiel de la repre´sentation circulaire de L. Lempert, lie´ a` la structure de contact
du fibre´ conormal. C’est e´galement la me´thode employe´e, en presque complexe, par B.
Coupet, H. Gaussier et A. Sukhov [14] pour de petites de´formations de la sphe`re munie
de la structure standard : l’existence de suffisamment de disques re´guliers dans la boule
permet de de´finir un analogue local de la repre´sentation circulaire de Lempert, muni de
proprie´te´s similaires de re´gularite´ et d’holomorphie le long des feuilles, et qui commute
avec les biholomorphismes. S. Semmes [55] a, quant a` lui, introduit la notion de fonction
de Riemann, essentiellement caracte´rise´e par une e´quation diffe´rentielle ; sa construction,
diffe´rente de celle de Lempert, fait ne´anmoins intervenir les disques extre´maux et des
structures symplectiques.
Une deuxie`me direction, initie´e par E. Bishop [5] (voir aussi le papier de C.D. Hill et
G. Taiani [30]) consiste a` utiliser les disques analytiques pour relier le comportement d’une
application de´finie a` l’inte´rieur d’un domaine D a` son comportement au bord. L’ide´e est
de “remplir” D par l’inte´rieur de disques analytiques attache´s a` ∂D.
La re´gularite´ au bord d’un biholomorphisme (et plus ge´ne´ralement d’une application
holomorphe propre) entre deux domaines borne´s strictement pseudoconvexes D et D′ de
C
n a e´te´ largement e´tudie´e, et il existe plusieurs approches pour les the´ore`mes de prolonge-
ment au bord. Si n = 1, on sait que toute application conforme entre deux domaines borne´s
de C, a` bords de classe Cm (m > 1), est de classe Cm−0 jusqu’au bord. Lorsque n ≥ 2, si D
et D′ sont a` bords de classe Cm (m ≥ 2), toute application holomorphe propre de D dans
D′ se prolonge au bord en une application de classe Cm−1/2. De nombreux auteurs ont
contribue´ a` la de´monstration de ce the´ore`me. Le premier re´sultat est duˆ a` G. Henkin [29],
et affirme que l’application se prolonge de fac¸on 1/2-ho¨lderienne jusqu’au bord si D admet
une fonction de´finissante globalement plurisousharmonique et si D′ a un bord de classe C2
strictement pseudoconvexe. La de´monstration est base´e sur des estime´es de la me´trique de
Carathe´odory. En 1974, Ch. Fefferman [19] montre que tout biholomorphisme entre deux
domaines borne´s a` bords lisses de Cn, strictement pseudoconvexes, se prolonge de fac¸on
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lisse au bord. La preuve originelle est base´e sur une analyse fine du comportement au
bord du noyau de Bergman, et de la ge´ome´trie des ge´ode´siques de la me´trique de Bergman
pour un domaine strictement pseudoconvexe. La preuve a conside´rablement e´te´ simplifie´e
par S. Bell et E. Ligocka [3], et diffe´rentes nouvelles techniques ont e´te´ introduites afin
d’e´tendre le re´sultat a` une classe plus large de domaines. Citons e´galement S. Pinchuk [50]
et B. Coupet [13] pour la re´gularite´ maximale. Pour un tour d’horizon plus de´taille´, nous
renvoyons au papier de F. Forstnericˇ [20].
Les disques analytiques permettent de comprendre les phe´nome`nes de prolongement et
de re´gularite´ au bord des applications pseudo-holomorphes. L. Lempert [41] a ainsi donne´
une preuve ge´ome´trique du the´ore`me de Fefferman lorsque les domaines sont fortement
convexes, base´e sur sa the´orie du comportement au bord des disques stationnaires pour la
me´trique de Kobayashi ; A. Tumanov [60] en a e´galement donne´ une preuve utilisant les
petits disques extre´maux dans le cas strictement pseudoconvexe.
Les re´cents progre`s en ge´ome´trie symplectique, et notamment le travail fondamental
de M. Gromov [27], ont renforce´ l’inte´reˆt pour l’analyse dans les varie´te´s presque com-
plexes. On sait (A. Newlander et L. Nirenberg, [44]) qu’une structure presque complexe
n’est ge´ne´riquement pas inte´grable. La question se pose donc de savoir quels re´sultats de-
meurent ; les objets et outils spe´cifiques au cas inte´grable devront pour cela eˆtre ge´ne´ralise´s.
Contrairement aux de´monstrations reque´rant l’emploi du noyau de Bergman, celles utili-
sant des manipulations sur les disques analytiques se transposent assez naturellement au
cas presque complexe. La premie`re question qui se pose est celle de l’existence de disques
pseudo-holomorphes dans une varie´te´ presque complexe quelconque. Elle a e´te´ re´solue par
A. Nijenhuis et W. Woolf [45], qui, en conside´rant les applications pseudo-holomorphes
comme les solutions d’ope´rateurs elliptiques non line´aires, ont montre´ qu’en tout point,
dans toute direction, il existe un petit disque pseudo-holomorphe. Le meˆme type d’ar-
guments permet de relier la re´gularite´ du disque dans ∆ a` celle de la structure presque
complexe, et conduit a` des estimations a priori (J.-C. Sikorav, [56]). Les estimations ob-
tenues sont lie´es a` la fois a` la structure presque complexe et a` la ge´ome´trie de la varie´te´,
comme le montre l’estimation uniforme donne´e par L. Lempert dans le cas d’un domaine
fortement convexe [41], et qui met en jeu la courbure et le diame`tre du domaine.
A l’aide notamment d’estimations sur la “taille” des disques pseudo-holomorphes (plus
pre´cise´ment, d’estimations de la pseudo-me´trique infinite´simale de Kobayashi), B. Coupet,
H. Gaussier et A. Sukhov [15, 22] ont prouve´ l’analogue du the´ore`me de Fefferman en
presque complexe. L’e´tude de la re´gularite´ du biholomorphisme au bord se rame`ne en
fait a` l’e´tude de la re´gularite´ au bord des disques pseudo-holomorphes, c’est-a`-dire a` un
proble`me de re´gularite´ elliptique.
0.2 Re´sultats
Parame´trisation explicite des disques re´guliers
La premie`re partie de ce travail (chapitre 1) vise a` donner une parame´trisation
explicite des disques re´guliers attache´s a` certaines hypersurfaces re´elles. La condition
supple´mentaire ainsi impose´e aux disques permet de restreindre notre e´tude a` une famille
de disques qui sera (localement, et sous certaines hypothe`ses) en bijection via l’applica-
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tion h 7→ h(1) avec la sous-varie´te´ a` laquelle ils sont attache´s, sans perdre la proprie´te´
d’invariance par biholomorphisme.
Un calcul simple montre que les disques re´guliers centre´s en 0 attache´s a` la sphe`re
sont exactement les disques line´aires. On cherche tout d’abord a` ge´ne´raliser ce re´sultat, en
conside´rant le cas d’une hypersurface re´elle Mρ ⊂ Cn+1 de´finie dans une boule centre´e en
0 par une e´quation de la forme 0 = ρ(z) = |z0|2+ φ(|z1|2, . . . , |zn|2), ou` φ est de classe C2.
On suppose de plus que Mρ est fortement convexe, et n’intersecte pas le plan complexe
{z0 = 0} : une telle hypersurface sera dite quasi-circulaire. Graˆce a` la forme particulie`re
de la fonction ρ, l’hypothe`se pour un disque d’eˆtre re´gulier se traduit par un syste`me
d’e´quations diffe´rentielles ordinaires en les modules des composantes du disque sur ∂∆. La
condition de forte convexite´ permet de re´soudre le syste`me du premier ordre ainsi obtenu,
et donne :
The´ore`me 0.1 Soit Mρ ⊂ Cn+1 une hypersurface quasi-circulaire : les disques re´guliers
attache´s a` Mρ et centre´s en 0 sont exactement les disques line´aires ζ 7→ λζ, λ ∈Mρ.
La proprie´te´ d’invariance par biholomorphisme entraˆıne alors :
Corollaire 0.2 Soit D et D′ deux domaines de Cn contenant 0, dont les bords sont des
hypersurfaces quasi-circulaires. Tout biholomorphisme F : D → D′, fixant 0 et de classe
C1 jusqu’au bord, est line´aire.
Remarquons que le the´ore`me 0.1 donne deux parame´trisations des disques re´guliers h
attache´s a` Mρ centre´s en 0, via h 7→ h(1) et h 7→ h′(0), et donc un diffe´omorphisme entre
Mρ et son indicatrice de Kobayashi {h′(0)}. On peut se demander si cette repre´sentation
reste valable lorsque l’on ne suppose plus la stricte convexite´ de M , mais seulement
son caracte`re non de´ge´ne´re´. Le proble`me plus ge´ne´ral de savoir quand une famille de
disques forme une varie´te´ banachique apparaˆıt dans de nombreux papiers. Nous suivons
la de´marche de [14] (voir aussi [6] et [58]), qui montrent que les disques re´guliers forment
un feuilletage (singulier a` l’origine) de la boule, et en de´duisent un analogue local de la
repre´sentation circulaire de L. Lempert. La me´thode consiste a` utiliser le crite`re donne´
par J. Globevnik [24] (voir aussi [46]) : e´tant donne´s une sous-varie´te´ E et un disque hˆ0
attache´ a` E, et sous l’hypothe`se que certains entiers (les indices partiels) de´pendant de
E et hˆ0 soient positifs, les disques analytiques proches de hˆ0 attache´s a` une sous-varie´te´
proche de E forment une famille a` κ parame`tres, ou` κ est l’indice de Maslov de E le long
de hˆ0.
Puisque tout disque re´gulier h0 attache´ a` une hypersurface Q se rele`ve en un disque
analytique hˆ0 attache´ au projectivise´ P(N∗Q) du fibre´ cornormal de Q, on cherche a`
appliquer la condition de Globevnik a` E = P(N∗Q) et hˆ0. Le calcul des indices partiels et
de l’indice de Maslov le long de hˆ0 ne´cessite de re´duire une certaine matrice H(hˆ0(ζ)) sous
la forme P (ζ)diag(ζκ0 , . . . , ζκ2n)Q(ζ) sur ∂∆, ou` H de´pend des de´rive´es a` l’ordre 1 et 2
des e´quations de E, et ou` P et Q se prolongent holomorphiquement a` ∆ en des matrices
inversibles. La difficulte´ pour ve´rifier les hypothe`ses du crite`re de Globevnik provenant
essentiellement de la forme des e´quations de E, on choisit une hypersurface de base Q
de´finie de fac¸on “simple” : l’hyperquadrique {0 = r(z) = Re z0 − t ′¯zA ′z}, ou` A est une
matrice hermitienne non de´ge´ne´re´e de taille n. Fixons-nous un point p = (p0, 0, . . . , 0) /∈ Q,
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tel que
Re p0 > 0 (resp. Re p0 < 0) si A est de´finie positive (resp. de´finie ne´gative) : (1)
il existe alors un disque re´gulier h0 attache´ a` Q et centre´ en p. Pre´cise´ment, on montre :
The´ore`me 0.3 Soit M = {ρ = 0} une hypersurface proche (pour la topologie C3) de Q.
L’ensemble des disques re´guliers non constants attache´s M et proches de h0 forme une
famille a` 4n + 3 parame`tres. Si de plus on exige que les disques h soient centre´s en p,
les applications h 7→ h(1) et h 7→ h′(0) constituent des diffe´omorphismes locaux sur leur
image.
Autrement dit, une hypersurface assez proche d’une hyperquadrique est repre´sente´e
localement de fac¸on circulaire par son indicatrice {h′(0)}. En corollaire, on re´cupe`re une
proprie´te´ locale d’unicite´ pour les biholomorphismes au voisinage de telles hypersurfaces : si
p = (p0, 0) /∈ Q et F (p) = (p′0, 0) /∈ Q′ ve´rifient la condition (1), la relation de commutation
suivante assure que F est de´termine´ par sa diffe´rentielle en p :
F : (Ω,M) −→ (Ω′,M ′)
h(1) 7→ F ◦ h(1)
l 	 l
h′(0) −→
dFp
dFp(h
′(0)).
Disques analytiques en ge´ome´trie presque complexe
On se place de´sormais dans une varie´te´ munie d’une structure presque complexe, c’est-
a`-dire une varie´te´ re´elle M munie d’une section J de classe Cr de End(TM) ve´rifiant
J2 = −idTM (avec r ≥ 1). Pour qu’une telle structure sur M soit bien de´finie, il faut que
M soit de classe au moins Cr+1 : ainsi, la contrainte de re´gularite´ impose´e aux applications
pseudo-holomorphes viendra de la re´gularite´ de J , et non de celle de M . On peut donc
supposer sans se montrer restrictif que les varie´te´s conside´re´es sont lisses.
Le but est ici d’e´tendre le the´ore`me de Fefferman aux applications pseudo-holomorphes
propres entre domaines strictement pseudoconvexes. On cherche e´galement a` pre´ciser le
lien entre la re´gularite´ ho¨lderienne de l’application au bord et celle des structures presque
complexes, et a` donner des estimations au bord pour les normes ho¨lderiennes. Nous suivons
la de´marche de B. Coupet, H. Gaussier et A. Sukhov [15, 22], qui consiste a` de´duire la
re´gularite´ au bord de celle connue pour une famille de disques attache´s a` une sous-varie´te´
totalement re´elle.
L’un des outils est la me´trique de Kobayashi : invariante par rapport aux biholo-
morphismes, de´croissante sous l’action des applications holomorphes, elle intervient dans
l’e´tude des proprie´te´s au bord. Les premie`res estimations connues sont duˆes a` I. Gra-
ham [25] (voir [43] pour des estimations plus pre´cises) ; des estime´es similaires en presque
complexe ont e´te´ obtenues dans [21] a` partir de la construction de fonctions plurisou-
sharmoniques. De ces estime´es de´coulent des proprie´te´s au bord pour les disques. L’autre
ingre´dient essentiel est la me´thode de dilatation des coordonne´es de S. Pinchuk (voir [50]),
dont le principe est de ramener diffe´rents proble`mes du cas strictement pseudoconvexe
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au cas particulier de la (re´alisation non borne´e de la) boule. Il s’agit de faire exploser
les domaines source et/ou but de fac¸on a` cre´er une application limite entre domaines
mode`les simples, en les dilatant de fac¸on anisotrope. Les premie`res applications de cette
me´thode concernent la preuve du caracte`re localement biholomorphe d’une application
propre entre domaines strictement pseudoconvexes [49]. La me´thode des dilatations inter-
vient e´galement dans l’e´tude du comportement de la me´trique de Kobayashi ou la preuve
du the´ore`me de Wong-Rosay. En presque complexe, les transformations ainsi ope´re´es sur
les domaines n’ont aucune raison d’eˆtre pseudo-holomorphes, d’ou` la ne´cessite´ de dilater
simultane´ment les structures presque complexes : les structures limites sont des structures
mode`les, pas ne´cessairement inte´grables. Notons que, uniquement dans le cas n = 2, on
peut normaliser les structures de de´part de fac¸on a` obtenir a` la limite la structure standard.
Le chapitre 2 rassemble des rappels sur les varie´te´s presque complexes, et e´tablit des
lemmes techniques qui interviendront dans les chapitres suivants. Toutes les notions lie´es
a` l’holomorphie se transposent au cas presque complexe, notamment la forme de Levi,
ce qui permet d’e´tendre les de´finitions de domaines strictement pseudoconvexes et de
fonctions plurisousharmoniques. Les minorations obtenues sur la forme de Levi serviront
par la suite a` assurer le caracte`re plurisousharmonique de certaines fonctions. Il s’agit par
ailleurs d’e´tudier deux cas particuliers de structures presque complexes.
Une structure mode`le sur un ouvert de Cz0 × Cn′z est une structure presque complexe
de la forme
J(z) =
(
J (1)st BJ( ′z)
0 J (n)st
)
, (2)
ou` Jst de´signe la structure complexe standard. La matrice BJ( ′z) ∈ M2,2n(R) est sup-
pose´e R-line´aire en x1, . . . , xn, y1, . . . , yn, et la condition d’inte´grabilite´ de J s’exprime de
fac¸on simple sur ses coefficients [22]. Les structures mode`les apparaissent naturellement
comme limites de structures presques complexes dilate´es de fac¸on anisotrope. L’expres-
sion des coefficients du tenseur de Nijenhuis donne des informations supple´mentaires sur la
structure dans le cas ou` celle-ci n’est pas inte´grable (voir [38]). Graˆce aux renseignements
qui en de´coulent sur la forme des applications pseudo-holomorphes, on calcule la valeur
de la de´rive´e dans la direction “normale” de la fonction limite obtenue par la me´thode des
dilatations.
L’autre cas particulier est celui des petites de´formations de la structure standard.
Deux lemmes (l’un pour une sous-varie´te´ totalement re´elle maximale E, l’autre pour le
rele`vement au fibre´ cotangent) permettent, par des changements de cartes approprie´s, de se
ramener localement a` la situation ||J−Jst|| ≤ ε. On parlera alors de cartes (ε, E)-adapte´es,
et les normes des applications seront prises a` travers de telles cartes. Les structures presque
complexes proches de la structure standard montrent leur inte´reˆt lors de l’e´tude de pro-
prie´te´s stables par petites perturbations, comme la stricte plurisousharmonicite´.
Le chapitre 3 est consacre´ a` l’e´tude de la re´gularite´ au bord pour des disques ana-
lytiques attache´s a` une sous-varie´te´ totalement re´elle. E. Chirka [9] a prouve´ que, si la
sous-varie´te´ est de classe Cr, les disques attache´s sont de classe Cr−0. Dans le cas presque
complexe, lorsque la structure est lisse, les disques sont lisses [15]. Il s’agit ici de donner
une version qualitative des re´sultats de [15], en de´terminant, lorsque la structure complexe
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est seulement suppose´e de classe Cr, la re´gularite´ des disques ainsi que des estimations a
priori explicites au bord. A partir de la construction de fonctions plurisousharmoniques,
on re´cupe`re une estimation explicite de la pseudo-me´trique infinite´simale de Kobayashi, et
par conse´quent la re´gularite´ 1/2-ho¨lderienne au bord, ainsi qu’une majoration de la norme
associe´e.
L’obtention de plus de re´gularite´ est base´e sur une variante du principe de re´flexion.
L’ide´e, comme dans [22], est de “syme´triser” les disques par rapport a` la partie du bord
attache´e a` la sous-varie´te´ totalement re´elle, de fac¸on a` obtenir un nouveau disque ve´rifiant
une e´quation de pseudo-holomorphie sur ∆ tout entier. A partir de cette e´quation el-
liptique, et partant de la re´gularite´ 1/2-ho¨lderienne, on re´cupe`re automatiquement une
re´gularite´ d’ordre supe´rieur en re´injectant a` chaque e´tape dans l’e´quation de pseudo-
holomorphie la re´gularite´ obtenue a` l’e´tape pre´ce´dente. Les estimations de´coulent elles
aussi de cette e´quation elliptique (voir [56]). Plus pre´cise´ment, on e´tablit :
The´ore`me 0.4 Soit k ≥ 1 un entier, 0 < α < 1, (M,J) une varie´te´ presque complexe, ou`
J est de classe Ck+α, et E une sous-varie´te´ totalement re´elle maximale. Toute application h
continue du demi-disque supe´rieur ∆+∪]−1; 1[ dans M , J-holomorphe sur ∆+ et envoyant
le diame`tre dans E est localement de classe Ck+α/2 sur ∆+∪]− 1; 1[.
De plus, pour tout compact K inclus dans ∆+∪]− 1; 1[, on a alors :
∀ ζ, ζ ′ ∈ K, ||h(ζ)− h(ζ ′)|| ≤ C(K) ||h||∞√
λJE
× |ζ − ζ ′|1/2
et ||h||Ck+α/2(K) ≤ c(r,K)||h||∞

1 + c(K)√
λJE

.
On de´signe ici par λJE la plus petite valeur propre de la forme de Levi pour la structure
presque complexe z∗J de la fonction (x1, . . . , xn, y1, . . . , yn) 7→ y21+ . . .+y2n. En re´fe´rence a`
son interpre´tation ge´ome´trique, on appellera λJE la J-courbure minimale de E. Remarquons
que l’estimation donne´e dans [41] faisait de´ja` intervenir la courbure du domaine.
Ce the´ore`me s’applique a` l’e´tude d’une application pseudo-holomorphe le long de l’areˆte
d’un wedge, et permettra dans le chapitre suivant d’obtenir plus de re´gularite´ au bord pour
une application pseudo-holomorphe propre.
Le chapitre 4 traite du proble`me du prolongement au bord d’une application pseudo-
holomorphe propre F : D → D′ (c’est-a`-dire telle que l’image re´ciproque de tout compact
inclus dans D′ soit un compact) entre deux domaines strictement pseudoconvexes. Les
applications holomorphes propres ont longuement e´te´ e´tudie´es (voir par exemple [54] pour
les re´sultats classiques). La plupart des de´monstrations mettent en jeu des arguments non
transposables tels quels au cas pseudo-holomorphe, comme l’holomorphie du jacobien, ou
le fait qu’un ensemble analytique compact soit ne´cessairement fini. La premie`re difficulte´
est donc de contourner ces arguments, de fac¸on a` obtenir la surjectivite´ de l’application
pseudo-holomorphe propre, ainsi que la densite´ de ses valeurs re´gulie`res. Cela passe par
des arguments de the´orie du degre´, mais utilise e´galement le the´ore`me de A. Nijenhuis et
W. Woolf sur l’existence de petits disques pseudo-holomorphes dans une varie´te´ presque
complexe en tout point et dans toute direction. Comme dans le cas biholomorphe, la
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de´monstration du prolongement 1/2-ho¨lderien au bord se rame`ne, graˆce aux estime´es de
la me´trique de Kobayashi, a` prouver que F conserve les distances au bord.
La diffe´rence avec le cas biholomorphe est e´videmment l’existence de points critiques.
On sait que toute application holomorphe propre de ∆ dans lui-meˆme est un produit fini de
Blaschke ; une auto-application holomorphe propre de la boule unite´ de Cn, n ≥ 2, est un
biholomorphisme d’apre`s le the´ore`me d’Alexander [1]. Toujours dans le cas n ≥ 2, S. Pin-
chuk a montre´ [48, 49] qu’une application holomorphe propre entre deux domaines borne´s
de Cn, strictement pseudoconvexes a` bords de classe C2 est localement biholomorphe. Nous
prouvons qu’en presque complexe, ce re´sultat reste vrai pre`s du bord :
The´ore`me 0.5 Soit D et D′ deux domaines borne´s strictement pseudoconvexes de varie´te´s
presque complexes (M,J) et (M ′, J ′) oriente´es de meˆme dimension, de´finis respectivement
par ρ < 0 et ρ′ < 0 ou` ρ et ρ′ sont deux fonctions strictement plurisousharmoniques de
classe C2.
Si F est une application pseudo-holomorphe propre de D dans D′, alors lim inf
p→∂D
|JacpF | > 0.
En particulier, l’ensemble des points critiques de F est un compact inclus dans D.
On de´montre cette proprie´te´ essentielle, qui permet, localement pre`s du bord, de se rame-
ner a` e´tudier le cas biholomorphe traite´ dans [22], graˆce a` la me´thode de dilatation des
coordonne´es adapte´e au cas presque complexe.
Afin d’obtenir le caracte`re C1 du prolongement, on distingue le cas ou` les structures
presque complexes limites sont inte´grables, et le cas non inte´grable dans lequel on utilise
l’e´tude faite au chapitre 2 des applications pseudo-holomorphes entre domaines mode`les.
Enfin, la re´gularite´ plus pre´cise du prolongement, ainsi qu’une estimation explicite des
normes ho¨lderiennes de F au bord, de´coulent des re´sultats du chapitre 3 :
The´ore`me 0.6 Soit k, k′ ≥ 1 des entiers et 0 < α,α′ < 1. On se place sous les hypothe`ses
du the´ore`me 0.5, en supposant de plus J (resp. J ′) de classe Ck,α (resp. Ck′,α′) et ρ (resp.
ρ′) de classe Ck+1,α (resp. Ck′+1,α′).
Toute application pseudo-holomorphe propre de D dans D′ se prolonge en une application
de classe Cs de D dans D′, ou` s = min (k − 1 + α/2, k′ + α′/2), et
||F ||Cs−1(D¯) ≤ c(s)||(F, t(dF )−1)||∞

1 + c′√
λF∗JN∗M ′

 .
Chapitre 1
Etude des disques holomorphes
re´guliers
De nombreuses questions ge´ome´triques en analyse complexe se rame`nent a` l’e´tude des
disques holomorphes. Un disque holomorphe (ou analytique) attache´ a` une hypersurface
re´elleM est une fonction h holomorphe du disque unite´ ∆ de C dans Cn, continue jusqu’au
bord, et telle que h(∂∆) ⊂M . Il est dit re´gulier s’il existe un rele`vement me´romorphe h∗
de h au fibre´ cotangent T ∗Cn, avec au plus un poˆle d’ordre 1 en 0, tel que l’image h∗(∂∆)
soit incluse dans le fibre´ conormal N∗M prive´ de la section nulle. Quitte a` projectiviser
les fibres de N∗M , ces rele`vements deviennent holomorphes.
Les disques re´guliers centre´s en 0 et attache´s a` la sphe`re sont exactement les disques
line´aires. Le the´ore`me 1.5 ge´ne´ralise ce re´sultat pour une hypersurface quasi-circulaireMρ,
c’est-a`-dire fortement convexe et de´finie dans une boule centre´e en 0 par une e´quation de
la forme
0 = ρ(z) = |z0|2 + φ(|z1|2, . . . , |zn|2)
ou` φ est de classe C2, et n’intersectant pas le plan complexe {z0 = 0}. Lorsque l’on ne sup-
pose plus la forte convexite´ de M mais seulement son caracte`re non de´ge´ne´re´, on obtient,
sous certaines hypothe`ses, une parame´trisation des disques re´guliers. La me´thode (voir
[58, 14]) consiste a` conside´rer une hypersurface “simple”, pour laquelle on sait de´terminer
explicitement les disques re´guliers et calculer les indices partiels, puis a` e´tendre les re´sultats
ainsi obtenus a` des hypersurfaces proches a` l’aide du the´ore`me de Globevnik [24].
Dans la section 1, on rappelle les de´finitions, et l’on introduit a` partir d’un exemple
simple les techniques qui seront de´veloppe´es dans le cas quasi-circulaire. Le the´ore`me 1.5
est prouve´ dans la deuxie`me section, ainsi que le cas particulier du the´ore`me d’unicite´ de
Cartan qui en de´coule. La section 3 traite du cas non de´ge´ne´re´, et contient la de´monstration
du the´ore`me 1.24, affirmant que les disques re´guliers attache´s a` une petite de´formation
d’une hyperquadrique non de´ge´ne´re´e dans Cn+1 forment une famille a` 4n+3 parame`tres.
En corollaire, on re´cupe`re une proprie´te´ locale d’unicite´ pour les biholomorphismes au
voisinage de telles hypersurfaces (the´ore`me 1.26).
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1.1 Pre´liminaires
De´finition Un disque holomorphe h est une fonction continue ∆ dans Cn, holomorphe
dans ∆. Si M est une sous-varie´te´ de Cn, on dira que h est attache´ a` M si h(∂∆) ⊂M .
Les disques holomorphes attache´s a` une sous-varie´te´ totalement re´elle maximale posse`dent
des proprie´te´s particulie`res, notamment de re´gularite´ au bord par le biais d’une variante
du principe de re´flexion. Pour se ramener a` ce cas de figure, on introduit la notion de fibre´
conormal, dont la fibre en un point p ∈ M est l’ensemble des (1, 0)-formes sur TCn dont
la partie re´elle s’annule sur l’espace tangent TpM :
N∗pM = {φ ∈ T ∗pCn/ Reφ|TpM = 0}.
Si M une hypersurface re´elle de Cn, et ρ une fonction de´finissante de M (c’est-a`-dire telle
queM = {ρ = 0} et dρ ne s’annule pas surM), les fibres de N∗M sont des droites (re´elles)
dirige´es par ∂ρ.
De´finition Un disque holomorphe attache´ a` M est re´gulier s’il existe un re´le`vement
me´romorphe (h, h∗) de h au fibre´ cotangent T ∗Cn, ayant au plus un poˆle d’ordre 1 en 0,
et tel que
∀ζ ∈ ∂∆, h∗(ζ) ∈ N∗h(ζ)M \ {0}.
Un tel rele`vement de h est dit re´gulier.
Remarque 1.1 Dans la suite, l’expression “rele`vement re´gulier de h” de´signera selon les
cas (h, h∗), ou h∗ par abus de notation.
On exige donc que l’image h∗(∂∆) soit incluse dans le fibre´ conormal N∗M prive´ de la
section nulle. En termes de coordonne´es, cela se traduit par l’existence d’une fonction
continue c : ∂∆ → R∗ telle que h∗(ζ) = c(ζ)∂ρh(ζ) pour tout ζ ∈ ∂∆, ou` la fonction
ζ 7→ ζc(ζ)∂ρh(ζ) se prolonge holomorphiquement a` ∆.
Bien qu’on impose ainsi une condition supple´mentaire aux disques attache´s a` M , la
proprie´te´ d’invariance par biholomorphisme est pre´serve´e :
Lemme 1.2 Soit h un disque re´gulier attache´ a` une hypersurface re´elle M et F un biho-
lomorphisme dans un voisinage de h(∆¯), qui envoie un voisinage dans M de h(∂∆) dans
une sous-varie´te´ M ′. Alors F ◦ h est un disque re´gulier attache´ a` M ′.
Preuve
Le disque holomorphe h˜ := F ◦ h est attache´ a` M ′. Montrons que si h∗ est un rele`vement
re´gulier de h, alors h˜∗ := h∗(∂Fh)−1 est un rele`vement re´gulier de h˜. La fonction ζh∗ est
holomorphe dans ∆, continue jusqu’au bord, donc ζh˜∗ aussi. De plus, on sait qu’il existe
une fonction continue c : ∂∆ → R∗ telle que h∗|∂∆ = c × ∂ρh ; par conse´quent, pour tout
ζ ∈ ∂∆ :
h˜∗(ζ) = h∗(ζ)∂F−1h(ζ) = c(ζ)∂ρF−1(h˜(ζ))(∂Fh(ζ))
−1 = c(ζ)∂(ρ ◦ F−1)h˜(ζ),
ou` ρ ◦F−1 est une fonction de´finissante de M ′. Ainsi, pour tout ζ ∈ ∂∆, h˜∗(ζ) ∈ N∗
h˜(ζ)
M ′,
et par construction h∗ ne s’annule pas sur ∂∆. 
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Le premier exemple d’hypersurface pour laquelle les disques re´guliers sont explicitables
est le suivant :
Proposition 1.3 Soit Q l’hypersurface donne´e par l’e´quation a =∑i,j ai,j z¯izj, ou` a une
constante non nulle et ou` la matrice A = (ai,j) est hermitienne non de´ge´ne´re´e. Les disques
re´guliers attache´s a` Q et centre´s en 0 sont exactement les ζ 7→ λζ, λ ∈ Q.
Preuve
Supposons d’abord que la matrice A est diagonale a` coefficients e´gaux a` 1 ou −1 : Q est
donne´e par l’e´quation 0 = r(z) =
∑n
i=1 εi|zi|2−a, ou` εi ∈ {−1; 1}. Soit h = (h1, . . . , hn) un
disque re´gulier attache´ a` Q tel que h(0) = 0. Il existe une fonction continue c : ∂∆→ R∗
telle que ζc ∂rh se prolonge holomorphiquement a` ∆. Puisque h s’annule en 0, pour tout
j la fonction
hj
ζ
· ζc ∂r
∂zj
◦ h = hj · c ∂r
∂zj
◦ h = εjc|hj |2
se prolonge holomorphiquement a` ∆. Comme elle est a` valeurs re´elles sur ∂∆, elle est
constante :
∀j, ∃µj ∈ R/ ∀ζ ∈ ∂∆, c(ζ)|hj(ζ)|2 = µj .
Soit j tel que hj/ζ s’annule dans ∆¯. Alors µj = 0, et en notant gj le prolongement
holomorphe a` ∆ de ζc(ζ) ∂r∂zj (h(ζ)) :
hj
ζ · gj ≡ 0 sur ∆¯, donc d’apre`s le principe des ze´ros
isole´s, soit hj ≡ 0, soit gj ≡ 0. Or par hypothe`se gj 6≡ 0 puisque la fonction c est a` valeurs
dans R∗, ce qui force hj a` eˆtre identiquement nulle.
Le disque h e´tant attache´ a` Q, et 0 /∈ Q, il existe k tel que hk soit non identique-
ment nulle et d’apre`s le raisonnement pre´ce´dent hk/ζ ne s’annule pas dans ∆¯. Puisque
µk = c(ζ)|hk(ζ)|2 sur ∂∆, on a µk 6= 0 :
∀j, ∀ζ ∈ ∂∆, |hj(ζ)|2 = µj
c(ζ)
=
µj
µk
|hk(ζ)|2.
Comme h est attache´ a` Q :
∀ζ ∈ ∂∆, a =
n∑
i=1
εi|hi(ζ)|2 =
(
n∑
i=1
µiεi
µk
)
|hk(ζ)|2.
La fonction hk est de module constant sur ∂∆, et par conse´quent tous les |hi| sont constants
sur ∂∆. Or une fonction continue de ∆¯ dans C, holomorphe dans ∆ et de module constant
sur ∂∆, est de la forme ζ 7→ λζd
m∏
j=1
αj − ζ
1− α¯jζ , ou` les αj sont les ze´ros non nuls de la
fonction : pour tout j, ou bien hj ≡ 0, ou bien hj(ζ) = λjζ. En particulier, λ = h(1) ∈ Q.
Re´ciproquement, soit λ ∈ Q et h(ζ) = λζ : h est un disque holomorphe attache´ a` Q, et
h∗ = (h∗1, . . . , h
∗
n) de´fini par h
∗(ζ) = λ¯ζ co¨ıncide avec ∂rh sur ∂∆ et fournit un rele`vement
re´gulier de h.
Dans le cas ge´ne´ral ou` A est non de´ge´ne´re´e, conside´rons une matrice P ∈ GLn(C) telle
que A = tP¯DP , ou` D = diag(1, . . . , 1,−1, . . . ,−1). L’application
(h, h∗) 7→ (Ph, h∗P−1)
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est une bijection de l’ensemble des rele`vements re´guliers de disques re´guliers centre´s en 0
et attache´s a` Q sur l’ensemble des rele`vements re´guliers de disques re´guliers centre´s en 0
et attache´s a` l’hypersurface {a =∑ εi|zi|2}. De plus cette bijection transforme les disques
line´aires en les disques line´aires, ce qui termine la preuve. 
1.2 Cas quasi-circulaire
Soit Ω une boule centre´e en 0, et Mρ ⊂ Cn+1 une hypersurface re´elle de´finie dans Ω
par une e´quation de la forme 0 = ρ(z) = |z0|2 + φ(|z1|2, . . . , |zn|2) ou` φ est de classe C2,
telle que Mρ ∩ {z0 = 0} = ∅ (ce qui force φ(0) 6= 0). On dira que Mρ est quasi-circulaire
si de plus Mρ est fortement convexe, c’est-a`-dire si la restriction de la forme hermitienne∑
j,k
∂2ρ
∂z¯j∂zk
z¯jzk au fibre´ tangent de M
ρ est de´finie positive (voir [35] pour les diffe´rentes
notions de convexite´ et les liens entre celles-ci).
1.2.1 Les disques re´guliers sont les disques line´aires
Commenc¸ons par donner une caracte´risation des disques re´guliers attache´s a` une hy-
persurface quasi-circulaire.
Lemme 1.4 Soit Mρ ⊂ Ω une hypersurface quasi-circulaire et h : ∆ → Ω un disque
holomorphe centre´ en 0 attache´ a` Mρ. Alors h est re´gulier si et seulement si les deux
conditions suivantes sont ve´rifie´es :
i. pour tout j ≥ 0 tel que hj/ζ s’annule dans ∆¯, ∂ρ
∂zj
◦ h
∣∣∣∣
∂∆
≡ 0 ;
ii. ∃µ1, . . . , µn ∈ R/ ∀j, ∀ζ ∈ ∂∆, hj(ζ) ∂ρ
∂zj
◦ h(ζ) = µjh0(ζ) ∂ρ
∂z0
◦ h(ζ).
De plus, les rele`vements re´guliers de h sont exactement de la forme α× h∗, ou` α ∈ R∗ et
h∗ =
(
µ1
h1
, . . . , µnhn
)
.
Preuve
• Soit h un disque holomorphe centre´ en 0 et attache´ a` Mρ, et h∗ = c · ∂ρh un rele`vement
re´gulier de h, ou` c : ∂∆→ R∗ est continue et ou` la fonction
ζ 7→ ζc(ζ)∂ρ
∂z
(h(ζ)) = ζh∗(ζ)
se prolonge holomorphiquement a` ∆. Par hypothe`se, ρ(z) = |z0|2+φ(|z1|2, . . . , |zn|2), donc
pour tout j la fonction zj × ∂ρ∂zj est a` valeurs re´elles. En particulier,
∀ζ ∈ ∂∆, hj(ζ)h∗j (ζ) = c(ζ)hj(ζ)
∂ρ
∂zj
(h(ζ)) ∈ R
= (hj(ζ)/ζ)× (ζh∗(ζ))
se prolonge holomorphiquement a` ∆ puisque h(0) = 0. Ainsi la fonction hjh
∗
j est holo-
morphe dans ∆, a` valeurs re´elles au bord donc constante :
∀j, ∃µ′j ∈ R/ ∀ζ ∈ ∆¯, hj(ζ)h∗j (ζ) = µ′j . (1.1)
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Soit j tel que hj/ζ s’annule dans ∆¯. Vu (1.1), µ
′
j = 0, ce qui entraˆıne :
∀ζ ∈ ∂∆, hj(ζ)× ∂ρ
∂zj
(h(ζ)) =
µ′j
c(ζ)
= 0. (1.2)
– Si j = 0 : ∂ρ∂z0 (h) = h¯0, donc h0 est identiquement nulle sur ∂∆ et
∂ρ
∂z0
(h(ζ)) ≡ 0.
– Si j ≥ 1 : ∂ρ∂zj (h) = h¯j
∂φ
xj
(|h1|2, . . . , |hn|2), donc a` ζ fixe´, (1.2) e´quivaut a` |hj(ζ)|2 = 0
ou ∂φxj (|h1(ζ)|2, . . . , |hn(ζ)|2) = 0, et dans les deux cas
∂ρ
∂zj
(h)(ζ) = 0.
Par hypothe`se, h0 × ∂ρ∂z0 (h) = |h0(ζ)|2 ne s’annule pas sur Mρ, et d’apre`s (1.1) :
∀ζ ∈ ∂∆, c(ζ) = µ
′
0
|h0(ζ)|2 avec µ
′
0 6= 0.
Par conse´quent,
∀j ≥ 1, hj(ζ)× ∂ρ
∂zj
(h(ζ)) =
µ′j
c(ζ)
=
µ′j
µ′0
|h0(ζ)|2,
ce qui donne ii. en posant µj = µ
′
j/µ
′
0.
• Re´ciproquement, soit h un disque holomorphe centre´ en 0 et attache´ a` Mρ ve´rifiant
les conditions i) et ii). Posons pour tout j, h∗j = 0 si
∂ρ
∂zj
◦ h est identiquement nulle
sur ∂∆, et h∗j = µj/hj sinon. Ve´rifions que h
∗ est un rele`vement re´gulier de h : sur ∂∆,
h∗(ζ) = c(ζ)∂ρ∂z (h(ζ)), ou` c est de´finie sur ∂∆ par c(ζ) = |h0(ζ)|2 ∈ R∗. De plus soit ζh∗j (ζ)
est identiquement nulle, soit ζh∗j (ζ) =
µj
(hj(ζ)/ζ)
, qui se prolonge holomorphiquement a` ∆
puisque hj/ζ ne s’annule pas. Ainsi h
∗ est un rele`vement re´gulier de h. 
Remarquons que les disques line´aires attache´s a` une hypersurface quasi-circulaire Mρ
ve´rifient les deux conditions du lemme 1.4 : en effet, posons h(ζ) = λζ, λ ∈ M . Si hj/ζ
s’annule dans ∆¯, λj = 0 et donc pour tous ζ ∈ ∂∆ et j ≥ 1,
∂ρ
∂zj
(h(ζ)) = λ¯j × ∂φ
∂xj
(|λ1|2, . . . , |λn|2) = 0
et de meˆme, si j = 0 : ∂ρ∂z0 (h(ζ)) = |λ0|2 = 0. De plus, on a pour tout ζ ∈ ∂∆ :
hj(ζ)
∂ρ
∂zj
(h(ζ)) = |λj |2 × ∂φ
∂xj
(|λ1|2, . . . , |λn|2) = |λj |
2
|λ0|2 ×
∂φ
∂xj
(|λ1|2, . . . , |λn|2) |h0(ζ)|2.
Ainsi, les disque line´aires attache´s a` M sont re´guliers. Ce sont les seuls :
The´ore`me 1.5 Soit Ω une boule centre´e en 0, et Mρ ⊂ Ω une hypersurface quasi-
circulaire. Les disques re´guliers attache´s a` Mρ et centre´s en 0 sont exactement les disques
line´aires ζ 7→ λζ, λ ∈Mρ.
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Preuve
On suppose que h est un disque re´gulier attache´ a` Mρ et centre´ en 0. Pour j ≥ 1, on pose
Xj(θ) = |hj(eiθ)|2 , Xα = (X1, . . . , Xn).
Puisque h est holomorphe, Xj est soit diffe´rent de 0 presque partout, soit identiquement
nul. En particulier X0 ne s’annule pas, et quitte a` re´indexer on peut supposer que Xj est
identiquement nul si et seulement si r + 1 ≤ j ≤ n (avec par convention r = n si aucun
Xj n’est identiquement nul).
Si r = 0, h = (h0, 0, . . . , 0) et pour tout ζ ∈ ∂∆, 0 = |h0(ζ)|2 + φ(0) avec φ(0) 6= 0
puisque Mρ est quasi-circulaire. Ainsi le module de h0 est constant non nul sur le bord :
h0 est un produit de Blaschke, et comme h0/ζ ne s’annule pas dans ∆¯, ne´cessairement
h(ζ) = λζ, λ ∈M . Dans la suite, on suppose donc r ≥ 1. On utilisera le re´sultat suivant :
Lemme 1.6 Soit z ∈ Mρ et x = (|z0|2, xα), ou` xα = (|z1|2, . . . , |zn|2). On suppose qu’il
existe r ≥ 1 tel que x1, . . . , xr 6= 0 et xr+1 = . . . = xn = 0. Posons φi := ∂φ∂xi , φi,j :=
∂2φ
∂xi∂xj
et
Si,j(x) := φi,j(xα)xixj + δi,jφj(xα)xj , Ri,j(x) := φi,j(xα)xi + δi,jφj(xα).
La matrice S = (Si,j)1≤i,j≤r est syme´trique de´finie positive ; en particulier,
∀1 ≤ j ≤ r, φj,j(xα)xj + φj(xα) > 0. (1.3)
La matrice R = (Ri,j)1≤i,j≤r est inversible et pour tous 1 ≤ i, j ≤ r, (R−1)i,j = xi(S−1)i,j.
Preuve du lemme 1.6
Un e´le´ment z′ ∈ Cn+1 est dans l’espace tangent Tz(Mρ) si et seulement si
dρz(z
′) = 0 = Re

z¯0z′0 + n∑
j=1
∂φ
∂xj
(xα)z¯jz
′
j

 .
En particulier, pour tout t = (t0, . . . , tn) ∈ Rn+1, (it0z0, . . . , itnzn) ∈ Tz(Mρ) et l’hy-
pothe`se de forte convexite´ implique que
∑
j,k
∂2ρ
∂z¯j∂zk
(itjzj)(itkzk) ≥ 0
et vaut 0 si et seulement si pour tout j, tjzj = 0, c’est-a`-dire t1 = . . . = tr = 0. Or
∑
j,k
∂2ρ
∂z¯j∂zk
(itjzj)(itkzk)
= t20|z0|2 +
n∑
j,k=1
φj,k(xα)zj z¯k(itjzj)(itkzk) +
n∑
j=1
φj(xα)tjzjtjzj
= t20|z0|2 +
r∑
j,k=1
φj,k(xα)xjxktjtk +
r∑
j=1
φj(xα)xjt
2
j
=: q(t0, . . . , tr).
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La forme quadratique q est donc de´finie positive, et la matrice S est syme´trique de´finie
positive. En particulier ses e´le´ments diagonaux sont strictement positifs, et comme par
hypothe`se les xj sont strictement positifs, on obtient (1.3).
La matrice R e´tant obtenue en divisant la je`me colonne de S par xj > 0, elle est e´galement
inversible. De plus
a = R−1b⇐⇒ ∀i,
∑
j
Ri,jaj = bi ⇐⇒ ∀i,
∑
j
Si,jaj/xj = bi ⇐⇒
(
a1
x1
, . . . ,
ar
xr
)
= S−1b,
d’ou` la conclusion. 
Retournons a` la de´monstration du the´ore`me 1.5. Puisque Mρ est fortement convexe,
on sait d’apre`s [41] (ou [9], en utilisant que la forte convexite´ implique la stricte pseudo-
convexite´ et donc le caracte`re totalement re´el du fibre´ conormal prive´ de la section nulle)
qu’un disque re´gulier h attache´ a` Mρ est de classe C1 jusqu’au bord. Par conse´quent, les
fonctions Xj introduites pre´ce´demment sont e´galement sont de classe C1. Soit I l’ensemble
de mesure nulle de´fini comme suit :
I := {θ ∈ [0; 2π]/ ∃1 ≤ i ≤ r, Xi(θ) = 0}.
La matrice R(X(θ)) est inversible de`s que θ /∈ I. Pour 1 ≤ j ≤ r fixe´ :
∃µj ∈ R/ hj ∂ρ
∂zj
◦ h = µj |h0|2 sur ∂∆
⇐⇒ ∃µj ∈ R/ Xj × ∂φ
∂xj
(Xα) ≡ µjX0
⇐⇒ Xj
X0
× ∂φ
∂xj
(Xα) ≡ cste
⇐⇒
(
X ′jφj(Xα) +Xj ×
n∑
i=1
φi,j(Xα)X
′
i
)
X0 −X ′0Xjφj(Xα) ≡ 0
⇐⇒ ∀θ /∈ I, X0(θ)×

R(X(θ)) ·

 X
′
1(θ)
...
X ′r(θ)




j
= X ′0(θ)Xj(θ)φj(Xα(θ))
par densite´. Par conse´quent, la condition ii. du lemme 1.4 e´quivaut a`
∀θ /∈ I,

 X
′
1(θ)
...
X ′r(θ)

 = X ′0(θ)×R(X(θ))−1

 X1(θ)φ1(Xα(θ))...
Xr(θ)φr(Xα(θ))

 . (1.4)
Puisque le disque h est attache´ a` Mρ, X0+φ(Xα) ≡ 0 et donc 0 ≡ X ′0+
∑n
j=1 φj(Xα)X
′
j .
Remplac¸ons les X ′j par l’expression donne´e par (1.4) :
0 = X ′0

1 + r∑
j,k=1
φj(Xα)(R(X)
−1)j,kXkφk(Xα)

 sur [0; 2π] \ I
= X ′0

1 + r∑
j,k=1
[φj(Xα)Xj ](S(X)
−1)j,k[φk(Xα)Xk]

 d′apre`s le lemme 1.6.
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La matrice S(X) e´tant de´finie positive, on obtient que X ′0 est identiquement nul, et
vu (1.4) tous les X ′j sont identiquement nuls. Ainsi pour tout j, |hj | est constant sur ∂∆.
Notons xj = |hj | ≡ |Xj |∂∆|. On sait de´ja` que h0/ζ ne s’annule pas dans ∆¯, d’ou` h0 est
line´aire.
Il reste a` montrer que hj/ζ ne s’annule pas sur ∆¯ pour 1 ≤ j ≤ r. Pour cela, il suffit de
voir que ∂φ∂xα (xα) 6= 0 : en effet, on aura alors que
∂ρ
∂zj
◦ h = h¯j ∂φ∂xj (xα) sur ∂∆ ne s’annule
pas, et donc hj/ζ ne s’annule pas dans ∆¯ toujours d’apre`s le lemme 1.4.
Pour t ∈ [0;xj ], posons xα(t) = (x1, . . . , xj−1, t, xj+1, . . . , xn) ∈ Ω et Φj(t) = t× ∂φ∂xj (xα(t)).
Alors
tΦ′j(t) = t
(
∂φ
∂xj
(xα(t)) + t
∂2φ
∂x2j
(xα(t))
)
est le coefficient (j, j) de la matrice S(x1, . . . , xj−1, t, xj+1, . . . , xr), strictement positif de`s
que t > 0 d’apre`s (1.3). Ainsi Φj est strictement croissante sur [0;xj ] ; or Φj(0) = 0, donc
pour tout t ∈]0;xj ], Φj(t) > 0, autrement dit ∂φ∂xj (xα(t)) > 0. En particulier, avec t = xj ,
on obtient le re´sultat voulu. 
1.2.2 Un cas particulier du the´ore`me d’unicite´ de Cartan
Le the´ore`me 1.5, combine´ avec la proprie´te´ d’invariance des disques re´guliers sous
l’action d’un biholomorphisme, donne un re´sultat d’unicite´ pour les biholomorphismes.
Corollaire 1.7 Soit D et D′ deux domaines de Cn contenant 0, dont les bords sont des
hypersurfaces quasi-circulaires. Tout biholomorphisme F : D → D′, fixant 0 et de classe
C1 jusqu’au bord, est line´aire.
Preuve
Puisque M est par hypothe`se fortement convexe, a fortiori strictement pseudoconvexe, les
disques holomorphes attache´s a` M et centre´s en 0 sont comple`tement contenus dans D.
Le biholomorphisme F e´change donc les disques re´guliers attache´s a` M centre´s en 0 et les
disques re´guliers attache´s a` M ′ centre´s en 0 :
∀λ ∈M, ∀ζ ∈ ∆¯, F (λζ) = λ′ζ
ou` λ′ = F (λ) ∈ M ′. On en de´duit que F est line´aire, de´termine´e de fac¸on unique par sa
diffe´rentielle en 0. 
1.3 Cas non-de´ge´ne´re´
Conside´rons l’hyperquadrique Q ⊂ Cn+1 de´finie sur un ouvert Ω ∋ 0 par
0 = r(z) = Rez0 −
n∑
i,j=1
ai,j z¯izj ,
ou` la matrice A = (ai,j)i,j est hermitienne non de´ge´ne´re´e.
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1.3.1 Disques re´guliers attache´s a` une hyperquadrique Q
Proposition 1.8 Les disques re´guliers attache´s a` Q sont exactement de la forme
h(ζ) =
(
tv¯Av + 2 tv¯Aw
ζ
1− aζ +
tw¯Aw
1− |a|2
1 + aζ
1− aζ + iy0, v + w
ζ
1− aζ
)
ou` v, w ∈ Cn, y0 ∈ R, a ∈ ∆ sont quelconques.
De plus h∗ est un rele`vement re´gulier de h si et seulement si il existe b ∈ R∗ tel que
∀ζ ∈ ∆ \ {0}, h∗(ζ) = b
ζ
( −a¯
1 + |a|2 + ζ −
a
1 + |a|2 ζ
2
)
× (1/2,− thα(ζ)A).
En particulier, h et h∗ se prolongent dans un voisinage de ∆¯.
Remarque 1.9 Un disque re´gulier h attache´ a` Q, centre´ en un point p = (p0, 0, . . . , 0) est
de la forme
h(ζ) =
(
tw¯Aw
1− |a|2
1 + aζ
1− aζ + iy0, w
ζ
1− aζ
)
.
Preuve
Condition ne´cessaire
On suppose que h posse`de un rele`vement re´gulier h∗ :
∀ζ ∈ ∂∆, h∗(ζ) = c(ζ)× ∂r
∂z
◦ h(ζ) = c(ζ)× (1/2,− thα(ζ) ·A) (1.5)
ou` c : ∂∆→ R∗ est continue, et ζc/2 se prolonge holomorphiquement a` ∆. Autrement dit,
il existe une fonction ϕ holomorphe dans ∆, continue sur ∆¯ telle que pour tout ζ ∈ ∂∆,
c(ζ) = ϕ(ζ)/ζ ∈ R∗. Or dans L2(∂∆),
1
ζ
ϕ(ζ) =
ϕˆ0
ζ
+ ϕˆ1 +
∑
n≥1
ϕˆn+1ζ
n =
1
ζ
ϕ(ζ) =
∑
n≥1
ϕˆn+1ζ¯
n + ϕˆ1 + ϕˆ0ζ
(ou` ϕˆn de´signe le nie`me coefficient de Fourier de ϕ). Ainsi, par identification, ϕ(ζ) est de
la forme a+ bζ + a¯ζ2, et
∀ζ ∈ ∂∆, c(ζ) = aζ¯ + b+ a¯ζ. (1.6)
• Premier cas : a = 0 (et donc b 6= 0).
Autrement dit, pour tout ζ ∈ ∂∆, h∗(ζ) = b× (1/2,− thα(ζ) ·A). Puisque par hypothe`se,
h∗ a au plus un poˆle d’ordre 1 en 0, ζ × thα(ζ) · A est holomorphe ce qui e´quivaut a` ζh¯α
holomorphe dans ∆, c’est-a`-dire hα affine : ∃v, w ∈ Cn/ hα(ζ) = v+ ζw. Comme le disque
h est attache´ a` Q :
∀ζ ∈ ∂∆, 1
2
(h0(ζ) + h¯0(ζ)) =
tv¯Av + twAwζζ¯ + ζ¯ tw¯Av + ζ tv¯Aw = d+ e¯ζ¯ + eζ (d ∈ R),
et
−1∑
−∞
ζn ˆ(h0)n/2 + Re
ˆ(h0)0 +
+∞∑
n=1
ζn ˆ(h0)n/2 = d+ e¯ζ¯ + eζ.
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En identifiant, on re´cupe`re h0 affine a` constante imaginaire pure pre`s.
• Deuxie`me cas : a 6= 0.
Notons a1 et a2 les deux racines de a+ bζ + a¯ζ
2. Elles ne sont pas de module 1 puisque h∗
ne s’annule pas sur ∂∆, et |a1a2| = |a/a¯| = 1 : supposons par exemple 0 < |a1| < 1 < |a2|.
La fonction ζh∗ se prolonge holomorphiquement a` ∆ si et seulement si
ζ 7→ (a+ bζ + a¯ζ2)hα(ζ)
se prolonge holomorphiquement a` ∆. De´composons hα dans L
2(∂∆) : hα(ζ) =
∑+∞
k=0Hkζ
k,
ou` Hk ∈ Cn :
(a+ bζ + a¯ζ2)hα(ζ) = (a+ bζ + a¯ζ
2)
+∞∑
k=0
H¯kζ
−k
=
+∞∑
k=0
(aH¯k + bH¯k+1 + a¯H¯k+2)ζ
−k + (bH¯0 + a¯H¯1)ζ + a¯H¯0ζ2,
qui se prolonge holomorphiquement a` ∆ si et seulement si
∀k ≥ 1, aH¯k + bH¯k+1 + a¯H¯k+2 = 0. (1.7)
C’est une re´currence line´aire d’ordre 2 dont l’e´quation caracte´ristique a deux racines dis-
tinctes a1 et a2, donc il existe V,W ∈ Cn ne de´pendant que de H1 et H2 tels que
∀k ≥ 1, Hk = a¯k−11 V + a¯k−12 W.
La fonction hj e´tant holomorphe dans le disque unite´, la se´rie
∑
(vj a¯
k−1
1 + wj a¯
k−1
2 )ζ
k
converge dans ∆, et a donc un rayon de convergence supe´rieur ou e´gal a` 1. En posant
djk = vj a¯
k−1
1 + wj a¯
k−1
2 , on a
djk+2
djk+1
=
vj a¯
k+1
1 + wj a¯
k+1
2
vj a¯k1 + wj a¯
k
2
et 0 < |a1| < 1 < |a2|. S’il existe j tel que wj 6= 0, alors
djk+2
djk+1
∼
k→+∞
a¯2 donc le rayon de
convergence vaut 1/|a2| < 1, ce qui est faux : d’ou` W = 0.
Si vj 6= 0,
djk+2
djk+1
= a¯1 et la se´rie a un rayon de convergence e´gal a` 1/|a1| > 1 ; si vj = 0, la
se´rie a un rayon de convergence infini.
Ainsi H0 = hα(0), H1 = h
′
α(0) et
hα(ζ) = H0 +H1 × ζ
+∞∑
k=0
(a¯1ζ)
k. (1.8)
Comme a1 et a2 ne sont pas de module 1, ne´cessairement b 6= 0 (sinon, a1 et a2 seraient
racines de a + a¯ζ2). Quitte a` multiplier h∗ par 1/b, ce qui ne change pas le fait que ce
soit un re´le`vement re´gulier, on peut supposer b = 1 : l’e´quation caracte´ristique devient
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a + ζ + a¯ζ2 = 0. Les autres rele`vements re´guliers seront obtenus par multiplication par
une constante non nulle. Il reste a` exprimer a a` l’aide de a1.
Si 1− 4|a|2 < 0, les deux racines sont
a1 =
−1 + i√4|a|2 − 1
2a¯
et a2 =
−1− i√4|a|2 − 1
2a¯
,
et si 1 − 4|a|2 = 0, l’e´quation a une racine double : dans les deux cas, |a1| = |a2|, ce qui
est impossible.
Par conse´quent 1− 4|a|2 > 0 et a1 = −1 +
√
1− 4|a|2
2a¯
. En notant a = |a|eiθ,
a1 =
−1 +√1− 4|a|2
2|a| e
iθ =
1−√1− 4|a|2
2|a| e
i(θ+π),
d’ou` Arg(a) = Arg(a1)− π et
|a1| = 1−
√
1− 4|a|2
2|a| ⇔ 1− 2|a||a1| =
√
1− 4|a|2
⇔ |a| < 1/2|a1| et 1− 4|a||a1|+ 4|a|2|a1|2 = 1− 4|a|2
⇔ |a| = |a1|
1 + |a1|2
car a 6= 0 et 0 < |a1| < 1. Autrement dit, a = |a|eiθ = |a1|
1 + |a1|2
−a1
|a1| =
−a1
1 + |a1|2 .
Condition suffisante
Re´ciproquement, on suppose que h est donne´ comme dans (1.8) par
hα(ζ) = H0 +H1 × ζ
+∞∑
k=0
(a¯1ζ)
k, ou` |a1| < 1,
et h0 est de´termine´ de fac¸on unique a` constante imaginaire pure pre`s de sorte que h soit
attache´ a` Q. Si a1 = 0, hα est affine, et les expressions (1.5) et (1.6) montrent que h est
re´gulier et donnent ses rele`vements re´guliers.
Supposons donc 0 < |a1| < 1, et posons c(ζ) = − a11+|a1|2 ζ¯ + 1 −
a¯1
1+|a1|2 ζ : alors h
∗ de´fini
comme dans (1.5) est l’unique rele`vement re´gulier de h a` constante re´elle non nulle mul-
tiplicative pre`s. 
Proposition 1.10 L’application Φ : (y0, v, w, a) 7→ h est un diffe´omorphisme de classe
C∞ de R×Cn× (Cn \{0})×∆ sur l’ensemble des disques re´guliers non constants attache´s
a` Q. Sa re´ciproque est donne´e par
Φ−1 : h 7→ (Im (h0(0)), hα(0), h′α(0), [θh(1)− iθh(i)]) (1.9)
ou` θh(ζ) =
||h′α(0)||2
4
(
1
||hα(−ζ)− hα(0)||2 −
1
||hα(ζ)− hα(0)||2
)
.
Preuve
Par construction, l’application Φ est de classe C∞ pour la topologie induite par Cα(∂∆)n+1
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et surjective. De plus si h = Φ(y0, v, w, a), alors pour tout ζ ∈ ∆, y0 = Im (h0(0)) et
hα(ζ) = v + w
[
ζ
∑+∞
k=0(aζ)
k
]
: l’unicite´ du de´veloppement en se´rie entie`re montre que Φ
est injective.
On remarque que si h = Φ(y0, v, w, a), alors pour tout ζ ∈ ∂∆,
||h′α(0)||2
||hα(ζ)− hα(0)||2 =
∣∣∣∣1− aζζ
∣∣∣∣2 = 1− 2Re (ζa) + |a|2,
d’ou` l’expression de Φ−1. Pour montrer que Φ−1 est de classe C∞, il suffit de ve´rifier que
les applications line´aires h 7→ hα(0) et h 7→ h′α(0) sont continues sur Cα(∆¯) ∩ H(∆). Or
pour h ∈ Cα(∆¯) ∩H(∆),∣∣∣∣ 12πi
∫
∂∆
hα(ζ)ζ
−kdζ
∣∣∣∣ ≤ 12π ||hα||∞ ≤ ||h||α,
d’ou` le re´sultat avec k = 1 (resp. 2) pour hα(0) (resp. h
′
α(0)).
Il reste a` montrer que Φ est une submersion. Comme l’image de dΦ est de dimension
finie en tout point, elle admet en tout point un supple´mentaire topologique ; il suffit donc
de montrer qu’en tout point (y0, v, w, a) ∈ R×Cn×(Cn\{0})×∆, dΦ(y0,v,w,a) est injective.
Soit (y′0, v
′, w′, a′) ∈ R×Cn×Cn×C tel que dΦ(y0,v,w,a)(y′0, v′, w′, a′) = 0. En de´veloppant
selon les diffe´rentielles partielles, il vient :
0 = dy0Φ(y0,v,w,a)y
′
0 + dvΦ(y0,v,w,a)v
′ + dwΦ(y0,v,w,a)w
′ + daΦ(y0,v,w,a)a
′.
Les n dernie`res composantes de cette e´galite´ donnent
∀ζ ∈ ∆¯, v′ + w′ ζ
1− aζ + w
ζ2
(1− aζ)2a
′.
En identifiant les coefficients du de´veloppement en se´rie entie`re, il vient v′ = w′ = 0 et
wa′ = 0, d’ou` a′ = 0 puisque par hypothe`se w 6= 0. En remplac¸ant dans la premie`re
composante, on obtient y′0 = 0, et donc l’injectivite´ de dΦ en tout point. 
Remarque 1.11 L’ensemble Mp des disques re´guliers non constants attache´s a` Q et
centre´s en p est soit vide, soit une sous-varie´te´ de dimension (re´elle) 2n+ 1.
Corollaire 1.12 Soit p ∈ Cn+1. L’ensemble Mp des disques re´guliers non constants
attache´s a` Q et centre´s en p est non vide si et seulement si l’une des trois conditions
suivantes est ve´rifie´e :
* A est de´finie positive et r(p) > 0 ;
* A est de´finie ne´gative et r(p) < 0 ;
* A posse`de deux valeurs propres de signes distincts.
Dans ce cas, l’application Mp ∋ h 7→ h(1) ∈ Q est un diffe´omorphisme local si et seule-
ment si p /∈ Q.
Preuve
Soit h un disque re´gulier attache´ a` Q :
h(ζ) =
(
tv¯Av + 2 tv¯Aw
ζ
1− aζ +
tw¯Aw
1− |a|2
1 + aζ
1− aζ + iy0, v + w
ζ
1− aζ
)
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ou` y0 ∈ R, v, w ∈ Cn, a ∈ ∆. En particulier,
h(0) =
(
tv¯Av +
tw¯Aw
1− |a|2 + iy0, v
)
∈ Q⇔ tw¯Aw = 0. (1.10)
Donc h ∈Mp e´quivaut a`
y0 = Im p0, v = pα,
tw¯Aw
1− |a|2 = Re p0 −
tp¯αApα.
Par conse´quent, l’ensemble Mp est non vide si et seulement s’il existe w ∈ Cn \ {0} tel
que tw¯Aw = Re p0 − tp¯αApα, d’ou` les trois cas.
Posons x0 = Re p0 − tp¯αApα. D’apre`s la proposition pre´ce´dente, il suffit de regarder l’ap-
plication{
(y0, v, w, a) ∈ R× Cn × (Cn \ {0})×∆/ v = pα, y0 = Im p0,
tw¯Aw
1− |a|2 = x0
}
ψ→ R× Cn
de´finie par
ψ(v, w, a, y0) = (Im (h0(1)), hα(1))
=
(
2 Im
[
t¯vAw
1− a
]
+
tw¯Aw
1− |a|2 · 2 Im
[
1
1− r
]
+ y0, v +
w
1− a
)
=
(
2 Im
[
tp¯αAw
1− a
]
+ 2x0
tw¯Aw
1− |a|2 + Im p0, pα +
w
1− a
)
.
Sa diffe´rentielle en un point (y0, v, w, a) est de´finie sur l’espace tangent{
(0, 0, w′, a′) ∈ R× Cn × Cn × C× /
tw¯′Aw + tw¯Aw′
1− |a|2 + x0
a¯a′ + aa¯′
1− |a|2 = 0
}
par
dψ(y0,v,w,a)(0, 0, w
′, a′) =
(
2 Im
[
tp¯αAw
′
1− a +
tp¯αAw
(1− a)2a
′ +
x0
(1− a)2a
′
]
,
w′
1− a +
wa′
(1− a)2
)
.
Puisque Mp est non vide, c’est une sous-varie´te´ de dimension (re´elle) 2n + 1, donc
dψ(y0,v,w,a) est un isomorphisme sur R× Cn si et seulement si elle est injective. Or
dψ(y0,v,w,a)(0, 0, w
′, a′) = 0 ⇔


tw¯′Aw+ tw¯Aw′
1−|a|2 + x0
a¯a′+aa¯′
1−|a|2 = 0
Im
[
tp¯αAw′
1−a +
tp¯αAw
(1−a)2a′ +
x0
(1−a)2a
′
]
= 0
w′
1−a +
w
(1−a)2a
′ = 0
⇔


w′ = − a′1−aw
(− a¯′1−a¯ − a
′
1−a)
tw¯Aw
1−|a|2 + x0
a¯a′+aa¯′
1−|a|2 = 0
Im ( x0
(1−a)2a
′) = 0
⇔


w′ = − a′1−aw
x0
[
− a¯′1−a¯ − a
′
1−a +
a¯a′+aa¯′
1−|a|2
]
= 0
x0Im
a′
(1−a)2 = 0 .
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En particulier, si x0 = 0 (c’est-a`-dire si p ∈ Q), dψ(v,w,a,y0) n’est pas injective. Si x0 6= 0,
le syste`me pre´ce´dent e´quivaut a`

w′ = − a′1−aw
a′
(1−a)2 =
a¯′
(1−a¯)2
0 = − a¯′1−a¯ − a
′
1−a +
a¯a′+aa¯′
1−|a|2 .
En remplac¸ant dans la troisie`me ligne a¯′ par (1−a¯)
2
(1−a)2 , il vient
0 = − a
′
1− a¯
(1− a¯)2
(1− a)2 −
a′
1− a +
a¯a′
1− |a|2 +
aa′
1− |a|2
(1− a¯)2
(1− a)2
= −2 a
′
|1− a|2(1− |a|2)(1− a¯)
2,
ce qui donne a′ = 0 et donc w′ = 0, et termine la preuve. 
1.3.2 Disques re´guliers attache´s a` une petite perturbation de Q
Me´thode
La me´thode consiste a` utiliser le crite`re donne´ par J. Globevnik [24] : e´tant donne´s
une sous-varie´te´ E et un disque f attache´ a` E, et sous l’hypothe`se que certains entiers
(les indices partiels) de´pendant de E et f soient positifs, les disques analytiques proches
de f attache´s a` une sous-varie´te´ proche de E forment une famille a` κ parame`tres, ou` κ est
l’indice de Maslov de E le long de f . Pre´cisons tout cela.
On suppose que la fonction f : ∂∆ → CN est de classe Cα et qu’il existe une boule
ouverte B ⊂ R2N centre´e en l’origine et des fonctions rj ∈ Cα(∂∆, C2(B)), 1 ≤ j ≤ N ,
telles que pour tout ζ ∈ ∂∆,
M(ζ) = {ω ∈ f(ζ) + B/ ∀1 ≤ j ≤ N, rj(ζ)(ω − f(ζ)) = 0}
d(r1(ζ)) ∧ . . . ∧ d(rN (ζ)) 6= 0 sur B
et f(ζ) ∈ M(ζ). On suppose e´galement que pour tout ζ ∈ ∂∆, T (ζ) := Tf(ζ)M(ζ) est
totalement re´el.
Pour ζ ∈ ∂∆, on note G(ζ) la matrice inversible
(
∂(ri(ζ))
∂z¯j
(0)
)
i,j
, et A(ζ) une matrice
dont les colonnes engendrent sur R l’espace T (ζ). Par construction, chaque ligne de G(ζ)
est R-orthogonale a` chaque colonne de A(ζ) :
Re (G(ζ)A(ζ) = 0⇐⇒ G(ζ)A(ζ) = −G(ζ)A(ζ) =⇒ A(ζ)A(ζ)−1 = −G(ζ)−1G(ζ).
Posons B(ζ) := A(ζ)A(ζ)
−1
pour tout ζ ∈ ∂∆. La matrice B ne de´pend pas du choix de A :
en effet, si A1(ζ) est une autre matrice dont les colonnes engendrent sur R l’espace T (ζ), il
existe V (ζ) ∈ GLN (R) telle que A1(ζ)V (ζ) = A(ζ), d’ou` A1(ζ)A1(ζ)−1 = A(ζ)A(ζ)−1. On
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sait alors que la fonction matricielle B posse`de une factorisation de Birkhoff [4], c’est-a`-dire
de la forme :
∀ζ ∈ ∂∆, B(ζ) = B+(ζ)Λ(ζ)B−(ζ)
ou` B+ : ∆¯→ GLN (C) est continue, holomorphe dans ∆, B− : (C ∪ {∞}) \∆→ GLN (C)
est continue, holomorphe dans (C ∪ {∞}) \ ∆¯ et
Λ(ζ) = diag(ζκ1 , . . . , ζκN ).
Les entiers κ1 ≥ . . . ≥ κN sont inde´pendants de la factorisation ; ce sont les indices partiels
de B (pour plus de de´tails, voir [61] et [11]).
De´finition Avec les notations ci-dessus, on appelle indices partiels de M le long de f
les entiers κ1 ≥ . . . ≥ κN (qui ne de´pendent que du fibre´ {T (ζ)/ ζ ∈ ∂∆}). L’indice de
Maslov, ou indice total, de M le long de f est κ =
∑N
1 κj.
Le the´ore`me suivant de´crit en particulier tous les disques holomorphes f˙ voisins d’un
disque fixe´ f et tels que ∀ζ ∈ ∂∆, f˙(ζ) ∈Mρ(ζ) pour un certain ρ proche de r.
The´ore`me 1.13 [24] On se place sous les hypothe`ses du paragraphe pre´ce´dent. Pour tout
ρ = (ρ1, . . . , ρN ) ∈ Cα(∂∆, C2(B))N dans un voisinage de r = (r1, . . . , rN ), on note
∀ζ ∈ ∂∆, Mρ(ζ) = {ω ∈ f(ζ) + B/ ∀1 ≤ j ≤ N, ρj(ζ)(ω − f(ζ)) = 0}.
On suppose que les indices partiels de M = Mr le long de f sont positifs ou nuls, et on
note κ l’indice total. Alors il existe
– V voisinage ouvert de r dans Cα(∂∆, C2(B))N ;
– U voisinage ouvert de 0 dans Rκ+N ;
– W voisinage ouvert de f dans Cα
C
(∂∆)N ;
– F : V × U → Cα
C
(∂∆)N de classe C1
tels que
– F(r, 0) = f ;
– pour tout (ρ, t) ∈ V × U , la fonction ζ 7→ F(ρ, t)(ζ)− f(ζ) se prolonge holomorphi-
quement a` ∆ et pour tout ζ ∈ ∂∆, F(ρ, t)(ζ) ∈Mρ(ζ) ;
– il existe η > 0 tel que
∀ρ ∈ V, ∀t1, t2 ∈ U, ||F(ρ, t1)−F(ρ, t2)|| ≥ η|t1 − t2|,
en particulier F(ρ, t1) 6= F(ρ, t2) si t1 6= t2 ;
– si f˙ ∈W est tel que f − f˙ se prolonge holomorphiquement a` ∆ et qu’il existe ρ ∈ V
tel que pour tout ζ ∈ ∂∆, f˙(ζ) ∈Mρ(ζ), alors il existe t ∈ U tel que f˙ = F(ρ, t).
Ce re´sultat a e´te´ e´tendu par Y.G. Oh [46] au cas ou` les indices partiels sont supe´rieurs ou
e´gaux a` -1. On peut l’expliquer de la fac¸on suivante en utilisant [31]. La line´arisation de
l’e´quation des disques holomorphes attache´s a` E est une somme d’ope´rateurs de Cauchy-
Riemann sur un disque, avec conditions de bord d’indices de Maslov κi. Or pour κi ≥ −1,
l’ope´rateur est toujours surjectif (dans des classes de diffe´rentiabilite´ convenables), donc
on peut appliquer le the´ore`me des fonctions implicites.
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Rappelons le lien entre le caracte`re non-de´ge´ne´re´ et le fibre´ conormal :
Proposition 1.14 [60] Une hypersurface re´elle M de Cn est non de´ge´ne´re´e si et seule-
ment si son fibre´ conormal N∗M prive´ de la section nulle est totalement re´el.
La me´thode va donc consister a` appliquer le the´ore`me de Globevnik au projectivise´
du fibre´ conormal de Q, puis a` se ramener aux disques re´guliers attache´s a` des varie´te´s
“proches” de Q.
Disques attache´s a` une varie´te´ proche de P(N∗Q)
Soit h un disque re´gulier non constant attache´ a` Q, centre´ en un point p = (p0, 0, . . . , 0)
n’appartenant pas a` Q : d’apre`s (1.10), w = h′α(0) 6= 0, ce qui permet de supposer
( tw¯A)n 6= 0 (quitte a` re´indexer). Notons P(N∗Q) la projectivisation par rapport a` la
nie`me coordonne´e. Soit h∗ un rele`vement re´gulier de h,
hˆ∗ =
(
h∗0
h∗n
, . . . ,
h∗n−1
h∗n
)
son projectivise´ et f = (h, hˆ∗)|∂∆ : c’est le bord d’un (grand) disque attache´ a` P(N∗Q), et
f(ζ)=
(
twAw
1− |a|2
1 + aζ
1− aζ + iy0,
ζw1
1− aζ , . . . ,
ζwn
1− aζ ,
a¯− ζ
2( tw¯A)n
,
( tw¯A)1
( tw¯A)n
, . . . ,
( tw¯A)n−1
( tw¯A)n
)
(1.11)
d’apre`s la remarque 1.9. Notons que f est de classe C∞ jusqu’au bord, et inde´pendant du
choix du rele`vement re´gulier h∗.
On cherche a` appliquer le the´ore`me de Globevnik a`M(ζ) = P(N∗Q) pour tout ζ ∈ ∂∆
le long du disque holomorphe f . En particulier, T (ζ) = Tf(ζ)(P(N
∗Q)) est totalement re´el
puisque Q est non de´ge´ne´re´e et que la projectivisation “oublie” la section nulle.
Commenc¸ons par de´terminer des e´quations de P(N∗Q). Un e´le´ment de N∗Q au voisinage
de (h, h∗)(∂∆) s’e´crit (z, c ∂rz) ou` c est une constante non nulle : un e´le´ment (z, t) de
C
n+1 × Cn au voisinage de f(∂∆) est donc dans P(N∗Q) si et seulement si z ∈ Q et il
existe (Z0, . . . , Zn) ∈ N∗zQ tel que pour tout 0 ≤ j ≤ n, tj = Zj/Zn. Autrement dit,
P(N∗Q) est de´fini par les e´quations
0 = r(z)
0 =
∂r
∂zn
(z)tj − ∂r
∂zj
(z) pour tout j = 0, . . . , n− 1 .
En de´composant en partie re´elle et partie imaginaire, on obtient les 2n + 1 e´quations de
P(N∗Q)
r0 = . . . = r2n = 0
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(ou` r0 = r), et la matrice G(ζ) =
(
∂ri
∂z¯j
(f(ζ))
)
i,j
s’e´crit


1/2 −L1zα . . . −Lnzα 0 0 . . .
0 −A¯n,1t1 + A¯1,1 . . . −A¯n,nt1 + A¯1,n 0 −Lnzα
...
...
...
...
. . .
0 −A¯n,1tn−1 + A¯n−1,1 . . . −A¯n,ntn−1 + A¯n−1,n 0 −Lnzα
0 −A¯n,1t0 . . . −A¯n,nt0 −Lnzα 0 . . . 0
0 i(−A¯n,1t1 + A¯1,1) . . . i(−A¯n,nt1 + A¯1,n) 0 iLnzα
...
...
...
...
. . .
0 i(−A¯n,1tn−1 + A¯n−1,1) . . . i(−A¯n,ntn−1 + A¯n−1,n) 0 iLnzα
0 −iA¯n,1t0 . . . −iA¯n,nt0 iLnzα 0 . . . 0


ou` Lj de´signe la jie`me ligne de la matrice A. On remarque :


(−A¯n,1t1 + A¯1,1) . . . (−A¯n,nt1 + A¯1,n)
...
...
(−A¯n,1tn−1 + A¯n−1,1) . . . (−A¯n,ntn−1 + A¯n−1,n)
−A¯n,1t0 . . . −A¯n,nt0

 =


1 −t1
. . .
...
1 −tn−1
0 . . . 0 −t0

× A¯,
donc quitte a` multiplier a` droite par la matrice-bloc constante

 1 0 00 A¯−1 0
0 0 In

 (ce qui
ne change pas les indices partiels), on obtient la matrice


1/2 −z1 . . . −zn−1 −zn 0 . . . 0
0 1 −t1 0 −Lnzα
...
. . .
...
...
. . .
0 1 −tn−1 0 −Lnzα
0 0 . . . 0 −t0 −Lnzα 0 . . . 0
0 i −it1 0 iLnzα
...
. . .
...
...
. . .
0 i −itn−1 0 iLnzα
0 0 . . . 0 −it0 iLnzα 0 . . . 0


. (1.12)
Remplac¸ons f = (h, hˆ∗) par son expression : vu (1.11), zα = hα(ζ) = ζ1−aζw, t0 = − ζ−a¯2( tw¯A)n
et pour tout 1 ≤ j ≤ n− 1, tj = (
tw¯A)j
( tw¯A)n
. Ainsi
Lnzα =
(
A× ζ
1− aζ w
)
n
=
ζ
1− aζ (Aw)n =
ζ
1− aζ
t(Aw)n =
ζ
1− aζ (
twA¯)n.
Nume´rotons les colonnes de la matrice (1.12) de 0 a` 2n. Quitte a` multiplier la colonne C0
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par 2 et les colonnes Cn+1, . . . , C2n par 1/(
twA¯)n, puis a` permuter les lignes, il vient :


1 −z1 −z2 . . . −zn−1 −zn 0 0 . . . . . . 0
0 0 0 . . . 0 −t0 −ξ 0 . . . . . . 0
0 0 0 . . . 0 −it0 iξ 0 . . . . . . 0
0 1 0 . . . 0 −t1 0 −ξ . . . . . . 0
0 i 0 . . . 0 −it1 0 iξ . . . . . . 0
. . .
...
...
...
. . .
(0)
. . . 1 −tn−1 0 . . . −ξ
i −itn−1 0 (0) iξ


ou` ξ :=
ζ
1− aζ .
Les tj , 1 ≤ j ≤ n− 1, e´tant constants, les ope´rations
C1 := Cn +
n−1∑
j=1
tjCj , C2 := Cn+1
et C2j+1 := Cj , C2j+2 := Cn+j si j ≥ 1 ne changent pas les indices partiels et donnent


1 (−zn −
∑n−1
j=1 tjzj) 0 −z1 0 . . . −zn−1 0
0 −t0 −ξ
0 −it0 iξ
1 −ξ (0)
i iξ
. . .
(0) 1 −ξ
i iξ


. (1.13)
Or le long de f ,
n∑
j=1
∂r
∂zj
(f(ζ))× fj(ζ) = − t¯hα(ζ)Ahα(ζ) = −Re (h0(ζ)) et
−zn −
n1∑
j=1
tjzj = −
(
∂r
∂zn
zn +
∑n−1
j=1
∂r
∂zj
zj
)
∂r
∂zn
=
Re (h0(ζ))
∂r
∂zn
= 2t0Re (h0(ζ)).
Le bloc 3× 3 en haut a` gauche de la matrice (1.13) vaut donc

 1 2t0Re z0 00 −t0 −ξ
0 −it0 iξ

, ou`
ξ = ζ1−aζ et t0 est de la forme ζ(1− a¯ζ¯)× (cste 6= 0). Donc en multipliant a` droite par

 1 0 00 1
(cste)(1−a¯ζ¯) 0
0 0 I2n−1

 ,
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on se rame`ne a` conside´rer, a` la place de la matrice (1.13), la matrice
G′(ζ) =


1 ζ|1−aζ|2 × 2 tw¯Aw 0 −ζ1−aζw1 0 . . . −ζ1−aζwn−1 0
0 −ζ −ζ1−aζ
0 −iζ i ζ1−aζ
1 −ζ1−aζ (0)
i i ζ1−aζ
. . .
(0) 1 −ζ1−aζ
i i ζ1−aζ


.
Lemme 1.15 Les indices partiels de P(N∗Q) le long de f sont positifs ou nuls.
Preuve
Ecrivons G′(ζ) =
(
α β
0 γ
)
sous forme de matrice blocs, ou` α ∈M3(C), β ∈M3,2n−2(C)
et γ ∈M2n−2(C). On obtient
G′(ζ)−1G′(ζ) =
(
α¯−1α α¯−1(β − β¯γ¯−1γ)
0 γ¯−1γ
)
=


1 ζ|1−aζ|2 2
tw¯Aw −ζ|1−aζ|2(1−aζ)2
twA¯w¯ −ζ1−aζw1
−1
|1−aζ|2 w¯1 . . .
0 0 ζ
2
1−aζ (0)
0 ζ2(1− a¯ζ¯) 0
0 −ζ1−aζ
−ζ(1− a¯ζ¯) 0
(0)
. . .


.
Nume´rotons les lignes et les colonnes de cette matrice de 0 a` 2n, et multiplions C1 par
(1− a¯ζ¯) et L1 par (1−aζ). Pour j ≥ 3 impair, on multiplie les colonnes Cj par −1/(1− a¯ζ¯)
et les lignes Lj par −(1− aζ). Cela revient a` multiplier G′(ζ)−1G′(ζ) a` droite par Q et a`
gauche par Q¯−1, ou`
Q = diag
(
1,
1
1− a¯ζ¯ , 1,
−1
1− a¯ζ¯ , 1, . . . ,
−1
1− a¯ζ¯ , 1
)
.
Ces ope´rations ne changent pas les indices partiels, et on obtient que les indices partiels
cherche´s sont ceux de la matrice B(ζ) = (G′(ζ)Q(ζ))
−1
(G′(ζ)Q(ζ)) :
B(ζ)=


1 ζ|1−aζ|2(1−a¯ζ¯)2
tw¯Aw −ζ|1−aζ|2(1−aζ)2
twA¯w¯ ζw1|1−aζ|2
−w¯1
|1−aζ|2 . . .
0 0 ζ2
0 ζ2 0 (0)
0 ζ
ζ 0
(0)
. . .


. (1.14)
Pour les calculer, on utilise le lemme suivant :
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Lemme 1.16 [24] (lemme 5.1) Soit G′′ : ∂∆ → GLn(C) une fonction de classe Cα
(0 < α < 1), et notons κ1 ≥ . . . ≥ κn les indices partiels de la fonction ζ 7→ G′′(ζ)G′′(ζ)−1.
Alors il existe une fonction θ : ∆¯ → GLn(C), de classe Cα, holomorphe dans ∆ et telle
que
∀ζ ∈ ∂∆, G′′(ζ)G′′(ζ)−1 = θ(ζ)

 ζ
κ1 (0)
. . .
(0) ζκn

 θ(ζ)−1.
On applique ce re´sultat a` la matrice G′′ = (G′Q)
−1
, ce qui donne une fonction P de ∆¯
dans GL2n+1(C), holomorphe dans ∆, telle que
∀ζ ∈ ∂∆, P (ζ)B(ζ) =

 ζ
κ0 (0)
. . .
(0) ζκ2n

P (ζ).
En particulier, en notant l = (l0, . . . , l2n) la dernie`re ligne de P , on obtient pour tout
ζ ∈ ∂∆,
l(ζ)B(ζ) = ζκ2n l(ζ)⇐⇒ (S)


l0 = ζ
κ2n l¯0
l0 × 2 tw¯Awζ|1−aζ|2(1−a¯ζ¯) + l2ζ2 = ζκ2n l¯1
l0 × −2 twAw¯ζ|1−aζ|2(1−aζ) + l1ζ2 = ζκ2n l¯2
∀1 ≤ j ≤ n− 1,
{
l0 × ζwj|1−aζ|2 + ζl2j+2 = ζκ2n l¯2j+1
l0 × −w¯j|1−aζ|2 + ζl2j+1 = ζκ2n l¯2j+2
.
Si la fonction l0 est non identiquement nulle, vu la premie`re ligne du syste`me, ne´cessairement
κ2n ≥ 0 puisque l0 est holomorphe et l¯0 anti-holomorphe.
Si l0 ≡ 0 : comme la matrice P est inversible, sa dernie`re ligne l est non identiquement
nulle, donc il existe j ≥ 1 tel que la fonction lj ne soit pas identiquement nulle. Le syste`me
(S) devient 

l2ζ
2 = ζκ2n l¯1 et l1ζ
2 = ζκ2n l¯2
ζl4 = ζ
κ2n l¯3 et ζl3 = ζ
κ2n l¯4
...
ζl2n = ζ
κ2n l¯2n−1 et ζl2n−1 = ζκ2n l¯2n
.
Par conse´quent l2i−1 ≡ 0 ⇔ l2i ≡ 0, et on peut supposer j ∈ {1; 3}. Si j = 1, alors l2 est
holomorphe non identiquement nulle et l¯1 est anti-holomorphe non identiquement nulle,
donc l’e´galite´ l2ζ
2 = ζκ2n l¯1 force κ2n − 2 ≥ 0. De meˆme, si j = 3, l’e´galite´ ζl4 = ζκ2n l¯3
force κ2n − 1 ≥ 0. Finalement, on obtient dans tous les cas κ0 ≥ . . . ≥ κ2n ≥ 0. 
Lemme 1.17 Si le de´terminant detB est de classe C1 sur ∂∆, l’indice de Maslov κ de
B est donne´ par
κ = InddetB(∂∆)(0) =
1
2πi
∫
∂∆
(detB)′(ζ)
detB(ζ)
dζ.
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Preuve
On suppose que les indices partiels sont donne´s par la de´composition suivante :
∀θ, B(eiθ) = B+(eiθ)

 e
iκ0θ (0)
. . .
(0) eiκ2nθ

B−(eiθ)
ou` B+ se prolonge holomorphiquement a` ∆ en une matrice inversible, et B− se prolonge
anti-holomorphiquement a` ∆ en une matrice inversible : autrement dit, il existe B˜− holo-
morphe dans ∆ telle que B−(ζ) = B˜−(1/ζ) pour tout ζ ∈ Cˆ \∆.
Soit 0 < r < 1 et b+r (θ) = det(B
+(reiθ)), b−r (θ) = det(B˜−(reiθ)) = det(B˜−(re−iθ)) et
βr(θ) = b
+
r (θ)r
κeiκθb−r (θ). Le chemin γr = βr([0; 2π]) ne passe pas par 0 ; on peut donc
de´finir l’indice
2πi Indγr(0) =
∫
γr
dζ
ζ
=
∫ 2π
0
b+r
′
(θ)
b+r (θ)
dθ +
∫ 2π
0
iκdθ +
∫ 2π
0
b−r
′
(θ)
b−r (θ)
dθ.
Or
∫ 2π
0
b+r
′
(θ)
b+r (θ)
dθ =
∫
r∂∆
det(B+(ζ))′
det(B+(ζ))
dζ vaut le nombre de ze´ros moins le nombre de poˆles de
la fonction holomorphe det(B+) dans r∆¯, c’est-a`-dire 0. De meˆme
∫ 2π
0
b−r
′
(θ)
b−r (θ)
dθ = 0, et
∀0 < r < 1, Indγr(0) = κ.
Le compact {βr(θ)/ r ∈ [1/2; 1], θ ∈ [0; 2π]} ne contenant pas 0, il est contenu dans un
ouvert Ω ne contenant pas 0. Les deux courbes ferme´es γ1/2 et γ1 sont homotopes dans Ω
via l’application (t, θ) 7→ β(1−t)/2+t(θ), et de classe C1. Puisque deux chemins homotopes
ont le meˆme indice :
κ = Indγ1/2(0) = Indγ1(0) =
1
2πi
∫ 2π
0
β′1(θ)
β1(θ)
dθ.
De plus β1(θ) = det(B(e
iθ)), d’ou` la conclusion. 
Appliquons ce re´sultat a` la matrice B(ζ) introduite en (1.14) :
detB(ζ) = 1× 0 ζ
2
ζ2 0
× O ζ
ζ 0
n−1
= (−1)nζ2n+2,
qui de´finit bien une fonction de classe C1 sur ∂∆. Par conse´quent :
Corollaire 1.18 L’indice de Maslov κ =
∑2n
j=0 κj de P(N
∗Q) le long de f vaut 2n+ 2.
Les indices partiels e´tant positifs, on peut appliquer le crite`re donne´ par J. Globevnik :
vu le corollaire pre´ce´dent, on obtient ainsi que l’ensemble des disques conside´re´s forme une
famille a` (2n+ 1) + κ = 4n+ 3 parame`tres re´els.
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Proposition 1.19 Il existe des voisinages ouverts V de (r0, . . . , r2n) dans C3(B,R), U
de 0 dans R4n+3, W de f dans Cα
C
(∂∆)2n+1, et une application F : V ×U → Cα
C
(∂∆)2n+1
de classe C1 tels que
– F(r, 0) = f ;
– pour tout (ρ, t) ∈ V × U , F(ρ, t) est le bord d’un disque holomorphe attache´ a`
P(N∗M), ou` M = {ρ = 0} ;
– si t1 6= t2, F(ρ, t1) 6= F(ρ, t2) ;
– si f˙ ∈W est le bord d’un disque holomorphe attache´ a` M = {ρ = 0} ou` ρ ∈ V , alors
il existe t ∈ U tel que f˙ = F(ρ, t).
Disques attache´s a` une varie´te´ proche de Q
La proposition 1.19 montre que l’ensemble des disques holomorphes proches du disque
f = (h, hˆ∗) et attache´s a` une hypersurface proche de P(N∗Q) forme une varie´te´ de dimen-
sion (re´elle) 4n+3. Pour en de´duire la description de l’ensemble des disques holomorphes
proches de h et attache´s a` une hypersurface proche de Q, on a besoin du re´sultat suivant :
Lemme 1.20 Pour t assez petit et ρ assez proche de r pour la topologie C3, F(ρ, t) est
la projectivisation d’un rele`vement d’un disque re´gulier.
Preuve
On suit les ide´es de [41] et [58]. En notant s le parame`tre (ρ − r, t), F(ρ, t) s’e´crit en
coordonne´es (hs0, . . . , h
s
n,H
s
0 , . . . ,H
s
n−1). Le disque h
s est attache´ a` M s := π(Ms), ou`
Ms = {ρ = 0} et π de´signe la projection canonique sur les n+ 1 premie`res coordonne´es.
Soit
φs : ∂∆ ∋ ζ 7→ ζ ∂ρ0
∂zn
(hs(ζ)).
Pour s = 0, on obtient le disque initial f et
∀ζ ∈ ∂∆, φ0(ζ) = −1
1− a¯ζ¯ (
tw¯A)n.
Or la fonction ∂∆ ∋ ζ 7→ −11−a¯ζ est a` valeurs dans le demi-plan {Re (z) < 0} : c’est
imme´diat si a = 0, et sinon cette fonction envoie le connexe par arcs ∂∆ sur un connexe
par arcs n’intersectant pas {Re (z) = 0}, et prend la valeur −1/(1− |a|) en ζ = a¯/|a|. Par
continuite´, pour s assez petit, la fonction φs est donc elle aussi a` valeurs dans un demi-plan
strict ne contenant pas 0, ce qui permet de de´finir
ψs : ζ 7→ log(φs(ζ)) =
∫
[z0;φs(ζ)]
dz
z
.
La fonction ψs est de classe Cα. Soit U s = −T (Imψs) et λs = exp (U s − Reψs), ou` T
de´signe la transforme´e de Hilbert. La fonction λs est a` valeurs dans R+∗, et sur ∂∆ :
log (λsφs) = (U s − Reψs) + (Reψs + iImψs)
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qui se prolonge holomorphiquement a` ∆ en une fonction encore note´e U s + iImψs. Ainsi
exp (U s+ iImψs) est un prolongement holomorphe de λsφs a` ∆, qui ne s’annule pas dans
∆¯, et pour tout 0 ≤ j ≤ n− 1,
λs × ζ ∂ρ0
∂zj
◦ hs =
(
λs × ζ ∂ρ
∂zn
◦ hs
)
×Hsj
est un produit de fonctions qui se prolongent holomorphiquement a` ∆. La fonction de´finie
par h∗ s := λs ∂ρ0∂z ◦hs est donc un rele`vement de hs, et meˆme un rele`vement re´gulier puisque
λs ne s’annule pas sur ∂∆. Ainsi, (hs,Hs) est la projectivisation de (hs, h∗ s), et de plus
ζh∗ sn ne s’annule pas dans ∆¯. 
Autrement dit, l’application (h, h∗) 7→ (h, hˆ∗) est surjective. Soit maintenant h un
disque re´gulier attache´ a` M , et h∗ (1), h∗ (2) deux rele`vements re´guliers de h :
∀ζ ∈ ∂∆, ∃λ(ζ) ∈ R∗/ h∗ (2)(ζ) = λ(ζ)h∗ (1)(ζ).
De plus ζh
∗ (j)
n est holomorphe pour j = 1, 2 et ne s’annule pas dans ∆¯ par hypothe`se, donc
la fonction ζh
∗ (2)
n
ζh
∗ (1)
n
= λ se prolonge holomorphiquement a` ∆ : λ est donc une constante re´elle
non nulle. Le disque re´gulier h posse`de donc un unique rele`vement re´gulier a` constante
re´elle non nulle multiplicative pre`s, et deux rele`vements re´guliers ont la meˆme image par
(h, h∗) 7→ (h, hˆ∗). Par conse´quent, l’application h 7→ (h, hˆ∗) est bien de´finie et bijective.
The´ore`me 1.21 Soit B ⊂ R2n une boule ouverte au voisinage de 0, A une matrice
hermitienne non de´ge´ne´re´e de taille n, et Q = {0 = r(z) = Re z0 − tz¯αAzα}. Soit h0 un
disque re´gulier attache´ a` Q tel que h0(0) = (p0, 0, . . . , 0). Il existe des voisinages ouverts
V de r dans C3(B,R), U de 0 dans R4n+3, W de h0 dans Cα
C
(∂∆)n+1, et une application
H : V × U → Cα
C
(∂∆)n+1 de classe C1 tels que :
– H(r, 0) = h0 ;
– pour tout (ρ, t) ∈ V × U , H(ρ, t) est le bord d’un disque re´gulier attache´ a` M , ou`
M = {ρ = 0} ;
– si t1 6= t2, H(ρ, t1) 6= H(ρ, t2) ;
– si h˙ ∈W est le bord d’un disque re´gulier attache´ a` M = {ρ = 0}, ou` ρ ∈ V , alors il
existe t ∈ U tel que h˙ = H(ρ, t).
Autrement dit, l’ensemble des disques re´guliers proches de h0 attache´s a` une hyper-
surface proche de Q est une varie´te´ de dimension (re´elle) 4n+ 3.
Corollaire 1.22 Pour ρ proche de r pour la topologie C3, l’application Φ−1 de´finie en
(1.9) est encore un C1-diffe´omorphisme local de R × Cn × (Cn \ {0}) ×∆ sur l’ensemble
des disques re´guliers non constants attache´s a` M = {ρ = 0}.
Preuve
On reprend les notations du the´ore`me pre´ce´dent. Pour tout ρ ∈ V , de´finissons la fonction
Θρ : U → R× Cn × (Cn \ {0})×∆
t 7→ (y(ρ,t)0 , v(ρ,t), w(ρ,t), a(ρ,t))
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ou` y
(ρ,t)
0 , v
(ρ,t), w(ρ,t), a(ρ,t) de´signent les parame`tres associe´s au disque H(ρ, t) par la pro-
position 1.10. Vu le choix du disque de base h0, on peut supposer (quitte a` restreindre U
et V ) que tout disque h de la forme H(ρ, t) ve´rifie ( t¯h′α(0)A)n 6= 0. L’application Θρ est
de classe C1. De plus, l’application µ : (ρ, t) 7→ d(Θρ)t est continue de V ×U dans l’espace
de Banach Lc(R4n+3) des applications line´aires continues ; comme µ(r, 0) est inversible, et
que les inversibles d’un espace de Banach forment un ouvert, on peut supposer (quitte a`
restreindre U et V ) que la diffe´rentielle de Θρ est inversible en tout point. Le the´ore`me
d’inversion locale permet de conclure. 
1.3.3 Proprie´te´ d’unicite´ des biholomorphismes
Inte´ressons-nous maintenant plus particulie`rement aux disques holomorphes centre´s en
un point fixe´. Pour des disques attache´s a` la sphe`re, ou plus ge´ne´ralement a` une hyper-
surface quasi-circulaire, et centre´s en 0, la parame´trisation via les applications h 7→ h(1)
et h 7→ h′(0) est imme´diate. Nous allons montrer que ces parame´trisations sont encore va-
lables, non seulement pour des disques attache´s a` Q, mais aussi pour des disques attache´s
a` de petites de´formations de Q. Contrairement au cas traite´ dans la deuxie`me section, le
re´sultat est local.
Proposition 1.23 Soit p = (p0, 0, . . . , 0) tel que Re p0 6= 0. Si A est de´finie positive (resp.
de´finie ne´gative), on suppose de plus Re p0 > 0 (resp. Re p0 < 0).
L’application qui a` un disque re´gulier h non constant, attache´ a` Q et centre´ en p, associe
h(1) (resp. h′(0)) est un diffe´omorphisme local sur son image.
Preuve
L’application h 7→ h(1) a de´ja` e´te´ e´tudie´e dans le corollaire 1.12. D’apre`s la proposition
1.10 et la remarque 1.9, l’e´tude de l’application h 7→ h′(0) se rame`ne a` celle de
Ψ : (Cn \ {0})×∆ ∋ (w, a) 7→
(
2a
tw¯Aw
1− |a|2 , w
)
.
Commenc¸ons par montrer que Ψ est injective : si Ψ(w, a) = Ψ(w˙, a˙), alors w = w˙ et
a
1− |a|2 =
a˙
1− |a˙|2 ⇔
{ |a|
1−|a|2 =
|a˙|
1−|a˙|2
Arg a = Arg a˙
⇔
{ |a| = |a˙|
Arg a = Arg a˙ .
Ainsi Ψ est injective et induit un home´omorphisme sur son image. De plus l’image de
sa diffe´rentielle en tout point est de dimension finie, donc pour montrer que Ψ est une
submersion il suffit de montrer que sa diffe´rentielle est injective en tout point. Or
dΨ(w,a)(w
′, a′) =
(
2a
tw¯′Aw+ tw¯Aw′
1−|a|2 + 2
tw¯Aw
(1−|a|2)2 (a
′ + a2a¯′)
w′ + 0
)
= 0⇐⇒
{
w′ = 0
a′ = 0 ,
d’ou` la conclusion. 
Un raisonnement similaire a` celui de la preuve du corollaire 1.22 montre :
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The´ore`me 1.24 Soit A une matrice hermitienne non de´ge´ne´re´e de taille n, Q l’hyper-
quadrique {0 = r(z) = Re z0 − tz¯αAzα} et p = (p0, 0, . . . , 0) tel que Re p0 6= 0. Si A est
de´finie positive (resp. de´finie ne´gative), on suppose de plus Re p0 > 0 (resp. Re p0 < 0).
Soit h0 un disque re´gulier attache´ a` Q tel que h0(0) = p. Pour ρ proche de r pour la
topologie C3, on note M(ρ)p l’ensemble des disques re´guliers non constants attache´s a` l’hy-
persurface {ρ = 0}, centre´s en p et proches de h0.
Alors les applications de´finies sur M(ρ)p par h 7→ h(1) et h 7→ h′(0) sont localement des
diffe´omorphismes.
Plus pre´cise´ment, l’application h 7→ (Imh0(1), hα(1)) est un diffe´omorphisme local sur
R × Cn. On obtient ainsi, localement au voisinage d’un point de M par lequel passe un
disque re´gulier, un feuilletage de l’hypersurface par les bords des disques re´guliers. Dans
le cas de l’hyperquadrique, on connaˆıt les points par lesquels passe un disque re´gulier :
Lemme 1.25 On se place sous les hypothe`ses du the´ore`me 1.24, et on note δρ l’applica-
tion de´finie sur M(ρ)p par δρ(h) = h(1).
L’image de l’application δρ est exactement {z ∈ Q/ Re z0Re p0 > 0}. En particulier, si A
est de´finie positive ou de´finie ne´gative, alors tout z ∈ Q \ {0} s’e´crit z = h(1) pour un
certain h ∈M(r)p .
Preuve
Soit h un disque re´gulier attache´ a` Q et centre´ en p :
p = h(0) =
(
tw¯Aw
1− |a|2 + iy0, 0
)
et h(1) =
(
tw¯Aw
1− |a|2
1 + a
1− a + iy0, w
1
1− a
)
.
Autrement dit, pour z ∈ Q :
z = h(1) ⇔
{
w 11−a = zα
1+a
1−aRe p0 + iIm p0 = z0
⇔
{
w = (1− a)zα
2
1−a =
z0+Re p0−iIm p0
Re p0
⇔
{
w = (1− a)zα
z0 6= −Re p0 + iIm p0 et a = z0−p0z0+p¯0 .
Ce syste`me admet une solution si et seulement si z0 6= −p¯0 et∣∣∣∣z0 − p0z0 + p¯0
∣∣∣∣ < 1⇔ (Re z0 − Re p0)2 + (Im z0 − Im p0)2(Re z0 +Re p0)2 + (Im z0 − Im p0)2 < 1⇔ Re z0Re p0 > 0,
d’ou` la conclusion. 
Par conse´quent, tout point de M proche d’un tel point de Q posse`de un voisinage feuillete´
par des bords de disques re´guliers.
Le the´ore`me 1.24 permet e´galement de construire un analogue local de l’indicatrice de
Kobayashi, en conside´rant l’hypersurface re´elle I(M) = {h′(0)/ h ∈ M(ρ)p } (on se place
toujours sous les hypothe`ses du the´ore`me).
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q
q
q
q
q
h(1)
M
p
q
z
q
F◦h(1)
M ′
F (p)
✲F
❄
h(1)
↓
h′(0)
❄
h(1)
↓
h′(0)
✲dFp
✫✪
✬✩
I(M)
✫✪
✬✩
I(M ′)
Le diffe´omorphisme h′(0) 7→ h(1) est bien de´fini, et commute avec les biholomorphismes
dans le sens suivant ; si p = (p0, 0) /∈ Q et F (p) = (p′0, 0) /∈ Q′ ve´rifient la condition du
corollaire 1.12, le diagramme ci-dessous commute :
F : (Ω,M) −→ (Ω′,M ′)
h(1) 7→ F ◦ h(1)
l 	 l
h′(0) −→
dFp
dFp(h
′(0)).
Autrement dit, F est de´termine´ de fac¸on unique par sa diffe´rentielle en p. Re´capitulons :
The´ore`me 1.26 Soit M et M ′ deux hypersurfaces re´elles de Cn+1 d’e´quations respectives
0 = Re z0−
∑
i,j≥1
ai,j z¯izj+O(||(Im z0, zα)||3) et 0 = Re z0−
∑
i,j≥1
a′i,j z¯izj+O(||(Im z0, zα)||3)
ou` A = (ai,j) et A
′ = (a′i,j) sont hermitiennes non de´ge´ne´re´es. On note alors Q et Q
′ les
quadriques associe´es a` A et A′.
Soit F : Ω → Ω′ un biholomorphisme tel que F (M) ⊂ M ′. On suppose qu’il existe
p = (p0, 0) /∈ Q tel que F (p) = (p′0, 0) /∈ Q′ et p, F (p) ve´rifient la condition du corol-
laire 1.12. Enfin, soit z ∈M tel que Re z0Re p0 > 0.
Si M et M ′ sont assez proches de Q et Q′, alors F est de´termine´ dans un voisinage de z
par sa diffe´rentielle en p.
Le voisinage des e´quations de Q et Q′ est entendu au sens de la topologie C3, et de´pend
de p et de z. Les hypothe`ses sur F assurent simplement que le the´ore`me 1.24 s’applique a`
la source et au but.
Chapitre 2
Pre´liminaires en ge´ome´trie
presque complexe
Le but de ce chapitre est de de´finir les objets (presque complexes) que nous manipu-
lerons par la suite, et d’e´tablir un certain nombre de lemmes techniques. La ge´ome´trie
presque complexe, dans laquelle la multiplication par i est remplace´e par la multiplication
par un ope´rateur ve´rifiant J2 = −id, offre une ge´ne´ralisation de toutes les notions lie´es
a` l’holomorphie, et intervient e´galement en ge´ome´trie symplectique. Depuis le the´ore`me
de A. Newlander et L. Nirenberg [44], on sait qu’une structure presque complexe n’est
ge´ne´riquement pas inte´grable. La question se pose donc de savoir quels re´sultats demeurent.
Les objets et outils spe´cifiques au cas inte´grable devront pour cela eˆtre ge´ne´ralise´s : la no-
tion de J-plurisousharmonicite´ permettra par exemple de pallier a` l’absence de principe
du maximum pour des disques pseudo-holomorphes.
La premie`re section regroupe les de´finitions et premie`res proprie´te´s des structures
presque complexes et des applications pseudo-holomorphes. Dans la deuxie`me section, on
commence par introduire la forme de Levi, ce qui permet ensuite d’e´tendre les de´finitions
usuelles de domaines strictement pseudoconvexes et de fonctions plurisousharmoniques.
La troisie`me section est consacre´e a` l’e´tude de deux cas particuliers de structures presque
complexes intervenant dans les prochains chapitres : les structures mode`les, qui appa-
raissent naturellement comme limites de structures presques complexes dilate´es de fac¸on
anisotrope ; et les petites de´formations de la structure standard, qui montrent leur inte´reˆt
lors de l’e´tude de proprie´te´s stables par petites perturbations.
2.1 De´finitions
2.1.1 Varie´te´s presque complexes
Conside´rons une varie´te´ re´elleM de classe C∞, et TM son fibre´ tangent. Sauf pre´cision,
une sous-varie´te´ de M sera e´galement suppose´e de classe C∞.
De´finition Soit r ≥ 1 un re´el. Une Cr-structure presque complexe J sur M est une sec-
tion de classe Cr de End(TM) ve´rifiant J2 = −idTM . On dira que (M,J) est une varie´te´
Cr-presque complexe.
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Remarque 2.1
1. Pour qu’une Cr-structure surM soit bien de´finie, il faut queM soit de classe au moins
Cr+1. Ainsi, la contrainte de re´gularite´ impose´e aux applications pseudo-holomorphes
viendra de la re´gularite´ de J , et non de celle de M ; on peut donc supposer sans se
montrer restrictif que les varie´te´s conside´re´es sont lisses.
2. La re´gularite´ Cr de J est pre´serve´e par changements de variables de classe Cr+1.
Une varie´te´ presque complexe (M,J) est ne´cessairement de dimension paire. Quitte a` se
placer en coordonne´es locales, on peut supposer que M est un ouvert de R2n et voir J
comme une fonction a` valeurs dans les matrices (re´elles) de taille 2n : autrement dit, si
(M,J) est Cr-presque complexe, J s’e´crit comme un e´le´ment de Cr(B,M2n(R)).
Le premier exemple de varie´te´ presque complexe est l’espace vectoriel R2n muni de
la structure complexe standard Jst, qui a` tout point p ∈ R2n associe l’endomorphisme de
TpM = R
2n donne´ par la matrice
Jst =
(
0 −In
In 0
)
ou` In est la matrice identite´ de taille n. La matrice Jst repre´sente la multiplication par i
lorsqu’on identifie canoniquement R2n a` Cn via l’isomorphisme (x, y) 7→ z = x+ iy.
Dans le cas ge´ne´ral, le fibre´ tangent d’une varie´te´ presque complexe (M,J) est muni d’une
structure de fibre´ vectoriel complexe par la multiplication (a+ ib)X := aX + bJX. Pour
tout p ∈ M , l’endomorphisme Jp a pour valeurs propres i et −i de meˆme multiplicite´.
On note T
(1,0)
p (M,J) le sous-espace propre associe´ a` la valeur propre i et T
(0,1)
p (M,J) le
sous-espace propre associe´ a` la valeur propre −i : ce sont des C-sous-espaces vectoriels de
dimension n de TpM ⊗ C. Or pour tout V ∈ TpM ⊗ C :
Jp(V − iJpV ) = i(V − iJpV ) et Jp(V + iJpV ) = i(V + iJpV ),
donc T
(1,0)
p (M,J) = Im (I2n−iJp) et T (0,1)p (M,J) = Im (I2n+iJp) ou` i de´signe la structure
complexe standard sur TpM ⊗ C.
De´finition La structure presque complexe J est dite inte´grable lorsque (M,J) est une
varie´te´ complexe, c’est-a`-dire s’il existe un syste`me de coordonne´es dans lequel J co¨ıncide
avec Jst en tout point.
On peut de´terminer si J est inte´grable graˆce au tenseur de Nijenhuis, de´fini par
NJ(X,Y ) = [JX, JY ]− J [JX, Y ]− J [X, JY ]− [X,Y ]
pour tous vecteurs X,Y tangents a`M au meˆme point. En effet, le the´ore`me de Newlander-
Nirenberg [44] affirme que J est inte´grable si et seulement si NJ est nul sur M (dans le
cas ou` la structure n’est pas lisse, voir [45]).
Remarque 2.2 La de´nomination “inte´grable” provient du fait que NJ s’annule sur M si
et seulement si la distribution T (1,0)M est inte´grable (c’est-a`-dire stable par le crochet de
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Lie).
On ve´rifie ainsi que l’application qui a` (x0, y0, x1, y1, x2, y2) ∈ R6 associe
J(x0, y0, x1, y1, x2, y2) =


0 −1 0 0 x1 −y1
1 0 0 0 −y1 −x1
0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 0


de´finit une structure presque complexe non inte´grable sur R6 (pour d’autres exemples, voir
la condition ne´cessaire et suffisante donne´e dans [22] pour l’inte´grabilite´ des structures
mode`les).
2.1.2 Pseudo-holomorphie
On s’inte´resse aux applications entre deux varie´te´s presque complexes, c’est-a`-dire dont
la diffe´rentielle pre´serve la structure de C-espaces vectoriels des espaces tangents.
De´finition Soit (M,J) et (M ′, J ′) deux varie´te´s presque complexes. Une application f de
classe C1 de M dans M ′ est dite (J, J ′)-holomorphe si sa diffe´rentielle df : TM → TM ′
ve´rifie l’e´quation :
∀p ∈M, dfp ◦ Jp = J ′f(p) ◦ dfp. (2.1)
S’il n’y a pas d’ambigu¨ıte´ sur le choix des structures presque complexes, on dira simple-
ment que f est pseudo-holomorphe.
Si J et J ′ sont la structure standard, on retrouve les e´quations de Cauchy-Riemann.
Remarque 2.3 Lorsque la varie´te´ de de´part est le disque unite´ ∆ de C muni de la structure
standard, on parle de disque J ′-holomorphe : la condition (2.1) s’e´crit alors
∂f
∂v
= J ′f ·
∂f
∂u
si (u, v) sont les coordonne´es dans la base canonique de R2.
Ge´ne´riquement, pour une varie´te´ de de´part (M,J), il n’existe pas toujours d’ap-
plication pseudo-holomorphe a` valeurs dans (M ′, J ′), y compris si (M ′, J ′) = (∆, Jst).
Ne´anmoins, dans le cas ou` (M,J) = (∆, Jst), l’e´quation (2.1) repre´sente un syste`me ellip-
tique quasi-line´aire du premier ordre qui admet des solutions non-triviales [45] : il existe
donc une infinite´ de disques pseudo-holomorphes a` valeurs dans une varie´te´ presque com-
plexe donne´e.
Par ailleurs, une application f : M → M ′ suppose´e bijective, ou meˆme seulement locale-
ment bijective, est (J, J ′)-holomorphe si et seulement si J ′ = df ◦J ◦ df−1. Autrement dit,
la varie´te´ M ′ doit eˆtre munie de la structure presque complexe transporte´e par f , note´e
J ′ = f∗J .
Remarque 2.4 S’il existe une application f : (M,J)→ (M ′, J ′) pseudo-holomorphe, loca-
lement diffe´omorphe, alors J est inte´grable si et seulement si J ′ est inte´grable.
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Tout comme dans le cas holomorphe, les applications ve´rifiant (2.1) he´ritent leur
re´gularite´ de celle de J :
Proposition 2.5 (Lee [39]) Soit (M2n, J) et (M ′2m, J ′) deux Cr-varie´te´s presque com-
plexes. Toute application pseudo-holomorphe de M dans M ′ est de classe Cr+1.
Ce re´sultat a e´te´ obtenu pour des disques par [33] et [56] (the´ore`me 2.2.1). La proposi-
tion 2.5 est de´montre´e dans [39] dans le cas C∞, mais sa preuve s’adapte imme´diatement
au cas Cr, r ≥ 1.
2.2 Domaines strictement J-pseudoconvexes
Dans ce travail, nous nous inte´resserons au comportement au bord d’applications
pseudo-holomorphes entre deux domaines strictement pseudoconvexes de varie´te´s presque
complexes. Tout comme dans le cas standard, la de´finition de la stricte J-pseudoconvexite´
repose sur la notion de forme de Levi.
2.2.1 Forme de Levi
Soit (M,J) une varie´te´ presque complexe et u : M → R une application de classe C2.
On de´finit la forme de Levi LJu de u de la fac¸on suivante : pour tout X ∈ TM ,
dcJu(X) := −du(JX) et LJu(X) := d(dcJu)(X, JX),
ou` d de´signe la diffe´rentielle exte´rieure.
Expression en coordonne´es
Plac¸ons-nous en coordonne´es locales : dcJu = −
∑
i,j
∂u
∂xi
Ji,jdxj et
d(dcJu) = −
∑
i,j,k
∂2u
∂xi∂xk
Ji,jdxk ∧ dxi −
∑
i,j,k
∂u
∂xi
∂Ji,j
∂xk
dxk ∧ dxj .
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Or dxk ∧ dxj(X, JX) = xk(Jx)j − (Jx)kxj =
∑
l xkxlJj,l −
∑
l xjxlJk,l, ce qui donne
∑
i,j,k
∂2u
∂xj∂xk
Ji,jdxk ∧ dxj

 (X, JX)
=
∑
i,j,k,l
∂2u
∂xi∂xk
Ji,jJj,lxkxl −
∑
i,j,k,l
∂2u
∂xi∂xk
Ji,jJk,lxjxl
=
∑
i,k
∂2u
∂xi∂xk

∑
j,l
(Ji,jJj,lxlxk − Ji,jJk,lxjxl)


=
∑
i,k
∂2u
∂xi∂xk

∑
l
(J2)i,lxlxk − (
∑
j
Ji,jxj)(
∑
l
Jk,lxl)


=
∑
i,k
∂2u
∂xi∂xk
(−xixk − (JX)i(JX)k)
= − tXDX − t(JX)D(JX) ou` D =
(
∂2u
∂xi∂xj
)
i,j
et

∑
i,j,k
∂u
∂xi
∂Ji,j
∂xk
dxk ∧ xj

 (X, JX)
=
∑
i,j,k,l
∂u
∂xi
∂Ji,j
∂xk
Jj,lxkxl −
∑
i,j,k,l
∂u
∂xi
∂Ji,j
∂xk
Jk,lxjxl
=
∑
j,k
(∑
i
∂u
∂xi
∂Ji,j
∂xk
)(∑
l
Jj,lxl
)
xk −
∑
j,k
(∑
i
∂u
∂xi
∂Ji,j
∂xk
)(∑
l
Jk,lxl
)
xl
=
∑
j,k
Aj,k(JX)jxk −
∑
j,k
Aj,k(JX)kxj ou` A =
(∑
i
∂u
∂xi
∂Ji,j
∂xk
)
j,k
= t(JX)AX − tXA(JX) = tX( tA−A)JX = − tXAJX − t(JX)AJ(JX) .
Lemme 2.6 Soit (M,J) une varie´te´ presque complexe. Dans un syste`me de coordonne´es
locales,
LJu(X) = tXDX + t(JX)D(JX) + tX(A− tA)JX, (2.2)
ou`
D =
(
∂2u
∂xi∂xj
)
1≤i,j≤2n
et A =
(∑
i
∂u
∂xi
∂Ji,j
∂xk
)
1≤j,k≤2n
.
Remarque 2.7 Si J(p) = J0+o(||p||2) ou` J0 est une structure presque complexe constante,
alors LJpu = LJ0p u. Plus ge´ne´ralement, en posant J = J0 +H :
LJu(X) = LJ0u(X) + 2 t(HX)D(J0X) + t(HX)D(HX) + tX(A− tA)(J0 +H)X.
40 CHAPITRE 2. PRE´LIMINAIRES EN GE´OME´TRIE PRESQUE COMPLEXE
Dans le cas standard, LJstu est repre´sente´e matriciellement par
(
4 ∂
2u
∂zi∂z¯j
)
1≤i,j≤n
. En
particulier, si n = 1, LJstu(x) = △u·x2, ou`△u est le laplacien de u. Dans le cas ge´ne´ral, on
peut encore relier la forme de Levi au laplacien le long des disques pseudo-holomorphes :
Lemme 2.8 (voir [17] et [28]) Soit u une fonction de classe C2 sur une varie´te´ presque
complexe (M,J), et h : ∆→M un disque J-holomorphe. Le laplacien de la fonction u ◦h
au point ζ ∈ ∆ vaut
△(u ◦ h)ζ = LJh(ζ)(u)
(
∂h
∂x
(ζ)
)
.
Preuve
Commenc¸ons par calculer le laplacien. Notons D =
(
∂2u
∂xixj
(h)
)
i,j
et X = ∂h∂x : d’apre`s la
remarque 2.3, ∂h∂y (ζ) = Jh(ζ)X et
∂2(u ◦ h)
∂x2
= tXDX +
2n∑
i=1
∂u
∂xi
∣∣∣∣
h
∂2hi
∂x2
,
∂2(u ◦ h)
∂y2
= t(JhX)D(JhX) +
2n∑
i=1
∂u
∂xi
∣∣∣∣
h
∂2hi
∂y2
.
Vu (2.2), il reste a` montrer
∑2n
i=1
∂u
∂xi
∣∣∣
h
∂2hi
∂x2
+
∑2n
i=1
∂u
∂xi
∣∣∣
h
∂2hi
∂y2
= t(JhX)AX − tXA(JhX)
ou` A =
(∑
i
∂u
∂xi
∣∣∣
h
∂Ji,j
∂xk
∣∣∣
h
)
j,k
. Or
∂2(u ◦ h)
∂y2
=
∂
∂y
(
Jh
∂h
∂x
)
=
2n∑
k=1
∂J
∂xk
∣∣∣∣
h
∂hk
∂y
X + Jh
∂2h
∂x∂y
=
2n∑
k=1
∂J
∂xk
∣∣∣∣
h
∂hk
∂y
X + Jh
(
2n∑
k=1
∂J
∂xk
∣∣∣∣
h
∂hk
∂x
X + Jh
∂2h
∂x2
)
=
2n∑
k=1
∂J
∂xk
∣∣∣∣
h
∂hk
∂y
X + Jh
2n∑
k=1
∂J
∂xk
∣∣∣∣
h
∂hk
∂x
X − ∂
2h
∂x2
puisque J2 = −I2n. Ainsi :
2n∑
i=1
∂u
∂xi
∂2hi
∂x2
+
2n∑
i=1
∂u
∂xi
∂2hi
∂y2
=
2n∑
i=1
∂u
∂xi
(
2n∑
k=1
∂J
∂xk
∂hk
∂y
X + Jh
2n∑
k=1
∂J
∂xk
∂hk
∂x
X
)
i
=
∑
i,j,k,l
∂u
∂xi
∂Ji,j
∂xk
Jk,lxlxj +
∑
i,j,k,l
∂u
∂xi
Ji,j
∂Jj,l
∂xk
xkxl,
d’ou` la conclusion. 
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Effet d’un changement de variables line´aire
On raisonne toujours en coordonne´es locales. Soit P ∈ GL2n(R) et φ : x 7→ P−1x.
Posons J˜ = φ∗J = P−1J , u˜ = u ◦ φ−1 et cherchons le lien entre LJ˜ u˜ et LJu. On a
u˜(x) = u(P (x)) = u
(∑
l
P1,lxl, . . . ,
∑
l
P2n,lxl
)
et J˜(x) = P−1J(Px)P.
Or LJ˜ u˜x(X) = tXD˜(x)X + t(J˜(x)X)D˜(x)(J˜(x)X)+ tXA˜(x)J˜(x)X − t(J˜(x)X)A˜(x)X ou`
D˜ =
(
∂2u˜
∂xi∂xj
)
i,j
et A˜ =
(∑
i
∂u˜
∂xi
∂J˜i,j
∂xk
)
j,k
.
On obtient D˜(x) = tPD(Px)P et
A˜i,j(x) =
∑
k
∂u˜
∂xk
(x)
∂J˜k,i
∂xj
(x)
=
∑
k
(∑
m
Pm,k
∂u
∂xm
(Px)
)∑
l,p
(P−1)k,l ×
(∑
s
∂Jl,p
∂xs
(Px)Ps,j
)
Pp,i


=
∑
l,m,p,s
∂u
∂xm
(Px)δm,l
∂Jl,p
∂xs
(Px)Ps,jPp,i
=
∑
p,s
Ap,s(Px)Ps,jPp,i
donc A˜(x) = tPA(Px)P . Finalement :
LJ˜x u˜(X) = LJPxu(PX). (2.3)
2.2.2 Stricte J-pseudoconvexite´ et J-plurisousharmonicite´
Avant de de´finir la stricte J-pseudoconvexite´ similairement au cas standard, com-
menc¸ons par fixer les notations. Soit (M,J) une varie´te´ presque complexe et TM son fibre´
tangent. On peut construire explicitement (voir [63]) une structure presque complexe J∗
sur le fibre´ cotangent T ∗M , de sorte que tout (J, J ′)-biholomorphisme local F :M →M ′
se rele`ve en un (J∗, J ′∗)-biholomorphisme local (F, t(dF )−1).
Si Γ est une sous-varie´te´ de M , on de´finit e´galement son fibre´ tangent complexe
TC,JΓ := TΓ ∩ J TΓ et son fibre´ conormal
N∗Γ = {φ ∈ (T (1,0)M)∗/ ReφTΓ = 0},
qui est une sous-varie´te´ du fibre´ cotangent T ∗M .
De´finition Une hypersurface re´elle Γ de (M,J) est dite strictement pseudoconvexe (resp.
non de´ge´ne´re´e) en un point p ∈ Γ s’il existe au voisinage de p une fonction de´finissante
ρ dont la restriction de la forme de Levi LJpρ a` T (C,J)p Γ soit de´finie positive (resp. non
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de´ge´ne´re´e). On dit que Γ est strictement pseudoconvexe si elle est strictement pseudocon-
vexe en tout point, et on de´finit de fac¸on similaire une hypersurface non de´ge´ne´re´e.
Remarque 2.9 Ces conditions ne de´pendent pas du choix de la fonction de´finissante de Γ.
De plus, puisque l’application (ρ, J) 7→ LJρ est continue, elles restent stables par petites
perturbations de l’hypersurface et de la structure presque complexe.
Le caracte`re non de´ge´ne´re´ se “voit” sur le fibre´ conormal. Rappelons qu’une sous-
varie´te´ Γ est totalement re´elle si son fibre´ tangent complexe est trivial. Le re´sultat suivant
ge´ne´ralise la proposition 2.14 :
Proposition 2.10 [22] Soit Γ une hypersurface re´elle de (M,J). Alors Γ est non
de´ge´ne´re´e si et seulement si le fibre´ conormal N∗Γ prive´ de la section nulle est totale-
ment re´el dans (T ∗M,J∗).
Un domaine D a` bord de classe C2 d’une varie´te´ presque complexe (M,J) est stric-
tement pseudoconvexe en un point p ∈ ∂D si ∂D est strictement pseudoconvexe en p.
Lorsque ∂D est strictement pseudoconvexe, on dit que le domaine D est strictement pseu-
doconvexe. Remarquons que la caracte´risation de la stricte J-pseudoconvexite´ du bord
donne´e dans la proposition 2.10 est pre´serve´e par biholomorphisme : plus pre´cise´ment, si
F : D → D′ est un (J, J ′)-biholomorphisme local de classe C1 jusqu’au bord, son applica-
tion cotangente (F, t(dF )−1) est continue jusqu’a`N∗(∂D) et envoieN∗(∂D) dansN∗(∂D′).
La notion de pseudoconvexite´ conduit naturellement a` celle de plurisousharmonicite´.
Pour un domaine D borne´ de M et u : D → R de classe C2, la fonction continue
(x,X) 7→ L
J
xu(X)
||X||2
admet un minimum sur le compact D × S2n−1, qu’on notera λ0(D, J, u).
Remarque 2.11 λ0(D, J, u) est la plus petite valeur propre de la forme quadratique LJu
sur D.
De´finition On dit que u est :
• J-plurisousharmonique sur D, si λ0(D, J, u) ≥ 0, c’est-a`-dire si sa forme de Levi est
positive ;
• strictement J-plurisousharmonique sur D, si λ0(D, J, u) > 0, c’est-a`-dire si sa forme de
Levi est de´finie positive.
Vu le lemme 2.8, u est strictement J-plurisousharmonique si et seulement si pour tout
disque J-holomorphe h : ∆→M centre´ en p et tel que (∂h/∂x)(0) = v, avec v 6= 0 :
∆(u ◦ h)0 = LJpu(v) > 0.
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2.3 Deux cas particuliers de structures presque complexes
2.3.1 Structures mode`les, structures mode`les simples
Notons (x1, y1, . . . , xn+1, yn+1) les fonctions coordonne´es dans R
2n+2, zj = xj + iyj et
z = (z0,
′z), ou` ′z = (z1, . . . , zn). La structure complexe standard s’e´crit donc
J (n+1)st =


0 −1
1 0
. . .
0 −1
1 0

 (n+ 1 blocs de taille 2× 2).
De´finition Une structure presque complexe J sur R2n+2 est appele´e structure mode`le si
elle est de la forme
J(z) =
(
J (1)st BJ( ′z)
0 J (n)st
)
(2.4)
ou` BJ( ′z) ∈M2,2n(R) est R-line´aire en x1, . . . , xn, y1, . . . , yn.
Une paire (Σ, J) est appele´e domaine mode`le si
1. Σ ⊂ Cn+1 est de la forme ΣP = {z ∈ Cn+1/ Re z0 + P ( ′z, ′¯z) < 0}, ou` P est un
polynoˆme re´el homoge`ne de degre´ 2 sur Cn ;
2. J est une structure mode`le ;
3. Σ est strictement J-pseudoconvexe a` l’origine.
Soit J une structure mode`le donne´e par (2.4). Les e´le´ments de BJ sont line´aires en
x1, . . . , xn, y1, . . . , yn, et la matrice complexifie´e correspondante est
BC(
′z) = (B2j−12k−1 + iB
2j
2k−1)1≤j,k,≤n =
(
n∑
k=1
(aJ1,kzk + b
J
1,kz¯k) . . .
n∑
k=1
(aJn,kzk + b
J
n,kz¯k)
)
ou` les aJj,k et les b
J
j,k sont des constantes complexes.
De´finition La structure mode`le J sera dite simple si pour tous j, k, aJj,k = 0. Un domaine
mode`le (Σ, J) est simple lorsque J est simple.
On utilisera le re´sultat suivant :
Proposition 2.12 (Lee, [38], proposition 6.4 et corollaire 6.11) Pour tout domaine
mode`le (Σ, J), il existe une structure mode`le simple J et un (J,J )-biholomorphisme de Σ
dans H fixant le point (−1, ′0), ou`
H := {z ∈ Cn+1/ Re z0 + || ′z||2 < 0}
est le demi-plan de Siegel (re´alisation non borne´e de la boule).
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Remarque 2.13 L’examen de la de´monstration montre que le pseudo-biholomorphisme
construit est en fait un diffe´omorphisme global de Cn+1, de la forme
Ψ(z) = (z0 + ψ(
′z), ′Ψ( ′z))
ou` ψ est un polynoˆme de degre´ infe´rieur ou e´gal a` 2 en ′z et ′¯z, et ou` ′Ψ : Cn → Cn est
line´aire en ′z. En particulier :
1. pour tout t < 0, Ψ(t, ′0) = (t, ′0) ;
2. si le domaine mode`le Σ a pour e´quation 0 = r˜(z) = Re z0 + P (
′z, ′¯z) < 0} ou` P est
un polynoˆme re´el homoge`ne de degre´ 2 sur Cn, alors
r˜ ◦Ψ−1(z) = Re z0 + || ′z||2.
Remarque 2.14 La de´monstration de la proposition 2.12 et le the´ore`me 6.10 de [38]
montrent e´galement que si la structure mode`le J est inte´grable, on peut imposer J = Jst.
La forme des structures mode`les simples induit pour une application F = (F0,
′F )
pseudo-holomorphe entre deux domaines mode`les simples un comportement particulier.
Vu la proposition 2.12, on peut supposer que les domaines conside´re´s sont le demi-plan de
Siegel H.
Proposition 2.15 (voir [38]) Soit F : (H,J ) → (H,J ′) une application pseudo-
holomorphe ou` J et J ′ sont des structures mode`les simples non inte´grables. Alors il
existe une constante c ∈ R telle que
∀z = (z0, ′z) ∈ H, F (z) = (cz0 + f( ′z), ′F ( ′z)) (2.5)
ou` f : Cn → C est antiholomorphe et ′F : Cn → Cn est holomorphe (au sens standard).
Preuve
Le calcul des coefficients du tenseur de Nijenhuis NJ montre que, puisque J est par
hypothe`se non inte´grable, il existe j, k tels que bJj,k − bJk,j 6= 0 ; fixons ainsi j et k. L’iden-
tification des coefficients dans l’e´galite´ dF
(
NJ
(
∂
∂zj
, ∂∂zk
))
= NJ ′
(
dF
(
∂
∂zj
)
, dF
(
∂
∂zk
))
e´quivaut a`
∀l ≥ 1, ∂Fl
∂z0
=
∂Fl
∂z¯0
= 0 (2.6)
∂F0
∂z0
=
1
bJj,k − bJk,j
n∑
l,m=1
∂F¯l
∂z¯j
∂F¯m
∂z¯k
(bJ
′
l,m − bJ
′
m,l). (2.7)
D’apre`s (2.6), les composantes F1, . . . , Fn de F sont inde´pendantes de z0 et z¯0 (c’est-a`-
dire de x0 et y0). De plus F est (J ,J ′)-holomorphe ; J ,J ′ e´tant des structures mode`les
simples :
dF ◦ J = J ′ ◦ dF =⇒
{
J (1)st ◦ dz0F = dz0F ◦ J (n)st
J (n)st ◦ d( ′F ) = d( ′F ) ◦ J (n)st .
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Ainsi ′F : ′z 7→ (F1( ′z), . . . , Fn( ′z)) et z0 7→ F0(z0, ′z) sont holomorphes (au sens standard).
Par conse´quent, vu (2.7), ∂F0∂z0 est inde´pendante de z0 et anti-holomorphe en
′z :
F0(z) = c(
′z)z0 + f( ′z)
ou` c et f sont anti-holomorphes. A ′z ∈ Cn fixe´, l’application z0 7→ F0(z0, ′z) est de´finie
sur {ζ ∈ C/ Re ζ < −|| ′z||2}, a` valeurs dans {ζ ∈ C/ Re ζ < −|| ′F ( ′z)||2} : ne´cessairement
c est a` valeurs re´elles, donc constante puisqu’elle est anti-holomorphe. 
2.3.2 Petites de´formations de la structure standard
Soit (M,J) une varie´te´ Cr-presque complexe de dimension 2n. Quitte a` se placer en
coordonne´es locales, on peut supposer que M est un ouvert de R2n et J ∈ Cr(B,M2n(R)).
Ecrivons J =
(
A B
C D
)
, ou` les blocs sont de taille n : si J est une petite de´formation de
la structure standard Jst, les matrices A et D sont proches de la matrice nulle, la matrice
B est proche de −In et la matrice C proche de In, en particulier inversible. On obtient :
J2 = −I2n ⇐⇒ J =
(
A −(In +A2)C−1
C −CAC−1
)
, (2.8)
et l’ensemble des structures presque complexes proches de la structure standard est une
varie´te´ banachique modele´e sur Cr(B,R2n2).
Champs de vecteurs et formes J-holomorphes
Supposons J proche de la structure standard : ( ∂∂x1 , J
∂
∂x1
, . . . , ∂∂xn , J
∂
∂xn
) reste une
C-base de TM ⊗ C. Posons, pour tout 1 ≤ j ≤ n,
∂J
∂zj
:=
1
2
(I2n − iJ) ∂
∂xj
et
∂J
∂z¯j
:=
1
2
(I2n + iJ)
∂
∂xj
.
Alors ( ∂
J
∂z1
, . . . , ∂
J
∂zn
) est une C-base de T (1,0)(M,J) et ( ∂
J
∂z¯1
, . . . , ∂
J
∂z¯n
) est une C-base de
T (1,0)(M,J), donc B = ( ∂J∂z1 , . . . , ∂
J
∂zn
, ∂
J
∂z¯1
, . . . , ∂
J
∂z¯n
) est une C-base de TM ⊗ C.
On cherche sa base duale B∗ = (dJz1, . . . , dJzn, dJ z¯1, . . . , dJ z¯n). Or si J =
(
A B
C D
)
,
B a pour matrice dans la base canonique
P =
1
2
(
In − iA In + iA
−iC iC
)
,
donc B∗ a pour matrice tP−1 =
(
In In
i t((In + iA)C
−1) −i t((In − iA)C−1)
)
. Ainsi, en
posant
M := i t
(
(In + iA)C
−1) ou` J = ( A B
C D
)
, (2.9)
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on obtient {
dJz = dx+Mdy = 12(In − iM)dz + 12(In + iM)dz¯
dJ z¯ = dx+ M¯dy = 12(In − iM¯)dz + 12(In + iM¯)dz¯
.
Comme J ≈ Jst, M s’e´crit iIn +H avec H = R+ iS “petit” et
dJz = dz +Hdy, , dJ z¯ = dz¯ + H¯dy.
On obtient donc C = (S + In)
−1 et A = −R(S + In)−1. Par conse´quent :
Proposition 2.16 Pour toute famille de formes diffe´rentielles s’e´crivant ω = dz +Hdy
avec H = R + iS assez proche de 0n, il existe une unique structure presque complexe J
proche de Jst telle que ω soit une base de (1, 0)-formes pour J . Elle est donne´e matriciel-
lement par
J =
( −R(S + I)−1 −(I +R2)(S + I)
(S + I)−1 −(S + I)−1R(S + I)
)
.
Equation de J-holomorphie
Soit h : ∆→ R2n une application de classe C1. On note (u, v) les coordonne´es dans la
base canonique de R2 identifie´ de fac¸on standard a` C : ∂h∂u et
∂h
∂v sont dans TM , a fortiori
dans TM ⊗ C = T (1,0)(M,J)⊕ T (0,1)(M,J), donc se de´composent de la fac¸on suivante :
∂h
∂u
= ReX ou` X ∈ T (0,1)(M,J) et ∂h
∂v
= ReY ou` Y ∈ T (0,1)(M,J).
L’application h est J-holomorphe si et seulement si ∂h∂v = Jh
∂h
∂u . En se´parant les parties
re´elles et imaginaires, la condition de J-holomorphie devient ∂h∂u + i
∂h
∂v = X. Autrement
dit,
h : ∆→ R2n est J − holomorphe ⇐⇒ ∀ζ ∈ ∆, ∂h
∂u
(ζ) + i
∂h
∂v
(ζ) ∈ T (0,1)h(ζ) (M,J)
ou` i est la structure complexe standard sur TM ⊗ C. Ainsi, s’il existe une base de (1, 0)-
formes du type dJz = dx+Mdy :
h est J − holomorphe ⇐⇒ (In tM)
(
∂h
∂u
+ i
∂h
∂v
)
= 0.
Similairement au cas standard, posons
∂h
∂ζ
:=
1
2
(
∂h
∂u
− Jst∂h
∂v
)
et
∂h
∂ζ¯
:=
1
2
(
∂h
∂u
+ Jst
∂h
∂v
)
.
Il vient
∂h
∂u
+ i
∂h
∂v
= (I2n + iJst)
∂h
∂ζ
+ (I2n − iJst)∂h
∂ζ¯
et
(In
tM)
(
∂h
∂u
+ i
∂h
∂v
)
= (In+ i
tM − iIn+ tM)∂h
∂ζ
+(In− i tM iIn+ tM)∂h
∂ζ¯
. (2.10)
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Lemme 2.17 Si J =
(
A B
C D
)
est proche de la structure standard de R2n, une appli-
cation h : ∆→ R2n de classe C1 est J-holomorphe sur ∆ si et seulement si
∀ζ ∈ ∆,
(
I − C−1 −AC−1
−AC−1 −I + C−1
)
|h(ζ)
∂h
∂ζ
+
(
I + C−1 −AC−1
AC−1 I + C−1
)
|h(ζ)
∂h
∂ζ¯
= 0.
Preuve
D’apre`s (2.9) et la proposition 2.16, la matrice M dans (2.10) vaut M = i t
(
(I + iA)C−1
)
,
et en se´parant partie re´elle et partie imaginaire on obtient :{
0 = (I − C−1 −AC−1)∂h∂ζ + (I + C−1 −AC−1)∂h∂ζ¯
0 = (−AC−1 − I + C−1)∂h∂ζ (AC−1 I + C−1)∂h∂ζ¯ .

Deux lemmes de changement de variables
On suppose que (M,J) est une varie´te´ Cr-presque complexe. Si M est de dimension
2n, et si E est une sous-varie´te´ totalement re´elle de M , on dit que E est totalement re´elle
maximale si elle est de dimension n. Les deux lemmes suivants permettent de se ramener
a` des cartes de la varie´te´ dote´es de proprie´te´s particulie`res.
Lemme 2.18 Soit (M2n, J) une varie´te´ Cr-presque complexe (r ≥ 1), E une sous-varie´te´
totalement re´elle maximale de M , ε > 0 et p ∈ M . Il existe une carte z : U → B2n au
voisinage de p telle que ||z∗J − Jst||C1 ≤ ε. Lorsque p ∈ E, on obtient z de classe Cr
ve´rifiant :
1. z(U ∩ E) = Rn ∩ B2n ;
2. ||(z∗J)(x∗,y∗) − Jst|| ≤ cste ε ||y∗|| ;
3. l’e´quation de z∗J-holomorphie s’e´crit
∂
∂ζ¯
+Q× ∂
∂ζ
= 0, ou` Q est de classe Cr−1 et
ve´rifie ||Q(x∗, y∗)|| ≤ cste ε ||y∗||.
Preuve
Conside´rons comme dans [15] (lemme 2.1) une carte (z′, U ′) au voisinage de p telle que
z′(p) = 0, (z′∗J)0 = Jst et z
′(U ∩ E) = Rn ∩ B2n si p ∈ E. Pour t > 0, notons dt : q 7→ q/t
la dilatation dans R2n, et la compose´e zt := dt ◦ z′ : pour t assez petit, z = zt, U = z−1t (B)
ve´rifient bien la condition ||z∗J − Jst||C1 ≤ ε, ainsi que la condition 1. si p ∈ E.
Quitte a` raisonner “a` travers z”, on peut donc supposer M = B2n, E = Rn ∩ B2n et
d’apre`s (2.8) e´crire J en coordonne´es locales sous la forme
J =
(
A −(In +A2)C−1
C −CAC−1
)
ou` ||A||C1 ≤ ε′′ et ||C − In||C1 ≤ ε′′.
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Posons
φ(x, y) =
(
In −A(x, y)C(x, y)−1
0 C(x, y)−1
)(
x
y
)
=
(
x∗ := x−AC−1y
y∗ := C−1y
)
.
Alors
dφ(x,y) ↔

 In −
∑n
k=1
(
∂(AC−1)i,k
∂xj
)
(i,j)
yk −
∑n
k=1
(
∂(AC−1)i,k
∂yj
)
(i,j)
yk −AC−1∑n
k=1
(
∂(C−1)i,k
∂xj
)
(i,j)
yk
∑n
k=1
(
∂(C−1)i,k
∂yj
)
(i,j)
yk + C
−1


est proche de I2n : φ est donc un diffe´omorphisme local en tout point. En particulier, il
existe un ouvert U˜ au voisinage de p tel que φ induise un diffe´omorphisme de classe Cr de
U˜ sur φ(U˜). Ve´rifions que z˜ := φ ◦ z convient.
1. φ(x, y) ∈ Rn ⇔ y∗ = 0⇔ y = 0 (et meˆme : φ|Rn = idRn).
2. dφ(x,y) ↔
(
In −A(x, y)C−1(x, y)
0 C−1(x, y)
)
+H(x, y) ou`
H(x, y) =

 −
∑n
k=1
(
∂(AC−1)i,k
∂xj
)
(i,j)
yk −
∑n
k=1
(
∂(AC−1)i,k
∂yj
)
(i,j)
yk∑n
k=1
(
∂(C−1)i,k
∂xj
)
(i,j)
yk
∑n
k=1
(
∂(C−1)i,k
∂yj
)
(i,j)
yk

 ,
d’ou`
dφ−1φ(x,y) = (dφ(x,y))−1 ↔
(
I2n +
(
In A
0 C
)
×H
)−1
×
(
In A
0 C
)
et
(φ∗J)(x∗,y∗)=φ(x,y) = dφ(x,y) ◦ J(x,y) ◦ dφ−1φ(x,y)
↔
(
In −AC−1
0 C−1
)(
A −(In +A2)C−1
C −CAC−1
)(
In A
0 C
)
+ H˜
= Jst + H˜
ou` ||H(x∗, y∗)|| ≤ cste ε′′||y∗||.
3. D’apre`s le lemme 2.17, l’e´quation d’holomorphie pour la Cr−1-structure presque com-
plexe z˜∗J =
(
A˜ B˜
C˜ D˜
)
, ve´rifie´e par g = z˜ ◦ h, est de la forme
∂g
∂ζ¯
+
(
In + C˜
−1 −A˜C˜−1
A˜C˜−1 In + C˜−1
)−1
|g(ζ)
(
In − C˜−1 −A˜C˜−1
−A˜C˜−1 −In + C˜−1
)
|g(ζ)︸ ︷︷ ︸
Q◦g(ζ)
×∂g
∂ζ
= 0
ou` Q(x∗, y∗) = (I2n +O(||y∗||))−1 ×O(||y∗||) ≤ cste ||y∗||.
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
Remarque 2.19 la base de (1, 0)-formes correspondante s’e´crit
dx∗ + (iIn +O(||y∗||))dy∗ = dz∗ +O(||y∗||)dy∗.
On dira qu’un atlas d’une varie´te´ Cr-presque complexe (M,J) est (ε, E)-adapte´ (ou` E
est une sous-varie´te´ totalement re´elle maximale de M) s’il est forme´ de cartes ve´rifiant les
proprie´te´s e´nonce´es dans le lemme 2.18. Un domaine borne´D deM admet un recouvrement
fini (zi, Ui)1≤i≤s par de telles cartes, et pour toute application f de classe Cr′ a` valeurs
dans D¯, on pose
||f ||∞ := Max
i
||zi ◦ f|f−1(Ui)||∞ et ||f ||r′ := Maxi ||zi ◦ f|f−1(Ui)||r′ .
De´finissons e´galement
λJE := min
i
λ0(B
2n, zi∗J, u), (2.11)
ou` u(x1, . . . , xn, y1, . . . , yn) = y
2
1 + . . . + y
2
n et λ0(B
2n, zi∗J, u) est la plus petite valeur
propre de la forme de Levi de u : on dira que λJE est la J-courbure minimale de E.
Le lemme suivant permet de relever la structure presque complexe d’une varie´te´ en une
structure presque complexe sur le fibre´ tangent, tout en conservant certaines proprie´te´s :
Lemme 2.20 Soit (M,J) une varie´te´ Cr-presque complexe (r ≥ 2), E une sous-varie´te´
totalement re´elle maximale de M et ε > 0. Soit p ∈ E et (z, U) une carte (ε, E)-adapte´e
au voisinage de p. On note M c := TM et Ec = TE.
Il existe une structure presque complexe Jc sur M c, de classe Cr−1, qui induit J sur M et
telle que :
• Ec est totalement re´elle maximale dans (M c, Jc) ;
• la carte zc = (z, dz) au voisinage de (p, 0) ∈ Ec est (ε, Ec)-adapte´e.
Preuve
On raisonne a` travers la carte z pour M et la carte zc pour M c. En coordonne´es locales
(x1, . . . , xn, y1, . . . , yn) pour M et (x1, . . . , xn, X1, . . . , Xn, y1, . . . , yn, Y1, . . . , Yn) pour M
c
(ou` les Xi, Yi sont les coordonne´es des fibres), on e´crit J =
(
A B
C D
)
et on pose comme
dans [22] (de´monstration de la proposition 3.2), a` changement de base pre`s :
α =
n∑
k=1
(Xk
∂A
∂xk
+ Yk
∂A
∂yk
) , β =
n∑
k=1
(Xk
∂B
∂xk
+ Yk
∂B
∂yk
),
γ =
n∑
k=1
(Xk
∂C
∂xk
+ Yk
∂C
∂yk
) , δ =
n∑
k=1
(Xk
∂D
∂xk
+ Yk
∂D
∂yk
).
D’apre`s [22],
Jc :=


A 0 B 0
α A β B
C 0 D 0
γ C δ D


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est une structure presque complexe sur M c pour laquelle Ec = TE est totalement re´elle.
Le changement de carte donne´ par le lemme 2.18 s’e´crit
φ(x, y) =
(
In −AC−1
0 C−1
)(
x
y
)
et celui pour M c
φc(x,X, y, Y ) =


I2n −
(
A 0
α A
)(
C 0
γ C
)−1
0
(
C 0
γ C
)−1




x
X
y
Y

 .
Ainsi, en notant ι : M →֒ M c l’injection canonique et π : M c ։ M la projection cano-
nique : π ◦ φc ◦ ι(xy) = π ◦ φc


x
0
y
0

 =
(
x−AC−1y
C−1y
)
= φ
(
x
y
)
. 
Chapitre 3
Re´gularite´ et estimation au bord
d’un disque J-holomorphe
Les disques J-holomorphes attache´s a` une sous-varie´te´ totalement re´elle posse`dent des
proprie´te´s particulie`res de re´gularite´ au bord. Dans le cas inte´grable, on sait [9] que si la
sous-varie´te´ est de classe Cr, le disque est de classe Cr−0. Nous allons montrer que dans le
cas presque complexe, pour une sous-varie´te´ lisse, la re´gularite´ au bord comme les estime´es
des normes ho¨lderiennes de´pendent de la structure presque complexe.
Plus pre´cise´ment, le the´ore`me 3.19 ge´ne´ralise l’estimation uniforme donne´e dans [41]
par L. Lempert pour les applications stationnaires d’un domaine D a` l’aide de la courbure
et du diame`tre de ∂D, et donne la re´gularite´ au bord en fonction de celle de la structure. Il
s’agit donc d’une version quantitative du re´sultat obtenu dans [15] et [21] pour le cas d’une
structure lisse. La preuve repose sur les meˆmes techniques, notamment une minoration de
la me´trique infinite´simale de Kobayashi-Royden, elle-meˆme base´e sur la construction de
classes particulie`res de fonctions J-plurisousharmoniques. Inde´pendamment de l’e´tude des
applications J-holomorphes, cette estimation de la me´trique de Kobayashi (dont on ne
posse`de pas, en ge´ne´ral, d’expression explicite) pre´sente un inte´reˆt en ce qu’elle permet de
mesurer la “taille” des disques J-holomorphes contenus dans un domaine.
Dans la premie`re section, on construit des fonctions J-plurisousharmoniques, qui ser-
viront a` obtenir dans la section 2 une minoration explicite de la me´trique de Kobayashi.
La troisie`me section e´tablit le the´ore`me 3.19 : partant d’une re´gularite´ 1/2-ho¨lderienne,
on re´cupe`re automatiquement une re´gularite´ supe´rieure en re´injectant dans l’e´quation de
pseudo-holomorphie. Enfin, on applique dans la section 4 le re´sultat obtenu a` l’e´tude d’une
application pseudo-holomorphe le long de l’areˆte d’un wedge.
3.1 Proble`mes de plurisousharmonicite´
Dans cette section, on se place en coordonne´es locales ; on suppose donc que M est
un ouvert de R2n, et on note Jst =
(
0 −In
In 0
)
la structure complexe standard. Le
but est d’obtenir une estimation de la me´trique de Kobayashi a` l’aide de manipulations
sur des fonctions plurisousharmoniques. Pour construire de telles fonctions, on part de
fonctions Jst-plurisousharmoniques, et on montre qu’elles restent J-plurisousharmoniques
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pour J “proche” de la structure standard. Afin d’e´valuer pre´cise´ment cette “proximite´”,
introduisons les pseudo-normes suivantes sur Cr(M,M2n(R)) :
||Jp||0 := Max{||JpX||/ X ∈M2n,1(R), ||X|| = 1}
||Jp||1 := ||Jp||0 +

∑
i
∣∣∣∣∣
∣∣∣∣∣
(
∂Ji,j
∂xk
)
j,k
(p)
∣∣∣∣∣
∣∣∣∣∣
2
0

1/2
ou` ||X|| = (∑i x2i )1/2 de´signe la norme euclidienne. De plus si D est relativement compact
dans M , on pose
||J ||C1(D¯) := Max{||Jp||1/ p ∈ D},
ce qui de´finit une norme sur Cr(M,M2n(R)), e´quivalente a` la norme C1 classique.
3.1.1 Estimation de la forme de Levi pour des fonctions classiques
Pour chacune des trois fonctions ||z||, ||z||2, ln ||z||, on cherche une minoration explicite
de la forme de Levi. On obtient une telle estimation a` l’aide des valeurs propres de la
matrice hessienne :
Lemme 3.1 Posons J = Jst +H, et soit u :M → R de classe C2. Pour tout X ∈ TpM ,
LJpu(X) ≥ LJstp u(X)− 2ρ(p)||H(p)||0||X||2 + µ(p)||H(p)X||2
−2||∇up||(1 + ||H(p)||0)||H(p)||1 × ||X||2 (3.1)
ou` ρ(p) = Max|λ| et µ(p) = minλ pour λ de´crivant les valeurs propres de
(
∂2u
∂xi∂xj
(p)
)
i,j
.
Preuve
En effet,
LJpu(X) ≥ LJ0p u(X)− 2ρ(p)||H||0||Jst||0||X||2 + µ(p)||HX||2||A||0||J ||0||X||2.
Or A =
∑
i
∂u
∂xi
(
∂Hi,j
∂xk
)
j,k
, donc ||A||0 ≤
√∑
i
∣∣∣ ∂u∂xi ∣∣∣2 ×
√∑
i
∣∣∣∣
∣∣∣∣(∂Hi,j∂xk )j,k
∣∣∣∣
∣∣∣∣2
0
, ce qui en-
traˆıne ||A(p)||0 ≤ ||∇up|| × ||H(p)||1. 
Pour chacune des trois fonctions ||z||, ||z||2, ln ||z||, il s’agit donc de de´terminer les
valeurs propres des matrices hessiennes correspondantes. Pour cela, on utilisera le
Lemme 3.2 Soit V un vecteur colonne non nul. La matrice λ(I − V tV ) posse`de exacte-
ment deux valeurs propres :
• λ(1− ||V ||2), de sous-espace propre associe´ RV ;
• λ, de sous-espace propre associe´ V ⊥ = {X/ tV X = 0}.
Preuve
Posons D = λ(I − tV V ) : ses valeurs propres sont de la forme λ(1 − µ) avec µ valeur
propre de V tV . Or si V tV X = µX, comme tV X est scalaire, ne´cessairement ou bien
µ = 0 et tV X = 0, ou bien X est coline´aire a` V . Re´ciproquement, si X = V , alors
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V tV X = V × ( tV V ) = ||V ||2X. 
• Pour a(z) = ||z|| =
√∑2n
1 x
2
i :
∂a
∂xi
=
xi
||x|| =⇒ ||∇a|| = 1
∂2a
∂xi∂xj
=
1
||x||
(
δi,j − xixj||x||2
)
=⇒ D(x) :=
(
∂2a
∂xi∂xj
(x)
)
i,j
=
1
||x||(I2n − V
tV )
ou` V = 1||x||
t
(x1, . . . , x2n). Ainsi, la matrice D(x) a pour valeurs propres 0 et
1
||x|| .
De meˆme
∂2a
∂zi∂z¯j
=
1
2||z||
(
δi,j − z¯izj
2||z||2
)
, donc en notant W = 1√
2 ||z||
t
(z1, . . . , zn) :
(
∂2a
∂zi∂z¯j
)
i,j
=
1
2||z||(In − W¯
tW ),
et LJsta, repre´sente´e matriciellement dans la base canonique par 4
(
∂2a
∂zi∂z¯j
)
i,j
, a pour va-
leurs propres 2||z|| et
1
||z|| .
• Pour b(z) = ln||z|| :
∂b
∂xi
=
xi
||x||2 =⇒ ||∇b|| =
1
||x||
∂2b
∂xi∂xj
=
1
||x||2
(
δi,j − 2 xixj||x||2
)
donc la matrice
(
∂2b
∂xi∂xj
(x)
)
i,j
a pour valeurs propres 1||x||2 et − 1||x||2 .
De meˆme ∂
2b
∂zi∂z¯j
= 1
2||z||2
(
δi,j − z¯izj||z||2
)
, donc LJstb a pour valeurs propres 2||z||2 et 0.
• Pour c(z) = ||z||2 :
∂c
∂xi
= 2xi et
∂2c
∂xi∂xj
= 2δi,j ,
donc ||∇c|| = 2||x|| et la matrice
(
∂2c
∂xi∂xj
(x)
)
i,j
a pour seule valeur propre 2.
De meˆme
∂c
∂zi
= δi,j , donc LJstc a pour seule valeur propre 4.
Avec les notations du lemme 3.1, on obtient finalement les minorations suivantes :
LJpa(X) ≥ ||X||2
(
1
||p|| −
2
||p|| ||H(p)||0 − 2(1 + ||H(p)||0)× ||H(p)||1
)
LJp b(X) ≥ ||X||2
(
− 2||p||2 ||H(p)||0 −
1
||p||2 ||H(p)||
2
0 −
2
||p||(1 + ||H(p)||0)× ||H(p)||1
)
LJp c(X) ≥ ||X||2 (4− 4||H(p)||0 − 4||p||(1 + ||H(p)||0)× ||H(p)||1) . (3.2)
54 CHAPITRE 3. ESTIMATION AU BORD D’UN DISQUE J-HOLOMORPHE
Remarque 3.3 Supposons que p varie dans D ∋ 0 domaine de la boule unite´, et que J(0)
soit la structure standard : ainsi ||Jp − Jst|| ≤ ||p|| ×Max
D¯
|||dJp|||. Alors
LJpa(X) ≥ ||X||2
(
1
||p|| − 2||H||D¯ − 2(1 + ||H||D¯ × ||p||)× ||H||D¯
)
LJp b(X) ≥ −||X||2
(
2
||p|| ||H||D¯ + ||H||
2
D¯ +
2
||p||(1 + ||H||D¯||p||)× ||H||D¯
)
LJp c(X) ≥ ||X||2 (4− 4||H||D¯ × ||p|| − 4||p||(1 + ||H||D¯ × ||p||)× ||H||D¯) ,
ou` ||J ||D¯ := Max
D¯
|||dJp|||+ ||J ||C1(D¯).
3.1.2 Construction de fonctions strictement J-plurisousharmoniques
Lemme 3.4 Soit D un domaine borne´ (par m) de R2n muni d’une structure presque
complexe J , et θ une fonction de classe C∞ sur R+, croissante, telle que θ(x) = x si
x ≤ 1/3 et θ(x) = 1 si x ≥ 2/3.
On pose εm := min
(
1
32(1+m) ,
1
32m(1+m)
)
= 132(1+m)×max(1,m) .
1. Pour tous x ∈ D, p ∈ D et X ∈ R2n,
||J − Jst||C1(D¯) ≤ εm =⇒
7
2
||X||2 ≤ LJx(|| · −p||2)(X) ≤
9
2
||X||2.
2. Il existe une constante k ne de´pendant que de la fonction θ telle que pour tous r > 0,
A > 1, B ≥ k, p ∈ D, et pour toute structure presque complexe J ve´rifiant J(p) = Jst
et ||J − Jst||C1(D¯) ≤ εm,
x
u7→ ln
(
θ
(
1
r2
||x− p||2
))
+A||x− p||+B 1
r2
||x− p||2
est strictement J-plurisousharmonique sur D.
3. Si ||J − Jst||C1(D¯) ≤ εm et si w : D → R est une fonction de classe C2, J-
plurisousharmonique, alors pour tout δ ≤ 29λ0(D, J,w) et pour tout p ∈ D, la fonc-
tion
x 7→ w(x)− δ||x− p||2
est strictement J-plurisousharmonique sur D (voir la remarque 2.11 pour la de´finition
de λ0(D, J,w)).
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Preuve
1. Posons H = J − Jst. Vu (3.2), on obtient l’encadrement suivant :
LJx(|| · −p||2) ≥ ||X||2(4− 4||H||C1(D¯) − 4||x− p||(1 + ||H||C1(D¯))||H||C1(D¯)),
et de meˆme
LJx(||·−p||2) ≤ ||X||2(4+4||H||C1(D¯)+2||H||2C1(D¯)+(1+||H||C1(D¯)))×4||x−p|| ||H||C1(D¯).
Or par hypothe`se ||H||C1(D¯) ≤ εm, d’ou`
(4− (4 + 8m)εm − 8mε2m) ≤
LJx(|| · −p||2)
||X||2 ≤ (4 + (4 + 8m)εm + (2 + 8m)ε
2
m).
Si εm ≤ 1, on en de´duit 4− (16 + 16m)εm ≤ L
J
x(|| · −p||2)
||X||2 ≤ 4 + (16 + 16m)εm.
2. Soit p ∈ D fixe´ et v : x 7→ ln
(
θ
(∣∣∣∣x−p
r
∣∣∣∣)2). Il vient
∂v
∂xi
(x) =
θ′
θ
( ||x− p||2
r2
)
× 2
r2
(xi−xi(p)) =⇒ ||∇v(x)|| = θ
′
θ
( ||x− p||2
r2
)
×2 ||x− p||
r2
.
On obtient e´galement
∂2v
∂xi∂xj
(x) =
(
θ′′θ − θ′2
θ2
)( ||x− p||2
r2
)
× 4
r4
(xj − xj(p))(xi − xi(p))
+
θ′
θ
( ||x− p||2
r2
)
× 2
r2
× δi,j ,
donc en notant V = t(x1 − x1(p), . . . , x2n − x2n(p)), la matrice
(
∂2v
∂xi∂xj
(x)
)
i,j
est de
la forme αI2n+βV
tV , avec β 6= 0 (puisque θ est strictement croissante sur ]− 13 ; 1[).
Elle a donc deux valeurs propres :
θ′
θ
( ||x− p||2
r2
)
× 2
r2
+
(
θ′′θ − θ′2
θ2
)( ||x− p||2
r2
)
× 4||x− p||
2
r4
et
θ′
θ
(∣∣∣∣
∣∣∣∣x− pr
∣∣∣∣
∣∣∣∣2
)
× 2
r2
.
Forme de Levi de v
• sur D ∩ B(p, r/√3) : v(x) = 2(ln ||x− p|| − ln r) donc
LJxv(X) ≥ ||X||2 × 2
(
0− 2||x− p||εm − ε
2
m −
2
||x− p||(1 + εm||x− p||)εm
)
≥ −||X||2 × 8
(
1
||x− p|| + 1
)
εm.
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• sur D \ B(p, r) : v(x) = 0 donc LJxv(X) = 0.
• sur D ∩ B(p, r) \ B(p, r/√3) : en reprenant les notations du lemme 3.1,
LJxv(X) = tXDX +t (JX)D(JX) +t X(A−t A)JX
≥ −ρ(x)||X||2 − ρ(x)||JX||2 − 2||A||0||X|| × ||JX||
≥ −||X||2(ρ(x)(2 + εm) + 2εm(1 + εm)||∇v||).
Posons
k := 4×Max
(
Sup
1
3
≤x≤1
∣∣∣∣θ′θ
∣∣∣∣ , Sup
1
3
≤x≤1
∣∣∣∣θ′′θ − θ′2θ2
∣∣∣∣
)
. (3.3)
Alors sur D ∩ B(p, r) \ B(p, r/√3),
ρ(x) ≤ k
4
×
(
2
r2
+
4||x− p||2
r4
)
et ||∇v(x)|| ≤ k
4
× 2||x− p||
r2
d’ou`
LJxv(X) ≥ −||X||2 ×
k
2r2
(
(1 +
2
r2
||x− p||2)(2 + εm) + 2εm(1 + εm)||x− p||
)
.
(3.4)
Forme de Levi de u : x 7→ u(x) = v(x) +A||x− p||+B ∣∣∣∣x−pr ∣∣∣∣2 :
• sur D ∩ B(p, r/√3) : vu le choix de εm,
LJxu(X)
||X||2 ≥
1
||x− p||
[
A(1− 8mεm − 8m2ε2m)− (8εm + 12mε2m) +
B
r2
× 7
2
||x− p||
]
≥ 1||x− p||
[
A(1− 8mεm − 8m2ε2m)− (8εm + 12mε2m) + 0
]
≥ 1
2||x− p||(A− 1)
puisque εm = min
(
1
32(1+m) ,
1
32m(1+m)
)
.
• sur D \ B(p, r) :
LJxu(X)
||X||2 ≥ 0 +
1
||x− p||
[
A(1− 4mεm − 4m(1 + 2mεm)εm) + B
r2
× 7
2
||x− p||
]
≥ 1||x− p||A(1− 8mεm − 8m
2ε2m)
≥ 1
2||x− p||A.
• sur D ∩ B(p, r) \ B(p, r/√3) :
LJxu(X)
||X||2 ≥
1
||x− p|| ×A(1− 8mεm − 8m
2ε2m)εm
− k
2r2
×
(
(1 +
2
r2
r2)(2 + εm) + 4mεm(1 + εm)
)
+
B
r2
× 7
2
≥ 1
2||x− p||A+
7
2r2
(B − k).
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Ainsi, pour A > 1 et B ≥ k, la forme de Levi Lxu est de´finie positive pour tout x ∈ D.
3. Soit p ∈ D et w˜ : x 7→ w(x)− δ||x− p||2 :
∀x ∈ D, LJxw˜(X) ≥ LJxw(X)−
9
2
δ||X||2 ≥
(
λ0(D, J,w)− 9
2
δ
)
||X||2.

3.2 Minoration de la me´trique de Kobayashi
Soit (M,J) une varie´te´ presque complexe. D’apre`s [45], il existe pour tout p ∈ M un
voisinage V de 0 dans TpM tel que pour tout v ∈ V , il existe un disque J-holomorphe
h, centre´ en p, et ve´rifiant dh0(∂/∂x) = v. Ceci permet de de´finir la pseudo-me´trique
infinite´simale de Kobayashi-Royden, note´e K(M,J) :
De´finition Pour p ∈ M et v ∈ TpM , K(M,J)(p, v) est l’infimum de l’ensemble des
α > 0 tels qu’il existe un disque J-holomorphe h : ∆ → M centre´ en p et ve´rifiant
dh0(∂/∂x) = v/α.
La plupart des proprie´te´s de base de la pseudo-me´trique de Kobayashi-Royden dans
le cadre complexe restent vraies dans le cadre presque complexe. Rappelons les re´sultats
suivants :
Proposition 3.5 (voir [21]) Soit (M,J) et (M ′, J ′) deux varie´te´s presque complexes et
F :M →M ′ une application (J, J ′)-holomorphe :
∀p ∈M, ∀v ∈ TpM, K(M ′,J ′)(F (p), dFp(v)) ≤ K(M,J)(p, v).
Si D est un domaine de M : ∀p ∈ D, ∀v ∈ TpM, K(M,J)(p, v) ≤ K(D,J)(p, v).
3.2.1 Minoration explicite
Proposition 3.6 ([15], proposition 4.4) Soit D un domaine d’une varie´te´ presque
complexe (M,J), p ∈ D, U un voisinage de p dans M et z : U → B une carte normalise´e.
Soit u ∈ C2(D,R), strictement ne´gative et strictement J-plurisousharmonique sur D. Il
existe un voisinage U ′ ⊂ U de p et une constante c > 0 tels que :
∀p ∈ D ∩ U ′, ∀v ∈ TpM, K(D,J) ≥ c||v||/|u(p)|1/2.
Le but est ici d’expliciter la constante intervenant dans cette minoration ; on verra en
particulier qu’elle de´pend de λ0(D, J, u).
Lemme 3.7 Soit D un domaine borne´ (par m) de R2n muni d’une structure presque
complexe J , et u de classe C2 sur D, strictement J-plurisousharmonique et strictement
ne´gative. On suppose J(p) = Jst et ||J − Jst||C1(D¯) ≤ εm ou` εm est donne´ par le lemme
3.4.
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Alors il existe une constante cm ne de´pendant que de m telle que
∀v ∈ R2n, ∀p ∈ D, K(D,J)(p, v) ≥ cm
√
λ0(D, J, u)
||v||√|u(p)| .
Preuve
La de´monstration de la proposition 3.6 dans [21] donne K(D,J)(p, v) ≥
√
δ
eBe2Am
||v||√|u(p)|
pour tout A > 1, B ≥ k, δ < 29λ0(D, J, u). Donc
K(D,J)(p, v) ≥
√
2
9ke2m
×
√
λ0(D, J, u)× ||v||√|u(p)|
ou` k est donne´ par (3.3). 
L’e´tape suivante est d’e´liminer l’hypothe`se J(p) = Jst, afin d’obtenir une estimation
uniforme :
Proposition 3.8 Soit D un domaine de la boule unite´ B2n munie d’une structure presque
complexe J , et u de classe C2 sur D, strictement J-plurisousharmonique et strictement
ne´gative.
Il existe des constantes universelles c′ et ε′ telles que si ||J − Jst||C1(D¯) ≤ ε′,
∀p ∈ D, ∀v ∈ R2n, K(D,J)(p, v) ≥ c′ e−2t
√
λ0(D, J, u)
||v||√|u(p)|
si D est borne´ par t.
Preuve
Pour p ∈ D, on conside`re la matrice forme´e par les vecteurs (e1, . . . , en, Jpen+1, . . . , Jpe2n)
ou` (e1, . . . , en, en+1, . . . , e2n) est la base canonique de R
2n : cette matrice de´pend conti-
nuement de J et de p, et si J est la structure standard, on obtient ainsi la matrice I2n.
Soit donc ε′ tel que si ||J − Jst||C1(D¯) ≤ ε′, on ait pour tout p ∈ B2n :
1. la matrice P obtenue est inversible ;
2. ||P−1||0, ||P ||0 ≤ 2 ;
3. ||P−1JP − Jst||C1(D¯) ≤ εm=2
(la troisie`me condition de´coulant de la continuite´ de J 7→ ||P−1JP − Jst||). Supposons
le domaine D borne´ par t ∈]0; 1]. Par construction (lemme 3.4), εm est une fonction
de´croissante de m ; en particulier, la condition 3. implique ||P−1JP − Jst||C1(D¯) ≤ εm=2t.
Fixons p ∈ D, et notons P la matrice obtenue et φ : x 7→ P−1x : alors φ∗J(φ(p)) = Jst
et φ(D) ⊂ 2tB2n. La proposition 3.7 s’applique a` D˜ = φ(D), J˜ = φ∗J, u˜ = u ◦ φ−1 et
donne
∀p˜ ∈ D˜, ∀v˜ ∈ R2n, KD˜,J˜(p˜, v˜) ≥ cm=2t
√
λ0(D˜, J˜ , u˜)
||v˜||√|u˜(p˜)|
et donc
K(D,J)(p, v) ≥ cm=2t
√
λ0(D˜, J˜ , u˜)× ||d(φp)p(v)||√|u(p)| .
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Or ||d(φp)p(v)|| = ||P−1v|| ≥ ||v||/||P ||0 ≥ ||v||/2 vu le choix de ε′, d’ou`
K(D,J)(p, v) ≥
cm=2t
2
√
λ0(D˜, J˜ , u˜)
||v||√|u(p)| = 12
√
2
9k
e−2t ×
√
λ0(D˜, J˜ , u˜)
||v||√|u(p)| .
De plus pour tous x ∈ D˜ et X ∈ R2n,
LJ˜x u˜(X) = LJPxu(PX) ≥ λ0(D, J, u)× ||PX||2
≥ λ0(D, J, u)||X||2/||P−1||20 ≥ λ0(D, J, u)||X||2/4
vu le choix de ε′. Ainsi
√
λ0(D˜, J˜ , u˜) ≥ 12
√
λ0(D, J, u), et c
′ = 14
√
2
9k (ou` k est donne´ par
(3.3)) convient. 
On re´cupe`re ainsi une minoration de la me´trique de Kobayashi dans un voisinage
de tout point d’une varie´te´ presque complexe, ainsi qu’une estimation de la taille de ce
voisinage en fonction de la carte choisie :
Corollaire 3.9 Soit (M,J) presque complexe, z : U → B2n une carte telle que z∗J(0)
soit la structure standard, D ⊂ M un domaine et u : D ∩ U →] − ∞; 0[ strictement J-
plurisousharmonique.
Soit t = min
(
1, ε
′
||z∗J ||C1(B¯2n)
)
(ou` ε′ est donne´ par la proposition 3.8) et Ut = z−1(tB2n).
Pour tous p ∈ D ∩ Ut et v ∈ TpM ,
K(D∩Ut,J)(p, v) ≥ c′ e−2t
√
λ0(z(D ∩ Ut), z∗J, u ◦ z−1)× ||dzp(v)||√|u(p)| .
Preuve
Soit t ∈]0; 1], Ut := z−1(tB2n) et zt : p 7→ z(p)/t de´finie sur Ut a` valeurs dans B2n : on a
donc (zt)∗Jx = (z∗J)tx. Ainsi pour t =
ε′
||z∗J ||C1(B¯2n)
(et t ≤ 1),
||(zt)∗J − Jst||C1(B¯2n) ≤ t ||z∗J − Jst||C1(B¯2n) ≤ ε′,
et on peut appliquer la proposition 3.8 au domaine zt(D∩Ut) muni de la structure presque
complexe (zt)∗J et a` la fonction u ◦ z−1t : pour tous p˜ ∈ zt(D ∩ Ut) et v˜ ∈ R2n,
K(zt(D∩Ut),(zt)∗J)(p˜, v˜) ≥ c′ e−2t
√
λ0(zt(D ∩ Ut), (zt)∗J, u ◦ z−1t )
||v˜||√
u(z−1t (p˜))
.
Or L(zt)∗Jx (u ◦ z−1t )(X) = Lz∗Jtx (u ◦ z−1)(tX), donc
λ0(zt(D ∩ Ut), (zt)∗J, u ◦ z−1t ) = min
(x,X)∈ zt(D∩Ut)×S2n−1
L(zt)∗Jx (u ◦ z−1t )(X)
= min
(x,X)∈ zt(D∩Ut)×S2n−1
Lz∗Jtx (u ◦ z−1)(tX)
≥ t2λ0(z(D ∩ Ut), z∗J, u ◦ z−1).
Avec p˜ = zt(p) et v˜ = dztp(v) =
1
t dzp(v), on obtient bien l’ine´galite´ cherche´e. 
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3.2.2 Lemme de localisation
La me´trique de Kobayashi est de´croissante sous l’action des applications pseudo-
holomorphes, en particulier de l’inclusion. D’apre`s la proposition 3 de [21], on a une sorte
de “re´ciproque”, tre`s utile lorsque l’on travaille sur une varie´te´ a` travers des cartes :
K(D∩U,J)(q, v) ≥ K(D,J)(q, v) ≥ sK(D∩U,J)(q, v).
Nous allons de´terminer explicitement la constante s ; la de´monstration fournira e´galement
une estimation explicite de la taille des disques pseudo-holomorphes.
Lemme 3.10 Soit D un domaine dans une varie´te´ presque complexe (M,J), p ∈ D et soit
z : U → B une carte au voisinage de p telle que z∗J(p) = Jst et ||z∗J − Jst||C1(D¯) ≤ εm=1.
On suppose qu’il existe u : D →] − ∞; 0[ de classe C2, J-plurisousharmonique dans D.
Alors il existe un voisinage V ⋐ U de p tel que pour tous q ∈ D ∩ V et v ∈ TqM ,
K(D,J)(q, v) ≥ N ||dzq(v)|| , ou` N =
e−1√
k
√
c
|u(q)|
et c > 0 est tel que u − c||z||2 soit strictement plurisousharmonique, et k est donne´ par
(3.3).
Preuve
On adapte la preuve de [21]. Soit θ, r, A, B comme dans le lemme 3.4. La fonction
x
u7→ ln
(
θ
(
1
r2
||z(x)− z(q)||2
))
+A||z(x)− z(q)||+B 1
r2
||z(x)− z(q)||2
est strictement J-plurisousharmonique dans U pour q = p, et donc pour tout q ∈ V pour
un certain voisinage V ⋐ U de p. Remarquons que V ne de´pend que du choix de z (et de
θ). Soit λ > 1/r2 et τ = λB/c. Pour tout point q ∈ V , de´finissons la fonction Ψq par
Ψq(x) =
{
θ
(
1
r2
||z(x)− z(q)||2) exp(A||z(x)− z(q)||) exp(τu(x)) si x ∈ D ∩ U,
exp(A+ τu(x)) si x ∈ D \ U.
De`s que 0 < ε < B(λ−1/r2), la fonction ln (Ψq)−ε||z−z(q)||2 est J-plurisousharmonique
dans D ∩U , et par conse´quent Ψq est J-plurisousharmonique dans D ∩U . Or Ψq co¨ıncide
avec exp (A+ τu) hors de U , donc est globallement J-plurisousharmonique dans D.
Soit h : ∆→ D un disque J-holomorphe tel que h(0) = q ∈ V et dh0(∂/∂x) = v/α, ou`
v ∈ TqM et α > 0. Pour ζ suffisamment proche de 0,
h(ζ) = q + dh0(ζ) +O(|ζ|2).
Posons ζ = ζ1 + iζ2. La condition de J-holomorphie dh0 ◦ Jst = J ◦ dh0 donne
dh0(ζ) = ζ1dh0(∂/∂x) + ζ2Jdh0(∂/∂x).
Conside´rons la fonction
ϕ(ζ) =
Ψq(h(ζ))
|ζ|2 ,
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qui est sousharmonique dans ∆ \ {0}. Puisque
ϕ(ζ) =
||z ◦ h(ζ)− z(q)||2
r2|ζ|2 exp (A||z ◦ h(ζ)− z(q)||) exp (τu(h(ζ)))
pour ζ proche de 0, et que
||dh0(ζ)|| ≤ |ζ|(||I + J || · ||dh0(∂∂x)||),
on obtient que limsup
ζ→0
ϕ(ζ) est finie. De plus, en choisissant ζ2 = 0 il vient :
limsup
ζ→0
ϕ(ζ) ≥ ||dh0(∂/∂x)||
2
r2
exp (−λB|u(q)|/c).
D’apre`s le principe du maximum applique´ a` un prolongement sousharmonique de ϕ dans
∆, on a pour tous q ∈ D ∩ V et v ∈ TqM :
K(D,J)(q, v) ≥
||dzqv||
r
exp (−(A+ λB|u(q)|/c)/2).
Avec A→ 1, B = k(θ), λ→ 1/r2, on en de´duit
K(D,J)(q, v) ≥
exp (−(1 + k|u(q)|/(cr2))/2)
r
||dzqv||.
En tant que fonction de r > 0, la borne infe´rieure est maximale pour r =
√
k|u(q)|/c, ce
qui donne la conclusion. 
On en de´duit la proposition suivante :
Proposition 3.11 Sous les hypothe`ses du lemme pre´ce´dent, tout disque J-holomorphe
h : ∆→ D tel que h(0) ∈ V ve´rifie h(s∆) ⊂ V , ou`
s = 1− exp (−Ndist (z ◦ h(0)), ∂B). (3.5)
Preuve
La me´trique de Kobayashi est de´croissante sous l’action des applications holomorphes, ce
qui donne pour tout ζ ∈ ∆ : dK(M,J)(h(0), h(ζ)) ≤ dK(∆,Jst)(0, ζ). Or, quitte a` conside´rer le
disque holomorphe g(ζ) = ζ0+
v
|v|(1−|ζ0|)ζ dans la de´finition de K(∆,Jst)(ζ0, v), on obtient
K(∆,Jst)(ζ0, v) ≤
|v|
1− |ζ0| et
dK(∆,Jst)(0, ζ) ≤ infγ∈ΓM (p,q)
∫ 1
0
|γ′(t)|
1− |γ(t)|dt ≤
∫ 1
0
|γ′(t)|
1− |γ(t)|dt ≤ − ln(1− |ζ|),
ou` γ(t) = tζ. Par conse´quent, dK(M,J)(h(0), h(ζ)) ≤ − ln(1 − |ζ|). Posons q = h(0) et
s = 1− exp (−Ndist (z ◦ h(0)), ∂B), et supposons par l’absurde qu’il existe ζ ∈ ∆ tel que
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w = h(sζ) /∈ V . Soit G := {x ∈ V/ ||z(x) − z(q)|| < δ} avec δ = dist (z(q), ∂B). Alors,
pour tout chemin γ : [0; 1]→M tel que γ(0) = q et γ(1) = w,∫ 1
0
K(M,J)(γ(t), γ
′(t))dt ≥
∫
γ−1(G)
K(M,J)(γ(t), γ
′(t))dt
≥
∫
γ−1(G)
N × ||(z ◦ γ)′(t)||dt
≥
∫ tγ
0
N × ||(z ◦ γ)′(t)||dt
≥ N × ||z(q)− z(h(γ(tγ)))|| = Ndist (z(q), ∂B)
ou` l’on a pose´ tγ = max{t ∈ [0; 1]/ γ(tγ) ∈ G} < 1.
Donc dK(M,J)(h(0), h(sζ)) ≥ Ndist (z(q), ∂B), ce qui donne une contradiction si s est
de´finie par (3.5). 
Corollaire 3.12 Pour un voisinage V et une constante s de´finis comme pre´ce´demment,
on obtient pour tous q ∈ D ∩ V et c ∈ TqM :
K(D∩U,J)(q, v) ≥ K(D,J)(q, v) ≥ sK(D∩U,J)(q, v).
3.3 Disque J-holomorphe attache´ a` une sous-varie´te´ totale-
ment re´elle maximale
On sait de´ja` [15] que si la structure J est lisse, un disque analytique attache´ a` une
sous-varie´te´ totalement re´elle est lisse jusqu’au bord. Il s’agit ici, en reprenant les meˆmes
me´thodes de de´monstration, de raffiner la re´gularite´ selon celle de la structure et d’obtenir
une estimation explicite des normes ho¨lderiennes.
3.3.1 Estimation de la norme 1/2-ho¨lderienne
On verra (lemme 3.16) qu’une sous-varie´te´ totalement re´elle maximale peut eˆtre vue
comme l’ensemble des ze´ros d’une fonction positive strictement J-plurisousharmonique,
c’est-a`-dire d’une fonction dont la restriction a` tous les disques J-holomorphes est stricte-
ment sous-harmonique.
Lemme 3.13 Soit φ une fonction sous-harmonique sur ∆, continue jusqu’au bord, positive
et telle que φ|γ ≡ 0 ou` γ := {eiθ/ 0 < θ < π} est le demi-cercle supe´rieur.
Pour α ∈]0; π2 [, on note Wα le secteur angulaire {reiθ/ 0 < r ≤ 1, α < θ < π − α} :
∀ζ ∈Wα, φ(ζ) ≤
(
1
(sinα)2
×
∫ 2π
π
φ(eiθ)
dθ
π
)
× (1− |ζ|).
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Preuve
Si |ζ| = 1, c’est imme´diat. Supposons donc ζ = reit ∈ Wα avec r < 1. Puisque φ est
sous-harmonique sur ∆, on a pour tous ω ∈ ∆ et ρ > 0 tels que le disque ferme´ de centre
ω et de rayon ρ soit inclus dans ∆ :
φ(ω + reit) ≤ 1
2π
∫ 2π
0
φ(ω + ρeiθ)
ρ2 − r2
|ρeiθ − reit|2 dθ
ce qui donne, avec ω = 0 et r = |ζ| < 1 :
∀ρ > |ζ|, φ(ζ = reit) ≤ 1
2π
∫ 2π
0
φ(eiθ)
ρ2 − r2
|ρeiθ − reit|2 dθ.
Par continuite´ de φ, avec ρ→ 1, on obtient
∀ζ = reit ∈ ∆, φ(ζ) ≤ 1
2π
∫ 2π
0
φ(eiθ)
1− r2
|eiθ − reit|2 dθ.
Pour α ∈]0; π2 [, θ ∈ [π; 2π] et t ∈ [α;π − α],
α ≤ θ − t ≤ π − α =⇒ cos(θ − t) ≤ cosα =⇒ r2 − 2r cos(θ − t) + 1 ≥ r2 − 2r cosα+ 1.
Or pour tout r ∈ [0; 1], r2 − 2r cosα+ 1 ≥ 1− (cosα)2, d’ou`
φ(ζ) ≤
(
1
2π
∫ 2π
π
φ(eiθ)dθ
)
× 1− |ζ|
2
(sinα)2
.

De meˆme que dans le cas standard, la re´gularite´ 1/2-ho¨lderienne et l’estimation de
la norme associe´e de´coulent d’une estimation de la diffe´rentielle en fonction de la racine
carre´e de la distance au bord.
Lemme 3.14 Soit (M,J) une varie´te´ presque complexe, D un domaine borne´ de M et
ρ ∈ C2(D,R) strictement plurisousharmonique. On suppose de plus que h : ∆ → D est
une application J-holomorphe, continue jusqu’au bord et telle que
ρ ◦ h|γ ≡ 0 ou` γ := {eiθ/ 0 < θ < π}
et ρ ◦ h ≥ 0 sur ∆.
Soit a ∈ γ et (z, U) une carte au voisinage de h(a) telle que ||z∗J − Jst|| ≤ ε′. Alors il
existe une constante universelle c” et un voisinage V de a dans ∆ ∩ h−1(U) tels que
∀ζ ∈ V, |||d(z ◦ h)ζ ||| ≤ c′′ 1
Im a
√ ∫ 2π
0 ρ ◦ h(eiθ)dθ
λ0(z(D ∩ U), z∗J, ρ ◦ z−1) ×
1√
1− |ζ| .
Preuve
Soit δ > 0 tel que Ωδ := ∆∪(a+δ∆) soit inclus dansWα pour α = Arcsin(Im a/2). Quitte
a` re´duire δ, par continuite´ de h, on peut supposer h(Ωδ) ⊂ U . On obtient :
∀ζ ∈ Ωδ, ρ ◦ h(ζ) ≤ κ(1− |ζ|) ou` κ =
(
4
(Im a)2
×
∫ 2π
0
ρ ◦ f(eiθ)dθ
)
.
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Soit ζ0 ∈ Ωδ/2 et l = 1− |ζ0| : pour tout ζ ∈ ζ0 + l∆, |ζ − a| < δ.
Ainsi avec Dl := {q ∈ D/ ρ(q) < 2κl} :
∀ζ ∈ ζ0 + d∆, ζ ∈ Ωδ =⇒ ρ ◦ h(ζ) < 2κ× l
et donc ρ ◦ h(ζ0 + l∆) ⊂ Dl.
La fonction ul : w 7→ ρ ◦ z−1(w) − 2κl est strictement ne´gative et strictement z∗J-
plurisousharmonique sur z(Dl ∩ U) ⊃ z ◦ h(ζ0 + l∆). Posons
gl : ∆ ∋ ζ 7→ z ◦ h(ζ0 + lζ) ∈ z(Dl ∩ U).
Le disque gl est z∗J-holomorphe, donc K(∆,Jst)(0, τ) ≥ K(z(Dl∩U),z∗J)(gl(0), d(gl)0(τ)) :
|τ | ≥ K(z(Dl∩U),z∗J)(z ◦ h(ζ0), l × d(z ◦ h)ζ0(τ)).
D’apre`s la proposition 3.8 applique´e au domaine z(Dl ∩ U) muni de la structure presque
complexe z∗J et a` la fonction ul, il vient :
∀p ∈ z(Dl∩U),∀v ∈ R2n, K(z(Dl∩U),z∗J)(p, v) ≥ c′e−2
√
λ0(z(Dl ∩ U), z∗J, ul)× ||v||√|ul(p)| .
En appliquant cette ine´galite´ a` p = z ◦ h(ζ0) et v = l × d(z ◦ h)ζ0(τ), il vient
|τ | ≥ c′e−2
√
λ0(z(Dl ∩ U), z∗J, ul)× ||l × d(z ◦ h)ζ0(τ)||√|ρ ◦ h(ζ0)− 2κl| ,
d’ou`
|||d(z ◦ h)ζ0 ||| ≤
√
2κl
c′e−2
√
λ0(z(Dl ∩ U), z∗J, ul)× l
≤ e
2
√
2κ
c′
√
λ0(z(D ∩ U), z∗J, ρ ◦ z−1)
× 1√
1− |ζ0|
,
et c′′ = 2e
2
√
2
c′ convient. 
On obtient e´videmment un re´sultat analogue en remplac¸ant ∆ par le demi-disque
∆+ = {ζ ∈ ∆/ Im ζ > 0} et γ par le segment ] − 1; 1[. Le caracte`re localement 1/2-
ho¨lderien de z ◦h provient alors, graˆce au the´ore`me d’Hardy-Littlewood (voir par exemple
[7]), de l’estimation de la diffe´rentielle.
Proposition 3.15 Soit (M,J) une varie´te´ presque complexe, D un domaine borne´ de M
et ρ ∈ C2(D,R) strictement plurisousharmonique. On suppose de plus que h : ∆+ → D
est J-holomorphe, continue jusqu’au bord et telle que
ρ ◦ h ≥ 0 sur ∆+ et ρ ◦ h|]−1;1[ ≡ 0.
Soit a ∈ γ et (z, U) une carte au voisinage de h(a) telle que ||z∗J − Jst||C1(B¯) ≤ ε′. Alors
il existe une constante universelle c et un voisinage W de a dans ∆ ∩ h−1(U) tels que
∀ζ, ζ ′ ∈W, ||z ◦ h(ζ)− z ◦ h(ζ ′)|| ≤ c 1
1− |a|
√ ∫ 2π
0 ρ ◦ h(eiθ)dθ
λ0(z(D ∩ U), z∗J, ρ ◦ z−1) × |ζ − ζ
′|1/2
ou` λ0(z(D ∩ U), z∗J, ρ ◦ z−1) de´signe la plus petite valeur propre de Lz∗J(ρ ◦ z−1) sur
z(D ∩ U).
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3.3.2 Estimation des normes ho¨lderiennes
Afin d’utiliser le re´sultat e´tabli dans la proposition 3.15, nous e´tablissons le lien entre
sous-varie´te´ totalement re´elle maximale et fonction strictement J-plurisousharmonique :
Lemme 3.16 Soit (M2n, J) une varie´te´ presque complexe et E une sous-varie´te´ to-
talement re´elle maximale. Il existe une fonction ρ positive de meˆme re´gularite´ que E,
strictement J-plurisousharmonique, telle que E = {ρ = 0}.
Preuve
On suit les ide´es du de´but de la section 4.1 de [15]. Supposons E de´finie sur l’ouvert de
carte U par r1 = . . . = rn = 0 avec dr1 ∧ . . .∧ drn ne s’annulant pas. Posons ρ =
∑n
i=1 r
2
i :
∂ρ
∂xk
=
n∑
i=1
2
∂ri
∂xk
× ri et Dk,l := ∂
2ρ
∂xk∂xl
=
n∑
i=1
(
2
∂2ri
∂xk∂xl
× ri + 2 ∂ri
∂xk
∂ri
∂xl
)
.
En particulier, ∇ρ|E ≡ 0, et D|E = 2
∑n
i=1∇ri t∇ri, d’ou` :
tXD|EX = 2
n∑
i=1
|| t∇ri ·X||2 ≥ 0.
Soit (Uα, φα) une partition de l’unite´, et ρα la fonction construite comme pre´ce´demment
pour l’ouvert Uα. Posons ρ =
∑
α ραφα : alors
∂ρ
∂xk
=
∑
α
(
∂ρα
∂xk
× φα + ρα × ∂φα
∂xk
)
et
∂2ρ
∂xk∂xl
=
∑
α
(
∂2ρα
∂xk∂xl
× φα + ∂ρα
∂xk
∂φα
∂xl
+
∂ρα
∂xl
∂φα
∂xk
ρα × ∂
2φα
∂xk∂xl
)
.
En particulier, ∇ρ|E ≡ 0 et
(
∂2ρ
∂xk∂xl
∣∣∣∣
E
)
k,l
= 2
∑
α
φαDα|E .
Or les fonctions φα sont a` valeurs positives, et la matrice Dα est syme´trique positive, donc
la matrice D :=
(
∂2ρ
∂xk∂xl
∣∣∣
E
)
k,l
est positive. De plus, tXDX = 0 si et seulement si pour
tous α et i, drα,i(X) = 0 : c’est-a`-dire X ∈ TE. Ainsi, pour tout p ∈ E,
LJpρ(X) = tXD(p)X + t(J(p)X)D(p)(J(p)X) ≥ 0
et
LJpρ(X) = 0⇐⇒ (X ∈ TE et JX ∈ TE)⇐⇒ X = 0
puisque E est totalement re´elle. La forme de Levi de ρ est donc de´finie positive sur E, et
le reste au voisinage de E par continuite´. 
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Corollaire 3.17 Soit (M,J) une varie´te´ presque complexe, E une sous-varie´te´ totalement
re´elle maximale, p ∈ E et (z, U) une carte (ε′, E)-adapte´e au voisinage de p. Soit de plus
h continue de ∆+∪]− 1; 1[ dans M , J-holomorphe sur ∆+, ve´rifiant h(]− 1; 1[) ⊂ E.
Pour tout a ∈]− 1; 1[∩h−1(U), il existe un voisinage W ∋ a inclus dans U sur lequel z ◦ h
est 1/2-ho¨lderienne, et
∀ζ, ζ ′ ∈W, ||z ◦ h(ζ)− z ◦ h(ζ ′)|| ≤ c˜
1− |a| ×
||z ◦ h||∞√
λJE
× |ζ − ζ ′|1/2
ou` c˜ est une constante universelle, et λJE est la J-courbure minimale de E (de´finie en
(2.11)).
Preuve
La de´monstration du lemme 3.16 montre que la fonction ρ =
∑n
i=1(πyi ◦ z)2 de´finie sur
V ⋐ U , ou` πyi de´signe la projection canonique dans R
2n sur l’axe de yi, s’e´tend en une
fonction positive, strictement J-plurisousharmonique, telle que E = {ρ = 0}. On a alors :
∀ζ ∈ ∆+, |ρ ◦ h(ζ)| ≤ ||z ◦ h(ζ)||2 ≤ ||z ◦ h||2∞.
La proposition 3.15 donne un voisinage W de a tel que
∀ζ, ζ ′ ∈W, ||z ◦ h(ζ)− z ◦ h(ζ ′)|| ≤ c
1− |a| ×
√ ∫ π
0 ρ ◦ h(eiθ)dθ
λ0(z(U ∩ V ), z∗J, ρ ◦ z−1) × |ζ − ζ
′|1/2 ,
d’ou` le re´sultat par de´finition de λJE . 
Cette estimation de la norme 1/2-ho¨lderienne va conduire de fac¸on automatique a`
une estimation des normes ho¨lderiennes de degre´ supe´rieur. Pour cela, on utilisera la
proposition suivante :
Proposition 3.18 (voir [56]) Soit α ∈]0; 1[, Ω un domaine de ∆ et K relativement
compact dans D. Il existe δα > 0 et Λ(α,K) > 0 telles que si q : B
n → EndR(Cn) est
de classe Cα avec ||q||α ≤ δα, alors toute fonction diffe´rentiable h : Ω → Bn ve´rifiant
∂¯h+ q ◦ h × ∂h = 0 est de classe C1,α sur K, et
||h|K ||1,α ≤ Λ(α,K)× ||h|K ||1/2.
Preuve
On reprend la de´monstration de la proposition de [56], en choisissant la fonction ρ1 a`
support inclus dans l’inte´rieur de Ω. Notons T et P les ope´rateurs de´finis par
Pg(z) =
1
2πi
∫ ∫
D
g(ζ)
ζ − z dζ ∧ dζ¯ , Tg(z) = p.v.
(
1
2πi
∫
D
g(ζ)
(ζ − z)2dζ ∧ dζ¯
)
.
On fixe K ′ et K ′′ deux compacts tels que K ⋐ K ′′ ⋐ K ′ ⋐ D, et ρ1, ρ2, ρ3 des fonctions
lisses de ∆ dans [0; 1] ve´rifiant
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– Supp (ρ1) ⊂ intΩ et ρ1|K′ ≡ 1,
– Supp (ρ2) ⊂ K ′ et ρ2|K′′ ≡ 1,
– Supp (ρ3) ⊂ K ′′ et ρ3|K ≡ 1.
Soit M(K,D,α) := max(||ρ1||C1,α , ||ρ2||C1,α , ||ρ3||C1,α). Les constantes Λ et δ cherche´es ne
de´pendent que de |||T |||L3(D), |||P |||L3(D)→C1/3(D), |||T |||Cα/3 et M(K,D,α). 
La me´thode d”’amorce ge´ome´trique” (voir la preuve de la proposition 3.2 dans [22])
consiste a` obtenir la re´gularite´ et les estime´es par induction, en re´injectant au fur et a`
mesure dans l’e´quation de pseudoholomorphie.
Supposons r = k + α, ou` k ≥ 2 et 0 < α < 1, et soit D+ := h−1(U), D− := h−1(U) et
δ := D+ ∩D−. On pose
g(ζ) =
z ◦ h(ζ) si ζ ∈ D+
z ◦ h(ζ¯) si ζ ∈ D− .
La fonction g est ainsi de´finie et continue sur D := D+ ∪D− ∪ δ. De plus g ve´rifie sur D :
∂¯g +A(·)∂g = 0,
ou` A(ζ) est de´fini par A(ζ) = Q(g(ζ)) si ζ ∈ D+ ∪ δ, et A(ζ) = Q(g(ζ¯)) si ζ ∈ D−, et ou`
Q est donne´ par le lemme 2.18. Puisque g est 1/2-ho¨lderienne, A est de classe C1/2.
Soit K un compact inclus dans (D+ ∪ δ). Les estime´es a priori de la proposition 3.18 (voir
aussi [61]) s’appliquent a` g : ainsi, g est de classe C1,1/2 sur K, et
||z ◦ h||C1,1/2(K) = ||g||C1,1/2(K) ≤ Λ(1/2,K)||g||C1/2(K) = Λ(1/2,K)||z ◦ h||C1/2(K).
D’apre`s le lemme 2.20, l’ine´galite´ qu’on vient d’e´tablir s’applique a` H1 = (h, dh) : ainsi
H1 est de classe C1,1/2 sur K et ||zc ◦H1||C1,1/2(K) ≤ Λ(1/2,K)||zc ◦H1||C1/2(K), autrement
dit
||z ◦ h||C2,1/2(K) ≤ Λ(1/2,K)||g||C1,1/2(K) ≤ Λ(1/2,K)2||z ◦ h||C1/2(K).
En ite´rant, on obtient de meˆme que Hk−2 = (z, dz, . . . , dk−2z) est de classe C1,1/2 sur K,
c’est-a`-dire que z ◦ h est de classe Ck−1,1/2 sur K, et
||z ◦ h||Ck−1,1/2(K) ≤ C(k,K)||z ◦ h||C1/2(K).
Le meˆme raisonnement applique´ a` Hk−1 (pour laquelle le coefficient dans l’e´quation de
pseudo-holomorphie est de classe Cα/2) donne le caracte`re C1,α/2 de Hk−1, c’est-a`-dire
montre que z ◦ h est de classe Ck,α/2 et que
||z ◦ h||Ck,α/2(K) ≤ C(K, k)Λ(α,K)||z ◦ h||C1/2(K).
De plus,
||z ◦ h||C1/2(K) ≤ ||z ◦ h||∞

1 + c(K)√
λJE


d’apre`s la proposition pre´ce´dente. Remarquons que la construction, au chapitre 2, d’un
atlas (ε′, E)-adapte´, montre que le choix d’un atlas quelconque ne modifie pas l’estimation
obtenue. On vient d’e´tablir :
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The´ore`me 3.19 Soit (M,J) une varie´te´ Cr-presque complexe (ou` r = k + α ≥ 1 et
0 < α < 1) et E une sous-varie´te´ totalement re´elle maximale. Toute application h continue
de ∆+∪]− 1; 1[ dans M , J-holomorphe sur ∆+ et ve´rifiant h(]− 1; 1[) ⊂ E est localement
de classe Cr−α/2 sur ∆+∪]− 1; 1[.
De plus, en de´signant par λJE la J-courbure minimale de E, on a pour tout compact K
inclus dans ∆+∪]− 1; 1[ :
||h||Cr−α/2(K) ≤ c(r,K)||h||∞

1 + c(K)√
λJE

 ,
3.4 Application : re´gularite´ sur l’areˆte d’un wedge
La re´gularite´ et les estimations donne´es par le the´ore`me 3.19 pour les disques pseudo-
holomorphes vont fournir la re´gularite´ et des estimations similaires pour des applications
pseudo-holomorphes. On s’inte´resse ici a` une application de´fnie sur un wedge ; dans le
chapitre 4, on en de´duira le comportement au bord d’une application pseudo-holomorphe
propre entre deux domaines strictement pseudoconvexes. Commenc¸ons par quelques re-
marques pre´liminaires.
Soit (M,J) une Cr-varie´te´ presque complexe et Ω ⊂ M un domaine. On suppose que
N ⊂ Ω est une sous-varie´te´ totalement re´elle maximale donne´e par r1 = . . . = rn = 0 ou`
dr1 ∧ . . .∧ drn ne s’annule pas sur Ω. Notons W (Ω, N) := {z ∈ Ω/ ∀1 ≤ j ≤ n, rj(z) < 0}
le wedge d’areˆte N .
Pour tout 0 < δ < 1n−1 , Wδ(Ω, N) := {z ∈ Ω/ ∀1 ≤ j ≤ n, rj(z)− δ
∑
k 6=j rk(z) < 0} est
inclus dans W (Ω, N) : en effet, en posant S =
∑
k rk, il vient
[∀j, (1 + δ)rj < δS] =⇒ (1 + δ)S < nδS =⇒ (1− (n− 1)δ)S < 0 =⇒ rj < δ
1 + δ
S < 0.
Dans cette section, on suppose donc 0 < δ < 1n−1 .
N
∂W (Ω, N) 
 
 ✒
❳❳❳❳❳③
∂ Wδ(Ω, N)✛ ✁
✁
✁
✁☛
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On commence par ve´rifier :
Lemme 3.20 Wδ(Ω, N) et W (Ω, N) sont des ouverts non vides de Ω et N est incluse
dans leur bord.
Preuve
Posons ρj = rj − δ
∑
k 6=j rk : en particulier,
 dρ1...
dρn

 =

 1 (−δ). . .
(−δ) 1



 dr1...
drn

 .
Par hypothe`se, la famille (dr1, . . . , drn) est libre en tout point. De plus la matrice de
passage est inversible (elle a pour de´terminant (1 − (n − 1)δ)(1 + δ)n−1), donc la famille
(dρ1, . . . , dρn) est libre en tout point.
De meˆme,

 ρ1...
ρn

 =

 1 (−δ). . .
(−δ) 1



 r1...
rn

, donc
r1 = . . . = rn = 0⇐⇒ ρ1 = . . . = ρn = 0
et les ρj sont des fonctions de´finissantes de N .
Comme Wδ(Ω, N) = {z ∈ Ω/ ∀j, ρj(z) < 0}, il suffit (quitte a` changer de fonctions
de´finissantes) de montrer que Wδ(Ω, N) est un ouvert non vide.
Or pour φ : Ω ∋ z 7→ (r1(z), . . . , rn(z)) ∈ Rn, on a W (Ω, N) = φ−1(]0;+∞[n) ouvert et dφ
de rang n donc surjective sur Ω, d’ou` la conclusion d’apre`s le the´ore`me du rang constant. 
Proposition 3.21 Soit k, k′ ≥ 1 des entiers et 0 < α,α′ < 1, (M,J) une varie´te´ Ck,α-
presque complexe et (M ′, J ′) une varie´te´ Ck′,α′-presque complexe, et Ω ⊂ M un domaine.
On suppose que N ⊂ Ω (resp. N ′) est une sous-varie´te´ totalement re´elle maximale de
(M,J) (resp. de (M ′, J ′)). Posons s = min (k − 1 + α/2, k′ + α′/2).
Toute application pseudo-holomorphe F :W (Ω, N)→ (M ′, J ′), continue sur W (Ω, N)∪N
et telle que F (N) ⊂ N ′, est localement de classe Cs. De plus, pour tout compact K inclus
dans W (Ω, N) ∪N :
||F ||Cs(K) ≤ c(s,K)||F ||∞

1 + c(K)√
λJ
′
N ′

 .
Preuve
On se place sous les hypothe`ses de la proposition 3.21. D’apre`s le lemme 5.2 de [15],
il existe une famille parame´tre´e (ht)t∈R2n de demi-disques J-holomorphes, de´pendant de
fac¸on lisse du parame`tre t, telle que Wδ(Ω, N) ⊂
⋃
t ht(∆
+) et
∀t, ht(]− 1; 1[) ⊂ N et ht(∆+) ⊂W (Ω, N).
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N N ′
∆
+
✻
ht
✲F
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✯
F ◦ ht
Le the´ore`me 3.19 montre que les fonctions F ◦ht sont localement de classe Ck′+α′/2 sur
∆+∪]− 1; 1[, et donne pour tout compact K ⊂ ∆+∪]− 1; 1[ :
||F ◦ ht||Ck′+α′/2(K) ≤ c(k′, α′,K)||F ◦ ht||∞

1 + c(K)√
λJE

 .
Ainsi les normes Ck′+α′/2 des fonctions F ◦ ht sont uniforme´ment borne´es. Rappellons le
principe de re´gularite´ se´pare´e :
Proposition 3.22 [59] Soit s > 0 non entier et Γj, 1 ≤ j ≤ n, des Cs+1-feuilletages d’un
domaine Ω ⊂ Rn tels qu’en tout point p ∈ Ω, les vecteurs tangents aux courbes γj ∈ Γj
passant par p soient line´airement inde´pendants. Soit f une fonction sur Ω dont les res-
trictions f|γj , γj ∈ Γj , 1 ≤ j ≤ n sont de classe Cs et uniforme´ment borne´es en norme
Cs. Alors f est de classe Cs.
De plus, si M est un majorant uniforme des normes Cs des f|γj , alors la norme Cs de f
est majore´e par c×M ou` c est une constante universelle [12]. Il de´coule de la construction
de la famille (ht)t que les ht(] − 1; 1[ forment des Ck+α/2- feuilletages transverses de N :
ainsi les restrictions de F a` ces courbes satisfont les hypothe`ses du principe de re´gularite´
se´pare´e avec s = min (k − 1 + α/2, k′ + α′/2). 
Chapitre 4
Prolongement et estimation au
bord d’une application
pseudo-holomorphe propre
Une application continue entre deux domaines D et D′ est dite propre si l’image
re´ciproque de tout compact inclus dans D′ est un compact ; en particulier, une telle appli-
cation est non constante. Le choix de l’espace but D′ n’est pas indiffe´rent : l’application
identite´ du disque unite´ ∆ de C est propre en tant qu’application de ∆ dans ∆, mais pas
en tant qu’application de ∆ dans C.
Une application holomorphe F : D → D′ est propre si et seulement si elle envoie toute
suite de points tendant vers ∂D sur une suite de points tendant vers ∂D′. Les applications
holomorphes propres ont e´te´ longuement e´tudie´es (voir par exemple [54] pour les re´sultats
classiques). La plupart des de´monstrations mettent en jeu des arguments non transposables
tels quels au cas pseudo-holomorphe. Notamment, l’holomorphie du jacobien combine´e
au fait qu’une sous-varie´te´ analytique compacte soit un ensemble fini de points donne
la surjectivite´ d’une application holomorphe propre, ainsi que la densite´ de ses valeurs
re´gulie`res. Si de plus les domaines sont strictement pseudoconvexes a` bord de classe C2,
S. Pinchuk [49] a montre´ qu’une telle application F est un biholomorphisme local. Nous
montrons qu’en presque complexe, ce re´sultat reste vrai pre`s du bord (the´ore`me 4.24) en
adaptant la me´thode de dilatation des coordonne´es de Pinchuk : il s’agit de dilater de
fac¸on anisotrope a` la fois les domaines et les structures presque complexes. Les domaines
limites sont la re´alisation non borne´e de la boule, et la fonction limite he´rite des proprie´te´s
de F au bord, mais les structures limites ne sont pas ne´cessairement inte´grables.
Dans la premie`re section, on prolonge l’application de fac¸on 1/2-ho¨lderienne jusqu’au
bord, ce qui revient, graˆce aux estime´es de la me´trique de Kobayashi, a` prouver que F
conserve les distances au bord. Le point central de la deuxie`me section est de montrer, en
e´tudiant la fonction limite obtenue par dilatation et en distinguant les cas inte´grable et
non inte´grable, que |JacF | reste minore´ hors d’un compact par une constante strictement
positive. Cette proprie´te´ essentielle permet d’appliquer le raisonnement de [22] pour obte-
nir le caracte`re C1 du prolongement (the´ore`me 4.29). Enfin, on e´tudiera plus pre´cise´ment la
re´gularite´ du prolongement, et l’on donnera dans la section 4.3 une estimation des normes
ho¨lderiennes de F au bord (the´ore`me 4.30) en utilisant les re´sultats du chapitre 3.
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4.1 Prolongement 1/2-ho¨lderien au bord
4.1.1 Premie`res proprie´te´s des applications pseudo-holomorphes propres
On suppose que D et D′ sont deux domaines strictement pseudoconvexes de varie´te´s
presque complexes (M,J) et (M ′, J ′) oriente´es de dimension 2n, de´finis respectivement
par {ρ < 0} et {ρ′ < 0} ou` ρ et ρ′ sont deux fonctions strictement plurisousharmoniques
de classe C2.
Soit F une application pseudo-holomorphe propre de D dans D′. Rappelons qu’un point
p ∈ D est dit critique pour F si le jacobien de F s’annule en p, et notons CF l’ensemble
des points critiques de F . Une valeur critique est l’image par F d’un point critique, et les
points de D′ qui ne sont pas des valeurs critiques sont appele´s valeurs re´gulie`res. L’ide´e
est d’e´tudier la “taille” de l’ensemble des valeurs re´gulie`res de F , et d’en de´duire des
proprie´te´s topologiques de F . Pour cela, la dimension de Hausdorff constitue le bon outil
de travail.
Rappels sur la dimension de Hausdorff
Commenc¸ons par fixer les notations. Pour une partie A d’un espace me´trique X et
ε > 0, un ε-recouvrement de A est une collection au plus de´nombrable de parties Ai de X
telle que pour tout i, diamAi < ε et A =
⋃
i
Ai. Pour tout t > 0, on de´finit
Htε(A) := inf
(∑
i
(diamAi)
t
)
,
ou` l’infimum est pris sur tous les ε-recouvrements {Ai} de A.
De´finition La t-mesure de Hausdorff de A est Ht(A) = lim
εց0
Htε(A) = Sup
ε>0
Htε(A).
La dimension de Hausdorff de A est dimH(A) := Sup{t > 0/ Ht(A) > 0}.
En particulier, la N -mesure de Hausdorff dans RN co¨ıncide avec la mesure de Lebesgue
(voir par exemple [54], proposition 14.4.2), et si A est une varie´te´ de dimension N , alors
dimH(A) = N . Dans la suite, on utilisera le re´sultat suivant, qui fournit notamment une
majoration de la dimension de Hausdorff de l’ensemble des valeurs critiques :
The´ore`me 4.1 ([18], the´ore`me 3.4.3) Soit Ω un ouvert de RN , Y un espace vectoriel
norme´ et F : Ω→ Y une fonction de classe Ck, k ∈ N∗. Pour tout entier m < N ,
dimH(F ({x ∈ Ω/ dim(Im dFx) ≤ m})) ≤ m+ N −m
k
.
Si F est une application de classe C∞ entre deux varie´te´s, on obtient donc
dimH(F ({x ∈ Ω/ dim(Im dFx) ≤ m})) ≤ m.
Le the´ore`me 4.1, qui ge´ne´ralise le the´ore`me de Sard, apporte e´galement une pre´cision
supple´mentaire lorsque l’application conside´re´e est pseudo-holomorphe :
Corollaire 4.2 Soit F : (M,J)→ (M ′, J ′) une application pseudo-holomorphe entre deux
4.1. PROLONGEMENT 1/2-HO¨LDERIEN AU BORD 73
varie´te´s presque complexes. L’ensemble F (CF ) des valeurs critiques de F est de dimension
de Hausdorff infe´rieure ou e´gale a` 2n− 2.
Preuve
Vu le the´ore`me 4.1, il suffit de montrer que l’application dF est de rang infe´rieur ou e´gal
a` 2n − 2 sur CF . Soit donc p ∈ CF : par de´finition, le sous-espace vectoriel Ker dFp est
de dimension au moins 1. De plus, F est (J, J ′)-holomorphe donc Ker dFp est stable par
Jp. Puisque l’endomorphisme Jp n’a pas de valeur propre re´elle, cela implique que Ker dFp
contient un sous-espace de dimension 2, d’ou` le re´sultat. 
Points critiques, valeurs re´gulie`res
Il est bien connu (voir par exemple [54], proposition 15.1.5) qu’une application holo-
morphe propre entre deux domaines de Cn est surjective et que l’ensemble de ses valeurs
re´gulie`res forme un ouvert dense et connexe par arcs. Ce re´sultat se ge´ne´ralise au cas
pseudo-holomorphe. Commenc¸ons par montrer :
Lemme 4.3 Soit D et D′ deux domaines borne´s strictement pseudo-convexes de varie´te´s
presque complexes (M,J) et (M ′, J ′) de dimension 2n, de´finis respectivement par ρ < 0
et ρ′ < 0 ou` ρ et ρ′ sont deux fonctions strictement plurisousharmoniques de classe C2.
Toute application pseudo-holomorphe propre de D dans D′ prend des valeurs re´gulie`res.
Preuve
Il suffit de montrer que l’ouvert D \ CF est non vide, ce qui, graˆce au the´ore`me du rang
constant, impliquera que son image par F est un ouvert de D′, donc de dimension de
Hausdorff e´gale a` 2n. Comme dimHF (CF ) ≤ 2n− 2 vu le corollaire 4.2, on obtiendra bien
F (CF ) 6= F (D \ CF ).
Par l’absurde, supposons CF = D et notons r0 le rang maximal atteint par dF sur D :
alors r0 ≤ 2n − 2, et r0 > 0 puisque F est non constante. L’ensemble D0 des points ou`
dF est de rang r0 est un ouvert, dont l’image par F est une sous-varie´te´ de dimension r0
d’apre`s le the´ore`me du rang constant : ainsi dimHF (D0) = r0.
Or sur D \D0, l’application dF est de rang infe´rieur ou e´gal a` r0− 1 (en fait r0− 2), donc
dimHF (D \D0) ≤ r0 − 1 toujours d’apre`s le the´ore`me 4.1, et F (D0) 6= F (D \D0).
Soit donc q ∈ F (D0) \ F (D \D0). Autrement dit, N := F−1({q}) est inclus dans l’ouvert
D0 : c’est donc une sous-varie´te´ de dimension 2n − r0 de D, compacte puisque F est
propre. De plus le fibre´ tangent a` N est Ker dF qui est stable par J , par suite J induit
une structure presque complexe sur N .
La fonction ρ atteint son maximum sur N en un point p. D’apre`s [45], 5.4.a, il existe
un disque pseudo-holomorphe h a` valeurs dans N , centre´ en p et tel que ∂h∂x(0) 6= 0. La
fonction strictement sous-harmonique ρ ◦ h, qui atteint son maximum en 0, est constante
d’apre`s le principe du maximum.
Calculons le laplacien ∆(ρ ◦ h) : il est nul puisque la fonction est constante. Par ailleurs,
d’apre`s le lemme 2.8,
∆(ρ ◦ h)ζ = LJh(ζ)(ρ)
(
∂h
∂x
(ζ)
)
,
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ce qui donne 0 = ∆(ρ ◦ h)p = LJp (ρ)
(
∂h
∂x(0)
)
> 0 puisque ρ est strictement plurisoushar-
monique : d’ou` la contradiction. 
Une proprie´te´ importante des fonctions holomorphes, qui traduit leur rigidite´, est
qu’elles pre´servent l’orientation. Ce n’est plus force´ment vrai dans le cadre presque com-
plexe : ainsi, l’application (z1, . . . , zn) 7→ (z1, . . . , zn−1, z¯n) est (Jst, J ′)-holomorphe pour
J ′ =


0 0 −In−1 0
0 0 0 1
In−1 0 0 0
0 −1 0 0

 ,
mais inverse l’orientation. Ne´anmoins, la pseudo-holomorphie (c’est-a`-dire le fait de “com-
muter” avec les structures presque complexes) suffit a` garantir la rigidite´ d’une application
vis-a`-vis de l’orientation. En effet :
Proposition 4.4 Soit D et D′ deux domaines de varie´te´s presque complexes (M,J) et
(M ′, J ′) oriente´es de dimension 2n, et F une application (J, J ′)-holomorphe de D dans
D′. Ou bien F conserve l’orientation en tout point, ou bien F inverse l’orientation en tout
point.
Preuve
Plac¸ons-nous en coordonne´es locales : il s’agit de montrer que le jacobien de F garde un
signe constant sur D. La structure presque complexe J , ve´rifiant la relation J2 = −I2n,
s’e´crit sous la forme Jp = PpJstP
−1
p ou` Jst =
(
0 −In
In 0
)
est la structure standard
de R2n et ou` la matrice Pp est inversible. Cette de´composition n’est pas unique, mais si
Jp = PpJstP
−1
p = QpJstQ
−1
p , alors la matrice Q
−1
p Pp commute avec Jst et s’e´crit donc
sous la forme Q−1p Pp =
(
A −B
B A
)
(ou` chaque bloc est de taille n). Par conse´quent,
det(Q−1p Pp) = |det(B + iA)|2 > 0, et detPp et detQp ont meˆme signe. Notons δJ(p) ce
signe, et montrons que l’application δJ est localement constante sur D.
Soit p0 ∈ D et (e(p0)1 , . . . , e(p0)2n ) une base telle que ∀k ≥ 1, e(p0)n+k = Jp0e(p0)k , et Pp la ma-
trice forme´e des vecteurs (e
(p0)
1 , . . . , e
(p0)
n , Jpe
(p0)
1 , . . . , Jpe
(p0)
n ) : il existe un voisinage V de
p0 dans lequel la matrice Pp est inversible. En particulier, pour tout p ∈ V , detPp et detPp0
ont le meˆme signe : δJ(p0) = δ
J(p). Ainsi δJ est localement constante sur D. Puisque D
est connexe et localement connexe par arcs, donc connexe par arcs, cela entraˆıne que la
fonction δJ est constante sur D.
Pour tout p ∈ D et q ∈ D′, e´crivons Jp = PpJstP−1p et J ′q = P ′qJstP ′−1q . La pseudo-
holomorphie de F donne dFpJp = J
′
F (p)dFp, autrement dit (P
′−1
F (p)dFpPp) commute avec
la structure standard. De meˆme que ci-dessus, on en de´duit det(P ′−1F (p)dFpPp) > 0. Ainsi,
en tout point non critique, le signe du jacobien de F est δJ × δJ ′ . 
Nous pouvons maintenant conclure a` la surjectivite´ par des arguments de the´orie du
degre´.
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Corollaire 4.5 Soit D et D′ deux domaines borne´s strictement pseudo-convexes de
varie´te´s presque complexes (M,J) et (M ′, J ′) oriente´es de dimension 2n, de´finis respecti-
vement par ρ < 0 et ρ′ < 0 ou` ρ et ρ′ sont deux fonctions strictement plurisousharmoniques
de classe C2.
Une application pseudo-holomorphe propre F : D → D′ est surjective, et toutes ses valeurs
re´gulie`res ont le meˆme nombre (fini) d’ante´ce´dents. De plus, les valeurs re´gulie`res de F
forment un ouvert connexe par arcs et dense dans D′.
Preuve
Rappelons le re´sultat suivant (voir par exemple [57]) : siX et Y sont deux varie´te´s connexes
oriente´es de meˆme dimension, F : X → Y une application propre et lisse, et q une valeur
re´gulie`re de F , alors le degre´ de F vaut
∑
p∈F−1{q} sgn(det dFp). En particulier, si q n’est
pas dans l’image de F , le degre´ de F est nul.
Puisque F posse`de au moins une valeur re´gulie`re, son degre´ est strictement positif si F
conserve l’orientation et strictement ne´gatif si F inverse l’orientation. Par conse´quent, F
est surjective et chacune de ses valeurs re´gulie`res posse`de exactement |degF | ante´ce´dents.
L’ensemble des points critiques de F est un ferme´ de D : comme F est propre donc
ferme´e, D′ \F (CF ) est un ouvert de D′. De plus d’apre`s le corollaire 4.2 et la proposition
14.4.2. de [54], son comple´mentaire dans D′ est d’inte´rieur vide. Il reste a` montrer que
D′ \ F (CF ) est connexe par arcs.
Supposons par l’absurde qu’il existe q1, q2 ∈ D′ \ F (CF ) tels que tout chemin continu
reliant q1 a` q2 dans D
′ \F (CF ) rencontre F (CF ). Comme D′ \F (C) est ouvert, il existe un
(2n−1)-cube Q inclus dansD′\F (CF ), centre´ en q2 et orthogonal au segment [q1; q2] : pour
tout q′ ∈ Q, le segment [q1; q′] rencontre donc F (CF ). Notons π l’application lipschitzienne
qui a` tout point x situe´ dans le demi-coˆne de sommet q1 et de base Q associe l’intersection
de la demi-droite [q1;x) avec Q : il vient dimH(π(F (CF ))) ≤ dimH(F (CF )). De plus Q est
inclus dans π(F (C)) ; ainsi,
2n− 1 = dimH(Q) ≤ dimH(π(F (CF ))) ≤ dimH(F (CF )) ≤ 2n− 2,
d’ou` la contradiction. 
4.1.2 Conservation des distances
The´ore`me 4.6 Soit D et D′ deux domaines borne´s strictement pseudoconvexes de varie´te´s
presque complexes (M,J) et (M ′, J ′) oriente´es de dimension 2n, de´finis respectivement par
ρ < 0 et ρ′ < 0 ou` ρ et ρ′ sont deux fonctions strictement plurisousharmoniques de classe
C2. Toute application pseudo-holomorphe propre de D dans D′ se prolonge au bord en une
application 12 -ho¨lderienne.
De meˆme que dans la preuve de la proposition 3.3 de [15], le prolongement au bord
de´coule d’estime´es de la me´trique de Kobayashi et de la proprie´te´ de conservation de la
distance. Il s’agit donc de montrer :
Proposition 4.7 Soit D et D′ deux domaines borne´s strictement pseudoconvexes de
varie´te´s presque complexes (M,J) et (M ′, J ′) de dimension 2n, de´finis respectivement par
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ρ < 0 et ρ′ < 0 ou` ρ et ρ′ sont deux fonctions strictement plurisousharmoniques de classe
C2. Si F : D → D′ est une application pseudo-holomorphe propre, il existe des constantes
strictement positives c1 et c2 telles que
∀p ∈ D, c1 ≤ dist(F (p), ∂D
′)
dist(p, ∂D)
≤ c2.
La de´monstration de la proposition 4.7 fait intervenir la version presque complexe du
lemme de Hopf :
Proposition 4.8 [15] Soit D′ un domaine borne´ a` bord de classe C2 d’une varie´te´ presque
complexe, et u une fonction plurisousharmonique sur D′. Il existe une constante c > 0 telle
que pour tout q ∈ D′, |u(q)| ≥ cdist(q, ∂D′) (la distance e´tant prise pour une me´trique
riemannienne sur M).
Le lemme de Hopf applique´ a` ρ′ ◦ F sur D donne une constante c > 0 telle que
∀p ∈ D, |ρ′(F (p))| ≥ cdist(p, ∂D). (4.1)
L’ide´e, donne´e dans [48] pour le cas standard, serait d’appliquer le lemme de Hopf a` la
fonction ρ ◦ F−1 pour obtenir l’autre partie de l’ine´galite´. Pour pallier au fait que F ne
soit pas inversible, on va utiliser la notion de plurisousharmonicite´ pour une fonction semi-
continue supe´rieurement. Commenc¸ons par rappeler la de´finition suivante, e´quivalente
dans le cas d’une fonction de classe C2 a` celle donne´e au chapitre 2 :
De´finition Une fonction semi-continue supe´rieurement est J-plurisousharmonique sur
Ω si pour tout disque J-holomorphe h : ∆→ Ω, la fonction u ◦ h est sousharmonique.
Il existe plusieurs de´finitions e´quivalentes de la sous-harmonicite´ d’une fonction v semi-
continue supe´rieurement sur le disque unite´ ∆ de C (voir [32] ou [53]). Nous utiliserons la
suivante : v est dite sous-harmonique sur ∆ si pour tout ζ0 ∈ ∆, il existe r0 > 0 tel que le
disque ferme´ de centre ζ0 et de rayon r0 soit inclus dans ∆ et
∀0 ≤ r < r0, u ◦ h(ζ0) ≤ 1
2π
∫ 2π
0
u ◦ h(ζ0 + reiθ)dθ. (4.2)
Remarque 4.9 Une fonction u est localement J-plurisousharmonique sur un ouvert Ω si
et seulement si elle est (globalement) J-plurisousharmonique sur Ω.
En effet, il est imme´diat que le caracte`re globalement J-plurisousharmonique implique la
J-plurisousharmonicite´ locale. Pour la re´ciproque, il suffit pour tout disque J-holomorphe
h : ∆→ Ω et tout ζ0 ∈ ∆ de conside´rer le disque J-holomorphe de´fini par h˜(ζ) = h(ζ0+εζ).
Pour ε assez petit, la J-plurisousharmonicite´ locale donne r0 > 0 ve´rifiant (4.2), et par
conse´quent (4.2) est encore vraie pour h et εr0.
Plac¸ons-nous sous les hypothe`ses du the´ore`me 4.6. La fonction
u : D′ ∋ q 7→ Max
p∈F−1({q})
{ρ(p)}
est bien de´finie, a` valeurs strictement ne´gatives. De plus :
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Lemme 4.10 La fonction u est continue et J-plurisousharmonique sur D′ \ F (CF ).
Preuve
Soit q ∈ D′ \ F (CF ), et K := F−1({q}). Le compact K est forme´ de points non critiques,
donc isole´s d’apre`s le the´ore`me d’inversion locale : ainsi K est fini. Notons p1, . . . , pk les
e´le´ments deux-a`-deux distincts de K (avec k = |degF |). Pour tout j = 1, . . . , k, il existe
un voisinage Vj de pj et un voisinageWj de q tels que F induise un C1-diffe´omorphisme de
Vj sur Wj . Quitte a` restreindre les Vj , on peut supposer que pour tous j et l, Vj ∩ Vl = ∅
et que Wj = F (Vj) = F (Vl) est inclus dans l’ouvert D
′ \ F (CF ).
Posons alors W ′ := (F (V1) ∩ . . . ∩ F (Vk))\F (D \
⋃k
j=1 Vj) : c’est une intersection finie
d’ouverts contenant q. Si q′ ∈ W ′, alors par construction q′ a un ante´ce´dent et un seul
dans chaque Vj , et n’a pas d’autres ante´ce´dents puisqueW
′ est disjoint de F (D\⋃kj=1 Vj).
On peut donc e´crire F−1(W ) =
⊔
j
Vj .
Pour tout j = 1, . . . , k, posons Fj := F|Vj : Vj →W et uj := ρ ◦ F−1j :
∀q′ ∈W ′, u(q′) = Max
1≤j≤k
uj(q
′).
Les fonctions uj sont continues et J-plurisousharmoniques : par suite, u est continue (en
tant que compose´e de fonctions continues) et J-plurisousharmonique au voisinage de q, ce
qui conclut la preuve d’apre`s la remarque 4.9. 
Mentionnons le re´sultat suivant, qui ge´ne´ralise le the´ore`me de Grauert et Remmert [26] :
Proposition 4.11 [16] Soit D′ un domaine borne´ d’une varie´te´ presque complexe de
dimension 2n, A une partie de D′ de dimension de Hausdorff infe´rieure ou e´gale a` 2n−2,
et u une fonction a` valeurs strictement ne´gatives, continue et plurisousharmonique sur
D′ \A. Alors la re´gularise´e supe´rieure lim sup(u) est plurisousharmonique sur D′ entier.
Preuve de la proposition 4.7
Le lemme de Hopf s’applique a` la fonction lim sup(u) sur D′ : il existe une constante c′
telle que pour tout q ∈ D′, |lim sup(u)(q)| ≥ c′ dist(q, ∂D′). En particulier, comme ρ est
continue,
∀p ∈ D, |ρ(p)| ≥ |lim sup(u)(F (p))| ≥ c′dist(F (p), ∂D′).
En combinant cette ine´galite´ avec celle donne´e par (4.1), on obtient que F conserve la
distance au bord. 
4.2 Le prolongement est de classe C1
Dans cette section, on suppose que D et D′ sont deux domaines strictement pseudo-
convexes de varie´te´s presque complexes (M,J) et (M ′, J ′) oriente´es de dimension 2n+ 2,
de´finis respectivement par ρ < 0 et ρ′ < 0 ou` ρ et ρ′ sont deux fonctions strictement
plurisousharmoniques de classe Cr (r ≥ 2).
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4.2.1 La me´thode des dilatations
Soit F une application pseudo-holomorphe propre de D dans D′ : on vient de voir
que F se prolonge a` D en une application 1/2-ho¨lderienne. La me´thode des dilatations
va permettre d’obtenir une re´gularite´ supe´rieure. On adapte ici la pre´sentation faite dans
[22] et [40]. Soit (pk) une suite de points de D convergeant vers p∞ ∈ ∂D, et notons
qk = F (pk) : d’apre`s la proposition 4.7, la suite (qk) converge vers q∞ = F (p∞) ∈ ∂D′.
Par des changements de variable successifs, on “redresse” ∂D et ∂D′ de fac¸on a` obtenir a`
la limite ∂H :
p∞
pk
D ✲F
q∞
qk=F (pk)
D′
❄
Λk
❄
Λ′k
×
Λk(pk)
× Λk(p∞)
Dk
- 0
✲Fk ×
Λ′k(qk)
× Λ′k(q∞)
D′k
- 0
❄
Λk+1 ◦ Λ−1k ❄Λ
′
k ◦ Λ′k−1
×
(−1, ′0)
- 0
H
✲G ×
(−1, ′0)
- 0
H
Choix des coordonne´es locales
Un point de R2n+2 de coordonne´es (re´elles) (x0, y0, . . . , xn, yn) sera e´galement note´ en
coordonne´es complexes z = (z0, . . . , zn) = (z0,
′z), ou` zj = xj+iyj . Pour cette identification
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de R2n+2 avec Cn+1, la structure complexe standard s’e´crit matriciellement
J (n+1)st =


0 −1
1 0 (0)
. . .
(0) 0 −1
1 0

 .
Quitte a` choisir un syste`me de coordonne´es Φ : U → R2n+2 au voisinage de p∞ tel que
Φ(p∞) = 0, on identifie p∞ a` 0 et U a` R2n+2 ; on peut de plus demander que ρ ◦Φ−1 reste
borne´e en norme C1, et supposer :
• J(0) = J ′(0) = Jst ;
• D = {p ∈ R2n+2/ ρ(p) < 0} et T0(∂D) = {x0 = 0}, ou` la fonction de´finissante ρ est
borne´e en norme C1 et s’e´crit
ρ(z) = Re z0 +Re

z0∑
j≥1
(ρjzj + ρj¯ z¯j)

+ P ( ′z, ′¯z) + ρǫ(z)
pour P un polynoˆme homoge`ne re´el de degre´ 2 et ρǫ(z) = o(||z||2) ;
• D′ = {p ∈ R2n+2/ ρ′(p) < 0} et T0(∂D′) = {x0 = 0}, ou` la fonction de´finissante ρ′
est borne´e en norme C1 et s’e´crit
ρ′(z) = Re z0 +Re

z0∑
j≥1
(ρ′jzj + ρ
′¯
j z¯j)

+Q( ′z, ′¯z) + ρ′ǫ(z)
pour Q un polynoˆme homoge`ne re´el de degre´ 2 et ρ′ǫ(z) = o(||z||2).
Construction des suites (Dk, Jk) et (D
′
k
, J ′
k
)
Rappelons que si V est un voisinage borne´ de 0, on peut trouver (voir par exemple
[23], Appendice, lemme 1) une constante δ > 0 telle que pour tout p ∈ V ∩ ∂D, la boule
ferme´e de centre p−δ−→n p et de rayon δ soit incluse dans D∪{p} (−→n p de´signant la normale
sortante a` D en p). En particulier, pour k assez grand, il existe un unique p˙k ∈ ∂D et un
unique q˙k ∈ ∂D′ tels que
dist (pk, ∂D) = ||pk − p˙k|| =: dk et dist (qk, ∂D′) = ||qk − q˙k|| =: d′k.
Construisons une application affine φk : R
2n+2 → R2n+2 qui posse`de les proprie´te´s sui-
vantes :
• φk(p˙k) = 0 et φk(pk) = (−dk, 0, . . . , 0).
• L’espace tangent a` ∂(φk(D)) en 0 est {Re z0 = 0} et l’espace tangent complexe a`
∂(φk(D)) en 0 (pour la structure presque complexe induite (φk)∗J) est {0} × Cn.
• L’application φk converge vers l’application identite´ sur tout compact de R2n+2 pour
la topologie C2.
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En coordonne´es complexes, l’application de´finie par φk(z) = (z− p˙k)∗ de la fac¸on suivante
convient :
z∗0 =
1
||∇Rρ(p˙k)||2
n∑
i=0
∂ρ
∂zi
(p˙k)zi;
z∗j =
1
∂ρ
∂z0
(p˙k)
zj −
∂ρ
∂zj
(p˙k)
∂ρ
∂z0
(p˙k)
z∗0 pour 1 ≤ j ≤ n.
Par conse´quent, J˙k = (φk)∗J converge vers J pour la topologie C1 sur tout compact
de R2n+2 et J˙k(0) est de la forme
J˙k(0) =
(
J˙k(1,1)(0) 02,2n
J˙k(2,1)(0) J˙
k
(2,2)(0)
)
.
De plus ρk = ρ ◦ φ−1k converge vers ρ a` l’ordre 2 pour la topologie compacte-ouverte :
ρk(z) = ρ ◦ φ−1k (z) = τk

Rez0 +Re

z0∑
j≥1
(ρkj zj + ρ
k
j¯ z¯j)

+ P k( ′z, ′¯z) + ρkǫ (z)


ou` P k est un polynoˆme homoge`ne re´el de degre´ 2 et ρkǫ (z) = o(||z||2) uniforme´ment en k.
De meˆme, on construit une transformation affine φ′k : R
2n+2 → R2n+2 posse´dant les
proprie´te´s suivantes :
• φ′k(q˙k) = 0 et φ′k(qk) = (−d′k, 0, . . . , 0).
• L’espace tangent a` ∂(φ′k(D′)) en 0 est {Re z0 = 0} et l’espace tangent complexe a`
∂(φ′k(D
′)) en 0 (pour la structure presque complexe induite (φ′k)∗J
′) est {0} × Cn.
• L’application φ′k converge vers l’application identite´ sur tout compact de R2n+2 pour
la topologie C2.
Par conse´quent, J˙ ′k = (φ′k)∗J converge vers J
′ pour la topologie C1 sur tout compact de
R
2n+2 et J˙ ′k(0) est de la forme
J˙ ′k(0) =
(
J˙ ′k(1,1)(0) 02,2n
J˙ ′k(2,1)(0) J˙
′k
(2,2)(0)
)
.
De plus ρ′k = ρ′ ◦ φ′k−1 converge vers ρ′ a` l’ordre 2 pour la topologie compacte-ouverte :
ρ′k(z) = ρ
′ ◦ φ′−1k (z) = τ ′k

Rez0 +Re

z0∑
j≥1
(ρ′kj zj + ρ
′k
j¯ z¯j)

+Qk( ′z, ′¯z) + ρ′kǫ (z)


ou` Qk est un polynoˆme homoge`ne re´el de degre´ 2 et ρ′kǫ (z) = o(||z||2) uniforme´ment en k.
Posons Λk = δk ◦ φk ◦ Φ et Λ′k = δ′k ◦ φ′k ◦ Φ′, ou`
δk : (z1, . . . , zn) 7→
(
z1
dk
,
z2√
dk
, . . . ,
zn√
dk
)
et δ′k : (z1, . . . , zn) 7→
(
z1
d′k
,
z2√
d′k
, . . . ,
zn√
d′k
)
.
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Notations :
Dk = Λk(D), rk =
1
dkτk
ρ ◦ Λ−1k , Jk = (Λk)∗J
D′k = Λ
′
k(D
′), r′k =
1
d′kτ
′
k
ρ′ ◦ Λ′k−1, J ′k = (Λ′k)∗J ′
et Fk = Λ
′
k ◦ F ◦ Λ−1k : Dk → D′k.
Convergence des domaines
Apre`s dilatation, on a
dkrk(z) =
1
τk
ρk ◦ δ−1k (z) = dk
(
Re z0 + P
k( ′z, ′¯z)
)
+O(dk
√
dk).
Le meˆme raisonnement pour r′k donne :
Lemme 4.12 [40]
1. La suite (rk) converge a` l’ordre 2 pour la topologie compacte-ouverte vers r˜, ou`
r˜(z) = Re z0 + P (
′z, ′¯z)
et Dk converge (au sens de la convergence de Hausdorff pour les ensembles) vers
D˜ = {z ∈ R2n+2/ r˜(z) < 0}.
2. La suite (r′k) converge a` l’ordre 2 pour la topologie compacte-ouverte vers r˜
′, ou`
r˜′(z) = Re z0 +Q( ′z, ′¯z)
et D′k converge (au sens de la convergence de Hausdorff locale pour les ensembles)
vers D˜′ = {z ∈ R2n+2/ r˜′(z) < 0}.
Lemme 4.13 [40] La suite de structures presque complexes (Jk) (respectivement (J ′k))
converge vers une structure mode`le J˜ (respectivement J˜ ′) pour la topologie C1 sur tout
compact de R2n+2.
Preuve
Ecrivons J et J˙k sous forme de matrices blocs :
J(z) = J(0) +
(
A(z) B(z)
C(z) D(z)
)
=
(
J (1)st +A(z) B(z)
C(z) J (n−1)st +D(z)
)
J˙k(z) = J˙k(0) +
(
A˙k(z) B˙k(z)
C˙k(z) D˙k(z)
)
=
(
J˙k(1,1)(0) + A˙
k(z) B˙k(z)
J˙k(2,1)(0) + C˙
k(z) J˙k(2,2)(0) + D˙
k(z)
)
ou` A˙k → A, B˙k → B, C˙k → C et D˙k → D pour la topologie C1 sur tout compact. Alors
Jk(z) :=
(
1
dk
I2 0
0 1√
dk
I2n
)
J˙k(δ−1k (z))
(
dkI2 0
0
√
dkI2n
)
=
(
J˙k(1,1) + A˙
k(δ−1k (z))
1√
dk
B˙k(δ−1k (z))√
dkJ˙
k
(2,1) +
√
dkC˙
k(δ−1k (z)) J˙
k
(2,2) + D˙
k(δ−1k (z))
)
.
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Comme δ−1k converge uniforme´ment vers 0 et que J˙
k converge uniforme´ment vers J sur
tout compact de R2n+2 , on obtient bien
J˙k(1,1) + A˙
k(δ−1k (z))→ J (1)st√
dkJ˙
k
(2,1) +
√
dkC˙
k(δ−1k (z))→ 0
J˙k(2,2) + D˙
k(δ−1k (z))→ J (n)st
sur tout compact de R2n+2 pour la topologie C1. Les matrices B˙k(z) et B(z) s’e´crivent
B˙k(z) =
n∑
j=1
(Bk2j−1xj +B
k
2jyj) +B
k
ǫ (z)
B(z) =
n∑
j=1
(B2j−1xj +B2jyj) +Bǫ(z)
ou` Bkj est une suite de matrices constantes de taille 2× (2n) qui converge vers Bj quand
k → +∞, Bkǫ → Bǫ pour la topologie C1 sur tout compact et Bkǫ = o(||z||) uniforme´ment
en k. On a donc
1√
dk
B˙k(δ−1k (z)) =
√
dk(B
k
1x1 +B
k
2y1) +
n∑
j=2
(Bk2j−1xj +B
k
2jyj) +
1√
dk
Bkǫ (dkz1,
√
dk
′z)
→
n∑
j=2
(B2j−1xj +B2jyj) quand k → +∞.
Finalement, Jk converge sur tout compact de R2n+2 pour la topologie C1 vers J˜ de´finie
par
J˜(z) =
(
J (1)st B˜( ′z)
0 J (n)st
)
ou` B˜( ′z) =
n∑
j=2
(B2j−1xj +B2jyj).

Lemme 4.14 [22] (D˜, J˜) et (D˜′, J˜ ′) sont des domaines mode`les.
Preuve
Il reste a` montrer que le domaine D˜ est strictement J˜-pseudoconvexe en 0. Posons r˜k =
ρ ◦ δ−1k et J˜k = δk∗J . De meˆme que pour r˙k et J˙k, la suite r˜k/dk converge vers r˜ a` l’ordre
2 pour la topologie compacte-ouverte, et J˜k converge vers J˜ pour la topologie C1 sur tout
compact de R2n+2. Par conse´quent, pour tout v :
LJ˜k0
(
r˜k
dk
)
(v) −−−−→
k→+∞
LJ˜0 r˜(v).
La forme de Levi e´tant invariante sous l’action d’applications pseudo-holomorphes, et les
δk e´tant (J, J˜
k)-holomorphes par construction de J˜k, il vient LJ0ρ(v) = LJ˜
k
0 r˜k(dδk(v)). Or
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J˜k(0) = Jst, donc tout vecteur tangent complexe au domaine de´fini par r˜k est de la forme
(0, v′) et dδk(v) = v/
√
dk. Pour un tel v,
LJ0ρ(v) = LJ˜
k
0 r˜k(dδk(v)) = LJ˜
k
0 r˜k(v/
√
dk) = LJ˜k0
(
r˜k
dk
)
(v).
En passant a` la limite, on en de´duit LJ˜0 r˜(v) > 0 pour tout v dans l’espace tangent com-
plexe a` D˜ en 0. 
Convergence de la suite (Fk)
Notons Q(0, α) = {(z0, ′z) ∈ C×Cn/ |z0| ≤ α, || ′z|| ≤
√
α} la pseudo-boule, et rappelons
le re´sultat suivant :
Lemme 4.15 Il existe α > 0 tel que pour tout k suffisamment grand, tout r ∈ [0; 1[ et
tout disque Jk-holomorphe h a` valeurs dans Dk ∩U ve´rifiant h(0) ∈ Q(0, α), il existe une
constante Cr ne de´pendant que de r telle que
h(∆r) ⊂ Q(0, Crα).
Preuve
On trouvera une de´monstration dans [15] dans le cas n=2, faisant intervenir des dilatations
anisotropes et une minoration de la me´trique de Kobayashi. Pour le cas n ≥ 2, nous
renvoyons a` [40]. Nous donnons ici une preuve dans le cas particulier de la structure
complexe standard et d’un domaine mode`le.
Il suffit de prouver que si h0 est un disque holomorphe a` valeurs dans le demi-disque
infe´rieur ∆− = {ζ ∈ ∆/ Re ζ < 0} et si |h0(0)| est assez petit, alors
h0(∆r) ⊂ ∆Crα. (4.3)
Si h = (h0,
′h) est a` valeurs dans un domaine mode`le, le lemme de Schwarz permet alors
de conclure puisque || ′h|| ≤ C√|h0|.
Pour prouver (4.3), conside´rons une repre´sentation conforme ψ : (∆−, 0) → (∆, 1).
On peut de plus imposer que ψ soit un C1-diffe´omorphisme pre`s de 0, par exemple en
choisissant ψ(ζ) = (ζ2 − 2ζ − 1)/(ζ2 + 2ζ − 1). Le lemme de Schwarz donne :
|ψ ◦ h0(ζ)− 1| ≤ |ψ(h0(0))− 1| · 1 + |ζ|
1− |ζ| .
Il existe alors un voisinage Ω de 0 ne de´pendant que du choix de ψ tel que, si h(0) ∈ Ω,
on ait |h0(ζ)| ≤ C1−|ζ| |h0(0)|, d’ou` la conclusion avec Cr = 1/(1− r). 
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A l’aide du lemme 4.15, on montre :
Lemme 4.16 La suite (Fk) posse`de une sous-suite convergeant a` l’ordre 1 pour la topo-
logie compacte-ouverte vers une application F˜ de´finie dans D˜, a` valeurs dans l’adhe´rence
de D˜′. De plus F˜ est (J˜ , J˜ ′)-holomorphe et fixe le point (−1, ′0).
Preuve
Soit K un compact inclus dans D˜ : pour k assez grand, K ⊂ D˜k.
Remarquons que pour obtenir l’existence d’une sous-suite convergeant a` l’ordre 1 pour
la topologie compacte-ouverte, il suffit de montrer que la suite (Fk) est borne´e en norme
C0 sur K. En effet, conside´rons un recouvrement de K par des bi-disques. Quitte a` res-
treindre l’ouvert U de de´part, J est assez proche de la structure standard. On peut donc
trouver, sur chaque bi-disque, deux feuilletages transverses par des disques J-holomorphes
(pour une petite perturbation de la structure standard, un tel feuilletage est une petite
perturbation du feuilletage par des droites complexes [45]). La restriction de Fk a` chacune
de ces courbes est uniforme´ment borne´e en norme C0, et les estime´es elliptiques entraˆınent
qu’elle est borne´e en norme C1 (voir [56]). Puisque les bornes obtenues ne de´pendent que
de Fk, elles sont uniformes par rapport aux courbes. Le principe de re´gularite´ se´pare´e
rappele´ dans la proposition 4.22 montre que la suite (Fk) est borne´e en norme C1 sur K.
Pour montrer que la suite (Fk) est borne´e en norme C0 sur K, on suit [40]. Pour tout
point p ∈ D˜, il existe un voisinage Up de p et une familleHp de disques pseudo-holomorphes
centre´s en p tels que Up ⊂
⋃
h∈Hp h(∆r(p)) (voir [17, 33, 36]). Par conse´quent, il existe un
recouvrement fini {Utj}j=0,...,m de K et des constantes associe´es r(tj) tels que t0 = (−1, ′0)
et Utj ∩ Utj+1 6= ∅. Posons r = max{r(tj)}.
Puisque δ′−1k ◦ Fk(−1, ′0) = (−d′k, ′0) ∈ Q(0, d′k), il vient δ′−1k ◦ Fk ◦ h(∆r) ⊂ Q(0, Crd′k)
pour tout h ∈ Ht0 et donc
δ′−1k ◦ Fk(Ut0) ⊂ Q(0, Crd′k).
Pour tout h ∈ Ht1 , il existe ω ∈ ∆r tel que h(ω) ∈ Ut0 ∩Ut1 . Le disque pseudo-holomorphe
g : ζ 7→ h
(
ζ + ω
1 + ω¯ζ
)
ve´rifie g(0) = h(ω) ∈ Q(0, Crd′k) et g(ω) = h(0), donc δ′−1k ◦ Fk(t1) ∈ Q(0, C2rd′k) et
δ′−1k ◦ Fk(Ut1) ⊂ Q(0, C2rd′k). Par induction, on a δ′−1k ◦ Fk(Utm) ⊂ Q(0, C2m+1r d′k), et fi-
nalement Fk(K) ⊂ δ′k(Q(0, CKd′k)) = Q(0, CK). Ainsi la famille (Fk) est uniforme´ment
borne´e sur K.
Pour tout compact K ⋐ D˜, la suite (Fk|K) posse`de donc une sous-suite convergeant
pour la topologie C1. Une exhaustion de D˜ par des compacts fournit alors une sous-suite
(Fk) convergeant a` l’ordre 1 pour la topologie compacte-ouverte : quitte a` re´indexer, on
suppose que la suite (Fk) converge a` l’ordre 1 pour la topologie compacte-ouverte vers une
application F˜ : D˜ → D˜′. En particulier, F˜ est de classe C1.
Par construction, on a pour tout k :
Fk(−1, ′0) = (−1, ′0) et dFk ◦ Jk = J˜ ′k ◦ dFk. (4.4)
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Puisque (Jk) et (J ′k) convergent respectivement vers J˜ et J˜ ′ pour la topologie C1 sur tout
compact, on obtient en passant a` la limite dans (4.4) que F˜ fixe le point (−1, ′0) et ve´rifie
la condition de (J˜ , J˜ ′)-holomorphie. 
4.2.2 Construction et proprie´te´s de la fonction G
Rappelons la notation H := {z ∈ Cn+1/ r(z) < 0}, ou` r(z) = Re z0 + || ′z||2. D’apre`s
la proposition 2.12, il existe des structures mode`les simples J et J ′ et des pseudo-
biholomorphismes Ψ : D˜ → H et Ψ′ : D˜′ → H fixant le point (−1, ′0), continus et
bijectifs jusqu’au bord. Posons G := Ψ′ ◦ F˜ ◦ Ψ−1 : par construction, G : H → H est
(J ,J ′)-holomorphe et fixe le point (−1, ′0).
Remarque 4.17 Vu la remarque 2.14, si la structure J (resp. J ′) est inte´grable, on peut
meˆme imposer que J (resp. J ′) soit la structure standard.
Conservation des distances au bord
Lemme 4.18 Pour tout borne´ K ⊂ H, il existe des constantes CK , C ′K > 0 telles que
pour tout p ∈ K,
CK ≤ dist (G(p), ∂H)
dist (p, ∂H)
≤ C ′K .
En particulier, G est a` valeurs dans H (et non H), et se prolonge en une application loca-
lement 1/2-ho¨lderienne jusqu’au bord, tel que G(∂H) ⊂ ∂H.
Preuve
La de´monstration de la proposition 4.7 donne deux constantes c, c′ > 0 telles que pour
tout p ∈ D,
|ρ′(F (p))| ≥ cdist (p, ∂D) et |ρ(p)| ≥ c′ dist (F (p), ∂D′).
Par construction, Fk = Λ
′
k ◦ F ◦ Λ−1k et par conse´quent, pour tout p ∈ Dk = Λk(D),
cdist (Λ−1k (p), ∂D) ≤ |ρ′ ◦ Λ′−1k (Fk(p))| = d′kτ ′k|r′k(Fk(p))|
c′ dist (F ◦ Λ−1k (p), ∂D′) ≤ |ρ ◦ Λ−1k (p)| = dkτk|rk(p)|.
(4.5)
Si q ∈ ∂D :
||Λ−1k (p)− q|| ≥
1
Max
D
||dφk|| × ||δ
−1
k (p− q∗)||
ou` q∗ = Λk(q) ∈ Λk(∂D) = ∂D˜k. Or pour z = (z0, . . . , zn) ∈ Cn+1,
||δ−1k (z)|| =

d2k|z0|2 + n∑
j=1
dk|zj |2

1/2 ≥ dk||z||
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pour k assez grand, et, finalement, dist (Λ−1k (p), ∂D) ≥
dk
Max
D
||dφk|| × dist (p, ∂D˜k). En
remplac¸ant dans (4.5), il vient :
ck dist (p, ∂D˜k) ≤ |r˜′k(Fk(p))| ou` ck = c
dk
d′kτ
′
kMax
D
||dφk||
c′k dist (Fk(p), ∂D˜
′
k) ≤ |r˜k(p)| ou` c′k = c′
d′k
dkτkMax
D
||dφ′k||
.
Toujours d’apre`s la proposition 4.7,
d′k
dk
= dist(F (pk),∂D
′)
dist(pk,∂D)
est compris entre deux constantes
strictement positives. Par suite, en passant a` la limite, il existe des constantes C,C ′ > 0
telles que pour tout p ∈ D˜ (et donc p ∈ D˜k de`s que k assez grand),
cdist (F˜ (p), ∂D˜′) ≤ |r˜(p)|
c′ dist (p, ∂D˜) ≤ |r˜′(F˜ (p))|. (4.6)
Composons par les diffe´omorphismes Ψ′ et Ψ−1 intervenant dans la de´finition de G.
Puisque, d’apre`s la remarque 2.13, r = r˜ ◦ Ψ−1 = r˜′ ◦ Ψ′−1, on obtient l’encadrement
voulu.
Le meˆme raisonnement que dans la section 4.1 donne le prolongement localement 1/2-
ho¨lderien au bord. 
Corollaire 4.19 En notant G = (G0,
′G) : Re (G0(t, ′0)) −−−−−−−−→
t∈R, t→−∞
−∞.
Preuve
Il suffit de montrer que r(G(t, ′0)) −−−−−−−−→
t∈R, t→−∞
−∞ : dans ce cas, si la suite (ReG0(tl, 0′))l
e´tait borne´e pour une certaine suite (tl)l de re´els tendant vers −∞, la suite (|| ′G(tl, ′0)||2)l
resterait borne´e puisque G est a` valeurs dans H, et donc r(G(tl,
′0)) aussi. De plus pour
tout t ∈ R−,
r(G(t, ′0)) = r˜′(F˜ (Ψ−1(t, ′0))) = r˜′(F˜ (t, ′0)) ≥ cdist ((t, ′0), ∂D˜)
vu la remarque 2.13 et (4.6).
Rappelons que l’e´quation de D˜ est 0 = Re z0 + P (
′z, ′¯z), ou` P est un polynoˆme re´el
homoge`ne de degre´ 2 : par conse´quent, il existe une constante γ > 0 telle que pour tout
′z ∈ Cn, |P ( ′z, ′¯z)| ≤ γ|| ′z||2. Montrons que pour t ≫ 1, dist ((t, ′0), ∂D˜) ≥
√
|t|
1+γ , ce qui
concluera la preuve. Soit donc z = (z0,
′z) ∈ Cn+1 ve´rifiant ||(t, ′0)− z|| <
√
|t|
1+γ . Alors
r˜(z) = Re z0 + P (
′z, ′¯z) = t+ (Re z0 − t) + (P ( ′z, ′¯z)− P ( ′0, ′0))
< t+
√
|t|
1 + γ
+ γ
|t|
1 + γ
< −|t|+ (1 + γ) |t|
1 + γ
= 0
de`s que |t|1+γ ≥ 1 : d’ou` z ∈ D˜, et dist ((t, ′0), ∂D˜) ≥
√
|t|
1+γ . 
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Etude du jacobien
Pour alle´ger les notations, on supposera de´sormais D˜ = D˜′ = H et Ψ = Ψ′ = id.
Lemme 4.20 Il existe des constantes 0 < α ≤ β <∞ telles que pour tout p ∈ H,
α|JacpG| ≤ lim inf
∣∣∣JacΛ−1k ◦δ−1k (p)F
∣∣∣ ≤ lim sup ∣∣∣JacΛ−1k ◦δ−1k (p)F
∣∣∣ ≤ β|JacpG|.
Preuve
Soit p ∈ H : pour k assez grand, p ∈ Dk et
d(Fk)p = d(δ
′
k) ◦ d(Λ′k) ◦ dFΛ−1k ◦δ−1k (p) ◦ dΛ
−1
k ◦ dδ−1k .
L’application δk est line´aire, et det δ
−1
k = d
n+1
k . L’application Λk est affine et converge vers
l’identite´, donc
JacΛ−1k ◦δ−1k (p)F = µkJacpFk, (4.7)
ou` µk ne de´pend que de k et µk ∼
k→+∞
(d′k/dk)
n+1. Or d’apre`s la proprie´te´ de conservation
de la distance pour F , le rapport d′k/dk reste borne´ entre deux constantes strictement
positives. Comme JacpFk = det(d(Fk)p) −−−−→
k→+∞
JacpG, on obtient le re´sultat voulu en
passant a` la limite dans (4.7). 
Lemme 4.21 Soit P = (pk)k une suite de points de D convergeant vers p∞ ∈ ∂D : alors
la suite (JacpkF )k est borne´e. De plus, si JacpkF →+∞ 0, alors pour toute suite (p
′
k)k de
points de D convergeant vers p∞, on a Jacp′kF →+∞ 0.
Preuve
Notons GP la fonction limite obtenue par la me´thode des dilations applique´e a` la suite P.
Le lemme 4.20 en p = (−1, ′0) ∈ H donne :
α|Jac(−1, ′0)GP | ≤ lim inf |JacpkF | ≤ lim sup |JacpkF | ≤ β|Jac(−1, ′0)GP |,
ce qui implique que la suite (JacpkF )k est borne´e.
Supposons que JacpkF → 0, et que (p′k)k converge aussi vers p∞. Soit λ une valeur
d’adhe´rence de (Jacp′kF ). Posons p
′′
2k = pk et p
′′
2k+1 = p
′
k : alors 0 et λ sont deux va-
leurs d’adhe´rence de (Jacp′′kF ). La me´thode des dilatations applique´e a` P ′′ = (p′′k) et le
lemme 4.20 en p = (−1, ′0) ∈ H donnent :
α′′|Jac(−1, ′0)GP
′′ | ≤ 0 ≤ |λ| ≤ β′′|Jac(−1, ′0)GP
′′ |,
ce qui force Jac(−1, ′0)GP
′′
= 0 et donc λ = 0. Ainsi Jacp′kF → 0. 
Lemme 4.22 Soit P = (pk) une suite de points de D convergeant vers p∞ ∈ ∂D. Le
jacobien de l’application G = GP ne s’annule pas dans H.
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Preuve
On peut supposer p∞ = 0.
• Montrons que si le jacobien de G s’annule en un point p ∈ H, il est identiquement nul.
La me´thode des dilatations applique´e a` P et le lemme 4.20 en p donnent une suite (p′′k),
ou` p′′k = Λ
−1
k ◦ δ−1k (p), telle que Jacp′′kF → 0.
Pour tout p′ ∈ H :
α|Jacp′G| ≤ lim inf
∣∣∣JacΛ−1k ◦δ−1k (p′)F
∣∣∣ ≤ lim sup ∣∣∣JacΛ−1k ◦δ−1k (p′)F
∣∣∣ ≤ β|Jacp′G|, (4.8)
donc Jacp′G = 0 si et seulement si JacΛ−1k ◦δ−1k (p′)F → 0. Vu le lemme 4.21, il suffit de
montrer que la suite (p′k) converge vers 0, avec p
′
k = Λ
−1
k ◦ δ−1k (p′). Or en coordonne´es
complexes, en notant aj =
∂ρ
∂zj
(p˙k) et p
′ = (z0, . . . , zn) :
Λ−1k ◦ δ−1k (p′) = t

a¯0dkz0 − n∑
j=1
aj
√
dkzj , a¯1dkz0 + a0
√
dkz1, . . . , a¯ndkz0 + a0
√
dkzn


−−−−→
k→+∞
0,
d’ou` le re´sultat.
• Supposons par l’absurde que le jacobien de G est identiquement nul.
Puisque J (0) = Jst, le lemme 3.4, applique´ a` la fonction r˜ donne un voisinage U de 0, une
constante δ > 0 et une fonction ϕ continue sur U ∩H, strictement J-plurisousharmonique
sur U ∩H, tels que :
∀z ∈ U ∩H, ϕ(z) < −δ||z||2.
Pour ε > 0, on note Hε := {z ∈ U ∩H/ ϕ(z) > −ε}. L’ouvert U e´tant un voisinage de 0,
il existe ε > 0 tel que B(0,
√
ε/δ) ⊂ U . Pour un tel ε, on a Hε ⊂ U . En effet, Hε ⊂ U ,
et si (zk)k est une suite d’e´le´ments de H
ε convergeant vers z ∈ U ∩H, alors ϕ(zk) > −ε,
donc ||zk||2 < ε/δ et ||z|| ≤
√
ε/δ.
Soit r0 le rang maximal de dG sur U ∩H : par hypothe`se, r0 ≤ 2n+ 1 (et meˆme r0 ≤ 2n
puisque G est pseudo-holomorphe). On sait e´galement (lemme 4.18) que G(U∩H) ⊂ U∩H,
et G : H → H est continue et envoie le bord dans le bord : G n’est donc pas constante sur
U ∩H, et r0 > 0.
Le meˆme raisonnement que dans la de´monstration du lemme 4.3 montre qu’il existe un
point q ∈ G(U ∩ H) tel que N := G−1({q}) soit une sous-varie´te´ presque complexe de
dimension 2n + 2 − r0 de U ∩ H. La fonction continue ϕ atteint son maximum sur le
compact N ∩Hε en un point p0. Deux cas sont possibles :
* soit p0 ∈ N ∩Hε : N ∩Hε e´tant un ouvert de N , il existe un disque pseudo-holomorphe
h, a` valeurs dans N ∩Hε, centre´ en p0 et tel que ∂h∂x(0) 6= 0 [45]. Le meˆme raisonnement
que dans la de´monstration du lemme 4.3 ame`ne une contradiction.
* soit p0 ∈ N ∩ ∂Hε : la fonction ϕ e´tant continue,
∂Hε = (U ∩ ∂H) ∪ {z ∈ U ∩H/ ϕ(z) = −ε}.
D’apre`s la proprie´te´ de conservation des distances pour l’application G, N n’intersecte pas
∂H, donc ne´cessairement ϕ(p0) = −ε : ainsi Max
N∩Hε
ϕ = −ε. Par de´finition de Hε, la fonction
ϕ est constante e´gale a` −ε sur N ∩Hε, ce qui contredit la stricte plurisousharmonicite´.
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Calcul de ∂G0∂z0
Lemme 4.23 Pour tout z ∈ H, ∂G0
∂z0
(z) = 1.
Preuve
Remarquons d’abord que d’apre`s le lemme 4.22, la structure J est inte´grable si et seule-
ment si J ′ est inte´grable.
• Premier cas : J et J ′ sont inte´grables. Vu la remarque 4.17, on se rame`ne alors au cas
J = J ′ = Jst. L’application G : H → H est donc holomorphe (au sens standard), et se
prolonge continuement au bord d’apre`s le lemme 4.18. Soit Φ le biholomorphisme (au sens
standard) de H sur la boule unite´ B de Cn+1 de´fini par
Φ(z0,
′z) 7→
(
z0 + 1
z0 − 1 ,
1
1− z0
′z
)
,
qui se prolonge en un home´omorphisme encore note´ Φ : H → B en posant Φ(∞) = (1, ′0)
et Φ−1(1, ′0) =∞.
Conside´rons G˜ = Φ ◦ G ◦ Φ−1 : B → B. C’est une application holomorphe de la boule
dans la boule et continue sur B ∪ S∗, ou` S∗ := ∂B \ {(1, ′0)}. De plus, G˜(S∗) ⊂ ∂B.
D’apre`s [51] (proposition 2.3), une telle application est un automorphisme de la boule.
Par construction, G˜(0) = 0, et pour tout u ∈ [0; 1[ :
G˜(u, ′0) = Φ ◦G
(
u+ 1
u− 1 ,
′0
)
=
(
Z0 + 1
Z0 − 1 ,
√
1
1− Z0
′Z
)
ou` l’on a pose´ G(u+1u−1 ,
′0) = (Z0, ′Z). D’apre`s le corollaire 4.19, si u tend vers 1−, alors la
partie re´elle de Z0 tend vers −∞ et donc
Re
Z0 + 1
Z0 − 1 = 1 +
2(X0 − 1)
(X0 − 1)2 + Y 20
→ 1.
Puisque Φ est a` valeurs dans la boule unite´, on en de´duit G˜(u, ′0) −−−−−−−−→
u∈[0;1[, u→1
(1, ′0). Par
conse´quent (voir [13] p. 467), G˜0 ≡ id et
∀z ∈ H, G0(z0, ′z) = z0.
• Second cas : J et J ′ sont non-inte´grables.
Dans ce cas, on a vu en (2.5) que G s’e´crit
G(z0,
′z) = (cz0 + f1( ′z) + if2( ′z), ′G( ′z)),
ou` c est une constante re´elle non nulle, et f1 et f2 sont a` valeurs re´elles. En particulier,
a` ′z ∈ Cn fixe´, la fonction G e´tant continue jusqu’au bord et envoyant ∂H dans ∂H, on a
pour tout z0 :
Re z0 + || ′z||2 = 0 =⇒ cRe (z0) + f1( ′z) + || ′G( ′z)||2 = 0,
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donc f1(
′z) = c|| ′z||2 − || ′G( ′z)||2, et f1( ′0) = || ′G( ′0)||2. Ainsi
(−1, ′0) = G(−1, ′0) = (−c+ f1( ′0) + if2( ′0), ′G( ′0)) =⇒
{ ′G( ′0) = ′0
c = 1.
Par conse´quent, pour tout z ∈ H, ∂G
∂z0
(z) = 1. 
4.2.3 Application a` l’e´tude du comportement au bord
Les diffe´rentes proprie´te´s de G e´tablies pre´ce´demment permettent d’obtenir des infor-
mations supple´mentaires sur F ; notamment, le lemme 4.22 implique qu’il n’existe pas de
suite (pk) de points de D convergeant vers un point du bord et telle que JacpkF → 0.
The´ore`me 4.24 Soit D et D′ deux domaines borne´s strictement pseudoconvexes de
varie´te´s presque complexes (M,J) et (M ′, J ′) oriente´es de dimension 2n, de´finis respecti-
vement par ρ < 0 et ρ′ < 0 ou` ρ et ρ′ sont deux fonctions strictement plurisousharmoniques
de classe C2.
Si F est une application pseudo-holomorphe propre de D dans D′, alors lim inf
p→∂D
|JacpF | > 0.
En particulier, l’ensemble des points critiques de F est un compact inclus dans D.
Ainsi, hors d’un compact, l’application F est un biholomorphisme local : pour la re´gularite´
au bord, il suffit donc de raisonner sur le cas bihoholomorphe. Par ailleurs, des estimations
fines de la me´trique de Kobayashi donnent le comportement asymptotique pre´cis de la
diffe´rentielle selon la direction ([15], proposition 3.5). Commenc¸ons par fixer les notations.
On reprend la pre´sentation faite dans la section 4.1 de [22]. Conside´rons
vj := (∂ρ/∂x0)∂/∂xj − (∂ρ/∂xj)∂/∂x0 pour j = 1, . . . , n
et v0 := (∂ρ/∂x0)∂/∂y0 − (∂ρ/∂y0)∂/∂x0.
Quitte a` restreindre le voisinage U de 0 sur lequel on travaille, les champs de vecteurs de´finis
parXj = vj−iJvj , 1 ≤ j ≤ n, forment une base de l’espace tangent complexe a` {ρ = ρ(z)}
en tout point z ∈ U . De plus, en posant X0 = v0− iJv0, la famille X = (X0, X1, . . . , Xn)
forme une base de champs de vecteurs (1, 0) sur U . De meˆme, on construit une base
X ′ = (X ′0, X ′1, . . . , X ′n) de champs de vecteurs (1, 0) sur U ′ telle que (X ′1(w), . . . , X ′n(w))
de´finisse une base de l’espace tangent complexe a` {ρ′ = ρ′(w)} en tout w ∈ U ′. Notons
A(pk) la matrice de l’application dFpk dans les bases X(pk) et X
′(F (pk)).
Proposition 4.25 [15] La matrice A(pk) ve´rifie les estimations suivantes :
A(pk) =
(
O1,1(1) O1,n(dist (pk, ∂D)
1/2)
On,1(dist (pk, ∂D)
−1/2) On,n(1)
)
.
Remarque 4.26 Le comportement asymptotique de A(pk) de´pend uniquement de la dis-
tance de pk au bord du domaine, et non du choix de la suite (pk)k.
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Dans le cas d’un biholomorphisme, on en de´duit imme´diatement une estimation iden-
tique pour (dFpk)
−1 = d(F−1)F (pk). Dans notre cas, le controˆle de la matrice inverse repose
sur la proposition 4.25 et le controˆle du jacobien.
Proposition 4.27 La matrice A(pk) est inversible, et son inverse ve´rifie les estimations
suivantes :
A(pk)
−1 =
(
O1,1(1) O1,n(dist (pk, ∂D)
1/2)
On,1(dist (pk, ∂D)
−1/2) On,n(1)
)
.
Preuve
La formule A−1 =
1
JacF
× tcomA, combine´e avec le lemme 4.21 et le the´ore`me 4.24,
montre qu’il suffit d’obtenir les estimations souhaite´es pour la matrice B := tcomA. Le
de´terminant extrait de A intervenant dans le coefficient Bi,j se calcule en de´veloppant par
rapport a` la 0-ie`me ligne et/ou la 0-ie`me colonne de A, ce qui donne le re´sultat graˆce a`
la proposition 4.25. 
Le lemme 4.23 permet d’obtenir, exactement comme dans [22], proposition 4.5, des
informations supple´mentaires sur le coefficient (0, 0) de la matrice A(pk). Remarquons
d’abord que les bases X et X ′, et donc la matrice A(pk), de´pendent de la renormalisation
par la condition J(p∞) = Jst : on notera donc A(p∞, pk) au lieu de A(pk).
Proposition 4.28 Le coefficient (0, 0) de la matrice A ve´rifie les proprie´te´s suivantes :
– tout point d’adhe´rence de la fonction z 7→ A0,0(p, z) est re´el quand z tend vers
p ∈ ∂D ;
– pour z ∈ D, soit p ∈ ∂D re´alisant la distance de z au bord du domaine. Il existe une
constante A > 0, inde´pendante de z ∈ D, telle que |A(0,0)(p, z)| ≥ A.
Le the´ore`me 4.24 et les propositions 4.27 et 4.28 permettent d’appliquer tels quels les
arguments de la de´monstration du the´ore`me 0.1 de [22].
The´ore`me 4.29 Soit D et D′ deux domaines borne´s strictement pseudoconvexes de
varie´te´s presque complexes (M,J) et (M ′, J ′) oriente´es de dimension 2n, de´finis respecti-
vement par ρ < 0 et ρ′ < 0 ou` ρ et ρ′ sont deux fonctions strictement plurisousharmoniques
de classe C2. Toute application pseudo-holomorphe propre de D dans D′ se prolonge en
une application de classe C1 de D dans D′.
4.3 Re´gularite´ supe´rieure et estimation au bord
On se place sous les hypothe`ses du the´ore`me 4.30. Pre`s du bord, puisque F est un
biholomorphisme local, la structure J ′ est de´finie par J ′q = dFq ◦J ◦ (dFq)−1, qu’on notera
F∗J . Appliquons la proposition 3.21 a` N = N∗M et N ′ = N∗M ′ (qui sont munies de
structures presque complexes de classe respectivement Ck+α−1 et Ck′+α′−1) pour l’appli-
cation (F, t(dF )−1) : on obtient que cette application est localement de classe Cs−1, ou`
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s = min (k − 1 + α/2, k′ + α′/2), et
||(F, t(dF )−1)||Cs−1(D¯) ≤ c(s)||(F, t(dF )−1)||∞

1 + c′√
λJ
′
N ′

 .
En particulier F est de classe Cs, et
||F ||Cs−1(D¯) ≤ c(s)||(F, t(dF )−1)||∞

1 + c′√
λJ
′
N ′

 .
Finalement :
The´ore`me 4.30 Soit k, k′ ≥ 1 des entiers et 0 < α,α′ < 1, (M,J) une varie´te´ Ck,α-
presque complexe et (M ′, J ′) une varie´te´ Ck′,α′-presque complexe. On suppose M et M ′
oriente´es, de dimension 2n, et soit D (resp. D′) un domaine borne´ strictement pseudo-
convexe de M (resp. M ′) de´fini par ρ < 0 (resp. ρ′ < 0) ou` ρ et ρ′ sont deux fonctions
strictement plurisousharmoniques de classe Ck+1,α et Ck′+1,α′.
Toute application pseudo-holomorphe propre de D dans D′ se prolonge en une application
de classe Cs de D¯ dans D¯′, ou`
s = min (k − 1 + α/2, k′ + α′/2).
De plus,
||F ||Cs−1(D¯) ≤ c(s)||(F, t(dF )−1)||∞

1 + c′√
λF∗JN∗M ′

 .
Chapitre 5
Perspectives
Suite aux travaux mene´s dans cette the`se, nous proposons quelques pistes de recherche
susceptibles d’en constituer un prolongement naturel.
La premie`re ide´e est bien entendu d’e´tendre les re´sultats du premier chapitre au cas
presque complexe. Adapter la me´thode de parame´trisation des disques re´guliers a` de pe-
tites de´formations de la structure standard (voir [14]) conduirait a` des proprie´te´s d’unicite´
sur les pseudo-biholomorphismes. L’emploi de la me´thode des dilatations pour les espaces
source et but a par ailleurs de bonnes chances de donner des re´sultats d’unicite´ sous des
hypothe`ses plus larges que celles exige´es ici.
Concernant l’e´tude des applications pseudo-holomorphes propres entre deux domaines
borne´s strictement pseudoconvexesD etD′, on peut s’attendre a` ce que d’autres proprie´te´s
connues en complexe restent vraies en presque complexe. Ainsi, on sait qu’en complexe une
telle application est ouverte. Cette proprie´te´ lie´e a` la rigidite´ de la condition d’holomorphie,
et qui donne directement la surjectivite´ de l’application, permettrait e´galement vu la
densite´ des valeurs re´gulie`res de prouver que l’image re´ciproque de tout point est finie, de
cardinal infe´rieur ou e´gal au degre´ de l’application. On peut envisager une de´monstration
utilisant les disques pseudo-holomorphes, et penser que le caracte`re ouvert reste stable par
petites perturbations de la structure standard.
Il est e´galement inte´ressant de chercher a` obtenir davantage de renseignements sur
le lieu Crit des points critiques. On sait de´ja` que le jacobien reste loin de 0 hors d’un
compact. Les re´sultats connus en complexe laissent espe´rer mieux : si D′ est simplement
connexe, ou si D = D′, l’application est-elle ne´cessairement un biholomorphisme ? Une
premie`re e´tape consiste a` e´tudier la structure de Crit. Il paraˆıt peu problable de pouvoir
affirmer, comme dans le cas standard, que c’est une hypersurface (ou l’ensemble vide), l’un
des principaux obstacles e´tant l’absence de notion d’ensemble analytique. Un objectif plus
re´aliste serait de montrer que le compact Crit est une re´union de disques analytiques, et
donc vide par les meˆmes arguments que ceux intervenant dans le chapitre 4.
Quelques pistes moins nettes. On peut bien suˆr chercher a` ame´liorer la re´gularite´ ob-
tenue pour le prolongement au bord (ou a` montrer que celle-ci est maximale !). Rappelons
que, dans le cas standard, ou` les structures complexes sont constantes, la re´gularite´ Cr−1/2
est optimale pour des domaines a` bord de classe Cr (voir l’exemple construit par Hurumov,
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cite´ dans [50]). Les preuves donne´es dans cette the`se s’adaptent imme´diatement au cas ou`
les structures presque complexes sont de classe C∞, et les bords des domaines de classe
Cr : on obtient alors que le prolongement est de classe Cr−1. La perte de re´gularite´ lorsque
l’on de´duit la re´gularite´ de l’application de celle le long des disques est due a` l’emploi d’un
principe de re´gularite´ se´pare´e [59], e´tape qui semble difficilement contournable. Il s’agi-
rait donc plutoˆt d’affiner la re´gularite´ elliptique des disques attache´s a` une sous-varie´te´
totalement re´elle. On peut aussi prendre en compte de fac¸on plus pre´cise la re´gularite´ des
varie´te´s, en introduisant la classe Sk de´finie dans [42].
D’autre part, nous avons travaille´ sur des domaines D et D′ posse´dant des fonctions
de´finissantes ρ et ρ′ globalement strictement plurisousharmoniques. En re´alite´, l’hypothe`se
de stricte plurisousharmonicite´ globale est superflue pour la fonction ρ′. En ce qui concerne
ρ, elle intervient dans la preuve de la proprie´te´ de conservation des distances au bord. Il
est naturel de se demander si l’on peut supprimer cette hypothe`se, et s’il suffit de supposer
D simplement strictement pseudoconvexe, voire pseudoconvexe de type fini.
Enfin, une direction de travail tre`s prometteuse concerne le caracte`re δ-hyperbolique
au sens de Gromov des domaines strictement pseudoconvexes munis de la me´trique de
Kobayashi. Dans le cas complexe, la preuve de Z. Balogh et M. Bonk [2] repose sur la
connaissance d’un e´quivalent pour la me´trique de Kobayashi au bord [43]. La difficulte´
est d’obtenir un tel e´quivalent en presque complexe. L’encadrement donne´ dans [21, 15]
s’ave`re suffisamment pre´cis en termes d’informations sur le comportement de la me´trique
selon les directions, mais les constantes ne sont pas optimales. Les constantes explicites
obtenues dans le chapitre 3 pourraient donner l’e´quivalent voulu.
Il semble par ailleurs possible d’adapter la preuve de [2] en partant seulement de
l’encadrement de´ja` connu de la me´trique de Kobayashi. Pour cela, nous avons besoin
de montrer que la pseudo-me´trique sur D construite a` partir de la me´trique induite sur
∂D par la forme de Levi est en fait une me´trique, quasi-isome´trique a` la me´trique de
Kobayashi. Remarquons que, de nouveau, les hypothe`ses topologiques sur le bord du
domaine (connexite´, existence d’une fonction strictement plurisousharmonique globale,...)
jouent un roˆle important. La δ-hyperbolicite´ redonnerait que les applications holomorphes
propres, en tant que quasi-isome´tries, se prolongent continuˆment jusqu’au bord.
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Re´sume´. Dans cette the`se, on s’inte´resse a` une famille particulie`re de disques ana-
lytiques attache´s a` une sous-varie´te´ : les disques re´guliers, introduits par L. Lempert en
1981 comme les ge´ode´siques pour la me´trique de Kobayashi. Ces disques sont invariants
sous l’action des biholomorphismes, et leurs proprie´te´s au bord sont intimement lie´es
a` la ge´ome´trie de la varie´te´ a` laquelle ils sont attache´s. L’e´tude des disques analytiques
re´guliers apparaˆıt particulie`rement pertinente lorsque l’on s’inte´resse au comportement des
applications (pseudo-)holomorphes au bord d’un domaine. Dans le premier chapitre, nous
obtenons une parame´trisation explicite des disques re´guliers attache´s a` diffe´rents types
d’hypersurfaces re´elles non-de´ge´ne´re´es de Cn. Plus pre´cise´ment, nous montrons qu’un
tel disque h est entie`rement de´termine´ par h′(0), ainsi que par h(1). Cela donne une
repre´sentation circulaire locale de l’hypersurface par le biais de l’application de Riemann
h(1) 7→ h′(0), et des proprie´te´s d’unicite´ pour les biholomorphismes. La suite de cette
the`se est consacre´e a` l’e´tude, dans le cadre presque complexe, du comportement au bord
d’une application pseudo-holomorphe propre F entre deux domaines strictement pseudo-
convexes. Ce proble`me a e´te´ largement traite´ dans le cas standard, mais les arguments
utilise´s (holomorphie du jacobien, analyticite´...) ne se ge´ne´ralisent pas en presque com-
plexe. Nous commenc¸ons par montrer que le lieu des points critiques de F reste loin du
bord, l’outil essentiel e´tant la me´thode de dilatation des coordonne´es (introduite en com-
plexe par S. Pinchuk). Nous en de´duisons que F se prolonge au bord, et nous e´tablissons le
lien entre la re´gularite´ du prolongement et la re´gularite´ des structures presque complexes.
Nous donnons e´galement des estimations explicites des normes ho¨lderiennes, a` partir d’es-
timations pour les disques attache´s a` une sous-varie´te´ totalement re´elle.
Abstract. In this thesis, we are interested in a special family of analytic discs at-
tached to a submanifold : the regular discs. They have been introduced by L. Lempert
in 1981 as geodesics for the Kobayashi metric. They are invariant under the action of
biholomorphisms, and their boundary properties are strongly related to the geometry of
the manifold to which they are attached. The study of regular analytic discs is particu-
larly helpful in understanding the boundary behaviour of (pseudo-)holomorphic maps. In
the first chapter, we obtain an explicit parametrization of the regular discs attached to
different types of non-degenerate real hypersurfaces in Cn. More precisely, we prove that
such a disc h is entirely determined by h′(0), and also by h(1). This yields a local circular
representation of the hypersurface by means of the Riemann map h(1) 7→ h′(0). We also
get some uniqueness properties of the biholomorphisms. The sequel of this thesis is devoted
to the problem, in the almost complex situation, of extending up to the boundary a pro-
per pseudo-holomorphic map F defined between two strictly pseudoconvex domains. This
problem has been widely studied in the standard case, but the arguments (holomorphy of
the Jacobian, analyticity...) cannot be used in the almost complex case. We first prove that
the set of all critical points of F is far from the boundary of the domain. The key-point is
the scaling method, introduced by S. Pinchuk. We then deduce that F extends up to the
boundary, and we establish the link between the Ho¨lderian regularity of the extension and
the regularity of the almost complex structures. We also give some explicit estimates of
the Ho¨lderian norms, using estimates for the discs attached to a totally real submanifold.
Mots cle´s : Application de Riemann, Disques analytiques, Domaines strictement pseudo-
convexes, Re´gularite´ au bord, Varie´te´s presque complexes.
Classification mathe´matique : 32A40, 32H35, 32H40, 32Q45, 32Q60, 32Q65,
32T15, 32U05, 32V40, 53C15.
