In this paper we investigate the problem of order batching for picker routing. Our approach is applicable to warehouses (storage areas) arranged in the standard rectangular grid layout, so with parallel aisles and two or more cross-aisles. The motivation underlying our work is online grocery shopping in which orders may be composed of dozens of items. The approach presented directly addresses order batching, but uses a distance approximation to influence the batching of orders without directly addressing the routing problem.
Introduction
To illustrate the order batching and picker routing problem consider the example warehouse shown in Figure 1 . In that figure we show a (small) warehouse with four aisles running North↔South. For ease of discussion we shall use compass directions (North, South, East, West) as also shown in Figure 1 .
The aisles shown are connected by cross-aisles running West↔East. So for example the first aisle contains edges (1, 5), (5, 9), (9, 13), (13, 17 ) and the first cross-aisle contains edges (1, 2), (2, 3), (3, 4) . Figure 1 contains four aisles and five cross-aisles. Figure 1 illustrates the standard warehouse rectangular grid layout that is very common, with parallel aisles and two or more cross-aisles set at right-angles to these aisles. 1 arXiv:1808.00499v1 [math.OC] 1 Aug 2018
As a picker with a trolley traverses an edge in an aisle they can pick products required for the orders assigned to their trolley from the racks/shelves on either side of the aisle, these racks/shelves being shown as small squares in Figure 1 . Note here that products are only picked in aisle edges, no products are picked in cross-aisle edges.
In our example warehouse the origin from which empty trolleys start, and to which trolleys filled with products that have been picked return, is shown in the top-left hand corner of the warehouse. The warehouse structure contains a number of blocks. The first block consists of aisle edges (1, 5), (2, 6), (3, 7), (4, 8) ; the second block consists of aisle edges (5, 9), (6, 10), (7, 11), (8, 12) ; etc. Figure 1 contains four blocks. We refer to a single aisle edge as a subaisle, so for example edge (5, 9) is a subaisle. Given a set of trolleys, each with known capacity, and a set of orders for products (whose locations in the warehouse where they can be picked are known) the order batching and picker routing problem is:
• to batch (assign) all orders to a set of trolleys, so as to respect individual trolley capacities; and
• to route each picker/trolley so as to minimise the distance travelled by that trolley as the products required for the orders so assigned are collected.
The order batching decision should be made so as to minimise the subsequent total routing distance travelled over all the trolleys used.
Previous work, Valle et al. [2017] , has indicated that it is now computationally feasible to optimally route an individual trolley for relatively large problems. In this paper therefore we focus on order batching. The approach presented directly addresses order batching, but uses a distance approximation to influence the batching of orders without directly addressing the routing problem. We present a formulation that decides the orders to be batched together so as to optimise an objective that approximates the picker routing distance travelled. Once order batching has been decided we optimally route each individual picker/trolley using Valle et al. [2017] .
The situation considered in this paper is often referred to in the literature as a picker-to-parts system, where a picker travels (typically with a trolley) along aisles in a warehouse to retrieve products. As noted in [De Koster et al., 2007 , Marchet et al., 2015 , Van Gils et al., 2018b such systems are widely used and are believed to constitute a significant majority of all order picking systems.
The structure of this paper is as follows. In Section 2 we review the literature on the order batching and picker routing problem considered. In Section 3 we present our basic formulation which decides the orders to be batched together so as to optimise an objective that approximates the picker routing distance travelled. In Section 4 we extend our formulation by improving the cross-aisle distance approximation for cases where we have more than one block in the warehouse. We also extend the aisle distance approximation and present constraints to remove symmetry in order to lessen the computational effort required. We also discuss in that section some relevant computational considerations. Section 5 presents our computational results for the publicly available test problems we examined. Finally in Section 6 we present our conclusions.
Literature review
There is an extensive literature on the problems of order batching and picking. An early survey relating to different picking strategies was presented by De Koster et al. [2007] , where order picking was shown to be a critical activity. In this paper we deal with batch picking, where a picker collects all of the products for one or more orders. A very comprehensive state of the art classification and review of picking systems has recently been presented by Van Gils et al. [2018b] . They identify 41 papers in the literature concerned with order batching. It is clearly of little utility to repeat their work in this paper. As a consequence therefore we, in this section, just discuss work that is either additional to that considered in Van Gils et al. [2018b] , or is of especial relevance to the approach we adopt. Lu et al. [2016] presented a paper dealing with the situation where the pick-list assigned to a picker is changed (updated) during the picking operation. Computational results were presented for test problems for warehouse configurations involving just a single block. Boysen et al. [2017] considered a mobile rack warehouse, where the racks on which products are stored need to be moved to create one or more aisles down which pickers can travel. In situations such as these the time to move the racks to create the aisles must be considered. They discussed both exact and heuristic approaches and presented a heuristic based on simulated annealing. Computational results were presented for randomly generated test problems for warehouse configurations involving just a single block. Chabot et al. [2017] presented a paper that deals with order picking when there are weight, fragility and category constraints. They presented two formulations for the problem as well as five heuristic algorithms. Computational results were presented for randomly generated test problems for warehouse configurations involving just a single block. Hong and Kim [2017] considered order batching and picker routing where pickers use Sshaped routes. In routes of this kind (De Koster et al. [1999 , 2007 , Hall [1993] ) the routing rule which applies is that any aisle in which any product is picked must be traversed in its entirety. So an aisle involving picking is either completely traversed North→South from the first crossaisle to the last cross-aisle, or completely traversed South→North from the last cross-aisle to the first cross-aisle. The only exception to this rule is the last aisle visited before the trolley returns to the origin. Reversal is allowed in this last aisle if it aids in reducing the distance travelled. Their paper builds on their previous work (Hong et al. [2012] ) and involves predefining S-shaped routes. Computational results were presented for a warehouse with six aisles and a single block. Menendez et al. [2017a] presented a variable neighbourhood search heuristic for order batching where each order has a specified due date. They aim to batch orders and route the batches so as to minimise total tardiness. Picker routing was done using the combined strategy given by Roodbergen and de Koster [2001] . Computational results were presented for a large number of test problems for warehouse configurations involving just a single block. Menendez et al. [2017b] presented a two-stage variable neighbourhood search heuristic for order batching where picker routing was done using an approach based on a modification of the combined strategy given by Roodbergen and de Koster [2001] . Computational results were presented for a large number of test problems for warehouse configurations involving just a single block. Menendez et al. [2017c] presented both sequential and parallel variable neighbourhood search algorithms for order batching so as to attempt to minimise the length of the longest picker route. They categorise the problem as a min-max order batching problem, which has been previously considered in the literature by Gademann et al. [2001] . Picker routing was done using both the combined strategy given by Roodbergen and de Koster [2001] and the dynamic programing approach of Ratliff and Rosenthal [1983] . Computational results were presented for a large number of test problems for warehouse configurations involving just a single block. Valle et al. [2017] presented a formulation for jointly deciding order batching and picker routing so as to minimise the total distance travelled. Their formulation is arc based, so they explicitly distinguish between North→South and South→North traversals in each aisle and West→East and East→West traversals in each cross-aisle. As well as introducing a number of valid inequalities based on their arc formulation they deal with subtours via an exponential number of connectivity constraints which are introduced as required in a branch-and-cut fashion Rinaldi, 1987, 1991] . In terms of the routes adopted by pickers they considered both reversal, where pickers can reverse direction after traversing only part of one or more subaisles, and no-reversal, where pickers can only reverse direction at the end of a subaisle. Although, clearly, allowing routes involving reversal may involve less distance than no-reversal routing they consider that routes with no-reversal may be easier to implement in practice, as they may seem more logical and intuitive for human pickers. In addition, as they demonstrate with their approach, finding no-reversal routes may be easier computationally. Computational results were presented for a number of publicly available test problems.
Van Gils et al. [2018a] presented a paper examining the relationship between storage, batching, zoning and picking using real-world data for a large warehouse in Belgium comprising 16 aisles and two blocks. They used full factorial analysis of variance to investigate a number of hypotheses. De Santis et al. [2018] presented an algorithm for picker routing based upon ant colony optimisation [Dorigo et al., 1996] in conjunction with a shortest path algorithm based on [Floyd, 1962 , Warshall, 1962 . Computational results were presented for test problems involving up to ten aisles and four blocks Zulj et al. [2018] presented a heuristic based on adaptive large neighbourhood search and tabu search for the order batching problem. Pickers were routed using the S-shape route strategy and the largest gap routing strategy [De Koster et al., 1999 , 2007 , Hall, 1993 . Computational results were presented for a large number of test problems for warehouse configurations involving just a single block.
3 Basic formulation
In this section we present our basic formulation based on deciding the orders to be batched together so as to optimise an objective that approximates the picker routing distance travelled. In this formulation we do not attempt to construct any routing of the trolleys, rather we approximate the distance they travel. In this way we aim to get a good assignment of orders to pickers/trolleys such that we can later optimally route each trolley individually using previous work [Valle et al., 2017] presented in the literature.
Notation
Let W A be the number of aisles and W B be the number of blocks. Let the origin representing the starting and return point for trolleys be labelled 0. We assume without significant loss of generality that this origin is located at the top left corner of the grid layout, as in Figure 1 .
Let the vertices in the first cross-aisle be labelled 1, 2, . . . , W A in a West→East direction, the vertices in the second cross-aisle are labelled W A +1, W A +2, . . . , 2W A in a West→East direction, etc. Let E a be the set of the edges in aisle a, a = 1, . . . , W A , so that
. Let E be the complete set of aisle edges (so E = a=1,...,W A E a ). Note here that we adopt an edge formulation, so we do not distinguish between a trolley traversing an aisle edge (i, j) in a North→South or a South→North direction. Similarly we do not distinguish between a trolley traversing a cross-aisle edge (i, j) in a West→East or an East→West direction. Let the distance between any two adjacent vertices i and j in the grid layout be d ij . Since we are dealing with a grid layout we can reasonably assume that this distance metric is symmetric, i.e.
Let O be the set of orders that must be collected. Each order o ∈ O is comprised of a set of products P o all of which have to be collected by any trolley to which that order is assigned. Let P be the complete set of products involved in the complete set of orders, so that P = o∈O P o . Let Q(p) be the set of aisle edges (i, j) ∈ E such that it is possible to collect product p (p ∈ P ) by traversing any of the edges in Q(p). If |Q(p)| = 1 then there is a single unique edge in E where it is possible to pick product p. If |Q(p)| ≥ 2 then there are two or more edges in E where it is possible to pick product p.
Let T be the number of trolleys which are available to pick the orders. In the formulation presented below we are not forced to use all T trolleys and so we may use less than T trolleys if it is desirable in terms of the distance travelled. Let B be the number of baskets that a trolley can carry and let b o be the known number of baskets needed to carry order o ∈ O. We assume that a basket will only contain products from a single order, even if it is partially empty, i.e. it is not possible to put products from different orders into the same basket.
Our formulation involves a significant number of decision variables, as below, let:
• z ot = 1 if trolley t picks order o ∈ O, zero otherwise
is traversed by trolley t, zero otherwise
• α t = 1 if trolley t is used to pick at least one order, zero otherwise
• β 1ta = 1 if the first edge in aisle a in block 1, so edge (a, a + W A ), is traversed by trolley t, zero otherwise
• γ F 1 ta = 1 if trolley t is used and aisle a is the lowest indexed aisle visited by trolley t in block 1, zero otherwise
• γ L1 ta = 1 if trolley t is used and aisle a is the highest indexed aisle visited by trolley t in block 1, zero otherwise
(≥ 0) be the contribution to the distance approximation objective function from trolley t traversing cross-aisles
Formulation
Our basic formulation is therefore:
(1) subject to:
(i,j)∈Q(p)
6
In Equation (1) the term (i,j)∈E d ij x tij captures the distance travelled in aisle edges by trolley t. The term
captures the distance associated with trolley t travelling from the origin to the first cross-aisle and back. This is the distance associated with trolley t travelling from the origin to the aisle associated with a γ F 1 ta value of one, and then travelling back to the origin from the aisle associated with a γ L1 ta value of one. Since we can arbitrarily set a direction for the trolley route (as we assume distance is symmetric) this is a valid expression. The term D W E t captures the distance travelled in cross-aisles by trolley t. Equation (2) ensures that each order is assigned to a trolley. Equation (3) ensures that an order cannot be assigned to a trolley unless that trolley is used, whilst Equation (4) ensures that a trolley is not used if no order is assigned to it. Equation (5) ensures that the orders assigned to any trolley t cannot exceed its effective capacity Bα t . Equation (6) ensures that no edge (i, j) can be traversed by trolley t unless that trolley is used (so α t = 1). Equation (7) ensures that the trolley is not used if no edges are traversed by it.
Equation (8) sets β 1ta equal to the value of the appropriate edge in block 1. Clearly this constraint could be eliminated by algebraic substitution but we have introduced the β 1ta variables here to be consistent with the extension to the formulation that we present later below.
Equations (9)- (11) relate to the definition of the γ F 1 ta variables. Recall here that, as defined above, the γ F 1 ta variables are zero-one variables that are 1 if trolley t is used and aisle a is the lowest indexed aisle visited by that trolley in the first block (block 1). Equation (9) ensures that only one aisle can be picked as the first aisle (lowest indexed aisle) in the first block if trolley t is used. If the trolley is not used then this constraint ensures that the γ F 1 ta variables (a = 1, . . . , W A ) are all zero. Equation (10) ensures that an aisle cannot be picked as the first aisle if the first edge in the aisle is not used by trolley t. Equation (11) ensures that γ F 1 ta is forced to be one if and only if the first edge in aisle a in block 1 is used by trolley t and no aisles to the West of aisle a (so with index e < a) have an edge in the block 1 that is used.
Equations (12)- (14) relate to the definition of the γ L1 ta variables. The logic underlying these constraints is similar to that for Equations (9)-(11) above. Equation (12) ensures that only one aisle can be picked as the last aisle (highest indexed aisle) in the first block if trolley t is used. If the trolley is not used then this constraint ensures that the γ L1 ta variables (a = 1, . . . , W A ) are all zero. Equation (13) ensures that an aisle cannot be picked as the last aisle if the first edge in the aisle is not used by trolley t. Equation (14) ensures that γ F 1 ta is forced to be one if and only if the first edge in aisle a in block 1 is used by trolley t and no aisles to the East of aisle a (so with index e > a) have an edge in the block 1 that is used.
Equation (15) ensures that if order o is assigned to trolley t, so z ot = 1, then for all products p contained in order o the trolley traverses at least one edge in Q(p) where it is possible to collect product p. Note here that we do not directly decide the edge where we collect product p (if there is more than one edge where the product can be collected, i.e. if |Q(p)| ≥ 2). Rather we ensure that at least one such edge is traversed. As Equation (5) ensures that we cannot assign more orders to a trolley than we have available capacity we automatically know that given an order assigned to a trolley it is feasible to pick any product p in that order from any one of the edges in Q(p) traversed.
Equation (16) 
, the contribution to the distance approximation objective function from trolley t traversing cross-aisles. Here we approximate this by assuming that the trolley travels (in cross-aisles) from the first aisle used in block 1 (which is given by γ F 1 ta ) to the last aisle used in block 1 (which is given by γ L1 ta ). The logic underlying Equation (16) is that from Equations (9) and (12), and assuming that trolley t is used, only one of the γ F 1 ta values can be one (the rest being zero) and only one of the γ L1 ta values can be one (the rest being zero). So in Equation (16) the term
ta captures the cross-aisle distance 7 from vertex one to the first aisle used in block 1. The term
ta captures the crossaisle distance from vertex one to the last aisle used in block 1. The difference therefore,
, captures the cross-aisle distance between these two aisles in block 1. If the trolley is not used then D W E t will be zero. In Equation (16) we have assumed that the cross-aisle distances are such that all cross-aisles distances between any two adjacent aisles are the same. For example considering aisle 1 and aisle 2 we have
. However although we require that all cross-aisles distances between any two adjacent aisles are the same the entire set of cross-aisle distances need be equal. For example the cross-aisle distance between aisles 1 and 2 could be different from the cross-aisle distance between aisles 2 and 3, etc.
Clearly Equation (16) could be eliminated by algebraic substitution, but we have introduced the D W E t variables here for ease of discussion with regard to the extension to the formulation that we present later below. Equations (17)- (20) are the integrality constraints.
A common feature to solutions involving the routing of pickers/trolleys is trolley reversal in an aisle. By this we mean that a trolley might proceed (say North→South) part of the way down a subaisle, but then reverses direction and goes back in the subaisle to the cross-aisle vertex from which it came. A special case of the problem therefore is the no-reversal case, where a trolley is not allowed to reverse in a subaisle (however it can reverse at cross-aisle vertices).
With respect to the distance approximation given in this paper then, when we find the solution to the problem as defined by Equations (1)- (20), the optimal solution value will (given reasonable assumptions as to the distance metric) constitute a lower bound on the optimal solution to the problem of jointly deciding order batching and picker routing so as to minimise the total distance travelled when we have no-reversal. If reversal is allowed then the solution value is not necessarily a lower bound on the optimal solution to the problem of jointly deciding order batching and picker routing so as to minimise the total distance travelled.
The basic formulation presented above is especially relevant when we have just one block. This is because it accurately captures in Equation (16) the West→East distance in cross-aisles between the first aisle visited in the block and the last aisle visited in the block. Note here that restricting attention to just one block is a situation which is commonly considered in the literature, e.g. Boysen et al. [2017] , Chabot et al. [2017] , De Koster and van der Poort [1998] , De Koster et al. [1999] , Gademann et al. [2001] , Gademann and Van De Velde [2005] , Hong et al. [2012] , Hong and Kim [2017] , Lu et al. [2016] , Menendez et al. [2017a,b,c] , Petersen II [1997] , Rao and Adil [2013] , Zulj et al. [2018] .
However, in this paper, we wish to consider the general situation where warehouses have more than one block. This is necessary given that the motivation underlying our work is online grocery shopping where orders may be composed of dozens of items. The picking locations for online grocery shopping almost always have more than one block (either in publicly accessible or dark stores). It is possible to extend the formulation given above to deal with more than one block and this, along with other relevant extensions to the formulation, is considered below.
Extending the formulation
In this section we extend the basic formulation presented above. We first extend the formulation by improving the cross-aisle distance approximation for cases where we have more than one block in the warehouse. We then extend the formulation by improving the aisle distance approximation. Constraints are presented to remove symmetry in order to lessen the computational effort required. We also discuss some relevant computational considerations. 
Improving the cross-aisle distance approximation
In the basic formulation presented above the cross-aisle distance approximation D W E t was defined in Equation (16) as being the cross-aisle distance between the first aisle used in block 1 and the last aisle used in block 1. Now considering Figure 1 suppose that this first aisle in block 1 is aisle 2 and this last aisle in block 1 is aisle 3. It could be that a trolley, in collecting products for the orders assigned to it, also traverses an edge in aisle 1, but in some block b ≥ 2, e.g. edge (9, 13) in block 3. This would entail additional cross-aisle distance in moving from aisle 2 in block 1 to aisle 1 in block 3 that is not currently accounted for in Equation (16). We can however improve our expression for D W E t to account for this in the manner indicated below. In the general case we are seeking the first aisle used in any block b ≥ 2. If that is to the West of the first aisle used in block 1 then we have an additional cross-aisle contribution to add to D W E t . A complication here however is that a trolley may only visit edges in block 1 and never visit any edges in a higher block, and this needs to be allowed for.
Define G 1 as the set of aisle edges in block 1, so
. Let α t = 1 if trolley t visits some block b ≥ 2, zero otherwise. Then the constraints relating this variable to the variables that we had previously above are:
Equation (21) ensures thatα t is zero if trolley t is not used at all. Equation (22) ensures thatα t is one if any edge in any block b ≥ 2 is used. Equation (22) ensures thatα t is zero if no edge in any block b ≥ 2 is used. Equations (22) and (23) are equivalent to Equations (6) and (7) but particularised to blocks b ≥ 2.
Let β 2ta = 1 if aisle a is visited by trolley t in one or more of the blocks b ≥ 2, zero otherwise. Let γ F 2 ta = 1 if aisle a is the lowest indexed aisle visited by trolley t when considering all blocks b ≥ 2, zero otherwise. Then the constraints relating to these variables are:
Equation (24) ensures that the β 2ta variables are all zero if the trolley is not used in blocks b ≥ 2. Equation (25) ensures that β 2ta is set to one if any edge in aisle a and some block b ≥ 2 is traversed by trolley t. Equations (26)- (28) are equivalent to Equations (9)-(11) previously presented and explained above, but particularised to blocks b ≥ 2.
Now if the lowest indexed aisle visited in blocks b ≥ 2 is West of the lowest index aisle visited in block 1 we automatically know that we can add an additional component to the crossaisle distance approximation comprising twice the cross-aisle distance between these two aisles. For example if in Figure 1 the lowest indexed aisle visited in block 1 is aisle 2, but the lowest indexed aisle visited in any block b ≥ 2 is aisle 1 then from aisle 2 in block 1 we need to use cross-aisles to get to aisle 1, but then come back again to aisle 2. Introduce z F t ≥ 0 as the additional contribution to the distance approximation from this extra cross-aisle distance for trolley t. Then we have:
In Equation (29) the summation term represents the cross-aisle distance between the lowest indexed aisles, namely the aisles associated with γ F 1 ta and γ F 2 ta being one. The difference
will only be positive when either the lowest indexed aisle visited in blocks b ≥ 2 is West of the lowest index aisle visited in block 1, or the trolley only visits block 1 and never visits any block b ≥ 2. For this reason we include the term −2d 1,W A (1 −α t ) to ensure that if the trolley never visits any block b ≥ 2 (soα t = 0) the right-hand side of Equation (29) is ≤ 0. Noting that we have a minimisation objective it is therefore valid to add z F t to the right-hand side of Equation (16) which defines the cross-aisle contribution D W E t to the distance approximation associated with trolley t.
Above we have discussed the case where the lowest indexed aisle visited in blocks b ≥ 2 is West of the lowest index aisle visited in block 1. However an analogous situation occurs when the highest indexed aisle visited in blocks b ≥ 2 is East of the highest indexed aisle visited in block 1, so in this case we can also add an additional contribution to the cross-aisle distance approximation.
Proceeding in a very similar fashion as above let γ L2 ta = 1 if aisle a is the highest indexed aisle visited by trolley t when considering all blocks b ≥ 2, zero otherwise. Then we have the constraints:
Equations (30)- (32) are equivalent equations to Equations (12)- (14) previously presented and explained above, but particularised to blocks b ≥ 2. Introducing z L t ≥ 0 as the further additional contribution to the distance approximation from this extra cross-aisle distance for trolley t we have:
We can therefore replace Equation (16) by
4.2 Improving the aisle distance approximation
In our formulation we have a single zero-one variable x tij associated with each aisle edge. As such we do not distinguish between the edge being traversed in a North→South direction or in a South→North direction. However it is clear that for each block the number of edges traversed North→South must equal the number of edges traversed South→North (in order for the trolley to return to the origin). If we have an edge which is traversed by the trolley in both directions, i.e. North→South and South→North, then the contribution to the distance approximation made by the term d ij x tij in Equation (1) will be an underestimate, since we will only be counting the edge distance once and not twice. Suppose that we have an odd number of edges traversed in a block. Then we know that each edge cannot be traversed just once, as that would not enable the trolley to return to the origin. To ensure that we traverse an even number of edges then there may be an additional traversal. For example either one of the chosen edges in the block could be traversed twice, or one of the currently unused edges in the block traversed once. Alternatively to ensure that we traverse an even number of edges there may be one less traversal of some currently traversed edge.
Define 
Now the number of edges involved in the solution associated with trolley t in block b is
x tij . Introduce general integer variables w tb where 0 ≤ w tb ≤ W A /2 , then we have:
Equation (35) ensures that if the number of edges traversed in block b by a trolley t is odd then y tb will be one. We can therefore add the term W B b=1 D b y tb for trolley t to the objective function, Equation (1), to give the new objective as:
Here as y tb is involved in the minimisation objective it will be zero unless the number of edges traversing the block is odd in which case the only way to satisfy the equality constraint, Equation (35), is to set y tb to one given that the w tb variables are general integer variables.
Symmetry
In our formulation we have T trolleys, each with identical capacity. The consequence of this is that there are T ! solutions of equal (optimal) value, consisting of exactly the same sets of orders for each trolley, but where we simply permute the trolleys assigned to each such set.
In order to help eliminate symmetry, and hence potentially lessen the computational effort required to solve the problem, we can impose the following constraints:
Equation (37) enforces the condition that the first order must be assigned to the first trolley, the second order either to trolley one or to trolley two, the third order to one of the first three trolleys, etc. Equation (38) follows as a logical consequence of Equation (37).
Although symmetry breaking constraints of the form shown in Equations (37) and (38) have been seen previously in the literature it is possible to generate stronger symmetry breaking constraints.
Considering each order o in turn we can break symmetry by seeking a solution such that order o is assigned to trolley t if order o has not been assigned to a lower indexed trolley, i.e. if t−1 r=1 z or = 0 and trolley t is completely free to assign order o to as none of the previous orders 1, 2, . . . , o − 1 have been assigned to trolley t, i.e. if o−1 q=1 z qt = 0. The constraint that breaks symmetry in this fashion is:
To illustrate Equation (39) suppose o = 4 and t = 3. Then the constraint becomes z 43 ≥ 1 − z 41 − z 42 − z 13 − z 23 − z 33 . In other words order 4 must be assigned to trolley 3 if order 4 has not already been assigned to trolleys 1 or 2 and none of orders 1,2,3 have been assigned to trolley 3.
The logic behind this symmetry breaking constraint is that it is possible to relabel the trolleys in the optimal allocation of orders to trolleys to satisfy Equation (39). This can be done as follows. Label the trolley to which order 1 is assigned trolley 1. Now consider the remaining trolleys and label the trolley which contains the lowest indexed order trolley 2. Now consider the remaining trolleys and label the trolley which contains the lowest indexed order trolley 3, etc.
This relabelling will satisfy Equation (39) since trolley t in this relabelling will contain an order o such that no lower indexed orders 1, 2, . . . , o − 1 are in trolley t and order o has not been assigned to a lower indexed trolley.
As far as we are aware symmetry breaking constraint Equation (39) has not appeared previously in the literature.
Clearly to make best computational use of the symmetry breaking constraints presented above we need to index the set of orders O appropriately. In the computational results reported later below we indexed the orders by sorting them into decreasing b o order, ties broken by sorting them into decreasing | p∈Po Q(p)| order. So here the orders are indexed in decreasing order of the number of baskets required, ties broken by decreasing order of the number of edges involved in the order.
Computational considerations
There are a number of computational issues concerned with our formulation that are worthwhile highlighting here. These are considered below.
Redundant constraints
The number of constraints associated with Equation (15) can be reduced by eliminating redundant constraints. For each z ot term on the right-hand side of that constraint it is possible that some of the sets of edges considered on the left-hand side are dominated.
For example, with reference to Figure 1 , suppose that we have two products in some order o such that the first of these products can be picked from edge (2, 6), i.e. picked from just one subaisle, and the other product can be picked from edges (2, 6), (7, 11), i.e. picked from two subaisles. Then it is clear that if this order is assigned to trolley t it must traverse edge (2, 6) to collect the first product, in which case that edge can also supply the second product and as a consequence the constraint relating to collection of the second product in Equation (15) involving edges (2, 6), (7, 11) is redundant.
Eliminating redundant constraints for order o ∈ O is trivial using the following algorithm. Iteratively consider each p ∈ P o in turn and if there exists another product q ∈ P o (q = p) such that Q(q) ⊆ Q(p) then remove product p from P o . This removal is valid as both products p and q are in the same order and product q has a set of edges which are a subset of the set of edges associated with product p. Hence the constraint (Equation (15)) relating to product p is redundant as a trolley visiting an edge to pick product q can automatically pick product p using the same edge.
Zero-one variables
Our formulation contains a significant number of zero-one variables. However detailed consideration of the constraints involved reveals that provided the variables z ot and x tij are declared as zero-one, and the variables w tb are declared as general integer variables, then all other zero-one variables will be naturally integer in the optimal solution to the problem if they are declared as continuous variables lying between zero and one. For the avoidance of doubt the variables currently specified as zero-one in the discussion above that can be taken as continuous variables lying between zero and one are: α t , β 1ta , γ F 1 ta , γ L1 ta ,α t , β 2ta , γ F 2 ta , γ L2 ta and y tb . Essentially we are saying here that the key zero-one variables are related to the assignment of orders to trolleys and the assignment of edges to trolleys. The key general integer variables relate to the number of edges used in a block. The other variables, whilst necessary, flow from the values given to those key variables. This is useful as it enables the solver we used [CPLEX Optimizer, 2018 ] to focus on these key integer variables in its branch and bound search tree. These other variables, being declared as continuous variables, will not be branched on.
Summary
As we have presented a considerable number of variables and constraints above it is worthwhile to summarise here. Our distance approximation formulation is to optimise Equation (36) subject to Equations (2)- (15), (21)- (35),(37)-(39). In this formulation the variables z ot and x tij are declared as zero-one (binary variables) and the variables w tb are declared as general integer variables, where 0 ≤ w tb ≤ W A /2 . The variables D W E t , z F t and z L t are declared as nonnegative continuous variables and the variables α t , β 1ta , γ F 1 ta , γ L1 ta ,α t , β 2ta , γ F 2 ta , γ L2 ta and y tb are declared as continuous variables lying between zero and one.
Solving our formulation yields an allocation of orders to trolleys based on minimising our distance approximation. The picker/trolley routing needed to give a true routing distance can be accomplished either heuristically or optimally. Once orders have been assigned to trolleys then each individual picker/trolley is independent of all others and can be routed separately. In the computational work presented below we used an optimal routing approach based on previous work [Valle et al., 2017] .
Computational results
In this section we present computational results for our distance approximation. We first discuss the test problems that we used and then go on to present computational results for our distance approximation when we have more than one block in the warehouse configuration. We also present results for single block test problems.
For both the multiple and single block cases we consider no-reversal routing, where pickers/trolleys can only reverse direction at the end of a subaisle as well as reversal routing, where pickers/trolleys can reverse direction after traversing only part of one or more subaisles.
We used an Intel Xeon 2.40GHz with 32GB of RAM and Linux as the operating system.
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The code was written in C++ and Cplex 12.8 [CPLEX Optimizer, 2018] was used as the mixedinteger solver.
Test problems
In order to examine the performance of our distance approximation formulation we used the same publicly available test problems as used previously in the branch-and-cut approach of Valle et al. [2017] . These test problems were based on MySQL Foodmart Database [2008] so as to represent a realistic supermarket shopping environment and are appropriate test problems given that the motivation underlying our work is online grocery shopping. A key advantage of using those publicly available test problems in this paper is that for many of them we know from Valle et al. [2017] the optimal joint batching and routing solution. Hence we are able to make a computational comparison between the results of our approach and those optimal values. A full description of these test problems is given in Valle et al. [2017] and, for space reasons, will not be repeated here.
The test problems considered, as detailed in Valle et al. [2017] , are for warehouse configurations involving more than one block. As noted previously above restricting attention to just one block is a situation which is commonly considered in the literature, e.g. Boysen et al. [2017] , Chabot et al. [2017] , Gademann et al. [2001] Menendez et al. [2017a,b,c] , Petersen II [1997] , Rao and Adil [2013] , Zulj et al. [2018] .
Hence in order to examine the performance of our distance approximation approach when we have just a single block we generated test problems for warehouse configurations involving just one block. 1 Table 1 shows the optimal (or best known) solutions for the test problems examined. In that table the parameter ∆ relates to the labelling of the different test problems in Valle et al. [2017] ; |O| is the total number of orders in each test problem and T(s) denotes the total computation time in seconds when the problems are solved using the approach in Valle et al. [2017] . Here a solution value in brackets indicates that the problem terminated at the time limit imposed (6 CPU hours, 21600 seconds) without proving optimality, and the value shown corresponds to the value of the best feasible solution known at time limit.
The values shown in Table 1 , both for multiple and single block problems, have been computed using the approach given in Valle et al. [2017] . However, by comparison with the work presented in Valle et al. [2017] for multiple blocks, these results are with a more up-to-date version of Cplex (version 12.8) and too include the new symmetry constraints presented above (Equations (39)).
It is worth emphasising here the distinct differences between the previous approach presented in Valle et al. [2017] , that produces the results shown in Table 1 , and the distance approximation approach presented in this paper. These differences are:
• The approach in Valle et al. [2017] is a branch-and-cut approach where cuts (valid inequalities) are added as appropriate during the search tree. The approach presented in this paper is a straight forward branch and bound approach where no cuts are added at any stage during the search tree.
• The approach in Valle et al. [2017] jointly solves the order batching and routing problem, so that it explicitly decides simultaneously both the batching of orders and the routes to Table 1 : Optimal or best known solutions for the test problems: optimal joint batching and routing 15 be adopted so as to optimise over both problems (order batching and routing) directly. To achieve this it makes use of an arc based formulation.
• The approach presented in this paper is an edge based formulation that directly addresses order batching, but uses a distance approximation to influence the batching of orders without directly addressing the routing problem. The advantage of this is that, as will become apparent below, problems can be solved computationally much faster than the times shown in Table 1 . Table 2 shows results for the our distance approximation approach when applied to multiple block test problems. In that table we show for each test problem the total computation time in seconds to solve our distance approximation formulation to proven optimality. The optimal distance approximation solution value is shown, as well as the value of the lower bound at the root node of the search tree, so before Cplex commences branching. We also show the total number of tree nodes. The final six columns in the table show the results from routing the batching as given by the distance approximation. In those columns we show the time taken (in seconds) for routing, the distance associated with the routing solution, and the percentage deviation from the optimal (or best-known) routing solution as given in Table 1 . This percentage deviation is calculated as 100(Routing distance in Table 2 -Routing distance in Table 1 )/(Routing distance in Table 1 ). Values are shown both for no-reversal routing and for reversal routing.
Multiple block test problems
Recall, here that, as discussed above, solving our formulation yields an allocation of orders to trolleys based on minimising our distance approximation. Once orders have been assigned to trolleys then each individual picker/trolley is independent of all others and can be routed separately. The picker/trolley routing needed to give a true routing distance can be accomplished either heuristically or optimally. In the results presented in Table 2 we used an optimal routing approach based on previous work [Valle et al., 2017] . So the associated columns in that table show the total time in seconds need to optimally route all pickers/trolleys and the solution value obtained.
To illustrate the results consider the test problem in Table 2 with ∆ = 5 and |O| = 20. Our distance approximation formulation was solved to proven optimality in 1.4 seconds, with the optimal solution being 945.9. This required 1479 tree nodes where the initial root node lower bound was 581.9. Given the order batching as decided by our distance approximation then routing of all pickers required 0.2 seconds for routing where no-reversal was enforced, with the associated routing distance being 946.9. The associated percentage deviation is zero as the (no-reversal) solution value given in Table 1 for this test problem is also 946.9. Routing of all pickers required 1.5 seconds for routing where reversal was allowed, with the associated routing distance being 924.4. The associated percentage deviation is calculated using the value of 870.4 taken from Table 1 giving 100(924.4 − 870.4)/870.4 = 6.20%.
Considering Table 2 the key issues are the quality of the final routing obtained and the computation time required (as compared with the values seen in Table 1 , which is based on Valle et al. [2017] ).
For no-reversal routing (where pickers/trolleys can only reverse direction at the end of a subaisle) we can see that for a significant number of test problems we obtain the same solution as in Table 1 (as indicated by a percentage deviation of zero). For some of the larger problems that are not solved to proven optimality in Table 1 Table 2 is 292.0 seconds to solve the distance approximation, and a further 0.2 seconds for routing, so a total of 292.2 seconds. By comparison the average computation time for no-reversal routing in Table 1 is 2858.1 seconds. So for the test problems examined the distance approximation approach presented in this paper requires only 100(292.2/2858.1) = 10.2% of the time required by Valle et al. [2017] , but gives very slightly better quality solutions when considering no-reversal routing.
With respect to reversal routing (where pickers/trolleys can reverse direction after traversing only part of one or more subaisles) it is clear from the distance approximation developed above that at no stage did we attempt to account for reversal in a subaisle. For this reason we would expect the quality of the routing to be poorer than for the no-reversal case. However there may be computational advantages in using our distance approximation approach to batch orders for reversal routing.
Considering Table 2 we can see that the percentage deviations values are worse than for no-reversal routing. Over all the test problems considered the average percentage deviation for reversal routing was 1.88%. The average computation time was 292.0+2.5=294.5 seconds. This compares with an average computation time in Table 1 of 4117.0 seconds. So for the test problems examined the distance approximation approach presented in this paper requires only 100(294.5/4117.0) = 7.2% of the time required by Valle et al. [2017] , but gives solutions on average 1.88% worse when considering reversal routing. Obviously there is a value judgement to be made here as to whether the significantly lower computation time outweighs the slightly longer routing distance. Table 3 gives the results for the single block test problems. This table has the same format as Table 2 . As for Table 2 the key issues with respect to Table 3 are the quality of the final routing obtained and the computation time required (as compared with the values seen in Table 1 , which is based on Valle et al. [2017] ).
Single block test problems
For no-reversal routing with a single block we can see from Table 3 that for all of the test problems we obtain the same solution as in Table 1 (as indicated by a percentage deviation of zero). However the computation time required is significantly less. For no-reversal routing the average computation time in Table 3 is 0.5+0.2=0.7 seconds. By comparison the average computation time for no-reversal routing in Table 1 is 2807.0 seconds, so a factor of approximately 4000 times more.
Considering Table 3 then over all the test problems considered the average percentage deviation for reversal routing was 2.34%. The average computation time was 0.5+1.2=1.7 seconds. By comparison the average computation time for reversal routing in Table 1 is 3740.9 seconds, so a factor of approximately 2200 times more. So here, as before for reversal routing with multiple blocks, there is a value judgement to be made as to whether the much lower computation time outweighs the slightly longer routing distance.
Distance approximation quality
Above we have focused on comparing the results obtained with those in Table 1 , which is based on the branch-and-cut approach presented in Valle et al. [2017] . However a further issue of interest is the quality of our distance approximation. In other words how close are the values of the optimal distance approximation solution and the routing solution based on the order batching given by the distance approximation. To examine this issue we computed, from Table 2 and Table 3 , the average value of 100(Routing solution value -Optimal distance approximation value)/(Optimal distance approximation value). For Table 2 the average value for this measure was 0.03% for no-reversal routing and -4.33% for reversal routing. For Table 3 the average value for this measure was 0% for no-reversal routing and -2.66% for reversal routing.
Hence we can conclude here that for no-reversal routing (for the test problems examined) our distance approximation very closely approximates the underlying routing distance. This is important as it indicates that any algorithm aiming to minimise our distance approximation will, by default, also minimise the underlying routing distance that results from the batching decided.
For reversal routing the negative values obtained indicate that (as we might reasonably expect) our distance approximation over-estimates the routing distance when reversal is allowed. However, as the computation time comparison above between Table 1 and Tables 2,3 indicated, there may well be computational advantages in adopting a distance approximation to guide order batching so as to lessen the computational effort as compared to trying to achieve optimal joint batching and routing, especially as problem size increases.
Symmetry
To illustrate the importance of imposing our new symmetry breaking constraint (Equation (39)) we solved all the test problems considered in this paper, but without imposing that constraint. For space reasons however we only report summary results here. Table 4 shows the results for the branch-and-cut approach of Valle et al. [2017] both with Equation (39) (as Table 1 ) and without Equation (39). In that table we show for each value of ∆ the number of problems unsolved at time limit (6 CPU hours), as well as the average time (in seconds). In general we can say that not imposing Equation (39) worsens the results, in particular for no-reversal routing. Table 5 shows the same information as Table 4 , but for the distance approximation approach presented in this paper. The symmetry breaking results in Table 5 are taken from Table 2  and Table 3 . Again we can see that not including Equation (39) has a significant effect on computation time, especially here for the multiple blocks case.
Conclusions
In this paper we dealt with the problem of order batching for picker routing. We presented an approach that directly addressed order batching, but which used a distance approximation to influence the batching of orders without directly addressing the routing problem.
We presented a basic formulation based on deciding the orders to be batched together so as to optimise an objective that approximates the picker routing distance travelled (both the distance travelled within aisles and the distance travelled within cross-aisles). We then extended our formulation for cases where we have more than one block in the warehouse. We presented constraints to remove symmetry in order to lessen the computational effort required. Once order batching had been decided we optimally routed each individual picker.
Publicly available test problems involving up to 30 orders were solved to proven optimality. We considered both single and multiple block warehouse configurations. Our results indicate that our distance approximation approach yields very good estimates of the underlying routing distance, and hence very good assignments of orders to batches. 
