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Öz 
Elektroensefalografi beyindeki elektriksel akımın ölçülmesi ile elde edilen sinyallerdir. Bu sinyallerin sınıflandırılması 
özellikle beyin sinyalleri ile ilgili rahatsızlıkların teşhis, tanı ve tedavisine katkı sağladığı için önemlidir. Bu çalışmada bu 
alanda epilepsi hastalığının tanısı için en çok kullanılan veri kümesi olan Bonn Üniversitesi veri kümesi kullanılmıştır. Beş 
farklı denekten alınan sinyallerden oluşan bu veri kümesinden anlamlı sonuçlar elde edebilmek için öncelikle veri temizleme, 
öznitelik çıkarma ve öznitelik seçme yöntemleri kullanılmıştır. Daha sonra bu yöntemler sınıflandırma başarısına katkıları 
açısından kıyaslanmıştır. İlk olarak filtrelenen veriden Ayrık Dalgacık Dönüşümü metodu ile istatistiksel özellikler çıkarılmış, 
ardından Diferansiyel Evrim Algoritması kullanılarak en iyi sınıflandırma sonucunu veren öznitelik alt kümesi seçilmiştir. 
Seçilen özniteliklere sahip veri kümesinin sınıflandırma başarısı Destek Vektör Makineleri ile test edilmiştir. Kullanılan 
yöntem ile bazı sınıfların ayrılmasında literatürdeki benzer çalışmalardan daha iyi sonuçlar elde edilmiştir. Bazı ikili ve üçlü 
kümelerin sınıflandırılmasında sırasıyla 0,98 ve 0,94 doğruluk oranları elde edilmiştir. 




Electroencephalography signals are obtained by measuring the electrical current in the brain. The classification of these signals 
are especially important, as they contribute to the diagnosis, and treatment of disorders related to brain signals. In this study, 
the data set of the University of Bonn, which is the most widely used data set for the diagnosis of epilepsy, was used in this 
field. In order to obtain meaningful results from this data set consisting of signals from five different subjects, firstly, data 
filtering, feature extraction and feature selection methods have been used first. Later, these methods were then compared in 
terms of their contribution to classification success. First, statistical properties were extracted from the filtered data by the 
Discrete Wavelet Transform method, and then the subset of the features that gave the best classification result was selected 
using the Differential Evolution Algorithm. The classification success of the data set with the selected features has been tested 
with the Support Vector Machines. With the method used, better results were obtained than similar studies in separating some 
classes. In the classification of some double and triple sets, accuracy rates of 0.98 and 0.94, respectively, were obtained. 
Keywords: Electroencephalography signal analysis, Differential Evolution Algorithm, Feature Extraction,Feature Selection. 
 
I. GİRİŞ 
Beyin çalışması esnasında elektriksel akım üretmektedir. Beyin Bilgisayar Arayüzü (BBA) ile beyinde üretilen 
elektriksel akım ölçülebilir ve bilgisayarlar tarafından yorumlanabilir. BBA sayesinde felçli dolayısıyla kas 
hareketlerini sağlayamayan kişilerin yaşamlarını kolaylaştırabilecek araçlar geliştirilebilmektedir. 
 
Elektroensefalogram (EEG), beyindeki elektriksel akımın oluşturduğu sinyallerin kişinin kafasına bağlanan 
elektrotlar yardımıyla bilgisayar ortamı gibi sayısal bir ekrana aktarılmasıyla elde edilen bir BBA türüdür. EEG 
kullanılarak geliştirilen çeşitli cihazlarla kişinin zihinsel elektrik akımı ölçülmektedir. Ölçülen bu akımla o anda 
gerçekleştirilmek istenen hareket tespit edilmektedir. Bu tespitle birlikte mekanik kol, mekanik ayak gibi insan 
yaşamını kolaylaştıran aletler üretilebilmektedir. 
 
EEG aynı zamanda kişinin nörolojik yapısının anlaşılması ile ilgili bilgiler de içermektedir. EEG verisi 
kullanılarak kişinin uyku bozukluğuna sahip olup olmadığı belirlenebilmekte, psikolojik rahatsızlıklarının ve 
epilepsi gibi beyin kaynaklı hastalıklarının tanı ve tedavisi yapılabilmektedir.  
 
Bu çalışmada EEG sinyallerinin sınıflandırma başarısını arttırabilmek için Bonn Üniversitesi’nin veri kümesi [1] 
kullanılmıştır. Bu veri kümesinde 5 adet denekten alınmış veriler bulunmaktadır. Farklı fiziksel özelliklere sahip 
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bu deneklerden elde edilen sinyaller farklı sınıflara ait 
veri kümesini oluşturmaktadır. Sağlıklı denekten 
gözleri açık iken kayıt edilen EEG verisi A sınıfını, 
sağlıklı ancak gözleri kapalı olan denekten alınan 
sinyaller B sınıfını oluşturmaktadır. Epilepsi hastası 
olduğu bilinen ancak nöbet halinde olmayan iki farklı 
denekten alınan veriler de C ve D sınıfını 
oluşturmaktadır. C ve D sınıfının farklılığı EEG 
sinyalleri okunurken elektrotların kafada takıldıkları 
alanın farklı olmasıdır. Son olarak epilepsi nöbeti 
geçiren kişiden alınan sinyaller E sınıfını 
oluşturmaktadır. Bu veri kümesine öncelikle öznitelik 
çıkarım yöntemleri, ardından öznitelik seçim 
yöntemleri uygulanmıştır. Bu yöntemler sonucu boyutu 
küçültülen veri kümesi sınıflandırıcı yardımıyla 
sınıflandırılmış ve başarı oranı ölçülmüştür. 
 
Literatürde EEG sinyallerinin sınıflandırılması üzerine 
birçok bilimsel çalışma görülmektedir. Bu çalışmalarda 
en yaygın olarak tercih edilen veri kümesi Bonn 
Üniversitesi’nin veri kümesidir[1]. 2020 yılında Zhang 
G. ve arkadaşlarının yaptığı çalışmada [2] Bonn 
Üniversitesi’nin verisi kullanılmıştır.  Bu çalışmada 
EEG sinyal tespiti sağlamak için çok ölçekli yerel 
olmayan bir ağ önerilmiştir. Ağ sınıflandırma 
performansını iyileştirmek için iki özel katman içeren 
1D evrişimli sinir ağı kullanılmıştır. Bütün kümeler E 
kümesiyle karşılaştırarak sınıflandırılmış; A ve E 
kümesi sınıflandırması için %99,93 doğruluk 
bulunmuştur. 
 
2019 yılında D. Lu ve arkadaşlarının yaptığı çalışmada 
[3] Bonn Üniversitesi’nin verisine [1] ilk olarak 
filtreleme işlemi uygulanmıştır. Daha sonra sinyal 
evrişimli sinir ağı yapısından geçirilerek 
sınıflandırılmıştır.  Ancak sınıflandırma işlemi için veri 
kümesi 3 sınıfa ayrılmıştır. Sağlıklı kişilerden alınan A 
ve B sınıfları 0 ile, hasta kişilerden alınan C ve D 
sınıfları 1 ile nöbet halindeki kişilerden alınan E sınıfı 
ise 2 ile etiketlenmiştir. Bu şekilde oluşturulan üç sınıf 
için sınıflandırma %99 doğruluk oranı ile elde 
edilmiştir. 
 
2018 yılında D. Kaya ve arkadaşlarının yaptığı 
çalışmada [4] yine Bonn Üniversitesi’nin verisi 
kullanılmıştır. Bu çalışmada temel bileşen analizinin 
sinyalin sınıflandırma başarısına etkisi incelenmiştir. 
Sınıflandırma işleminde k en yakın komşu algoritması 
uygulanmış, deneyler sonucunda %87,5 doğruluk oranı 
elde edilmiştir. 
 
2019’da S. Ramakrishnan ve ekibi ilki Bonn 
Üniversitesi’nin veri kümesi, [1] ikincisi ise Boston 
Çocuk Hastanesi verisi [5] olmak üzere iki farklı veri 
kümesi üzerinde çalışma [6] yapmışlardır. Her iki veri 
kümesinden dalgacık katsayısı elde edebilmek için 
Ayrık Dalgacık Dönüşümü (ADD) uygulanmıştır. 
Dalgacıklar dördüncü seviyeye kadar ayrılmıştır Ayrım 
sonucunda elde edilen her bir alt banttan katsayılar elde 
edilmiştir. Bu katsayılar kullanılarak veriyi temsil eden 
istatistiksel özellikler çıkarılmıştır. Daha sonra 
sınıflandırma yapabilmek için verinin yarısı eğitim 
yarısı test için kullanılmıştır ve sonuçta %95 doğruluk 
oranı elde edilmiştir. 
 
2017’de Z. Lasefr ve arkadaşları da Bonn 
Üniversitesi’nin verisini kullanarak bir çalışma 
yapmışlardır [7]. Bu çalışmada sağlıklı gözü açık denek 
ile (A) epilepsi nöbeti geçiren (E) denekten elde edilen 
sinyaller kıyaslanmıştır.  Bunun için veriye ilk olarak 
Chebyshev filtresi uygulanmış, daha sonra filtrelenen 
veriye ADD uygulanmıştır. ADD ile   veri alt bantlarına 
ayrılmıştır ve her alt banttan katsayılar elde edilmiştir. 
Bu katsayılar kullanılarak dalgalara ait enerji değerleri 
hesaplanmıştır. Son olarak, destek vektör makineleri 
(DVM) ve yapay sinir ağları (YSA) ile veri 
sınıflandırılmış ve sınıflandırma başarısı ölçülmüştür. 
Buna göre, en yüksek doğruluk oranı %98 olarak YSA 
ile   edilmiştir. DVM ile en fazla %96 oranı elde 
edilmiştir. 
 
2017’de Md. Rashid ve ekibi yaptıkları çalışmada [8]  
sinyal verisine ADD uygulamıştır. Bunun için 
Daubechies dalgacık ailesinden Daubechies-4 (db4) 
dalgacığı kullanılmıştır. Dalgacıklar 5. Seviyeye kadar 
ayrılmıştır. Bu ayrımdan elde edilen dalgacık 
katsayıları kullanılarak 10 adet istatistiksel özellikler 
çıkarılmıştır. Sınıflandırma yapılırken veri kümesi bir 
sınıfa karşı diğer sınıf kıyaslanarak ikili ve üçlü 
kümeler olarak düşünülüp ölçülmüştür. En yüksek 
%100 en düşük %79,3 doğruluk oranları elde 
edilmiştir. 
 
2017’de A. Ahmadi ve arkadaşları sinyali 17 alt 
parçaya bölerek bir çalışma [9] yapmışlardır. Bölünme 
sonucu elde edilen her parça ADD ile dalgacık 
katsayılarına dönüştürülmüştür. Dönüşümde bior2.4, 
rbio2.2, Daubechies4, bior1.1, sym4, db6 ve 
Daubechies2 gibi dalgacık aileleri kullanılmıştır. 
Veriyi temsil eden bu dalgacık katsayıları kullanılarak 
sınıflandırma işlemi yapılmıştır ve sonuçlar 
kıyaslanmıştır. Sınıflandırma işlemi iki şekilde 
yapılmıştır. İlki bir sınıfla öteki sınıf kümelenerek 
toplamda iki sınıfın kıyaslanması (AxE), diğeri ise bir 
sınıfa karşı diğer bütün sınıfların kümelenmesiyle iki 
sınıfın karşılaştırılmasıdır (ABCDxE). DVM ile farklı 
sayılarda k-katlamalı çapraz doğrulama ile 
sınıflandırılmıştır. 
 
2017 yılında M.Baig ve arkadaşlarının yaptığı 
çalışmada [10] EEG verisine [11] ortak uzamsal 
örüntüler uygulanmış ve elde edilen özniteliklere 
diferansiyel evrim algoritması uygulanarak en yüksek 
doğruluk oranını veren öznitelik kümeleri seçilmeye 
çalışılmıştır. Sınıflandırma için k en yalın komşu, 
DVM kullanılmış ve sonuçlar kıyaslanmıştır. 
2014’de N. Ahammad ve arkadaşlarının yaptığı 
çalışmada [12]   Bonn verisi kullanılmıştır.  Bu veriye 
dalgacık dönüşümü uygulanmıştır. Dalgacık dönüşümü 
için ADD kullanılmıştır. Dalgacıklar dördüncü 




seviyeye kadar ayrılmıştır. Elde edilen alt bantlardan 
ilgili alt bant alt kümesi seçilmiştir (D3, D4 ve A4). Bu 
alt bantlardan veriyi temsil eden istatistiksel özellikler 
çıkarılmıştır. Bu özellikler kullanılarak kümeler 
sınıflandırılmıştır. D ve E sınıfları kıyaslanmış ve 
başarı oranı %84,2 olarak bulunmuştur. 
 
2014 yılında O. Salem ve arkadaşlarının yürüttüğü 
çalışmada [13] yine Bonn verisi kullanılmıştır. Veriye 
dalgacık dönüşümü uygulanmıştır. Elde edilen alt 
bantlardan özellikler çıkarılıp Karınca Kolonisi 
Algoritması kullanılarak sınıflandırma yapılmıştır. 
Sınıflandırma işleminde diğer deneklere karşı nöbet 
halindeki denek kümesi oluşturulmuştur. Hata oranı 
%9 olarak bulunmuştur. 
 
2011 yılında Bonn verisinin kullanıldığı K. Mahajan ve 
arkadaşlarının yürüttüğü çalışmada [14] veri alt 
bantlarına ayrılmıştır. Verinin boyutunu azaltmak ve 
sınıflandırma başarısını arttırabilmek için temel bileşen 
analizi ve bağımsız bileşen analizi yöntemleri 
kullanılmıştır. Epilepsi rahatsızlığı olan deneklerle 
sağlıklı denekler kıyaslanmış ve yapay sinir ağları ile 
sınıflandırılmıştır. 
 
II. MATERYAL VE YÖNTEM 
Bu çalışmada kullanılan yöntemler temel olarak 4 
kısma ayrılmıştır. İşlem adımları Şekil 1’deki gibidir. 
İlk olarak veri ön işleme tabi tutularak filtreleme işlemi 
gerçekleştirilmiştir. Sonra filtrelenen veriden veriyi 
temsil edebilecek özellikler oluşturabilmek için veriye 
öznitelik çıkarım yöntemleri uygulanmıştır. Bu 
çalışmada literatürde sıklıkla kullanılan Ayrık Dalgacık 
Dönüşümü (ADD) ve Bir Boyutlu Yerel İkili Örüntü 
(1D-YİÖ) öznitelik çıkarımı yöntemleri kullanılmıştır. 
Öznitelik çıkarımı sonucu elde edilen öznitelik 
matrisinden sınıflandırma doğruluk oranını arttıracak 
öznitelikler seçilmek istenmiştir. Bunun için öznitelik 
seçim yöntemlerinden diferansiyel evrim tabanlı 
öznitelik seçimi (DEÖS) kullanılmıştır. Son olarak elde 
edilen öznitelik matrisi DVM ile test edilmiş ve 
doğruluk oranları karşılaştırılmıştır.  
 
Çalışmada yapılan deneyler için Python 3 programlama 
dilinde yazılmış Numpy (versiyon 1.16.4), Pandas 




Şekil 1. Kullanılan yöntemler 
 
2.1. Veri Kümesi ve Ön İşleme Adımları 
Bu aşamada kullanılacak verilerin detaylı tanımlanması 
yapılmıştır ve verilere uygulanan ön işlemler 
açıklanmıştır. Bu çalışmada Bonn Üniversitesi’nin 
Epilepsiyi inceleyen biriminde yayınlanan 
kullanılabilir halka açık verisi [1] kullanılmıştır. Bu 
veri seti 5 denekten alınan EEG sinyallerinden 
oluşmaktadır. 5 denek 5 sınıfı temsil etmektedir. A 
sınıfı sağlıklı ve gözleri açık haldeyken beyin sinyalleri 
kaydedilen deneği temsil etmektedir. B sınıfı ise A gibi 
sağlıklı fakat gözleri kapalı haldeyken sinyalleri 
kaydedilen veriyi temsil etmektedir. C ve D epilepsi 
hastalarının verileridir. C’nin D ‘den farkı EEG 
sinyalleri kaydedilirken elektrotların beynin farklı 
bölgelerine takılması ile elde edilmiş olmasıdır. E ise 
hem epilepsi hastası hem de hasta nöbet geçirirken 
kaydedilen veriyi temsil etmektedir. Tablo 1’de veri 
sınıflarının açıklamaları gösterilmiştir. 
 









































Bu verilere literatürde de benzer çalışmalar da rastlanan 
bant geçiren filtresi uygulanmıştır. Bu filtre 
kullanılarak gürültülü verinin elenmesi amaçlanmıştır. 
Şekil 2’de Filtrelemeden önce ve filtrelemeden sonra 
elde edilen sinyallerin frekans aralığı gösterilmiştir. 
 
 
Şekil 2. Orijinal ve filtrelenmiş sinyalin frekans aralığı 
 
Şekil 2’de filtreleme uygulandıktan sonra değişen 
frekans aralıkları gösterilmiştir. Bant geçiren filtre 
kullanılarak belirlenen üst ve alt limit haricindeki diğer 
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sinyaller bastırılmıştır. Bütün veri kümesine (A, B, C, 
D, E) üst sınırı 40 Hz ve alt sınırı 0,53 Hz olarak 
belirlenen bant geçiren filtresi uygulanmıştır. 
 
2.2. Ayrık Dalgacık Dönüşümü 
Sinyal verisinden anlamlı bilgiler çıkarabilmek için 
zaman frekans araçlarına başvurulmuştur. Dalgacık 
analizi bu işlemlerden biridir. Fourier yöntemleri 
durağan olmayan sinyaller için uygun olmadığından 
dalgacık dönüşümü metotları alternatif olarak 
kullanılmaya başlanmıştır [15]. Ayrık dalgacık 
dönüşümü sinyale belirlenen seviye kadar tekrarlı 
analiz filtresinin uygulanmasıdır [16]. Dalgacık 












                           (1) 
 
Eşitlik (1)’de 𝑎 değeri dalgacığın ölçekleme 
parametresini; 𝑏 dönüşüm parametresini; 𝜓 ana 
dalgacığı; 𝑊 (𝑎, 𝑏) işaretin sürekli dalgacık 
dönüşümünü belirtir. Dalgacık dönüşümü uygulanırken 




 Şekil 3. EEG 4. seviye dalgacık ayrışması 
  
Şekil 3’te gösterildiği gibi sinyal verisine hem alçak 
hem yüksek geçiren filtre uygulanmıştır. Sinyale alçak 
geçiren filtre uygulandıktan sonra elde edilen değerler 
sinyalin önemli özelliklerini taşımaktadır. Sinyale 
yüksek geçiren filtre uygulandıktan sonra elde edilen 
değerler sinyalin gürültülü verisini taşımaktadır. 
Dolayısıyla alçak geçiren filtre uygulanan kısma tekrar 
filtre uygulanıp dördüncü seviyeye kadar inilmektedir. 
Her uygulanan filtre bir seviyeyi temsil etmektedir. 
Dördüncü seviyeye inildiğinde elde edilen katsayılar; 
D1, D2, D3, D4 ve A4 ‘dür. Sınıflandırma için 
literatürde de kullanılan dalgalar alfa, teta ve delta 
olarak belirlenmiştir [6] [7].  
 
Tablo 2. Dalgaların frekans aralıkları 






Bu dalgaları temsil eden katsayılar bulunmaktadır. 
Tablo 2’de gösterildiği üzere Deltayı A4, alfayı D3 ve 
tetayı D4 temsil etmektedir. Dalgacık dönüşümü 
üçüncü seviyeye kadar inseydi, A4 yani delta aralığı net 
elde edilemeyecekti. Beşinci seviyeye inseydi A4 
aralığına tekrar filtre uygulanacaktı. Delta iki farklı 
dalgacık katsayısına dağılmış olacaktı. Bu sebeple 
literatürde de yaygın olarak kullanılan dördüncü seviye 
dalgacık ayrımı uygulanmıştır.  Ayrıca literatürde S. 
Ramakrishnan ve ekibinin yaptığı çalışmada [6], N. 
Ahammad ve ekibinin yaptığı çalışmada [12] ve O. 
Salem ve ekibinin yürüttüğü çalışmada [13] 




Şekil 4. ADD ile öznitelik çıkarımı 
 
Şekil 4’de gösterildiği gibi seçilen alt bantların (D3, 
D4, A4) her birisinden alt bant katsayıları elde 
edilmiştir. Bu katsayılar kullanılarak dalgayı 
tanımlayan istatistiksel özellikler çıkarılmıştır. Bu 
çalışmada her banttan çıkarılan istatistiksel özellikler; 
standart sapma, maksimum, varyans, çarpıklık, enerji, 
basıklık, minimum ve ortalamadır. 1 alt banttan 8 
istatistiksel özellik çıkarılmıştır. Toplamda veriyi 
temsil eden 24 öznitelik elde edilmiştir. 
 
2.3. 1D-Yerel İkili Örüntü 
1D-Yerel İkili Örüntü (1D-YİÖ) bu çalışmada öznitelik 
çıkarım metoduna alternatif olarak eklenmiştir. YİÖ 
Ojala ve arkadaşları [17] tarafından bulunan yöntemdir. 
1D-YİÖ yerel komşularda genel bir doku tanımından 
türetilen gri ölçekli bir doku ölçüsüdür [18]. 1D-
YİÖ’da her pikselin çevredeki 8 komşusuyla 
kıyaslanması sonucu bir değer almasıyla oluşturulur.  
 
 
Şekil 5. 1D sinyale YİÖ uygulanması [18] 
 
Şekil 5’te görüldüğü gibi ortadaki piksel değeri sekiz 
komşusunun ortadaki değeri ile kıyaslanır. Eğer 




ortadaki komşudan büyük değerler ise o değeri 
temsilen 1 yazılır. Eğer ortadaki komşusundan küçükse 
o değeri temsilen 0 yazılır. Bu dönüşüm sonucunda 1 
ve 0’lardan oluşan bir sayı bulunmuş olur. (𝑥𝑖) 
merkezdeki değerin 𝑖’ninci komşusu (𝑖 = 1,2, … ,8), 
𝐺(𝑥) ise merkezdeki değeri ifade eder. Anlatılan 
dönüşüm aşağıdaki gibi hesaplanmıştır. 
 
𝑡 = 𝐺(𝑥𝑖) − 𝐺(𝑥)               (2) 
 
𝑌İÖ(𝑥) = ∑ 𝑠(𝑡). 2𝑖  ,    𝑠(𝑡) = (
1, 𝑡 ≥ 0
0, 𝑡 <  0
)𝑃𝑖=0                 (3)       
 
1 ve 0’lardan oluşan sayı elde edebilmek için Eşitlik 
(2) ve (3) kullanılır. Her bir kanal için 256 özellik elde 
edilir. Bir kanal için 256 özelliğin fazla olması 
sebebiyle veri boyutu düşürülür. Veri boyutunun 
azaltılması için elde edilen 8 bitlik sayının düzenli olup 
olmamasına göre ayrım yapılır. 8 bitlik sayının düzenli 
olup olmaması şu şekilde hesaplanır; eğer sayıda 1’ler 
görülüp 0’a rastlanırsa bu bir değişimdir. Aynı şekilde 
0’lar varken 1’e rastlanılması da bir başka değişimdir. 
Bir sayıda değişim sayısı 2’den fazla ise düzensizdir. 
2’den az ise düzenlidir. Bu işlem sonunda 58 adet 
düzenli sayı bulunmuştur. Her bir düzenli sayı 0-58 
aralığına yerleştirilmiştir. Bulunan bütün düzensiz 
sayılar da 59. sütuna eklenmiştir. Daha önce 256 olan 
veri boyutu 59’a düşmüştür. Kullandığımız veri tek 
kanallı olduğu için öznitelik sayısı 59, veri boyutu da 
100 örnek için 100x59 olmuştur. Veri boyutunun 
düşürülmesi veriyi daha anlamlı hale dönüştürmüştür 
ve karmaşıklığını azaltmıştır.1D-YİÖ kullanılan başka 
çalışmalarda veri boyutunun azaltıldığı gözlenmiştir 




Şekil 6. Benzer çalışmada öznitelik oluşturulup veri boyutunun küçültülmesi [19] 
 
Literatürdeki çalışmada sinyal verisi 8 bitlik alınıp, 1ve 
0’lara dönüştürülmüştür. Şekil 6’daki gibi 256 öznitelik 
oluşturulmuştur. Veri boyutunun büyüklüğü sebebiyle 
düzenli ve düzensiz olarak ayrılmıştır. 58 adet düzenli 
bulunmuştur. Diğer düzensizler bir sütuna eklenmiştir. 
Bu sayede 59 öznitelik bulunmuştur. 2014’de Y. Kaya 
ve arkadaşlarının yaptığı çalışmada [19] veri 
boyutunun azaltılmasının oluşturulan kümelerde 
doğruluk oranını arttırdığı görülmüştür. Doğruluk 
oranını arttırdığı için bu çalışmada da öznitelik boyutu 
azaltılmıştır.  
 
2.4. Diferansiyel Evrim Algoritması ile Öznitelik 
Seçimi 
 
ADD ile elde edilen 24 öznitelikten sınıflandırma 
başarısını olumlu yönde etkileyecek özellikler 
Diferansiyel Evrim Algoritması ile Öznitelik Seçimi 
(DEÖS) yöntemi ile belirlenmiştir. Kullanılan 
Diferansiyel Evrim algoritmasında amaç fonksiyonu 
olarak Destek Vektör Makineleri (DVM) ile elde edilen 
sınıflandırma doğruluk oranı kullanılmıştır. Bu sayede 
Diferansiyel Evrim (DE) metodu ille tüm öznitelikler 
içinden en yüksek sınıflandırma başarısı verecek 
öznitelik alt kümesinin belirlenmesi hedeflenmiştir. 
Diferansiyel Evrim (DE) algoritması Storn ve Price 
tarafından bulunmuştur [21]. Bu algoritmada 
popülasyon 𝑁𝑃 adet bireyden oluşmaktadır. 
Popülasyon içerisinde ise her bir birey 𝐷 gerçek değerli 
parametre içermektedir. Diferansiyel evrim algoritması 
𝑁𝑃 tane 𝐷 boyutlu vektörden oluşmaktadır. 
Popülasyon Eşitlik (4) ve (5)’deki gibi tanımlanmıştır. 
 
𝑃𝑥,𝑔 = (𝑥𝑖 , 𝑔), 𝑖 = 0,1, … , 𝑁𝑃−1  𝑔 = 0,1, … , 𝑔𝑚𝑎𝑥         (4)                                                                        
 
𝑥𝑖,𝑔 = (𝑥𝑗,𝑖,𝑔), 𝑗 = 0,1, … , 𝐷 − 1                            (5)                                                                                                                       
 
Eşitlik (4) ve (5)’de 𝑔 =  0,1, … , 𝑔𝑚𝑎𝑥 vektörün 
hangi nesilden geldiğini belirtmektedir. 𝑖 =
 0,1, … , (𝑁𝑃 − 1) popülasyon içindeki bireyi temsil 
eder. 𝑗 =  0,1, … , (𝐷 −  1) birey içerisinde hangi 
parametrenin kullanıldığını belirtmektedir.  𝐷 boyutlu 
𝑏𝐽
𝐿 ve 𝑏𝐽
𝑈 olarak tanımlanan iki vektör için 𝐿 alt sınırı 𝑈 
ise üst sınırı göstermektedir. Vektörlerin 
parametrelerine Eşitlik (6)’daki gibi üst ve alt sınırlar 
arasında değerler atanılmıştır. 
 
𝑋𝑗,𝑖,𝑔 = 𝑟𝑎𝑛𝑑(0,1) (𝑏𝑗
𝑈 − 𝑏𝑗
𝐿) + 𝑏𝑗
𝐿                              (6)                                                                                                                          
 
Eşitlik (6)’da rastgele sayı üretimi temsil edilmektedir. 
Mutasyon işlemi için 𝑟0 temel olarak alınan vektörü, 𝑟1 
ve 𝑟2 ise rastgele seçilmiş vektörleri temsil etmektedir. 
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𝑣𝑖,𝑔 = 𝑥𝑟0,𝑔 + 𝐹 ∗ (𝑥𝑟1,𝑔 − 𝑥𝑟2,𝑔)                           (7) 
                       
Eşitlik (7)’deki 𝐹 ifadesi [0,1) arasında bir değer 
almaktadır. Yeni popülasyon aşağıdaki eşitlikteki gibi 
ifade edilmektedir. 
 
𝑃𝑣,𝑔 = (𝑣𝑖,𝑔) ,    𝑖 = 0,1, … , 𝑁𝑃−1 ,   
𝑔 =  0,1, … , 𝑔𝑚𝑎𝑥 ,    𝑣𝑖,𝑔 = 𝑣𝑖,𝑔 = (𝑣𝑗,𝑖,𝑔),    
𝑗 = 0,1, … , 𝐷 − 1                                           (8) 
 
Eşitlik (8)’deki ara popülasyon 𝑃𝑣,𝑔, 𝑁𝑃 adet mutasyon 
sonucu oluşmuş vektör 𝑣𝑖,𝑔’yi içermektedir.  Daha 
sonra Diferansiyel evrim operatörlerinden biri olan 
çaprazlama işlemine geçilmektedir. Bu işlem sonucu 
deneme vektörü oluşturulmaktadır.  Bu vektörlerin 
parametrelerinin mutasyon sonucu oluşmuş vektörden 




𝑉𝑗,𝑖,𝑔 , 𝑖𝑓(𝑟𝑎𝑛𝑑𝑗(0,1) ≤ 𝐶𝑟  ⋀ 𝑗 =  𝑗𝑟𝑎𝑛𝑑
𝑋𝑗,𝑖,𝑔, 𝑖𝑓(𝑟𝑎𝑛𝑑𝑗(0,1) > 𝐶𝑟  ⋁ 𝑗 =  𝑗𝑟𝑎𝑛𝑑
             (9)                                                                                           
 
Eşitlik (9)’da gösterilen 𝐶𝑟 çaprazlama olasılığını 
temsil etmektedir. Eşitlikte gösterildiği gibi rastgele 
üretilen sayı çaprazlama faktörüyle kıyaslanmaktadır. 
Eğer çaprazlama faktörü büyükse deneme faktörünün 
parametresi olarak mutasyon sonucu oluşan vektörün 
parametresi alınmaktadır. Çaprazlama faktörü küçükse 
popülasyonun parametresi alınmaktadır.  Bu işlem 
sonucu deneme vektörleri oluşturulmuştur. Bu 
aşamadan sonra hangisinin seçileceği amaç 
fonksiyonuna en büyük katkının hangisi tarafından 
yapıldığına bağlı olarak değişmektedir.  
 
DEÖS parametrelerinden biri olan iterasyon sayısı için 
100, 1000 ve 10000 kullanılmıştır. 24 öznitelik içinden 
doğruluk oranını arttıran 10, 15 ve 20 elemanlı öznitelik 
kümeleri oluşturulmuştur. Çaprazlama oranı (𝐶𝑟) 
değeri için 0,7;0,5 ve 0,3 kullanılmıştır. 
 
2.5. EEG Verisinin Sınıflandırılması 
Literatürde EEG verisini sınıflandırmak için farklı 
yöntemler tercih edilmiştir. Zhang G. ve arkadaşlarının 
yaptığı çalışmada [2] ve D. Lu ve arkadaşlarının yaptığı 
çalışmada [3] evrişimli sinir ağıyla sınıflandırma 
başarısı ölçülmüştür. O. Salem ve ekibinin yürüttüğü 
çalışmada [13] Karınca Kolonisi Algoritması 
kullanılarak sınıflandırma yapılmıştır. D. Kaya ve 
arkadaşlarının yaptığı çalışmada [4] sınıflandırma 
işleminde k en yakın komşu algoritması uygulanmıştır. 
Z. Lasefr ve arkadaşları yaptığı çalışmada [7] veriyi 
Destek Vektör Makineleri (DVM) ve Yapay Sinir 
Ağları (YSA) kullanarak sınıflandırmışlardır. A. 
Ahmadi ve ekibinin yaptığı çalışmada [9]  DVM ile 
farklı sayılarda k-katlamalı çapraz doğrulama ile 
sınıflandırılmıştır. 
DVM’nin tarihi 1936 yılında örüntü tanıma 
problemlerine çözüm arayan R.A.Fisher’a 
dayanmaktadır [22]. 1950 de ise Aronszajn DVM’nin 
parçası olan çekirdeği ortaya çıkarmıştır [23] .1963’e 
gelindiğinde Vapnik ve Lerner DVM‘nin temeli 
sayılabilecek algoritmayı üretmişlerdir [24]. 1992’de 
Vapnik ve ekibi maksimum marjlı hiperplanlara 
çekirdek kuralı uygulayarak lineer olmayan bir 
sınıflandırıcı ürettiler [25]. 1995 marj sınıflandırıcı 
geliştirilmiştir [26]. 
 
DVM büyük boyutlu sınıflandırma problemlerinde 
kullanılan önemli bir öğrenme algoritmalarından 
biridir. DVM ile sınıflandırmada amaç sınıflara ait 
örneklerin, eğitim verisi ile elde edilen bir karar 
fonksiyonu yardımıyla birbirinden ayrılmasıdır. Söz 
konusu karar fonksiyonu kullanılarak eğitim verisini en 
uygun şekilde ayırabilecek hiper-düzlem 
bulunmaktadır. Bahsedilen sınıfları ayırabilecek birçok 
hiper düzlem çizilebilir fakat DVM’nin amacı 
kendisine en yakın noktaların arasındaki uzaklığı 
maksimuma çıkaran hiper düzlemi bulmaktır. 
Bu çalışmada ayrıca literatürde sıklıkla kullanılan 
gözetimli öğrenme algoritmalarından Doğrusal 
Diskriminant Analizi ve DVM kullanılmıştır, ancak 
daha iyi sonuçlar elde edildiğinden sadece DVM 
sonuçları raporlanmıştır. 
 
III. BULGULAR VE TARTIŞMA 
Bu çalışmada epilepsi verisinin sınıflandırma başarısını 
arttırmak için farklı öznitelik çıkarım yöntemleri ve 
evrimsel tabanlı öznitelik seçim yöntemi 
uygulanmıştır. İlk olarak bu veri kümelerine bant 
geçiren filtresi uygulanmıştır. Filtrelenen verilerden 
ADD VE 1D-YİÖ ile öznitelik çıkarımı yapılmıştır. 
Daha sonra DEÖS ile öznitelik seçimi yapılmıştır. 
Seçilen özniteliklerin doğruluk oranları ölçülmüştür. 
Daha önceki çalışmalar incelenerek Bonn verisinin 
sınıfları arasında farklı kümeler oluşturulmuştur. Bu 
farklı kümelerin sınıflandırma doğruluk oranları 
denenmiştir. Bu kümeler ikili (AxB, AxC, AxD, AxE) 
ve üçlü (AxBxC, AxBxD, AxCxE, BxDxE) olmak 
üzere sınıflandırılmaya çalışılmıştır. Kümelerin başarı 
oranları kıyaslanmıştır. Bütün kümelemeler 
denenmiştir. Bu çalışmada ise 2’li 3’lü ve 5’li 
kümelerin sonuçları gösterilmektedir. Sonuçları 
gösterilen kümeler açıklamalarıyla Tablo 3’de 
verilmiştir.   
 




AxE Sağlıklı ve Gözler Açık x Epileptik Nöbet 
BxE 
Sağlıklı ve Gözler Kapalı x Epileptik 
Nöbet 
AxBxC 
Sağlıklı ve Gözler Açık x Sağlıklı ve 
Gözler Kapalı x Hasta Nöbet Öncesi 
AxBxD 
Sağlıklı ve Gözler Açık x Sağlıklı ve 
Gözler Kapalı x Hasta Nöbet Öncesi 
AxBxE 
Sağlıklı ve Gözler Açık x Sağlıklı ve 
Gözler Kapalı x Epileptik Nöbet 
AxDxE 
Sağlıklı ve Gözler Açık x Hasta Nöbet 
Öncesi x Epileptik Nöbet 





Sağlıklı ve Gözler Açık x Hasta Nöbet 
Öncesi x Epileptik Nöbet 
BxDxE 
Sağlıklı ve Gözler Kapalı x Hasta Nöbet 
Öncesi x Epileptik Nöbet 
BxCxE 
Sağlıklı ve Gözler Kapalı x Hasta Nöbet 
Öncesi x Epileptik Nöbet 
 
Tablo 4’de ikili kümelerin sınıflandırma sonuçları 
gösterilmektedir. 
 
Tablo 4’de görüldüğü üzere AE kümesi için literatürde 
1D-YİÖ ile ulaşılabilen değere bu çalışmada ADD 
kullanarak ulaşılmıştır. Tablo 5’te üçlü kümelerin 
sınıflandırma sonuçları ve literatürdeki en iyi sonuçlar 
gösterilmektedir. 
 
Tablo 5’de gösterildiği üzere AxBxC ile AxBxE’nin 
doğruluk oranları karşılaştırıldığında E sınıfı içeren 
kümenin içermeyene oranla daha yüksek doğruluk 
oranına sahip olduğu anlaşılmaktadır. Çünkü en farklı 
sınıf E (epilepsi nöbeti halindeki denekten alınmış veri) 
sınıfıdır. Bu durumda bir kümede E deneğinin olması 
sınıflandırmada oluşturulan diğer kümelere göre daha 
yüksek doğrulukla sınıflandırma yapılmasına olanak 
vermektedir. Bütün sınıfların bulunduğu kümenin 
başarı oranı tek bir tabloda kıyaslanmıştır. Tablo 6’da 
sonuçlar gösterilmektedir. 
 















AxE 0,9875 0,98 1,0 
1D-YİÖ 
AxE 0,8 0,8 1,0 
BxE 0,8125 0,81 0,88 
ADD BxE 0,9812 0,99 1,0 
Y.Kaya 1D-YİÖ DVM AxE 0,985 - - 
 
















AxBxC 0,9041 0,92 0,92 
AxBxD 0,891 0,91 0,90 
AxBxE 0,9166 0,90 0,92 
AxDxE 0,92 0,92 0,95 
AxCxE 0,929 0,92 0,95 
BxDxE 0,9458 0,95 0,97 
BxCxE 0,95 0,92 0,97 
Md. Rasih v.d. ADD (db4) 
AxCxE 0,80 - - 
BxCxE 0,787 - - 
AxDxE 0,80 - - 








Tablo 6. Beşli kümelerin sınıflandırma doğruluk oranları 
Öznitelik Seçimi Küme Doğruluk Oranı Kesinlik Duyarlılık 
ADD 
AxBxCxDxE 
0,7975 0,80 0,82 
1D-YİÖ 0,555 0,52 0,59 
ADD+DEÖS 0,8225 0,82 0,85 
 
Tablo 6’dan elde edilen sonuçlara göre 5’li küme 
oluşturulduğunda en yüksek doğruluk ADD ile elde 
edilen öznitelik kümesinden DEÖS ile sınıflandırma 
başarısını arttıran özniteliklerin seçilmesi sonucu elde 
edilmiştir. Sınıflandırma için DVM kullanılmıştır. 
 
Bu kısımda çalışmamızda bulunan sonuçlar kendi 
içerisinde kıyaslanmış ve açıklanmıştır. Bonn verisi 
özellikle tek kanallı olması sebebiyle işlenmesi oldukça 
kolay bir veri kümesidir. Bu sebeple literatürde bu 
veriyle ilgili pek çok çalışma vardır. Elde edilen 
doğruluk oranları hem literatürde hem de bu çalışmada 
oldukça yüksektir.  
 
ADD ile üçlü kümelerin varlığında yapılan çalışmada 
ise bilinen birçok çalışmanın doğruluk oranlarının 
geçildiği görülmüştür. Literatürde görülen AxCxE 
kümelerinin kıyaslanmasında elde edilen en yüksek 
doğruluk oranı %80 iken bu çalışmada %92’lere kadar 
çıkılmıştır. Aynı şekilde bir başka üçlü küme olan 
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BxCxE ile yapılan deneyde literatürde elde edilen en 
yüksek doğruluk oranı %78,7 iken bu çalışmada %95 
gibi yüksek bir doğruluk oranı bulunmuştur. Ayrıca 
BxDxE kümesi için bilinen doğruluk oranı %79,3 iken 
bu çalışmadan %94 elde edilmiştir.  
 
5 sınıflı kümede (AxBxCxDxE) ADD ile elde edilen 
öznitelik kümesine sınıflandırma başarısını arttıracak 
şekilde öznitelik seçimi DEÖS ile uygulandığında elde 
edilen doğruluk oranı %79’dur. DEÖS 
parametrelerinde iyileştirmeler yapıldığında 
(çaprazlama oranı 0,7 ve iterasyon sayısı 1000 
seçildiğinde) doğruluk oranının %82’ye çıktığı 
görülmektedir. 
 
1D-YİÖ yöntemi bir örüntü tanıma işlemidir. Bu 
çalışmada ADD’ye eşdeğer bir yöntem olarak 
uygulanmıştır. Daha önce yapılan çalışmaya benzer 
sonuçlar bulunmuştur. Fakat ADD ile kıyaslanınca 
başarı oranını daha az arttırdığı görülmektedir. Ayrıca 
ADD’ye göre daha büyük öznitelik kümesi elde 
edilmiştir. Bu da veri kümesinin daha hantal olmasına 
sebep olmuştur. 1D-YİÖ’nün daha etkili 
kullanabilmesi için çeşitli ön işleme adımları ile 5’li 
kümenin üzerinde çalışılması gerektiği gelecek 
çalışmalar için düşünülmektedir. 
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