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The ultrafast response to an optical pulse excitation of the spin-spin exchange interaction in
transition metal anti-ferromagnets is studied within the framework of the time-dependent spin-
density functional theory. We propose a formulation for the purely dynamical exchange interaction,
which is non-local in space, and it is derived starting from ab initio arguments. Then, we investigate
the effect of the laser pulse on the onset of the dynamical process. It is found that we can distinguish
two types of excitations, both activated immediately after the action of the laser pulse. While the
first one can be associated to a Stoner-like excitation and involves the transfer of spin from one
site to another, the second one is related to the ultrafast modification of a Heisenberg-like exchange
interaction and can trigger the formation of spin waves in the first few hundred femtoseconds of the
time evolution.
PACS numbers: 75.75.+a, 73.63.Rt, 75.60.Jk, 72.70.+m
I. INTRODUCTION
Density functional theory (DFT) has been the
workhorse in material properties prediction from first
principles for nearly half of a century. Among the many
physical quantities that can be extracted from DFT, par-
ticularly relevant for magnetism is the evaluation of the
static Heisenberg exchange parameters1–3. Their calcu-
lation has been closely related to and motivated by the
problem of theoretically predicting the finite-temperature
properties of magnetic systems. A possible approach con-
sists in assuming that the magnetic excitations can be
reasonably described by a Heisenberg-like Hamiltonian
of the following form
H = − 1
2N
∑
m 6=n
Jmn Sm · Sn , (1)
where Sm designates the spin vector associated to the site
m, Jmn is the exchange interaction between the spins at
the two sites m and n, and N is the number of unit cells
in the macroscopic system. If one considers a low energy
excitation of the magnetic system described in terms of a
spin spiral solution with wave vector q and polar angle θ,
the difference in total energy between this configuration,
E(q, θ), and the reference ferromagnetic one, E(0, θ), will
be in general related to the magnon frequency ωq. In case
of a single magnetic sublattice it can be shown that4
ωq = 4
E(q, θ)− E(0, θ)
M sin2 θ
, (2)
where M is the magnitude of the onsite magnetization.
Such frequency can be in turn related to the exchange
parameter, J(q), through the relation ωq = 2[J(0) −
J(q)]/M . By employing the magnetic force theorem5–7,
the difference in total energy between the two magnetic
configurations can be related to the difference in the sum
of the single particle energies calculated at the relevant
spin densities. This allows one to estimate the bare ex-
change interaction directly from DFT results8.
Exchange parameters can be also extracted from the
dynamical linear response of the magnetic system to an
external perturbation, that is usually expressed in terms
of a small homogeneous magnetic field bext(t). Exact
susceptibilities can be, at least in principle, obtained from
the time dependent extension of density functional theory
(TDDFT). In Fourier space the linear response of the
magnetization density9–11 writes
δm−(q, ω) = −χ±(q, ω)bext− (q, ω) , (3)
where the two functions δm− and bext− are constructed
through a linear combination of the x and y compo-
nents of the respective vectors in the form f±(q, ω) =
(fx ± ify)(q, ω), while χ±(q, ω) represents the full spin-
transverse susceptibility in Fourier space. The poles of
χ±(q, ω) define the excitation spectrum of the spin sys-
tem, which in the zero-frequency limit returns the expres-
sion for the exchange coupling parameter of the effective
Heisenberg Hamiltonian2. In contrast, at higher frequen-
cies the spin waves cannot be separated from the Stoner
continuum.
The two methods just discussed both rest on an adia-
batic assumption. Namely the timescales of the magnons
and of the electronic motion differ enough to allow for
the total energy differences between two magnetic con-
figurations to be calculated within the framework of con-
strained non-collinear DFT. This, as it is well known,
is designed to evaluate ground-state properties only. As
a consequence neither the magnetic force theorem nor
the calculation of the spin-transverse susceptibility are
necessarily adequate to describe the out-of-equilibrium
dynamics driven by very short (femtosecond scale) and
strong laser pulses, when the electronic degrees of free-
dom cannot be averaged out. One previous attempt to
map the spin dynamics resulting from TDDFT simula-
tions into the Heisenberg Hamiltonian of Eq. (1) is based
on a simple two-center molecule excited by very short
and local in space magnetic fields12. It was noticed that
after the extinction of the pulse excitation the two atomic
spins, deflected from the collinear ground state to an an-
gle φ, display a precessional motion around the total spin
axis with angular velocity given by ω = 4JS cos(φ/2)/~,
similarly to a pair of classical Heisenberg-coupled spins.
This method was later extended to the study of the H -
He - H magnetic molecule13. The external pulse used to
excite the system in this work was only an instrumental
one, acting as a small perturbation, which contributes
very little as direct excitation to the electronic system.
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2In this case the temporal evolution may be considered,
to a good degree of approximation, adiabatic.
However, the external fields cannot, in general, be
treated as perturbations. This is certainly true for a class
of ultrafast demagnetization phenomena14 discovered by
Beaurepaire et al15, where an intense femtosecond laser
pulse induces an abrupt loss of a large portion of the mag-
netization of a metallic film. There is little doubt that the
exchange interaction plays a crucial roˆle in the demagne-
tization observed at the femtosecond timescale and, in
general, the spin dynamics in transition metal systems
has always been explained within the framework of two
different competing scenarios. In the first it is assumed
that the main contribution to the spin dynamics can be
attributed to collective magnonic excitations16,17, while
in Reference [18] a new out-of-equilibrium spin-spin type
of interaction was introduced starting from the Kadanoff-
Baym formalism. The second scenario only considers the
single-particle (Stoner) nature of the excitations in met-
als and recently it has been employed to justify ultrafast
modifications of the exchange splitting driven by the ex-
ternal laser pulse19,21.
In Ref. 20 TDDFT calculations were employed to study
the ultrafast magnetization dynamics in Heusler com-
pounds, showing the important role played by the spin
currents in the process. In this work we aim at introduc-
ing within the TDDFT framework the concept of effec-
tive dynamical exchange interaction (EDEI) and we will
use such concept to analyze the laser-induced magnetiza-
tion dynamics in anti-ferromagnetic metals directly in the
time domain. The paper is organized as follows. In the
next section we derive the fundamental equation of mo-
tion for the magnetization density in TDDFT, and then
we proceed to define the dynamical exchange splitting.
Then we present our spin-dynamics results for metallic
antiferromagnetic FeMn and finally we conclude.
II. METHODS
When one neglects second-order contributions arising
from the solution of the coupled Maxwell-Schro¨dinger
system of equations, the dynamics is then governed by
the following set of time-dependent Kohn-Sham (KS)
equations
i~
d
dt
ψKSj (r, t) = HKS(r, t)ψ
KS
j (r, t) . (4)
The KS Hamiltonian HKS(r, t) can be written by using
the velocity gauge formulation and the minimal coupling
substitution in the following form
HKS(r, t) =
1
2m
[
− i~∇− q
c
Aext(t)
]2
+ vs[n](r, t)−
− µBσˆ ·Bs[n,m](r, t) , (5)
where vs(r, t) represents the usual scalar KS potential,
while
Bs[n,m](r, t) = B
ALSDA
xc [n,m](r, t) + Bext(r, t) . (6)
Here we have implied the use of the adiabatic local den-
sity approximation (ALSDA). The full non-interacting
magnetic field Bs(r, t) is expressed as the sum of the ex-
ternal one and the exchange-correlation field, Bxc(r, t) =
δExc/δm, with Exc being the exchange-correlation en-
ergy.
Starting from the set of equations (4) the following
continuity equation for the spin density can be derived,
dm(r, t)
dt
= −∇ · Js(r, t) + 2µB~ m(r, t)×Bs(r, t)+
+ TSO(r, t) , (7)
where TSO(r, t) defines the spin-orbit coupling contribu-
tion to the spin loss and Js(r, t) is the non-interacting KS
spin-current tensor. The KS magnetic field, Bs(r, t), in
absence of an external magnetic field simply reduces to
the exchange-correlation contribution. In Refs. [22–25]
it was already pointed out that the spin current tensor
term can be rewritten in a different form through the
prescription, ∇ ·Js(r, t) = − 2µB~ s×Bkin +∇ · [vm(r, t)].
This expression, which introduces the so called kinetic
field, Bkin, is however valid only in the single-particle
case. For a many-particle system such reformulation of
the divergence of the spin current leads to the following
expression26
D
Dt
m(r, t) = −∇ · D(r, t)−
∑
j∈occ.
mj(r, t)∇ · vj(r, t)+
+ µBm(r, t)×Beff(r, t) + TSO(r, t). (8)
The term on the left-hand side of the equation is the ma-
terial derivative, DDt =
d
dt + v · ∇, of the magnetization
density. On the right-hand side the term ∇ · D(r, t) rep-
resents dissipation due to probability-current flow among
different Kohn-Sham states,
D(r, t) = −
∑
j∈occ.
∑
r 6=j∈occ.
Frj
[
J(j,r)s (r, t)−
−m(r,j)(r, t)⊗
(
v(j,r)(r, t) +
e
mc
A(r, t)
)]
,
(9)
with Frj = ψ
KS†
r ψ
KS
j
n and n(r, t) being electron density of
the system. The spin current field can be written as
J(j,r)s (r, t) = −
i~
2m
[
ψKS†j σˆ∇ψKSr −∇ψKS†j σˆψKSr
]
, (10)
while the velocity field becomes
v(j,r)(r, t) =
~
2mi
ψKS†j ∇ψKSr −∇ψKS†j ψKSr
ψKS†j ψKSr
− eA
mc
. (11)
A second important term introduced in Eq. (8) has the
form of an effective magnetic field acting on the magne-
tization density. This is
Beff(r, t) = Bs(r, t)+
1
F¯e
[∇n(r, t) · ∇s(r, t)
n(r, t)
+∇2s(r, t)
]
,
(12)
with F¯ = 〈ψ
KS†
j ψ
KS
j 〉j
n(r,t) . The spin vector field s(r, t) is
defined through the relation s(r, t) = m(r,t)n(r,t) . The second
3term on the right-hand side of Eq. (12) is the kinetic field
Bkin(r, t) =
1
F¯e
[∇n(r, t) · ∇s(r, t)
n(r, t)
+∇2s(r, t)
]
. (13)
In Ref. [22] an expression analogous to that enclosed in
the square brackets on the right-hand side of Eq. (13)
was identified as an effective dynamical exchange inter-
action responsible for possible spin-wave excitations in a
magnetic system.
The charge continuity equation reads,
D
Dt
n(r, t) = −n(r, t)∇ · v(r, t) , (14)
and it is valid for the density of every single KS state. It
may also be rewritten in the form ddtn(r, t) = −∇ · [nv],
with v(r, t) =
jp(r,t)
n(r,t) − emcA(r, t) and jp(r, t) being the
paramagnetic current of the non-interacting system. We
have determined that the electron density variation dur-
ing the action of the laser pulse can be considered, in our
calculations, much smaller than the temporal variation
of the magnetization density (see for instance Fig. 2(a)).
By considering an approximately homogeneous electron
density, n¯(t), in the vicinity of the atoms we have ˙¯n =
−n¯(t)∇·v. Thus the small value of ˙¯n compared to m˙(r, t)
suggests that, in first approximation, the velocity field
v(r, t) can be safely neglected from our discussion on the
spin dynamics. The spin-orbit coupling contribution to
the dynamics can also be neglected because much weaker
than the other terms appearing in Eq. (8).
In conclusion we are left with the following simplified
equation of motion for the magnetization,
d
dt
m(r, t) = −∇ · D(r, t) + µBm(r, t)×Beff(r, t) . (15)
The effective field Beff(r, t) = Bs(r, t) + Bkin(r, t) is not
necessarily parallel to the magnetization m(r, t) at every
point in space, hence it can produce an effective contri-
bution to the dynamics of the magnetization vector.
In the absence of an external magnetic field, Bs = Bxc,
and the properties of the two components of Beff , within
the ALDA, have been already described elsewhere26,27.
Here our aim is at extracting a more conventional phys-
ical interpretation of the role of Bxc and Bkin during
the evolution of the system far away from equilibrium
and their relation to established spin dynamics models.
We start this analysis by noting that the expression for
Bxc(r, t) = Bx(r, t) + Bc(r, t) is local in space within the
ALDA. In fact Bxc(r, t) depends uniquely on the value
of density and magnetization at the given point. The
same argument cannot be used for the kinetic field. In
fact the expression (13) does not depend explicitly on the
spin vector s(r, t), but on its gradient ∇s(r, t). A con-
sequence of such property of Bkin is that at every point
in space the value of the field depends not only on the
value of the magnetization at that particular point, but
also on the value of the spin vector in its vicinity.
In the next Section III we investigate the possibility to
rewrite Bkin(r, t) in a form where its dependence on the
spin vector becomes explicit and the local and semi-local
contributions of the spin gradient are separated. In Sec-
tion IV we look at the ultrafast magnetization dynamics
of the frustrated anti-ferromagnet FeMn by analyzing the
contribution of the different magnetic excitations and in
particular by focussing on the role of the EDEI at ultra-
fast time scales. Finally in Section V we conclude.
III. THE DYNAMICAL EXCHANGE
INTERACTION
We start by rewriting the kinetic field, Bkin, intro-
duced in Eq. (13). This object could be thought as a
vector field defined on a three-dimensional space spanned
by the spin vector components, namely
Bkin(r, t) =
(
F [f1, n], F [f2, n], F [f3, n]
)
, (16)
where we have introduced the scalar functional,
F [f , n] =
∇n
n
· f +∇ · f , (17)
and f(r, t) represents a generic differentiable vector field
in R3 such that
fi(r, t) ∈ C1(R3 × [0,+∞)) for i = 1, 2, 3 . (18)
Suppose now that we want to evaluate the functional in
Eq. (17) at a certain point in space x0 ∈ R3 × [0,+∞).
The function f(x) may be then separated into a local and
a non-local part around x0 as follows
f(x0) = h(x0) +
∫
d3x (x0, x)η(x) , (19)
where (x0, x) and η(x) are respectively a non-local vec-
tor field and a scalar field. Hence, at x0 one can write
F [f , n](x0) =
∇0n
n(x0)
·
[
h(x0) +
∫
d3x (x0, x)η(x)
]
+
+∇0 ·
[
h(x0) +
∫
d3x (x0, x)η(x)
]
.
(20)
By separating in the previous expression the local from
the non-local contribution we have
F [f , n](x0) =
∇0n
n(x0)
· h(x0) +∇0 · h(x0)+
+
∫
d3x
[ ∇0n
n(x0)
· (x0, x) +∇0 · (x0, x)
]
η(x) , (21)
where we identify a local field,
Blocal(x0) =
∇0n · h(x0)
n(x0)
+∇0 · h(x0) , (22)
and an effective non-local field,
J(x, x0) =
∇0n
n(x0)
· (x0, x) +∇0 · (x0, x) . (23)
We now need a proper definition for the non-local vector
field, (x0, x). This definition depends on the choice of
the scalar field, η(x), in Eq. (19). Here we substitute
η(x) with a given component ei(x) of the unitary mag-
netization vector
fi(x0) = hi(x0) +
∫
d3x i(x0, x)ei(x) . (24)
4By taking the average of the unitary magnetization com-
ponent ei(x) over the integration region we can approxi-
mate the integral as follows
fi(x0) = hi(x0) + ¯i(x0)e¯i , (25)
where fi(x0) has been separated into two components,
the first orthogonal to the spin direction, e¯i, and the
second parallel to it. In this form ¯i(x0) defines simply
the projection of the vector fi(x0) along the direction e¯i
in spin space
¯i(x0) = 〈fi(x0), e¯i〉 . (26)
By substituting fi(x0) with the gradient of the spin vec-
tor, ∇si(x0), we are now in the position to separate the
local from the non-local component of the kinetic field,
Bkin(r, t), of Eq. (13). From the linearity of the func-
tional F [f , n] in the f variable,
F [hi + ¯ie¯i, n](x0) = F [hi, n](x0) + F [¯i, n](x0)e¯i. (27)
The first term gives rise to an effective local field of the
following form,
Bˆlocal(r, t) =
(
F [hˆ1, n](r, t), F [hˆ2, n](r, t), F [hˆ3, n](r, t)
)
,
(28)
while the second term on the right-hand side can be
rewritten in a way that displays an explicit dependence
on the spin vector, ˆ¯s, thus generating a new effective
mean field object36
Bˆmf(r, t) =
3∑
i=1
F [¯i, n](r, t)〈ˆ¯ei, ˆ¯s〉ˆ¯s . (29)
The kinetic magnetic energy can be, therefore, finally
separated into two contributions
Ekin[n, sˆ] =
∫
d3r sˆ(r, t) · [Bˆlocal(r, t) + Bˆmf(r, t)] . (30)
By summing up the non-interacting part of the energy
with the interacting one dominated by the exchange-
correlation potential, we obtain
Ekin+xc[n, sˆ] =
∫
d3r sˆ(r, t) · [Bˆlocal(r, t) + Bˆxc(r, t)]+
+
∫
d3r sˆ(r, t) · Bˆmf(r, t) . (31)
While the first term on the right-hand side of Eq. (31)
represents a dynamical Stoner-like field, the nature of the
second term, due to its spatial non-locality, is completely
different and resembles the form of a Heisenberg exchange
with mean field energy
Emf [n, sˆ] =
3∑
i=1
∫
d3r sˆ(r, t) · F [¯i, n](r, t)〈ˆ¯ei, ˆ¯s〉ˆ¯s . (32)
From the previous expression we can finally identify an
EDEI
Jmf(r, t) =
3∑
i=1
F [¯i, n](r, t)〈ˆ¯ei, ˆ¯s〉 . (33)
FIG. 1: (Color online) Time-averaged observables evaluated
in spheres of radius 0.5 A˚ around each atom: (a) the averaged
temporal variation of the spin density module
∣∣∆SN(t)∣∣ =∫
SRN
d3r (|s(r, t)| − |s(r, 0)|) under various laser pulses for the
two Fe and Mn sites; (b) the different laser pulses employed in
the dynamical simulations with shape Ez(t) = A · sin(0.1 · t) ·
exp
(−(t− 5)2/3) for t in fs. The amplitudes A are in units
of eV /A˚ (the black arrow in the inset indicates the electric
field polarization direction).
IV. ULTRAFAST SPIN DYNAMICS IN FeMn
In order to analyze how the quantities previously de-
fined evolve dynamically in a real magnetic system un-
der the action of an external electric pulse, we look at
bulk FeMn. The ground state properties of this material
have been already studied in the past28,29, even though
there is no full consensus on the magnetic structure of
the ground-state, since the various theoretical results of-
ten vary with the method and approximation employed.
Here we consider the anti-ferromagnetic ground-state in
its fcc phase with lattice constant a = 3.7 A˚ [see in-
set in Fig. 1(b)]. This structure represents the starting
point of our dynamical evolution. We use the ALDA30
exchange-correlation functional with the Perdew and
Wang31 parametrization as implemented in the Octo-
pus code32. The ground state is characterized by two
localized magnetic moments over the Fe and Mn sites
with a magnitude |S| ' 0.57 ~ computed by integrating
the spin density within atom centered spheres of radius
0.5 A˚. The amount of non collinearity is not negligible
but the ratio among mz and mx (or my) is always approx-
imately 4 and it has the tendency to increase with the
distance from the atom. The z component of the magne-
tization vector is thus locally dominant, even if over the
entire simulation box it is approximately zero due to the
overall anti-ferromagnetic nature of the system.
In all our calculations the system is perturbed from the
initial equilibrium ground state by applying intense, spa-
tially homogeneous, electric pulses, with duration typi-
cally between 7 fs and 10 fs. The pseudopotentials for
both Fe and Mn employed in the calculations are fully
relativistic and norm-conserving. They are generated us-
5ing a multi-reference pseudo-potential (MRPP) scheme33
at the level implemented in APE34,35, which evolves the
valence states and the semi-core states simultaneously.
In order to analyze the spin dynamics in an anti-
ferromagnetic material we need to partition the spin den-
sity so to isolate the magnetic moments and the electronic
charges associated with each atomic site N in the unit
cell. The simplest choice consists in integrating the den-
sities inside a sphere SRN of radius R centered on the
atomic site N . Thus the local spin and charge densities
read respectively
SN(t) =
∫
SRN
d3r s(r, t), QN(t) =
∫
SRN
d3r n(r, t). (34)
In Fig. 1(a) we show the demagnetization observed
around the Fe and the Mn sites in the first 20 fs un-
der different laser pulses, all polarized along the z direc-
tion but with different amplitudes. The demagnetization
process is quite pronounced since, in all the cases, each
atom loses around 60% of the initial magnetization al-
most immediately after the action of the pulse and then
it stabilizes around a different value of the magnetization
vector. The demagnetization rate, instead, differs in the
three cases. In particular we observe from Fig. 1(a) an
initial decay rate proportional to the the cube of the laser
field amplitude
|S(tin + δt)| − |S(tin)| ∼ −A3 , (35)
where tin is the initial time at which the laser pulse is
applied, δt is a small time step, while A represents the
amplitude of the applied laser pulse in eV/A˚. Hence the
demagnetization rate increases substantially for larger
excitation amplitudes. At the same time the overall mag-
netization loss for longer times following the laser pulse
does not change significantly.
The observed magnetization dynamics, localized in the
vicinity of the two atomic sites, suggests the existence of
a spin density transfer mechanism among different occu-
pied and unoccupied Kohn-Sham states. Consider now
the magnetization continuity equation (15), where the
velocity field has been, in first approximation, neglected.
We have that the dissipative term, −∇ · D(r, t), on the
right-hand of the expression, is the one driving the en-
tire dynamics during the action of the laser pulse. This
influences also the other field, Beff(r, t), that is modified
by the local changes in the spin density gradient.
After having neglected in Eq. (15) the exchange-
correlation magnetic field, Bxc(r, t), which does not con-
tribute to the dynamics in the ALDA, but represents
only an energy barrier between the spin-up and spin-
down states, we are left with the equation
d
dt
m(r, t) = −∇ · D(r, t) + µBm(r, t)×Bkin(r, t) . (36)
Here we finally distinguish two contributions to the spin
dynamics. The first one on the right-hand side of Eq. (36)
represents a measure of the spin dissipation due to the
internal charge currents flowing between the different
Kohn-Sham states. This term is, by construction, re-
sponsible for effective Stoner-like excitations in real time.
In fact, Stoner excitations are due, by definition, to terms
in the Hamiltonian of the form cˆ†k,A,↑cˆk,B,↓, where A and
B label the atomic site. These excitations are local in
momentum space and non-local in real space and corre-
spond to inter-site electronic excitations, which are in-
cluded into the previous spin dissipation term.
The second contribution to the dynamics is due to the
torque exerted by the kinetic field, Bkin(r, t), on the mag-
netization vector. Due to its dependence on the gradi-
ents of the electron density and magnetization Bkin dras-
tically changes during the action of the electric pulse.
In Fig. 2(b) we compare the evolution of the z compo-
nent of the magnetization with its transverse component
SNxy(t) =
∫
SNR d
3r
√
sx(r, t)2 + sy(r, t)2. The predomi-
nant change (loss) of on-site magnetic moment during
and after the action of the laser pulse is in the z compo-
nent, while the magnitude of the non-collinear part of the
magnetization is only slightly affected. It is clear that,
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FIG. 2: (Color online) Time-averaged observables evaluated
in spheres of radius 0.5 A˚ around the Fe atomic site with
the same type of pulses (A = 0.7 eV/A˚): (a) the aver-
aged temporal variation of the two on-site electronic charges
∆QN(t) = QN(t) − QN(t = 0), Fe site (black curve) and Mn
site (red curve); (b) the averaged temporal variation of the
magnetization along the z axis, SNz (t), and the non-collinear
component, SNxy(t), in correspondence of the Fe site; (c) dy-
namical Stoner exchange parameter I(t) obtained by spatial
integration, I(t) = 1‖SRN‖
∫
SRN
d3r I(r, t), in correspondence of
the Fe site (see Eq. 38); (d) the averaged temporal variation
of F [Ξ](t) = |〈SFe(t),Ξ(t)〉|/(|SFe(t)| · |Ξ(t)|), where SFe(t) is
the on-site averaged magnetization computed within a radius
R = 1.4 A˚. Here Ξ(t) represents the spin calculated within
the same radius over the Mn site (solid line) and the kinetic
field BNkin(t) over the Fe site (dashed line).
while the component SNz (t) collapses during the action of
the electric field, after that it starts to oscillate around a
new averaged value37. The behavior of the non-collinear
component of the magnetization is instead different. Af-
ter an initial bump during the action of the pulse, SNxy(t)
returns to a value that is approximately equal to its ini-
tial one and then it remains constant for the rest of the
time evolution. This kind of dynamics suggests the ex-
istence of different effective equations of motion for the
two magnetization components. The reason for this very
6different dynamical behavior observed in the SNz and S
N
xy
components lies in the fact that the Stoner excitations
connect only up and down states along the spin quan-
tization axis. In the initial (t = 0) state the magnetic
configuration of the system is, to a good level of accu-
racy, aligned along the z axis. Hence, we would expect
a pulse-driven Stoner-like excitation to mainly affect the
SNz component and to a lesser degree the non-collinear
SNxy magnetization.
In Fig. 2 we introduce also a time-dependent effective
Stoner parameter, I(t). Typically within the DFT for-
malism I is a measure of the drag in transferring charge
density between the spin-up and spin-down bands of a
solid. At the level of ground-state collinear spin DFT
it is therefore commonly associated with the ratio be-
tween the exchange-correlation magnetic field, Bxc(r, t),
and the local value of the magnetization density. In order
to generalize this concept to the case of a non-collinear
magnetic system evolving in time we note that the ef-
fective local Hamiltonian, corresponding to the magnetic
energy in Eq. (31), contains together with the exchange-
correlation field also a second local contribution so that
we can introduce the following effective local magnetic
field,
Btot(r, t) = Bxc(r, t) + Blocal(r, t) . (37)
We use this expression to define a local Stoner vector,
I(r, t), parallel to Btot(r, t) and normalized with respect
to the amplitude of the magnetization at each spatial
point
Btot(r, t) = I(r, t) · |m(r, t)| . (38)
Hence, similarly to Eq. (37), I(r, t) can be identified
from the sum of the two separate contributions origi-
nating from the local and the exchange-correlation field,
I(r, t) = Ixc(r, t) + Iloc.(r, t). In Fig. 2(c) we plot the
module of the vector field I(r, t) integrated over a sphere
centered at the Fe site. Its real time evolution within the
first 20 fs shows some oscillations activated by the action
of the laser pulse. However, the overall change in the
Stoner parameter during the evolution is not apprecia-
ble and I(t) remains approximately constant throughout
the entire dynamics and close to its initial value. This
behaviour suggests that the initial dynamical change in
the on-site z component of the magnetization is mainly
driven by the dissipation term ∇ ·D(r, t) and not due to
a collapse of I(t) which describes, instead, the resistance
opposed by the band structure to inter-band transitions.
Fig. 2(d) shows the dynamical evolution of the func-
tion F (t), which represents a measure of the normalized
scalar product between the spin vector computed over
the Fe site and the spin vector over the Mn site (solid
line). During the action of the laser pulse F (t) changes
from an almost anti-ferromagnetic configuration (slightly
non-collinear) to a ferromagnetic one, with the amount
of spin misalignment being preserved during the process.
We have seen that such an effect is determined by the
Stoner excitations activated in the anti-ferromagnet by
the action of the laser pulse. At longer times F (t) os-
cillates around its new value and eventually approaches
1, with the spin misalignment that is lifted out during
the process. The dashed curve, instead, represents the
evolution of F [Ξ](t), where Ξ(t) corresponds to the Fe
on-site kinetic field. Within the first 5 fs of the dynamical
evolution F (t) is characterized by strong fluctuations in-
duced by the internal currents activated by the laser and
its behaviour is similar to that described by the solid
curve. However, after this initial phase, the evolution of
F (t) in the two cases appears quite different. Now, F (t)
strongly oscillates also after the action of the pulse in-
ducing a torque on the magnetization vector. In practice,
while the initial phase of the spin evolution is dominated
by inter-band transitions activated by the action of the
pulse, with consequent enhanced electronic hopping be-
tween the two atomic sites, after the action of the pulse
the inter-band transitions are suppressed and the Kohn-
Sham states evolve separately. The role played by the
kinetic field becomes then more important inducing intra-
band transitions with consequent spin relaxation over the
two sites.
A further confirmation of these conclusions is provided
by Fig. 3(d), where we show a comparison between the
local z component of the magnetization, SFez (t), and its
module |SFe(t)|. During the action of the laser both the
quantities decrease even if at different rates. After this
first phase SFez (t) starts to oscillate around its new aver-
age value, while the module remains approximately con-
stant. These two different dynamical behaviors may be
explained in terms of initial inter-band transitions fol-
lowed by an intra-band dynamical relaxation mechanism
with the spin that is exchanged among the different com-
ponents while its module remains constant.
Similarly we find in Fig. 3(b) that the module of the ex-
change component
∣∣BFex (t)∣∣, after the initial decay during
the action of the laser remains approximately constant.
In contrast the module of the local component of the ki-
netic field, |Bloc(t)|, introduced in Eq. (31) appears, af-
ter the initial excitation, more oscillatory resembling the
long-time dynamics of the SFez component. In Fig. 3(a)
we compare
∣∣BFeloc∣∣ under the application of the pulses
shown in Fig. 1(b). In all the three cases this quantity is
excited by the application of the pulse, but in the second
phase of the dynamical evolution it collapses to a new
lower value and it starts to oscillate around it. The ap-
plication of different laser amplitudes does not seem to
be reflected in a clear trend of the dynamical evolution
of the local field. Finally we look at panel (c) where we
plot the value of cos θ, with θ being the angle formed
by the spin vector SFe (black curve), or the kinetic field
−BFekin(t) (red curve) with the z axis. This clearly shows,
as we have already seen in Fig. 2(d), that after the appli-
cation of the pulse the two vectors are highly non parallel
with Bkin playing a major role in the local dynamics of
the spin vector.
We can now focus our attention on the effective mean
field term introduced in Eq. (32) that has the form of
a spin-spin interaction. This object, a non-local func-
tion of the magnetization vector density, can effectively
be the source of spin waves in the dynamical evolution
of the system. The temporal evolution of the dynamical
exchange parameter Jmf(t) is presented in Fig. 4 pan-
els (a) and (b) and it appears to be strongly dependent
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FIG. 3: (Color online) Time-averaged observables evalu-
ated in spheres of radius 1.4 A˚ around the atomic sites: (a)
The averaged temporal evolution of
∣∣BFeloc(t)∣∣ for different
pulse amplitudes A = 0.5, 0.7, 0.9 eV/A˚; (b) comparison of∣∣BFeloc(t)∣∣ and ∣∣BFex (t)∣∣ under a single pulse with amplitude
A = 0.7 eV / A˚; (c) averaged value of cos θ during the time
evolution, with θ angle formed with the z axis by the SFe(t)
vector (black curve) and by the BFekin(t) vector (red curve),
the pulse employed is the same of (b); (d) comparison be-
tween |SFe(t)| and SFez (t) during the temporal evolution, the
pulse employed is the same of (b).
on the laser-pulse excitation. In panel (b) it is shown
that Jmf(t) follows the shape of the pulse. The value
of the field is integrated within a sphere of small radius
(R = 0.5 A˚) around the Fe site, therefore, higher pulse
amplitudes excite more the electronic system with conse-
quent higher modification of Jmf . The quantity sharply
increases from its initial value and then returns close
to its ground-state magnitude on the time scale of the
pulse disappearence. The maximum amplitude of Jmf
also scales systematically with the amplitude of the laser
pulse, i.e. it increases for the more intensive pulses. The
trend of Jmf(t) shown in panel (a) is very similar, the
quantity is computed within a sphere of larger radius.
While during the application of the pulse Jmf(t) looks
strongly affected, and its growth rate scales proportion-
ally to the pulse amplitude, after that the exchange cou-
pling stabilizes around an average value, different in the
three cases. This reflects the different amount of energy
injected into the system by the three pulses.
In comparison, Figure 4 panels (c) and (d) show the
evolution of the non-collinear spin function, SFexy(t), for
the same set of simulations with increasing laser-pulse
intensity. We find clear similarities during the pulse-
coherent stage of the dynamics. Both Jmf(t) and S
Fe
xy(t)
follow the pulse, and their amplitudes vary with the pulse
intensity. At times longer than the pulse duration the
dynamics of the two objects, however, is completely dif-
ferent. This difference stems from the fact that the non-
collinear spin component SNxy(t) is driven by two torques,
as described by Eq. (32), and only a part of the second
torque is related to Jmf. The dynamical exchange cou-
pling shown in Fig. 4(b) is characterized by a large vari-
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FIG. 4: (Color online) Exchange coupling evaluated inside
spheres of different radii R centered on the Fe atomic site and
of SFexy calculated inside the same spatial regions using three
different type of pulses (A = 0.7, A = 0.9, A = 0.5) eV/A˚.
The dynamical exchange coupling here corresponds to the ex-
pression of Eq. (33): (a) the averaged temporal variation of
∆Jmf(t) = Jmf(t)− Jmf(t = 0) in the first 10 fs; (b) the aver-
aged temporal variation of Jmf(t) inside a sphere of radius R;
(c) the averaged temporal variation of ∆SFexy(t) obtained by
spatial integration inside a sphere of radius R; (d) the aver-
aged temporal variation of the same quantity SFexy(t) evaluated
inside a sphere of radius R.
ation during the action of the laser pulse and it could,
at least in principle, activate an out-of-equilibrium dy-
namics involving the non-collinear components of the two
atomic spins. We will see now that this is indeed the case.
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FIG. 5: (Color online) Time-averaged observables evaluated
in spheres of radius 0.5 A˚ around the Fe atomic site with three
different type of pulses (A = 1.0, 0.7, 0.5 eV/A˚): (a) the tem-
poral variation of the angle θ(t) = arccos
(
SFez (t)/
∣∣SFe∣∣) with
respect to its temporal averaged value 〈θ(t)〉 =
∑N
n=1 θ(tn)
N
;
(b) the Fourier transform F(θ)(ω) where θ(t) is the angle pre-
viously defined.
Further evidence of the validity of this argument for
the spin-spin exchange are provided in Fig. 5(b), where
8we present the Fourier transform of the angle θ(t) formed
by the spin vector, SFe(t), on the Fe site [see Eq. (34)]
with the z axis. In panel (a) we present the correspond-
ing temporal evolution of θ(t) by measuring the on-site
spin misalignment (Fe atom). As before we compare the
results from the three different simulations with increas-
ing pulse amplitudes. Focusing on the lowest part of the
spectrum, we observe that the lowest frequency peak in
the spectrum blue-shifts with increasing the pulse ampli-
tude. Although our resolution is limited by the length
of the numerically-stable time integration and we only
observe one or two periods of the lowest frequency mode,
it is clear that the laser pulse amplitude affects directly
the energy of that spin-wave mode. This correlates with
our previous observation of strongly pulse-intensity de-
pendent effective exchange interaction Jmf.
In a summary, it is clear that the laser excites di-
rectly only the electronic system and this is propagated
to the spin system through the consequent formation
of Stoner excitations and transfer of magnetization be-
tween the two sites. However, at the same time the
excitations in the electronic sub-system contribute also
to the ultrafast modification of the effective inter-site
EDEI Jmf(t) depicted in Fig. 4(a). Certainly, the degree
of laser-induced modification of this quantity is propor-
tional to the amount of energy injected into the system
by the pulse, namely to the amplitude of the applied ex-
ternal field. The physical interpretation of Jmf(t) as a
Heisenberg-like exchange parameter is further validated
by the observation that the lower energy spin-wave modes
follow an analogous dependence on the excitation mag-
nitude.
V. CONCLUSIONS
In conclusion, starting from the hydrodynamical for-
mulation of the spin dynamics in the ALDA, we in-
troduce an out-of-equilibrium non-local spin-spin inter-
action term and define an effective out-of-equilibrium
Heisenberg-like exchange coupling. We evaluate the lat-
ter through TD-SDFT calculations by applying ultra-
fast external electric pulses (of duration of about 5 fs
and amplitudes ranging between A = 0.5 eV/A˚ and
A = 1 eV/A˚) to fcc FeMn, which has a frustrated anti-
ferromagnetic ground-state. These simulations show that
the observed on-site demagnetization can be attributed
mainly to a Stoner-like excitation activated by the action
of the laser pulse. The local dynamics, at longer time,
appears to be driven by an inter-site exchange coupling,
Jmf(t). After a strong non-adiabatic modification during
the action of the pulse the EDEI acquires a new value
that remains approximately constant for the rest of the
evolution. The analysis of the Fourier spectrum of the
angle θ(t) formed by the on-site spin direction with the z
axis suggests that the laser pulse can activate spin wave
excitations with a frequency that grows with the ampli-
tude of the applied pulse and correlates also with the new
value acquired by the effective exchange coupling Jmf .
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