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Complete non-orientable minimal surfaces in R3
and asymptotic behavior
Antonio Alarco´n and Francisco J. Lo´pez
Abstract In this paper we give new existence results for complete non-orientable
minimal surfaces in R3 with prescribed topology and asymptotic behavior.
Mathematics Subject Classification (2010) 49Q05.
1. Introduction
Non-orientable surfaces appear quite naturally in the origin itself of Minimal Surface
theory and present a rich and interesting geometry.
This is part of a series of papers devoted to exploit the Runge-Mergelyan type
approximation theorem for non-orientable minimal surfaces, furnished by the authors in
[3], in order to construct non-orientable minimal surfaces in R3 with involved geometries.
The first main result of this paper concerns complete non-orientable minimal surfaces in
R
3 spanning a finite collection of closed curves.
Theorem 1.1. Let S0 be an open non-orientable smooth surface with finite topology.
Then there exist a relatively compact domain S in S0 and a continuous map X : S → R3
such that S is homeomorphic to S0, the Hausdorff dimension of X(S \S) equals 1, and the
restriction X|S : S → R3 is a complete minimal immersion.
Furthermore, the flux of the immersion X|S can be arbitrarily prescribed.
A map X as those given by Theorem 1.1 is said to be a non-orientable compact
complete minimal immersion. The ones in the above theorem are the first examples of
such immersions in the literature.
We point out that our method does not give control over the topology of S \ S . In
particular, we can not ensure that S \ S consists of a finite collection of Jordan curves (see
Remark 3.2 below).
In the orientable setting, compact complete minimal immersions of the disc into R3 were
constructed by Martı´n and Nadirashvili [10]; examples with arbitrary finite topology were
given later by Alarco´n [1]. Other related results can be found in [8, 2]. The construction
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methods used in [10, 1] are refinements of Nadirashvili’s technique for constructing
complete bounded minimal surfaces in R3; see [14]. In the context of null holomorphic
curves in C3 (i.e., holomorphic immersions from Riemann surfaces into C3 whose real and
imaginary parts are conformal minimal immersions), Alarco´n and Lo´pez [6] gave compact
complete examples with any given finite topological type. Their method, which relies on
the Runge-Mergelyan theorem for null curves in C3 (see [5]), is the inspiration of our proof.
Compact complete minimal surfaces in R3 are interesting objects since they lie in the
intersection of two well known topics on minimal surface theory: the Plateau problem
(dealing with the existence of compact minimal surfaces spanning a given family of closed
curves in R3) and the Calabi-Yau problem (concerning the existence of complete minimal
surfaces in bounded regions of R3). See the already cited sources and references therein for
a more detailed discussion.
The second main result of this paper regards with complete non-orientable minimal
surfaces in R3 properly projecting into planar convex domains.
Theorem 1.2. Let S be an open non-orientable smooth surface (possibly with infinite
topology) and let D ⊂ R2 be a convex domain.
Then there exists a complete minimal immersion X = (X1,X2,X3) : S → R3 such that
(X1,X2)(S) ⊂ D and (X1,X2) : S → D is a proper map.
Furthermore, the flux of the immersion X can be arbitrarily prescribed.
The problem of whether there exist minimal surfaces in R3 with hyperbolic conformal
structure and properly projecting into R2 was proposed by Schoen and Yau [15]. (Recall
that an open Riemann surface is said to be hyperbolic if it carries non-constant negative
subharmonic functions; otherwise it is said to be parabolic.) This question was settled in
the affirmative by the authors in both the orientable and the non-orientable settings [5, 4, 3].
More specifically, such surfaces with any given conformal structure and flux map were
provided. Theorem 1.2 shows that the corresponding result for complete non-orientable
surfaces and convex domains of R2 holds as well; cf. [7] for the orientable case. On the other
hand, Ferrer, Martı´n, and Meeks [9] provided complete non-orientable minimal surfaces,
with arbitrary topology, properly immersed in any given convex domain Ω of R3; however,
if the domain Ω is a right cylinder over a convex domain D of R2, their method does not
provide any information about the projection of the surface into D.
Although our techniques are inspired by those already developed in the orientable setting
(cf. [6, 7]), the non-orientable character of the surfaces requires a much more careful
discussion. Indeed, every non-orientable minimal surface S in R3 can be represented by a
triple (N ,I,X), where N is an open Riemann surface, I : N → N is an antiholomorphic
involution without fixed points, and X : N → R3 is a conformal minimal immersion
satisfying
(1.1) X ◦ I = X
and S = X(N ); see Subsec. 2.2 for details. The moduli space of open Riemann surfaces
admitting an antiholomorphic involution without fixed points is real analytic and rather
subtle; as a matter of fact this condition implies not only topological restrictions on the
surfaces but also conformal ones. Moreover, the required compatibility (1.1) with respect to
the antiholomorphic involution makes the construction of non-orientable minimal surfaces
a much more involved problem. In order to overcome these difficulties, we exploit the
Runge-Mergelyan theorem for non-orientable minimal surfaces [3] (see Theorem 2.12
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below). This flexible tool enables us to obtain the examples in Theorems 1.1 and 1.2 as
limit of sequences of compact non-orientable minimal surfaces (with non-empty boundary),
considerably simplifying the construction methods in Sec. 3 and Sec. 4.
Outline of the paper. In Sec. 2 we introduce the background and notation about Riemann
surfaces, non-orientable minimal surfaces, and convex domains, that will be needed
throughout the paper. In particular, we state the Runge-Mergelyan theorem for non-
orientable minimal surfaces [3]; see Theorem 2.12. With this approximation result in hand,
Theorems 1.1 and 1.2 are proved in Sec. 3 and Sec. 4, respectively; see the more general
Theorems 3.1 and 4.1.
2. Preliminaries
We denote by ‖ · ‖, 〈·, ·〉, and dist(·, ·) the Euclidean norm, metric, and distance in Rn,
n ∈ N. Given a compact topological space K and a continuous map f : K → Rn, we
denote by
(2.1) ‖f‖0,K := max
{‖f(p)‖ : p ∈ K}
the maximum norm of f on K. The corresponding space of continuous functions on K will
be endowed with the C0 topology associated to ‖ · ‖0,K .
Given a topological surface N, we denote by bN the (possibly non-connected) 1-
dimensional topological manifold determined by its boundary points. Open connected
subsets of N \ bN will be called domains. Proper connected topological subspaces of
N \ bN being compact surfaces with boundary will be said regions. For any subset A ⊂ N,
we denote by A◦, A, and FrA = A\A◦, the interior, the closure, and the topological frontier
of A in N , respectively. Given subsets A, B of N , we say that A ⋐ B if A is compact and
A ⊂ B◦.
2.1. Riemann surfaces and non-orientability. A Riemann surface N is said open if it is
non-compact and bN = ∅. For such N , we denote by ∂ the global complex operator given
by ∂|U = ∂∂zdz for any conformal chart (U, z) on N .
Riemann surfaces are orientable; the conformal structure of a Riemann surface induces
a (positive) orientation on it. The natural notion of non-orientable Riemann surface is
described as follows; see [11, 3] for a detailed exposition of this issue.
Definition 2.1. By a non-orientable Riemann surface we mean an orbit space N/I; where
N is an open Riemann surface and I : N → N is an antiholomorphic involution without
fixed points. Therefore, a non-orientable Riemann surface is identified with an open
Riemann surface N equipped with an antiholomorphic involution I without fixed points.
In this setting, N is the two-sheets conformal orientable cover of N/I. We denote by
π : N → N/I the natural projection. Further, N carries conformal Riemannian metrics
σ2N such that I∗(σ2N ) = σ2N .
From now on in this section, let N , I, π, and σ2N be as in Def. 2.1.
Definition 2.2. A subset A ⊂ N is said to be I-invariant if I(A) = A.
For an I-invariant set A ⊂ N , a map f : A → Rn, n ∈ N, is said to be I-invariant if
f ◦ I|A = f .
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Let Γ ⊂ N be an I-invariant subset consisting of finitely many pairwise disjoint smooth
Jordan curves γj , j = 1, . . . , k. For any ǫ > 0 we denote by
Tǫ(Γ) := {P ∈ N : distσ2
N
(P,Γ) < ǫ};
where distσ2
N
means Riemannian distance in (N , σ2N ). Notice that Tǫ(Γ) ⊂ N is an I-
invariant set. If ǫ is small enough, the exponential map
F : Γ× [−ǫ, ǫ]→ Tǫ(Γ), F (P, t) = expP (t n(P )),
is a diffeomorphism and Tǫ(Γ) = F (Γ × (−ǫ, ǫ)); where n is an I-invariant normal field
along Γ in (N , σ2N ). In this setting, Tǫ(Γ) is said to be a metric tubular neighborhood of Γ
(of radius ǫ). Furthermore, if πΓ : Γ × (−ǫ, ǫ) → Γ denotes the projection πΓ(P, t) = P,
we denote by
PΓ : Tǫ(Γ)→ Γ, PΓ(Q) := πΓ(F−1(Q)),
the natural orthogonal projection. Since Γ, n, and σ2N are I-invariant, then
F ◦ (I× Id)|Γ×[−ǫ,ǫ] = I ◦ F and PΓ ◦ I|Tǫ(Γ) = I ◦PΓ.
Definition 2.3. A domain U ⊂ N is said to be bordered if it is the interior of a compact
Riemann surface U ⊂ N with smooth boundary. In this case bU = FrU ⊂ N consists of
finitely many closed Jordan curves.
If N is of finite topology, we denote by BI(N ) the family of I-invariant bordered
domains U ⋐ N such that N is a topological tubular neighborhood of U . (The latter
means that N \ U has no relatively compact connected components and consists of finitely
many open annuli.)
2.2. Non-orientable minimal surfaces. In this subsection we describe the Weierstrass
representation for non-orientable minimal surfaces (see [11]), and introduce some notation.
An I-invariant conformal minimal immersion X : N → R3 induces a conformal
minimal immersion X
¯
: N/I → R3, satisfying X = X
¯
◦ π. In this sense, X(N ) is an
immersed non-orientable minimal surface in R3. Conversely, any immersed non-orientable
minimal surface in R3 comes in this way.
Let X = (Xj)j=1,2,3 : N → R3 be an I-invariant conformal minimal immersion.
Denote by φj = ∂Xj , j = 1, 2, 3, and Φ = ∂X ≡ (φj)j=1,2,3. The 1-forms φj are
holomorphic, have no real periods, and satisfy
(2.2)
3∑
j=1
φ2j = 0
and
(2.3) I∗Φ = Φ.
The intrinsic metric in N is given by
(2.4) ds2 =
3∑
j=1
|φj |2;
hence
(2.5)
3∑
j=1
|φj |2 vanishes nowhere on N .
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The triple Φ is said to be the Weierstrass representation of X.
Conversely, any vectorial holomorphic 1-form Φ = (φj)j=1,2,3 on N without real
periods, enjoying (2.2), (2.3), and (2.5), determines an I-invariant conformal minimal
immersion X : N → R3 by the expression
X = ℜ
∫
Φ,
where ℜ means real part. Cf. [11].
The following notation will be required later on.
Definition 2.4. For any I-invariant subset A ⊂ N , we denote by MI(A) the space of I-
invariant conformal minimal immersions of I-invariant open domains W ⊂ N , containing
A, into R3.
Given an I-invariant connected subset A ⊂ N and X ∈ MI(A), we denote by distX
the distance in A associated to the intrinsic metric induced by X; that is,
distX(P,Q) = inf
{
ℓ(X(γ)) : γ arc in A connecting P and Q
}
,
where ℓ means Euclidean length in R3.
Definition 2.5. Let A be a subset of N , let X be a conformal minimal immersion from an
open subset containing A into R3, and let γ(s) be an arc-length parameterized curve in A.
The conormal vector field of X along γ is the unique unitary tangent vector field µ of X
along γ such that {dX(γ′(s)), µ(s)} is a positive basis for all s. If in addition γ is closed,
then the flux pX(γ) ∈ R3 of X along γ is given by
∫
γ µ(s)ds.
If γ is closed, it is easy to check that
pX(γ) = ℑ
∫
γ
∂X
(here ℑ means imaginary part), and that the flux map pX : H1(A,Z) → R3 is a group
morphism. Furthermore, ifA andX are I-invariant, then the flux map pX : H1(A,Z)→ R3
of X satisfies
(2.6) pX(I∗(γ)) = −pX(γ) ∀γ ∈ H1(A,Z);
recall that I : N → N reverses the orientation.
2.3. I-admissible sets and I-invariant generalized minimal immersions. In this subsec-
tion we introduce the necessary notation for a well understanding of the Runge-Mergelyan
type approximation result for non-orientable minimal surfaces, given by the authors in [3],
which is the key tool in the present paper; see Theorem 2.12 below.
Remark 2.6. From now on in the paper, N , I, and π will be as in Def. 2.1. We also fix a
conformal Riemannian metric σ2N on N such that I∗(σ2N ) = σ2N .
A compact Jordan arc in N is said to be analytical (smooth, continuous, etc.) if it is
contained in an open analytical (smooth, continuous, etc.) Jordan arc in N .
Definition 2.7. A (possibly non-connected) I-invariant compact subset S ⊂ N is said to
be I-admissible (in N ) if it meets the following requirements (see Fig. 2.1):
(a) S is Runge (in N ); i.e., N \ S has no relatively compact connected components in N .
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(b) RS := S◦ is non-empty and consists of a finite collection of pairwise disjoint compact
regions in N with C0 boundary.
(c) CS := S \RS consists of a finite collection of pairwise disjoint analytical Jordan arcs.
(d) Any component α of CS with an endpoint P ∈ RS admits an analytical extension β in
N such that the unique component of β \ α with endpoint P lies in RS .
Figure 2.1. An I-admissible set S ⊂ N .
An I-invariant compact subset S ⊂ N enjoying (b), (c), and (d), is I-admissible if
and only if i∗ : H1(S,Z) → H1(N ,Z) is a monomorphism; where H1(·,Z) means first
homology group, i : S → N denotes the inclusion map, and i∗ is the induced group
morphism.
From now on in this section, let S ⊂ N be an I-admissible set.
Definition 2.8. We say that an I-invariant map X : S → R3 is an I-invariant generalized
minimal immersion, and write X ∈ Mg,I(S), if it meets the following requirements:
• X|RS ∈ MI(RS) (see Def. 2.4); hence it extends as an I-invariant conformal
minimal immersion X0 to an open domain V in N containing RS .
• For any component α of CS and any open analytical Jordan arc β in N containing
α, X|α is a regular curve admitting a smooth extension Xβ to β such that
Xβ|V ∩β = X0|V ∩β .
Notice that X|S ∈ Mg,I(S) for all X ∈ MI(S).
Let X ∈ Mg,I(S), and let ̟ be a smooth 3-dimensional real 1-form on CS . This means
that ̟ = (̟j)j=1,2,3, where ̟j is a real smooth 1-form on CS , j = 1, 2, 3. For any
α ⊂ CS we write ̟|α = ̟(α(s))ds, where s is the arc-length parameter of X ◦ α. By
definition, ̟ is said to be a mark along CS with respect to X if for any arc α ⊂ CS the
following conditions hold:
• ̟(α(s)) ∈ R3 is a smooth unitary vector field along α orthogonal to (X ◦ α)′(s).
• ̟ extends smoothly to any open analytical arc β in N containing α.
• ̟(β(s)) is unitary, orthogonal to (X ◦ β)′(s), and tangent to X(RS) at β(s) for
any β(s) ∈ β ∩RS , where as above s is the arc-length parameter of (X ◦ β)(s).
Let n : RS → S2 denote the Gauss map of the (oriented) conformal minimal immersion
X|RS . The mark ̟ is said to be orientable with respect to X if the orientations at the two
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endpoints of each arc in CS agree, that is to say, if there exists δ ∈ {−1, 1} such that for
any regular embedded curve α ⊂ S and arc-length parametrization (X ◦ α)(s) of X ◦ α,
(X ◦ α)′(s0)×̟(α(s0)) = δn(α(s0)) for all s0 ∈ α−1(CS ∩RS).
Orientable marks along CS with respect to X always exist since N is orientable. An
orientable mark ̟ with respect to X is said to be positively oriented if δ = 1. Obviously, if
̟ is orientable with respect to X then either ̟ or −̟ is positively oriented.
In the sequel we will only consider orientable marks.
If ̟ is a positively oriented mark along CS with respect to X, we denote by n̟ : S →
S
2 ⊂ R3 the map given by n̟|RS = n and (n̟ ◦ α)(s) := (X ◦ α)′(s)×̟(α(s)), where
α is any component of CS and s is any arc-length parameter of X ◦ α. By definition, n̟ is
said to be the (generalized) Gauss map of X associated to the orientable mark ̟.
Definition 2.9. We denote by M∗g,I(S) the space of marked immersions X̟ := (X,̟),
where X ∈ Mg,I(S) and ̟ is a positively oriented mark along CS with respect to X
satisfying the following properties:
• I∗(̟) = −̟, or equivalently,
(2.7) n̟ ◦ I = −n̟.
• If st : S2 → C is the stereographic projection, the function st ◦ n̟ : S → C, which
is holomorphic on an open neighborhood of RS , is smooth in an analogous way to
Def. 2.8.
A 1-form θ on S is said to be of type (1, 0) if for any conformal chart (U, z) in
N , θ|U∩S = h(z)dz holds for some function h : U ∩ S → C. Finite sequences Θ =
(θ1, . . . , θn), where θj is a (1, 0)-type 1-form for all j ∈ {1, . . . , n}, are said to be n-
dimensional vectorial (1, 0)-forms on S. The space of continuous n-dimensional (1, 0)-
forms on S will be endowed with the C0 topology induced by the norm
(2.8) ‖Θ‖0,S :=
∥∥ Θ
σN
∥∥
0,S
= max
S
{( n∑
j=1
| θj
σN
|2)1/2}.
Definition 2.10. For every X̟ ∈ M∗g,I(S), we denote by ∂X̟ the complex vectorial 1-
form on S given by
∂X̟|RS = ∂(X|RS ), ∂X̟(α′(s)) = dX(α′(s)) + ı̟(s);
where ı =
√−1,
• dX denotes the vectorial 1-form of type (1, 0) on CS given by
dX|α∩U = (X ◦ α)′(x)dz|α∩U ,
for any component α of CS , where (U, z = x + ıy) is any conformal chart on N
satisfying that z(α∩U) ⊂ R (the existence of such a conformal chart is guaranteed
by the analyticity of α), and
• s is the arc-length parameter of X|α for which {dX(α′(si)),̟(si)} are positive,
where s1 and s2 are the values of s for which α(s) ∈ bRS .
In the setting of Def. 2.10, writing ∂X̟ = (φ̂j)j=1,2,3, it follows that
• ∑3j=1 φ̂2j vanishes everywhere on S,
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• ∑3j=1 |φ̂j |2 vanishes nowhere on S, and
• I∗(∂X̟) = ∂X̟.
For these reasons the triple ∂X̟ is said the generalized Weierstrass representation of X̟.
For F ∈ MI(S), we denote by ̟F the conormal field of F along CS . Notice that ̟F
satisfies (2.7) and (∂F )|S = ∂F̟F ; where F̟F := (F |S ,̟F ) ∈ M∗g,I(S).
The space M∗g,I(S) is naturally endowed with the following C1 topology:
Definition 2.11. Let W be an I-invariant open domain in N containing S.
• Given X̟, Yξ ∈ M∗g,I(S), we set
‖X̟ − Yξ‖1,S := ‖X − Y ‖0,S +
∥∥∂X̟ − ∂Yξ∥∥0,S (see (2.1) and (2.8)).
• Given F, G ∈ MI(S), we set
‖F −X̟‖1,S := ‖F̟F −X̟‖1,S and ‖F −G‖1,S := ‖F̟F −G̟G‖1,S .
• We will say that X̟ ∈ M∗g,I(S) can be approximated in the C1 topology on S by
I-invariant conformal minimal immersions in MI(W ) if for any ǫ > 0 there exists
Y ∈ MI(W ) such that ‖Y −X̟‖1,S < ǫ.
If X̟ ∈ M∗g,I(S), then the group homomorphism
(2.9) pX̟ : H1(S,Z)→ R3, pX̟(γ) = ℑ
∫
γ
∂X̟,
is said to be the generalized flux map of X̟. Notice that pX̟ satisfies (2.6). Obviously,
pX̟Y = pY |H1(S,Z) provided that X = Y |S for some Y ∈MI(S).
The following Runge-Mergelyan type approximation result for non-orientable minimal
surfaces plays a fundamental role in this paper.
Theorem 2.12 ([3]). Let S ⊂ N be an I-admissible subset (see Def. 2.7), let X̟ ∈
M∗g,I(S) (see Def. 2.9), and let p : H1(N ,Z)→ R3 be a group homomorphism such that
• p(I∗(γ)) = −p(γ) for all γ ∈ H1(N ,Z), and
• p|H1(S,Z) equals the generalized flux map pX̟ of X̟.
Write X̟ = (X = (Xj)j=1,2,3,̟), ∂X̟ = (φj)j=1,2,3, and p = (pj)j=1,2,3.
Then the following assertions hold:
(I) X̟ can be approximated in the C1 topology on S (see Def. 2.11) by I-invariant
conformal minimal immersions Y ∈ MI(N ) with flux map pY = p.
(II) If φ3 does not vanish everywhere on S and extends to N as a holomorphic 1-form
without real periods, vanishing nowhere on CS , and satisfying p3(γ) = ℑ
∫
γ φ3 for
all γ ∈ H1(N ,Z), then X̟ can be approximated in the C1 topology on S by I-
invariant conformal minimal immersions Y = (Yj)j=1,2,3 ∈ MI(N ) with flux map
pY = p and third coordinate Y3 = X3.
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2.4. Convex domains and Hausdorff distance. A convex domain D ⊂ Rn, D 6= Rn,
n ≥ 2, is said to be regular (resp., analytic) if its frontier FrD = D \ D is a regular (resp.,
analytic) hypersurface of Rn. Moreover, D is said to be strictly convex if FrD contains no
straight segments.
For any couple of compact subsets K and O in Rn, the Hausdorff distance between K
and O is given by
dH(K,O) := max
{
sup
x∈K
inf
y∈O
‖x− y‖ , sup
y∈K
inf
x∈O
‖x− y‖
}
.
A sequence {Kj}j∈N of (possibly unbounded) closed subsets of Rn is said to converge
in the Hausdorff topology to a closed subset K0 of Rn if {Kj ∩ B}j∈N → K0 ∩ B in the
Hausdorff distance for any closed Euclidean ball B ⊂ Rn. If Kj ⋐ Kj+1 ⊂ K0 for all
j ∈ N and {Kj}j∈N → K0 in the Hausdorff topology, then we write {Kj}j∈N ր K0.
Theorem 2.13 ([13, 12]). Let B ⊂ Rn be a (possibly neither bounded nor regular) convex
domain. Then there exists a sequence {Dj}j∈N of bounded strictly convex analytic domains
in Rn with {Dj}j∈N ր B.
3. Compact complete non-orientable minimal immersions
In this section we prove Theorem 1.1, which is a particular instance of Theorem 3.1
below.
Recall that we have fixed N , I, π, and σ2N as in Def. 2.1; see Remark 2.6. Throughout
this section N is assumed to be of finite topology. See Def. 2.3 and Def. def:M(A) for
notation.
Theorem 3.1. Let U ∈ BI(N ), let K ⊂ U be a compact set, and let X ∈ MI(U).
Then, for any ǫ > 0 there exists an I-invariant domain M in N and a continuous I-
invariant map Y : M → R3, enjoying the following properties:
• K ⊂M ⋐ U and the inclusion map H1(M,Z) →֒ H1(N ,Z) is an isomorphism.
• Y |M : M → R3 is a complete conformal I-invariant minimal immersion.
• ‖Y −X‖1,K < ǫ.
• ‖Y −X‖0,M < ǫ and the Hausdorff distance dH
(
X(bU ), Y (FrM)
)
< ǫ.
• If FrM = Γ ∪ I(Γ) with Γ ∩ I(Γ) = ∅, then Y |Γ : Γ→ R3 is injective.
• The Hausdorff dimension of Y (FrM) equals 1.
• The flux map pY of Y equals the one pX of X.
Remark 3.2. Theorem 3.1 does not insure that M is a bordered domain inN . In particular,
we can not guarantee that FrM consists of a finite collection of pairwise disjoint Jordan
curves; the same happens to Y (FrM).
As usual in this kind of constructions, the map Y in Theorem 3.1 will be constructed in a
recursive procedure; the key tool in this process is Lemma 3.6 below. Most of the technical
arguments in the proof of Lemma 3.6 are contained in the following
Lemma 3.3. Let U ∈ BI(N ), let K ⊂ U be a compact set, let T ⋐ N \ K be a metric
tubular neighborhood of bU in N , and let P : T → bU be the orthogonal projection. Let
X ∈ MI(U), let F : bU → R3 be an I-invariant analytical map, and let µ > 0 such that
(3.1) ‖X − F‖0,bU < µ.
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Then, for any ρ > 0 and any ǫ > 0 there exist V ∈ BI(N ) and Y ∈ MI(V ) enjoying
the following properties:
(i) K ⊂ V ⋐ U and bV ⊂ T.
(ii) If bV = Γ ∪ I(Γ) with Γ ∩ I(Γ) = ∅, then Y |Γ : Γ→ R3 is an embedding.
(iii) distY (K, bV ) > ρ.
(iv) ‖Y −X‖1,K < ǫ.
(v) ‖Y − F ◦P‖0,bV <
√
4ρ2 + µ2 + ǫ.
(vi) The flux map pY of Y equals the one pX of X.
Proof. Let ǫ0 > 0.
Since U ∈ BI(N ), then
bU = ∪ii=1(βi ∪ I(βi)),
where {βi}ii=1 are pairwise disjoint smooth Jordan curves with βi ∩ I(βj) = ∅ for all
i, j ∈ {1, . . . , i}. Denote by β = ∪ii=1βi. Obviously, bU = β ∪ I(β) and β ∩ I(β) = ∅.
For any P ∈ β we choose a simply connected open neighborhood OP of P in U ∩ T
meeting the following requirements:
(A1) P(Q) ∈ OP ∩ βi for all Q ∈ OP and P ∈ βi, i = 1, . . . , i.
(A2) max {‖X(Q1)−X(Q2)‖ , ‖F(P(Q1))−F(P(Q2))‖} < ǫ0, for all {Q1, Q2} ⊂ OP
and P ∈ βi, i = 1, . . . , i.
(A3) ‖X − F ◦P‖0,OP < µ for all P ∈ β.
(A4) OP ∩ I(OP ) = ∅ for all P ∈ β.
Notice that (A3) is ensured by hyphotesis (3.1), provided that OP is chosen small enough.
To guarantee (A2), just take OP sufficiently small and use the continuity of X, F, and P.
Set
O = {OP : P ∈ β},
and observe that O∩β := {OP ∩β : P ∈ β} is an open covering of β. Choose M ∈ BI(N )
satisfying that
(3.2) K ⊂M ⋐ U, U \M ⊂ ∪P∈β(OP ∪I(OP )), and P|bM : bM → bU is one to one.
For instance, one can take M as the complement in U of a sufficiently small metric tubular
neighborhood of bU .
Since U,M ∈ BI(N ) and (3.2), then
(3.3) U \M = ∪ii=1(Ai ∪ I(Ai)) ⊂ T;
where {Ai}ii=1 are pairwise disjoint compact annuli with Ai ∩ I(Aj) = ∅ for all i, j, and
βi ⊂ Ai, i = 1, . . . , i. Denote αi = Ai ∩ bM , i = 1, . . . , i, α = ∪ii=1αi, and A = ∪ii=1Ai.
Obviously, bM = α ∪ I(α), α ∩ I(α) = ∅, U \M = A ∪ I(A), A ∩ I(A) = ∅, and
A ⊂ ∪P∈βOP . In particular, O ∩A := {OP ∩A : P ∈ β} is an open covering of A.
Denote by Zn the additive cyclic group of integers modulus n, n ∈ N. Since O ∩ A
is an open covering of the compact set α in A, then there exist j ∈ N, j ≥ 3, and a
family of compact Jordan arcs {αi,j : (i, j) ∈ I = {1, . . . , i} × Zj} meeting the following
requirements:
(B1) ∪j∈Zjαi,j = αi for all i ∈ {1, . . . , i}.
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(B2) αi,j and αi,j+1 have a common endpoint Qi,j and are otherwise disjoint for all
(i, j) ∈ I .
(B3) αi,j ∩ αi,k = ∅ for all (i, j) ∈ I and k ∈ Zj \ {j, j + 1}.
(B4) αi,j ∪ αi,j+1 ⊂ Oi,j ∈ O for all (i, j) ∈ I .
Up to suitably trimming the Oi,j’s we can further assume that
(B5) Oi,j−1 ∩ Oi,j ∩ Oi,j+1 is connected for any (i, j) ∈ I . Observe that Qi,j ∈
Oi,j−1 ∩Oi,j ∩Oi,j+1 6= ∅ by (B2) and (B4).
For any (i, j) ∈ I , choose a point Pi,j ∈ Oi,j−1 ∩Oi,j and set
(3.4) e3i,j :=

X(Pi,j)−F(P(Pi,j))
‖X(Pi,j )−F(P(Pi,j))‖
if X(Pi,j)− F(P(Pi,j)) 6= 0
any vector in S2 if X(Pi,j)− F(P(Pi,j)) = 0.
Observe that e3i,j ∈ S2 and the orthogonal projection of X(Pi,j) − F(P(Pi,j)) into the
orthogonal complement of e3i,j in R3 equals 0.
For any (i, j) ∈ I choose {e1i,j, e2i,j , e3i,j} an orthonormal basis of R3, and denote by
Bi,j ∈ O(3,R) the orthogonal matrix of change of coordinates in R3 from the canonical
basis to the basis {e1i,j , e2i,j, e3i,j}; i.e.,
(3.5) Bi,j =
(
e1i,j
T
, e2i,j
T
, e3i,j
T
)−1
,
where ·T means transpose.
Let {ri,j : (i, j) ∈ I} be a family of pairwise disjoint analytical compact Jordan arcs in
A meeting the following requirements:
(C1) ri,j ⊂ Oi,j−1 ∩Oi,j ∩Oi,j+1 for all (i, j) ∈ I .
(C2) ri,j has initial point Qi,j , final point P(Qi,j), and it is otherwise disjoint from αi∪βi,
for all (i, j) ∈ I .
(C3) The set S := M ∪ ( ∪(i,j)∈I (ri,j ∪ I(ri,j))) ⊂ U ⊂ N is I-admissible in the sense
of Def. 2.7.
See Fig. 3.1. For instance, one can take ri,j = P−1(P(Qi,j)) ∩ (U \M) for all (i, j) ∈ I;
see (3.2).
Properties (C1) and (C2) are possible thanks to (3.2), (A1), (B2), (B4), and (B5). Notice
that ri,j ∩ I(ri,j) = ∅ for all (i, j) ∈ I; see (A4) and (C1).
The first main step in the proof of Lemma 3.3 consists of deforming X over∪(i,j)∈I(ri,j∪
I(ri,j)). To do this we first extend X|M to an I-invariant generalized minimal immersion
X̂ ∈ Mg,I(S) (see Def. 2.8) enjoying the following properties:
(a) X̂|M = X.
(b) ‖X̂(P )− X̂(Q)‖ < ǫ0 for all {P,Q} ⊂ ri,j , for all (i, j) ∈ I .
(c) If Υ ⊂ ri,j is a Borel measurable subset, then
min
{
ℓ
(
πi,j(X̂(Υ))
)
, ℓ
(
πi,j+1(X̂(Υ))
)}
+
min
{
ℓ
(
πi,j(X̂(ri,j \Υ))
)
, ℓ
(
πi,j+1(X̂(ri,j \Υ))
)}
> 2ρ,
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where ℓ denotes Euclidean length in R3 and
(3.6) πi,j : R3 → span{e3i,j} ≤ R3 the orthogonal projection,
for all (i, j) ∈ I .
To construct X̂ we first define it over each arc ri,j to be highly oscillating in the direction
of both e3i,j and e3i,j+1 (property (c)), but with small diameter in R3 (property (b)). We then
define X̂ over each arc I(ri,j) just to be I-invariant.
Theorem 2.12 applied to any marked immersion X̟̂ = (X̂,̟) ∈ M∗g,I(S) and
p = p
X̟̂
= pX : H1(N ,Z) → R3 (recall that M,U ∈ BI(N ) and see property (a) of
X̂), furnishes an I-invariant conformal minimal immersion F ∈ MI(U) satisfying:
(D1) ‖F −X‖1,M < ǫ0.
(D2) ‖F −X‖0,S < 2ǫ0.
(D3) If Υ ⊂ ri,j is a Borel measurable subset, then
min
{
ℓ
(
πi,j(F (Υ))
)
, ℓ
(
πi,j+1(F (Υ))
)}
+
min
{
ℓ
(
πi,j(F (ri,j \Υ))
)
, ℓ
(
πi,j+1(F (ri,j \Υ))
)}
> 2ρ,
for all (i, j) ∈ I; see (3.6).
(D4) The flux map pF of F equals the one pX of X.
Take into account properties (a), (b), and (c) of X̂ . For (D2), recall that X̂(Qi,j) = X(Qi,j)
for all (i, j) ∈ I and use properties (C1), (A2), and (b).
By continuity of F , there exists W ∈ BI(N ) such that:
(E1) K ⊂M ⋐W ⊂ U .
(E2) S ⊂W and S ∩ bW = ∪(i,j)∈I{P(Qi,j),I(P(Qi,j))}; recall (C2).
(E3) W \M = ∪(i,j)∈I
((
α˜i,j ∪ I(α˜i,j)
)∪ (r˜i,j ∪ I(r˜i,j))), where α˜i,j and r˜i,j are simply
connected compact neighborhoods of αi,j and ri,j , respectively, in W \M , such that
• α˜i,j ∩ r˜i,k = ∅ for all (i, j) ∈ I and k ∈ Zj \ {j − 1, j}.
• r˜i,j ∩ r˜i,k = ∅ for all (i, j) ∈ I and k ∈ Zj \ {j}.
(E4) ‖F −X‖1,M < ǫ0.
(E5) ‖F −X‖0,W < 2ǫ0.
(E6) Denote by γi,j the piece of bW connecting P(Qi,j−1) and P(Qi,j), and containing
P(Qi,k) for no k ∈ Zj \ {j − 1, j}. Then γi,j is split into three compact connected
sub-arcs γ−1i,j ⊂ Fr(r˜i,j−1), Γi,j , and γ1i,j ⊂ Fr(r˜i,j), such that γ−1i,j ∩γ1i,j = ∅, Γi,j has
a common point with γ−1i,j and a common point with γ1i,j , and the following assertion
holds:
For any arc σ ⊂ r˜i,j connecting α˜i,j∪α˜i,j+1 and γ1i,j∪γ−1i,j+1, if σ = σ0∪σ1, where
σk is a collection of subarcs of σ contained in the closure of the connected component
of r˜i,j \ ri,j intersecting αi,j+k, k = 0, 1, then
ℓ
(
πi,j(F (σ0))
)
+ ℓ
(
πi,j+1(F (σ1))
)
> 2ρ for all (i, j) ∈ I .
(E7) (∂FBTi,j)3 vanishes nowhere on bW for all (i, j) ∈ I; here (·)3 means third coordinate
in R3 and Bi,j is given by (3.5).
See Fig. 3.1.
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Figure 3.1. W \M
Denote by Ωi,j the closure of the connected component of W \S bounded by ri,j−1, αi,j ,
αi,j+1, and γi,j , for all (i, j) ∈ I . Observe that Ωi,j is a closed disc for all (i, j) ∈ I and
W = M ∪ (∪(i,j)∈I(Ωi,j ∪ I(Ωi,j))). See Fig. 3.1.
Let η : {1, . . . , ij} → {1, . . . , i}×Zj be the bijection η(k) = (E(k−1j )+1, k−1), where
E(·) means integer part.
The second main step in the proof of Lemma 3.3 consists of deforming F over each
disc Ωη(k), k ∈ {1, . . . , ij}. For that, let us recursively construct a sequence {F0 =
F,F1, . . . , Fij} ⊂ MI(U) satisfying the following properties for all k ∈ {0, 1, . . . , ij}:
(F.1k) ‖Fk −X‖1,M < ǫ0.
(F.2k) ‖Fk −X‖0,S∪(⋃ija=k+1(Ωη(a)∪I(Ωη(a)))) < 2ǫ0.
(F.3k) 〈Fk − Fk−1, e3η(k)〉 = 0, k ≥ 1.
(F.4k) ‖Fk(Q)−X(Q)‖ > 2ρ+ 1, ∀Q ∈ Γη(a), ∀a ∈ {1, . . . , k}, k ≥ 1.
(F.5k) For any arc σ ⊂ r˜η(a) connecting α˜η(a) ∪ α˜η(a)+(0,1) and γ1η(a) ∪ γ−1η(a)+(0,1), then
ℓ
(
πη(a)(Fk(σ ∩ Ωη(a)))
)
+ ℓ
(
πη(a)+(0,1)(Fk(σ ∩Ωη(a)+(0,1)))
)
> 2ρ ∀a ∈ {1, . . . , ij}.
Recall that πη(a) : R3 → span{e3η(a)} is the orthogonal projection; see (3.6).
(F.6k) ‖Fk − Fk−1‖1,W\(Ωη(k)∪I(Ωη(k))) < ǫ0/ij, k ≥ 1.
(F.7k) (∂FkBTη(a))3 vanishes nowhere on bW for all a ∈ {1, . . . , ij}.
(F.8k) The flux map pFk of Fk equals the one pX of X.
Indeed, observe that (F.10)=(E4), (F.20) is implied by (E5), (F.50)=(E6), and (F.70)=(E7),
whereas (F.30), (F.40), and (F.60) make no sense. Finally (F.80) follows from (D4). Reason
by induction and assume that we already have F0, . . . , Fk−1, for some k ∈ {1, . . . , ij},
satisfying the corresponding properties. Let us construct Fk.
Denote G = (G1, G2, G3) := Fk−1BTη(k) ∈ MI(U ). Obviously, G ∈ MI(U) and
(3.7) G3 = 〈Fk−1, e3η(k)〉
(see. (3.5)). Denote
Sk := M ∪
(
Γη(k) ∪ I(Γη(k))
)
∪
( ⋃
a6=k
Ωη(a) ∪ I(Ωη(a))
)
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and observe that Sk is I-admissible (Def. 2.7). Observe also that Sk has exactly three con-
nected components, which are M ∪
(⋃
a6=k Ωη(a) ∪ I(Ωη(a))
)
= W \ (Ωη(k) ∪ I(Ωη(k))),
Γη(k), and I(Γη(k)); see (E3).
Extend G|Sk\(Γη(k)∪I(Γη(k))) to an I-invariant generalized minimal immersion Ĝ =
(Ĝ1, Ĝ2, Ĝ3) ∈ Mg,I(Sk) (Def. 2.8) such that Ĝ3 = G3|Sk and
(3.8) ‖Ĝ(Q)−X(Q)BTη(k)‖ > 2ρ+ 1 for all Q ∈ Γη(k).
Take for instance Ĝ|Γη(k) = (x0, y0, 0) + G|Γη(k) for any constant (x0, y0) ∈ R2 with
sufficiently large norm. Then define Ĝ|I(Γη(k)) to be I-invariant.
In view of (F.7k−1), assertion (II) in Theorem 2.12 applied to any marked immersion
Ĝ̟ = (Ĝ,̟) ∈ M∗g,I(Sk) such that (∂Ĝ̟)3 = (∂G3)|Sk and p = pĜ̟ =
pG : H1(N ,Z) → R3, provides an I-invariant conformal minimal immersion G˜ =
(G˜1, G˜2, G˜3) ∈ MI(U) such that
(3.9) G˜3 = G3
and
(3.10) the flux map p
G˜
of G˜ equals the one pG of G.
Furthermore, if the approximation of Ĝ by G˜ in Sk is close enough, then Fk :=
G˜(BTη(k))
−1 ∈ MI(U ) meets conditions (F.1k)–(F.7k).
Indeed, observe that (3.5) implies that G˜3 = 〈Fk, e3η(k)〉; hence (3.9) and (3.7) ensure
(F.3k). Since Ĝ agrees with G on Sk \ (Γη(k) ∪ I(Γη(k))) = W \ (Ωη(k) ∪ I(Ωη(k))) ⊃
S ∪ (⋃ija=k+1Ωη(a) ∪ I(Ωη(a))), then (F.1k−1) and (F.2k−1) guarantee (F.1k) and (F.2k),
respectively, whereas (F.6k) directly follows. Likewise, (3.8) guarantees (F.4k). Finally,
since ‖Fk − Fk−1‖1,W\(Ωη(k)∪I(Ωη(k))) ≈ 0 and πη(k) ◦ Fk = πη(k) ◦ Fk−1 (see (F.3k) and
(3.6)), then (F.5k−1) and (F.7k−1) ensure (F.5k) and (F.7k), respectively. Finally, (3.10) and
(F.8k−1) give (F.8k).
This concludes the construction of the sequence {F0 = F,F1, . . . , Fij} ⊂ MI(U).
Label H := Fij ∈ MI(U). Let us prove that
Claim 3.4. distH(M, bW ) > 2ρ.
Proof. Consider a connected curve σ in U with initial point Q ∈ M and final point
P ∈ bW . It suffices to show that ℓ(H(σ)) > 2ρ. Assume without loss of generality that
(σ\{P,Q})∩(M ∪bW ) = ∅ and, up to possibly replacing σ by I(σ), that σ ⊂ ∪ijk=1Ωη(k).
Let us distinguish cases.
Assume P ∈ Γη(k) for some k ∈ {1, . . . , ij}. Then there exists a point Q0 ∈
σ ∩ (rη(k)−(0,1) ∪ αη(k) ∪ rη(k)) and it follows that
ℓ(H(σ)) ≥ ‖H(P ) −H(Q0)‖
≥ ‖(H −X)(P )‖ − ‖X(P ) −X(Q0)‖ − ‖(H −X)(Q0)‖
(F.4ij),(A2),(F.2ij)≥ 2ρ+ 1− ǫ0 − 2ǫ0 > 2ρ.
For the latter inequality we assume from the beginning ǫ0 < 1/3.
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Assume now that P ∈ Γη(k) for no k ∈ {1, . . . , ij}. In this case there exists k ∈
{1, . . . , ij} such that P ∈ γ1η(k) ∪ γ−1η(k)+(0,1) ⊂ r˜η(k). Therefore, there exists a connected
sub-arc σ̂ ⊂ σ ∩ r˜η(k) connecting α˜η(k) ∪ α˜η(k)+(0,1) 6= ∅ and P . Then (F.5ij) gives
ℓ(H(σ)) ≥ ℓ(H(σ̂)) > 2ρ. This proves the claim 
Let us now prove the following
Claim 3.5. The inequality
‖H(Q)− F(P(Q))‖ <
√
4ρ2 + µ2 + ǫ,
where ρ, µ, ǫ, and F are the data given in the statement of Lemma 3.3, is satisfied for any
Q ∈W \M such that distH(Q,M) < 2ρ.
Proof. Choose Q ∈ W \ M with distH(M,Q) < 2ρ. In view of Claim 3.4 and up to
possibly replacing without loss of generality Q by I(Q), there exist k ∈ {1, . . . , ij} and
P ∈ rη(k)−(0,1) ∪ αη(k) ∪ rη(k) ⊂ S such that
(3.11) Q ∈ Ωη(k) \ γη(k) and distH(P,Q) < 2ρ.
By Pitagoras Theorem,
(3.12) ‖H(Q)− F(P(Q))‖ =√
〈H(Q)− F(P(Q)), e3η(k)〉2 + ‖Θη(k)
(
H(Q)− F(P(Q)))‖2,
where Θη(k) : R3 → span{e1η(k), e2η(k)} is the orthogonal projection (see (3.5)).
On the one hand,
|〈H(Q) − F(P(Q)), e3η(k)〉| ≤ ‖H(Q) − Fk(Q)‖+ |〈(Fk − Fk−1)(Q), e3η(k)〉|
+ ‖Fk−1(Q)−X(Q)‖ + ‖X(Q) − F(P(Q))‖;
hence, in view of (F.6a), a = k + 1, . . . , ij, (F.3k), (F.2k−1), and (A.3),
(3.13) |〈H(Q) − F(P(Q)), eη(k)〉| < ǫ0 + 0 + 2ǫ0 + µ = µ+ 3ǫ0.
On the other hand,
‖Θη(k)
(
H(Q)− F(P(Q)))‖ ≤
‖H(Q)−H(P )‖ + ‖H(P )−X(P )‖ + ‖X(P )−X(Pη(k))‖+
+ ‖Θη(k)
(
X(Pη(k))− F(P(Pη(k)))
)‖+ ‖F(P(Pη(k)))− F(P(Q))‖;
hence, using (3.11), (F.2ij), (A.2), (3.4), and again (A.2),
(3.14) ‖Θη(k)
(
H(Q)− F(P(Q)))‖ < 2ρ+ 2ǫ0 + ǫ0 + 0 + ǫ0 = 2ρ+ 4ǫ0.
Combining (3.12), (3.13), and (3.14) one obtains
‖H(Q)− F(P(Q))‖ <
√
(µ+ 3ǫ0)2 + (2ρ+ 4ǫ0)2 <
√
4ρ2 + µ2 + ǫ
as claimed (the latter inequality is satisfied provided that ǫ0 is chosen small enough from
the beginning). 
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Choose a bordered domain V ∈ BI(N ) satisfying that
(3.15) M ⋐ V ⋐W
and
(3.16) ρ < distH(Q,M ) < 2ρ ∀Q ∈ bV .
Existence of such a V is guaranteed by Claim 3.4. Moreover, up to a slight deformation of
the domain V , it can be ensured in addition that
(3.17) H|Γ : Γ→ R3 is injective,
where Γ := bV ∩ (∪ii=1Ai) (see (3.3)). In particular, bV = Γ ∪ I(Γ) and Γ ∩ I(Γ) = ∅.
The domain V and the map Y := H|V ∈ MI(V ) satisfy the conclusion of Lemma
3.3. Indeed, property (i) follows from (3.15), (3.2), and (3.3); (ii)=(3.17); (iii) is implied
by (3.16); (iv) is given by (F.1ij) and (3.2); (v) follows from Claim 3.5 and (3.16); and
(vi)=(F.8ij).
This concludes the proof of Lemma 3.3. 
The following application of Lemma 3.3 is the key tool in this section.
Lemma 3.6. Let U ∈ BI(N ), let K ⊂ U be a compact set, and let X ∈ MI(U).
Then, for any ǫ > 0 there exist V ∈ BI(N ) and Y ∈ MI(V ) enjoying the following
properties:
(i) K ⊂ V ⋐ U .
(ii) If bV = Γ ∪ I(Γ) with Γ ∩ I(Γ) = ∅, then Y |Γ : Γ→ R3 is an embedding.
(iii) distY (K, bV ) > 1/ǫ.
(iv) ‖Y −X‖1,K < ǫ.
(v) ‖Y −X‖0,V < ǫ.
(vi) The Hausdorff distance δH(Y (bV ),X(bU )) < ǫ.
(vii) The flux map pY of Y equals the one pX of X.
Proof. Let ρ1 > 0.
Let {ρn}n∈N and {µn}n∈N be the sequences of positive numbers given by
(3.18) ρn = ρ1 +
n∑
j=2
a
j
and µn =
√
µ2n−1 + 4
( a
n
)2
+
a
n2
, ∀n ≥ 2,
where a > 0 and µ1 > 0 are small enough constants so that
(3.19) µn < ǫ/2 ∀n ∈ N.
Call U0 := U. Let T0 be a metric tubular neighborhood of bU0 inN disjoint from K and
denote by P0 : T0 → bU0 the natural projection.
A standard recursive application of Lemma 3.3 gives a sequence {Ξn = (Un,Tn, Yn)}n∈N,
where Un ∈ BI(N ), Tn is a metric tubular neighborhood of bUn inN , and Yn ∈ MI(Un),
satisfying the following conditions:
(1n) If bUn = Γ ∪ I(Γ) with Γ ∩ I(Γ) = ∅, then Yn|Γ : Γ→ R3 is an embedding.
(2n) K ⊂ Un ⋐ Un−1 ⋐ U0 and Tn ⊂ Tn−1 ⊂ T0, for all n ≥ 1.
(3n) ρn < distYn(K, bUn).
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(4n) max{‖X −X ◦P0 ◦ . . . ◦Pn−1‖0,bUn , ‖Yn−X ◦P0 ◦ . . . ◦Pn−1‖0,bUn} < µn for
all n ≥ 1, where Pj : Tj → bU j denotes the orthogonal projection.
(5n) ‖Yn −X‖1,K < ǫ on K .
(6n) The flux map pYn of Yn equals the one pX of X.
See [6, Proof of Claim 4.2] for details; here we use Lemma 3.3 instead of [6, Lemma 3.1].
Choose k ∈ N such that
(3.20) ρk > 1/ǫ,
recall that {ρn}n∈N ր +∞. The bordered domain V := Uk ∈ BI(N ) and the map
Y := Yk ∈ MI(V ) satisfy the conclusion of the lemma.
Indeed, (i) is implied by (2k); (ii)=(1k); (iii) is ensured by (3.20) and (3k); (iv)=(5k);
and (vii)=(6k). In order to check (v), observe that
‖Y −X‖0,bV ≤
‖Yk −X ◦P0 ◦ . . . ◦Pk−1‖+ ‖X ◦P0 ◦ . . . ◦Pk−1 −X‖
(4k)
< µk + µk
(3.19)
< ǫ.
Therefore, the Maximum Principle for harmonic maps ensures that ‖Y −X‖0,V < ǫ. The
same argument gives property (vi).
This concludes the proof of Lemma 3.6. 
We are now ready to prove the main result in this section. Since the proof of Theorem 3.1
relies in a standard recursive application of Lemma 3.6, we will omit some of the details.
We refer to the proof of [6, Theorem 5.1] for a careful exposition.
Before going into the proof we need the following notation. For any k ∈ N, any compact
set K ⊂ N , and any continuous injective map f : K → R3, denote by
Ψ(K, f, k) =
1
2k2
· inf
{
‖f(P )− f(Q)‖ : P,Q ∈ K, distσ2
N
(P,Q) >
1
k
}
> 0,
where distσ2
N
(·, ·) denotes the intrinsic distance in N with respect to the conformal
Riemannian metric σN ; see Remark 2.6.
Proof of Theorem 3.1. Let ǫ1 and a be numbers with 0 < ǫ1 < a/2.
Choose an I-invariant bordered domain M1 ∈ BI(N ) satisfying the following
properties:
(i) K ⊂M1 ⋐ U .
(ii) If bM1 = Γ ∪ I(Γ) and Γ ∩ I(Γ) = ∅, then X|Γ : Γ→ R3 is an embedding.
(iii) The Hausdorff distance dH(X(bM 1),X(bU )) < ǫ1.
Denote X1 := X|M1 ∈ BI(M1). A standard recursive application of Lemma 3.6
provides a sequence {Θn = (Mn,Xn,Tn, ǫn, τn)}n∈N, where Mn ∈ BI(N ), Xn ∈
MI(Mn), Tn is a metric tubular neighborhood of bMn in Mn, 0 < ǫn < a/2n, and
τn > 0, for all n ∈ N, enjoying the following properties:
(1n) If Tn = Ω ∪ I(Ω) with Ω ∩ I(Ω) = ∅, then Xn|Ω : Ω→ R3 is an embedding.
(2n) K ⊂Mn−1 \ Tn−1 ⋐Mn \ Tn ⋐Mn ⋐Mn−1 ⋐M for all n ≥ 2.
(3n) ‖Xn −Xn−1‖1,Mn−1\Tn−1 < ǫn and ‖Xn −Xn−1‖0,Mn < ǫn for all n ≥ 2.
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(4n) distXn(K,Tn) > 1/ǫn for all n ≥ 2.
(5n) The Hausdorff distance dH(Xn(bMn),Xn−1(bMn−1)) < ǫn for all n ≥ 2.
(6n) There exist an := i ·E((τn)n+1) points xn,1, . . . , xn,an in Xn(bMn) ⊂ R3 such that
dH(Xn(Tn), {xn,1, . . . , xn,an}) <
(
1/τn
)n
,
where E(·) means integer part and 2i is the number of ends of N .
(7n) ǫn < min
{
ǫn−1, ̺n−1,
1
n2(τn−1)n
, Ψ
(
Tn−1 , Xn−1|Tn−1 , n
)}
, where
̺n−1 = 2
−nmin
{
min
Mk−1\Tk−1
∥∥∥∂Xk
σN
∥∥∥ : k = 1, . . . , n− 1} > 0, n ≥ 2.
(8n) τn ≥ τn−1 + 1 ≥ n for all n ≥ 2.
(9n) ‖distσ2
N
( · , bMn)‖0,Tn < ǫn; see Remark 2.6.
(10n) The flux map pXn of Xn equals the one pX of X.
See [6, Proof of Claim 5.2] for details on how to construct such a sequence; here we use
Lemma 3.6 instead of [6, Lemma 4.1].
Set Nn = Mn \ Tn for all n ∈ N and define
M :=
⋃
n∈N
Nn.
From (2n) and (9n), n ∈ N we obtain that M = ∩n∈NMn and the inclusion map
H1(M,Z) →֒ H1(N ,Z) is a homeomorphism.
In view of (2n), (3n), (5n), and (7n), n ∈ N, the sequence {Xn|M}n∈N uniformly
converges to an I-invariant continuous map
Y : M → R3
such that max
{‖Y −X‖1,K , ‖Y −X‖0,M , dH(X(bU ), Y (FrM))} < a. Moreover, (3n)
and (7n), n ∈ N, ensure that Y |M is an I-invariant conformal minimal immersion, which
is complete by (4n), n ∈ N, and its flux map pY equals the one pX of X by (10n), n ∈ N.
Finally, properties (3n) and (7n), n ∈ N, ensure that (Y |FrM )−1(Y (P )) = {P,I(P )} for
all P ∈ FrM , whereas (6n), (7n), and (9n), n ∈ N, guarantee that the Hausdorff dimension
of Y (FrM) equals to 1, provided that a is taken small enough from the beginning. (See [6,
Proof of Theorem 5.1] for details.)
Therefore, the domain M and the map Y satisfy the conclusion of Theorem 3.1, provided
that a is chosen sufficiently small. 
4. Complete non-orientable minimal surfaces properly projecting
into planar convex domains
Recall that we have fixed N , I, and π as in Def. 2.1 (see Remark 2.6); in particular N is
an open Riemann surface possibly with infinite topology.
In this section we prove Theorem 1.2 in the introduction. We actually prove the following
more precise result.
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Theorem 4.1. Let D ⊂ R2 be a convex domain (possibly neither bounded nor smooth), let
U ⋐ N be a Runge connected I-invariant bordered domain, and let X = (X1,X2,X3) ∈
MI(U ) such that
(4.1) (X1,X2)(U ) ⊂ D.
Let also p : H1(N ,Z)→ R3 be a group morphism satisfying
(4.2) p|H1(U,Z) = pX and p(I∗(γ)) = −p(γ) ∀γ ∈ H1(N ,Z).
(See (2.6).)
Then for any ǫ > 0 there exist a Runge I-invariant domain M ⊂ N and Y =
(Y1, Y2, Y3) ∈MI(M) enjoying the following properties:
• U ⋐M and M is homeomorphic to N .
• ‖Y −X‖1,U < ǫ.
• Y : M → R3 is complete.
• (Y1, Y2)(M) ⊂ D and (Y1, Y2) : M → D is a proper map.
• The flux map pY of Y equals p.
If D = R2, the above theorem is already known; futhermore, in this particular case one
can choose M = N (see [3]).
The following result contains most of the technical arguments in the proof of Theorem
4.1. Lemma 3.6 will play an important role in its proof.
Lemma 4.2. Let L ⋐ D ⊂ B ⋐ A ⊂ R2 be bounded smooth convex domains; i.e. with
smooth frontier. Let U ⋐ Û ⋐ N be Runge connected I-invariant bordered domains, and
let X = (X1,X2,X3) ∈MI(U) such that
(4.3) (X1,X2)(bU ) ⊂ D \ L.
Then, for any ǫ > 0 there exist a Runge I-invariant bordered domain V ⋐ N and
Y = (Y1, Y2, Y3) ∈ MI(V ) satisfying the following properties:
(i) U ⋐ V ⋐ Û and V \ U consists of a finite collection of open annuli.
(ii) ‖Y −X‖1,U < ǫ.
(iii) (Y1, Y2)(bV ) ⊂ A \B.
(iv) (Y1, Y2)(V \ U) ⊂ A \ L.
(v) distY (U, bV ) > 1/ǫ.
(vi) The flux map pY of Y equals the one pX of X.
Proof. Let ǫ0 > 0.
Since X ∈ MI(U ), there exists an I-invariant bordered domain M0 ⋐ N such that
X ∈ MI(M0) and the following properties hold:
(A1) U ⋐M0 ⋐ Û .
(A2) M0 \ U consists of a finite collection of open annuli.
(A3) (X1,X2)(M0 \ U) ⊂ D \ L; see (4.3).
We now use Lemma 3.6 to get an I-invariant bordered domain M ⋐ N and an I-
invariant conformal minimal immersion F = (F1, F2, F3) ∈ MI(M), such that:
(B1) U ⋐M ⋐M0 ⋐ Û ; see (A1).
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(B2) M \ U consists of a finite collection of open annuli; see (A2).
(B3) ‖F −X‖1,U < ǫ0.
(B4) (F1, F2)(M \ U) ⊂ D \ L; see (A3) and Lemma 3.6 (v).
(B5) distF (U, bM ) > 1/ǫ0.
(B6) The flux map pF of F equals the one pX of X.
Write
bM = ∪ii=1(αi ∪ I(αi));
where {αi}ii=1 are pairwise disjoint smooth Jordan curves with αi ∩ I(αi) = ∅. Denote
α = ∪ii=1αi. It follows that bM = α ∪ I(α) and α ∩ I(α) = ∅.
Since L is convex, (B4) ensures that for any P ∈ α there exist a line lP in R2 and an
open neighborhood OP of P in α such that
(4.4) ((F1, F2)(Q) + lP ) ∩ L = ∅ ∀Q ∈ OP .
Since α is compact, then there exist j ∈ N, j ≥ 3, and a family of compact Jordan arcs
{αi,j : (i, j) ∈ I = {1, . . . , i} × Zj} meeting the following requirements:
(C1) ∪j∈Zjαi,j = αi for all i ∈ {1, . . . , i}.
(C2) αi,j and αi,j+1 have a common endpoint Qi,j and are otherwise disjoint for all
(i, j) ∈ I .
(C3) αi,j ∩ αi,k = ∅ for all (i, j) ∈ I and k ∈ Zj \ {j, j + 1}.
(C4) αi,j ⊂ ORi,j for a point Ri,j ∈ α, for all (i, j) ∈ I .
For any (i, j) ∈ I label li,j := lRi,j , Oi,j := ORi,j , and denote by ui,j the unitary vector
in R2 orthogonal to li,j and pointing to the connected component of R2 \ ((F1, F2)(Ri,j) +
li,j) disjoint from L. Set
e3i,j := (ui,j , 0) ∈ S2
and denote by πi,j : R2 → span{ui,j} ⊂ R2 the orthogonal projection.
For any (i, j) ∈ I choose {e1i,j , e2i,j} ⊂ R3 such that {e1i,j , e2i,j , e3i,j} is an orthonormal
basis of R3, and denote
(4.5) Bi,j =
(
e1i,j
T
, e2i,j
T
, e3i,j
T
)−1
.
Let {ri,j : (i, j) ∈ I} be a family of pairwise disjoint analytical compact Jordan arcs in
M0 \M meeting the following requirements:
(D1) ri,j ⊂ Oi,j ∩Oi,j+1 for all (i, j) ∈ I .
(D2) ri,j has initial point Qi,j and is otherwise disjoint from bM for all (i, j) ∈ I . Denote
by Pi,j the other endpoint of ri,j for all (i, j) ∈ I .
(D3) The set
S := M ∪ ( ∪(i,j)∈I (ri,j ∪ I(ri,j))) ⊂M0 ⊂ N
is I-admissible in the sense of Def. 2.7.
See Fig. 4.1.
We first deform F over the arcs ri,j and I(ri,j), (i, j) ∈ I .
Extend F |M to an I-invariant generalized minimal immersion F̂ = (F̂1, F̂2, F̂3) ∈
Mg,I(S) such that (see Def. 2.8)
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(E1) πi,a
(
(F̂1, F̂2)(ri,j)
) ∩ πi,a(L) = ∅ for all (i, j) ∈ I and a ∈ {j, j + 1}.
(E2) πi,a
(
(F̂1, F̂2)(Pi,j)
)
/∈ πi,a(A) = ∅ for all (i, j) ∈ I and a ∈ {j, j + 1}.
For instance, one can take (F̂1, F̂2)(ri,j) to be C0 close to a long enough straight segment in
R
2 with initial point (F1, F2)(Qi,j) and directed by a vector ûi,j ∈ R2 with 〈ûi,j, ui,a〉 > 0
for a = j, j + 1. Such a vector ûi,j exists since ui,j 6= −ui,j+1; take into account that
Qi,j ∈ Oi,j ∩Oi,j+1 by (C4).
Applying Theorem 2.12 to any marked immersion F̟̂ = (F̂ ,̟) ∈ M∗g,I(S) and
p = pF̟̂ = pX : H1(N ,Z) → R3 (see Def. 2.9 and (B6)), one obtains an I-invariant
conformal minimal immersion H = (H1,H2,H3) ∈ MI(M0) satisfying:
(F1) ‖H − F‖1,M < ǫ0.
(F2) ‖H − F̂‖0,S < ǫ0.
(F3) (H1,H2)(M \ U) ⊂ D \ L; see (B4).
(F4) distH(U, bM) > 1/ǫ0; see (B5).
(F5) πi,j
(
(H1,H2)(ri,j−1 ∪ αi,j ∪ ri,j)
) ∩ πi,j(L) = ∅ for all (i, j) ∈ I; see (C4), (4.4),
and (E1).
(F6) πi,j
(
(H1,H2)({Pi,j−1, Pi,j})
) ∩ πi,j(A) = ∅ for all (i, j) ∈ I; see (E2).
(F7) The flux map pH of H equals the one pX of X.
By continuity of H , there exists an I-invariant bordered domain W ⊂ N satisfying the
following properties:
(G1) M ⋐W ⋐M0.
(G2) S ⊂W and S ∩ bW = ∪(i,j)∈I{Pi,j ,I(Pi,j)}.
(G3) W \M consists of a finite collection of open annuli.
(G4) πi,j
(
(H1,H2)(Ωi,j)
) ∩ πi,j(L) = ∅, where Ωi,j is the closure of the connected
component of W \ S bounded by ri,j−1, αi,j , ri,j , and the piece βi,j of bW which
connects Pi,j−1 and Pi,j and is otherwise disjoint from S; see (F5).
(G5) πi,j
(
(H1,H2)(βi,j \ Γi,j)
) ∩ πi,j(A) = ∅, where Γi,j is a compact sub-arc of
βi,j \ {Pi,j−1, Pi,j}; see (F6).
(G6) (∂HBTi,j)3 vanishes nowhere on bW for all (i, j) ∈ I; here (·)3 denotes third
coordinate in R3 and Bi,j is given by (4.5).
See Fig. 4.1.
Figure 4.1. W \M
We now deform H over the disc Ωi,j and I(Ωi,j) having particular control over the arcs
Γi,j and I(Γi,j), (i, j) ∈ I .
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Let η : {1, . . . , ij} → {1, . . . , i}×Zj be the bijection η(k) = (E(k−1j )+1, k−1), where
E(·) means integer part.
We now recursively construct a sequence {H0 = H,H1, . . . ,H ij} ⊂ MI(M 0),
Hk = (Hk1 ,H
k
2 ,H
k
3 ) for all k ∈ {0, 1, . . . , ij}, satisfying the following properties for all
k ∈ {0, 1, . . . , ij}:
(1k) ‖Hk − F‖1,M < ǫ0.
(2k) ‖Hk −Hk−1‖1,W\(Ωη(k)∪I(Ωη(k))) < ǫ0/ij, k ≥ 1.
(3k) 〈Hk −Hk−1, e3η(k)〉 = 0, k ≥ 1.
(4k) distHk(U, bM ) > 1/ǫ0.
(5k) πη(a)
(
(Hk1 ,H
k
2 )(Ωη(a))
) ∩ πη(a)(L) = ∅ for all a ∈ {1, . . . , ij}.
(6k) πη(a)
(
(Hk1 ,H
k
2 )(βη(a) \ Γη(a))
) ∩ πη(a)(A) = ∅ for all a ∈ {1, . . . , ij}.
(7k) (Hk1 ,Hk2 )(Γη(a)) ∩ A = ∅ for all a ∈ {1, . . . , k}, k ≥ 1.
(8k) (∂(HkBTi,j))3 vanishes nowhere on bW for all (i, j) ∈ I; see (4.5).
(9k) The flux map pFk of Fk equals the one pX of X.
(10k) (Hk1 ,Hk2 )(M \ U) ⊂ D \ L.
Indeed, observe that (10)=(F1), (40)=(F4), (50)=(G4), (60)=(G5), (80)=(G6), (90)=(F7), and
(100)=(F3), whereas (20), (30), and (70) make no sense. Reason by induction and assume
that we already have H0, . . . ,Hk−1, for some k ∈ {1, . . . , ij}, satisfying the corresponding
properties. Let us construct Hk.
Denote G = (G1, G2, G3) := Hk−1BTη(k) ∈ MI(M 0), where Bη(k) is the orthogonal
matrix (4.5). It follows that G ∈ MI(M0) and
G3 = 〈Hk−1, e3η(k)〉.
Denote
Sk := M ∪
(
Γη(k) ∪ I(Γη(k))
)
∪
( ⋃
a6=k
Ωη(a) ∪ I(Ωη(a))
)
and observe that Sk is I-admissible (Def. 2.7). ExtendG|Sk\(Γη(k)∪I(Γη(k))) to an I-invariant
generalized minimal immersion Ĝ = (Ĝ1, Ĝ2, Ĝ3) ∈ Mg,I(Sk) (cf. Def. 2.8) such that
Ĝ3 = G3|Sk and
πη(k)
(((
Ĝ(BTη(k))
−1
)
1
,
(
Ĝ(BTη(k))
−1
)
2
)
(Γη(k))
)
∩ A = ∅,
where (·)j means j-th coordinate in R3. For instance, choose Ĝ|Γk = G|Γk + (x0, y0, 0)
where (x0, y0) ∈ R2 is a constant with large enough norm.
In view of (8k−1), one can apply Theorem 2.12 (II) to any marked immersion Ĝ̟ =
(Ĝ,̟) ∈ M∗g,I(Sk) such that (∂Ĝ̟)3 = (∂G3)|Sk and p = pĜ̟ = pG : H1(N ,Z)→ R3,
obtaining an I-invariant conformal minimal immersion G˜ = (G˜1, G˜2, G˜3) ∈ MI(M 0)
such that G˜3 = G3 and the flux map pG˜ of G˜ equals the one pG of G. It is now
straightforward to check that, if the approximation of Ĝ by G˜ in Sk is close enough,
then Hk := G˜(BTη(k))
−1 ∈ MI(M 0) satisfies properties (1k)–(10k). This concludes the
construction of the sequence Hk, . . . ,H ij ∈ MI(M0).
From (6ij) and (7ij), we obtain that (H ij1 ,H ij2 )(bW ) ∩ A = ∅, whereas (10ij) and the
Convex Hull property of minimal surfaces ensure that (H ij1 ,H ij2 )(M ) ⊂ D. Since D ⋐ A
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and H ij is I-invariant, then there exists an I-invariant bordered domain V ⋐ N such that
(4.6) M ⋐ V ⋐W, V \M consists of i open annuli,
and
(4.7) (H ij1 ,H ij2 )(bV ) ⊂ A \B.
In particular, by the Convex Hull property of minimal surfaces,
(4.8) (H ij1 ,H ij2 )(V ) ⊂ A.
Set Y := H ij|V ∈ MI(V ) and notice that Y and V satisfy the conclusion of the lemma
provided that ǫ0 is chosen small enough from the beginning. Indeed, Lemma 4.2 (i) follows
from (B1), (B2), and (4.6); (ii) is implied by (B1), (B3), and (1ij); (iii)=(4.7); (iv) is ensured
by (4.8), (10ij), (5ij), and the fact that V \M ⊂ W \M = ∪ija=1
(
Ωη(a) ∪ I(Ωη(a))
)
; (v) is
guaranteed by (4ij) and (4.6); and (vi)=(9ij).
This proves the lemma. 
We can now prove the main result in this section. It will follow from a standard recursive
application of Lemma 4.2.
Proof of Theorem 4.1. Let ǫ0 > 0.
By (4.1) and Theorem 2.13, we can take a sequence {Dj}j∈N∪{0} of bounded smooth
convex domains in R2, such that Dj−1 ⋐ Dj ⋐ D for all j ∈ N,
(4.9) {Dj} ր D,
and
(4.10) (X1,X2)(bU) ⊂ D1 \ D0.
Call U0 := U , and take also a sequence {Uj}j∈N of Runge connected I-invariant
bordered domains in N , satisfying:
(a) Uj−1 ⋐ Uj for all j ∈ N.
(b) The Euler characteristic χ(Uj \ U j−1) ∈ {0,−2} for all j ∈ N.
(c) N = ∪j∈NUj .
Such a sequence is constructed in [3, Remark 5.8].
Call M0 := U0 and Y 0 = (Y 01 , Y 02 , Y 03 ) := X. Let us construct a sequence
{(ǫj ,Mj , Y j)}j∈N, where ǫj > 0, Mj is a Runge connected I-invariant bordered domain
in N , and Y j = (Y j1 , Y j2 , Y j3 ) ∈ MI(M j) enjoy the following properties:
(1j) Mj−1 ⋐Mj ⋐ Uj for all j ∈ N.
(2j) The inclusion map Mj →֒ Uj induces an isomorphism H1(Mj ,Z) → H1(Uj ,Z) for
all j ∈ N.
(3j) ‖Y j − Y j−1‖1,Mj−1 < ǫj < ǫ0/2j for all j ∈ N.
(4j) (Y j1 , Y j2 )(bM j) ⊂ Dj+1 \ D
j for all j ∈ N.
(5j) (Y j1 , Y j2 )(M j \Mj−1) ⊂ Dj \ D
j−1 for all j ∈ N.
(6j) distY j(M j−1, bM j) > 1/ǫj > 2j/ǫ0.
(7j) The flux map pY j of Y j equals p|H1(Mj ,Z).
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Indeed, observe that M0 and Y 0 satisfy (20), (40), and (70) by the fact (M0, Y 0) =
(U0,X), (4.10), and (4.2), respectively, whereas the remaining requirements make no sense
for j = 0. Reason by induction and assume that we already have (ǫj−1,Mj−1, Y j−1) for
some j ∈ N, satisfying the corresponding properties, and let us construct (ǫj ,M j , Y j).
Choose ǫj < ǫ0/2j .
If the Euler characteristic χ(Uj \ U j−1) = 0, then we directly obtain Mj and Y j as the
resulting data to apply Lemma 4.2 to(L , D , B , A , U , Û , X , ǫ) = (Dj−1 , Dj , Dj , Dj+1 , Mj−1 , Uj , Y j−1 , ǫj).
Otherwise, properties (b) and (2j−1) ensure that the Euler characteristic χ(Uj \U j−1) =
χ(Uj \ M j−1) = −2. In this case, by elementary topological arguments, there exists a
compact Jordan arc γ ⊂ Uj such that:
• γ has its endpoints in bM j−1 and is otherwise disjoint from M j−1.
• γ ∩ I(γ) = ∅.
• S := M j−1 ∪ γ ∪ I(γ) is an I-admissible subset in N (see Def. 2.7).
• The Euler characteristic χ(Uj \ Sj) = 0.
(Cf. [3, Remark 5.8].)
Extend Y j−1 to an I-invariant generalized minimal immersion Ŷ = (Ŷ1, Ŷ2, Ŷ3) ∈
Mg,I(S) satisfying Ŷ (γ) ⊂ Dj\Dj−1; existence of such extension is guaranteed by (4j−1).
Applying Theorem 2.12 (I) to any marked immersion Ŷ̟ = (Ŷ ,̟) ∈ M∗g,I(S), such that
the generalized flux map pŶ̟ of Ŷ̟ equals p|H1(Uj ,Z) (see (2.9)), we obtain an I-invariant
bordered domain W and F = (F1, F2, F3) ∈ MI(W ) meeting the following requirements:
• M j−1 ⊂ S ⊂W ⋐ Uj and the Euler characteristic χ(Uj \W ) = 0.
• ‖F − Y j−1‖1,Mj−1 ≈ 0.
• (F1, F2)(W \Mj−1) ⊂ Dj \ Dj−1.
• The flux map pF of F equals p|H1(Uj ,Z).
This reduces the construction of the triple (ǫj ,Mj , Y j) to the already done in the
case when χ(Uj \ U j−1) = 0, concluding the construction of the desired sequence
{(ǫj ,Mj , Y j)}j∈N.
Set
M :=
⋃
j∈N
Mj ⊂ N ,
which is a Runge I-invariant domain, homeomorphic to N , satisfying U ⋐ M ; take into
account properties (1j ) and (2j), j ∈ N. By (3j ), j ∈ N, the sequence {Y j}j∈N converges
uniformly in compact subsets of M to an I-invariant conformal minimal immersion Y =
(Y1, Y2, Y3) ∈MI(M) with ‖Y −X‖1,U < ǫ, provided that ǫj is chosen small enough for
each j ∈ N. Furthermore, (6j), j ∈ N, ensure that Y is complete, whereas (4.9) and (5j),
j ∈ N, imply that (Y1, Y2)(M) ⊂ D and (Y1, Y2) : M → D is a proper map. Finally, the
flux map pY of Y equals p by (7j), j ∈ N.
This concludes the proof. 
Complete non-orientable minimal surfaces and asymptotic behavior 25
References
[1] A. Alarco´n, Compact complete minimal immersions in R3, Trans. Amer. Math. Soc., 362 (2010),
pp. 4063–4076.
[2] A. Alarco´n, Compact complete proper minimal immersions in strictly convex bounded regular domains of
R
3
, AIP Conference Proceedings, 1260 (2010), pp. 105–111.
[3] A. Alarco´n and F. J. Lo´pez, Approximation theory for non-orientable minimal surfaces and applications.
Geom. Topol. in press.
[4] A. Alarco´n and F. J. Lo´pez, Properness of associated minimal surfaces. Trans. Amer. Math. Soc., in press.
[5] A. Alarco´n and F. J. Lo´pez, Minimal surfaces in R3 properly projecting into R2, J. Differential Geom., 90
(2012), pp. 351–381.
[6] A. Alarco´n and F. J. Lo´pez, Compact complete null curves in Complex 3-space, Israel J. Math., 195 (2013),
pp. 97–122.
[7] A. Alarco´n and F. J. Lo´pez, Null curves in C3 and Calabi-Yau conjectures, Math. Ann., 355 (2013),
pp. 429–455.
[8] A. Alarco´n and N. Nadirashvili, Limit sets for complete minimal immersions, Math. Z., 258 (2008),
pp. 107–113.
[9] L. Ferrer, F. Martı´n, and W. H. Meeks, III, Existence of proper minimal surfaces of arbitrary topological
type, Adv. Math., 231 (2012), pp. 378–413.
[10] F. Martı´n and N. Nadirashvili, A Jordan curve spanned by a complete minimal surface, Arch. Ration.
Mech. Anal., 184 (2007), pp. 285–301.
[11] W. H. Meeks, III, The classification of complete minimal surfaces in R3 with total curvature greater than
−8pi, Duke Math. J., 48 (1981), pp. 523–535.
[12] W. H. Meeks, III and S. T. Yau, The classical Plateau problem and the topology of three-dimensional
manifolds. The embedding of the solution given by Douglas-Morrey and an analytic proof of Dehn’s
lemma, Topology, 21 (1982), pp. 409–442.
[13] H. Minkowski, Volumen und Oberfla¨che, Math. Ann., 57 (1903), pp. 447–495.
[14] N. Nadirashvili, Hadamard’s and Calabi-Yau’s conjectures on negatively curved and minimal surfaces,
Invent. Math., 126 (1996), pp. 457–465.
[15] R. Schoen and S. T. Yau, Lectures on harmonic maps, Conference Proceedings and Lecture Notes in
Geometry and Topology, II, International Press, Cambridge, MA, 1997.
