Supercooled liquids near the glass transition exhibit the phenomenon of heterogeneous relaxation; at any specific time, a nominally homogeneous equilibrium fluid undergoes dynamic fluctuations in its structure on a molecular distance scale with rates that are very different in different regions of the sample. Several theoretical and simulation studies have suggested a change in the nature of the dynamics of fluids as they are supercooled, leading to the concept of a dynamic crossover that is often associated with mode coupling theory. Here, we will review the use of molecular dynamics computer simulation methods to investigate heterogeneous dynamics and dynamic crossovers in models of atomic liquids.
glass transition ͉ mode coupling ͉ energy landscape M any studies of the dynamics of molecules in supercooled liquids at temperatures just above the glass transition have shown that in these systems the dynamics is heterogeneous. For recent reviews, see refs. 1-4. Several theoretical approaches suggest that at some temperature, which is usually below the freezing point, the characteristics of the dynamical motion on an atomic and molecular level change at a temperature often called a crossover temperature and often associated with the mode coupling theory (5-7).
The two subjects of dynamic heterogeneity and dynamic crossover have many ramifications too numerous to discuss in the present review, and at first glance the connection between them is not apparent. In this article I will discuss the use of molecular dynamics (MD) computer simulations of liquids to study these two subjects, since many MD studies are directly relevant to both of the subjects. I will focus on a small number of model atomic liquids for which extensive calculations have been performed.
Background Temperature Dependence of Relaxation in
Supercooled Liquids. In most experimental and theoretical studies of supercooled liquids, a fundamental quantity of interest is the structural relaxation time, often denoted ␣ . It can be measured in various types of experiments, e.g., dielectric relaxation measurements, viscosity measurements, and neutron scattering. A typical value of ␣ for a liquid near the freezing point is 10
Ϫ12 s, corresponding to a viscosity of Ϸ10 Ϫ1 poise. At the glass transition, as normally defined, the relaxation time is Ϸ10 2 s, and the viscosity is Ϸ10 13 poise. Over the relatively small temperature range from the melting temperature to the glass transition temperature, T g , the viscosity and relaxation times change by 14 orders of magnitude. At T g , on cooling, the behavior changes from that of a viscous liquid that can flow on an experimental time scale to a rigid solid-like material that cannot flow. Above T g the liquid is able to relax, but below T g it is incapable of relaxing because the relaxation times are too long compared with the experimental time scale. The glass transition temperature, T g , depends on the rate at which the system is cooled (slower cooling leads to a lower transition temperature). For technical reasons, most experimental studies of heterogeneous dynamics are performed just above T g .
The Energy Landscape Picture. Goldstein (5) , in his classic 1969 paper, formulated what he called a ''potential energy barrier description'' of dynamics in low-temperature materials, which has become the basis of what is now called the energy landscape picture. The essential ideas of his picture are the following. (i) In a glass at low temperatures, the atoms are near a local minimum of the potential energy function. (ii) As the temperature is raised, thermal energy fluctuations will allow the system to make transitions from one minimum to another over potential energy barriers. Such transitions are often described as activated dynamics. There is a clear separation of the time scales for vibration within one minimum and for transitions from one minimum to another. (iii) It is presumed that in a transition over a potential energy barrier the rearrangement of atomic positions takes place primarily in a small region of the material; such transitions can take place independently in different regions of the sample. (iv) As the temperature is raised, thermal energies will be comparable to the heights of the potential energy barriers, and the nature of the dynamics will change since the barriers no longer dominate the dynamics. (v) From a variety of considerations, Goldstein concluded that the barriers dominate the dynamics when the relaxation time is sufficiently long, and he estimated that the barrier-dominated regime corresponds to temperatures at which Ն 10 Ϫ9 s.
Inherent Structures. Stillinger and Weber (8) proposed a systematic computational way to study the energy landscape picture of dynamics by using MD simulations. We shall use the term configuration space to denote the multidimensional space each point of which corresponds to a set of possible instantaneous positions of the entire collection of particles.
For an atomic fluid of N particles, for example, this is a 3N-dimensional Cartesian space. For each point in configuration space, Stillinger and Weber defined its inherent structure as another point in configuration space obtained by starting at the original point and performing a steepest descent minimization of the potential energy function until a local minimum is found. The position of the local minimum in configuration space is called the inherent structure of the original point. This procedure can be used to partition configuration space into regions called basins. All points in a basin have the same inherent structure. Inherent structures are used in various ways, as shall be discussed below.
Mode Coupling Theory. The mode coupling kinetic theory of Götze and Sjögren (6, 7) , in its ''simplified'' form, predicts that the temperature depen-dence of the relaxation time and the diffusion coefficient, D, for liquids at low enough temperatures is of the form
The theory was originally presumed to be a theory of the glass transition itself, but it was subsequently recognized that the singularity at T c is an artifact of the simplified theory. Nevertheless, an extended version of the theory, which eliminates the artifact, usually gives results similar to that of the simplified theory at temperatures above T c . Thus, for many experimental and simulated materials, a fit of the high-temperature data with this functional form allows values of T c to be obtained, and T c is always above T g and usually below the freezing temperature. The extended theory was designed to take into account what are called hopping processes, which correspond to thermally assisted transitions over energy barriers from one potential minimum to another, as described by Goldstein (5) . According to the theory, as the temperature is lowered, these processes become important, and they dominate the dynamics below T c . We shall use the phrase mode coupling temperature and the symbol T c to denote a temperature derived from fitting relaxation time or diffusion constant data to Eq. 1. A great deal of computer simulation work has been performed to test the mode coupling theory. Of particular concern are the change in the nature of molecular motion as T c is crossed and the extent to which activated hopping processes take place above T c .
The usual formulation of the simplified mode coupling theory, which is based on a kinetic theory of fluids, makes no explicit reference to dynamical heterogeneities. Simplified mode coupling theory approximations can also be derived by using a field theory formulation of fluid dynamics (9) . Very recently, Biroli and Bouchaud (10) showed that when such a formulation is used to calculate a correlation function associated with dynamical heterogeneity, approximations analogous to those that lead to simplified mode coupling theory lead to predictions of a dynamic correlation length (T) that grows as the temperature is lowered and diverges as T c is approached:
Ϫ1/2 . Presumably, this divergence, like that for the relaxation time in Eq. 1, is an artifact of the simplified theory that would be corrected in an extended theory, but the prediction of a growing correlation length as the temperature is lowered toward T c , like the prediction of a growing relaxation time, is qualitatively correct.
MD Studies of Supercooled Liquids.
Most MD studies of heterogeneous dynamics in supercooled liquids to date have simulated atomic fluids by using systems containing as few as 65 atoms and as many as 20,000 atoms. Periodic boundary conditions are used, and the system being studied is assumed to have the properties of a small part of a larger bulk system. The dynamics of the atoms are usually calculated by using Newton's or Hamilton's equations of motion. For very small simulated systems, the mechanics that are sometimes used are Langevin dynamics that models the fluctuations in energy caused by interactions with surrounding fluid.
A specific set of potentials for an 80:20 binary mixture of Lennard-Jones atoms (11) (and minor variations of it, which are based on different ways of truncating the potential at long distances) has been used in many studies of supercooled liquids . Most of the discussion below deals with this system, which will be denoted BMLJ1 for convenience. Its important physical features are: different sizes for the two types of particles (mole fractions of 0.8 for the larger particle and 0.2 for the smaller particle), a strong attractive interaction between unlike particles at short distance, and a shorter range for the repulsive interaction of unlike particles than for like particles. A 50:50 Lennard-Jones mixture with a different set of potential parameters (15) , which we will denote BMLJ2, has also received a significant amount of attention (15, (37) (38) (39) (40) . In this model, all of the attractive interactions have the same strength, and the diameter for the repulsive interaction of unlike particles is the average of the diameters for the two interactions of like particles. A 50:50 mixture of soft sphere particles with inverse 12th-power repulsive interactions and a specific set of parameters has been investigated at two different densities. We shall denote these systems as SS 1 (36, 41, 42) and SS 2 (43, 44) . Finally, the Dzugutov potential (45) has been used (46-48), as well as a variety of other potentials (49) (50) (51) (52) (53) (54) (55) . Simulations on models of molecular liquids, silica, and polymer melts have been performed, but they are beyond the scope of this review. All of this discussion will focus on atomic liquids.
In performing MD studies, it is important to equilibrate the system at the temperature of interest before collecting data on the behavior of the system at that temperature. In practice this means that the equilibration times and run times have to be much longer than the relaxation time for the temperature being studied.
Other Theories. There is a rich theoretical literature related to mode coupling theory, dynamical crossovers, dynamical heterogeneity, and the landscape picture for supercooled liquids, which is also beyond the scope of this review. Here, we will mention just two classes of idealized statistical mechanical models whose properties have been conjectured to be relevant for understanding both real supercooled liquids and more realistic simulated models. The first is a class of mean field theories of spin glasses (see ref. 56 and references therein). The second is a class of kinetically constrained lattice models (see refs. 57 and 58 and references therein).
Dynamic Heterogeneity and Dynamic Crossovers in Model Atomic Liquids
Landscape-Influenced and Landscape-Dominated Regimes for Atomic Liquids. In an influential paper, Sastry et al. (13) set the agenda for several subsequent computer simulation studies of supercooled liquids. They performed MD calculations on the BMLJ1 fluid by using 256 particles and observed the changes in the dynamics as a function of the temperature as the system was cooled at one density. Various cooling rates were used. They identified three distinct temperatures for their simulated system.
The first has come to be called the onset temperature, T o , which for their system occurred at a reduced temperature of Ϸ1.0.
† Above this temperature, the average energy of the inherent structures is insensitive to temperature, the self intermediate scattering function decays exponentially with time, and the relaxation time associated with this correlation function has an Arrhenius temperature dependence. Just below this temperature, the average energy of the inherent structures falls with decreasing temperature, and the relaxation becomes increasingly nonexponential in its time dependence and non-Arrhenius in its temperature dependence.
The second temperature is the mode coupling temperature, T c , for their system, which is Ϸ0.42.
‡ Sastry et al.'s observations suggested that there is some sort of dynamical crossover taking place † Throughout this discussion, temperatures will be given in reduced units. See ref. 13 for a definition of the units. Times will either be given in reduced units or converted to laboratory units in the standard way, which assigns the reduced unit a value of 2 ϫ 10 Ϫ12 s. Note that some investigators (11, 38) have used a time unit that is smaller than the standard reduced unit by a factor of 1͞ (48) at temperatures at or near T c , one characterized (on cooling) by the appearance of activated hopping processes, an increase in the potential energy barriers for motion between basins, and a descent of the system into the harmonic regions of the potential energy basins. This finding led Sastry et al. (13) to use the phrase landscape-influenced regime to refer to temperatures between T o and T c and the phrase landscape-dominated regime to refer to temperatures between T c and T g . This terminology has become generally accepted.
At a third, much lower, temperature, which Sastry et al. identify with the glass transition temperature, T g , the system becomes trapped in a single low-energy basin. For their slowest cooling rate, this temperature is Ϸ0.25, but, as they noted, the system falls out of equilibrium well above this temperature for their cooling rates.
An analysis, based on the relaxation time data of Kob and Andersen (11) for another version of BMLJ1, suggests that the temperature at which activated processes were observed by Sastry et al. is approximately the lowest temperature for which their system was equilibrated at their slowest cooling rate. The other observations of crossover behavior near T c that are mentioned above were based in part on simulation data for temperatures below T c where their system was out of equilibrium. Hence these observations are consequences of crossover into the nonequilibrium glass rather than into an equilibrium supercooled liquid below T c .
Sastry et al. (15) [see also Schrøder et al. (38) ] extended these studies to larger systems (up to 19,652 particles) and a different Lennard-Jones binary mixture (BMLJ2), confirming many of the results of ref. 13 . The data for the second system span the entire landscapeinfluenced regime down to T c but not below. The self intermediate scattering function data show that their systems were well equilibrated at all temperatures studied, including the lowest temperature. At low temperatures the time scale for vibration of a system in an inherent structure basin is of the order of 0.5 reduced time units. For temperatures above T c the system is clearly able to make some transitions between inherent structures on time scales shorter than that. However, as T approaches T c from above, the interbasin transitions become slower and there is a clear separation of the two time scales, as is assumed in the Goldstein (5) 
The Statistics of Mobile Particles and
String-Like Cooperative Motion. The first MD study of heterogeneous dynamics in 3D atomic liquids was that of Kob et al. (12) and Donati et al. (14, 16, 17) . They simulated BMLJ1 by using 8,000 particles at high densities § for a range of temperatures between 0.550 and 0.451. For these conditions, T c Ϸ0.435. Thus these studies investigated the low-temperature part of the landscape-influenced regime but did not extend down to T c itself.
At each temperature, at various times they identified a subset of the particles that could be regarded as mobile. Two different definitions of mobile particles were used in those articles, but the results of the analysis were not sensitive to the details of the definition.
They found that the mobile particles are not uniformly distributed in the system but rather tend to form clusters. This tendency increases as the temperature is lowered and the average cluster size grows as the temperature decreases. The ratio of relaxation times of the fluid to a suitably defined relaxation time for the mobile particles grows as the temperature is lowered. Thus the magnitude of the dynamical heterogeneity grows as the temperature decreases.
They analyzed the structure of the mobile regions in detail and found that many of them were extended string-like structures. The dynamics in these regions involved motion of a particle, motion of a second particle to the former position of the first, motion of a third particle to the former position of the second, etc. This behavior is very striking (see, e.g., figures 1 and 4 of ref. 14) . Moreover, the fraction of mobile particles that are involved with strings increases as the temperature is lowered toward T c .
Kob et al. (12) 
Many of the dynamical features observed in these simulations have been seen in experimental studies of colloidal hard-sphere suspensions (59, 60) .
Dynamic Correlation Lengths and Suscepti-
bilities. The study of correlations among mobile particles led to the generalization of mobility correlation functions and the development of a way of analyzing inhomogeneous dynamics by using density correlation functions involving four space-time points (10, 17, 33, 36, 37, 39, 40, 43) . There are a variety of choices for these correlation functions. This type of analysis permits the calculation of a temperature-dependent correlation length (T) for dynamical heterogeneities that has much in common with well known techniques for analyzing static and dynamic correlations associated with equilibrium critical phenomena. ¶ For SS 2 , Yamamoto and Onuki (43) found large dynamic correlation lengths at low temperatures. The value of T c for their system was not given, which makes it difficult to correlate their results with those for other systems. Correlation lengths in BMLJ1 were studied by Donati et al. (17) and Berthier (33) , and those in BMLJ2 were studied by Glotzer et al. (37) and Lacevic et al. (39, 40) . The results are roughly consistent with those of Kob et al. (12) mentioned above. All of these studies found that the dynamic correlation length increases rapidly in the landscape-influenced regime as the temperature is lowered toward T c . In some cases, these correlation lengths were larger than half the length of the simulated system. The values obtained for the BMLJ1 system are smaller than those for BMLJ2, but the differences may be caused by differences in the methods of analysis used. The dynamic correlation lengths observed at temperatures above T c are qualitatively § The series of states that they studied had slightly different densities at each temperature. ¶ For a discussion of the ambiguities associated with calculating the correlation length from simulation data, see refs. 17 and 36.
consistent with the predictions of the mode coupling theory of Biroli and Bouchaud (10).
Implications of Dynamic Heterogeneities for
Computer Simulations. In principle, the length of a simulation cell should be at least twice the dynamic correlation length (and preferably larger) for the simulation to provide an accurate description of the inhomogeneous dynamics and obtain the correct results for relaxation times and transport coefficients. Simulations of systems that are too small can give results that are different from those of bulk systems. The empirical evidence for size dependence of kinetic properties in simulations of atomic liquids is limited, and the picture that emerges is, unfortunately, not clear. Kim and Yamamoto (44) performed MD studies of SS 2 for various system sizes. They found that at low temperatures the long-distance scale heterogeneities that are important for the dynamics are suppressed in smallsystem simulations, making the calculated relaxation time decrease significantly on going from systems of 108 atoms to systems of 1,000 atoms. On the other hand, Doliwa and Heuer (23), using Langevin dynamics, found for BMLJ1 that there was a relatively small increase in the diffusion constant in going from 65 to 130 atoms and no detectable subsequent change going to 1,000 particles. (These results apply to temperatures down to Ϸ10% above T c .) These different results may indicate a significant difference between SS 2 and BMLJ1 that would be somewhat surprising. They might conceivably be a consequence of the difference in the dynamics used, which would also be surprising. They might also reflect a difference between the size dependence of the diffusion coefficient and that of the structural relaxation time.
Scaling Analysis of Relaxation. The appearance of a growing dynamic length scale and time scale as a liquid is cooled is in some ways analogous to the divergence of equilibrium correlation lengths and correlation times in a fluid as the critical point is approached. The analogy suggests the possibility of using scaling laws to quantify the relationships among the growing (and potentially diverging) length and time scales and to categorize real materials and statistical mechanical models into universality classes.
A simple scaling relationship between a relaxation time and a dynamic correlation length would be of the form ϳ z , or ϳ 1/z , where z is a critical exponent.
Values of the exponent have been determined for two model atomic liquids. Yamamoto and Onuki (43) (62) . On the basis of a renormalization group analysis and expansion of the field theory, they estimated that 1͞z Ϸ0.27. A direct simulation of the spin model by Berthier and Garrahan (63) gave a similar but slightly smaller exponent. Berthier and Garrahan also analyzed simulation data for the North-or-East-or-Front (NEF) model (63) , which is a spin model of a fragile glass former. They found that the NEF model did not obey the scaling relationship.
Scaling analysis of dynamic heterogeneity is still in its infancy and is subject to ambiguities, not the least of which is the difficulty of extracting values of dynamic correlation lengths from simulations. The fact that the exponent 1͞z is so different for BMLJ1 and SS 2 is very surprising, at least to me. The similarity of the z value for mode coupling theory, which is usually regarded as a theory of fragile liquids, and the value for the Fredrickson-Andersen-like model, is also surprising. This method of analysis offers the possibility of characterizing dynamic heterogeneity in a quantitative way that may ultimately yield significant insights.
Analysis of Transitions Between Inherent
Structures and Between Metabasins. A number of investigators have studied the sequence of inherent structures visited during a MD trajectory for a supercooled liquid (24-26, 29, 34, 38, 49, 50) .
Büchner and Heuer (49) performed MD calculations for systems of 60 atoms of a two-component mixture different from those discussed in the studies above. They found that in the landscape-influenced regime the system can jump back and forth between a small number of inherent structures for a considerable period. This motion does not lead to structural relaxation. Such connected inherent structure basins have come to be called metabasins. A subsequent study by the same authors (50) for 120 particle systems showed that in the landscape-influenced regime the system could remain in a single metabasin for a time equivalent to Ϸ8 times the average relaxation time at that temperature. Thus the relaxation rate of a small system fluctuates in time according to whether or not it is in a long-lived metabasin.
Studies on such relatively small systems would be relevant for understanding liquids only if a 120-atom system undergoing dynamical motion under periodic boundary conditions behaves like a small region, containing 120 atoms, of a larger fluid of atoms undergoing dynamical motion. However, the fact that dynamic correlation lengths grow as the temperature is lowered in the landscapeinfluenced regime suggests that such studies are relevant only at higher temperatures where the correlation lengths are relatively small. Unfortunately, the uncertainties associated with extracting correlation lengths from simulation data are such that the range of temperatures where such small system studies are relevant is unclear. Presumably, as noted above, in the vicinity of T c a smallsystem simulation must be leaving out some of the essential physics associated with relaxation.
Most of the studies of transitions in small systems have been done for the BMLJ1 liquid. A system of a small number of atoms can be trapped in metabasins with a wide variety of energies and lifetimes at temperatures in the landscape-influenced region (24, 25, 29) . In the landscape-influenced regime well above T c , some very low-energy, longlifetime metabasins are occupied (25, 29) . Successive hops between basins are correlated with one another, because of the observed tendency to hop back and forth between basins in the same metabasin. Successive hops between metabasins are less strongly correlated with one another and are almost equivalent to a random walk in configuration space (24, 34) . The transitions between basins and between metabasins exhibit the same type of spatial heterogeneity and stringlike motion as is observed in the trajectory dynamics (34) . There is evidence from Brownian dynamics simulations by Doliwa and Heuer (25) that the rate of leaving low-energy metabasins has a Arrhenius temperature dependence, which is a hallmark of activated hopping. Denny et al. (29) have shown that some aspects of a long trajectory (calculated by using the usual MD) are consistent with a simple activated hopping model. Their work also shows that at low temperatures, but still above T c , the lifetimes of some metabasins (calculated by using the Newtonian rather than Langevin dynamics) are of the order of 10 4 times larger than the time for a system to vibrate in one basin (15, 38) . This finding implies the clear separation of time scales that is needed for activated hopping in the Goldstein picture.
These results suggest that the crossover that Goldstein proposed, between localized activated hopping at low temperatures to unactivated dynamics at high temperatures, takes place over a broad range of temperatures in atomic liquids, essentially over the entire landscape-influenced regime. However, the work on dynamic correlation lengths suggests that the Goldstein picture is incomplete in that as the temperature is lowered the transitions that are important for transport become increasingly delocalized.
Negative Curvature of the Potential Energy Surface and Its Relationship to a Crossover at T c . Another line of research that has attempted to understand the dynamical meaning of T c has focused on the curvature on the potential energy surface. As the temperature changes, a system spends time in different parts of configuration space, with different amounts of curvature of the surface. A conventional measure of the curvature at any point in configuration space is the number of negative eigenvalues of the Hessian of the potential energy ʈ evaluated at that point. At a local minimum of the potential energy, all of the eigenvalues (except for three zero eigenvalues corresponding to overall translation of the system) are positive, indicating overall positive curvature of the potential energy surface. Near a saddle point of the surface, one or more of the eigenvalues is negative, indicating negative curvature of the surface.
There are three different ways in which the curvature of the potential energy surface is used to study the landscape-inf luenced regime and the dynamics near T c . The first is the method of instantaneous normal modes (20, (52) (53) (54) (55) . The second is based on a partitioning of the configuration space into regions associated with local minima and saddle points of the potential energy surface (32, 42) . The third is based on a partitioning of the configuration space into regions associated with local minima, saddle points, and so-called quasi-saddles (18, 19, 21, 27, 28, 30, 31, 51) . Each of these methods gives an estimate of the extent to which the system, as a function of temperature, spends time at or near points with various amounts of negative curvature.
From all of these analyses, it is clear that for equilibrium systems, as T c is approached from above, the system spends less and less time in and near regions of negative curvature and more of its time in positive curvature regions presumably closer to local minima in the potential energy surface. There is no convincing simulation evidence for a sharp crossover in the population of negative curvature regions at T c because none of these studies produced equilibrium data for temperatures of T c and below.
Summary of Results for Some Specific Fluids BMLJ1. Dynamic heterogeneities and dynamic crossover have been studied more extensively in the BMLJ1 system than in any other model fluid.
The onset temperature, T o , which is the upper end of the landscape-influenced regime, is the approximate crossover temperature from a higher-temperature Arrhenius behavior of the diffusion constant to an intermediate-temperature nonArrhenius behavior with a temperaturedependent apparent activation energy that increases as the temperature decreases. At this temperature, other properties of the system also change (e.g., the temperature dependence of the inherent structure energies and the time dependence of relaxation).
The dynamic correlation length and the relaxation time grow increasingly rapidly as the temperature decreases in the landscape-influenced regime. The dynamical exponent 1͞z that relates the dynamic correlation length and the relaxation time is Ϸ0.22.
In the landscape-inf luenced regime, small systems spend a significant fraction of time in long-lived, low-energy metabasins. Activated hopping probably takes place to some extent in at least the lower half of the landscapeinf luenced regime and perhaps to some extent at even higher temperatures. String-like motion is an increasingly important component of the motion of the more mobile particles as the temperature is lowered in this regime.
As T c is approached from above, a system at equilibrium spends less and less time in and near regions of configuration space with significant negative curvature.
The temperature dependence of the diffusion constant near and below T c is not known with any certainty. Simulations of a small (256 particle) system indicate that near T c , the lower end of the landscape-influenced regime, the diffusion constant becomes Arrhenius once again. This low-temperature Arrhenius behavior extends from a temperature of Ϸ0.48 down to Ϸ0.40, which is Ϸ5% below the estimated T c for the system. The apparent activation energy associated with this Arrhenius behavior is Ϸ6.1, which is near the upper end of the range of activation energies associated with transitions out of low-lying randomly selected metabasins in small systems (25) . However, rapid growth of the dynamic correlation length as T c is approached from above suggests that a 256-particle simulation is too small to describe the dynamical heterogeneities near T c . These heterogeneities might have a significant effect on the rate of diffusion.
BMLJ2.
Much less is known about the BMLJ2 liquid. It differs from BMLJ1 in some respects. In the case of BMLJ2 the dynamic correlation length appears to be larger and grow more rapidly as T c is approached, but this finding may be a result of differences in the method of analysis. A detailed discussion of stringlike motion has not been reported for this system, to my knowledge, and it is not clear whether this type of motion plays an important role in the lowtemperature dynamics. These differences may be related to differences in the parameter (T o Ϫ T c )͞T c , which is Ϸ0.6 for BMLJ2, but Ϸ1.3 for BMLJ1. Brumer and Reichman (64) have conjectured that this parameter is a measure of deviations from mean field behavior, in the context in which liquids are regarded as related to mean field spin glasses.
SS2. This soft sphere model appears to have significant differences from the BMLJ1. The dynamical exponent 1͞z is Ϸ0.5, much larger than the BMLJ1 result. The dependence of the calculated dynamical properties on system size appears to be much larger than in BMLJ1, suggesting the existence of much larger correlation lengths.
Comments
The concept of T c as a critical temperature arose in mode coupling theory, and values of this temperature are customarily estimated for simulated model liquids by analysis of relaxation times and diffusion constants at higher temperatures. Regardless of the interpretation that is placed on that temperature, it has long been recognized that simulations at that temperature and below would be difficult to perform because they would re-ʈ The Hessian is the matrix of second derivatives of the potential energy with respect to the mass-weighted coordinates of all of the atoms.
quire long simulations to describe the very slow relaxation. It is ironic that many simulation studies have attempted to investigate the nature of the change in dynamics that occurs at that temperature but that almost none of these studies were capable of investigating the nature of the dynamics below T c . Recent work has made it clear that in the vicinity of T c the dynamic correlation lengths increase very rapidly with decrease in temperature and become of the order of or larger than the sizes of simulation cells normally used. As a result, valid simulations at and below T c are even more difficult than had been anticipated because they would require calculations for very large systems as well as very long times. At the moment, there are no published simulation studies that I know of for any atomic liquid (or more complicated fluid) for large enough systems and long enough times to provide a correct quantitative description of relaxation at and below T c . Existing work that studies the approach to T c from above is providing useful qualitative information about the dynamical features of supercooled liquids. But such studies are typically performed for a range of temperatures by using the same number of particles at each temperature. As a result, they become increasingly unreliable from a quantitative point of view as T c is approached and the dynamic correlation length gets larger and larger. This is true even for calculations of the correlation length itself.
One obvious way of addressing this difficulty is to use larger and larger amounts of computer resources in these kinds of studies, and this will undoubtedly take place. But some improved methodological approaches would also be invaluable. One would be a well founded and unambiguous way of extracting numerical values of correlation lengths that are comparable from one system to another. A second would be a finite-size scaling approach that accounts for the effect of finite size on calculated results (e.g., see ref. 65) .
Another way of addressing these issues is to identify simpler models that have the essential low-temperature properties of more complicated realistic models but that are more easily simulated and addressed by analytic theoretical methods (e.g., see ref. 62 ). The identification of universality classes for dynamical heterogeneity and the assignment of realistic models to such classes based on simulations at higher temperatures might provide insight without the necessity of performing very-low-temperature simulations.
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