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A bstract
It is shown that the C* algebra of a groupoid with Haar system has a natural 
split abelian extension. For a split abelian extension of a C* algebra it is shown 
that all representations of the original algebra extend to the split abelian extension. 
Under a reasonable assumption it is shown that states extend to a split abelian 
extension. Definitions for quasi-invariant and ergodic measures are given for split 
abelian extension of C* algebras, and it is shown when the split abelian extension is 
the natural extension of the C* algebra of a groupoid with Haar system that these 
definitions are equivalent to the groupoid definitions of quasi-invariant and ergodic. 
Irreducible representations that live over orbits on principal groupoids with Haar 
system are shown to be determined by the orbit. And in the case of an r-discrete, 
principal groupoid, it is shown how to reconstruct the Borel equivalence relation 
from the states of the natural extension of the C* algebra of the groupoid.
Chapter 1: Introduction
The study of C* algebras began in 1936 when von Neumann and Murray pub­
lished their paper, “On rings of operators” in which they obtained examples of 
non-type I factors by using ergodic actions of a group on a measure space [12]. In 
1943, Gelfand and Naimark showed that all C* algebras are norm closed * subal­
gebras of the bounded operators of a Hilbert space [4]. In 1965, Effros published 
a paper connecting transformation groups with C* algebras [1]. Effros and Hahn 
continued this work in 1967 by studying locally compact transformation groups [2].
Mackey introduced the notion of measured groupoids in 1963 [9,10] “to bring to 
light and exploit certain apparently far reaching analogies between group theory 
and ergodic theory.” Hahn showed that the group measure algebra arising from 
group action on a measure space is the commuting algebra of the regular repre­
sentation of the measured groupoid given by the group action which unified several 
generalizations of von Neumann and Murray’s group transformation method of gen­
erating type II and type III factors [6]. The study of topological groupoids, and 
their related C* algebras, is an outgrowth of Effros and Hahn’s work on transfor­
mation groups. Much of the work in the area is detailed in Renault’s lecture notes, 
A Groupoid Approach to C* -algebras [14]. In 1987, Renault published his paper, 
“Representations des produits croises d’algebres de groupoides,” which showed that 
all representations of the convolution algebra of continuous functions of compact 
support on a groupoid with Haar system come from representations of the groupoid 
on the groupoid of unitary operators on a Hilbert bundle [15]. This result is very 
similar in application to the result in group theory relating the unitary representa­
tions of a group to the representations of the convolution algebra of that group. In 
the proof, Renault shows that the representations of the algebra can be extended 
to an abelian C* algebra whose spectrum is the space of units.
1
This suggested that C* algebras of topological groupoids have natural abelian 
extensions, extensions in which there is a correspondence of representations, states, 
and irreducibility. The results we will present here fall into two broad categories; 
results which are true in general for split abelian extensions and more detailed 
results which are true for C* algebras of groupoids with their natural extension. 
The idea for pursuing these two categories is to find a link between the results and 
to use that link to construct a groupoid which generates the C* algebra.
In this paper, we will show that representations of a C* algebra always extend to 
the split abelian extension. We will give a condition under which states have unique 
extensions to the split abelian extension. We will give a definition for a state of a 
split abelian extension to be quasi-invariant or ergodic, and show that in the case of 
a groupoid, that these definitions correspond to the definitions of a quasi-invariant 
or ergodic measure on the space of units. Finally, we will show in a very special 
case how to construct an Borel groupoid from a split abelian extension.
There are still many questions which remain open. First, there is not yet a 
general procedure for constructing a groupoid from a split abelian extension, or 
even an example of a split abelian extension that is not generated by a groupoid. 
Second, if given a C* algebra, does a non-trivial split extension exist and how does 
one construct it? One result in this area that is known is that an extension does 
not have to be unique. Also, once a groupoid is constructed, is there a natural way 
to put a topology and Haar system on the groupoid?
Chapter 2: C* A lgebras and von N eum ann Algebras
In this chapter, we will review many of the results in the areas of C* algebras 
and von Neumann algebras which will be used later. Most of the result will be 
given without proof. Where appropriate, we will give short proofs or sketches of 
proofs. For a general reference on C* algebras and von Neumann algebras, the 
reader should see [8].
D efinition . A Banach space A  is said to be a Banach algebra if there is a mapping 
(a, 6) ab from A  x A  -> A  satisfying the following (for a, b,c 6  A  and « e C )
(1 ) (a(ab)) =  ((aa)b);
(2 ) a(b +  c) =  ab +  ac and (b +  c)a — ba +  ca;
(3) | H |  <  \\a\\\\b\\.
D efinition . A Banach algebra A  is said to be a * Banach algebra if there is a 
mapping a i-> a* on A  satisfying (for a, b 6  A  and a f C )
(1 ) (a*)* =  a;
(2 ) (a +  b)* = a *  +  b*;
(3) (aa)* = a a * ;
(4) (ab)* =  b*a*;
(5) |K || =  ||a||.
D efinition . A * Banach algebra A  is said to be a C* algebra if ||aa*|| =  ||a||2.
A Banach algebra A  may or may not have an identity element. If it does, that 
element is required to have norm 1. It is possible for a Banach algebra without 
identity to have a sequence or net that acts in the limit as an identity i.e. u \x  —> 
x. Since many results which are true for Banach algebras with identity are of a 
topological nature, these results often hold for Banach algebi'as with “approximate 
identities.”
3
4D efin ition . If A  is a Banach algebra, then a (two sided) approximate unit is a net 
u \  such that for each x G A  one has — x|| -» 0 and ||a;ttA — x|| —> 0. One calls 
such an algebra a Banach algebra with approximate unit.
Remark.
It can be shown that all C* algebras have approximate units. If A  is a separable 
Banach algebra with approximate unit, then the approximate unit can be chosen 
to be a sequence with ||ma|| 5- 1 for every A.
Exam ples.
(1) Let .4 =  C be the set of complex numbers with its usual multiplication, 
a* =  a , and |[o;|[ =  |ck|.
(2) Let A  =  Cq( X)  (i.e. the continuous functions on X  which vanish at infinity)
where X  is a locally compact, Hausdorff space with ||/ | | =  m a x |/(x ) | and
x £ X
i f 9) ( x ) =  f i x )9(x ) and (f*) ( x) =  f (x) .  Then A  is a commutative C* 
algebra. It is known that all commutative C* algebra are isomorphic to 
such an algebra. This will be discussed in detail later.
(3) Let 'H be a Hilbert space and let A  C H('H), where B(T-l) is the bounded lin­
ear operators on %, be an operator norm closed * invariant, multiplicatively 
closed subspace B{%). Then A is  & C* algebra with the operator norm.
Gelfand showed in 1943 that all C* algebras are isomorphic to a norm closed * 
subalgebra of the bounded operators on a Hilbert space [4]. Because of this, C* 
algebras axe generally known as operator algebras.
The theory of commutative C* algebras is understood due to the work of Gelfand. 
For a commutative C* algebra one can define the spectrum of the algebra; it will 
be denoted by A. The spectrum is the set of non-zero multipicative linear func­
tionals from the space 4^ into C, i.e. h(ab) =  h(a)h(b), (such functionals are always 
continuous, and if the space has an identity e, it is required that h(e) =  1). It can
5be shown that if h £ A then \\h\\ =  1 and that A is a locally compact subset of 
A' in the weak * topology. In fact, if A  has an identity, it can be shown that A is 
a closed subset of the unit ball of A' in the weak * topology, hence A is compact 
since by Alaoglu’s theorem the unit ball of A' is compact in the weak * topology. 
One can also show that if A  is a C* algebra, then h(x*) =  h(x)  and hence h is a * 
homomorphism of A  into C. Then one defines the Gelfand transform x —> x  from 
A  to Co (A) by
x(h) =  h(x).
It can then be shown that the Gelfand transform is an isomorphism which gives the 
following theorem.
Theorem . (Gelfand) If A  is an abelian C * algebra then A is a locally compact 
space, and the Gelfand transform from A  into Co (A) is a * isomorphism. Moreover, 
if  1 £ A  then A  is compact.
D efinition. A representation of a C* algebra A  is a * algebra homomorphism 
7r : A  —» 13(H) where H is a Hilbert space.
Remark.
In the commutative case, the members of A are representations on the one di­
mensional Hilbert space C.
Lem m a. If n is a representation of the C* algebra A , then ||7r(a)|| <  ||a||.
D efinition. A representation t x  is said to be non-degenerate if ix(A)H is dense in 
U.
Note. If t x  is a degenerate representation then we can restrict to the closure of ix(A)H 
to obtain a non-degenerate representation. A definition for a representation of a * 
Banach algebra can be made which is similar. If 7r is a non-degenerate representation
6of a * Banach algebra with identity, 1, it can be shown that ||7r(<x) || <  ||a|| and that 
TT(l) =  I.
D efin ition . Let A  be a * Banach algebra. Then a linear functional u> : A  —> C is 
said to be positive if u>{x*x) >  0 for all x in A. We write w >  0 if w is positive.
L em m a. If  A has an approximate unit and u) >  0, then u>(b*a) =  u>(a*b) and 
|w(a*&)| <  (v(a*a)?u!(b*b)2.
The lemma shows that ui defines a pre-Hilbert space structure on A.
T h eorem . (Gelfand-Naimark-Segal) Let A be a * Banach algebra with approxi­
m ate unit. Let u> be a positive linear functional on A. Then there is a representation 
t x  of A on a Hilbert space H such that
(1) There is a vector £ G % with to(x) =  (7r(rc)£, £),
(2) 7r(A)£ is a dense subspace o f H,  (£, is said to be cyclic)
(3) The representation and vector £ are unique up to unitary equivalence. That 
is if  t x '  on 'H! and £' G 'H! satisfy (1) and (2) then there is a unitary map 
U : % -4 %' such that tv'U =  Ux and ?/£ =  £'.
Because of its importance and its use later in the paper we will describe the 
construction which is referred to as the GNS construction. To begin the GNS 
construction, a unit is added to the algebra A  if A  does not have a unit. This is 
possible since A  has an approximate unit. The new algebra is called A e. Next a 
bilinear form is defined on A e by (a, b) =  u(b*o).  It is then shown using the above 
Lemma that N  =  { a \ u(a*a)  =  0 } is an ideal in A e. Again using the Lemma, it is 
easy to check that (•, •) on A e/ N  is an inner product. H  is obtained by completing 
A e/ N.  The representation n is defined by
7r(a)(a: +  N)  =  ax +  N
and the vector £ =  e +  N.
It is not hard to see from the Lemma that ||u/|| =  ||£||.
D efin ition . If to\ and 002 are linear functionals then u>i >  002 if toi —1 0 2 >  0.
D efin ition . Let A  be a * Banach algebra. Let w b e a  positive linear functional on 
A  with ||u>|| =  1. Then to is called a state. It is said to be a pure state if whenever 
0 <  u,i <  a,, then to\ — \to  for some A with 0 <  A <  1.
Gelfand and Naimark showed the following result associating irreducible repre­
sentations and pure states.
P ro p o sitio n . Suppose to is a sta te  on a * Banach algebra with approximate iden­
tity. Then the representation irw generated by the GNS construction is irreducible 
i f  and only if  to is a pure state.
Let us consider what a positive linear functional, state, and pure state are in 
the case of a commutative C* algebra, Cq(X) .  A linear functional on Cq{X)  is a 
regular complex Borel measure p.  To be positive p  satisfies
0  < /  f ' f d p  
=  [ i f  dp 
= J  \ f \ 2 dp
for all /  €  Co(X).  This implies that f  f  dp >  0 for all /  G Cq(X)  and /  >  0. Thus 
p  being regular implies p  must be a (positive) measure. Recall, if p  is a complex 
measure on Cq(X)  then ||/x|| is the variation of p.  But if p  is a measure on X  then 
the variation of p  is just p{X) .  Thus a measure p  is a state if p ( X )  =  1. When 
talking about a state on a commutative C* algebra, we shall identify it with the 
positive measure p.  It is not too difficult to show that if p  is a pure state on Co (AT)
8that p  =  ex i.e. the point mass at x. Thus the pure states are the spectrum. Hence, 
the spectrum forms the irreducible * representations of Cq(X).
The representations of commutative C* algebra are understood in terms of pro­
jection valued measures. The following describes this correspondence.
D efin itio n . Let X  be a locally compact Hausdorff space and let B be the cr-algebra 
of Borel sets on X.  Then a projection valued measure P  on (X, B) is a function 
P  : B —» B(H),  7i a Hilbert space, satisfying
(1) P ( X )  =  / ,
(2) P ( E  n F )  =  P( E) P( F) ,
(3) P ( U Z i  E*) =  X) if the Ei  are pairwise disjoint sequence of Borel sets
with the sum taken in the strong operator topology and,
(4) P{E)* =  P(E) .
Note. It follows that P(0) =  0.
Projection valued measures are a generalization of measures and are very closely 
related. Given a projection valued measure P  and £,rj £  "H then p^tV(E)  =  
(P(E)£,  r]) is a complex measure on X.  We say P  is regular if is regular 
for every £, rj £  H.
D efin itio n . If P  is a projection valued measure on X  and p. a measure on X , then 
one says p  «  P  if P( E)  =  0 implies p(E)  =  0 and P  «  p  if p(E)  =  0 implies 
P ( E)  =  0. Finally, P  ~  p  if P  «  p  and p  «  P.
Given a projection valued measure P  on a separable Hilbert space H,  let Xi be an 
orthonormal basis on H.  Then P( E)  =  0 if and only if P( E) xi  =  0 for all i if and 
only if (P( E) xi , Xi ) =  0 for all i. Let p(E)  =  ^( P( E) x^Xi ) .  Then p ( E ) =  0 if
and only if P( E)  =  0 thus p  ~  P.
9P ro p o sitio n . Let P  be a projection valued measure based on the space X . Let 
P v A E )  be the signed measure given by p t,,W(E)  =  (P( E) v , w)  for v , w  G U.  Let  
f  G Cq(X) .  Then there is a unique bounded operator f  f ( x ) d P( x )  on H satisfying
Moreover, f  f  f ( x)  dP(x)  is a representation of the C* algebra Cq(X) .
The previous proposition says that all integrals of projection valued measures 
are representations of commutative C* algebras. The next theorem shows that
measures. Thus to understand the representations of Cq(X) ,  one need only to 
understand the projection valued measures on X.
T h eorem . Let rc be a nondegenerate representation of the commutative C* algebra 
Cq(X) .  Then there is a unique regular projection valued measure P  on X  such that
To present a canonical description of a projection valued measure, the notion of 
a Hilbert bundle is introduced.
Remark.
Let % — {'H{x ) } X£X be a family of Hilbert spaces. We identify {x} x %(x)  with 
T-L{x) and write
7r : X  * H  -> X  is the natural projection ir(x,£) =  x. If 7i(x) =  fC for all x , then 
=  A section of X  * H  (over X )  is a function f  : X  —> X  * H  such
that 7r( f (x) )  =  x. Given a section f  : X  -> X  * H,  define /  : X  * % -> C by
all representations of commutative C* algebras are integrals of projection valued
((*.£)» (*>»?)) =  (£>v)
X * U  =  { ( x , 0 \ ! i e ' H ( x ) } .
f {x ,  0  =  < /(*), (s,C)).
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D efin ition . A Hilbert bundle is a family % =  { H( x ) } xex  of Hilbert spaces indexed 
by a standard borel space X  together with a standard Borel structure on X  * H  
such that
(1) E  C X  is Borel if and only if 7r- 1 (i?) is Borel.
(2) There is a sequence { / n}£Li of sections, called a fundamental sequence, such 
that
a. f n : X  * 7i —> C is Borel.
b. For ail n, m, J 4  fm(x))  is Borel.
c. The functions { f n} and 7r separate points.
Remarks.
(1) Given X  * % and a sequence satisfying 2-b and 2-c, there is a unique Borel 
structure on X  * 'H such that X  *71 becomes a Hilbert bundle with { / n} as 
a fundamental sequence.
(2) A section /  : X  -» X  * R  is Borel if and only if x (f ( x ), f n(x)) is Borel 
for all n.
(3) Notation: T(X  *%) =  { /  | /  is a Borel section of X  * % }.
(4) By applying Gram Schmitt, we may assume that for each x,  the non-zero 
vectors in { /« (# )}  form an orthonormal basis for 'H(x).
(5) For each /  G T(X * R) ,  x  i-» ||/(x ) || is Borel.
(6) By cutting and pasting in a Borel fashion, it can be shown that H  J  X n x 
Hn  where X n C X  is Borel and Tin is a Hilbert space of dimension n for 
each n =  oo, 1 , 2 , 3 , . . . .
D efin ition . Given a measure n on A , we write A2( /i ,^ )  or J® H ( x ) d^(x)  for
{ /  6  T ( X * H )  | J  | | / ( x ) | | 2 dp(x)  <  oo }.
This is called the direct integral of the Hilbert bundle {'H(x)} with respect to fx.
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D efin ition . Given a Hilbert bundle “H*  X  over X  and a measure fx on X .  The
The following proposition classifies all projection valued measures on a space X  
in terms of Hilbert bundles.
P ro p o sitio n . Let P  be a projection valued measure over X  operating on K. Then 
there exists a Hilbert bundle 7 i * X  over X , a measure p, and a unitary isomorphism  
U:JC L 2(%  p) such that U P { E ) U ~ l is the canonical projection valued measure 
on X  operating on L2(H, p).
Note. It is easy to check that if P  is the canonical projection value measure oper­
ating on some Hilbert bundle, then
for /  €  Co(X). Let B( X)  be the space of bounded Borel functions on X .  Then the 
representation given above can be extended to B( X)  by the formula given above.
D efin ition . Let A  be a * subalgebra of B(7i) for some Hilbert space H. A  is called 
a von Neumann algebra if A  is strongly closed and I  €  A.
Note. If A  is strongly closed, it is norm closed, and thus every von Neumann algebra 
is a C* algebra.
D efin ition . If A  is a family of operator in 3(71) then
canonical projection valued measure on X  operating on the Hilbert space L2(jH,p) 
is given by
(P{E) t ) (x)  =  !* (*)£(*)
f ( x ) d P ( x ) t j  (y ) =  f ( y ) £( y)  
A' =  { B e  B{H)  | BA =  A B V A  e  A }
is called the commutant of A. If A  is * closed then A' is a von Neumann algebra.
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T h eorem , (von Neumann double commutant theorem) If A  is a von Neumann 
algebra then A" =  A.
The double commutant theorem provides an easy way to construct the von Neu­
mann algebra generated by a set A  where A  is * closed. Let A  be the smallest von 
Neumann algebra containing A . Then A" is a von Neumann algebra containing A  
and thus one sees that
A  C A  C A"
= >  A" C A" C (A")"
=► A" C A  C A".
D efin ition . A representation tt is said to be irreducible if (ir(A))' =  C /. It is said 
to be primary if (^(A))'  f) (ir(A)Y' =  C /. It is said to be multiplicity free if (7r(A ))' 
is abelian.
Note. A representation, 7r, will be irreducible if the only closed invariant subspaces 
are 0 and %. tt will be primary if the center of the von Neumann algebra it generates 
is trivial. If n is an irreducible representation then mr will be primary. Indeed a 
von Neumann algebra is type I precisely when every primary representation is a 
multiple of an irreducible. In general, for non-type I algebras, there are primary 
representations whose decompositions into direct integrals are not unique.
Chapter 3: G roupoids
The theory of topological groupoids was introduced in some part with the ex­
pectation that it would play a similar role in the theory of C* algebras as measured 
groupoids did in the theory of von Neumann algebras. In this chapter, we will 
introduce the notions of algebraic and topological groupoids and review the theory 
relating them to C* algebras. For a more detailed review of groupoids, the reader 
should look at [14] or [11].
Definition* A set G with G2 C G  x G with a mapping (7 1 , 7 2 ) 7 1 7 2  from G2
to G  and a mapping 7  7 - 1  from G to G  which satisfy the following
(1) If (7 1 , 7 2 ) G G2 and (7 2 , 7 3 ) G G2 then (7 1 7 2 , 7 3 ) G G2 and (7 1 , 7 2 7 3 ) G G2 
and (7 1 7 2 )7 3  =  7 i ( 7 2 7 3 );
(2) (7i,71"1) €  G2 and (7 1_1, 7 i)  G G2 and if (7 1 , 7 2 ) G G2 and (7 3 , 7 1 ) G G2 
then 7 i- 1 (7 i 7 2 ) =  72 and (7371 f r f 1 =  73-
is called an algebraic groupoid.
The above is the definition given by Hahn [5] and is essentially the same as 
Westman’s in [18] and Ramsay in [13].
Remark.
We define maps r(7 ) =  7 7 - 1  and 5 (7 ) =  7 ~ 17 . They are called the range and 
source maps, respectively. It it easy to show r(G) =  s(G).  This set is denoted 
by G° and G° is called the unit space of G because if x  €  G° and r(7 ) =  x  (or 
s(7 ) =  x ) then 2 7  =  7  (or 'yx =  7 ). Also, it is easy to show that (7 1 , 7 2 ) G G2 if 
and only if 5 (7 1 ) =  ^(7 2 ).
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Exam ples.
(1) Any group G with G2 =  G  x G  and G0 =  e.
(2) Let G =  X  x H  where H  is a group acting on X; i.e. a transformation group. 
Take
G2 =  { ( ( s , t ) , (y , s ) )  | y =  x t}
(x, t) • (x t , s ) =  (x , t s )
( x , t )~l =  {xt , t ~l )
r (x, t )  =  (x , t ) (x t , t ~1) =  (x,e)
s(x, t )  =  ( x t , t ~1)(x, t )  =  (xt,e).
Note we may identify G° with X  by the mapping x  (a;, e) (because of 
this G°  is sometimes referred to as X) .
(3) Let X  be a set and JR C  X  x X  an equivalence relation on X.  Let
R2 =  { ( ( ® i , J / i ) , ( * 2 , 2 f e ) )  I Vi =  x2)
( * i , y i ) ( 2 / i , 2 f c )  =  ( * 1 , ^ 2 )
(x^y) -1 =  (y,x)
r (x, y)  =  (x, y) (y , x)  =  (x,x)
s{x,y)  =  (y , x) {x, y)  =  (y,y)
R° =  A =  { (x,x)  | x e  X} .
In the case R  =  X  x X ,  we say R  is the trivial groupoid on X.  And if 
R  =  A , we say R  is cotrivial.
Example 2 illustrates one motivating factor for considering groupoids. A consid­
erable amount of C* algebra theory has been done in the area of transformation 
groups, and since all transformation groups can be realized as groupoids in a natural 
way, groupoids provide a framework for extension to the theory.
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D efinition. A map <j> : G\ -» G2 such that (71, 72) € G \ implies (<£(71), <£(72)) G 
G2 and 0 (71)0 (72) — 0 (7172) is called an algebraic homomorphism,. For i =  1,2, let 
0i : (?i —>• G2 be homomorphisms. Then 0 i is similar or cohomologous to 0 2  if and 
only if there is a function b : G* —¥ G2  such that b{r('y))4>i('y)b(s(j))~1 =  0 2 (7 )- If 
0 (7 ) =  b(r(j))b(s('y))~1, f ^ n  0  is called a coboundary.
If G is a groupoid we can define 0  : G  -» G° x G° by 0 (7 ) =  (r(7 ), s(7 )). Then 
the range of 0  is an equivalence relation on G°, and 0  is a homomorphism. If 
x  €  G°, the equivalence class of a? under 0(G) is called the orbit of x  and is denoted 
[a:]. A subset A  C G° is said to be invariant if and only if it is saturated with 
respect to 0(G); that is x  £  A  and x  ~  y  implies y  €  A. This occurs if and only if 
it is the union of orbits. In the case where the groupoid is X  x H  where X  x H  is 
a transformation group, then the orbit of an element x  (E X  as defined above is the 
orbit of that element under the group action. And a subset A  C X  is invariant as 
above, if it is invariant under the group action.
D efinition . A groupoid G is a principal if and only if 0  is injective. One often 
identifies a principal groupoid, G, with 0(G) and then G becomes an equivalence 
relation.
D efinition . A groupoid G is transitive if and only if 0  is onto.
Note. If X  x H  is a transformation group, then X  x H  is principal if and only 
if H  acts freely on X , and X  x H  is a transitive groupoid if and only if H  acts 
transitively on X .
D efinition. Let G be a groupoid and let E  C G°. We write GE =  r - 1(E),  
G e  =  s ~1(E)  and G \ e  =  r“ 1(FJ)ns~1(£'). G|jg is called the reduction or contraction 
of G by E. For a: G G°, G|{x} is a group called the isotropy group or stability group 
of x.
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Let U  be a set, and p : X  —> U be a surjection. Let X u =  p ~ l (u). Define the 
groupoid
Iso (X,p,  U) = {(v,<j>,u) \<f>:Xu ^ k  X v }.
Then (t>i, </>i, wi) and {v2, <^2,^2) are composable if and only if u\ =  v2 and in that 
case (v i,0 i,u i)(u i,02»u 2) =  (ui,<£i o<j)2,u 2) and (v ,0 ,it)-1 =
Proposition . (Cayley’s Theorem for Groupoids) Every groupoid is isomorphic to 
a subgroupoid of  Iso(X, p, U) for suitable p : X  -> U.
Idea. Let X  =  G, p =  r, and U — G°. Then X x =  r ~ l (x). Map G  —> Iso(G, r, G°) 
by 7  t-> (r(j),</>7, s ( j ) )  where <f>7 : X s(y) -> X r(y) by <t>7 (i) =  77'.
If X, Y, Z  are sets and if ttx ■ X  —> Z  and n y  '• Y  —> Z  are surjections, then the 
fibered product of X  and Y  is defined by
X * Y  =  { ( x , y ) € X  x Y  | *x (x) =  * Y (y) }.
D efinition. Let G  be a groupoid and X  a set. G acts on X  (to the left) when 
there exists a surjection r : X  ~¥ G° and a mapping (7, x) —» 72; from G * X  = 
{ (7, x) | s(7) =  r(x)  } to X  such that
(1) r(nfx) = r{7), (7, x) € G  * X;
(2) (7 1 , rc) <E G*X,  (7 2 , 7 1 ) €  G2 =► (ts7i>*)> (7 2 , 7 1 *) € G * X  and 7 2 (7 1 ^) =
(727i)^;
(3) r(x)x — x  for all x € X .
Note. G * X  is a groupoid where
( G * X ) 2 =  { ((71,®i), (72,^2)) | x 2 = hXi },
(71^1) (72, x2) =  (7172, Xl),
(7 ,x )_1 =  (7 _1, 7x).
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Hence for the purposes of C* algebras and general groupoid theory, groupoid actions 
do not usually need to be considered.
The definition of a topological groupoid and its immediate consequences can be 
found in [17], [3,p. 23] and [16,p. 26].
D efin ition . Suppose a groupoid G  has a topology. Give G2 the relative topology. 
Then G  is called a topological groupoid in case the maps (7 1 , 7 2 ) ■-> 7 1 7 2  and 7  
7 - 1  are continuous.
Suppose a groupoid G  has a Borel structure, and G2 is a Borel subset of G  x G. 
Then G  is called a Borel groupoid if the maps (7 1 , 7 2 ) •-> 71 7 2  and 7  H- 7 - 1  are 
Borel.
Remark.
We will assume unless otherwise stated all topological spaces are 2nd countable, 
locally compact, Hausdorff spaces, and all Borel spaces are standard.
The following definition is due to Westman, and the proposition that follows is 
an easy consequence of the definition [18].
D efin ition . Let G be a topological groupoid. A (left) Haar system  on G  is a family 
of non-negative measures on G such that
/ l  \  /  \  T \ /~irT.1^ ; supp^/\ ) =  u*-;
(2) For /  G Cc(G),  the function x  h* f  f  d \ x on G° is in Co(G°);
(3) For all 7  € G, =  Ar^ ,  that is
j  f ( ~ n ' ) d y M ( j ' )  =  J
Remark.
Hahn showed that Haar systems do not always exist and usually are not unique 
in any obvious sense [5].
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P ro p o sitio n . If G is a groupoid with flaar system  {A“}, then
(1 ) r and s are open m aps;
(2) the mapping / h  ( t / 4  f  f  d \ u) from Cc(G) to Cc(G°) is continuous when 
both spaces are given the inductive lim it topology.
Note. A  sequence { / n} C Cc(G ) converges to /  G Cc{G) in the inductive limit 
topology if there is a compact set K  C G  such that su p p /n C K  for all n and 
/„  —> /  uniformly on K .
Note. For f ,g  €  Cc(G),  define
i f  *9){it) = J  f { i ) 9 { i ' ~ l i ) d \ r{'l)(7>) =  J
the second equality holding because of left invariance, and
/* ( 7 ) =  / ( 7 -1 )-
Then with respect to these operations and the inductive limit topology, Cc(G)  is a 
topological * algebra.
D efin itio n . A representation of Cc(G) is a * homomorphism from Cc(G) into
for some Hilbert space 7/, that is inductive limit topology-weak operator topology
continuous.
T h eorem . For f  €  Cc(G), the quantity
| |/ | | =  sup{ ||7r(/)|| | 7r a representation} 
is Unite. In fact, ||/ || <  | | / | | / ,  where
| | / | | /= m a x {  sup [  | / ( 7 )|dAx(7 ),sup /  | / ( 7 _1)l ^ ^ ( 7 ) }.
X  J  X  J
This theorem is a consequence of Renault’s disintegration theorem for groupoid 
representations, which we will discuss in greater detail later.
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Remark.
The quantity, || • ||/, is a norm on Cc(G) such that ||/* ||/  =  | | / | | /  and | | /  * g\\i <  
11/11/HpH/. It was introduced by Hahn in [6 ]. Thus, the completion of j| • ||j, denoted 
L ‘ (G) or is a * Banach algebra. The quantity, jj • || is a pre-C* norm on
Cc{G) for
| | / * / * | |  =  su p ||7 r (/* /* )||
=  sup||7r (/)7r(/)*||
=  sup ||7T(/)||2
=  l i / l l 2 ,
and the completion of Cc(G) in this norm is a C* algebra, which is denoted by C*(G)  
or C*(G,  A). It is the enveloping C* algebra of L !(G,  A). That is it has the following 
universal property. Let 0  • GC(G) —» C*(G)  be the inclusion homomorphism. If 
0  : Cc{G) -» A  is a * homomorphism and A  a C* algebra, then there is a unique 
map 0  : C*(G) -» A  such that 0  =  0  o 0 .
Exam ples.
(1) X  a topological space. Pick a measure A on X  with suppA =  X .  Set 
Ax =  ex x A. Then {Ax}a;ex  is a Haar system for X  x X .
f * g ( x , y )  =  J  f (u , v )g ( (u , v) ~1( x , y ) ) d \ r{x'y)(u,v)
=  J  f (u , v )g( (v ,u) (x , y ) )d(ex x A(u,v))
=  J  f ( x , v ) g ( v , y ) d \ ( v )
and
f * ( x , y )  =  f ( { x , y ) ~ l ) =  f ( y , x ) .
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Note in the case where A is counting measure on a finite space X ,  this 
corresponds to matrix multiplication and conjugate transpose.
(2) G =  X  x H,  where X  is locally compact and H  is a locally compact group 
acting on X .  Recall G° =  X .  Fix a Haar measure Ah on H  and define 
Xx =  ex x Ah - Then {A35} ^ *  is a Haar system and
/  * 9(y, t) = J  s)g{{x, s ) - 1 (y, t))  dAr(y’4) (ac, s)
=  J  f ( y ^ ) g ( ( y s , s ~ 1) (y , t ) )dXH(s) 
f {y , s )g(ys ,8~H)dXH(s)
I
and
Example 1 illustrates why there can be no uniqueness for Haar systems. Take a 
space X  with two measure A and g  with A ±  g  and supp A =  supp g  =  X .  Then 
form the Haar systems A* =  ex x A and g x =  ex x g.  Then one has that Xx ±  g x 
for each x  G X .
D efin itio n . Let G be a groupoid with Haar system A, and let g  be a measure on 




(E) =  J  X x(E)dg(x)
= J  XX(E D Gx)dg(x)
J  ^ >(7)^(7) =  0 (7 ) ^ ( 7 )^ dg(x)  for <f> € Ce(G).
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We write u 1 for the image of u under inversion, i.e.,
The measure g  is said to be quasi-invariant if and only if v  ~  v  1.
In the case of a transformation group, a measure g  on X  is said to be quasi­
invariant if for every g G H, g  • g ~  g,  i.e. g ( E g - 1 ) =  0 if and only if g(E)  =  0. 
Note these two notions of quasi-invariant are equivalent. Indeed, let g  • g ~  g  for 
all g. Let A be a fixed Haar measure on H.  Then u =  g  x A. Then
u (E ) =  0 <=$■ g  x A(E)  =  0
•£=$> g( Eg) =  0 a.e. g 
<=> g ( Eg-%) =  0 a.e. g 
<=> v ( E g- i  ■ g~l ) =  0  a.e. g 
<=> g { {E~1)g) =  0 a.e. g 
<==> g  x X(E~1) =  0 
«=> u~1(E) =  0.
g(E)  =  0 <=$> u(E x H)  =  0
<=» u{{E x H ) - 1) =  0 
<=> g  x X((E x H ) ' 1) =  0 
g( (E x H ) ^ 1) =  0 a.e. h 
<=$■ g( (E x H )h - \h - 1 ) =  0 a.e. h 
<=> g (E h~ 1) =  0 a.e. h 
<=> g(Eh)  =  0 a.e. h.
Now suppose v  ~  v  *, then
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Now suppose p(E)  =  0. Set A  =  { h \ p{Eh)  >  0 }. Then we know that X(A) =  0. 
Let h! €  A.  Then let B  =  { h | p([Eh')h) >  0 }. Then X(B) >  0, but h G B  implies 
h'h G A.  Thus A(A) >  A(h'B) =  6(h')X(B) >  0, a contradiction. Thus A  must be 
empty.
Remark.
We let A =  g"r-t , when p  is quasi-invariant. Hahn showed it is possible to choose 
A to be a Borel homomorphism from G into R+ [5].
P ro p o sitio n . (Renault) Let //foe a measure on G °. Let v  =  poX and set [//] =  s*z/. 
Then [//] is quasi-invariant. Moreover, // is quasi-invariant if  and only if  [//] ~  //.
iVote. If p is a measure on G° then [//] is called the saturation of //. If x  G G°, then 
v  — ex o X =  Xx. Then [ex] =  s*(Xx). Thus [ex] is basically the measure Ax pushed 
down onto [x]. Also, if [x] =  [y], then there is 7  with x =  r(7 ) and y =  s(7 ), and 
one has 'yXy =  Ax thus [ex] ~  [ey].
L em m a. Let G be a groupoid with Haar system  Xx and p  be a quasi-invariant 
measure. Suppose p ‘ «  p  and f  — Then p! is quasi-invariant if  and only 
i f  f  o r (7 ) =  0 iff f  0  s (7 ) =  0 v  a.e. Moreover, if  p 1 is quasi-invariant then
Proof. Assume p! is quasi-invariant.
Let A n =  { 7  | /  0 r(7 ) =  0 and /  o s(7 ) >  1/n}. We need to show v ( An) =  0. 
Note
v'(A n) =  J J  lAn (7) dXx( i )  f (x )  dp(x)
=  J J  1a„ (7 ) /  0 r(7) dAx(7) dp(x) =  0 .
Thus u'(An) =  0 and
u'~1(An) =  J J  lAn( l ) dxx( l )  f (x)dp(x)
= J J  ( 7 ) /0 s(7) dAx(y) d/j,(x)
>  1/n JJ I An (7) d \ x(y) d/i(x)
n
Hence v  1 (An) =  0 and thus u(An) =  0. Thus
A  =  { 7  I /  0 r(7 ) =  0  and /  o s(y)  ^  0 } =  | J  A n
has v  measure 0. A similar argument can be done with r and s switched.
Assume /  o  r ( 7 )  =  0  iff /  0  s( 7 )  =  0 v  a.e. and define
a(7) =  (  7 m t) ’ if / 0 S<T) *
[ 0 , otherwise.
Note /  o s(y)h(y)  — f  0 r ( 7 )  1/ a.e. Also, h{y~l ) =  h{7 ) - 1  i/ a.e. where
M7)'
v-i J i f / o r ( 7 ) # 0 ;
0 , otherwise.
Thus /  o r {y)h{y  l ) — f  0  s(7 ) 1/ a.e. 
Let a  G Cc(G), then
v'{<x) = J J  <*(7 ) <^x(7) /(*) d/i(z)
=  I J  a ( y ) f  o r ( y ) d \ x(y)dn(x)
= J  a(7)/° r {y )du(y)
= J  °r{y)&(l)dv-l(y)
= J  a(7-1) /° ^ (7 -1)A(7_1)di/(7) 
= J  a(7-1)/°s (7 )A (7 -1)<M7)
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=  0 r('y)h('y-1)A('y~1) dXx(-y) dfx(x)
=  J J  « (7 _ 1)M7 _ 1)A (7 _1) dX1^ )  f (x )  dfi(x)
= J  «(7-1 )M7_1)A(7-1)^ '(7 )  
= J  <*(7)M7)A(7) ^ /-1(7)-
A similar argument will show
I, ' - 1 ( a )  =  y  <2(7 ) ( / i (7 ) A ( 7 )) -1  d i/'fr ) .
Thus v ~  v' 1 and
-  M 7)a (7 ) =  ^ a (7).
e h / - 1  /  o  5 ( 7 )
□
Exam ple.
Let G =  X  x X ,  Xx =  €x x A. Then a measure /i on X  is quasi-invariant if and
only if n  ~  A. In this case, u =  fx x X and v ~ x =  A X fx, thus A (x,y)  =  where
a =  &  y  d\"
Proof. Let /i be a measure on X .  Then u — /xoX =  f x x X ,  and u~l =  X x fx. 
Suppose fx is quasi-invariant, then
H(E) =  0 <=> u ( E x X )  =  0 
v - \ E  x X )  =  0 
v ( X  x E)  =  0 
X(E)  =  0.
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If A ~  fi, let g =  Then
J  f (x ,  y) du{x , y) =  J  f (x ,  y) d(n x X)(x, y)
= J J  f ( x , y ) d f i ( x ) d \ ( y )
= I I  ^ X' dX^  d^
-  J  f ( x , y ) ^ ^ d ( \  X /j,)(x,y) 
= J  f ( x , y ) ~ ^ d v ~ 1(x,y).
Thus we see v  ~  v ~ l , and A (x ,y)  =  □
D efin ition . Let jti be a measure on G°, and let u =  J  Au d/j,{u) be the induced 
measure. For /  €  Cc(G, A), Ind y ( f )  is defined on L2{u~x) by
IndM /)«7l) =  J
It is easy to check that Indg  is a representation of Cc(G, A) and that || Ind ^ ( /) || <
l l / l l / -
D efin ition . C*ed(G, A) is the completion of Cc(G, A) in the norm
=  sup{ ||Indeu( /) | |  | u e  G° }.
It is also easy to see Indea(7) ~  Inder(7).
D efin ition . A locally compact groupoid is called r-discrete if and only if G° is an 
open subset of G.
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P roposition . (Renault) Let G be r-discrete.
(1 ) For each x £ G°, Gx and Gx are discrete spaces.
(2) If a Haar system  exists, i t  is essentially given by counting measure on each 
Gx i.e. if  Xx is a Haar system  then there is a function /  >  0, /  E C(G°),  
such that nx =  f ( x ) \ x is a Haar system  and p x is counting measure.
(3) A Haar system  exists i f  and only if  r and s are local homeomorphisms.
Groupoids can be thought of as a fibered extension of groups in some sense. And 
groups are represented on Hilbert spaces, thus it seems plausible that groupoids 
should be represented on fibers of Hilbert spaces i.e. Hilbert bundles.
To define a representation of a groupoid, one needs a generalization of the group 
of unitary operators on a Hilbert space for Hilbert bundles. This leads to the 
following definition.
D efinition . The groupoid of unitary operators on a Hilbert bundle X * H \ s  Iso(X * 
H) — { (x , U , y ) | U : H(y)  —> H(x),  U unitary} endowed with the weakest Borel 
structure such that the maps (x , U , y ) h* (Ufn(y), f m(x)) and (x , U , y ) (x, y)  are
Borel.
P roposition . Iso(X * H) is a standard Borel groupoid.
Note. We will assume that the { f n(x)}  form an orthonormal basis for H(x)  for each 
x e X .
Proof. Since X  *1-1 is standard, we can reduce to the case X * H  =  X  xM. where H is 
a separable Hilbert space. Then Iso (X *H) =  X  xiY(H) x X  as a set. We claim they 
are Borel isomorphic. For clarity we will write [re, U, y] for an element of Iso(X * H)  
and (x , U , y ) for an element of X  x H x X .  First, (x,U,y)  ■-> ( Uf n(y), f m(x)) is 
Borel from X  x U(M) x X  to C and (x , U, y) (x, y) is Borel from X  x £/(!H[) x X  
to X  x X ,  thus (j>: X  xW( H) x l  - )  Iso(X * H)  is Borel where <t>(x, U, y) =  [x, U, y].
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Note [x, U,y] h-> (x,y)  is Borel, and thus all we need to show for (p~l to be Borel 
is that [a:, £/, y] *-> U is Borel. This map is Borel if and only if [a;, U, y\ i-> (U£, rj) is 
Borel. But,
(U£,v)  =  ( u ' ^ 2 ( C , f n ( y ) ) f n ( y ) , ' ^ 2 ( v J m ( x ) ) f m ( x )
\  n m
=  fn(y)){V, fm(x) ) (Ufn(y), fm(x)),
n ,m
which is Borel. Thus </>- 1  : Iso(X  * H) I  x I  x I  is Borel. Thus Iso(X * %)  is 
a standard Borel space.
Let G =  Iso(X * %).  Then
G2 =  { ((x, U, y),  (x ', V, y1)) | y  =  x' }
and is Borel since it is the set of points where two Borel functions are equal. Then 
( (xt U,y)(y ,V,y ' ) )  -> (x ,UV,y' )  is Borel since
( (x,U,y) (y ,V,y ' ) )  ►+ (UV U ( y ' ) J m(x)) =  ( V / n(y‘), U ~ ' f m(x))
=  Y . <y ^ v ' ) J , ( y ) ) { V h ( y ) , U ( x ) )
is Borel, and
( (x ,U,y) (y ,V,y ' ) )  >->• (x,y')
is Borel. Since
(x,U,y)  (U~l fm(x),  f n(y)) =  ( fm(x) ,Ufn(y))
is Borel and
(x,U,y)  H- (y , x )
is Borel, we see (x , U , y ) ( y , U ~ 1,x)  is Borel. Thus Iso( X * H )  is a standard Borel
groupoid. □
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D efinition . A representation of a groupoid G  is a triple (p, G° * W, n) where p  is 
a quasi-invariant measure on G°, G0 * 'H is a Hilbert bundle over G°, and 7r is a 
Borel homomorphism from G\u  into Iso(G° * %\u)  where U is a conull subset of 
G°. (G\u is called an inessential reduction of G.) In general, we will view 7r(7 ) as 
an element of L('H(s(7 )), %(r(7 ))).
D efinition . We say two groupoid representations ( p i , G °  * i =  1,2, are
equivalent if and only if p i  ~  p 2 , and there is a fiber preservering Borel isomorphism
V : ( G ° *  f t i)  (G° * U 2 ) \uinu2
such that V(r(7 ))7Ti(7 ) = 7r2 (7 )F(s(7 )), 7  G G|[/lfu/2 where U\ and U2 are conull 
subsets of p i  and P2  which generate the inessential reduction of G  for 717 and 7r2, 
respectively.
P roposition . Let (p, G° * H, L) be a representation of G. For f  € Cc(G) and 
£ , 7 7 6  Jq0 y.(u) dp(u),  define
(*) (L(f)£,ri) =  J  f ( l ) (L(l )Z(s( 'Y)) , ‘n(r( l ))di 'o( l )
where uq =  Then (*) defines a representation of  Cc(G) on J® 7i(u) dp(u)
with \\L(f)\\ <  11/jj j- and two representation of G are equivalent if  and only i f  they 
yield unitarily equivalent representations of  C*(G,  A).
Remark.
( L ( f ) t ,  V) =  J  /(7)W 7)e(-(7)),»?(r(7)))^(7)
= J  f(‘l)(L('y)£(s('y)), ?7(r(7 )))A~2 (7 ) 0^ (7 )




( £ ( / ) £ ) ( * )  =  J  f('y)L('y)£(s('y))A  2 ( 7 ) r f A x ( 7 ) .
=  gM 7 - 1 )
=  A = (7 )A _ 1 (7 ) du{ 7 )
=  A - 2 (7 ) di/(7 )
=  ^ 0 (7 )-
Claim £ ( /* )  =  L (/)* .
(L(f*)Z,v) = J  f*(x)(L(x)£(s(x)) ,r](r(x)))dvo(x)
~  J  f ( x ~ 1} (L (x W s (x ^ ,7}(r (x ^ du° ( x ) 
= J  /(a:){JL(a:_1)^(s(a:"1)),77(r(a:_1)))di/o(a;)
=  J  /(*)(£(»*(*)), L(x)v(s{x)))  duo(x)
=  J  f{x)(L(x)ri(s{x)),Z(r(x)))di/o(x)
=  ( ® 0 
=  & L ( f ) r i ) .
Claim L ( f  * g) =  L(f)L(g) .
H f  *  f f K ( x )  =  J i f *  P ) ( 7) ^ ( 7) ^ ( « ( 7) ) A _ = ( 7)  ^ A x ( 7)
= J J  f(7')9(l'~1'Y)d\ril,)('y,)L('y)£(s('y))A-2(7)d\x('y) 
= J J /(7 /)p(7,"17)^(7K(s(7))A-"(7)rfAx(7,) ^ x(7)
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= J J  /(7 /)p(7'- 17)^ (7)^ (7))A “ 2(7 )rfAr(7 ')(7)rfAa:(7/) 
= J J /(7 /)ff(7)i(7/7)f(«(7,7))A"*(7,7) dX^'^j)  d\x(7 ') 
= J  f i l ' W i )  J 5(7)X(7)^(s(7))A“ 2(7)rfAs(7 ,)(7) A“ 2(7/)rfAx(7/) 
= J  f(1/W)(L(g)0(s( 'r ,))A-H'rf)dXx('y1)
=  [ L( f ) ( L(g)0 ] (x) .
Boundedness
l/(7)(i(7K(*(7)).*7(»,(7)))| <  l/(7 )| ||^(s(7))ll lh(^(7))ll and
J  I/(7)III£(s(7))II ll^ (7 ))ll ^ 0 (7 ) = J  I/(7)III£(s(7))II (t) ^ ( t )
< ( J  A -1 (7)||£(s(7))I|2|/(7)|<M 7)^ ( J  l l^ (7 ) ) l |2|/ (7 ) l^ (7 )^
=  (Jm m asm i^))  (J i/(7)i N r (7 )) ii2 <M 7))
= ( J J  \f(l)\d\x(i) ||£(:r)||2c (^a:)  ^ ( J J  | / ( 7 )| dA®(7 ) \\rj(x)\\2 dfx(x)^ j
< ll/ll/lieil ||«7||
since
ll/Hz =  max{sup f  | / ( 7 )|dAx(7 ), sup [ | / ( 7 )| ^ ( 7 )}.
X  J  X  J
Hence
I I W ) I I  <  l l / l l / -
The regular representation was defined and studied throughly by Hahn in [6].
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D efinition. Let p  be quasi-invariant, set R(x)  =  L2( \ x), form G° * R  and
/  R(x)  dp(x)  =  L2(G, v ) ,
where v  — f  Au dp(x).  Define 7r(7 ) mapping L2( \ s^ )  —> L2 (Ar 7^)) by (^('j)O('y') =  
£(7 - 17 '). The representation (p, G° * R,  7r) is called the left regular representation 
of G  determined by pi. Its integrated form is called the left regular representation 
of C*(G,  A) on p .
T heorem . (Renault) Let R  he a Hilbert space, and R q be a dense linear sub­
space. Let L be a homomorphism from Cc(G) into the linear transformations on 
R q satisfying:
(1) L is non-degenerate, i.e., span{ L(f )£  | /  e  Cc(G ),£ G R q } is dense in R;
(2) For each £, rj G R q , L^v ( f  ) =  (^, L(f)rj) is continuous with respect to the 
inductive lim it topology on Cc(G);
(3) <&L(r)n) =  (L( f )Z,v ), z , v e R o , f e  CC(G).
Then each L( f )  is bounded, and thus extends uniquely to an operator, also denoted 
by L( f ) ,  on all of R .  The map f  L( f )  is a representation of Cc(G) on R  and 
there is a groupoid representation, (p, G° * 1C, 7r) such that L is unitarily equivalent 
to the integrated form of (p, G° * IC,ir).
This result of Renault answered several open questions relating to the convolution 
algebra of a groupoid with Haar system. It corresponds to the result in group theory 
that says all * representations of L 1(G) come from unitary representations of G. It 
can be used to compute the C* algebras of many groupoids. Most importantly, it 
says that every representation of C*(G,  A) comes from a groupoid representation and 
hence is bounded in the I-norm. In the proof Renault shows that any representation 
can be extended a representation of C*(G,  A) K Cq(X)  (defined later) which was the 
starting point for this paper. We will illustrate these results in the following two 
corollaries.
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C orollary. If  G =  X  x X  is locally compact, Hausdorff, and 2nd countable, and if  
Xx — ex x X, supp A =  X , then C*(G , A) is isomorphic to 1C(L2(X)), the C * algebra 
of compact operators on L2(A).
Proof. Let 7r be any representation of C*{G,  A), and let (ji, G° * H,  7r) be its disin­
tegration. We know that p  ~  A. The bundle G° * H is isomorphic to a constant 
bundle G° x % because the sets where dim(7i,(x)) is constant are invariant, but 
there is only one invariant set. It is not hard to show that we may write the Hilbert 
space of 7r as L2(X,  A, H)  and for £ £ L2(X,  X, %),
(7r(/)0 (*) =  J  f{x,y){'Ko{x,y)f>{y))dX{y),
where icq is the homomorphism of G into U{H)  determined by tt. It is also easy to 
show that there is a Borel function B  : X  —> U(H)  such that kq(x , y) =  B( x) B( y)~ l . 
If we define W  : L2(X, X,Ti) -> L2{ X, X, U)  by (W £)(r) =  B ( x ) - ^ ( x ) ,  then
( W * ( l ) W - l t ) (x)  =  J  i ( x , y ) H y ) d \ ( y ) .
Thus 7r is unitarily equivalent to a multiple of the canonical representation of Cc(G) 
on L2{A). Thus we see C*(G,  A) «  X( L2(A)). □
Let L  be a representation of Cc(Cr) on L2\ t~L,p).  Define a representation of 
Co(G°) on L2{U, p)  by
M(h)( (x)  =  h(x)£(x).
We calculate M(h) L( f ) £  and L(f )M(h)£.  First note 
M(h)L(f )£(x)  =  h ( x ) L ( m x )
=  H x)  J  /(7 )£ (7 )« « (7 ))A -* (7 )< iV (7 )  
=  J  fco r(7 )/(7 )£ (7 )£ (s(7 ))A -i(7 )< £ V !(7)
=  L ( f h o r ) £ ( x )
and
L( f ) M( h) ( ( x )  =  J  f ( y ) L ( 7 )M(h)l;(s(7 ) ) A - i ( 7 ) d \ * ( 7 )
=  J /(7)M »(7))£(7K (s(7))A- ’ (7) <W*(7)
=  L ( f h o  s)Z(x).
This can be used to make Cc(G) x Co(G°)  into a * algebra with Cc(G) an ideal, 
by defining /  * h(7 ) =  /('y)h(s('y)) and h * 7 (7 ) =  h(r('y))f{'y) when /  e  Cc(G) 
and h e  Co(G0). We denote this algebra by Cc(G) x Cq(G).  By the above, every 
representation of Cc(G) extends to a representation of Cc(G ) K Cq(G).  Also any 
representation of C'o(G) can be extended to this algebra by making it 0 on Cc(G). 
Thus we can define a norm on Cc(G) x Cq(G) by
||o;|| =  sup{ ||7r(a)|| | 7r a representation of Cc(G) x Cq(G°)  }.
This norm is a pre-C* algebra norm. Indeed
|j7r(o: * a *)|| =  sup ||7t(ck * a*)||
=  sup ||7r(a)7r(o:)*||
=  sup ||7t(q;)||2
=  IMI2-
This space with the norm just given will be denoted by Cc(G) x Cq(G).
Notation. Let || • ||g  be the C* algebra norm on Cc(G) which comes from taking 
the supremum over all representations of Cc(G).  Let || • | |s  be the C* norm defined 
above for Cc(G) x Co(G°).  Let J| • Hoc be the C* norm on Co(G°).
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T h eorem . The completion of  Cc(G) x Co(G°) is a C* algebra in the above norm, 
|| • ||e , which is isomorphic as a vector space to C*(G,  A) x Co(G°), and the norm 
restricted to each of the summands is the normal C* norm associated with those 
spaces.
Proof. Let A  be the completion of Cc(G)  x Cq(G°)  under the norm given above. 
Since this norm is a pre-C* algebra norm, this makes A  into a C* algebra.
Note if 7r is a representation of Cc(G) x Cq(G°)  then tt|c c(G) and ir\c0(G°) are 
representations of Cc(G) and Co(G°),  respectively. Thus if h G Cc(G)  and /  G 
Co(G°)  then JJ(/i,0 )||j5 <  ||/i||g and | |( 0 , / ) | |s  <  ||/||oo- If 7r is a representation of 
Cc(G),  it can be extended to Cc(G) x Co(G°)  thus we get ||(/i, 0 )||e  =  ||/i||g- And if 
7r is a representation of Co(G°)  then it can be extended to Cc(G)  x Cq(G°)  by setting 
it to 0 on Cc(G),  thus | |( 0 , / ) | |s  =  ||/||oo- Note this implies ||/||oo <  ||(^ ,/) ||e -  
Now C*(G,  A) can be viewed as the closure of the elements (h, 0) where h G 
Cc(G).  Similarly, Co(G°) is the closure of ( 0 , / )  where /  G Go(G°). Let a  G A.  
Then there is a net (/i7 , / 7) —>• a. But since ||(/t7 , / 7 )||b <  | |/7 ||oo this implies that 
f y is Cauchy and thus converges to a /  G Co(G°). Now (/i7 , 0) =  (hy , / 7) — (0, / 7), 
is a difference of two nets which converge, hence (/i7 , 0) converges to h € C*(G , A). 
Thus a  =  (h , 0) +  (0, / ) .  □
This theorem shows that all C* algebras which are derived from groupoids have 
abelian extensions. It is also easy to see by the decomposition that we get the 
following exact sequence,
0  -------- ► C*{G)  --------► C*(G)  x C0(G°)   ► C0 (G°)  ^ 0 ,
which is split. This led me to study C* algebras with such split abelian extensions 
in hopes of classifying such algebras in terms of groupoids. The previous theorem 
points out one of the fundamental problems of studying these extensions. That is
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extensions are not unique in any obvious fashion. Consider X \  — Z and X 2 =  [0,1] 
both with there usual topologies. Let Ri =  X \  x X \  and R 2 =  X 2 x X 2 with 
Haar systems A*1 =  eXl x c and A*2 =  eX2 x m  where c is counting measure and 
m  Lebesgue measure. Then C * ( X i ,Ai )  «  IC(L2(c)) and C*(R2 , \ 2 ) ~  fC(L2(m)).  
And is extended by Cq(Z),  and C*(i?2 ,A2 ) is extended by Co([0,1]).
But L2(c) and L2( m ) are both infinite dimensional separable Hilbert spaces. Thus 
we have an example of a C* algebra with two different split abelian extensions.
D efin ition . Let G  be a locally compact groupoid with left Haar system A. Let n 
be a quasi-invariant measure on G°, and let 7r be a representation of G  on a Hilbert 
bundle %  over G°.  Let n  be the integrated representation of Cc(G, A) k Cc(G°).  Set 
v  =  fi o A. Let us consider the set of all bounded Borel mappings A : G° B{%)  
satisfying
A (r(7 ))7r(7 ) =  7r(7 )A (s(7 )) /j, o A a.e.
The direct integral of all such operators give a von Neumann algebra of operators 
on f  H x dn(x).  We call this algebra Tl{ir,/z).
Remark.
If A  commutes with n |c ,c(G)- Then if /  €  Cc(G°) and h €  Cc(G) we have
A U (f )U ( hU  =  A U ( f  * h) t  
=  U ( f  * h)A£
=  n ( f ) U ( h ) M
=  U(f)AU(h)^.
Thus we get by an easy argument that A  commutes with n .
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P ro p o sitio n . 7£(7r, //) is the von Neumann algebra of all operators commuting with 
II. In particular, II is irreducible if  and only if  TZ(n, p) — Cl ,  prim ary if  and only 
i f  the center of7Z(n, p)  =  C l  and multiplicity free if  and only iflZ(n,  p) is abelian.
Proof. Let A(x)  be such a field. Let A =  J ® A(x) dp(x)  act on J® %x dp(x).  Then
( A U i f U ^ ^ i U U ^ A ^ )
= J  /(tX M tK (s(7 )). A*(r('y))rJ(r('y))) dvoft)
= J  f( 'Y)(Mr ('Y)M'y)t(s h) ) , v(rh)) )dvo( 'Y)
= J  f (7){n(l)Ms('y))Z(s('y))iV(r{'y))) duo(j) 
= J  f( l ){H7)(M){s(7)),v(r(7)))dM7)
=  (U(f)A^,rl)
and thus A  commute with all I I ( /) . By the remark above A  commutes with II.
Let A  be an operator commuting with II. Then A  commutes with 11(h) =  M(h)  
and thus A  commutes with the canonical projection valued measure. Thus A  =  
f ®  A(s )dp( s )  for some Borel field .A(s). Thus (AH(f)€, i / )  =  (U(f)A^,i /)  and by 
the above argument
(AIL(f)Z) = J  f(l){A(r('y))Il('y)t(s('y)),ri(r('y)))duo('y)
and
<n U)M,v) = J  f(7W ( 7)A(s(7M s ( 7)),r,(r(7)))dv0(7)
thus
( i 4 ( r ( 7 ) ) I I ( 7 ) f ( s ( 7 ) ) ,» 7 ( r ( 7 ) ) )  =  (II('y)A(s('y)){(s('y)), Tj(r(j))) u0 a.e. 7 .
Hence n ( 7 )A (s(7 )) =  A (r(7 ))n (7 ) p  o X a.e. □
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E xam p le.
Let us consider the trivial representation. Here
J(7 ) : C -* C
by
/ ( 7 )c =  c.
This integrates relative to any quasi-invariant measure /.i . Then if A : G° -> B(H)  
is a Borel section such that
A (r(7 ))J(7 ) =  J(7 )A (s(7 )) /j, o A a.e.
Then
M r { l ) ) c  =  A (r(7 ))I (7 )c 
=  I{i)A{a{ri))c  
=  A (s(7 ))c (j, o A a.e.
Note if G is transitive this implies A  is constant /j, a.e. and hence /  integrates to an 
irreducible representation.
An important subclass of the class of quasi-invariant measures on a groupoid is 
the class of ergodic measures. In fact, many questions in representation theory were 
shown to be questions about ergodic theory.
D efin ition . A quasi-invariant measui’e // on X  is said to be ergodic if every invari­
ant Borel subset E  C X  is either null or conull.
Remark.
A subset E  C X  is called almost invariant if t /(r~1 ( E ) A s ~ 1 (E))  =  0. It has 
been shown by Ramsay [13] that a quasi-invariant measure fj. is ergodic if and only 
if every almost invariant subset E  C X  is either null or conull.
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T h eorem . Let n be a representation of G and p  a quasi-invariant measure. If the 
integrated representation of n on Cc(G) is prim ary then p  is ergodic.
Proof. Let E  be a saturated analytic subset of G°.  We claim p ( E ) =  0 or
E)  =  0. Indeed, let P ( E )  =  M ( 1 e )- Then P( E)  is a projection on L 2{GQ, p,'H)
and
P(E)(r(x)) ir(x)  =  7r(x)P (E )(s(x)) for all x
Thus P (E ) commutes with n. Also, P ( E)  is in II(Co(G0)),/, and hence P {E)  is 
in 'n(CciG))". Therefore, P { E )  is in the center of the primary representation 7r. 
Hence, P { E )  =  0 or P ( E )  =  I.  □
P ro p o sitio n . If p  is an ergodic measure on G°, and n is the trivia] representation 
on G. Then 7Z(tt, p) — C l, and thus the integral of 7r with respect to p  is irreducible.
Proof. Let A  €  TZ(tt,p) and A =  A*. We know that A (r(7 )) =  A (s(7 )) p  o A a.e. 
7 . Note A : X  —» I K .  Let Ur =  { x \ A(x)  <  r } for r rational. Then Ur is an 
almost invariant set. Then Ur is either null or conull. Since (J Ur =  X  there is an 
r  for which p{Ur ) >  0. Also fj Ur =  ® thus there is r ’ for which p(JJr>) =  0. Let 
a  =  inf{ r | p(Ur ) >  0 }. Let B  =  { x | A(x) =  a  }. Then
b  =  n u * -  u  ^
r > a  r < a
thus B  is conull. Hence A  is constant a.e. p.  If A  G TZ(ir, p)  then A — A r + iA i  where 
A r and Ai are self adjoint and are in 7£(7r, p). Thus A  =  c l  for some c €  C. □
C hapter 4 : Split A belian E xtensions o f C* Algebras
Our investigation is motivated by the natural abelian extensions of C* algebras 
of groupoids. This natural extension fits the model of what are called split abelian 
extensions.
D efin ition . We say a C* algebra £  is a split abelian extension of the C* algebra A  
if £  =  A  x Co(X)  as vector spaces with A  a closed ideal in £  and Cq(X)  an abelian 
C* algebra. We shall write £  =  A  k Cq(X).
Note. Throughout the rest of this paper, we will assume that all C* algebras are 
separable.
In the case of the C* algebra of a groupoid, C*(G),  one has an extension C*(G)  K 
Co(X),  where X  is the unit space of G  with the relative topology. Moreover, if G 
is principal, then G can be viewed as an equivalence relation on X ,  with a topology 
stronger than the relative topology of G  viewed as a subset of X  x X  with the 
product topology since the maps r  and s, which are restrictions of the projection 
mappings to the groupoid, are continuous. Also the fibers Gx, x  €  X ,  can also 
be viewed as subsets of X , and if {A1} is a Haar system, then \ x can be thought 
of as a measure on Gx C X .  Recall measures on X  correspond to positive linear 
functionals on Cq(X).  Thus a study of the states, and hence the representations, 
of the extension is suggested.
By extending a C* algebra by Cq(X),  the representations of Cq(X)  are added to 
the representations of the original algebra A  by making the representation 0 on A.  
Since these representations are completely ignoring A  and only give information on 
Cq(X)  they are well understood by the theory of commutative C* algebras. The 
representations of A  contain all the information about A  by the Gelfand theorem, 
and it is these representations that must be studied. The next theorem, which is
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derived from Johnson’s work on double centralizers [7], assures that all represen­
tations of A  extend to representations of the extension. What is most important 
to study is how these “extended” representations behave on Cq(X).  This must be 
studied from two different perspectives. First, what is true in general for any split
of a groupoid.
T h eorem . Let £  — A  k Cq( X )  be a split abelian extension o f A . Then every 
representation n of A  extends to a representation II of £ . Moreover, if  7r is a 
nondegenerate representation then II is unique.
Proof. First assume n is nondegenerate, and let u \  be an approximate unit in A  
with ||«a|| <  1.
We wish to define I I ( /)  for /  £  Cq( X)  by II(/)7r(a)£ =  7r (/ * a)£ for a €  A  and 
£ £  'H. To see this is well defined, let ]T 7r(a*)£i =  0. We must show ^  =
0. We have
This not only shows that II ( /)  is well defined on ir(A)H,  but also that II ( /)  is a 
bounded operator with norm less than ||/ | |.  Since 7r is nondegenerate this implies 
that I I ( /)  is well defined and unique on T-L.
abelian extension. Second, what is true for the natural extension of the C* algebra
<  limsup ||tr (/ * -uA)|j ||^ 7 r (a ;)£ i
<  limsup | | /  * ma||
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Define I I ( /  +  a) =  II( /)  +  tt(a). We must show II is indeed a representation.
Note in order to have additivity we must take this definition, thus uniqueness is
true. Note, II will be additive on £  if II is additive on Co(X).
n ( /  +  g)n(a)Z =  tt(( / +  g) * a)£
=  7r (/ * a +  g *  a)£
=  7r(/ * a)£ +  ir(g * a)£
= n(f)TT(a)t + n(g)7r(a)t
Therefore, I I ( /  +  g) =  11(f) +  n(p).
Claim U(fg)  =  n ( /) I % ) .
n (/s)7r(a )f =  7x(fg * a)£
=  v ( f ( g * a ) Z )
= U(f)7r(g * a)C 
=  II(/)I% )7r(a)£.
Claim II(/*) =  II(/)* .
{n (/)£ , v) =  lim (tr(/ * uA)£, 77)
=  lim (£ ,tt(ua */*)r/)
=  lim(£,7r(u£)II(/*)77)
=  lim (7t(wa)^,II(/*)77)
=  <&n(/*)i7>.
Note by definition 7r(/ * a) =  II(/)7r(a). Moreover,
7r(a * / )  =  (7r(/* * a*))*




H (/ +  a )n (<7 +  b) =  (H ( / )  +  7r(a))(n(5 ) +  tt (b))
=  H(f)U[g)  +  H(f)v(b)  +  7T(a)II(<7) +  7T(a)7T(6)
=  n  ( fg)  +  7r(fb +  ag +  ab)
=  n  ( f g  +  f b + a g  +  ab) =  U( ( f  +  a){g +  b)).
Thus, we have shown n  is a * homomorphism. Let ||£|| =  1, then
l |n ( /  +  a)£|| =  lim ||H (/ +  a)7r(uA)£||
= lim ||7r((/ + a)«A) |^|
<  limsup ||7r((/ +  a)uA)||
<  limsup | |( /  +  a)«A||
<  limsup | | /  +  o||||tiA|| <  11/ +  a||-
Therefore, ||II(/ +  a)|| <  | | /  +  a||. Thus n  is a representation.
In the case where tt is degenerate, we restrict to the subspace where t t is nonde­
generate and do the above construction and set n  =  0 on the complement. □
D efin ition . Given a split abelian extension £  =  A  tx C q ( X ), a representation t t of 
8  is said to be an extended representation if tt\a  is nondegenerate.
There are several properties associated with a representation that depend on the 
commutant of the range of the representation. The next proposition shows that 
these properties of the representation are not changed by considering the extension 
of the representation.
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P ro p o sitio n . If £  is a split abelian extension of A , and 7r is a nondegenerate 
representation of A , and II is its unique extension to £, then a bounded operator 
T  commutes with 7r if  and only i f  i t  commutes with II. Hence, tt is irreducible or 
prim ary if  and only if  II is irreducible or primary.
Proof. Clearly if T  commutes with II it must commute with 7r. Let T  commute 
with 7r. Then
II(/)T7r(a)£ =  n(/)7r(a)T£
=  7r(/ * a)T£
=  T7r(/ * a)£
=  TII(/)7r(a)£.
Thus T II(/)  =  II( f ) T  on a dense subset. Hence T  commutes with n. □
Given an extended representation many properties of that representation re­
stricted to the abelian part are important. Probably the most important is whether 
the representation restricted to the abelian part is nondegenerate. First, in the case 
of the C* algebra of a groupoid, one can see that the extension to the abelian part 
is nondegenerate. Second, nondegenerate representations of abelian C* algebras are 
well understood as projection valued measures.
D efin ition . A split abelian extension £  =  A  K Cq{X)  is said to be degenerate if 
there a nondegenerate representation tt of A  with n  its unique extension to £  such 
that n |CoW is degenerate. The extension is said to be nondegenerate if no such 7r 
exists.
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Proposition . Let £  =  A  k Cq(X)  be a split abelian extension of A . Then £  is 
nondegenerate if  and only if  the ideal generated by Cq( X ) A  is dense in A.
Proof. Suppose I  =  (Cq( X ) A ) ^  A.  Then A / T  is a C* algebra, and the 1 repre­
sentation on A / T  factors to a nondegenerate representation on A.  Call it 7r. Then 
7r extends to £,  but 7r( fa)  =  0. Hence n ( / )  =  0, and thus n |c ,0(x) =  0 and is 
therefore degenerate.
Suppose 7r is nondegenerate and 1  =  (C0( X) A)  =  .4, but n |Co(x) is degenerate. 
Then there is 'Ho C % such that n|c>0(x)%o =  0. Thus x (ACq{X))'Hq =  0, but 
A C q(X)  and Cq{ X ) A  generate the same ideal. Hence tt(A)Hq =  0, and thus 7r is 
degenerate. □
Note. I will assume throughout the rest of this paper unless otherwise stated, that 
all extensions are nondegenerate.
Proposition . Let £  =  A  k Cq(X)  be a split abelian extension of A . Then each 
sta te  <f) o f A  has a unique extension to a sta te  $  of £. Moreover, $ |c 0(X) Js a state  
on C0(X).
Proof. Let (f> be a state on A. Let be a cyclic representation of A  with cyclic 
vector £ 0  such that </>(a) =  (77^ (a )^ , where has length 1. Let n  be the unique 
extension of to £. Then n  is cyclic and if $(&) =  ( n ( 6 ) ^ ,^ ) ,  then $  extends 
<f) and is a state. Define p  on Cc(X)  by p ( f )  =  $ ( / ) .  Let o  be the representa­
tion of Cc(X)  obtained by restricting n  to Cc(X).  Since £  is nondegenerate, o  is 
nondegenerate and p ( f )  =  ( c r ( / )^ ,^ ) .  Since | |^ | |  =  1, p  is a state. Also note
n  =  7r$.
Suppose also extends </>. Do the GNS construction for <&' and obtain a rep­
resentation 7 of £.  Let £$/ be the corresponding cyclic vector. Then $'(6) =
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( n (&)£$',£$') and <j){a) =  (7r$»(a)£$/,£$/). We know there is a unitary map­
ping U  from the Hilbert space H for onto tt<i>'(.A)£$' such that =  £$/ and 
U'jr^(a)U~1 =  ir$>(a) on 7r$/(.4)£$'. Note
Un ^( fa )^  =  7r$/(jfa)£$' =  7r$/(/)7r $'(a)£$/
and since 7r$/ is cyclic, we see 7r$i(A)£$i =  H$', the Hilbert space for 7r$/. More­
over U/K^(f )U~1(U'K^(a)^(j>) — 7r$/(/)(l/7r$(o)^). This implies C/7r$(a, f ) U ~ l =  
7r$/(a,/ ) ,  and #  =  □
D efin ition . Given f  i  k C o ( X ) ,  if </> is a state of *4, let $  =  <j> +  fx^  be its 
extension. The state $  is called an extended state.
P ro p o sitio n . Let £  =  A  tx Cq (X ) be a split abelian extension of A . Let $  =  0 + /i^  
be an extended sta te  o f A  k Co(X). Let (7r, £, 7-1) be as in the GNS construction for 
4>. Then £ is cyclic for t^ \a - Moreover, there exists a sequence {an} in ,4 such that 
=  lim (f)(f * an).
Proof. Let Ho =  7r( 4^) .^ T o see fio =  H-
Claim. If x E  H then 7r(a)x E  HoVa 6 A.  Since £ is cyclic, x  =  lim 7r(an +  f n)£-
Thus
7r(a)x =  lim 7r(a)7r(an +  / n)£
=  lim 7r(a * (a„ +  /„ ))£  €  Ho-
Therefore, n(A)H  C 71o - Hence, 7r(.4)71o'L =  0 and £ =  £0 +  ^  where £0 E  Ho and
£ 0  G Ho± - Thus,
<f,(a) =  ( t t (o ) (^ o  +  t o ) ,  t o  +  t o )
=  (n(a)£o,£o +  £0 )
=
Since ||</»|| =  1 then ||£0|| =  1. Therefore U^H =  0 and £ — £0- Moreover, 7r leaves 
Ho invariant and thus Ho =  H.
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Now choose an G A  such that 7r(an)£ —y £. By the proof of GNS we can take any 
an’s such that ||an || <  1 and 4>{a,n) 1- Then
v 4 f )  =  W ) & 0
=  lim(7r(/)7r(an)£,£)
=  l i m ( 7 r ( / * a n )£, £)
=  lim </>(/* an).
□
Remark.
The main thing to be gained from the previous proposition is that the same 
representation is generated if ones does GNS for <j) and then extends or if one does 
GNS for the extended state. Also, one choice for an in the previous proposition 
would be to use an approximate unit (we are assuming A  is separable) which does 
not depend on the state (j>.
The quasi-invariant measures on the unit space of a groupoid play an important 
role in the study of the C* algebra of the groupoid. Given that the abelian part of 
the natural extension of the C* algebra of a groupoid is Co (A ) where X  is the unit 
space, one would like to be able to determine the quasi-invariant measures from an 
algebraic perspective. The following definition and proposition show how to do just 
that.
Recall. A  representation 7r of Cq(X)  can be extended to B(X) ,  the bounded Borel 
functions on X .  We will denote this extension by 7r also.
D efin ition . A measure, fi, on X  is said to be quasi-invariant, if there is a cyclic 
representation 7r such that /x(f) =  0 if and only if 7r(/)  =  0 for all bounded Borel 
functions /  on X .
Note. This definition is equivalent to saying that p  ~  P  where P  is the projection 
valued measure associated with 7r. Sometimes, we will refer to the entire state 
$  =  (f> +  p  as quasi-invariant, meaning that p  is equivalent to the projection valued 
measure generated by nr$. If G  is a groupoid with Haar system this now gives 
us two notions for a measure on G° to be quasi-invariant. One in terms of the 
groupoid structure, and one in terms of the structure of C*{G)  « Co(G°).  The next 
proposition shows that these two concepts are the same. For the purposes of the 
proof, I will say that a measure is quasi-invariant in the groupoid sense or quasi­
invariant in the algebraic sense, respectively. Also, it is possible for a measure to 
be given by two different states. In the groupoid case, if the measure satisfies the 
conditions of the definition for one state, it will satisfy them for the other state. 
It is not clear if this is true in general. A result in this area would be a step in 
determining whether all C * algebras come from groupoids. The definition above 
really defines a measure class as being quasi-invariant. The quasi-invariant measure 
classes are the measure classes of the projection valued measures generated by the 
GNS construction on the states of A.
P ro p o sitio n . Let G be a groupoid with Haar system. Let $  =  ({> +  p<j> be an ex­
tended sta te  of C* (G) k Co(G°). Let P  be the projection valued measure associated 
with the representations 7r$. Then there exists a measure p' quasi-invariant in the 
groupoid sense with P  ~  p' such that p^ «  p 1, and p^ is quasi-invariant in the 
groupoids sense if  and only if  p# is quasi-invariant in the algebraic sense if  and only 
i f  p  ~  p '.
Proof. Let 7r^  be the cyclic representation of C*(G,  A) defined by the state (j). By 
the theorem of Renault, there is a Hilbert bundle % over G° and a Borel unitary
representation 7r of the groupoid G  such that 7r$ is equivalent to the representation 
of C*(G,  A) integrated from 7r. Hence we may assume on Cc(G,  A) is given by
*>(/)£(“) = J  f(x)'K(x)C(s(x))A/(x)~1^ 2d \ u(x)
for £ G L2(fi,'H) where f i  is a quasi-invariant measure on G°.  The extension n  of 
ttj, to Cc(G, A) k Cq(G°) is defined by
n ( f , h )  =  7r4f)  +  M(h)
where M(/i)£(w) =  h(u)£(u). Hence the projection valued measure defining the 
representation M , P,  is the canonical projection valued measure on L2( f i ,%)  and 
thus P  ~  f i .  Thus is quasi-invariant in the algebraic sense if f i  ~
Suppose fi is quasi-invariant in the algebraic sense. Then there is a f i  with 
&  =  f i  /iff,. Let 7r$/ be the representation constructed by GNS, with P'  the 
projection valued measure for 7r$'|c0(G0)- By doing the Renault decomposition as 
above, one sees there is a measure /t on G° quasi-invariant in the groupoid sense 
with P'  ~  p, and /x ~  P ' . Thus jx is quasi-invariant in the groupoid sense.
Let £ be the cyclic vector such that <&(/, h) =  (n(/, h)£, £). Hence
^ ( / )  =  (M (/)£ ,£ )
=  J  f ( x ) \ Z ( x ) \ 2d n ' .
Thus dfx^x) =  \\£(x)\\2d fi. Hence fx^  «  f i  and fx^  ~  f i  if and only if ||£(:r)|| >  0 
f i  a.e. Clearly if fx^  ~  f i  then fx  ^ is quasi-invariant in the groupoid sense.
Suppose is quasi-invariant in the groupoid sense. Let L  be the representation 
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( H f  )£',£') =  J  f ( l ) (^( l )C' (H'y) ) , ( , (s('y)))A4> 1/2 ( 7 ) ^ ( 7 )
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Claim. £' is a cyclic vector for L.
Proof. Let a  G L2(/t^,,H) then a(*)||£(‘)ll €  L 2 { i i! , ' H ) .  Thus given e >  0 there is an 
/  G Cc(G ) such that
k ( / ) e - a ( - ) l K ( - ) i i l l < e .
But,
||£ ( /)£ ' -  «H2 =  J  l |£ (/K '(z )  -  « (z ) ||2 dfi+ix)
1 1 / °  S ^ A  1/2^  dXXW  ~  a (x )
2
/  l//(7M7)i f S A'',/2<7) ~a ( x )
/ 1 /  ^'r^'Y^s^ A'~1/2^ dxxw - ^ (aollf (*
||tt^ (/)€  — «(-)!l^( '""2
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2
| | f ( a : ) | |2 d p * ( : r )  
2
dgf{x)
Thus ||L ( f ) ?  -  a|| <  e.
Hence by GNS, and L  are unitarily equivalent and thus ii(j) ~  p'. □
In the case of groupoids, two representations that come from integrating two mu­
tually singular quasi-invariant measures have no non-trivial intertwining operator. 
The next theorem shows this is true in general.
T h eorem . Let =  </>i + p i  and  $ 2 =  4*2+1^2 be quasi-invariant states, if  fix ±  p2 
and T7r$1 =  7r$2T  then T  =  0.
Proof. Let Pi and P2 be the projection valued measures associated with and 
7r$2, respectively. Then Pi J_ P2, and hence there is a Jordan decomposition of 
X  =  A  U B  with A  n  B  =  0 and Pi (A) =  0 and P2(P ) =  0. Hence, Pi{B)  =  I  and 
P2(A) =  J. Moreover, TPi  =  P2T. Thus, we see T  =  TP i ( B )  =  P2(P )T  =  0. □
C orollary. Let 0  be a pure state of  C*(G,  A), and Jet $  =  <f) +  fj, be its  unique 
extension to C*(G,  A)kCo(G°) with $  quasi-invariant. Then p is an ergodicmeasure 
on G°.
Proof. Apply the previous proposition to see that p is the quasi-invariant measure 
which integrates to give 7r$. Since 71$ is irreducible this implies that p is ergodic. □
We have generalized the notion of quasi-invariant measures, the following defini­
tion is a generalization of ergodic measures.
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D efin ition . Let p  be a measure on X .  Let $  — <f> +  p' be a pure quasi-invariant 
state for A  tx Cq(X)  with p  ~  p'. Then p  is said to be ergodic.
Note. It was shown in the chapter on groupoids if a representation of the convolution 
algebra was primary, which includes all irreducible representations, that the quasi­
invariant measure which integrates the representation is ergodic. It was also shown 
that if the trivial representation was integrated by an ergodic measure that the 
representation obtained is irreducible. By combining these two facts, we see that 
the definition given above is equivalent to our original definition of ergodic measures 
on groupoids with Haar system.
T h eorem . Let G be a principal groupoid with Haar system  and le t 7Ti and 712 
be two irreducible representations of C*{G)  tx Cq(G°) with corresponding quasi­
invariant states  $ 1  =  <j> 1 +  p i and $ 2  =  0 2  +  1^ 2 - If  Mi ~  ^ 2  and i f  there is an orbit 
O in G° with O conull, then wi is unitarily equivalent to 7T2-
Proof. It is enough to show that 7T\ is equivalent to the trivial representation in­
tegrated by p \.  Since pi (G°  — O)  =  0, one can restrict to G\o,  i.e. the transitive 
case. But it has already been shown that a representation of a transitive, principal 
groupoid is unitarily equivalent to a multiple of the trivial representation. And the 
trivial representation is the only irreducible representation. Thus 7Ti, and 7T2, must 
be unitarily equivalent to the trivial representation on G\o- □
The previous theorem shows for a principal groupoid, that for each orbit G 
there is exactly one irreducible representation which lives over the orbit. In the 
case of a split abelian extension, £  =  A  ix Cq(X) ,  this could possibly be used 
to define an equivalence relation on X .  If $  =  <j) +  p  is a quasi-invariant state, 
corresponding to one of these representations then p  ~  [e ]^ for any x  e  O.  Also 
note that, \ex] ~  s*(Ax), thus one should be able to generate the Haar system from
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the / i ’s. The following definition gives a name to the representations described in 
the previous theorem.
D efin ition . An irreducible representation 7r of A  « Cq( X)  is said to be principal if 
every irreducible representation 7r' with P' «  P  is unitarily equivalent to 7r. Here 
P  and P ' are the projection valued measures associated with 7r and 7r', respectively.
Let us consider the case where G  is a principal r-discrete groupoid with a Haar 
system. The Haar system can be chosen so that Xx is counting measure on Gx, 
and the orbits are discrete. Thus a quasi-invariant measure on an orbit is discrete. 
Then one can say, two points x ,y  £  G° are equivalent if for every quasi-invariant 
discrete measure p, p ( {x} )  >  0 if and only if M M )  >  0. This equivalence relation 
is the same as the equivalence relation given by G. For if x and y  are in the same 
orbit, then for any p  quasi-invariant and discrete then p( {x} )  >  0 if and only if 
p ( {y } )  >  0. Since if p  is quasi-invariant then p  ~  [^], and if p( {x} )  >  0 then
[M M )] =  «*M M )
=  p o  \ ( s ~ 1(y))
>  p{ {x} )Xx(s~1(y))
=  p ( {x} )  >  0.
And if x  and y  are in different orbits then [ex]({^}) >  0, but [ex]({?/}) =  0. The 
above discussion gives the following theorem.
T h eorem . Let G be an r-discrete, principal groupoid with Haar system  and G° 
be its  unit space. If x ,y  £ G° then x  ~  y if  and only if  for every quasi-invariant 
measure p  on G° //("M) >  0 ^ M M ) >  0.
The above argument illustrates, in the case of a principal r-discrete groupoid, how 
to construct the equivalence relation from the extended states of the split abelian
53
extension of the C* algebra of the groupoid. The first thing that is necessary after 
constructing a groupoid from a split abelian extension is to know that the groupoid 
is a Borel subset of X  x X . Even though the construction given above is valid 
only in a limited number of cases, the proof that the equivalence relation that is 
generated is Borel should be insightful to the techniques that would be needed to 
check a more general construction. In this light, let us consider a split abelian 
extension where for every point x  G X  there is a quasi-invariant measure p  with 
p ( {x} )  >  0. Now let us define an equivalence relation on X  by x ~  y  if for every
discrete quasi-invariant measure p  then p( { x} )  >  0 if and only if p ( {y } )  >  0. Let
the equivalence relation be given by R. In order to show that R  is a Borel subset 
of X  X X ,  we need the following lemma.
L em m a. Let X  be a compact m etric space. Then for each n G N there exists a 
continuous mapping x /*  from X  -> C ( X )  such that
(1) f*(x)  =  1 for each x  €  X ,
(2) supp /*  C N* where N£ is a neighborhood of x,
(3) N% =  {&} for each x  € X .
Proof. Let d be the metric for X .  Then give X x X  the product topology with metric 
and let A =  { (x,x)  : x  G X } C X  x X .  For each x  G X  let U% =  B ( x , l / n )  
and V -  =  U* x U%. Then Vn =  U xe x  *s °Pen in X  x X  and Vn D A.  Note if 
(x,y)  G Vn then 3z 3 {x,y)  G V*.  Thus
d ( x , y ) < ^  = *  ir2(Vn r) ( {x}  x X ) )  C B ( x , l )  =  N%.
Note f )n Nif =  {x}. Now by Urysohn’s Lemma there exists continuous maps gn : 
X x X ^ I  such that
9u\a  =  1 and suppgn C Vn.
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Let fn(') — 9n{x,  •)• Clearly (1) is satisfied and
s u p p /*  C 7r2 (su p p gn n ({x} x X ) )  C 7r2(Fn n ({x} x X )) C JV*.
Thus (2) is satisfied.
It remains to show that x H- /*  is continuous, but gn is uniformly continuous on 
X  x X .  Let e >  0 be given. Choose S >  0 such that
d«x>((xi,x2 ) ,(y i ,y 2)) <  <S =*• \gn( x i , x 2) -  g ( y i , y 2)\ <  e.
Then if d(xi , x 2) <  S then
\ f n ( y ) - f n H y ) \  =  \gn(xi,y) - g n(x2 ,y)\  <  e Vy G X.
Therefore \\f%' -  / * 2||oo <  e. □
T h eorem . R is a Borel subset o f X  x X .
Proof. Let HU be a fixed Hilbert space of dimension ra, (m  =  oo, 1 ,2 ,...), and let 
7Zm be the collection of all irreducible representations of A  x Cq{X)  on HU- Give 
7Zm the Borel structure which makes all the mappings ir i-4 (7r(a)£, r\) Borel for each 
a G A  x Cq(X)  and each pair £,77 €  HU- It can be shown that 7Zm is a standard 
Borel space. Moreover, we may assume X  is compact. Then the dual space of C ( X)  
is the space of all complex measures g  on X , and its unit ball is compact in the weak 
* topology. Let & be an orthonormal basis for H.  Let g^^ be the measure on X  
given by g n,i{f)  =  (7r( /)G 5 &)• Note x and y  will be in the same equivalence class 
if for every projection value measure, P,  generated through the extension process, 
one has P ( { x } )  ^  0 if and only if P ({y }) ^  0. This will occur if for every 7r one 
has that g v ,i({x}) >  0 for some i if and only if g^, j{{y})  >  0 for some j .  We claim 
the mapping 7r g n  ^ is Borel from 7Zm into the measures with the weak topology. 
But this follows by the definition of the Borel structure on TZm. Thus 7r 1-4 g 1( is
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weakly Borel. We claim the mapping (tt, x ) fjLn^({x})  is Borel. Let f n and N*  
be as in the previous lemma. Then for each n the mapping
(1T,X) h-4
is continuous in x  and Borel in 7r. By a Theorem of Mackey, this function is Borel 
on TZm x X .  Taking the limit as n -» oo gives {n,x)  i-* / ^ ( { x } )  is Borel. Thus 
the mapping
1 ^
Fm{^1 X1 y) = ( /^ ~^9i 1 3 3
is Borel on lZm x l x l .  Thus
Am =  {(TT,x,y) : Fm(7r,x,y) € {0} x R + U R + x {0}}
is a Borel subset of 7Zm x X  x X .  Let B m be its projection into the x, y  coordinates. 
Then, X  x X  — R  =  (Jm B m, and thus R  is coanalytic. Also
Cm =  { (n ,x , y )  : Fm(7r,x,y) G {(0,0)} U R + x M+ }
is a Borel set. Let D m be its projection onto X  x X .  Then R  =  D m, and hence 
R  is analytic. Since it is analytic and coanalytic, R  is a Borel set and thus a Borel 
equivalence relation. □
The example below is given to illustrate the difficulty in generating a groupoid 
from a general C* algebra.
E xam ple.
Let a  be irrational modulo 2tt. Let R act on T  x T  by ( t i , <2 ) •r  =  1 e*r, t 2 etra).
This is a free action, thus the groupoid G =  T x T x l i s  principal. Here the orbits 
are dense subsets of T  x T  which are immersions of K into T x T .  The Haar system  
is given by e t^ l^  x m.  Thus [e(t!,t2)] Lebesgue measure on the orbit. Since 
point have measure 0, a definition similar to the one above will not work. The next
obvious thing to try is to use the support of the quasi-invariant measures. But since 
all orbits are dense, these supports are T  x T. Thus there does not seem to be any 
direct way to compute the orbits by using the theorem on principal representations.
Chapter 5: Conclusion
In conclusion, let us review what has been accomplished, and what questions are 
left unsolved. First, using the C* algebra of a groupoid as a model, it was decided to 
study split abelian extensions of a C* algebras. We showed that all representations 
of the original C* algebra extend to the split abelian extension. Then we proved 
that under reasonable assumptions, states of the original C* algebra extended to 
states of the split abelian extension.
Using the groupoid model, definitions were given for measures on X  (S =  A  k 
Cq(X) )  to be quasi-invariant and ergodic. These definitions were shown to be 
equivalent to the definitions for groupoids. We showed that these measures give 
information about the intertwining operators of extended representations.
In the case of principal groupoids, we presented a major result showing that irre­
ducible representations that live over ergodic measures based on orbits are unique. 
Such representations were called principal representations. It is the author’s opin­
ion that the principal representations are the key to recovering a principal groupoid 
from a C* algebra since they “give” the equivalence classes. In the case of a r- 
discrete groupoid, we showed how this could be done.
It was shown, in the case where an equivalence relation was generated by discrete 
quasi-invariant states, that the equivalence relation is Borel. This procedure should 
be easy to generalize for a more general construction.
But, several pressing problems remain. Do all C* algebras have nondegenerate 
split abelian extensions? Since different groupoids can generate the same C* alge­
bra, but the split abelian extensions are different, it is the author’s opinion that a 
general construction would be difficult, if not impossible, to construct. A general 
procedure for constructing groupoids has been elusive. Even in the case of a C* 
algebra generated by a principal groupoid, there are major obstacles. How does
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one obtain principal representations? They are plentiful in the groupoid C* algebra 
case, but a general construction seems elusive.
Are groupoids uniquely determined up to isomorphism by the isomorphism class 
of the split exact sequence of their natural abelian extension?
What extra information need to be included to reconstruct the topology? Even 
in the discrete orbit case only the Borel structure was obtained. In the case of a 
principal groupoid, it is known that the topology of the groupoid must be stronger 
than the relative topology of the groupoid as a subset of the product of the unit 
space.
The final piece of the puzzle may be the easiest, constructing the Haar system. 
It was pointed out that the Haar system in the principal case shows itself in the 
measures associated with the principal representations, thus at this point we know 
where to find the Haar system.
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