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Abstract: 
There is the feature of a 3-dimensional scenography display system in the appearance of a subject (object) not 
only looking three-dimensional, but a watcher entering inside the subject and being able to see.  
We are advancing construction of the design task space of three-dimensional type structure LSI aiming at the 
directivity using the mobility in three-dimensional space, and the free nature of a viewpoint position.  
Although many systems which indicate the object beforehand defined with the modeling tool by visualization 
exist by a traditional technique, the mechanism which newly defines an object and it adds into the existing 
object group within continuous time while making it display is underdeveloped.  
In this research, the new technique of having used the processor GPU suitable for distributed parallel 
processing as this solution is proposed. 




































有用な CAE 状況を提供することが可能となる． 
この分野におけるこれまでの研究は，３次元立体
映像表示システムの構築を主として行ってきた．立
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UIMS(User Interface Management System)の概念
が考案されて広くこの考え方が取り入れられ、併せ































































































































Vertexattr;頂点毎の属性，uid, weit, color 
Bvertex;vector, weit, color 
Face;頂点インデックス，材質インデックス，UV
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(3) MQM 材質ファイル 
MQO と同じで Material のみ持つ 
(4) MQP パレットファイル 
マッピング画像のペイントに用いられるパレッ
トを定義 





















Table.1 モデリング・ツール metasequoia 






Table.2 可視化・ツール OmegaSpace 
























































Pic.3 GPU を用いる提案方式 
 
5.2  提案方式 
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CPU: Core i5-2400@3.10GHz × 4 
GPU: GeForce GTX 660 
Memroy: 4GB 
OS: Ubuntu 12.0.4 LTS 
Blender 2.68a 
CycleRender CUDA5.5 











[sample=200, x=480, y=270(４分割)] 
GPU=1:03:30[min] 
CPU=3:44:57[min] 




値は，3.16～ 3.29μSec/処理となった．  
Pic.7. GPU 処理プログラム 
 
(3) CPU と GPU 間データ転送性能 
データの転送性能を観るために，CPU から GPU 側
のメモリへ float 型のデータ 1024 個を転送して書込
み，GPU 側で処理を行った後に，同数のデータを






計測回数 全体処理 転送＋GPU 処理 GPU 処理 
10x10^3 81.70 50.64 3.77 
100x10^3 82.18 51.15 3.16 














に 30～50μSec 費やされるので，総計では 80～100








prg_theta = pyopencl.Program(ctx, """ 
    __kernel void theta(__global float *t, float n) 
    { 
        int gid = get_global_id(0); 
        t[gid] = 2.0 * M_PI * gid / n; 
    } 
    """).build() 
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