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A PARTIAL DATA PROBLEM IN LINEAR ELASTICITY
MORITZ DOLL, ANDRE´ FROEHLY, AND RENE´ SCHULZ
Abstract. We discuss the determination of the Lame´ parameters of an elastic ma-
terial by the means of boundary measurements. We will combine previous results of
Eskin–Ralston and Isakov to prove inverse results in the case of bounded domains with
partial data. Moreover, we generalise these results to infinite cylinders.
1. Introduction
Given an inhomogeneous, isotropic elastic body, we want to determine the Lame´
parameters λ and µ by measuring the “deformation-to-stress” map Λ on the boundary.
Mathematically, Λ is the Dirichlet-to-Neumann operator.
Let Ω ⊆ R2 × R>0 be a domain with smooth boundary Γ := ∂Ω and set Γ1 :=
Γ ∩ (R2 × R>0) and Γ0 = Γ \ Γ1. We assume that Γ0 has Lipschitz boundary.
Γ0
Ω
Γ1
Figure 1. Bounded domain
We consider two cases: bounded domains and infinite cylinders. An unbounded domain
Ω is called an infinite cylinder if there exists a set G ⊆ R2 with smooth boundary ∂G
and R > 0 such that
Ω ∩ (R3 \ [−R,R]3) = R×G.
Moreover, for the sake of simplicity, we additionally assume that Γ1 = ∂Ω ∩ (R
2 × {0})
is bounded.
The basic assumptions on the Lame´ parameters µj , λj ∈ C
∞(Ω), j = 1, 2 are
µj(x), 3λj(x) + 2µj(x) > 0 for all x ∈ Ω.(1)
Since the proof of the main result will be based on a reflection argument, we also assume
the following:
We would like to thank Gunther Uhlmann for helpful suggestions and Masaru Ikehata for clarifying
the history of the reduced Lame´ system.
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Assumption 1. There exists an open set U ⊆ R3 with Ω ⊆ U and functions λ˜j, µ˜j ∈
C∞(U) such that λ˜j |Ω = λj and µ˜j|Ω = µj with the property that
∂kx3 µ˜j(x) = 0, ∂
k
x3 λ˜j(x) = 0 for all odd k ∈ N
and x ∈ U ∩ (R2 × {0}).
For the infinite cylinder, we add the following restriction on the Lame´ parameters:
Assumption 2. There exist a compact set K ⊆ Ω such that λ1(x) = λ2(x) and µ1(x) =
µ2(x) for x ∈ Ω \K, and λj and µj are independent of x3 on Ω \K.
Γ
Γ0
K Ω
[−R,R]3
Figure 2. Infinite cylinder
We consider the Dirichlet-to-Neumann operator Λ(j) for Lame´ parameters λj , µj with
simply supported boundary conditions1 on Γ0.
Theorem 1.1. Let Λ(1) = Λ(2) and ‖f‖2τ :=
∫
Ω e
2τ |x|2 |f(x)|2dx. Then for τ ≫ 0, we
have
‖λ1 + µ1 − (λ2 + µ2)‖τ ≤ Cτ
−1‖µ1 − µ2‖τ ,
for a constant C > 0 independent of τ .
Moreover, we have the following result, which corresponds to [3, Theorem 3].
Theorem 1.2. Let bj = µj(λj + µj)(2λj + 4µj)
−1, j = 1, 2, and
Z := {θ ∈ C3 \ {0} : θ · θ = 0}.
If Λ(1) = Λ(2), then we have for all θ ∈ Z that
b
1/2
1 (θ · ∂x)
2(b
−1/2
1 )− b
1/2
1 (θ · ∂x)
2(µ−11 ) = b
1/2
2 (θ · ∂x)
2(b
−1/2
2 )− b
1/2
2 (θ · ∂x)
2(µ−12 ).
Note that Theorem 1.1 implies (µ1, λ1) = (µ2, λ2) if we already know that either
µ1 = µ2 or λ1 = λ2. In the case of the full data problem and bounded domains,
Theorem 1.1 and Theorem 1.2 are due to Eskin–Ralston [3].
In the case of the infinite cylinder, we additionally obtain a new result for the full
data problem, that is Γ0 = ∅:
Theorem 1.3. There exists a constant ε > 0 (depending only on K) such that, if
‖∇µi‖C2(K) < ε, then Λ
(1) = Λ(2) implies that (µ1, λ1) = (µ2, λ2).
1We could also choose soft clamped boundary conditions, see Remark 2.1 below.
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History. This problem is related to the inverse problem of electrical impedence tomog-
raphy (EIT), where one considers the equation ∇· (q∇u) = 0 with bounded and positive
potential q on a bounded domain Ω with sufficiently regular boundary Γ = ∂Ω. Here,
the Dirichlet-to-Neumann operator Λq is viewed as the “voltage-to-current” map.
In the pioneering works of Caldero´n [2] and Sylvester–Uhlmann [18], the authors
constructed so-called complex geometric optics solutions (we refer to the surveys [19,20]
for more details). If two potentials q1, q2 satisfy Λq1 = Λq2 on the boundary, then it was
shown in [18] that q1 = q2. There are also results for unbounded domains, for instance
the slab was treated by Li–Uhlmann [11].
In applications, it is usually not possible to measure Λ on the whole boundary. There-
fore, it is natural to ask whether it suffices to know equality of Λq1 and Λq2 on a small part
Γ0 of the boundary Γ. Kenig–Sjo¨strand–Uhlmann [9] showed that for the Schro¨dinger
operator this is true if the Dirichlet-to-Neumann operator is measured in Γ0 and Γ is
“convex enough” with respect to Γ0 (again we refer to [20] and references therein). This
assumption can be relaxed if one strenghens the assumptions on the Γ0: Isakov [7] proved
that if Γ0 is part of a plane, then a reflection argument proves uniqueness.
In the case of the elasticity operator Lj with Lame´ parameters λj and µj , the problem
is considerably more involved and even global uniqueness with full data is still open.
Under an a-priori smallness assumption on the parameters µj, the inverse problem was
solved by Nakamura–Uhlmann [13,14,16] and Eskin–Ralston [3]. The principal symbol
of the elasticity operator is not equal to the principal symbol of the matrix Laplacian,
thus one cannot directly apply the method of complex geometric optics solutions. In
[3], the authors considered an auxiliary equation, from which solutions of the elasticity
system could be deduced (see also [16]). To construct complex geometric optics solutions
for the auxiliary equation one has to solve a ∂¯-problem.
For the partial data problem for the 3-dimensional elasticity-operator, we are only
aware of the results of Imanuvilov–Uhlmann–Yamamoto [6], which operated under the
assumption that µ1 and µ2 are constant and λ1 = λ2 on Γ0.
The paper is structured as follows: We recall the definition of the Lame´ system and
define the Dirichlet-to-Neumann operator for bounded domains in Section 2. Section 3 is
concerned with the construction of complex geometric optics solutions. In Section 4 we
parametrize the complex geometric optics solutions to prove the main results in the case
of bounded domains. We prove the main theorems for the case of the infinite cylinder in
Section 5 by reducing them to the previous case of bounded domains. The paper ends
with an appendix on the appropiate radiation conditions for the elasticity operator on
the infinite cylinder.
2. The Lame´ System and the Dirichlet-to-Neumann Operator
We denote by u : Ω → C3 the displacement field of the elastic material. The strain
tensor of u is given by the matrix
(2) ε(u) :=
1
2
(∂juk + ∂kuj)j,k =
1
2
(
∇u+ (∇u)T
)
,
where ∇u denotes the Jacobian of u, and the stress is defined by the following expression
(3) σ(i)(u) := 2µiε(u) + λi div(u)13, i = 1, 2.
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Here, 13 is the three-dimensional unit matrix. Then the corresponding Lame´ operator
reads as
(4) L(i)u := ∇ · σ(i)(u),
where we put (∇ · A)j =
∑
k ∂kAjk for a matrix-valued function A = (Ajk)jk ∈
C1(Ω,C3×3).
To obtain a well-posed problem, we have to impose suitable boundary conditions. The
outward boundary forces are given by
B(i)u := σ(i)(u)n,
where n is the outward unit normal vector at the boundary Γ. Moreover, we define by
B(i)n u := 〈n, B
(i)u〉n, B(i)τ u := B
(i)u−B(i)n u,
the corresponding projection in the normal direction respectively tangential direction.
Likewise we define for the displacement field u:
un := 〈n, u〉n, uτ := u− un.
Then we will distinguish between different operators on the boundary: in addition to
u = (un, uτ )
T and B(i)u = (B
(i)
n u,B
(i)
τ u)T , we define
C(i)u :=
(
B
(i)
n u
uτ
)
.
The boundary condition C(i)u = 0 is the simply supported boundary condition.
Remark 2.1. The boundary conditions
D(i)u :=
(
un
B
(i)
τ u
)
= 0
are called soft clamped boundary conditions. We note that our theorems are still valid if
we replace C(i)u = 0 by D(i)u = 0 on Γ0.
We recall the definition of the Dirichlet-to-Neumann operator in the case that Ω is
bounded. The definition of the Dirichlet-to-Neumann operator for infinite cylinders is
given in Section 5. We consider the boundary value problem
(5)


L(i)u = 0 in Ω
u = g on Γ1
C(i)u = 0 on Γ0,
where assumptions on g : Γ1 → C
3 will arise later. Using Green’s formula, we obtain∫
Ω
〈σ(i)(u), ε(v)〉C3×C3 dx =
∫
Ω
L(i)u v dx+
∫
Γ
B(i)u v ds,(6)
where 〈·, ·〉C3×C3 denotes the standard sesquilinear product on C
3. We observe that
the equation (5) may be rewritten as follows: if u is a solution of (5), then for all
v ∈ H1(Ω;C3) with v = 0 on Γ1 and vτ = 0 on Γ0, we have that
(7)
∫
Ω
〈σ(i)(u), ε(v)〉C3×C3 dx = 0.
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For the sake of completeness we will consider the well-posedness of the boundary value
problem (5) and recall the corresponding definition of the Sobolev spaces. Let TΓ be the
tangent bundle of Γ. By means of local charts we may define for s ≥ 0 the corresponding
Sobolev spaces Hs(Γ;TΓ) and by duality the spaces H−s(Γ;TΓ) := Hs(Γ;TΓ)∗. For a
relatively open subset U ⊆ Γ and s ≥ 0 we put
Hs(U ;TU) := {G|U : G ∈ H
s(Γ;TΓ)},(8)
Hs00(U ;TU) := {g ∈ H
s(Γ;TΓ) : supp(g) ⊆ U},(9)
as well as
H−s(U ;TU) := Hs00(U ;TU)
∗, and H−s00 (U ;TU) := H
s(U ;TU)∗.
Note that that Formulae (8) and (9) hold for s < 0, after the correct interpretation of the
right-hand sides, cf. [12, Theorem 3.30]. In a similar way, we may define Hs(U ;T⊥U)
and Hs00(U ;T
⊥U), where T⊥U is the normal bundle, as well as Hs(U ;C3),Hs00(U ;C
3).
Note that for arbitrary s ∈ R,
Hs(U ;C3) = Hs(U ;T⊥U)⊕Hs(U ;TU),
Hs00(U ;C
3) = Hs00(U ;T
⊥U)⊕Hs00(U ;TU).
Considering again the boundary value problem (5) the Fredholm property reads as fol-
lows:
Lemma 2.2. Let g ∈ H1/2(Γ1;T
⊥Γ1)⊕H
1/2
00 (Γ1;TΓ1). Then the boundary value problem
(5) is uniquely solvable if and only if corresponding homogeneous problem is uniquely
solvable.
The proof is similar to the proof of [12, Theorem 4.11]. Moreover, a simple cal-
culation shows that (5) with g = 0 is uniquely solvable. Hence, (5) has a unique
solution u ∈ H1(Ω;C3). Next we define the corresponding Dirichlet-to-Neumann op-
erator. We observe that if u ∈ H1(Ω;C3) with L(i)u = 0 in Ω, then we may define
B(i)u ∈ H−1/2(Γ;C3) by Formula (6), i.e. we have for all v ∈ H1(Ω;C3) that
〈B(i)u, v|Γ〉 =
∫
Ω
〈σ(i)(u), ε(v)〉C3×C3 dx.
Finally, we set
Λ(i)g := B(i)u|Γ1 ,
where u ∈ H1(Ω;C3) solves (5). From the construction it is clear that the Dirichlet-to-
Neumann operator Λ(i) has the following mapping properties
Λ(i) : H1/2(Γ1;T
⊥Γ1)⊕H
1/2
00 (Γ1;TΓ1)→ H
−1/2
00 (Γ1;T
⊥Γ1)⊕H
−1/2(Γ1;TΓ1).
As a next step we consider on H1(Ω,C3) the sesquilinear form
HΩ(u1, u2) :=
∫
Ω
{λ2 − λ1}div(u1)div(u2) + 2{µ2 − µ1}〈ε(u1), ε(u2)〉C3×C3 dx,
which will be crucial in what follows. In the case that the Dirichlet-to-Neumann maps
are equal we obtain the following result.
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Lemma 2.3. If Λ(1) = Λ(2), then we have HΩ(u1, u2) = 0 for all u1, u2 ∈ H
1(Ω;C3)
that satisfy {
L(i)ui = 0 in Ω
C(i)ui = 0 on Γ0.
Proof. Using the previous notations we have
HΩ(u1, u2) =
∫
Ω
〈σ2(u1)− σ1(u1), ε(u2)〉 dx.
Let u1, u2 be given as above. Then we choose v ∈ H
1(Ω;C3) such that

L(2)v = 0 in Ω
v = u1 on Γ1
C(2)v = 0 on Γ0.
As u1− v = 0 on Γ1 and (u1− v)τ = 0 on Γ0 we obtain from the variational formulation
that
0 =
∫
Ω
〈σ2(u1 − v), ε(u2)〉C3×C3 dx.
Now Λ(1) = Λ(2) implies∫
Ω
〈σ2(v), ε(u2)〉C3×C3 dx = 〈B
(2)v, u2|Γ〉
= 〈B(1)u1, u2|Γ〉
=
∫
Ω
〈σ1(u1), ε(u2)〉C3×C3 dx,
which proves the assertion. 
3. Construction of Complex Geometric Optics Solutions
In what follows we will construct suitable solutions ui of L
(i)ui = 0 in Ω and C
(i)ui = 0
on Γ0. The method is well-known for Γ0 = ∅ however in the case of partial data, the
main difficulty relies on the additional boundary condition. To this end we use the ideas
in [7] and use a reflection argument along the axis x3 = 0.
For x = (x1, x2, x3) we put x
∨ := (x1, x2,−x3). By the assumption on the Lame´
coefficients, we may extend the functions µi and λi evenly to Ω
×2 := Ω∪Γ0 ∪Ω
∨, where
Ω∨ := {x ∈ R3 : x∨ ∈ Ω}.
Moreover, we define for w ∈ L2(Ω×2;C3) the function
w∨(x) := w(x∨)∨.
Proposition 3.1. Assume that Λ(1) = Λ(2). If wi ∈ H
1(Ω×2;C3) are solutions of
L(i)wi = 0, then
HΩ×2(w1, w2) = HΩ×2(w1, w
∨
2 ).
For the proof we use the following lemma. For the sake of clarity we simply write
L(i) = L, C(i) = C and µi = µ, λi = λ.
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Lemma 3.2. The following assertions hold true:
(i) If w ∈ H1(Ω×2;C3) satisfies Lw = 0 in Ω×2, then v = w∨ satisfies Lv = 0 in Ω×2.
(ii) If w ∈ H1(Ω×2;C3) satisfies Lw = 0 in Ω×2 and the symmetry condition
w = −w∨,
then the restriction u = w|Ω satisfies
Lu = 0 in Ω, Cu = 0 on Γ0.
Proof. Let J = diag(1, 1,−1). By a straightforward calculation, we see that if v = w∨,
then
(10)
div(v)(x) = div(w)(x∨),
ǫ(v)(x) = Jǫ(w)(x∨)J,
σ(v)(x) = Jσ(w)(x∨)J,
where we have used that λ and µ are extended evenly. Finally, we obtain Lv(x) =
J(Lw)(x∨) = 0, which proves (i).
The second assertion follows easily for u ∈ H2(Ω;C3), because
Cu =

 u1u2
λ(∂1u1 + ∂2u2) + (λ+ 2µ)∂3u3

 on Γ0.
In the general case u ∈ H1(Ω;C3) we have to apply again the variational formulation.
Let v ∈ H1(Ω;C3) with v = 0 on Γ1 and vτ = 0 on Γ0. We have to show that
0 =
∫
Ω
〈σ(i)(u), ε(v)〉C3×C3 dx.
To this end we note that we may approximate v = (v1, v2, v3)
T in H1(Ω;C3) by functions
φk = (φ1,k, φ2,k, φ3,k)
T such that supp(φ1,k), supp(φ2,k) ⊆ Ω and supp(φ3,k) ⊆ Ω ∪ Γ0.
Thus, the functions
φ˜k(x) :=
{
φk(x), x ∈ Ω,
−φk(x
∨)∨, x ∈ Ω∨,
belong to C∞c (Ω;C
3) and we have∫
Ω
〈σ(i)(u), ε(v)〉C3×C3 dx = lim
k→∞
∫
Ω
〈σ(i)(u), ε(φk)〉C3×C3 dx
= lim
k→∞
1
2
∫
Ω×2
〈σ(i)(w), ε(φ˜k)〉C3×C3 dx
= lim
k→∞
1
2
〈L(i)v, φ˜k〉 = 0.
This implies the assertion. 
Proof of Proposition 3.1. Set ui := wi − w
∨
i on Ω. Then the functions ui solve the
boundary value problem (5) and by Lemma 2.3 we have that HΩ(u1, u2) = 0. Writing
this in terms of w1, w2 yields
0 = HΩ(w1|Ω, w2|Ω) +HΩ(w
∨
1 |Ω, w
∨
2 |Ω)−HΩ(w1|Ω, w
∨
2 |Ω)−HΩ(w
∨
1 |Ω, w2|Ω).
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The assertion follows from (10) as
HΩ(w1|Ω, w2|Ω) +HΩ(w
∨
1 |Ω, w
∨
2 |Ω) = HΩ×2(w1, w2)
HΩ(w
∨
1 |Ω, w2|Ω) +HΩ(w1|Ω, w2|
∨
Ω) = HΩ×2(w1, w
∨
2 ).

Note that in general, HΩ×2(w1, w2) will not vanish for solutions w1, w2 of L
(i)wi = 0
on Ω×2. However we will construct a family of complex geometric optics solutions such
that HΩ×2(w1, w2) vanishes asymptotically to infinite order, cf. Proposition 3.1. We
briefly want to recall the construction of these functions following [3]. We note that
the original method proposed by [18] for the Laplacian does not directly apply as the
principal symbol of the elasticity operator
σ2(L) = −(λ+ µ)ξξT − µ‖ξ‖213.
is not of diagonal type. Moreover, due to the matrix structure of the operator the
construction is more involved.
The following reduction is due to Ikehata (cf. [19, 21]). Consider the equation
M
(
h
f
)
:= ∆
(
h
f
)
+ V1(x)
(
∇f
∇ · h
)
+ V0(x)
(
h
f
)
= 0,(11)
where V1 and V0 are given by
V1(x) =
(
2µ1/2(−∇2 + 13∆)µ
−1 −µ−1∇µ
0 λ+µλ+2µµ
1/2
)
,
and
V0(x) =
(
−µ−1/2(−2∇2 + 13∆)µ
1/2 −2µ−5/2(−∇2 + 13∆)µ∇µ
− λ−µλ+2µ(∇µ)
T −µ∆µ−1
)
.
The function
w := µ−1/2h+ µ−1∇f − f∇µ−1,(12)
solves Lw = 0 if (h, f)T is a solution of (11). Note that the principal symbol ofM equals
−‖ξ‖2 · 14.
Remark 3.3. Note that the term 13∆µ
−1 in V1 is missing in [3], but we will see that this
term is irrelevant for our considerations.
Let
Z := {θ ∈ C3 \ {0} : θ · θ = 0}.
In what follows we construct solutions of (11) of the form (h, f) = eiζ·x(r, s), ζ ∈ Z.
As a first step we extend µ and λ smoothly to some ball BR := {x ∈ R
3 : |x| < R},
which contains Ω×2. The main assumption on the coefficients ensures that this is always
possible. We denote by ψ ∈ C∞c (R
3) a cut-off function with supp(ψ) ⊂ BR and ψ|Ω×2 =
1. Then any solution (r, s) of the differential equation
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0 =Mζ
(
r
s
)
:= ∆ζ
(
r
s
)
+ ψ(x)V1(x)
(
iζs+∇s
iζr + div(r)
)
+ ψ(x)V0(x)
(
r
s
)
,(13)
on Ω×2 will give a solution (h, f) of (11). Here ∆ζ = ∆ + 2iζ · ∂x. Choose θ ∈ Z and
ℓ0 ∈ R
3 such that ℓ0 · θ = 0. We define
ζ(τ) :=
1
2
ℓ0 + τθ + τρ(τ)Re θ,(14)
where
ρ(τ) :=
(
1−
|ℓ0|
2
4τ2
)1/2
− 1 = −
|ℓ0|
2
4τ2
+O(τ−4).(15)
For the sake of simplicity we often write ζ instead of ζ(τ). The remaining steps are
well-known, see e.g. [3]. We define A : BR → (R
4×4)3 by
A(x) · ζ
(
r
s
)
:= ψ(x)V1(x)
(
ζs
ζ · r
)
and let
ℓ(τ) := 2(ζ(τ)− τθ) = ℓ0 + 2τρ(τ)Re θ.
Note that
Mζ =M + i(2ζ · ∂x +A · ζ) =M 1
2
ℓ(τ) + iτ(2θ · ∂x +A · θ).
To find a solution of Mζv = 0, we make the formal ansatz
v = v0 + v1 + . . . + vn + . . . ,
and seek to construct vn such that ‖vn‖Hk(BR;C4) = O(τ
−n) as τ →∞. To achieve this
we look for solutions to
iτ(2θ · ∂x +A · θ)v0 = 0(16)
iτ(2θ · ∂x +A · θ)vn = −ψM 1
2
ℓ(τ)vn−1, n ≥ 1.(17)
From [4, Theorem 2.1] we have:
Lemma 3.4. There exists a matrix C0 = C0(x, θ) depending smoothly on x and θ, which
satisfies
2(θ · ∂x)C0 +A · θC0 = 0.(18)
Moreover, we may choose C0 such that it is invertible for all (x, θ) ∈ Br × Z and C0 is
homogeneous of degree 0 in θ.
In particular, if g(z) is any vector of polynomials in the complex variable z, then we
may choose
v0 = C0(x, θ)g(x · θ).
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Note that the operator θ ·∂x can be transformed into the ∂¯-operator by a linear change
of coordinates. In fact, for θ = (1, i, 0)T , we have that θ · ∂x = ∂x1 + i∂x2 . Denote by fˆ
the Fourier transform of f and let
(Πθf)(x) = (2π)
−3
∫
R3
eixηfˆ(η)
iη · θ
dθ
be the Fourier multiplier with symbol η 7→ (iη · θ)−1. Then Πθ is the inverse of the
differential operator θ · ∂x, i.e.
Πθ(θ · ∂xf)(x) = f(x),
θ · ∂x(Πθg)(x) = g(x)
for f, g ∈ C∞c (R
3). Thus, we may put
vn := −(iτ)
−1C0(x, θ)Πθ
(
C−10 (x, θ)ψ(x)M
′
1
2
ℓ(τ)
vn−1
)
and vn will satisfy (17). In particular we obtain
Mζ(v0 + . . . + vn) =
{
M 1
2
ℓ(τ) + iτ(2θ · ∂x +A · θ)
}
(v0 + . . . vn) +M
′
ζvn
= (1− ψ)
n−1∑
i=0
M 1
2
ℓ(τ)vi +M 1
2
ℓ(τ)vn.(19)
Note that 1− ψ vanishes on Ω×2. Moreover, comparing the orders in τ and using that
Πθ : H
s
comp(R
3)→ Hsloc(R
3),(20)
we obtain for any k ∈ N that
‖vn‖Hk(BR;C4) = O(τ
−n) as τ →∞.(21)
Then we obtain as in [3] (cf. also [4, Sect. 3] and [16]):
Lemma 3.5. For large τ > 0 there exists ve ∈ H
k(BR;C
4) which satisfies
Mζve = −ψM 1
2
ℓ(τ)vn in BR
and ‖ve‖Hk(Br ;C4) = O(τ
−n−1) as τ →∞.
Let ve be chosen as above. Setting
v := v0 + v1 + . . . + vn + ve
we obtain that
Mζv = (1− ψ)
n∑
i=0
M 1
2
ℓ(τ)vi,
and in particular Mζv = 0 in Ω
×2. As a next step we use these complex geometric optics
solutions to extract information from Proposition 3.1. To this end we choose
ζ(τ) :=
1
2
ℓ0 + τθ + τρ(τ)Re θ,
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and
ζ ′(τ) := −
1
2
ℓ0 + τ θ¯ + τρ(τ)Re θ.
Then we obtain solutions v(i) := (r(i), s(i))T ∈ C∞(Ω×2;C4) such that
M
(1)
ζ(τ)v
(1) = 0 and M
(2)
ζ′(τ)v
(2) = 0 in Ω×2.
Here M
(i)
γ , γ ∈ C3, i = 1, 2, is the corresponding operator corresponding to the pair
(λ(i), µ(i)). Let
w1 := µ
−1/2
1 e
iζ·xr(1) + µ−11 ∇
(
eiζ·xs(1)
)
−
(
eiζ·xs(1)
)
∇µ−11 ,
w2 := µ
−1/2
2 e
iζ′·xr(2) + µ−12 ∇
(
eiζ
′·xs(2)
)
−
(
eiζ
′·xs(2)
)
∇µ−12 .
Then L(i)wi = 0 in Ω
×2 and by Proposition 3.1, we have
HΩ×2(w1, w2) = HΩ×2(w1, w
∨
2 ).
If we set
Z0 = {θ ∈ Z : Im θ3 = 0},
then we obtain the following result:
Lemma 3.6. Let θ ∈ Z0 and ℓ0 ∈ R
3 such that θ · ℓ0 = 0 and Re θ3 6= 0. Then
HΩ×2(w1, w2) = O(τ
−∞), as τ →∞.
Proof. By the previous considerations, it suffices to show that
HΩ×2(w1, w
∨
2 ) = O(τ
−∞).
Consider the functions pi, qi defined by
p1 = e
−iζ·x div(w1), q1 = e
−iζ·xε(w1),
p2 = e
−iζ′·x div(w2), q2 = e
iζ′·xε(w2).
From (21) and Lemma 3.5, we obtain for any k ∈ N that
(22) ‖p1p2‖Hk(Ω×2;C) = O(τ
4), ‖〈q1, q2〉C3×3‖Hk(Ω×2;C) = O(τ
4).
Putting
F (x) := {λ2 − λ1}p1(x)p2(x∨) + 2{µ2 − µ1}〈q1(x), Jq2(x
∨)J〉C3×C3 ,
we have
HΩ×2(w1, w
∨
2 ) =
∫
Ω×2
ei(ζ−ζ
′
∨
)·xF (x) dx.
We note that the assumption θ ∈ Z0 implies that (ζ− ζ ′
∨
)3 = 2τ(1+ρ(τ))Re θ3. Hence,
by partial integration for Ω and Ω∨ we obtain
HΩ×2(w1, w
∨
2 ) = −
1
2iτ(1 + ρ(τ))Re θ3
∫
Ω×2
ei(ζ−ζ
′
∨
)·x∂3F (x) dx
+
∫
∂Ω
ei(ζ−ζ
′
∨
)·xn3∂3F (x) dx+
∫
∂(Ω∨)
ei(ζ−ζ
′
∨
)·xn3∂3F (x) dx.
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Using [15] we have that µ1 = µ2 and λ1 = λ2 on Γ1 to infinite order. Then the symmetry
assumptions imply that the boundary integrals vanish. By induction we have
HΩ×2(w1, w
∨
2 ) =
(
−
1
2iτ(1 + ρ(τ))Re θ3
)n ∫
R3
ei(ζ−ζ
′
∨
)·x∂n3 F (x) dx = O(τ
−n),
since (1 + ρ(τ))−1 = 1 +O(τ−1). 
4. Proof of Theorem 1.1 and Theorem 1.2
4.1. The Leading Order Term of the Form H. As a next step we want to apply
the results by Eskin and Ralston. To this end we set
ai := (θ · ∂x)
2µ−1i , bi :=
µi
2
·
λi + µi
λi + 2µi
as well as (
R
(i)
0
s
(i)
0
)
(x, θ) :=
(
µ−1i θ
T 0
0 1
)
C
(i)
0 (x, θ)gi(x · θ), i = 1, 2.
Here C
(i)
0 (x, θ) is chosen as in Lemma 3.4 and gi(z) is a vector of polynomials in z. By
the same calculation as in [3], we obtain:2
Lemma 4.1 (cf. [3, Lemma 2.1]). We have HΩ×2(w1, w2) = τ
2H2 +O(τ), where
H2 =
∫
Ω×2
eiℓ0·x(R0
(2)
, s0
(2))(x, θ)V (x, θ)
(
R
(1)
0
s
(1)
0
)
(x, θ) dx,
and
V (x, θ) :=
(
(λ1 + µ1 − (λ2 + µ2))
µ1µ2
(λ1+2µ1)(λ2+2µ2)
2(µ−12 − µ
−1
1 )(θ · ∂x)b2
2(µ−12 − µ
−1
1 )(θ · ∂x)b1 2(µ
−1
2 − µ
−1
1 )(b1a1 + b2a2)
)
.
Using Lemma 3.6 we immediately obtain:
Corollary 4.2. Let θ ∈ Z0 and ℓ0 ∈ R
3 such that θ · ℓ0 = 0. If Re(θ3) 6= 0, then
0 =
∫
Ω×2
eiℓ0·x(R0
(2)
, s0
(2))(x, θ)V (x, θ)
(
R
(1)
0
s
(1)
0
)
(x, θ) dx.(23)
By continuity, the assertion also holds true for Re(θ3) = 0. The remaining part of
the proof may be deduced as in [3], taking into account that we have to assume that
Im(θ3) = 0. For the sake of completeness we want to recall the main steps. We note
that (R
(i)
0 , s
(i)
0 )
T may be written as(
R
(i)
0
s
(i)
0
)
(x, θ) = C˜(i)(x, θ)g˜i(x · θ),(24)
2The term mentioned in Remark 3.3 vanishes because θ · θ = 0.
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where g˜i(z) is a 2-vector of polynomials and C˜
(i) = C˜(i)(x, θ) satisfies the equation the
equation
(θ · ∂x)C˜
(i) = A˜(i)C˜(i).(25)
Here A˜(i) = A˜(i)(x, θ) is given by
A˜(i) =
(
0 −ai
bi 0
)
.
Again, we apply [4, Theorem 2.1] to obtain a solution C˜(i)(x, θ) of (25) defined for
|Re θ| = | Im θ| = 1 and that is invertible for x < |R|.
We observe that we can smoothly extend C˜(i) to θ ∈ Z by requiring the homogeneity
C˜(i)(x, rθ) =
(
1 0
0 r−1
)
C˜(i)(x, θ), r > 0.
Then we may consider in Equation (23) solutions of (25) instead of (18) and we obtain:
Proposition 4.3 ([3, Sect. 3]). Let C˜(i)(x, θ) be a solution of (25), which is invertible
for |x| < R and let g˜i be any 2-vectors of polynomials. Then we have
0 =
∫
Ω×2
eiℓ0·xg˜2(θ · x)
t
(C˜(2))∗(x, θ¯)V (x, θ)C˜(1)(x, θ)g˜(x · θ)dx,
where θ ∈ Z0, ℓ0 ∈ R
3 are chosen such that θ · ℓ0 = 0.
4.2. Parametrizing the Complex Geometric Optics Solutions. Since(
Re θ
|Re θ|
,
Im θ
| Im θ|
,
ℓ0
|ℓ0|
)
forms an orthonormal basis, we change the coordinates into this basis. To this end, write
y = (y1, y2, y3) with y1 = (Re θ/|Re θ|) · x, y2 = (Im θ/| Im θ|) · x, and y3 = (ℓ0/|ℓ0|) · x.
We extend V (·, θ) by zero to R3 and by [15] and the assumptions on the Lame´ param-
eters λj and µj, this extention is smooth. From Proposition 4.3 we obtain by applying
the Fourier transform that for any 2-vectors of polynomials g1, g2 and θ ∈ Z0,
0 =
∫
R2
g2(θ · y)
t
(C˜2)
∗(y, θ)V (y, θ)C˜1(y, θ)g1(θ · y) dy1 dy2, y3 ∈ R.(26)
Recall that Πθ is the Fourier multiplier with η 7→ (iη · θ)
−1. Set
B0(y, θ) = C˜
(2)(y, θ)∗V (y, θ)C˜(1)(y, θ),(27)
B(y, θ) = ΠθB0(y, θ),(28)
B′(y, θ) = (C˜(2)(y, θ)∗)−1B(y, θ)C˜(1)(y, θ)−1.(29)
The reason for defining B′ is that it has a particular simple form:
Proposition 4.4. There exist functions b12, b21, b22 on BR such that for all θ ∈ Z0,
B′(x, θ) =
(
0 b12(x)
b21(x) b22(x) · θ
)
.
Before we prove the proposition, we state the main result of this section:
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Proposition 4.5. For all θ ∈ Z and x ∈ Ω, we have the following set of equations

−b2b21 − b1b12 = v11
θ · ∂xb12 − b2b22 · θ = v12
θ · ∂xb21 − b1b22 · θ = v21
θ · ∂xb22θ + a2b12 + a1b21 = v22,
where the vjk are the entries of the matrix V = V (x, θ) as in Lemma 4.1.
To prove Proposition 4.4, we have to parametrize the space Z0 to extract information
from equation (26). Let
ξ(t) =
(
(1/2)(t − t−1), (i/2)(t + t−1), 1
)T
.
Then Z0 = {rξ(t) : r ∈ R+, t ∈ C \ {0}}.
From the homogeneity of V and C, we can deduce the homogeneity of the matrix
entries of B′.
Lemma 4.6. The coefficients B′ij(x, θ) are positive homogeneous of degree i+ j − 3 in
θ,
B′ij(x, rθ) = r
i+j−3B′ij(x, θ), r > 0.
Lemma 4.7. ∂¯tB
′(y, rξ(t)) = 0 for t ∈ C \ {0}.
Proof. By homogeneity, we may assume that r = 1. First, we will calculating ∂¯tB0(y, ξ(t)).
For this, we set
M1(y, t) = C˜
(1)(y, ξ(t))−1∂¯tC˜
(1)(y, ξ(t)),
M2(y, t) = ∂¯t(C˜
(2)(y, ξ(t))∗) (C˜(2)(y, ξ(t))∗)−1,
then obtain
∂¯tB0(y, ξ(t)) = ∂¯t(C˜
(2)(y, ξ(t))∗)V (y, ξ(t))C˜(1)(y, ξ(t))
+ C˜(2)(y, ξ(t))∗ ∂¯tV (y, ξ(t))C˜
(1)(y, ξ(t))
+ C˜(2)(y, ξ(t))∗ V (y, ξ(t))∂¯tC˜
(1)(y, ξ(t))
=M2(y, t)B0(y, ξ(t)) +B0(y, ξ(t))M1(y, t).
The second summand vanishes because V (y, ξ(t)) is holomorphic in t ∈ C \ {0}.
We now claim that
∂¯tB(y, ξ(t)) =M2(y, t)B(x, ξ(t)) +B(y, ξ(t))M1(y, t).(30)
If we choose g1 and g2 the basis vectors, then it follows from (26) that∫
R2
B0(y, θ)dy1dy2 = 0, y1 ∈ R
and together with Lemma 6.1 from Eskin [4] this implies that (∂¯tΠξ(t))B0(y, ξ(t)) van-
ishes for t ∈ C \ {0} and hence
∂¯tB(y, ξ(t))) = (∂¯tΠξ(t))B0(y, ξ(t)) + Πξ(t)(∂¯tB0(y, ξ(t))
= Πξ(t)
(
M2(y, t)B0(y, ξ(t)) +B0(y, ξ(t))M1(y, t)
)
.
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From the definition of C˜(1) and C˜(2), we see that
(ξ(t) · ∂y)Mj(y, t) = 0, for j = 1, 2.
This implies (cf. [4, p. 527]) that
Mj(y, t)Πξ(t)B0(y, ξ(t))−Πξ(t)
(
Mj(y, t)B0(x, ξ(t))
)
= 0.
Hence, we obtain the claimed equality (30).
Finally, we calculate
∂¯tB
′(y, ξ(t)) = ∂¯t
(
(C˜(2)(y, ξ(t))∗)−1B(y, ξ(t))C˜(1)(y, ξ(t))−1
)
= ∂¯t(C˜
(2)(y, ξ(t))∗)−1B(y, ξ(t)) C˜(1)(y, ξ(t))−1
+ (C˜(2)(y, ξ(t))∗)−1 ∂¯tB(y, ξ(t)) C˜
(1)(y, ξ(t))−1
+ (C˜(2)(y, ξ(t))∗)−1B(y, ξ(t)) ∂¯tC˜
(1)(y, ξ(t))−1
= −(C˜(2)(y, ξ(t))∗)−1M2(x, t)B(y, ξ(t)) C˜
(1)(y, ξ(t))−1
+ (C˜(2)(y, ξ(t))∗)−1
(
M2(y, t)B(y, ξ(t)) +B(y, ξ(t))M1(y, t)
)
C˜(1)(y, ξ(t))−1
− (C˜(2)(y, ξ(t))∗)−1B(y, ξ(t))M1(y, t) C˜
(1)(y, ξ(t))−1
= 0.

Proof of Proposition 4.4. Write
B′(x, θ) =
(
B′11(x, θ) B
′
12(x, θ)
B′21(x, θ) B
′
22(x, θ)
)
.
For i, j ∈ {1, 2}, we have by continuity of B′(x, θ) that
sup
|θ|=1
|B′ij(x, θ)| <∞
for θ ∈ Z0.
First, we consider the entries B′12 and B
′
21. From Lemma 4.6 it follows that
|B′12(x, ξ(t))| = |B
′
12(x, ξ(t)/|ξ(t)|)| < C <∞,
|B′21(x, ξ(t))| = |B
′
21(x, ξ(t)/|ξ(t)|)| < C
′ <∞.
By Lemma 4.7 these are therefore bounded entire functions in t, hence Liouville’s theo-
rem implies that B′12 and B
′
21 are constant in ξ(t).
For B′11 we have
|B′11(x, ξ(t))| = |B
′
11(x, ξ(t)/|ξ(t)|)| · |ξ(t)|
−1.
Therefore, B′11(x, ξ(t)) is entire and tends to 0 for |t| → ∞ and |t| → 0. This implies
that B′11(x, ξ(t)) = 0.
By the same arguments, we obtain for B′22(x, ξ(t)) that
B′22(x, ξ(t)) = B
′
22,−1(x)t
−1 +B′22,0(x) +B
′
22,1(x)t.
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Setting
b′22(x) =

 B′22,1(x)−B′22,−1(x)−i(B′22,1(x) +B′22,−1(x))
B′22,0(x)

 ,
we obtain B′(x, θ) = b22(x) · θ.

Proof of Proposition 4.5. Applying θ · ∂x to (29), we have that
θ · ∂xB
′(x, θ) + (A(2))∗B′(x, θ) +B′(x, θ)A(1) = V (x, θ).
Using Proposition 4.4, we obtain the claim for x ∈ BR and θ ∈ Z0.
In the case that Im θ3 6= 0, we observe that the first equality is independent of θ,
the second and third are linear in θ and the last one is quadratic in θ. Hence, we can
multiply by a complex number to reduce the case Im θ3 6= 0 to Im θ3 = 0. 
5. From Bounded Domains to Infinite Cylinders
Let as before Ω ⊆ R2 × R>0. We recall the corresponding assumptions. There exists
G ⊆ R2 such that
Ω ∩ (R3 \ [−R,R]3) = (R \ [−R,R])×G
and we suppose that there exists a compact set K ⊆ Ω such that
(31)
{
µ1(x) = µ2(x) =: µ(x2, x3) for x = (x1, x2, x3) ∈ Ω \K
λ1(x) = λ2(x) =: λ(x2, x3) for x = (x1, x2, x3) ∈ Ω \K.
Moreover, we assume that Γ1 = ∂Ω ∩ (R
2 × {0}) is bounded. Let k ∈ R be fixed. We
consider the boundary value problem

(L(i) − k2)u = f in Ω
u = g on Γ1
C(i)u = 0 on Γ0,
(32)
for suitable f : Ω→ C3 and g : Γ1 → C
3. In order to ensure unique solvability, we have
to impose the correct radiation conditions and consider exponentially weighted Sobolev
spaces. We define for β ∈ R and s ∈ R the spaces
Hsβ(Ω;C
3) :=
{
f ∈ Hsloc(Ω;C
3) : e−β1|x1|χ(x1)f(x) ∈ H
s(Ω;C3)
}
,
Hsβ(∂Ω;C
3) :=
{
g ∈ Hsloc(∂Ω;C
3) : e−β1|x1|χ(x1)g(x) ∈ H
s(∂Ω;C3)
}
.
Here χ ∈ C∞(R) shall satisfy χ = 0 in some neighbourhood of 0 and χ = 1 outside some
compact set. For s = 0 we write H0β(Ω;C
3) = L2β(Ω;C
3). Note that
Hsβ(∂Ω;C
3) = H−s−β(∂Ω;C
3)∗.
Without a major effort we may generalise the definitions in Section 2 and we obtain the
spaces
Hsβ(Γ0;TΓ0),H
s
00,β(Γ0, TΓ0) and H
s
β(Γ0;T
⊥Γ0),H
s
00,β(Γ0, T
⊥Γ0).
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Now choose β > 0 sufficiently small. A function u ∈ H1β(Ω;C
3) will be called outgoing
if it satisfies a given asymptotic behaviour on the cylindrical ends. More precisely there
exist functions Uj,+ ∈ H
2
β(Ω;C
3), j = 1, . . . , n such that
(L(i) − k2)Uj,+ = 0, in Ω \ K˜
Uj,+ = 0, on ∂Ω,
for a suitable compact set K˜ ⊆ Ω and i = 1, 2. By definition we assume for an outgoing
function H1β(Ω;C
3) to have the following asymptotic behaviour
u−
n∑
j=1
cjUj,+ ∈ H
1
−β(Ω;C
3)(33)
for coefficients cj ∈ C, j = 1, . . . , n. A similar assertion holds true for incoming functions,
where we will replace Uj,+ by incoming waves Uj,−. The precise definition is given in
the appendix.
In what follows we assume that the boundary value problem (32) with f = 0 and
g = 0 has a unique outgoing solution and a unique incoming solution, namely u = 0.
Then we obtain the following result:
Lemma 5.1. Let f ∈ H1β(Ω;C
3)∗ and g ∈ H
1/2
−β (Γ1;T
⊥Γ1)⊕H
1/2
00,−β(Γ1;TΓ1). Then the
boundary value problem (32) has a unique outgoing and a unique incoming solution in
H1β(Ω;C
3).
The proof follows from the above assumption together with ideas in the appendix.
Here we note that the boundary value problem will always be considered in its variational
form. In particular, for g = (gn, gτ ) the solution u of (32) shall satisfy

un = gn on Γ1
uτ = gτ on Γ1
uτ = 0 on Γ0,
(34)
as well as ∫
Ω
〈σ(i)(u), ε(v)〉C3×C3 dx = k
2
∫
Ω
u v¯ dx+
∫
Ω
f v¯ dx,(35)
for every v ∈ H1−β(Ω;C
3) such that v = 0 on Γ1 and vτ = 0 on Γ0.
Next we introduce the corresponding Dirichlet-to-Neumann operator. To this end let
g ∈ H
1/2
−β (Γ1;T
⊥Γ1) ⊕ H
1/2
00,−β(Γ1;TΓ1) and f = 0. Let u ∈ H
1
β(Ω;C
3) be the unique
outgoing solution of the associated boundary value problem of (32). The weak normal
derivative of u, B(i)u ∈ H
−1/2
β (∂Ω;C
3), is again defined by Green’s formula (6), i.e. we
have for all v ∈ H1−β(Γ;C
3) that
〈B(i)u, v|Γ〉 =
∫
Ω
〈σi(u), ε(v)〉C3×C3 dx− k
2
∫
Ω
uv dx.
We define as above
Λ(i)g := B(i)u|Γ1
18 M. DOLL, A. FROEHLY, AND R. SCHULZ
and obtain an operator
Λ(i) : H
1/2
−β (Γ1;T
⊥Γ1)⊕H
1/2
00,−β(Γ1;TΓ1)→ H
−1/2
00,β (Γ1;T
⊥Γ1)⊕H
−1/2
β (Γ1;TΓ1).
As a next step we consider again the quadratic form
HΩ(u1, u2) :=
∫
Ω
{λ2 − λ1}div(u1)div(u2) + 2{µ2 − µ1}〈ε(u1), ε(u2)〉C3×C3 dx.
Note that the µi and λi differ only on the compact set K, and thus, we have
HΩ(u1, u2) = HK(u1|K , u2|K)
=
∫
K
{λ2 − λ1}div(u1)div(u2) + 2{µ2 − µ1}〈ε(u1), ε(u2)〉C3×C3 dx.
The following theorem permits us to apply directly the results of the previous sections.
Then Theorem 1.1 and Theorem 1.2 for the infinite cylinder follows from the case of
bounded domains. Furthermore, Theorem 1.3 follows from [3, Theorem 1].
Theorem 5.2. If the Dirichlet-to-Neumann operators are equal, Λ(1) = Λ(2), then we
have HK(u1, u2) = 0 for solutions ui ∈ H
1(K;C3) of
(36)
{
(L(i) − k2)ui = 0 in K
C(i)ui = 0 on Γ0.
The remaining part of the section is devoted to the proof of Theorem 5.2. Its proof is
mainly based on a corresponding Runge approximation theorem.
Theorem 5.3. Let u ∈ H1(K;C3) be solution of (36) for i = 1. Then for every ε > 0
there exists an outgoing solution uε ∈ H
1
β(Ω;C
3) of
(37)
{
(L(1) − k2)uε = 0 in Ω
C(1)uε = 0 on Γ0,
such that
‖u− uε‖H1(K;C3) < ε.
Proof. The argument is similar to the one in [11, Lemma 3.3]. Let f ∈ H1(K;C3)∗ be
an arbitrary functional with f(u|K) = 0 for all outgoing u ∈ H
1
β(Ω;C
3) that satisfy (37).
The assertion follows from the Hahn-Banach theorem, if we show that f(v) = 0 for all
v ∈ H1(K;C3) such that (L(1) − k2)v = 0 in Ω and C(1)v = 0 on Γ0.
We extend f to a functional f˜ ∈ H1β(Ω;C
3)∗ by putting f˜(u) = f(u|K). Lemma 5.1
implies that there exists an incoming solution v0 ∈ H
1
β(Ω;C
3) such that

(L(1) − k2)v0 = f˜ in Ω
v0 = 0 on Γ1
C(1)v0 = 0 on Γ0.
Note that f˜ = 0 on Ω \K, and thus, from local elliptic regularity theorems we obtain
v0 ∈ C
∞(Ω \K;C3).
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We show that v0 = 0 on Ω\K. For this let g ∈ C
∞
c (∂Ω;C
3) and consider the outgoing
function wg ∈ H
1
β(Ω;C
3), which satisfies

(L(1) − k2)wg = 0 in Ω
wg = g on Γ1
C(1)wg = 0 on Γ0.
If we assume that wg ∈ H
1
−β(Ω;C
3), then the variational formulation (35) implies
0 =
∫
Ω
〈σ(wg), ε(v0)〉 dx− k
2
∫
Ω
wgv0 dx.
However taking into account the choice of the radiation condition (cf. the appendix) the
equality holds true for all wg. Likewise we obtain
0 =
∫
Ω
〈σ(v0), ε(wg)〉 dx− k
2
∫
Ω
v0wg dx
= f˜(wg) + 〈B
(1)v0, wg|∂Ω〉∂Ω
= 〈B(1)v0|Γ1 , g|Γ1〉.
Since g was chosen arbitrarily we have B(1)v0 = 0 on Γ1. Hence, as (L
(1) − k2)v0 = 0
on Ω \K we have also v0 = 0 on Ω \K by unique continuation, cf. [1]. As a particular
consequence we obtain v0 = 0 on ∂K \ Γ0.
Now let u ∈ H1(K;C3) such that (L(1)−k2)u = 0 and C(1)u = 0. Then the variational
formulation applied to u gives us that
0 =
∫
K
〈σ(u), ε(v0)〉 dx− k
2
∫
K
v0u dx.
As a next step we choose a sequence φn ∈ C
∞
c (Ω;C
3) with φn|K → u ∈ H
1(K;C3) and
φn = 0 on Γ0. Then the previous considerations imply
0 =
∫
K
〈σ(v0), ε(u)〉 dx− k
2
∫
K
v0u dx
= lim
n→∞
∫
Ω
〈σ(v0), ε(φn)〉 dx− k
2
∫
Ω
v0φn dx
= lim
n→∞
f˜(φn) + 〈B
(1)v0|Γ1 , φn|Γ1〉
= lim
n→∞
f˜(φn) = f(u).

Now, we can prove the main result of this section:
Proof of Theorem 5.2. Using Theorem 5.3, it suffices to prove the following: if u2 is a
solution of (36) and v1 ∈ H
1(Ω;C3) an outgoing solution of (37), then we have that
HK(v1|K , u2) = 0.
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We choose v ∈ H1(Ω;C3) outgoing such that

(L(2) − k2)v = 0 in Ω
v = v1|Γ1 on Γ1
C(2)v = 0 on Γ0.
Then we have B(1)v1|Γ1 = B
(2)v|Γ1 . Since L
(1) = L(2) = L on Ω\K and B(1) = B(2) = B
on ∂Ω \K we have for w := v1 − v that
(L− k2)w = 0 on Ω \K, w|∂Ω\K = 0, Bw|∂Ω\K = 0.
The unique continuation theorem assures that w = 0 on Ω \K, cf. [1]. In particular we
have w|∂K\Γ0 = 0 and wτ = 0 on Γ0 and we obtain with suppu2 ⊂ K as before
0 =
∫
K
〈σ2(w), ε(u2)〉C3×C3 dx− k
2
∫
K
wu2 dx
=
∫
K
〈σ2(v1), ε(u2)〉C3×C3 dx− k
2
∫
K
v1u2 dx− 〈B
(2)v, u2〉∂K .
We note that B(1)v1 = B
(2)v on ∂Ω \ Γ0 and due to local regularity theorems we may
assume that w ∈ H2 in a neighbourhood of ∂K ∩Ω such that B(1)v1 = B
(2)v on ∂K∩Ω.
This implies ∫
K
〈σ2(v1), ε(u2)〉C3×C3 dx = 〈B
(2)v, u2〉∂K + k
2
∫
K
v1u2 dx
= 〈B(1)v1, u2〉∂K + k
2
∫
K
v1u2 dx
=
∫
K
〈σ1(v1), ε(u2)〉C3×C3 dx.
In particular we have
HK(v1|K , u2) = 0.

Appendix A. Radiation Conditions
For the sake of simplicity we assume that Γ0 = ∅. The general case follows likewise.
In order to define the notion of incoming and outgoing functions, we follow the approach
in [8,17]. To this end we consider the operator L = L(x2, x3, ∂x1 , ∂x2 , ∂x3) corresponding
to the Lame´ coefficients at infinity, i.e. λ and µ are given as in (31). For k ∈ R we are
concerned with the following family of boundary value problems
A(ξ) : H2(G;C3)→
L2(G;C3)
⊕
C
3
, A(ξ)u =
(
(L(x2, x3, iξ, ∂x2 , ∂x3)− k
2)u
u|∂G
)
.
It is well-known that for every ξ ∈ C the operator A(ξ) is a Fredholm operator with
vanishing index. Indeed, for the last assertion we observe that for real ξ ∈ R the adjoint
boundary value problem coincides with the original one. Moreover, A(ξ) is invertible for
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sufficiently large ξ ∈ R, and thus, it is invertible for all ξ ∈ C with the possible exception
of a discrete subset, cf. [5] We put
Ξ := {ξ ∈ C : kerA(ξ) 6= {0}}.
The elements of Ξ are called characteristic values of the operator pencil A. We consider
the boundary value problem {
(L(i) − k2)u = f in Ω
u = g on ∂Ω,
(38)
where now f ∈ H1−β(Ω;C
3)∗ and g ∈ H
1/2
β (∂Ω;C
3). The Fredholm property reads as
follows.
Lemma A.1. Let β ∈ R such that Ξ ∩ (R ± iβ) = ∅. Then either one of the following
assertions hold true:
(1) The homogeneous problem (f = 0 and g = 0) has the unique solution u = 0.
Then (38) has a unique solution u ∈ H1β(Ω;C
3).
(2) There exists n solutions Uj ∈ H
1
β(Ω;C
3) of the homogeneous problems. Then
(38) is solvable if and only if
〈Uj , f〉+ 〈B
(i)Uj, g〉∂Ω = 0, for j = 1, . . . , n.
The proof follows as in [10, Corollary 3.4.2]. For the case of the mixed problem this
has to be combined with the ideas in the proof of [12, Theorem 4.10].
As a next step we want to consider the asymptotic behaviour of solutions of the
boundary value problem (38). For ξ0 ∈ Ξ, we call v0, . . . , vℓ ∈ H
2(G) \ {0} a Jordan
chain of length ℓ+ 1 (associated with v0) for A, if
0 =
j∑
q=0
1
q!
dq
dξq
A(ξ)
∣∣
ξ=ξ0
vj−q, for all j = 0, . . . , ℓ.
Note that in particular we have that v0 ∈ kerA(ξ0).
If v0, . . . , vℓ is a Jordan-chain, then we define the functions
(39) Vj(x1, x2, x3) = e
iξ0x1
j∑
q=0
(it)q
q!
vj−q(x2, x3), j = 0, . . . , ℓ.
These functions satisfy the equation (L − k2)Vj = 0 in R × G and Vj |R×∂G = 0. In
what follows we assume that β > 0 is chosen such that
Ξ ∩ {ξ ∈ C : | Im(ξ)| < β} ⊆ R.
We note that if Ξ ∩ R = ∅, then we do not need to impose any radiation conditions.
Assume that Ξ ∩ R 6= ∅ and denote by N the total multiplicity of the characteristic
values in Ξ ∩ R. Note that N is even. As before we obtain functions Vj , j = 1, . . . , N .
Let χ+ ∈ C
∞(R) be chosen such that χ+(t) = 0 for t ≤ R and χ+(t) = 1 for t ≥ R+ 1,
where R > 0 is sufficiently large. We put χ−(x1) := χ+(−x1). Then we have the
following result:
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Lemma A.2 (cf. [17]). Let f ∈ H1β(Ω;C
3)∗ and g ∈ H
1/2
−β (∂Ω;C
3) and let u ∈
H1,β(Ω;C3) be a solution of (38). Then there exists α1, . . . , αN , β1, . . . , βN ∈ C such
that
u− χ+
N∑
j=1
αjVj + χ−
N∑
j=1
βjVj ∈ H
1
−β(Ω;C
3).
This leads us to consider the space
D := span{χ+Vj : j = 1, . . . , N}+ span{χ−Vj : j = 1, . . . , N}.
Let
q(u, v) :=
∫
Ω
Liuv dx−
∫
Ω
uLiv dx+
∫
∂Ω
Biuv ds−
∫
∂Ω
uBiv ds, u, v ∈ D.
Then we may choose a basis U1,+ . . . , UN,+, U1,−, . . . UN,− of D such that
q(Uj,+, Uj,+) = i δjk, q(Uj,−, Uk,−) = −i δjk, q(Uj,+, Uk,−) = 0.
Then a function u ∈ H1β(Ω;C
3) will be called outgoing if there are coefficients cj ∈ C
such that
u−
n∑
j=1
cjUj,+ ∈ H
1
−β(Ω;C
3)(40)
Analogously, u is called incoming if u −
∑n
j=1 cjUj,− ∈ H
1
−β(Ω;C
3). Then Lemma 5.1
will be a consequence of the Fredholm property in [8, Theorem 2.2].
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