Abstract A two-point boundary value problem is considered on the interval [0, 1], where the leading term in the differential operator is a Caputo fractional-order derivative of order 2 − δ with 0 < δ < 1. The problem is reformulated as a Volterra integral equation of the second kind in terms of the quantity u (x) − u (0), where u is the solution of the original problem. A collocation method that uses piecewise polynomials of arbitrary order is developed and analysed for this Volterra problem; then by postprocessing an approximate solution u h of u is computed. Error bounds in the maximum norm are proved for u − u h and u − u h . Numerical results are presented to demonstrate the sharpness of these bounds.
Introduction
Fractional-order derivatives have recently risen to prominence in the modelling of various processes; see [7, 9] for several applications. The mathematical analysis of problems involving these derivatives has also attracted much attention-a survey of recent activity is given in [8] . In the current paper, we contribute to these developments by describing and analysing a numerical method for a two-point boundary value problem whose leading term is a Caputo fractional derivative. The conditions c ≥ 0 and (1.6) guarantee that (1.5) satisfies a suitable comparison/maximum principle, from which existence and uniqueness of the solution u of (1.5) follows; see [12] and Theorem 2.1 below.
If the Robin boundary condition at x = 0 is replaced by a Dirichlet boundary condition, then the comparison/maximum principle may no longer be true; [12, Example 2.4] provides a counterexample. For δ near 1, condition (1.6) forces u (0) ≈ 0 in (1.5b); one might be suspicious that this requirement for a differential equation that is "almost first-order" is unnatural, but this interpretation is flawed since δ acts as a singular perturbation parameter as it approaches the value 1 (cf. [11] ), so in the limit δ = 1 one should not expect that all boundary conditions of (1.5b) will be satisfied.
The problem (1.5) models superdiffusion of particle motion when convection is present; see the discussion and references in [7, Section 1] . It is a member of the general class of boundary value problems that is analysed in [10] . It is also discussed in [1] . Numerical methods for its solution are presented in [6, 12] and their references. We assume that b, c, f ∈ C[0, 1]; further hypotheses will be placed later on the regularity of these functions.
Our paper is structured as follows. In Section 2 we present a novel reformulation of the boundary value problem as a Volterra integral equation of the second kind whose unknown solution is y(x) := u (x) − u (0), and discuss the properties of y. Section 3 presents and analyses a collocation method for this integral equation by extending the standard approach of [2] to problems whose right-hand sides are less smooth at x = 0. Then Section 4 explains how one post-processes the collocation solution to obtain an approximation of u(x), and derives error bounds for this approximation and for the error in a computed approximation of u (x). The analysis in this section is completely original. Numerical results for our method are are presented in Section 5.
Notation. Set N 0 = {0, 1, 2, . . . }. We use the standard notation C k (I) to denote the space of real-valued functions whose derivatives up to order k are continuous on an interval I, and write
In several inequalities C denotes a generic constant that depends on the data of the boundary value problem (1.5) and possibly on the mesh grading but is independent of the mesh diameter when (1.5) is solved numerically; note that C can take different values in different places.
Reformulation of the boundary value problem
When investigating solutions of (1.5), the natural setting is a weighted normed linear space C q,δ with q ∈ N, which we now define and which is a particular case of the more general Banach spaces C q,ν for −∞ < ν < 1 that are considered in [4, 13] . Let C q,δ (0, 1] be the space of all q-times continuously differentiable functions y :
In other words, C q,δ (0, 1] is the space of functions
Hence, applying J 1−δ to (1.5a), one obtains
where we appealed to (1.5b) to replace u(0) by α 0 µ + γ 0 . Then (2.1) can be rewritten as
where
2) is a weakly singular Volterra integral equation of the second kind. The numerical solution of this type of equation is discussed at length in [2] . Our numerical method for solving (1.5) is based on discretizing (2.2). That is, we solve our original boundary value problem by applying m-point collocation on each of N mesh intervals to solve the initial value problem (2.2). This numerical method is cheap: a direct approach using (1.5) would entail solving a non-sparse linear system of equations with N unknowns, but when (2.2) is used instead, we solve 2N linear systems each having m unknowns, where m N. The boundary conditions (1.5b) will be used subsequently to determine u(0) and µ.
Structure of the solution of (2.2)
For the later analysis of our numerical method, further information about the structure of the solution y of (2.2) is needed. We shall split y as a sum of functions corresponding to terms on the right-hand side of (2.2). Consequently, recalling the definition (1.1), we now consider the integral equation
where g can be g 1 or g 2 (both defined in (2.3)), and whose solution is z(x).
Proof Set
Via integration by parts it is easy to check that
Define the operator S :
then S satisfies the hypothesis of [4, Lemma 2.2] and thus S is a compact operator. Next, it is easy to see that φ → t 0 φ is a continuous mapping from C q,δ (0, 1] to C q,δ (0, 1]. Hence the composition φ → x t=0 (x − t) −δ c(t)( t 0 φ ) dt is a compact mapping from C q,δ (0, 1] to itself. Finally, as the sum of two compact operators is a compact operator, the integral operator φ → Finally, for 0 ≤ x ≤ 1 we have We use collocation to solve (2.4) numerically for g = g 1 and g = g 2 , then we take a linear combination of these computed solutions to find the solution y of (2.2), where the boundary conditions (1.5b) will be used to determine the value of µ. In this section we rely heavily on the convergence analysis for collocation methods applied to weakly singular Volterra equations of the second kind that is presented in [2, Chapter 6]. If c ≡ 0 then the integral operator defined by the left-hand side of (2.4) fits instantly into the framework of [2] ; when c ≡ 0, an inspection of the arguments in [2] shows that the terms corresponding to c are a lower-order perturbation that does not disturb the collocation convergence analysis. The crucial properties of z that are needed in this analysis were derived in Lemma 2.1.
The parameter r ∈ [1, ∞) determines the grading of the mesh; when r = 1 the mesh is uniform.
Set
In the error estimates that follow, the generic constants C depend on the choice of collocation parameters {c j } and on r, but are independent of h.
Let m ∈ N. Our computed solution z h will lie in the space
comprising piecewise polynomials of degree at most m − 1 that may be discontinuous at interior mesh points x i . The set of collocation points is
where the collocation parameters {c j } are yet to be chosen. If c 1 = 0 and c m = 1, then z h will lie in the space S
, and (to make the number of equations equal to the number of unknowns) we require z h to satisfy the initial condition z h (0) = 0 because the integrals in (2.4) vanish when x = 0.
The collocation solution z h ∈ S −1 m−1 of (2.4) is defined by
It is shown in [2, Theorem 6.2.1] that for sufficiently small h, the collocation solution z h is well defined. One solves (3.1) iteratively, mesh interval by mesh interval: when z h has been computed on [0, x i ), one can then compute z h on [x i , x i+1 ] using x = x i + c j h i in (3.1) for j = 1, 2, . . . , m; this is a system of m equations which is cheap to solve (it's a system of m − 1 equations if c 1 = 0 and c m = 1).
We have the following convergence result for our collocation method. (A general analysis of the attainable order of convergence of collocation solutions for weakly singular Volterra integral equations is given in [3] .)
. Let h be sufficiently small. Let the mesh grading exponent r satisfy r
Then the collocation solution z h of (2.4) satisfies the error bound
Proof By Lemma 2.1, for 0 ≤ x ≤ 1 one has
One can replace [2, Theorem 6.1.6] by (3.3) in the proof of [2, Theorem 6.2.9], whose argument then yields the error bound (3.2).
Lemma 3.1 assumes that in the collocation method all integrals are evaluated exactly. In practice quadrature rules must be applied to these integrals, and we now discuss the effect of these.
Assume that product quadrature formulas with the collocation points as nodes are used to evaluate the integrals in (3.1), viz., on each mesh interval [x i−1 , x i ] the function multiplying (x − t) −δ is replaced by a polynomial of degree m − 1 that interpolates to this function at the collocation points The error z h −ẑ h due to quadrature is analyzed as in [2, Section 6.2.7]; the only difference between this section and our situation is the non-smooth right-hand side of (3.1), but the quadrature error for this term is bounded in [2, Theorems 6.2.7 and 6.2.8]. Consequently a bound on z h −ẑ h is supplied by [2, Theorem 6.2.14], which we will now state in a slightly simplified form. First, we define a quantity that depends on the choice of collocation parameters {c j }. Set
Note that J = 0 is precisely the condition under which the m-point quadrature rule on each interval
Let z h be the collocation solution of (3.1) andẑ h its solution when product quadrature with the collocation points as nodes is used. Then
Proof See [2, Theorem 6.2.14].
When r > 1, this result is weaker than the result stated in [2] but it suffices for our purposes. Proof Use a triangle inequality with Lemmas 3.1 and 3.2.
Superconvergence at collocation points
Lemma 3.1 deals with the accuracy of the collocation solution in the norm · . However, the collocation solution z h is often more accurate at the collocation points than when the error is measured in the norm · ∞ . This observation is important as z h approximates z(x) = u (x)− µ, so our main interest lies in the accurate approximation of x 0 z(t) dt (rather than z), for which the collocation points will be used as quadrature points.
Lemma 3.3 Assume that J
for i = 0, 1, . . . , N and j = 1, 2, . . . , m, with the convention that h N = 0.
Proof Let z it h be the iterated collocation solution as defined in [2] . It is clear that (z it h − z h )(x i + c j h i ) = 0. One can verify that Theorem 6.2.13 of [2] applies to z − z it h ; the result follows. 4 Numerical solution u h of (1.5)
In this section we prove that one can construct an accurate approximation of the solution u of (1.5) from the approximate solutions of (2.4) with g = g 1 and g = g 2 that were discussed in Section 3. To do this, we need first to examine the relationship of u to the exact solutions of these latter problems.
Let the solutions of (2.4) with
be v and w respectively.
Lemma 4.1 One has
where V 1 (t) := 
In particular, taking x = x * , one has
But by (1.2),
as can be seen by integrating by parts before and after differentiating with respect to x; here one needs to use |v 1 (t)| ≤ C(x * − t) for t ∈ [0, x * ], which follows from
. Now, combining (4.4) and (4.5) yields 
Proof The identity (2.2) and the definitions of v and w imply that y = µv + w. But by definition y(x) = u (x) − µ, so
for 0 ≤ x ≤ 1. Thus to satisfy the boundary conditions (1.5b), we need
Subtracting these equations yields
which by Lemma 4.1 we can solve for µ, obtaining (4.8). Now that µ is known, (4.6) follows from u (x) = µ + y(x) = µ + µv(x) + w(x), while (4.7) is immediate from u(x) = u(0) + x 0 u (t) dt and the boundary condition (1.5b) at x = 0. Remark 4.1 Theorem 4.1 implies that a solution of (2.4) is also a solution of (1.5). Our derivation of (2.4) from (1.5) in Section 2 proved the converse implication. Thus the problems (1.5) and (2.4) are equivalent.
Let the computed collocation solutions of the problems defining v and w (using the same set of collocation points X h for each problem) bev h ∈ S
respectively, where quadrature (as described in Section 3) is used to evaluate the integrals arising in the method. Then we define our computed solution of (2.2) to be y h := µ hvh +ŵ h , where the constant µ h will be chosen in a moment. Repeating the calculations in the proof of Theorem 4.1 with µ, v, w, y replaced by µ h ,v h ,ŵ h , y h respectively, we see that we can obtain a computed solution u h ∈ S 0 m of (1.5) that satisfies the boundary conditions (1.5b) provided that
(4.10)
But Lemma 4.1 and Corollary 3.1 imply that for h sufficiently small, inequality (4.10) is satisfied. Consequently the analogues of (4.6)-(4.8) hold true:
We come now to our main result. Then the collocation solution u h of (1.5), when product quadrature with the collocation points as nodes is used, satisfies the error bound Proof For convenience write H(σ , m) for the right-hand side of (4.14), and recall that C is a generic constant that is independent of h. Invoking Corollary 3.1 twice, we have We devote only two tables to these errors because our main interest is in the errors u − u h and we do not wish to make the presentation excessively long; for other values of m we observe the rates of convergence predicted by Theorem 4.2. The first-order rate of convergence that is apparent in each row of Table 5 .1 is in agreement with (4.14). For m = 1, we observed very similar results when we took c k = {1/3} and c k = {1}. But for c k = {1/2} one now has J = 0 and a higher order of convergence is predicted by (4.15); this is manifested in Table 5 .2. Next, in Table 5 .3 we show results for m = 2 and c k = {0, 1}. These are in agreement with (4.14). If instead one chooses c k = {0, 2/3}, then J = 0 and one obtains the higher rates of convergence displayed in Table 5 .4 and predicted by (4.15). Finally, we present our results for max i |(u − u h )(x i )| with m = 3 in Table 5 .5, where c k = {0, 1/3, 1} and J = 0, and Table 5 .6, where c k = {0, 1/2, 1} and J = 0. Once again the rates of convergence agree with Theorem 4.2. In Tables 5.7 and 5.8 we present our results for the derivative approximation errors max i,k |(u − u h )(x i + c k h i )| when m = 1. We observe that the rates of convergence computed agree with the rates predicted by Theorem 4.2. All these results show that our main convergence result (Theorem 4.2) is sharp. We see also that our collocation method is much more accurate (and less expensive) than the finite difference methods for (1.5) that are discussed in [6, 12] .
In our second test problem we modify Example 5.1 by replacing the smooth function b by a function that lies only in C[0, 1]. 
