INTRODUCTION
As we know, quite a lot of evolution processes in nature can be characterized by the fact that at certain moments of time they experience abrupt changes of state. Because of this, the study of dynamical systems with impulsive effects has been assuming great importance [1, 2] . In recent years, the qualitative analysis of ordinary differential equations with impulsive effects has become the subject of many investigations [2-41, and various interesting results have been obtained. Moreover, the stability properties of the systems of this kind have been studied extensively. However, for functional differential equations with impulsives, there are only a few publications dealing with stability problem [5] . In the study of nonlinear systems, the method of variation of parameters is an effective technique in the case that unperturbed terms are linear ones or of certain smoothness, though they might be nonlinear. On the other hand, Lyapunov's second method is an indispensable tool in the theory of stability. It plays an important role in the establishment and development of the theory of stability for nonlinear systems. By combining the two methods mentioned above, the so-called variational Lyapunov method has been developed [3,6-lo].
Quite recently, the advantages of studying the stability properties of differential equations in terms of two measures and the generality and unification as a result of such an approach have been well known [2, 11] .
The aim of this paper is to discuss stability and instability properties in terms of two measures for impulsive delay differential equations by employing the variational Lyapunov method. By unifying the classical method of variation of parameters and the method of Lyapunov functions, several stability and instability criteria are obtained for impulsive delay differential systems with fixed moments of impulsive effects. In these results, several types of Razumikhin conditions are used. Thus, the approach introduced in this paper is essentially a Razumikhin type of the variational Lyapunov method. By using these theorems, we can conclude stability and instability properties of impulsive delay differential systems from the corresponding stability properties of the relevant ordinary differential systems.
PRELIMINARY NOTES
Consider the impulsive delay differential system 2' = F(t, xt), , Rn) = {p(t) ] cp(t) is continuous everywhere except for a finite number of points 5 at which (p(E+), and cp(t") exist and cp(fl = cp(t')}, x'(t) denotes the right-hand derivative of x(t) and xc = p(O). For any t 2 to, xt, E PC, is defined by xt(Lq = x(t + e>, --7 5 I9 IO.
Let to E R+, cp E PC,, and 50 E R". Denote by x(t, to, 'p) and y(t, to,xo) the solutions of (2.1) and (2.2) satisfying the initial conditions xto = cp and y(to) = xc = v(O), respectively. In general, the solutions x(t) = x(t, to, 'p) of system (2.1) are piecewise continuous functions with points of discontinuity of first type tk at which they are left continuous, that is, at the moments tk, the following relations are satisfied:
Ax (tk) = X (tk+) -X (tk) = Ik (x(tk)).
We assume the following.
(i) 0 < tl < t2 < ... < tk < ... ,limk,,tk = +w. (ii) F is continuous on each (tk,tk+r] x PC, and lim(t,+)+(tb,'P) F(t, $) 7 F(tl, p) exists. t>tk (iii) f is continuous on each (tk, tk+r] X Rn and lim(t,Yj-,~;~,zj f(t, y) = f(tL, x) exists.
(iv) Ik(k = 1,2,. . . ) is continuous on Rn.
Suppose that F, f satisfy certain conditions such that solutions of (2.1) and (2.2) exist globally and are unique. Moreover, let us assume that Assumption (H) holds. ASSUMPTION (H). The solution y(t) = y(t, te,xa) is locally Lipschitzian in 20 and depends continuously on initial data. Also, for simplicity, let 0 5 to < tl.
LetV:R+xR"-+R+. where y(t, s, x) is any solutin of (2.2) such that y(s, s, x) = x.
If f(t, y) = 0, then y(t, s, x) E x, y(t, s + h, x + hF(s, x,)) E x + hF(s, xs), and the definition reduces to
which is exactly the same as the corresponding one in [12] . For the sake of convenience, we introduce the following function classes: 3. Let ho,h E I'. We say that he is finer than h if there exists a 6 > 0 and a function 4 E PCK such that he(t,x) < 15 implies h(t,x) L: q5(t, ha(t,x)). If 4 E K, then we say that ho is uniformly finer than h. (ii) weakly ho-decrescent if there exists a b > 0 and an a E PCK such that he(t,x) < 6 implies V(t, x) 5 a(t, he(t, x));
Now we introduce the definition of stability in terms of two measures for system (2.1). any given E > 0 and to E R+, there exists a 6 = 6(to,s) > 0 such that ho(ta,cp) < 6 implies h(t, x(t)) < E, t 2 to, where x(t) = x(t, to, cp) is any solution of (2.1) through (to, cp). Based on Definition 2.6 and the usual definitions of stability, it is easy to formulate other kinds of (ho, h)-stability for system (2.1). Such a theory enables us to unify a variety of stabilities, such as stability of trivial solution, partial stability, stability of invariant sets, and so on (cf. [9, 11] ).
Let p > 0 and h E r. Define S(h,p) = {(t,x) E R+ x Rn : h(t,x) < p}.
MAIN RESULTS
In this section, we establish several stability and instability criteria for system (2.1), which connect the solutions of systems (2.1) and (2.2). These results blend, in a sense, the two approaches, namely, the method of variation of parameters and the method of Lyapunov functions. In order to bring out the advantages of such a unification and overcome the difficulties created by the special features possessed by impulsive delay differential systems, a more complicated analysis is required. These results enable us to conclude the stability and. instability properties of system (2.1) from the relevant properties of system (2.2). THEOREM 3.1. Let ho,h*,h E l? and V E vs. Assume the following.
(1) h* is finer than h, h*(t, z) is nondecreasing in t. Because V(t, z) is weakly h*-decrescent, there exist 6s > 0 and a E PCK such that V (4 x) I a (4 h* (4 z)) , (t,z) E S(h*,So).
Also, since h* is finer than h, there exist 61 > 0 and C$ E PCK such that Wt ~1 I 4 (t, h* (t, ~1) , (t, ~1 E S (h*, &I,
Let E E (0, PO) and to E R+. We may assume that the above 61 > 0 is chosen so that b(ts, 61) < p. By the property of a, we can choose n = n(ts, E) < min{p, SO, 61) such that Now let system (2.2) be (ho, h*)-stable. Then, for this 7, there exists a 6 = b(ts, 77) > 0 (6 < n) such that ho(to, ~0) < 6 implies h*(t,y(t,to,so)) < rl, t L to, Thus, h(tc,zc) < E. We claim that h(t,z(t)) < E, t 2 to. If it is not true, then there exists a solution z(t) = t(t,tc, cp) with &(tc, 'p) < 6 and a t' > to such that tk < t' 5 tk+l for some k, satisfying E 5 h(t',r(t')) and h&z(t)) < E for t E [to,&].
Since 0 < E < PO, it follows from Condition (4) that h(tk+,z(tL)) < p. Hence, we can find a t* E (tk,t'] such that E 5 h(t*,z(t*)) < p and h(t,z(t)) < p for t E [to, t*]. D e fi ne m(s) = V(s, y(t*, s, z(s))). We claim that v (STY e*, s,ds))) < b(E), s E [to, t*] . This implies V(t*,z(t*)) < b(E). On the other hand, by (3.1) and the assumption oft*, we have
> E w ic is a contradiction. Thus, h(t,s(t)) < E, t 2 to. This shows that system (2.1) is (ho, h)-stable. THEOREM 3.2. In Theorem 3.1, if Conditions (1) and (2) are replaced with (1)" h* is uniformly finer than h and h* (t, x) is nondecreasing in t;
(2)" V(t, x) is h-positive definite on S(h, p) and h*-decrescent; also, in Condition (3), we take 6 E [--7,O]; then (ho, h*)-urn ormly stability of system (2.2) implies 'f (ho, h)-uniformly stability of (2.1).
PROOF. Since V(t,x)
is h*-decrescent, there exist a B > 0 and a E K such that h*(t,x) < CJ implies V(t, x) I a (h* (4 x)) . (3.10)
For any E > 0, we can choose 77 > 0 such that a(q) < ~(E)/M and q < u. Assume that system (2.2) is (ho, h*)-um ormly stable. Then there exists a 6 = 6(v) > 0 such 'f that, for any to E R+, ho(to,xo) < S implies h*(t, y(t, to,xo)) < 11 for all t 1 to, where y(t, to,xo)
is any solution of system (2.2).
Suppose that x(t) = x(t, to,cp) is any solution of (2.1) with &(to,q) < 6. Then, a similar argument to that in the proof of Theorem 3.1 can show that h(t,x(t)) < E, t 2 to, where 6 is independent of to. Thus, system (2.1) is (ho, h)-uniformly stable.
THEOREM 3.3. Let ho,h*,h E I', V E UO, $I E RI, and W E &. Assume the following.
(1) h* is uniformly finer than h, h*(t, x) is nondecreasing in t. (5) There exists a po,O < po < p such that h(tk,x) < po implies h(tl,x + Ik(z)) < p.
Then, (ho, h*)-uniform stability of system (2.2) implies (ho, h)-uniform stability of (2.1).
is h-positive definite on S(h,p), (3.1) holds. Noting that V(t,x) is h*-decrescent, we see that there exist 60 > 0 and a E K such that
Also, since h* is uniformly finer than h, there exist 61 > 0 and q5 E K such that h(t, xl 5 4 (h*(t, xl) 7 (6 x) E S (h*, b) . (3.12)
Let E E (0, po) and to E R+. We may assume that the above 61 > 0 is chosen so that q5(&) < p. By the property of a and $, we can choose 77 = V(E) < min{p, &,a,} such that u 5 v implies ti%('lL)) < b(E). (3.13)
Now let system (2.2) be (ho, h*)-uniformly stable. Then, for this 77, there exists a 6 = 6(v) > 0 (S < 77) such that ho(to,xo) < 6 implies h' (t, Y (6 to, ~011 < 77, t 2 to, (3.14)
where y(t, to, ZO) is any solution of system (2.2). Assume that s(t) = z(t,to,'~) is any solution of system (2.1) with &(ts,q) < 6.. It follows from (3.1),(3.11)-(3.14) that for --7 5 0 5 0, . . . b (h (to + 8, cp (e))) 5 v (to + 8,9(e)) I u (h* (to + 0, de))) < w.
Thus, h(tc + B,cp(B)) < E, 0 E [--7,O]. We claim that h(t,z(t)) < E, t > to. If it is not true, then, with the similar argument to the one of Theorem 3.1, we know there exists a t* > to such that E < h(t*,x(t*)) < pand h(t,x(t) On the other hand,
This contradiction shows that (3.15) holds on [ It follows from this that v (t*, 2 (t*)) = v (t*, y (t*, t*, x (t*))) < $r'(a(r]))
However, V(t*,x(t*)) 2 b(h(t*,a:(t*))) 2 b(E);
this contradiction shows that h(t, x(t)) < E, t 2 to, which implies that system (2.1) is uniformly stable. The proof is complete. (2) h is uniformly finer than ho. where bk 2 0, cF="=, bk < 00, te < tl, < t. Also, V(t,x) is nondecreasing in t. (4) There is a function p(s) continuous and nondecreasing for s 2 0 and satisfying p(s) > MS for s > 0 (here M = nzi(l + bk)), such that for any solution x(t) of (2.1), V(s + 0, Y(h s + 0, 4s + @>I < P(V(% Y(4 s,z(s)))), --7 5 8 < 0, implies that D+v(% Y(h s, x(s))) I -W(V(s, Ye, s, x(s)))>.
(5) There exists a pc, 0 < pe < p such that h(tk,z) < pc implies h(tz,s + Ik(z)) < p. Then the (ho, h*)-uniform stability of (2.2) implies the (&,, h)-uniformly asymptotic stability of (2.1).
PROOF. It is evident that, under the conditions of Theorem 3.4, the (ho, h*)-uniform stability of (2.2) implies the (ho, h)-uniform stability of (2.1) by Theorem 3.2. For given EO = q E (O,p), we can choose a 15 > O(6 < p) such that Ma(&) < b(q). Since h is uniformly finer than ho, there exist a p* < p and a 4 E K such that h(t,x) < p' implies ho@, x) 5 W(t, x)).
For the above S > 0, by the (ho, h*)-uni orm f stability of (2.2), we know that there exists a SO > O($-l(&,) < p*) such that ho(to,xo) < Se implies h*(t, y(t,to,xo)) < 6 for t L to. On the other hand, for the 60 > 0, by the (Kc, h)-uniform stability of (2.1), there exists a 61 > 0 (61 < bc) such that fzo(to, 'p) < 61 implies h(t, x(t, to, cp)) < 4-'(SO) < p* < p for t 2 to. Thus, for any solution x(t) = x(t, to, 'p) of (2.1) with ko(to, cp) < 61, we have by Condition (2) that ho@, x(t)) 5 $(W, xc(t))) < 60, t 2 to.
Define m(s) = V(s, y(t, s,z(s))), to -T 5 s 5 t, where t is sufficiently large, z(t) is any solution of (2.1) satisfying the above initial condition and y(t, s, z(s)) is the solution of (2.2) with y(s, s, z(s)) = z(s). It is easy to obtain that, for to -r 5 s 5 t, m(s) = V(s, y(t, 3, z(s))) I V(C y(t, s, z(s))> I a&*(4 Y(4 3, z(s)>)> I Ma(S) < b(q).
Now, letting E > 0 be given, we can suppose E so small that E < q, and M-lb(e) In view of Condition (4), we get D+V(sz, y(t, ~2, X(Q))) 5 0, which is a contradiction and so (3.25) holds. It follows from (3.25) and Condition Eventually, we have proven that (3.22) holds. Setting s = t in (3.22), we have w, z(t)) I b(e), t 2 to + T, which implies h(t, z(t)) 5 E, t 2 to + T, i.e., (2.1) is (ho, h)-uniformly asymptotically stable. The proof is complete.
THEOREM 3.5. Let hO,h*, h E I?, and V E uo. Assume the following. Also, for all k E Z+ and (i!k,z) E S(h,p), v(t,',y(t,tk+,"+Ik(I))) 2 V(tk,!/(t,tk,x)).
Then, (ho, h*)-instability of system (2.2) implies (LO, h)-instability of system (2.1).
PROOF. Since V is he-positive definite and h-decrescent, there exist d > 0 and functions a, b E K such that h*(t,s)
< d implies b (h*(t, CC)) 5 V(t, CC) (3.27) and h(t, z) < 8 implies V(t, z) 5 a(h(t, z)). (3.28) Let (2.2) be (ho, h*)-unstable. Then there exists a EO > 0 such that for any b > 0, there exists a solution y(t, to, ~0) of (2.2) with ho(to,zo)
< 6, such that h*(t*, y(t*, to,zo)) = EO for some t* > to. It is evident that we can suppose that max{&o,a-'(b(eo))} 5 J. We claim that (2.1) is (&,h)-unstable.
If it is false, then for the above EO > 0, there exists a 60 > 0 such that &(to, 'p) <60 implies h(t, z(t, to, cp)) < a-'(I). Let m(s) = V(s, y(t*, s, z(s))) and z(t) = z(t, to,cp). Also, let t* E (tk, tk+l] for some k. Note that m(b) = V(~O,Y (t*,to,z~)) 1 V(t*,y (t*,to,so)) 2 b(h* (t*,y (t*,to,zo))) = b(co).
We claim
First, we prove that (3.29) holds on [to,tl] .
If it is not true, then there exists a t^l E (to,tl] such that V (&,Y @*r&z (b))) < bko) I V(to,y(t*,to,Zo)).
Thus, there exists a t; E (to,t*l) such that D+v K,Y (t*,t;,2 0;))) < 0, v (t; + 8, Y (t*, t; + @7x K + 0))) 2 v ct;, Y (t*, t;, 5 (a)) , max{tc -t;, -7) 5 19 5 0, which contradicts Condition (2). Therefore, (3.29) holds on [to, tl]. Note that V(t:,~(t*&+f))) LV(t,,~(t*,tl,z(tl))) >b(~o).
By a similar argument to the one above, we can show that (3.29) holds on (tl, tz]. Furthermore, a simple induction enables us to conclude that our claim (3.29) is true. Thus, we have V (t*, x (t*)) = V (t*, y (t*, t*, 5 (t*))) 1 b (~0) .
On the other hand, it follows from (3.28) that V (t*, 2 (t')) I a (h (t*, z (t*))) < a (a-' (b (~0))) = b (EC,) .
This contradiction shows that (2.1) is (LO, h)-unstable. The proof is complete.
THEOREM 3.6. Let hO,h*, h E I?, V E ~0, 1c, E S-lo, and W E Rz. Assume the following. Then, (ho, h*)-stability and the unattractivity of system (2.2) implies (kc, h)-unattractivity of system (2.1).
PROOF. Let V(t, zz) be h-decrescent on S{h, p} and h*-positive definite on S{ h* , p}.
For the sake of contradiction, we suppose that (2.1) is (kc, h)-attractive. Then, there exists a 60 > 0 such that ho(to, 'p) < 60 implies lim+, h(t, e(t)) = 0, where z(t) = z(t, to, 'p) is any solution of (2.1).
Since (2.2) is (ho, h*)-stable and yet not (ho, h*)-attractive, for any sufficiently small 61 < 60, there exists a solution y(t, to, 20) of (2.2) with ho(to,zo) < Sr and a sequence {-&} satisfying t;, --) +cc as k + 00, such that The proof is complete.
APPLICATIONS
As the application of the above results, we consider the special cases that f(t, y) E 0 in system (2.2). It is evident that, in this case, y(t, to, $0) = ze, y(t, s, z) = 5, and This shows that some known results can be included as the special cases of our results. Second, let hO(t,x) = h*(t,x) and ho(t,x) be nonincreasing in t. It is easy to see that system (2.2) is (he, h*)-uniformly stable. Thus, by Theorem 3.4, we can obtain the following theorem which provides sufficient conditions for the uniform asymptotic stability of system (2.1). In a sense, it seems that Theorem 4.1 is simpler and easier while applied.
THEOREM 4.1. Let ho,h E l?, V E UO, a, b E K, W E 02, and p > 0. Assume the following.
b(W, xl> I V(t, 21, (6x) E S(hA V(t, x> 2 a PO (t, xl> , (4 x> E S (ho, P> .
(2) h is uniformly finer than b and ho is nonincreasing in t. (3) For all k E Z+ and (tk,x) E S(h,p).,
where bl, 2 0, CT="=, bk < 00. Also, V(t, x) is nondecreasing in t. (4) There is a function p(s) continuous and nondecreasing for s 1 0 and satisfying p(s) > MS for s > 0 (here M = n&(1 +bk)), such that for any solution x(t) of (2.1), V(t + 0, z(t + 0)) < p(V(t,x(t))), -T < 8 5 0, implies that DCW, x(t)) I -ww, x(t))).
(5) There exis& a po, 0 < po < p such that h(tk,x) < po implies h(tk+, 2 + Ik(x)) < p. Then system (2.1) is (?1,-,, h)-uniformly asymptotically stable.
Finally, we can utilize Theorem 3.6 in Section 3 and establish the corresponding criteria. We omit the details.
EXAMPLES
In order to illustrate our results, we next discuss some examples. where a(t),b(t) E C([to,+m),R), 1 > c > 0 is constant and yo = p,-,(O). Denote by x(t) = x(t, to, cpo) and y(t) = y(t, to, yo) the solutions of (5.1) and (5.2), respectively. It is easy to see that y(t, to, YO> = YO ev{J:o a(q) drl) and dt, s, x(s)) = 4s) exp{Jj 44 dv). Let V(t, xl = (1/2b2 and ho(t,x) = h*(t,x) = h(t,x) = 1 x 1 f or any t E R+ and x E R. Then it is evident that V is h-positive definite and h*-decrescent. It is not difficult to see that (5.2) is (ho, h)-uniformly stable if Jt", a(o) dq is uniformly bounded for any to E R+ and t 2 to, and (ho, h)-unstable if s,", a(q) dq is unbounded for t 1 to. By direct calculation, we can get that Consequently, ifs,", a(v) dq is uniformly bounded for any to E R+ and t 2 to, then it follows from Theorem 3.3 that system (5.1) is (LO, h)-uniformly stable.
EXAMPLE 5.2. In Example 5.1, instead of system (4.1), now we consider the following impulsive delay differential system: J t x'(t) = a(t)x(t) + x(t) Wx2(0 e7 t #tkr t-7 xto = 9, (5.4). and (5.3) holds. It is easy to see that if b(t) > 0 for any t E R and c 2 1, then all of the conditions in Theorem 3.5 are satisfied. Thus, in the case s,", a(q) dr] is unbounded for t > to, it follows from Theorem 3.5 that system (5.4) is (Kc, h)-unstable. REMARK 5.1. In general, it is not necessary to find a suitable known system (2.2). It would be sufficient to choose any function y E C[R$ x Rn, Rn] satisfying
(1) y(t, s, z) is locally Lipschitzian in z for each (t, s); (2) Y@, t, 4 = 2; (3) y(t, to, xc) has required stability or instability properties.
