In this paper, a series of interface tests on interaction approach for the generation of geometric shape designs via multi-sensory user interface of a Virtual Reality (VR) based System is presented. The goal of these interface tests is to identify an effective user interface for VR based Computer-Aided Design (CAD) system. The intuitiveness of the VR based interaction approach arises from the use of natural hand movements/gestures, and voice commands that emulate the way in which human beings discuss geometric shapes in reality. In order to evaluate the proposed interaction approach, a prototypical VR-CAD system is implemented. A series of interface tests were performed on the prototypical systems to determine the relative efficiency of a set of potential interaction approach with respect to specific fundamental design tasks. The interface test and its results are presented in this paper.
INTRODUCTION
Three-dimensional shape design generation in a traditional CAD system is commonly considered as one of the bottlenecks in the cycle of product development [1] . This is often caused by the inefficient user interfaces of traditional CAD system [2, 3] . In a traditional CAD system, 3D shape designs are typically created by using a combination of keyboard and mouse (or other type of digitizer) input. Although the designs themselves are 3D in nature, the keyboard is a one-dimensional device and the mouse is a two-dimensional (2D) device.
Therefore both devices are somewhat restricted. In addition, using existing CAD technology, the user must have a preexisting idea about the detailed position and orientation of the design features before he/she can manipulate or modify them in the design space. This process makes current CAD systems difficult to use in 3D shape generation and exploration.
Interactive 3D visualization is another area in which traditional CAD systems are limited.
In most CAD systems, transformations of components or viewpoints are performed by the combination of rotations or translations. These mathematically precise operations are not oftenintuitively obvious to the user and have to be visualized before the 3D shape design is generated. Thus, it is difficult for a designer to ascertain the combination of rotations and translations needed to attain the desired view without trial and error.
On the other hand, a Virtual Reality based CAD (VR-CAD) system [4, 5] , allows 3D shape designs to be created on a computer using natural interaction approaches, such as voice and hand action/motion. In a VR CAD system, the designer creates three-dimensional shapes through voice commands, hand motions, and finger motions. The designer can grasp objects with his/her hands, move the objects around, and also attach new parts or detach old parts from assemblies. With 3D stereoscopic displays technologies, the visual feedback provides the designer a realistic graphical perception about the part she/he is designing. We believe that VR devices enable such intuitive interactions and thereby allow a designer to create 3D shapes quickly and efficiently with minimum amount of training.
By bringing the VR technologies into CAD systems, the input and output interface interaction between humans and computers can be fundamentally altered. The current research explores different combinations of sensory modalities of VR interfaces for 3D shape design in a VR-CAD system. The effectiveness and usefulness of the different input approaches are evaluated based on a series of interface tests on our prototypical system -Virtual Design Studio (VDS). VDS uses VR technologies such as 3D hand tracking devices, gloves and stereoscopic display devices to provide an environment for rapid modeling of 3D shapes. The hardware setup of VDS is shown in Figure 1 . VDS was developed in-house and is similar in some respects to the Responsive Workbench [6] and ImmersaDesk [7] . The interface interaction is achieved via a pair of 5DT Datagloves [8] which is a pointing device containing several buttons. A pointing beam that emits from one end of the locator to where it intersects an object in the virtual space is attached to the locator. A pair of speakers is connected to the system to provide verbal instructions, collision, dragging, and warning sounds with synthesized speech and stereo sound effects.
Figure 1. Virtual Design Studio (VDS)

PREVIOUS WORK
Most VR application focus on using VR device in product design, analysis and manufacturing systems. Examples of these are the IVY system [9] developed by Kuehne and Oliver which allows a user to interact with both geometric and abstract representations of an assembly using a head-coupled display, six degree of freedom trackers, and an instrumented glove. Mine [10] introduces the fundamental forms of interaction in a virtual world: movement, selection, manipulation and scaling. The GIVEN [11] toolkit (Gesture based Interactions in Virtual ENvironments) focuses on collision detection between the user's hand and the object being manipulated and defines a gestural language based on this interaction. Trika et al. [12] presents a VR-based environment that enables the creation of shape designs. The system maintains the knowledge of part cavities with their adjacencies and a representation of approximated polyhedrons of design features. The DesignSpace system [13] allows conceptual design and assembly using voice and gesture in a networked virtual environment. The 3-Draw system [14] uses a 3D input device to let the designer sketch out ideas in three dimensions. The JDCAD system [5] uses a pair of 3D input devices and 3D interface menus to allow 3D design of components. Yeh and Vance [15] combine virtual reality and engineering design to allow analysis and optimization of structures. The optimal design of a cantilever beam is presented to illustrate the interactive sensitivity in a virtual environment. Connacher and Jayaram [16] enable the planning simulation and design of assembly processes through a virtual environment. The 3DM [17] system developed by Butterworth et al. describes a 3D CAD system for use in a HMD. Dani and Gadh [18, 4] present a framework for a virtual reality-based conceptual shape design system. They make use of VR hardware and software technology to provide an interactive 3D environment in which the designer can use a combination of hand gesture, voice input, and keyboard to create and view mechanical components. The A3D system [19] proposes a geometric algorithm to automatically disassemble a selected component from an assembly (defined as selective disassembly) via a VR based visualization system.
INTERFACE TESTS
Based on the investigation of multi-sensory interface interaction of a VR-CAD system [8] , a series of interface tests are performed on VDS: Rating Tests (R), and Time Tests (T) to determine an effective interface interaction approach. (Details and testing results of R were previously published by the authors in [8] . This paper only briefly discusses R and its results.)
Rating tests (R)
In R, users with 2 to 5 years of experience in using CAD systems are asked to perform auditory and tactile input operations for a specific set of fundamental designing tasks (F), such as creating entities, relocation entities, re-dimensioning entities, and navigating the design space.
Subsequently, the users rate each of the input approaches according to their preference with respect to ease of use for achieving the tasks. An effective input interface allows the user to perform these tests without significant training. Therefore, the results of Rating Tests provide crucial information in determining the interface definition for a VR-CAD system.
The rating, R, for a specific fundamental task, F, using a set of interaction approach/Method, M, is defined as follow:
The purpose of a Rating Test is to determine a set of M such that R F (M) is maximum for a specific F within the boundary of VDS. (i.e. M must be feasible via VDS).
Time Tests (T)
In T, users are asked to perform a set of F via the M determined in R to create a set of selected sample parts. The time required to create each sample part using M is recorded.
Subsequently, the same sample part is created via traditional CAD interaction interface-the mouse and keyboard. However, different CAD system may have different sets of functionalities in creating shape design. It may require different steps and procedures to create exact same shape design on different CAD system. As a result, some parts may take longer to create due to insufficient functionalities instead of due to inefficient user interface of the CAD system. Since the main focus of Time Tests is on evaluating the effectiveness of user interface not on the functionalities of CAD systems, to provide impartial interface test results, Time Tests must be performed on the same CAD system, VDS, which provides both VR interface and traditional mouse-keyboard based interface. While VR interface of VDS provides direct 3D position input, mouse-keyboard based interface of VDS may also provides 3D position input by changing the corresponding coordinates and rotation angles one by one. In Time Test, the times required for creating each sample part via the VR interface and traditional interface are compared to evaluate the efficiency of determined M.
To understand how time is measured in Time Tests, the "Time Periods" and "Design
Steps" in the process of 3D shape design via CAD systems must be studied.
Time periods
In the process of 3D shape design, users do not constantly interact with the CAD system or make changes to the design. In general, users may review the design, navigate the design space, or plan about how the subsequent modification may be made to the design. In this scenario, there may be certain time periods in which users do not perform any operations at all. This is called the "planning time periods" -no inputs are made to the CAD system. In contrast, "active time periods" imply the time period when users interact with the CAD system and perform certain operations in the design space. Therefore, the total time required in the process of 3D shape design may be defined as: 
Design Steps
There are two essential operation modes in the VR-CAD system: navigation mode and shape editing mode [20] . The user switches between these two modes to generate the geometric shapes of the product design. A "Design
Step" is defined as a single geometric creation or 
TEST RESULTS
Rating Test (R) results indicate that voice commands are effective in operation activations such as rotating viewpoint, creating entities, deleting entities, attaching entities, and specifying relationship between entities. The hand and locator with its pointing beam and button clicking inputs were found to be highly effective for navigation, entity selection, and in 3D relocation of entities. Hand actions and motions were also found to be useful for complex 3D manipulations of entities and dynamically changing entity's dimension in the VR-CAD system.
For detail results of R please see [8] . , and the number of basic operations for creating the selected sample parts via both VR and traditional interface. Table 3 presents the result of T for a sample part #13. In Table 3 (2) move, and (3) release the part using hand actions and hand motions -a total of 3 operations.
When using M TR
to relocate a part, the user need to specify the type of transformation (translate or rotate) and along which axis the transformation will be performed, and the amount of translation or rotation. Generally, the total number of operations via M TR is 3 to 5 times as the total number of operations via M VR when performing an entity relocation operation. 
SUMMARY
This paper has presented a new paradigm for multi-sensory input and output interaction of a VR based CAD system to provide an easy-to-use, efficient and effective tool for product shape design. Interface Test results indicate that voice commands are effective in operation activations. This includes operations such as rotating viewpoint, creating entities, deleting entities, and attaching entities. The hand input driven locator with its pointing beam and buttons were found to be highly effective for navigation, entity selection, and in 3D re-location of entities. Hand actions and motions were also found to be useful for complex 3D manipulations of entities and dynamically changing an entity's dimension in the VR-CAD system.
From Time Tests results, building simple geometry shapes containing canonical forms, such as a block, cylinder, sphere, etc., using VR interface results in a speedup of 1.5 to 2.0 times over the traditional interface. For more complex shapes, the time taken to build these parts using . Although the speedup time comparisons for building highly complex 3D shapes are not available, we believe the time for product design cycle will be greatly reduced due to the use of natural and effective user interface in the proposed VR-CAD system.
