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О РАДИУСЕ УСТОЙЧИВОСТИ ВЕКТОРНОЙ ЗАДАЧИ 
ЦЕЛОЧИСЛЕННОГО ЛИНЕЙНОГО ПРОГРАММИРОВАНИЯ  
Находятся верхняя и нижняя оценки радиуса устойчивости векторной задачи целочисленного 
линейного программирования с паретовским принципом оптимальности при возмущении параметров 
векторного критерия в пространстве с метрикой l1. Доказана достижимость нижней оценки. 
В качестве следствия приводится формула радиуса устойчивости задачи с единственным опти-
мальным решением. 
Введение 
Из физических условий многих прикладных задач оптимизации, таких, например, как ка-
лендарное планирование, размещение и реконструкция предприятий, раскрой материалов, за-
грузка оборудования, вытекает требование целочисленности переменных. Это обстоятельство 
обусловило стремительный рост числа работ, посвященных теории и методам дискретной оп-
тимизации и, в частности, целочисленного линейного программирования (ЦЛП). Поскольку 
любая задача, относящаяся к проблемам проектирования, планирования и управления в техни-
ческих и организационных системах, носит ярко выраженный многокритериальный характер, 
интерес к векторным задачам дискретной оптимизации не ослабевает, что подтверждается час-
тым появлением новых публикаций в этой области (см., например, библиографию к работе [1], 
содержащую 234 наименования). Возникший в последнее время особый интерес к исследова-
нию дискретных задач [2–5] обусловлен в значительной степени их широким применением для 
принятия решений в управлении, экономике, проектировании разнообразных сложных систем в 
условиях неопределенности. Основной вопрос, который при этом возникает: в каких пределах 
можно варьировать (возмущать) исходные данные задачи, чтобы множество оптимальных ре-
шений обладало некоторым свойством инвариантности? Такая постановка вопроса и порождает 
проблему устойчивости задачи, являющуюся одной из центральных в математических исследо-
ваниях. Конкретное содержание понятия устойчивости зависит от выбора множества парамет-
ров задачи, подверженных возмущениям, и от структуры, определяющей отношение «близо-
сти» на множестве параметров, т. е. от метрики, задаваемой в пространстве исходных данных. 
Настоящая работа связана с конструктивным подходом к проблеме устойчивости, со-
стоящим в получении количественных характеристик устойчивости. Одна из таких характери-
стик, называемая обычно радиусом устойчивости, определяется как предельный уровень воз-
мущений параметров задачи, сохраняющих некоторое наперед заданное свойство множества ее 
решений (или отдельного решения). В качестве возмущаемых параметров обычно выступают 
коэффициенты скалярного или векторного критерия. Как правило, результатами исследования 
радиуса устойчивости являются его формальные выражения, оценки и алгоритмы вычисления. 
В случае скалярного критерия получены формулы радиуса устойчивости для задач булева про-
граммирования, задач на системах подмножеств, на графах, а также для некоторых задач тео-
рии расписаний [5–8]. Наряду с поиском аналитических выражений для радиуса устойчивости 
некоторые авторы исследуют алгоритмические аспекты устойчивости задач дискретной опти-
мизации (см., например, [9–13]). 
Продолжая цикл исследований, посвященный проблемам устойчивости векторных (много-
критериальных) задач ЦЛП и отраженный в работах [14–18], проведем анализ дискретного аналога 
полунепрерывности сверху по Хаусдорфу парето-оптимального отображения для оценки предель-
ных уровней возмущений коэффициентов частных критериев векторной задачи ЦЛП в метрике 1l . 
Ранее подобные результаты были получены в работе [16] (см. также [15]) для векторной задачи 
ЦЛП в случае метрики l . Исследованию устойчивости скалярных комбинаторных задач с метри-
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кой 1l  посвящены работы [12, 19]. Отметим, что метрика 1l  используется тогда, когда мера возму-
щений параметров оценивается суммой абсолютных уклонений по каждой координате. 
1. Основные определения 
Рассмотрим n -критериальную постановку задачи ЦЛП с m  переменными:  
1 2( ) min
T
n
x X
Cx C x C x C x

       
где [ ] n mij n mC c

 R ; n m N ; iC  – i -я строка матрицы C , т. е. 1 2( )i i i imC c c … c      
{1 2 }ni N … n     ; X  – конечное множество (допустимых) решений в 
mZ , причем 1X  . 
Под векторной задачей ЦЛП будем понимать задачу нахождения множества Парето, т. е. мно-
жества эффективных решений  
( ) { ( ) }nP C x X x C         
где ( ) { }x C x X Cx Cx Cx Cx            
Такую задачу будем обозначать через ( )nZ C .  
Введем также множество Слейтера [20], т. е. множество слабоэффективных решений  
( ) { ( ) }nSl C x X x C         
где ( ) { }i i nx C x X C x C x i N           
При каждой матрице n mC R  очевидно включение ( ) ( )n nP C Sl C   
Ясно, что в частном случае, когда 1n  , рассматриваемая задача превращается в обыч-
ную скалярную задачу ЦЛП 1( )Z C , где mCR , на ограниченном множестве допустимых ре-
шений, а множества Парето и Слейтера совпадают ( 1 1( ) ( )P C Sl C ) и превращаются в множе-
ство оптимальных решений задачи ( )nZ C .  
Возмущение параметров задачи будем моделировать путем прибавления к матрице C  
возмущающих массивов чисел соответствующей размерности n mC R . Таким образом, воз-
мущенная задача ( )nZ C C  имеет вид  
( ) min
x X
C C x

    
а множество Парето такой задачи – ( )nP C C . Для того чтобы сформулировать вопрос о ко-
личественных характеристиках устойчивости, а позднее вывести соответствующие формулы и 
оценки предельных возмущений, в пространстве kR  произвольной размерности k N  зада-
дим две метрики 1l  и l , т. е. под нормами вектора 1 2( )
k
kz z z … z    R  будем понимать со-
ответственно числа  
1 | |
k
i
i N
z z

               max{| | }i kz z i N       
а под нормой матрицы [ ]ij n mC c   – норму вектора, составленного из всех ее элементов, т. е. 
норму вектора 11 12 1( )n m nmc c … c c        
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Для произвольного числа 0   определим множество возмущающих матриц в простран-
стве с метрикой 1l :  
1( ) { }
n mC C          R  
Все приведенные ниже определения являются традиционными (см., например, [14–16], 
где рассмотрен случай, когда в пространстве возмущающих параметров векторной задачи ЦЛП 
задается метрика l ).  
Определение 1. Векторная задача ЦЛП ( )nZ C , 1n  , называется устойчивой (к возму-
щениям элементов матрицы C ), если существует такое число 0  , что для любой возму-
щающей матрицы ( )C   справедливо включение ( ) ( )n nP C C P C    
Очевидно, что свойство устойчивости задачи эквивалентно свойству полунепрерывности 
сверху по Хаусдорфу [3, 4, 21] в точке n mC R  оптимального отображения  
2n n m XP   R  
т. е. точечно-множественного (многозначного) отображения, которое каждому набору парамет-
ров задачи из метрического пространства n mR  ставит в соответствие множество Парето ( )nP C .  
Введем в рассмотрение количественную оценку устойчивости.  
Определение 2. Радиусом устойчивости векторной задачи ЦЛП ( )nZ C , 1n  , называ-
ется число ( ) sup{ 0 ( ) ( ( ) ( ))}n n nC C P C C P C             если задача ( )nZ C  ус-
тойчива, и число ( ) 0n C   в противном случае.  
Другими словами, в данном контексте радиус устойчивости задачи ( )nZ C  – это предель-
ный уровень возмущений элементов матрицы C  в пространстве n mR  с метрикой 1l , которые 
не приводят к появлению новых эффективных решений.  
Очевидно, что при выполнении равенства ( )nP C X  задача ( )nZ C  устойчива и ее ра-
диус устойчивости равен бесконечности. Задачу ( )nZ C , для которой множество 
( ) \ ( )n nP C X P C  непусто, будем называть нетривиальной. 
2. Вспомогательные утверждения 
Для произвольного решения ( )nx P C  введем множество ( ) ( ) ( )nxP C P C x C     
В дальнейшем нам понадобятся следующие два очевидных свойства.  
Свойство 1.  Если ( ) ( )n nP C Sl C , то ( )xP C    при любом решении ( )
nx P C .  
Для числа zR  будем использовать обозначение [ ] max{0 }z z     
Свойство 2. Если ( )nx P C  и  
 ( ) ( )nP C x C C      (1) 
то существует решение ( )nx P C   с условием ( )nx Sl C C     
Действительно, если ( )x C C     , то можно положить x x  . Если 
( )x C C     , то в силу внешней устойчивости множества Слейтера (см., например, [20]) 
найдется такое решение ( )x x C C    , что ( )nx Sl C C   , причем ввиду (1) решение x  
принадлежит ( )nP C .  
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Для любых np q N  , ( )
nx P C , ( )xx P C  положим  
( )
( )
( )
p
q
C x x
x x p q
C x x

     

 
Ясно, что в предположении ( ) ( )n nP C Sl C  величина ( )x x p q     положительна при любых 
указанных параметрах x x p q   .  
Лемма. Пусть ( ) ( )n nP C Sl C , ( )nx P C , np q N  , а положительное число   тако-
во, что  
 1 max{ ( ) ( )}q xC x x p q x P C            (2) 
Тогда для любого числа     существуют такие ( )C   и ( )nx P C  , что  
 ( )nx Sl C C     (3) 
Доказательство. По условию леммы справедливы неравенства  
1 ( )qC x        
где ( ) max{ ( ) ( )}xx x x p q x P C           
Заметим, что множество ( )xP C  непусто согласно свойству 1. Очевидно существование 
числа 0   с условием  
 1(1 ) ( )qC x          (4) 
Построим возмущающую матрицу [ ]ij n mC c    по правилу  
если ;
0 если
j m
ij
m
i p j N
c
i p j N
    
  
    
 
где (1 ) ( )j qjc x       Отсюда, учитывая (4), имеем  
 ( )C  ; 
 (1 ) ( )p qC C x      ; (5) 
 (0 0 0) { }mi nC i N \ p        R  (6) 
Далее покажем, что выполняется равенство (1), т. е. никакое решение из ( )nP C  не со-
держится в ( )x C C   . Пусть 0 ( )nx P C . Рассмотрим два случая.  
Случай 1: 0 ( )xx P C . Тогда, применяя равенство (5) и принимая во внимание опреде-
ление величины ( )x , получаем  
0 0 0( )( ) ( ) (1 ) ( ) ( )p p p qC C x x C x x x C x x           
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0 0 0 0( ) (1 ) ( ) ( ) ( ) 0p q pC x x x x p q C x x C x x                
Поэтому решение 0x  не принадлежит ( )x C C   .  
Случай 2: 0 ( ) \ ( )n xx P C P C . Если существует такой индекс \{ }ns N p , что 
0( ) 0sC x x  , то в силу (6) верно неравенство 
0( )( ) 0s sC C x x     
Если для всякого индекса \{ }ni N p  справедливо неравенство 
0( ) 0iC x x  , то ввиду 
( )nx P C  и 0 ( ) \ ( )n xx P C P C  справедливо неравенство 
0( ) 0pC x x  . Поэтому, учитывая 
равенство (5), находим  
0 0( )( ) ( ) 0p p pC C x x C x x       
Следовательно, и во втором случае 0x  не принадлежит ( )x C C   . Отсюда заключаем, 
что верно равенство (1). Поэтому согласно свойству 2 найдется такое решение ( )nx P C  , что 
справедливо включение (3).  
Лемма доказана.  
3. Радиус устойчивости 
Хорошо известно [22] (см. также [3, 4, 15, 16]), что необходимым и достаточным условием 
неустойчивости нетривиальной задачи ( )nZ C  является несовпадение множеств Парето ( )nP C  и 
Слейтера ( )nSl C . Поэтому в этом случае радиус устойчивости задачи ( )nZ C  равен нулю.  
Остается рассмотреть лишь случай, когда ( ) ( )n nP C Sl C . 
Теорема.  Пусть  
( ) ( );n nP C Sl C  
( )( )
( )
min max min ;
n
nx
i
i Nx P Cx P C
C x x
x x  

 
  
 
1
( ) ( )( )
( )
min min max
( )n n n x
i
k
i k N N x P Cx P C
k
C x x
C
C x x   

    

 
Тогда для радиуса устойчивости ( )n C  нетривиальной векторной задачи ЦЛП ( )nZ C   1n    
имеют место следующие оценки:  
0 ( )n C       
Доказательство. На основании свойства 1 при любом решении ( )nx P C  множество 
( )xP C  непусто. Поэтому 0  .  
Далее покажем справедливость неравенства ( )n C   . Пусть ( )C    Тогда согласно 
определению величины   для любого ( )nx P C  найдется такое решение 0 ( )xx P C   что 
справедливы неравенства 
0
1 1 0
( )
|| || || ||
|| ||
i
i n
C x x
C C i N
x x 

       

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Отсюда находим  
0 0 0
1( )( ) ( ) || || || || 0i i i i nC C x x C x x C x x i N            
т. е. 0 ( )x x C C      Следовательно, ( )nx P C C  . Таким образом заключаем, что при лю-
бой матрице ( )C   имеет место включение ( ) ( )n nP C C P C    
Итак, верна оценка ( )n C   .  
Наконец, докажем неравенство ( )n C   . Пусть    . В соответствии с определением 
величины   найдутся такие ( ) n np q N N    и ( )
nx P C , что выполняется неравенство (2). 
Поэтому на основании леммы для любого числа 1 , где 1     , существуют такие 
1( )C   и ( )
nx P C  , что ( )nx Sl C C   .  
Возможны два случая.  
Случай 1: ( )nx P C C   . Тогда ввиду ( )nx P C   справедлива формула  
( ) ( ) ( )n nP C C P C C        
Случай 2: ( ) \ ( )n nx Sl C C P C C     . Тогда согласно теореме 2 из работы [23] 
(см. также лемму 4.3 из работы [4]) найдется такая матрица 2( )C  , где 2 1 0      , что 
( )nx P C C C     . Иначе говоря, для всякого числа 1 2        существует такая мат-
рица 0C C C   , что  
0 0( ) ( ) ( )n nP C C P C C       
Обобщая эти два случая, заключаем, что при любом     справедливо неравенство 
( )n C   . Следовательно, ( )n C     
Теорема доказана.  
4. Следствия 
Из теоремы и приведенного выше критерия устойчивости нетривиальной задачи ( )nZ C  
вытекает ряд следствий.  
Следствие 1. Для радиуса устойчивости любой нетривиальной векторной задачи ЦЛП 
( )nZ C , 1n  , справедливы оценки  
 1 1
( ) ( ) ( )
( )
min max min ( ) min || || || ||
n n
n n
ni
i
i N i Nx P C x P C x C
C x x
C C C
x x     

    
  
 (7) 
причем если нижняя оценка равна нулю, то и ( ) 0n C  .  
Доказательство. Полагая в выражении   (см. теорему) i k , убеждаемся в справед-
ливости верхних оценок  
1( ) || ||
n
i nC C i N      
Поэтому справедлива верхняя оценка в выражении (7). 
Далее покажем, что  
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 ( )n C      (8) 
где   – левая часть (7).  
Сначала рассмотрим случай, когда ( ) ( )n nP C Sl C . Тогда ( ) 0n C  . Покажем, что 
0  . Очевидно существование решения 0 ( ) ( )n nx P C Sl C  . Поэтому для всякого решения 
( ) ( )nx P C x C    найдется такой индекс ns N , при котором 
0( ) 0sC x x  . Следова-
тельно, 0  . 
Теперь рассмотрим случай, когда ( ) ( )n nP C Sl C , и покажем, что тогда     (см. тео-
рему). Введем обозначение 
( )
( ) min i n
C x x
x x i N
x x 
 
      
   
 
Учитывая очевидное включение ( ) ( ) ( )nxP C P C x C     положим  
( ) ( ( ) ( )) \ ( )n xQ x P C x C P C     
В этих обозначениях очевидны соотношения  
0 если ( );
( )
0, если ( )x
x Q x
x x
x P C
  
  
  
 
Поэтому с учетом непустоты множества ( )xP C  ввиду свойства 1 нетрудно убедиться в спра-
ведливости равенства    .  
Наконец покажем, что ( ) 0n C   при 0  . В этом случае в силу определения величи-
ны   найдется такое решение 0 ( )nx P C , что для всякого решения 0( ) ( )nx P C x C    
существует индекс ns N , при котором 
0( ) 0sC x x  . Иными словами, никакое решение 
0( ) ( )nx P C x C    не содержится в 0( )x C  . Поэтому 0( ) ( )nP C x C    . Отсюда со-
гласно свойству 2 найдется такое решение ( )nx P C  , что ( )nx Sl C  , т. е. ( ) ( )n nP C Sl C . 
Принимая во внимание критерий устойчивости задачи ( )nZ C , заключаем, что задача ( )nZ C  
не является устойчивой. Следовательно, ( ) 0n C  . 
Следствие 1 доказано. 
Воспользовавшись следствием 1, получаем следующее утверждение. 
Следствие 2. Пусть векторная задача ЦЛП ( )nZ C , 1n  , нетривиальна, а матрица 
n mC R  имеет хотя бы одну нулевую строку. Тогда задача ( )nZ C  неустойчива.  
Следствие 3. Если векторная задача ЦЛП ( )nZ C , 1n  , имеет единственное эффек-
тивное решение 0x , то  
 
0
0
( )
( )
( ) min min
n
n
n i
i Nx P C
C x x
C
x x 

  
  
 (9) 
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Доказательство. Для краткости обозначим правую часть формулы (9) через  . В силу 
следствия 1 верно неравенство ( )n C   . Поэтому для доказательства следствия 3 достаточно 
показать, что ( )n C   .  
Пусть 0( ) { }nP C x . Согласно определению величины   найдутся такое решение 
( )nx P C   и индекс ns N , что  
 0 0( )sC x x x x
 
        (10) 
Зафиксировав индекс 0argmax{ }j j mq x x j N
     , зададим элементы возмущающей матри-
цы [ ]ij n mC c    по правилу 
0sign( ) если ( ) ( );
0 если ( ) ( )
q q
ij
x x i j s q
c
i j s q
     
  
    
 
где      . Очевидно, что ( )C  . В силу строения матрицы C  имеют место равенства  
0 0 0 0 0( ) ( ) ( )
m
s sj sq q q
j N
C x x c x x c x x x x x x     

                  
Отсюда и из равенства (10) получаем  
0 0 0 0( )( ) ( ) ( ) 0s s sC C x x C x x x x x x
   
 
                  
т. е. 0 ( )x x C C    . Если ( )x C C
      , то ( )nx P C C   . Если ( )x C C      , то 
благодаря внешней устойчивости множества ( )nP C C  (см., например, [20]) найдется такое 
решение  x ( )x C C    , что  x ( )nP C C  .  
Таким образом, в случае когда 0( ) { }nP C x , для любого числа     может быть по-
строена такая матрица ( )C  , что найдется решение 0x x   с условием ( )nx P C C   , 
т. е. ( ) ( )n nP C C P C  . Следовательно, 1 ( )
n C    для любого    . Это и означает спра-
ведливость оценки ( )n C   .  
Следствие 3 доказано.  
Следствие 3 свидетельствует о том, что нижняя оценка  , установленная теоремой, дос-
тижима при ( ) 1nP C  .  
Поскольку 1 1( ) ( )P C Sl C , то из теоремы вытекает также  
Следствие 4.  Однокритериальная (скалярная) задача ЦЛП 1( )Z C  ( )mCR  всегда ус-
тойчива.  
Заключение 
Поскольку исходные данные реальных задач оптимизации, как правило, задаются с неко-
торой степенью точности, возникает потребность в исследовании устойчивости искомых реше-
ний к «малым» возмущениям параметров задачи.  
В работе рассматривается устойчивость по векторному критерию задачи ЦЛП. Изучено 
поведение множеств Парето и Слейтера при возмущениях коэффициентов частных критериев в 
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метрике 1l , и получены верхняя и нижняя оценки радиуса того типа устойчивости, который со-
ответствует свойству непоявления новых эффективных решений при указанных возмущениях. 
Показано, что нижняя оценка является точной, т. е. достижимой.  
Полученные результаты задают предельные уровни возмущений параметров векторной 
задачи ЦЛП в метрике 1l , при которых множество Парето не расширяется.  
Работа выполнена при финансовой поддержке БГУ в рамках Государственной програм-
мы фундаментальных исследований «Математические структуры» (грант 913/28) и межвузов-
ской программы «Фундаментальные и прикладные исследования» (грант 492/28) Республики 
Беларусь. 
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ON THE STABILITY RADIUS OF THE VECTOR PROBLEM 
OF INTEGER LINEAR PROGRAMMING 
For the vector problem of integer linear programming with Pareto optimality principle, lower 
and upper bounds of the stability radius of the problem are obtained for the case of l1 metric in the 
space of problem parameters. Attainability of the lower estimate is shown. As a corollary we derive a 
formula for the stability radius of the problem with a single optimal solution. 
