Vector filters based on order-statistics have proved successful in removing impulsive noise from color images while preserving edges and fine image details. Among these filters, the ones that involve the cosine distance function (directional filters) have particularly high computational requirements, which limits their use in time critical applications. In this paper, we introduce two methods to speed up these filters.
Numerous filters have been proposed for the removal of impulsive noise from color images [1] [2] [3] .
Among these, nonlinear filters have proved successful in removing the noise while preserving the edges and fine details. The early approaches to nonlinear filtering of color images often involved the application of a scalar filter to each color channel independently. However, since separate processing ignores the inherent correlation between the color channels, these methods often introduce color artifacts to which the human visual system is very sensitive. Therefore, vector filtering techniques that treat the color image as a vector field and process color pixels as vectors are more appropriate. An important class of nonlinear vector filters is the one based on robust order-statistics with the vector median filter (VMF) [4] , the basic vector directional filter (BVDF) [5] , and the directional-distance filter (DDF) [6] being the most widely known examples. These filters involve reduced ordering [7] of a set of input vectors within a window to determine the output vector. The ordering is often achieved using a combination of two functions: Minkowski distance and cosine distance. The VMF and its derivatives use the former, whereas the VDF family (the BVDF and its derivatives) use the latter. The DDF family uses a combination of the two functions. In this paper, we refer to the filters that use the cosine distance function, i.e. the members of VDF and DDF families, as directional filters.
Several researchers have noted the high computational requirements of order-statistics based vector filters; however, relatively few studies have focused on alleviating this problem. Chaudhuri et al. [8] proposed an approximate L 2 (Euclidean) metric, which is calculated as a linear combination of the L 1 (City-block) and L ∞ (Chessboard) metrics. Barni et al. [9] proposed a more accurate approximation for the L 2 metric, which is calculated as a weighted L 1 metric. Note that the utility of these approximations is limited to the VMF family. In a recent study [3] , we compared 48 order-statistics based vector filters and concluded that some of the most effective filters are based on the cosine distance function. In fact, one of these filters, namely the adaptive center weighted directional distance filter (ACWDDF) [10] , was shown to be the most effective filter. It was also shown that the directional filters are significantly slower than those based only on the Minkowski distance.
In this paper, we introduce techniques to speed up the order-statistics based directional filters. Experiments on a diverse set of color images show that presented methods achieve substantial computational gains without significant loss of accuracy. The rest of the paper is organized as follows. Section II introduces the notation and describes the techniques to speed up the cosine distance function. Section III presents the experimental results. Finally, Section IV gives the conclusions.
II. PROPOSED METHODS
Consider an M x RGB image X that represents a two-dimensional array of three-component vectors The VMF family orders the input vectors in a window according to their relative magnitude differences using the Minkowski distance function. For example, the output of the VMF, the most well-known member of its class, is given by the lowest ranked input vector:
where L p denotes the Minkowski distance.
The VDF family operates on the direction of the color vectors with the aim of eliminating vectors with atypical directions. The input vectors in a window are ordered according to their angular differences using the cosine distance function. For example, the output of the BVDF, the most well-known member of its class, is the input vector in the window whose direction is the maximum likelihood estimate of the input vector directions [11] :
where A(x i , x j ) denotes the angle between the two vectors x i and x j , and ⋅ is the L 2 norm.
The DDF family combines the VMF and VDF families by simultaneously minimizing their ordering functions. The output of the DDF, the most well-known member of its class, is given by:
As mentioned in Section I, the VDF and DDF family members have much higher computational requirements than the VMF family members. This is due to the computationally expensive cosine distance function A(,) used in (2) and (3). For example, on a typical 1024 x 1024 image, the VMF takes about 1.39 seconds, while the BVDF and DDF take approximately 27.9 and 28.5 seconds ♣ , respectively. In the following subsections, we introduce techniques to speed up the directional filters, i.e. the members of the VDF and DDF families.
Method 1
This method involves approximating the inverse cosine (ACOS) function in A(,) using a minimax polynomial [12] of degree q:
The ACOS function takes arguments from the interval [0,1]. Unfortunately, approximating ACOS over this interval is not easy because of its behavior near 1 (see Fig. 1a ). This can be circumvented using a numerically more stable identity for z ≥ 0.5:
where the inverse sine (ASI ) function receives its arguments from the interval [0,0.5] (see Fig. 1b ).
Instead of plugging the value of 0.5(1 ) z − into a minimax approximation for the ASI function and then multiplying the result by 2, two multiplication operations can be avoided if the following function is approximated:
where the argument τ falls into the interval [0, 1 2] . 
Method 2
This method involves the substitution of the function A(,) with a computationally cheaper function B(,):
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Here, B(,) is a Minkowski distance function in the chromaticity coordinate space (rgb) [1] .
III. EXPERIME TAL RESULTS
In this section, we evaluate the performance of the proposed methods on a set of test images commonly used in the color image filtering literature. Figure 2 shows representative images from this set. In the experiments, the filtering window was set to 3 x 3 and whenever the Minkowski distance is involved the The corruption in the test images was simulated by the widely used correlated impulsive noise model [13] : , , r r r r = is a random vector that represents the impulsive noise, ϕ is the sample corruption probability, and φ 1 , φ 2 , and φ 3 are the corruption probabilities for the red, green, and blue channels, respectively. In the simulations, the channel corruption probabilities were set to 0.25.
Filtering performance was evaluated using three effectiveness and one efficiency criteria. The effectiveness criteria were the mean absolute error (MAE) [1] , peak signal-to-noise ratio (PS R) [1] , and normalized
, which correspond, respectively, to signal detail preservation, noise suppression, and color-information preservation. Note that for the MAE and CD measures lower values are better, whereas for the PS R higher values are better. The efficiency of a filter was measured by the execution time in seconds ♦ . Note that the presented techniques benefit other directional filters including the adaptive nearest neighbor filter [14] , hybrid directional filters [15] , fuzzy VDFs [16] , generalized VDF [17] , adaptive BVDF [18] , fuzzy hybrid filters [19] , entropy filters [20] , adaptive center weighted filters [10] , and sigma vector filters [21] .
Experiment 1

Experiment 2
In order to further demonstrate the usefulness of the presented techniques, we evaluated their performance on a more recent filter, namely the ACWDDF. The formulation of this filter is given below:
where d is the index of the center pixel in W, k is the smoothing parameter, ( ) j w k is the weight of pixel x j at smoothing level k, λ is a parameter that determines the initial smoothing level, T is the switching threshold, y DDF and y k CWVMF are the outputs of the DDF and center weighted VMF in W, respectively. The λ and T parameters were set to the author [10] recommended values of 2 and 10.8, respectively.
As mentioned in Section I, this filter was shown to be the most effective filter among 48 filters [3] . It was also shown that the ACWDDF is among the slowest (it ranked 41st). Therefore, this filter would benefit the most from the techniques presented in Section II.
The results of the first experiment showed that the characteristics of the function A(,) can be captured very accurately using the function B(,). This brings a question to mind: do functions A(,) and B(,) have a linear relationship? In order to test this, we generated 10 8 random vector pairs in the RGB color space and calculated the distance between each pair using A(,) and B(,). We then calculated the best fitting line using the generalized least-squares method [22] :
The error of fit was 0.005715 ε = . Based on the small error value it can be concluded that the relationship between A(,) and B(,) is in fact almost linear.
In the first experiment, we did not make use of (10) Figure 3 shows the filtering results for close-up parts of the lenna and parrots images. As expected, for both the BVDF and ACWDDF filters, methods 1 and 2 gave as good or better results when compared to the original ACOS implementations.
Note that the speed up that can be obtained by the use of the presented techniques in a particular filter depends on the contribution of A(,) to the total filtering time. In the BVDF, A(,) is the dominant factor in the computational time, whereas in the ACWDDF it has less influence on the total time. This is the reason why the computational gains were so different between the two experiments. Nevertheless, the results demonstrate that with the proposed modifications even the slowest directional filters can perform in realtime. 
IV. CO CLUSIO S
In this paper, we presented two methods to speed up order-statistics based directional filters. Experiments on a diverse set of color images showed that these methods can provide excellent accuracy and high computational gains. The presented approximation methods have applications that go beyond color image filtering including computer graphics and computational geometry.
The implementations of the filters described in this paper will be made publicly available as part of the Fourier image processing and analysis library, which can be downloaded from http://sourceforge.net/projects/fourier-ipal
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