Living organisms dynamically and flexibly operate a great number of components.
structures in biological periodic systems with unknown and redundant dynamics as a nonlinear limit-cycle oscillation, and apply a data-driven operator-theoretic spectral analysis, which obtains dynamical properties of coordinative structures such as frequency and phase from the estimated eigenvalues and eigenfunctions of a composition operator. First, from intersegmental angles during human walking, we extracted the speed-independent harmonics of gait frequency. Second, we discovered the speed-dependent time-evolving behaviors of the phase on the conventional low-dimensional structures by estimating the eigenfunctions. Our approach contributes to the understanding of biological periodic phenomena with unknown and redundant dynamics from the perspective of nonlinear dynamical systems.
Introduction
Living organisms dynamically and flexibly operate a great number of components such as neurons, muscle fibers, and skeletal joints. These phenomena can be seemingly regarded as dynamical systems based on some specific rules; however, it is often intractable to find optimal solutions due to a number of combinations of controlled elements and environments. In the field of neuroscience or motor control, for example, this problem has been referred to as Bernstein's degrees of freedom problem or redundant problem [1] . For this problem, studies in a forward modeling approach have accomplished forward simulations by introducing various bio-inspired systems (e.g., [2, 3, 4, 5, 6] ), and by solving parameter optimization problems (e.g., [7, 8] ). However, the dominance laws of a real organism behavior have sometimes been complicated or unclear. Recently, a backward or data-driven approach, which is expected to extract essential information from observed data, has attracted attention as an effective way to understand them.
One of the popular research subjects of the unknown and redundant dynamic phenomena is human locomotion, which can be performed at various speeds by solving the redundancy problem of many skeletal joints. This is because it seems to be based on specific rules (i.e., can be regarded as a cyclic movement) but the governing equation is not fully understood; thus, from a long time ago, it has attracted attention in many scientific and engineering fields such as neuroscience (e.g., [9, 10] ), physics (e.g., [11, 12, 13] ), clinical medicine (e.g., [14, 15, 16] ), behavioral science (e.g., [17, 18] ), robotics (e.g., [8, 5] ), and pattern recognition (e.g., [19, 20] ). For the redundant problem, some researchers have discovered synergistic, global, and coordinative structures among controlled components in joint motion (e.g., [10] ) and muscle activities (e.g., [9] ), which may contribute to solving the problem. In the early days, for locomotion, researchers have found that the three-dimensional trajectory of elevation angles of limb segments lies close to a two-dimensional plane [10, 21, 22] , and have suggested that this planar law (or low-dimensional structure) may reflect intersegmental coordination. The planar law of intersegmental coordination has been observed at different walking speeds [23] , forward or backward direction [24] , and different levels of body weight unloading [25] . It has also been observed in cats [26] , monkeys, and human infants [27] . The idea of the low-dimensional structures was also supported by the successful clinical application (e.g., [16] ) and the accomplishment of walking model simulation [28] . However, since the conventional methods to extract coordinative structures have used statistical dimensionality reduction methods with assumptions of independence of sampling such as principal component analysis (PCA), the extracted structure does not reflect dynamical properties in principle and still, there has been little theoretical progress in this field. Therefore, an extraction method of the coordinative structures based on dynamical properties from data is needed. In other words, our motivation in this study is to understand the global dynamics behind the data obtained from human locomotion, of which governing equations are not fully known (e.g., neural inputs: for details, see Materials and Methods).
As a method to obtain a global modal description of nonlinear dynamical systems, operator-theoretic approaches have attracted attention such as in applied mathematics, physics and machine learning. One of the approaches is based on the composition operator (usually referred to as the Koopman operator [29, 30] ), which defines the time evolution of observation functions in a function space, rather than directly defines the time evolution in a state space from a classical and popular view of the analysis (e.g., [31] ). The advantage to use the operator-theoretic approach is to lift the analysis of nonlinear dynamical systems to a linear (but infinite-dimensional) regime, which is more amenable to the subsequent analysis. For example, spectral analysis of the Koopman operator can obtain dynamical properties such as frequency with delay/growth rate and coordinative (or coherent) structures corresponding to these properties. Among several estimation methods, one of the most popular algorithms for spectral analysis of the Koopman operator is dynamic mode decomposition (DMD) [32, 33] . The benefit of DMD is to extract such a global modal description of a nonlinear dynamical system from data, unlike other unsupervised dimensionality reduction methods such as PCA or singular value decomposition (SVD) for static data. DMD has been successfully applied in many real-world problems, such as analyses of epidemiology and electrocorticography (e.g., [34, 35] ). The extracted coordinative structure based on the above dynamical properties by DMD is called DMD modes. Among many variants of DMD (for details, see Materials and Methods), Hankel DMD [36] theoretically yields the eigenvalues and eigenfunctions of a Koopman operator (called Koopman eigenvalues and eigenfunctions) by applying DMD to a Hankel matrix (or delay embedding matrix). The eigenfunction, which provides linearly evolving coordinates in the underlying state space [37] , can describe the phase in (asymptotically) stable dynamical systems such as a classical Van del Pol oscillator model [38, 36] .
Therefore, the first contribution of our study is to extract dynamical information such as a frequency, phase, and its coefficients (i.e., coordinative structures) for the understanding of biological periodic systems with redundant and (partly) unknown governing equations.
Furthermore, from the perspective of phase reduction, which has been studied in mathematics (e.g., [39] ) and biology (e.g., [40] ), we can also regard the underlying coordinative structure as a dynamical system with a limit cycle and reduce a periodic system to a phase model using our approach. In phase reduction, a limit-cycle oscillator (possibly evolving in high-dimensional space) is approximated to a phase oscillator (evolving on a one-dimensional circle) which is more amenable to mathematical analysis. Phase reduction has been used to analyze such as neural network models [41, 42, 43] and a circadian gene network model [44] , but there have been fewer direct applications to the actual biological systems with unknown governing equations. Other researchers [45] reviewed the legged locomotion dynamics including a phase reduction model of neural oscillators, but that of an actual biological (e.g., intersegmental) motion was unknown. Therefore, the second contribution of our study is to obtain a phase reduction model in periodic movements of living organisms with unknown governing equations by a data-driven, operator-theoretic spectral analysis. Compared with the conventional approaches for collective motion dynamics with unknown governing equations (e.g., using a DMD variant [46] ), we adopt Hankel DMD, which has strong theoretical support to understand the biological systems as dynamical systems or a phase model. In this study, we confirmed that the theoretical requirements are satisfied for locomotion data from the viewpoint of the convergence of estimation error. Although other locomotion studies obtained phase descriptions using local joint angles [47, 48, 49, 13] or a global one [50] , in this study, we obtain global phase descriptions with various frequencies from locomotion data at various speeds. Furthermore, we examine the difference and similarity between the conventional and our approaches by investigating the extracted dynamical information on the conventional coordinative structures.
The purpose of this research is to clarify the dynamical properties of coodinative structures in periodic data with (partly) unknown and redundant dynamics by a data-driven spectral analysis of nonlinear dynamical system called Hankel DMD. The remainder of this paper is organized as follows. In Results section, we present the results of an application of (Hankel) DMD on actual human locomotion and for validation, on the simulation data of a double pendulum (has explicit analytical solutions) and a walking model (has explicit governing equations). In Discussion section, we follow up with discussions and conclusions.
Finally, we describe Materials and Methods including the experimental setups, the background of Koopman spectral analysis, various DMDs including Hankel DMD, and the simulation setups. reconstruction error which are commonly used in non-orthogonal dimensionality reduction methods (for details, see Materials and Methods). VAF was also similar to the previous work in which on average the first two principal components accounted for more than 99% of the data (the mean reconstruction error for all walking speeds in three components is 0.0243 ± 0.0043). 
Results

Decomposition of segmental angles
Convergence and embedding dimension of Hankel DMDs
Next, we quantitatively validated that Hankel DMDs are applicable to human walking data. To compute both Hankel DMDs, we need to determine the dimension p of truncated SVD (or the number of Koopman eigenvalues) and the dimension m of delay embedding (for details, see Materials and Methods).
Theoretically, Hankel DMDs with sufficient m obtain Koopman eigenvalues and eigenfunctions for a limit cycle [36] . As will be mentioned in Materials and Methods, we selected the dimensions m and p by considering the convergence and the avoidance of fitting to higher-frequency dynamics. First, from the perspective of the convergence, we investigated the sufficient m and p in Hankel DMDs with larger m and p converged to a certain error. In particular, the effect of m seemed to depend on walking speed (i.e., a higher speed or shorter gait cycle converged faster with an increase of m), but that of p did not seem to be independent of the walking speed if m is sufficient. We selected p = 50 and m = T, 2T for column-and row-type Hankel DMDs.
One gait cycle for each velocity is shown in (a-c) top.
DMD (Koopman) eigenvalues
Next, we show that Hankel DMDs can extract the dynamical properties regarding temporal frequencies behind intersegment angles during locomotion. correspond to ω 1 , ..., ω 5 ) . We computed the argument of the complex-valued Koopman eigenfunction θ = ∠φ l as shown in [36] . For clarity, we aligned the initial phases to near-zero values by the time-shift for all the eigenfunctions. with the increase of the walking speed, such as the boundary between blue and red at the bottom in the plots of ω 1 (but not the boundary between red and yellow). One of the possible reasons may be the decrease in the proportion of stance phase (the earlier phase in this case) and the increase in the proportion of swing phase (the later phase) as the walking speed increases [52] . This would be generated from the faster flexion/extension of the three joints as illustrated such as in [53, 54] . We also discuss this point further below.
Next, we quantitatively evaluated our results by comparing them to the eigenfunction obtained from another method called Fourier (or harmonic) average [38] . Fourier average requires a prior knowledge of the frequency (in this case, the accurate harmonic frequencies of the gait frequency) and the Koopman eigenfunction φ l computed via Fourier average was the ideal oscillator without the growth/decay dynamics. We adjusted the initial phases of the Koopman eigenfunctionφ l to those of φ l . The mean differences of two methods among all the time and sequences were small: for ω 1 , . . . , ω 5 among all speeds and participants, they were 0.0281±0.0117, 0.0120±0.0059, 0.0068±0.0033, 0.0021± 0.0015, and 0.0025 ± 0.0013, respectively. We also visualized the time-evolving behavior of the phase for the double pendulum and walking model simulation data in Fig S7. 
Discussion
The objective of this study was to reveal dynamical properties of coodinative structures in biological periodic systems with unknown and redundant dynamics by a data-driven spectral analysis of dynamical systems (i.e., Hankel DMD). In this section, for each paragraph, we discuss the results of the extracted harmonics of gait frequencies, the comparison with the conventional coordinative structures, the extracted properties as dynamical systems, and the future perspectives. We then follow up with conclusions.
First, we extracted the harmonics of the gait frequency for various walking speeds in Fig 6. Especially, both column-and row-type Hankel DMDs extracted the distinct first to fifth harmonics compared with other DMD methods. In general, a periodic function that satisfies Dirichlet's conditions can be expanded in the harmonic trigonometric functions with constant offset (e.g., [55] ). Regarding (approximately) linear systems, for example, the double pendulum with a small initial condition in Fig S5, indicates only obvious frequency spectra. However, for nonlinear periodic systems, the strength of the spectra of the harmonics is not obvious, whereas the existence of the harmonics is obvious. Although the harmonics during gaits has been previously observed such as in ground reaction forces [56] and head movements [57] , there is a possibility of measurement noise to generate the harmonics of the gait frequency [58] . Then, we compared the results of walking model simulation without the measurement noise, and confirmed the similar harmonics in Fig S6, suggesting that the harmonics would be generated from the interactions of multi-link and with environments (e.g., a ground and gravity) rather than the measurement noise. For such a redundant dynamical system, the equations of motion of the link model (described in Materials and Methods) become complicated as the model approximates a human. The datadriven method in this study to extract the dynamic properties of the coordinative structures would be beneficial for the understanding of the underlying dynamics.
Compared with the conventional coordinative structures, Hankel DMDs extracted dynamical properties behind the data. The conventional SVD-based method, which projects data on a low-dimensional subspace with orthogonal basis fitted by the data, showed better performance in terms of reconstruction error than DMDs but did not extract dynamic properties. These two approaches have different strengths and cannot be fairly compared. Instead, we can comprehensively understand the coordinative structures extracted by the two approaches. Then, we here visualized the relation between coordinative structures by SVD-based method (Fig 8a and b) and column-type Hankel DMD (Fig 8c-g) . The variance along the third axis (PC3 in Fig 8b) in the space spanned by three principal directions using SVD indicates the deviation from the existing two-dimensional plane [10, 21, 22] . Also in the harmonic frequencies obtained by column-type Hankel DMD in Fig 8c- g, the deviation in the PC3 axis was smaller (on average among all harmonic frequencies, participants, and speeds, maximal absolute deviation was 0.0159 ± 0.0101) than that of SVD (0.1469 ± 0.0251).
These results indicate that the reconstructed dynamics from Hankel DMD with the harmonic frequencies also lie in the conventional low-dimensional subspace.
However, it should be noted that a similar spatial structure on the plane among various walking speeds did not mean the similar phase of the limit cycle, as shown in Fig 7. In other words, the conventional SVD-based method (e.g., [59, 28] ) often normalized the time series to obtain consistent results, but this loses information on time or phase of the limit cycle. In general, at high harmonic frequencies, normalized time-series seems to be delayed when walking speed increases (but actually advanced because of the higher gait frequency or shorter gait cycle) as shown in Fig 9. Our approach using operator-theoretic spectral analysis can be useful because it can define the phase in terms of the underlying nonlinear dynamical systems. To investigate the dynamical properties of the underlying dynamical systems such as a limit cycle, our approach has advantages because it can estimate Koopman eigenvalues (frequency or decay/growth rate), eigenfunctions (projection from data space to latent state space), and DMD modes (spatial coefficients).
For understanding biological redundant systems as dynamical systems, it should be noted that the governing equations including neuro-musculo-skeletal dynamics are often partly unknown, which would be different from most of the known physical systems. In this case, as discussed above, a data-driven approach such as used in this study would be effective. Other data-driven approaches may be also effective such as curve fitting using the dictionary of the basis functions (e.g., [60] ), and actually, researchers have applied a sinusoidal curve fitting to the intersegmental coordination during locomotion [61] . Meanwhile, our approach is the data-driven operator-theoretic spectral analysis of nonlinear dynamical systems without prior explicit knowledge. We adopted this approach with the assumption that there are underlying dynamical systems or limit cycles behind the segmental angles during locomotion. In limit cycles, phase description has been developed for locomotion such as using local joint angles [47, 48, 49, 13] or right heel-contact cycle as global description [50] . Compared with these studies, we extracted global phases at the gait frequency and at additional harmonic frequencies in a data-driven manner. However, although we can interpret that the double harmonic frequency may relate to a one-step movement (because one gait cycle includes two steps) and higher harmonic frequencies may relate to the impact and/or absorption of the foot contact, we currently did not provide strict mechanical interpretations.
Further studies would be needed at least from three perspectives. One is the application to a control problem using forward simulations. The global en-trainment among the neuro-musculo-skeletal system and the environment during locomotion should be further investigated by neuro-musculo-skeletal simulations with neural inputs such as central pattern generator [4] and reflex action [8] by feedback from environments. These will contribute to the understanding of the above mechanical interpretation of the harmonic frequencies. Second is related to our assumption that the walking dynamics is on a limit cycle. Actually, walking is sometimes not an ideal cyclic motion; thus we need a method adapting to rhythm shift and perturbation (observed as a phase reset in [47, 50, 48] and a phase locking in [49] ). Our approach can theoretically describe an asymptotic phase in asymptotically stable dynamical systems [38, 36] ; therefore, it will be possible to apply it to the perturbed or more complicated locomotion [62, 63] . Third is the variation within/among participants. Although this study basically investigated the difference among walking speeds, this dynamics directly related to the gait (and harmonic) frequency. Comparison with other types of locomotion, or other specific participant groups will contribute to the understanding of the redundant and unknown human motor systems as dynamical systems.
In conclusion, we applied data-driven and operator-theoretic spectral analysis to intersegmental angles during human locomotion, which can extract coordinative structures based on dynamic properties and obtain a phase reduction model. We adopted Hankel DMD, which theoretically yields the eigenvalues and eigenfunctions of composition (Koopman) operator by augmenting finite data. First, we extracted characteristic harmonic frequencies from intersegmental angles during human walking at various speeds. Second, we discovered the speed-dependent time-evolving behaviors of the phase on the conventional low-dimensional coordinative structure by estimating the eigenfunctions. We also verified our approach using the double pendulum and walking model simulation data. Our approach contributes to the understanding of unknown and redundant periodic phenomena of living organisms from the perspective of nonlinear dynamical systems.
Materials and Methods
Participants
Ten healthy men (age: We defined one gait cycle as the time between the initial right heel contact and the next right heel contact in a previous method [64] . We primarily used one gait cycle for the analysis (for details, see Hankel DMD subsection). Similarly, we defined gait frequency as the reciprocal number of a gait cycle. We defined six elevation angles (Fig 1a and b: right and left feet, shanks, and thighs).
Our selection of elevation angles was based on the assumption that changes in elevation angles are more stereotypical than relative angles [10, 51] . To prepare to extract coordinative structures, we computed mean postures by averaging the elevation angles over a gait cycle and subtracting them from elevation angles for each segment angle [59, 28] . For the subsequent analysis, we primarily used three angles (right feet, shank, and thigh) to compare the conventional coordinative structures (e.g., [10, 51] ), but when we simulated the following five-link biped model, we used four angles (right and left shanks and thighs). We divided all data into validation and test datasets including both 10 sequences. We used the validation dataset in the following procedure of determining the parameters of Hankel DMD. Thereafter, we performed all of the remaining analysis using the test dataset.
Conventional decomposition method based on SVD
The conventional intersegmental coordination (also called kinematic synergies) was extracted from the pre-processed elevation angle time-series matrix Θ ∈ R d×τ (d = 3, 4 and τ is the time length) by SVD [59, 28] . We call it SVD-based method in this study. The conventional two-dimensional coordinative structure (i.e., a plane) in three-dimensional angle space [10, 21, 22] can also be extracted by the same procedure. By applying SVD to the processed elevation angle matrix, the matrix was decomposed into the intersegmental coordination z j and the temporal coordination (λ j v j ) T such that
where p is the number of intersegmental coordination (0 ≥ p ≥ d). Intersegmental coordination z j represents the principal groups of the jth simultaneously active segmental group, and temporal coordination λ j v j indicates the activation patterns of jth intersegmental coordination. To evaluate the dimension of the reduction or determine the number of intersegmental coordination, researchers used the cumulative contribution ratio using eigenvalues (e.g., [59, 28] ) because of the orthogonal decomposition. However, in this study, to compare with non-orthogonal decomposition methods such as DMD, we adopted VAF which is commonly used in non-orthogonal dimensionality reduction such as non-negative matrix factorization [65] in muscle activity. VAF is defined as the square error of the reconstructed data and the original data such that
where · F is the Frobenius norm. There are some procedures to determine the number of dimensions of the structure based on such as VAF, but for comparison with DMDs, we set p = 2 for the actual human locomotion and pendulum simulation data and p = 3 for the walking model simulation data. Moreover, for comparison with DMDs, since the augmented data dimension is variable in Hankel DMD, the absolute reconstruction error is defined as (1/dτ )
where θ i,t andθ i,t are scalar components of Θ andΘ = p j=1 z j (λ j v j ) T at dimension i and time t, respectively.
Koopman spectral analysis and variants of DMDs
Here, we first briefly review Koopman spectral analysis, which is the underlying theory for DMD, and then describe the basic DMD procedure. First, we consider a nonlinear dynamical system:
Koopman operator, which we denote by K, is a linear operator acting on a scalar observable function g : M → C defined by
where g • f denotes the composition of g with f [29] . That is, it maps g to the new function g • f . We assume that K has only discrete spectra. Then, it generally performs an eigenvalue decomposition: Kϕ j (x) = λ j ϕ j (x), where λ j ∈ C is the j -th eigenvalue (called the Koopman eigenvalue) and ϕ j is the corresponding eigenfunction (called the Koopman eigenfunction). We denote the concatenation of scalar functions as g := [g 1 , . . . , g d ] T . If each g i lies within the space spanned by the eigenfunction ϕ j , we can expand the vector-valued g in terms of these eigenfunctions as g(x) = ∞ j=1 ϕ j (x)ψ j , where ψ j is a set of vector coefficients called the Koopman modes. Through the iterative applications of K, the following equation is obtained:
Therefore, λ j characterizes the time evolution of the corresponding Koopman mode ψ j , i.e., the phase of λ j determines its frequency and the magnitude determines the growth rate of its dynamics.
Among several possible methods to compute the above modal decomposition from data, DMD [32, 33] is the most popular algorithm, which estimates an approximation of the decomposition in Eq 
, where * is the conjugate transpose. Thereafter, we perform eigendecomposition ofF ∈ C p×p to obtain the set of the eigenvalues λ j and eigenvectors w j . Then, we estimate the Koopman modes in Eq. 3:
In this study, we consider real-valued input matrices X, Y ∈ R d×τ , whereas DMD can be applied to complex-valued matrices. Even if we use the real-valued input matrices, sinceF is usually a non-Hermitian matrix (in a real-valued case, an asymmetric matrix), eigenvalues and eigenvalues (then, DMD modes) are often complex. Therefore, we used the absolute value of ψ i,j , which is a component of ψ j for i = 1, . . . , d, for representing the spatial weight of the intersegmental coordinative structures. Eigenvalue λ j is transformed into temporal frequency ω j such that ω j = ln(λ j )/2π∆t, where ∆t is a time interval of the discrete time system. Time dynamics of jth mode, which corresponds to the temporal coordination in SVD-based method, is defined as exp(ω j t/2π)b 0 , where b 0 = ψ † j y 0 [67] and ψ † j is the pseudoinverse of ψ j . For comparison with SVD-based method and Hankel DMD, the absolute reconstruction error is defined
where θ i,t andθ i,t are scalar components of Θ andΘ = p j=1 ψ j λ t j b 0 at dimension i and time t, respectively. In addition, we defined VAF in the same way as the case of SVD-based method.
We also examined another popular DMD implementation called companionmatrix DMD (the name is based on [36] ). Companion-matrix DMD, originally developed in [32] , is a more straightforward formulation than exact DMD, but sometimes numerically unstable. Algorithmically, the number of DMD eigenvalues p in exact DMD is limited to the data dimension d if d τ such as in this case, whereas that in companion-matrix DMD is limited to the time length τ in this case (note that DMD algorithms basically compute pairs of complex conjugate eigenvalues or dynamic modes). This property in exact DMD suffers from the problem when we use some biological data including more dynamic modes than the data dimension such as multi-link motion in this study. Theoretically, each observable function g i should lie within the space spanned by the Koopman eigenfunction ϕ j , i.e., the data should be rich enough to approximate the eigenfunctions. However, in basic DMD algorithms naively using the obtained data such as both exact and companion-matrix DMD, the above assumption is not satisfied such as when the data dimension is too small to approximate the eigenfunctions.
Then, there are several algorithmic variants to overcome such problem of the original DMD such as the use of a dictionary of basis functions (e.g., [68] ), a formulation in a reproducing kernel Hilbert space [69] . These methods work well when appropriate basis functions or kernels are prepared; however, it is not always possible to prepare such functions if we have no prior knowledge of the underlying dynamics. Another variant has been recently developed using nonlinear transformation in a neural network framework (e.g., [70] ), which does not need prior knowledge about the observable function. However, in this study, we assume that the dynamical system behind the angle series data during walking is a limit cycle, which is a relatively tractable class in dynamical systems. Thus, we adopt a more straightforward approach without nonlinear transformation according to the previous work including a limit cycle [71, 36] or unknown dynamics such as [35, 34] . Hankel DMD [36] is also a variant of DMD applied to delay embedding matrix, which can theoretically yield Koopman eigenvalues and eigenfunctions. The Koopman eigenfunction provides linearly evolving coordinates in the underlying state space and can describe the phase in (asymptotically) stable dynamical systems [38, 36] . Therefore, we adopted Hankel DMD, as described in the next subsection.
Hankel DMD
Here, we introduce Hankel DMD and explain the procedure in this study.
Hankel DMD uses the Hankel matrices of data in the forms of 
for i = 1, 2, . . . , d, where y t,i is a component of vector y t ∈ C d for t = 0, . . . , τ .
Although in [36] the scaling factors were computed for normalizing the norms of the observables, the segmental angles in this study were not extremely large or small for each other (Fig 1b) ; thus we did not use the scaling factors. Next, we form the concatenated matrices:
Then, we compute the truncated SVD:
as the exact DMD procedure. Thereafter, we perform eigendecomposition ofF H ∈ C p×p to obtain the set of eigenvalues λ j and eigenvectors w j for j = 1, ..., r. A set of λ j s approximates the Koopman eigenvalues. We call it row-type Hankel DMD. Conventional Hankel DMD modes are given by:
H w j ∈ C m×p . From [36] , the conventional Hankel DMD mode χ j converges to the Koopman eigenfunctionsφ j , which are the columns of χ j corresponding to the focused dynamics, if m is sufficiently large. We compute this row-type Hankel DMD for estimating Koopman eigenfunctions corresponding to one-dimensional dynamics. For extracting the coordinative structure among observables (e.g., segmental angles), we have a problem that the conventional Hankel DMD modes χ j ∈ C m×p cannot directly compute the coordinative structure between elements of a vector-valued observable (e.g., segmental angles). Then, we need to define row-type Hankel DMD modes regarding original observables (no duplication by delay embedding). Note that in general, we have several choices to define DMD modes (e.g., reviewed by [36] ) in which the mode and the estimated value of Koopman eigenfunctions (here we denoted ϕ j ∈ C m and ψ * j X H1 ∈ C nd , respectively) satisfy ψ * i ϕ j = δ ij (δ ij is the Kronecker's delta). Then, since conventional Hankel DMD mode χ j is here used as eigenfunctionφ j , we defined the complementary quantities, i.e., the row-type Hankel DMD modes, from the vector corresponding to the conventional eigenfunction value ψ * j X H1 ∈ C nd satisfying ψ * i χ j = δ ij . Finally, we selected the row-type Hankel DMD mode regarding original observables (without duplication) from ψ * j X H1 by picking up the values corresponding to the initial value for each dimension.
The coordinative structure, can be computed in a more straightforward way as follows. We define the concatenated matrices as input matrix of Hankel DMD such that
We call it column-type Hankel DMD, which is similar to the method such as used in [35] with delay-coordinated matrices. For the above procedures, we can compute column-type Hankel DMD modes and eigenvalues in the similar procedure as exact DMD. However, column-type Hankel DMD modes duplicate by the delay embedding; thus, when we compare with basic DMDs and SVDbased method, we picked up the Hankel DMD modes without the delay for each dimension. Note that it is difficult for column-type Hankel DMD to estimate a one-dimensional eigenfunction for each dynamics from the viewpoint of phase model. VAF and reconstruction error were also computed in the same procedure above. We set the time length n to one gait cycle T frames, in order to compare the result of the previous works in walking intersegmental coordination such as [51, 59] . In [36] , it was mentioned that a few hundred samples would be enough to determine the Koopman eigenvalues of periodic systems with high accuracy;
thus, we fixed n = T and selected other parameters p and m as the following procedure.
For both types of Hankel DMDs, we need to determine the dimension p of truncated SVD and the dimension m of delay embedding. In this study, we determined p and m by considering both the convergence of Hankel DMDs as spectral analysis of a Koopman operator and the avoidance of fitting to high-frequency dynamics. It should be noted that although we performed crossvalidation widely used such as in statistics and machine learning area, it conflicted with the above criteria, which is shown as an independent numerical experiment in Appendix A. Again, we divided data into validation and test datasets, and used only the validation datasets for the determination of p and m.
First, from the viewpoint of the convergence [36] , the dimension p of truncated SVD theoretically converges to the dimension of the Koopman invariant subspace k if m → ∞. Practically, the previous work [36] used the hard threshold of SVD (1e-10). Another study in a similar algorithm [72] used the optimal hard threshold of SVD [73] when the noise level is unknown. Note that, obviously, the threshold of SVD is directly related to the dimension p of truncated SVD. For the dimension m of delay embedding, theoretically, sufficient m can approximate DMD modes to Koopman eigenfunctions (the necessary condition is obviously m > k + 1) [36] . However, the effect of p (or the SVD threshold) and m on the convergence is not unclear in the actual locomotion data. Therefore, we examined various ps and ms to find the sufficient (not optimal) p and m using the validation dataset as a guide for the biological studies. Here, we used the convergence of the reconstruction error (defined above) for investigating the convergence of the estimation error of Koopman eigenvalues and modes.
Second, from the viewpoint of stably obtaining the desirable DMD results, we empirically know that Hankel DMDs with too large m and p generate eigenvalues with too high frequencies.
This may cause undesirable fitting to too high-frequency dynamics (i.e., DMD compute too large coefficients of the high-frequency dynamics) which should not be realistically considered. Thus, we visually selected certain m and p as small as possible while satisfying the condition in which the error converges.
For auxiliary information, it should be mentioned that there can be other approaches to determine m. In dynamical systems, determining delay embedding dimension has been discussed (e.g., reviewed by [74] ) such as using false nearest neighbors [75] as used in the analysis of joint angles during locomotion [76] .
However, these approaches can be directly applied to dynamical systems but may not be guaranteed to be suitable for DMDs. Among the approaches for nonlinear dynamical systems to fit the data to basis functions (e.g., [60] ), the study by [77] used Akaike information criteria [78] after sparse identification.
However, again, we did not choose m and p from the perspective of minimizing the generalization error; thus, we did not use any information criterion.
Double pendulum simulation
As a validation of our approach using a physical phenomenon with a multi-link structure which obeys known ordinary differential equations with analyticallyobtained frequency modes, we used a double pendulum model. Generally, the motion of a double pendulum is chaotic, but this study used a small initial condition and then the equation can be linearized and obtained two eigenfrequencies.
For simplicity, we considered a double pendulum consisting of two pendulums with the same length l and weight m attached end to end, as shown in Fig 1c. Parameters θ 1 and θ 2 are also in Fig 1c ( we set m = 1 kg and l = 1 m). The governing equations are as follows:
.
For small initial conditions (we set θ 1 = θ 2 = π/8 andθ 1 =θ 2 = 0), we obtain approximated linear systems
By solving the secular equation, we analytically obtain two eigenfrequencies 2 ± √ 2 g/l. We verified our approach using the simple model with explicit governing equation and frequency modes. In the simulation, the time step and the duration were set to 1/20 s and 500 s in total. We set the analyzed interval to 160 time points based on Fig 1d ( here, we did not use the information of the true frequencies). Similarly to the actual locomotion data, we divided all data into a validation dataset (10 sequences) for determining the parameters of Hankel DMDs and a test dataset (10 sequences) for the remaining analyses.
Walking model and simulation
Next, to understand the equations of motion in locomotion and to verify our approach using a model simulation data with explicit governing equation (without noise) but with unknown frequency modes, we describe a simple human multi-link model. First, we describe a general overview of the dynamics, and indicate that the gait dynamics can be partly approximated to be a nonlinear function of the segmental angles θ. The dynamics of a multi-link model are derived in the following Lagrangian equations:
where D(θ) is a positive definite and symmetric inertia matrix, H(θ) is the matrix of a centrifugal and Coriolis terms, G(θ), θ,θ,θ are a gravity term, generalized coordinates, velocities and accelerations, respectively (more details can be found such as in [4] ). T is a generalized torque term, that has been complicatedly modeled in general but precisely unknown in actual humans.
Next, Eq. 7 can be transformed into the following form:
where f (θ) = D(θ) −1 (T − G(θ)) and g(θ,θ) = −D(θ) −1 H(θ)θ 2 . The results of previous work [20] in the numerical simulation showed that f (θ) g(θ,θ) .
In other words, f (θ) represents the absolute domination in the dynamics of the biped model. Therefore, gait dynamics can be approximately represented by function f (θ) = D(θ) −1 (T − G(θ)) along the phase portrait of θ. Hence, segmental angles are selected as the kinematic parameters, because the gait dynamics can be partly approximated to be a nonlinear function of the segmental angles, except for the torque term.
Next, as a walking model simulation for comparison with the actual walking data, we used a well-known five-link neural oscillator control model [4] for simplicity (again, here we used four angles: left and right thigh and shank angles). We used the cited body parameters and motion equations and set the constant input as 6. In the simulation, the time step and the duration were set to 10 −6 s and 120 s in total, but thereafter we employed the down-sampling into 100 Hz for the computation of DMDs. We set the analyzed interval to a gait cycle similarly to the actual human locomotion. We also divided all data into validation datasets (10 sequences) for determining the parameters of Hankel DMD and test datasets (10 sequences) for the remaining analyses. From the perspective of minimizing generalization errors, as an independent experiment of the main text, we also performed cross-validation to select p and m minimizing the estimation error. Note that the Hankel DMD procedure does not estimate (or train) any parameter. Then, again, we divided data into validation and test datasets, and used the validation datasets for the leave-one-out crossvalidation (LOOCV). Since p depends on m (column-type Hankel DMD: p ≥ min(md,n) and row-type: p ≥ min(m,n), we first determined m and then p to minimize the estimation error. However, we did not use the criteria to determine m and p, because too large m and p can decrease the generalization errors but may cause the undesirable fitting to the too high frequencies.
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Next, we show LOOCV results for various ms and ps using the box-plots.In to be related to the above m = T and the selected ps in LOOCV were larger than the above p = 50. The average LOOCV error for all velocities and participants was 0.0012 ± 0.0012 and 0.0015 ± 0.0007 in column-and row-type Hankel DMDs, respectively. For comparison with the above m and p, both average errors converged, but in Appendix 1 Figure 1 b and d, some ps were too high and we considered that it may cause the undesirable fitting to the high-frequency dynamics. Therefore, we did not select m and p using cross-validation. DMDs for the pendulum model (error in column-type: 0.0090 ± 0.0047, error in row-type:
0.0031 ± 0.0004) and p = 50 and m = T, 2T for the walking model (error in column-type:
0.0021 ± 0.0013, error in row-type: 0.0073 ± 0.0102). For the pendulum model, we set m to 20
and 100 in the column-type and row-type because of the rank deficiency and the computation of the Koopman eigenfunction, respectively. The other criteria were the same as those described in the main text. The analyzed interval (n) is shown in (a and b) top. (a) For the pendulum simulation, because of the two-dimensional data, we visualize the phase on the two-dimensional trajectories. (b) For the walking simulation data, similarly to the human walking data, we visualize the phase on the two-dimensional structure obtained by the conventional SVD-based method. For clarity, we aligned the initial phases to near-zero values by the time-shift for the all eigenfunctions. All trajectories start from the black dots. 
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