Abstract. We work with a λ-frame, which is an abstract elementary class endowed with a collection of basic types and a non-forking relation satisfying certain natural properties with respect to models of cardinality λ.
Statement of results

Theorem 1 (Main Theorem). Suppose that:
(1) λ is an infinite cardinal such that ♦(λ + 
Corollary 2. Suppose that:
(1) λ is an infinite cardinal such that ♦(λ + ) holds; (2) s = (K, K , S bs , ⌣ ) is a good λ-frame; (3) A ∈ K λ ; (4) p ∈ S bs (A). λ , we can fix some α < λ
Then there exist models C, D ∈ K λ such that
. Then b ∈ D \ C, and since the class of uniqueness triples is invariant under the isomorphism g, it follows that (C, 
Lemma 3. Suppose that:
(
satisfies the joint embedding property; 
The following Lemma provides for the existence of a non-forking extension over a model of cardinality λ + . It is somehow related to [JS13, Proposition 3.1.8]:
Lemma 4. Suppose that:
Then there exists q ∈ S bs >λ (N ) such that q does not fork over M and q ↾ M = p.
Notation and conventions
Throughout this paper, (K, K ) denotes an abstract elementary class (AEC; [JS13, Definition 1.0.3]) and λ denotes an infinite cardinal.
Generally, s = (K, K , S bs , ⌣ ) denotes a good λ-frame [JS13, Definition 2.1.1], though we will indicate in some instances that not all of the axioms are necessary.
Unless otherwise stated, models labelled with the letter M are in K λ and models labelled with the letter N are in K >λ .
Uniqueness triples
We begin with the following observation:
Lemma 5. Suppose that:
(1) λ is an infinite cardinal; 
Then there exist a model D ∈ K λ and an embedding g
Proof. We begin by arbitrarily fixing a model M * ∈ K λ isomorphic to C along with a witnessing isomorphism g
Applying the "extension axiom" ("existence of non-forking extension"; [JS13, Definition 2.1.1(3)(f)]) with M := g [A] , N := M * , and p, we obtain a type q * ∈ S bs (M * ) that does not fork over g [A] , such that q
, and
, 
We now show that D and g + are as sought. We have g * ↾ A = g and g
, so that
That is, g
and it follows from
, B) = p, completing the proof.
Definition 1. Suppose that:
(1) λ is an infinite cardinal;
We say that C witnesses the non-uniqueness of (g . In the particular case where g = id A , we may omit "with respect to (g, A)" and simply say that C witnesses the non-uniqueness of (A, B, a) .
We can define uniqueness triples in terms of the above definition in a way that is equivalent to [JS13, Definition 4.1.5]:
3,bs is a uniqueness triple if there is no C witnessing the non-uniqueness of (A, B, a) with respect to (id A , A). The class of uniqueness triples is denoted K 3,uq .
Lemma 6. Suppose that:
where M • witnesses the non-uniqueness of (g[A], B, a) with respect to (g, A), and f
PROOF of (2) USES EXTENSION AXIOM AND TRANSITIVITY of nonforking relation.
Intuitively, we may think of (M, N, a) ∈ K 3,uq as saying that N = cl(M ∪ {a}). The class of uniqueness triples is not closed under expansion of the ambient model, . . . . However, it is clear that uniqueness is preserved by isomorphisms, and the following result ensures that uniqueness is preserved when shrinking the ambient model: (A, B, a) . 
a) is a uniqueness triple, then so is
Proof. Suppose (A, C, a) is a uniqueness triple. In particular, tp(a/A, C) ∈ S bs (A). But tp(a/A, B) = tp(a/A, C) since a ∈ B K C, so that (A, B, a) ∈ K 3,bs . Fix M * ∈ K λ such that A K M * ,[M * ], M b ) = tp(g b 2 (a)/f b * [M * ], N b ) and tp(a/f c * [M * ], M c ) = tp(gh c : N c ֒→ N bc such that h b • g b 2 = h c • g c 2 and h b • f b * = h c • f c * . We now consider the embeddings h b ↾ M b : M b ֒→ M bc and h c ↾ M c : M c ֒→ M bc , and notice that h b • id B = h b • g b 2 ↾ B = h c • g c 2 ↾ B = h c • id B and h b • f b * = h c • f c
Proof of the main theorem
Proof of Main Theorem.
Step 1: As, in particular, p ∈ S na (N ), we begin by fixing some N • We say "the α-level predicted amalgamation exists" and N 2 * α is an α-level predicted amalgam; and
Definition 3 (Predicted amalgamation). Given an ordinal α < λ
Step 2: We shall build, recursively over α ≤ λ + , a sequence
, continuous sequences of embeddings; and satisfying the following for all α ≤ β ≤ λ + : • For β = α + 1, we consider two cases: 
and then the induction hypothesis gives that
In both cases, we obtain 
All that remains is to verify Clause (4), which follows from the combination of the following two claims:
Proof. Consider arbitrary β < λ + such that Ω β = h β . By condition (8) of the recursive construction, we see that Let Ω := h λ + and z := { h α | α ≤ λ + , rank h }. Clearly, Ω ⊆ H λ + and z ∈ H λ ++ , so that by our choice of the sequence Ω α | α < λ + , the following set is stationary in λ + :
Consider any β ∈ G, and we must show that Ω β = h β . Let M witness that β ∈ G. That is, M ≺ FO H λ ++ , z ∈ M, β = M ∩ λ + , and M ∩ Ω = Ω β . In particular, β is a nonzero limit ordinal.
For all α < β, by α, h α | α ≤ λ + ∈ M, it follows that h α ∈ M, and by M |= |h α | < λ + we have h α ⊆ M. Since β is a nonzero limit ordinal, it follows that h β = α<β h α ⊆ M ∩ Ω = Ω β .
Conversely, for any ordered pair (b, c) ∈ Ω β = M ∩ Ω, we have rank h (b, c) ∈ M, so that rank h (b, c) is an ordinal < β, and it follows that (b, c) ∈ h β . This completes the proof of the Main Theorem.
