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Clasificando información en sitios de CQA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 415
Contextos digitales para asistencia de los ciudadanos: enfoques de experiencia de usuario . . . . . . . . 421
Desarrollo de incumbencias en el modelado de la vista estática . . . . . . . . . . . . . . . . . . . . . . 426
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Redes de Sensores, Robots Móviles y Simulación en Sistemas de Tiempo Real . . . . . . . . . . . . . . 759
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aprendizaje colaborativo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 875
Diseño y construcción de objetos de aprendizaje basada en criterios de calidad . . . . . . . . . . . . . 881
Diseño y desarrollo de herramientas y entornos digitales para escenarios educativos h́ıbridos . . . . . . 886
EduScrum un Marco de Trabajo que puede Propiciar Aprendizaje Significativo . . . . . . . . . . . . . 893
Estudio de herramientas para la implementación de laboratorios remotos . . . . . . . . . . . . . . . . . 898
Experiencia de accesibilizar un MOOC considerando la plataforma y recursos multimediales . . . . . . 903
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MORALES, Maŕıa I.: 540.
MORALES, Martin: 695, 734, 82, 56.
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TARANILLA, Maŕıa Teresa: 181.
TARIFA, Enrique E.: 646.
TEJADA, Jorge Damián: 662, 739.
TERRENI, Luciana Gabriela: 373.
TESONE, Fernando: 440, 404.
TESTA, Oscar: 1003.
TETZLAFF, Tomás: 124.
TEXIER, Jose: 739, 881.
TEZE, Juan C.L.: 165.
THOMAS, Pablo: 400, 440, 404, 787.
TINETTI, Fernando G.: 686, 680, 759.
TOCONAS, Nancy: 550.
TODT, Carolina Mariana: 848.
TOLOSA, Gabriel: 224.




TORRES, Luis: 793, 814.
TORRES, M.: 92.
TORRES, Silvia V.: 351.
TORTOSA, Nicolás: 481.







URQUIJO, Ruben Ricardo: 763.
URRIBARRI, Dana K.: 292, 251.
UVA, Marcelo: 997, 491.
V
VALDEZ, Jorge Ceferino: 92.
VALERGA, Lucas Sosa: 251.
VALIENTE, Waldo: 12.
VARANDA PEREIRA, Maŕıa J.: 832.
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El desarrollo de las nuevas tecnologías como 
Internet de las Cosas (IoT) ha planteado 
nuevas formas de generar aplicaciones en 
pos de mejorar los servicios en las ciudades 
con un impacto directo en la calidad de vida 
de las personas y el medio ambiente. Este 
concepto está relacionado a ciudades 
inteligentes, seguridad y la gestión de las 
telecomunicaciones que interconectan 
múltiples dispositivos con una interacción 
humana mínima. Este trabajo se orienta a 
estudiar y proponer soluciones teniendo en 
consideración las arquitecturas necesarias, la 
cultura, los estudios de factibilidad técnico-
económicos, el uso de las TICs, los aspectos 
climáticos, las normativas locales o 
nacionales de uso de telecomunicaciones y 
espectro, entre otros aspectos relevantes para 
proponer frameworks de IoT que puedan ser 
transferidos al medio local.  
 
Palabras Clave: Internet de las cosas, 
Ciudades Inteligentes, Framework. 
 
CONTEXTO 
Este trabajo de investigación se desarrolla en 
el marco del proyecto “Análisis y 
Aplicaciones de Internet de las Cosas y 
Ciudades Inteligentes basadas en 
Telecomunicaciones y Seguridad” del 
Centro de Investigación Aplicada en TICS  
(CInApTIC) de la Universidad Tecnológica 




En la actualidad la integración de las 
Tecnologías de Información y de 
Comunicación (TICs) y las ciudades ha 
promovido nuevas formas de abordar 
necesidades humanas en sociedad y surgen 
conceptos como ciudad de la información, 
ciudad digital, ciudad inteligente e IoT [1].  
La ciudad inteligente surgió como una 
solución para abordar los desafíos que 
surgen con el crecimiento de la urbanización 
y la población. Sin embargo, el concepto de 
ciudad inteligente todavía está 
evolucionando y no se ha incorporado en 
todo el mundo debido a barreras 
tecnológicas, económicas y 
gubernamentales [1] [2].  
En un sentido más amplio, IoT fue el 
resultado de la evolución de las 
telecomunicaciones y la electrónica que 
conectan millones de dispositivos, los 
avances tecnológicos, las redes inalámbricas 
de sensores (WSN) y las interacciones 
máquina a máquina (M2M) [3] [4] con 
mínima intervención humana es el principio 
de facto de IoT [5]. Además, los dispositivos 
conectados entre sí comparten información y 
tienen acceso a información autorizada de 
otros dispositivos para luego tomar de 
decisiones contextuales sobre determinada 
situación o problema [6].  
Es así que este proyecto, como objetivo 
general, se orienta a desarrollar frameworks 
o modelos de Internet de las Cosas y 
Ciudades Inteligentes en base a estudios e 
identificación de atributos sobre 
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telecomunicaciones, seguridad y tecnología 
que puedan aplicarse a la región. 
Objetivos específicos 
1.      Analizar las arquitecturas y protocolos 
usados en IoT y Ciudades Inteligentes. 
2.      Analizar las técnicas de seguridad para 
los modelos estudiados 
3.      Desarrollar escenarios de prueba y 
generación de aplicaciones. 
4.     Generar posibles transferencias al medio 
local y/o proponer modelos de estudio para 
nuestras investigaciones. 
5.    Desarrollar prototipos de IoT en base a 
estándares y adaptarlos al medio regional. 
 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Las líneas de investigación que se abordan 
en el proyecto están vinculadas con:  
● Frameworks genérico de 
captación y presentación de datos: 
Consiste en el desarrollo del 
framework que pueda ser adaptado a 
diferentes situaciones del medio 
local. 
● Arquitectura de redes de 
información para IoT: Para el 
diseño de un detector de anomalías 
sobre IoT. 
● Inteligencia Artificial: Se realizará 
un análisis de las técnicas de 
Machine Learning, con el objetivo de 
seleccionar la mejor opción para la 
implementación en el módulo de 
detección de anomalías. 
● Seguridad de IoT: Se analizarán los 
ataques de seguridad y anomalías 





Los resultados obtenidos en el proyecto 
podrán ser utilizados en las siguientes áreas 
del conocimiento: 
A) Arquitecturas de redes de Información 
para IoT. El relevamiento y análisis de las 
 
1 (REMIND) de Horizonte2020 https://remind-
research.com/ 
nuevas tendencias de redes de información 
de corto y amplio rango, conllevará a 
publicaciones científicas y transferencias al 
medio local o regional. Esto propiciará el 
contacto con investigadores de nivel 
internacional y nacional de otras 
instituciones para posibles intercambios de 
experiencias como el que se está llevando a 
cabo con el proyecto REMIND de la Unión 
Europea1. 
B) Programación y pruebas de diversos 
dispositivos usados para IoT y ciudades 
inteligentes como sensores y equipos de 
telecomunicación entre ellos sin 
intervención humana y que ayude a la toma 
de decisiones y mejore la gestión que lo 
utilice. 
Una vez finalizado el proyecto generará 
nuevo conocimiento y aplicaciones que 
pueden ser transferidos tanto a entornos de 
investigación como diferentes entornos 
organizacionales o empresas del medio. En 
este sentido se pretende impulsar el 
intercambio de conocimiento con 
investigadores de otras instituciones, 
asistencia a eventos científicos, elaboración 
de publicaciones científicas, estancias de 
investigación en el exterior, convenios de 
transferencia, etc. 
Hasta el momento se ha obtenido un 
prototipo del modelo o framework que se 
denomina SiMo (Sistema de Monitoreo). 
Este engloba tecnologías e infraestructura 
para hacer frente a soluciones para IoT. Esto 
permite la creación de un ecosistema 
interconectado en donde el uso de recursos 
convencionales aumenta en eficiencia 
gracias a la aplicabilidad de la tecnología. 
SiMo permite la integración de múltiples 
dispositivos hardware, entre ellos sensores y 
actuadores para la captación de datos de 
acuerdo con los parámetros que mejor se 
ajusten a las necesidades de los usuarios y 
escenarios de trabajo. Además, permite 
personalizar distintas configuraciones para 
cada uno de ellos y posteriormente obtener 
los datos para almacenarlos y a su vez 
controlar objetos (como sensores, 
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actuadores, equipos, etc.) de manera simple 
y amigable para que puedan cooperar entre 
ellos para alcanzar objetivos en común. 
SiMo, se encuentra dividido en dos grandes 
módulos: SiMoW (SiMo Web) y SiMoRa 
(SiMo en Raspberry), dedicados a tareas 
puntuales que hacen en su totalidad a la 
solución final.  
Ambos módulos están diseñados para 
trabajar en conjunto, como se observa en la 
Fig. 1. Todos los parámetros de 
configuración y funcionamiento de SiMoRa 
pueden ser seteados y consultados desde 
SiMoW, mediante el uso de REST API [7]. 
El desarrollo del Framework se basa en un 
diseño de desarrollo de software siguiendo 
una arquitectura de capas, permitiendo 
añadir nuevas funcionalidades según se 
necesite, para trabajar sobre diversos 
escenarios, siendo totalmente transparente al 
usuario. Esto facilita la escalabilidad y 
adaptabilidad a las necesidades de cualquier 




Fig. 1. Framework SiMo con módulos (A) 
SiMoW y (B) SiMoRa 
 
En cuanto a las transferencias al medio 
existen dos líneas abiertas: 
A) El primer sistema se basa en crear una red 
de estudio meteorológico y ambiental sobre 
42 puntos distribuidos en toda la provincia. 
La medición se hará en los nodos de fibra 
óptica provinciales y los datos serán 
enviados a un centro de procesamiento en la 
ciudad de Resistencia. 
B) Sistemas de Telecomunicación con 
LORA y dispositivos IoT mediante convenio 
a realizarse con la empresa YEAP. Se basa 
en un sistema de sensores para estudio de 
condiciones ambientales en espejos de agua 
o lagunas de Resistencia Chaco.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Con el proyecto se pretende contribuir a la 
formación de recursos humanos desde 
diversas áreas: 
● Formación de becarios: El proyecto 
cuenta con la participación de 
alumnos becarios del último año de 
la carrera de Ingeniería en Sistemas 
de Información que están realizando 
su práctica supervisada. 
● Alumnos de la carrera de 
Ingeniería en Sistemas de 
Información: Se prevé realizar 
actividades de actualización y 
talleres con alumnos de las cátedras 
del área de redes de información, 
comunicaciones y seguridad 
informática. Además, por las propias 
características de los temas que 
involucra el proyecto se pueden 
realizar actividades en cátedras como 
inteligencia artificial. 
● Formación de jóvenes 
profesionales: Se prevé la 
incorporación de jóvenes 
profesionales de Ingeniería en 
Sistemas de Información con la 
intención de seguir con una carrera 
en investigación universitaria. Los 
cuales pueden incorporarse en 
carácter ad-honorem al proyecto o a 
través de becas de iniciación en la 
investigación. 
● Formación de postgrado: A partir 
de las líneas de investigación 
desarrolladas en el proyecto se prevé 
que el Ing. Diego Bolatti finalice su 
doctorado mediante una tesis 
vinculada a este proyecto. 
● Equipo de trabajo: 
- Director:  
▪ Gramajo, Sergio. 
- Investigadores de apoyo: 
▪ Bolatti, Diego 
▪ Scappini, Reinaldo 
▪ Karanik, Diego 
- Becario alumno:  
▪ Todt, Carolina 
▪ Federico Aguirre 
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Resumen
Cualquier  implementación  SoC
(System  on  Chip)  que  incluya  algún
procesador embebido debe pagar regalías
(royalties)  a  través  de  la  compra  de  la
propiedad  intelectual  o  de  la  licencia
arquitectural.  Es  de  gran  importancia,
para  superar  las  brechas  en  el  diseño  e
implementación, la idea de introducir una
interfaz  Software/Hardware  abierta  (ISA
abierta) RISC V, que sea una realidad, no
sometida  a  regalías.  En 2010 nació  una
iniciativa en la Universidad de California
en Berkeley para desarrollar el procesador
RISC-V  de  ISA  abierto  y  público  que
elimina la mayor parte de las restricciones
impuestas  por  los  ISAs  propietarios.  El
objetivo del proyecto de investigación es
centrarse  en  los  Procesadores  Docentes
(ProcDoc-RV),  en  línea  con  los  autores
Paterson  y  Hennesy,  y  en  los
Procesadores  sencillos  (Micro-RV),
orientados a aplicaciones embebidas, para
actividades  de  investigación,  análisis  y
simulación  arquitectónica,  a  fin  de
determinar  métricas  cualitativas  y
cuantitativas  de  rendimiento  de  dichos
Procesadores.  Este  documento  se
corresponde  con  el  proyecto  PID  sobre
RISC  V,  de  la  UTN  Mendoza,  en
articulación  con  la  Universidad  de
Zaragoza (España), que se espera fomente
la  difusión de la  temática,  y una mayor
innovación  en  el  desarrollo  e
implementación  de  productos
electrónicos, se puedan compartir diseños
y  lograr  accesibilidad  a  usuarios  en
general (y para aplicaciones específicas),
solucionar problemas sin realizar grandes
inversiones, y cualificar profesionales en
el área.
El  personal  principal  relacionado  a  esta
línea de investigación son docentes de la
UTN Mendoza,  y  de  la  Universidad  de
Zaragoza,  en  las  Cátedras  afines  a  las
Arquitecturas de Computadoras.
Palabras clave: RISC, CISC, RISC V,
ISA Abierto
Introducción
 En  2010  nació  una  iniciativa  en  la
Universidad  de  California  en  Berkeley
para desarrollar el procesador RISC-V [1]
de ISA abierto y público que elimina la
mayor parte de las restricciones impuestas
por los ISAs propietarios.
Existe un proyecto interuniversitario y
participativo  empresarial  en  Europa
consistente  en:  ´Red-RISC-V:
Investigación, formación y prospectiva en
sistemas RISC-V” [2], en el cual participa
la Universidad de Zaragoza y ha servido
para  la  articulación  y  presentación  del
presente proyecto a través de un convenio
entre  esa  universidad  y  la  UTN-FRM,
aunque  en  este  caso  aplicado
específicamente  sobre  los  Procesadores
docentes y los Procesadores sencillos de
RISC-V. 
RISC-V  tiene  respaldo  de  la
comunidad académica  internacional,  con
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numerosos  grupos  activos  en  EEUU  y
Europa. 
Contexto
El software abierto es ya una realidad que
ha  facilitado  enormemente,  tanto  su
propia  evolución,  como  su  uso  y
adaptación  para  aplicaciones  específicas
sin mayores inversiones que las de contar
con profesionales cualificados. 
Desde  la  misma  perspectiva,  se  puede
afirmar  que  en  la  actualidad  es  difícil
encontrar  algún producto electrónico,  en
cualquier  escala,  que  no  incluya  un
procesador.  Mientras  que  existen
múltiples  procesadores  comerciales  para
el desarrollo de sistemas Hw/Sw, la gran
mayoría  de  ellos  son  núcleos  con  el
repertorio de instrucciones (ISA) cerrado,
protegido  y propietario,  cuya  utilización
está  sometida  a  caras  licencias  de
explotación  o  limitada  al  uso  de
componentes  y  sistemas  de  desarrollo
disponibles en el mercado. Cualquier SoC
(System  on  Chip)  que  incluya  algún
núcleo se ve sometido al pago de royalties
vía  compra  de  la  IP  o  de  la
correspondiente licencia arquitectural. Un
ejemplo  es  la  familia  de  procesadores
RISC  ARM  con  gran  penetración  de
mercado,  que  cubre  aplicaciones  desde
sensores  para  IoT,  hasta
multiprocesamiento  paralelo  aplicado  a
teléfonos  inteligentes,  o  servidores  para
centros  de  datos  (HTC)  y
supercomputación (HPC). Cualquier SoC
(System  on  Chip)  que  incluya  algún
núcleo ARM se ve sometido al  pago de
royalties  vía  compra  de  la  IP  o  de  la
correspondiente  licencia  arquitectural
(que  permite  adaptar  el  diseño  a
necesidades específicas).
Si  bien  existen  estándares  y  software
abiertos (por ejemplo, protocolos TCP/IP,
OS  Linux),  la  introducción  de  una
interface  Software/  Hardware  para  el
desarrollo de procesadores con repertorio
de instrucciones  (ISA) abierto y público
tuvo sus contratiempos.  Por ejemplo, se
pueden  mencionar  como precedentes  de
ISA abiertos  el  SPARC V8 (1994) u el
OpenRISC  (2000-2011),  cuyas
propuestas  no  se  consolidaron.   Sin
embargo,  en  2010  comenzó  desde  la
Universidad de California, Berkeley, otra
propuesta que prosperó y, en el año 2014
ya  estaba  introducida  como  la
arquitectura  de  procesadores  RISC  V.
RISC (Computadoras con un Conjunto de
Instrucciones  Reducido)  ha  superado  en
ventas altamente a CISC (Computadoras
con  un  Conjunto  de  Instrucciones
Complejo),  y  actualmente  domina  el
mercado  de  arquitecturas.  En  la
actualidad la mayoría de los procesadores
trabajan con ISA cerrado y propietario, y
se pagan caras licencias (RISC ARM).
Teniendo en cuenta el amplísimo campo
de  aplicación  de  los  procesadores:  IoT
(Internet  de  las  Cosas),  Sistemas  y
Procesadores Embebidos en SoC (System
on  Chip),  Computadoras  de  alta
perfomance y rendimiento (HPC, HTC) ,
Centros de Datos (DC), y computadoras
Ware-House (WSC), surge la importancia
de contar  con un ISA abierto  y público
que  facilite  una  mayor  innovación  vía
competiciones  libres  y  diseños
compartidos,  investigación  y  desarrollo
sin  pagar  caras  licencias  por  ISA
propietario  que,  además,  obligan  y
utilizan diseños propietarios que también
se pagan.
Como  se  mencionó  precedentemente,
existe  un  proyecto  en  Europa  llamado:
Red-RISCV: “Investigación, formación y
prospectiva en sistemas RISC-V”. Según
se  puede  apreciar  en  el  proyecto
mencionado  Red-RISCV,  existe  una
realidad que ha facilitado la evolución de
RISC  V,  ya  que  la  meta  es  lograr
cualificar  profesionales,  teniendo  en
cuenta  el  diseño  y  fabricación  de  SoCs
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con  procesos  accesibles  técnica  y
económicamente,  si  se  evitan  núcleos
propietarios. RISC V ha inducido a otras
arquitecturas propietarias a abrir también
su  ISA,  como MIPS [3].  RISC V tiene
respaldo  de  la  comunidad  académica
internacional,  y  está  dominando  las
tendencias  y  estrategias  de  futuro  y
promete  una  rápida  expansión  [4,5,6,7].
La Comisión Europea ha identificado el
ISA  abierto  RISC  V,  como  el  ISA  del
futuro acelerador europeo en el marco del
European  Processor  Initiative  (EPI)  [8].
Esta iniciativa está siendo liderada por el
Centro Nacional de Supercomputación de
Barcelona  (BSC  –  Barcelona
Supercomputing  Center),  promotor  de
esta  red  junto  al  Centro  Nacional  de
Microelectrónica (CNM).
La Universidad de Zaragoza participa de
la  Red Europea y,  además,  mediante un
convenio  entre  la  Universidad  de
Zaragoza y la UTN-FRM se ha permitido
su  incorporación  a  este  proceso
tecnológico.  Por  otro lado,  dos  doctores
de dicha Universidad española, integra el
PID mencionado de la UTN Mendoza, y
son  miembros  del  Doctorado  en
Ingeniería,  mención  Computación  de  la
misma institución. 
Procesadores y complejidad
Existen 3 familias de procesadores RISC
V  con  distintos  grados  de  complejidad,
más  una  cuarta  familia  dedicada  a
aceleradores específicos:
a) Procesadores Docentes (ProcDoc-RV):
Diseños  con  repertorios  de
instrucciones mínimos, en la línea del
libro de Patterson y Hennesy [9].
b)  Procesadores  sencillos  (Micro-RV):
Diseños con soporte para un repertorio
base  de  enteros  y  alguna  extensión
estándar,  orientados  por  ejemplo  a
aplicaciones  embebidas,  Rocket  (UC
Berkeley)  [10]  o  diferentes
implementaciones  de  la  plataforma
PULP (ETH Zurich) [11].
c)  Procesadores  de  altas  prestaciones
(ProcAP-RV).  Algunos  ejemplos:
BOOM  (Berkely  out-of-
orderprocessor)[12]  y  ET  Maxion  de
Esperanto Technologies[13].
d) Aceleradores  (Acel-RV):  aceleradores
para  aplicaciones  específicas  como
pueden  ser  medicina  personalizada,
encriptación, redes neurales, etc. Aquí
se  incluirán  los  aceleradores  ya
previstos  en  la  European  Processor
Initiative  y  otros  aceleradores  en
desarrollo por los miembros de la red.
En  cada  familia,  o  entre  familias,
aparecen  elementos  de  diseño,
experimentación y optimización comunes.
Para este proyecto se trabajará con las dos
primeras familias descriptas, de acuerdo a
los recursos disponibles.
Metodología
Para  el  desarrollo  del  proyecto  se ha
previsto las siguientes tareas:
Tarea  1:  Recopilar  de  información  y
estudio  de  los  Procesadores  Docentes
(ProcDoc-RV)  y  los  Procesadores
sencillos (Micro-RV).
Tarea  2:  Compilar  trabajos  de
investigación  sobre  la  temática,
determinando  escenarios  experimentales,
herramientas  de  simulación,  tráficos
utilizados, métricas medidas, resultados y
conclusiones.
Tarea  3:  Establecer  mecanismos
comparativos  de  los  trabajos  de
investigación  compilados,  usando
cuadros, índices, ponderaciones, etc.
Tarea  4:  Definir  escenarios  de
experimentación que faciliten el contraste
entre  ambos  tipos  de  Procesadores:  Los
Procesadores  Docentes  (ProcDoc-RV)  y
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los  Procesadores  sencillos  (Micro-RV),
en la jerarquía RISC-V5.
Tarea 5: Construir tablas comparativas de
las  métricas  para  cada  escenario.  Se
construirán tablas y graficas comparativas
de las prestaciones o métricas para cada
caso,  según  las  combinaciones  que
permitan los diversos escenarios.
Tarea 8: Documentar, publicar y difundir
resultados.
Tarea 9: Redactar Informe Final. 
Líneas de Investigación y 
Desarrollo
Los  temas  y  líneas  de  investigación,
que se tratarán  durante el  desarrollo  del
proyecto se encuentran comprendidas en
las  Ciencias  de  la  Computación  e
Informática  para  Equipos  de
procesamiento,  y  se  pueden  identificar
como:
 Investigación  y  análisis  de
Procesadores.
 Arquitectura de Procesadores.
 Tecnologías RISC.
 Arquitecturas abiertas (ISA).





Determinar  e  identificar  ámbitos  de
aplicación  y  métricas  de  eficiencia  por
modelación  asociadas  con  estas  nuevas
tecnologías  basadas  en  arquitecturas
abiertas,  para los Procesadores Docentes
(ProcDoc-RV)  y  los  Procesadores
sencillos (Micro-RV).
Objetivos Específicos:
Para el presente proyecto se buscan los
siguientes objetivos:
 Determinar  el  impacto  de  avance  de
esta  tecnología  abierta  y  pública  en
nuestro  ámbito,  y  la  diversidad  de
modelos arquitectónicos disponibles.
 Determinar las características a detalle
de los procesadores seleccionados, los
escenarios de experimentación, para su
posterior simulación.
 Determinar  las  configuraciones
óptimas  de  los  procesadores
seleccionados  y  sus  ámbitos  de
aplicación,  para  cada  uno  de  los
escenarios de experimentación.
 Definir  las  necesidades  actuales
locales a fin de iniciar desarrollos para
alcanzar  una  masa  crítica  de
conocimientos  y poder interactuar,  en
el ámbito RISC V, con investigadores
y profesionales de la UE y EEUU.
 Aplicar  los  conocimientos  alcanzados
para  implementar  una  aproximación
básica RISC V de estudio, simulación
VHDL  sobre  una  Field  Programable
Gate Array (FPGA).
Con  el  uso  de  las  herramientas  de
simulación  basadas  en  VHDL,  se  busca
trabajar en distintos escenarios de trabajo,
de  menor  a  mayor  complejidad,  que
faciliten el contraste entre ambos tipos de
procesadores  planteados  (ProcDoc-RV y
Micro-RV).
En  general  se  definirán  métricas  a
obtener  para  cuantificar  los  distintos
parámetros  de  trabajo  de  los
procesadores,  en  cuanto  a  rendimiento,
velocidad,  consumo de  recursos,  uso  de
memoria interna,  etc  para poder realizar
tablas,  cuadros  y  gráficos  comparativos
para cada escenario planteado. 
Estado de Avance
En proyectos anteriores de investigación
y  análisis  de  procesadores  se  han
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realizado  estudios  de  arquitecturas  y
tecnologías  de  Procesadores.
Específicamente con un proyecto anterior,
denominado  “IMPLEMENTACIÓN  Y
ANÁLISIS  DE  PRESTACIONES  DE
UN  PROCESADOR  ELEMENTAL
DIDÁCTICO CON VHDL Y FPGA”, se
trabajó  con  el  uso  de  herramientas  de
simulación  y  análisis  de  un  procesador
básico.
El  equipo  de  trabajo  está  integrado  por
docentes  investigadores,  y  becarios
graduados y alumnos que son miembros
del  Centro  UTN  CeReCoN  (Centro  de
Investigación  y  Desarrollo  en
Computación  y  Neuroingeniería)  de  la
Facultad  Regional  Mendoza  de  la
Universidad  Tecnológica  Nacional,
dentro del Área de Electrónica Aplicada.
El  Director,  CoDirector  y  el  Asesor
Técnico  son  Docentes  de  la  Cátedra
Arquitectura  de  Computadoras  de  la
Carrera  de  Ingeniería  en  Sistemas  de
Información y han trabajado desde hace
15  años  en  las  temáticas  de  las
Arquitecturas  de  Computadoras  y  las
Técnicas Digitales.
Formación de Recursos Humanos
Mediante el presente proyecto se busca
la  formación de Recursos  Humanos con
el fin de:
 Aglutinar RRHH calificados en torno a
estas  nuevas  tecnologías  RISC-V  y
crear  las  sinergias  para  facilitar  su
participación en proyectos e iniciativas
nacionales  (2021-2022)  e
internacionales (2023-2024).
 Incidir  en  los  gestores  de  la  I+D
nacional  para  que  incentiven  estas
tecnologías abiertas a fin de garantizar
una  cierta  independencia  tecnológica.
Estando  al  día  de  las  distintas
iniciativas,  podremos  contribuir  a  las
mismas  y  participar  de  sus
convocatorias.
 Facilitar  la  organización  sostenida  de
seminarios científico-tecnológicos para
la  actualización  de  nuestro  entorno y
una  visión  prospectiva  sobre  la
proyección  de  futuro  de  estas
tecnologías.
Articulación con la Universidad 
de Zaragoza
El  Centro  de  investigación  CereCoN ha
establecido formalmente un Convenio de
Colaboración  mutua  con  los  Grupos  de
Investigación  de  la  Universidad  de
Zaragoza. En este caso, con el Dr. Víctor
Viñals Yúfera, del Grupo de Arquitectura
de  Computadores  de  la  Universidad  de
Zaragoza, especializados en “Jerarquía de
memoria,  gestión  de  tareas,  y
optimización  de  aplicaciones”,  con  14
profesores  UZ,  6  doctorandos  y
colaboradores  en  UPC,  UPV/EHU  y
UVA.  El  Grupo  está  reconocido  por  el
Gobierno de Aragón desde 2003. Áreas:
memorias  cache,  eficiencia  energética  y
fiabilidad,  tiempo  real,  aceleradores
heterogéneos  y  aceleración  de
aplicaciones.
Además,  el  Dr.  Victor  Viñals  y  el  Dr.
Jesús  Alastruey  son  docentes  del
Doctorado  en  Ingeniería,  mención
Computación, de la UTN Mendoza, en el
Curso  Computación  de  Altas
Prestaciones. 
Estos  docentes  son  parte  del  personal
involucarado  en  el  Proyecto  de
Investigación de referencia.
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RESUMEN
Aunque  la  población  no  se  percate,  cada  vez
más, los sistemas embebidos forman parte de la
vida  cotidiana  de  las  personas.   Como
consecuencia  de  dicho  auge  de  la  tecnología,
surgieron  en  el  mercado  diferentes  sistemas
embebidos  conformados  por  placas  de
desarrollo,  que  inicialmente  se  utilizan  para
prototipado.  Estas  son de  fácil  aprendizaje,  lo
que  permitió  que  sean  muy  utilizadas  en  los
últimos años. Por ese motivo para un usuario sin
experiencia, resulta un desafío la elección de la
placa correcta para sus proyectos. Esto se debe a
que muchas veces se puede equivocar en dicha
selección,  ya  que  no  cumpliría  con  sus
expectativas. Por ende, en esta investigación se
pretende minimizar esos riesgos, a través de la
utilización de emuladores que permitan imitar el
comportamiento  de  estos  sistemas  embebidos.
Aprovechando  estas  características  se  procura
generar un entorno de integración, empaquetado
y  automatizado  mediante  contenedores.  Los
cuales  permitirán  al  usuario  probar
determinados  programas  rápidamente,  en  el
hardware  emulado  del  sistema  embebido,  sin
necesidad de incurrir en costos. De forma tal de
permitirle determinar si la placa elegida puede
llegar a cumplir sus expectativas,  sin necesitar
adquirir el hardware físico.
Palabras  clave:  Sistemas  Embebidos,
Emuladores, Qemu, Contenedores, Docker.
CONTEXTO
Nuestra  Línea  de  Investigación  es  parte  del
proyecto “Entorno de integración continua para
validación  de  sistemas  embebidos  de  tiempo
real”, dependiente de la Unidad Académica del
Departamento  de  Ingeniería  e  Investigaciones
Tecnológicas,  perteneciente  al  programa  de
Investigaciones  CyTMA2  de  la  Universidad
Nacional de La Matanza, el cual es formado por
docentes  e  investigadores  de  la  carrera  de
ingeniería  en  informática.  Este  proyecto  es
continuación  de  los  trabajos  que  viene
realizando el grupo de investigación en sistemas
operativos,  computación de alto  rendimiento y
en el área de Internet de las cosas.
1. INTRODUCCIÓN
En los últimos años los sistemas embebidos han
tenido un crecimiento exponencial, debido a que
son  utilizados  en  la  vida  cotidiana  de  las
personas con mayor frecuencia. Este gran auge
se debe principalmente a sus características que
son  su  miniaturización,  su  menor  consumo
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energético, su gran capacidad de procesamiento
y por la interconexión entre ellos.  Gracias a su
evolución,  han  surgido  nuevos  conceptos
tecnológicos, los cuales hace décadas atrás eran
impensados. Tales como dispositivos vestibles,
domótica, telefonía móvil, internet de las cosas,
ciudades  inteligentes,  industria  4.0,
telemedicina, entre otros. A su vez algunos de
ellos  se  pueden  combinar  con  otras  nuevas
herramientas de procesamientos de datos, tales
como  Big  Data  o  Machine  Learning.  Esto  se
debe  a  que  existen  sistemas  embebidos  que
recompilan gran cantidad de información, para
obtener  conocimiento  de  su  entorno  y  así
aprender de los datos en forma automática.
Durante la evolución de los sistemas embebidos,
hubo un punto importante en su línea de tiempo.
Massimo Banzi  en el  año 2005 inicia,  junto a
sus alumnos, el proyecto Arduino en el instituto
IVRAE  en  Italia.  Este  tenía  como  premisa
permitirles  aprender  a  trabajar,  en  muy  poco
tiempo  y  de  forma  económica,  con
microcontroladores  a  sus  estudiantes.  El
proyecto  se  fundamentó  en  el  diseño,
construcción  y  prototipado  de  hardware  libre.
Además  de  ser  multiplataforma  y  de  fácil
aprendizaje  a  través  del  lenguaje  Wiring. [1]
Estas  características  permitieron  que  en  poco
tiempo  las  placas  Arduino  tuvieran  una  gran
aceptación, de forma tal que actualmente existe
una gran comunidad de usuarios que aportan sus
conocimientos  y  constantemente  van
optimizando el proyecto. [2]
A  partir  del  surgimiento  de  las  placas  de
prototipado Arduino, emergieron otros sistemas
embebidos que tomaron como base las premisas
del  proyecto  de  Massimo  Banzi,  ya  que
permiten  el  rápido  aprendizaje  de  su  uso  e
intentan ser de costo accesible para los usuarios.
Actualmente  existen  una  gran  cantidad  de
familias de placas de desarrollo en el mercado
que  pretenden  seguir  dicho  principio.  De esta
manera,  junto  con  Arduino,  las  placas  más
importantes y buscadas por los usuarios para sus
proyectos son las familias de Raspberry Pi, las
familias  de  placas  que  poseen  los
microcontroladores  STM32, las ESP8266 y su
sucesor, que poseen el microprocesador ESP32.
Siendo Arduino la más buscada entre todas las
demás. Esta preponderancia se puede visualizar
en el gráfico siguiente [3]. 
Fig. 1 interés a lo largo del tiempo de los usuarios de
distintas placas de desarrollo en Argentina
En Argentina las placas de la familia Arduino es
la  más  buscada  y  consultada  en  Internet.
Mientras  que  el  resto  se  mantienen  muy  por
debajo  de  estas,  en  cantidad  de  búsquedas.
Diferente  es  la  situación  en  los  países  de
América  del  Norte  y  Europa,  en  donde  la
cantidad de búsquedas están lideradas  no solo
por Arduino, sino también por la Raspberry Pi.
Mientras  que  el  resto  se  mantienen  muy  por
debajo  de  ellas.  Esta  tendencia  se  debe  a
diversos factores.  Por un lado, los STM32 son
más potentes que las Arduino, pero a veces no
presentan bibliotecas drivers desarrolladas para
determinados  dispositivos.  Mientras  que,  para
Arduino, los drivers son compatibles con la gran
mayoría  de  los  periféricos.  A  su  vez  los
microcontroladores de  Arduino,  pueden
continuar funcionando hasta que las baterías se
agoten  por  completo.  En  cambio,  los  STM32
funcionarán  hasta  alcanzar  el  umbral  de carga
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de energía definido por el fabricante [4]. Por su
parte  las  Raspberry  Pi,  debido  a  su  gran
capacidad  de  procesamiento,  posibilidad  de
ejecución  de  distintos  Sistemas  Operativos  de
escritorio  y  de  conexión  de  periféricos  y
conectividad  al  exterior,  se  utilizan
principalmente  como  Servidores,  Gateway  o
central  de procesamiento de datos e imágenes.
No obstante, debido a su alto costo no suelen ser
utilizadas  para  la  lectura  de  sensores  y  la
activación  de  actuadores,  ya  que  se  emplean
como intermediarios. Por otro lado, comparando
las placas Arduino con las ESP8266, desde el
punto  de  vista  de  la  comunicación,  se  puede
apreciar  que  una  de  las  características  que
presentan las placas tradicionales de Arduino, es
su falta de conectividad al exterior. Para realizar
dicha  comunicación se deben utilizar  módulos
adicionales  de  comunicación  de  Wifi,
Bluetooth,  entre  otros.   Mientras  que  el
microcontrolador ESP8266, trae incorporado un
módulo de Wifi. Por su bajo precio lo hace ideal
para  proyectos  de  Internet  de  las  Cosas.  No
obstante, no tiene una comunidad tan grande de
usuarios,  como  los  de  las  plataformas  de
Arduino. Además, presenta algunas limitaciones
en cuanto a compatibilidad y uso de periféricos.
Para resolver dichas falencias en 2016 Espressif,
lanzó  el  microprocesador  de  doble  núcleo
ESP32 que amplía las capacidades de cómputo
de su predecesor. Al mismo tiempo presenta un
módulo WIFI y Bluetooth incorporado. Lo que
permite un abanico de utilidades. 
En  las  placas  indicadas  anteriormente,  a
excepción  de  la  Raspberry  Pi,  la  forma
tradicional  de  programarlas  es  con  el
mecanismo de Bare Metal. Esto quiere decir que
funcionan sin Sistema Operativo.  No obstante,
si  el  usuario  lo  desea,  se  puede  instalar  un
Sistema  Operativo,  incluso  de  Tiempo  Real,
como por ejemplo FreeRTOS. 
Estas  placas  fueron  especialmente  diseñadas
para  realizar  prototipos  de  proyectos,  pero  en
algunas situaciones también se los utilizan como
producto final. Todas ellas siguen la premisa del
proyecto Arduino, la cual consiste en que su uso
sea  de  rápido  aprendizaje,  de  forma  tal  que
cualquier  persona  con  poco  conocimiento  en
electrónica pueda aprender a usarlas [5] [6] [7] .
Muchas  veces,  al  plantear  un  proyecto,  un
usuario  común  no  puede  saber  que  placa  de
desarrollo  es  adecuada  para  su  trabajo.  Para
saber  esto,  el  usuario  necesita  contar  con  el
hardware  físico  para  hacer  las  pruebas
necesarias de funcionamiento, lo que incurre en
un  costo  de  inversión  para  adquirir  la  placa
elegida.  Muchas veces ocurre que el  hardware
seleccionado no es el adecuado para el proyecto,
lo  que  deriva  en  un  cambio  de  plataforma,
conllevando  así  a  un  costo  extra  para  la
adquisición  del  nuevo producto,  que  se  pueda
conseguir en el mercado local. Por ese motivo,
una  posible  alternativa  para  minimizar  los
riesgos de este impedimento, en este trabajo se
investigan los emuladores para dichas placas de
desarrollo. 
2. LINEAS DE INVESTIGACIÓN Y
DESARROLLO
Los emuladores permiten a los usuarios ejecutar
en una computadora de escritorio programas de
un sistema embebido,  sin  necesidad  de  contar
con él físicamente. Esto se ejecuta dentro de un
ambiente  que  imita  su comportamiento  [8]. A
través  de  su  utilización,  una  persona  puede
probar el sistema embebido en su computadora,
antes  de  adquirir  el  hardware  físico,  y  así
verificar que le es de utilidad. Por consiguiente,
teniendo  en  cuenta  dichas  características,  la
presente investigación se centra en construir un
entorno emulado que ejecuta distintos sistemas
embebidos.  Todo  esto  funcionando  con  el
esquema de contenedores de Docker. De manera
tal,  que  permita  realizar  las  pruebas  de
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rendimiento  y  las  verificaciones  de  distintas
optimizaciones de su ejecución, antes de llegar a
adquirir el hardware del dispositivo.
Emulador que se utiliza en la investigación: 
Existen  en  el  mercado  diferentes  emuladores
que  imitan  el  comportamiento  de  distintos
sistemas  embebidos.  El  más  utilizado  es
Proteus. Si bien es considerado un simulador de
circuitos,  también  permite  emular  distintas
placas  de  desarrollo,  con  sus  actuadores  y
sensores de manera óptima. Este software puede
emular  placas  de  la  familia  Arduino,  STM32,
ESP8266 y Raspberry Pi. El punto negativo de
este software es que su uso debe ser a través de
licenciamiento pago. Por otro lado, se encuentra
el  simulador  de  Arduino  Thinkercad,  que  es
muy  utilizado  en  ambientes  educativos.  La
desventaja que presenta esta herramienta es que
se  limita  únicamente  a  simular  una  placa  de
desarrollo Arduino UNO. Adicionalmente existe
el emulador Qemu, el cual va a ser el utilizado
en  esta  investigación.  Este  emulador  es  muy
utilizado  en  el  mercado.  Entre  sus  principales
ventajas [9], se destaca que permite trabajar con
una gran cantidad de modelos  de dispositivos.
Además, permite detectar problemas lógicos en
etapas tempranas del desarrollo, ya que brinda la
depuración  del  dispositivo.  Al  mismo tiempo,
presenta licenciamiento GPL. Así como también
permite  generar  script  de  automatización  de
programas al poder ser ejecutadas desde línea de
comandos.  Esta  característica  resulta  muy  útil
para  esta  investigación. De  esta  manera  se
pueden emular distintas familias de dispositivos
Arduino, STM32, ESP32, ESP8266 y Raspberry
Pi.
Emulador dentro de un contenedor:
Un  contenedor  de  software  es  un  ambiente
aislado  que  permite  compilar  y  ejecutar
paquetes de software sin utilizar virtualización
del  hardware.  Estos  se  diferencian  de  una
máquina  virtual,  que  realiza  la  completa
virtualización  del  dispositivo  físico  y  necesita
ejecutarse  sobre  un  Sistema  Operativo  que  es
redundante. Los contenedores se ejecutan sobre
el  S.O  anfitrión  y  encima  del  motor  de
contenedores, que los emplean como base para
poder  funcionar.  Estos  contenedores  a  su  vez
pueden  tener  o  no  instalados  un  Sistema
Operativo propio. Esta es la gran diferencia con
las máquinas virtuales [10] [11]. 
En  esta  investigación  se  utiliza  el  sistema
Docker, como motor de contenedores.  De esta
forma  se  está  desarrollando  un  entorno  de
integración empaquetado  y automatizado.  Este
motor  va  a  generar  contenedores  de  software,
donde  se  ejecutará el  emulador  Qemu,  que
estará  configurado  para  emular  el  hardware
físico de las placas de desarrollo seleccionadas.
El  diseño  de  esta  implementación  se  puede
visualizar en la siguiente figura.
Fig. 2 Contenedor con el emulador de Sistemas
embebidos
Como se puede observar en la figura, en la base
de  la  pila  se  encuentra  el  hardware  de  la
computadora.  Sobre  este  funciona  el  Sistema
Operativo Anfitrión y por encima del mismo el
motor Docker. Dentro del contenedor se apilan
las  aplicaciones.  En  la  parte  inferior  se
encuentra  instalado el  Kernel  mínimo del  S.O
Ubuntu.   Luego  se  instalan  las  dependencias
necesarias  que  necesita  el  emulador.  Esto  se
debe a que Qemu necesita sus componentes para
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poder  ejecutarse.  Posteriormente,  en  la  capa
siguiente  se  instala  Qemu,  ya  preparado  para
que  emule  determinadas  placas  de  desarrollo.
Finalmente,  en  la  capa  superior  se  instala  las
aplicaciones del embebido, que el usuario desea
ejecutar  sobre la  placa  emulada en Qemu.  De
esta forma se pretende generar contenedores con
imágenes  de los  sistemas  embebidos,  que
permitan  realizar  pruebas  en  un  entorno
estandarizado,  de  manera  tal  que  las
aplicaciones  del  embebido  puedan  funcionar
tanto en un sistema real como virtual.
3. RESULTADOS
OBTENIDOS/ESPERADOS
En  esta  investigación  se  espera  generar
ambientes de trabajos automatizados, utilizando
contenedores  Docker  que  posean  instalado  y
configurado  el  emulador  Qemu,  para  poder
utilizar  distintos  modelos  de  placas  de
desarrollo STM32, ESP32 y Arduino en forma
virtual.  De  esta  manera  permitirá  generar
entornos  de  trabajos  para  automatizar  pruebas
de  rendimiento  y  procesamiento  simulado,  de
forma que los usuarios usen sus aplicaciones en
el hardware físico adecuado de acuerdo con sus
necesidades, incluso antes de adquirirlos.
4.  FORMACIÓN  DE  RECURSOS
HUMANOS
La  presente  línea  de  investigación  dentro  del
departamento  de  Ingeniería  e  Investigaciones
Tecnológicas forma parte del trabajo que uno de
los investigadores se encuentra realizando para
su  maestría.  Completan  el  grupo  de
investigación dos de docentes de categoría V y
dos ingenieros en formación de investigador.
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Resumen
En los últimos años las tecnologías de
Información  y  Comunicación  (TIC)  han
ofrecido nuevos desafíos para el futuro de
las redes. El crecimiento exponencial  de
tráfico que circula por la red, junto con la
demanda  cambiante  de  ancho de  banda,
tipos de tráfico, y la necesidad de rápido
despliegue  de  nuevos  servicios,  han
puesto  en  foco  los  mecanismos
tradicionales  en  los  que  las
configuraciones  de  dispositivos  se
realizan manualmente y de forma estática.
En consecuencia, se plantea la necesidad
de cambiar  los mecanismos de diseño y
administración  para  dar  un  mayor
dinamismo e “inteligencia” a la red. Las
Redes  Definidas  por  Software  (SDN,
Software  Define  Network)  y  la
Automatización  de  Red  surgen  como
nuevas  tecnologías  de  red
revolucionarias,  que  promete  dar
soluciones concretas a estas demandas.
En este  trabajo  se  trata  de  relacionar
las necesidades de las redes tradicionales
con  lo  que  aporta  SDN  y  la
Automatización  de  Red,  construyendo
escenarios  de  prueba  simulados  para  el
análisis  de  desempeño  y  de  nuevas
capacidades de gestión.
El personal principal relacionado a esta
línea de investigación es docente de grado
y posgrado de la Universidad Tecnológica
Nacional,  Regional  Mendoza,  y  tesistas
de  posgrado  de  la  Especialización  en
Redes de Datos de la misma institución.
Palabras  clave:  SDN,  Automatización
de Red, Networking,
Introducción
 Las  Redes  Definidas  por  Software
(SDN), y la Automatización de Red, son
tecnologías  de  red  en  crecimiento,  que
han ido ganando terreno al dar soluciones
concretas  a  problemas  de  las  redes
tradicionales,  dados  por  el  actual
crecimiento  de  tráfico,  las  demandas
cambiantes  y  la  necesidad  de  rápido
despliegue  de  nuevos  servicios,  entre
otros. Se basan en la separación entre el
plano de control y el plano de datos en la
infraestructura de la red, lo que posibilita
un control centralizado y programabilidad
en la gestión, haciendo que las redes sean
más eficientes, flexibles y escalables. Las
SDN  y  la  Automatización  de  Red
permiten centralizar la inteligencia de la
red  en  un  conjunto  de  controladores,  y
estos, además,  se pueden configurar con
aplicaciones escritas en lenguajes de alto
nivel.
Estado del Arte
Las redes de datos, como actualmente
se  conocen,  surgieron  en  los  años  1970
como resultado de los requerimientos de
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las  primeras  redes  militares  y  de  la
aparición de Internet. Las mismas fueron
concebidas con un funcionamiento basado
en  la  conmutación  de  paquetes,  donde
cada  componente  funciona  de  manera
inteligente, con capacidad para la toma de
decisiones  autónomas,  que  aseguren  la
transmisión de información de extremo a
extremo.  En  este  proceso,  los
componentes  involucrados  en  la
comunicación,  no  poseían  una  visión
integral  de  la  red.  Los  componentes
físicos requeridos para el funcionamiento
de  las  redes  nacieron  como  estructuras
monolíticas  con  hardware,  software  e
interfaces propietarias. Entre otras, dicha
característica  generó  que  estos
dispositivos evolucionen de manera lenta
con  respecto  a  otras  tecnologías,  como
por  ejemplo  servidores  y  soluciones  de
almacenamiento. La consecuencia directa
de  esta  situación  se  ve  reflejada  en  la
incapacidad de las redes para soportar los
requerimientos  actuales  de  “time  to
market”  en  la  provisión  de  nuevos
servicios,  dificultad  en  su  gestión,
complejidad  y  elevados  costos  de
operación, entre otros.
Las  tecnologías  móviles,  la  continua
interacción de los usuarios con contenido
en  línea,  las  nuevas  tecnologías  de
virtualización  de  servidores  y  el
advenimiento  de  servicios  en  la  nube,
obligan  a  realizar  una  revisión  de  las
premisas de diseño y funcionamiento de
las actuales redes.
Hoy en  día,  las  redes  de  datos  están
compuestas  por  switches  y  routers,  que
posibilitan  las  comunicaciones  entre
clientes  y  servidores  físicos  o  virtuales,
conformando redes complejas y difíciles
de  administrar.  Para  alcanzar  tales
funcionalidades, los operadores requieren
configurar  cada  dispositivo  en  forma
individual,  utilizando  comandos
específicos que en la mayoría de los casos
son  propietarios  del  fabricante.  La
característica  distribuida  de  las  redes
actuales  se  basa  en  un  diseño
descentralizado  en  el  cual  la  lógica  de
control  y  la  función  de  distribución  de
paquetes  (ruteo/forwarding)  está
embebido  en  cada  uno  de  los
componentes  de la  red.  Es así  que cada
router  o  switch  soporta  una  serie  de
protocolos  distribuidos  que  facilitan  la
toma de decisión en el direccionamiento
de paquetes a lo largo de la red.
SDN  es  un  paradigma  en  desarrollo
que  permite  el  control  centralizado  y
programabilidad en la gestión de las redes
mediante  la  separación  del  plano  de
control  (software)  y  del  plano  de  datos
(hardware).  El  objetivo  principal  es
obtener mayor rendimiento, flexibilidad y
escalabilidad  en  la  implantación  de
servicios de red, a la vez que facilita  la
labor de gestión de dichos servicios por
parte  del  administrador.  Se  basa  en  la
interacción  entre  tres  capas:  capa  de
aplicación, donde residen las aplicaciones
que  determinan  el  comportamiento
deseado en la red; el plano de datos, que
contiene los switches, físicos o virtuales;
y la  capa  de control,  que sirve de nexo
entre las dos anteriores.  En esta capa se
encuentran  los  controladores,  que
proporcionan una abstracción de las capas
inferiores  a  los  desarrolladores  de
aplicaciones.   SDN  se  vincula  con  la
Automatización  de  Red,  que   es  una
metodología  en  la  cual  el  software
configura,  aprovisiona,  administra  y
prueba  automáticamente  los  dispositivos
de  red.  Lo  utilizan  las  empresas  y  los
proveedores de servicios para mejorar la
eficiencia y reducir los errores humanos y
los gastos operativos.
Los  equipos  que  posibilitan  el
encaminamiento de paquetes a través de
las  redes  en  la  actualidad  (switches  y
routers)  están  diseñados  con  una
arquitectura  del  tipo  monolítica,  de
acuerdo al funcionamiento tradicional de
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las redes de datos, es decir, incorporando
en un mismo dispositivo físico el plano de
datos,  de  control  y  gestión,  para  así
posibilitar  el  ruteo  individual  de  los
paquetes  entrantes.  En  el  caso  de  un
dispositivo  de  capa  2  del  modelo  OSI
(switch), el plano de datos o forwarding,
está constituido por los puertos físicos a
través  de  los  cuales  se  reciben  y
transmiten  las  tramas  de  datos.  Su
principal función es la de encaminar éstas
hacia  los  puertos  de  salida,  utilizando
para ello la información contenida en la
tabla  de  forwarding  embebida.  Si  la
información  de  cabecera  de  una  trama
entrante,  es  encontrada  en  dicha  tabla,
esta  puede  ser  susceptible  de
modificaciones para luego ser transmitida
a  través  del  puerto  correspondiente,  sin
intervención  de  los  otros  planos.  Esta
situación no sucede en todos los casos. El
ejemplo  más  claro,  es  cuando  la
información  de  la  cabecera  no  se
encuentra aún mapeada en la tabla. Es en
este caso, es necesaria la intervención del
plano  de  control,  cuya  principal
responsabilidad  es  la  de  mantener
actualizada la información de forwarding,
de  manera  tal  de que  el  plano de  datos
pueda  retransmitir  las  tramas  sin  su
intervención.
Una de las principales organizaciones
que contribuyen al desarrollo de SDN es
Open Network Foundation (ONF) que es
una  organización  compuesta  por  los
mayores  referentes  del  mercado  de  las
telecomunicaciones y cuyo objetivo es la
promoción, adopción y estandarización de
SDN.
Protocolo OpenFlow
Es  el  protocolo  más  utilizado  para  la
comunicación entre la capa de datos y el
controlador. Surgió en 2008 con fines de
investigación,  pero  pronto  fue
incorporado por empresas ya que permite
gestionar  la  red  sin  depender  de  los
fabricantes.  Los  conmutadores  que
funcionan  con  OpenFlow  se  denominan
switches  OpenFlow.  Los  switches  SDN
tienen  al  igual  que  los  tradicionales,  la
funcionalidad de forwarding que es la que
permite decidir qué hacer con cada flujo
que ingresa por sus puertos. Sin embargo,
a  diferencia  de  los  tradicionales  que
funcionan  a  través  de  MAC  learning
(proceso mediante  el  cual  construyen su
tabla  de  forwarding),  los  switches  de
SDN funcionan a partir  de una tabla  de
flujo. Dicha tabla de flujo es gestionada a
través  del  controlador.  Un  flujo  es  un
conjunto de paquetes que comparten una
serie  de  características.  El  protocolo
OpenFlow es  el  encargado de transmitir
al  switch  las  entradas  que  debe  añadir,
modificar o quitar en su tabla de flujos.
Metodología
El  presente  trabajo  abordará  la
temática  de  las  Redes  Definidas  por
Software (SDN) y la Automatización de
Red   en  contraposición  a  las  redes
tradicionales.  Comenzará  con  una
introducción conceptual sobre SDN, y la
Automatización de Red, sus fundamentos
tecnológicos  y  su  aporte  a  la
flexibilización e inteligencia de las redes.
En  segunda  instancia  se  creará  un
ambiente  de  simulación  que  permita
representar distintos escenarios, con el fin
de  obtener  medidas  de  desempeño  en
redes  tradicionales  y  redes  SDN-
Automatización de Red en cuanto  a:  (i)
funcionamiento  normal,  (ii)  caída  de
enlaces,  (iii)  distintas  demandas  de
calidad de servicio (QoS), y (iv) nuevas
capacidades  de  red.  Por  último,  se
analizarán  los  resultados  obtenidos  y
pondrá  en  contraste  el  desempeño  y
limitaciones de ambas tecnologías, con el
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fin  de  obtener  conclusiones  y  posibles
trabajos futuros.
Para  el  desarrollo  del  proyecto  se  ha
previsto las siguientes tareas:
Tarea  1:  Recopilar  de  información  y
estudio  de  los  protocolos  y  topologías
disponibles.
Tarea  2:  Compilar  trabajos  de
investigación  sobre  la  temática,
determinando  escenarios  experimentales,
herramientas  de  simulación,  tráficos
utilizados, métricas medidas, resultados y
conclusiones.
Tarea  3:  Establecer  mecanismos
comparativos  de  los  trabajos  de
investigación  compilados,  usando
cuadros, índices, ponderaciones, etc.
Tarea  4:  Definir  escenarios  de
experimentación que faciliten el contraste
entre ambos tipos de tecnologías.
Tarea 5: Construir tablas comparativas de
las  métricas  para  cada  escenario.  Se
construirán tablas y graficas comparativas
de las prestaciones o métricas para cada
caso,  según  las  combinaciones  que
permitan los diversos escenarios.
Tarea 8: Documentar, publicar y difundir
resultados.
Tarea 9: Redactar Informe Final. 
Estado de Avance
Debido  a  los  requerimientos  de
hardware para el ambiente de simulación,
se ha montado todo un laboratorio sobre
un escenario completamente virtualizado.
Los  servidores  de  virtualización
utilizados  con  6.0,  con  vCenter  Server
Appliance  6.5.  Sobre  VMware  ESXi  se
creó  una  Máquina  Virtual  (VM),  para
alojar a GNS3 VM versión 2.2.11, y otra
VM  con  un  Windows  10  que  tiene
instalado  dentro  del  propio  Sistema
Operativo,  el  software  GNS3  para
Windows, versión 2.2.11. Esta forma de
instalación  es  la  recomendada  por  el
desarrollador para un óptimo desempeño,
y  permite  utilizar  GNS3  para  Windows
como entorno gráfico y cliente, mientras
que  GNS3VM  cumple  la  función  de
servidor.  Para  esto,  cuando  se  crean
topologías de red y se van agregando los
distintos elementos, se puede indicar que
los mismos se ejecuten sobre GNS3VM.
GNS3  (Graphical  Network  Simulator
3)  es  un  software  gratuito  y  de  código
abierto  que  se  utiliza  para  emular,
configurar, probar y solucionar problemas
de  redes  virtuales  y  reales.  Permite
ejecutar desde una pequeña topología que
consta de unos pocos dispositivos en una
computadora  portátil,  hasta  aquellas  con
múltiples  dispositivos  alojados  en
distintos servidores o incluso en la nube.
Entre otras herramientas, se incluye el
uso de Mininet.  Mininet  es  un proyecto
de código abierto liderado por miembros
de la ONF que surgió en las universidades
de  Berkeley  y  Stanford.  Permite  emular
redes en un único kernel de Linux. Utiliza
virtualización  ligera  para  hacer  que  un
solo  sistema  parezca  una  red  completa,
ejecutando  el  mismo  kernel,  sistema  y
código  de  usuario.  De  esta  forma  los
usuarios  pueden  experimentar  con redes
que  incluyen  hosts  finales,  switches  y
enlaces  virtualizados  sobre  un  único
sistema  operativo.  Es  utilizado  en
entornos de prueba y prototipado ya que
su  comportamiento  es  similar  al  de  los
respectivos  equipos  hardware,  con  las
precauciones  debidas  en  el  apartado  de
prestaciones
Estos  avances  parciales  han  sido
realizados  por  el  equipo  de  trabajo
integrado por  docentes  investigadores,  y
becarios  graduados  y  alumnos  que  son
miembros  del  Centro  UTN  CeReCoN
(Centro de Investigación y Desarrollo en
Computación  y  Neuroingeniería)  de  la
Facultad  Regional  Mendoza  de  la
Universidad  Tecnológica  Nacional,
dentro del Área de Análisis de Tráfico y
Seguridad en Redes de Datos. Entre ellos
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están Docentes de grado en la Redes de
Datos  de  la  Carrera  de  Ingeniería  en




El presente trabajo abordará el contraste
cualitativo  y  cuantitativo  de  las  Redes
Definidas  por  Software  (SDN)  y  la
Automatización de Red en contraposición
a  las  redes  tradicionales  desde  la
simulación experimental. 
Objetivos Específicos:
Para el presente proyecto se buscan los
siguientes objetivos:
 Determinar  el  impacto  de  avance  de
estas  tecnologías,  y  la  diversidad  de
modelos arquitectónicos disponibles.
 Determinar las características a detalle
de los recursos de simulación, y de los
escenarios de experimentación.
 Determinar  las  configuraciones
óptimas SDN y de red tradicionales, y
sus  ámbitos  de  aplicación,  para  cada
uno  de  los  escenarios  de
experimentación.
 Definir  las  necesidades  actuales
locales  a  fin  de  iniciar  desarrollos  y
experiencia,  para  alcanzar  una  masa
crítica  de  conocimientos  y  poder
interactuar, con otros investigadores y
profesionales.
En  general  se  definirán  métricas  a
obtener  para  cuantificar  los  distintos
parámetros  de  trabajo,  en  cuanto  a
rendimiento,  velocidad,  consumo  de
recursos, uso de memoria interna, etc para
poder  realizar  tablas,  cuadros  y gráficos
comparativos  para  cada  escenario
planteado. 
Formación de Recursos Humanos
Mediante el presente proyecto se busca
la  formación de Recursos Humanos con
el fin de:
 Aglutinar RRHH calificados en torno a
estas  nuevas  tecnologías  y  crear  las
sinergias para facilitar su participación
en  proyectos  e  iniciativas  nacionales
(2021-2022)  e  internacionales  (2023-
2024).
 Incidir  en  los  gestores  de  la  I+D
nacional  para  que  incentiven  estas
tecnologías  a  fin  de  garantizar  una
cierta  independencia  tecnológica.
Estando  al  día  de  las  distintas
iniciativas,  podremos  contribuir  a  las
mismas  y  participar  de  sus
convocatorias.
 Facilitar  la  organización  sostenida  de
seminarios científico-tecnológicos para
la  actualización  de  nuestro  entorno y
una  visión  prospectiva  sobre  la
proyección  de  futuro  de  estas
tecnologías.
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La latencia es una de las principales 
variables a considerar en una red de datos. 
Su fluctuación afecta notablemente la 
trasmisión de información, impactándola 
negativamente. La razón por la cual esto 
sucede puede ser muy variada: congestión 
de datos, degradación del medio de 
transmisión, el uso de redes heterogéneas 
que poseen distintas características de 
rendimiento, etc. Teniendo en cuenta este 
hecho, es interesante analizar que 
característica de la red puede alertarnos al 
respecto. En este artículo intentamos 
mostrar un ejemplo de cómo podemos 
utilizar el RTT (Round Trip Time), para 
ayudarnos a determinar la existencia de 
factores que degradan las propiedades de 
transmisión de una red de datos. 
 
Palabras clave: TCP, Latencia, RTT, 
Rendimiento 
Contexto 
Este estudio está enmarcado en el 
proyecto de investigación 29/A451-1 
“Análisis del comportamiento de 
protocolos de la capa de transporte en 
redes con enlaces inalámbricos”, y es una  
continuación del proyecto 29/A396-1 
“Evaluación del protocolo TCP en 
topologías mixtas cableadas-
inalámbricas”, ambos radicados de la 
UNPA-UARG. El proyecto está 
compuesto mayoritariamente de docentes 
de la UNPA-UARG, dirigido por el Sr. 
Carlos A. Talay, cuenta como Co-director 
al Sr. Luis A. Marrone perteneciente a la 
UNLP y lo integran los docentes Claudia 
N. González, Marycarmen Díaz Labrador, 
Diego R. Rodríguez Herlein y los 
alumnos Vanesa Cadín y Franco A. 
Trinidad, financiándose íntegramente con 
fondos destinados a proyecto de 
investigación de la UNPA-UARG. 
 
Introducción 
En los proyectos enunciados, se ha 
analizado el comportamiento de algunas 
variantes del protocolo TCP 
(Transmission Control Protocol) [1], con 
distintas condiciones de tráfico y 
topología. Con ello intentamos determinar 
las fortalezas y debilidades de estos 
protocolos, y así proponer mejoras que 
optimicen su respuesta según las 
condiciones de funcionamiento [2]. 
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Es así que, una vez obtenidos los datos 
resultantes de las simulaciones realizadas, 
procedemos a analizar los resultados 
arrojados por el simulador [3]. Para ello 
recurrimos a los archivos de datos que el 
simulador nos entrega y en base a estos 
calculamos las métricas. Estas describen 
el comportamiento del tráfico en esa 
topología, pudiendo citar entre las más 
utilizadas: Throughput, Goodput, Delay, 
RTO (Retransmission Time Out), CWND 
(Congestion Window, PLR (Packet Lost 
Ratio) y RTT (Round-trip Time ó Round-
Trip delay Time). En particular esta 
última es utilizada para verificar, en 
forma instantánea, el estado del enlace 
entre dos nodos. Hay que tener en cuenta 
que en la actualidad dominan la escena 
las redes heterogéneas [4] y, si bien el 
RTT nos da una idea del estado del enlace 
extremo a extremo, no podemos conocer 
las condiciones particulares de los 
estadios intermedios. A pesar de ello, el 
RTT nos brinda una importante 
información del tiempo que emplea un 
paquete de datos, desde que sale del nodo 
origen, hasta la recepción de su 
correspondiente ack (acknowledge), que 
confirma su llegada a destino. 
Uno de los mecanismos que más 
influyen en el rendimiento de TCP es el 
de control de congestión [5]. Los 
algoritmos de control de congestión [6] 
permiten regular la tasa de paquetes 
enviados, y de esta manera, evitar el 
colapso de una comunicación por 
congestión. En este sentido el RTT [7] [8] 
nos proporciona información respecto al 
estado del camino del flujo de datos, dado 
que, por ejemplo, comparando el valor 
obtenido respecto de un valor medio, 
podemos inferir el estado de sobrecarga 
de toda la red. 
El siguiente esquema (fig.1), nos 
permite referenciar de una manera simple 
la situación en que se encuentra el tráfico 
de una red en un momento determinado. 
 
Figura 1. RTT vs. Número de paquete 
En este esquema, podemos apreciar 
como el RTT nos da una idea de cómo se 
ve afectado el tráfico en la red. Veamos 
un caso de estudio donde el RTT nos 
permite apreciar la degradación que se 
produce en un flujo de datos cuando la 
línea sufre distintos retardos en el tráfico. 
Caso de estudio 
Como mencionábamos proponemos un 
caso de estudio en donde se tienen dos 
flujos de datos, originados en distintos 
nodos, debido al diseño ya referenciado. 
También tenemos un nodo intermedio que 
podría atribuirse a un access point de una 
red inalámbrica típica (WiFi). El modelo 
implementado en el simulador ns-3 
(Network Simulator 3) representa una 
topología híbrida de 5 nodos (2 nodos 
cableados, 1 estación base y 2 nodos 
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inalámbricos), como se observa en la 
figura (fig.2)  
 
Figura 2. Modelo empleado en el caso de estudio 
Los nodos 1 y 2 están conectados a la 
estación base (nodo 3), mediante enlaces 
cableados full dúplex de 100Mb/s. El 
retardo de propagación indicado para 
cada caso se recrea en los gráficos 
subsiguientes y política de cola DropTail. 
Para el enlace inalámbrico tenemos un 
modo de propagación TwoRayGround, 
capa física WirelessPhy, MAC 802.11, 
antena OmniAntena y los dos nodos (4 y 
5), que no poseen movimiento.  
Para la realización de la prueba se 
realizaron 5 (cinco) ensayos con dos 
tráficos de tipo FTP, que envían 5.000 
paquetes con un tamaño de 1.000 bytes 
cada uno. Los protocolos utilizados en 
ambos casos es New Reno. Los flujos se 
establecieron del nodo 1 al 4 y 
simultáneamente se estableció un flujo 
del nodo 2 al 5. Es decir, ambos flujos 
comparten su tránsito por el nodo 3. 
Línea de investigación y desarrollo 
Para el primer ensayo, retardo de línea 
(delay), asignado para los 2 nodos 
cableados, es de 1 ms. Las condiciones de 
funcionamiento del segmento inalámbrico 
de la red (WiFi) es común a los nodos 4 y 
5.  
Bajo estas condiciones presentamos 
los resultados obtenidos para RTT, 
calculados para los nodos 1 y 2.  
 




Figura 4. RTT vs. Tiempo.  Nodo 2 y retardo=1ms. 
NewReno-NewReno. 
 
Luego de obtener estos valores, que se 
presentan como estado base de 
comparación, procedemos a incrementar 
los retardos sobre la línea que une los 
nodos 2 y 4 y generamos 4 nuevos 
ensayos, en donde la línea que une los 
nodos 1 y 3 permanece en 1ms. (fig. 5, 7, 
9 y 11), medido en el nodo 1 y por otro 
lado la línea que une los nodos 2 y 3, que 
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en estos ensayos se definen con retardos 
de 10ms. (fig. 6), 50ms. (fig. 8), 200ms. 












Figura 7. RTT vs. Tiempo.  Nodo 1 y retardo=1ms. 
NewReno-NewReno.  
 











Figura 10. RTT vs. Tiempo.  Nodo 2 y retardo=200ms. 
NewReno-NewReno. 
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Figura 12. RTT vs. Tiempo.  Nodo 2 y retardo=400ms. 
NewReno-NewReno. 
 
Resultados obtenidos y futuras 
líneas de investigación 
Como se observa la variación del RTT 
es un indicativo de la degradación del 
tráfico. Cuando el RTT aumenta, esto nos 
indica problemas en el tránsito de los 
datos. Si bien en este caso se forzó la 
degradación introduciendo retardos en la 
línea, los problemas de degradación 
puede tener orígenes más complejos y su 
determinación es motivo de un análisis 
que puede incluir más factores. 
En el futuro se tiene previsto ampliar 
la cantidad de nodos incluidos en la 
topología y utilizar más variantes del 
protocolo TCP. También nos 
encontramos en el proceso de  migración 
del simulador ns-2 a ns-3, básicamente 
por la discontinuidad en el soporte de ns-
2 y la mayor versatilidad de ns-3 para 
construir escenarios y simularlos. 
Formación de Recursos Humanos 
Este proyecto se ha conformado con 
investigadores consolidados en el área de 
protocolos de comunicaciones. Así 
mismo se ha incorporado a un nuevo 
docente-investigador que se formará en 
este área de investigación, reforzando las 
características heterogéneas del grupo de 
profesionales vinculados al grupo.  
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RESUMEN
Las expectativas de crecimiento en las
redes  móviles  siguen  siendo  enormes.
El mundo de las comunicaciones avanza
hacia  la  próxima  generación  de  redes
inalámbricas 5G, en base a la necesidad
de  los  usuarios  de  superar  las
prestaciones  que tienen las tecnologías
4G y sus predecesoras.
 Para  la  implementación  completa  de
esta nueva generación de redes móviles,
existe el problema de integrar diversas
tecnologías  que  deben  interactuar  en
forma  adecuada.  Como  ejemplo  de  lo





La responsabilidad de integración recae,
como siempre ocurre en el mundo de las
comunicaciones,  sobre  las  nuevas
tecnologías  y  arquitecturas  que  se
incorporarán a los servicios existentes. 
La  metodología  a  utilizar  será  la
investigación documental,  entrevistas  a
especialistas de distintos fabricantes de
equipamiento  para la  generación 5G y
operadoras  de  servicios  (Carriers),
pruebas  y  análisis  de  normativa
generada  por  entidades  de
estandarización.
Se buscarán las incompatibilidades y a
partir de un debate interno se sacarán las
conclusiones  respecto  de  las  mejores
prácticas  que  se  contrastarán  con
pruebas  hechas  por  los  Carriers  y/o
pruebas piloto.
Se generará un informe final en el que
entre  otros  aspectos  se  detallarán  las
mejores  prácticas  para  la
implementación de estas tecnologías en
las  redes  y  servicios  actuales.  Se
realizará  también  una  prospectiva  de
esta  tecnología  para  los  próximos  3
años.
El  impacto  que  producirá  la
investigación será en el  entorno de los
Carriers de comunicaciones que tendrán
una guía para determinar  qué tipos de
implementaciones  hacer  para  mejorar
sus  servicios  actuales  de
comunicaciones.  En  el  ámbito
académico,  el  impacto  de  la
investigación  estará  dado  por  la
incorporación de un tema de punta en
las cátedras de redes y comunicaciones
del  Departamento  de  Ingeniería  e
Investigaciones  Tecnológicas  de  la
UNLAM.
Palabras  Clave:  Modulación,
Frecuencias,  Espectro  Radioeléctrico,
Prospectiva, Dispositivos
CONTEXTO
La  secretaría  de  investigaciones
tecnológicas,  en  conjunto  con  del
Departamento  de  Ingeniería  e
Investigaciones  Tecnológicas,  son
quienes  dictan  las  políticas  de
investigación  y  las  entienden  como  la
base  de  producción  y  distribución  de
conocimiento.  Particularmente  este
grupo  de  investigación  ha  venido
desarrollando  una  serie  de
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investigaciones orientadas a las redes de
comunicaciones  o  a  las
telecomunicaciones  en  general,  como
antecedentes  se  pueden  citar:  C164
(Carrier-  Ethernet),  C189 (LTE),  C210
(Virtualización  de  funciones  de  red)  y
trabajos  en  diferentes  congresos  como
“Carrier  Agreggation”,  “Narrow  Band
IoT”, “VoLTE”.
Temáticas  que  luego  son  introducidas
en  cátedras  de  comunicaciones  de  la
Universidad  Nacional  de  La  Matanza,
en  carreras  de  Informática  como  de
Electrónica. Adicionalmente, se brindan
charlas  de  divulgación  para  la
comunidad educativa  de acuerdo a  las
necesidades del centro de estudiantes de
dicha institución
1. INTRODUCCION
Las redes de acceso de 5ta generación
son la  evolución de las redes de datos
móviles y brindarán un mayor ancho de
banda de navegación, una disminución
de la latencia y una mejora notable en la
calidad  de  las  comunicaciones  entre
otros beneficios.
El despliegue de estas redes por parte
de las diferentes operadoras de telefonía
móvil en Argentina se encuentra en un
estado  de  desarrollo  primario,
existiendo  configuraciones  y
parametrizaciones  aún  no  depuradas,
denominadas  PoC  (pruebas  de
concepto)  o  demostraciones
comerciales.
Al ser una tecnología en auge, en el
mercado  no  hay  gran  cantidad  de
profesionales  especializados  ni
abundancia de documentación (más allá
del  estándar  3GPP).  Esto  hace  que  el
presente  protocolo  de  investigación
cobre suma importancia para el mercado
de las telecomunicaciones en Argentina.
La problemática a investigar incluye,
entre  otras,  las  percepciones  de  los
principales  especialistas  en  estas
tecnologías,  la  determinación  de  las
mejores  prácticas  para  la
implementación de redes de acceso de
5ta  generación,  y  lo  que  ocurrirá  con
esta  tecnología  de  acceso  durante  los
próximos 3 años.
2. LINEAS  DE
INVESTIGACION  y
DESARROLLO
Los  estudios  permitirán  vislumbrar
distintas  soluciones  de implementación
que  llevarán  asociadas  cada  una  de
ellas,  ventajas  y  limitaciones,  que
determinarán  la  capacidad  de  los
servicios que se presten.
El  objeto  de  investigación  es
determinar  dentro  del  universo  de
soluciones posibles de arquitecturas de
redes,  cuáles  son las  mejores prácticas
para su implementación que impliquen
la  mejor  utilización  del  espectro
radioeléctrico,  de  manera  de  poder
obtener  en  los  terminales  la  mejor
experiencia en el uso de los servicios. 
El  campo  específico  de  la
investigación consiste en trabajar sobre
los  aspectos  de  interoperabilidad  y
capacidades de los elementos de red de
distintos  proveedores  determinando  su
compatibilidad  de  funcionamiento
frente a los estándares, concentrándonos
en el comportamiento del dispositivo y
la  red,  frente  a  los  servicios  de  este
nuevo escenario tecnológico. 
El  modelo  teórico  conceptual  se
estructura a partir  del conocimiento de
incompatibilidades  históricas  que
presentan las tecnologías en sus estados
iniciales  de  desarrollo  con  las
necesidades de buen funcionamiento de
los servicios.
Esto  requiere  un  análisis  de  dichas
incompatibilidades  de  acuerdo  con  el
estado  del  arte,  con  el  objeto  que  los
proveedores  de  tecnologías  trabajen
sobre las mismas y que los Carriers de
comunicaciones tengan claro cuáles son
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las  limitaciones  a  la  hora  de
implementar sus servicios.
La  validez  de  los  resultados  se
obtendrá a través de la verificación de la
compatibilidad  de  las  tecnologías  para
los  servicios  convergentes  y  la
búsqueda  de  pruebas  exitosas  que
convaliden  nuestras  conclusiones,  para
lo cual, una vez obtenido el resultado se
lo  contrastará  con  pruebas  de
laboratorio  o  pruebas  piloto  en
operadoras  de  telefonía  móvil  que
operan en el mercado.
3. OBJETIVOS
Objetivo principal
Esclarecer  el  grado  de  madurez  de  la
tecnología,  las  características  de  las
redes  desplegadas  y  a  desplegar  en
Argentina,  verificando  la
compatibilidad  e  interoperabilidad  con
las  redes  actualmente  desplegadas  de
2G,  3G  y  4G  generando  una
recomendación  de  mejores  prácticas
para su implementación y despliegue de
acuerdo con el  estado del  arte  de esta
tecnología,  complementándolo con una
prospectiva de evolución a 3 años.
Lograr reconocer las implementaciones
más  convenientes  (mejores  prácticas)
que  podrán  ser  utilizadas  por  los




Reconocer  los  proveedores  de
tecnología  que  existen  en  el  mercado,
así  como  las  distintas  Operadoras  que
brindan servicios sobre esta red.
Detectar  los  problemas  de
interoperabilidad entre proveedores.
Determinar  los  5  principales
dispositivos  con  capacidad  de  operar
sobre la nueva tecnología.
Determinar  las  limitaciones  y
potencialidades que tendrán las nuevas
redes.
Formar  recursos  humanos  en  esta
novedosa tecnología.
Obtener  información  sobre  cuáles
serán  los  servicios  que  oficiarán  de
apalancadores  del  negocio  de  las
telecomunicaciones de la región.
5. FORMACION  DE
RECURSOS HUMANOS
El equipo de investigadores pertenece al
cuerpo  docente  del  Departamento  de
Ingeniería  de  la  Universidad  de  La
Matanza, con miembros de las carreras
de Electrónica e Informática, todos con
gran  experiencia  en  el  área  de
telecomunicaciones.
Pero  en  esta  investigación  se  ha
incorporado un alumno, como parte de
un  plan  para  mejorar  sus  habilidades
blandas  o  soft  skills,  a  quien  se  le
asignó la tarea supervisada de redacción
científica de textos.
El alumno ha mejorado su capacidad de
lectura  y  escritura  en  formato
académico  con  especial  énfasis  en  la
generación  de  síntesis  y  análisis
documentados,  permitiéndonos acelerar
la  producción  escrita  de  artículos
científicos.
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Resumen 
En este trabajo se presenta un proyecto 
de investigación denominado 
“Tecnologías para Desarrollos 
Sostenibles de Ciudades Inteligentes”.  
Particularmente en este artículo se 
presentan los avances realizados en 
relación a “La construcción de un salón 
de clases eficiente energéticamente”. 
Para ello se trabaja en el desarrollo de 
un prototipo que permite reducir el uso 
de la energía eléctrica en función de la 
ocupación del aula y las necesidades del 
docente. 
Palabras claves: Internet de las 
Cosas, Frameworks, Eficiencia 
Energética. 
Contexto 
Este trabajo se enmarca en el proyecto 
de investigación denominado  
“Tecnologías para Desarrollos 
Sostenibles  de  Ciudades  Inteligentes”, 
registrado actualmente en la Secretaría 
de Investigación y Desarrollo de la 
Universidad Gastón Dachary (UGD) 
con el número Código IP A10002/19 y 
radicado en el Centro de Investigación 
en Tecnologías de la Información y 
Comunicaciones de dicha Universidad.  
El mismo fue incorporado como 
proyecto aprobado en el llamado a 
presentación interna de la UGD de 
proyectos de investigación N°10 
mediante la Resolución Rectoral (R.R). 
44/A/2019 y es una continuidad de los  
Proyectos Simulación en las TICs: 
Diseño de Simuladores de Procesos de 
Desarrollo de Software Ágiles y Redes 
de Sensores Inalámbricos para la 
Industria y la Academia.  R.R. UGD N° 
07/A/17 y Simulación como 
herramienta para la mejora de los 
procesos de software desarrollados con 
metodologías ágiles utilizando dinámica 
de sistemas, R.R. UGD N° 18/A/14 y 
R.R. UGD N° 24/A/15. 
Introducción 
Una institución educativa moderna, 
cuenta con una gran cantidad de aulas, 
equipadas con numerosos dispositivos 
de iluminación y refrigeración (aires 
acondicionados). “Diversos organismos, 
comprometidos con el uso eficiente de 
la energía y la conservación de nuestro 
medio ambiente, han reportado que los 
edificios son responsables por el 
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consumo del 40% o más de toda la 
energía primaria producida a nivel 
mundial...” [1]. De acuerdo a esto, es 
razonable afirmar que la energía 
consumida en un día de clases en 
horario pico es muy elevada. 
En el mismo sentido, el control de 
temperatura (mediante el encendido, 
apagado y regulación en aires 
acondicionados) e iluminación (apagado 
y encendido de luces) en las aulas, se 
efectúe de forma manual. En 
instituciones como la nuestra, estas 
tareas están asignadas a una persona, 
que debe realizar las configuraciones 
apropiadas en cada aula.  
De la misma manera, se observa que 
cada profesor suele tener su propio 
requerimiento de iluminación en aula. 
Por ejemplo, hay profesores que 
requieren la máxima iluminación 
posible (todas las luces del aula 
encendidas), mientras que otros no 
utilizan las luces próximas al pizarrón 
ya que utilizan proyectores con 
presentaciones y/o filminas. Respecto 
de la climatización, la configuración de 
la temperatura claramente dependerá de 
la cantidad de personas, de los equipos 
en la sala y de las condiciones 
climáticas del día. 
Entonces, es necesario encontrar un 
método para hacer eficiente el consumo 
energético, reducir los gastos de la 
institución y para atenuar el impacto 
ambiental. Es por ello que haciendo uso 
de los avances tecnológicos disponibles, 
se propone diseñar una solución al 
problema mediante la utilización de un 
Framework de IoT presentado en [2], 
una aplicación Web y hardware 
específico [3]. Esto permitirá a cada 
profesor configurar de forma 
independiente su perfil de iluminación y 
temperatura para el aula que va a 
utilizar, el cual será aplicado de forma 
automática mientras se encuentre dando 
clases. Como trabajos relacionados se 
pueden ver mencionarlos siguientes.  
En [1] se establece una línea referida a 
costumbres y políticas de buen uso de la 
energía que no solamente promuevan el 
desarrollo, implementación y 
adaptación de software y hardware; sino 
que estas permitan un ahorro de dinero 
en la Universidad Nacional de 
Misiones. En [4] se describe el proceso 
de investigación para el desarrollo de un 
sistema de IoT, para promover un 
servicio de iluminación inteligente en 
un ambiente académico. El sistema 
orquesta una  serie de sensores, sistemas 
de monitoreo y acciones controladas, 
basadas en el principio de hacer 
disponibles las funciones del sistema y 
el registro de consumo en tiempo real 
por medio de servicios web. 
Asimismo, en [5] se propone el diseño y 
la implementación de un sistema 
automatizado inteligente para la 
conservación de la energía eléctrica. El 
mismo permite que los dispositivos 
eléctricos y los interruptores puedan ser 
controlados y monitoreados 
remotamente sin ninguna intervención 
humana. 
En trabajo realizado en [6] se utiliza la 
tecnología basada en IoT para lograr la 
automatización de las aulas y propone 
un enfoque para controlar y manejar 
equipos eléctricos como ventiladores y 
luces basado en la presencia de 
personas. 
 
Línea de Investigación 
Para esta línea de investigación el 
objetivo principal es: determinar el 
Framework de IoT más adecuado en 
cuanto a métricas de software para 
diseñar una solución que contribuya a la 
eficiencia energética en organizaciones. 
Como objetivos específicos se 
propusieron los siguientes: 1) Analizar 
bibliografía y trabajos existentes sobre 
IoT aplicada a la eficiencia energética. 
2) Definir y aplicar un proceso de 
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selección de dos frameworks de IoT 
basado en las facilidades de 
implementación, seleccionados de entre 
cinco de los más usados. 3) Diseñar un 
prototipo de aplicación que contribuya a 
la eficiencia energética en ambientes 
organizacionales a implementarse en los 
dos frameworks seleccionados. 4) 
Elaborar diversos escenarios que 
podrían ocurrir y realizar pruebas en 
éstos de implementación de los 
prototipos con datos estáticos 
previamente elaborados. 5) Determinar 
el framework de IoT que mejor se 
adapte al escenario propuesto, 
considerando las métricas de software 
de los prototipos desarrollados.  
Resultados 
La solución tecnológica al problema 
tiene su núcleo en el framework de IoT, 
que cumple la función de efectuar la 
comunicación entre las la aplicación 
web y el hardware (Figura 1) brindando 
un método para almacenar la 
información permitiendo la 
disponibilidad para la lectura y que 
pueda ser consumida en el momento 
requerido. Por su parte, la Aplicación 
Web define todo lo referido al 
comportamiento a seguir y luego, el 
hardware únicamente ejecuta las 
acciones ordenadas desde la Aplicación 
Web. Un ejemplo de su funcionamiento 
sería: la aplicación web lee la 
información del sensor de temperatura 
que envía el hardware, y dice en qué 
momento prender o apagar un aire 
acondicionado. Podemos establecer un 
esquema del sistema solución como se 
muestra  en la Figura 1.  
Figura 1. Esquema del prototipo 
Cada flecha del gráfico anterior, 
representa un Request HTTP que 
realizan la aplicación web y el hardware 
respectivamente. En base a esto, 
tenemos cuatro situaciones: 
1. por ejemplo, con el sensor La 
aplicación web envía datos de 
cambios de estados al framework 
de IoT. Estos cambios de estados se 
refieren a cambios en los perfiles 
según las preferencias de cada 
profesor. Por ejemplo, si el aire 
acondicionado en el aula 1, debe 
encenderse en determinado 
momento, el framework de IoT 
almacena estos datos, y los deja 
disponibles para ser consumidos. 
Cabe aclarar que el framework de 
IoT en este caso no maneja la 
lógica de cuándo debe encenderse 
un aire o no, simplemente recibe el 
dato, por ejemplo, “Aire1: 1”, ya 
generado por la aplicación web, y 
lo deja disponible para ser 
consumido por quién lo requiera. 
2. Los datos disponibles son 
consumidos por el hardware, que 
lee los datos mediante un Request 
HTTP y se limita a ejecutar la 
acción. Por ejemplo, si leyera que 
las luces del aula 1 deben estar 
encendidas y estas se encuentran 
apagadas, las encenderá. 
3. Existen ciertos momentos donde el 
hardware precisa alimentar de 
información al sistema, de 
temperatura. En este caso, tomará 
la temperatura del ambiente y la 
enviará hacia el framework de IoT, 
para que ésta se encuentre 





cambios de  
estado del usuario 
Framewor
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4. Por último, existirán casos donde la 
Aplicación web requiere 
retroalimentarse de información del 
sistema, como ser cuando el 
hardware informa la temperatura 
actual de determinada aula. De esta 
manera, la Aplicación Web sabrá 
qué información producir y enviar 
al framework de IoT nuevamente. 
A continuación se menciona la 
tecnología utilizada en este trabajo.  
El hardware utilizado es una plataforma 
IoT de código abierto, el NodeMCU 
ESP8266 (Figura 2). Incluye el 
firmware que se ejecuta en el SoC 
(Sistema en chip) WiFi ESP8266 de 
Espressif Systems y el hardware que se 
basa en el módulo ESP-12 [7]. 
El ESP8266 es un chip de bajo costo 
WiFi con una pila TCP/IP completa y 
un microcontrolador. Puede ser 
programado utilizando el lenguaje de 
scripts Lua o con el IDE de Arduino en 
lenguaje C [8]. 
 
Figura 2. NodeMCU ESP8266.  
 
Para la realización de la aplicación web 
se utilizaron distintos framework: 
Laravel, VueJs y Postman. Laravel es 
un framework PHP de código abierto 
para desarrollar aplicaciones y servicios 
web mediante la arquitectura de capas. 
VueJs es un framework progresivo de 
JavaScript para crear interfaces de 
usuario. Es una alternativa a 
frameworks como Angular o React [9]. 
Postman es una herramienta que 
permite realizar peticiones HTTP hacia 
cualquier API REST, ya sea de terceros 
o propias para ir testeando el 
funcionamiento de la API por medio de 
su interfaz gráfica. Finalmente, el 
Ubidots [10] es una plataforma que 
permite construir, desarrollar, probar, 
aprender y explorar el futuro de las 
aplicaciones y soluciones conectadas a 
Internet. Entre algunas características 
existentes, se incluyen: 
● Conectar hardware a la nube de 
Ubidots fácilmente con más de 200 
bibliotecas, SDK y tutoriales 
comprobados por el usuario para 
guiar su integración a través de 
HTTP, MQTT, TCP, UDP o 
protocolos personalizados. 
● Crear una API propia y analizar los 
datos en una función GET o POST 
HTTP de Node.js en la nube que 
extiende su solución de conexión 
más allá de la arquitectura y las 
capacidades de Ubidots. 
● Analizar datos y agregar protocolos 
de terceros o nubes de dispositivos 
como Sigfox, Particle Cloud, 
LoRaWan y otras. 
● Ampliar el monitoreo y el análisis 
de datos de las aplicaciones con 
integraciones de API como 
Weather Underground, Watson de 
IBM, Google Locations, Zapier, 
etc.  
El stack de servicios se puede ver en la 
Figura 3.  
 
Figura 3. Stack de servicios de Ubidots 
XXIII Workshop de Investigadores en Ciencias de la Computación 36
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Formación de Recursos 
Humanos  
El equipo de trabajo se encuentra 
formado por cuatro investigadores, un 
Doctor en Tecnologías de la 
Información y Comunicación, un 
Doctor en Ingeniería; dos Doctorandos 
en Informática y ocho estudiantes en 
período de realización de trabajos 
finales de grado de Ingeniería en 
Informática de la UGD. Actualmente, el 
número de tesinas de grado aprobadas 
en el contexto de este proyecto, es de 
tres, y otras dos en proceso de 
desarrollo. En la UGD se lazando 
recientemente la carrera de posgrado de 
Especialización en Gestión de 
Tecnologías de la Información y 
Comunicación y contara en su comité 
académico con un doctor de 
Universidad Nacional del Litoral. 
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El presente trabajo expone una 
experiencia en la implementación de un 
Punto de Intercambio de Tráfico de 
Internet (IXP) de la Cámara Argentina de 
Internet (CABASE), para la cuidad de 
Salta, por iniciativa de la Universidad 
Católica de Salta y Gobierno de la 
Provincia de Salta. Las tareas se iniciaron 
en el año 2018 y una vez puesto en 
funcionamiento tal infraestructura, los 
esfuerzos se pusieron en invitar a 
proveedores locales e instituciones a 
formar parte de este punto de intercambio. 
Esto significó acercar los conocimientos 
teóricos y prácticos a fin de alcanzar tal 
objetivo.  
  
Por todo esto desde el ámbito de la 
Universidad se propusieron actividades de 
transferencia mediante charlas y 
workshops utilizando un entorno de 
simulación de redes basado en GNS3 
sobre el cual se expusieron los casos de 
uso y se impartieron capacitaciones a los 
responsables administradores de red los 
proveedores locales. 
 
Palabras clave: IXP, BGP, GNS3. 
 
Contexto 
La línea de investigación se encuentra 
apoyada por el C.I.D.I.A. (Centro de 
Investigación y Desarrollo en Informática 
Aplicada) que depende de la Facultad de 
Ciencias Exactas de la Universidad 
Nacional de Salta y por la Facultad de 
Ingeniería de la Universidad Católica de 
Salta, por lo tanto, se cuenta con toda la 
infraestructura disponible para esta 
investigación. El proyecto cuenta con el 
financiamiento del Consejo de 
Investigación de la Universidad Católica 
de Salta y el CIUNSa – Consejo de 
Investigación de la Universidad Nacional 
de Salta.  
Introducción 
Históricamente la Argentina ha contado 
con una buena capacidad de Banda Ancha 
internacional, permitiendo mantener 
relativamente bajos los precios de tránsito 
internacional. Sin embargo, la situación al 
interior del país era un tanto diferente, ya 
que los ISPs lejanos a las rutas de fibra 
óptica que conectan las grandes ciudades 
con Buenos Aires enfrentaban altos costos 
de tránsito interno, generando costos de 
acceso mucho más altos en ciudades 
pequeñas y alejadas que en las grandes 
ciudades [1]. 
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A partir de la experiencia del IXP de 
Buenos Aires, CABASE comenzó a 
desarrollar iniciativas en el interior del 
país, en mercados más pequeños. 
Actualmente la Argentina cuenta con 32 
IXPs en funcionamiento [2]. 
 
 En particular en el año 2018, en la 
ciudad de Salta se crea el punto de 
intercambio de trafico de Internet 
CABASE, por iniciativa de la Universidad 
Católica de Salta y Gobierno de la 
Provincia de Salta. y se invita a miembros 
del ecosistema local de internet a formar 
parte del mismo. Este primer paso, 
promovió que proveedores locales, vieran 
la necesidad de que se les acerquen los 
conocimientos para poder conectarse y 
hacer uso de las bondades de este IXP. Por 
ello desde la universidad se propusieron 
cursos de extensión y actividades de 
transferencia a fin de despejar dudas y 
poner en conocimiento aspectos técnicos 
para poder formar parte del punto de 
intercambio. 
 
Puntos de Intercambio de Tráfico 
– IXPs 
 
Consideramos pertinente acercar una 
definición sucinta de lo que es un punto de 
intercambio de tráfico. Según CABASE, 
“Son espacios donde los proveedores de 
acceso a Internet, los organismos de 
gobierno, las entidades académicas, los 
grandes proveedores de contenido y otros 
actores del ecosistema de Internet, se 
interconectan entre sí para intercambiar 
el tráfico de sus redes de una manera más 
eficiente, con el objetivo de acercar el 
contenido al usuario final.  Al estar más 
cerca, mejora sensiblemente la 
experiencia del usuario y la velocidad de 
navegación al reducir el tiempo de viaje 
del contenido (latencia).” [3]. 
 
Tomando como premisa el mejorar la 
experiencia del usuario y velocidad de 
navegación, es que se diligenciaron las 
acciones para la creación del IXP en Salta. 
 
Ventajas de los IXPs (estabilidad y 
resiliencia)  
 
• Tráfico local se rutea localmente. 
• Menor latencia para las 
aplicaciones. 
• Menores costos. 
• Posibilidad de implementar CDNs 
(Equipos que albergan contenidos 
de los generadores más 
importantes). 
• El tráfico de una región/país/zona 
no es visto desde otras 
regiones/países, (en caso de 
requerirse). 
• Introducción de nuevas 
tecnologías (IPv6, RPKI, etc.). 
• Sentido de "comunidad”. 
Compartir problemas, estrategias, 
acciones en común. [4]| 
 
Relevancia de los IXPs 
 
• Mayor estabilidad y resiliencia al 
tráfico de Internet 
o Mejora la conectividad, 
redundancia, conexiones 
estables. 
o Facilidad para instalar 
servidores raíz de DNS (root 
servers). 
• Seguridad 
o Tráfico más controlado, 
localizado, menos sujeto a 
inspección. 
o Posibilidad de intercambio de 
información de incidentes. 
o Acciones en común a fin de 
mitigar ataques. 
• Entrenamientos y capacitaciones: 
grupo focalizado. 
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• Facilidad de introducción de pilotos de 
RPKI e IPv6. 
•  Posibilidad de investigación y 
estadísticas de tráfico. 
• Crecimiento y desarrollo de Internet en 
la región. [4]| 
 
Entorno de prueba utilizado. 
 
Al momento de plantearnos el 
escenario de pruebas a utilizar, nos 
encontramos con la complejidad que 
implica el despliegue de una topología 
donde intervengan ISPs tier 1 y tier 2, que 
implementen sesiones BGP, y el manejo 
de más de 800000 rutas que componen la 
tabla de enrutamiento de Internet. [5]| 
 
Toda la complejidad mencionada 
anteriormente se logró abstraer mediante 
el uso de la herramienta de software para 
simulación de redes GNS3. El escenario de 
pruebas se simuló sobre plataforma 
Windows 10 con 8gb de memoria RAM, y 
microprocesador Intel I7 de 6ta 
generación. La primera observación que 
pudimos realizar fue que para un uso 
eficiente de recurso de procesador se hizo 
necesario iniciar uno a uno los dispositivos 
simulados y no todos juntos, ya que el 
consumo de procesador es demasiado alto 
en el segundo caso.  
 
Para la simulación de los routers de 
borde se utilizó la versión Mikrotik Cloud 
Hosted Router, la cual es de libre 
distribución, con la limitación de poder 
traficar hasta 1Mb por interfaz, lo cual 
para una simulación no implica ningún 
inconveniente. La simulación de 
servidores de contenidos se realizó sobre 
la versión de Linux denominada Tiny, que 
tiene como principal característica el 
consumo mínimo de recursos, tanto de 
memoria, procesador, como de espacio en 
disco. 
 
A continuación, se describe la 
funcionalidad de cada uno de los 
dispositivos que forman parte del 





AS-XXX Nº Sistema Autónomo 
IXP  Punto de Intercambio 




Proveedor de Internet 
local 
Facebook Servidor de contenidos 
Google Servidor de contenidos 
Netflix Servidor de contenidos 
Google 
IXP 
Servidor de contenidos 
conectado a IXP 
Nube 
Internet 
Proveedor de Internet tier 
1 
 
El escenario de pruebas se completa 
con la configuración del protocolo BGP en 
los routers de borde necesario para: [6]| 
 
• Establecimiento de sesiones. 
• Intercambio de rutas. 
• Creación de filtros de seguridad 
• Aplicación de atributos BGP 
para influenciar sobre el tráfico. 
Líneas de Investigación, y 
Desarrollo 
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Los principales ejes temáticos que se 
están investigando son los siguientes:  
 
• Puntos de Intercambio de tráfico. 
• Border Gateway Protocol. 




En el escenario propuesto se expone el 
caso de mejora en la experiencia de 
navegación para el Cliente conectado al 
ISP regional, en situaciones donde solicita 
contenidos del servidor Google IXP, ya 
que este desplegó tales contenidos en la 
infraestructura del IXP. Así mismo, se 
pudo probar y exponer todas las 
configuraciones antes mencionadas, donde 
se establecen sesiones BGP entre routers, 
se intercambian rutas y mediante filtros de 
seguridad, por ejemplo, el Cliente 
conectado al ISP A, no podría acceder a los 
contenidos desplegados en el servidor 
Google IXP. 
 
Cabe destacar que todas las pruebas de 
ruteo y configuraciones, se realizaron 
sobre IPv4, porque al momento de la 
presentación alrededor de un 30% del 
contenido de Internet no es alcanzable con 
IPv6, en consecuencia, es una necesidad 
para los proveedores de internet seguir 
implementando IPv4 para poder alcanzar 
estos contenidos. Sin embargo, se 
realizaron pruebas sobre IPv6 y el caso 
expuesto se puede trasladar a tal 
alternativa sin ningún inconveniente. 
 
Formación de Recursos Humanos 
 El grupo de investigación conformado 
se caracteriza por una constitución 
heterogénea de profesionales vinculados a 
la informática. El director es Doctor en 
Ciencias Informáticas por la UNLP y el 
Codirector Master en Ingeniería de 
Software. Dentro de los investigadores se 
cuenta con un Magister en Redes de Datos, 
una Magister en Ingeniería de Software, un 
Ingeniero en Sistemas y un Técnico 
Universitario en Programación. También 
integran el grupo dos alumnos avanzados 
de la carrera Licenciatura en Análisis de 
Sistemas de la UNSa. En el transcurso del 
proyecto se tiene como objetivo consolidar 
la formación en investigación de los 
integrantes de menos antecedentes y 
también está contemplado que uno de los 
integrantes complete el cursado de la 




[1] Paper “Modelos e impactos de los 
puntos de intercambio de tráfico (IXPs) en 
Amércia Latina y Caribe”. Alejandro 
Prince, Lucas Jolías. 44 JAIIO - STS 2015 
- ISSN: 2451-7631. 
 
[2] Poster “Red Nacional de IXPs 2020” 





[3] Cámara Argentina de Internet. Puntos 
de intercambio de tráfico. 
https://www.cabase.org.ar/servicios/#ixps 
 
[4]| Puntos de Intercambio de tráfico: IXPs 
Importancia y Beneficios. Guillermo 
Cicileo. Estrategia de Seguridad y 
Estabilidad LACNIC. 
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[5] Tesis de Magister “Diseño e 
implementación de una solución de 
administración de tráfico de red basada en 
DNS y chequeos de disponibilidad”. 




[6]| Simulación de redes con mikrotik y 
gns3 ejemplos de BGP. Ing. Álvaro 
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Nuestra línea de investigación, tiene como 
principal objetivo evaluar la influencia de la 
utilización de software de simulación en la 
enseñanza de contenidos de redes de 
computadoras en carreras de grado y cursos 
de postgrado a fin de contrastar con la 
enseñanza en laboratorios con equipo real 
Mikrotik. Para ello, nos planteamos un 
estudio aplicado, longitudinal y experimental 
que considera aspectos cuantitativos y 
cualitativos, que permitan determinar si los 
estudiantes que realizan prácticas en un 
entorno de simulación aprenden 
significativamente más que aquellos 
estudiantes que se capacitan en laboratorios 
con equipos reales de red. 
Por otro lado, la educación superior en 
tiempos de pandemia tuvo que transformarse 
de manera brusca a un esquema virtual de 
emergencia para dar respuesta a las 
necesidades. En ese contexto, los objetivos 
del proyecto de investigación, al menos 
durante el período 2020, tuvieron que 
adaptarse a dichos cambios ya que no 
disponíamos de la posibilidad de realizar 
prácticas en laboratorios presenciales de redes 
durante la cursada.  
Palabras clave: protocolo TCP-IP, 
emulación, simulación, enseñanza, redes, 
Mikrotik, GNS3, Packet Tracer. 
 
Contexto 
La línea de investigación se encuentra 
apoyada por el C.I.D.I.A. (Centro de 
Investigación y Desarrollo de Informática 
Aplicada) que depende de la Facultad de 
Ciencias Exactas de la Universidad Nacional 
de Salta y por la Facultad de Ingeniería de la 
Universidad Católica de Salta, por lo tanto se 
cuenta con toda la infraestructura disponible 
para esta investigación. El proyecto cuenta 
con el financiamiento del CIUNSa – Consejo 
de Investigación de la Universidad Nacional 
de Salta y el Consejo de Investigación de la 
Universidad Católica de Salta. 
Introducción 
En otras circunstancias podríamos haber 
encarado la escritura de este trabajo 
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abordando las áreas de competencia de 
nuestra tarea de investigación científica, pero 
hoy nos encontramos navegando en áreas de 
la educación a distancia.  
Reconociendo el carácter excepcional del 
momento que atravesamos, este artículo 
propone una reflexión del complejo proceso 
de enseñanza y aprendizaje y de las prácticas 
pedagógicas que hemos adoptado, y de una 
experiencia de cambios o modificaciones para 
alcanzar los objetivos académicos de manera 
efectiva. 
Los procesos de tutorización 
evolucionaron desde el rol tradicional del 
docente como eje de la comunicación y la 
información hacia planteamientos que 
fomentan el uso de las metodologías activas y 
el aprendizaje autónomo del alumno. 
Uno de los objetivos claves en la 
enseñanza de las redes de computadoras en 
las carreras de sistemas es transmitir 
conceptos básicos y fundamentos a los 
estudiantes. Sin embargo, desde hace un 
tiempo, se viene investigando cómo facilitar 
la relación entre la realidad y las teorías y 
modelos, es decir, entre lo concreto y lo 
abstracto.  Así, las computadoras personales, 
con la variedad de software que se ha 
desarrollado, tienen en sí mismas un gran 
potencial para mejorar el proceso de 
enseñanza y aprendizaje haciendo que:  
• sea más interesante el aprendizaje,  
• sea un aprendizaje activo y no pasivo en 
las aulas,  
• sea al ritmo del estudiante en forma 
personalizada, 
• los estudiantes estén más motivados y la 
educación sea permanente. 
Líneas de Investigación, 
Desarrollo e Innovación 
En los años previos a la pandemia, durante 
las cursadas de la asignatura Redes de 
Computadoras I, la tutorización siempre se 
realizó de manera presencial o 
semipresencial. La idea de la tutorización 
virtual surge en el año 2020 fruto de la 
coyuntura, y la imposibilidad del habitual 
cursado presencial. 
 Teniendo en cuenta, tanto la dedicación 
que requiere el seguimiento de las diferentes 
actividades durante la cursada, así como el 
hecho de que algunas actividades como la 
simulación puedan desarrollarse de manera 
autónoma por parte del alumno, hemos 
llegado  a la conclusión de que tal vez el uso 
de las TICs aplicadas al aprendizaje y al 
conocimiento (TAC) permitiría llevar a cabo 
una mejor gestión del proceso de la que se 
realiza cuando todo el trabajo se desarrolla de 
manera presencial o semipresencial. Del 
mismo modo, hemos considerado que, a 
través de este método, se facilitarían 
estrategias que verdaderamente empoderarán 
al estudiante en el desarrollo y la toma de 
decisiones sobre las diferentes actividades.   
Tomando esta decisión como punto de 
partida, el reto consistió en desarrollar una 
propuesta de tutorización que lograra aunar 
ambos intereses, La opción de plantear un 
proceso de tutorización virtual en una 
asignatura a priori presencial suponía una 
experiencia de innovación pensada como una 
primera aproximación hacia un método que 
permitiera al cuerpo docente implicarse en la 
tutorización del trabajo de los estudiantes, 
pero de una manera eficiente y sostenible.  
Así pues, para la propuesta de un proceso 
de tutorización virtual, el método se basó en 
la puesta en práctica y consolidación de un 
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sistema de interacción virtual a través de la 
web 2.0, basado en sistemas de comunicación 
formal e informal  mediante el uso de cuatro 
canales de contacto: 
1- Comunicación formal:  
• Moodle® como plataforma de intercambio 
de recursos (lecciones, cuestionarios, 
wikis, etc.)   
• Foros de Moodle® como instrumento de 
vinculación entre docente, estudiantes 
para debates y evacuación de dudas 
• Clases interactivas en línea con la 
plataforma Zoom® para presentación de 
los temas más importantes del contenido. 
• Clases interactivas en línea con el módulo 
de Moodle BigBlueButtonBN  como una 
alternativa a la disponibilidad de la 
plataforma Zoom. 
2- Comunicación informal:  
• Servicios de mensajería instantánea con 
WhatsApp®. Grupo específico con 
alumnos y docentes para coordinación de 
las diferentes actividades. 
• Chat propio de la plataforma Moodle® 
para consultas.  
Durante el curso 2019, se había optado por 
no utilizar herramientas por fuera de la 
plataforma Moodle®, pero en la cursada 
2020, vimos la necesidad de gestionar el 
grupo de estudiantes a través de WhatsApp®, 
dado que el volumen de alumnos fue más alto 
en este curso. Como puede verse en la figura 
1, en la plataforma Moodle® se publicó el 
programa analítico vigente, la bibliografía 
básica a seguir, un cronograma de tiempo 
dedicado a cada tema, y cuestiones generales 
sobre la manera de estudiar con el material 
disponible en la plataforma. Asimismo, la 
función básica de la plataforma Moodle® fue 
la de repositorio de todo el material necesario 
para el desarrollo progresivo del trabajo 
propuesto.   
 
Figura1: vista del curso dentro de Moodle ® 
 
Para cada unidad del programa, el alumno 
disponía del siguiente material de estudio: 
• Una presentación en PowerPoint, la 
misma constituyó un guía de lectura para 
el capítulo correspondiente del libro de 
base propuesto. Esta guía contiene los 
temas que abarca la asignatura ya que no 
todos los temas del libro son analizados 
como parte de la asignatura.  
• Una Guía de Trabajos Prácticos en 
formato pdf para su desarrollo teórico, 
como un conjunto de preguntas y 
ejercicios propuestos a desarrollar.  
• El Libro de la Cátedra “Redes de 
Computadoras I con Packet Tracer”, que 
contiene no solo una guía de ejercicios 
para resolución con el simulador de redes 
Packet Tracer de Cisco, sino que también 
propone una solución posible, material 
autocontenido pensado para la 
autoaprendizaje por parte del alumno. El 
objetivo de este material es llevar al plano 
de lo concreto, lo abstracto que puede 
significar el estudio de redes de datos. Si 
bien el simulador es limitado en algunos 
aspectos, consideramos que es suficiente 
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para asimilar los conceptos y fundamentos 
sobre redes de computadoras. 
Durante todo el cursado de la asignatura, 
se dieron instancias de evaluación continua y 
real de seguimiento del proceso de 
enseñanza-aprendizaje, con los aciertos y 
errores, fortalezas y debilidades, por cada 
tema abordado. Este proceso se desarrolló  
teniendo  en cuenta  el  conocimiento,  las  
habilidades,  las  actitudes  y  el  desempeño  
del alumno. Se resaltan los aspectos positivos 
de su desempeño en general, donde más del 
78% de los estudiantes regularizaron la 
asignatura.  
Al finalizar el primer cuatrimestre del año 
2020, se realizó una encuesta anónima  y de 
carácter no obligatorio a los alumnos que 
cursaron la asignatura a fin de sondear las 
principales acciones, plataformas y 
estrategias pedagógicas aplicadas en la 
asignatura, relevar resultados sobre la 
disponibilidad de recursos tecnológicos, 
percepción sobre la metodología empleada y 
cuestiones más vinculadas al 
acompañamiento por parte de los docentes en 
el marco de esta pandemia. 
Las evaluaciones consistieron en 
cuestionarios cortos, con tiempos acotados de 
resolución y estuvieron compuestas por 
diferentes tipos de preguntas: verdadero o 
falso, opción múltiple,  abiertas, etc. De esta 
forma, se buscó construir conocimiento de 
una forma creativa y dinámica, realizando 
una evaluación continua, completa, adecuada 
y elaborada para que el proceso enseñanza 
logre consolidar el aprendizaje de cada 
estudiante. 
Resultados 
A partir del trabajo con los alumnos 
durante el primer cuatrimestre, al finalizar las 
actividades se realizó una encuesta dividida 
en cuatro partes. En la primera parte de la 
encuesta se indagó respecto del material 
disponible para la cursada, e-book con 
práctica para la simulación, guías prácticas 
para resolución en papel, guía de lectura de la 
bibliografía de base, etc. En la segunda parte 
de la encuesta se preguntó sobre la 
comunicación formal e informal utilizada, 
plataformas Moodle, Zoom, 
BigBlueButtom®, grupo de WhatsApp® y 
chat de Moodle®. En la tercera parte, sobre la 
tutorización y evaluación, estructura de 
trabajo propuesta, comunicación con el 
equipo docente, etc. En la cuarta parte se 
indagó sobre la herramienta de software de 
simulación utilizada, su facilidad para 
configurar una topología, configurar 
dispositivos, verificar la funcionalidad, 
realizar el seguimiento de los eventos y otros. 
Dentro de la encuesta se pedía contestar 
en una escala de 1 al 5 donde los valores 
equivalían a los siguientes (ver tabla 1): 
5 En gran medida 
4 En buena medida 
3 Lo suficiente 
2 Poco 
1 Prácticamente nada 
Tabla 1: Escala de la encuesta 
Análisis estadístico de los datos  
Para el conjunto de datos analizado, la 
media aritmética supera, en todos los casos, el 
valor medio de la escala (3.00), lo que 
confirma la validez del contenido de todos los 
ítems incluidos en la encuesta. El coeficiente 
Alfa de Cronbach calculado es de 0,82 que 
supera el valor de 0,7, por lo que se puede 
afirmar el grado de fiabilidad del cuestionario 
y por lo tanto una mayor polarización de 
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respuestas confiables por parte de los 
estudiantes. Sin entrar en detalles estadístico 
de los datos, para cada una de las secciones 
de la encuesta realizada, analizando los 
valores medios (ver figuras 2 y 3) podemos 
mencionar que: 
1- Sobre el material disponible para la 
cursada, en promedio consideran que  fue 
adecuado en buena medida.  
2- Sobre los Canales para la comunicación 
formal e informal utilizada en promedio 
consideran que  fue adecuado en buena 
medida salvo para el chat de Moodle® 
donde un más de un 40% no considera que 
sea muy relevante (ver Figura 3). 
3- Sobre la tutorización y evaluación, 
estructura de trabajo propuesta, 
comunicación con el equipo docente, en 
promedio consideran que fue adecuado en 
buena medida 
4- Sobre la herramienta de software de 
simulación utilizada, su facilidad para 
configurar una topología, configurar 
dispositivos, verificar la funcionalidad, 
realizar el seguimiento de los eventos y 
otros también se obtuvo una media 
aritmética que manifiesta que fue 
adecuado en buena medida. 
 
Figura2: Valores medios sobre datos de la encuesta.  
 
Figura3: Valores medios  sobre comunicación 
formal e informal de la encuesta.  
 
A continuación se enumeran textualmente 
algunas opiniones de los estudiantes sobre la 
experiencia realizada: 
• La virtualidad en mi caso conlleva mucha 
más disciplina a la hora de estudiar, ya 
que al no tener unas horas específicas 
para realizar las prácticas como en lo 
presencial, me retraso un poco. 
• A pesar de las condiciones en la que nos 
encontramos, la vocación y las ganas de 
enseñar estuvieron siempre presentes. 
• El uso de las herramientas 
proporcionadas por la cátedra fue muy 
bueno, principalmente debido al soporte 
virtual que tuvimos en cada instante del 
cursado. 
• Lo que resulto muy exigente en está 
cursada y me gustó, fue la entrega de los 
trabajos prácticos. Si bien antes se 
discutían  las respuestas en clase práctica, 
las notas que tomaba no estaban del todo 
estructuradas, por lo que al tener que 
entregarlos, me esforzaba mas en mis 
respuestas para que sean lo más claras 
posibles. 
El proceso vivenciado durante esta 
particular cursada, nos permitió descubrir 
nuevas alternativas metodológicas.  Vimos 











Datos Generales según la encuesta - Valores Medios
Material disponible Comunicación formal e informal
Tutorización y evaluación Packet Tracer como herramienta de software








Whatsapp Plataforma moodle, zoom,
bbb
Chat de Moodle
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entre docentes y alumnos, tanto en 
herramientas tecnológicas como en el manejo 
de los recursos.  
Si bien consideramos de mucha utilidad el 
uso de plataformas como Zoom y 
BigBlueButtonBN, observamos, en nuestro 
contexto en particular, que no son adecuadas 
para que el alumno se exprese y realice 
consultas interrumpiendo la exposición y 
propiciándose de ese modo una diálogo entre 
los asistentes, como si ocurre en una instancia 
presencial. Esto no lleva a reflexionar y 
replantearnos si no es conveniente subir 
videos pregrabados en la plataforma 
Youtube® por ejemplo, con las clases 
teóricas y dejar las plataformas intereractivas 
para instancias de consultas  y 
esclarecimiento de dudas una vez que el 
estudiante ya realizó como actividad el 
seguimiento del video. De esta manera, el 
recurso escaso en nuestra universidad 
(plataforma Zoom®) se utilizaría de manera 
mucho más concreta y por menos espacio de 
tiempo, incluso con la versión de prueba de 
40 minutos máximos se podría resolver. 
Respecto de la utilización de la 
herramienta de simulación, cabe decir que en 
la cursada 2019 habíamos migrado a GNS3 y 
Mikrotik®, donde el alumno realizaba 
prácticas con simulación y en laboratorios 
con equipos reales Mikrotik®. En la cursada 
2020 tuvimos que volver a utilizar Packet 
Tracer® debido a la sencillez de instalación y 
los escasos recursos necesarios para su 
funcionamiento. De todas maneras, 
advertimos que la herramienta fue bien 
valorada por los alumnos y estamos 
convencidos que acerca el estudio de las 
redes de lo abstracto a lo concreto para 
comprender conceptos y fundamentos 
básicos. 
Formación de Recursos Humanos 
El grupo de investigación conformado se 
caracteriza por una constitución heterogénea 
de profesionales vinculados a la informática. 
El Director es Doctor en Ciencias 
Informáticas por la UNLP y el Codirector 
Master en Ingeniería de Software. Dentro de 
los investigadores se cuenta con un Magister 
en Redes de Datos, una Magister en 
Ingeniería de Software, un Ingeniero en 
Sistemas y un Técnico Universitario en 
Programación. También integran el grupo dos 
alumnos avanzados de la carrera Licenciatura 
en Análisis de Sistemas de la UNSa. En el 
transcurso del proyecto se tiene como 
objetivo consolidar la formación en 
investigación de los integrantes de menos 
antecedentes y también está contemplado que 
uno de los integrantes complete el cursado de 
la Maestría en Redes de Datos y la 
certificación Mikrotik®. 
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Internet  de  las  Cosas  (IoT)  presenta  un
escenario  en  el  cual  miles  de  millones  de
dispositivos  se  encuentran  interconectados  y
distribuidos por casi cualquier lugar, desde el
cuerpo de un ser humano hasta las áreas más
remotas del planeta. Gracias al abaratamiento
de  los  costos  de  los  microprocesadores,  al
aumento de las capacidades de cómputo y a
las nuevas tecnologías inalámbricas, se prevé
en  2021  más  de  50.000  millones  de
dispositivos  conectados.  Los  ataques
informáticos  en  general,  pueden  robar  o
modificar  datos  importantes,  hacer  caer
servicios críticos online o conseguir dinero de
forma ilícita.  En cambio,  en un contexto de
IoT, además de todas estas acciones, existen
posibilidades de hacer daño físico a personas
a  distancia  y/o  manipular  infraestructuras
críticas. 
Este proyecto propone demostrar que, a partir
del paradigma de Computación en la Niebla,
los  dispositivos  lógicos  programables  como
las FPGA (Field Programmable Logic Array),
con  capacidades  de  reconfiguración  y  gran
potencia computacional, más la posibilidad de
adaptar  el  procesamiento  al  tipo  de
información  que  presente  en  estas
aplicaciones  (eventos,  imágenes,  etc.),  se
pueden  considerar  una  alternativa  de
desarrollo  frente  a  las  problemáticas  que
presenta  la  implementación  segura  de
sistemas de IoT.
Palabras  clave:  IOT,  seguridad,  FPGA,
reconfigurable.
CONTEXTO
Desde  la  Secretaría  de  Investigación,
Internacionales  y  Posgrado  se  desarrollan
convocatorias a proyectos bienales que tienen
por finalidad la promoción de la investigación
científica y tecnológica.
Este proyecto está inserto en la convocatoria




Internet de las Cosas (IoT) o la evolución a
IOE  (M2M,  P2M  Y  M2P)  presenta  un
escenario  en  el  cual  miles  de  millones  de
dispositivos  se  encuentran  interconectados  y
distribuidos por casi cualquier lugar. Podemos
imaginar  un mundo donde todos los objetos
tienen identidad propia, desde una cafetera, un
auto  que  se  prepara  para  arrancar  o  un
servicio médico capaz de monitorizar la salud
de  un  individuo  salud  en  forma  remota.
Internet de las cosas facilitará el despliegue de
ciudades inteligentes, Industria 4.0, vigilancia
inteligente y grandes cambios en la gestión de
infraestructuras,  agricultura,  medicina  y casi
cualquier otro sector económico. 
En el marco de lo que se denomina la nueva
Revolución Industrial o Industria 4.0, se hace
referencia al concepto de “smart factory”. En
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el  concepto  de  la  fábrica  inteligente,  una
planta industrial completamente conectada, la
cual  podría  generar  diariamente  varios
centenares de gigabytes, volúmenes enormes
de  información  que  dificultarían  su
procesamiento  en  la  nube  o  en  de  forma
centralizada.  Estos  requerimientos  permiten
replantear la infraestructura actual de la nube
tal como la conocemos. 
Una  alternativa  que  propone  posibles
soluciones a la problemática que acompaña la
implantación total de la IoT, se conoce como
computación en la niebla (fog computing). [1]
Fog  computing  es  el  nombre  de  una
tecnología  cloud  por  la  cual  los  datos  que
generan  los  dispositivos  no  se  cargan
directamente en la nube, sino que se preparan
primero en centros de datos descentralizados
más pequeños. El concepto engloba a una red
que se extiende desde sus propios límites, que
es donde los terminales o sensores generan los
datos, hasta el destino central de los datos en
la nube pública o en un centro de datos o nube
privada.
El objetivo de la computación en la niebla es
acortar las vías de comunicación entre la nube
y los dispositivos y reducir el caudal de datos
en redes externas. Los nodos cumplen el rol
de  capa  intermedia  en  la  red  en  la  que  se
decide  qué  datos  se  procesan  localmente  y
cuáles se envían a la nube o a un centro de
datos  para  ser  analizados  o  procesados.  Las
tres  capas  (layer)  de  una  infraestructura  de
computación en la niebla son:
•  Edge layer: la capa del borde comprende a
todos  los  dispositivos  inteligentes
(dispositivos  en  el  borde  de  la  red)  de  una
arquitectura de IoT. Los datos que se generan
en esta capa se procesan en el mismo terminal
o  se  envían  a  un  servidor  (nodo fog)  en  la
capa niebla.
•   Fog  layer:  la  capa  en  la  niebla  está
compuesta por una serie de servidores de gran
rendimiento  que  reciben  los  datos  de  la
primera capa, los preparan y los envían a la
nube si es necesario.
 •  Cloud layer: la capa en la nube constituye
el  punto  final  de  una  arquitectura  de  fog
computing.
En  la  fog  computing  los  recursos  para  el
almacenamiento y la preparación de los datos
abandonan  la  nube  pública  o  el  centro  de
datos y se distribuyen en una capa intermedia
en la red por medio de nodos fog o unidades
de preprocesamiento.[2]
El OpenFog Consortium, que reúne a algunas
de  las  empresas  e  instituciones  académicas
más innovadoras del sector con el objetivo de
desarrollar un marco común de desarrollo de
la  tecnología,  está  trabajando  en  una
arquitectura de referencia para sistemas de fog
computing. 
La computación en la niebla se diferencia de
la tecnología cloud, sobre todo, por el  lugar
donde se accede a los recursos y se procesan
los  datos.  La  computación  en  la  nube suele
basarse  en  centros  de  datos  centralizados.
Aquí, los servidores en el backend son los que
suministran  recursos  como  la  potencia  de
procesamiento y la memoria, que utilizan los
clientes a través de la red. La comunicación
tiene lugar entre dos o más terminales siempre
mediante un servidor en un segundo plano.
Con  conceptos  como  el  de  la  fábrica
inteligente  esta  arquitectura  tiene
limitaciones, puesto que en ella hay un gran
número  de  dispositivos  que  están
intercambiando  datos  constantemente.
Apoyándose en el procesamiento de los datos
cerca de la fuente, la computación en la niebla
logra reducir el tráfico de datos.
Pero la computación en la nube no solo se ve
saturada por el tráfico de datos que generan
las  grandes  infraestructuras  de  IoT,  sino
también  por  la  latencia,  porque  el
procesamiento  centralizado  de  los  datos
implica depender de las rutas de transferencia
y esto ocasiona siempre cierto desfasaje. Los
dispositivos  y  los  sensores  han  de  estar
siempre  en  contacto  con  el  servidor  en  el
centro  de  datos  para  poder  comunicarse  y
esperar  tanto  el  tratamiento  externo  de  la
petición  como la  propia respuesta,  de modo
que este tiempo de latencia se convierte en un
problema  en  procesos  de  fabricación
apoyados  en  IoT  que  necesitan  el
procesamiento  inmediato  de  la  información
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para  que  las  máquinas  puedan  reaccionar
inmediatamente a cualquier incidente.
La fábrica inteligente no es el único campo de
aplicación en que la computación en la niebla
puede  aportar  sus  ventajas.  Otros  proyectos
como  los  autos  semiautónomos  o
completamente  autónomos,  o  la  ciudad
inteligente, integrada por redes inteligentes de
suministro, también necesitan que los datos se
analicen en el momento. Un coche inteligente,
por ejemplo, está constantemente recogiendo
datos  sobre  el  entorno,  las  condiciones  de
conducción y la  situación del  tráfico que se
han  de  evaluar  sin  latencia  para  que  pueda
reaccionar  ante  cualquier  imprevisto  de  la
forma correcta. La computación en la niebla
permite procesar los datos del vehículo tanto
en el automóvil mismo como en el proveedor
del servicio.
IoT  augura  un  futuro  muy  prometedor  e
interesante, pero respecto a lo relacionado a la
seguridad, la evolución no presenta el mismo
nivel de progreso. [3]
Existen varias organizaciones y gobiernos que
están  promoviendo  y  obligando  a  que  la
seguridad esté presente desde el diseño de los
dispositivos, forzando a los fabricantes a que
tengan  en  cuenta  todos  los  aspectos.
(Congreso  de  los  EEUU,  Department  of
Homeland  Security  y  National  Science
Foundation)
Los  principales  problemas  de  seguridad  del
Internet de las Cosas son:
1.  La  heterogeneidad  de  tecnologías.  Son
necesarios conversiones de protocolos y hacer
compatibles  los  mecanismos  de  seguridad
implementados por distintos fabricantes.
2.  Los  dispositivos  IoT  no  cuentan  en  la
actualidad  con la  capacidad de computación
que requieren las medidas de seguridad que se
adoptan en otras plataformas.
3. Las comunicaciones de toda la tecnología
IoT se soporta casi  totalmente en el  aire,  es
decir comunicaciones inalámbricas. Esta es la
tecnología  que  más  tipos  de  ataque  puede
sufrir, cuando precisamente el intercambio de
información  de  los  dispositivos  IoT  son
bastante  predecibles  y  su  arquitectura  y
formato no son fáciles de cambiar.
Las  soluciones  tradicionales  donde  la
seguridad  se  aplica  como  una  ocurrencia
posterior y como un parche contra los ataques
conocidos son insuficientes.  Se requiere una
visión de seguridad desde el diseño, donde las
amenazas se abordan de forma proactiva. [4]
La tecnología de lógica reconfigurable es un
prestador de soluciones eficientes, escalables
y  sostenibles.  La  gran  capacidad
computacional de las FPGA y la posibilidad
de adaptar el procesamiento a distintos tipos
de información, y las propiedades que se citan
a continuación, también ofrecen una respuesta
a las necesidades planteadas:
Gestión de la capacidad y carga dinámica: las
FPGAs  permiten  adaptar  en  tiempo  de
ejecución  los  recursos  disponibles  para  una
determinada  tarea  sin  complejas
infraestructuras
Seguridad:  debido  a  la  naturaleza  del
hardware  reconfigurable,  el  sistema  es  más
resistente a ataques. Además, pueden añadirse
sistemas de encriptación más potentes que se
ejecuten  en  hardware  sin  afectar  al
funcionamiento de la aplicación. [5]
Simplificación de la infraestructura software:
mejora la mantenibilidad y el costo operativo
de  la  plataforma.  Toda  la  funcionalidad  del
nodo fog  (concentrador  o  puerta  de  enlace)
IoT puede implementarse en una FPGA.
2. LINEAS DE INVESTIGACIÓN y
DESARROLLO
Los  ejes  del  tema  de  investigación  del
proyecto son:
a) Identificar  los  principales  problemas  de
seguridad en los dispositivos utilizados en
plataformas de IoT.
b) Investigar  las  características  de  los
dispositivos  lógicos  programables  FPGA
que  cumplen  con  los  requerimientos  de
capacidad de cómputo. 
c) Demostrar  experimentalmente  la
vulnerabilidad  de  dispositivos  IOT.  (En
particular  en  redes  de  sensores
inalámbricos)
d) Desarrollar  arquitecturas  de  sistemas
programables  en  un  chip  (SOPC)  con
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dispositivos  reconfigurables,  FPGAs,
optimizadas para operar como nodo de una
red  de  sensores  inalámbricos  y/o  como
nodo de la capa de borde en aplicaciones
de sistemas de IoT y que pueda interactuar
con concentradores o nodos de la capa fog,
utilizando  tecnologías  y  herramientas  de




Los resultados obtenidos son:
1-Diseño de un prototipo de procesador soft-
core para aplicaciones en nodos de WSN. [6]
Unos de los problemas a resolver en las WSN
es  la  optimización  del  consumo  de  energía
disponible en los nodos, de modo de lograr el
máximo  tiempo  de  vida  útil  de  la  red,
optimizar  los  recursos  de  procesamiento  y
adecuar los nodos a la topología dinámica de
la red.
Las WSN utilizan en su despliegue nodos con
procesadores  o  microcontroladores  de
propósito  general.  Como alternativa  a  estos,
se  implementó  un  prototipo  de  procesador
soft-core.  Esto  optimiza  la  arquitectura  del
procesador  para  que  se  pueda  adaptar  a  las
necesidades  de las  aplicaciones  de las  redes
de sensores. Por lo tanto, el procesador puede
contar  con  sólo  aquellos  componentes  de
hardware  requeridos  por  la  aplicación
particular y así reducir el consumo de energía
del  procesador.  Además,  el  procesador  soft-
core puede ser integrado en un chip con los
otros  componentes  de  hardware  necesarios
para desarrollar el nodo sensor.
Se desarrolló la descripción mediante código
VHDL del prototipo de procesador soft-core.
Se  concretó  la  síntesis  de  este  diseño  y  se
programó  en  un  dispositivo  FPGA.  El
funcionamiento  de  la  implementación  se
verificó con entidades de test con estímulos.
Estos  correspondían  a  carga  de  registros  y
accesos  a  memoria,  como  así  también
operaciones aritméticas.
El  prototipo  ofrece  en  principio  una  mayor
velocidad  de  procesamiento  que  un
microcontrolador  de  propósito  general  con
una implementación más simple (se comparó
con 4 microcontroladores comerciales).
Deben  considerarse  mejoras  en  la
arquitectura, como instrucciones de manejo de
bits  e  incorporar  módulos  de  interface  para
comunicación con sensores. 
2-  Vulnerabilidad  de  los  dispositivos
utilizados en aplicaciones de IoT. [7]
Se  desarrolló  un  equipo  de  control  de
condiciones  ambientales.  Este  sistema  se
implementó  utilizando  dispositivos  de  uso
frecuente en hogares y oficinas, que cuentan
con sensores, los que podrían ser vulnerables
a un uso inadecuado. El producto final tiene
por  objetivo  la  medición  de  los  siguientes
parámetros  ambientales:  temperatura,
humedad,  iluminación,  nivel  de  ruido,  y
presencia.
El  funcionamiento  del  equipo responde a  la
consigna de medir los parámetros ambientales
y  transmitirlos  mediante  WIFI  a  una
plataforma en la Nube utilizando un protocolo
UDP. El firmware embebido en el dispositivo,
tiene  una  rutina  principal  que  realiza  una
lectura  de  los  sensores  conectados  por  una
interface I2C, realizando una actualización de
los valores cada 30 segundos. Por otra parte,
en el desarrollo del sistema se programó una
subrutina embebida en el código que realiza la
lectura  un  puerto  analógico,  conectado  a  la
salida analógica del micrófono disponible en
la  placa  de  sensores.  A  los  usuarios  del
sistema solo se les da acceso a la parte de la
plataforma  que  presenta  los  parámetros
ambientales. Quienes desarrollaron el equipo
pueden  tener  acceso  pleno  al  sonido  de  la
habitación en donde se encuentra instalado el
sensor.
El  experimento  desarrollado  demuestra  la
vulnerabilidad  de  los  elementos  que  en  la
actualidad  se utilizan  en las  aplicaciones  de
IoT, sino se considera la problemática de la
seguridad desde el diseño del sistema.
3-Sistema  embebido  basado  en
soft_processors. [8]
Se ha diseñado una arquitectura de un sistema
embebido  basada  en  soft_processors.  Esta
arquitectura presenta la misma funcionalidad
de los sistemas comerciales con componentes
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de  seguridad  en  su  diseño,  pero  puede
incorpora  las características  de la  naturaleza
del  hardware  reconfigurable,  para  que  el
sistema  sea  más  resistente  a  ataques.  En  la
arquitectura  basada  en  FPGA  sus  unidades
funcionales  (memorias,  puertos,
controladores,  temporizadores,  etc.)  son
reconfigurables  y  adaptables  a  nuevos
requerimientos,  incluso  en  forma  remota.[9]
[10]
Para  el  desarrollo  de  la  arquitectura  del
sistema embebido basada en soft_processors,
se  ha  utilizado  el  entorno  de  desarrollo
Quartus  II  (versiones  13.1  web  edition  y
Quartus  Prime  Lite  Edition  17.0)  La
herramienta QSYS de estos entornos para le
generación  del  SOPC  (sistema  programable
en  el  chip)  y  el  entorno  NIOS  II  software
build  tool  for  Eclipse  para  la  programación
del soft_processor NIOS II/e.
En esta implementación se debe concluir con
el desarrollo del módulo de encriptación del
SOPC.
Resultados esperados:
Verificar  el  funcionamiento  del  SOPC
desarrollado como nodo WSN y como nodo
de la capa de borde.
Desarrollar  una  arquitectura  de  nodo  Fog
basada  en  diseño  SOPC  sobre  tecnología
FPGA.
4. FORMACIÓN DE RECURSOS
HUMANOS
La estructura del equipo de trabajo actual es:
Dos doctores: Dr. García Garino y Dr. Godoy.
Un  magister:  Mgt  Marianetti  (actual
doctorando) y dos ingenieros: Ing. Chediak e
Ing. Fontana.
Los conocimientos y experiencias resultantes,
debidamente  mediados,  podrán  ser
transferidos directamente a los alumnos de la
carrera  Licenciatura  en  Ciencias  de  la
Computación, que se dicta en la Facultad de
Ingeniería  de  la  Universidad  Nacional  de
Cuyo,  ya  que  todos  los  integrantes  de  este
proyecto son profesores de diferentes materias
de  dicha  carrera  (Arquitectura  de
Computadoras,  Arquitecturas  Distribuidas,
Redes),  y  los  temas  sobre  los  que  se  va  a
nvestigar,  articulan  con  los  programas  de
estudios  de  varias  asignaturas  de  dicha
carrera,  cuyo  cursado  comenzó  en  el  año
2017. 
En  el  presente  hay  una  tesis  posgrado  en
curso. 
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Resumen 
El presente proyecto se basa en la       
utilización de internet de las cosas (IoT)       
como herramienta fundamental para proveer     
soluciones a problemáticas de interés social,      
como lo es el cuidado del medioambiente y la         
innovación en el sector productivo,     
focalizando la investigación en las técnicas de       
visión por computadora y aprendizaje     
automático. 
Entre los temas de investigación que se       
desarrollarán, se incluye el diseño e      
implementación de técnicas de visión por      
computadora con el objeto de agregar      
funcionalidades a un robot móvil, de manera       
de proveer autonomía en ambientes con      
obstáculos, con el agregado de control y       
supervisión remota mediante IoT. En esta      
línea, también se implementarán técnicas de      
visión por computadora para la clasificación      
de residuos reciclables mediante algoritmos     
de aprendizaje automático. Está última     
aplicación se suma a las líneas relacionadas       
con el cuidado del medioambiente que se       
desarrollaron en el proyecto anterior. 
En esta propuesta se continuará con las       
líneas del proyecto anterior de procesamiento      
digital de imágenes con el agregado de       
técnicas de aprendizaje automático. Teniendo     
en cuenta que las técnicas de procesamiento       
de imágenes aplicadas a visión por      
computadora requieren alto poder de     
cómputo, se considera necesario determinar la      
tolerancia a fallos del sistema de      
procesamiento utilizado, para asegurar la     
correcta ejecución de dichos algoritmos. 
En relación a la detección de fallos, se        
propone el perfeccionamiento de la     
metodología desarrollada de tolerancia a     
fallos transitorios característicos de las     
arquitecturas multicore, con el objeto de      
aplicarlo al sistema de visión por      
computadora. 
 
Palabras clave: ​Aprendizaje automático, 
procesamiento de imágenes, IoT, Visión por 
computadora, tolerancia a fallos.  
 
Contexto 
Las líneas de I/D presentadas en este       
trabajo están incluidas dentro del Programa      
TICAPPS (TIC en aplicaciones de interés      
social) de la Universidad Nacional Arturo      
Jauretche (UNAJ), Resolución N° 064/17,     
bajo la dirección del Dr. Ing. Martín Morales. 
 
1. Introducción 
El potencial de los sistemas digitales en       
IIoT es la integración de diferentes     
componentes críticos para los procesos     
industriales que permiten optimizar su     
rendimiento global (Industria 4.0)[1]. Se     
pueden obtener grandes beneficios cuando los      
dispositivos almacenan y analizan sus propios      
datos de uso, de manera que luego puedan        
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comunicar esos datos de forma inteligente a       
otros dispositivos conectados.  
La Visión por Computador es la disciplina       
que estudia cómo procesar, analizar e      
interpretar imágenes de forma automática.     
Estas técnicas tienen aplicaciones en muchos      
ámbitos, como la seguridad, la medicina,  la       
inspección automática, o la navegación     
automática. 
Para explotar las ventajas de las nuevas       
tecnologías, queda de manifiesto que internet      
de las cosas es necesario para el       
almacenamiento y acceso a grandes     
cantidades de datos en la nube, por otro lado         
el aprendizaje automático permite el     
entrenamiento de máquinas para la realización      
de tareas y la visión por computadora permite        
la manipulación de objetos para automatizar      
actividades y procesos. 
Dentro de la Visión por Computador, la       
detección de objetos es uno de los temas más         
candentes. El problema parece sencillo, pues      
dada una imagen se desea diseñar un sistema        
capaz de encontrar en ella un objeto       
determinado. Para un humano esta tarea      
parece algo obvio pero para una máquina no        
lo es en absoluto. Para entender el problema        
hay que pensar en cómo queda codificada una        
imagen digital. En general, para una máquina       
las imágenes son enormes cajas     
tridimensionales llenas de números. Cada     
píxel (o punto) de la imagen queda       
representado con tres valores, que modifican      
su color como una combinación de la cantidad        
de rojo, verde y azul.  Así pues, cuando una         
máquina busca un objeto dentro de una       
imagen lo que realmente hace es buscar       
patrones que se correspondan con el objeto en        
particular. 
Si dotamos a estas herramientas     
inteligentes con tecnologías como visión 3D,      
imágenes multiespectrales y lo combinamos     
con aprendizaje automático, (una rama de la       
Inteligencia Artificial), para un análisis de      
datos más profundo y una predicción de       
modelos más precisa, conseguiremos una    
inteligencia artificial que dote de mayor      
flexibilidad a los equipos industriales para la       
toma de decisiones. De esta manera, se      
desarrolla la capacidad de configurar un robot       
a través del aprendizaje en lugar de usar        
programación prediseñada. 
El concepto de internet de las cosas ha        
adquirido gran relevancia en los últimos años,       
debido a la posibilidad que ofrece de       
interconectar objetos entre sí y la conectividad       
a internet que provee a las redes de objetos         
[2]. Aunque los sistemas IoT son más que        
conocidos, su implementación y desarrollo no      
ha sido completamente explotado en     
determinados sectores productivos. Para este     
tipo de ambientes se dispone de un conjunto        
de protocolos de comunicación e interfaces      
como GSM/GPRS, Wifi, bluetooth y zigbee      
que se pueden implementar mediante     
herramientas de sistemas embebidos como las      
desarrolladas en [3-5]. Las investigaciones     
realizadas mediante IoT se podrían aplicar en       
el monitoreo de procesos, almacenamiento     
masivo de datos de sensores y dispositivos de        
cómputo (Big Data).  
Respecto al aprendizaje automático [6],     
una de las áreas en donde se avanzó        
notablemente es en la de detección de objetos        
y clasificación de imágenes. Esto se debe en        
su mayor parte al desarrollo de nuevas       
técnicas de Machine Learning (Aprendizaje     
Automático) como el Deep Learning o      
Aprendizaje Profundo [7], además de las      
innovaciones en el manejo de Big Data (datos        
a gran escala) y el aumento en la capacidad de          
cómputo mediante el uso de diferentes      
tecnologías como cloud computing    
(computación en la nube) o el uso de GPU         
(unidad de procesamiento gráfico) para el      
análisis de información. Este avance puede      
verse en distintas áreas como: medicina,      
seguridad, turismo, finanzas, robótica, entre     
otras. Algunos ejemplos de dichos avances en       
el área se aplican en: control de vehículos        
autónomos, detección de rostros, detección de      
matrículas, diagnóstico de enfermedades,    
realidad aumentada, etc.  
Machine Learning es un subcampo de la       
IA en el que se utilizan diferentes algoritmos        
para recolectar datos, y con estos realizar un        
aprendizaje para luego hacer una predicción o       
sugerencia sobre algo [8]. De esta manera se        
permitirá resolver problemas de forma     
intuitiva y automatizada, sin que el      
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mecanismo de elección se encuentre     
previamente programado. En la práctica esto      
se traduce en una función matemática en la        
que se parte de una entrada y se obtiene una          
salida, por lo que el desafío reside en        
construir un modelado automático de esta      
función matemática. 
Deep Learning es un subcampo de       
Machine Learning, pero existen técnicas de      
Machine Learning que no utilizan Deep      
Learning. Este último es utilizado para      
realizar procesos de Machine Learning     
empleando redes neuronales artificiales    
compuestas por varios niveles jerárquicos [7].      
En el nivel inicial la red aprende patrones        
simples, y esta información se envía al       
siguiente nivel de la jerarquía. Este segundo       
nivel toma la información obtenida en el       
primero y la combina con nuevos patrones       
aprendidos en este, generando información un      
poco más compleja, la cual es pasada a un         
tercer nivel, y así sucesivamente. Las técnicas       
de machine learning y deep learning proveen       
gran soporte para el diseño de aplicaciones de        
visión por computadora, es por eso que son        
parte fundamental de la propuesta. 
Por último, teniendo en cuenta que la       
propuesta será ejecutada en sistemas de      
cómputo de altas prestaciones y la      
complejidad incorporada al implementar    
sistemas multi-cores, incrementa la    
vulnerabilidad a los fallos transitorios, estos      
fallos podrían corromper los resultados de las       
aplicaciones [9]. El alto costo (en términos       
temporales y de utilización de recursos) que       
implica volver a lanzar la ejecución de una        
aplicación desde el comienzo, en caso de que        
un fallo transitorio produzca la finalización de       
la aplicación con resultados incorrectos,     
justifica la necesidad de desarrollar estrategias      
específicas para mejorar la confiabilidad y      
robustez en sistemas de múltiples     
procesadores [10-12]. En cuanto al estado      
actual de la tolerancia a fallos, la recuperación        
es correcta pero existe un grado de       
ineficiencia debido a que no está determinado       
si un fallo en la reejecución es un fallo nuevo          





Entre las aplicaciones que se están      
desarrollando mediante IoT, procesamiento de     
imágenes y machine learning se tiene; la       
detección automática de residuos reciclables,     
La detección de malezas, técnicas de      
eficiencia energética, calidad del aire y visión       
artificial aplicada a robótica.  
El reciclado de desechos es considerado de       
suma importancia para el cuidado del      
medioambiente, debido a que, supone la      
reutilización de elementos u objetos ya      
utilizados, los que de otro modo serían       
desechados contribuyendo al incremento de la      
basura y al daño ambiental permanente. En       
nuestro país, aunque se han tomado medidas       
para fomentar el reciclado, solo un 24% de la         
población se esfuerza por separar los residuos       
para minimizar su generación y la      
contaminación. Gran parte del problema     
radica en el esfuerzo que requiere clasificar y        
separar los residuos inorgánicos, es por eso       
que en esta línea de investigación se propone        
desarrollar un sistema basado en redes      
neuronales artificiales que permita detectar y      
clasificar los objetos reciclables más comunes      
como papel, cartón, botellas, latas, etc, y los        
materiales con los que están hechos (plástico,       
vidrio, metal, papel). 
Respecto a la visión por computadora ([13]       
y [14]), se está llevando adelante la       
implementación de un sistema robótico que      
sea capaz de detectar obstáculos e identificar       
señales, mediante procesamiento de imágenes,     
para dotarlo con capacidades autónomas [15]. 
Adicionalmente, se ha desarrollado un     
sistema de control para el sensado de gases y         
el control automático de iluminación y      
ventilación, de tal forma de contribuir con la        
eficiencia energética y calidad del aire y       
calidad del aire en ambientes cerrados [16]. 
 
 
2. Líneas de Investigación y 
Desarrollo 
El grupo de investigación que se ha       
constituido en la UNAJ es multidisciplinario,      
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y sus miembros cuentan con experiencia en       
sistemas de cómputo de altas prestaciones,      
tolerancia a fallo, procesadores embebidos,     
IoT, aprendizaje automático, y robótica. 
En cuanto a la robótica ([15] y [17]), esta         
línea está en pleno desarrollo y se buscan        
aplicaciones innovadoras como la detección     
de objetos para reciclado, la capacidad de       
detección de señales y obstáculos para el       
funcionamiento autónomo mediante   
procesamiento de imágenes ([18] y [19]). 
Las líneas de I/D que se presentan en este         
trabajo están basadas en el estudio y       
desarrollo de herramientas alternativas para el      
procesamiento de imágenes a partir de      
algoritmo de procesamiento, aprendizaje    
automático y visión por computador.  
 
Temas de Estudio e Investigación 
 
Los datos recopilados de la robótica      
industrial pueden suponer grandes cantidades     
de información dependiendo de los sensores      
de los que disponga y de la integración con         
otros sistemas. Este Big Data Industrial nos      
permitirá conseguir una mayor precisión en      
los sistemas de Machine Learning y, cuanto       
mayores sean los datos útiles con los que        
alimentemos el modelo, mejor será su      
aprendizaje y, por ende, sus predicciones.  
Los aportes originales no solo tienen que       
ver con el manejo de la información, sino        
también con las aplicaciones innovadoras que      
se le puede dar al aprendizaje automático en        
visión por computadora y robótica, donde el       
ejemplo más claro se muestra en la       
posibilidad de disponer de un sistema de       
reciclaje automático. También se puede     
innovar respecto a la visión por computador       
para conseguir la realización de tareas      
específicas mediante dispositivos robóticos en     
procesos particulares de la industria local. 
Respecto a la tolerancia a fallos, partiendo       
del sistema desarrollado previamente, se     






3. Resultados y Objetivos 
Resultados alcanzados: 
 
La detección y clasificación de objetos      
reciclables, son líneas de estudio comenzadas      
recientemente, aunque, ya se cuenta con la       
implementación de los primeros modelos     
basados en la arquitectura de redes neuronales       
convolucionales (CNN). Estos modelos se     
desarrollaron en un entorno virtualizado     
obteniendo como resultado tasas de acierto      
cercanas al 75%. 
Por otro lado, se iniciaron pruebas      
desarrollando modelos que hacen uso de las       
técnicas de aprendizaje por transferencia     
(Transfer Learning), en los que los resultados       
son prometedores, con aciertos cercanos al      
84%. También se está trabajando en la mejora        
continua de los set de datos utilizados para el         
entrenamiento de los modelos de CNN      
desarrollados. 
En el trabajo reciente, se llevó a cabo el         
desarrollo de una aplicación (versión Beta),      
implementada en un miniordenador Raspberry     
Pi 3 Model B+, en donde se hace uso del          
módulo de la cámara (pi camera) de la        
Raspberry para tomar fotos en tiempo real y        
realizar la clasificación de dicha imagen      
determinando que tipo de objeto reciclable se       
encuentra en ella [13]. Dentro de los       
resultados obtenidos se está evaluando no solo       
el porcentaje de acierto, sino también, los       
tiempos de predicción. Si bien se detectó que        
la carga inicial del modelo de red neuronal        
tiene una latencia de entre 30 y 40 segundos,         
luego, la captura de la imagen y posterior        
clasificación arrojó tiempos aproximados a     
los 10 segundos.  
En cuanto a las aplicaciones en robótica,       
actualmente se está trabajando con un robot       
móvil con cámara y un brazo robótico, se        
espera obtener resultados a lo largo del año. 
Por último, se debe destacar que en cuanto        
a la tolerancia a fallos, se concluyó con los         
estudios de doctorado del Profesor     
Montezanti, obteniendo muy buenos    
resultados en sistemas de cómputo de altas       
prestaciones. De cualquier manera, se     
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- Promover la generación de conocimiento      
teórico y aplicado, como el desarrollo de       
instrumentos que puedan aplicarse en las      
materias de posgrado y la formación de       
recursos humanos en investigación. 
- Fortalecer la actividad de investigación y       
vinculación en el área de las TIC que        
contribuyan a remediar las problemáticas     
existentes dentro del territorio de influencia      
de la UNAJ en las áreas de medio ambiente y          
medio socio productivo. 
- El objetivo principal de esta línea de        
investigación es desarrollar nuevas técnicas y      
obtener resultados favorables respecto a la      
detección de objetos y características del      
ambiente aplicando técnicas de visión por      
computadora y aprendizaje automático.  
- Realizar el diseño y desarrollo de una        
metodología que permita tolerar fallos     
transitorios que se producen en las      
arquitecturas multicore (sistemas de múltiples     
procesadores), y que afectan especialmente la      
ejecución de aplicaciones paralelas de     
cómputo intensivo. 
Se espera contribuir con el cuidado del       
medio ambiente, a través de la detección,       
reconocimiento y clasificación de objetos     
reciclables. Además, se pretende contribuir en      
el desarrollo de tecnología para el sector       
agroindustrial, mediante diferentes   
aplicaciones de procesamiento de imágenes y      
aprendizaje automático. 
 
4. Formación de Recursos 
Humanos 
Uno de los principales objetivos del      
Programa TICAPPS, dentro de la temática de       
las líneas de I/D presentadas en este trabajo,        
es la formación de recursos humanos, tanto de        
docentes investigadores como de estudiantes. 
Dentro de la temática de la línea de I+D, 
todos los miembros del proyecto participan      
en el dictado de asignaturas de la carrera de 
Ingeniería Informática de la UNAJ. 
En este proyecto existe cooperación a nivel 
Nacional. Hay dos Doctores en Ingeniería,      
un Magister, un Especialista, un Doctorando y       
un integrante realizando Maestría en temas      
relacionados. 
Además hay dos estudiantes avanzados     
realizando las PPS de final de carrera en la         
temática. Actualmente, se encuentran en curso      
dos Tesis de Doctorado y una beca de        
Estímulo a las Vocaciones Científicas del      
Consejo Interuniversitario Nacional (Becas    
EVC – CIN), relacionadas directamente con      
las líneas de I/D presentadas. 
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RESUMEN
DEHIA es una plataforma para la creación y
ejecución  de  actividades  de  recolección  de
datos  que  requieren  de  la  intervención
humana para realizar este objetivo. 
La  plataforma  está  definida  sobre  una
arquitectura  distribuida,  basada  en
microservicios  y  cuenta  con  un  prototipo
funcional  probado  con  un  conjunto  de
usuarios [1].
Este trabajo presenta una versión revisada de
la  arquitectura  respecto  de  lo  presentado en
[2]  donde  se  describen  cada  uno  de  sus
componentes  y  las  capas  en  que  fueron
estructurados.
Palabras clave: Arquitecturas distribuidas,
Microservicios,  Recolección  de  datos,
Intervención Humana
CONTEXTO
En  el  año  2020  se  presentó  una  tesina  de
grado  [1]  proponiendo  el  diseño  de  una
arquitectura para una plataforma de creación
y ejecución de actividades de recolección de
datos con intervención humana, junto con un
prototipo  implementando  parte  de  la
funcionalidad propuesta. 
La motivación inicial de la tesina respondía a
una iniciativa de un Proyecto de Extensión de
la  Facultad  de  Informática,  “Recicla  tu
Compu-Recicla tu Mundo”1 [3], que buscaba
la  creación  de  herramientas  basadas  en
1  Aprobado y subsidiado en la convocatoria de Proyectos de
Extensión Universitaria 2018, de la UNLP. El mismo está 
destinado a promover la educación ambiental sobre los 
RAEE en escuelas de la región en el período 2018 al 2019.
tecnología  para  acercar  a  las  escuelas  las
problemáticas  de  los  RAEE  (Residuos  de
Aparatos Eléctricos y Electrónicos).
Para encarar ese trabajo se tomó el enfoque de
dos proyectos de investigación ([4], [5]) que
proponen  distintas  estrategias  para  llevar  a
cabo  actividades  con  intervención  humana
mediadas por tecnología, aplicando conceptos
de  Ingeniería  de  Software  e  Interacción
Humano-Computador (HCI).
Existe  otro  trabajo  de  investigación  que
presenta  una  herramienta  de  autor  de
actividades  educativas  mediadas  por
tecnología  móvil,  basada  en  este  mismo
enfoque [6].  La tesina buscaba presentar  un
desarrollo nuevo que amplíe la funcionalidad
de la herramienta propuesta en  [6],  tomando
nuevos  elementos  del  enfoque  [4]  y
proveyendo  mayor  robustez  así  como  la
posibilidad de abarcar otros campos como la
recolección  de  datos  para  lo  que  se  conoce
como Ciencia Ciudadana [7], [8].
Se  presentaron  los  avances  de  la  tesina  en
WICC 2020 [2] así como en JAIIO 2020 ([9],
[10]).
1. INTRODUCCIÓN
Los sistemas  distribuidos  pueden concebirse
como  aquellos  cuya  funcionalidad  se
encuentra fraccionada en componentes que al
trabajar  sincronizada  y  coordinadamente
otorgan la visión de un sistema único, siendo
la  distribución  transparente  para  quien  hace
uso  del  sistema.  [11].  También  se  puede
definir un sistema distribuido como aquel en
XXIII Workshop de Investigadores en Ciencias de la Computación 62
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
el cual componentes de software o hardware
ubicados  en  computadoras  en  red  se
comunican y coordinan sus acciones sólo por
pasaje de mensajes [12].
Dentro  de  las  arquitecturas  distribuidas,  se
encuentran las arquitecturas de microservicios
(MS), las cuales son aquellas en las que una
única  aplicación  está  compuesta  por  un
conjunto  de  pequeños  servicios,  cada  cual
ejecutándose  en  su  propio  proceso  y
comunicándose  por  mecanismos  ligeros,  a
menudo una API HTTP [13].
Los microservicios son una alternativa a los
sistemas  monolíticos,  que  consisten  en  un
único  proceso  o  unidad  de  código  que
resuelve tanto la interfaz, como la lógica de
negocio y el acceso a los datos. En el caso de
los microservicios, el sistema se descompone
en  componentes  débilmente  acoplados  y
comunicados por pasaje de mensajes.
Entre  las  ventajas  de  los  microservicios  a
nivel  mantenimiento,  se  tiene  que  la
funcionalidad  relacionada  está  en  el  mismo
servicio, y un cambio en esa funcionalidad no
afecta a los demás servicios [14].
Otra  característica  de  los  microservicios  es
que  permiten  usar  una  o  varias  tecnologías
diferentes  en  cada  servicio,  lo  que  permite
adaptarse  a  las  necesidades  de  cada
funcionalidad.  Sin  embargo,  puede  ser
beneficioso mantener una diversidad limitada
de tecnologías cuando se piensa que el equipo
de trabajo debe poder lidiar con todas ellas.
Se diseñó e implementó una plataforma con
una arquitectura basada en microservicios. En
este trabajo se completa la propuesta que se
hizo en [2].
Se tiene un modelo en cuatro capas, las cuales
pueden  observarse  en  la  Figura  1  y  se
describirán a continuación:
● La  primera  capa,  la  de  clientes,
contiene  los  componentes  que
permiten a los usuarios la interacción
con el resto de la plataforma. En esta
capa  se  cuenta  con  dos  tipos  de
clientes.  Desde  el  cliente  Web  se
definen las actividades (funcionalidad
a la cual pueden acceder los usuarios
denominados  “autores”)  y  también
pueden  resolverse  de  manera  web
(funcionalidad  a  la  cual  pueden
acceder los “clientes web”). El cliente
Móvil,  es  decir  una  aplicación  para
celular,  también  permite  la  ejecución
de  actividades.  Este  cliente  es
accedido por los “usuarios móviles”.
● La  capa  de  compuertas  contiene  los
componentes  tecnológicos  que
permiten a los clientes comunicarse de
manera transparente con los servicios
(que serán descritos más adelante). Se
tiene una compuerta por cada tipo de
cliente de acuerdo a las necesidades de
comunicación de cada uno.
Figura  1.  Arquitectura  por  capas  de  la
plataforma
● La  capa  de  servicios  contiene  los
servicios, en este caso  microservicios
que brindan la funcionalidad principal
de  la  plataforma:  el  servicio  de
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definiciones  gestiona  la  gestión,
listado  y  descarga  de  actividades;  el
servicio  Auth  (autenticación-
autorización)  gestiona  los  tokens  de
acceso para autenticar a los usuarios y
autorizarlos  a  realizar  determinadas
tareas;  el  servicio  de  ejecución  que
mantiene el estado de ejecución de las
actividades  en  Cliente  Web;  el
servicio de recolección que recibe las
respuestas  producto  de  la  resolución
de  las  actividades;  y  finalmente,  el
servicio de resultados, que expone los
datos  de  forma  de  poder  ser
consumidos  para  generar  resúmenes,
estadísticas y tablas.
● La  última  capa,  la  de  persistencia,
contiene  los  mecanismos  para  hacer
permanentes los datos de los distintos
servicios.  En  una  arquitectura  de
microservicios, los datos son privados
a  los  servicios,  de  modo  que  cada
servicio tiene su propia base de datos,
y dos de ellos además tienen sistemas
de archivos. Además, son todas bases
de datos SQL a excepción del servicio
de recolección, que necesita una base
de datos NoSQL.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
La tesina de grado que sustenta  este trabajo
dio origen a la definición de varias líneas de
investigación  y  desarrollo  y  que  abordan
diferentes  áreas,  como  1-  Ingeniería  de
Software,  2-  Interacción  Humano-
Computador,  3 -  Usabilidad  y Accesibilidad
tanto  web  como  móvil,  4-  Arquitecturas
Distribuidas, 5- Workflows, 6 - Herramientas
de  autor,  7  -  Testing  y  8-  Recolección  de
datos.
De  todas  las  áreas  mencionadas
anteriormente,  este  trabajo  aborda  la  de
arquitecturas  distribuidas  y  define  una  línea
de  investigación  que  apunta  a  mejorar
aspectos de los microservicios.
Una  arquitectura  distribuida  con
microservicios  trae  beneficios  pero  también
conlleva  nuevos  desafíos.  Un  ejemplo  es  la
distribución  por  componentes  en
contenedores independientes que aportan a la
interoperabilidad  pero  que  aumenta  la
complejidad  operacional  y  requiere
automatización y monitoreo.
En  este  sentido,  la  mejora  en  torno  a  los
microservicios que aborda la línea de trabajo
apunta  a  considerar   requerimientos  no
funcionales (escalabilidad, seguridad) a partir
de  un  mejor  aprovechamiento  de  las
capacidades  que  ofrecen  los  microservicios,
sin  perder  de  vista  el  mantenimiento,
despliegue y monitoreo de los mismos.
El estilo arquitectónico de los microservicios
aborda  el  desafío  de  las  arquitecturas
monolíticas tradicionales donde el software se
construye  en  forma  de  bloque  complejo  e
indivisible. Para aprovechar los beneficios del
estilo  arquitectónico  de  microservicios,  es
necesario  utilizar  tecnologías  alineadas  con
las características de los microservicios [15].
La  contenerización  (containerization)  se  ha
convertido en un formato de implementación
popular para microservicios, y Docker [16] es
el contenedor líder siendo una plataforma que
empaqueta  todo  lo  necesario  para
implementar y ejecutar microservicios.
Por  otra  parte,  para  permitir  orquestar  y
gestionar la implementación de contenedores,
se  requieren  plataformas  específicas,  siendo
Kubernetes, un caso de ellas. Kubernetes [17]
es la plataforma líder para la automatización
implementación,  escalado  y  administración
para  contenedores  aplicaciones  y  facilita  la
tarea  de  los  desarrolladores,  manejando  la
complejidad de implementar la resiliencia de
sus aplicaciones y les permite concentrarse en
la lógica de negocio de las aplicaciones [18].
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3. RESULTADOS 
ESPERADOS / OBTENIDOS
Se  propuso  una  arquitectura  distribuida
basada  en  microservicios  que  permitirá  la
gestión y ejecución de actividades recolección
de  datos  con  intervención  humana.  Se
plantearon  los  lineamientos  para  una
plataforma  que  cumpliera  con  esta
funcionalidad y fuera accesible para usuarios
sin  conocimientos  de  programación.  La
plataforma debía favorecer la reutilización de
conocimiento  (actividades,  tareas,
planificaciones) propio y de otros usuarios.
Se  pretendía  desarrollar  un  prototipo
funcional  de  esta  plataforma  aplicándolo  en
un  caso  de  estudio  que  permitiera  hacer
pruebas con usuarios.
Finalmente se pudo implementar el prototipo
basado en la arquitectura y los lineamientos
propuestos, y se tomó como caso de estudio
una necesidad del  Programa E-Basura  de la
Universidad  Nacional  de  La  Plata2.  Se
instanció  el  prototipo  para  representar  con
actividades  uno  de  los  formularios3 de
recepción  de  donaciones  del  Programa.  Se
realizaron pruebas de usabilidad con usuarios
experimentados  y  no  experimentados  en  la
configuración  de  herramientas.  Las  pruebas
indicaron que la plataforma podría ser usada
por  personas  sin  conocimientos  de
programación,  llegando  a  niveles  de
usabilidad aceptables [1].
4. FORMACIÓN DE RECURSOS
HUMANOS
El  trabajo  de  investigación  realizado  por  la
primera autora de este  artículo ha permitido
consolidar  varias  de  las  líneas  de
investigación  del  actual  proyecto  de
investigación del LINTI “De la Sociedad del




tecnológico y ético en nuestra región”  4 que
entre  sus  amplios  objetivos  específicos
propone  promover  buenas  prácticas  de
seguridad  en  las  distintas  plataformas  de
despliegue  de  aplicaciones  garantizando  la
disponibilidad,  integridad y confidencialidad
de la información.
En  particular  la  temática  de  la  tesina  será
continuada por su autora desde el enfoque de
la  arquitectura  a través  de una propuesta  de
doctorado a presentarse en 2021.
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Este artículo describe un proyecto de 
investigación relacionado con el análisis de 
textos que presentan cierta estructura, en 
particular se centra en el procesamiento de 
archivos de código fuente en un lenguaje de 
programación determinado. El proyecto 
aborda el problema de la detección de 
reutilización de código y presenta otras 
aplicaciones derivadas, como la detección 
de plagio en el código utilizado. 
Se utilizan técnicas adaptadas del área 
lingüística computacional, y de una 
subtarea que se denomina implicación 
textual que es definido originalmente para  
textos sin estructura subyacente.  
El proyecto se encuadra dentro de una 
línea de investigación en aprendizaje 
automático por computadora. 
 
 
Palabras clave: análisis de textos, corpus, 




En este artículo se presenta el proyecto 
denominado Modelado para el 
procesamiento de textos estructurados, el 
cual se trata de un proyecto acreditado por 
la Secretaria de Ciencia y Tecnología de la 
UTN con código: UTN4518. 
El mismo aborda temáticas específicas 
del área de lingüística computacional, 
inteligencia artificial y compiladores. Su 
desarrollo se lleva a cabo en el Laboratorio 
de Investigación de Software LIS1 del 
Departamento de Ingeniería en Sistemas de 
Información de la Universidad Tecnológica 
Nacional Facultad Regional Córdoba.  
Este proyecto se encuentra dentro del 
grupo formal UTN denominado GA2LA: 
Grupo de Aprendizaje Automático, 
Lenguajes y Autómatas y del LIS1. 
El grupo GA2LA [1] reúne a diversos 
proyectos de investigación relacionados con 
redes neuronales, gramáticas y lenguajes de 
programación, como así también de calidad 
y trazabilidad en el desarrollo de 
aplicaciones informáticas. A su vez, trabaja 
desde un abordaje práctico en colaboración 
con profesionales de ciencias sociales, a los 
efectos de poder resolver problemáticas de 
salud comunitaria desde un enfoque de 
aprendizaje de computadoras y de la 
construcción de modelos teóricos 
computacionales.  
Este grupo está compuesto por los 
integrantes de los diferentes proyectos que 
nuclea, y que incluye a docentes 





El proyecto Modelado para el 
procesamiento de textos estructurados tiene 
como objetivo construir modelos y 
aplicaciones software que permitan 
determinar las similitudes a nivel de 
archivos de códigos fuentes, utilizando para 
ello diversas técnicas de procesamiento del 
lenguaje natural y de minería de textos en 
                                                 
1 www.investigacion.frc.utn.edu.ar/mslabs/ 
XXIII Workshop de Investigadores en Ciencias de la Computación 68
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
general [2] . Debido a ciertas similitudes de 
los lenguajes de programación con los 
lenguajes naturales, y al ser objeto de 
estudio dentro de la clasificación general de 
lenguajes y gramáticas atribuidas a Noam 
Chomsky, es tomado como punto de partida 
para integrar conocimientos de áreas de 
compiladores con otros de lingüística 
computacional [3] [4]. 
La utilidad de la detección de 
similitudes en códigos fuentes es basta [5], 
y entre algunas aplicaciones podemos 
mencionar: la evolución de un archivo de 
código fuente, y de un proyecto de 
desarrollo de software en general, la 
detección de código reutilizado en un 
mismo proyecto (útiles al momento de la 
“refactorización” del código y para el 
seguimiento de defectos), la detección de 
prácticas de plagio, entre otras [6] [7]. 
En el proyecto abordamos la 
problemática de detección de similitudes de 
código fuente con fines de reutilización, 
que de ser hecha manualmente requeriría de 
altos costos debido a lo laborioso de dicha 
actividad, en particular con proyectos de 
escala mediana - grande. 
 En la bibliografía pueden encontrarse 
tres tipos común de abordajes a esta tarea, 
que las describimos brevemente a 
continuación: 
• Aproximaciones basadas en 
atributos, donde las métricas se calculan a 
partir del código fuente y se utilizan para la 
comparación de los distintos archivos. Por 
ejemplo, se puede utilizar el tamaño del 
código fuente (número de caracteres, 
palabras y líneas) como atributo 
comparable de tamaño [6], o también el 
número de variables, el número de 
funciones, el número de clases, entre otros 
atributos. 
• Aproximaciones basadas en Tokens, 
en las cuales se convierte el código fuente 
en una secuencia de "fragmentos”, para una 
evaluación posterior y luego la selección de 
estas secuencias de tokens según ciertas 
métricas [7] [8] [9]. 
• Aproximaciones basadas en la 
estructura, en este caso, el código fuente es 
convertido a una representación intermedia 
interna (IR), que luego es la que se utiliza 
para la comparación [10] [11]. 
Dentro de este contexto, en este 
proyecto se utiliza una combinación de los 
dos primeros enfoques, que permitan la 
detección de similitudes de código fuente 
en los lenguajes de programación Java y 
Python en base a un corpus elaborado 
específicamente para tal fin. 
 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
La línea de investigación en las que se 
enmarca el proyecto de modelado para el 
procesamiento de textos estructurados es el 
área de inteligencia artificial, más 
concretamente una sub-especialidad que se 
denomina lingüística computacional.  
En particular, nos centramos en enfoques 
basados en el aprendizaje automático. Los 
desarrollos en esta línea de investigación 
están constituidos, por un lado, por las 
herramientas desarrolladas para facilitar el 
análisis y procesamiento de archivos de 
texto, en este caso código fuente, y por otro, 
los sistemas de reconocimiento de 
similitudes entre dos archivos de código 
fuente. 
La innovación del proyecto radica en los 
nuevos métodos propuestos para el análisis 
y procesamiento de textos, así como a los 
algoritmos creados para abordar los 
problemas antes mencionados. Los 
algoritmos diseñados aprovechan las 
diferentes características que se pueden 
aprender de los textos y que se recopilan y 
crean a partir de las herramientas de 
procesamiento de textos. 
 
En cuanto a las posibles aplicaciones de 
los resultados, los mismos pueden ser de 
utilidad en tareas de extracción de 
información [12] [13], evaluación de las 
traducciones automáticas, evaluación de la 
calidad de las traducciones [14], 
reconocimiento de paráfrasis [15] [16] e 
implicación de textos [17][18][19][20].   
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En esta sección mencionaremos los 
resultados obtenidos hasta el momento, en 
el proyecto que ha concluido su primera 
etapa, pero que continúa en desarrollo.  
Se ha desarrollado una aplicación web 
que permite realizar la comparación entre 
archivos de códigos fuentes (en múltiples 
lenguajes de programación), brindando una 
métrica de similitud entre dos archivos de 
código fuente en un lenguaje específico. 
La aplicación web brinda la posibilidad 
de la ejecución "en lotes" de un conjunto 
grande de archivos. Esta actividad es muy 
útil cuando se necesita comparar un archivo 
contra un conjunto a los efectos de 
identificar una copia (plagio) o bien 
archivos que representen reutilización de 
código fuente. 
Los archivos de códigos fuentes 
permitidos en la comparación son por el 
momento: 
- .java, del lenguaje JAVA  
- .cpp, del lenguaje de Programación 
C++  
- .c, del lenguaje de Programación C.  
 
Adicionalmente esta aplicación genera 
reportes con las salidas de las ejecuciones 
realizadas, que permitirán al decisor 
identificar rápidamente un subconjunto de 
archivos que presenten gran similitud entre 
sí, dentro de un conjunto grande de 
archivos. 
Se está trabajando en el tiempo de 
comparación, el cual se torna demasiado 
costoso cuando se quieren comparar 
decenas de archivos, dependiendo de su 
tamaño en kilobytes y de las características 
con las que se lo desee comparar.  
Para lograr las clasificaciones de los 
archivos se trabaja principalmente (por el 
momento) a nivel léxico con una 
exploración sintáctica superficial.  
Otro de los resultados obtenidos hasta el 
momento consiste en un  corpus de pares de 
archivos de código fuente. Se trata de un 
corpus de texto estructurado, realizado 
manualmente y requirió un considerable 
tiempo de clasificación, de dos 
etiquetadores por el lapso de dos años.  
Este corpus fue generado con el 
Programa Asistente de Creación de Corpus 
v3 [21] que es producto de otro proyecto de 
investigación de procesamiento de textos 
[22]. 
Si bien inicialmente se pensaba en la 
construcción de un Corpus de 1000 pares,  
se pudo construir un corpus con 300 pares 
de códigos fuentes en lenguaje Java en los 
que se los ha etiquetado en base a las 
características presentes en los mismos.  
Este corpus sirve de material de 
entrenamiento para el sistema. Actualmente 
se encuentra en un trabajo en progreso y se 
está entrenando el sistema con este conjunto 
de entrenamiento. 
Como trabajos futuros mencionamos la 
necesidad de modelar el fenómeno de 
similitud textual en base a diferentes 
niveles de abstracción, que involucre 
características a nivel léxico, sintáctico y 
semántico, cuidando al mismo tiempo de no 
incrementar su complejidad computacional 
para que pueda ser utilizado en la práctica y 
no como un mero desarrollo teórico. 
 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El proyecto físicamente se lleva adelante en 
Laboratorio de Investigación de Software 
LIS2 del Dpto. de Ingeniería en Sistemas de 
Información de la Universidad Tecnológica 
Nacional Facultad Regional Córdoba, en el 
cual realizan su labor diaria docentes-
investigadores, becarios y pasantes de 
diferentes proyectos de investigación.  
En cuanto a las personas que constituyen 
este proyecto mencionamos: 
 Un doctor en ciencias de la 
computación formado en el área de 
lingüística computacional y que tiene 
experiencia en el área de detección y 
generación de paráfrasis, y en la  
                                                 
2 www.investigacion.frc.utn.edu.ar/mslabs/ 
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detección de implicaciones textuales. 
Entre las actividades que realiza se 
encuentra la formación de becarios, 
pasantes y la dirección de 
investigadores. 
 Un doctorando en ingeniería con 
mención en sistemas de información 
cuyo tema de tesis se relaciona con el 
proyecto actual. A su vez, realiza la 
dirección de becarios, pasantes, y otros 
miembros del equipo. 
 
 Participan del proyecto alumnos que 
necesitan realizar su práctica 
supervisada que es uno de los  
requisitos  para  la  obtención del  grado  
de  Ingeniero. Su asignación depende de 
las actividades del proyecto. Siguen un 
plan de trabajo y colaboran con los 
demás integrantes del proyecto. 
 
 Participa un becario de posgrado como 
parte de un programa de formación 
inicial de investigadores en proyectos 
homologados en UTN. 
 Participan anualmente, uno o dos 
becarios alumnos a los que se les asigna 
tareas específicas del proyecto, se les 
enseña a trabajar en el contexto de un 
proyecto de investigación, y se les 
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RESUMEN
En  este  proyecto  se  pretende  aprender  a
clasificar textos cortos (opiniones) generados
en la red social Twitter según el sentimiento
que  expresan,  aplicando  técnicas  avanzadas
de  aprendizaje  automático  como  redes
neuronales.  El  proyecto  se  encuentra  en
desarrollo. En la primera etapa se exploró en
la  clasificación  de  textos  usando  una  red
neuronal LSTM y en la etapa actual, se está
analizando algunas formas de representar los
textos  para  crear  un  corpus  de  palabras
embebidas  que  serán  utilizadas  en  otros
experimentos.
Palabras  clave:  emociones,  aprendizaje
automático, redes neuronales, Twitter.
CONTEXTO
Este  proyecto  continúa  la  línea  de
investigación  que  el  Grupo  de  Análisis  de
Datos  de  la  Facultad  de  Ingeniería  de  la
Universidad  Católica  de  Salta  viene
desarrollando  en  minería  de  textos.  En  los
proyectos  anteriores  se  exploraron  diversos
problemas  relacionados  a  minería  de  textos,
entre  ellos,  clasificación  de  documentos,
reconocimiento  de  entidades  con  nombres,
generación  automática  de  resúmenes  y
búsquedas de respuestas. 
En el último proyecto se exploró el análisis de
sentimientos  para la identificación de cuatro
emociones en textos extraídos de la red social
Twitter  con  dos  enfoques:  aplicando
aprendizaje  automático  supervisado  y  semi
supervisado  [1] y  a  partir  de  lexicones  de
dimensiones emocionales  [2]. En el proyecto
actual, se continúa el aprendizaje de detección
de emociones  en textos,  a  una colección de
mensajes de esa red social.
1. INTRODUCCION
La gran cantidad de información contenida en
los  medios  sociales  ha  propiciado  que  la
comunidad  científica  dedique  grandes
esfuerzos  a  analizar,  estructurar  y  procesar
esta  información.  Estos  medios  se  suelen
utilizar  para  expresar  opiniones  y
sentimientos  diversos  sobre  diferentes
aspectos de la sociedad, productos, servicios,
política,  celebridades,  etc.  Empresas,
organizaciones y gobiernos han mostrado su
interés  en  conocer  las  opiniones  que  los
usuarios  tienen  sobre  sus  actividades.  El
marketing digital se basa, principalmente, en
las opiniones vertidas en las redes sociales. 
La  detección  de  polaridad  en  la  opinión
textual, es una tarea ampliamente investigada,
sobre  todo  para  el  idioma  inglés.  La
identificación de la emoción expresada en una
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opinión es una tarea menos investigada y con
amplias posibilidades de investigación. 
Al  respecto,  los  enfoques  frecuentemente
utilizados son: el aprendizaje supervisado, que
utiliza  grandes  cantidades  de  texto  como
entrada  a  los  algoritmos,  y  el  uso  de
diccionario de palabras asociadas a una o más
emociones. Estos tipos de aprendizajes fueron
abordados por el grupo de investigación en el
proyecto anterior.
Los enfoques de aprendizaje profundo (deep
learning)  han demostrado su capacidad  para
resolver tareas relacionadas al procesamiento
de  lenguaje  natural  y  aplicaciones  de  la
inteligencia  artificial.  Las  redes  neuronales
son efectivas  a  la  hora de realizar  tareas  de
clasificar textos [3]. En [4] aplican un método
híbrido con redes neuronales convolucionales
y  redes  neuronales  recurrentes  a  la
clasificación de polaridad en tweets. En [5] se
utiliza una combinación de redes neuronales
artificiales  para  el  reconocimiento  de
emociones  en  textos.  La  técnica  word
embeddings  consiste  en representar  palabras
como  vectores  de  números  reales  sobre  los
que es posible realizar operaciones y obtener
resultados sorprendentes. En [6] se utiliza esto
para  incrementar  la  efectividad  en  la
clasificación de emociones. En [7] se combina
word embeddings y un diccionario léxico de
emociones. 
Previo a la etapa de aprendizaje, es necesario
realizar  acciones  de  preprocesado  para
eliminar  aquellas  características  que  pueden
producir  ruido  en  las  etapas  siguientes,  por
ejemplo:
- Tokenización y lematización
- Eliminación  de  palabras  vacías
(stopwords)
- Eliminación  de  imágenes,  links  y
referencias a usuarios 
Generalmente  los  usuarios  de redes  sociales
suelen  usar  emojis  para  destacar  lo  que  se
quiere  expresar,  como  una  forma  de
entonación de la voz o de expresión corporal.
En  el  proyecto  anterior,  se  demostró  que
mantener emojis y hashtags resulta relevante,
por lo cual, deben ser transformados a texto.
Estos tipos de elementos, en general, no son
considerados  en  los  trabajos  citados
anteriormente.
Python  es  uno  de  los  lenguajes  de
programación  más  aceptados  por  la
comunidad  científica.  Es  potente  y  se
caracteriza  por  su  simplicidad,  distribución
open  source  y la  posibilidad  de  integración
con múltiples librerías. Para el procesamiento
de textos con Python, existe una variedad de
herramientas  informáticas.  En  [8] se
analizaron algunas de ellas, demostrando que
Freeling  y  Stanford  resultan  las  más
confiables  en  cuanto  a  la  tokenización  y
etiquetado gramatical.
2. LINEA DE INVESTIGACION
Y DESARROLLO
Este  proyecto  de  investigación  propone
detectar sentimientos expresados en textos, en
particular, opiniones textuales emitidas en una
red  social.  El  proyecto  se  desarrolla  en  las
siguientes etapas: 
- Revisión  de  la  literatura  relevante  al
problema  de  minería  de  opiniones  y
sentimientos.
- Evaluación y comparación las técnicas de
aprendizaje profundo para la clasificación
de textos.
- Evaluación  y  comparación  de  otras
técnicas  de  aprendizaje  automático  para
clasificación de opiniones textuales. 
- Desarrollo  de  un  prototipo  para  la
clasificación de opiniones.
Se  utilizan  los  tweets  capturados  para  el
proyecto anterior y otros obtenidos durante el
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último  año,  totalizando  más  de  150000
tweets.  Muchos  de  estos  tweets  fueron
descartados  por  contener  solo  imágenes,




En la primera parte del proyecto se iniciaron
los experimentos con redes neuronales para el
aprendizaje de clasificación de textos.
Con  el  propósito  de  combatir  el
desplazamiento  del  gradiente  (vanishing
gradient), que ocurre en las Recurrent Neural
Network  (RNN),  surgen  las  redes  LSTM
(Long Short-Term Memory) las cuales son un
tipo  especial  de  redes  recurrentes [9].  La
característica principal de las LSTM es que la
información  puede  persistir  introduciendo
bucles en el diagrama de la red, para decidir
cuál será el siguiente [10]. En la Figura  1 se
observa la estructura típica de este tipo de red
neuronal.
Figura  1. Long Short-Term Memory [9]
La  principal  diferencia  con  las  redes
neuronales tradicionales (RNT), es que estas
no tienen persistencia (memoria) de los datos
anteriores.  Una  RNT,  no  puede  usar  su
razonamiento  sobre  los  eventos  anteriores
para decidir sobre los posteriores. 
Se utilizó el dataset del proyecto anterior [2],
un conjunto de tweets en español clasificado
por  las  emociones  expresadas,  para  realizar
las pruebas de redes LSTM. Para un primer
acercamiento  al  proceso,  se  decidió  trabajar
con dos categorías, de tal manera de clasificar
los tweets por su polaridad. Se agruparon de
la siguiente forma:
Positivos = felicidad y sorpresa
Negativo = asco, ira, tristeza y miedo
La Figura  2 muestra la distribución de tweets
según las emociones expresadas (positivas o
negativas)
Figura  2. Total de tweets según polaridad
La  configuración  y  parametrización  de  la
RNN fue realizada utilizando la herramienta
Colaboratory provista por Google. La Figura
3 contiene parte del código Python utilizado
para configurar la RNN 
EL proceso  continúa  con la  ejecución de  la
RNN  definida,  y  la  evaluación  del  modelo
construido,  tomando  como  referencia  el
conjunto  de  entrenamiento  separado  en  una
#Se define la RNN LSTM
 
def RNN():
    inputs = 
Input(name='inputs',shape=[max_len])
    layer = 
Embedding(max_words,120,input_length=max_l
en)(inputs)
    layer = LSTM(64)(layer)
    layer = Dense(1,name='out_layer')
(layer)
    layer = Activation('softmax')(layer)
    model = 
Model(inputs=inputs,outputs=layer)
    return model
Figura 3. Configuración de RN
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etapa  anterior.  Los  primeros  resultados
obtenidos se muestran en la Figura 4. 
Actualmente  se  continúa  la  experimentación
con redes neuronales.
Los próximos objetivos a alcanzar son:
- Crear  un  corpus  de  words  embeddings  a
partir de la colección de tweets disponibles
- Experimentar el aprendizaje con el corpus
de word embeddings generado y con otros
disponibles para investigaciones.
- Seleccionar  los  algoritmos  que  mejor
clasifiquen las opiniones. 
Se  espera  que  esta  línea  de  investigación
continúe  y  amplíe  los  conocimientos  sobre
procesamiento  de  lenguaje  natural.  Se
pretende  que  este  proyecto  anime  el  interés
por la investigación y por esta temática a los
alumnos de nuestra Facultad.
4. FORMACION DE
RECURSOS HUMANOS
El  equipo de trabajo  está  integrado  por  tres
docentes  y  una  egresada  de  la  carrera  de
Ingeniería  en  Informática.  Se  espera
incorporar al proyecto alumnos interesados en
la temática.
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RESUMEN
Este proyecto se desarrolló con el interés de
analizar los casos registrados sobre Covid-19
en  nuestro  país,  publicados  por  fuentes
oficiales.  Se  experimentó  con  redes
neuronales  con  el  fin  de  predecir  casos
positivos de la enfermedad, y para encontrar
similitudes entre algunos distritos de nuestro
país se plantearon relaciones difusas.
Palabras clave: Minería de datos, aprendizaje
automático, covid-19
CONTEXTO
Este  proyecto  continúa  la  línea  de
investigación  que  el  Grupo  de  Análisis  de
Datos  de  la  Facultad  de  Ingeniería  de  la
Universidad  Católica  de  Salta  viene
desarrollando en minería de datos. 
1. INTRODUCCION
En diciembre  de  2019,  Wuhan,  China,
experimentó  un  brote  de  una  enfermedad
respiratoria causado por un nuevo coronavirus
(COVID-19).  En  marzo  de  2020  la  OMS
(Organización Mundial de la Salud) declaró al
mundo  en  estado  de  pandemia.  A  la  fecha,
fueron confirmados más de 100 millones  de
personas contagiadas en el mundo.
En  Argentina,  con  el  objetivo  de  evitar  la
propagación  del  virus  y  detección  de
infectados  se  tomaron  diferentes  medidas
desde el gobierno nacional [1], entre ellas, el
aislamiento social, preventivo y obligatorio.
Si  bien,  el  análisis  de  datos  relacionados  a
diferentes  enfermedades  fue  explorado
ampliamente  en  la  comunidad  de
investigadores  de  grandes  volúmenes  de
datos,  la  exploración  de  los  datos  de  las
personas  contagiadas  con  el  nuevo
coronavirus  nos  coloca  en  una  situación
especial. No solo por los descubrimientos que
se  van  haciendo  día  a  día  por  parte  de  los
científicos,  sino  también  por  la  rápida
propagación mundial del virus. 
En  nuestro  país  encontramos  estudios  que
toman  como  base  los  informes  diarios  del
Ministerio  de  Salud,  es  decir,  se  trata  de
informes  estadísticos  que  muestran  la
progresión día a día de la cantidad de casos
positivos para Covid-19 y cantidad de decesos
[2] [3].
En  este  proyecto  se  intentó  encontrar
similitudes entre algunos distritos argentinos a
partir  de  las  cantidades  de  casos
diagnosticados  con  la  enfermedad  y  con  el
aprendizaje de relaciones difusas. También se
intentó  construir  una  red  neuronal  para
predecir  la  cantidad  de  casos  positivos  de
Covid-19 en una provincia argentina.
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Existen  una  variedad  de  herramientas
informáticas  para  el  análisis  de  datos  y
desarrollo  de  modelos  para  extracción  de
información.  En  este  trabajo  se  utilizó  el
lenguaje de programación Python. Se destaca
por  ser  uno  de  los  más  aceptados  por  la
comunidad  científica  [4] y  es  uno  de  los
lenguajes  más  potentes  por  su  simplicidad.
Además,  es  de  distribución  open  source,
posibilita  la  integración  con  múltiples
librerías  y  por  la  experiencia  de  uso de  los
investigadores de este proyecto. Por otro lado,
las herramientas de visualización de datos son
complementarias a este proceso, facilitando la
lectura  y  entendimiento  de  la  información
detectada [5].
2. LINEA DE INVESTIGACION
Y DESARROLLO
El  proyecto  se  desarrolló  en  las  siguientes
etapas
- Revisión  de  la  literatura  referente  a  las
técnicas  de  aprendizaje  automático
aplicadas  al  problema,  en  reuniones
periódicas del equipo.
- Descarga y almacenamiento  de los datos,
provenientes  de  fuentes  oficiales
(Ministerio de Salud de Nación Argentina,
INDEC, etc.)
- Pre-procesamiento  de  los  datos:  filtrado,
limpieza  y  selección  de  datos  para
entrenamiento y para control del modelo. 
- Aplicación  de  técnicas  y  algoritmos
adecuados para el problema del proyecto
- Validación  y  evaluación  de  los  modelos
obtenidos. 
Se utilizó el lenguaje de programación Python
y  diferentes  librerías  para  machine  learning
como scikit-learn, scikit-fuzzy y keras.
3. RESULTADOS OBTENIDOS/
ESPERADOS
Desde  el  mes  de  Marzo  del  año  2020,  el
Ministerio  de Salud de la  Nación Argentina
emite  reportes  de  la  situación  sanitaria  del
país,  en  relación  a  la  situación  sanitaria
relacionada  a  Covid-19 [6].  Los  casos  se
registran en el Sistema Nacional de Vigilancia
Epidemiológica  (SISA)  y  publicados  en  la
página web de Datos Abiertos del Ministerio
[7] en un archivo csv. Cada registro contiene
información básica de las personas registradas
en SISA, con diagnóstico  positivo,  negativo
(descartado) o fallecido por la enfermedad. 
Los  datos  utilizados  en  este  proyecto  se
obtuvieron  del  archivo  con  fecha  de
actualización  el  31  de  octubre  de  2020.  El
archivo  consta  de  1.048.575  registros  y  25
atributos  con  información  básica  de  las
personas registradas: edad, sexo, provincia de
residencia, entre otros.
Se realizaron dos tipos de tareas, por un lado,
se experimentó con los datos de seis distritos
argentinos  con  el  objeto  de  encontrar
similitudes  a  partir  de  la  definición  de
relaciones  difusas,  y  por  otro,  con  redes
neuronales para la predicción del número de
casos positivos de Covid en una provincia.
A  través  del  uso  de  relaciones  difusas  se
puede definir la similitud entre los elementos
de un conjunto como el grado de pertenencia
de cada uno de esos elementos a ese conjunto.
Se  probaron  distintos  grados  de  pertenencia
para los meses estudiados y se determinó la
similitud de seis provincias argentinas.
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Figura 1. Mapa de calor relaciones de equivalencia mes
de Octubre
De esta manera, se detectó por ejemplo, para
el  mes  de  octubre  2020,  con  un  grado  de
pertenencia  del  0.990,  tres  clases  de
equivalencias  donde Buenos Aires  y CABA
son  similares  entre  sí;  Chaco,  Jujuy  y
Tucumán pertenecen a la misma clase y Salta
es la única provincia que se distingue del resto
(Figura 1). 
El modelo de red neuronal para predecir casos
de contagios en la provincia de Salta que se
probó fue una red secuencial con función de
activación  hiperbólica.  Con  esta  red  y
utilizando siete días previos para predecir los
casos  del  octavo  se  obtuvo  un  resultado
aceptable  con  el  menor  error  cuadrático
medio. tanto en el entrenamiento como en la
validación se mantuvo alrededor del 20%. Se
pretende  probar  con  otras  configuraciones
para lograr mejores resultados (Figura 2).
Figura 2. Evaluación
Se  espera  que  esta  línea  de  investigación
continúe  y  amplíe  los  conocimientos  sobre
minería  de  datos.  Se  pretende  que  este
proyecto anime el interés por la investigación




El equipo de trabajo  está  integrado por  tres
docentes  de  la  carrera  de  Ingeniería  en
Informática. Se espera incorporar al proyecto
alumnos interesados en la temática.
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Resumen
Las  líneas  de  Investigación  y  Desarrollo
aquí presentadas tienen como objetivo general
el  de  generar  conocimiento  en  cuanto  a  las
nuevas herramientas de las Tecnologías de la
Información  y  la  Comunicación  para  una
innovación tecnológica de avanzada aplicadas
a  la  mejora  de  la  calidad  de  vida.
Conjuntamente,  se  propicia  la  formación  de
recursos  humanos,  tanto  de  docentes
investigadores  como  de  estudiantes,
dedicados a entrenarse al máximo nivel en el
campo  de  la  Inteligencia  Artificial,  en
particular,  en el  procesamiento  de imágenes
mediante  técnicas  de  Aprendizaje  Profundo,
propendiendo  al  desarrollo  de  soluciones
innovadoras  y  de  calidad.  Específicamente,
las líneas de investigación que se describen en
este trabajo son: -  la evaluación de la salud
ósea, lo cual involucra problemas inversos en
imágenes  de  microondas;  -  la  detección  e
identificación de diversas malezas que pueden
afectar  a  la  producción  de  cultivos  de  la
región;  -  la  detección  y  clasificación  de
objetos reciclables con el fin de contribuir con
el  cuidado  del  medio  ambiente;  -  la
clasificación  de  diferentes  condiciones  de
cielo  como consecuencia  de la  cobertura  de
nubes,  lo cual será de suma utilidad para la
optimización  de sistemas que aprovechen la
energía solar como recurso energético.
Palabras clave: Aprendizaje profundo, 
procesamiento de imágenes, aplicaciones. 
Contexto
Las  líneas  de  I/D  presentadas  en  este
trabajo  están  incluidas  dentro  del  Programa
TICAPPS  (TIC  en  aplicaciones  de  interés
social)  de  la  Universidad  Nacional  Arturo
Jauretche  (UNAJ),  Resolución  N°  064/17,
bajo la dirección del Dr. Ing. Martín Morales.
1. Introducción
El concepto de Inteligencia Artificial (IA)
se aplica a cualquier técnica que permita a las
computadoras imitar la inteligencia humana a
través  de  expresiones  lógicas  y  esquemas
abstractos  [1].  Estas  técnicas  pueden  ser
utilizadas para modelar, identificar, optimizar,
predecir  y  controlar  el  comportamiento
dinámico  de  diferentes  sistemas  reales.  Una
de las áreas en donde se avanzó notablemente
fue  en  la  de  detección  de  objetos  y
clasificación de imágenes. Esto se debe en su
mayor parte al desarrollo de nuevas técnicas
tanto  de  Machine  Learning  (Aprendizaje
Automático)  como  de  Deep  Learning
(Aprendizaje  Profundo),  además  de  las
innovaciones en el manejo de Big Data (Datos
a gran escala) y el aumento en la capacidad de
cómputo  mediante  el  uso  de  diferentes
tecnologías  como  Cloud  Computing
(Computación en la Nube) o el uso de GPU
(Unidad  de  Procesamiento  Gráfico)  para  el
análisis  de  información.  Este  avance  puede
verse  en  distintas  áreas  como:  medicina,
seguridad,  turismo,  finanzas,  robótica,  entre
otras. Algunos ejemplos de dichos avances en
el  área  se  aplican  en:  control  de  vehículos
autónomos, detección de rostros, detección de
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matrículas,  diagnóstico  de  enfermedades,
realidad aumentada, etc. 
A  continuación,  se  presenta  un  breve
marco  teórico  de  cada  una  de  las  áreas  de
estudio investigadas.
Evaluación de la salud ósea:
La técnica  de tomografía  por  microondas
para obtener imágenes médicas ha despertado
un  gran  interés  en  la  última  década,
especialmente  en aplicaciones  de evaluación
no invasiva y no ionizante de tejidos [2]. La
aplicación  que  tiene  mayor  desarrollo  en  la
actualidad  es  la  de evaluación  de cáncer  de
mama. Existen otras aplicaciones tales como
la detección de accidentes cerebro vasculares
y  la  evaluación  de  salud  ósea  [3].  La  idea
básica  es  “iluminar”  el  tejido  con  radiación
electromagnética en microondas (frecuencias
entre 100 MHz y 2 GHz de baja potencia) por
medio  de  antenas  emisoras.  Estas  antenas
pueden  funcionar  también  como  receptoras,
de este modo, el campo eléctrico dispersado
es registrado en las mismas y luego mediante
algoritmos  de reconstrucción  tomográfica  se
construye  un  mapa  de  las  permitividades  y
conductividades  de  los  tejidos  evaluados
resolviendo el denominado problema inverso.
En tejidos óseos, esta tecnología se encuentra
en reciente surgimiento y será la aplicación en
que  se  enfocará  esta  línea  de  I/D.  En  los
últimos  años  se  han  desarrollado  muchos
métodos  estocásticos  para  la  resolución  del
problema inverso, en particular, la utilización
de  redes  neuronales  ha  tomado  gran
preponderancia [4].
Detección  de  malezas  en  cultivos  de  la
región:
El  área  de  influencia  de  la  UNAJ  posee
extensas  zonas  rurales,  que  cuentan  con
pequeños,  medianos  y  grandes  productores
hortícolas,  basados fundamentalmente en los
cultivos intensivos, donde se busca maximizar
la  producción  en  espacios  reducidos,
utilizando  un  solo  tipo  de  producto.  Los
cultivos  pueden  ser  afectados  por  diferentes
amenazas,  como  por  ejemplo  las  plagas,
inundaciones,  incendios,  animales  silvestres,
entro  otras.  En  particular,  esta  línea  de
investigación  propone  el  uso  de
procesamiento  de  imágenes  utilizando  redes
neuronales para la detección, reconocimiento
y  clasificación  de  una  amenaza  específica,
como lo son las diversas malezas que pueden
afectar  a  la  producción y a  los  procesos  de
cosecha, ya que en algunos casos esto es un
impedimento  para  acceder  a  los  propios
cultivos.  Existe  una  gran  diversidad  de
malezas  que  aparecen  dependiendo
principalmente de la zona geográfica y de la
estación del año. La aparición de estos yuyos
viene  acompañada  con  la  resistencia  a
herbicidas y la dificultad para controlarlos. En
Argentina,  actualmente  existen  15  malezas
registradas  como  resistentes  a  herbicidas
(glisofato)  según  un  listado  del  Servicio
Nacional  de  Sanidad  y  Calidad
Agroalimentaria  [5].  Por  lo  tanto,  es
importante  detectar  rápidamente  la
manifestación  de  estas  hierbas  malas,  para
evitar su propagación y reducir  su banco de
semillas. Por ejemplo, a finales del año 2019
en la provincia de Córdoba el yuyo colorado
ocupaba  18.2  millones  de  hectáreas,  este
número es mayor a las hectáreas de cultivo de
soja  y  maíz.  Entre  las  malezas  que  se
proponen  identificar  se  encuentran  el  yuyo
colorado, la rama negra y la roseta. Las dos
primeras son comunes en las plantaciones de
soja, uno de los cultivos que más se produce
en el  país,  mientras  que la  tercer  maleza  es
común en huertas y tiene la característica de
ser  “muy  molesta”  debido  a  que  sus  flores
tienen  pequeñas  púas,  lo  que  hace  que  en
algunas  regiones  también  perjudique  al
turismo.
Reciclado de objetos:
El reciclado de desechos es considerado de
suma  importancia  para  el  cuidado  del
medioambiente  en  toda  sociedad,  debido  a
que,  supone la  reutilización  de  elementos  u
objetos  ya utilizados,  los  que de otro modo
serían desechados contribuyendo al  aumento
de la formación de basura y al daño ambiental
permanente.  En nuestro país,  aunque se han
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tomado  medidas  para  fomentar  el  reciclado,
solo un 24% de la población se esfuerza por
separar  los  residuos  para  minimizar  su
generación y la contaminación. Gran parte del
problema radica  en el  esfuerzo que requiere
clasificar  y separar los residuos inorgánicos,
es por eso que en esta línea de investigación
se propone desarrollar  un sistema basado en
redes  neuronales  artificiales  que  permita
detectar  y  clasificar  los  objetos  reciclables
más  comunes  como  papel,  cartón,  botellas,
latas, etc, y los materiales con los que están
hechos  (plástico,  vidrio,  metal,  papel),  para
minimizar  la  cantidad  de  residuos  que  se
generan diariamente en las zonas urbanas. De
esta manera se pretende contribuir no solo al
cuidado  del  medio  ambiente,  sin  la
intervención  del  usuario,  sino  también  a
generar conciencia en la población en relación
con el reciclado y su importancia para reducir
la contaminación. 
Estimación de la radiación solar:
La  energía  solar  constituye  una  fuente
limpia  y  renovable  con  bajo  impacto
ambiental,  disponibilidad  en  el  sitio  de
consumo y sostenibilidad, la cual se presenta
como  uno  de  los  recursos  más  importantes
tendiente a sustituir las fuentes de energía no
renovables  (carbón,  petróleo,  gas  natural),
reducir las emisiones de dióxido de carbono a
la  atmósfera  y  proteger  nuestro  medio
ambiente.  El  conocimiento  preciso  de  la
radiación solar en un determinado instante y
lugar es un factor clave para la evaluación y
dimensionamiento  óptimo  de  sistemas  con
diferentes  principios  de operación, como los
sistemas fotovoltaicos  para la  generación de
electricidad  y  los  colectores  solares  para  el
calentamiento  de  fluidos.  A  su  vez,  la
radiación solar es un recurso fundamental en
el diseño arquitectónico y en la agricultura.
El  problema  que  se  presenta  es  que  no
siempre  es  posible  contar  con  datos
experimentales  de  la  radiación  solar  en  los
lugares de interés. A su vez, la cobertura de
nubes  es  un  factor  que  atenúa  y  ocasiona
intermitencia  en  los  valores  de  la  energía
proveniente del sol. La aparición de grandes
nubes  que  tapan  el  disco  solar,  o  bien  los
cambios  repentinos  en  el  tipo  de  nubosidad
(por  ejemplo,  nube  opaca  y  gruesa  en  otra
nube más tenue y fina,  o la división de una
nube grande en numerosas nubes de pequeño
tamaño), producen cambios repentinos en los
valores de la radiación solar. Esta variabilidad
provoca  que  la  producción  de  energía  que
pueden generar los sistemas que aprovechen
esta  fuente  como  recurso  energético  no  sea
constante  ni  totalmente  predecible  en  el
tiempo, lo cual es una desventaja con respecto
a  los  combustibles  fósiles.  Gracias  al
crecimiento de las capacidades de cálculo y al
mejoramiento  de  los  algoritmos
implementados,  en  los  últimos  años  se  han
comenzado  a  utilizar  técnicas  basadas  en
redes neuronales artificiales, como una buena
alternativa para la estimación de la radiación
solar con el mínimo error [6-8].
2. Líneas de Investigación y
Desarrollo
Las líneas de I/D que se presentan en este
trabajo  están  basadas  en  el  estudio  y
desarrollo de herramientas alternativas para el
procesamiento de imágenes a partir de redes
neuronales, que presenten alto rendimiento en
la  precisión  de  los  resultados,  con  un  bajo
costo  de  cómputo,  facilidad  de
implementación  y  buena  velocidad  de
convergencia. Las herramientas desarrolladas
serán aplicadas para:
(a) la  evaluación  de  la  calidad  ósea,  a
través  de  la  resolución  del  problema
inverso en Tomografía de Microondas.
(b) la  detección  e  identificación  de
malezas, las cuales pueden afectar a la
producción  de  los  cultivos  intensivos
de la región.
(c) la detección y clasificación de objetos
reciclables, con el fin de contribuir con
el cuidado del medio ambiente.
(d) la  clasificación  de  diferentes
condiciones  de  cielo  como
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consecuencia de la cobertura de nubes,
lo  cual  será  de  suma utilidad  para  la
optimización  de  sistemas  que
aprovechen  la  energía  solar  como
recurso energético.
3. Resultados y Objetivos
Resultados alcanzados:
La detección y clasificación de: malezas en
cultivos;  objetos  reciclables;  y  diferentes
condiciones  de  cielo,  son  líneas  de  estudio
comenzadas recientemente.  
Mientras  que  con  respecto  a  la  línea  de
investigación  relacionada  con  la  evaluación
de  la  salud  ósea,  en  el  grupo  se  posee
experiencia  en el  estudio de las propiedades
dieléctricas de tejido óseo. En [9], estudiamos
las  propiedades  dieléctricas  de  hueso
trabecular  humano  en  estado  fisiológico  in
vitro.  Uno de  los  resultados  más  llamativos
fue la obtención de correlaciones negativas (R
≈  -0,8)  entre  la  permitividad  y  la  relación
volumen óseo / volumen total (BV/TV) para
frecuencias entre 700 MHz y 1200 MHz (p <
0,05). En el trabajo reciente [10], se aplicaron
las  técnicas  de  diferencias  finitas  (FDTD)
para  la  discretización  de  las  ecuaciones  de
Maxwell  y  se  simularon  imágenes
microtomográficas  de  tejido  óseo  trabecular
en  dos  dimensiones.  Se  encontró  que  las
propiedades dieléctricas efectivas podrían ser
buenos predictores de la microestructura ósea
trabecular. Más recientemente, estudiamos la
sensibilidad del problema directo variando las
propiedades  del  tejido  óseo y de los  tejidos
circundantes en una potencial aplicación en el
tobillo [11]. También se estudió el problema
inverso  utilizando  algoritmos  que  se
encuadran dentro de la estimación estocástica
sin  información  de  fase.  Se  utilizaron  RNA
para la evaluación de cilindros homogéneos y
no homogéneos en dos dimensiones [12]. Por
otro lado, también sin información de fase, se
evaluó  una  potencial  aplicación  en  tobillo
(para  determinación  de  salud  ósea  en  el
calcáneo)  utilizando  redes  neuronales  para
resolver  el  problema  inverso  [13].  En  este
último caso, el modelo simplificado estimado
implicaba  la  estimación  del  centroide  del
calcáneo  y  un  radio  equivalente
(considerándolo  un cilindro),  actualmente  se
propone estimar la geometría real.
Objetivos esperados:
Se  espera  aportar  nuevos  conocimientos
relacionados  con  la  evaluación  de  la  salud
ósea de manera  no ionizante,  a  través  de la
reconstrucción de imágenes de microondas de
modelos  realistas  de  tobillo  y/o  muñeca
humanos.
Se espera proporcionar información útil y
contribuir  a  optimizar  la  producción  de  los
cultivos  intensivos,  a  partir  de  la  detección,
reconocimiento  y  clasificación  de  diferentes
malezas, que pueden ser un impedimento para
acceder  a  los  cultivos,  afectando  a  la
producción  de  estos  y  a  los  procesos  de
cosecha.
Se  espera  contribuir  con  el  cuidado  del
medio  ambiente,  a  través  de  la  detección,
reconocimiento  y  clasificación  de  objetos
reciclables,  lo  cual  ayudará  de  manera
significativa a la reutilización de elementos u
objetos ya utilizados.
Se pretende determinar la atenuación de la
radiación  solar  global,  a  partir  de  la
clasificación  de  diferentes  condiciones  de
cielo  (despejado,  parcial  o  totalmente
nublado)  y  de  variables  meteorológicas  de
sencilla  adquisición,  lo  cual  podrá
proporcionar  información  sumamente  útil
para  adaptar  la  producción  de  energía  a  la
presencia  de  nubes,  logrando  así  una
optimización de la respuesta de los sistemas
que hagan un aprovechamiento de la energía
solar.
4. Formación de Recursos
Humanos
Uno  de  los  principales  objetivos  del
Programa TICAPPS, dentro de la temática de
las líneas de I/D presentadas en este trabajo,
es la formación de recursos humanos, tanto de
docentes investigadores como de estudiantes,
dedicados a entrenarse al máximo nivel en el
campo  de  la  Inteligencia  Artificial,  en
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particular,  en el  procesamiento  de imágenes
mediante técnicas de Machine Learning como
redes neuronales artificiales, propendiendo al
desarrollo  de  soluciones  innovadoras  y  de
calidad, lo cual es de una relevancia evidente
para el desarrollo tecnológico del territorio de
la UNAJ.
El equipo de trabajo de las líneas  de I/D
que se presentan está conformado por cuatro
docentes  investigadores  formados  (tres
Doctores  y  un  Magister),  cuatro  docentes
investigadores  en  formación,  y  tres
estudiantes  avanzados,  todos autores de este
artículo. Actualmente, se encuentran en curso
tres  Tesis  de  Doctorado  y  una  beca  de
Estímulo  a  las  Vocaciones  Científicas  del
Consejo  Interuniversitario  Nacional  (Becas
EVC – CIN),  relacionadas  directamente con
las líneas de I/D presentadas.
A  su  vez,  todos  los  miembros  docentes
autores  de  este  trabajo,  participan  en  el
dictado  de  asignaturas  de  la  carrera  de
Ingeniería Informática de la UNAJ. 
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Resumen
La comunidad científica ha encontrado en el uso
de los recursos tecnológicos disponibles una ali-
ada para abordar problemas de gran complejidad
e identificados como irresolubles. Tales proble-
mas han sido abordados con técnicas exactas o
heurísticas para lograr su resolución, o al menos
conseguir soluciones de alta calidad, cuando los
mismos se clasifican como NP-duros. Inicialmente,
los problemas se planteaban en entornos estáticos,
pero en los últimos años se les trata de resolver re-
produciendo las características dinámicas y de alta
dimensionalidad que los alteran. La optimización
de estos problemas, conocida como Big Data
Optimization, se puede realizar diseñando algo-
ritmos metaheurísticos secuenciales y distribuidos
(solvers) bajo frameworks de programación de
alto nivel como los que incorporan el paradigma
MapReduce para el manejo de Big Data. Dichos
solvers, en principio, serán diseñados y testeados
con problemas académicos, con el objetivo de
analizar el comportamiento en cuanto a eficiencia
y escalabilidad. En consecuencia, nuestro objetivo
central es adaptar estos solvers para abordar pro-
blemas de interés en contextos reales (científico,
industrial, entre otros) donde estamos trabajando,
y puntualmente en problemas de planificación y
de diseño de redes de distribución de agua y de
sensores en plantas industriales.
Palabras claves: Big Data, Optimización,
Algoritmos metaheurísticos, Solvers
Contexto
Esta línea de investigación surge como una
proyección del Proyecto "Técnicas inteligentes
avanzadas y sistemas distribuidos aplicados a la
resolución de problemas de decisión complejos"
que se desarrolló hasta el 2020 en la Facultad
de Ingeniería de la UNLPam. Este proyecto se
lleva adelante en el Laboratorio de Investigación
de Sistemas Inteligentes (LISI) de la Facultad de
Ingeniería y es dirigido por la Dra. Salto.
En el LISI, desde su creación en 1998, nos
hemos abocado al estudio de algoritmos cada vez
más eficientes para la solución de problemas com-
plejos, tanto de optimización como de diseño. En
este dominio, el objetivo consiste en obtener algo-
ritmos nuevos que den solución al problema y que
necesiten un esfuerzo computacional más pequeño
que los algoritmos existentes, así como caracterizar
su comportamiento para las clases de problemas
que demanda la comunidad científica e industrial
en general. Cabe destacar que desde hace varios
años, los integrantes de este laboratorio mantienen
una importante vinculación con investigadores de
las universidades argentinas, Universidad Nacional
de San Luis y Universidad Nacional de Rio Cuarto,
y de la Universidad de Málaga (España), con
quienes se realizan trabajos conjuntos.
Introducción
La optimización de los recursos es una exigencia
que deben hacer frente la mayoría de las organiza-
ciones en la actualidad. Dicha optimización no se
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refiere a ahorrar o a suprimir, sino que se define
como la mejor forma de realizar una actividad.
Por lo tanto, los administradores deben tomar
medidas urgentes y con visión a futuro. Estas
decisiones se relacionan tanto con la optimización
de procesos y recursos como con el pronóstico de
las tendencias de mercado. La primera decisión
es quizás la más sencilla de interpretar, mientras
que la segunda es la más compleja, ya que la
creatividad debe anteponerse a la racionalidad e
imaginar cuáles serán las tendencias futuras. Hoy
en día, los procesos de toma de decisiones son
cada vez más complejos y globalizados debido a:
(i) las dimensiones de dichos problemas cuando se
tratan de abordar en entornos reales (industriales,
científicos, entre otros), (ii) el carácter combina-
torio de muchos de ellos y (iii) la naturaleza del
objetivo que intenta alcanzar. Todo ello teniendo en
cuenta criterios vinculados a la eficiencia del sis-
tema, sus costos de explotación y de distribución,
además de los tiempos de recepción, de ejecución
y de entrega de materiales, servicios y productos.
La gran mayoría de los problemas de decisión
complejos del mundo real, cuando son modelados
como problemas de optimización numérica con
restricciones, pertenecen a la clase NP-duros. En
las últimas décadas se ha comenzado a conside-
rar los cambios dinámicos que generalmente se
presentan tanto en la función objetivo como en
las restricciones que se deben considerar en tales
problemas, y algunos equipos de investigación
han comenzado a abordarlos ([1], [2], [3], [4],
[5], [6]). Este tipo de problema es referenciado
en la literatura como Problema de Optimización
con Restricciones Dinámico (Dynamic Constrai-
ned Optimization Problem (DCOP)) ([2], [7], [8],
[9]). Se considera DCOP a todo aquel problema
de búsqueda en el cual la función objetivo y/o sus
restricciones cambian a lo largo del tiempo; cam-
bios que se materializan en el espacio de búsqueda
de las soluciones y por ende en cuáles sean las
soluciones óptimas a encontrar. Pero su abordaje
en entornos dinámicos está siendo recientemente
considerado y debe contemplar variantes de tales
cambios que requieren distintos tipos de imple-
mentación. Esas variantes son: (i) tanto la fun-
ción objetivo como las restricciones son dinámicas
([10], [11], [12]); (ii) sólo la función objetivo
es dinámica pero las restricciones se mantienen
estáticas ([13], [14], [15]) y (iii) la función ob-
jetivo es estática y las restricciones son dinámicas
([16], [17], [18]). En los tres casos, el espacio de
búsqueda puede contar con áreas de soluciones que
no son factibles de acuerdo a las restricciones, por
lo tanto tales soluciones pueden requerir repara-
ciones para trasladarlas a zona factible. Cuando los
problemas de optimización poseen un gran número
de variables, los cálculos están drásticamente más
allá de la capacidad de las computadoras de uso
general. Ante estos problemas de optimización a
gran escala (Big Data Optimization), a menudo se
adoptan estrategias tácticas, como la hibridación de
diferentes tipos de algoritmos, el uso de búsqueda
local, enfoques para la adaptación de parámetros
y la relajación de restricciones, todo contribuye a
resolver el problema en tiempo polinomial. Por lo
tanto, cómo resolver la optimización a gran escala
plantea un serio desafío.
La computación distribuida ha cambiado
enormemente el panorama de Big Data. A
diferencia de la computación centralizada
tradicional que escala el hardware para aumentar
la capacidad de cómputo, la computación
distribuida incrementa el hardware con la
incorporación de computadoras más pequeñas con
la potencia equivalente a una supercomputadora.
En consecuencia, para resolver los problemas
de Big Data Optimization, se descompone el
problema original de tal manera que disminuya
la complejidad computacional. Uno de los
paradigmas de computación distribuida más
usados para procesar Big Data es MapReduce
(MR), propuesto por Google [19]. MR divide
grandes volúmenes de datos en porciones más
pequeñas (chunks), las cuales son procesadas
en paralelo [20]. Hadoop es un framework
open source y muy popular que implementa
el paradigma MR [21], tanto en la industria
como en el ámbito académico. Este framework
provee una plataforma distribuida lista para
usar, la cual es fácil de programar, escalable,
confiable, tolerante a fallas, además planifica
automáticamente las tareas paralelas [22]. La
filosofía de Hadoop es enviar el código a los
sitios donde están los datos almacenados en el
sistema de archivos distribuido y procesar los
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datos de forma local y simultánea. Posteriormente
ha surgido un framework open source derivado
de Hadoop, Apache Spark, que está atrayendo
cada vez más interesados en la comunidad de Big
Data. Como contiene resultados intermedios en
la memoria en lugar de almacenarlos en el disco
(como lo hace Hadoop), los trabajos MR de varias
pasadas se pueden llevar a cabo minimizando
el número de operaciones de entrada/salida
en el sistema de archivos distribuido. Por lo
tanto, logra un mayor rendimiento que Hadoop.
Otro framework open source que implementa
MR es MR-MPI [23], que permite un mayor
control de la plataforma paralela permitiendo
mejorar la performance del ancho de banda y
reducir los costos de latencia. El paradigma MR,
también, contribuye a construir nuevos modelos
de optimización y de machine learning, en
particular algoritmos metaheurísticos escalables,
como solvers de problemas de optimización
combinatoria, que despiertan un gran interés en la
comunidad científica e industrial. En la literatura,
muchos investigadores informan de algoritmos
metaheurísticos programados en Hadoop ([24],
[25], [26], [27], [28]) y Spark ([29], [30],
[31]), y algunos bajo MR-MPI [32], según el
conocimiento de los autores.
En la actualidad se tiende a abordar el estudio de
problemas de Big Data Optimization con el uso de
solvers, basados en metaheurísticas, secuenciales y
distribuidos bajo frameworks de programación de
alto nivel como los que incorporan el paradigma
MapReduce. Dentro de los problemas de interés
actual, que en el LISI venimos abordando, se
encuentran los de diseño óptimo de redes de agua
([33], [34], [35]) y de sensores en plantas industria-
les ( [36], [37]), como también la planificación de
tareas [38], entre otros. Generalmente, los solvers
se prueban con problemas académicos, con el
objetivo de analizar su desempeño. Esto permite
estudiar las características, parámetros, compor-
tamiento en cuanto a calidad de soluciones, entre
otras métricas. También se aprovechan estas prue-
bas para evaluar la escalabilidad de los algoritmos
propuestos. Los problemas usualmente considera-
dos para estos testeos son: Knapsack ([39], [40]),
OneMax [41], MaxCut [42], entre otros.
Línea de investigación y desarrollo
Los problemas de optimización dinámicos y,
también, los que incluyan un gran número de
variables (alta dimensionalidad) forman parte de
lo que se conoce como Big Data Optimization.
Estos se pueden resolver diseñando algoritmos
metaheurísticos secuenciales y distribuidos (de-
nominados solvers) bajo frameworks de progra-
mación de alto nivel como los que incorporan
el paradigma MapReduce para el manejo de Big
Data. Dichos solvers, en principio, serán diseñados
y testeados con problemas académicos, con el
objetivo de estudiar las características, parámetros,
comportamiento en cuanto a calidad de soluciones
y la escalabilidad de los algoritmos propuestos.
Posteriormente, estos solvers serán adaptados para
dar solución a problemas de diseño de redes de
distribución de agua y de sensores en plantas
industriales, además de problemas de planificación.
Para una mejor comprensión del problema en su
totalidad, y de su grado de complejidad, se formu-
lan las siguientes preguntas:
1: ¿Cuál sería el diseño de solvers eficientes para
resolver los problemas de Big Data Optimization
planteados?
2: ¿Cuál de los frameworks disponibles actual-
mente permite a los solvers desarrollados alcan-
zar su mejor rendimiento, en cuanto a eficacia y
eficiencia, para escalar a casos de estudio de alta
complejidad y dimensionalidad?
3: ¿Cómo escalan estos solvers al considerar el
incremento de los recursos computacionales para
ejecutarlos?
4: ¿Cómo varían los tiempos de respuesta de los
solvers al utilizar computación distribuida?
5: ¿Cuál es la eficiencia de los solvers desarro-
llados en comparación con los propuestos en la
literatura para abordar los problemas de Big Data
Optimization tratados?
El objetivo general de esta línea de investigación
es evaluar la eficiencia de los solvers diseñados
para resolver los problemas de Big Data Optimiza-
tion académicos y los relacionados con el diseño
óptimo de redes y de planificación, haciendo uso
de frameworks de programación de alto nivel como
los que incorporan el paradigma MapReduce.
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Para alcanzar el objetivo general propuesto se
establecen los siguientes objetivos específicos a
seguir durante los próximos cuatro años:
1: Diseñar e implementar los solvers para re-
solver los problemas de Big Data Optimization
planteados usando frameworks para el tratamiento
de Big Data.
2: Realizar la experimentación para poder deter-
minar el framework más adecuado y así mejorar el
rendimiento, en cuanto a eficacia y eficiencia, de
estos solvers.
3: Analizar la escalabilidad de los solvers en la
ejecución al incrementar la disponibilidad de recur-
sos computacionales (cantidad de nodos, capacidad
de procesamiento, memoria, entre otros).
4: Estudiar los tiempos de respuesta de los
solvers al utilizar computación distribuida.
5: Comparar los solvers desarrollados con los
propuestos en la literatura para abordar los proble-
mas de Big Data Optimization planteados desde
los puntos de vista de eficiencia y eficacia.
Resultados esperados
Con este proyecto se espera que los solvers
propuestos para la resolución de problemas de
Big Data Optimization proporcionen soluciones
eficientes de alta calidad a los casos de gran com-
plejidad y alta dimensionalidad. También se espera
aportar diseños de solvers innovadores y eficientes
en el campo del diseño de redes de distribución
de agua y de sensores en plantas industriales y de
planificación.
Formación de recursos humanos
Cada año se incorporan al proyecto alumnos
avanzados en la carrera Ingeniería en Sistemas
y becarios de investigación. La tarea que se les
asigna está relacionada a la solución de problemas
de optimización usando técnicas inteligentes, con
el objeto de guiarlos en el desarrollo de sus tesinas
de grado y, también, de formar futuros investi-
gadores científicos. Por otra parte, los docentes-
investigadores que integran el proyecto realizan
diversos cursos de posgrado relacionados con la
temática del proyecto, con el objetivo de sumar
los créditos necesarios para cursar carreras de
posgrado.
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RESUMEN
Uno de los grandes retos que los países
van a enfrentar en este siglo es la planifi-
cación,  administración  y  gobernanza  de
las ciudades de forma sostenible, maximi-
zando  las  oportunidades  económicas  y
minimizando  los  daños  medioambienta-
les.
Todas las aglomeraciones urbanas pre-
sentan diversos retos. Cada vez más, las
grandes  ciudades  son vistas  como siste-
mas complejos con conexiones entre sus
diferentes  ambientes  e  individuos.  Por
ello, son muy importantes la planificación
urbana y el desarrollo de mecanismos de
decisión dinámicos que tomen en cuenta
el crecimiento y la inclusión de procesos
de  participación  ciudadana.  Los  proble-
mas en las ciudades inteligentes son va-
riados (economía, movilidad, gobernanza,
personas,  vida  y  entorno),  multidiscipli-
nares por naturaleza, aparentemente inco-
nexos y requieren un vasto aparato cientí-
fico y tecnológico. 
Esta  línea  de trabajo  se presenta  una
propuesta  de  investigación  enfocada  en
los  desafíos  relacionados  con  la  movili-
dad, medioambiente y
gobernanza inteligente. Se hace desde la
perspectiva  de  construir  nuevos  prototi-
pos basados en sistemas inteligentes, me-
jorados con metodología y tecnologías di-
ferentes con el fin de exhibir "inteligencia
holística". 
Palabras  clave: Ciudades  Inteligentes,
Optimización,  Sistemas  Inteligentes,
Aprendizaje
CONTEXTO
La línea de trabajo se lleva a cabo en
el  Laboratorio  de  Tecnologías
Emergentes  (LabTEm),  Instituto  de
Tecnología Aplicada (ITA) de la Unidad
Académica  Caleta  Olivia  Universidad
Nacional  de  la  Patagonia  Austral,  en  el
marco  del  Proyecto  de  Investigación
29/B273 “Ciudades  inteligentes  y
sostenibles:  iniciativas y desafíos”.  Este
proyecto se desarrolla  en cooperación con
el LIDIC de la UNSL, y el Grupo NEO de
la UMA (España).
1. INTRODUCCIÓN
En la actualidad, debido a factores
como la globalización, el crecimiento de-
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mográfico y la evidente migración de los
entornos rurales a los urbanos, se ha ge-
nerado en las ciudades la necesidad de en-
frentar nuevos retos relacionados con los
procesos de planificación territorial urba-
na, la optimización de recursos, mejora en
las condiciones económicas, gestión de la
prestación  de  servicios  y  sostenibilidad
medioambiental.
Los países enfrentan una serie de
retos para atender las necesidades de las
poblaciones en crecimiento, comenzando
con elementos básicos como infraestruc-
tura, saneamiento, transporte, energía, vi-
vienda, seguridad, empleo, salud y educa-
ción, y pasando por otros también funda-
mentales  como comunicación  y  esparci-
miento.
Existen  diversas  definiciones  de
una  Ciudad  Inteligente  (CI)  [CA19]
[AEN17], se puede decir que es la visión
holística  de  una  ciudad  que  aplica  las
Tecnologías de la Información y Comuni-
cación (TIC) para la mejora de la calidad
de vida y la accesibilidad de sus habitan-
tes y asegura un desarrollo sostenible eco-
nómico, social y ambiental en mejora per-
manente.
El proceso para generar una CI de-
manda una serie de proyectos con una vi-
sión holística de todas las necesidades de
la ciudad y, por lo tanto, de todo lo que se
puede ofrecer en este contexto con la uti-
lización de diversas tecnologías como In-
ternet de las cosas (en inglés Internet of
Things, IoT) [ZB+14], Big Data y Datos
abiertos [DH+17], [BK20], Sistemas dis-
tribuidos  a  gran  escala  [VP+12],  Cloud
Computing [KA+13], Sistemas Inteligen-
tes  [SA14a],  [VA+20]  y  la  Inteligencia
Artificial son algunas de las herramientas
para resolver problemas complejos en to-
dos los ámbitos de trabajo de la ciudad,
tanto en contextos  públicos como priva-
dos, y en contacto con sistemas ciberfísi-
cos  [L08]  basados  en  IoT  ([B06],
[SR+10], [LT20], [W10]).
Según [MC+14] una CI es la que
realiza actividades en al menos una de las
seis áreas de acción inteligente: Economía
inteligente,  Sociedad  inteligente,  Gober-
nanza  inteligente,  Movilidad  inteligente,
Medioambiente  inteligente  y  Modo  de
vida inteligente.  Para abordar  cualquiera
de las áreas de acción inteligentes, y desa-
rrollar sistemas inteligentes será necesario
la aplicación de técnicas de vanguardia de
diferentes dominios que permitan flexibi-
lidad, autoadaptibilidad, robustez, alta di-
mensionalidad  (escalabilidad)  y  eficien-
cia.  
2. LÍNEAS DE INVESTIGACIÓN
Y DESARROLLO
En esta sección se describen las lí-
neas de investigación que se llevan a cabo
en el proyecto.
Las áreas de interés en este proyecto de 
investigación son: (a) Movilidad: tránsito 
verde; (b) Medioambiente: gestión inteli-
gente de residuos; energía inteligente y 
(c) Gobernanza: chatbots aplicados a tra-
bajo no formal colaborativo y medioam-
biente urbano.
(a) Movilidad: tránsito verde: En ciudades
grandes son objetivos comunes controlar,
disciplinar el tránsito y reducir accidentes
en la  ciudad,  invirtiendo en sistemas de
monitoreo  y  administración  de  tráfico.
Los resultados que deben lograrse inclu-
yen, por ejemplo, el uso de radares de ve-
locidad, la programación adaptativa y en
tiempo real de los semáforos, tomando en
cuenta, entre otros factores, la concentra-
ción y el flujo de vehículos (dando priori-
dad a las ambulancias y los vehículos po-
liciales  y  un  corredor  preferencial  para
colectivos), la concentración de peatones
y  la  velocidad  de  los  vehículos.  Otra
fuente de preocupación común es la oferta
de sistemas de transporte público más efi-
ciente, adecuado al desarrollo urbano y a
la equidad social en relación con los des-
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plazamientos.  Muchas  de  las  soluciones
tienen el objetivo de preparar a la ciudad
para la implementación,  en el  futuro, de
un sistema multimodal de transporte, que
incluya diferentes medios (bicicleta, sub-
tes,  franjas  exclusivas  para  colectivos,
vehículos livianos sobre rieles), y contri-
buya así  a la reducción del consumo de
combustibles,  la  emisión  de  gases  y  el
tiempo de traslado,  así  como al  mejora-
miento de la calidad del aire.
La  optimización  de  la  movilidad
inteligente surgió para reducir la contami-
nación generada  por  el  tráfico  [SR+03],
con excelentes resultados (hasta un 50%
de reducción). Una manera de reducir el
impacto  negativo  del  tráfico  consiste  en
optimizar las rutas. Cada ruta tiene costos
asociados: tiempo, dinero, contaminación.
En  consecuencia,  se  debe  optimizar  si-
multáneamente  más  de  un  objetivo  (por
ejemplo,  tiempo  versus  contaminación)
([AR+05], [SA14a], [SA14b], [VA+20]).
Además, los datos utilizados en la
optimización  no son precisos  (contienen
errores) y varían durante un viaje. Existen
trabajos  que  se  centran  en  proporcionar
rutas personalizadas a las necesidades de
los ciudadanos y modificarlas según el es-
tado actual de las rutas y el tráfico [P95].
(b)  Medio  ambiente  inteligente:
Los recursos como el  agua y la  energía
son cada vez más escasos. Por ello, se re-
quiere su uso racional e inteligente. Esto
se refiere no solo a aumentar la eficiencia
durante el consumo, sino también a pre-
servar los manantiales,  a utilizar  fuentes
renovables e, inclusive, a recolectar y des-
tinar los residuos de manera adecuada.
El modelo de generación-distribu-
ción-uso de la energía eléctrica es actual-
mente el mismo que existía hace décadas
siguiendo un esquema unidireccional  de
información en el que no hay realimenta-
ción del consumo de energía por parte de
los hogares.
Los desequilibrios entre capacidad
de  generación  y  consumo  tienen  como
consecuencia que parte de la energía no
se aproveche. En este sentido surge la ne-
cesidad  de  desplegar  redes  inteligentes
(Smart Energy Grids) para la gestión de
la energía,  que  integren  las  fuentes  de
energías renovables en las actuales redes
eléctricas [JL+15].
La utilización eficiente de la ener-
gía juega un papel muy importante para el
desarrollo de redes inteligentes en el siste-
ma eléctrico. Por lo tanto, la supervisión y
el  control  adecuados  del  consumo  de
energía es una de las principales priorida-
des de la red inteligente [T11]. La redes
inteligentes facilitan a los clientes instru-
mentos que les permiten optimizar su pro-
pio consumo eléctrico  y mejorar  el  fun-
cionamiento del sistema global [HA+10].
Para que estas aplicaciones sean posibles
se hace necesaria una interacción entre las
infraestructuras de comunicación avanza-
das, las tecnologías de la información y el
uso  de  inteligencia  computacional
[FD+18], [BY+18].
Por otro lado, la gestión adecuada
de los residuos urbanos es otro tema de
creciente  preocupación  para  los  agentes
públicos,  con impactos  directos  sobre la
salud,  el  medioambiente  y la calidad de
vida de la población ([AZ+17], [HA+18],
[FA19]).
(c) Finalmente,  la gobernanza in-
teligente figura en la mayoría de los estu-
dios sobre CI como uno de los ejes más
importantes para el desarrollo en un futu-
ro  próximo  [BA+12].  Tomar  decisiones
basadas en la analítica de datos y con el
objetivo  de optimizar  los  recursos  urba-
nos es  el  único  camino a la  excelencia.
Los grandes volúmenes de datos disponi-
bles en el sector público pueden ser utili-
zados por la ciudadanía tanto para generar
nuevas  informaciones  y  servicios,  como
para  facilitar  la  participación  ciudadana
en  las  Administraciones  públicas  (tanto
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en la toma de decisiones como en el análi-
sis de los datos para incrementar la trans-
parencia pública o fortalecer la integridad
en  las  Administraciones  públicas).  Por
esta razón, es importante contar con mé-
todos efectivos para la extracción de co-
nocimiento  desde  datos  textuales,  sino
también proveer medios para que los ciu-
dadanos se puedan comunicar con los sis-
temas de computación de una manera sen-
cilla e intuitiva como cuando se comunica
con  otra  persona  utilizando  el  lenguaje
natural.
En este eje, las innumerables his-
torias  de  éxito  observadas  en su  aplica-
ción en empresas del área privada, ha lle-
vado a un creciente interés en el uso de
sistemas  inteligentes  conversacionales
(SIC) tales como chatbots, asistentes vir-
tuales y sistemas de respuestas automáti-
cas en diversas áreas de gobierno como la
salud y la seguridad social, el área impo-
sitiva, la educación, el turismo y la admi-
nistración  de  justicia,  entre  otros
[AK+19].
Existe un déficit  de profesionales
con experiencia en el desarrollo de SICs
debido a los desafíos que plantea el desa-
rrollo de sistemas que pueden interactuar
en lenguaje natural  convirtiéndola en un
área de investigación sumamente activa e
interesante tanto desde el punto de vista
científico como por sus aplicaciones en el
sector público y privado. En este contex-
to, el desarrollo de nuevos enfoques neu-
ronales de aprendizaje  profundo está  re-
volucionando  el  procesamiento  del  len-
guaje natural, como es el caso de aquellos
basados  en  Transformers  como  BERT
[DC+19]  y/o basados  en  generación del
lenguaje  natural  como GPT-3 [BM+20].
Estos métodos comienzan a ser integrados
por las grandes empresas tecnológicas en
herramientas para el desarrollo de chatbo-
ts como es el caso de Google con Dialo-
gflow  (https://cloud.google.com/dialo-
gflow/docs/),  Amazon  con  Lex  (https://
aws.amazon.com/es/lex/)  e  IBM  con  su
Watson Natural Language Understanding
(https://www.ibm.com/ca-en/marketpla-
ce/natural-language-understanding),  pero
también en plataformas de código abierto
como Rasa (https://rasa.com/) o DeepPav-
lov  (https://deeppavlov.ai/).  Esto  está
abriendo un sinnúmero de oportunidades
para  la  aplicación  de  estos  avances  en
SICs y su uso en dominios como las ciu-
dades y la gobernanza inteligentes.
3. RESULTADOS OBTENIDOS/
ESPERADOS
En particular, en cuanto a movili-
dad hemos abordado el problema de pro-
gramación de semáforos con dos versio-
nes  de  un  Algoritmo  Genético  Celular,
cGA (síncrono y asíncrono) para resolver
instancias  grandes y reales.  Nuestros al-
goritmos superan las técnicas de vanguar-
dia y las configuraciones de expertos. Se
llevaron a cabo varios análisis en profun-
didad de los resultados, estudio genotípi-
co  y  fenotípico  (para  mayor  detalle  ver
[VA+20]).   La  investigación  futura  se
centrará  en  el  número  de  evaluaciones
con  el  objetivo  de  reducir  el  esfuerzo
computacional en términos de tiempo de
procesamiento. Además, planeamos defi-
nir  una  función  de  aptitud  más  precisa
que  explore  el  espacio  de  búsqueda  de
manera más eficiente.  
         Las otras dos áreas son nuevas en
este  proyecto  y  los  objetivos  esperados
son (i) Estudio de la situación actual de la
ciudad, identificación de problemas en las
áreas de movilidad, medioambiente y go-
bernanza  particularizando  en  los  proble-
mas enunciados en los objetivos. Plantea-
miento de posibles  soluciones.  (ii)  Estu-
dio de técnicas y herramientas (software y
hardware)  principalmente  Metaheurísti-
cas,  IoT,  Big  Data,  Aprendizaje  de  má-
quina, Aprendizaje profundo, aplicadas a
solucionar  los  problemas  identificados.
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Creación  de  instancias  y  búsqueda  de
benchmark. (iii)  Estudio y aplicación de
técnicas  y  herramientas  a  problemas  en
redes  eléctricas,  tránsito  y  gobernanza.
(iv)  Diseño,  construcción,  evaluación  y
análisis de prototipos.
Finalmente, se pretende colaborar
con los gobiernos locales  para la imple-
mentación de políticas y acciones inteli-
gentes  y sostenibles  que  impacten  en  la
calidad de vida de los ciudadanos.
4. FORMACIÓN DE RECURSOS
HUMANOS
El equipo de trabajo se encuentra
formado por dos Doctores y dos Magis-
ters  en  Ciencias  de  la  Computación,  un
Magister  en  Matemática  Avanzada,  dos
Ingenieros en Sistemas y un estudiante de
la  Carrera  Ingeniería  en  Sistemas  de  la
UNPA.
Este  proyecto  de  investigación
proporcionará un marco propicio para la
iniciación y/o finalización de estudios de
posgrado de los integrantes docentes. De
igual  forma,  será  un  ámbito  adecuado
para la realización de tesis de grado. Ac-
tualmente un integrante está desarrollando
su tesis de Maestría y un integrante su te-
sis de Doctorado. Además, se cuenta un
becario de grado.
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Esta presentación corresponde a las tareas de 
investigación que se llevan a cabo en el 
III-LIDI en el marco del proyecto F025 
“Sistemas inteligentes. Aplicaciones en 
reconocimiento de patrones, minería de datos 
y big data” perteneciente al Programa de 
Incentivos (2018-2021). 
RESUMEN  
Esta línea de investigación se centra en el 
estudio y desarrollo de Sistemas Inteligentes 
para la resolución de problemas de 
reconocimiento de patrones en imágenes, 
video y texto, utilizando técnicas de 
Aprendizaje Automático clásicas, junto con 
Redes Neuronales Convolucionales y 
Aprendizaje profundo. El trabajo presentado 
describe diferentes casos de aplicación en 
visión por computadora y procesamiento de 
lenguaje natural. 
Una de las líneas de investigación principales 
que se continúa desarrollando es el 
reconocimiento de lengua de señas. Este es un 
problema complejo y multidisciplinar, que 
presenta diversos subproblemas a resolver 
como el reconocimiento del intérprete, la 
segmentación de manos, la clasificación de 
diferentes configuraciones y de un gesto 
dinámico, entre otros. 
En esta área se está estudiando la forma de 
reconocer formas de mano de la Lengua de 
Señas con conjuntos de datos de tamaño 
reducido, dada la falta de datos de 
entrenamiento para este dominio. Además, se 
están utilizando Redes Recurrentes para 
reconocer señas dinámicas, utilizando la base 
de datos LSA64 de Lengua de Señas 
Argentina [2]. 
Por último, se están utilizando Redes 
Generativas Adversarias (GANs) para 
aumentar bases de datos de formas de mano, 
con el objetivo de complementar desde otro 
enfoque el entrenamiento de modelos para su 
clasificación.  
Por otro lado, se está estudiando la forma en 
que las redes neuronales codifican la 
invarianza a las transformaciones y otras 
propiedades transformacionales, con el 
objetivo de poder analizar y comparar estos 
modelos. De esta forma se espera poder 
mejorar los modelos de clasificación de 
objetos transformados, en particular, de 
formas de mano. 
Siguiendo con la línea de reconocimiento de 
patrones en imágenes, se está llevando a cabo 
una colaboración con investigadores de la 
Facultad de Astronomía y Geofísica de la 
UNLP para crear modelos de clasificación de 
imágenes de objetos celestes. Además, se está 
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desarrollando un sistema para recuperar la 
información de placas. 
Por último, se creó un modelo neuronal capaz 
de generar texto artificial que se adapte al 
género freestyle. 
Palabras clave: Redes Neuronales, Redes 
Convolucionales, Redes Recurrentes, Visión 
por Computadoras, Lengua de Señas, Redes 
Generativas Adversarias, Invarianza, 
Equivarianza, Imágenes Astronómicas. 
 
1. INTRODUCCION 
El Instituto de Investigación en Informática 
LIDI (III-LIDI) tiene una larga trayectoria en 
el estudio, investigación y desarrollo de 
Sistemas Inteligentes basados en distintos 
métodos de Aprendizaje Automático y Redes 
Neuronales  
Como resultado de estas investigaciones se 
han diseñado e implementado técnicas 
originales aplicables a la clasificación y el 
análisis de características de objetos en 
imágenes, generación de imágenes para 
aumentación de datos, y estudio del 
funcionamiento de las redes neuronales. En 
relación con esta línea, actualmente se están 
desarrollando los siguientes temas: 
1.1. Librería para experimentación con 
Formas de Mano de Lengua de Señas  
Las lenguas de señas utilizan un conjunto 
finito de formas de mano que, en combinación 
con movimientos de las manos y el cuerpo, y 
expresiones faciales, se utilizan para señar. 
Una etapa fundamental en el reconocimiento 
de la lengua de señas es la clasificación de 
estas formas de mano, y por ende un área de 
investigación prioritaria para mejorar el 
reconocimiento. 
En un estudio previo, se realizaron 
experimentos comparando diversas 
arquitecturas basadas en redes neuronales 
para clasificar formas de manos [1] pero 
advirtiendo que el desempeño de los modelos 
utilizados estuvo limitado por la falta de datos. 
 
1https://github.com/midusi/handshape_datasets 
Por este motivo, se desarrolló una librería para 
facilitar la descarga y combinación de 
distintas bases de datos de formas de mano 
con el objetivo de mejorar los sistemas 
reconocedores de lengua de señas.  
Figura 1. Ejemplos de las bases de datos de 
formas de mano RWTH y LSA16. 
Dicha librería, de código abierto y disponible 
públicamente1, permite la descarga de diez 
conjuntos de datos de imágenes de formas de 
mano, e incluye metadata que indica la 
correspondencia entre las formas de mano de 
las distintas bases de datos. De este modo, se 
logra simplificar y unificar las tareas de 
preprocesamiento y la comparación de 
distintas bases de datos, así como la 
transferencia de aprendizaje entre ellas. 
1.2. Redes Generativas Adversarias para la 
Lengua de Señas. 
Recientemente, las Redes Generativas 
Adversarias han mostrado resultados 
satisfactorios al crear imágenes artificiales a 
partir de datos aleatorios, o de una imagen 
para conseguir una transformación de la 
misma [6].  
Por otro lado, las bases de datos de Lengua de 
Señas, dada su compleja naturaleza, o bien 
poseen pocos datos o los datos que las forman 
no presentan la suficiente diversidad. 
Además, la creación de datos artificiales no es 
trivial como en otros dominios, lo que hace 
muy difícil aplicar técnicas clásicas como 
Data Augmentation. 
Por tal motivo, en el III-LIDI se están 
comenzando a utilizar Redes Generativas 
Adversarias (GANs) para generar imágenes 
artificiales relacionadas con la lengua de 
señas. Este tipo de redes permitirá aumentar 
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las bases de datos de formas de mano, con el 
objetivo de complementar desde otro enfoque 
el estudio de modelos y algoritmos de 
clasificación para bases de datos con pocos 
datos etiquetados. Estas investigaciones son 
llevadas a cabo en marco de una tesis doctoral 
financiada por la UNLP a través de una beca 
de postgrado. 
1.3. Reconocimiento de Lengua de Señas 
con Redes Recurrentes y 
Convolucionales 
En esta línea de investigación, el objetivo es 
la clasificación de gestos en vídeos de Lengua 
de Señas. En particular, estamos trabajando 
con señas de la base de datos LSA64. Esta 
consiste en un registro de 64 señas de la 
Lengua de Señas Argentina. Para la tarea se 
compararon diversas técnicas en el estado del 
arte del Aprendizaje Automático basadas en 
Redes Neuronales. Específicamente, se 
compararon tanto arquitecturas basadas en 
Redes Recurrentes y Convolucionales, como 
distintas estrategias de preprocesamiento para 
optimizar la calidad del reconocimiento. 
También se están analizando los modelos 
entrenados para comprender mejor el impacto 
de estas estrategias de preprocesamiento y de 
la forma de representación lograda por cada 
tipo de arquitectura.  
 
1.4. Métricas de Equivarianza  
Las redes neuronales son modelos 
tradicionalmente considerados como de caja 
negra. En los años recientes, se han realizado 
varios esfuerzos para comprender su 
funcionamiento de forma tal que el mismo sea 
más predecible o modulable. 
La invarianza y equivarianza a las 
transformaciones son propiedades deseables 
en varios modelos de redes debido a que nos 
permiten razonar más fácilmente respecto a su 
funcionamiento. 
En los últimos años, varios modelos fueron 
propuestos para añadir invarianza a la rotación 
y otras transformaciones en CNNs [3]. No 
obstante, no está claro como estos modelos 
impactan en el aprendizaje usual de los pesos 
de la red.  
Por este motivo, se continua con la utilización 
de las métricas previamente definidas [4] para 
caracterizar modelos de redes neuronales 
típicos, ya sea desde capas muy utilizadas 
como Batch Normalization, Dropout, Max-
Pooling, arquitecturas completas como 
Residual Networks, VGG o 
AllConvolutional, y arquitecturas 
especializadas como TI-Pooling. 
 
Figura 3. Invarianza por capas y unidades 
de una CNN con arquitectura ResNet. 
1.5. Análisis de Imágenes Astronómicas  
En los últimos años, la cantidad de 
información astronómica disponible se ha 
multiplicado de forma exponencial. En 
consecuencia, diversas tareas que 
anteriormente se realizaban de forma manual 
o semi-manual deben ahora automatizarse aún 
más.  
En este ámbito, en el III-LIDI se están 
desarrollando dos proyectos.  El primero 
consiste en determinar modelos de 
Figura 2: Activaciones de las capas 
convolucionales de una Red Recurrente para 
reconocer señas en video. 
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clasificación a partir de información 
fotométrica de estrellas Be [5]. Estas estrellas 
son estrellas no-supergigantes cuyo espectro 
exhibe emisión en línea Hα. Para el análisis de 
muchos objetos astronómicos, los datos 
fotométricos son relativamente más fáciles de 
obtener debido al menor tiempo de uso del 
telescopio. Por lo tanto, existe una necesidad 
creciente de utilizar información fotométrica 
para identificar automáticamente objetos para 
estudios más detallados, especialmente 
estrellas con líneas de emisión Hα como las 
estrellas Be. En este trabajo se evaluó el uso 
de redes neuronales para identificar 
candidatos a estrella Be a partir de un conjunto 
de estrellas tipo OB. Las redes se entrenaron 
utilizando un subconjunto etiquetado de las 
bases de datos VPHAS + y 2MASS, con 
filtros u, g, r, Hα, i, J, H y K. Para evitar el 
efecto del enrojecimiento, se propuso y se 
evaluó el uso de índices Q para mejorar la 
generalización del modelo a otras bases de 
datos. Para validar el enfoque, se etiquetó 
manualmente un subconjunto de la base de 
datos y se usó para evaluar modelos de 
identificación de candidatos. También se 
etiquetó un conjunto independiente de datos 
utilizando validación cruzada [7]. Los 
modelos entrenados lograron obtener un 25% 
de Sensibilidad (Recall) fijando la precisión 
(Precision) al 99%. Actualmente se está 
trabajando en agregar nuevas bases de datos 
de otros investigadores y así como otras áreas 
del cielo. 
 
1.6. Generación de letras de rap con Redes 
Neuronales Recurrentes 
En el marco del proyecto de investigación, 
desarrollo e innovación “Generación de 
contenido multimedia mediante IA para 
entornos interactivos” evaluado y financiado 
por la Facultad de Informática de la UNLP y 
continuando la línea de trabajos anteriores de 
reconocimiento de patrones utilizando Deep 
Learning, se realizó un proyecto de 
generación automática de letras de rap con 
estilo freestyle.  
Para llevar esto a cabo, se analizaron 
diferentes modelos de generación de texto 
basados en redes recurrentes y generativas 
[8][9]. Se confeccionaron dos bases de datos 
específicas de este tipo de letras en español, 
inexistentes hasta la fecha. Se analizaron 
diferentes sistemas de preprocesamiento del 
texto incluyendo tokenización a nivel de 
palabra, de sílaba y el algoritmo BPE. Se 
realizaron diversos experimentos con redes 
recurrentes bidireccionales tipo LSTM y se 
realizó un diccionario específico de rimas en 
español para controlar cómo el texto las 
genera. 
 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
• Redes neuronales profundas, 
convolucionales y recurrentes. 
• Invarianza y auto-equivarianza en redes 
neuronales. 
• Reconocimiento de lenguaje de señas. 
• Generación de imágenes con GANs. 
• Análisis de datos astronómicos. 




• Comparación de modelos especializados 
para bases de datos con pocas muestras 
para la clasificación de formas de mano. 
• Desarrollo de métricas de invarianza y 
auto-equivarianza para redes neuronales. 
• Análisis de modelos para el 
reconocimiento de lengua de señas en 
video. 
Figura 4. Reducción a 2 features para los conjuntos de 
datos de Mohr-Smith (izquierda) y Liu (derecha). Las 
líneas de decisión corresponden a una función sigmoidea 
de un regresor logístico entrenado en Mohr-Smith. 
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• Librería para facilitar la experimentación 
con imágenes de formas de manos para el 
lenguaje de señas. 
• Redes generativas para la creación de 
datos artificiales en la Lengua de Señas. 
• Modelo de clasificación de estrellas Be 
generalizable a distintos conjuntos de 
datos. 
• Modelo generativo de texto artificial para 
batallas de freestyle. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El grupo de trabajo de la línea de I/D aquí 
presentada está formado por: 1 profesor con 
dedicación exclusiva, 1 investigador 
CIC-PBA, 2 becarios de posgrado de la UNLP 
con dedicación docente, 1 becario CIC, 1 
becario CIN, 6 tesistas, 3 profesores 
extranjeros, y 3 investigadores externos. 
Dentro de los temas involucrados en esta línea 
de investigación, en los últimos dos años se 
han finalizado 2 tesis de doctorado, 2 tesis de 
especialización, y 5 tesinas de grado de 
Licenciatura.  
Actualmente se están desarrollando 2 tesis de 
doctorado, 1 tesis de especialista, 5 tesinas de 
grado de Licenciatura y 4 trabajos finales de 
Ingeniería en Computación. También 
participan en el desarrollo de las tareas 
becarios y pasantes del III-LIDI. 
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La nueva revolución industrial conocida 
como industria 4.0 va en camino a crear  
productos inteligentes y conectados que 
ofrecen posibilidades de expansión 
exponenciales hacia  nuevas 
funcionalidades con mayor confiabilidad, 
mayor utilidad y capacidades que 
atraviesan y trascienden los límites de los 
productos tradicionales. Al interior de una 
planta industrial producir estos productos 
requiere de una transformación de los 
sistemas de producción, una componente 
importante de este proceso son los 
sistemas de planificación y scheduling de 
la producción. Es por ello que este 
proyecto propone investigar sobre el 
desarrollo de sistemas de scheduling de 
producción en el contexto de la industria 
4.0. 
 
Palabras clave:  
Planificación de la producción,  industria 
4.0, fabricación inteligente 
Contexto 
El concepto de industria 4.0 se refiere a la 
integración de diferentes tecnologías tales 
como big data, edge computing, 
inteligencia artificial, servicios  en la 
nube, internet industrial de las cosas [1], 
sistemas ciberfísicos [2] entre otras. 
 El objetivo de este proyecto es 
investigar sobre tecnologías de la 
industria 4.0 plausibles de ser 
incorporadas en un sistema de scheduling 
de producción.   
El proyecto se lleva a cabo en el 
Laboratorio de Informática Aplicada a la 
Innovación (LabIAI) del Instituto de 
informática de la Facultad de Ciencias 
Exactas Físicas y Naturales de la 
Universidad Nacional de San Juan, el 
mismo está inserto en la línea de 
investigación sobre sistemas de 
scheduling que tiene el LabIAI y se 
presenta como una continuidad del último 
proyecto ejecutado bajo esta línea de 
investigación [3, 4].  
Introducción 
Desde el surgimiento de la informática 
los sistemas de producción han 
evolucionado conforme las tecnologías de 
la información y comunicación lo han 
hecho. Se pueden identificar 3 etapas en 
esta evolución. La etapa de digitalización, 
que va desde mediados del siglo XX hasta 
mediados de la década de 1990, en esta 
etapa se informatiza la industria mediante 
aplicaciones de gestión y dispositivos de 
control tales los  PLC ( Programmable 
Logic Controllers ). Desde mediados de 
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los 1990 comienza la etapa de red, que 
surge con el advenimiento de internet,  en 
esta etapa todo se conecta, los sistemas y 
los dispositivos electrónicos dejan de 
trabajar aislados y pasan a formar parte de 
la gran red. Hoy en día, un clúster de 
avances tecnológicos tales como big data, 
edge computing, inteligencia artificial, 
servicios  en la nube, internet industrial 
de las cosas [1], sistemas ciberfisicos [2] 
entre otras, están dando surgimiento a la 
etapa de la inteligencia, también 
denominada la nueva generación de 
manufactura inteligente [5] . Estos nuevos 
avances  han  dado lugar al desarrollo de  
nuevas estrategias de  manufactura tales 
como industria 4.0 en Alemania, Internet 
Industrial en EEUU [6] y Made In China 
2025 en China [7]. Esta cuarta revolución 
industrial ya ha llegado a nuestro país, así 
lo demuestran las últimas conferencias de 
la Unión Industrial Argentina (UIA) [8-
10], donde diversas temáticas 
relacionadas con la industria 4.0 han sido 
tratadas.  
En este contexto la Industria 4.0  
presenta nuevos desafíos y oportunidades 
para los sistemas de planificación y 
scheduling de la producción. Es por ello 
que esta propuesta de proyecto propone 
investigar sobre el desarrollo de sistemas 
de scheduling de producción en el 
contexto de la industria 4.0.   
 
Industria 4.0  
Según Hermann y otros [11] “la Industria 
4.0 es un término colectivo para las 
tecnologías y conceptos de organización 
de la cadena de valor. Dentro de las 
fábricas inteligentes modulares y 
estructuradas de la Industria 4.0, los 
sistemas ciberfisicos (CPS) monitorean 
los procesos físicos, crean una copia 
virtual del mundo físico y toman 
decisiones descentralizadas. A través de 
Internet de las cosas (IoT), CPS se 
comunica y coopera entre sí y con los 
humanos en tiempo real. A través de 
Internet de Servicios (IoS), los 
participantes de la cadena de valor 
ofrecen y utilizan servicios internos y de 
organización cruzada” 
Sistemas ciberfísicos (CPS) 
 Los CPS pueden considerarse sistemas 
que unen el mundo físico y el virtual. Más 
precisamente, “los sistemas ciberfísicos 
son integraciones de procesos 
computacionales con procesos físicos. 
Dispositivos computarizados y redes 
integradas monitorean y controlan los 
procesos físicos, generalmente con bucles 
de retroalimentación donde los procesos 
físicos afectan los cálculos y viceversa. 
En el contexto de la manufactura, esto 
significa que la información relacionada 
con lo físico (el taller, la fábrica) y el 
espacio virtual de cómputo están 
altamente sincronizados.  Esto permite un 
nuevo grado de control, vigilancia, 
transparencia y eficiencia en el proceso de 
producción. Con respecto a su estructura, 
CPS tiene dos redes paralelas para 
controlar, a saber, la red física de 
componentes interconectados de la 
infraestructura y la red cibernética 
compuesta por controladores inteligentes 
y los enlaces de comunicación entre ellos. 
CPS realiza la integración de estas redes 
mediante el uso de múltiples sensores, 
actuadores, unidades de procesamiento de 
control y dispositivos de comunicación. 
Internet de las cosas (IoT) 
El termino no tiene una sola definición, 
tal esta expresado en [12], la definición 
del Estandar de IEEE dice "Una red de 
elementos, cada uno integrado con 
sensores, que están conectados a 
Internet". Porter [13] “son los productos 
inteligentes y conectados que ofrecen 
XXIII Workshop de Investigadores en Ciencias de la Computación 104
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
posibilidades de expansión exponenciales 
para nuevas funcionalidades, mayor 
confiabilidad, mayor utilidad del producto 
y capacidades que atraviesan y 
trascienden los límites de los productos 
tradicionales “. En resumen podría decirse 
que la IoT  puede hacer que todas las 
cosas físicas puedan convertirse en cosas 
inteligentes conectadas a internet.  
 
Internet de servicios (IoS) 
De manera similar al IoT, está surgiendo 
una Internet de servicios (IoS), basada en 
la idea de que los servicios se ponen a 
disposición fácilmente a través de 
tecnologías web, lo que permite a las 
empresas y a los usuarios privados 
combinar, crear y ofrecer un nuevo tipo 
de servicios de valor agregado [14]. Los 
servicios de la nube, asi como las 
aplicaciones basadas en arquitectura 
orientada servicios o en arquitectura de 
microservicios  son parte del internet de 
servicios. 
Fabricación inteligente 
Los conceptos de CPS, IoT e IoS son los  
componentes principales de Industria 4.0. 
Cabe señalar que estos "conceptos" están 
estrechamente relacionados entre sí, ya 
que CPS se comunica a través de IoT e 
IoS, lo que permite la llamada 
"fábricacion inteligente", que se basa en 
la idea de un sistema de producción 
descentralizado, en el que “Los seres 
humanos, las máquinas y los recursos se 
comunican entre ellos de manera tan 
natural como en una red social. En  [5] se 
discuten en profundidad todos los 
conceptos de fabricación inteligente. 
.   
 
  
Sistemas de scheduling en 
dominios industriales 
Los problemas de Scheduling aparecen en 
diferentes dominios, este proyecto trata 
con problemas de scheduling que surgen 
en el dominio industrial  y que en la 
industria que se denominan production 
scheduling o manufacturing scheduling. 
La definición más clásica de la palabra 
scheduling dice : “Scheduling es el 
problema de asignar recursos limitados a 
tareas en el tiempo con el objeto de 
optimizar uno o más objetivos” [15]. En 
la industria, un sistema de scheduling es 
el corazón del sistema de planificación y 
control de la producción. Normalmente el 
sistema de scheduling interactúa con otros 
sistemas de fabricación, tales como ERP ( 
Entreprise Resource Planning) y MES 
(Manufacturing Execution System). 
Existe una literatura muy extensa sobre 
scheduling y se ha escrito mucho sobre 
modelos y algoritmos que resuelven 
problemas de scheduling. Sin embargo, 
poco son los artículos que tratan de cómo 
traer estos modelos y algoritmos a 
implementaciones reales. Esto se conoce 
como el “hueco o gap” entre la teoría y la 
práctica de scheduling [16].  Para cerrar 
este hueco entre la teoría y la práctica los 
modelos y algoritmos de scheduling se 
deben implementar en una pieza de 
software que satisfaga las necesidades 
que tiene una empresa en el área de 
scheduling. Esto implica llevar a cabo un 
proceso de desarrollo de software para 
obtener un producto final, es decir un 
sistema de scheduling y que ayude a la 
toma de decisión. Según Yen y Pinedo 
[17] un sistema de scheduling se 
compone tres módulos: (1) módulos de 
base datos y base de conocimiento, (2) 
módulos del motor de scheduling y (3) 
módulo de interface de usuario.  La parte 
esencial de todo sistema de scheduling es 
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el desarrollo del motor de scheduling, es 
donde se vinculan las necesidades que 
tiene la empresa con los modelos y 
algoritmos de scheduling.  
Nuevas necesidades por parte de la 
empresa debido a los avances 
tecnológicos y evolución del mercado 
hacen que las técnicas aplicadas para 
desarrollar los sistemas de scheduling 
mencionados no sean aplicables al nuevo 
entorno industrial. McKay et al. [18] 
Describen un conjunto de necesidades o 
requisitos que debe reunir un sistema de 
scheduling, algunos de los cuales se 
refieren a los algoritmos de secuenciación 
y al uso del sistema. Con respecto a los 
algoritmos de secuenciación, éstos deben 
ser flexibles y configurables. Deben ser 
capaces de manejar diversos criterios 
(scheduling multicriterio). A estos 
requisitos se les debe agregar otros tales 
como facilitar el mantenimiento y  la 
reducción de costos de desarrollo.  
Por último , [19] intenta integrar esta 
definiciones definiendo a un 
manufacturing scheduling como el 
proceso de toma de decisión que consiste 
de asignar un conjunto de 
operaciones/tareas requeridas para 
manufactura un conjunto de productos 
con los recursos existentes en una planta, 
como así también los tiempos necesario 
para iniciar estas operaciones o tareas. Un 
Schedule o plan se define como un 
conjunto específico de asignaciones de 
operaciones o tareas a los recursos sobre 
una escala temporal. 
 
Resultados y Objetivos 
El objetivo es investigar  sobre métodos y 
técnicas en pos de integrar las más 
recientes tecnologías en un marco de 
trabajo que permita construir sistemas de 
scheduling de producción para la 
industria 4.0. 
En cuanto a resultados, se está 
trabajando en el desarrollo de chatbots 
que asistan en el proceso de planificación 
de la producción, más específicamente 
que ayude  al planificador en la carga e 
interpretación de los datos de entrada y 
salida de un scheduling de producción   
 
Formación de Recursos Humanos 
El equipo de trabajo que lleva adelante 
este proyecto se compone de  
• 4 docentes investigadores,  
• 1 tesistas de grado en período 
iniciación. 
• 2 alumnos avanzados de iniciación 
a la investigación 
• 2 tesistas de posgrado (maestría) 
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RESUMEN
Uno  de  los  indicadores  por  el  cual  son
medidas  y evaluadas  las universidades  es el
número o cantidad de egresados por año. Si
bien  uno  de  los  tantos  objetivos  de  las
instituciones  académicas  es  la  formación  de
profesionales,  en  las  universidades  se
evidencia que no existe  una relación directa
entre el número de ingresantes y el número de
egresados, es decir, la cantidad de egresados
no necesariamente se incrementa al aumentar
la cantidad de ingresantes. Esto representa un
gran  problema  puesto  que  los  presupuestos
con los que cuentan las universidades, sobre
todo las de gestión pública, muchas veces se
ven  reducidos,  es  más,  cuando  un  alumno
logra  finalizar  sus  estudios,  el  costo  de  la
inversión para formarlo es altísimo. Claro está
que obtener una mayor cantidad de egresados
no  solo  reduciría  la  inversión  mencionada
sino que mejoraría los indicadores empleados
y posicionaría mejor a cualquier universidad.
Lograr identificar algún patrón o tendencia en
el  modo  en  que  los  alumnos  cursan  su
respectiva carrera,  o identificar  las variables
que  influyen  tanto  en  el  éxito  como  en  la
deserción  académica,  sería  beneficioso  para
que  las  autoridades  puedan  tomar  las
decisiones  correctas.  En  este  proyecto  se
tomarán  las  historias  académicas  de
estudiantes  de  carreras  de  ingeniería  de  la
Universidad  Nacional  de  Jujuy,  para
identificar patrones o tendencias en el cursado
que  permitan  determinar  las  variables  que
influyen para que un estudiante logre concluir
la  carrera.  Se  empleará  Machine  Learning
como  técnica  para  conducir  este  trabajo,
encarándolo  como  un  problema  de
clasificación y/o predicción.
Palabras  clave:  Machine  Learning;
Detección  de  patrones;  Tendencias;
Rendimiento académico; Deserción
CONTEXTO
La línea de investigación aquí presentada se
encuadra  dentro del  Proyecto  Bianual  2020-
2021 denominado “Detección de patrones  y
tendencias en estudiantes universitarios para
identificar  causas  de  deserción  y  éxito
académico  empleando  Machine  Learning”,
aprobado  y  financiado  por  la  Secretaría  de
Ciencia y Técnica de la Faculta de Ingeniería
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de  la  Universidad  Nacional  de  Jujuy,
aprobado por resolución CAFI 449/19 . 
1. INTRODUCCIÓN
La  permanencia  y  la  graduación  de  los
estudiantes  suele  ser  una  problemática
relevante  compartida  por  la  mayoría  de  los
sistemas universitarios e instituciones que lo
componen, y de acuerdo al nivel alcanzado en
sus indicadores se constituye en condición de
existencia  o  desaparición  de  aquellas
universidades  que  dependen  en  forma  casi
exclusiva de su matrícula, como es el caso de
las  universidades  privadas,  o  de
condicionamiento  presupuestario  en  el  caso
de  las  universidades  estatales  (Lattuada,
2017).
El  rendimiento  académico  es  un  fenómeno
complejo  que  suele  abordarse  en  las
universidades  desde  distintos  indicadores.
Con  frecuencia  se  consideran  las
calificaciones promedio obtenidas en distintos
períodos de la estancia en la universidad, tasas
de aprobación de materias y créditos, tasas de
retención-deserción,  tasas  de  graduación,
períodos de graduación respecto de planes de
estudio  (Sánchez  &  Chinchilla  Brenes,
2005).  Estos  indicadores  son  relativamente
sencillos  de  calcular  y  medir,  dado  que  se
basan  en  recuentos  estadísticos,  y  los
informes y reportes que se arman en base a
estos  números  solo  reflejan  una  parte  de  la
historia, la que la estadística descriptiva puede
analizar  (Fernández,  Sánchez,  Córdoba,
& Largo, 2002). 
Ahora bien, si el número de estudiantes que
egresan cada año de una universidad fuera el
indicador  más  relevante  para  estimar  la
calidad de una universidad, sería deseable no
solo identificar las causas que influyen en la
deserción  de  los  estudiantes  sino  también
identificar las causas que determinan que a un
estudiante  le  demande  mayor  o  menor
cantidad  de  años  finalizar  dicha  carrera,  ya
sea una carrera de grado o pregrado. Por ello
existen  modelos,  técnicas  y  herramientas
avanzadas que emplean Inteligencia Artificial
para  poder  identificar  patrones  y  tendencias
en  los  datos  analizados  (Wang,  Rudin,
Wagner,  &  Sevieri,  2015),  del  mismo
modo  estos  modelos  pueden  realizar
predicciones  o  pronósticos  partiendo  del
análisis  datos  históricos,  lo  que  se  conoce
comúnmente como Aprendizaje Automático o
Machine Learning  (Witten, Frank, Hall, &
Pal, 2016). 
El  mecanismo  que  emplea  el  Machine
Learning es  muy  sencillo,  a  partir  de  un
conjunto de datos se realiza una división del
mismo en tres grupos, uno de entrenamiento,
uno  de  prueba  y  uno  de  evaluación.  El
conjunto  de  datos  de  entrenamiento  es
empleado  por  el  modelo/algoritmo  que  se
desee entrenar, esto es, el modelo aprende la
lógica de los datos para realizar predicciones,
para clasificar o agrupar datos, el modelo se
ajusta a los datos. El conjunto de prueba sirve
para testear y ajustar el modelo diseñado. Por
último el conjunto de datos de validación es
empleado  para  obtener  indicadores  de  la
eficiencia  del  modelo  planteado.  Una  vez
ajustado y validado el  modelo,  el  mismo es
utilizado  con  datos  nuevos  y  desconocidos
para obtener “nuevo conocimiento”.
Dentro  de  esta  área  del  conocimiento  (la
Inteligencia  Artificial),  el  Machine Learning
ha recibido muchísima atención en esta última
década, debido principalmente a la reducción
de costos de los equipos de cómputo y a la
proliferación de librerías y herramientas que
automatizan  gran  parte  del  trabajo.  En  este
sentido  se  ha  aplicado  efectivamente  al
ámbito  académico para analizar  la  retención
de  estudiantes  (Nandeshwar,  Menzies,  &
Nelson, 2011) o para predecir la deserción
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de  estos  (Kuna,  García-Martínez,  &
Villatoro, 2010; Solis, Moreira, Gonzalez,
Fernandez, & Hernandez, 2018; Bowen
& Agustín, 2016).
Una ventaja adicional de este tipo de análisis
serviría  para  producir  visualizaciones  y
representaciones de información con técnicas
novedosas  que  permiten  encontrar  nuevas
relaciones  e  información  a  partir  de  dichas
representaciones.  Para  ello  se  emplearán
técnicas  de  Visualización  de  Información
(InfoVis)  que  tienen por  objeto  presentar  la
información  visualmente,  en  esencia,  para
reducir  la  carga  de  trabajo  cognitivo  al
sistema  perceptivo  visual  humano (Ware,
2004; Ware, 2008).
Otro estudio por ejemplo se ha centrado en la
construcción de un modelo predictivo a través
de técnicas de minería de datos que permita,
por  un  lado,  determinar  la  cantidad  de
alumnos que pueden graduarse en carreras de
ingenierías  de  UTN  Facultad  Regional  San
Francisco, y por otro lado, identificar patrones
que puedan incidir en la graduación (Carrizo,
2019). Del  mismo  modo,  en  (Istvan  &
Lasagna, 2019) se  plantea la identificación
de los diferentes factores que influyen en la
deserción  estudiantil,  con  el  fin  de
caracterizar  y  extraer  los  perfiles  de  los
estudiantes desertores empleando minería  de
datos como una alternativa útil para encontrar
información derivada a partir de la detección
de patrones de atributos individuales.
La Universidad Nacional  de Jujuy posee un
Sistema de Gestión Académica llamado SIU
Guaraní,  cada  facultad  posee  una
configuración  e  instalación  individual,  es
decir,  el  sistema  no  es  centralizado.  Cada
instancia en cada facultad tiene una base de
datos única en donde se gestiona y almacena
la “historia” académica de los alumnos, desde
el  momento  en  que  ingresan  a  la  facultad
hasta que egresan de la misma. Partiendo de
esto,  se plantea  en este  proyecto analizar  la
base de datos del sistema SIU Guaraní de la
Facultad  de  Ingeniería  para  identificar  las
variables  y  causas  que  influyen  tanto  en  el
éxito como en el fracaso académico.
El  presente  proyecto  tiene  como  objetivo
general  la  búsqueda  e  identificación  de
patrones  en  la  conducta  de  cursado  de  los
estudiantes universitarios a lo largo de su vida
académica.
De  este  objetivo  general  se  desprenden  los
siguientes Objetivos Particulares:
 Analizar  la  base  de  datos  actual  del
sistema SIU Guaraní.
 Determinar  los  atributos  y  variables
relevantes para el estudio.
 Determinar la muestra que servirá para
el análisis.
 Determinar  el  conjunto  de  datos  que
se utilizará para entrenamiento, prueba
y validación.
 Verificar  el  balance  de  las  clases  a
emplear en los modelos.
 Diseñar  modelos  de  clasificación  y
agrupación  de  información  mediante
la  aplicación  de técnicas  de Machine
Learning.
 Representar las distintas relaciones y/o
patrones  entre  los  datos  procesados
mediante  el  empleo  de  técnicas  de
visualización de información.
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO
La línea de investigación principal se enmarca
en un proyecto de la Faculta de Ingeniería de
la UNJu que aborda el estudio de las variables
que  influyen  tanto  en  el  éxito  como  en  la
deserción académica. Mediante el empleo de
Machine  Learning pretende  predecir  cuales
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son  los  atributos  que  influyen  para  que  un
estudiante  logre  finalizar  la  carrera.  De este
modo, con el nuevo conocimiento adquirido,
se  podrán  tomar  distintas  decisiones  para
atacar  el  problema y  garantizar  bajo  ciertos
parámetros una cursada exitosa.
El equipo de Investigación que llevará a cabo
este trabajo centra sus líneas de investigación
en la Inteligencia Artificial, Minería de Datos/
Textos, y Recuperación de Información.   
3. RESULTADOS 
OBTENIDOS/ESPERADOS
A partir  de  los  objetivos  planteados  en este
trabajo, se espera diseñar ciertos modelos de
aprendizaje  automático  que  sean  capaces,
luego  del  correcto  entrenamiento,  ajuste  y
validación, predecir cuales son las variables y
atributos  del  conjunto  de  datos  (historia
académica de los alumnos) que determinan el
éxito en la cursada o por el contrario, detectar
los factores  que influyen en el  re-cursado o
abandono de la carrera.
Luego de este análisis, se espera conformar un
conjunto  de  visualizaciones  que  ayuden  a
tener  una  visión  más  genérica  de  los
resultados  hallados  (Lanzarini,  Charnelli,
Baldino, & Díaz, 2015).
4. FORMACIÓN DE RECURSOS 
HUMANOS
El  Equipo  de  Trabajo  está  conformado  por
docentes  investigadores  de  la  Universidad
Nacional  de  Jujuy.  Los  mismos  llevan
adelante  esta  línea  de  investigación  desde
hace años. Cada año se incorporan al proyecto
alumnos  avanzados  de  distintas  carreras,
quienes  trabajan  en  temas  relacionados  con
las  temáticas  planteadas.  Del  mismo  modo,
los  integrantes  del  equipo  participan  en  el
dictado  de  asignaturas/cursos  de  grado  y
postgrado de la UNLP, UNJu y UCSEDASS. 
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RESUMEN 
Se presenta una línea de investigación y
desarrollo, que tiene por objeto estudiar
temas  relacionados  con  Inteligencia
Artificial  (IA),  Árboles  binarios  e
informática  jurídica,  orientada  al
desarrollo  de  un  modelo  de  Sistema
Experto  (SE)  para  la  resolución  de
dictámenes  jurídicos,  con  el  fin  de
brindar  a  los  profesionales  del  derecho
una herramienta que les permita acelerar
los  tiempos  de  procesamiento  de
expedientes,  minimizando  posible  de
errores en la carga de datos.
Palabras clave:  Informática Jurídica, Justicia
Digital,  Inteligencia  Artificial,  Sistemas
Expertos, Sistemas Expertos Legales.
CONTEXTO
El  trabajo  aquí  presentado  está
enmarcado  en  el  proyecto  de
investigación “Diseño e Implementación
de  un  Sistema Experto  como Apoyo  al
Proceso de Despacho de Trámites de un
Organismo  Judicial”,  dentro  del
Programa  de  Incentivos  para  Docentes
Investigadores  de  la  Secretaría  de
Políticas  Universitarias  (PROINCE)
2020-2021.  Este  proyecto  es  financiado
por  la  Universidad  Nacional  de  La
Matanza (UNLaM), y se lleva a cabo por
investigadores  de dos departamentos,  el
Departamento  de  Ingeniería  e
Investigaciones Tecnológicas (DIIT) y el
Departamento  de  Derecho  y  Ciencias
Políticas.  A su vez el  mismo se realiza
con la estrecha colaboración del Juzgado
de  Ejecución  Nº  2  del  Departamento
Judicial Morón.  El mismo se desarrolla
en  el  Centro  de  Desarrollo  e
Investigaciones   tecnológicas  (CeDIT)
del  Departamento  de  Ingeniería  e
Investigaciones  Tecnológicas  (DIIT)  de
la Universidad Nacional de La Matanza
(UNLaM). 
INTRODUCCIÓN
Los sistemas expertos forman parte de la
ciencia de la computación y constituyen
una  de  las  ramas  de  la  inteligencia
artificial. Estos sistemas son aplicaciones
que  usan  el  conocimiento  y  los
procedimientos  de  inferencia  para
resolver  problemas  que  son  lo
suficientemente  difíciles  como  para
requerir significativa experiencia humana
para su solución [1] y son desarrollados
para  dominar  un  conocimiento  en
particular.
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Las áreas específicas de interés para las
cuales  podemos  aplicar  Inteligencia
Artificial  son  llamadas  dominios.  Sería
imposible  crear  un  programa  que
cubriera todos los dominios imaginables,
el conocimiento requerido sería infinito.
El  camino  que  se  sigue  es  el  de
confinarse a las áreas de las que se tiene
suficiente  información  y  que  pueden
ajustarse a un programa de computadora.
Se  puede  decir  que  un  sistema  de
Inteligencia  Artificial  creado  para
resolver  problemas  en  un  dominio
particular  es  llamado  Sistema  Experto
basado en conocimiento [2].
Características de los SE
Los SE están compuestos por dos partes
principales:  el  ambiente  de desarrollo  y
el ambiente de consulta. El ambiente de
desarrollo es utilizado por el constructor
para crear los componentes e introducir
conocimiento  en  la  base  de
conocimiento. El ambiente de consulta es
utilizado  por  los  no-expertos  para
obtener  conocimi-ento  experto  y
consejos [3]. 
Los componentes básicos de un SE son
[2]: 
 Subsistema  de  adquisición  de
conocimiento:  Es  la  acumulación,
transferencia  y  transformación  de  la
experiencia  para  resolver  problemas  de
una  fuente  de  conocimiento  a  un
programa de computadora para construir
o expandir la base de conocimiento. 
 Base de conocimiento: Contiene
el  conocimiento  necesario  para
comprender,  formular  y  resolver
problemas. 
 Base de hechos: Es una memoria
de trabajo que contiene los hechos sobre
un problema determinado. 
 Motor  de  inferencia:  Es  el
cerebro  del  SE,  es  el  interpretador  de
reglas. Este componente es un programa
que provee metodologías para el razona-
miento  de  información  en  la  base  de
conocimiento. Este componente controla
los  pasos  para  resolver  el  problema
cuando se realiza una consulta. 
 Subsistema de justificación: Se
encarga de explicar el comportamiento del
SE  al  encontrar  una  solución.  Permite  al
usuario  hacer  preguntas  al  sistema  para
poder  entender  las  líneas  de  razonamiento
que  este  siguió.  Resulta  especialmente
beneficioso  para  usuarios  no  expertos  que
buscan  aprender  a  realizar  algún  tipo  de
tarea.
Figura 1: Estructura de un SE [2].
1. LÍNEAS de INVESTIGACIÓN y
DESARROLLO
La  línea  de  trabajo  principal  de  este
proyecto  de  investigación  es  el  estudio
de  los  Sistemas  Expertos,  sus
características principales, su vinculación
con  la  inteligencia  artificial,  las
diferentes  tecnologías  asociadas  y  su
posible aplicación en el poder judicial.
Además, entre las líneas de investigación
a considerar en este proyecto se pueden
mencionar:
a) Diferentes  técnicas  aplicadas  a
Sistemas Expertos.
b) Algoritmos utilizados en la Minería de
Datos y en Machine Learning para el
descubrimiento de patrones.
c) Confeccionar los Árboles de decisión
binarios.
Dado  que  el  presente  proyecto  tiene
como uno de sus objetivos el desarrollo
de  un  prototipo  informático  se  decidió
utilizar  la  metodología  de  gestión  de
proyectos Scrum.
Este proyecto se aboca a la construcción
de un prototipo  de un Sistema Experto
referido al dominio jurídico, el mismo ha
sido  denominado  “Experticia”.  Para
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contextualizar los procesos en cualquier
fuero,  ha  de  tenerse  en  cuenta  que  la
función de los jueces implica la toma de
decisiones ante situaciones determinadas
relacionadas  a  los  procesos  a  su  cargo,
estas se expresan a través de sentencias o
resoluciones,  para  ello  cuenta  con  la
colaboración de distintos colaboradores a
su cargo. Los procesos para realizar son
muy estructurados y representa un gran
caudal de trabajo diario.
Experticia está basado en la confección,
por parte del usuario, de árboles binarios
de  decisión,  los  cuales  recibirán  como
parámetros  de  entrada  referencias
almacenadas en la base de conocimiento
del  sistema.  Luego,  mediante  la
asistencia  del  Sistema  Experto  se
completará información relacionada con
la causa. Entregando como resultado uno
o  más  trámites  con  los  documentos,
permitiendo  automatizar  el  proceso  de
decisión  en  función  del  estado  y  datos
del expediente electrónico. 
Por  lo  tanto,  como ya  se  mencionó,  el
propósito  del  presente  proyecto  se
orienta  al  estudio  de  los  elementos
requeridos para el diseño y desarrollo de
un  prototipo  de  SE  que  ayude  con  la
resolución de expedientes judiciales en el




En  el  Poder  Judicial  de  la  Provincia  de
Buenos Aires se utiliza el Sistema Informá-
tico  de  Gestión  Asistida  Multi-fuero  y
Multi-Instancia  (GAM),  más  conocido
como Augusta1. Este sistema es utilizado
en  toda  la  provincia,  como  única
herramienta informática, para la asisten-
cia integral en la gestión de causas de los




instancias  y  fueros.  Experticia  pretende
dar soporte a las decisiones que permitan
la resolución de una causa. 
Por  tal  motivo,  el  proyecto  fue
presentado  el  año  pasado  a  los
responsables  de  la  Subsecretaria  de
Tecnología  Informática  de  la  Suprema
Corte  de  Justicia  de  la  Provincia  de
Buenos  Aires.  Sector  responsable  del
desarrollo  de  Augusta.  Como  resultado
de esta presentación la Suprema Corte de
Justicia  de  la  Pcia.  de  Buenos
Aires (SCJPBA)  y  la Universidad
Nacional  de  La  Matanza  firmaron  un
convenio de Colaboración Recíproca con
la  idea  de  que  Experticia  funcionará
como  complemento  de  Augusta,  y
facilitará la automatización de diferentes
procesos  dentro  de  un  expediente
judicial. 
De  acuerdo  al  convenio  firmado,  ambas
instituciones “intercambiarán entre sí todo
tipo  de  datos,  observaciones,  memorias,
publicaciones  y  toda  otra  documentación
que  pudiera  estar  relacionada  con  el
desarrollo del SE. El resultado del trabajo
será  propiedad  intelectual  de  la  Suprema
Corte mientras que la universidad tendrá el
derecho  de  difundir  y  publicar  los
resultados [4], [5].
En la actualidad un primer prototipo de
la  aplicación  Experticia,  está  siendo
utilizado  en  el  Juzgado  de  Ejecución
Nro. 2 del Departamento Judicial Morón.
La misma contempla:
1. La  definición  y  gestión  de  los
modelos de proceso a aplicar en cada
tipo  de  trámite.  La  resolución  por
adoptar  dependerá  de  características
propias  de  cada  causa.  Inicialmente,
como se mencionó antes, el algoritmo
de  decisión  es  definido  a  partir  de
árboles  binarios.  Se  programa  la
secuencia  de  preguntas,  conexiones
entre  árboles  y  los  documentos  de
salida (Ver figura 3). 
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2. La  aplicación  de  los  modelos
definidos.  El  sistema  asiste  a  los
operadores  mostrándole  en  forma
descendente  una  pregunta  con  dos
posibles  opciones  a  elegir,
dependiendo  de  la  selección,  se
avanza hasta llegar a la resolución de
un modelo (Ver figura 2). Finalizado
este proceso, se presenta un resumen
de  la  causa  se  completan  ciertos
campos  y  el  sistema  registra  la
resolución realizada y se genera como
salida un documento que varía según
el modelo aplicado. 
La aplicación una vez iniciada  presenta
una  pantalla  en  la  que  se  ingresan  los
datos más importantes. Estos constituyen
los  “Datos  Esenciales”,  luego  se
presentan una serie de pantallas, donde el
usuario  interactúa  con  el  sistema,
mediante  la  selección  de  dos  posibles
curso de acción. 
Experticia tiene una opción que permite
ir configurando cada árbol, un “experto”
en  el  proceso  a  desarrollar,  crea  las
preguntas a mostrar en cada pantalla y su
posible  vinculación  a  otra  pregunta  o
proceso,  dependiendo  de  la  respuesta
obtenida.
Con estos datos de completa el proceso y
se imprime la resolución. En la figura 2,
se  muestra,  en  forma  resumida,  las
pantallas que componen este proceso.
Figura 2: Secuencia de pantallas en Experticia.
En  la  siguiente  figura  se  muestra
gráficamente  un  proceso  representado
mediante un árbol binario. Estos árboles
pueden  corresponden  a  procesos  de
distintos complejidad. 
 
Figura 3: Gráfica de un Árbol binario
Estos procesos son configurables por el
usuario.  Estos  árboles  de  decisión
binarios son almacenados en XML. En la
figura 4, se muestra un ejemplo de dicha
codificación.  Se  realizaron  pruebas  del
prototipo  en  el  Juzgado  de  Ejecución
Nro. 2 del Departamento Judicial Morón
estas  permitieron  arribar  a  algunas
conclusiones  preliminares.  Una  de  las
conclusiones que se obtuvieron de su uso
es que se observó una disminución en el
tiempo  de  procesamiento  del  trámite  y
una disminución en los errores cometidos
en el cálculo de fechas.  Por otro lado, se
comprobó  que  esta  herramienta  es  de
gran  utilidad  en  la  capacitación  de
nuevos  agentes  del  poder  judicial,
permitiendo  que  estos  resuelvan
situaciones tal como lo haría un operador
de experiencia. 
 
Figura 4: Código XML de un Árbol binario.
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El grupo de investigación, presentó, en el
año 2020, las siguientes publicaciones: 
1. “Predicción del riesgo de abandono
universitario  utilizando  métodos
supervisados”.  XXII  Workshop  de
Investigadores  en  Ciencias  de  la
Computación  (WIIC  2020).  Se
realizó  en  forma  de  “Exposición
Virtual”. 
2. “Sistema  Experto  para  Apoyo  del
Proceso de Despacho de Trámites de
un  Organismo  Judicial”.   Jornadas
Argentinas  de  Informática  (JAIIO
2020.  Se  realizó  en  forma  de
“Exposición Virtual”.
3. “Metodológica  para  evaluar  un
modelo  de  Justicia  Predictiva”.
Trabajo  presentado  en  el  Workshop
del  VIII  Congreso  Nacional  de
Ingeniería  en  Informática/Sistemas
de Información. CONAIISI 2020. Se
realizó  en  forma  de  “Exposición
Virtual”. 
Así  también  el  proyecto  ha  sido
difundido en otros eventos: 
 La Dra.  Laura  Conti  ha  participado
de  la  Mesa  de  Análisis  titulada
Digitalización  Judicial  en  América
Latina organizada  por  la  Academia
Mexicana  de  Derecho  en  julio  de
2020.  Disponible  en:
https://www.youtube.com/watch?
v=K3s5EWZLSaE
 El  equipo  de  investigación  fue
invitado a exponer el proyecto en el
IV Encuentro  del  Programa MEP -
Mejora  de  las  Estrategias
Pedagógicas,  organizado  por  el
Departamento  de  Ingeniería  e
Investigaciones  Tecnológicas  de  la
UNLaM  realizado  en  diciembre  de
2020.  Los  expositores  en  el
encuentro fueron Spositto, Ledesma,
Conti y García. 
3. FORMACIÓN DE RECURSOS
HUMANOS
El equipo de trabajo está  integrado por
tres docentes de la carrera de Ingeniería
en  Informática,  tres  docentes  de  la
carrera de Derecho y tres alumnos de la
carrera de ingeniería, dos personas están
como Asesores-Especialistas Externo.  
Finalmente,  es  constante  la  búsqueda
hacia  la  consolidación  como
investigadores  de  los  miembros  más
recientes del grupo. 
Por  otra  parte,  los  docentes
investigadores  que  integran  el  proyecto
realizaron  diversos cursos relacionados
con la temática del proyecto, entre estos,
cabe mencionar los curso de  “Inteligencia
Artificial  y  Derecho”,  “Data  Analytics  and
Visualization”,  así  como  otros  referidos  a
temas  específicos  de  programación.  El
objetivo  buscado  es  sumar  saberes  que
luego serán convertidos en cursos para la
comunidad educativa.
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RESUMEN
 Una  ciudad  inteligente  es  una  ciudad
donde el desempeño de sus componentes funda-
mentales (economía, movilidad,  medioambien-
te,  salud,  gobernanza,  etc.),  están  construidas
sobre la base de nuevas capacidades donde sus
ciudadanos  pueden  afrontar  de  manera  inteli-
gente los desafíos futuros de sostenibilidad ur-
bana. La creciente demanda en el uso las tecno-
logías de la información y comunicación (TIC)
han  revolucionado  nuestra  vida  cotidiana,  sin
embargo, han contribuido a aumentar las preo-
cupaciones ambientales y sociales. 
La recuperación  de residuos tecnológi-
cos requiere de estrategias inteligentes de reco-
lección  que  minimicen  los  costos  asociados,
maximicen el reuso de materias primas y la re-
parabilidad de los bienes para la prolongación
de su vida útil. Este trabajo consiste en generar
rutas recolección de residuos tecnológicos dado
una cantidad de clientes por atender, un conjun-
to de vehículos de recogida, permitiendo mini-
mizar ciertos factores que ayuden a la empresa
a obtener beneficios. 
Palabras  clave: Ciudades  Inteligentes,  Resi-
duos Tecnológicos,  Problema de enrutamiento
de vehículos, Inteligencia Computacional.
CONTEXTO
La línea de trabajo se lleva a cabo en el
Laboratorio  de Tecnologías  Emergentes  (Lab-
TEm), Instituto de Tecnología Aplicada (ITA)
de la Unidad Académica Caleta Olivia Univer-
sidad Nacional  de la  Patagonia  Austral,  en el
marco del  Proyecto  de  Investigación  29/B252
“Rutas  inteligentes  en  la  recolección  de  resi-
duos tecnológicos”. Este proyecto se desarrolla
en cooperación con el LIDIC de la UNSL, y el
Grupo NEO de la UMA (España).
1. INTRODUCCIÓN
El paradigma de la economía circular
plantea que los residuos al final del ciclo de
vida útil de un producto pueden ser materias
primas idóneas para unos nuevos productos.
Great Recovery es un proyecto con el apoyo
de  Innovate UK (Londres, Reino Unido) que
busca trabajar con la basura y los residuos que
se generan a diario, para generar nuevos pro-
cesos de economía circular. Los equipos eléc-
tricos y electrónicos  (EEE) se convierten en
uno de  los  grupos  más  importantes  de  resi-
duos que contienen materiales fáciles de reci-
clar. Los desechos electrónicos son conocidos
como RAEE (en español, Residuos de Apara-
tos  Eléctricos  y  Electrónicos),  o  e-waste,  o
bien WEEE (en inglés,  Waste Electrical and
Electronic Equipment).  
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Los WEEE, contienen muchas sustan-
cias que son tóxicas y potencialmente peligro-
sas para el medio ambiente y la salud humana
(Oguchi et al., 2012). La reducción, reciclaje
y eliminación de los desechos finales de los
WEEE se ha convertido en uno de los princi-
pales  objetivos  para  el  desarrollo  sostenible
de la creciente industria tecnológica. La tasa
de WEEE está creciendo a un ritmo alarman-
te, especialmente en los países desarrollados,
donde los mercados están saturados con gran-
des cantidades de nuevos productos electróni-
cos.  En 2013,  un informe de  SEPI (Solving
the e-waste Problem Initiative), una iniciativa
financiada por Naciones Unidas alertó que la
cifra de WEEE se había elevado hasta cerca
de los 49 millones de toneladas, un promedio
de 7 kilos por cada uno de los 7.000 millones
de habitantes del planeta Tierra. A la luz de
estos datos, no resulta muy difícil hacerse una
idea de la importancia que adquiere el recicla-
je de este tipo de residuos. 
Las empresas de recolección de residuos
aplican diversos métodos de recolección, y pue-
den dividirse en estacionarios y móviles (Baxter
et al., 2016). El objetivo tradicional de la ges-
tión de distribución o recolección de productos
consiste en minimizar los costos de todo el sis-
tema. Green Logistics (GL) se ha convertido en
una tendencia en la gestión de la distribución de
bienes y la recolección de productos al final de
su vida útil.  Con su enfoque en maximizar  el
valor económico y ambiental mediante el reci-
claje y el control de emisiones, GL contribuye
al  desarrollo  sostenible  de  la  industria,  pero
también requiere un esquema de transporte más
completo cuando se realizan servicios de logís-
tica (Lin et al. 2014 (a) (b)). 
Las metaheurísticas (MHs) son métodos
que integran de diversas maneras, procedimien-
tos de mejora local y estrategias de alto nivel
para crear un proceso capaz de escapar de ópti-
mos locales y realizar una búsqueda robusta en
el espacio de búsqueda.  En su evolución, estos
métodos han incorporado diferentes estrategias
para evitar la convergencia a óptimos locales,
especialmente en espacios de búsqueda comple-
jos. En otras palabras, las MHs proveen de un
marco general que permite crear nuevos híbri-
dos a través de la combinación de conceptos de-
rivados de: heurísticas clásicas, inteligencia ar-
tificial, evolución biológica, sistemas naturales,
mecánica estadística, etc.
Boussaïd et al. 2013, desarrollan un es-
tudio de varios algoritmos de optimización ins-
pirados en las metáforas del comportamiento de
enjambre en la naturaleza, conocida como Inte-
ligencia  Colectiva,  (SI,  Swarm  Intelligent).
Ejemplo de SI son Optimización de Colonias de
Hormigas (ACO,  Ant Colony Optimization), la
Optimización  de  Cúmulo  de  Partículas  (PSO,
Particle Swarm Optimization), la Optimización
de Forrajeo Bacteriano (BFOA, Bacterial Fora-
ging Optimization Algorithm), Optimización de
Colonias de Abejas (BCO, Bee Colony Optimi-
zation),  Sistemas  Inmunes  Artificiales  (AIS,
Artificial Immune Systems) y Optimización Ba-
sada en Biogeografía (BBO, Biogeography-Ba-
sed Optimization).
En  particular,  ACO  fue  propuesta  fue
propuesta por Dorigo et al. (1996, 1991) como
una  metaheurística  inspirada  en  el  comporta-
miento de una colonia de hormiga en el proceso
de  forrajeo  y  aplicada  principalmente  para  la
solución de problemas de optimización combi-
natoria. 
Los  algoritmos  Genéticos  Celulares
(cGAs) son una subclase de un Algoritmo Ge-
nético con una población estructurada espacial-
mente, es decir, los individuos de la población
pueden  aparearse  solo  con  sus  vecinos.  Los
cGAs,  se  diseñaron  inicialmente  para  trabajar
en  máquinas  paralelas,  formadas  por  muchos
procesadores  que  ejecutaban  simultáneamente
las mismas instrucciones sobre diferentes datos
(maquinas SIMD - El primer modelo de cGA
fue propuesto por Robertson en 1987  (Alba y
Dorronsoro 2009).
El problema de recolección estacionaria
se lleva a cabo en puntos de recolección especí-
ficos de desechos, ubicados en lugares popula-
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res o en los alrededores de los lugares de resi-
dencia.  La elección de la ubicación de dichos
centros y la elección de un recorrido óptimo re-
presenta  distintos  problemas  de  decisión.  Así
mismo,  la  recolección  móvil,  propone nuevos
medios  de  recolección  de  WEEE  a  pedido  y
principalmente está asociado a residuos tecno-
lógicos  medianos  o  grandes  (Nowakowski  et
al., 2017).
Las distintas estrategias de recolección de
e-waste pueden asociarse al conocido proble-
ma de enrutamiento de vehículos (VRP, Vehi-
cule  Routing  Problem).  Dantzig  y  Ramser
(1959),  formalizaron  el  VRP  junto  con  sus
numerosas variantes,  y posteriormente Lens-
tra y Kan (1981) demostraron que dicho pro-
blema combinatorio es NP-Hard. En general,
VRP  consiste  en  asignar  una  cantidad  de
vehículos homogéneos a varios clientes, don-
de  cada cliente  tiene  una cierta  ubicación y
demanda de productos (homogéneos). El ob-
jetivo  de  la  optimización  es  entregar  los
bienes  demandados  a  todos  los  clientes  al
tiempo  que minimiza  la  suma de los  costos
(longitudes) de las rutas de los vehículos. 
Existen diferentes variantes del VRP (Toth y
Vigo,  2014),  que  incluyen restricciones  adi-
cionales y la incorporación de múltiples varia-
bles.  Algunas  restricciones  más  importantes
son: a) cada vehículo tiene capacidad limitada
(CVRP), b) todos los clientes deben ser aten-
didos dentro de una cierta ventana de tiempo
(VRPTW), c) el proveedor utiliza muchos de-
pósitos para suministrar a los clientes (Multi-
ple  Depot)  MDVRP) d)  los  clientes  pueden
devolver  algunos productos  (VRPPD) e)  los
clientes pueden recibir servicio por diferentes
vehículos (SDVRP) f) algunos valores (como
el número de clientes, sus demandas, el tiem-
po de servicio o el tiempo de viaje) son arbi-
trarios (VRP estocástico - SVRP) g) las entre-
gas se pueden realizar en algunos días (VRP
periódico - PVRP).
En la actualidad el problema de recolección o
distribución de productos a partir de un depó-
sito original (punto de origen) y una cantidad
de clientes con una demanda por atender, jue-
ga un papel importante en empresas logísticas
ya que deben planificar  inteligentemente  las
rutas de manera tal que signifiquen considera-
bles ahorros en costos tales como: el consumo
de  combustible,  horas  hombre,  entre  otros;
que  ayudarán  a  una mejor  rentabilidad  para
los negocios hoy en día. En relación con una
creciente  sensibilidad  ambiental  los  proble-
mas de enrutamiento de vehículos presentan
una  extensa  disponibilidad  bibliográfica  de
los  problemas  de  enrutamiento  verde  de
vehículos  (GVRP).  Los  diferentes  tipos  de
problemas de enrutamiento de VRP en logísti-
ca  inversa,  describen  perfectamente  la  com-
plejidad en los casos del mundo real.
En  este  artículo  trabajamos  la  variante  de
VRP con capacidad  limitada  (CVRP),  en el
que cada vehículo tiene una capacidad unifor-
me de un único artículo. Definimos el CVRP
sobre un grafo no dirigido  G = (V, E) donde
V= {v0, v1,..,vn} es un conjunto de vértices y E
= {(vi, vj) / vi, vj Є V, i< j} es un conjunto de
ejes. 
El vértice v0 es el depósito, y es desde donde
m vehículos de capacidad Q deben abastecer a
todas  las  ciudades  o  clientes,  representados
por un conjunto de n vértices {v1, ..., vn}.
Definimos en E una matriz C = (cij) de costo,
distancia o tiempo de viaje no negativos entre
los clientes vi y vj. Cada cliente vi tiene una de-
manda no negativa de artículos  qi y tiempos
de entrega δi (tiempo necesario para descargar
todos los artículos). Siendo v1,.., vm una parti-
ción de V, una ruta  Ri es una permutación de
los clientes en Vi especificando el orden en el
que se visitan, comenzando y terminado en el
depósito v0. El costo de una ruta dada Ri = {v0,
v1,.., vk+1 }, donde vj Є V y v0 = vk+1= 0 (0 indi-
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El CVRP consiste en determinar un con-
junto  de  m rutas  (i)  de  costo  total  mínimo  -
como especifica la ecuación  (2); (ii) empezan-
do y terminando en el depósito v0; de forma que
(iii) cada cliente es visitado una sola vez por un
sólo vehículo, sujeto a las restricciones (iv) de
que la demanda total de cualquier ruta no exce-
da  Q ¿ ; y (v) la duración total de cualquier ruta
no supera el límite preseleccionado D ¿). Todos
los  vehículos  tienen  la  misma  capacidad  y
transportan el mismo tipo de artículo. El núme-
ro de vehículos puede ser un valor de entrada o
una  variable  de  decisión.  En  este  estudio,  la
longitud de las rutas se minimiza independien-
temente del número de vehículos utilizados.
2. LÍNEAS  DE  INVESTIGACIÓN  Y
DESARROLLO
Esta línea de trabajo se enfoca en la ge-
neración de rutas recolección que permitan mi-
nimizar ciertos factores económicos y ambien-
tales y maximizar los beneficios referidos a al
reciclaje y tratamiento de WEEE. De los objeti-
vos  económicos  podemos mencionar:  minimi-
zar el tiempo de recolección, kilómetros recorri-
dos, maximizar el ahorro de combustible en los
vehículos, minimizar la cantidad de vehículos,
todo lo cual llevaría a obtener menores costos.
Un objetivo económico adicional está dado por
la  valoración  de  la  recuperación  las  materias
primas  tales  como  material  ferroso,  cobre,  y
metales preciosos, etc.  De los beneficios am-
bientales podemos mencionar:  la disminución
en la emisión de gases efecto invernadero (CO2,
CH4 y N2O) y los gases de contaminación am-
biental (CO, SO2, PM, NOx).  Tanto los objeti-
vos económicos como ambientales promueven
una mejor calidad de servicio e imagen, para las
empresas y los gobiernos locales
. 
3. RESULTADOS  OBTENIDOS  /
ESPERADOS
Como objetivo general se espera mode-
lar, resolver e implementar un amplio y variado
conjunto de servicios inteligentes de la ciudad y
producir un mayor impacto en Ciencia e Indus-
tria.
 Como objetivos  específicos  se preten-
de: (a) Estudiar el estado de tecnologías y técni-
cas de Inteligencia Computacional para resolver
problemas de VRP.  (b) Proponer instancias de
problemas  relacionados  a  recolección  de
WEEE. (c) Proponer y seleccionar elementos de
medición relacionados a los problemas identifi-
cados. (d) Diseñar y construir prototipos de so-
ftware relacionados a los problemas.
Actualmente se han generado cuatro ins-
tancias de pruebas para para 75, 105, 150 y 210
locaciones de recogida de WEEE de cuatro lo-
calidades (Caleta Olivia, Comodoro Rivadavia,
Trelew y Río Gallegos). Las instancias se han
probado  con  dos  algoritmos  de  inteligencia
computacional  (ACO  y  cGA)  los  resultados
preliminares  fueron publicados  en  Pandolfi  et
al. 2019.
Para elegir los vehículos más adecuados
para la colección, analizamos las siguientes va-
riables:  total  de km recorridos,  Costo total  de
uso vehículo, Total de Combustible consumido,
Total de CO2 emitido y Tiempo Total de horas
de Trabajo. 
En general, con las instancias iniciales y
teniendo en cuenta la cantidad de km recorridos
y la cantidad de horas de trabajo, los resultados
indican que los vehículos de alta carga con un
mayor proceso de automatización tienen un me-
jor rendimiento. Para la variable de consumo de
combustible y, por lo tanto, la variable de emi-
sión de CO2, los vehículos  más pequeños sin
automatización  han mostrado  mejores  resulta-
dos. Finalmente, solo para la variable de costo
del vehículo, el vehículo con una capacidad de
22 m3 de carga es la mejor opción.
En trabajos futuros analizaremos en dis-
tintas ciudades y se propondrán nuevas funcio-
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nes de optimización teniendo en cuenta las va-
riables consideradas en este estudio.
4. FORMACIÓN  DE  RECURSOS
HUMANOS
El equipo de trabajo se encuentra forma-
do por cuatro investigadores con distintos nive-
les de posgrado, tres Doctores en Ciencias de la
Computación,  dos  Magíster  en Ciencias  de la
Computación, tres Ingenieros en Sistemas y un
estudiante de la Carrera Ingeniería en Sistemas. 
Esta línea de investigación proporciona-
rá un marco propicio para la iniciación y/o fina-
lización  de  estudios  de  posgrado  de  los  inte-
grantes docentes. De igual forma, será un ámbi-
to adecuado para la realización de tesis de gra-
do. En ese sentido, dos integrantes de este pro-
yecto de investigación está desarrollando su Te-
sis de Maestría en temáticas afines y un inte-
grante está desarrollando su Tesis de doctorado.
Además, se cuenta con un becario alumno de la
carrera de Ingeniería en Sistemas.
BIBLIOGRAFÍA
E.  ALBA,  y  B.  DORRONSORO. (2009). Ce-
llular  genetic  algorithms  (Vol.  42).  Springer
Science & Business Media.
J. BAXTER, K.A., LYNG, C. ASKHAM, O.J.
HANSSEN  (2016).  “High-quality  collection
and disposal of WEEE: environmental impacts
and resultant”  issues.  Waste Manage.  57,  17–
26.
I BOUSSAÏD, J. LEPAGNOT, P. SIARRY, A
survey on optimization metaheuristics, Informa-
tion  Sciences,  Volume  237,  2013,  Pages  82-
117, ISSN 0020v-0255.
G.B. DANTZIG, J. RAMSER, (1959). The tru-
ck  dispatching  problem,  Manage.  Sci.  6  (1)
(1959) 80–91.
M. DORIGO, V. MANIEZZO, A. COLORNI,
(1991) Positive Feedback as a Search Strategy,
Technical Report 91-016, Dipartimento di Ele-
ttronica,  Politecnico  di  Milano,  Milan,  Italy,
1991.
M. DORIGO, V. MANIEZZO, A. COLORNI,
(1996) The ant system: optimization by a co-
lony of cooperating agents, IEEE Transactions
on  Systems,  Man,  and  Cybernetics  Part  B26
29–41.
C. LIN, K.L. CHOY, G.T.S. HO, T.W. Ng (a),
A Genetic Algorithm-based optimization model
for supporting green transportation operations,
Expert Systems with Applications, Volume 41,
Issue  7,  2014,  Pages  3284-3296,  ISSN 0957-
4174.
C.  LIN,  K.L.  CHOY,  G.T.S.  HO,  S.H.
CHUNG, H.Y. LAM (b), Survey of Green Ve-
hicle Routing Problem: Past and future trends,
Expert Systems with Applications, Volume 41,
Issue 4, Part 1, 2014, Pages 1118-1138, ISSN
0957-4174.
P.  NOWAKOWSKI,  A.  KRÓL,  B.
MRÓWCZNSKA  (2017),  Supporting  mobile
WEEE  collection  on  demand:  A  method  for
multi-criteria vehicle routing, loading and cost
optimisation, Waste Management, Volume 69,
2017, Pages 377-392, ISSN 0956-053X.
M.  OGUCHI,  H.  SAKANAKURA,  A.
TERAZONO (2012).  Toxic metals  in  WEEE:
characterization and substance flow analysis in
waste treatment processes. Sci. Total, Environ. 
D. PANDOLFI, J. RASJIDO, A. VILLAGRA,
G.  LEGUIZAMON  (2019),  Following  the
green footprint of technological waste: A smart
and sustainable collection, RPIC - Reunión de
Trabajo en Procesamiento de la Información y
Control. ISBN 9789871648.
P.  TOTH,  D.  VIGO  (Eds),  (2014).  Vehicle
Routing: Problems, Methods, and Applications,
Society for Industrial and Applied Mathemati-
cs.
XXIII Workshop de Investigadores en Ciencias de la Computación 123
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Metaheurísticas, búsqueda estocástica y cómputo eficiente en optimización aplicada  
 
Tomás Tetzlaff1, Adriana Gaudiani1, Andrés Rojas Paredes1, Diego Encinas2, Esteban 
Fassio1, Mariano Trigila3, Rodrigo González1, Daniel Bertaccini1 
 
1Instituto de Ciencias, Universidad Nacional de General Sarmiento 
2Proyecto SimHPC - Programa TICAPPS - Instituto de Ingeniería y Agronomía - Universidad Nacional Arturo 
Jauretche  
3Facultad de Ingeniería y Ciencias Agrarias, Pontificia Universidad Católica Argentina-CABA 
 




Las metaheurísticas son técnicas de optimización 
y resolución de problemas computacionales que 
toman inicialmente una solución factible, la cual 
es luego mejorada usando procedimientos 
heurísticos conocidos, como recocido simulado, 
algoritmos genéticos, búsqueda tabú y redes 
neuronales. La búsqueda estocástica está presente 
en estos métodos y su importancia reside en ser 
una herramienta general de optimización cuyo 
estudio puede aportar mejoras para las 
metaheurísticas y desarrollar variantes de ellas. 
Este proyecto propone estudiar propiedades 
teóricas y prácticas de estas técnicas y su 
aplicación en los problemas en los que trabajan 
sus integrantes, brindando metodologías para 
incrementar la eficiencia de los algoritmos 
involucrados y la confiabilidad de los resultados 
que producen. Estas metodologías aprovechan los 
avances en los métodos y técnicas de la 
computación eficiente y del cómputo en paralelo 
para desarrollar los algoritmos necesarios para 
validar las nuevas propuestas mediante casos de 
experimentación. La implementación de los 
algoritmos que permiten realizar las experiencias 
requiere la utilización de técnicas de las ciencias 
de los datos, del cómputo de alto rendimiento y 
métodos del campo de la optimización.  
Palabras Claves: metaheurísticas, técnicas de 
optimización, estimación de parámetros, 
soluciones factibles, eficiencia. 
Contexto 
La línea de Investigación que se presenta 
corresponde al Proyecto:   30/1147 - 
Metaheurísticas, búsqueda estocástica y 
aplicaciones con cómputo eficiente, del Instituto 
de Ciencias de la Universidad Nacional de 
General Sarmiento (UNGS). (2020-2022). 
Existe cooperación con grupos de investigación 
en otras Universidades Argentinas y del exterior, 
con las cuales los integrantes del proyecto han 
participado en investigaciones en conjunto.  
Introducción 
Un método heurístico es un procedimiento que, 
teniendo conocimiento de un problema y de las 
técnicas aplicables, aporta soluciones o se acerca 
a ellas usando una cantidad de recursos razonable. 
Por lo general, este recurso es el tiempo de 
cómputo que se emplea en la búsqueda de la 
solución. Se trata de procedimientos inteligentes 
en el sentido de realizar una tarea que no es 
producto de un riguroso análisis formal ya 
conocido y aplicable al tema, que es a veces 
ineficiente en cuanto al tiempo de cómputo, sino 
de algoritmos de simulación, de búsqueda o 
evolutivos que utilizan y también aportan al 
conocimiento experto sobre la tarea. Una 
solución heurística de un problema es aquella 
proporcionada por un método heurístico, es decir, 
aquella solución sobre la que se tiene cierta 
confianza de que alcanza algún grado de 
optimalidad y/o factibilidad [1]. 
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Las metaheurísticas (también llamadas 
heurísticas modernas) se han desarrollado 
principalmente a partir de la década de 1980. En 
general, las metaheurísticas toman inicialmente 
una solución factible, la cual es luego mejorada 
usando heurísticas de mejoramiento embebidas 
en una estructura más general, i.e., Recocido 
Simulados (Simulated Annealing, SA), 
Algoritmos Genéticos (Genetic Algorithms, GA), 
Búsqueda  Tabú  (Tabu Search, TS),  y  Redes  
Neuronales  (Neural Networks, NN).  La 
característica común de estos enfoques es el uso 
de mecanismos para encontrar en lo posible 
soluciones óptimas evadiendo óptimos locales 
[2].  
Las metaheurísticas pueden manejar variables 
discretas y reales, siendo aplicadas en la 
actualidad a una amplia gama de problemas de 
optimización de manera efectiva. Básicamente, 
los enfoques metaheurísticos basados tanto en la 
trayectoria (sucesión de posibles soluciones) 
como en la población (conjunto adaptable de 
posibles soluciones) apuntan a ubicar el óptimo 
global en el espacio de la solución a través de 
movimientos aleatorios. La diferencia clave entre 
las metaheurísticas está en la forma en que 
proponen el siguiente movimiento en el espacio 
de la solución [3] 
El avance constante de las tecnologías de 
cómputo provee recursos computacionales con 
más rapidez de procesamiento, lo cual permite a 
investigadores y profesionales de la ciencia y la 
ingeniería resolver problemas combinatorios 
complejos y de gran escala. Esto genera un interés 
creciente en resolver problemas complejos del 
mundo real utilizando métodos metaheurísticos 
implementados con técnicas que mejoran la 
eficiencia, como el cómputo paralelo que permite 
reducir los tiempos de procesamiento y obtener la 
mayor eficiencia de las plataformas de hardware 
heterogéneas mediante el diseño y desarrollo de 
algoritmos paralelos adecuados para lograrlo [4]. 
En particular la Ingeniería del Software, a pesar 
de ser un área reciente, es en la actualidad una 
importante fuente de problemas de optimización. 
Los ingenieros y gestores de proyectos de 
software se enfrentan diariamente a diversos 
problemas de optimización en los que las técnicas 
exactas no tienen cabida por el corto intervalo de 
tiempo en que se requiere una respuesta [5]. En 
Ingeniería de requerimientos el procesamiento de 
texto y la extracción automática de contenido es 
un tema en investigación en rápido desarrollo 
[6]. Durante el preprocesado del texto se obtienen 
características decisivas para la clasificación y 
priorización de contenidos.  Luego se aplican 
técnicas avanzadas de procesamiento y análisis de 
lenguaje natural [7] [8]. Las técnicas heurísticas 
ayudan a la estimación de parámetros de los 
métodos predictivos que permiten acceder al 
conocimiento latente en el texto analizado. 
Cabe la posibilidad, por tanto, de aplicar a estos 
problemas, algoritmos metaheurísticos que 
ofrezcan al ingeniero una solución de cierta 
calidad en un breve periodo de tiempo: un 
compromiso entre calidad de la solución y la 
rapidez en encontrarla. En éstos y otros campos 
de investigación a menudo es esencial modelar y 
resolver tareas de optimización, de aprendizaje o 
de investigación para aplicaciones que no 
admiten una fácil formulación.  
Líneas de Investigación y Desarrollo 
Se propone abordar las siguientes líneas de I+D 
desde la perspectiva del estudio de las 
metaheurísticas y del uso del cómputo de alto 
rendimiento (HPC), ambos como ejes centrales: 
• Evaluación de escalabilidad y rendimiento 
mediante balance de carga, mapping y 
scheduling de procesos, métricas de 
prestación y de consumo. 
• Paralelización de aplicaciones (numéricas y 
no numéricas) con alta demanda 
computacional y/o grandes volúmenes de 
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datos sobre arquitecturas multiprocesador 
distribuidas (puras e híbridas). 
• Desarrollo de soluciones aplicadas a 
problemas de impacto social con 
requerimiento de HPC. 
• Aplicaciones de la teoría de probabilidad. 
Propiedades y simulación de procesos 
estocásticos. Búsqueda estocástica. 
Metaheurísticas. 
• Estadística matemática y sus aplicaciones en 
espacios de búsqueda. Métodos de Monte 
Carlo. 
 
Algunas de los estudios que se abordan en este 
trabajo ya vienen desarrollándose en la UNGS y 
en los grupos externos que colaboran con este 
proyecto, otros se inician a partir de 
cooperaciones con otras Universidades o para 
formalizar trabajos finales de grado o postgrado.  
Se ha iniciado una cooperación en el área de 
Simulación para investigación y cursos de 
postgrado con el Proyecto SimHPC de la 
Universidad Nacional Arturo Jauretche y para 
formalizar trabajos finales. Entre otros temas el 
Proyecto SimHPC enfoca al desarrollo de 
modelos y simuladores para el área de Salud 
como así también para el tratamiento de grandes 
volúmenes de datos. 
Existe una fuerte colaboración, con el grupo 
HPC4EAS (High Performance Computing for 
Efficient Applications and Simulation) del 
Departamento de Arquitectura de Computadores 
y Sistemas Operativos de la Universidad 
Autónoma de Barcelona en la dirección de tesis 
de postgrado. Se espera consolidar a corto plazo 
un grupo de investigación, desarrollo y 
transferencia que generará oportunidades de 
formación de recursos humanos, proveerá de 
servicios a la comunidad en el área de estudio y 
potenciará los vínculos de cooperación con otras 
instituciones. 
Resultados y Objetivos 
Este proyecto tiene como objetivo principal el 
estudio y análisis de la aplicación de 
metaheurísticas y técnicas de búsqueda 
estocástica, que permitan optimizar el 
funcionamiento de programas utilizados en 
diversas áreas de desarrollo. Es también un 
objetivo en todos los problemas de aplicación 
incrementar la eficiencia de los algoritmos 
involucrados y la confiabilidad de los resultados 
que producen. En particular nos referiremos a los 
siguientes problemas: 
- Optimización de la simulación de sistemas 
físicos En la Ingeniería Hidrológica, una amplia 
gama de aplicaciones con diferentes y novedosas 
metodologías y técnicas metaheurísticas son 
creadas para abordar una variedad de problemas 
del modelado hidrológico [9] [10]. Se busca 
mejorar la simulación mediante métodos de 
búsqueda de un conjunto óptimo de parámetros 
del modelo, interpretando como óptimo a la mejor 
aproximación a la realidad que se puede hacer con 
ese modelo. Se continúan los trabajos de 
investigación en curso aplicando heurísticas para 
estimar los parámetros de ajuste que disminuyen 
la complejidad y la probabilidad de errores en un 
simulador del cauce del Rio Paraná y contribuir a 
mejorar su predicción con el menor costo 
computacional posible [11] [12][13]. 
- Métodos de aceleración del procesamiento de 
lenguaje natural. Los usuarios de aplicaciones 
móviles generan a través de las app stores 
comentarios y calificaciones para describir su 
experiencia con las aplicaciones que descargan y 
usan. Estos comentarios, también llamados 
reviews, tienen información muy valiosa para 
retroalimentar el proceso de desarrollo de apps, 
por ejemplo, se pueden encontrar comentarios en 
forma de pedidos de nuevos features y reporte de 
errores. Este tipo de información es relevante para 
el desarrollo y la evolución de las aplicaciones 
móviles [14]. La enorme expansión de las 
aplicaciones móviles y el constante crecimiento 
de la cantidad de reviews de usuarios provocan un 
cuello de botella que surge del procesamiento de 
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grandes volúmenes de datos. Se espera aplicar 
metaheurísticas para encontrar de manera 
eficiente los parámetros de los métodos 
predictivos que buscan el conocimiento latente en 
el texto. Se propone crear un pipeline de 
preprocesamiento de las reviews en modo 
secuencial y compararlo contra una 
implementación con HPC. Se aplicarán las 
técnicas clásicas de paralelismo: paralelismo de 
datos o paralelismo de tareas, y combinación de 
ambas técnicas. Se propone explorar diferentes 
tecnologías como multicore, GPGPU, cluster 
standard y cluster de Raspberry. Adicionalmente 
nos preguntamos sobre la eficiencia energética de 
nuestra solución. En este punto nos proponemos 
realizar una implementación sobre un cluster de 
Raspberry que es la alternativa más adecuada en 
términos energéticos. Esperamos cuantificar el 
gasto energético de nuestra solución. 
- Fundamentos teóricos de la búsqueda 
estocástica: La búsqueda estocástica permite 
encontrar soluciones satisfactorias a un problema 
en algunos casos en tiempos muy reducidos, aun 
careciendo de la fundamentación sobre porqué se 
llegó a las mismas. Nos proponemos seguir 
avanzando con la teoría matemática que 
fundamenta las propiedades y la eficiencia de 
estas metodologías [15][16]. Asimismo, 
esperamos realizar aportes rigurosos en este 
campo para los métodos usados en aplicaciones 
biológicas [17].   
 
Se espera consolidar un grupo de investigación, 
desarrollo y transferencia a la comunidad con 
capacidad para abordar estos tipos de problemas. 
Formación de Recursos Humanos 
Tres miembros del equipo poseen formación de 
postgrado a nivel de doctorado, uno de ellos es 
especialista en Cómputo de Altas Prestaciones. 
Uno de los investigadores está en su etapa final 
para obtener el grado de Doctor en Ciencias 
Informáticas, dirigido por uno de los miembros 
del proyecto y un investigador de la UAB 
(España). Otro investigador está comenzando una 
Maestría en Ciencia de los Datos, de interés para 
este proyecto. Un área afín a los del proyecto 
(evolución por deriva estocástica en poblaciones 
biológicas) es el tema de una tesis en curso 
(Doctorado en Ciencia y Tecnología, UNGS), 
dirigida por un integrante del proyecto. Uno de 
los integrantes coordina una Diplomatura en 
Ciencias de Datos. 
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La toma de decisiones en contextos 
dominados por grandes volúmenes de datos debe 
conjugar dos atributos usualmente 
contrapuestos: calidad y velocidad. La 
disponibilidad de información generada por 
personas y dispositivos abre nuevos desafíos en 
el diseño de mecanismos que puedan 
aprovecharla, de tal manera de que sean capaces 
de determinar las decisiones de mayor utilidad 
sujetas a ventanas temporales que garanticen su 
factibilidad. Uno de estos mecanismos lo 
constituyen las analíticas en sus distintos tipos, 
las cuales buscan transformar los datos en 
información a través de técnicas diversas. En 
este trabajo proponemos una línea de 
investigación enfocada en la analítica 
prescriptiva, capaz de determinar acciones a ser 
ejecutadas en el momento (decisiones 
operativas) o en el futuro (decisiones tácticas 
para corto y mediano plazo, decisiones 
estratégicas para largo plazo) para lograr un 
objetivo deseado. Para componerlas se propone 
la utilización de desarrollos provenientes de la 
Inteligencia Computacional y de la 
Computación de Alto Desempeño con el fin de 
obtener, de forma colaborativa, calidad y 
velocidad en las decisiones. 
Palabras clave: Inteligencia Computacional. 
Analíticas. Big Data. Computación de Alto 
Desempeño.  
CONTEXTO 
Esta propuesta de trabajo se lleva a cabo 
dentro de los proyectos de investigación: 
“Tecnologías Avanzadas aplicadas al 
Procesamiento de Datos Masivos” (LIDIC, 
UNSL), “Cómputo de Altas Prestaciones 
aplicado a la Solución de Grandes Problemas” 
(UADER) y “Descubrimiento de conocimiento 
en bases de datos” (GIBD, UTN). 
1. INTRODUCCIÓN 
La mejora continua y adaptativa de los 
procesos de negocio resulta clave para mantener 
la competitividad de las organizaciones. La 
digitalización de los procesos, así como el 
incremento en las tecnologías de monitoreo, han 
llevado a producir una enorme cantidad de datos, 
los cuales tienen un gran potencial para la mejora 
de los procesos conducida por analíticas [1] [2] 
[3]. 
Las analíticas buscan transformar los datos 
en conocimiento para la toma de decisiones [4], 
pudiendo distinguirse cuatro tipos de analíticas 
según el nivel de automatización del proceso [5]. 
Primero, la descriptiva intenta responder qué ha 
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pasado o está pasando y la diagnóstica por qué 
ha pasado o está pasando, analizando para ello 
datos históricos. Luego, la analítica predictiva 
busca responder qué sucederá, aplicando el 
conocimiento para predecir nuevos datos sobre 
el presente o el futuro (pronóstico). Cabe aclarar 
que ninguno de estos enfoques sugiere acciones 
concretas, sino que descansan en el juicio 
subjetivo y las habilidades analíticas del usuario 
para deducir acciones de mejora. En cambio, la 
analítica prescriptiva responde qué debería 
hacerse para lograr un objetivo: determina 
acciones a ser ejecutadas en el momento 
(decisiones operativas) o en el futuro (decisiones 
tácticas para corto y mediano plazo, decisiones 
estratégicas para largo plazo).  
Si bien el volumen de datos generados por 
personas y dispositivos se encuentra en continuo 
crecimiento, y a pesar de los avances 
tecnológicos en general, las analíticas de 
procesos existentes dentro de la industria actual 
no aprovechan completamente el conocimiento 
oculto debido a las siguientes limitaciones [1]: 
a. No hacen uso de técnicas prescriptivas para 
transformar los resultados del análisis en 
acciones de mejora concretas, dejando este 
paso completamente a criterio del usuario.  
b. Hacen un uso intensivo de datos de sistemas 
en producción, generando un deterioro en el 
desempeño de las herramientas de software 
que soportan los procesos.  
c. La optimización es conducida ex post, 
después de completado el proceso, en 
contraste a la mejora proactiva durante la 
ejecución del proceso.  
En el área de datos masivos (o Big Data), se 
identifica como área emergente el 
procesamiento de datastreams, también llamado 
Data Stream Mining [6] [7] [8]. Un datastream 
es una representación digital y transmisión 
continua de datos, los cuales describen una clase 
de eventos relacionada [9] [11]. Mediante el 
procesamiento de estos datastreams se puede 
lograr la respuesta en tiempo real a los eventos 
en forma de toma de decisiones.  
Los grandes volúmenes de datos generados 
pueden ser utilizados en algoritmos de diversa 
índole para la generación de analíticas, 
particularmente las descriptivas y predictivas, 
como por ejemplo los de aprendizaje 
supervisado o no supervisado. Existe, sin 
embargo, una dificultad en lo relativo a las 
analíticas prescriptivas: no cuentan con un 
“profesor” [10] que les diga qué acción tomar en 
cada circunstancia. Un tipo de aprendizaje que 
no necesita de un profesor es el llamado 
aprendizaje por refuerzo. En este esquema es el 
propio agente quien es capaz de juzgar y criticar 
sus acciones con base en sus percepciones y de 
alguna medida de aptitud, recompensa o 
refuerzo. La tarea del aprendizaje por refuerzo es 
usar recompensas observadas para aprender una 
política óptima (o aproximadamente óptima) del 
entorno, sin asumir ningún conocimiento a 
priori [10]. Esta política le dice al agente qué 
hacer en cada estado posible a alcanzar. Por lo 
tanto, se juzga al aprendizaje por refuerzo como 
una herramienta muy útil para la elaboración de 
analíticas prescriptivas, ya que ambos 
comparten el mismo objetivo.  
La ejecución de los algoritmos para la 
generación de analíticas debe ser lo 
suficientemente rápida como para procesar los 
datastreams generados de manera continua por 
el sistema, lo que implica el uso de técnicas y 
herramientas de Computación de Alto 
Desempeño (HPC). 
En la siguiente sección se describen con 
mayor detalle las características de esta línea de 
investigación.   
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2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
La línea de investigación se basa en la idea 
de la Optimización de procesos de negocio por 
recomendación. En este contexto, los 
datastreams abren nuevas y amplias 
oportunidades para la creación de valor en las 
organizaciones. Como se mencionó, mediante su 
procesamiento se puede conseguir respuesta en 
tiempo real a eventos en forma de toma de 
decisiones. 
En [11], [12] y [13] encontramos distintos 
enfoques para la definición de eventos en un 
proceso de negocio, variando en su complejidad.  
Una secuencia o flujo de eventos (Event Stream) 
es una serie ordenada y potencialmente ilimitada 
de eventos [14]. Los flujos de eventos se generan 
y utilizan en muchos sistemas. Ejemplo de ellos 
son: 
● Bancos: un caso de particular interés es el de 
los bancos y otros sistemas de atención al 
público [15]. En ellos la generación de 
datastreams es causada por los sistemas de 
gestión de atención implementados. Estos 
sistemas en general utilizan modelos 
relacionales de bases de datos y, si bien 
permiten la elaboración de analíticas, puede 
resultar inapropiada su implementación 
debido a que el desempeño del sistema de 
atención, especialmente en un contexto de 
Software as a Service (SaaS) [16], puede 
colapsar ante las continuas consultas para 
realizar el monitoreo. Por tal motivo, la 
generación y el procesamiento de los eventos 
en forma de datastreams como una 
componente paralela al sistema de atención 
puede ser la tecnología de base para permitir 
un monitoreo eficiente, sin deterioro del 
desempeño del sistema en general.  
● Enrutamiento de vehículos: es otro caso de 
interés, conocido por su siglas VRP (Vehicle 
Routing Problem) [17] con suministro de 
información y reencaminamiento en tiempo 
real, orientado a la búsqueda de un 
paradigma de movilidad inteligente [18]. 
Dentro de este problema se pueden estudiar 
de forma particular o en conjunto la logística 
urbana, el transporte de personas y los 
conductores individuales. En este caso los 
datastreams son generados de forma 
distribuida por cada agente involucrado y 
pueden ser procesados de forma centralizada 
o distribuida dependiendo del esquema 
elegido y los recursos disponibles. 
Considerando estos problemas, esta línea 
propone la composición de modelos de analítica 
prescriptiva, para superar los inconvenientes 
descritos anteriormente. Estos modelos serán 
parte esencial de un proceso de mejora continua 
basado en la recomendación de acciones 
operativas y tácticas destinadas a mantener los 
indicadores de rendimiento del sistema dentro de 
valores deseados, en un contexto con grandes 
flujos de eventos y Computación de Alto 
Desempeño (HPC). 
Para la construcción de estos modelos 
prescriptivos, cuya principal función es la 
determinación de las acciones a llevar a cabo, se 
debe hacer uso de modelos predictivos para 
explorar los futuros cercanos y modelos 
descriptivos para calcular la aptitud de dichos 
estados. Para ello se propone el uso de agentes 
basados en aprendizaje por refuerzo, técnicas 
provenientes de la Inteligencia Computacional: 
redes neuronales como modelos, teoría de 
conjuntos difusos como lenguaje de 
especificación, y métodos numéricos y 
metaheurísticos para el entrenamiento de tales 
modelos [19] [20] [21]. 
Además, ante la necesidad de dar rápida 
respuesta a los procesos de negocios dinámicos, 
y dadas las características propias de cada una de 
las técnicas de inteligencia computacional antes 
mencionadas, es mandatorio pensar en la 
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aplicación de modelos/paradigmas de 
computación de alto desempeño [22] [23] [24], 
principalmente en el entrenamiento de los 
modelos. Este proceso debe ser lo 
suficientemente rápido como para procesar los 
datastreams que el sistema genera de manera 
continua y brindar resultados en tiempo real.  
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
El primer caso de aplicación que se 
encuentra en desarrollo es el de enrutamiento de 
vehículos, con suministro de información y re-
encaminamiento en tiempo real. Este caso es un 
caso de logística urbana. Se espera construir un 
modelo prescriptivo dirigido por los datos, 
basado en la recomendación automática y 
proactiva de acciones operativas y tácticas 
destinadas a mantener los indicadores de 
rendimiento del sistema dentro de los valores 
deseados, considerando un contexto de  gran 
volúmen de eventos. 
Para el procesamiento, los primeros 
desarrollos tienden a construir algoritmos 
aplicando HPC capaz de reducir los tiempos 
derivados de entrenar y ejecutar el modelo. 
Aunque uno de los objetivos es lograr una 
solución paralela portable, de costo predecible, 
capaz de explotar las ventajas de modernos 
ambientes HPC a través de herramientas y 
“frameworks de computación” de alto nivel [23] 
[24], los primeros desarrollos se están haciendo 
en GPU Nvidia con CUDA [25], se prevé el uso 
de otras tecnologías como OneAPI[26]. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Los resultados esperados respecto a la 
formación de recursos humanos son el desarrollo 
de 1 tesis de doctorado, 2 de maestría y de varias 
tesinas de grado en las universidades 
intervinientes. 
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En este artículo describimos el proyecto 
denominado Modelos de pronósticos para 
la detección de incendios forestales. Se 
describen los diferentes componentes que 
se encuentran operativos hasta el 
momento, sus objetivos y utilidades en lo 
que atañe a la gestión de incendios 
forestales. 
Este proyecto tiene como objetivo 
principal elaborar un modelo que permita 
pronosticar la ocurrencia de incendios 
forestales en la Provincia de Córdoba, 
especialmente en las sierras de Córdoba y 
la región del Parque Chaqueño de la 
provincia. 
Es parte de un desarrollo que involucra 
desde la recolección de la información 
meteorológica, su procesamiento, 
análisis, hasta su visualización. 
 
Palabras clave: Pronósticos, modelo, 
incendios, forestales. 
CONTEXTO 
El proyecto presentado en este artículo se 
denomina Modelos de pronósticos para la 
detección de incendios forestales, siendo 
un proyecto homologado por rectorado de 
UTN y cuyo código de Proyecto es: 
SIUTNCO0005351. 
Se  encuentra consolidado dentro de la 
línea de investigación que se dedica a la 
resolución de problemas físicos, reales y 
sociales, a través del uso de herramientas 
computacionales basadas en aprendizaje 
automático.   
En el mismo, se abordan temáticas de 
construcción de modelos de pronósticos y 
aplicación de diversas técnicas de 
inteligencia artificial. Físicamente, su 
desarrollo tiene lugar en el Laboratorio de 
Investigación de Software LIS1 del 
Departamento de Ingeniería en Sistemas 
de Información de la Universidad 
Tecnológica Nacional Facultad Regional 
Córdoba. 
Formalmente, el proyecto se encuentra 
dentro del grupo UTN denominado 
GA2LA: Grupo de Aprendizaje 
Automático, Lenguajes y Autómatas y del 
LIS1. 
El grupo GA2LA [1] articula diversos 
proyectos de investigación que se 
encuentran en tres líneas de investigación 
diferentes, esto es, la relacionada a teoría 
de autómatas y lenguajes, otra relacionada 
a aprendizaje por computadora, y una 
última relacionada a la trazabilidad y 
                                                                 
1
 www.investigacion.frc.utn.edu.ar/mslabs/ 
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calidad en los proyectos de desarrollo de 
software. Adicionalmente, se mantiene 
una colaboración estrecha con expertos en 
ciencias sociales del IIGHI-CONICET, 
con los cuales se trabaja en el desarrollo 
conjunto de modelos teóricos-
computacionales que permitan capturar la 
influencia del riesgo de la vivienda 
humana para la salud, basados en una 
perspectiva holística del riesgo.  
Al grupo lo componen docentes-




Los incendios forestales son uno de los 
mayores problemas ambientales que se 
repiten año tras año produciendo graves 
daños en términos de recursos naturales, 
recursos económicos y muchas veces, en 
términos de pérdidas de vidas humanas 
[2] [3]. 
Por ello, un adecuado pronóstico que 
permita determinar la ocurrencia o no de 
incendios forestales en una fecha 
determinada, es un problema que, de ser 
resuelto, ayudaría a minimizar los efectos 
nocivos de los incendios forestales.  
En este contexto, el proyecto de 
investigación aborda la problemática de la 
predicción de incendios forestales 
utilizando técnicas de aprendizaje 
automático por computadora [4] [5]. 
Existen muchas y variadas 
aproximaciones al problema de la 
predicción de fenómenos climatológicos. 
Entre las que destacamos aquellas 
basadas en sensores meteorológicos [6], 
otras basadas en satélites [7] y otras 
basadas en scanners de humo e infrarrojos 
[8]. 
En ese contexto, el problema es 
abordado desde la predicción de 
incendios forestales mediante un modelo 
matemático-computacional que se nutre 
de información de diversas fuentes de 
datos [9]. 
Se trata de una tarea difícil, la cual 
abordamos desde un enfoque basado en 
aprendizaje automático, que nos provea 
de información útil para la planeación 
estratégica de recursos destinados a 
combatir los incendios forestales. Como 
resultado esperamos obtener un sistema 
que indique las áreas en las que ocurrirá 
un incendio y la cantidad de hectáreas que 
se verán afectadas. Se trata de un trabajo 
en progreso [10] [11] [12], y sus avances 
pueden observarse en la sección 
Resultados. 
  




El proyecto involucra las áreas 
conocimientos de inteligencia artificial, 
en particular aquellos relacionados con 
aprendizaje automático por computadoras 
de tipo supervisado. A su vez, involucra 
la construcción de modelos de 
pronósticos. Se trata de un problema 
complejo y no lineal, el cual se ve 
afectado en gran medida por la mano del 
hombre, puesto que la mayor parte de los 
incendios son intencionales.  
  
El proyecto actual se trata de la 
continuación de un proyecto previo, 
también homologado en UTN 
denominado “Construcción de un modelo 
de pronósticos para predicción de 
incendios forestales en la provincia de 
Córdoba”. Se ha continuado trabajando 
sobre los resultados de ese proyecto, lo 
cuales se pueden ver reflejados en los 
diferentes subsistemas descriptos en la 
siguiente sección. 
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El desarrollo del proyecto se 
mencionan como parte de los resultados 
alcanzados hasta el momento, y la 
innovación del proyecto radica en la 
articulación de diferentes fuentes de 
información para poder construir un 
modelo que mejor capture la ocurrencia 
de los incendios forestales. 
3. RESULTADOS 
OBTENIDOS / ESPERADOS 
 
Desde un enfoque sistémico, el proyecto 
se ha dividido en diferentes subsistemas 
que componen lo que hemos denominado 
Sistema de Gestión de información 
Meteorológica y de Predicción de 
Incendios Forestales. 
Este sistema cuenta con varios 
subsistemas que se detallan a 
continuación:  
- Subsistema de Recolección 
Automática: que permiten llevar a cabo 
un registro de información meteorológica, 
tanto manual como automáticamente. 
Incluye el registro diario de toda la 
información de las estaciones 
meteorológicas, así como el historial de 
las mismas. 
- Subsistema de chat de consultas y de 
reporte de incendios: posibilita a usuarios 
realizar un reporte de un avistamiento de 
incendios al personal de bomberos.  
 Los anteriores se complementan con 
dos módulos adicionales que permiten: 
 
- Subsistema de Reportes: se encarga 
de la generación de reportes de incendios 
para el personal decisor. 
 
- Subsistema predicción de incendios 
forestales: se trata del principal módulo 
del sistema, puesto que permite realizar 
una predicción efectiva y se articula con 
los demás módulos para que el resultado 
de las predicciones puedan ser utilizadas 
por los tomadores de decisión. Las 
predicciones son llevadas a cabo bajo el 
paradigma del aprendizaje automático 
supervisado, y el modelo permite predecir 
la ocurrencia y la cantidad de hectáreas 
que probablemente se vean afectadas.  
 
- Subsistema de visualización:  Este 
subsistema provee información visual 
acerca de los datos recolectados por el 
Subsistema de Recolección Automática 
de Información Meteorológica. Su 
visualización se basa en un cálculo de 
índices de riesgo. El índice de riesgo de 
incendio forestal, se clasifica en base a 
una escala de colores que varían desde 
rojo si el riesgo de incendio es extremo, 
anaranjado si es muy alto, amarillo si es 
alto, azul si es moderado y verde si es un 
riesgo de incendio forestal bajo. Estos 
índices son propios de cada estación 
meteorológica y son calculados en base a 
la información meteorológica. 
Este sistema muestra mediante mapas 
electrónicos distintas situaciones: la 
predicción de incendios, los índices de 
riesgo, las mediciones atmosféricas, los 
siniestros, entre posibilidades de 
visualización de información. 
4. FORMACIÓN DE 
RECURSOS HUMANOS 
El equipo de investigación y desarrollo de 
software está formado principalmente por 
docentes investigadores de la Universidad 
Tecnológica Nacional, Facultad Regional 
Córdoba. Además, anualmente se 
incorporan al proyecto (por el lapso de un 
año), becarios alumnos,  y eventualmente 
un becario de posgrado.  
Adicionalmente, participan del 
proyecto alumnos de cuarto o quinto año 
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de la carrera de Ingeniería en Sistemas de 
Información de la misma universidad, en 
el contexto de su desarrollo de prácticas 
supervisadas que es parte de los requisitos 
para la obtención del grado de Ingeniero. 
  
Los becarios alumnos que participan 
del proyecto aprenden diversas tareas 
entre las que destacamos "como trabajar 
en un proyecto de investigación", esto 
permite complementar su formación 
curricular desde el punto de vista 
científico. 
Por otra parte, en el marco del 
proyecto se han desarrollado una tesina 
de especialista y una tesis de maestría en  
Ingeniería en sistemas de información en 
la UTN-FRC. 
En síntesis, el equipo de investigación 
está conformado por:  
 4 docentes investigadores (incluye 
un doctor y 1 doctorando en 
ingeniería con mención en 
sistemas, y 1 maestrando en 
ingeniería en sistemas, todos en 
UTN-FRC). 
 2 alumnos auxiliares. 
 2 alumnos becarios. 
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La optimización de carteras de inversión
representa un desafío para el inversor al
momento  de  seleccionar  la  combinación
correcta  de  acciones  a  efectos  de
maximizar  los  retornos  esperados  y
minimizar  los  riesgos.  Es  así  que  en
contraste  con  el  paradigma   de  la
computación  tradicional,  la  computación
cuántica  no  sólo  acelera  de  manera
sustancial el proceso de las computadoras
tradicionales  si  no  que  optimiza  la
performance  del  método  que  determina
cuáles acciones deben ser incluidas en las
carteras de inversión y cuáles no. En este
trabajo  presentamos  un  estudio  de
comparación  y  referencia  entre  el
resultado  obtenido  por  tres  diferentes
metodologías de optimización de cartera:
a) aproximación clásica, b) aproximación
cuántica,  c)  un  híbrido  entre  la
aproximación  cuántica  incorporando
criterios de Inteligencia Artificial. Para el
primero de los casos utilizamos el modelo
de  Markowitz,  el  cual  es  un  algoritmo
clásico  para  determinar  carteras
eficientes,  para  nuestra  aproximación
cuántica  hemos  trabajado  con  un
algoritmo  de  optimización  cuántico
llamado  Variational  Quantum
Eigensolver  (VQE)  y  por  último  hemos
intentado mejorar este último criterio  de
optimización  con  un  índice  de
sentimiento calculado con procesamiento
de lenguaje natural (NLP) y una métrica
de  forecasting multivariado  basado  en
Machine Learning. 
Palabras  clave: Computación  Cuántica,
Procesamiento  de  Lenguaje  Natural
Cuántico,  Optimización  de  Cartera  de
Inversión,  Finanzas,  Machine  Learning,
AI
CONTEXTO
El presente trabajo es parte del proyecto
“Inteligencia  Artificial  y  Computación
Cuántica en Finanzas”, iniciado en Marzo
2020, el cual  se desarrolla en el Centro
de  Altos  Estudios  en  Tecnología
Informática  (CAETI)  dependiente  de  la
Facultad de Tecnología Informática de la
Universidad  Abierta  Interamericana
(UAI). Se enmarca dentro de la línea de
Algoritmos  y  Software  y  continúa  las
investigaciones  iniciadas  en  el  proyecto
“Modelo  de  Sentiment  Analysis  para  la
clasificación de noticias en tiempo real”.
Es financiado y evaluado por la Secretaría
de  Investigación  de  la  Universidad.
Cuenta con la participación de docentes y
alumnos  de  la  Maestría  en  Tecnología
Informática  y  de  la  Diplomatura  en
Análisis  de  Datos  para  Negocios,
Finanzas e Investigación de Mercados.
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1. INTRODUCCION
El  inversor  racional  siempre  ha
buscado  dos  metas  cuando  toma  la
decisión  de  conformar  una  cartera  de
inversión:  a)  maximizar  los  retornos,  b)
disminuir  el  riesgo.  Para ello,  diferentes
metodologías han sido empleadas,  desde
un  enfoque  clásico  como el  Modelo  de
Markowitz  [12],    uno  de  mayor
reconocimiento  por  la  industria
financiera,  por  un  lado,  y  un  enfoque
moderno,  por  el  otro  lado,  que  nos
presenta  algoritmos  de  Machine
Learning,  tanto  modelos  supervisados
como  no-supervisados  que  permiten  la
selección de instrumentos financieros y su
rebalanceo  periódico  de  la  cartera,
incluso,  híbridos  con  Aprendizaje  por
Refuerzo   (Reinforcement  Learning)  los
que han sido presentados con éxito [1]. 
En relación a lo mencionado y  trabajos
anteriores  han  realizado  numerosos
experimentos  y  benchmarking  en  un
esfuerzo por evaluar y  e identificar  las
ventajas en aplicaciones en el mundo real
[6],  [8].  De  la  misma  manera,  se  ha
observado que la Computación Cuántica
(QC) cuenta con el potencial de resolver
problemas  de  índole  financiera  como
detección de fraude, pricing de derivados
[6],  [8],  [14], [16], [18] riesgo crediticio
[5],  [19],  entre  otros.  En  particular,   el
caso  que  nos  ocupa,   la  Computación
Cuántica  como  mecanismo  de
optimización de carteras de inversión ha
introducido  un  nuevo  paradigma  [10],
[11], [13], [15], [17]. Además,  se espera
que  la  fusión  entre  la  Computación
Cuántica y la Inteligencia Artificial sea la
próxima revolución que cambie el rumbo
de la industria, no solo la financiera, sino
cualquiera  relacionada  con  grandes
volúmenes de procesamiento, velocidad y
seguridad en los datos.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO 
El  presente  estudio  se  enmarca  en  la
investigación de aplicación de técnicas y
algoritmos de minería de datos y pretende
dar  un  enfoque  y  soporte  académico  a
toda  la  comunidad  sea  que  esté
relacionada  a  la  industria  financiera  o
dentro  del  marco  académico.  En  este
estudio,  damos  continuidad  a   las
estrategias  desarrolladas  para  codificar
algoritmos  de  Machine  Learning en
computadoras  cuánticas  para  la
administración de carteras de inversión y




Una  aproximación  híbrida  entre  la
Computación  Cuántica  e  Inteligencia
Artificial  podría  conseguir  mejores
resultados  para  un  modelo  de
optimización  de  cartera  de  inversión  en
comparación con los resultados obtenidos
con  una  aproximación  que  solo  utiliza
Computación Cuántica.
Objetivo General: 
Realizar  un  benchmark  entre  los
resultados  obtenidos  por  un  modelo
clásico,  uno  basado  en  Computación
Cuántica,  y  otro  híbrido  entre
Computación  Cuántica  e  Inteligencia
Artificial.
 Objetivos Específicos:     
a.  Crear  una  metodología  que  permita
generar  un  modelo  híbrido  entre  los
resultados  obtenidos por los modelos  de
Machine Learning de forecasting, nuestro
indicador de Sentimiento y los resultados
provistos por el algoritmo cuántico QVE.
b.  Testear nuestros desarrollos contra una
de las computadoras cuánticas físicas de 5
qubits (no simuladores) que provee IBM.
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Metodología de Trabajo
En nuestra investigación hemos creado un
panel que permite:
a.  Seleccionar  cinco instrumentos  finan-
cieros y
b.  Correr:  (i)  En  primera  instancia:  un
modelo tradicional de Markowitz; (ii) en
segunda instancia  un  algoritmo  cuántico
(VQE) desarrollado por la comunidad de
Qiskit [21] y  (iii) en tercera instancia un
algoritmo desarrollado por nuestro equipo
de investigadores que conjuga el algorit-
mo VQE del punto anterior, pero le agre-
ga una capa de lógica y confirmación de
la compra/venta de instrumentos con re-
glas de nuestro desarrollo de la fase ante-
rior de índice de sentimiento más un índi-
ce de  forecasting realizado con Modelos
de Machine Learning.
Nuestra  estrategia  se  basa  en  un
criterio  de  asignar  un  instrumento
financiero  que  tiene  el  potencial  de
conformar  la  cartera  de  inversión  a  un
qubits  de  una  computadora  cuántica,
cuando el estado de ese qubits se acerca a
0  una  regla  lógica  nos  indica  que  ese
instrumento  no  ingresa  a  la  cartera  de
inversión o lo hace en un porcentaje muy
bajo, por el contrario, cuando el estado de
un qubits se acerca a 1, ese instrumento
ingresa a  la cartera  de inversión con un
porcentaje alto. En este punto nos parece
importante  aclarar  que  la  cantidad  de
cinco  instrumentos  a  optimizar  en  este
trabajo  no  es  arbitraria,  sino  que  se
justifica  teniendo  en  cuenta  que  la
compañía  IBM,  con  su  servicio  IBM-Q
Experience  brinda  una  serie  de
computadoras  cuánticas  físicas  de  5
qubits de manera libre y gratuita, lo cual
presenta  un  excelente  entorno  de
desarrollo y testing. 
Recordemos también que en trabajos
anteriores  hemos  presentado  diferentes
algoritmos  de  NLP  [3],  [20],  que
permitían procesar noticias financieras en
tiempo real con nuestro lexicón FSAL [2]
asignándoles un índice de sentimiento que
a su vez se reforzaba con un indicador de
predicción  (forecasting)  realizado  con
redes  neuronales  LSTM.  En  el  presente
trabajo,  ambos  indicadores  brindan  una
capa  de  ajuste  para  determinar  con  que
peso un instrumento ingresa a la cartera o
no lo hace.
Resultados  Obtenidos /Esperados
A. Resultados Obtenidos
Realizando  un  backtesting de  los  tres
criterios  de  comparación  descriptos
previamente  hemos  obtenido  los
siguientes  resultados  en  nuestra  primera
fase:
 Las carteras de inversión con los
retornos más altos, a menor riesgo
fueron obtenidos en un 92% por la
APROXIMACIÓN CLÁSICA.
 El 8% de las veces,  nuestro DE-
SARROLLO  HÍBRIDO  entre  la
aproximación Cuántica con AI ha
superado a  la  APROXIMACIÓN
CLÁSICA. 
 El 89% de las veces, nuestro desa-
rrollo híbrido ha sido mejor que el
netamente CUÁNTICO sin AI. 
B. Resultados Esperados
Como  se  ha  mencionado,  solo  hemos
podido experimentar con la generación de
carteras con hasta cinco (5) instrumentos
financieros.  Al momento de escribir este
trabajo,  IBM  ha  liberado  computadoras
cuánticas con hasta 16 qubits y se espera
que pronto haga lo propio con 65 qubits,
lo  que  nos  permitirá  ampliar  nuestro
universo de manera considerable. Cuando
esto  suceda,  y  cuando  los  algoritmos
cuánticos,  los  cuales  se  encuentran  en
parmente  desarrollo  y  actualización,
esperamos que estos resultados obtenidos
de manera provisoria se reviertan hasta el
punto  de  que  la  aproximación  híbrida
Cuántica  con  Machine  Learning se
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acerque e incluso mejore la performance
de la aproximación Clásica. 
4. FORMACIÓN DE RECURSOS
HUMANOS
El  proyecto  consta  de  un  equipo
multidisciplinario  conformado  por
docentes de la Diplomatura en Análisis de
Datos  para  Negocios,  Finanzas  e
Investigación de Mercado, y la Maestría
en  Tecnología  Informática  así  como
expertos  del  área  de  Lingüística  y
Finanzas. Por su parte, señalamos que el
proyecto contará con la  participación de
alumnos  avanzados  de  la  Maestría  en
Tecnología Informática, quienes llevan a
cabo  su  pasantía  de  investigación  al
tiempo que identifican temas en los que
puedan  desarrollar  su  tesis.  Además  se
cuenta con la colaboración de alumnos de
la mencionada Diplomatura.
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La valoración de la calidad vocal mediante el 
análisis audio-perceptual es parte de la rutina 
clínica de evaluación de pacientes con 
trastornos de la voz. La debilidad de este 
método reside en la subjetividad y en la 
necesidad de que sea realizada por oyentes 
experimentados. Este proyecto tiene como 
objetivo la realización de una clasificación 
automática de la calidad vocal, valuada en la 
escala GRBAS, mediante la aplicación de 
técnicas de aprendizaje profundo sobre voces 
grabadas. Particularmente, en este trabajo se 
muestran los resultados del diseño de una red 
neuronal multiescala para la clasificación de 
la calidad vocal. 
Palabras clave: red neuronal multiescala, 
calidad vocal, aprendizaje profundo 
CONTEXTO 
Este trabajo de investigación se desarrolla en 
el marco del proyecto “Deep learning para 
clasificación de señales vocales” (UTN5274) 
de la Universidad Tecnológica Nacional, 
Facultad Regional Córdoba y cuenta con la 
colaboración del Departamento de 
Investigación Científica, Extensión y 
Capacitación "Raquel Maurette", Escuela de 
Fonoaudiología, Facultad de Ciencias 
Médicas, Universidad Nacional de Córdoba. 
 
1. INTRODUCCIÓN 
Se intenta reconocer, de forma automática, 
características del análisis acústico de la voz 
que permitan clasificar muestras de audio. El 
estudio se enfoca en la medición de la calidad 
vocal según la escala GRBAS. La 
clasificación se realiza aplicando modelos de 
aprendizaje profundo (deep learning), un 
subgrupo de técnicas del campo de 
aprendizaje automático (machine learning).   
GRBAS: La escala GRBAS es un método de 
valoración perceptivo‐auditivo de la voz. 
Surge de la necesidad de estandarizar la 
valoración subjetiva y de interrelacionar los 
aspectos auditivos y fisiológicos de la 
producción vocal. Está basada en estudios del 
año 1966 de la Japan Society of Logopedics 
and Phoniatrics [1] y posteriormente 
divulgada y descripta por Minoru Hirano en el 
año 1981 [2]. Consiste en la valoración de la 
fuente glótica a través de 5 parámetros que 
forman el acrónimo GRBAS: 
G: (Grade) Grado general de disfonía.  
R: (Roughness) Rugosidad, irregularidad de la 
onda glótica.  
B: (Breathiness) Soplosidad, sensación de 
escape de aire en la voz.  
A: (Asteny) Astenia, pérdida de potencia.  
S: (Strain) Tensión, sensación de 
hiperfunción vocal.  
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Puede valorarse de dos maneras: a través de 4 
grados, desde el 0 al 3 o mediante un valor en 
un rango continuo de 0 a 100. En ambas el 0 
es ausencia de disfonía y el 3 o 100 implican 
disfonía severa. La escala fue mundialmente 
adoptada y validada en numerosos países [3-
6]. Actualmente se utiliza en la investigación 
y de manera rutinaria en los consultorios de 
los profesionales que hacen clínica vocal. 
Sirve como metodología simple y al alcance 
de la mano para valorar la evolución pre‐post 
tratamiento. La debilidad de este método 
reside en la subjetividad de la valoración de la 
voz y en la necesidad de que sea realizada por 
oyentes experimentados en la escucha y la 
disociación de los parámetros [7,8].  
Estado del arte: La aplicación de técnicas de 
aprendizaje profundo es el estado del arte en 
el análisis automático de audio, con la 
detección de los fonemas pronunciados y la 
identificación de la persona que habla como 
objetivos principales [9-15], pero también 
utilizadas en detección de emociones, edad y 
género entre otros. Durante la ejecución de 
este proyecto se aplican técnicas de 
aprendizaje a la clasificación de la calidad de 
la voz. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
La línea de investigación que se presenta en 
este trabajo se enfoca en el desarrollo de un 
clasificador neuronal multiescala para la 
clasificación de la calidad vocal.  
La teoría del espacio escalar propone que el 
ojo humano es capaz de reconocer patrones en 
distintos niveles de suavizado de la imagen 
original y que los patrones reconocidos en 
diferentes niveles mejoran la clasificación 
general. Esta idea aplica con frecuencia en el 
reconocimiento de imágenes. Existen trabajos 
de reconocimiento de patrones en audio que 
utilizan la misma técnica [16-19]. En estos se 
muestra que representando el audio en 
distintas escalas se puede mejorar la 
capacidad de clasificación. 
El suavizado se logra convolucionando la 
señal con una ventana gaussiana. El efecto 
obtenido es la pérdida de detalles. Cuanto más 
grande sea la ventana, mayor será el efecto. 
La incorporación de la clasificación 
multiescala en el proyecto se lleva a cabo 
mediante la adaptación de un modelo de red 
neuronal profunda (M0) desarrollado en 
etapas anteriores.  
El modelo M0 realiza la clasificación de la 
calidad vocal partiendo desde el audio crudo 
(raw audio). El audio se divide en segmentos 
y se multiplica cada segmento por una 
ventana de pesos adaptables mediante una 
capa STHadamard [20]. Para cada segmento 
de windowed audio se calcula el power 
cepstrum con otras capas de la red neuronal, 
tal como se explica en [21]. Las salidas 
anteriores son las entradas de la última parte 
de la red, donde se realiza la extracción de 
características con capas de convolución y la 
clasificación con dos capas de neuronas 
densamente conectadas. 
Los distintos niveles de suavizado se 
introducen entre la representación cepstral del 
audio y la extracción de características 
(Figura 1). En el modelo presentado en este 
trabajo se utilizan cuatro niveles o escalas. El 
suavizado se logra con una capa de 
convolución de tamaño 𝑛 y desplazamiento 1, 
donde los pesos de cada kernel de 
convolución forman una campana gaussiana y 
no se modifican durante el entrenamiento. La 
salida de las cuatro capas de convolución se 
concatenan formando un vector de tres 
dimensiones. 
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Figura 1. Modelo M0 modificado con escalado 
múltiple de cuatro niveles. 
Experimento: 
Se utilizaron audios de la Voice Disorders 
Database (VDD) [22], grabados por la 
Universidad Politécnica de Madrid en 
colaboración con el Hospital Universitario 
Príncipe de Asturias. Estas grabaciones se 
realizaron sobre personas sanas y personas 
con patologías vocales pronunciando una 
vocal /a/ sostenida durante aproximadamente 
dos segundos. Para el experimento se 
extrajeron segmentos de 1 segundo y se 
aplicaron las técnicas de data augmentation 
explicadas en [23]. 
Se realizó una clasificación binaria del grado 
general de disfonía (G). Debido a la 
distribución de los valores de G, se crearon 
las categorías 0 para G = 0 y 1 para G = 1, 2 y 
3. 
Los tamaños de los kernels de convolución 
para suavizado fueron 𝑛 = 3, 11, 21 𝑦 31. En 
la Figura 2 se muestra la salida de las capas 
de suavizado. 
 
Figura 2. Salidas de las capas de suavizado para 
𝑛 = 3, 11, 21, 31 de izquierda a derecha. 
3. RESULTADOS OBTENIDOS 
A continuación se exponen los resultados de 
50 entrenamientos del modelo propuesto y 50 
entrenamientos del modelo M0. Los pesos se 
inicializaron con valores aleatorios entre 
−10−6 y 10−6 uniformemente distribuidos. 
Se utlizó el método de optimización Adam 
[24] con los parámetros provistos por los 
autores y las actualizaciones de los pesos se 
realizaron en batchs de tamaño 5244 (la 
totalidad de datos de entrenamiento). 
Los cálculos se realizaron sobre una GPU 
NVIDIA Titan Xp, donada a través del GPU 
Grant Program de NVIDIA. 
El accuracy medio de validación alcanzado 
para el modelo M0 fue 0.7698, mientras que 
para el modelo M0 con suavizado multiescala 
se obtuvo 0.8069, lo que significa una mejora 
media del 4.8%. 
Estos resultados indican que el modelo 
propuesto es capaz de mejorar la clasificación 
de la calidad vocal y que se puede integrar en 
una red neuronal profunda. 
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4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo del proyecto está formado por un 
docente/investigador de la UTN FRC, dos 
docentes/investigadores de la UNC y cuatro 
alumnos de la carrera de grado de la UTN 
FRC. 
Además de formación de los alumnos 
participantes, el conocimiento generado por el 
proyecto se incorporará a las cátedras de los 
docentes de la UTN y UNC.  
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RESUMEN
El  presente  trabajo  trata  respecto  a  la
utilización  de  redes  neuronales  para  el
reconocimiento  de  formas  y  patrones  de
imágenes digitales de partículas de arena, con
destino  al  uso  en  procesos  de  fracturación
hidráulica en explotación de hidrocarburos de
manera no convencional (Fracking). 
Si bien, la mayor parte de las redes neuronales
permiten  el  reconocimiento  de  patrones  y
clasificación de objetos, hay un tipo particular
de redes que en la actualidad han permitido un
salto  importante  en  el  procesamiento  de
información  e  imágenes,  y  son  las  redes
neuronales convolucionales. Estas permiten la
extracción  de  características  directamente
desde las  propias imágenes  sin la  necesidad
de un trabajo de pre-procesado.
Es  decir,  para  este  caso,  se  usan  como
entradas  a  la  red  neuronal  las  imágenes
digitales de partículas o granos arena, y no un
conjunto  de  características  extraídas  de
manera previa por parte  del  diseñador  de la
red neuronal. En cuanto a la clasificación de
las  partículas  de  arena,  en  este  trabajo  se
refiere en poder determinar a través de la red
neuronal  convolucional  características  de
Redondez y Esfericidad específicamente. 
 También  se  presenta  una  alternativa  para
generar  el  conjunto  de  datos  para  el
entrenamiento y validación de la red neuronal,
mediante  la  elaboración  de  un  algoritmo  de
procesamiento  de  imágenes  que  permite  la
generación artificial (gráfica) de partículas de
arena, dado que no siempre se puede disponer
de un banco de imágenes adecuado.
Palabras  clave: Redes  neuronales
convolucionales,  Conjunto  de  datos,
Fracturación hidráulica, Partículas de arena. 
CONTEXTO
La temática  desarrollada  representa parte  de
los  avances  y  resultados  del  proyecto  de
Investigación  y  Creación  (PIC –  CICITCA)
“Clasificación  de  partículas  de  arena  de
fracturación  mediante  redes  neuronales
convolucionales”.  En  ejecución  durante  el
periodo 2020 – 2021.
Dicho proyecto se inscribe dentro de la línea
de investigación que lleva adelante un grupo
de  trabajo  en  la  temática  de  Inteligencia
Artificial  y  Visión  Artificial  orientado  al
control automático de procesos mineros, que
se viene desarrollando hace varios años en el
Instituto  de  Investigaciones  Mineras  de  la
Facultad de Ingeniería de la UNSJ.
A su vez, el mencionado proyecto representa
la continuidad del proyecto “Visión artificial
aplicada a la determinación de propiedades
geométricas  de arenas de fracturación para
el análisis  de calidad”,  desarrollado durante
2018 y 2019. 
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1. INTRODUCCIÓN
En la industria  de extracción de petróleo de
manera no convencional, y con la finalidad de
garantizar  la  capacidad  de  las  arenas  con
destino a los procesos de Fracking para actuar
como apuntalantes o propantes, se reconocen
como  base  las  normas  de  referencia  del
American Petroleum Institute (API) [1]. Esta
norma  recomienda  una  serie  de  ensayos  a
realizar sobre las arenas con el fin de conocer
la  calidad  del  material  a  utilizarse  en  la
fracturación  hidráulica.  Entre  los  ensayos  a
realizarse  se  encuentran  los  de  redondez  y
esfericidad de las partículas de arena.
Tales  ensayos  padecen  de  una  fuerte
dependencia del criterio del observador, dado
que el  procedimiento  se realiza  mediante  la
utilización  de  un  microscopio  y  las
mediciones  de  esfericidad  y  redondez  se
realizan  por  comparación  respecto  a  tablas
que contienen una serie  de formas provistas
por la norma (cartillas de Krumbein y Sloss –
figura  1).  Esto  deriva  en  resultados
sustancialmente  disímiles  que  invalidan  el
procedimiento,  aunque  es  el  que  se  sigue
usando por norma. 
El  uso  de  técnicas  de  Visión  Artificial  se
presenta como la alternativa tecnológica que
puede permitir  obtener medidas objetivas no
dependientes del criterio de un operador [1].
Cada  partícula  de  arena  puede  presentar
diversas  variaciones  unas  a  otras,  pudiendo
ser  algunas  más  redondeadas,  o  con  más
puntas, más o menos achatadas, más o menos
alargadas, de diferentes tamaños, etc.
Dado que esta situación que se presenta, es un
problema  relacionado  con  la  forma  de  las
partículas,  se  sabe  que  existen  herramientas
de  la  inteligencia  artificial  orientadas  a
resolver  problemas  de  reconocimiento  de
formas, patrones y su clasificación; éstas son
las redes neuronales artificiales [2].
Se sabe que las redes neuronales  artificiales
son  modelos  de  procesamiento  de
información, inspirados por la forma en que el
cerebro procesa información. Aunque son una
simplificación  de  las  redes  neuronales
biológicas,  las  redes  neuronales  artificiales
son  aptas  para  resolver  problemas  que  la
gente puede resolver, pero las computadoras
no  pueden,  o  los  algoritmos  resultan  muy
complicados [3].
El  conocimiento  es  adquirido  por  la  red  a
través  de  un  proceso  que  se  denomina
aprendizaje  [4];  dicho  conocimiento  se
almacena  mediante  la  modificación  de  la
fuerza  o  peso  sináptico  de  las  distintas
uniones entre elementos de procesamiento [5].
Todo  conocimiento  de  una  red  neuronal  se
encuentra distribuido en los pesos sinápticos
de  las  neuronas.  Una  red  neuronal  artificial
aprende a través de un proceso de ajuste de
sus  pesos  sinápticos.  El  aprendizaje  es  el
proceso por el cual una red neuronal modifica
sus  pesos  sinápticos  en  respuesta  a  una
entrada, para proporcionar la salida adecuada
[3].
Se  habla  de  conjunto  de  datos,  al  utilizado
para llevar a cabo la tarea de aprendizaje de la
red neuronal, como así también para realizar
las pruebas o validación. Existe cierta relación
entre  la  cantidad  de  datos  para  el
entrenamiento y la capacidad que adquiere la
red  para  generalizar.  Por  lo  general  se
subdivide  el  conjunto  original  en  un
subconjunto de datos para el entrenamiento y
otro subconjunto para las pruebas.
Al utilizar redes neuronales, si necesitáramos
operar  con  imágenes,  y  realizar  una
clasificación  teniendo  en  cuenta  alguna
característica, primero habría que extraer tales
características  del  conjunto  de  imágenes  y
armar un conjunto nuevo conteniendo dichas
características,  y  estas  serian  las  entradas  a
utilizar  por  la  red.  Esto  implica  tener  que
realizar  un  trabajo  previo  de  extracción  de
características  y  así  poder  contar  con  este
conjunto  nuevo  de  datos  (características  de
interés),  siendo  utilizadas  luego  como
subconjuntos de entrenamiento y de prueba.
Existen  otro  tipo  de  redes  neuronales,  que
permiten  operar  directamente  sobre  un
conjunto de imágenes, sin necesidad de tener
que  realizar  ningún  pre-procesado,  para  la
extracción  de  la  o  las  características  de
interés,  estas  son  las  redes  neuronales
convolucionales [6].
Las  redes  neuronales  convolucionales  son
especialmente útiles para localizar patrones en
imágenes  con  el  objetivo  de  reconocer
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objetos, formas, etc. Aprenden directamente a
partir  de  los  datos  de  imágenes,  utilizando
patrones  para  clasificar  las  imágenes  y
eliminar  la  necesidad  de  una  extracción
manual de características [7].
Al igual que otras redes neuronales, una red
neuronal  convolucional  se  compone  de  una
capa de entrada, una capa de salida y muchas
capas ocultas intermedias. A su vez, las capas
intermedias  ocultas  se  componen  de  capas
Convolucionaes  y  de  Pooling  de  forma
alternada, Finalizando con una serie de capas
de neuronas “completamente conectadas”. 
En  cuanto  el  proceso  de  extracción  de
petróleo mediante fracturación hidráulica, tal
como se dijo en párrafos anteriores, la norma
que  se  aplica  para  la  determinación  de  los
parámetros  de  calidad  de  las  partículas  de
arena, utiliza las cartillas de Krumbein y Sloss
para  clasificarlas  en  cuanto  a  redondez  y
esfericidad,  como se  expone en la  figura  1.
Dicha  tabla  posee  solamente  20  elementos
gráficos  de  acuerdo  a  distintos  valores  de
redondez  y  esfericidad.  Tales  elementos
imágenes  de  partículas  de  arena  de  la  tabla
resultan  extremadamente  insuficientes  si  se
quisieran  utilizar  para  llevar  a  cabo  el
entrenamiento de la red neuronal. Además, la
bibliografía  consultada  hace  referencia  que
para  el  caso  de  las  redes  neuronales
convolucionales  se  requieren  un  mayor
número  de  elementos  (imágenes)  de
entrenamiento  que  para  otro  tipo  de  Red
Neuronal.
Figura 1. Cartilla de esfericidad y redondez de
Krumbein y Sloss
Por lo antes enunciado, se requiere contar con
un conjunto o banco de imágenes capturadas
por microscopio electrónico,  y a su vez que
las  mismas  se  encuentren  clasificadas  en
cuanto a medidas de Redondez y Esfericidad.
Se requeriría aproximadamente entre 1000 y
10.000 elementos de acuerdo a la bibliografía
consultada [6].
Dado que en la práctica esto resulta difícil de
concretar, se propone una alternativa para el
armado  del  conjunto  de  imágenes  de
partículas  de  arena,  mediante  el  software
matemático Matlab [7], generando partículas
de  arena  que  no  son  imágenes  tomadas
mediante  un  microscopio  (granos  de  arena
reales),  sino que las  mismas  son elaboradas
mediante  funciones  matemáticas  (elementos
geométricos  básicos  tales  como  elipses  y
círculos),  pudiéndose  así  hacer  referencia
como un conjunto de elementos de partículas
“artificiales” de arena. 
Tales  imágenes  generadas,  tienen  la
particularidad que como están compuestas por
formas básicas de elipses y círculos, entonces
se  puede  aplicar  con  cierta  facilidad  la
ecuación desarrollada por Wadell (1932) para
el cálculo de la redondez, tal como se expone
en  la  Ecuación  1.  A  la  vez  resulta  de
importancia  aclarar  que  la  cartilla  de
Krumbein  y  Sloss  (1963) se  basa  en  la
aplicación de la ecuación de Wadell. 
(Ecuación 1.)
      
 Donde: 
N: Cantidad de círculos inscriptos.
ri: Radios de los círculos.
r max-in: Radio del máximo circulo inscripto
Por  lo  tanto,  a  cada  partícula  generada
gráficamente como una partícula artificial se
le calcula la redondez mediante la ecuación 1,
utilizando  Wadell,  y la  correspondiente  para
el  cálculo  de  esfericidad,  por  lo  que  en
definitiva  se  estaría  aplicando  la  referida
norma  API  para  la  determinación  de  estas
características,  utilizando  técnicas  de
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inteligencia  artificial  (procesamiento  de
imágenes, etc.)
2. LINEAS DE INVESTIGACIÓN Y
DESARROLLO
En el Laboratorio de Control Automático del
Instituto de Investigaciones Mineras (Facultad
de Ingeniería de la Universidad Nacional de
San Juan) se realiza investigación y desarrollo
respecto a la  automatización de procesos de
molienda  de  minerales  aproximadamente
desde el año 2000. Desde hace algunos años
se  viene  desarrollando  el  Área  de
Procesamiento de Imágenes.
Actualmente  se  está  trabajando  en  la
caracterización de arenas especiales (calidad,
forma,  color,  tamaños,  clasificación  del  tipo
de material,  etc.)  mediante el  procesamiento
de  imágenes  para  ser  utilizadas  en  la
extracción de petróleo mediante el método de
Fraking.
En  búsqueda  de  dar  solución  al  tema  de
clasificación de partículas, se ha incorporado
el trabajo con redes neuronales.
Otra  de  las  líneas  de  investigación  y
desarrollo del grupo de trabajo, está orientado
al  de  optimización.  Concretamente,  se  está
trabajando  en  la  optimización  multiobjetivo,
del  tipo  predictivo,  para  la  explotación  de
minas.
3. RESULTADOS OBTENIDOS Y
ESPERADOS
Durante  el  año  2020  se  ha  trabajado  en  la
elaboración  del  algoritmo  y  técnicas  que
permiten generar cada imagen de partícula de
arena (artificial),  para conformar el conjunto
de  entrenamiento  y  prueba  de  la  Red
Neuronal Convolucional. Así también, se está
trabajando en el diseño de la red neuronal y su
implementación. 
Tal como se observa de la figura 2, la entrada
de  la  red  neuronal  se  alimenta  con  las
imágenes de las partículas de arena en forma
directa  (partículas  graficas  generadas
artificialmente para este caso particular). Esto
trae como ventaja de que no deben extraerse
manualmente ni tampoco mediante algoritmos
características  de  las  imágenes  para  ser
ingresadas  a  la  red  neuronal  convolucional.
Posteriormente  pasa  a  una  capa  de
convolución  y  pooling,  y  así  sucesivamente
hasta extraer las características requeridas de
cada imagen.  Por  último,  se pasa a  una red
neuronal  completamente  conectada,
ajustándose  sus  pesos  sinápticos,  durante  la
etapa de aprendizaje.
Figura 2. Diagrama de  Red Neuronal Convolucional
para clasificar partículas de arena
Resulta  importante  que una vez entrenada y
validada la red neuronal convolucional, en la
salida se obtienen los valores de redondez y
esfericidad  de  cada  imagen  que  se  esta
analizando por parte de la red. Para el caso de
ejemplo  de  la  figura  1,  para  la  partícula
ingresada, si se recurre a la tabla 1 (cartilla de
Krumbein y Sloss) se aprecia que una imagen
de  partícula  de  arena  de  aspecto  similar
efectivamente tiene un valor de redondez de
0,5, al igual que su esfericidad.
La figura 3 expone el algoritmo que elabora
cada imagen artificial de partícula de arena. 
Sobre una imagen con fondo de color negro
se grafica una serie de elipses y círculos, se
determina la cantidad de elementos a emplear,
relacionado a la cantidad de picos o esquinas
de la  partícula  a  generar.  En la  medida  que
más círculos o picos se le agreguen a la elipse
graficada  previamente,  menos  redondeada
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la  figura  4-A.  Luego  se  aplica  un  filtro  de
bordes,  de  Canny específicamente  [8],  para
poder  trabajar  solamente  con  el  contorno
resultante, figura 4-B.
Figura 3. Algoritmo para graficar partículas artificiales
de arena.
En la figura 4-C y 4-D se aplican operaciones
morfológicas,  esto se  hace  con el  objeto  de
lograr un suavizado de la partícula obtenida,
ya que hasta esa instancia es muy notoria la
presencia de los círculos sobre la elipse. 
Luego se realiza el cálculo de la transformada
de distancia de la partícula obtenía lográndose
el resultado de la figura 3-E.
Finalmente se calcula la redondez mediante la
Ecuación 1 de Wadell, utilizando los radios de
los  círculos  inscriptos  en las  esquinas  de  la
partícula  artificial,  y tomando el  valor  de la
transformada de distancia  como el valor  del
radio  del  máximo  circulo  inscripto  en  la
partícula. Se calcula también la esfericidad.
Como  resultado  preliminar,  los  cálculos
obtenidos  mediante  la  aplicación  de  la
fórmula  de  Wadell,  utilizando  el  algoritmo
elaborado (figura 3), es coincidente con el que
se obtiene de aplicar las cartillas de Krumbein
y  Sloss  (figura  1)  para  la  obtención  de  los
valores de redondez y esfericidad (de acuerdo
a las normas API, universalmente utilizada y
explicado en el apartado 1).
A- Partícula artificial de
elipses y círculos.








F- Radios de círculos
para calcular Wadell.
Figura 4. Resultados de aplicar el algoritmo para
graficar partículas artificiales de arena.
Por lo  antes  expuesto,  se ha desarrollado el
algoritmo  que  permite  generar  partículas  de
arena, posibilitando la obtención de conjuntos
de imágenes para el entrenamiento y testeo de
la red neuronal convolucional. Así también se
ha  trabajado  en  el  diseño  de  la  red  que  se
aplica  para  la  clasificación  de  partículas  de
arenas con destino al Fracking.
Resta optimizar dicho diseño y llevar a cabo
las  pruebas  necesarias  para  medir  su
desempeño,  seguida  de  los  correspondientes
ajustes.
Comienzo
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4. FORMACIÓN DE RECURSOS
HUMANOS
El  grupo  de  investigación  está  conformado
por  Ingenieros  Electrónicos,
Electromecánicos, en Minas, Metalurgistas y
Geólogos,  con  formación  diversa  en
posgrado, tal como Doctorado en sistemas de
control,  Maestría  en  informática,
Especialización  en  gestión  y  vinculación
tecnológica, etc. 
Actualmente,  una  de  las  integrantes  del
equipo de trabajo, se encuentra desarrollando
su  Tesis  de  Doctorado  en  Ingeniería  en
procesamiento  de  minerales,  siendo  su
director  de  Tesis  también  otro  de  los
integrantes del grupo de investigación.
Además,  como  inicio  en  la  carrera  de
investigador, otra integrante comenzó en este
grupo  hace  unos  años  participando  de  un
proyecto  PROJOVI  (Proyecto  de  Jóvenes
Investigadores),  para  luego  continuar  su
participación en proyectos PIC (Proyecto de
Investigación y Creación) en el periodo 2018
– 2019 y 2020-2021.
También,  un alumno avanzado de la  carrera
de  grado  de  Ingeniería  en  Electrónica,  ha
comenzado a participar  del proyecto PIC en
ejecución,  periodo  2020 –  2021,  llevando  a
cabo su tesina de fin de carrera.  
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RESUMEN
Mientras que Europa publica su primera guía
ética para el uso responsable de Inteligencia
Artificial (IA), en la región hay necesidad de
contar  con  una  guía  de  pautas  deseables  y
prácticas  preferidas  por  las  organizaciones
que  propicien  la  definición  de  buenas
prácticas.
Por lo tanto, es necesario elaborar directrices
éticas  que  se  basen  en  el  marco  regulador
existente  y  aporten  a  los  desarrolladores,
proveedores  y  usuarios  de  IA  orientaciones
marco.
Se comparte en este documento un Proyecto
de investigación de reciente presentación que
pone  su  foco  en  las  prácticas  que  llevan  a
cabo  las  organizaciones  de  la  región  que
aplican  técnicas  de  IA  en  sus  desarrollos  o
procedimientos,  de  modo  de  aportar
conocimiento  para  minimizar  sus  riesgos
éticos.
Palabras clave: Inteligencia Artificial,  ética,
Buenas prácticas
CONTEXTO
La investigación que se reporta está radicada
en  el  Departamento  de  Sistemas  de  la
Universidad  CAECE,  República  Argentina,
presentada  para  el  período  2021-2022  con
fecha de inicio 1º de abril de 2021. 
Se  trata  de  un  Proyecto  inter  sedes  ya  que
participarán  investigadores  radicados  en  la
Sede Central  y en la Subsede Mar del Plata
que  tendrá  impacto  en  carreras  de  grado  y
posgrado  del  Departamento.  En  particular,
investigadores  del  proyecto  esperan  poder
volcar  el  conocimiento  adquirido  en  las
asignaturas  Aspectos  Profesionales  para
Ingeniería e Inteligencia de Negocios.
1. INTRODUCCIÓN
Si bien el concepto de Inteligencia artificial,
acuñado  en  1956  por  John  McCarthy  en  la
que se considera primer conferencia dedicada
al tema (Dartmouth College, Hanover, Nuevo
Hampshire,  Estados  Unidos)  no  es  nuevo  y
hace  más  de  30  años  que  la  industria
informática apuesta a la inclusión de técnicas
propias de esta disciplina a sus desarrollos, en
la última década empiezan la organizaciones
en general a obtener provecho de sus ventajas
y beneficios por lo que comienzan a impactar
en la sociedad y a tomar cuerpo los dilemas
éticos.
Para dar respuesta  a ese contexto los países
alrededor del mundo comienzan, en el último
quinquenio,  a  definir  sus  estrategias
nacionales o planes de desarrollo. Tal el caso
de  EEUU,  que  lo  hizo  en  2016,  Canadá  y
China en 2017, Japón y Francia en 2018 [1]
mientras que el gobierno de España presentó
en  2020  el  Consejo  Asesor  de  Inteligencia
Artificial,  un  órgano  consultivo  destinado  a
asesorar  y  a  realizar  recomendaciones
independientes  sobre las medidas adoptables
para garantizar un uso seguro y ético de la IA.
[2]
Para  la  Comisión  Europea,  la  IA  son
“Sistemas  de  software  (y  posiblemente
también de hardware) diseñados por humanos
que, dado un objetivo complejo, actúan en la
dimensión  física  o  digital  percibiendo  su
entorno a  través  de la  adquisición  de datos,
interpretando  los  datos  estructurados  o  no
estructurados  recolectados,  argumentando
sobre  el  conocimiento  o  procesando  la
información,  derivada  de  estos  datos  y
decidiendo las mejores acciones para lograr el
objetivo  dado.  Los  sistemas  de  IA  pueden
usar reglas simbólicas o aprender un modelo
numérico,  y  también  pueden  adaptar  su
comportamiento analizando cómo el entorno
es afectado por sus acciones previas”. [3]
Esta  definición  ha  sido  sugerida
recientemente  por  el  Grupo  de  expertos  de
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alto  nivel  independiente  sobre  inteligencia
artificial  (AI  HLEG)  con  el  fin  de  aclarar
aspectos de la IA como disciplina científica y
como  tecnología  con  el  objetivo  de  evitar
malentendidos,  para  lograr  un  conocimiento
común compartido de la IA que pudiera ser
utilizado de manera fructífera también por los
no expertos  en  el  tema  y  para  proporcionar
detalles  útiles  que  se  puedan  utilizar  en  la
discusión  sobre  sus  pautas  de  ética  y
recomendaciones de políticas. [3]
Un  informe  del  Centro  Común  de
Investigación (JRC) al  servicio  de ciencia  y
conocimiento de la Comisión Europea del año
2020  da  cuenta  de  la  ausencia  de  una
definición de IA formal  acordada en común
pero  toma  la  definición  anterior  como
referencia y la compara con una colección de
definiciones  desarrolladas  desde  1955  hasta
2019  que  incluye  más  de  50  versiones,  al
tiempo  que  aporta  una  visión  general
completa sobre el dominio de la IA y propone
una  taxonomía  y  palabras  clave
representativas. [4]
Los  aportes  valiosos  de  este  trabajo  son:  la
colección de definiciones desarrolladas entre
1955 y  2019;  el  resumen de  las  principales
características  del  concepto  de  inteligencia
artificial  tal  como se  refleja  en  la  literatura
relevante;  y  el  desarrollo  de  un  proceso
replicable  que  pueda  proporcionar  una
definición dinámica y taxonomía de la IA.
Además  de  la  Unión  Europea,  otras
organizaciones internacionales como el BID,
el Foro Económico Mundial (FEM), el IEEE,
la  OCDE,  la  Organización  de  las  Naciones
Unidas  para  la  Educación,  la  Ciencia  y  la
Cultura (UNESCO) o el Instituto de Ética en
la  IA  de  la  Universidad  de  Oxford,  están
trabajando en la formulación de lineamientos,
guías  y  herramientas  para  que  los  países
promuevan  el  desarrollo  de  sistemas
autónomos  centrados  en  los  derechos
humanos.  Sin  embargo,  América  Latina  se
encuentra  aún  en  una  etapa  temprana  en  el
desarrollo de guías, protocolos, evaluaciones,
marcos regulatorios y procesos de vigilancia
social en temas de ética de IA. [5]. 
Un  Informe  de  fAIr  LAC,  red  de
profesionales  y  expertos  académicos,
gubernamentales,  de  la  sociedad  civil,  la
industria  y  el  sector  emprendedor  cuyo
objetivo es promover la aplicación ética de la
IA en América Latina y el Caribe, señala en
sus  conclusiones  que  los  países  estudiados
(Argentina,  Brasil,  Chile,  Colombia,  Costa
Rica,  Ecuador,  México,  Paraguay,  Perú  e
Uruguay)  presentan  esfuerzos  incipientes  en
cuanto  a  conversaciones  y  debates  sobre
privacidad,  rendición  de  cuentas,  seguridad,
transparencia  y  explicabilidad,  justicia  y
discriminación,  responsabilidad  profesional,
promoción  de  valores  humanos  e  impacto
ambiental.[5]
La inteligencia artificial  es un campo de las
ciencias  de  la  computación  que  investiga  y
desarrolla sistemas capaces de realizar tareas
inteligentes,  es decir,  aquellas que se suelen
atribuir a la inteligencia cognitiva de los seres
humanos,  tales  como  aprender,  resolver
problemas  y  tomar  decisiones.  En  la
actualidad, a través del machine learning y el
deep  learning,  se  busca,  además,  que  los
sistemas  realicen  dichas  tareas  de  forma
autónoma [2]. 
El hombre de hoy está tomando, en el entorno
de la nueva economía, un papel cada vez más
activo, buscando nuevos desarrollos, basados
en investigación,  que muchas veces integran
IA con la finalidad de lograr mayor eficacia y
autonomía  en  los  procesos,  así  como  el
mejoramiento  de  la  calidad  de  vida  de  la
sociedad. En ese contexto, es preciso analizar
y  estudiar  el  marco  normativo  para  un
desarrollo  adecuado,  que esté  fundado en la
ética  y  valores  humanos,  lo  que  tal  vez
implica poner algunos límites al avance de la
IA.
De  hecho,  los  avances  en  Inteligencia
Artificial plantean un enorme desafío ya que
esta  disciplina  toca  muchos  aspectos  de  la
ciencia, la tecnología y, especialmente, por lo
dicho, de la sociedad, por lo que su estudio
requiere  un  enfoque  interdisciplinario  y  su
aplicación  una  visión  ética  en  todas  sus
perspectivas  donde  el  ser  humano  ocupe  el
lugar central.
El uso responsable de la IA va más allá de no
ejercer prácticas ilegales mediante su uso; se
trata  de  usar  la  IA  de  una  manera  que  no
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vulnere  a  minorías,  que  evite  violaciones  a
derechos  humanos  y  que  no  lleve  al
incremento  de  la  brecha  de  desigualdad
existente,  ya  sea  de  manera  intencional  o
accidental.  Dentro  de  las  consecuencias  que
trae consigo el  uso de la IA existen riesgos
intrínsecos,  directamente  relacionados  con
datos,  y  extrínsecos,  vinculados  con  la
adopción de la IA en la sociedad. [6]
Un reporte  desarrollado  por  la  organización
mexicana  C  Minds  y  comisionado  por  el
Centro de Estudios en Tecnología y Sociedad
(CETyS) de la Universidad argentina de San
Andrés identifica 4 tipos de riesgo intrínsecos
(que dependen exclusivamente  de los  datos)
en las etapas de planeación,  programación e
implementación para un uso responsable de la
IA:  justicia  e  inclusividad;  fiabilidad  y
seguridad del sistema; privacidad y seguridad
de  los  datos  del  usuario  y  transparencia  y
rendición de cuentas. En relación a los riesgos
extrínsecos,  hace  referencia  a  la
automatización como causante de cambios en
los puestos de trabajos. [6]
El  informe  “Artificial  Intelligence  Index
Report 2019”, del Human-Centered Artificial
Intelligence  Institute  de  la  Universidad  de
Stanford [7] señala que el 58% de las grandes
empresas  encuestadas  informaron  haber
adoptado Inteligencia Artificial en, al menos,
una  función  o  unidad  de  negocio  en  2019,
frente  al  47%  en  2018.  El  informe  aborda
también  la  percepción  de  la  sociedad  y  las
preocupaciones  existentes  con  respecto  al
avance  de  la  inteligencia  artificial  y  señala
que los países están empezando a introducir la
regulación de la inteligencia artificial en sus
agendas pero no se menciona la aprobación de
leyes  o  regulaciones  concretas.  Además,  en
cuanto a las preocupaciones sobre principios
éticos en inteligencia artificial,  indica que se
destacan la equidad, la interpretabilidad y la
explicabilidad.
El  informe  reporta  que  se  revisaron  3.600
artículos de prensa a nivel mundial y que se
encontró  que  las  preocupaciones  pivotan  en
torno a los marcos legislativos, la privacidad
de los datos, el uso de reconocimiento facial,
el  sesgo de los algoritmos y el  papel de las
grandes tecnológicas.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
Es  posible  que  la  falta  de  regulación  de  la
Inteligencia Artificial provoque demoras en la
investigación  y  desarrollo.  Es  fundamental
determinar  parámetros  de  actuación  y  fijar
límites,  condiciones  y  responsabilidades
dejando en claro si las máquinas inteligentes
pueden  considerarse  jurídicamente
responsables por sus acciones ya sea de forma
parcial o total. 
Se  ha  definido,  en  consecuencia,  como
Problema  a  investigar  cómo  se  están
adoptando tecnologías y técnicas propias de la
Inteligencia  Artificial  en  las  organizaciones
de la Región, los resguardos que se toman y el
marco  jurídico  con  el  que  cuentan  para
hacerlo. 
Si bien existen normas jurídicas que tipifican
los  delitos  informáticos,  protegen  datos  o
algoritmos  y  múltiples  regulaciones  locales,
es necesario conocer la normativa que regula
el  desarrollo  y  utilización  de  actividades
propias de la IA así como también las normas
técnicas  que  configuran  estándares  para  el
mercado.
Las  normas  ISO sobre  inteligencia  artificial
[8], [9], [10] la define de forma un poco vaga,
con  la  finalidad  de  no  limitarse,  como:  “la
capacidad  de  una  unidad  funcional  para
realizar  funciones  que  generalmente  están
asociadas con la inteligencia humana, como el
razonamiento y el aprendizaje.” En el ámbito
de  la  Unión  Europea,  se  propone  el
cumplimiento de estos objetivos a través de la
aplicación  de  normas  internacionales,  de  la
creación  de  un  código  de  Conducta,  de  la
revisión  de  las  reglas  de  responsabilidad
vigentes y de la evaluación del impacto social
que la IA pueda llegar  a  tener.  Se propone,
como  una  de  las  primeras  actividades  del
Proyecto,  relevar  las  normativas  vigentes  en
la región, que se vinculen con cualquier etapa
de la producción y uso de aplicaciones.
Dentro de las ciencias de la computación, la
IA,  como  se  apuntó  en  la  Introducción,
constituye  una  categoría  cuya  finalidad  es
diseñar  sistemas  inteligentes  y  autónomos,
basados  en  el  conocimiento  humano.  El
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concepto de IA se aplica a los sistemas que
manifiestan  un  comportamiento  inteligente,
capaces  de analizar  su  entorno y pasar  a  la
acción con cierto grado de autonomía, con el
fin  de  alcanzar  objetivos  específicos.  En  la
región  se  realizan  desarrollos  y  se  utilizan
aplicaciones  con  tales  características.  Se
propone  como  otro  de  los  objetivos  del
proyecto  y  primeras  actividades,  conocer  el
panorama de desarrollo y aplicación de IA en
las organizaciones de la región, identificando
quienes llevan a cabo el  desarrollo,  con qué
fines y contraparte,  quienes son los usuarios
externos o internos, etc..
La incorporación de Inteligencia  Artificial  a
los procesos organizacionales impulsa a dotar
de  valores  y  principios  a  la  aplicación
tecnológica y a comprender las implicaciones
morales  y  éticas  que  conllevan.  En  este
sentido, se plantea, también, que es necesario,
además,  relevar  las  preocupaciones  de  las
organizaciones  sobre  principios  éticos
aplicables a la Inteligencia Artificial.
La Enciclopedia de IA de Shapiro [11] señala
que  la  IA  se  ocupa  del  descubrimiento  de
modelos  computacionales  que  se  comportan
de  la  misma  manera  que  lo  hacen  los
humanos  y,  por  lo  tanto,  de  las
representaciones  y  los  procesos  que  se
definen  utilizando  las  herramientas
computacionales  disponibles.  Los  riesgos  e
impactos que pueden derivar de la utilización
de  sistemas  provistos  de  IA  llevan  a
preguntarse  por  la  responsabilidad  civil
contractual  y  extracontractual  que  debe
considerarse dentro de diversos ámbitos y, en
ese sentido, se estableció otro objetivo con el
fin de conocer los resguardos que toman las
empresas para evitar que la IA sea utilizada
con fines ilícitos o contra la ética en todas las
etapas  de  los  procesos  vinculados  a  su
utilización y de tipificar tales riesgos. 
En particular, los riesgos que aparecen ante la
falta de explicabilidad o transparencia ya que
la  IA  trae  consigo  riesgos  que  pueden
derivarse de defectos, errores o sesgos en la
programación  que  atenten  contra  la
privacidad,  intimidad,  dignidad,  salud  o
patrimonio  de  las  personas  y  la
responsabilidad  eventualmente  podría  estar
distribuida  entre  distintos  actores  haciendo
más  complejo  el  problema.  En  este  aspecto
surge otro objetivo tendiente a averiguar si las
organizaciones que producen las aplicaciones
y programan los algoritmos, toman, también,
recaudos, ya sean las mismas u otras distintas
a las que las aplican.
Se  llevará  a  cabo  una  investigación  cuali-
cualitativa,  con  una  etapa  exploratoria  que
tomará  por  unidad  de  análisis,  primero,  el
corpus jurídico vinculado a la IA y luego las
organizaciones  que desarrollan  o aplican  IA
en  la  región  en  función  de  los  objetivos
planteados  y  previamente  descriptos  en  este
trabajo.
Entre las actividades propuestas en el marco
del  proyecto  está  previsto  el  diseño  de
cuestionarios para la recolección de datos en
organizaciones  ya  mencionadas,  a  ser
aplicados entre usuarios dentro y fuera de las
organizaciones  (desarrolladores,  usuarios,
clientes, proveedores, etc.)
3. RESULTADOS ESPERADOS
En  conformidad  con  lo  planteado  en  los
objetivos específicos del proyecto se espera:
a) Identificar  normas,  protocolos,  guías,  etc
que  se  estén  aplicando  en  la  región  en
relación a las prácticas vinculadas con el
desarrollo y aplicación de IA
b) Identificar el contexto
a. quiénes desarrollan IA, 
b. qué técnicas aplican
c. con qué fines, 
d. con qué contrapartes, 
e. usuarios  internos  y  externos
alcanzados, etc., 
c) recoger  valores  y  principios  de
responsabilidad corporativa, 
d) reconocer  normas  de  conducta  que  se
aplican  en  torno  al  diseño,  desarrollo  y
aplicación de las tecnologías IA 
e) e identificar dilemas éticos y prejuicios.
La  información  que  se  releve  y  el
conocimiento  que  se  genere  podrá  ser  un
insumo  para  el  desarrollo  de  una  guía  de
pautas deseables y prácticas preferidas por las
organizaciones que permitan la definición de
buenas prácticas orientadoras
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Se espera que los logros alcanzados por este
Proyecto,  además  de  generar  conocimiento
empresarial  útil  para  las  organizaciones  que
se  estudien  y  el  mercado  informático,
impacten positivamente en la carrera de grado
Ingeniería  en Sistemas y demás carreras del
Departamento, en especial en las asignaturas
Inteligencia  de  Negocios  y  Aspectos
profesionales para Ingeniería.
4. FORMACIÓN DE RECURSOS
HUMANOS
El  grupo  de  investigación  Etica-IA  está
integrado por profesores del Departamento de
Sistemas,  docentes  de  la  asignatura
Inteligencia  de  Negocios  y  de  Aspectos
Profesionales para Ingeniería de la carrera de
grado Ingeniería en Sistemas, asignaturas que
toman como insumo académico lo producido
en el marco de los Proyectos de Investigación
que desarrollan. 
Las  investigaciones  en  curso  del
Departamento  de  Sistemas  son  propuestas
cada año a los estudiantes como espacios de
desarrollo  de  sus  trabajos  finales.  Con  este
Proyecto  en  particular,  se  espera,  además,
aportar organizaciones dónde los estudiantes
avanzados  puedan  realizar  sus  prácticas
profesionales.
Las tareas propuestas en el  proyecto para el
primer trimestre incluyen la incentivación de
estudiantes  a  integrar  el  Proyecto  de
investigación  en  carácter  de  investigador
inicial. 
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En este artículo se presenta el proyecto 
de investigación denominado Desarrollo de 
Sistemas de Análisis de Texto. 
Este proyecto se centra en el estudio, 
análisis y procesamiento de información 
textual y en el desarrollo de herramientas 
software que permitan agilizar y facilitar su 
exploración e inferencia de información.  
Se presenta desde un enfoque de 
sistemas y subsistemas, las partes 
principales proyecto y las herramientas que 
se están desarrollando para abordar el 
procesamiento de textos. 
Las líneas de investigación en la que se 
encuadra el proyecto es dentro de las áreas 
de lingüística computacional y de 
aprendizaje automático, para atacar 
problemas con orígenes de texto con y sin 
estructura definida. 
 
Palabras clave: análisis de texto, extracción de 
información, corpus,  machine learning. 
Contexto 
En este artículo se describe el proyecto 
denominado Análisis de Texto (ADT), un 
proyecto homologado por la SCyT de la 
UTN [1], y que se enmarca dentro del área 
de lingüística computacional [2]. El 
proyecto físicamente se desarrolla en el 
Laboratorio de Investigación de Software  
LIS1 del Dpto. de Ingeniería en Sistemas de 
Información de la Universidad Tecnológica 
Nacional Facultad Regional Córdoba 
(UTN-FRC). 
En el laboratorio convive el desarrollo 
de proyectos de muy variada envergadura, 
                                                 
1 www.investigacion.frc.utn.edu.ar/mslabs/ 
entre los temas abordados resaltamos el 
estudio y diseño de compiladores y 
metalenguajes de programación, proyectos 
relacionados con análisis de imágenes, 
autómatas y modelos de pronósticos, y un 
proyecto de educación en tecnologías de 
información [3]. 
El LIS está compuesto por doctores, 
doctorandos, ingenieros, docentes-
investigadores, pasantes,  becarios alumnos 
y de posgrado. También se trabaja con 
expertos en ciencias sociales de CONICET, 
con los cuales se colabora para desarrollar 
modelos computacionales que permitan 
abordar la problemática de la salud humana 
siguiendo una perspectiva holística y en 
base a la interacción con su entorno [4]. 
Los proyectos desarrollados en el LIS se 
enmarcan en varias líneas de investigación 
y desarrollo (que se mencionan en la 
siguiente sección) y que dieron origen o 
colaboraron en la creación de varios grupos 




El proyecto denominado Desarrollo de 
sistemas de análisis de texto (ADT) aborda 
el problema de análisis y procesamientos de 
textos los cuales pueden provenir de 
orígenes muy variados y disímiles [5]. 
En ese contexto, una de las tareas que se 
desarrollan es la orientada a la construcción 
de corpus lingüísticos, cuya necesidad varía 
de acuerdo al problema que se intenta 
abordar. 
Para llevar a cabo esta tarea se ha 
desarrollado un subsistema que facilite la 
clasificación manual y que sirva para 
disminuir la tasa de errores de anotación de 
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los etiquetadores humanos, el cual hemos 
denominado Subsistema de Asistente de 
Creación de Corpus (ACC). 
Nos concentramos en una serie de 
problemas de procesamientos de textos que 
detallamos a continuación:  
- el problema de la normalización de 
diversas fuentes de información en un 
repositorio común, al cual lo hemos 
aproximado mediante el desarrollo de un 
subsistema denominado Subsistema de 
Mapeo de Datos 
- el problema de evaluación y selección 
de métricas en base a la elección objetiva de 
un criterio, a través del Subsistema de 
Banco de Prueba de Algoritmos de 
Semejanza. 
- el problema de detección de similitud 
en textos se ha abordado mediante el 
desarrollo del Subsistema de Análisis de 
Similitud 
- y el problema de visualización de 
diferencias en el texto, se ha atacado a 
través del desarrollo de un Subsistema de 
Visualización de Diferencias en 
Documentos. 
 
Los resultados proporcionados por estos 
subsistemas se pueden utilizar en el 
contexto de varias tareas de análisis de 
texto, ya que pueden ser útiles para 
problemas de extracción de información y 
minería de datos en textos no estructurados 
[6,7]. Otros problemas, como búsquedas de 
implicaciones en textos [8], implicaciones 
textuales [9, 10], extracción de información 
[11,12] o minería de datos [13, 14] también 
pueden hacer uso de estos subsistemas.  
2. Líneas de Investigación, 
Desarrollo e Innovación 
La línea de investigación en la que se 
enmarca este proyecto es computación 
lingüística desde el abordaje del aprendizaje 
por computadoras. 
Esta línea abarca un campo científico 
interdisciplinar cuyo principal objetivo es el 
de desarrollar sistemas con la capacidad de 
reconocer y comprender el lenguaje natural 
humano a través de modelos 
computacionales. Más aún, esto da origen a 
otras sublíneas de investigación en 
lingüística, como la denominada 
Lingüística de Corpus [15], que es aquella 
que aborda los problemas del lenguajes a 
partir de ejemplos reales de producciones 
lingüísticas (orales o escritas) que se 
almacenan en un computador y a partir de 
las cuales es posible inferir conocimientos. 
A su vez, hay otras líneas de 
investigación, que se desarrollan en el 
mismo laboratorio (LIS), como lo son: la 
línea de investigación en teoría de 
autómatas y gramáticas formales, la línea 
de investigación de construcción de 
modelos de pronósticos, y otra de modelado 
de problemas de ciencias sociales utilizando 
técnicas de inteligencia artificial.  
Con estas líneas de investigación, y en 
particular con los proyectos que los 
componen, se forma una interesante 
sinergia que permite fortalecer a cada línea 
y proyecto de investigación en base a la 
fructífera interacción y colaboración entre 
los investigadores que la integran. 
Estas líneas de investigación se han 
plasmado concretamente en la creación de 
un grupo UTN de investigación.  
3. Resultados 
En el proyecto se han desarrollado varios 
sistemas de análisis y procesamiento de 
texto, entre los más importantes 
mencionaremos a un sistema Software de 
Asistente de Creación de Corpus (ACC), un 
Sistema de Mapeo de Datos (PMD), un 
Sistema de detección de similitudes en 
archivos de código fuente (SDS), un 
subsistema de Banco de Pruebas de 
Algoritmos de Semejanza (BPAS), y un 
subsistema de Visualización de Diferencias 
en Documentos (VDD). Estos sistemas se 
describen con más detalle a continuación.  
 
El ACC permite realizar la clasificación 
de un conjunto de fenómenos de origen 
léxico, sintáctico, semánticos y 
morfológicos, mediante la selección de 
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subcadenas entre las que se sostiene un 
determinado fenómeno lingüístico. Esto es 
especialmente útil en tareas como la 
implicación de textos o en la detección de 
paráfrasis. Una funcionalidad destacable del 
ACC es permitir trabajar con subcadenas de 
texto, y anotar el fenómeno lingüístico que 
entre ellos se sostiene. 
 
Este subsistema continúa en ampliación 
de sus funcionalidades, y se está trabajando 
con un módulo que genere reportes 
estadísticos que permitan calcular 
automáticamente la consistencia del 
material de entrenamiento, midiendo el 
acuerdo inter-anotador.  
El subsistema de Mapeo de Datos 
(PMD) permite procesar información 
originada en múltiples fuentes de datos 
estructurados, tales como archivos de 
textos, tablas de bases de datos diferentes, y 
armar con ellos un repositorio de 
información centralizada, sobre la cual 
puedan aplicarse posteriormente técnicas de 
recuperación de información. La 
característica positiva es que concentra la 
información de manera centralizada, pero 
existe un aspecto negativo, ya que la 
información debe mantenerse actualizada 
periódicamente a los efectos de reflejar los 
últimos cambios de la información en 
origen. En este sentido, es similar a lo que 
ocurre con bases de datos 
multidimensionales y con cubos OLAP. 
 
El subsistema de Banco de Pruebas de 
Algoritmos de Semejanza (BPAS), permite 
trabajar con archivos de configuraciones en 
los cuales se encuentran un conjunto de 
criterios y un peso relativo de importancia. 
Luego, en base a estos valores se emplea el 
método de Jerarquía Analítica (AHP), el 
cual permite encontrar la opción óptima en 
base a los criterios previamente 
establecidos en los archivos de 
configuraciones.  El método AHP [16] es 
utilizado cuando se deben tomar decisiones 
en escenarios complejos [17] y provee una 
manera de encontrar la solución óptima al 
problema de seleccionar una opción entre 
un conjunto de opciones posibles.  
Esta herramienta dota de un criterio más 
preciso y riguroso para justificar la elección 
objetiva de una alternativa ante un conjunto 
de opciones. 
 
El subsistema de Análisis de Similitud 
(SAS) realiza el procesamiento de archivos 
de códigos fuentes en varios lenguajes de 
programación e informa un valor porcentual 
con el grado de similitud de los mismos. 
Esta herramienta permite la comparación de 
un archivo contra un conjunto de archivos a 
los efectos de poder encontrar los k-
archivos más similares. Es útil en la 
detección de patrones en códigos fuentes 
(que pueden estar escritos en varios 
lenguajes de programación), en la 
reutilización de código, entre otras 
potenciales aplicaciones. 
Por último, el subsistema de 
Visualización de Diferencias en 
Documentos (VDD) cuenta con una interfaz 
gráfica que permite contrastar visualmente 
la diferencia entre dos archivos de texto. 
Para ello, se usan diferentes colores a los 
efectos de resaltar la información nueva, 
faltante o modificada, en relación a los 
documentos origen-destino. 
Los subsistemas mencionados 
anteriormente se encuentran en etapa de 
desarrollo, ampliación e integración en un 
pipeline de trabajo común. 
4. Formación de Recursos 
Humanos 
El equipo de investigación y desarrollo 
de software, está formado por docentes 
investigadores de la Universidad 
Tecnológica Nacional, Facultad Regional 
Córdoba, que a continuación se detallan: 
 Un doctor en ciencias de la 
computación, quién guía a becarios de 
grado y de posgrado, dirige prácticas 
profesionales supervisadas y pasantías.  
 Un doctorando en ingeniería con 
mención en sistemas de información de 
la Universidad Tecnológica Nacional, 
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Facultad Regional Córdoba que trabaja 
en temáticas similares a las de este 
proyecto. Colabora también en la 
dirección de becarios de grado y 
posgrado realizadas en el proyecto. 
 Un grupo de dos o tres becarios 
alumnos participan cada año realizando 
actividades de investigación en el 
proyecto, complementando así su 
formación curricular. 
 Eventualmente se desarrollan prácticas 
supervisadas que constituyen uno de los 
requisitos  para  la  obtención del  grado  
de  Ingeniero, y son realizadas en tareas 
específicas en el proyecto, acotadas en 
tiempo y con alcances claramente 
definidos. 
 El proyecto además posee 
investigadores en formación y en 
proceso de categorización. 
 Finalmente, se han realizado charlas de 
difusión y jornadas de capacitación a 
alumnos y a docentes de ingeniería en 
sistemas de información en las líneas 
temáticas enumeradas anteriormente.  
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Resumen
Hoy  en  día,  las  tecnologías  biométricas
representan un componente integral en sistemas
de  gestión  de  la  identidad  y  de  control  de
acceso;  sin embargo,  los sistemas biométricos
son  vulnerables  a  ataques  que  pueden
comprometer  su  seguridad  y  privacidad.  Para
aumentar su seguridad, las técnicas de detección
de  intrusión  son  considerablemente  útiles.  En
este  trabajo  se  busca  realizar  la  detección  de
ataques  dirigidos  al  canal  de  comunicación
utilizando  argumentación  rebatible  con  el
propósito  de  proporcionar  una  estructura  que
favorezca una toma de decisiones de seguridad
más  informada.  Se  considera  que  el  enfoque
formal  que  brinda  la  argumentación
complementará sustancialmente los sistemas de
seguridad existentes en sistemas biométricos. 
Palabras  clave:  Argumentación  Rebatible,
Sistemas Biométricos, Seguridad, Detección de
intrusión 
Contexto
Este trabajo se da en el marco del Proyecto PID
“Modelos de Machine Learning para la mejora
de  la  precisión,  seguridad  y  eficiencia  en  la
gestión  de  datos  biométricos”,  que  da
continuidad  a  los  Proyectos  PID07/G035
“Identificación de personas mediante Sistemas
Biométricos.  Estudio  de  factibilidad  y  su
implementación  en  organismos  estatales”  y
PID07/G044 “Gestión de datos biométricos en
base de datos objeto - relacionales” [1, 2, 3].
Además, este trabajo se realiza en el marco
del desarrollo de una tesis  para la Maestría en
Sistemas de la  Información de la  Universidad
Nacional de Entre Ríos.
Introducción
En la actualidad, el acceso automático de las
personas  a  los  servicios  es  prácticamente  una
cuestión  esencial.  Esto  ha  dado  lugar  al
desarrollo  de  diferentes  métodos  de
autenticación.  Un  área  tecnológica  de
relevancia  en  este  sentido  es  conocida  como
reconocimiento  biométrico  o  simplemente
biometría [4]. El objetivo básico de la biometría
es discriminar automáticamente entre sujetos -
de  forma  fiable  y  según  alguna  aplicación-
basándose en una o varias imágenes o señales
derivadas  de  rasgos  físicos  o  de
comportamiento,  como  la  huella  dactilar,  el
rostro, el iris, la voz, la geometría de la mano o
la firma escrita, entre otros.
Aunque  el  proceso  biométrico  presenta
varias ventajas en la gestión de la identidad y en
el control de acceso, es vulnerable a ataques que
pueden disminuir  su seguridad y comprometer
la  privacidad  de  los  datos.  Los  sistemas  de
autenticación biométrica pueden recibir ataques
XXIII Workshop de Investigadores en Ciencias de la Computación 165
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
externos o sufrir una intrusión en la información
privada  del  usuario  [5],  causando  problemas
graves  y  persistentes,  ya  que  los  datos
biométricos  son  irreemplazables.  En  la
literatura han sido descriptos puntos de ataques
potenciales o puntos vulnerables en los sistemas
biométricos  [6-8].  El  mayor  número  de  esos
puntos  de  vulnerabilidad  involucran  el  tráfico
de datos a través del canal de comunicación del
sistema biométrico.
En el contexto de la seguridad en redes, los
sistemas de detección de intrusos (IDS, por sus
siglas  en  inglés)  son  una  herramienta  de
creciente preponderancia. Según los datos de la
auditoría,  la  detección  de  intrusión  puede
clasificarse  como basada  en  host o  basada en
red. Un IDS basado en red analiza el tráfico del
canal  de  comunicación,  mientras  que  uno
basado en host utiliza en su análisis de registros
del sistema operativo o de las aplicaciones. Por
otro  lado,  según  la  técnica  de  detección
empleada,  un IDS puede ser clasificado como
sistema de detección de anomalías o sistema de
detección de mal uso. En relación a los procesos
biométricos, la detección de intrusión puede ser
utilizada como una capa de defensa contra los
ataques  que  surgen  en  el  canal  de
comunicación.  Si  se  detecta  la  intrusión,  se
puede  iniciar  una  advertencia  para  prevenir  o
minimizar los daños que pueda sufrir el sistema.
En  diferentes  escenarios  se  han  estudiado  y
aplicado con efectividad sistemas de detección
de  intrusión  [9].  Sin  embargo,  la  naturaleza
dinámica  del  dominio  donde  se  producen  los
ataques  en  ocasiones  conduce  a  situaciones
donde  la  información  que  se  maneja  es
incompleta  o  potencialmente  contradictoria.
Este contexto constituye un escenario ideal para
los  sistemas  argumentativos  [10,  11].  El
mecanismo  de  inferencia  sobre  el  cual  están
basados,  permite  decidir  entre  conclusiones
contradictorias  y  adaptarse  fácilmente  a
entornos cambiantes. 
En  inteligencia  artificial,  el  área  de
argumentación computacional se especializa en
modelar el proceso de razonamiento humano de
manera tal de establecer qué conclusiones son
aceptables en un contexto de desacuerdo. En el
marco  de  este  trabajo,  este  proceso  de
razonamiento  permite  filtrar  selectivamente
información  para  detectar  amenazas  a  la
seguridad de los sistemas biométricos,  sugerir
acciones  y  acelerar  la  respuesta  ante
acontecimientos  complejos  como  la  presencia
de una posible intrusión. Este trabajo se centra
en  una  arquitectura  que  extiende  las
capacidades  de  razonamiento  de  los  sistemas
biométricos  incorporando  argumentación  al
proceso  de  detección  de  intrusión.  En  la
solución propuesta se utiliza el concepto formal
de servidor de razonamiento en DeLP (DeLP-
server) [12, 13], cuyo mecanismo de inferencia
se  base  en  el  sistema  argumentativo  llamado
Programación en Lógica Rebatible (DeLP, por
sus siglas en inglés) [11]. Una consulta para un
DeLP-server es un par (Co, L) donde L es una
consulta  DeLP  y  Co  es  el  contexto  para  la
consulta.  El  contexto  puede  ser  cualquier
programa DeLP. Un sistema basado en reglas
como DeLP constituye una herramienta para el
soporte  a la toma de decisiones que brinda la
posibilidad de explicar a los analistas humanos
por  qué  se  recomienda  una  acción  y  no  otra.
Además, este tipo de sistemas resulta adecuado
para funcionar con un esquema “human-in-the-
loop”,  donde  los  analistas  humanos  brindan
retroalimentación  que  permite  validar  o
rectificar los resultados del sistema.
Línea de Investigación y 
Desarrollo
Esta  línea  de  investigación  se  enfoca
sobre la problemática involucrada en la
utilización  de  argumentación  rebatible
para la detección de intrusión.  Diversas
técnicas  de inteligencia artificial  se  han
utilizado para la detección y/o prevención
de intrusión en redes de computadoras.
En  este  contexto,  cabe  mencionar
algunos  trabajos  que  aplican
argumentación  en  cuestiones
relacionadas  con  la  seguridad
informática.  En  [14-17]  se  utiliza
argumentación  para  el  desarrollo  de
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firewalls. En [18] los autores analizan la
aplicación  de  un  marco  de
argumentación abstracta para el análisis
general de la seguridad de la red de un
sistema.  Por  otra  parte,  en los  trabajos
[19,  20]  se  utiliza  la  argumentación  para
abordar  el  problema  de  la  atribución
cibernética.  Una  propuesta  preliminar  para  el
desarrollo  de  un  sistema  de  detección  de
intrusión  basado  en  representación  de
conocimiento y razonamiento rebatible para un
entorno de red LAN, se encuentra en [21]. El
trabajo presentado en [22] considera el uso de
argumentación para la correlación de alerta y el
análisis de intrusión. En el presente trabajo se
consideran  principalmente  los  aportes  de  [21,
22]  para  aplicar  el  razonamiento  basado  en
argumentación  en  la  detección  de  ataque  al
canal de comunicación de sistemas biométricos.
Resultados y objetivos 
Para  supervisar  la  seguridad  de  la  red  en  un
sistema biométrico,  se  propone un framework
que  utiliza  un  DeLP-server.  Los  primeros
resultados  de  este  trabajo  fueron  publicados
recientemente  en  [23].  Como  se  mencionó
anteriormente,  los  servicios  de  razonamiento
basados  en  DeLP,  tienen  la  capacidad  de
representar conocimiento y responder consultas
contextuales.  En  el  framework  propuesto,  el
contexto  es  información  sobre  alertas  de
intrusión al canal de comunicación del sistema
biométrico.
El  enfoque  formal  proporcionado  por  la
argumentación  rebatible  permite  manejar  la
inconsistencia de los datos que deben utilizarse
en la toma de decisiones y extraer un conjunto
coherente de reglas que puedan aplicarse para
llegar a una decisión. Además, los argumentos
que  se  construyen  permiten  explicar  al
responsable  de la  toma de  decisiones  humana
los resultados del razonamiento, de manera que
se aclare la situación y se mejore la calidad de
las decisiones. En el contexto de este trabajo, el
proceso de argumentación llevado a cabo por el
DeLP-server  filtra  selectivamente  información
para  el  diagnóstico  de  ataques  al  canal  de
comunicación  del  sistema  biométrico  y  para
proporcionar  una  estructura  que  informe  al
analista  acerca  de  una  intrusión  y  posibles
contramedidas a adoptar. 
El  framework  propuesto  consta  de  tres
componentes  (Figura  1).  Uno  de  los
componentes es el escáner (1 en la Figura 1);
encargado  de  obtener  y  registrar  información
sobre  el  tráfico  del  canal  de  comunicación,
analizando  paquetes  capturados  en  segmentos
de  red  que  conforman  el  sistema  biométrico.
Para la implementación de este componente se
utiliza  la  herramienta  open  source  Snort1,  la
cual  además  de  su  tipo  de  licencia  de  uso,
presenta  como  ventaja  la  posibilidad  de
configuración  para  obtener  información
ampliada  de  las  alertas.  Otro  de  los
componentes del framework es el módulo para
la obtención de hechos (2 en la Figura 1), que
consiste  en  un  módulo  computacional
específico  para  generar  hechos  que  expresan
observaciones  de  los  datos  registrados  por  el
escáner.  Estos  hechos  resumen  los  eventos
1 https://www.snort.org/
Figura 1. Componentes del framework.
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anómalos  que  se  producen  en  el  canal  de
comunicación  en  un  período  de  tiempo
determinado.  En el  framework propuesto,  este
conjunto  de  hechos  luego  conformará  el
conocimiento para contextualizar  el  pedido de
recomendación que reciba el DeLP-server (3 en
la Figura 1). En esta propuesta, el conocimiento
público  del  DeLP-server  está  representado  en
una  base  de  conocimiento  mediante  un
programa  DeLP  con  hechos  y  reglas  que
permiten detectar posibles ataques e indicar la
contramedida  que  puede  adoptarse  frente  a
ellos.  Para  el  armado  de  la  base  de
conocimiento  es  necesaria  la  participación del
experto  humano  en  seguridad  para  identificar
características  de  los  ataques  que  pueden
realizarse  sobre  el  canal  de  comunicación  del
sistema biométrico, y para considerar políticas
generales de seguridad. 
Actualmente,  se  están  desarrollando
algoritmos que permitan implementar el módulo
computacional para la generación de los hechos
que  denoten  observaciones  sobre  los  datos
registrados por el escáner.
Formación de Recursos Humanos
En la presente línea de investigación se enmarca
el  desarrollo  de una tesis  para  la  Maestría  en
Sistemas de la  Información de la  Universidad
Nacional de Entre Ríos.
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RESUMEN
En el proceso de toma de decisiones resulta
imprescindible  la  disponibilidad  de
información  relevante,  particularmente
cuando  las  consecuencias  de  dichas
decisiones tienen el potencial de impactar en
la calidad de vida de un significativo número
de personas. Para obtener dicha información,
resulta importante contar con datos, recursos
y  un análisis  adecuado.  Por  lo  tanto  resulta
fundamental  la  aplicación  de  técnicas  y
herramientas  basadas  en  la  “Ciencia  de
Datos”.
Específicamente se propone la aplicación de
metodologías  de  análisis  exploratorio  sobre
datos de la población sanjuanina, para realizar
descripciones mediante números reducidos y
manejables de factores y el establecimiento de
perfiles,  lo  que,  sumado  a  otros  métodos,
permitan  proveer  información  concisa,
adecuada  y  entendible  para  la  toma  de
decisiones  a  nivel  de  Estado  Provincial  y/o
Nacional. 
Se presenta un informe basado en un análisis
realizado  considerando  datos  socio-
económicos  sanjuaninos,  provenientes  del
Instituto Nacional de Estadística y Censos de
la  República  Argentina  (INDEC).  Dicho
análisis,  posibilita  el  descubrimiento  de
estructuras  internas  en  los  datos  y  hacen
posible  el  establecimiento  de  perfiles  o
tipologías que caracterizan a la población en
relación a la calidad de vida
Palabras  clave: Ciencia  de Datos,  Población,
Calidad de Vida, Perfiles.
CONTEXTO
Este  trabajo  forma  parte  del  proyecto
“Aplicación de la Ciencia de los Datos para
determinar  la  Calidad  de  Vida  de  la
Población  del  gran  San  Juan  en  relación
con la Nación”  Este proyecto fue aprobado y
acreditado  por  CICITCA  Código:  21/E1122
(Código  SIGEVA:  80020190100021SJ)  que
ha sido presentado en la  Convocatoria  2019
de la Universidad Nacional de San Juan, para
el  período comprendido entre  01/01/2020 al
31/12/2021 y se desarrolla en el Gabinete de
Matemática  Aplicada  del  Instituto  de
Informática   de  la  Facultad  de  Ciencias
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Exactas, Físicas y Naturales de la Universidad
Nacional de San Juan. 
Dicho  proyecto  que  es  continuación  de  las
líneas  de  investigaciones  desarrolladas  en
proyectos  anteriores,  entre  los  que  se
mencionan: 
  “Calidad  Educativa  Universitaria
mediante  Técnicas  de  Clasificación”.
Acreditado  por  CICITCA.  (2018-2019).
Código: 21/E-1050
 “Técnicas  de  Clasificación  aplicadas  al
rendimiento académico”.   Acreditado por
CICITCA.  (2016-2017).  Código:  21/E-
1011.
 “Algoritmos de Clasificación de Procesos
Multivariados  utilizando  Medidas  de
Asociación  Espacial”.  Acreditado  por
CICITCA.  (2014-2015).  Código:  21/E-
948.
 “Determinación y Comparación de Perfiles
Sociales  y  Culturales  de  Estudiantes
Universitarios  a  través  de  Técnicas
Estadísticas  Multivariadas”.  Acreditado
por  CICITCA.  (2014-2015).  Cód.:  21/F-
982. 
 “Clasificación  Espacial  Multivariada”.
Acreditado  por  CICITCA.  (2011-2013).
Cód.: 21/E-878
 “Reducción y Selección de Variables en la
Clasificación  Digital”.  Acreditado  por
CICITCA. (2008-2010). Cód.: 21/E-820.

1. INTRODUCCIÓN
En  los  tiempos  que  corren,  los  datos
constituyen  una  nueva  materia  prima  cuya
explotación debe ser fuente de conocimiento
para  la  comunidad  y  los  organismos  que  la
administran.  Tradicionalmente,  para  realizar
caracterizaciones  socio-económicas  de
poblaciones  se  recurre  al  análisis  de
parámetros  de  tendencia,  dispersión  y
distribuciones. Estos resultados, que sin duda
son  útiles,  se  pueden  enriquecer  en  gran
medida mediante la aplicación de técnicas de
Ciencias  de Datos que permitan analizar  los
datos de forma global, resumida y rápida, para
definir  la  tipología  de  la  población.  En
particular,   que  posibiliten  situar  a  los
argentinos  y en especial a los sanjuaninos, en
temas de condiciones de vida. Por las razones
mencionadas,  mediante  el  proyecto  de
investigación,  se  propone  como  objetivo  la
utilización  de  herramientas  y  técnicas
descriptivas  y  exploratorias  propias  de  la
Ciencia  de  Datos,  campo  interdisciplinario
que agrupa Estadística, Inteligencia Artificial
(incluyendo  el  Aprendizaje  de  Máquina),
Minería  de  Datos,  etc.[1],  que  permitan  la
extracción  de  información  con  un  enfoque
más holístico de los datos, para su posterior
conversión  a  un  mensaje  manejable.  Este
mensaje  debe  ser  entregado  en  forma  de
gráficas  y  tablas  que  resuman  los  datos  de
manera  comprensible,  de  las  que  se  pueden
extraer conclusiones generales al servicio de
la  toma  de  decisiones  en  políticas  públicas
[2].
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
El  trabajo  que  desarrolla  este  equipo  de
investigación,  en base al  objetivo propuesto,
tiene  como  eje  central  a  la “Ciencia  de
Datos” que consiste en la práctica de obtener
información  valiosa,  para  dar  respuesta  al
afrontar los retos del tratamiento de grandes
conjuntos de datos  [3],  [4],  [5]. Por ello,  se
parte  de  un  estudio  bibliográfico  donde  se
tienen en cuenta, diversas técnicas y teorías de
muchos campos dentro de amplias áreas como
la  Estadística  y  las  Tecnologías  de  la
Información,  incluyendo  modelos
probabilísticos,  machine  learning,  lógica
difusa, aprendizaje estadístico, programación,
ingeniería  de  datos,  reconocimiento  de
patrones,  visualización,  modelización  de  la
incertidumbre,  etc.  Además,  se  analizan  las
posibilidades de  aplicación de Python, SQL y
R, conocidos como “los tres mosqueteros en
la ciencia de datos” [6] para extraer e integrar
datos (estructurados, no estructurados o semi-
estructurados).  Estos  representan  un  recurso
crítico  en  muchas  organizaciones  y  por  lo
tanto, el acceso eficiente a estos, la extracción
de información y el uso que se hace con ellos,
se transforman en procesos muy importantes,
que  apoyan  el  entendimiento  de  grandes  y
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complejos  conjuntos  de  datos,  brindando
valiosa  información,  común  a  diversos
campos, tales como el de los negocios, de las
ciencias sociales y la ingeniería.
Se  observó que  existen  varios  softwares  de
licencia paga con características útiles para el
análisis  de  datos  de tipo  socio-demográfico,
tal  como  por  ejemplo  “Coheris  Analytics
SPAD”[7].  Sin embargo,  respondiendo a un
espíritu de accesibilidad y democratización de
la  información,  se  buscaron  alternativas
libres,  optándose  finalmente, en  el  caso  del
ejemplo, por R [8] [9], un entorno y lenguaje
de  programación  libre  con  enfoque
estadístico,  muy  popular  en  las




Para realizar descripciones de la población de
estudio,  mediante  números  reducidos  y
manejables  de  factores,  para  establecer
perfiles  que  permitan  proveer  información
concisa, adecuada y entendible, para la toma
de decisiones a nivel de Estado Provincial y/o
Nacional,  se  requiere  de  la  aplicación
adecuada de técnicas y recursos de Ciencia de
los Datos [10]. 
De esta manera, este grupo de investigación,
logra  un  primer  avance,  dentro  de  sus
objetivos,  que resulta de un análisis realizado
considerando  datos  socio-económicos
sanjuaninos,  provenientes  del  Instituto
Nacional  de  Estadística  y  Censos  de  la
República  Argentina  (INDEC)  [11].  Para
dicho análisis se requirió de la aplicación de
técnicas para el descubrimiento de estructuras
internas  en  los  datos  que  posibilitará
establecer  perfiles  o  tipologías  que
caracterizan  a  la  población  en  relación  a  la
calidad de vida.
Concretamente, se tomaron las bases de datos
correspondientes  a  hogares  e  individuos,
ambas resultantes de la Encuesta Permanente
de Hogares del cuarto trimestre del año 2017.
Se  contaron  con  58182  respuestas  de  la
encuesta  de individuos de Argentina  (de las
cuales  1957 pertenecen  al  aglomerado  Gran
San Juan) y 18793 respuestas de la encuesta
de  hogares  de  Argentina  (de  las  cuales  566
pertenecen  al  aglomerado  Gran  San  Juan).
Como  las  variables  estudiadas  resultaron
mayoritariamente  de  tipo  nominal,  se
consideró  la  aplicación  del  Análisis  de
Correspondencia  Múltiple  (ACM)  [12],  el
cual  es  una buena opción.  En nuestro  caso,
cada  variable  representa  una  pregunta  de  la
encuesta  y  las  posibles  respuestas  son  las
modalidades  o  categorías  mutuamente
excluyentes de cada variable. Al responder a
la  encuesta,  un  individuo  es  el  objeto  de
estudio  que  asumió  una  categoría  para  una
variable determinada. En la siguiente Tabla se
muestran  las  variables  relacionadas  a  los
Individuos considerados en este avance. 
















Tipo de Empresa (donde trabaja)
 
Una vez seleccionadas las variables, los datos
se representaron como una nube de puntos en
un espacio  de  dimensión  NP (N-individuos,
P-modalidades), donde fue posible identificar
a  los  individuos  (filas  de  la  matriz)  y  las
modalidades  (columnas  de  la  matriz)
mediante  coordenadas  y  calcular  distancias,
con  la  métrica  de  X2 (Chi-cuadrado).  La
distancia  entre  individuos  refleja  qué  tan
semejantes  son.  Por  otro  lado,  dos
modalidades  se  consideraron  próximas  si
fueron asumidas en gran medida por el mismo
grupo de individuos. Cabe destacar que todo
el  análisis  se  realizó  con  el  lenguaje  de
programación R.
Una  de  las  informaciones  que  se  pudieron
obtener para dar una tipología de la provincia
de  San  Juan  queda  manifiesto  en  los
siguientes clusters. 
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CLUSTER 1: 42.57 % DE INDIVIDUOS DE
SAN  JUAN  correspondiente  a  individuos
ocupados, mayoritariamente varones, entre 26
y  49 años,  de  nivel  educativo  secundario  o
universitario,  jefes/as  de  hogar.  Podemos
considerar  que  esta  sección  de  la  población
constituye la fuerza de trabajo remunerada.
CLUSTER 2: 43.94 % DE INDIVIDUOS DE
SAN  JUAN  corresponde  a  individuos
inactivos, mayoritariamente mujeres, de nivel
educativo más modesto, jubilados, estudiantes
o  amos/as  de  casa.  Podemos  ver  cómo  el
37,9% del cluster son estudiantes, el 38,95%
jubilados  y  el  17%  amas/os  de  casa.  Esto
causa  que  el  rango  etario  varíe
significativamente.
CLUSTER 3: 13.49 % DE INDIVIDUOS DE
SAN JUAN corresponde a niños de entre 0 y
13 años. Son por lo general hijos o nietos del
jefe del hogar.
En el presente año se espera trabajar con datos
de texto, ya que en la actualidad es muy difícil
contar  con  encuestas  estructuradas  y  es
factible  contar  con  datos  provenientes  de
diferentes  dispositivos  disponibles  en  redes.
Esto nos llevará a profundizar en el estudio de
técnicas  cualitativas  multidimensionales  de
textos [13][14] con el objetivo de establecer  
Nuevas  variables  influyentes  para  la
determinación  de  la  calidad  de  vida  de  los
habitantes del Gran San Juan relacionados con
Nación.
4. FORMACIÓN DE RECURSOS
HUMANOS
En  el  grupo  de  trabajo  se  encuentran  un
doctorando,  un  docente  estudiando  una
maestría, dos ayudantes alumnos de la carrera
de  grado  de  Licenciatura  en  Ciencias  de  la
Computación. 
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La ciencia de datos, considerada como 
una ciencia en sí misma, es en términos 
generales, la extracción de conocimiento 
de los datos. Data Mining es una 
poderosa tecnología con gran potencial 
para extraer tal conocimiento. Sin 
embargo, desde el punto de vista 
estadístico, sus herramientas sólo han 
sido desarrolladas para trabajar con 
matrices de datos clásicas, es decir, donde 
cada unidad es individual y las variables 
toman un único valor para cada individuo. 
El análisis de datos simbólicos (SDA, por 
sus siglas en inglés) brinda una nueva 
forma de pensar en Data Science al 
extender la entrada estándar a un conjunto 
de clases de entidades individuales. Por lo 
tanto, las clases de una población dada se 
consideran unidades de una población de 
nivel superior a estudiar. Tales clases a 
menudo representan las unidades reales 
de interés. Para tener en cuenta la 
variabilidad entre los miembros de cada 
clase, las clases se describen por 
intervalos, distribuciones, conjunto de 
categorías o números que a veces se 
ponderan. De esa manera, obtenemos 
nuevos tipos de datos, llamados 
"simbólicos", ya que no se pueden reducir 
a números sin perder información sobre la 
variabilidad interna. SDA es un nuevo 
paradigma que abre un vasto dominio de 
investigación y aplicaciones al 
proporcionar resultados complementarios 
a los métodos clásicos aplicados a los 
datos estándar.  
A lo largo de las últimas tres décadas se 
han extendido distintos métodos del 
análisis clásico de datos al simbólico, la 
mayoría de ellos descriptivos. Esto 
fundamenta la necesidad de continuar 
investigando sobre la modelización e 
inferencia en el contexto de datos de 
naturaleza simbólica. El presente 
proyecto pretende responder a esta 
necesidad. Las metodologías se aplicarán 
a problemas reales o simulados. 
 
Palabras clave: Data Science, Simbólico, 
Análisis 
CONTEXTO 
El proyecto Análisis de Datos 
Simbólicos para Data Science propone 
continuar con la investigación y 
desarrollo de nuevas metodologías, cuyo 
estudio se inició en el proyecto CICITCA 
2018-2019, 21/F1085, sobre todo 
referidas a modelación e inferencia en el 
marco del SDA, que permitan la 
extracción de conocimientos.  Es un 
proyecto cuyo tipo de actividad de I+D es 
investigación básica, presentado para su 
acreditación en diciembre de 2019, inició 
en 2020 y es de carácter bi-anual, financia 
la UNSJ. Tiene como unidad ejecutora el 
Departamento de Matemática de la FFHA 
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y sus integrantes desarrollan sus tareas de 
docencia e investigación en las áreas de 
matemática e informática. La línea de 
investigación corresponde a minería de 
datos, en un marco más general de 
Ciencia de los Datos. 
1. INTRODUCCIÓN 
El volumen de datos que circula en la 
Web, o almacenado por las empresas, está 
creciendo constantemente. Para explotar 
esta riqueza, es necesario extraer 
conocimiento de grandes volúmenes de 
información. El dominio que apunta a 
resolver esta problemática es la ciencia de 
los datos (Data Science). Data Science 
tiene como objetivo extraer conocimiento 
de todo tipo de datos (estructurados o no, 
de fuentes homogéneas o heterogéneas, 
etc.). Representa la intersección de varias 
disciplinas como estadística, matemática, 
inteligencia artificial y minería de datos 
(Data Mining). Data Mining ofrece 
métodos de análisis muy útiles para 
extraer conocimiento. Sin embargo, desde 
el punto de vista estadístico, sus 
herramientas sólo han sido desarrolladas 
para trabajar con matrices de datos 
clásicas, es decir, donde cada unidad es 
individual y las variables toman un único 
valor para cada individuo. Para que el 
estudio de los datos sea accesible en 
varios niveles de agregación, ha surgido 
el campo del análisis de datos simbólicos 
(SDA). Desde entonces, este campo se ha 
desarrollado proponiendo varios métodos 
específicos de análisis de datos 
simbólicos.  Estos métodos se han 
implementado en herramientas como 
Sodas [S3], Syr [S1] y bibliotecas de R 
[S5, S4, S2] que permiten sus pruebas y 
sus aplicaciones en nuevas bases de datos. 
SDA en esencia se construye sobre la 
noción de que las inferencias estadísticas 
se requieren comúnmente a nivel de 
grupo en lugar de a un nivel individual 
(Billard, 2011, Billard y Diday, 2006). 
Por ejemplo, en los exámenes de prueba 
estandarizados, el rendimiento de la 
escuela. y las unidades de nivel superior  
suelen ser de interés más que el 
rendimiento de los estudiantes 
individuales. SDA adopta explícitamente 
esta idea al agregar datos de nivel 
individual (los microdatos) en  resúmenes 
distribucionales a nivel grupo (es decir, 
los símbolos), y luego construir modelos 
para inferencia directamente a nivel de 
grupo basado en estos resúmenes (Billard, 
2011, Billard y Diday, 2006). La elección 
más común de estos  resúmenes es el 
intervalo aleatorio (o el equivalente d-
dimensional: el hipercubo aleatorio) pero 
existen otro tipo de símbolos que 
incluyen  histogramas aleatorios (Dias y 
Brito, 2015, Le-Rademacher y Billard, 
2013) y variables categóricas 
multivaluadas (Billard y Diday, 2006).  
Este enfoque es extremadamente atractivo 
dadas las tendencias tecnológicas actuales 
que requieren análisis de conjuntos de 
datos cada vez más grandes y complejos. 
Al agregar los microdatos a un número 
mucho menor de símbolos a nivel de 
grupo, los análisis de “big data” se 
pueden realizar de manera económica y 
efectiva en los dispositivos informáticos 
de baja gama. Más allá de la agregación 
de datos, las observaciones de valor 
distribucional pueden surgir naturalmente 
a través del proceso de registro de datos. 
Desde sus inicios en la década de los 
ochenta, se han desarrollado muchas 
técnicas del SDA para analizar variables 
aleatorias con valores de distribución, 
incluyendo modelos de regresión (Irpino 
y Verde, 2015, Dias y Brito, 2015, 
Giordani, 2015),  análisis de componentes 
principales (Kosmelj et al., 2014, Le-
Rademacher y Billard, 2013, Ichino, 
2011), series de tiempo (Lin y Gonzalez-
Rivera, 2016, Wang et al., 2016, Arroyo 
et al., 2011), clustering (Brito et al., 
XXIII Workshop de Investigadores en Ciencias de la Computación 177
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
2015), análisis discriminante (Silva y 
Brito, 2015) y modelado jerárquico 
bayesiano (Lin et al., 2017). Sin embargo, 
si bien ha habido muchos avances en el 
análisis de datos simbólicos, desde una 
perspectiva estadística, la  mayoría de las 
técnicas de SDA son descriptivas y no 
permiten la inferencia estadística sobre 
los parámetros del modelo, lo que impide 
que sus métodos realicen su potencial en 
el conjunto de herramientas del 
estadístico moderno.  
Existen pocos trabajos en la literatura que 
emplean inferencia: la inferencia basada 
en la verosimilitud fue introducida por 
Le-Rademacher y Billard (2011), con 
mayor desarrollo y aplicación por Brito y 
Duarte Silva (2012). Los trabajos más 
recientes en este sentido se deben a Zhang 
y Sisson (2016) y B. Beranger, H. Lin and 
S. A. Sisson (2018).  
2. LINEAS DE INVESTIGACIÓN 
Y DESARROLLO 
Las líneas de investigación, tal como se 
mencionan en el resumen, se enmarcan 
dentro de Data Science y Data Mining. 
Debido a que las herramientas 
desarrolladas en esta última sólo sirven 
para trabajar con matrices de datos 
clásicas, ha surgido en la década de 1980 
el análisis de datos simbólicos que brinda 
una nueva forma de pensar en Data 
Science, al extender la entrada estándar a 
un conjunto de clases de entidades 
individuales. En muchas ocasiones tales 
clases son el objeto de estudio y para 
tener en cuenta la variabilidad entre los 
miembros de cada clase, las mismas se 
describen por datos distribucionales. De 
esa manera, obtenemos nuevos tipos de 
datos, llamados "simbólicos", ya que no 
se pueden reducir a números sin perder 
mucha información. El primer paso en 
SDA es construir la tabla de datos 
simbólicos donde las filas son clases y las 
columnas son variables que pueden tomar 
valores simbólicos. El segundo paso es 
estudiar y extraer nuevos conocimientos 
de estos nuevos tipos de datos mediante al 
menos una extensión de Estadística 
Computacional y Data Mining a datos 
simbólicos. 
SDA es un nuevo paradigma que abre un 
vasto dominio de investigación y 
aplicaciones al proporcionar resultados 
complementarios a los métodos clásicos 
aplicados a los datos estándar. SDA 
también brinda respuestas a los grandes 
volúmenes de datos (big data) y datos 
complejos, ya que los primeros se pueden 
reducir y resumir por clases y los datos 
complejos, con múltiples tablas de datos 
no estructurados y las variables no 
apareadas se pueden transformar en una 
tabla de datos estructurada con variables 
apareadas de valores simbólicos. 
En este proyecto trabajamos con ambos 
enfoques, Data Mining y SDA para la 
extracción de conocimientos.  
3.  RESULTADOS 
OBTENIDOS/ESPERADOS 
El presente proyecto tiene como finalidad 
investigar sobre metodologías del 
Análisis de Datos Simbólicos en el 
contexto de Data Science. El mismo sigue 
la línea de investigación del proyecto 
acreditado desarrollado en el período 
2018-2019. En él se ha trabajado 
fundamentalmente con el estudio de 
Series Simbólicas de intervalo y de 
Regresión Lineal Simbólica. En el 
proyecto actual se ha profundizado, en el 
primer año de trabajo, el estudio y 
aplicación de técnicas del SDA referentes 
a Clustering, Regresión y Series 
Temporales. Algunas de las metodologías 
propuestas en regresión simbólica de 
intervalo se han aplicado a datos en un 
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contexto biométrico. Por otra parte se ha 
trabajado con datos de COVID-19 
publicados en el sitio 
https://github.com/owid/covid-19-data. 
Para estos datos se han empleado técnicas 
del SDA para describir los países de 
América respecto a características de la 
evolución de la pandemia y 
posteriormente hacer una clasificación 
supervisada que evidencia el 
posicionamiento de cada país frente a la 
pandemia, de acuerdo a variables tales 
como los valores de los casos 
confirmados acumulados, el nuevo 
aumento diario de casos confirmados y 
los relativos por millón de habitantes. Los 
resultados obtenidos se han presentado y 
publicado en congresos nacionales e 
internacionales. Además se comenzó el 
estudio de papers recientemente 
publicados que abordan el problema de la 
modelización e inferencia en datos de 
naturaleza simbólica.  
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de investigación está 
formado por docentes investigadores de 
dos facultades de la UNSJ, algunos de 
ellos son jóvenes investigadores. En el 
marco del proyecto desarrolla su segundo 
año de beca de iniciación a la 
investigación una egresada de 
Licenciatura en Matemática, que 
actualmente cursa las últimas materias  en 
la carrera Maestría en Matemática de la 
Universidad Nacional de San Luis y está 
escribiendo su trabajo de tesis sobre 
Series Simbólicas de Intervalo. Entre los 
integrantes del proyecto hay además dos 
maestrandos, que aplicarán en sus 
trabajos de tesis las herramientas objeto 
de la presente investigación.  
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El proyecto Tecnologías Avanzadas de Bases 
de Datos, de la Universidad Nacional de San 
Luis, tiene como objetivo principal el estudio 
de bases de datos no convencionales, donde se 
involucra el diseño y desarrollo de 
herramientas para administrar eficientemente 
sistemas de bases de datos no estructurados. 
En la línea de investigación Bases de Datos 
Espaciales y Espacio Temporales se exploran 
dominios de aplicación de bases de datos 
espaciales y espacio temporales, empleando 
técnicas y herramientas de apoyo procedentes 
de diferentes disciplinas en la resolución de los 
problemas.  
Palabras clave: Bases de Datos, Bases de 
Datos Espaciales y Espacio Temporales, 




El presente trabajo se enmarca en la línea de 
investigación Bases de Datos Espaciales y 
Espacio Temporales, perteneciente al Proyecto 
Consolidado Tecnologías Avanzadas de Bases 
de Datos (PROICO 03-2218) de la 
Universidad Nacional de San Luis, incluido en 
el Programa de Incentivos (Código 22/F814).  
El objetivo del proyecto es el desarrollo de 
nuevos modelos para administrar y recuperar 
información almacenada en bases de datos no 
estructurados, que requieren modelos no 
tradicionales tales como las bases de datos 
espaciales y espacio temporales, bases de 
datos de imágenes, bases de datos de texto, 
espacios métricos, entre otros. 
En particular, las aplicaciones que utilizan 
bases de datos espaciales y espacio temporales 
precisan almacenar y consultar información 
actual e histórica respecto de posiciones 
espacialmente referenciadas y cambios de 
forma de los objetos de estudio en diferentes 
escenarios a lo largo del tiempo. En este 
contexto, es apropiado utilizar métodos y 
herramientas que provienen de diferentes 
disciplinas en la resolución de problemas en 
diversos dominios de aplicación y en la 
búsqueda de soluciones para problemas 
complejos orientados a optimización. Con este 
fin en la línea de investigación Bases de Datos 
Espaciales y Espacio Temporales se vinculan 
las disciplinas Bases de Datos, Geometría 
Computacional y Metaheurísticas.  
 
1. INTRODUCCIÓN 
El avance en las Tecnologías de la 
Información y la Comunicación (TIC) ha 
permitido una evolución en las actividades 
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humanas, promoviendo cambios sociales, 
culturales y económicos transformándose en 
procesos clave para accionar en el tiempo 
presente y proyectar el futuro. Los beneficios 
aportados por las TIC en diferentes situaciones 
del mundo real promueven avances en tópicos 
que refieren a calidad, gestión, economía, 
entre otros. En particular, la actividad 
agropecuaria se perfila como un dominio de 
aplicación de las TIC, donde se originan 
nuevas experiencias que permiten innovar en 
prácticas de producción y formas de 
comunicación para optimizar la organización y 
gestión de establecimientos agropecuarios. 
Con el objetivo general de promover un 
ámbito de investigación, intercambio y 
desarrollo de TIC, así como para estudiar su 
potencialidad y alcance real en el ámbito de la 
producción agropecuaria se articula el 
proyecto Campo Conectado. El mencionado 
proyecto surge de un convenio entre la 
Universidad Nacional de San Luis y el 
Instituto Nacional de Tecnología Agropecuaria 
(INTA-Estación Experimental Agropecuaria 
San Luis). En este marco se realiza un trabajo 
de colaboración multidisciplinar entre 
proyectos de investigación de UNSL, 
especialistas del INTA y productores 
agropecuarios de la región [1] [2].  
En el contexto del ámbito agropecuario, para 
algunas de las aplicaciones de bases de datos 
se manifiesta la necesidad de representar y 
manipular tipos de datos tradicionales y 
también, tipos de datos complejos. En este 
sentido, las Bases de Datos Espaciales 
permiten representar y almacenar objetos junto 
con sus características espaciales, así como 
expresar consultas que involucran sus 
propiedades espaciales. Las Bases de Datos 
Temporales involucran algún aspecto de 
tiempo para organizar su información y 
almacenan datos históricos junto con los datos 
actuales. Las Bases de Datos Espacio 
Temporales concentran características de 
ambas y permiten observar la evolución de 
objetos espaciales en el tiempo [4] [8] [10]. En 
esta línea de trabajo se exploran dominios de 
aplicación para bases de datos espaciales y 
espacio temporales, utilizando diferentes 
técnicas y herramientas en la resolución de 
problemas. Se plantea el diseño y aplicación 
de índices espacio temporales, aplicables en 
diversos escenarios de movimiento y se 
propone aplicación de técnicas de Geometría 
Computacional en la solución de los 
problemas involucrados [3].  
 
2. LÍNEA DE INVESTIGACIÓN 
Entre los tópicos de estudio de la línea de 
investigación se destaca: 
- Diseño y aplicación de índices espaciales y 
espacio temporales, en diversos escenarios 
de movimiento.  
- Desarrollo de herramientas y aplicaciones 
vinculadas con bases de datos espaciales y 
espacio temporales.  
- Aplicación de la Geometría Computacional 
y su marco disciplinar en aspectos 
particulares de los problemas estudiados. 
- Optimización de estructuras geométricas 
aplicando técnicas metaheurísticas.  
Como objetivos específicos se propone:  
- Estudio de la indexación espacial y espacio 
temporal sobre objetos en movimiento para 
diversos escenarios. Desarrollo de las 
estructuras de almacenamiento, algoritmos 
de consulta y evaluación experimental.  
- Desarrollo de aplicaciones que utilizan 
bases de datos espaciales y espacio 
temporales, con apoyo de métodos 
provistos por la Geometría Computacional 
en la resolución de situaciones 
problemáticas. 
- Diseño e implementación de herramientas 
para la visualización de información de 
interés vinculada a las bases de datos 
mencionadas. 
 
3. RESULTADOS OBTENIDOS 
En el marco del proyecto Campo Conectado, 
desde la línea de investigación se proponen 
algunos desarrollos tecnológicos aplicados en 
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la gestión de la producción agropecuaria en 
sistemas reales de producción.  
Se trabaja en el desarrollo de una plataforma 
soporte de eventos y sistemas de información 
orientada al seguimiento espacio temporal de 
individuos y la gestión espacial y tradicional 
de los elementos que integran un 
establecimiento agropecuario. Entre las 
características principales de la plataforma se 
menciona la posibilidad de la captura de datos 
desde diferentes fuentes, la gestión de su 
almacenamiento, explotación y visualización 
de información relevante con capacidad para la 
generación de reportes, estadísticas, gráficas 
etc. La plataforma está disponible en la web 
con accesibilidad mediante tecnología móvil y 




















En el diagrama de la Figura 1 se muestra el 
proceso de obtención de la información que 
comienza con la captura de datos desde 
sensores dispuestos en el campo. Luego, el 
proceso continúa con el envío de los datos 
recolectados a repositorios de datos donde se 
almacenan y se analizan para generar 
información, en forma de indicadores y 
recomendaciones, que se disponen en forma 
inmediata para que el productor y personal 
autorizado pueda observarlos desde 
dispositivos móviles o desde sistemas de 
escritorio.  
En la producción ganadera, algunos de los 
requerimientos refieren al seguimiento de 
indicadores productivos y ambientales, la 
trazabilidad animal, caracterización y 
seguimiento de un rodeo, control de 
alimentación, detección de la actividad de 
celo, monitoreo de la condición corporal, entre 
otros, como herramientas en la ganadería de 
precisión. En la plataforma integral se 
incluyen una herramienta para el seguimiento 
espacial y temporal de rodeos ganaderos y una 
herramienta de apoyo para la gestión y 
administración de rodeos de cría. Las mismas 
permiten acoplar la sensorización instalada en 
un establecimiento productivo y los individuos 
de un rodeo para garantizar la recolección de 
los datos desde fuentes varias, la gestión del 
almacenamiento de los datos y la obtención 
información relevante en el proceso de toma 
de decisiones. 
La herramienta para el seguimiento espacio 
temporal de rodeos manipula las componentes 
espaciales y tradicionales de los datos, 
implementa consultas espaciales y espacio 
temporales sobre los objetos de tratamiento, 
proporciona comunicación con las bases de 
datos y visualización del geoseguimiento del 
rodeo accesible por medio de tecnología móvil 
[6] [9].  
La herramienta para la gestión de rodeos de 
cría incluye funcionalidades para el análisis de 
datos relevados, seguimiento de indicadores 
como la condición corporal de los individuos 
del rodeo y la obtención de conocimiento de 
apoyo con su correspondiente visualización 
disponible con tecnologías móviles [7]. 
Como visión de futuro, se continuará 
trabajando en la incorporación de nuevas 
funcionalidades, en la detección y estudio de 
nuevos indicadores de gestión que aporten 
información de interés y en el análisis de 
Captura de datos 
Procesamiento de datos  
XXIII Workshop de Investigadores en Ciencias de la Computación 183
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
 
resultados obtenidos. El objetivo es proseguir 
con actividades que involucran la pertinencia y 
transferencia de proyectos I+D+i en las áreas 
de intervención seleccionadas, afianzando el 
ámbito interdisciplinario de trabajo y el 
fortalecimiento de competencias.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
La formación de recursos humanos se refleja 
en tesis doctorales, tesis de maestría y trabajos 
finales de Licenciatura en Ciencias de la 
Computación. Los integrantes de la línea 
realizan actividades de continua formación 
académica que incluyen el dictado y 
realización de cursos de posgrado y de 
especialización, actividades de divulgación 
científica, publicaciones en congresos entre 
otras actividades académico-científicas. Por 
otra parte, el grupo de trabajo fortalece su 
formación con tareas de cooperación mutua e 
intercambio recíproco de información 
científica, tecnología y desarrollo de nuevos 
conocimientos con investigadores locales y de 
otras universidades.  
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Resumen 
Cada día se generan grandes cantidades de 
datos de diversos tipos y vinculadas a diversas 
áreas de conocimiento (textos, imágenes, 
audios, videos, entre otros). La posibilidad de 
analizar estos enormes volúmenes de datos 
permite generar conocimiento que sirva como 
fundamento para la toma de decisiones en 
ámbitos tan diversos como la salud, la 
administración de distintos recursos, el 
deporte, las actividades turísticas, entre otros. 
En este contexto resultan de gran utilidad los 
modelos desarrollados en áreas de 
conocimiento como la Ciencia de Datos, el 
Aprendizaje Automático, la Minería de Textos 
por citar algunas. En el ámbito de análisis 
automático de textos (para aplicaciones de 
análisis de sentimientos, minería de opinión, 
entre otras) la mayoría de los algoritmos, 
herramientas y recursos disponibles han sido 
desarrollados para el idioma inglés por lo que 
no pueden aplicarse a textos escritos en idioma 
español.  
En este artículo se presentan soluciones 
desarrolladas en el proyecto Descubrimiento 
de Conocimiento en Bases de Datos, basadas 
en aplicación de técnicas de Procesamiento de 
Lenguaje Natural y Ciencia de Datos. En 
particular, se presentan aplicaciones web para 
seguimiento de la evolución de casos de 
Dengue y COVID-19 en Argentina, otra 
aplicación que presenta una aplicación de 
Topic Modelling a noticias en lenguaje 
español, otro caso de aplicación de Análisis de 
Sentimientos a entidades vinculadas al turismo 
y finalmente un caso de generación de 
estadísticas avanzadas a partir del 
procesamiento de conjuntos de datos históricos 
de básquet. 
Palabras clave: ciencia de datos, minería de 
textos, bases de datos, descubrimiento de 
conocimiento, idioma español. 
Contexto 
Las aplicaciones que se presentan en este 
trabajo se desarrollan en el ámbito del proyecto 
de investigación Descubrimiento de 
conocimiento en Bases de Datos (Código 
5109) del Grupo de Investigación en Bases de 
Datos, perteneciente al Departamento 
Ingeniería en Sistemas de Información de la 
Universidad Tecnológica Nacional, Facultad 
Regional Concepción del Uruguay. 
 
1. Introducción 
En los últimos años han ocurrido 
importantes avances en lo que respecta al 
desarrollo de soluciones basadas en 
aplicaciones de Ciencia de Datos. Las 
organizaciones en general han adoptado este 
tipo de herramientas para mejorar sus procesos 
de toma de decisiones y disminuir la 
incertidumbre en base al descubrimiento de 
patrones o reglas que, de otro modo, 
permanecerían ocultas en sus bases de datos. 
El Descubrimiento de Conocimiento en Bases 
de Datos consiste en el proceso de identificar 
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patrones válidos, novedosos y potencialmente 
útiles y comprensibles a partir de los datos, e 
involucra áreas de conocimiento como 
inteligencia artificial, aprendizaje automático, 
estadística, sistemas de gestión de base de 
datos, técnicas de visualización de datos y 
medios que apoyan toma de decisiones.  
La Ciencia de Datos es un área de estudio 
multidisciplinar que integra campos de 
conocimiento variados como estadística, 
aprendizaje automático y análisis de datos, y 
que se puede aplicar en muchos dominios de 
conocimiento [1].  
La Minería de Textos tiene como objetivo 
la extracción de patrones relevantes a partir de 
un gran conjunto de textos con el propósito de 
obtener conocimiento. Abarca una serie de 
tareas que se enfocan en distintos aspectos del 
análisis de textos. Algunas de las más 
relevantes: 
- Recuperación de información (Information 
Retrieval, IR): es la tarea de encontrar material 
de naturaleza no estructurada (generalmente 
textos) proveniente de grandes colecciones que 
satisfagan determinadas necesidades de 
información [2]. Una tarea crucial para un 
sistema de IR es indexar la colección de 
documentos para hacer que sus contenidos 
sean accesibles de manera eficiente. 
Generalmente la indexación se realiza sobre 
una representación lógica del documento, que 
puede consistir en un conjunto de palabras 
clave o términos relevantes que aparezcan en 
el texto [3]. 
- Procesamiento del Lenguaje Natural: es un 
campo de las ciencias de la computación que 
combina Inteligencia Artificial y conceptos 
lingüísticos con el fin de hacer que oraciones o 
palabras escritas en lenguaje natural puedan 
ser interpretados por programas de 
computadoras [1, 4]. 
- Extracción de Información (Information 
Extraction, IE): es una subdisciplina de la 
Inteligencia Artificial que se aboca a la 
identificación, y consecuente clasificación y 
estructuración en grupos semánticos, de 
información específica que se encuentran en 
fuentes de datos no estructurados, como el 
texto en lenguaje natural, lo que hace que la 
información sea más adecuada para las tareas 
de procesamiento de la información [5]. 
- Resumen de textos (Text Summarization): es 
la tarea de producir un resumen conciso y 
fluido preservando el contenido clave de la 
información y el significado general de una 
colección de textos [6]. 
- Métodos de Aprendizaje Supervisado y No 
Supervisado: los métodos de aprendizaje 
supervisado son técnicas de aprendizaje 
automático relacionadas con entrenar un 
modelo, por ejemplo, de clasificación, 
utilizando un conjunto de datos de 
entrenamiento para realizar predicciones sobre 
datos desconocidos de antemano. Existe una 
amplia gama de métodos supervisados, como 
clasificadores de vecinos más cercanos, 
árboles de decisión, clasificadores basados en 
reglas y clasificadores probabilísticos.  
Los trabajos sobre minería de textos en español 
que se presentan en la actualidad se enfocan 
principalmente en Análisis de Sentimientos o 
Minería de Opinión, en los cuales se 
evidencian dos enfoques: uno basado en el 
empleo de lexemas, y otro en técnicas de 
Machine Learning, para identificar los 
sentimientos expresados en los textos. En la 
gran mayoría de estos trabajos se utilizan 
recursos traducidos de forma automática 
generados para otros idiomas, como el inglés, 
lo cual manifiesta una escasez de recursos 
genuinos para el lenguaje español.  
Existen también trabajos sobre perfilado de 
autor, en los que se menciona la dificultad de 
encontrar colecciones de textos 
adecuadamente etiquetados y con poco ruido 
[7]. A partir de eso se han producido trabajos 
tendientes al desarrollo de conjuntos de textos 
en español específicos para esta tarea [8,9]. 
Las técnicas de minería de datos de texto se 
han propuesto para tareas de estudios 
bibliográficos, simplificación de textos y 
etiquetado semántico. Se ha propuesto la 
aplicación de algoritmos de clasificación [10] 
para identificar automáticamente el dominio 
disciplinar de un nuevo texto académico en un 
repositorio bibliográfico mediante la 
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2. Líneas de Investigación, 
Desarrollo e Innovación 
La línea de trabajo principal de nuestro 
proyecto de investigación es el estudio, análisis 
y comparación de técnicas de minería de datos 
para el tratamiento de textos en español, el 
análisis de su desempeño en distintos 
escenarios y la propuesta de modificaciones o 
mejoras a las técnicas de minería de textos 
existentes para incrementar la calidad de los 
resultados en el tratamiento de textos en 
español. También está previsto realizar una 
evaluación del funcionamiento de técnicas de 
minería de datos sobre conjuntos 
"tradicionales" enriquecidos con atributos 
provenientes de textos relacionados. Durante 
el año 2020 se realizaron también trabajo en el 
ámbito de Analítica de Datos, aplicados al 
seguimiento de la pandemia de COVID-19 y a 
la epidemia de Dengue, lo que incrementó la 
visibilidad del trabajo realizado por el grupo de 
investigación y permitió concretar acuerdos 
para trabajar, por ejemplo, en analítica de datos 
aplicada al deporte. 
 
2.1. Topic Modelling 
El término Agenda Setting hace referencia a la 
influencia que tienen los medios de 
comunicación en la fijación de temas en la 
opinión pública [14]. Se desarrolló una 
aplicación web que despliega la aplicación de 
Topic Modeling a un corpus de texto en 
español, generado a partir de la recolección de 
noticias sobre COVID-19 del mes de mayo de 
2020 de los periódicos digitales argentinos 
Clarín, Infobae y La Nación. El objetivo 
propuesto fue investigar los patrones 
subyacentes en los documentos y determinar 
las temáticas principales de las noticias 
publicadas por los medios durante esa etapa de 
la pandemia. Se realizó una comparativa de 
dos herramientas que implementan el 
algoritmo LDA y se realizaron las pruebas con 
la herramienta que obtuvo mejores resultados. 
Se desarrolló además una aplicación web en la 
que se presentan los hallazgos del proyecto a 
través de diferentes visualizaciones. Para la 
publicación de resultados se desarrolló una 
aplicación web accesible en la URL 
https://nlp-noticiascorona.herokuapp.com y 
que permite visualizar distintos aspectos 
resultantes del procesamiento del conjunto de 
noticias como la cantidad de noticias 
clasificadas recolectadas por cada diario, la 
cantidad de noticias clasificadas en cada 
tópico, los bi-gramas y n-gramas de palabras 
que aparecen con más frecuencia en las 
noticias. 
 
2.2. Análisis de Sentimientos 
Mediante un convenio con la Dirección de 
Producción del Municipio de Concepción del 
Uruguay, se trabaja en un estudio consistente 
en la aplicación de técnicas de minería de 
textos sobre las opiniones que turistas que 
visitan la ciudad vierten en la plataforma 
digital de turismo TripAdvisor 
(www.tripadvisor.com.ar). Para realizar el 
análisis se implementó una tarea de 
categorización de textos conocida como 
Análisis de Sentimientos que consiste en la 
determinación de la orientación positiva o 
negativa que un escritor expresa hacia algún 
objeto [15]. Estas técnicas pueden aplicarse a 
revisiones de películas, libros, productos o 
servicios en la web, textos editoriales o 
políticos, entre otros. El resultado de su 
aplicación permite identificar el sentimiento 
hacia el objeto o sujeto bajo análisis, lo que las 
convierte en aplicaciones de gran relevancia en 
ámbitos como experiencia de usuarios, 
marketing o política. La aplicación de Análisis 
de Sentimientos a comentarios de turistas que 
han visitado hoteles, restaurantes y lugares 
turísticos de la ciudad de Concepción del 
Uruguay, permite conocer la percepción sobre 
los lugares visitados y obtener información 
detallada que sirva como soporte para la toma 
de decisiones en aspectos relacionados con el 
turismo como el diseño de estrategias de 
marketing orientadas según el tipo de público 
que visita la ciudad, acciones de 
fortalecimiento orientadas a determinados 
rubros, entre otras.  
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2.3. Visualización de datos 
La generación y el almacenamiento de grandes 
volúmenes de información hacen que el mismo 
pase desapercibido y muchas veces se pierda la 
oportunidad de encontrar valor en ella. La 
visualización de datos es el proceso de 
representación de datos, en formato gráfico, de 
una manera clara y eficaz. Se convierte en una 
herramienta poderosa para el análisis e 
interpretación de datos grandes y complejos, 
volviéndose un medio eficiente en la 
transmisión de conceptos en un formato 
universal [16, 17].  
Se desarrollaron dos aplicaciones que, 
mediante la aplicación de técnicas de analítica 
de datos, permiten visualizar la evolución de la 
pandemia de COVID-19 en Sudamérica, y con 
mayor granularidad en Argentina y sus 
provincias, y otra aplicación que permite 
comparar la evolución de la epidemia de 
Dengue en Argentina en los últimos años. 
La aplicación para seguimiento de COVID-19 
se desarrolló con el objetivo de aportar 
información sobre la evolución de la 
pandemia. Se seleccionaron fuentes de datos 
oficiales y mediante la aplicación de técnicas 
de analítica de datos y visualización de 
información, se presentan distintos análisis que 
permiten comprender la evolución de casos. La 
aplicación web está accesible en la URL  
https://gibd.github.io/covid [18]. 
En el caso de la aplicación de seguimiento de 
Dengue se procedió inicialmente a la 
identificación de fuentes oficiales de 
información, accediendo a sitios web de los 
Ministerios de Salud de las distintas provincias 
argentinas. El principal inconveniente 
encontrado fue que no todas las provincias 
publicaban información sobre esta epidemia, 
por lo que no era posible generar un conjunto 
de datos homogéneo. Se realizó un análisis de 
los datos publicados por el Ministerio de 
Salud, específicamente en el Boletín Integrado 
de Vigilancia (BIV), y se decidió tomar esa 
información para generar un conjunto de datos 
apropiado para aplicar análisis estadístico. 
Para realizar el análisis de la evolución de 
casos en Argentina en los últimos años se 
trabajó con la información publicada en el sitio 
web de la Organización Panamericana de la 
Salud. Posteriormente se trabajó en la 
generación de datasets a partir de la 
información recolectada de las fuentes antes 
mencionadas se generaron dos conjuntos de 
datos. Finalmente se realizó el análisis 
exploratorio de datos: en esta etapa se trabajó 
en la generación de visualizaciones empleando 
la librería Plotly de Python. Se adoptaron 
distintos enfoques para el análisis desde el 
punto de vista geográfico, generando gráficas 
a nivel país, a nivel provincia y a nivel región.    
Para el análisis a nivel país se realizó una 
comparativa de cantidad de casos y 
fallecimientos para el período 2014-2020.     
Para el análisis de la evolución de casos 
durante el año 2020 se realizaron 
visualizaciones de: Casos autóctonos, Casos 
importados, Casos en Investigación, 
Notificados y Fallecimientos, a nivel 
Provincia, Región y País. Además, se generó 
un mapa con la Cantidad Acumulada de casos 
por provincia hasta la última Semana 
Epidemiológica para la cual se publicaron 
datos. La aplicación web está accesible en la 
URL http://denguegibd.herokuapp.com [19]. 
 
2.4. Aplicación de metodología para 
la gestión de proyectos de 
Minería de Datos 
En la gestión de las actividades de cada una de 
las líneas de investigación y desarrollo del 
proyecto se emplean fundamentos de 
metodologías ágiles.  Partiendo de la propuesta 
metodológica de CRISP-DM [25] se realizó 
una adaptación empleando dichos 
fundamentos ágiles. Se formalizó dicha 
adaptación como una propuesta de 
metodología ágil para la gestión de proyectos 
de ciencia de datos [26, 27]. Actualmente se 
trabaja en definir y desarrollar métricas e 
indicadores para la evaluación transversal de 
metodologías de gestión de proyectos, a partir 
de expresiones textuales de la descripción de 
un proyecto. Se busca especificar un marco de 
medición que permita, a través de las métricas 
consignadas, evaluar las metodologías, 
obteniendo un resultado métrico que exprese el 
grado de aplicabilidad, eficacia y eficiencia en 
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diferentes contextos. Por otro lado, se busca 
medir la eficiencia de las metodologías en 
gestión de proyectos a partir de la descripción 
del proyecto en base a los hallazgos 
estadísticos, y aprendizaje automático con las 
métricas e indicadores propuestos. 
 
3. Resultados obtenidos y esperados 
Con este proyecto se espera lograr aplicaciones 
novedosas de técnicas y herramientas de 
minería de textos para textos en español, en 
particular en áreas de estudio como 
bibliometría y la teoría de establecimiento de 
agenda. Además, se continúa trabajando en 
analítica de datos aplicada al básquet. Estas 
iniciativas se desarrollan mediante la 
aplicación de la metodología ágil para 
proyectos de ciencias de datos propuesta.  
 
4. Formación de Recursos Humanos 
En el marco del proyecto se está desarrollando 
una tesis de maestría y unade las 
investigadoras está cursando el Doctorado en 
Informática. Se cuenta con un becario 
graduado con beca de iniciación a la 
investigación y dos becarios alumnos de la 
carrera Ingeniería en Sistemas de Información 
que inician su formación en la investigación. 
Está prevista la realización de al menos una 
Práctica Supervisada de Ingeniería en Sistemas 
de Información en el marco del proyecto.  
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Resumen
Debido a que en la actualidad se generan gran cantidad
de datos digitales, desde fuentes muy disı́miles, los repo-
sitorios especializados en datos no estructurados se vuel-
ven cada vez más necesarios. Por este motivo, los mismos
deben adaptarse rápidamente, para administrar de mane-
ra eficiente el gran volumen de datos generados, al igual
que el tipo de requerimientos al que son sometidos los
mismos; éstos pueden ser tan dispares como los tipos de
datos que puede ser necesario administrar, dado que per-
tenecen a campos muy diferentes.
Para ello, se investigan distintos aspectos relaciona-
dos con este tipo de bases de datos, como la administra-
ción del espacio disponible, que se vuelve crucial debido
a la gran cantidad de datos que se debe manipular; for-
mas más sofisticadas de búsqueda sobre las mismas, que
permitan enfrentar tales requerimientos; optimización de
estos depósitos, o desarrollo de nuevos, considerando in-
cluso la arquitectura del procesador.
Un modelo de base de datos no convencionales que se
adapta a tales requerimientos, en el cual se pueden uti-
lizar métodos de acceso que contemplen estos aspectos,
son las Bases de Datos Métricas. Esta investigación pre-
tende contribuir a la madurez de este nuevo modelo de
bases de datos considerando distintas perspectivas.
Palabras Claves: bases de datos métricas, ı́ndices,
búsquedas por similitud.
Contexto
Esta investigación está enfocada en lograr la con-
solidación del modelo de Bases de Datos Métricas
para soportar distintos tipos de bases de datos no
convencionales. Se espera contribuir a este mode-
lo obteniendo ı́ndices dinámicos, con E/S eficiente,
capaces de manejar grandes volúmenes de datos (es-
calables) y que resulten más eficientes para memo-
rias jerárquicas. Además, con el fin de obtener mejo-
ras en los administradores de estas bases de datos a
un muy bajo nivel, se analizan nuevas arquitecturas
del procesador, buscando ası́ contribuir en diferen-
tes campos de aplicación: sistemas de información
geográfica, robótica, visión artificial, diseño asistido
por computadora, computación móvil, entre otros.
El presente trabajo se realiza en el marco del Pro-
yecto Consolidado Tecnologı́as Avanzadas de Ba-
ses de Datos, dentro de la lı́nea Bases de Datos no
Convencionales, ( Cód. 03-2218 y en Programa de
Incentivos 22-F814) de la Universidad Nacional de
San Luis. Colaboran investigadores de otros grupos
de: Universidad de Talca (Chile), Universidad Mi-
choacana de San Nicolás de Hidalgo y Centro de In-
vestigación Cientı́fica y de Educación Superior de
Ensenada (México).
Introducción
El uso masivo de las redes y la disponibilidad de
dispositivos electrónicos en diversos ámbitos, como
el laboral, educativo, productivo, de la salud, recrea-
tivo, cientı́fico, etc., ha provocado la aparición de
una significativa cantidad y variedad de datos, de di-
ferentes tipos y procedencia. De esta manera, el vo-
lumen de datos generados y almacenados, ha crecido
de manera exponencial.
Como respuesta a este fenómeno, las bases de da-
tos han debido adaptarse rápidamente, tanto a la can-
tidad de datos que deben administrar, como a su va-
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riedad y disimilitud. El tipo de requerimientos sobre
estos datos también es diferente; por ejemplo, para
encontrar las huellas digitales más similares a una
dada, las búsquedas tradicionales (exactas) carecen
de sentido, en cambio las búsquedas por similitud
resultan más apropiadas.
Un modelo que resulta adecuado, por englobar
muchas de las caracterı́sticas compartidas por estas
aplicaciones tan diversas, es el de espacios métricos.
Este modelo es determinado por un universo de ob-
jetos y una función de distancia definida entre ellos,
que mide cuán diferentes son estos objetos. Sin em-
bargo, para responder eficientemente a los requeri-
mientos que se realizan sobre los objetos no estruc-
turados almacenados en estas bases de datos, son ne-
cesarios los llamados Métodos de Acceso Métricos
(MAMs), que permiten resolver este tipo de búsque-
das, sin realizar una examinación secuencial del con-
junto de datos. La diversidad de ámbitos en los que
se aplica el modelo, vuelve esencial la actualización
y optimización de los MAMs, logrando su adapta-
ción a cada caso particular y afrontando retos como
el soporte de conjuntos masivos de datos, el permitir
actualizaciones (inserciones/eliminaciones) y la re-
solución de búsquedas más complejas.
Por otro lado, pensando en mejorar el desempeño
de los administradores de bases de datos (DBMS),
también a bajo nivel, se busca caracterizar nuevas ar-
quitecturas que permitan reducir el flujo de bits entre
el procesador y la memoria en relación a la cantidad
de datos utilizados por cada programa.
Estos avances se reflejan en áreas como: reconoci-
miento de voz, reconocimiento facial, bases de datos
médicas, minerı́a de datos, biologı́a computacional,
entre otros.
Lı́neas de Investigación y Desarrollo
Bases de Datos Métricas
Como se mencionó, aquellas bases de datos ca-
paces de administrar secuencias de ADN o de pro-
teı́nas, imágenes, videos, texto libre, audio, etc.,
comúnmente llamadas bases de datos no convencio-
nales, serán modelizadas utilizando espacios métri-
cos. En este modelo, debido a lo costoso que sue-
le resultar calcular la distancia entre dos objetos, el
número de cálculos realizados durante alguna opera-
ción se usa habitualmente como medida de comple-
jidad. Calcular distancias es necesario ya sea para
crear un ı́ndice o para realizar búsquedas sobre él.
Ası́, para evitar comparaciones exhaustivas con la
base de datos durante una consulta por similitud y
responder más eficientemente a las mismas, se hará
uso de MAMs. Por ello, el objetivo es optimizar los
MAMs, analizando aquellos que han mostrado buen
desempeño en las búsquedas para reducir su com-
plejidad considerando, cuando sea necesario, la je-
rarquı́a de memorias y/o priorizando además su di-
namismo y escalabilidad, cuando sea posible. En ge-
neral, dado un espacio métrico cuyo universo de ob-
jetos es U y una función de distancia d : U×U 7−→
R+, una base de datos X ⊆ U y una consulta q ∈ U,
las consultas por similitud son de dos tipos: por ran-
go (q, r) o de k-vecinos más cercanos (k-NN).
Métodos de Acceso Métricos
En el contexto del diseño y adaptación de los
MAM’s para ser útiles en un mayor espectro de apli-
caciones reales, se deben considerar necesariamente
caracterı́sticas tales como soportar dinamismo y en
muchos casos adaptarse adecuadamente a ser alma-
cenados en memoria secundaria, optimizando en ese
caso no sólo el número de cálculos de distancia que
se realizan tanto en la construcción del MAM como
en las búsquedas, sino también el número de opera-
ciones de E/S necesarias.
Considerando la necesidad de dinamismo en los
MAM’s, es que surge el desarrollo del Árbol de
Aproximación Espacial Dinámico (DSAT) [11], ba-
sado en el Árbol de Aproximación Espacial (SAT),
que a pesar de ser uno de los ı́ndices de mejor
desempeño en espacios de mediana a alta dimen-
sión, era totalmente estático. El DSAT permite rea-
lizar inserciones y eliminaciones, manteniendo el
buen desempeño en las búsquedas, aunque agrega un
parámetro a sintonizar. Una variante también estáti-
ca del SAT, es el Árbol de Aproximación Espacial
Distal (DiSAT) [6], éste logra optimizar las búsque-
das respecto de ambos (SAT y DSAT) y además no
necesita ningún parámetro. Por ello, se ha propuesto
una optimización del mismo, la Foresta de Aproxi-
mación Espacial Distal (DiSAF) [3], que es dinámi-
ca, para memoria principal y que para lograr mejorar
al máximo su desempeño, aplica la técnica de dina-
mización de Bentley y Saxe al DiSAT y aprovecha el
profundo conocimiento que se tiene sobre la aproxi-
mación espacial. Sin embargo, los costos de cons-
trucción son altos debido a la necesidad de recons-
truir subárboles luego de cada inserción. Por ello,
se está desarrollando una versión que utiliza inser-
ción perezosa para amortizar los costos de recons-
trucción, mientras mantiene buen desempeño en las
búsquedas.
Cada vez es más habitual la necesidad de diseñar
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ı́ndices que se almacenen en memoria secundaria.
Esto se debe a que la cantidad masiva de datos a al-
macenar; por ejemplo, los provenientes de redes so-
ciales, o el tamaño de algunos de los tipos de datos
almacenados, como las imágenes satelitales, provo-
can que los ı́ndices no quepan en memoria princi-
pal. Por ello, se está trabajando en lograr una ver-
sión del DiSAT dinámica para memoria secundaria,
que además de amortizar los costos de reconstruc-
ción entre varias inserciones y mantener un buen
desempeño en las búsquedas, se adapte a memoria
secundaria realizando un buen uso de las páginas de
disco para minimizar el número de operaciones de
E/S. Para ello, se debe considerar no sólo que logre
un desempeño comparable al de la versión de me-
moria principal en cantidad de cálculos de distancia,
sino que las páginas en disco mantengan una bue-
na ocupación, que la cantidad de operaciones de E/S
necesarias sea baja y que se mantenga la localidad
en los accesos.
Cabe aclarar que muchos de estos ı́ndices se ba-
san en “agrupar elementos” en conjuntos de obje-
tos similares. Por ello, es posible utilizar estrate-
gias de optimización para analizar cuán buenos son
los agrupamientos que logran, y tratar de mejorar-
los. Por ello, se está buscando optimizar una versión
del DSAT para memoria secundaria que considere
además de la propia agrupación de elementos que
realiza el ı́ndice, la posibilidad de adicionar en cada
nodo un clúster de elementos cercanos.
Una faceta tan importante como las anteriores, in-
volucra los requerimientos de aplicaciones que prio-
rizan la rapidez en las respuestas, a costa de perder
algunos elementos: se intercambia precisión (devol-
viendo sólo algunos objetos relevantes) por veloci-
dad en la respuesta. Este tipo de búsquedas se de-
nominan aproximadas. Para conjuntos de datos ma-
sivos, las búsquedas por similitud aproximadas per-
miten obtener un buen balance entre el costo de las
búsquedas y la calidad de la respuesta obtenida. Uno
de los mejores representantes de este tipo de consul-
tas es el Algoritmo Basado en Permutaciones (PBA)
[2], que logra una respuesta de alta calidad a un ba-
jo costo. Por esta razón, se ha utilizado como base
del diseño de la Lista Dinámica de Permutaciones
Agrupadas (DLCP) [9], que además de ser dinámica
es para memoria secundaria. Este ı́ndice, que combi-
na LC con PBA, agrupa por distancia entre las per-
mutaciones de los objetos, en lugar de hacerlo por
distancia entre objetos, y además se le puede indi-
car cuántos cálculos de distancia y/o operaciones de
E/S utilizar, para obtener una respuesta rápida, aun-
que menos precisa.
Grafo de los k Vecinos
Encontrar los restaurantes más cercanos a un lu-
gar en particular, es una búsqueda que puede resol-
verse en espacios métricos mediante una consulta k-
NN. Una variación de esta consulta por similitud, la
All-k-NN, resulta tan útil como la anterior. La mis-
ma permite obtener los k-vecinos más cercanos de
todos los elementos de la base de datos; es decir, re-
laciona cada elemento u ∈ X, con los k objetos en
X- {u} que tengan la menor distancia a él. La solu-
ción ingenua tiene una complejidad de n2 cálculos
de distancia (|X| = n), y consiste en comparar cada
objeto en la base de datos con todos los demás, de-
volviendo los k más cercanos a él. Evidentemente,
resulta mucho más eficiente preprocesar la base de
datos construyendo un ı́ndice, y luego buscar en él
los k-NN de cada elemento del conjunto.
No obstante, al enfrentar una base de datos ma-
siva, o cuando la función de distancia utilizada es
demasiado costosa de calcular, o aún si se trabaja
con espacios métricos de alta dimensión, esta solu-
ción puede resultar tan ineficiente como la ingenua,
ya que estas situaciones pueden requerir revisar la
base de datos completa, sin importar la estrategia
implementada. Además, es necesario considerar los
requerimientos de algunas aplicaciones particulares,
que priorizan la velocidad de respuesta sobre la pre-
cisión de la misma [13, 7, 14, 8]. Atendiendo a to-
das estas circunstancias es que se han considerado
las llamadas búsquedas por similitud aproximadas,
las cuales mejoran su complejidad aceptando algu-
nos “errores” en la respuesta.
Una estructura que permite indexar un espacio
métrico, y resolver las consultas por similitud es el
Grafo de los k-vecinos más cercanos (kNNG)[12].
Este grafo asocia cada elemento de la base de da-
tos a sus k vecinos más cercanos y resulta ser un
ı́ndice eficiente, con respecto a algunas de las técni-
cas clásicas. Dado que la solución al problema All-
k-NN permite construir el kNNG, se han propuesto
nuevas técnicas, que resuelven el problema de All-
k-NN, y permiten computar una aproximación del
kNNG. Éstas, sin utilizar ningún ı́ndice para buscar
en él, conectan cada objeto u de la base de datos con
k vecinos cercanos, relajando la condición que exige
que no haya, en toda la base de datos, algún objeto
más cercano a u que los k vecinos devueltos. Aun-
que estas técnicas pueden perder algún objeto muy
cercano a u y en su lugar devolver otro un poco más
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lejano obtienen, a cambio, una respuesta más rápida.
Al grafo construido de esta manera se lo denominó
Grafo de vecinos cercanos (knNG) [5].
Una primera aproximación, aprovecha el profun-
do conocimiento que se tiene del DiSAT y plantea un
enfoque ingenioso para un caso particular del pro-
blema, en el que k = 1. Esta técnica utiliza infor-
mación provista por la construcción del DiSAT pa-
ra obtener el 1nNG, conectando a cada objeto con
un elemento cercano de la base de datos, que puede
ser, o no, su vecino más cercano [5]. Esta propuesta
permite recuperar el 1nNG con bajo costo, logran-
do muy buena precisión, un error bajo y por ende
un buen compromiso calidad/tiempo, y sin realizar
ninguna búsqueda en el ı́ndice.
Las demás propuestas abordadas no se apoyan en
ningún ı́ndice y se enfocan en el problema general,
resolviendo la consulta All-k-nN y computando el
knNG. La base de estos desarrollos es aprovechar
de manera ingeniosa las propiedades de la función
de distancia. En ellos se sugieren distintas maneras
de seleccionar muestras de la base de datos, a par-
tir de las cuales se obtiene un conjunto de distan-
cias que serán el punto de partida de este proceso.
Se analizan diferentes maneras de utilizar la infor-
mación conseguida, para calcular, en algunos casos
los vecinos exactos [4] y en otros los aproximados,
para todos los objetos de la base de datos, utilizando
propiedades como la simetrı́a o la desigualdad trian-
gular. Los resultados obtenidos hasta el momento,
de estas propuesta, se muestran muy prometedores.
Arquitecturas de Procesadores Orientadas a
Bases de Datos
Algunos autores realizan una distinción entre ar-
quitectura, implementación y realización, según la
cual la arquitectura es la interfaz entre el software y
el hardware de una computadora, y es lo que define
el conjunto mı́nimo de propiedades que determinan
qué programas correrán y qué resultados producirán
sobre el procesador; la organización básica del flujo
de datos y el control, conforma la implementación;
y la estructura fı́sica que comprende la implementa-
ción, conforma la realización [1].
En la actualidad, la investigación sobre arquitec-
turas de procesadores ha sido desplazada por inves-
tigación sobre la implementación de procesadores.
La mayorı́a de los trabajos de investigación están
dedicados a mejorar técnicas de predicción (tanto
de control como de datos), técnicas para sincroni-
zar y comunicar procesadores (núcleos) a través de
mensajes y/o memoria compartida. Muchas de estas
técnicas de implementación surgieron en los años
60 y hoy se han incorporado a los diseños de mi-
croprocesadores actuales. No obstante, estas técni-
cas de implementación se pueden aplicar a todo tipo
de arquitecturas, desde una arquitectura RISC1 a una
arquitectura que se aleje del hardware e intente dis-
minuir el tráfico de bits entre procesador y memoria.
Si bien las arquitecturas RISC compitieron en
desempeño con las arquitecturas CISC 2, las mismas
poseen un alto tráfico de bits entre el procesador y la
memoria para una determinada traza de ejecución.
Esto finalmente favoreció a las CISC sobre las RISC,
una vez que las CISC mejoraron sus técnicas de im-
plementación. El objetivo de las investigaciones en
esta lı́nea de trabajo es plantear nuevas arquitecturas
que minimicen el tráfico de bits entre el procesador y
la memoria. Para esto se está realizando la construc-
ción de un simulador del set de instrucción AMD-64
o x86-64 con el fı́n de evaluar el tráfico de bits para
benchmarks como Specint y Specfp para la arquitec-
tura x86. El próximo paso serı́a evaluar el tráfico de
bits para la arquitectura propuesta sobre los mismos
benchmarcks, lo cual implica construir no sólo el si-
mulador de la arquitectura sino también el compila-
dor C para la misma. Finalmente, se pretende apro-
vechar el conocimiento adquirido para, desde bajo
nivel, mejorar el desempeño de los DBMSs.
Resultados y Objetivos
Las investigaciones llevadas a cabo en este pro-
yecto han permitido mejorar el desempeño de al-
gunos MAMs estudiados. Los resultados obtenidos
animan a probar su aplicación en otros métodos de
acceso [4, 5, 10, 6, 11, 3].
Se espera brindar nuevas herramientas, para ad-
ministrar bases de datos métricas, cuya eficiencia
acerque a estas bases de datos a la madurez de los
modelos tradicionales. Con esto en mente, se conti-
nuará profundizando en el estudio de nuevos diseños
de estructuras de datos, procurando incrementar su
eficiencia en tiempo y espacio, logrando una mejor
adaptación al nivel de la jerarquı́a de memorias don-
de se almacenarán y a las caracterı́sticas de los datos
a ser indexados. Del mismo modo, se continuará in-
dagando sobre técnicas innovadoras que, sin utilizar
ı́ndices, permitan resolver consultas eficientemente.
Además, se espera mejorar el desempeño de las ope-
raciones de bajo nivel en los DBMS, mediante una
nueva arquitectura del procesador.
1acrónimo del inglés “Reduced Instruction Set Computer”.
2acrónimo del inglés “Complex Instruction Set Computer”.
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RESUMEN 
El constante crecimiento del volumen de 
información es transversal a todos los 
ámbitos de nuestra vida cotidiana y hacen 
necesaria la utilización de nuevos métodos y 
enfoques analíticos que nos permitan 
navegar entre el volumen de información 
que se genera día a día y nos brinde la 
posibilidad de extraer  conocimiento útil u 
oculto en esa gran cantidad de datos. La 
ciencia de datos, minería de datos o 
descubrimiento de conocimiento, son 
términos que tienen una amplia trayectoria y 
una gran cantidad de estudios realizados. En 
contraparte, en el ámbito biológico, existe 
una gran cantidad de estudios sobre la 
comunidad y dinámica de la fauna íctica; 
pero no se ha localizado ningún estudio 
específico que unifique las dos áreas. El 
presente trabajo propone la aplicación de 
técnicas de Ciencia de Datos a un set de 
información que describe el monitoreo de la 
fauna íctica en un tramo del Río Paraná.  
El objetivo es poder determinar y entender 
las relaciones entre variables biológicas y 
ambientales e intentar descubrir 
comportamientos no apreciables a simple 
vista.  
El resultado de este trabajo será un aporte al 
Proyecto de Biología Pesquera Regional y a 
través de ellos, a las entidades que toman 
decisiones y gestionan los recursos para la 
conservación y preservación de la fauna 
íctica en el río Paraná.   
Palabras clave: ciencia de datos, minería de 
datos, descubrimiento de conocimiento en 




Este trabajo se lleva a cabo dentro del 
Proyecto de Biología Pesquera en el 
Laboratorio del Instituto de Biología 
Subtropical (IBS) de la Facultad de Ciencias 
Exactas, Químicas y Naturales (FCEQYN), 
de la Universidad Nacional de Misiones 
(UNaM), en el marco de un plan de trabajo 
final de la Maestría en Tecnologías de 
Información de la FCEQYN - UNaM 
 
1. INTRODUCCION 
El propósito de este trabajo es el desarrollo 
y aplicación de técnicas de Ciencia de Datos 
que permitan el descubrimiento de patrones 
y/o regularidades sobre la dinámica de la 
fauna íctica en un tramo del río Paraná. De 
esta manera se espera entender las relaciones 
entre variables biológicas y ambientales y 
que éstas sirvan de soporte a la toma de 
decisiones sobre la conservación y estudio 
de comunidades ícticas.  
Los sistemas acuáticos en particular, se 
caracterizan por presentar gran variabilidad 
espacial y temporal en sus componentes 
físicos y químicos [1,2], los cuales 
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determinan la dinámica de las diferentes 
comunidades.  Para analizar la variación 
espacio-temporal de la comunidad de peces, 
evaluar el rendimiento pesquero en término 
de biomasa, abundancia, riqueza y su 
relación con variables ambientales (como 
temperatura del agua y del ambiente, 
turbidez del agua, oxigenación, entre otros) 
se tomará como caso de estudio, datos de 
monitoreos sobre la fauna íctica que el 
Proyecto de Biología Pesquera Regional de 
la UNaM ha realizado en un tramo del río 
Paraná que abarca casi 200 km y comprende 
cinco sitios, siendo éstos: Toma de Agua 
Eriday (TAE), Puerto Garapé (GPE),  Puerto 
Nemesio Parma - Candelaria (NPM), Puerto 
Maní (PMI) y Arroyo Yabebiry (YBY). Este 
monitoreo se realiza desde el año 1993 a la 
actualidad. 
Para el presente trabajo se acota la 
información al rango de fechas que fue 
establecida después de fijar la cota definitiva 
en el río, y esto va desde 2010 a 2020. 
Si bien, desde el punto de vista ictiológico 
existen diversos estudios relacionados a la 
biología reproductiva y rendimientos 
pesqueros [3], no se han expuesto patrones o 
características que expliquen el porqué de 
esta dinámica. Para dar respuesta a lo 
expuesto, este trabajo propone la aplicación 
de técnicas de Ciencias de Datos que 
permitan descubrir patrones y/o 
regularidades sobre la dinámica de la fauna 
íctica en el tramo del río Paraná antes 
mencionado.   
 
2. LINEAS DE INVESTIGACION 
Y DESARROLLO 
Toda la información recolectada del 1993 a 
la actualidad se encuentra almacenada en 
una base de datos relacional y puesto que una 
de las actividades del proyecto es brindar 
información a través de distintos informes, el 
análisis de ese gran volumen de datos dio pie 
a la creación de un almacén de datos, que 
junto a un sistema OLAP, forman parte de 
las nuevas herramientas de trabajo del 
proyecto. Si bien este set tecnológico aporta 
al rápido análisis de información desde 
distintas perspectivas, aún queda pendiente 
explicar e interpretar la dinámica de la 
comunidad íctica. Se espera responder a esta 
problemática aplicando técnicas de Ciencia 
de Datos que permitan descubrir patrones 
sobre la dinámica de la fauna íctica.  
Finalmente, plasmar los hallazgos de manera 
simple, resumida y comprensible para el 
usuario. 
 
3. RESULTADOS OBTENIDOS / 
ESPERADOS 
Para comenzar con el proceso de extracción 
de conocimiento se han estudiado y 
comparado diferentes metodologías, como 
los expuestos en [4], [5] y [6] sobre 
Explotación de Información y Minería de 
Datos; luego las metodologías emergentes 
para Ciencia de Datos [7] o la adaptación de 
alguna existente [8] y [9]. 
Se decidió realizar un análisis comparativo 
entre las metodologías ASUM y Educción 
de Requisitos para Proyectos de Explotación 
de Información. Ambas se basan en la 
metodología CRISP-DM y la finalidad del 
análisis entre ambas es tomar sus mejores 
cualidades. ASUM, planteada como un 
Método Unificado de Soluciones Analíticas 
se presenta como un Manual de Usuario en 
línea que permite navegar entre cada fase o 
proceso planteado e indica las tareas a 
realizar en cada una de ellas (orientada a su 
herramienta comercial SPSS). Educción de 
Requisitos  realizada como una tesis 
doctoral, tiene como puntos fuertes una serie 
de plantillas entregables que son fáciles y 
comprensibles de presentar al cliente; 
además de mostrar ejemplos concretos sobre 
la aplicación de la misma.  
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Del análisis de metodologías se obtienen las 
siguientes cinco fases: 1- Definición del 
Proyecto. 2- Educción de Procesos de 
Negocio. 3- Educción de Datos de Procesos 
de Negocio. 4- Conceptualización del 
Negocio. 5- Especificación de Procesos de 
Explotación de Información.   
De la aplicación de la fase 1 se obtuvieron 
cinco objetivos generales. A continuación se 
describen las tareas realizadas para resolver 
la premisa “Determinar e identificar 
características sobre Estructura de Peces y su 
relación con variables ambientales”. 
Para realizar las tareas prácticas se utiliza la 
herramienta RapidMiner Studio bajo una  
licencia “Educational Edition” en su versión 
9.8. 
En primer lugar, se tomó una muestra 
correspondiente a 1 (un) año de monitoreo 
con el fin de realizar las tareas de pre-
procesamiento, los cuales incluyen limpieza 
de los datos, tratamiento de valores nulos, 
faltantes y calidad en general de los datos. 
Con la muestra tomada se trabajaron 25 
variables tanto cualitativas como 
cuantitativas, de las cuales 8 representan 
datos ambientales y 17 datos bilógicos de los 
peces. En total la muestra se representa por 
5380 registros. 
Para comprender qué ocurre con los datos y 
cómo se relacionan entre sí,  es necesario 
analizar una porción representativa del 
problema; para ello se ejecutó el proceso 
“Descubrimiento de Grupos” [10] con el 
algoritmo K-means.  
Una vez que la herramienta formó los 
grupos, se utilizó una matriz de correlación 
para identificar qué tan fuertemente 
correlacionadas se encontraban las variables 
y con qué atributos. Además se analizaron 
los pesos de cada variable para tener una 
noción sobre cuáles son las más 
representativas. Como resultado se pudo 
observar que las variables con mayor peso al 
momento de definir grupos fueron: peso y 
largo del pez (como principales atributos 
biológicos ícticos); temperatura, oxígeno y 
transparencia del agua (como principales 
atributos ambientales). Por otra parte, los 
pares de variables mayormente 
correlacionadas fueron altura-peso, altura-
largo, largo-peso y temp_ambiente-
temp_agua.  
Teniendo este panorama general, se 
procedió con el análisis de cada partición 
(verificando si la correlación de los datos en 
general es correcta.). Por cada grupo 
conformado se identifica el atributo cluster -
con el que fue catalogado en el paso anterior 
- y en base a este atributo se aplica el 
algoritmo de inducción para obtener “Reglas 
de pertenencia a cada grupo”. Esta tarea se 
ejecutó con el algortimo Decision Tree.  
Como resultado se obtuvo que las variables 
que definieron el agrupamiento fueron tres: 
peso, largo y temperatura del agua, en el 
orden indicado.  
Actualmente la investigación para este 
trabajo se encuentra en la tercera fase de la 
metodología, donde se realizan tareas 
asociadas a la Educción de Datos de 
Procesos de Negocio. Estas tareas se 
subdividen en dos grandes actividades, por 
un lado el relevamiento de los datos del 
negocio y por el otro, el análisis de los 
repositorios de datos. En esta etapa se está 
analizando la incorporación de información 
a través de la transformación de datos 
existentes, por ejemplo: a partir de la fecha 
de pesca, transformar este dato a estaciones 
del año y con este nuevo valor, generar otras 
salidas que sirvan al cumplimiento de los 
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El presente se lleva a cabo como Trabajo 
Final de la Maestría en Tecnologías de 
Información de la FCEQyN –UNaM y se 
conforma por tres integrantes: el 
maestrando, Lic. Cinthia Cuba de la 
FCEQyN – UnaM; la Dra. Paola Britos, 
perteneciente al Laboratorio de Informática 
Aplicada de la UNRN; y la Mgter. Gladys G. 
Garrido, Docente de categoría III (Sistema 
Nacional de Incentivo a la Investigación) 
perteneciente al Departamento de Biología 
de la FCEQYN – UNAM.    
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RESUMEN
Las  organizaciones  están  buscando  una  nueva
manera  de  producir  optimizando  y  potenciando
sus recursos, es por ello que están incorporando
tecnologías que conectan el mundo físico con el
virtual  a  través  de  diversos  dispositivos  que  le
permitan acceder a grandes cantidades de datos en
tiempo real y tomar mejores decisiones en todo el
proceso productivo. Por otra parte, la Ciencia de
Datos es un conjunto de principios fundamentales
que apoyan y guían la extracción de información y
conocimiento  a  partir  de  los  datos;  incluye
diversas  metodologías,  técnicas,  algoritmos  y
herramientas  que  facilitan  el  procesamiento
avanzado  y  automático  de  los  mismos;
permitiendo  identificar  información  relevante  y
estratégica,  que  a  simple  vista  no  es  detectada.
Este  proyecto  tiene  por  objetivo  articular
integradamente  mecanismos  de  proceso  de
interpretación de grandes masas de información
en  diversas  industrias,  (con  hincapié  en  la
agropecuaria  de  la  provincia  de  Río  Negro),  a
través diversas técnicas de tratamiento de datos y
su  visualización  brindada  por  la  Ciencia  de
Datos.
Palabras  claves:   Data  Science  aplicada,
explotación  de  información,  aplicaciones
agropecuarias.
CONTEXTO
Este proyecto de I&D se encuentra radicado en la
Universidad Nacional de Rio Negro. Cuenta con
los siguientes antecedentes: 
● Proyectos de investigación:
● Estudio y Evaluación de Tecnologías
de la Información y la Comunicación
para  el  desarrollo  de  ciudades
inteligentes  en  Río  Negro  (PI  40-C-
270).
● Explotación  y  visualización  de
información.  Su  aplicación  a  las
industrias rionegrinas (PI 40-C-542).
1. RELEVANCIA DEL PROBLEMA
Las  organizaciones  están  buscando  una  nueva
manera  de  producir  optimizando  y  potenciando
sus recursos, es por ello que están incorporando
tecnologías que conectan el mundo físico con el
virtual  a  través  de  diversos  dispositivos  que  le
permitan acceder a grandes cantidades de datos en
tiempo real y tomar mejores decisiones en todo el
proceso  productivo:  desde  la  concepción  del
producto o servicio hasta y comercialización del
mismo,  el  estudio  de  los  datos  de  las
organizaciones  es  realizado  por  la  Ciencia  de
Datos.
Por otra parte, de acuerdo al Boletín Oficial de la
República  Argentina  [1]  “el  sector  científico  y
tecnológico tiene el potencial de contribuir gracias
a  sus  aportes  e  innovaciones,  a  elevar  la
competitividad  y  productividad  de  la  economía,
del  país,  impactando  en  el  mejoramiento  de  la
XXIII Workshop de Investigadores en Ciencias de la Computación 200
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
calidad de vida de la población...”. Cabe destacar,
que una ciudad latinoamericana que se destaca en
este tipo de innovación, es Medellín, se mantiene
a la vanguardia de este tipo de tecnología, ya que
ha  sabido  planificar  y  adoptar  tecnologias  en
diversos  ambientes  de las  ciudad por  las  que el
mundo la  ha premiado de manera  regular como
una ciudad innovadora, sustentable e inteligente 
[2] y que a través de diversas actividades en la
región [3],  [4] y [5] y en conjunto con diversas
organizaciones,  como  por  ejemplo  Instituto
Nacional de Tecnología Agropecuaria (INTA Río
Negro) se han realizado innovaciones al respecto.
Por lo anteriormente citado, es que el objetivo es
articular integradamente mecanismos de proceso
de  interpretación  de  grandes  masas  de
información  de  diversos  tipos  de  industria,
haciendo  hincapié  en  la  agronómica,  a  través
diversas  técnicas  de  tratamiento  de  datos  y  su
visualización,  las  cuales  son  brindada  por  la
Ciencia de Datos.
1. INTRODUCCIÓN
1.1. Cambio en las Organizaciones
De acuerdo a lo informado por [1] uno de los ejes
estratégicos del Gobierno Nacional Argentino es
impulsar  procesos  de  transformación  productiva
que  estimulen  el  desarrollo  económico,
promoviendo  las  capacidades  tecnológicas  y
productivas  de  las  empresas,  la  creación  de
empleos  de  calidad,  la  participación  en  los
mercados  internacionales,  la  mejora  de  la
productividad y la incorporación y el desarrollo de
las tecnologías emergentes. 
El surgimiento de nuevos desafíos en el ámbito de
las  organizaciones  está  siendo  afectado
transversalmente  por  transformaciones
tecnológicas y productivas que tienen impacto en
la dinámica económica de los países que resultan
determinantes  para  su  desarrollo,  planteando
nuevos retos y demandas productivas [6], [7].  Las
tecnologías que  se  insertan  hoy  en  las
organizaciones  tienen  que  ver  con  la
automatización, la inteligencia artificial, el uso de
ciencia de datos, entre otras [4], [5], [3].
Ciencia de Datos
Un estudio realizado en [8]  menciona que  cada
vez son más las empresas que se basan en datos,
las cuales han mejorado su desempeño en medidas
objetivas  de  los  resultados  financieros  y
operativos.  En un entorno tan competitivo como
el  actual,  las  organizaciones,  de  cualquier  tipo,
requieren  estrategias  para  poder  adaptarse  a  los
cambios  y  generar  conocimiento  a  partir  de  los
datos  disponibles,  es  una  muy  buena  estrategia
[9].  Debido  a  la  evolución  de  las  TICs,  los
sistemas de almacenamiento pueden acopiar gran
cantidad  de  datos,  de  diferente  índole,  a  un
menudo coste; lo que conlleva a que estos crezcan
de manera exponencial en pequeños intervalos de
tiempo.  Los datos  no  son  recogidos únicamente
para el mantenimiento de registros o para validar
las hipótesis generadas por los recursos humanos,
sino que a medida que el volumen de datos crece,
existe la  posibilidad de probar  las hipótesis  que
aún no se habían previsto [10]. El crecimiento en
cantidad y  diversidad  de los  datos  ha llevado a
que  las  herramientas  convencionales  de
administración práctica, no puedan manejar estos
conjuntos de datos [11].
Para  poder  tomar  decisiones  pertinentes  y
administrar  estos  conjuntos  de  datos
potencialmente  invaluables,  es necesario realizar
un  análisis  exhaustivo  sobre  los  mismos.  La
Ciencia  de  Datos  o  Data  Science  (DS)  es  un
conjunto de principios fundamentales que apoyan
y  guían  la  extracción  de  información  y
conocimiento  a  partir  de  los  datos;  incluye
diversas  metodologías,  técnicas,  algoritmos  y
herramientas  que  facilitan  el  procesamiento
avanzado  y  automático  de  los  mismos;
permitiendo  identificar  información  relevante  y
estratégica, que a simple vista no es detectada [9],
[11],  [12].  Fois,  Aguero  y  Britos  [13]  desde  la
perspectiva  de  la  ciencia  de  datos  realizan  una
comparación de metodologías ágiles para aplicar
en proyectos de ciencias de datos, del que se han
tomado  las  actividades  más  inherentes  para
planificar cómo abordar el problema y organizar
las actividades para abordar este caso de estudio.
En  síntesis,  puede  definirse  la  DS,  como  la
aplicación de métodos cualitativos y cuantitativos
para  predecir  resultados  y  solucionar  problemas
relevantes  las  cuales  debido  a  la  creciente  e
inmensa cantidad de datos que existe actualmente,
el  conocimiento  y  el  análisis  del  dominio  no
pueden  estar  separadas.  Existen  muchos
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algoritmos para el procesamiento y extracción de
datos,  así  como  una  gran  cantidad  de  detalles
sobre los métodos aplicados en este campo; pero
DS implica  mucho  más  que  solo  algoritmos  de
Data Mining. DS proporciona a los profesionales
del área una estructura y un conjunto principios
que brindan un marco para tratar sistemáticamente
los problemas de extracción de conocimiento útil
de los datos; donde los métodos y la metodología
para tratar los datos y llevar adelante este tipo de
proyectos  son  trascendentales  [11],  [12].  Dentro
de la ingeniería de sistemas, los proyectos de DS
son un tipo especial de proyectos; cuyo objetivo
es  extraer conocimiento  relevante,  idóneo  y
original de los datos [14], [15]. 
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
Este proyecto tiene por objetivo principal articular
integradamente  mecanismos  de  proceso  de
interpretación de grandes masas de información,
de diversos tipos de industria (con hincapié en la
industria  agropecuaria  y  la  educación  de  la
provincia de Rio Negro – Argentina, y Medellín -
Colombia),  a  través  diversas  técnicas  de
tratamiento de datos y su visualización brindada
por la Ciencia de Datos.
Específicamente tiene por objetivo: (a) Identificar
modelos  de  comportamiento  de  crecimiento  en
diversos  entornos,  teniendo  presente  las
características  del  mismo,  y  (b)  Implementar
nuevos  modelos  de  visualización  y  estudio  de
datos  brindados  con  la  Industria  y  los  estudios




A  continuación,  se  indican  los  resultados
obtenidos hasta el momento:
● Melisa  Isaja,  Paola  Pizzingrilli,  Pamela
Britos,  Maximiliano  Donadio,  Giuliana
Fois,  Gustavo  Agüero,  Pablo  Enrique
Argañaras,  Martín  René  Vilugrón,  Lina
María  Montoya  Suárez,  Paola  Britos  y
Gastón  Di  Bonis.  2020.  Estudio  de
comportamiento  de  cultivo  de  mostaza
blanca  (Sinapis  alba  L.).  Un  caso  de
aplicación  con  Big  Data.  XI  Congreso
Internacional  sobre  Aplicación  de
Tecnologías  de  la  Información  y
Comunicaciones  Avanzadas  (ATICA
2020). ISBN 978-84-18254-84-0.  
● Viviana  Moscher,  Paola  Britos.
Desarrollo de un modelo predictivo para
descubrir  factores  que  inciden  en  la
deserción  de  alumno  en  la  Facultad  de
Humanidades,  Universidad  Nacional  del
Nordeste.  XI  Congreso  Internacional
sobre  Aplicación  de  Tecnologías  de  la
Información  y  Comunicaciones
Avanzadas (ATICA 2020). ISBN 978-84-
18254-84-0
● Caleb  Faillance,  Florencia  Pollo,  Britos.
Análisis  De  Sentimientos:  Detección  de
Sarcasmo  en  Español  a  Través  de
Emoticones  En  Twitter.  XI  Congreso
Internacional  sobre  Aplicación  de
Tecnologías  de  la  Información  y
Comunicaciones  Avanzadas  (ATICA
2020). ISBN 978-84-18254-84-0.
● Victor  Rojo,  Florencia  Pollo,  Britos.
Desarrollo  de  un  recurso  léxico  de
palabras  informales  en  español  de
Argentina para el análisis de sentimientos
en  Twitter.  XI  Congreso  Internacional
sobre  Aplicación  de  Tecnologías  de  la
Información  y  Comunicaciones
Avanzadas (ATICA 2020). ISBN 978-84-
18254-84-0.
● Melisa  Isaja,  Paola  Pizzingrilli,  Pamela
Britos,  Maximiliano  Donadio,  Giuliana
Fois,  Gustavo  Agüero,  Pablo  Enrique
Argañaras,  Martín  René  Vilugrón,  Lina
María  Montoya  Suárez,  Paola  Britos  y
Gastón  Di  Bonis.  2020.  BIG  DATA,
aplicado a la Agricultura. IX Semana de
la Tecnología, Creatividad e  Innovación.
Universidad  Luis  Amigo.  Medellín.
Colombia.
● Britos, P; Fois, Guiliana; Agüero Cobella,
G.  2020.  Evaluación comparativa de  las
metodologías Team Data Science Process
TDSP  y  Analytics  Solutions  Unified
Method  for  Data  Mining  ASUM-DM
desde  la  perspectiva  de  la  ciencia  de
datos.  Investigación  Formativa  en
Ingeniería.   264-270.  ISBN 978-958-52-
3335. Medellín. Colombia.
● Britos,  Paola;  Montoya  Suarez,  Lina
María;  Vilugron,  M.;  Donadio,
Maximiliano.  Ciencia  de  Datos  en
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Ingeniería de Sistemas Virtual y Distancia
de  la  Uniremington.  XXIII  Encuentro
Nacional  de  Investigación  2020.
Universidad  Luis  Amigo.  Medellín.
Colombia.
4. FORMACION DE RECURSOS
HUMANOS
Este proyecto tiene por objetivo la formación de:
3  tesistas  de  maestría,  2  tesistas  de  grado,  4
investigadores juniors.
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RESUMEN
El agua es un recurso vital y como tal requiere
una  adecuada  gestión  de  su  calidad  para  la
subsistencia  de  la  población  en  todas  sus
dimensiones.  En  la  provincia  de  Misiones,
existen varias organizaciones que intervienen
de alguna manera en la gestión de la calidad
del  agua,  aunque  se  encuentran  limitados
respecto  de  la  generación  de  información
adecuada  para  la  gestión,  pese  a  esfuersos
individuales  de  algunas  de  estas
organizaciones.
La gestión de calidad del agua es un proceso
que requiere datos. Estos datos son generados
a un alto costo, ya que cada estudio implica un
traslado  al  lugar  donde  se  realizan  las
muestras,  gastos  en  recursos  humanos,  y
gastos  en  el  análisis  de  las  propiedades  del
agua para determinar su calidad, entre otros.
En  esta  línea  de  investigación  se  aborda  la
aplicación de procesos de ciencia de datos que
podrían  contribuir  en  la  generación  de
información dirigida  a  la  gestión  de  calidad
del agua. 
A  través  de  un  análisis  descriptivo  se
determinaron  parámetros  asociados  a  la
calidad del agua, destacándose la temperatura,
turbiedez, conductividad, pH, P-ortoFosfatos,
solidos  disueltos  totales,  oxígeno  disuelto,
sólidos  suspendidos  totales  y  coliformes
fecales.
Asismismo,  se  evidencia  la  necesidad  de
ampliar  el  desarrollo  de  conjuntos  de  datos
que  integren  variables  relevantes  para  la
gestión de la calidad del agua.
CONTEXTO
Esta línea de investigación se desarrolla en el
ámbito  Programa  de  Investigación  en
Computación  (PICom),  perteneciente  al
Instituto  de  Investigación  Desarrollo  e
Innovación en Informática de la Facultad de
Ciencias  Exactas  Químicas  y  Naturales,
Universidad  Nacional  de  Misiones  (IIDII,
FCEQyN, UNaM). El PICom desarrolla líneas
de  investigación  relacionadas  con  la
explotación de información y la robótica.
El grupo de trabajo aborda principalmente las
áreas relacionadas con el tratamiento de datos
y el descubrimiento de información a partir de
éstos mediante técnicas de ciencia de datos, en
distintos campos de aplicación. Este contexto
ha permitido contribuir con estrategias para la
detección  de  datos  anómalos,  expansión  de
consultas,  algoritmos de ranking,  generación
automática  de  perfiles  y  desambiguación  de
entidades,  recomendación  y  selección  de
grupos de expertos.
1. INTRODUCCION
Una adecuada gestión de calidad del agua es
determinante  para  la  subsistencia  de  la
población en todas sus dimensiones. Esto es
evidente, en general debido a la dependencia
del  recurso  para  la  vida,  y  en  particular,
debido  a  los  usos  del  recurso  en  diversas
aplicaciones  como  el  consumo  humano,  el
desarrollo agrícola, industrial, y recreativo.
XXIII Workshop de Investigadores en Ciencias de la Computación 204
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
En  la  Argentina,  existen  varios  organismos
que  intervienen  de  alguna  manera  en  la
gestión  de  la  calidad  del  agua,  algunos
inclusive  con  presencia  en  la  Provincia  de
Misiones.  Estos  organismos  incluyen  al
Instituto  Nacional  del  Agua  (INA),  la
Comisión Mixta del Río Paraná (COMIP), la
Entidad  Binacional  Yacyretá  (EBY),  la
Universidad Nacional de Misiones (UNaM), y
varias  otras  dependencias  del  estado  y
organizaciones  privadas,  entre  otros.  En
particular, la EBY ha desarrollado un Sistema
de  Información  Geográfica  (GIS)  llamado
GNOMA, con el objetivo de mantener datos
de  calidad  del  agua  proveniente  de  diversas
organizaciones.  Por  el  momento,  GNOMA
carece  de  herramientas  que  permitan  la
generación  de  conocimiento  a  partir  de  sus
datos contenidos para su uso en la gestión de
la organización. Algunos ejemplos de posibles
aplicaciones de generación de conocimiento,
incluyen la posibilidad de clasificar zonas en
forma automática que permitan indicar el uso
potencial del agua en dicha zona.
Las características geográficas de provincia de
Misiones,  en  relación  a  su  carácter
mesopotámico definido por sus ríos, arroyos,
reservas,  así  como a sus  límites  geográficos
nacionales  e  internacionales,  establecen  un
especial interés por la gestión de la calidad del
agua.
Mantener una adecuada gestión de calidad del
agua  implica  entre  otras  importantes
actividades,  disponer  de  información
relevante, confiable y oportuna. Sin embargo,
la diversidad de organizaciones y la falta de
información  consolidada  y  disponible  en
relación  a  la  calidad  del  agua  dificultan  la
tarea de la gestión.
Salvo excepciones, los esfuerzos individuales
de  las  organizaciones  en  relación  a  la
recolección  y  mantenimiento  de  datos  de
calidad del agua, difícilmente son traducidas
en información útil para la gestión. Más aún,
la gran cantidad de datos relacionados con la
gestión  de  calidad  del  agua  mantenidos  por
estas organizaciones, junto con la diversidad
de  sus  estrategias  de  almacenamiento,
dificultan la tarea de producir  información a
partir de dichos datos.
En la  actualidad  se evidencia  una  tendencia
respecto  del  uso  de  la  ciencia  de  datos
aplicada a la gestión en diversos ámbitos. En
particular, el crecimiento de datos disponibles
y  los  costos  en  el  poder  de  cómputo,
permitieron un gran desarrollo de estrategias
de  ciencia  de  datos.  Estas  estrategias  de
ciencia  de  datos,  permiten  la  generación  de
conocimiento a  partir  del  descubrimiento  de
patrones  en  grandes  conjuntos  de  datos.
Asimismo,  estas  estrategias  permiten  el
desarrollo  de  modelos  de  predictivos  con
precisiones que superan al humano en varias
tareas específicas, como el reconocimiento de
patrones  o  la  predicción  de  variables
cuantitativas.
En resumen, una adecuada gestión de calidad
del agua requiere de estrategias que permitan
generar  conocimiento  a  partir  de  datos
caracterizados  por  un  gran  volumen  y
heterogeneidad.
Como  consecuencia,  resulta  necesario
desarrollar  estrategias  que  permitan  generar
conocimiento a partir de datos asociados a la
gestión  de  calidad  del  agua.  Sin  embargo,
hasta  el  momento,  organizaciones  relevantes
en la provincia de Misiones aún no disponen
de recursos  avanzados para la  aplicación  de
procesos  relacionados  con  ciencia  de  datos
que  le  permitan  un  aprovechamiento  de  los
datos  asociados  a  la  calidad  del  agua,  los
cuales  son  particularmente  costosos  de
generar.
2. LINEAS DE INVESTIGACION Y
DESARROLLO
En la  actualidad  se evidencia  una  tendencia
respecto  del  uso  de  la  ciencia  de  datos
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aplicada  a  la  gestión  en  diversos  ámbitos.
Estas  aplicaciones  incluyen   áreas  de
importancia como la agricultura [1]. 
El  crecimiento  de  datos  disponibles  y  los
costos en el poder de cómputo, permitieron un
gran  desarrollo  de  estrategias  de  ciencia  de
datos.  Estas  estrategias  de  ciencia  de  datos,
permiten  la  generación  de  conocimiento  a
partir  del  descubrimiento  de  patrones  en
grandes conjuntos de datos.  Asimismo, estas
estrategias permiten el desarrollo de modelos
de predictivos con precisiones que superan al
humano en varias tareas específicas, como el
reconocimiento de patrones o la predicción de
variables cuantitativas. 
Recientemente se  conoció la  creación de un
emprendimiento  a  nivel  global  denominado
Aquagenuity  [2],  el  cual  busca  proveer
servicios de información relacionados con la
calidad del agua. Por otra parte, en el ámbito
del  aprendizaje  automático,  la  compañía
SomData  ha  desarrollado  una  inteligencia
artificial  para  la  detección  de
microorganismos  en  el  agua  [8].  Otras
organizaciones  como  el  Group  on  Earth
Observations  (GEO)  desarrollan  trabajos  en
relación  al  monitoreo,  gestión  y  toma  de
decisiones  relacionados  con  la  calidad  del
agua [3].
La  disponibilidad  de  datos  es  esencial  para
proyectos de ciencia de datos. En este sentido,
existen  esfuerzos  internacionales  para  la
creación, mantenimiento y disposición pública
de  datos  relacionados  con  calidad  del  agua
como es el caso del paquete de datos Global
Open Data for Agriculture and Nutrition [4].
Actualmente  es  frecuente  el  uso  de  grandes
cantidades  de  datos  (Big  Data)  en  varios
dominios de aplicación.  Esto también ocurre
en el ámbito de la gestión del agua, como en
el análisis de datos para la gestión de aguas
urbanas [5]. 
Esta línea de trabajo aborda el desarrollo de
procesos de ciencia de datos que permitan la
identificación  de  patrones  y  generación  de
información dirigida a la toma de decisiones
en relación a la gestión de la calidad del agua.
Esta  línea  de  trabajo  incluye  los  siguientes
objetivos:
-Identificar las necesidades específicas en 
relación a la gestión pública de la calidad del 
agua en el ámbito de la provincia de Misiones.
-Determinar las fuentes y las características de
los datos asociados a la gestión pública de la
calidad del agua.
-Desarrollar mecanismos de procesamiento de
datos  disponibles  que  permitan  su  uso  en
modelos  de  ciencia  de  datos  dirigidos  a  la
gestión de la calidad del agua.
-Desarrollar  estrategias  de  ciencia  de  datos,
incluyendo  el  entrenamiento  de  modelos  de
aprendizaje automático, para dar soporte a los
requerimientos  de información de  la  gestión
de la calidad del agua.
-Evaluar el impacto de la implementación de
los procesos desarrollados de ciencia de datos
en organizaciones intervinientes en la gestión
de calidad del agua.
3. RESULTADOS
OBTENIDOS/ESPERADOS
Hasta  el  momento  se  trabajó  con  el
procesamiento  de  un  conjunto de  datos  de
calidad del agua del Río Paraná censados en el
intervalo  de  tiempo  para  los  años  1980  a
1990.  A través  de un análisis  descriptivo se
determinaron  parámetros  asociados  a  la
calidad del agua, destacándose la temperatura,
turbiedez, conductividad, pH, P-ortoFosfatos,
solidos  disueltos  totales,  oxígeno  disuelto,
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sólidos  suspendidos  totales  y  coliformes
fecales.
Un análisis de la distribución de frecuencia de
los  valores  avistados con los  expertos  en la
calidad del agua determinó que no siguen una
distribución  normal  estándar  y  no  existe  un
marco  de  referencia  sobre  el  cual  poder
contrastar los datos actualmente, dado que la
naturaleza  del  Río  Paraná  es  única  en  su
contexto geográfico e hidrológico.
La ausencia de un marco de referencia para
poder analizar el comportamiento de los datos
incentivó  a  tomar  la  iniciativa  en  la
reconstrucción de los datos históricos del Río
Paraná a través de la articulación de los datos
disponibles  que  disponen  las  organizaciones
que se encargan de medir la calidad del agua
del río.
Además  de  organizar  los  datos
disponibles que se encuentran dispersados en
varias  entidades,  otro  desafío  que  enfrenta
este proyecto es la propia naturaleza del Río
Paraná,  que  posee  un  gran  nivel  de  auto-
depuración debido a su tamaño y fluidez. Un
mismo parámetro de calidad del agua puede
variar  excesivamente  en  su  medición  si  se
realiza en un instante posterior y a una escasa
distancia de la medición original.
Para definir  el  proceso de ciencia  de
datos a aplicar,  [6] realiza un mapeo sobre la
literatura relacionada con la predicción de la
calidad del agua haciendo uso de técnicas de
inteligencia  computacional  (IC),  donde  se
detecta que la mayor proporción de trabajos
estudian métodos híbridos que involucran más
de una tecnología de IC para la construcción
de un modelo predictivo de calidad de agua.
En el mismo estudio se detecta la tendencia a
la  investigación  de  técnicas  de  Redes
Neuronales  Artificiales  (RNA)  para  la
construcción de modelos predictivos.
4. FORMACIÓN DE RECURSOS
HUMANOS
El grupo de trabajo se compone de un equipo
interdisciplinario, el cual desde la especialidad
de  las  áreas  de  trabajo  de  sus  integrantes
contribuyen a la generación de conocimiento
en el área de ciencia de datos por un lado, y en
la  gestión  de  calidad  del  agua  por  otro.
Asimismo,  integrantes  del  equipo de trabajo
han  colaborado  en  forma  conjunta  en
objetivos comunes relacionados con el área de
calidad del agua.
En particular a la gestión de calidad del agua,
el  grupo  ha  desarrollado actividades  de
colaboración con la Comisión Mixta del Río
Paraná  (COMIP),  organismo  del  estado
nacional,  para  procesos  de  digitalización  de
datos de calidad del agua a partir de informes
históricos.  A partir  de dichas actividades,  se
desarrollaron procesos  de control  de  calidad
de datos dirigidos a la identificación desvíos,
datos faltantes y anómalos.
Estas actividades implicaron el desarrollo de
procesos  específicos  para  garantizar  la
compatibilidad y calidad de los datos para su
exportación  a  un  Sistema  de  Información
Geográfica  gestionado  por  la  Entidad
Binacional Yacyretá (EBY).
Las  líneas  de  investigación  presentadas
cuentan con doce integrantes relacionados con
las carreras de Ciencias de la Computación de
la  UNaM.  El  grupo  de  investigación
desarrolla  dos tesis  de grado articulando sus
trabajos  con  una  beca  de  Estímulo  a  las
Vocaciones  Científicas  del  Consejo
InterUniversitario Nacional (CIN) y una beca
UNaM;  dos tesis de maestría en curso y una
finalizada.  Asimismo,  las  líneas  de
investigación  y  sus  integrantes  se  vinculan
con grupos de la Universidad de Castilla-La
Mancha, España y la Universidad de Sonora,
México.
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Resumen
El correo electrónico es una de las herramientas
de comunicación asincrónica más extendidas en la
actualidad, habiendo desplazado a los canales más
clásicos de comunicación debido a su alta eficien-
cia, costo extremadamente bajo y compatibilidad con
muchos tipos diferentes de información [30].
En el último tiempo, con el objetivo de mejorar su
uso y aprovechar a los correos electrónicos como fuen-
te de conocimiento, se han aplicado diversas técnicas
de aprendizaje automático a este tipo de informa-
ción. En este sentido, existe un área particular del
aprendizaje automático, denominada mineŕıa de tex-
tos, donde el conocimiento es generado a partir de la
adopción de bases de datos exclusivamente textua-
les como fuente de datos [32]. A su vez, el correo
electrónico posee caracteŕısticas particulares respec-
to de otros elementos de texto que hace que existan
diferencias y problemáticas particulares entre la mi-
neŕıa de textos tradicional y la mineŕıa de correos
electrónicos, conocida como email mining [5].
En este trabajo, se describen las acciones aborda-
das en el proyecto de investigación “Clasificación au-
tomática de correos electrónicos”, aśı como las ĺıneas
de I+D comprendidas en el mismo.
Contexto
Este trabajo se encuentra en el marco del Proyec-
to de Investigación “Clasificación automática de co-
rreos electrónicos”, aprobado por Disposición CDD-
CB N°086/2020, del Departamento de Ciencias Bási-
cas de la Universidad Nacional de Luján.
El objetivo general consiste en estudiar y analizar
el conocimiento existente sobre técnicas de aprendi-
zaje automático aplicadas a la clasificación automáti-
ca de textos, particularmente de correos electrónicos,
y generar modelos que aborden problemas concretos.
Asimismo, se está trabajando en conjunto con el
Laboratorio de Investigación y Desarrollo en Inte-
ligencia Computacional (LIDIC) de la Universidad
Nacional de San Luis a efectos de integrar los resul-
tados encontrados en este proyecto con desarrollos
de ese Laboratorio en torno a la clasificación de pre-
guntas para sistemas conversacionales (chatbots).
Introducción
Existen trabajos que han recogido estimacio-
nes respecto de la utilización mundial del correo
electrónico donde se afirma que actualmente existen
más de 3930 millones de usuarios y se proyectan 4371
millones para el año 2023 [11], alcanzando el tráfico
actual de 293.6 billones de correos enviados diaria-
mente [28].
Muchos de estos correos electrónicos son enviados
a centros de contacto de organizaciones públicas y
privadas, debido a que este medio se ha constituido
en un canal de comunicación estándar [27].
Sin embargo, este canal de comunicación requie-
re una importante afectación de recursos humanos.
A efectos de graficar este costo, algunos autores han
relevado este aspecto a través de estudios de casos;
por ejemplo, se demostró que responder un correo
electrónico de un ciudadano enviado a la Agencia de
Pensiones de Suecia lleva unos 10 minutos y, por lo
tanto, los 99000 mensajes que reciben por año pue-
den necesitar hasta 10 empleados de tiempo comple-
to para responderlos [13].
Con el fin de mejorar su uso y aprovechar a los
correos electrónicos como fuente de conocimiento se
han aplicado diversas técnicas de mineŕıa de textos,
donde el conocimiento es generado mediante la adop-
ción de bases de datos exclusivamente textuales co-
mo fuentes de datos [32]. Estas técnicas se enfrentan
a problemáticas muy complejas dentro del área de
la ciencia de la computación, debido principalmen-
te a la dificultad del análisis del lenguaje (derivada
de su ambigüedad), fundamentalmente en la etapa
de análisis semántico, como aśı también, a los relati-
vamente escasos materiales de entrenamiento y a la
capacidad de cómputo necesaria para correr deter-
minados algoritmos muy demandantes en recursos
de hardware [7].
A su vez, el correo electrónico como fuente de da-
tos posee un conjunto de caracteŕısticas particulares
respecto de otros elementos de texto que hace que
existan diferencias y problemáticas particulares en-
tre la mineŕıa de textos tradicional y la mineŕıa de
correos electrónicos, conocida como email mining [5].
Por un lado, los correos electrónicos poseen informa-
ción adicional en el encabezado que pueden ser explo-
tadas para la obtención de conocimiento. Asimismo,
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poseen una extensión reducida que hace que muchas
técnicas de mineŕıa de textos sean ineficientes para
estas fuentes de datos. A su vez, este tipo de comuni-
caciones muchas veces se da en un contexto informal
o inmersos en una cultura organizacional particular,
por lo tanto, los errores ortográficos y gramaticales,
aśı como las abreviaturas o acrónimos aparecen con
frecuencia. Por otro lado, además de los datos tex-
tuales, los correos electrónicos pueden contener ti-
pos más ricos de datos, como enlaces URL, marcas
HTML e imágenes. Aprovechar al máximo esos datos
no textuales existentes en los correos electrónicos re-
presentan un problema interesante y desafiante para
abordar [30].
Antecedentes
En lo relativo a clasificación de correos electróni-
cos, existen abordajes desde el procesamiento y ge-
neración de resúmenes [31], utilización de redes neu-
ronales [4], clasificación para respuesta automática
de correos [26], aplicación de técnicas basadas en
máquinas vector-soporte, Naive Bayes, clasificado-
res TF-IDF [30] y utilización de multi-view y semi-
supervised learning [17, 35], entre otras.
Algunos autores que abordaron la clasificación de
correos electrónicos para la respuesta automática [26]
categorizan las técnicas de acuerdo a, básicamente,
tres enfoques de recuperación de texto: categoriza-
ción de texto por aprendizaje automático, cálculo de
similitud estad́ıstica de texto y coincidencia de pa-
trones de texto y plantillas.
En relación a la categorización de texto mediante
técnicas de aprendizaje automático, existen traba-
jos [6, 24] que desarrollaron modelos utilizando las
técnicas de KNN, Näıve Bayes, RIPPER y SVM, en-
contrando que SVM fue la técnica que demostró me-
jor performance. En el mismo sentido, existen tra-
bajos [9] en los cuales se compara la precisión de
técnicas como K-means++, KNN y Näıve Bayes, al-
canzando niveles de precisión muy altos, por encima
del 96 %, para K-means++. En otras experiencias se
realizan comparaciones entre los métodos de clasifi-
cación de Naive Bayes, SMO, J48 y Random Forest
[23], observando que el algoritmo Random Forest fue
el que obtuvo la mejor precisión, siendo esta de un
95.5 % mientras que el algoritmo Naive Bayes fue el
más veloz en la construcción del clasificador. Siguien-
do la misma ĺınea, en otra experiencia [30] se com-
paró la precisión de diferentes algoritmos de clasifi-
cación, árboles de decisión, redes neuronales, Naive
Bayes, K-Nearest Neighbor y SVM. Se utilizaron da-
tos académicos para predecir la performance de los
alumnos encontrando que los árboles de decisión y
redes neuronales fueron los que mejor performance
obtuvieron.
Otros abordajes a partir de la clasificación de co-
rreos electrónicos mediante el cálculo de similitud es-
tad́ıstica también obtuvieron resultados alentadores
[3]. En estos casos, el modelo mantiene respuestas
estándar asociadas a una variedad de preguntas eti-
quetadas como preguntas frecuentes. Cuando llega
un correo electrónico de consulta, el sistema hace
coincidir las oraciones en la consulta con las pre-
guntas de la etiqueta considerando la distancia entre
conceptos en las oraciones utilizando WordNet.
Un enfoque alternativo es el basado en coinciden-
cia de patrones de texto y plantillas [2], donde el sis-
tema mantiene un diccionario que contiene palabras
y la probabilidad de que una palabra aparezca en
un mensaje de una determinada categoŕıa de texto,
categorizando los mensajes en base a esa probabili-
dad junto con información adicional que toma de los
mensajes de consulta.
También existen técnicas de clasificación de co-
rreos electrónicos utilizando un enfoque denominado
de múltiples vistas o multi-view [35]; lo cual impli-
ca generar múltiples grupos de caracteŕısticas de los
correos y aprovechar los algoritmos de Disagreement-
based Semi-Supervised Learning que proporcionan
herramientas para ser entrenados en diferentes vis-
tas. En algunas experiencias [17, 35], se generaron
dos grupos de caracteŕısticas de los correos, internas
y externas, donde las primeras explotan el cuerpo del
correo y las últimas aprovechan otras como el asunto
y los destinatarios y luego se utilizó Disagreement-
based Semi-Supervised Learning para generar varios
modelos a múltiples vistas y permitirles colaborar
para explotar ejemplos no etiquetados.
Por último y de forma más reciente, surgen los
abordajes basados en Deep Learning [9] que imple-
mentan una red neuronal basada en un modelo Long-
Short-Term-Memory para clasificar correos no desea-
dos. Para resolver el problema de la gran cantidad
de datos etiquetados necesarios para los métodos de
Deep Learning, utilizaron un método de aprendizaje
activo. Este método selecciona diferentes muestras y
sólo entrena esas, buscando disminuir el costo del eti-
quetado manual de los datos. Este modelo demostró
una mejor performance con respecto a los tradicio-
nales CNN y RNN.
Ĺıneas de I+D
Las principales ĺıneas de investigación en las cuales
se trabaja actualmente en el marco de este proyecto
consisten en:
Análisis y aplicación de diferentes estrategias de
etiquetado de correos electrónicos.
Implementación y comparación de estrategias de
representación de documentos convencionales a
correos electrónicos.
Evaluación de técnicas de aprendizaje automáti-
co para la clasificación de correos electrónicos.
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Construcción de un clasificador automático co-
mo solución a la respuesta de consultas académi-
cas.
A continuación se presenta una descripción breve
de las lineas de I+D previamente enunciadas.
a. Estrategias de etiquetado
Una de las primeras tareas que se deben llevar
a cabo para la construcción de un clasificador au-
tomático es la clasificación inicial de un conjunto de
documentos que luego serán utilizados como conjun-
tos de entrenamiento y prueba para el entrenamiento
y validación del clasificador. La estrategia tradicio-
nal para el etiquetado de documentos consiste en que
esta tarea sea realizada por un humano, de forma ma-
nual. En muchas ocasiones, este etiquetado manual
debe ser realizado por expertos en el tema que forma
parte del problema que se desea abordar.
Si bien estas etiquetas de expertos proporcionan la
piedra angular tradicional para evaluar los modelos
de aprendizaje automático, el acceso limitado o cos-
toso a los expertos representa un cuello de botella. A
su vez, para caracterizar con precisión la efectividad
de un sistema, la experiencia ha demostrado que los
sistemas de IR (recuperación de información) deben
evaluarse a la escala operativa en la que se utilizarán
en la práctica, lo cual resulta una limitación para es-
ta metodoloǵıa puesto que debido a que los tamaños
de las colecciones de datos han crecido rápidamente
en los últimos años, se ha vuelto cada vez menos fac-
tible etiquetar manualmente tantos ejemplos usando
el etiquetado experto tradicional [16].
En este sentido, han surgido metodoloǵıas alterna-
tivas que aportan mayor escalabilidad como la infe-
rencia automática de etiquetas en función del com-
portamiento de los usuarios [14], la “supervisión dis-
tante”, en la que los datos de entrenamiento son eti-
quetados a partir de algunas caracteŕısticas del tex-
to, como tags, emoticones y otros metadatos [10] o
el etiquetado de palabras representativas [19].
En el marco de este proyecto, se indagan las es-
trategias existentes, aśı como se exploran nuevas so-
luciones, que resulten escalables y efectivas para la
clasificación de correos electrónicos.
b. Representación de correos
Aunque un documento de texto expresa una gran
variedad de información, lamentablemente carece de
la estructura impuesta en una base de datos tradi-
cional; por lo tanto, los datos no estructurados de-
ben transformarse en datos estructurados previo a
la aplicación de técnicas de aprendizaje automáti-
co. Después de convertir datos no estructurados en
datos estructurados, necesitamos tener un modelo de
representación de documentos efectivo para construir
un sistema de clasificación eficiente [12]. En el mar-
co de este proyecto, se evalúan y aplican diferentes
estrategias de representación de documentos usual-
mente utilizadas como bag of words [18], topic mo-
deling [34], embeddings [33] y BERT [29]. El objeti-
vo de esta ĺınea de investigación es evaluar las dife-
rentes técnicas aplicadas a la clasificación de correos
electrónicos.
c. Evaluación de algoritmos de clasi-
ficación
Luego de obtener los datos, realizar el preproce-
samiento de los mismos para la extracción de carac-
teŕısticas, realizar el etiquetado y avanzar en un es-
quema de representación, se entrena el clasificador
utilizando distintos enfoques o algoritmos [22], como
el aprendizaje bayesiano [21], la regresión loǵıstica,
redes neuronales, árboles de decisión y máquinas de
vectores soporte [15].
El modelo generado a partir del entrenamiento de-
be ser capaz de capturar las caracteŕısticas distinti-
vas de los documentos del conjunto de entrenamiento
para luego poder analizar otros textos no observados
previamente, lográndose aśı la capacidad de generali-
zación del clasificador que se suele evaluar sobre otro
conjunto de prueba separado [20].
A la fecha, y debido a la cantidad de algoritmos
de aprendizaje existentes, resulta muy complejo sis-
tematizar todos los abordajes posibles. De acuerdo a
los antecedentes estudiados, los algoritmos escogidos
que se están utilizando en el marco de esta investi-
gación son el clasificador de Naive Bayes [21], la re-
gresión loǵıstica [25], las máquinas de vector soporte
[15], las redes neuronales recurrentes LSTM (Long
short-term memory) [1] y XGBoost [8].
Las aspiraciones en torno a esta ĺınea de estudio
son encontrar las caracteŕısticas de los problemas que
hacen más acorde la utilización de un algoritmo de
aprendizaje automático por encima del resto, sin des-
cuidar las estrategias de representación de documen-
tos ni las caracteŕısticas del proceso de preprocesa-
miento realizado previamente.
d. Clasificador automático para la
respuesta de consultas
La Universidad Nacional de Luján cuenta con un
sistema informático propio para llevar adelante la
gestión académica aśı como los trámites que de éstas
se desprenden. Este sistema posee una funcionalidad
que permite a los estudiantes realizar consultas v́ıa
correo electrónico al staff administrativo. Al cuerpo
de ese correo, además del texto escrito por el estu-
diante, se agregan datos académicos y de la persona.
Ante la llegada de un correo electrónico, el personal
administrativo debe dar respuesta dentro de las 48
horas de realizada la solicitud. Como poĺıtica de res-
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guardo de la información, la Universidad Nacional de
Luján realiza periódicamente una copia de seguridad
con estas consultas y las respuestas brindadas a los
estudiantes en cada caso, llegando a un total actual
de 24700 correos electrónicos.
Utilizando esa base de conocimiento, se aborda el
desaf́ıo de generar un modelo mediante técnicas de
aprendizaje automático para clasificar cual es el tema
de cada consulta realizada en función del contenido
de los mensajes enviados y aśı poder responder las
consultas de forma focalizada.
Objetivos
Los objetivos espećıficos que se persiguen en el
marco de este proyecto se plantean a continuación:
1. Evaluar alternativas de pre-procesamiento de
correos electrónicos y enriquecimiento de la re-
presentación de los mismos.
2. Evaluar nuevas técnicas de aprendizaje au-
tomático que permitan mejorar la precisión en
problemas de clasificación de correos electróni-
cos.
3. Generar modelos que permitan clasificar correos
electrónicos relacionados con casos concretos de
acuerdo a los tópicos de los mismos.
4. Integrar y adaptar las técnicas y estrategias
abordadas en este proyecto a sistemas de cla-
sificación de preguntas para sistemas conversa-
cionales (chatbots).
Complementariamente, su transferencia a la socie-
dad para resolver problemas del mundo real resulta
de alto interés. Las herramientas a desarrollar pue-
den ser aplicadas a espacios tanto académicos como
comerciales con lo que hay una oportunidad concreta
de transferencia al sector público y privado.
Recursos Humanos
Se espera que este proyecto contribuya a consoli-
dar un grupo de investigación en la temática y brin-
dar un marco adecuado para la formación de recur-
sos humanos en la Universidad Nacional de Luján
a partir de la incorporación de saberes y competen-
cias provenientes de la participación en actividades
de investigación.
Concretamente, se ha incluido como integrantes
del proyecto a dos docentes auxiliares del Departa-
mento de Ciencias Básicas y un estudiante de la Ca-
rrera de Licenciatura en Sistemas de Información. A
su vez, el director trabaja con estos temas en su tesis
de Maestŕıa, esperando culminarla en el marco del
proyecto.
Por otro lado, se espera que este proyecto brin-
de la posibilidad a estudiantes de la Licenciatura en
Sistemas de Información de la Universidad Nacional
de Luján de realizar sus Tesinas de Grado en temas
relacionados con la temática del proyecto.
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Resumen
En la actualidad es habitual contar con grandes repo-
sitorios de datos no estructurados provenientes de distin-
tas fuentes, los cuales son difı́ciles de administrar bajo
el modelo relacional de base de datos. Este crecimiento
sostenido tanto de la cantidad de datos en formato digital
disponible, como en la variedad de los mismos, se debe a
la rápida evolución de las tecnologı́as de la información
y comunicación. Al considerar tipos de datos tales como
texto libre, imágenes, audio, video, secuencias biológicas
de ADN o proteı́nas, entre otros, las consultas no se co-
rresponden a las habituales y forzar una estructuración
podrı́a restringir de antemano los diversos tipos de con-
sultas que se puedan responder sobre ellos.
Ası́, al considerar el procesamiento de grandes con-
juntos de datos no estructurados y recuperar a partir de
ellos información de interés, se hace evidente la necesi-
dad de proponer nuevos modelos y herramientas para su
indexación y administración. Como el objetivo de cual-
quier sistema de recuperación de información es obte-
ner información valiosa para el usuario, realizando una
consulta a una base de datos, para resolverla de manera
eficiente es necesario contar con ı́ndices apropiados.
Palabras Claves: bases de datos masivas, computación
de alto desempeño, recuperación de información.
1. Contexto
Esta lı́nea de investigación “Recuperación de Da-
tos e Información” se encuentra enmarcada dentro
del Proyecto Consolidado 3-03-2018 de la Universi-
dad Nacional de San Luis (UNSL - Res. CS 126/18)
y en el Programa de Incentivos (Código 22/F834):
“Tecnologı́as Avanzadas Aplicadas al Procesamien-
to de Datos Masivos”, se desarrolla en el Labora-
torio de Investigación y Desarrollo en Inteligencia
Computacional (LIDIC) de la UNSL y finaliza en
2022.
El principal objetivo de esta lı́nea es desarrollar
herramientas eficientes para indexar y administrar
bases de datos masivas, que almacenan datos no es-
tructurados. El análisis de nuevas técnicas que pro-
vean una buena interacción con el usuario, al igual
que el desarrollo de nuevas estructuras de datos ca-
paces de manipular eficientemente un gran volumen
de datos no estructurados, que aporten a la recupera-
ción de información sobre estos tipos de datos, están
orientados en ese sentido. Para ello, se considera el
diseño y desarrollo de ı́ndices para conjuntos de da-
tos no estructurados masivos (datos multimedia, tex-
to, secuencias de ADN, huellas digitales, etc.), que
sean eficientes y escalables, para memorias jerárqui-
cas, aplicando de técnicas de computación de alto
desempeño (HPC). Además, se busca su incorpora-
ción en un sistema de administración para estas ba-
ses de datos, que apoye la recuperación de informa-
ción sobre estos tipos de datos.
2. Introducción y Motivación
La evolución de las tecnologı́as de información y
comunicación, el uso masivo de internet y la gran
disponibilidad de dispositivos electrónicos, ha per-
mitido que continuamente se esté generando un gran
volumen de datos y que, por provenir de fuentes muy
diversas, los tipos de datos producidos son también
muy variados. Este escenario obliga a redefinir las
técnicas de procesamiento, análisis y obtención de
información útil, y a formular nuevas metodologı́as
más aplicables a las soluciones que se proponen.
En el contexto de problemas de “big data” apare-
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cen dos caracterı́sticas importantes, que son: el vo-
lumen y variedad de los mismos, lo que hace impo-
sible restringir las consultas a búsquedas sobre da-
tos estructurados tradicionales, porque obligarı́a a
representar una visión parcial del problema, dejan-
do fuera información que podrı́a ser relevante pa-
ra la resolución efectiva del mismo. Las búsquedas
por similitud son un tipo de búsqueda más general
y aplicable a este contexto. Para lograr resolver di-
chas búsquedas eficientemente, es necesario consi-
derar métodos de acceso o ı́ndices métricos [5]. Un
enfoque útil para sistemas de recuperación por simi-
litud es la búsqueda basada en contenidos, donde se
usa el dato no estructurado en sı́ mismo para descri-
bir lo que se está buscando.
Entonces, al considerar grandes cantidades de da-
tos no estructurados y necesitar responder consultas
de recuperación de información, se pueden utilizar
estos ı́ndices métricos para lograr eficiencia en la
respuesta. Más aún, en aplicaciones reales los ı́ndi-
ces deben ser eficientes, dinámicos y escalables.
El modelo habitual para las búsquedas por simili-
tud es el de espacios métricos. Una de las principales
ventajas de este modelo es que, además de brindar
un marco formal, es independiente del dominio de la
aplicación. Un espacio métrico está compuesto por
un universo U de objetos y una función de distancia
d : U ×U −→ R+, la cual cumple con las propieda-
des de una métrica. Sobre una base de datos S ⊆ U ,
se suelen considerar dos tipos básicos de búsqueda
por similitud: la búsqueda por rango y la búsqueda
de los k vecinos más cercanos. La función de distan-
cia permite medir la disimilitud entre dos objetos. El
cálculo de distancia sobre algunos tipos de datos no
estructurados puede ser muy costoso. Por lo tanto,
un objetivo importante en el diseño de los ı́ndices es
ahorrar cálculos de distancia..
Al considerar que | S |= n, cualquier consulta
se resuelve de manera trivial examinando los n ele-
mentos y calculando ası́ n evaluaciones de distancia.
Sin embargo, como la distancia puede ser costosa
de calcular (por ej.: comparación de huellas digita-
les), en la mayorı́a de las aplicaciones sobre grandes
volúmenes de datos no es factible aplicar la solución
trivial. Entonces, para resolver consultas minimizan-
do los cálculos de distancia, es necesario preproce-
sar la base de datos para construir un ı́ndice.
En ciertos casos particulares, es probable que la
base de datos, el ı́ndice, o ambos, no puedan alma-
cenarse en memoria principal y deban hacer uso de
niveles más bajos de la jerarquı́a de memorias, como
la memoria secundaria. Sin embargo, ello acarrea al-
tos costos en las operaciones de E/S. Por lo tanto,
para lograr eficiencia, se debe minimizar también el
número de operaciones de E/S, considerar el nivel
de la jerarquı́a de memorias sobre la que se traba-
ja y en algunos casos admitir respuestas no exactas;
utilizando, cuando se pueda, técnicas de HPC.
En este contexto, se considera como objetivo prin-
cipal obtener herramientas de recuperación de infor-
mación para procesar conjuntos masivos de datos,
desarrollando nuevas técnicas y aplicaciones que so-
porten la interacción con el usuario, diseñando ı́ndi-
ces que permitan la manipulación eficiente de gran-
des volúmenes de datos no estructurados y faciliten
la realización de diferentes tipos de consultas. De es-
ta manera, se espera contribuir al desarrollo de apli-
caciones reales para problemas de big data.
3. Lı́neas de Investigación
Dado que en esta investigación se pretende contri-
buir a distintos aspectos de los sistemas de recupe-
ración de información sobre grandes volúmenes de
datos no estructurados, se ha considerado el diseño
de nuevos ı́ndices y la optimización de ı́ndices exis-
tentes, la resolución de distintas consultas sobre es-
tos tipos de bases de datos y cómo lograr eficiencia
y escalabilidad para grandes volúmenes de datos.
Índices
Los ı́ndices métricos resultan apropiados para rea-
lizar búsquedas sobre bases de datos que contienen
datos no estructurados [5]. Éstos aprovechan una
propiedad de la función de distancia, la desigualdad
triangular, y las distancias almacenadas en el ı́ndice,
para ahorrar algunos cálculos de distancia y ahorrar
tiempo. Si se mantienen algunas distancias precalcu-
ladas entre los elementos de la base de datos y obje-
tos particulares o distinguidos, la desigualdad trian-
gular permitirá estimar la distancia entre cualquier
objeto de consulta q y los elementos de la base de
datos. Los dos enfoques más comunes se diferencian
en si esos objetos distinguidos son pivotes o centros.
Si son pivotes se almacenan las distancias de todos
los objetos de la base de datos a ellos y si por el con-
trario son centros se particiona el espacio en zonas
denominadas particiones compactas, por cercanı́a a
los centros, almacenando en general un radio de co-
bertura que determina la zona de cada centro.
Los aspectos que se consideran de interés al di-
señar ı́ndices incluyen: dinamismo, en qué nivel de
la jerarquı́a de memorias deben almacenarse, si pue-
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den aplicar técnicas de computación de alto desem-
peño para mejorar los tiempos de respuesta, si de-
ben proporcionar una respuesta exacta o basta con
una respuesta aproximada y la dimensionalidad del
espacio métrico considerado.
Como los conjuntos de interés son los de datos
no estructurados, los volúmenes de información con
los que se debe trabajar (millones de imágenes en
la Web) hacen necesario que los ı́ndices sean alma-
cenados en memoria secundaria. En este caso, pa-
ra lograr eficiencia, no sólo se debe considerar que
realicen el menor número de cálculos de distancia
sino también, que efectúen una menor cantidad de
operaciones sobre el disco (E/S), debido a su costo.
Ası́, esta lı́nea se dedica a diseñar ı́ndices adap-
tados para memoria secundaria, cuyo desempeño en
las búsquedas sea adecuado. Éste es el caso de los
nuevos ı́ndices basados en la Lista de Clusters(LC)
[5, 4] que son totalmente dinámicos, es decir, admi-
ten inserciones y eliminaciones de objetos y están
especialmente diseñados para trabajar sobre gran-
des volúmenes de datos [13]. La Lista de Clusters
Dinámica (DLC), que tiene una buena ocupación
de página y operaciones eficientes tanto en cálcu-
los de distancia como en operaciones de E/S, logra
un buen desempeño en espacios de alta dimensión.
Sin embargo, la necesidad de recorrer toda la lista de
centros de los clusters durante las búsquedas, eleva
sus costos. Por ello, el Conjunto Dinámico de Clus-
ters (DSC), aunque también mantiene los clusters en
memoria secundaria, organiza los centros de clus-
ters en un DSAT en memoria principal, para lograr
búsquedas con menos cálculos de distancia y ac-
cesos páginas/clusters. La información en el DSAT
permite mejorar los costos en cálculos de distancia,
y mantener bajos los costos de acceso a disco.
El DSC basa su buen desempeño en la calidad de
los clusters generados. Por ello, se está analizando
una variante para el DSC en la cual, en lugar de in-
sertar los elementos en el ı́ndice a medida que van
llegando, se demora la incorporación de cada nue-
vo objeto a un clúster, hasta tener varios elementos
y poder determinar un mejor agrupamiento de los
mismos, que mejore los costos de búsqueda, al lo-
grar clusters más compactos y que aseguren una to-
tal ocupación de la página del disco, achicando el
tamaño del archivo y reduciendo los tiempos de ac-
ceso. Además, permitirı́a reducir el costo de cons-
trucción por amortizar el costo de la escritura de un
clúster en disco, luego de varias inserciones. Esta
idea dio lugar a la Buffered On Line Dynamic List
of Clusters (BOLDLC), una variante de la Dyna-
mic List of Clusters (DLC), que agrega un espacio
en memoria para mantener los objetos que son in-
sertados (bolsa), además de un ı́ndice auxiliar (de
pivotes) sobre estos elementos. Como pivotes se eli-
gen elementos de la bolsa, y cuando ésta se llena, se
selecciona el pivote que necesita el menor radio de
cobertura para encerrar la cantidad de elementos que
caben en un clúster y todos éstos se sacan de la bolsa
y se graban en un clúster completo. La grabación de
clusters llenos mejora la cantidad de E/S, pero pue-
de provocar que objetos cercanos, que se insertan en
diferentes momentos, queden en clusters diferentes,
ocasionando degradación en las búsquedas. Por ello,
se está estudiando una variante de la BOLDLC que
considera grabar clusters casi llenos, cuya cantidad
de objetos depende de un factor de carga ρ. Esto per-
mite un espacio libre en cada clúster, que se consi-
dera al insertar un nuevo objeto. Primero se verifica
si hay clusters que lo pueden incorporar y de ellos
se elige al más cercano a él. Si esto no es posible,
se lo incorpora a la bolsa y se actualiza el ı́ndice de
pivotes. Ası́, los clusters se adaptan a inserciones y
se mejoran los costos en las búsquedas.
Además, se está trabajando en el diseño e im-
plementación de una versión paralela del Conjun-
to Dinámico de Clusters (DSC) [13]; esperando, no
sólo bajar la cantidad de cálculos de distancia y
operaciones de E/S necesarias para responder a una
consulta, sino también la cantidad de consultas si-
multáneas que puedan resolverse, aprovechando al
máximo las operaciones de E/S que se realicen du-
rante las mismas. Para ello, se buscará aplicar y com-
parar distintas estrategias de paralelización en él.
Como el DSC basa su buen desempeño en la ca-
lidad de la partición generada por los centros de sus
clusters, otro aspecto a considerar es mejorar la poda
en estos agrupamientos. Para ello, es posible selec-
cionar un conjunto de “pivotes” globales que per-
mitan caracterizar sobre cada uno de los clusters
las zonas dentro de las cuales existan efectivamen-
te elementos [11]. Ası́, es posible mantener para ca-
da clúster información sobre la mı́nima y la máxima
distancia a la que cada pivote encuentra elementos
de dicho clúster. Esto permite identificar los “hue-
cos” en la zona del clúster para que luego, durante
las consultas, se pueda descartar un clúster si la bo-
la de la consulta no posee intersección efectiva con
la zona del clúster que realmente contiene elemen-
tos de interés. Los clusters en DSC almacenan un
centro y un radio de cobertura y en las búsquedas se
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recupera desde memoria secundaria cada cluster que
intersecta la bola de consulta con centro q y radio r.
De esta manera, identificando las zonas del clúster
que no contienen efectivamente elementos, se puede
descartar un cluster, ahorrando cálculos de distancia
y lecturas a disco, porque la bola de consulta inter-
secta al cluster en su zona “hueca”.
Una técnica que ha logrado mucho éxito es la de
Algoritmos Basados en Permutaciones (PBA). Una
manera de indexar estas permutaciones es usando
un archivo invertido. En [1] se propone acortar las
listas de posteo de cada permutante, considerando
un parámetro mi < K , donde K es el número de
permutantes considerados. Ası́, en el archivo inver-
tido, cada permutante p mantiene una lista de pares
(u,Φ), siendo u un elemento y Φ una posición, si
la permutación del elemento u tiene al permutan-
te p en la posición Φ y Φ < mi. Durante las con-
sultas, se introduce un nuevo parámetro ms, donde
ms ≤ mi ≤ K y se consideran las listas de posteo
de los permutantes que aparecen en la permutación
de la consulta hasta la posición ms. De esta manera
se seleccionan los candidatos y se calcula la distan-
cia entre ellos y la consulta q, para dar la respuesta.
Aunque el archivo invertido es muy útil para de-
terminar la lista de elementos candidatos, en [1] no
se utiliza toda la posible información. Ası́, en [8] se
ha propuesto aprovechar toda la información dispo-
nible desde el archivo invertido. Además, para aho-
rrar espacio, se almacena sólo al objeto u en la lista
del permutante p, si la permutación de u tiene a p en
sus primeras mi posiciones. Sin embargo, se man-
tiene además para cada u su permutación acortada a
las primeras mi posiciones. Durante las búsquedas
se procede de manera similar, recuperando las listas
de los primeros ms permutantes; pero luego, antes
de calcular las distancias entre el objeto de consulta
q y los candidatos, se ordenan los candidatos por dis-
tancia entre la permutación acortada de q y las de los
candidatos; ası́, los elementos con más probabilidad
de aparecer en la respuesta se encuentren primero.
Se está evaluando la posibilidad de definir el valor
de ms en función del radio r de la consulta.
Por otra parte, se está estudiando cómo aprove-
char los ı́ndices sobre conjuntos masivos de datos,
como herramienta de apoyo para solucionar un pro-
blema de estacionamiento de vehı́culos.
DBMS para Bases de Datos Multimedia
A pesar de que las operaciones más comunes so-
bre bases de datos multimedia son las búsquedas por
rango o de k-vecinos más cercanos, la operación de
join por similitud deberı́a brindarse en un sistema
administrador para bases de datos multimedia [15].
Hay distintas variantes del join por similitud en-
tre dos bases de datos A y B, con A,B ⊆ U , de-
pendiendo del criterio de similitud Φ utilizado. Si
A = B, la operación se denomina auto-join.
Dadas A,B ⊆ U , se define el join por simili-
tud entre A y B (A ✶
Φ
B) como el conjunto de
los pares (x, y), donde x ∈ A e y ∈ B; es decir,
(x, y) ∈ A × B, tal que Φ(x, y) es verdadero. Las
variantes más conocidas son: el join por rango, el
join de k-vecinos más cercanos y el join de k pares
de vecinos más cercanos; entre otras. Al resolver el
join por similitud es posible que ambas, una o nin-
guna de la bases de datos posean un ı́ndice; o que
ambas bases de datos se indexen conjuntamente con
un ı́ndice diseñado para el join. Calcular cualquie-
ra de las variantes del join por similitud de manera
exacta es muy costoso [14], entonces hay que ana-
lizar cómo obtener más rápidamente una respuesta
aproximada al join y de buena calidad.
PostgreSQL es el primer sistema de base de da-
tos que permite realizar consultas por similitud so-
bre algunos atributos, particularmente indexa para
búsquedas de k-vecinos más cercanos (ı́ndices KNN-
GiST) sobre texto, comparación de ubicación geoes-
pacial, etc. Sin embargo, estos ı́ndices proveen plan-
tillas sólo para árboles balanceados (B-tree, R-tree),
pero el “balance” no siempre es bueno para los ı́ndi-
ces para búsquedas por similitud [2]. Por otro lado,
no se dispone de este tipo de consultas sobre todo ti-
po de datos métricos. Ası́, es importante proveer un
DBMS para estos datos y sus operaciones [10].
Como las respuestas a consultas de join suelen ser
conjuntos muy grandes de pares de objetos y algu-
nos de ellos muy similares entre sı́, se planea in-
troducir sobre los joins la posibilidad de diversificar
las respuestas [16]; asegurando ası́ un conjunto más
pequeño y diversificado de respuestas útiles y más
rápido de obtener. Además, se ha diseñado un algo-
ritmo simple y eficiente que permite responder con-
sultas de join por similitud de k vecinos más cerca-
nos aproximados dentro del mismo conjunto (auto-
join), con una razonable precisión en la respues-
ta [6]. Estos desarrollos permitirán tener un DBMS
más aplicable en sistemas de información reales.
4. Resultados
Se han publicado en [9, 7] nuevas alternativas pa-
ra búsquedas aproximadas sobre grandes volúmenes
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de datos y en [8] una optimización al archivo inverti-
do de permutaciones. Por otro lado, se está evaluan-
do experimentalmente la versión paralela del ı́ndice
DSC, diseñada para memoria secundaria, que admite
inserciones/eliminaciones de objetos y permitirá res-
ponder eficientemente lotes de consultas. Además,
se encuentran en etapa de implementación las dis-
tintas mejoras al DSC. Se continúa trabajando en la
extensión de PostgreSQL para soportar a más tipos
de consultas por similitud, sobre distintos tipos de
datos, considerar consultas por similitud aproxima-
das y la diversificación de respuestas para los joins
por similitud. Se ha publicado un algoritmo para rea-
lizar el auto-join aproximado [6].
5. Formación de Recursos
Se están realizando las tesis de Maestrı́a: (1) -
“Estructuras Eficientes sobre Datos Masivos para
Búsquedas en Espacios (UNSL) , (2) - “Sistema Ad-
ministrador para Bases de Datos Métricas” (UNSL),
(3) - “Índices Métricos – Optimización del DSC
usando Cortes de Regiones” (UNSJ) y (4) - “Optimi-
zación del BOLDLC por la Mejora de la Densidad y
Solapamiento de los Clusters”(UNSJ).
Además, está en desarrollo un trabajo final de la
Ingenierı́a en Computación (UNSL).
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RESUMEN 
Las  organizaciones de hoy enfrentan desafíos 
cada vez más complejos en términos de gestión 
y resolución de problemas para alcanzar sus 
objetivos y metas; están obligados a contar con 
información y conocimiento que sustenten la 
toma de decisiones, más allá de la mera 
intuición. Es justamente la Inteligencia de 
Negocios (IN), el área de conocimiento que 
comprende la colección de metodologías, 
procesos, arquitecturas y tecnologías que 
hacen posible generar esas necesarias y 
valiosas evidencias. El elemento esencial es el 
dato; es necesario entonces aclarar los 
términos dato, información y conocimiento. 
Dato es una representación simbólica, no tiene 
contenido semántico; mientras que la 
información refiere a un  conjunto de datos 
procesados que tiene un significado; a su vez, 
la información sintetizada, analizada e 
interpretada da origen al conocimiento. Estos 
dos últimos constituyen las piezas claves para 
una acertada toma de decisiones.  
Esta temática originalmente fue aplicada en las 
grandes empresas. Sin embargo, hoy en día 
tanto el estado  como  las micro y pequeñas 
empresas también tienen la necesidad y la 
posibilidad de incorporarlas a sus contextos. 
Este trabajo expone brevemente algunos 
resultados del proyecto marco. Ellos incluyen 
tareas de exploración, investigación y 
aplicación de diferentes tipos de analítica y 
herramientas de software propicias para 
resolver problemáticas provenientes de 
contextos variados. 
Palabras claves: Inteligencia de Negocios, 
Toma de Decisiones, Analítica de Negocios.   
CONTEXTO 
Este trabajo forma parte del proyecto aprobado 
por la UNSJ, E1131-INTELIGENCIA DE 
NEGOCIOS: TECNOLOGÍAS, 
APLICACIONES Y TENDENCIAS - 
Res.N°0591-20-R, para desarrollarse durante 
los años 2020 y 2021. 
El área de conocimiento del proyecto se 
encuentra estrechamente relacionada a las 
temáticas abordadas en las asignaturas donde 
los docentes/investigadores involucrados se 
desempeñan (dictadas en 3ro, 4to y 5to año de 
las carreras Licenciatura en Sistemas de 
Información y Licenciatura en Ciencias de la 
Computación). Por otro lado, también 
participan  personas externas a la UNSJ que se 
desempeñan en el gobierno provincial.  Esta 
unión propicia la transmisión de 
conocimientos en ambos sentidos, y la 
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orientación de las investigaciones hacia 
problemas concretos y requeridos por la 
sociedad.  
1. INTRODUCCIÓN 
Los procesos de negocio de una organización 
son todas las actividades interdepartamentales 
y correlacionadas que juntas logran el 
funcionamiento lógico de una empresa. Los 
sistemas de información han contribuido a los 
negocios innovando las formas de desarrollar 
los procesos, adoptando nuevas tecnologías en 
un mundo cada vez más digital, y 
contribuyendo a una economía más 
globalizada (Rocha, L. M., citado por [1]). 
Hatch, citado en [2], manifestó que: 
“Inteligencia de Negocios es la combinación 
de prácticas, capacidades y tecnologías 
usadas por las compañías para recopilar e 
integrar la información, aplicar reglas del 
negocio y asegurar la visibilidad de la 
información en función de una mejor 
comprensión del mismo y, en última instancia, 
para mejorar el desempeño”.  
La IN resulta fundamental, ya que no sólo 
permite analizar el estado actual del negocio 
sino también hacer proyecciones a futuro en 
base al  análisis de grandes cantidades de datos 
históricos. Por ello, en el mundo actual, donde 
la evolución tecnológica es vertiginosa, y los 
datos producidos se caracterizan por ser 
voluminosos, variados y dispersos, las 
organizaciones tienen que intensificar sus 
esfuerzos por incorporarla.  (Polo, A, A. M., 
citado por  [1]). 
En general, IN brinda apoyo sistemático y 
estructurado a los procesos y operaciones de 
una organización, no obstante es 
especialmente valioso en la toma de decisiones 
en todos los niveles de la pirámide 
organizacional (operativo, táctico y 
estratégico). Los tipos de decisiones y las 
características de la información que manejan 
son diferentes, desde decisiones estructuradas 
(nivel operativo), donde la información es 
rutinaria, predefinida, programada, detallada, 
frecuente, histórica, interna, y enfocada; hasta 
decisiones no estructuradas (nivel estratégico), 
donde la información que requieren es 
específica, por excepción, no programada, 
resumida, poco frecuente, prospectiva, externa 
y de amplio alcance [3], [4].  
 Actualmente, el uso de IN no es exclusivo 
para empresas de gran tamaño, sino para todas 
aquellas organizaciones (micro y pequeñas 
empresas, estado, etc.) que deseen y necesiten 
tomar mejores decisiones a partir de la 
información y/o conocimiento generado del 
análisis de sus datos [5]. Es así como el estado 
nacional y provincial están involucrados en 
planes de modernización tendientes a un 
gobierno inteligente [6]. 
Los sistemas datawarehouse (DW) constituyen 
una parte esencial de la IN. Ellos coleccionan, 
transforman, estructuran y almacenan datos 
organizacionales en un repositorio que 
posteriormente es utilizado para realizar tareas 
de análisis [7]. Algunos autores referentes, 
tales como Inmon, R.Kimball y M.Ross [8], 
[9] expresan que un DW (o almacén de datos 
en español), no es una mera copia de los datos 
transaccionales en una plataforma diferente; 
sino que tiene necesidades, objetivos, clientes 
y ritmos profundamente diferentes a los 
sistemas operacionales. Otra característica 
distintiva es que ellos  preservan el contexto 
histórico de los datos para poder analizar  el 
rendimiento de una organización a lo largo del 
tiempo. Además, están optimizados para 
consultas de alto rendimiento ya que a menudo 
requieren que se explore un gran volumen de 
datos.  
Por lo tanto un DW es mucho más que un 
repositorio o una base de datos organizacional, 
involucra un conjunto de tecnologías y 
procesos articulados para lograr el objetivo 
final, que es asistir a la toma de decisiones. La 
implementación puede realizarse en diferentes 
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tipos de gestores de bases de datos, sin 
embargo la alternativa relacional es la más 
utilizada; los esquemas típicos son estrella, 
copo de nieve y galaxia [10] [11]. Sus 
principales inconvenientes surgen  en relación 
a la rigidez de sus estructuras de datos y al 
rendimiento en entornos de BIG DATA [12], 
[13]. Obviamente ellos posibilitan elaborar 
análisis de gran interés y obtener importantes 
ventajas.  Sin embargo, cuando la cantidad y 
variedad de datos es excesiva, este abordaje no 
resulta suficiente y el uso de sistemas de 
gestión de bases de datos NoSQL constituye 
una buena alternativa de solución. 
Concretamente, los gestores NoSQL basados 
en grafos prometen ser altamente beneficiosos 
[14], [15]. 
Todo lo expuesto hace considerar valioso 
investigar, identificar, analizar y clasificar las 
diferentes teorías, tecnologías, sistemas, 
prácticas, tipos de analítica y herramientas de 
software existentes en el área de IN, para luego 
proponer un marco que sirva de referencia al 
encarar un proyecto concreto.   
2. LÍNEAS  DE INVESTIGACIÓN Y 
DESARROLLO 
El proyecto marco de este trabajo busca 
estudiar, analizar, comparar y experimentar 
técnicas, métodos, tipos de análisis y 
herramientas de software de IN propicias 
fundamentalmente en dos contextos: micro y 
pequeñas empresas por un lado, y por otro, el 
estado. Se mencionan a continuación algunas 
de las líneas de investigación seguidas: 
 Investigación y desarrollo de inteligencia y  
analítica de negocios en la educación, 
como innovación educativa. 
 Investigación y desarrollo de inteligencia y 
analítica de negocios en la educación, 
aplicado al contexto de pandemia. 
 Investigación y desarrollo de inteligencia y 
analítica de negocios en la pequeña 
empresa. 
 Investigación y desarrollo de inteligencia y 
analítica de negocios aplicando un 
abordaje no relacional. 
 Investigación y desarrollo de inteligencia y 
analítica de negocios aplicado al ámbito 
gubernamental, para la gestión de 
proyectos de innovación.  
3. RESULTADOS  
En el marco del proyecto, y avanzando con las 
distintas líneas de investigación, se realizó la 
publicación y exposición, en las  49 Jornadas 
Argentinas de Informática – JAIIO-SADIO, 
Octubre de 2020, del trabajo: “Promoviendo el 
desarrollo de habilidades blandas en entornos 
distribuidos y colaborativos. Una estrategia de 
enseñanza-aprendizaje en tiempos de 
pandemia”. Se expuso el análisis de datos 
realizado y la información/conocimiento 
obtenido aplicando analítica tradicional, 
permitiendo valorar objetivamente, en base a 
evidencias  (encuestas de pares), la aplicación 
de una estrategia de enseñanza-aprendizaje en 
entornos distribuidos. Bajo esa misma línea de 
investigación, se presentó  en el IV Congreso 
Internacional de Ciencias de la Computación y 
Sistemas de Información 2020 – CICCSI 2020, 
Noviembre del 2020, el trabajo denominado 
“REFLEXIONES SOBRE APRENDIZAJE 
PRESENCIAL VS. REMOTO. Un caso de 
estudio”. En él se expuso una comparación y 
análisis de los resultados del aprendizaje y de 
la medición de satisfacción de alumnos 
correspondientes al cursado 2019 (con 
modalidad presencial) y 2020 (con modalidad 
virtual) considerando diferentes variables que 
permitieron visualizar las ventajas y 
desventajas de cada una de las modalidades. 
En relación a otro dominio de estudio, en el 
mismo congreso IV CICCSI 2020, 
desarrollado en forma virtual en Noviembre 
del 2020, se presentó y publicó el trabajo 
“Analítica de Negocio en la Gestión de Vuelos 
Gubernamentales: Una Revisión Sistemática 
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de la Literatura”. El objetivo fue realizar una 
revisión sistemática de la literatura para 
identificar métodos, técnicas y herramientas 
propias de Business Intelligence y Business 
Analytics utilizados en el área gubernamental, 
con el fin de administrar, operar y mantener 
eficientemente los recursos aeronáuticos del 
Estado. 
Siguiendo otra línea de investigación, se 
expuso y publicó  el trabajo “Comparando un 
Sistema de Bases de Datos de Grafos con un 
Sistema de Bases de Datos Relacional”, 
también en el IV CICCSI 2020, presentando 
parte de la investigación referida a la gestión 
de datos no relacionales, estructurados en 
grafos concretamente, que supone ventajas 
prometedoras en el ámbito de la analítica de 
datos. Dentro de esta misma área, se desarrolló 
también la conferencia “Neo4j: Un sistema de 
gestión de Base de Datos orientado a Grafos”, 
expuesta en la 1° Jornada en Tecnología de la 
Información y Comunicación 2020 
(Septiembre 2020), y organizada por el 
Colegio de Profesionales de Ciencias 
Informáticas de la provincia de San Juan. En 
este caso se presentó una experiencia realizada 
en Neo4j, con datos simulados relativos a 
ciudadanos de la provincia de San Juan en 
relación a la pandemia COVID19. 
En el contexto de las micro empresas, se 
trabajó en un modelo para la generación de 
datamarts (refiere a DWs pequeños, sobre un 
objeto de análisis) en microempresas 
aplicando técnicas tradicionales de analítica de 
negocios. Requirió adaptar prácticas y 
propuestas metodológicas pensadas para 
grandes organizaciones, e investigar  
herramientas de software libre, ya que 
constituyen la única alternativa viable en este 
tipo de entornos. Así, se logró definir un 
procedimiento simplificado que puede ser 
replicado de manera sencilla y ordenada. Esto 
se desarrolló tomando como ámbito de trabajo 
una micro empresa sanjuanina dedicada a la 
venta de productos para el agro. 
En relación a la línea de investigación sobre 
analítica de negocios en la educación, como 
innovación educativa, la Lic. Alejandra 
Orellana Vasallo obtuvo el título de Magíster 
en Informática (UNSJ) con el tema de 
investigación: “Marco de referencia para la 
implementación de Learning Analytic en 
educación superior”. Se propuso una 
taxonomía de métricas para medir el proceso 
enseñanza-aprendizaje, además de buenas 
prácticas sobre el uso de herramientas 
analíticas asociadas a cada métrica,  de 
limpieza,  transformación y visualización, 
obteniendo también un prototipo de 
“dashboard docente”. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En términos generales, el proyecto que abarca 
este trabajo, está focalizado a la 
profundización y consolidación del 
conocimiento en el área de la analítica e 
inteligencia empresarial, por parte de cada uno 
de sus integrantes docentes, profesionales y 
alumnos. Sin embargo, dentro del grupo de 
investigación se distinguen los siguientes: 
En relación a tesis de grado, tres alumnos: 
 Alejandro Riveros trabajando en el uso de 
procesos y tecnologías de IN en la 
Dirección Provincial de Aeronáutica de la 
provincia de San Juan con el propósito de 
lograr una mejor gestión de los recursos, 
manteniendo las prioridades de la 
repartición. 
 Mariano Alaniz en la aplicación de 
inteligencia de negocios en una pequeña 
empresa dedicada a la venta de productos 
informáticos, focalizada a mejorar la 
gestión de stock y la toma de decisiones en 
general. 
 María Laura Molina desarrollando un 
modelo que permita relacionar datos y 
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obtener conocimiento para generar perfiles 
de posibles estudiantes de carreras 
tecnológicas/informáticas, aplicando 
técnicas modernas de analítica de 
negocios.   
En cuanto a tesis de postgrado: 
 La Lic. Alejandra Orellana Vassallo 
presentó y aprobó su tesis de Maestría en 
Informática, con el trabajo “Marco de 
referencia para la implementación de 
Learning Analytic en educación superior”. 
 La Lic. Cristina Vera se encuentra en los 
últimos tramos de su tesis de Maestría en 
Informática. La temática abordada refiere 
al uso (transaccional y para el análisis) de 
gestores de bases de datos orientados a 
grafos y su comparación con los robustos y 
ampliamente conocidos relacionales.  
 El Lic. Diego Checarelli, que se 
desempeña como profesional en la 
Dirección Provincial de Informática del 
gobierno de la provincia de San Juan,  se 
encuentra iniciando su trabajo de Tesis de 
Maestría en la temática de gestión y 
seguimiento del estado de avance de los 
proyectos estatales,  utilizando técnicas 
propias de IN. 
Por otra parte, se incorporaron en el segundo 
semestre del 2020 dos alumnos, Leandro 
Drazic y Diego Guevara. Ambos bajo la 
modalidad de adscripción al proyecto, con el 
fin de involucrarse en los temas y elaborar sus 
proyectos de tesis de grado. 
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Resumen
El procesamiento de datos masivos propone a
diario nuevos desaf́ıos, debido tanto a cuestiones
vinculadas a los datos mismos como a la variedad
de aplicaciones y soluciones que requieren los usua-
rios. En el primero de los casos, los datos crecen a
tasas exponenciales pero también existen diversidad
de nuevas fuentes a considerar, incluyendo aquellas
en las cuales se producen en flujos en tiempo real.
Estas caracteŕısticas exigen mayores capacidades de
hardware a los proveedores de servicios e imponen
restricciones a los usuarios en la facilidad de acceso.
En este escenario, los algoritmos que resuelven
problemas de búsquedas (en sentido amplio) requie-
ren de mejoras tanto conceptuales como ingenieriles
que les permitan escalar con el tamaño del proble-
ma. La eficiencia es un requerimiento fundamental
para procesar datos masivos, debido al tamaño, la
complejidad y la dinámica de las fuentes actuales de
información digital.
Este proyecto presenta el abordaje de problemas
relacionados con dos escenarios actuales. Por un la-
do, el procesamiento de colecciones masivas de docu-
mentos, para la construcción de motores de búsque-
da de escala web. Por otro lado, el procesamiento de
grafos en cuanto a las métricas de distancias, para
aplicar, por ejemplo, a búsquedas de caminos más
cortos entre usuarios de redes sociales. Las ĺıneas de
investigación enfatizan el estudio, diseño y evalua-
ción de algoritmos eficientes (y estructuras de datos
asociadas) que permitan aumentar las prestaciones
de los sistemas de búsqueda haciendo un uso racio-
nal de los recursos de hardware.
Palabras clave: algoritmos eficientes, búsquedas
web, grafos, datos masivos.
Contexto
Esta presentación se encuentra enmarcada en el
proyecto de investigación “Estrategias y Algoritmos
para Problemas de Búsquedas a Gran Escala” (Dis-
posición CD-CB Nº 350/19) del Departamento de
Ciencias Básicas (UNLu).
Introducción
La cantidad, variedad y velocidad a la que se
produce información digital desaf́ıa d́ıa a d́ıa a los
sistemas de búsquedas. Además, el número de usua-
rios que interactúa con diversas plataformas online
también se incrementa y, en general, se deben ofre-
cer respuestas a estos usuarios con restricciones de
tiempo. Muchas de estas respuestas están basadas
en diferentes formas de búsquedas, ya sea sobre do-
cumentos, bases de datos estructuradas, grafos, flu-
jos en tiempo real, entre otras. Contar con herra-
mientas eficientes que aborden este tipo de proble-
mas es un requerimiento [24].
La Recuperación de Información es una de las
áreas de las Ciencias de la Computación que ofrece
un ámbito para la investigación y abordaje de estos
problemas, en particular siendo aplicada en el con-
texto de Datos Masivos (Big Data [13]). Aśı, es posi-
ble enfocarse en temas de representación, almacena-
miento y procesamiento que permitan ofrecer a los
usuarios resultados relevante en tiempo y forma [4].
Esto aplica, por ejemplo, a motores de búsqueda de
escala web pero, además, muchas de sus técnicas
(como indexación y compresión) se usan también
junto con algoritmos que manejan grandes estruc-
turas de datos como los grafos masivos, estructura
subyacente las redes sociales.
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En general, este tipo de problemas presenta ca-
racteŕısticas particulares como la masividad de da-
tos (documentos que forman la web o millones de
nodos/aristas de un grafo social), los tiempos de
respuesta acotados, la necesidad de estructuras de
datos espećıficas y combinaciones de algoritmos so-
fisticados que permitan el procesamiento eficiente,
considerando también parámetros de eficacia.
Para abordar este tipo de problemas, el área de
RI se complementa con técnicas de disciplinas rela-
cionadas, lo que, por un lado, ha complejizado las
soluciones pero, por el otro, ha abierto nuevos pro-
blemas y temas de investigación y transferencia para
abordar. Por ejemplo, se han incorporado a la disci-
plina estrategias basadas en aprendizaje automático
para clasificar o rankear documentos [19] y técnicas
de estimación y muestreo (no aleatorio) para selec-
cionar porciones de un grafo masivo que puedan ser
procesadas en un tiempo prudencial [2]. En este con-
texto, aparecen nuevas oportunidades de soluciones
que exploran el tradeoff entre la eficacia y la eficien-
cia y que, además, alguna de éstas puedan derivar
en soluciones ingenieriles que sean transferibles a
problemas concretos.
En el caso de los motores de búsqueda de es-
cala web, el procesamiento de consultas es uno de
los desaf́ıos más dif́ıciles de manejar debido al cons-
tante crecimiento tanto en datos como en usuarios
[15]. Mantener las prestaciones requiere de algorit-
mos que combinen diversas técnicas tales como poda
dinámica [22], caching [20], ranking [3] (como Lear-
ning to Rank), compresión de las estructuras de da-
tos [17] o selección de recursos [11], entre otras. Da-
das las caracteŕısticas de estos problemas también
se requieren estrategias de distribución de la carga
de trabajo optimizadas para cada caso [24].
Los problemas de eficiencia en búsquedas son
continuamente identificados como uno de los más
importantes en RI [7] y reciben atención perma-
nentemente, tanto de la academia como de la in-
dustria [21]. Por lo tanto, esta propuesta considera
este tipo de problemas en escenarios de datos masi-
vos. La idea general de aumentar la eficiencia en las
búsquedas permite procesar mayor cantidad de da-
tos con menos recursos, impactando positivamente
en el mantenimiento de las infraestructuras de hard-
ware (datacenters) en los cuales se ejecutan estos sis-
temas, disminuyendo costos operativos y mejorando
el impacto ambiental.
Ĺıneas de I+D
Las ĺıneas de I+D del grupo se enfocan a mejoras
algoŕıtmicas y representaciones basadas en coleccio-
nes de documentos (́ındices invertidos) o elementos
relacionados (grafos).
a. Búsquedas a Gran Escala
La estructura de datos comúnmente utilizada
para soportar la recuperación eficiente es el ı́ndi-
ce invertido. De forma simple, está compuesto por
un vocabulario (V ) con todos los términos extráıdos
de los documentos y, por cada uno de éstos, una lis-
ta de los documentos (posting list) donde aparece
dicho término junto con información usada para el
ranking. En el caso de los algoritmos, la eficiencia
está dada por analizar la menor cantidad de docu-
mentos para satisfacer una consulta, o bien, poder
seleccionar adecuadamente un subconjunto de no-
dos que puedan responderla.
Algoritmos para Top-k: Existen dos estrate-
gias predominantes para recorrer un ı́ndice inverti-
do: DAAT (Document-at-a-Time) y TAAT (Term-
at-a-Time). Dado un query con n términos (q =
{t1, t2 . . . tn}), DAAT recorre las n listas en paralelo
intentando determinar en qué momento detener la
evaluación sin llegar al final de todas (dynamic pru-
ning). En el caso de TAAT, las listas de los términos
se procesan una a la vez, siguiendo la misma idea.
No obstante, las dos estrategias predominantes ac-
tualmente siguen el criterio DAAT (Maxscore [22] y
WAND [5]). En ambos casos, la idea subyacente es
contar con un valor umbral (upper bound) que per-
mita determinar en qué momento finalizar la evalua-
ción. La evolución sobre éstas consiste en combinar-
las con una estructura de ı́ndice particular basada
en bloques fijos [8] o de longitud variable [14].
En esta ĺınea se trabaja en una extensión de
MaxScore en la cual se almacenan múltiples valores
umbrales en una estructura similar a una skip list
[6], dotando al algoritmo de más información para
mejorar la eficiencia del procesamiento. Resultados
preliminares muestran que la evaluación de docu-
mentos se puede reducir hasta un 50 % favoreciendo
a consultas con términos muy populares.
Por otro lado, se aborda una propuesta que com-
bina una estructura de datos donde la posting list
completa está divida en dos secciones: una primera
sección con documentos ordenados por la frecuen-
cia del término en el documento y una segunda sec-
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ción ordenada por identificador de documento. Cada
sección se recorre usando técnicas DAAT y TAAT
según corresponda, usando particiones variables en
cada caso, de acuerdo a propiedades estad́ısticas de
las listas.
Búsquedas sobre Flujos: Las búsquedas sobre
flujos de información en tiempo real (como en re-
des sociales) desaf́ıan las arquitecturas de procesa-
miento distribuido, los algoritmos y las estructuras
de datos empleadas en los motores de búsqueda. El
reto radica en que millones de usuarios (por ejem-
plo, más de 300 millones en Twitter) publican docu-
mentos cortos desde diferentes tipos de dispositivos
(generalmente, móviles). A su vez, estos documen-
tos deben estar disponibles casi de inmediato, lo que
implica una dinámica no presente en las búsquedas
web clásicas. Aśı, este problema puede ser abordado
particionando la colección en porciones denomina-
das shards, distribuyendo los mismos en los nodos de
procesamiento disponibles y, a la hora de la búsque-
da, enviando la consulta solo a un número reducido
de nodos que sean los más adecuados para resolver-
la. A este enfoque, se lo denomina “búsquedas selec-
tivas” (selective search) e implica el diseño, estudio
y desarrollo de métodos y estrategias de partición
de la colección, selección de los recursos adecuados,
estrategias de caching y de fusión de resultados.
En esta ĺınea de investigación se intenta mejo-
rar la eficiencia en la recuperación de información
de gran escala sobre flujos de documentos en tiem-
po real mediante el enfoque de búsquedas selecti-
vas. Los problemas a abordar incluyen los criterios
de actualización del ı́ndice invertido (particionado),
implementar estrategias de caché y definir estrate-
gias de selección de recursos para el algoritmo de
búsqueda.
Compresión de Índices: El tamaño de un ı́ndice
invertido es un factor a considerar no solo en cuanto
al medio de almacenamiento persistente, sino tam-
bién a la posibilidad de que resida en memoria prin-
cipal (parcial o completamente). Aplicar técnicas de
compresión espećıficas inciden en un menor uso de
espacio y son requerimiento en sistemas de gran es-
cala actuales. El objetivo es lograr un tradeoff ade-
cuado entre espacio final y tiempo de decodificación
acorde a la aplicación particular.
Existe un gran cuerpo de literatura en el tema
que presenta enfoques para la compresión de posting
lists con diferentes propiedades. Una clasificación
posible es entre aquellos algoritmos (codecs) que se
consideran libres de parámetro (codifican cada ente-
ro de forma individual) [17, 12, 26] y los adaptativos
a lista (considera porciones de la lista para compri-
mir) [26, 12, 25, 23, 16].
En esta ĺınea se aborda la compresión de un ı́ndi-
ce invertido en bloques pero usando múltiples codecs
de acuerdo a cada porción particular y sus propie-
dades. Por ejemplo, se pueden combinar métodos
como Varint (eficiente en tiempo) e Interpolative
(eficiente en espacio). Trabajos preliminares del gru-
po [10] en los que se propone un esquema multicom-
presión muestran que es posible diseñar una solu-
ción de compromiso entre el espacio que ocupa un
ı́ndice invertido y el tiempo de resolución de consul-
tas, contemplando la partición de las listas tanto de
forma uniforme como variable.
b. Procesamiento de Grafos
La representación de datos en estructuras de re-
des o grafos sigue siendo relevante dada su versati-
lidad para organizar datos de muy variada natura-
leza. Una de las métricas más importantes que se
calcula sobre grafos es la distancia entre dos nodos.
Como los grafos son utilizados para representar, por
ejemplo, a redes sociales (siendo los nodos los usua-
rios, y las aristas las relaciones), el cálculo de la dis-
tancia o la búsqueda del camino más corto (Shortest
Path) sirve, entre otras cosas, para saber qué tan co-
nectada se encuentra esa red. La masividad de las
redes sociales actuales hace que ese cálculo sea muy
costoso de realizar online y sobre la totalidad de los
nodos.
Estimación de Distancias: El caso de las métri-
cas de centralidad o de distancias en grafos, es un
ejemplo donde algoritmos clásicos y que aún al d́ıa
de hoy se consideran estado del arte en grafos pe-
queños (en relación a la baja cantidad de aristas
y nodos presentes), no responden de manera ópti-
ma en entornos distribuidos y para grafos masivos.
Un enfoque derivado de lo anterior es el de calcu-
lar de forma aproximada el valor de una métrica
(por ejemplo, mediante métodos basados en land-
marks [18]). Una de las ĺıneas de trabajo se basa
en métodos de cálculo aproximados que permiten
estimar el valor de la distancia reduciendo el gra-
do de error asociado [9] y mejorando los tiempos de
respuestas.
Corrección de la Estimación: Complementando
la ĺınea anterior, cuando se llega a los ĺımites en la
performance de un método de estimación de la dis-
tancia es posible aplicar estrategias de corrección
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de la misma. Esto se puede realizar, por ejemplo,
mediante el ajuste de funciones que modelen la dis-
tribución de los errores y permitan corregir la esti-
mación inicial. Continuando una ĺınea de trabajo del
grupo [9] se busca obtener la o las funciones que me-
jor ajusten los valores de distancia estimados con los
reales, o incluso combinaciones de funciones según
intervalos de error. Se proponen nuevas funciones
de ajuste y su aplicación en datasets heterogéneos,
intentando establecer si alguna caracteŕıstica estruc-
tural del grafo influye en el valor del error. Además,
se busca comprender cómo utilizar esta información
para una mejor corrección.
Estrategias de Partición y Procesamiento:
Una forma eficiente de abordar el procesamiento
de grafos masivos es hacerlo mediante procesamien-
to distribuido. Para esto, una opción es particionar
el grafo en porciones que puedan ser derivadas a
diferentes nodos de un cluster. El problema de la
partición de un grafo no es nuevo, pero el área se
mantiene activa debido a los múltiples factores a
considerar [1]. Por último, una problemática que re-
sulta de interés es la de calcular estas métricas en
grafos que pueden evolucionar en el tiempo (grafos
dinámicos). El desaf́ıo aqúı consiste en lograr méto-
dos de cálculo que puedan reutilizar procesamientos
previos y no tener que realizar cálculos completos
(dada la escala del grafo). En esta ĺınea se investi-
gan estrategias de partición que permitan realizar el
cálculo de métricas de un grafo que evoluciona en el
tiempo minimizando el intercambio de datos.
Resultados y objetivos
Los problemas de eficiencia en las búsquedas so-
bre datos masivos siguen siendo desafiantes y ofre-
ce múltiples oportunidades para desarrollos cient́ıfi-
co/tecnológicos [7]. En este sentido, estas ĺıneas de
investigación proponen estudiar, desarrollar, evaluar
y transferir modelos, algoritmos y técnicas espećıfi-
cas de búsquedas y procesamiento de datos masivos
en documentos y grafos. En particular, se propone:
Diseñar y evaluar variantes de los algoritmos
para recuperación top-k usando umbrales de
poda/corte dinámicos para reducir el número
de elementos procesados.
Desarrollar estructuras de datos (y algorit-
mos de recorrido) que combinen ordenamien-
tos mixtos de las listas basados en frecuencias
e identificadores de documentos, de forma va-
riable.
Desarrollar esquemas multicompresión de lis-
tas usando combinaciones de codecs y paráme-
tros espećıficos para diferentes problemas.
Diseñar y evaluar estrategias de indexación
distribuida (y poĺıticas de asignación de do-
cumentos) y resolución de consultas para flu-
jos en tiempo real. Esto incluye métodos de
selección de nodos y técnicas de caching.
Definir y evaluar estructuras y modelos de
cómputo distribuido sobre clusters de hardwa-
re commodity para problemas de escalabilidad
en el cálculo exacto de métricas sobre grafos
masivos.
Considerar y analizar el impacto en el rendi-
miento y escalabilidad de utilizar estrategias
de procesamiento para grafos masivos evolu-
tivos. De forma similar, analizar el efecto de
utilizar técnicas de particionado en estos en-
tornos distribuidos.
Proponer y evaluar nuevas estrategias de esti-
mación de distancias entre nodos de un grafo
masivo para problemas de búsqueda. Comple-
mentariamente, se propone extender el estu-
dio de estrategias de corrección de la estima-
ción de distancias mediante diferentes familias
de funciones que ajusten la distribución de los
errores.
Formación de Recursos Humanos
En el marco de estas ĺıneas de investigación se
están dirigiendo tres tesis de Licenciatura en Sis-
temas de Información (UNLu). Además, asociados
al proyecto de investigación hay una Beca Est́ımulo
a las Vocaciones Cient́ıficas (CIN) y dos pasant́ıas
internas en la UNLu.
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CONTEXTO
Esta presentación corresponde a las tareas de
investigación  que  se  llevan  a  cabo  en  el
III LIDI en el marco del proyecto “Sistemas
inteligentes.  Aplicaciones  en reconocimiento
de  patrones,  minería  de  datos  y  big  data”
perteneciente  al  Programa  de  Incentivos
(2018-2021).
RESUMEN
Esta  línea  de  investigación  se  centra  en  el
estudio y desarrollo de Sistemas Inteligentes
para la resolución de problemas de Big Data y
Minería  de  Datos  utilizando  técnicas  de
Aprendizaje  Automático.  Los sistemas desa-
rrollados se aplican particularmente al proce-
samiento de grandes volúmenes de informa-
ción y al procesamiento de flujo de datos.
Las  investigaciones  correspondientes  al
procesamiento  de  datos  masivos  están
enfocadas  en  dos  temas:  el  estudio  y
desarrollo  de  técnicas  de  reducción  de
características y el diseño de estrategias que
faciliten el procesamiento masivo de datos a
usuarios  no  informáticos.  En  lo  referido  a
reducción de características, dado que se está
trabajando con bases de datos genómicas,  el
foco  está  puesto  en  las  estrategias  de
selección  de  atributos.  El  análisis  a  realizar
sobre estos datos tiene por objetivo identificar
grupos de genes cuyos patrones de expresión
se  encuentren  asociados  a  fenotipos
específicos.  Por  otro  lado,  se  está
desarrollando una librería con el objetivo de
facilitar  el  manejo  de  bases  de  datos  en
contextos  Big Data.  Esto tendrá un impacto
directo  en  el  trabajo  conjunto  que  se  viene
desarrollando  junto  con  la  Facultad  de
Ciencias Veterinarias de la UNLP en relación
al  análisis  de datos  de progenie de distintas
especies animales.
En cuanto a las investigaciones relacionadas
con  la  Minería  de  Datos  se  centran  en  la
construcción  de  modelos  que  faciliten  la
interpretación de los patrones obtenidos y la
posterior  extracción  del  conocimiento.  En
particular  el  énfasis  está  puesto  en  la
resolución de dos problemas de sumo interés
en  distintas  áreas:  las  técnicas  de
agrupamiento aplicables a flujos de datos y la
generación de reglas de clasificación.
Palabras clave: Big Data, Minería de Datos,
Reducción de características, Flujos de datos,
técnicas de optimización, Redes Neuronales.
1. INTRODUCCION
El  Instituto  de  Investigación  en  Informática
LIDI tiene una larga trayectoria en el estudio,
investigación  y  desarrollo  de  Sistemas
Inteligentes  basados  en  distintos  tipos  de
estrategias  adaptativas.  Los  resultados
obtenidos han sido medidos en la solución de
XXIII Workshop de Investigadores en Ciencias de la Computación 229
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
problemas pertenecientes a distintas áreas.  A
continuación,  se  detallan  las  investigaciones
realizadas durante el último año.
1.1.  BIG DATA
Reducción de características
En  el  área  de  la  minería  de  datos  y  su
aplicación con técnicas de machine learning,
los algoritmos de reducción de características
juegan un papel muy importante. El objetivo
de  esos  algoritmos  es  el  de  reducir  las
entradas  a  un  tamaño  apropiado  para  su
procesamiento  y  análisis.  La  reducción  de
características en una base de datos implica la
elección de ciertos atributos y/o creación de
nuevos atributos en función de los existentes,
tal que, con ese subconjunto de atributos, las
“propiedades  naturales”  de  los  datos
pertenecientes a un dataset no sean alteradas
(o  lo  sean  con  una  pequeña  pérdida  de
información). 
Cuando el volumen de información a procesar
crece,  la  ejecución  de  los  algoritmos  de
selección  de  atributos  convencionales
incrementa  notablemente  su  tiempo  de
procesamiento. Si bien puede considerarse la
separación o el análisis independiente de cada
atributo,  muchas  veces  resulta  útil  poder
analizar  correlaciones  entre  dos  o  más
variables. Por ello contar con algoritmos que
puedan  realizar  este  tipo  de  análisis  en
grandes volúmenes de datos resulta de mucho
interés. 
Actualmente,  en  el  III  LIDI  se  están
realizando tareas  de investigación con bases
de  datos  genómicas.  La  medicina  genómica
ayuda a  entender  de forma más  precisa  por
qué enfermamos y el  peso que tiene en una
enfermedad  la  existencia  de  defectos
genómicos frente a factores medioambientales
que  pueden  desencadenar  una  enfermedad
concreta. En esta área se destaca el análisis de
perfiles de expresión génica que tienen como
objetivo  principal  la  identificación  de  un
grupo de genes, cuyo patrón de expresión se
encuentre  asociado  a  un  fenotipo  en
particular:  concepto  conocido  como  gene
signature. 
Un objetivo particular de los gene signatures
es su utilidad como biomarcador diagnóstico,
pronóstico  o  predictivo  de  una  patología  en
estudio  [1].  Los  biomarcadores  con  valor
pronóstico permiten una mejor estratificación
de  pacientes.  En  la  actualidad  la  tarea  del
descubrimiento de nuevos gene signatures es
realizada mayormente de manera manual por
expertos.  Es  por  ello  que  se  están
desarrollando  estrategias  de  soporte
automático  que permita  seleccionar  aquellos
genes que resulten más representativos y por
ende  ser  interpretados  como  un  posible
biomarcador  con  poder  pronóstico.  Las
estrategias  que  se  están  desarrollando  están
basadas  en  algoritmos  de  selección  de
características. 
En  relación  a  las  técnicas  de  selección  de
atributos, y en entornos de procesamiento de
flujos  de  datos,  se  están  desarrollando
estrategias basadas en técnicas de Aprendizaje
Automático que permitan la selección de los
atributos más relevantes, brindando resultados
en tiempos de respuestas cortos los cuales se
adaptan de manera dinámica a la llegada de
nuevos datos.
Acceso al procesamiento de Big Data
Uno  de  los  frameworks  más  utilizados  en
entornos Big Data es Spark. Este framework
brinda  facilidad  en  el  análisis  de  grandes
bases de datos ya que ofrece una capa de alto
nivel  para  el  procesamiento  distribuido  y
paralelo de los datos. El análisis de los datos
se puede realizar a través de su propia API la
cual  trabaja  con  sus  bases  de  datos
distribuidas internas (RDDs). Sobre esta API
han  aparecido  luego  más  abstracciones  que
permiten  el  análisis  usando  DataFrames  e
incluso el lenguaje de consultas SQL.
Cuando  los  datos  a  analizar  pueden  ser
almacenados en bases de datos equivalentes a
tablas  relacionales  de  cualquier  motor  de
bases  de  datos,  entonces  no  hay  mayores
problemas  para  su  uso,  pero  cuando  la
información  está  organizada  en  forma  de
árbol,  el  análisis  se  vuelve  un  tanto
complicado,  ya  que  para  cualquier  consulta
deben realizarse varias operaciones  Join.  En
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particular, se requerirá una operación por cada
nivel del árbol que se desea explorar. El uso
de múltiples  joins incrementa la complejidad
de la consulta a realizar, aún incluso en SQL
y  dificulta  el  análisis  posterior  de  los
resultados
En relación a esta línea, uno de los desarrollos
que  se  están  llevando  a  cabo  actualmente
consiste en la implementación de una librería
que permita el fácil tratamiento de los datos
cuando estos están organizados y relacionados
como un árbol, como por ejemplo, los datos
de progenie de cualquier especie animal. Esta
librería  puede  ser  incluida  en  cualquier
desarrollo realizado en Spark y su objetivo es
permitir a los investigadores de distintas áreas
realizar  análisis  entre individuos de distintas
generaciones  de  una  manera  sencilla  y
amena [2].
1.2. MINERÍA DE DATOS 
Agrupamiento de flujos de datos
El  avance  tecnológico  ha  dado  lugar  a  la
generación de datos masivos en tiempo real
en áreas muy diversas: consultas en la web,
video  vigilancia,  flujos  en  redes  sociales,
redes  de  sensores,  análisis  de  mercado  de
valores, supervisión de tráfico, etc. 
La minería de flujos de datos posee múltiples
aplicaciones  en  la  vida  real  y  ha  cobrado
fuerza  debido  a  su  capacidad  de  extraer
patrones  ocultos  en  dichos  flujos.  Los
algoritmos  involucrados  deben  responder  a
diversos desafíos para satisfacer restricciones
tales como: memoria limitada, paso único de
los datos, respuesta en tiempo real, adaptación
y  clasificación  de  la  deriva  de  concepto
(concept  drift)  y  manejo  de  datos
multidimensionales. 
Los desarrollos tecnológicos han cambiado la
forma en que la gente almacena, comunica y
procesa los datos. Para procesarlos, es preciso
utilizar  algoritmos  capaces  de  generar,  de
manera incremental, modelos que incorporen
la  nueva  información  de  los  datos  más
recientes mientras eliminan los efectos de los
datos antiguos. 
Por  lo  tanto,  el  procesamiento  de  flujos  de
datos  presenta  varios  retos.  El  hecho  de
reentrenar un modelo con nuevos ejemplos es
ineficaz e inadecuado en función del volumen
y la velocidad con que se generan. 
Un área clave de la minería de flujos de datos
es el uso de técnicas de agrupamiento. Dada
la  necesidad  de  mantener  un  modelo
dinámico, las estrategias partitivas basadas en
centroides  requieren  de  una  estructura
adicional  para  conformar  cada  grupo.  En
cuanto  a  la  representación  interna,  deben
utilizarse  estructuras  que  resuman  el  flujo
preservando  el  significado  de  los  datos
originales sin la necesidad de guardarlos. Esto
puede  observarse  en  [3]  donde,  además  de
utilizar  una  estructura  de  datos  particular,
emplea un factor de olvido para controlar el
dinamismo  del  modelo  y  una  estructura  en
forma de árbol para reunir las distintas partes
que conforman un mismo grupo.
En esta dirección se han realizado diferentes
investigaciones en el framework Spark [4] [5]
[6].  Actualmente,  se  está  trabajando  en  una
adaptación del algoritmo de procesamiento de
trayectorias  definido  en  [7],  incorporándole
una estrategia de procesamiento incremental,
capaz de operar con flujos de datos, basada en
el tiempo de registro de cada ubicación dentro
de la trayectoria original. 
Extracción de Reglas de Clasificación 
Cuando  se  busca  construir  un  modelo
predictivo  para  resolver  un  problema  de
clasificación  a  partir  de datos  estructurados,
las reglas de clasificación resultan sumamente
atractivas  por  su  capacidad  explicativa.  La
literatura  muestra  distintas  alternativas  de
generación basadas en árboles de clasificación
construidos  total  o  parcialmente.  En  ambos
casos, el antecedente de cada regla se forma a
partir de la conjunción de ítems conformados
por el valor que aparece en el nodo y el valor
indicado en la rama correspondiente del árbol.
Por su parte el consecuente estará dato por la
clase mayoritaria de ejemplos presentes en la
hoja  [8]  [9].  Otra  forma  de  construcción
consiste en generar las reglas a través de un
proceso iterativo  que,  en  cada  paso,  analiza
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cuál  es  el  valor  de  clase  a  utilizar  en  el
consecuente,  construye  de  manera
incremental  el  antecedente  y  retira  del
conjunto  de  ejemplos  de  entrada  los
correctamente  cubiertos.  Este  proceso  de
construcción incremental da lugar a una lista
de  reglas  de  clasificación  que  debe  ser
aplicado en el orden en que fueron generadas
[10].
A  diferencia  de  estas  alternativas,  en  el
III-LIDI se trabaja en la generación de reglas
de  clasificación  utilizando  técnicas  de
optimización por su habilidad para considerar
la conformación del antecedente completo en
lugar de hacerlo en pasos sucesivos. Dado que
se  utilizan  estrategias  poblacionales  compu-
tacionalmente costosas, se ha buscado reducir
el tiempo necesario para realizar el proceso de
búsqueda  utilizando  alguna  técnica  de
clustering. En esta dirección se han efectuado
pruebas  con  redes  neuronales  competitivas
supervisadas  y  no  supervisadas  tanto  sobre
datos de repositorio como reales [11]. Como
resultado de estas investigaciones en julio de
2020 se ha defendido una tesis de doctorado
en cotutela entre la UNLP y la URV (España)
donde se detallan los resultados obtenidos al
aplicar  estas  estrategias  sobre  datos  reales
correspondientes a distintas bases de datos de
instituciones financieras en el Ecuador [12]. 
Además, con el objetivo de ayudar al usuario
en el momento de ponderar la credibilidad de
la  regla,  se  ha  incorporado  un  factor  de
confianza que le permite ponderar el riesgo de
utilizar dicha regla al momento de tener que
tomar una decisión.  Esto es algo interesante
ya que pueden existir condiciones adicionales,
ajenas a los atributos considerados durante el
proceso de construcción, que justifiquen este
tipo de acciones. Los resultados obtenidos con
esta  nueva  variante  pueden  consultarse  en
[13].
2. TEMAS DE INVESTIGACIÓN Y
DESARROLLO
● Diseño e implementación de un algoritmo
de selección de atributos capaz de operar
en batch y en streaming.
● Estudio de algoritmos de selección de atri-
butos para la detección de  gene signatu-
res.
● Estudio e implementación de técnicas in-
te-ligentes  en el  framework Spark Strea-
ming.
● Análisis  de bases  de datos  con informa-
ción de progenie en entornos Big Data.
● Modelización de trayectorias espacio-tem-
porales con capacidad para establecer ca-
racterísticas comunes y detectar situacio-
nes anómalas.
● Estudio de técnicas de clustering dinámico
basadas en densidad para modelar trayec-
torias GPS e identificar sectores de posi-
ble congestionamiento.
● Estudio  de  técnicas  de  optimización  po-
blacionales y redes neuronales artificiales
para la obtención de reglas difusas de tipo
IF-THEN.
3. RESULTADOS OBTENIDOS
● Desarrollo  de  una plataforma pública  de
acceso  web  para  ejecutar  análisis  de
correlación  entre  grandes  bases  de datos
de genes y moduladores de expresión.
● Desarrollo  de una librería  que facilita  el
desarrollo  de  pequeñas  aplicaciones  en
Spark, para el tratamiento de bases de da-
tos con información de progenie.
● Diseño e implementación de una técnica
de agrupamiento dinámico para flujos de
datos basada en densidad. 
● Diseño  e  implementación  de  un  nuevo
método  de  agrupamiento  de  trayectorias
GPS aplicable a la predicción de conges-
tiones vehiculares.
● Desarrollo de un método de obtención de
reglas de clasificación difusas que incor-
pora un factor de confianza que ayuda al
usuario a ponderar el riesgo de su uso.
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4. FORMACIÓN DE RECURSOS
HUMANOS
El grupo de trabajo de la  línea  de I/D aquí
presentada  está  formado  por:  2  profesores
doctores con dedicación exclusiva, 3 tesistas
de Doctorado en Cs. Informáticas (1 con beca
de postgrado de la UNLP), 2 tesistas de grado
y 1 profesor extranjero.
Dentro de los temas involucrados en esta línea
de investigación, en los últimos 3 años se han
finalizado  2  tesis  de  doctorado,  1  tesis  de
especialista  y  5  tesinas  de  grado  de
Licenciatura. 
Actualmente se están desarrollando 3 tesis de
doctorado, 2 tesis de especialista y 4  tesinas
de grado de Licenciatura. También participan
en  el  desarrollo  de  las  tareas  becarios  y
pasantes del III-LIDI.
5. REFERENCIAS
[1]  Abba,  M.  C.;  Lacunza,  E.;  Butti,  M.;
Aldaz, C. M.  Breast  cancer  biomarker
discovery in the functional genomic age:
a  systematic  review  of  42  gene
expression  signatures.  Biomarker
Insights; 5:1-16. 2010.
[2]  López,  P.  D.;  Hasperué,  W.;  Rearte,  R.;
De  La  Sota,  R.  L.  Herramienta
informática para el análisis de Progenie.
nnovación  y  Desarrollo  Tecnológico  y
Social.La Plata: Universidad Nacional de
La  Plata.  Vol.2  n°1.  pp 25-54.  ISSN
2683-8559. 2020.
[3]  Barbosa,  N.;  Travé-Massuyès,  L.;
Grisales-Palacio,  V.  DyClee:  Dynamic
clustering  for  tracking  evolving
environments,  Pattern  Recognition.
Volume 94, Pages 162-186, ISSN 0031-
3203. 2019.
[4]  Molina,  R.;  Hasperué,  W.  D3CAS:  un
Algoritmo  de  Clustering  para  el
Procesamiento  de  Flujos  de  Datos  en
Spark. XXIV CACIC. UNS. Tandil. 2018
[5]  Molina,  R.;  Hasperué,  W.;  Villa  Monte,
A.;  D3CAS:  Distributed  Clustering
Algorithm Applied to Short-Text Stream
Processing.  Communications  in
Computer  and  Information  Science.  :
Springer.  p211 -  220.  ISBN 978-3-030-
20786-1. 2019
[6]   Reyes-Zambrano,  G.;  Lanzarini,  L.;
Hasperué,  W.;  Fernández-Bariviera,  A.
GPS  trajectory  clustering  method  for
decision  making  on  intelligent
transportation  systems.  Journal  of
Intelligent  &  Fuzzy  Systems,  vol.  Pre-
press, pp. 1-6. ISSN 1064-1246. 2020.
[7] Liu, L. X.; Song, J. T.; Guan, B.; Wu, Z.
X.;  He, K.  J.  Tradbscan:  a algorithm of
clustering  trajectories,”  in  Applied
Mechanics and Materials, vol. 121. Trans
Tech Publ. pp. 4875–4879. 2012.
[8]  Frank,  E.;  Witten,  I.  H.  Generating
accurate  rule  sets  without  global
optimization.  In  Proceedings  of  the
Fifteenth  International  Conference  on
Machine  Learning,  pp.  144–151,  San
Francisco, CA, USA. Morgan Kaufmann
Publishers Inc. 1998.
[9] Quinlan, J. R. C4.5 Programs for Machine
Learning,  San  Mateo,  CA:  Morgan
Kaufmann. 1992.
[10] Clark, P; Niblett, T. The CN2 induction
algorithm. Machine learning journal. 3:4,
pp. 261-283. 1989.
[11]   Jimbo,  P.;  Lanzarini,  L.;  Fernandez-
Bariviera,  A. Fuzzy Classification Rules
with FRvarPSO Using Various Methods
for  Obtaining  Fuzzy  Sets.  Journal  of
Avdances  in  Information  Technology,
11(4), 233-240. ISSN 1798-2340. 2020.
[12]  Jimbo,  P.  Obtención  de  reglas  de
clasificación  difusas  utilizando  técnicas
de optimización. Caso de estudio Riesgo
Crediticio.  Tesis  de  doctorado  en
Ciencias  Informáticas  realizada  en  la
UNLP  en  cotutela  con  la  Universitat
Rovira  i  Virgili  (URV)  (España).
http://sedici.unlp.edu.ar/
handle/10915/101163. 2020.
[13]  Jimbo, P.;  Lanzarini,  L.  Fernandez-
Bariviera, A. FRvarPSO as an alternative
XXIII Workshop de Investigadores en Ciencias de la Computación 233
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
to  measure  credit  risk  in  financial
institutions.  Serie  Springer  Advances  in
Intelligent Systems and Computing. Sep.
2021.
XXIII Workshop de Investigadores en Ciencias de la Computación 234
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Propuesta para la migración de datos desde SIGEVA-UNSJ hacia Dspace
Prog. Luis Olguin, Lic. Alejandro Ariza
Instituto de Informática – Secretaría de Ciencia y Técnica UNSJ
Facultad de Ciencias Exactas, Físicas y Naturales Universidad Nacional de San Juan
lolguinunsj@gmail.com;aariza@unsj.edu.ar
RESUMEN
Los  procesos  de  ETL  (Extract,  Transform,
Load) son un método que permite la captura
de  datos  desde  una  base  de  datos,  el
reformateo de estos datos, la limpieza de los
mismos para finalmente depositarlos  en otra
base de datos.
La  Universidad  Nacional  de  San  Juan
(UNSJ), desde la Secretaría de Investigación,
se encuentra  evaluando la puesta  en marcha
de  un  Repositorio  Institucional  (RI-HURU)
en el que se pretende depositar y visibilizar la
producción de los docentes/investigadores de
la UNSJ.
Esta propuesta apunta a evaluar herramientas
de  software  que  permitan  realizar  una
limpieza  y  normalización  de  los  datos  que
describen  los  docentes  en  SIGEVA-UNSJ
para que se utilicen en la ingesta de items en
el RI-HURU 
1. CONTEXTO
Para  el  trabajo  con  RI-HURU  se  ha
conformado  un  equipo  interdisciplinario  de
bibliotecarios  e  informáticos  que  elaborarán
un  plan  de  ingesta  de  información  en  el
repositorio.
El grupo de docentes del área informática lo
constituyen  los  integrantes  del  proyecto
“Evaluación De Visualizaciones Eficientes En
Ciencia  De  Datos”  enmarcado  en  el
Laboratorio  de  Sistemas  Inteligentes  para
Extracción  de  Conocimiento  en  Datos
Masivos  del  Instituto  de  Informática  de  la
Facultad de Exactas Físicas y Naturales de la
Universidad Nacional de San Juan –FCEFN–
UNSJ–. En esta ámbito se habrán de analizar,
programar  y  evaluar  métricas  de  similitud
entre  documentos  que  permitan  la
determinación  de  parecidos  entre  múltiples
versiones  de  una  misma  producción  o
documento cargado en su momento en el auto
archivo  generado  por  diferentes
investigadores en el sistema SIGEVA-UNSJ,
generando  así,  un  único  documento  a
transferir a la nueva base de datos RI-HURU
asequible  por  la  totalidad  de  los
investigadores de la UNSJ. 
Mediante  el  análisis  detallado  de  las  tablas
que conforman la BBDD SIGEVA-UNSJ se
propone aplicar una metodología que permita
la migración de la información auto-archivada
por  los  docentes/investigadores  de  la  UNSJ
hacia el repositorio HURU de la UNSJ.
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2. INTRODUCCIÓN
En  la  actualidad  se  define  como  dato
(DAMA, 2017) a cualquier representación de
entidades  o  hechos  que  se  haga  mediante
textos, números, gráficos, imágenes, sonido o
video.
Wang (citado en Muñoz Reja, 2018) expresa
que los datos conforman la materia prima en
un  proceso  de  fabricación  de  producto  de
datos  que  llevarán  a  tener  una  información
cuando se usen en un determinado contexto.
Galway  y  Hanks  (citado  en  Muñoz  Reja,
2018)  señala  que  existen  problemas  de  tipo
operacional cuando se transcriben datos en un
sistema  que generan datos inexistentes, datos
imprecisos o no válidos que sin una política
de calidad de datos no son detectados.
El Sistema Integral de Gestión y Evaluación
(SIGEVA)  es  un  conjunto  de  aplicaciones
informáticas  a  las  que  se  puede  acceder  de
forma segura a través de una plataforma web
(intranet)  y  por  medio  de  un  navegador  de
Internet. (https://sigeva.conicet.gov.ar/). 
Con  esta  herramienta  los
docentes/investigadores  de  la  UNSJ generan
el  autoarchivo  de  sus  datos  personales,
formación,  antecedentes,  producción
científica, tecnológica y artística. 
SIGEVA no incluye un control de calidad de
los datos que ingresa el operador, confía en lo
que carga cada investigador, por lo que es un
sistema  débil  en  este  aspecto,  propenso  a
errores  (omisión  de  datos  importantes,
campos  rellenados  con información  inválida
para  el  contexto,  campos  nulos,  etc.).  Un
problema  importante  es  la  duplicación  de
datos  ya  que  permite  que  dos  o  más
operadores  ingresen  la  misma  información
(por ej. dos autores de un mismo documento).
El  trabajo  que  pretendemos  abordar  busca
extraer  los  datos  de  la  producción  de  los
docentes/investigadores  de  la  UNSJ
(autoarchivados  por  los  mismos  docentes)
para generar  una nueva base de datos sobre
las que se puedan generar procesos de mejora,
normalización de la información obtenida con
el objeto de obtener un lote de nuevos ítems
que  puedan  ser  incorporados  al  repositorio
institucional  de  la  UNSJ  para  su  curatoria8
por parte de profesionales de bibliotecología y
finalmente ponerlos a disposición del público
usuario del RI HURU.
 (López,  2009)  indica  que  la  existencia  de
anomalías  e  impurezas,  en  estas  grandes
cantidades  de  datos,  aparece  como  un
fenómeno que distorsiona los resultados que
se obtienen de la interpretación y el análisis
de los datos, y provocan como consecuencias
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la elevación de los costos y la disminución de
los beneficios de su procesamiento.
Pretendemos  abordar  el  tratamiento  de
anomalías sintácticas de los datos para tratar
de  lograr  una  normalización;  anomalías  de
datos  con valores  ausentes  y tratamiento  de
los  registros  con duplicidad  de  atributos,  es
decir datos que representan la misma entrada
dos o más veces.
3. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
Si se realiza una búsqueda en internet acerca
de  herramientas  para  procesos  de  ETL  se
descubre  que  en  el  mercado  existen  gran
cantidad  de  herramientas  especializadas
generalmente asociadas a sistemas CRM.
Ruiz Borja, Jhoan (2018) expone una serie de
herramientas  de código abierto e  indica  que
estos  softwares  utilizan  técnicas  muy
diferentes  a  la  hora de  manipular  los  datos,
utilizan  distintos  tipos  de  elementos  de
entrada y salida, y al ser varias herramientas
de  código  abierto,  algunas  fueron
desarrolladas  por  necesidades  propias  del
programador.  Por  todo  ello  hay  que  tener
claro,  los  tipos  de  datos,  de  dónde  serán
extraídos y qué formato deben de tener estos
para poder usarse posteriormente.
Nuestra  propuesta  es  diseñar  un
procedimiento válido que permita  analizar  y
adecuar  los  datos  extraídos  de  SIGEVA-
UNSJ  con  el  fin  de  cumplir  los  objetivos
propuestos  de  normalización  de  entradas  de
autores;  anomalías  de  datos  con  valores
ausentes  y  tratamiento  de  los  registros  con
duplicidad de atributos entre otros.
Se  propone  evaluar  la  herramienta  Open
Refine  para  el  tratamiento  (limpieza,
normalización, etc.) de los datos extraídos de
las BBDD SIGEVA.
Open  Refine (openrefine.org)  es  una
herramienta originalmente creada por Google
para el manejo de bases de datos. Nos permite
limpiar  bases  de  datos,  exportarlas  en
diferentes formatos, y arreglar y manejar las
bases  para  un  mejor  uso.  Los  archivos  que
podemos importar para trabajar pueden tener
las  extensiones  TSV,  CSV,  XML,  JSON,
XLS,  e  incluso  Google  Spreadsheets,  entre
otros.  También  nos  permite  transformar
archivos  de  cualquiera  de  estos  formatos  a
otro.  Open Refine funciona como ejecutable
sobre  cualquier  navegador  web  y  está
disponible para Windows, Mac y Linux.
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4. RESULTADOS OBTENIDOS /
ESPERADOS
Objetivos.
● Recopilar  y describir  experiencias  de
migración  de  datos  desde  SIGEVA-
UNSJ  hacia  repositorios
institucionales.
● Evaluar  la  herramienta  Open  refine
para el tratamiento de datos (limpieza,
detección de duplicados, etc.).
● Diseñar  la  tabla  de  correspondencia
(crosswalk  table)  que  establezca  las
relaciones  entre  los  atributos  de  la
BBDD  SIGEVA-UNSJ  y  los
metadatos  Dublin  Core5 definidos  en
RI-HURU
Metodología a aplicar
A fin de ordenar el proceso de migración de
datos desde SIGVEVA se adoptará las etapas
propuestas  por  (Pérez  Agudo,  2014)
comenzando con una Fase Inicial de análisis
del aplicativo SIGEVA-UNSJ y el acceso a su
BBDD  para  la  obtención  de  los  datos
“crudos”. 
Luego analizar los datos a migrar (selección
de tablas y atributos). Posteriormente modelar
el  “data  stage”  donde  se  almacenarán  los
datos  extraídos  para  su  limpieza  y
normalización completando el proceso con la
generación  del  XML  compatible  con  los
requerimientos de Dspace para la ingesta de
datos. 
Fuente (Pérez Agudo, 2014)
5. FORMACIÓN DE RRHH
Olguín, Luis Alberto. Integrante del proyecto.
Es actualmente maestrando de la Maestría en
Informática  de  la  Universidad  Nacional  de
San Juan, siendo el título de su trabajo de tesis
Red de Co-Préstamo en Bibliotecas
Formación  de  alumnos  avanzados de  las
carreras  Licenciatura  en  Ciencias  de  la
Computación y  Licenciatura en Sistemas de
Información,  en  el  uso  de  herramientas
informáticas investigadas.
Formación  de  docentes  de  las  carreras  del
Departamento de Informática, integrantes del
proyecto, en el tratamiento de datos relativos
a la problemática abordada.
 Los estudiantes se verán favorecidos por el
nuevo conocimiento además de la posibilidad
concreta  de  transferencia  al  medio.  Las
temáticas abordadas en el proyecto brindarán
a los docentes participantes nuevas líneas de
investigación  a  abordar,  así  como  la
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posibilidad  de  realizar  aportes  al
conocimiento en las áreas relacionadas.
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Resumen
Las bases de datos han incluido la capacidad
de almacenar datos no estructurados tales como
imágenes, sonido, texto, video, etc. La prob-
lemática de almacenamiento y búsqueda en es-
tos tipos de base de datos difiere de las bases de
datos clásicas, dado que no es posible organizar-
los en registros y campos, y aun cuando pudiera
hacerse, la búsqueda exacta carece de interés.
Es en este contexto donde surgen nuevos mod-
elos de bases de datos capaces de cubrir las
necesidades de almacenamiento y búsqueda de
estas aplicaciones. Nuestro interés se basa en
el diseño de ı́ndices eficientes para estas nuevas
bases de datos.
Contexto
Este trabajo se desarrolla en el ámbito de la lı́nea
Técnicas de Indexación para Datos no Estruc-
turados del Proyecto Tecnologı́as Avanzadas de
Bases de Datos (22/F814), cuyo objetivo es re-
alizar investigación básica sobre manejo y re-
cuperación eficiente de información no tradi-
cional.
1 Introducción
Gran parte de la información disponible en for-
mato digital involucra el uso de datos no es-
tructurados tales como imágenes, sonido, texto,
video, etc. Debido a que no es posible organizar
estos tipos de datos en registros y campos, las
tecnologı́as tradicionales de bases de datos para
almacenamiento y búsqueda de información no
son adecuadas en este ámbito.
En este contexto surgieron nuevos modelos de
bases de datos capaces de cubrir las necesidades
de almacenamiento y búsqueda de estas apli-
caciones. Nuestro interés se basa en el diseño
de técnicas de indexación eficientes para estas
nuevas bases de datos. Describimos a continua-
ción los modelos de bases de datos en los que
actualmente estamos trabajando.
Bases de Datos de Texto. Una base de datos
de texto es un sistema que mantiene una
colección grande de texto y que provee acceso
rápido y seguro al mismo. Sin pérdida de ge-
neralidad, asumiremos que la base de datos de
texto es un único texto T que posiblemente se
encuentra almacenado en varios archivos.
Una de las búsquedas más comunes en bases
de datos de texto es la búsqueda de un patrón:
el usuario ingresa un string P (patrón de
búsqueda) y el sistema retorna las ocurrencias
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del patrón P en el texto T . Para resolver efi-
cientemente estas búsquedas se hace necesario
construir un ı́ndice que permita acelerar el pro-
ceso de búsqueda.
Mientras que en bases de datos tradicionales
los ı́ndices ocupan menos espacio que el con-
junto de datos indexado, en las bases de datos de
texto el ı́ndice ocupa más espacio que el texto,
pudiendo necesitar de 4 a 20 veces el tamaño del
mismo [7, 11]. Una alternativa para reducir el
espacio ocupado por el ı́ndice es buscar una rep-
resentación compacta del mismo, manteniendo
las facilidades de navegación sobre la estructura
[5, 6, 10, 15, 8, 9, 12, 13]. Pero en grandes
colecciones de texto, el ı́ndice aún comprimido
suele ser demasiado grande como para residir en
memoria principal. Por esta razón, el estudio de
ı́ndices comprimidos y en memoria secundaria
para texto es un tema de interés
Un trie de sufijos[7] es un full-text ı́ndice
[14]. Básicamente es un trie construido sobre
el conjunto de todos los sufijos del texto, en el
cual cada hoja mantiene el ı́ndice del sufijo que
esa hoja representa.
Espacios Métricos. El modelo de espacios
métricos permite formalizar el concepto de
búsqueda por similitud en bases de datos no
tradicionales. [2].
Un espacio métrico está formado por un con-
junto de objetos X y una función de distancia
d definida entre ellos que mide cuan diferentes
son. La base de datos será un subconjunto finito
U ⊆ X .
Una de las consultas más comunes en este
modelo de bases de datos es la búsqueda por
rango. En esta búsqueda dado un elemento
q ∈ X , al que llamaremos query, y un radio de
tolerancia r, la búsqueda por rango consiste en
recuperar los objetos de la base de datos cuya
distancia a q no sea mayor que r. Para evitar
examinar exhaustivamente la base de datos, se
preprocesa la misma por medio de un algoritmo
de indexación con el objetivo de construir un
ı́ndice, diseñado para ahorrar cálculos en el mo-
mento de la búsqueda. En [2] se presenta un de-
sarrollo unificador de las soluciones existentes
en la temática.
Bases de Datos Métrico-Temporales. Este
modelo permite almacenar objetos no estruc-
turados con tiempos de vigencia asociados y
realizar consultas por similitud y por tiempo
en forma simultánea. Formalmente un Espa-
cio Métrico-Temporal es un par (U , d), donde
U = O × N × N , y la función d es de la forma
d : O × O → R+. Cada elemento u ∈ U es
una triupla (obj, ti, tf ), donde obj es un objeto
(por ejemplo, una imagen, sonido, cadena, etc)
y [ti, tf ] es el intervalo de vigencia de obj. La
función de distancia d, que mide la similitud en-
tre dos objetos, cumple con las propiedades de
una métrica (positividad, simetrı́a y desigualdad
triangular).
Una consulta métrico-temporales se de-
finen formalmente en sı́mbolos como:
(q, r, tiq, tfq)d = {o/(o, tio, tfo) ∈ X∧d(q, o) ≤
r ∧ (tio ≤ tfq) ∧ (tiq ≤ tfo)} Esta consulta
implica buscar todos los objetos o de la base de
datos que estén a una distancia a lo más r de
q, y cuyo tiempo asociado t se solapa con el
tiempo de la consulta.
Varios ı́ndices métrico-temporales se han
propuesto en este ámbito, todos estos ı́ndices
fueron desarrollados para ser eficientes en
memoria principal. El Historical-FHQT(H-
FHQT) [4] es un ı́ndice métrico-temporal
que utiliza tanto la componente métrica como
la temporal para resolver eficientemente
búsquedas métrico-temporales. Este ı́ndice
consiste en una lista de instantes válidos donde
cada uno contiene un FHQT que indexa a todos
los objetos vigentes en dicho instante.
2 Lı́neas de Investigación
2.1 Espacios Métricos
En este ámbito, avanzamos en el diseño de un
prototipo de aplicación de ı́ndices métricos al
comercio electrónico. El objetivo de este trabajo
es agilizar las búsquedas por similitud sobre un
conjunto de productos, con el fin de identificar
eficiente y eficazmente aquellos productos con
una descripción similar a la dada por un usuario.
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En este caso, hemos usado como universo de
datos un conjunto de productos disponibles en
la plataforma Mercado Libre; la función que
provee la medida de distancia, es la distancia de
edición (o Levenshtein) aplicada al tı́tulo princi-
pal de los productos. Este trabajo es la primera
etapa de un proyecto mayor cuyo objetivo fi-
nal es construir un sistema de recomendación
basado en el modelo de espacios métricos.
En esta etapa, hemos usado el enfoque de
indexación basado en pivotes para resolver la
búsqueda de productos similares. Estudiamos el
comportamiento de las búsquedas por rango uti-
lizando las técnicas de selección de pivotes in-
cremental y aleatoria. Los resultados obtenidos
hasta el momento se pueden resumir en los si-
guientes puntos:
• A medida que aumentamos la cantidad
de pivotes mejora el comportamiento del
ı́ndice, pero no en la misma proporción que
ocurre en los espacios de prueba general-
mente utilizados en esta tématica.
• Se pudo observar que la selección incre-
mental no siempre mejora a la selección
aleatoria.
• El rango de búsqueda apropiado fue es-
tablecido experimentalmente dando como
valor adecuado r = 23. Este valor di-
fiere de los valores usados con los datasets
habitualmente utilizados en esta temática,
donde el rango de búsqueda mas apropiado
es r = 1, 2, 3, 4.
• El universo de datos es bastante más sin-
gular, ya que se trata de tı́tulos de pro-
ductos reales, cuya redacción está a cargo
del usuario que publica el producto para
su venta y donde la única limitante es el
tamaño de ese tı́tulo (60 caracteres). Esta
particularidad tiene como consecuencia un
universo de datos variado y heterogéne-
o. Pudimos establecer experimentalmente
que los espacios métricos obtenidos en este
ámbito son de alta dimensionalidad.
Como trabajo futuro nos proponemos estudiar
el comportamiento de ı́ndices basados en parti-
ciones compactas y diseñar además un ı́ndice en
memoria secundaria, para luego implementar un
sistema de recomendación basado en espacios
métricos.
2.2 Bases de Datos de Texto
En este ámbito, usando como base el trie de su-
fijos, nos encontramos abocados al diseño de un
ı́ndice en memoria secundaria, que además sea
eficiente en espacio.
En [16] se propuso y evaluó una repre-
sentación secuencial del trie de sufijos ( que de-
notaremos con TSs ) que es adecuada para un
posterior proceso de paginación. En [17] se
presentó una mejora en espacio del trie de sufi-
jos (denotada con TSdac ), que consiste en el uso
de códigos DAC (Directly Addressable Codes
[1]) en algunas componentes de (TSs ). En [3] se
propuso una mejora en tiempo del mismo ı́ndice
(que denotaremos con TSdacn ) que implica agre-
gar una componente más a TSs para mejorar las
operaciones que se necesitan realizar durante la
búsqueda de un patrón.
De la evaluación experimental de estas tres
versiones se concluyó que:
• En tiempo de búsqueda TSdacn es la de
mejor desempeño, logrando mejoras en
tiempo de un 90% aproximadamente.
• En cuanto al espacio ocupado, TSdac es la
mejor opción, usando un 50% menos de
espacio que TSs . Sin embargo TSdacn ,
con muy poco espacio adicional (0.01%)
aproximadamente) logra mejorar substan-
cialmente los tiempos de búsqueda.
• En cuanto a tiempos de construcción TSs
es la de mejor desempeño, pero no es sig-
nificativa la diferencia de tiempo de cons-
trucción con las otras dos versiones.
Por lo expuesto, TSdac es la versión selec-
cionada para continuar nuestro desarrollo. Nos
encontramos trabajando en la implementación
de un proceso de paginado de la misma.
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2.3 Modelo Métrico-Temporal
En este ámbito nuestro objetivo es el diseño de
ı́ndices en memoria secundaria. Especı́ficamen-
te estamos trabajando con el ı́ndice H-FHQT
[4].
En este ı́ndice la búsqueda implica primero
buscar por igualdad en la lista de instantes de
tiempo y luego buscar por similitud sobre el
FHQT asociado a cada instante seleccionado.
Entonces, para paginar procedemos de la si-
guiente manera:
• Se pagina la lista de instantes válidos usan-
do un Árbol B+.
• Cada FHQT de cada instante de tiempo se
pagina de manera separada.
Notar que en el H-FHQT la aridad de los no-
dos de los FHQT involucrados queda determi-
nada por la cantidad de elementos que hay a
cierta distancia de cada uno de los pivotes, por
lo que la aridad no se puede modificar para ade-
cuarla a una página de disco, como se hace en un
Árbol B+. Por esta misma razón el árbol tam-
poco se puede balancear.
Para paginar cada FHQT procedemos en
forma bottom-up tratando de condensar en una
única parte un nodo con uno o más de los
subárboles que dependen de él. En este pro-
ceso de particionado las decisiones se toman en
base a la profundidad de cada nodo involucrado,
donde la profundidad indica la cantidad de ac-
cesos a disco que deberá realizar el proceso de
búsqueda para llegar desde esa parte a una hoja
del árbol. Comenzamos asignando cada hoja a
una parte con profundidad 1 y luego, en forma
bottom-up, procesamos cada uno de los nodos
de este árbol r-ario.
Sea x el nodo corriente a procesar, los hijos de
x se ordenan de mayor a menor según su profun-
didad; para aquellos hijos de igual profundidad
se ordenan de menor a mayor según su tamaño.
Este ordenamiento es solo a los efectos de la
paginación, no implica modificar la topologı́a
del árbol. Para paginar el subárbol de raı́z x ,
se consideran los siguientes casos:
Caso 1: x y su primer hijo de mayor profun-
didad d entran en una página de disco:
• Se coloca en una misma parte x y tantos hijos
de x como entren en una página, teniendo en
cuenta en este proceso el orden ya establecido.
• Se cierran las partes de aquellos hijos que no
conforman la nueva parte creada.
• Si todos los hijos de mayor profundidad d se
han agregado a la nueva parte creada, se es-
tablece que esta nueva parte tiene profundidad d.
Si algún hijo de mayor profundidad d es cerrado,
la profundidad de la nueva parte se establece en
d+ 1.
Caso 2: x y su primer hijo de mayor profun-
didad d no entran en una página de disco.
• Se cierran todas las partes hijas y se crea una
nueva parte para el nodo corriente.
• La profundidad de la nueva parte creada se es-
tablece en d + 1, donde d es el máximo de las
profundidades de los hijos.
En este proceso, cerrar una parte significa
grabarla en disco y reemplazarla en el árbol
original por una hoja que contiene el número
de página donde esa parte se grabó. Actual-
mente estamos trabajando en la implementación
de este proceso de paginado.
3 Resultados Esperados
Se espera obtener ı́ndices eficientes, tanto en es-
pacio como en tiempo, para el procesamiento de
consultas en bases de datos textuales, en bases
de datos métricas y en bases de datos métrico
temporales. Los mismos serán evaluados tanto
analı́ticamente como empı́ricamente.
4 Recursos Humanos
El trabajo desarrollado en esta lı́nea forma parte
del desarrollo de dos Trabajos Finales de Licen-
ciatura, dos Tesis de Maestrı́a y una Tesis de
Doctorado, todas ellas en el ámbito de la Uni-
versidad Nacional de San Luis.
XXIII Workshop de Investigadores en Ciencias de la Computación 243
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Bibliografia
[1] N. Brisaboa, S. Ladra, and G. Navarro. Di-
rectly addressable variable-length codes.
In Proc. 16th International Symposium
on String Processing and Information Re-
trieval (SPIRE), LNCS 5721, pages 122–
130. Springer, 2009.
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RESUMEN
A  medida  que  aumenta  la  cantidad  de
información contenida y disponible en la web,
analizarla, descubrir patrones y conocimiento
informativo  demanda  grandes  cantidades  de
tiempo.  Los  buscadores  y  los  motores  de
bases  de  datos  pueden  facilitar  en  parte  la
tarea de encontrar  contenido adecuado,  pero
en sitios web grandes, donde los resultados de
las búsquedas se cuentan por miles o decenas
de  miles  es  necesario  aplicar  enfoques
avanzados  que  permitan  relacionar  el
contenido  buscado  de  algún  modo.  Este
trabajo  plantea  la  aplicación  de  técnicas  de
Web  Mining y  Text  Mining para  procesar
grandes  cantidades  de  información  de  sitios
web  de  noticias  para  ofrecer  contenido
relevante  y  relacionado  a  partir  de  una
búsqueda  inicial.  Una  de  las  técnicas  a
emplear  será  el  modelado  temático,  que
permitirá  por  un  lado  conocer  los  distintos
temas o tópicos que tratan estas noticias y por
otro lado, una vez identificados los conjuntos
de  temas,  hallar  las  diversas  interrelaciones
entre ellos. Esto permitirá describir y analizar
de un modo objetivo la información ofrecida
por  este  tipo de portales.  Del  mismo modo,
este  trabajo  también  plantea  el  estudio  y
análisis de sitios web de avisos clasificados,
de manera de caracterizar por un lado la oferta
de  inmuebles  y  por  otro  la  demanda  de
perfiles para distintos puestos de trabajo. 
Palabras  clave:  Web  Mining;  Text  Mining;
Procesamiento  del  Lenguaje  Natural;  Topic
Modeling; Recuperación de Información
CONTEXTO
La línea de investigación aquí presentada se
encuadra dentro del  Proyecto Bianual  2020-
2021  D/B035  denominado  “Agentes
Inteligentes  para  Recuperación  de
Información y Analítica Visual en Big Data”,
aprobado  y  financiado  por  la  Secretaría  de
Ciencia y Técnica y Estudios Regionales de la
Universidad  Nacional  de  Jujuy  (SeCTER  –
UNJu). 
Continuando con lo expuesto en  (Medrano,
2020), este proyecto es llevado a cabo por el
grupo  de  investigación  Visualización  y
Recuperación  Avanzada  de  Información
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(VRAIn)  de  la  Facultad  de  Ingeniería  de  la
UNJu.
1. INTRODUCCIÓN
El  Text Mining o Minería de Texto,  un tipo
particular  de  minería  de  datos,  tiene  como
objetivo  extraer  conocimientos  útiles  como
relaciones, patrones y tendencias de datos no
estructurados  o  semiestructurados,  por
ejemplo,  documentos  de texto  (Feldman &
Sanger,  2006).  El  proceso  principal  en  la
minería  de textos  es transformar el  texto en
datos  numéricos  utilizando  métodos
estadísticos para extraer el  contenido textual
en una matriz organizada documento-término,
que abarca las siguientes dos dimensiones: las
palabras  (o  términos,  compuestos  por  n
palabras)  y  los  documentos  (Moro,  Pires,
Rita,  &  Cortez,  2019).  Estas  técnicas
aportan  una  gran  ventaja  al  momento  de
analizar  corpus  textuales  de  miles  de
registros,  puesto  que  automatizan  parte  del
proceso de extracción de nuevo conocimiento,
facilitando  los  análisis  y  la  obtención  de
conclusiones de manera más sencilla. 
La  minería  de  textos  extrae  información
relevante  que  se  encuentra  contenida  en  los
diferentes  formatos  en  los  que  se  puede
encontrar  un  conjunto  textual  como  pueden
ser:  artículos de revistas, páginas web, entre
otros  (Ariza-Colpas, Oviedo-Carrascal,  &
De-la-hoz-Franco,  2019).  En  este  sentido
ha  sido  ampliamente  utilizada  en  diversas
áreas del conocimiento como la biomedicina
(Kim  &  Delen,  2018),  análisis  de
sentimiento  y  opiniones  (Liu,  2012),
recuperación  de  información  (Meystre,
Savova, Kipper-Schuler, & Hurdle, 2008),
 ciencias  sociales  (Ignatow  &  Mihalcea,
2016).
El  análisis  y  procesamiento  de  grandes
cantidades de texto no es una tarea sencilla;
encontrar relaciones o nuevo conocimiento, a
veces  oculto  entre  miles  o  millones  de
registros, se torna impracticable sin recurrir a
modernas  técnicas  y  algoritmos  de
Aprendizaje Automático y Procesamiento del
Lenguaje  Natural.  Al  respecto,  una  de  las
técnicas muy populares y que ha dado buenos
resultados  al  analizar  conjuntos  enormes  de
datos  es  el  modelado  de  temas  o  topic
modeling. Un tipo de modelo estadístico para
descubrir los “temas” abstractos que ocurren
en una colección de documentos. El modelado
de  temas  es  una  herramienta  de  minería  de
texto  (text  mining)  de  uso  frecuente  para  el
descubrimiento  de  estructuras  semánticas
ocultas en un cuerpo de texto. 
Como lo indica  (García-Marco, Figuerola,
& Pinto, 2020), la misión del modelado de
temas consiste,  en identificar  el  conjunto de
temas  de  la  colección  documental  y  en
establecer la proporción de cada tema en cada
documento. Estas operaciones se basan en la
coocurrencia  de  palabras  en  los  mismos
documentos; y permiten establecer conjuntos
de palabras definitorias,  con mayor o menor
peso, de cada tema.  La presencia de unas u
otras  palabras  en  cada  documento  permite
también  estimar  el  porcentaje  o  proporción
que cada tema juega en el contenido de ese
documento.
La  minería  web  es  en  realidad  un  área  de
minería  de  datos  relacionada  con  la
información  disponible  en  internet.  Es  un
concepto de extracción de datos informativos
disponibles  en  páginas  web  (Kumar  &
Singh, 2016; Mughal, 2018).
Para la extracción de datos de una página web
se  emplean  diferentes  herramientas  y
algoritmos, la información a extraer puede ser
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la estructura (hipervínculos),  el  uso (páginas
visitadas,  uso  de  datos),  o  el  contenido
(documento  de  texto,  páginas),  siendo  este
último  el  más  empleado.  Este  proceso
involucra  áreas  como  la  Recuperación  de
Información (Baeza-Yates & Ribeiro-Neto,
1999) y  el  Procesamiento  del  Lenguaje
Natural  (PLN),  para  poder  recuperar  los
registros necesarios y luego procesarlos de un
modo adecuado de acuerdo a la necesidad del
problema;  por  ello  como  se  mencionó
previamente,  el  modelado  temático,  una
técnica de PLN, permitirá la identificación de
patrones  y  relaciones  dentro  del  conjunto
textual. 
Uno  de  los  objetivos  de  este  trabajo  es  la
descripción  avanzada  o  mejorada  del
contenido de grandes sitios web. Por ejemplo,
para  portales  de  noticias  como  La  Nación1,
resultados  de búsquedas como “violencia  de
género”,  “Alberto  Fernández”,  “dólar”  o
“vacuna  covid”,  por  citar  algunos  ejemplos,
ofrecen miles, decenas de miles y en algunos
casos  centenas  de  miles  de  resultados.  Para
poder  procesar  esta  enorme  cantidad  de
información y caracterizar de manera objetiva
el  contenido  textual  de  las  mismas,  es
necesario recurrir a las técnicas avanzadas que
se  mencionaron.  Puesto  que  automatizando
gran  parte  de  los  procesos  de  recolección,
limpieza y procesamiento de datos, se podrá
destinar gran parte del tiempo para el análisis
finito de las relaciones identificadas.
Así mismo, este trabajo se plantea caracterizar
la  demanda  de  empleo  y  la  oferta  de
inmuebles a partir de la recolección de avisos
clasificados.  De  este  modo  se  podrán
comparar o establecer el precio a un inmueble
de acuerdo a las características propias y del
conjunto  de  viviendas  circundantes,  o  se
1 https://www.lanacion.com.ar/
podrá  conocer,  identificar  y  monitorear  los
requerimientos  para  un  perfil  de  empleo
determinado (Karakatsanis, y otros, 2017;
Papoutsoglou, Mittas, & Angelis, 2017).
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO
La presente investigación se enfocará en dos
aspectos claves:
 Extracción  automática  de  grandes
cantidades  de  información  de  sitios
web.
 Empleo  de  técnicas  de  PLN  para
encontrar información relevante.
Debido al dinamismo de la web, el contenido
cambia,  se  actualiza,  se  agrega  o  elimina
constantemente,  por  ello  para  analizar  el
contenido  de  un  sitio  web  sería  necesario
contar  con  una  instantánea  completa  que
permita  tener  un  vistazo  de  un  momento
determinado.  Es  aquí  donde  cobra
importancia  el  web scraping,  una técnica de
Recuperación de Información  empleada para
extraer información de sitios web donde no se
cuenta  con  una  API  o  cuando  los  datos
disponibles son escasos o limitados.  De este
modo, una vez extraídos los datos relevantes,
se conforma un  dataset para ser procesado y
analizado  para  hallar  patrones  o  tendencias
que  permitan  relacionar  distintos  conjuntos
temáticos o agrupaciones de registros.
3. RESULTADOS 
OBTENIDOS/ESPERADOS
Se espera en una primera instancia construir
un  crawler específico  para  un  portal  para
poder extraer y recolectar toda la información
necesaria. Puesto que los sitios web objeto de
estudio  no  disponen  de  mecanismos  que
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permitan recolectar la información por medio
de  una  API,  esta  tarea  se  llevará  a  cabo
mediante web scraping. 
Por  otro  lado,  se  espera  caracterizar  la
información  recolectada,  empleando  un
modelado de temas y visualizando los datos
con librerías especializadas en la materia.
4. FORMACIÓN DE RECURSOS 
HUMANOS
El  Equipo  de  Trabajo  está  conformado  por
docentes  investigadores  de  la  Universidad
Nacional  de  Jujuy.  Los  mismos  llevan
adelante  esta  línea  de  investigación  desde
hace años. Cada año se incorporan al proyecto
alumnos  avanzados  de  distintas  carreras,
quienes  trabajan  en  temas  relacionados  con
las  temáticas  planteadas.  Del  mismo  modo,
los  integrantes  del  equipo  participan  en  el
dictado  de  asignaturas/cursos  de  grado  y
postgrado de la UNLP, UNJu y UCSEDASS. 
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La diabetes mellitus tipo 2 (DM2) es una        
enfermedad metabólica que se asocia con      
el desarrollo de complicaciones    
macrovasculares, microvasculares y   
neuropáticas que impactan seriamente en     
la expectativa y calidad de vida del       
paciente. 
La finalidad de esta línea de investigación       
es analizar la existencia de la relación       
entre simetrías/asimetrías y la DM2     
proponer un método alternativo, de bajo      
costo y no invasivo para detectar posible       
riesgo de DM2, a través del análisis y        
clasificación de datos biométricos (huellas     
dactilares) con técnicas de procesamiento     
digital de imágenes. 
La existencia de una relación entre las        
huellas digitales y la DM2 agregaría un       
marcador que colaboraría con la     
identificación de individuos en riesgo y,      
por lo tanto, en la intervención temprana       




Palabras claves: Procesamiento de    
imágenes, reconocimiento de patrones,    
visualización, simetría en dermatoglifos. 
 
Contexto ​: 
El presente trabajo se lleva a cabo entre        
docente investigador del Instituto de     
Investigación, diseño e innovación y de la       
Facultad de ciencias exactas, químicas y      
naturales de la UNaM y docentes      
investigadores del Departamento de    
Ciencias de la Salud de la Universidad       
Nacional del Sur y docentes investigadores      
del Laboratorio de Investigación y     
Desarrollo en Visualización y    
Computación Gráfica (VyGLab, UNS-CIC    
Prov. de Buenos Aires) del Departamento      
de Ciencias e Ingeniería de la      
Computación, de la Universidad Nacional     
del Sur; además, se enmarca dentro del       
proyecto Detección de riesgo de Diabetes      
Mellitus tipo 2 a través de las huellas        
dactilares (PGI 24/ZN35) financiado por la      
Secretaría General de Ciencia y     




El estudio de los dermatoglifos [1] es el        
estudio de los patrones que se forman en la         
palma de la mano, los dedos y la planta del          
pie se conoce como dermatoglifia. 
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Esta ciencia se basa en estudios      
embriológicos que han determinado que el      
desarrollo de las huellas dactilares se      
manifiesta durante la gestación temprana     
(6-17 semanas) [2]. 
Dado que tanto la diabetes [3] como las        
huellas dactilares están influenciadas por     
la genética y el medio ambiental      
gestacional [1,4,5,6,7,8,9], se han    
realizado varios estudios de detección     
temprana de Diabetes [3] y vinculando      
además diferentes características de las     
huellas dactilares con el riesgo de padecer       
DM2. 
La finalidad de esta línea de investigación       
es analizar la existencia de la relación       
entre las huellas digitales y la DM2 con el         
objetivo de proponer un método     
alternativo, de bajo costo y no invasivo       
para detectar posible riesgo de DM2. Esto       
agregaría un marcador para la     
identificación temprana de individuos en     
riesgo. 
El aumento del sobrepeso, la obesidad y la        
inactividad física, sumados al crecimiento     
y envejecimiento general de la población,      
han convertido a la diabetes en una       
epidemia a nivel mundial. Hay varios      
estudios que relacionan los dermatoglifos     
en general, y las huellas dactilares en       
particular, con diversos trastornos médicos     
[10,11,12]. La diabetes mellitus tipo 2      
(DM2) es una enfermedad metabólica que      
se asocia con el desarrollo de      
complicaciones macrovasculares,  
microvasculares y neuropáticas que    
impactan seriamente en la expectativa y      
calidad de vida del paciente. Si bien, el        
76.8% de la población del país se ha        
realizado alguna vez un control de      
glucemia [13], un tercio de las personas       
con DM2 tienen complicaciones en el      
momento del diagnóstico y la duración de       
la hiperglucemia está directamente    
relacionada con la aparición de estas      
manifestaciones [3,13]. La intervención en     
el estilo de vida puede retrasar o prevenir        
la DM2 en aquellos sujetos de alto riesgo        
de desarrollar la enfermedad [14]. Por lo       
tanto, detectar cuanto antes a los sujetos en        
riesgo de desarrollar diabetes podría     
favorecer la implementación de estrategias     
preventivas para evitar o retrasar el inicio       
de la enfermedad y sus complicaciones      
relacionadas [15,16]. 
Los modelos actuales para determinar el      
riesgo de DM2 son útiles en algunas       
situaciones [17]; sin embargo, en su      
mayoría, incluyen características   
fenotípicas (alto índice de masa corporal y       
circunferencia de la cintura) que a menudo       
se manifiestan después del desarrollo de      
hiperglucemia y/o después del momento     
oportuno para intervenir con el éxito      
deseado. Los modelos de riesgo para la       
DM2 que incorporan variables genéticas     
pueden aportar información sobre el riesgo      
a desarrollar la enfermedad [18], pero aún       
los polimorfismos genéticos que se han      
identificado sólo representan una pequeña     
proporción de la población diabética (10%      
de los casos), además de constituir      
métodos costosos y de difícil aplicación a       
la población en general. Desde hace varias       
décadas se está evaluando extensamente la      
relación entre los dermatoglifos y varios      
tipos de condiciones médicas. El objetivo      
es poder utilizar a los dermatoglifos como       
una herramienta de diagnóstico no     
invasiva para detectar y predecir tales      
condiciones, especialmente en centros    
médicos de poca tecnología. 
Se han realizado estudios evaluando la      
relación entre varias patologías médicas y      
los dermatoglifos: hipertensión [19, 20],     
caries [21], maloclusión dental [22]     
enfermedades de las arterias coronarias     
[23], enfermedades del riñón [24] y      
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esquizofrenia [25], entre otras. Estos     
estudios se basan en la hipótesis de que las         
huellas dactilares manifiestan   
características genéticas porque se forma     
del mismo tejido embrionario y durante el       
mismo período que las crestas epidérmicas      
[22]. 
Por otro lado, basándose en que las huellas        
dactilares no cambian a lo largo de los        
años y son únicas para cada persona, se ha         
realizado mucho trabajo en el     
reconocimiento biométrico a través de las      
huellas [26, 27, 28, 29, 30, 31, 32, 33, 34]. 
 
Líneas de Investigación y Desarrollo: 
Este trabajo se basa en la hipótesis que,        
dado que la predisposición a diabetes y las        
huellas dactilares se originan en la misma       
etapa embrionaria, es posible detectar el      
riesgo de DM2 de un individuo a través de         
las características de sus huellas dactilares.      
En los últimos años, basándose en tal       
hipótesis, se han analizado diferentes     
marcadores de la diabetes: la     
simetría/asimetría entre huellas de    
diferentes dedos [16], la predominancia de      
patrones particulares [17, 14] y relaciones      
entre la cantidad de valle y crestas de        
diferentes dedos [13, 16]. Si bien estos       
trabajos han arrojado resultados positivos e      
indicado cierta relación entre las huellas y       
la incidencia de la enfermedad, no fueron       
concluyentes. 
Esta línea de investigación tiene como      
objetivo utilizar diferentes técnicas de     
procesamiento de imágenes, detección de     
patrones y visualización por computadora     
para analizar si existe la relación de       
simetría/asimetría de las huellas dactilares     
con la DM2. 
Resultados obtenidos/esperados: 
La revisión de la literatura acerca de la        
temática presentada en estos artículos nos      
determina las bases dejando la posibilidad      
de analizar e identificar si existe una       
relación entre simetrías/asimetrías en    
huellas dactilares y el riesgo de DM2. Se        
espera encontrar una forma de determinar      
la simetría o factor de simetría entre       
huellas, y un clasificador de huellas de       
personas con/sin riesgo de diabetes.  
 
Formación de Recursos Humanos: 
Dentro de esta línea de investigación se       
desarrolla una tesis de posgrado,     
correspondiente a la carrera de Doctorado      
en Tecnologías de la Información dictada      
por la Universidad Nacional del Nordeste      
(UNNE), la Universidad Nacional de     
Misiones (UNaM) y la Universidad     
Tecnológica Nacional (UTN). 
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El objetivo de la visualización es comunicar 
información de una manera gráfica, interactiva 
y comprensible. La visualización de datos 
multivariados, en particular, es un campo de 
investigación activo con una gran aplicación 
en diversas áreas. 
En el análisis de conjuntos de datos 
multidimensionales, las cuestiones 
relacionadas con la detección de eventos, 
correlaciones, patrones y tendencias, 
desempeñan un papel cada vez más 
importante. 
A medida que aumenta la dimensionalidad de 
los datos, la realización de una visualización 
eficaz se vuelve cada vez más compleja ya que 
muchas técnicas tradicionales solo pueden 
generar vistas parciales de los datos [3, 11, 12, 
13], imposibilitando la detección de posibles 
relaciones entre todas las variables 
involucradas en el proceso. 
Por lo tanto, tener un conjunto de metáforas 
visuales y técnicas de visualización 
relacionadas, es muy útil para nuestro análisis. 
Estas representaciones deben poder transmitir 
de manera efectiva las características del 
espacio de información e inspirar el 
descubrimiento. 
En este contexto, el objetivo general es 
contribuir al desarrollo de tecnologías en torno 
al análisis visual de datos multidimensionales.  
En esta línea en particular, nos centraremos en 
la aplicación de estas nuevas tecnologías en el 
campo de la geología, pero estos métodos son 
extensibles a diferentes disciplinas. 
 
Palabras Clave: Análisis Visual; Datos 





Se trabaja en estrecha colaboración con 
investigadores de centros de investigación de 
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prestigio nacional e internacional, entre los que 
se encuentran TuWien (Institute of Computer 
Graphics and Algorithm, Austria), VRVis 
(Center for Virtual Reality and Visualization, 
Austria), INGEOSUR-CONICET (Instituto 
Geológico del Sur) y el Departamento de 
Geología de la Universidad Nacional del Sur. 
Además, contamos con la participación de 
investigadores del VyGLab (Laboratorio de 
Investigación y Desarrollo en Visualización y 
Computación Gráfica) del Departamento de 






La visualización de información tiene como 
objetivo analizar datos de forma rápida, 
interactiva e intuitiva utilizando 
representaciones visuales. La exploración y el 
análisis de datos, son pasos cruciales en la 
investigación científica. Los médicos, físicos, 
matemáticos y otros científicos examinan, 
exploran y analizan datos para comprender 
mejor los problemas. 
En la actualidad, los datos aumentan 
constantemente en término de volumen y 
diversidad, por lo que las técnicas de 
visualización se enfrentan al desafío de hacer 
frente a conjuntos de datos cada vez más 
grandes en términos de representación, 
interacción y rendimiento.  
La visualización de datos multivariados es una 
tarea desafiante. El objetivo no es sólo la 
visualización de múltiples dimensiones de 
datos, sino ayudar al usuario en la comprensión 
de los mismos. 
Las técnicas tradicionales de visualización, 
tales como diagramas de dispersión, diagramas 
de líneas, diagramas de barras, gráficos 
circulares, etcétera; sólo producen una visión 
parcial de la información. 
Al aumentar la dimensionalidad de los datos, 
lograr una visualización eficiente de los 
mismos se convierte en una tarea cada vez más 
compleja, ya que los espacios 
multidimensionales son difíciles de entender 
por su propia naturaleza, debido a la gran 
cantidad de dimensiones que se deben 
representar en un espacio muy limitado. 
En este contexto, resulta de gran utilidad 
contar con diferentes herramientas para el 
análisis visual de datos multidimensionales 
que permitan inferir conclusiones sobre las 
posibles relaciones existentes entre ellos. Dada 
la particularidad de los datos en uso, ninguna 
de las técnicas de visualización logra satisfacer 
los requerimientos de análisis y comprensión 
por sí sola. 
 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
Desde los inicios de la investigación, nos 
centramos particularmente en la visualización 
de datos geológicos, de características 
multidimensionales, pero con el objetivo 
presente de lograr resultados que puedan 
aplicarse a distintas disciplinas en las que 
también deba obtenerse información a partir de 
este tipo de conjuntos de datos. 
Se establece como objetivo general el 
contribuir al desarrollo de tecnologías y 
soluciones en torno al análisis visual de datos 
multidimensionales; métodos que puedan 
aplicarse a distintas disciplinas en las que 
también deba obtenerse información a partir de 
conjuntos de datos. 
El diseño y desarrollo de las técnicas y 
herramientas se orienta a la visualización de 
datos geoquímicos obtenidos a partir del 
análisis mineral de rocas [2, 9, 10]. Al trabajar 
en conjunto con investigadores del área de 
Geología del Instituto Geológico del Sur 
(UNS-CONICET), podemos establecer el 
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análisis de minerales del grupo de los espinelos 
como caso de estudio y validar las técnicas de 
visualización propuestas mediante la 
utilización de conjuntos de datos con los que 
ya cuentan estos profesionales. 
 
3. RESULTADOS OBTENIDOS Y 
ESPERADOS 
 
De manera sostenida en el tiempo, se ha 
trabajado en temas relacionados con la 
Visualización de Datos aplicada a Geociencias 
en general, y a los minerales del grupo de los 
espinelos en particular [4,5]. Se desarrollaron 
nuevas técnicas de visualización para datos 
geológicos aplicados a la mineralogía y a la 
prospección de recursos naturales [6, 7, 8]. 
En el último año, se desarrolló e implementó 
una herramienta web para la visualización de 
datos geológicos que integra la mayoría de los 
diagramas que utilizan los geólogos 
comúnmente para analizar las características 
químicas de los minerales e incorpora 
visualizaciones interactivas en 3D [1]. 
También proporciona vistas coordinadas e 
interacciones adecuadas para que los usuarios 
interactúen con sus conjuntos de datos.  
Ya mencionamos que nuestro principal 
objetivo es desarrollar técnicas y tecnologías 
que puedan aplicarse a diversas disciplinas, 
por lo que actualmente estamos trabajando en 
una segunda herramienta web que integrará un 
conjunto de metáforas visuales y técnicas de 
visualización que permita analizar cualquier 
conjunto de datos. 
Por otro lado, en conjunto con investigadores 
del Laboratorio de Investigación y Desarrollo 
en Visualización y Computación Gráfica 
(VyGLab, UNS-CIC Prov. de Buenos Aires) 
se lleva a cabo un relevamiento del estado del 
arte de las técnicas existentes para datos 
multidimensionales con el objetivo de, en una 
próxima instancia, diseñar nuevas técnicas de 
visualización para el tratamiento de datos con 
estas características. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
A continuación, se detallan las tesis finalizadas 
y en desarrollo, proyectos de investigación 
vinculados con las líneas de investigación 
presentadas y las becas adquiridas en centros 
de investigación científica. 
 
Tesis Finalizada: “Interacciones en 
Visualización”, tesis de doctorado en Ciencias 
de la Computación. Alumna: M. Luján 
Ganuza. Directora: Dra. Silvia Castro. 
 
Proyecto Final Finalizado: “Técnicas 3D 
para Visualización de Datos Geológicos en la 
Web”. Proyecto final de la Ingeniería en 
Sistemas de Computación. Alumno: Gonzalo 
Picorel. Directora Silvia Castro. Codirectora: 
M. Luján Ganuza. 
 
Proyecto Finalizado: PGI 24//N037 “Análisis 
Visual de Grandes Conjuntos de Datos”. 
Directora: Silvia M. Castro. 
 
Proyecto Vigente: PGI 24//N048 “Análisis 
Visual de Datos”. Directora: Silvia M. Castro. 
 
Proyecto Vigente: PICT 2017-1246 “Análisis 
Visual de Datos en Geociencias”. Directora: 
Silvia M. Castro. 
 
Becaria: Antonella S. Antonini. Título del 
plan propuesto: “Visualización de Datos 
Geológicos en la Web”. Beca de 
entrenamiento 2018. Comisión de 
Investigaciones Científicas de la Provincia de 
Buenos Aires. Adjudicada a partir de abril de 
2018 y por un término de 12 meses. 
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Becaria: M. Luján Ganuza. Título del plan 
propuesto: “Análisis Visual de Datos 
Multidimensionales en Espacios Ad-Hoc”. 
Beca Posdoctoral 2018 CONICET. Comisión 
Nacional de Investigaciones Científicas y 
Técnicas de la República Argentina. 
Adjudicada a partir de abril de 2019 y por un 
término de 24 meses. 
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Multidimensionales”. Beca doctoral 2019 
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República Argentina. Adjudicada a partir de 
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El gran volumen de datos que se generan        
durante los experimentos de eye tracking hace       
necesario el uso de técnicas que permitan       
explorar estos conjuntos de manera efectiva y       
poder así encontrar patrones en los datos.  
Los modelos tradicionales empleados en el      
análisis de los datos oculares resultan muy       
complejos para un primer análisis de éstos. En        
particular, muchas veces estos modelos     
resultan complejos de comprender debido a su       
naturaleza cuantitativa y no facilitan el      
entendimiento específico de un    
comportamiento. En el marco del análisis      
conductual de cómo un sujeto procesa la       
información que adquiere visualmente, un     
tipo de movimiento ocular denominado     
microsacada ha emergido como potencial     
candidato para marcador cognitivo que sea      
invariante a factores externos. 
El objetivo de esta Línea de Investigación es        
el diseño e implementación de técnicas      
visuales que permitan analizar y evaluar el       
efecto de los movimientos microsacádicos     
durante la realización de diferentes tareas      
cognitivas. Mediante el uso de las mismas       
será posible determinar la naturaleza de este       
fenómeno bajo distintas condiciones. 
Palabras claves: Análisis Visual de Datos,      
Eye Tracking, Visualización de Datos     
Multidimensionales, Visualización de Datos    




El presente trabajo se realiza en el       
Laboratorio de Investigación y Desarrollo en      
Visualización y Computación Gráfica    
(VyGLab, UNS-CIC Prov. de Buenos Aires)      
del Departamento de Ciencias e Ingeniería de       
la Computación (DCIC), de la Universidad      
Nacional del Sur (UNS) y en colaboración       
con el Laboratorio de Desarrollo en      
Neurociencias Cognitivas (LDNC,   
UNS-CIC). Los trabajos realizados en esta      
línea implican la participación de docentes      




El análisis de datos recolectados mediante un       
eye tracker (ET) ha cobrado relevancia en los        
últimos años por su utilidad en diversos       
campos de aplicación, como el ​gaming​, las       
neurociencias, las interfaces centradas en el      
usuario, entre otros. En particular, para el caso        
del campo de las neurociencias, los      
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movimientos oculares han cobrado especial     
relevancia por su simplicidad y utilidad para       
medir el desempeño cognitivo de las personas       
al momento de realizar tareas de alto orden        
cognitivo como complemento a las técnicas      
empleadas tradicionalmente. Para ello, los     
expertos necesitan analizar estos registros     
oculares en contexto con el resto de las        
variables involucradas tanto para obtener una      
idea general del comportamiento particular de      
un grupo bajo estudio, como para llevar a        
cabo el análisis de casos específicos. 
Considerando lo expuesto, es clara la      
necesidad de investigación y desarrollo de      
nuevas técnicas que permitan tratar con las       
limitaciones que exponen los modelos de      
trabajo tradicionales para tratar con este gran       
volumen de datos. Es así que el empleo de         
técnicas de visualización adecuadas resulta de      
especial interés para obtener una primera      
visión acerca del problema estudiado, que      
luego servirá como base para la generación de        
hipótesis de trabajo y su posterior      
corroboración. Es importante que este nuevo      
conjunto de técnicas contemplen la naturaleza      
espacio-temporal de los datos, así como la       
limitaciones y utilidad de las técnicas      
preexistentes, además de las limitaciones de      
los métodos preexistentes definidos para     
tareas y/o estímulos similares. 
 
2. LÍNEAS DE INVESTIGACIÓN Y    
DESARROLLO 
 
Las técnicas actuales de visualización de      
datos provenientes de un ET [1, 15, 11, 2]         
permiten obtener información relevante    
acerca de cómo se procesa la información por        
uno o varios participantes [3, 12]. Sin       
embargo, sólo se refleja un conjunto limitado       
de características a visualizar, con lo cual       
muchas veces no se tienen en cuenta todas las         
variables que intervienen en el proceso de       
adquisición visual de la información,     
conduciendo a una mala interpretación de los       
resultados que se obtengan. 
Es bien conocido que los marcadores que       
permiten determinar qué tan eficientemente     
una persona procesa la información adquirida      
son el tamaño de la pupila, el tiempo y la          
cantidad de fijaciones y el número de       
regresiones, entre otras [9, 6, 7]. Sin embargo,        
durante los últimos años ha surgido una nueva        
rama de desarrollo que involucra el uso de un         
tipo particular de movimiento ocular     
denominado microsacada como medida de     
desempeño. En el contexto del eye tracking se        
pueden distinguir 2 grupos bien definidos de       
movimientos: las fijaciones y las sacadas [8].       
Las fijaciones se refieren a la región del        
estímulo a la cual está mirando el sujeto y         
tienen una duración típica del orden de los        
100ms a los 700ms. Las sacadas, por otro        
lado, son los movimientos de transición entre       
dos fijaciones seguidas y tienen una duración       
aproximada de 50ms a 150ms. El foco       
principal de los estudios actuales está en el        
estudio de las fijaciones, dado que en éstas es         
donde el cerebro recopila la información      
visual y la integra con la memoria de trabajo.         
El valor de este movimiento se da en        
comprender qué rol juegan una serie de       
movimientos intra-fijación denominados   
tremor, ​drift (deriva) y microsacada. Los dos       
primeros se refieren a movimientos que en su        
mayoría se dan como consecuencia del      
cambio entre dos fijaciones, ya que implican       
la estabilización del ojo luego de una sacada,        
debido al cambio de velocidad. Por otro lado,        
las microsacadas son movimientos similares a      
las sacadas que se dan de manera       
imperceptible durante una fijación, pero con      
propiedades totalmente diferentes a su     
contraparte (por ejemplo, la velocidad y la       
amplitud). Dada la naturaleza de las      
microsacadas es posible determinar cómo     
trabaja el proceso de comprensión en un       
sujeto y qué regiones del estímulo necesitan       
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mayor (re) atención para completar una      
determinada tarea [4]. Las funciones     
principales de estos movimientos [14] están      
vinculadas con la exploración de detalles      
espaciales finos (imágenes, escenas naturales     
[5] y/o video), las implicaciones en la visión        
foveal (región de la retina donde la agudeza        
visual es mayor) y la estrategia ocular       
empleada (como la aparición de las      
microsacadas está vinculada al tipo de tarea       
que se realiza). 
Actualmente, los movimientos oculares son     
analizados mediante el uso de modelos      
oculares estadísticos [13] que intentan     
integrar la mayor cantidad de variables      
posibles para explicar el fenómeno bajo      
estudio. Sin embargo, la gran cantidad de       
interrelaciones que puede haber entre las      
variables y su grado de variabilidad como       
resultado del estímulo que se esté analizado,       
resulta en modelos complejos que no son       
fácilmente entendibles y que no resultan      
eficientes en término de costo/tiempo para      
obtener patrones emergentes. Es por ello, que       
el uso de las técnicas de visualización resulta        
de especial interés por su utilidad para       
comprender información multivariada, así    
como de carácter espacio-temporal. 
En la línea de investigación propuesta se       
investigará el uso de los movimientos      
microsacádicos ( y nuevas propiedades que se       
puedan inferir) como marcadores del     
desempeño cognitivo de las personas durante      
la realización de diversas tareas de distinta       
complejidad. Por otro lado, se buscará diseñar       
e implementar las correspondientes técnicas     
de visualización que permitan mostrar estos      
movimientos, de manera tal de comprender      
cómo la información se interrelaciona y cuál       
es su impacto en el desempeño de una        
determinada tarea. 
 
3. RESULTADOS OBTENIDOS Y   
ESPERADOS 
El desarrollo de esta línea se orienta al diseño         
e implementación de herramientas y técnicas      
de visualización que permitan analizar los      
microsacádicos y su impacto en el desempeño       
cognitivo de los sujetos en tipos particulares       
de estímulos (lectura, ​free-viewing​,    
point-based​). Para ello se emplearán las      
técnicas ​ad-hoc desarrolladas por los autores      
para aprovechar las características inherentes     
de los estímulos empleados en conjunción con       
los movimientos oculares registrados. De esta      
manera se espera que se puedan encontrar       
insights que permitan determinar qué tan útil       
es este tipo de movimiento como marcador       
cognitivo en comparación con los     
tradicionales (dilatación de la pupila, tiempo      
de fijación, cantidad de regresiones, etc.)      
presentados en la literatura.  
 
4. FORMACION DE RECURSOS    
HUMANOS 
En cuanto a la formación de recursos       
humanos se detallan las tesis en desarrollo       
relacionadas con las líneas de investigación      
presentadas, así como también los proyectos      
de investigación y los becarios vinculados. 
 
Tesis Finalizada (febrero 2021)​: “Desarrollo     
de modelos del comportamiento ocular”, Juan      
Andrés Biondi. Tesis de Doctorado en      
Ciencias de la Computación. Directores: Dra.      
Silvia Castro, Dr. Osvaldo Agamennoni. 
 
Becario ​: Leandro Luque. Plan de trabajo:      
“Análisis Visual de Datos provenientes de      
Registradores de Movimientos Oculares”.    
Beca doctoral CONICET 2018, adjudicada a      
partir de abril de 2019. 
 
Becaria ​: M. Luján Ganuza. Denominación     
del plan de trabajo: “Análisis Visual de Datos        
Multidimensionales en Espacios Ad-Hoc”    
Beca posdoctoral CONICET 2018, adjudicada     
a partir de abril de 2019. 
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Proyecto​: PGI 24/N048, “Análisis Visual de      
Datos” (PGISeCyT-UNS, 2019-2022).   
Directora: Dra. Silvia Castro. 
 
Proyecto​: PICT-2016-1009, “Modelado de la     
dinámica ocular para la evaluación del      
desempeño cognitivo” (ANPCyT,   
2017-2019)​. Categoría: Plan Argentina    
Innovadora 2020. Director: Dr. Osvaldo     
Agamennoni. 
 
Proyecto​: PGI 24/K085, “Dinámica de los      
Sistemas Cognitivos” (PGISeCyT-UNS,   
2019-2022). Director: Dr. Osvaldo    
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La actividad frutícola necesita un conjunto de 
actividades para lograr altos niveles de 
eficiencia y productividad. Una de esas 
actividades claves consiste en estimar lo más 
exactamente posible la producción total, ya 
que la misma condiciona los aspectos 
logísticos que deben ser atendidos en el breve 
lapso en el que transcurre la recolección de 
frutos. La producción depende esencialmente 
de dos factores, la cantidad de frutos por 
unidad de superficie y el tamaño de los frutos. 
Predecir el tamaño de los frutos requiere 
realizar un seguimiento continuo de los 
aspectos climáticos, tanto los de la región, 
cómo el microclima de la plantación. Por su 
parte se aspira a estimar la cantidad de frutos 
en base al procesamiento de imágenes de 
estados tempranos del cultivo, tales como 
botones florales, flores o frutos inmaduros. El 
caso de estudio es público-privado 
interinstitucional e interdisciplinario y se 
aboca a predecir la producción de kiwi en una 
plantación de Miramar, cuyo productor 
pertenece a la Cámara de Productores de Kiwi 
y tiene relación desde hace años con INTA 
Balcarce. 
 
Palabras clave: Procesamiento de Imágenes, 
Reconocimiento de objetos, Telemedición, 
Internet de las cosas. 
CONTEXTO 
La línea de investigación que se presenta es 
parte del proyecto de investigación 
“Estimación temprana de rendimiento del 
cultivo de kiwi mediante el procesamiento de 
imágenes” que se desarrolla en forma conjunta 
por la Universidad Nacional del Oeste, el 
Instituto Nacional de Tecnología Agropecuaria 
(INTA) y la empresa Stream S.A. Cada una de 
estas entidades aborda los aspectos 
relacionados con su área de especialización.  
1. INTRODUCCIÓN 
Lograr, en la producción frutícola, un nivel de 
eficiencia que permita alcanzar resultados 
económicamente sustentables, requiere la 
realización de un conjunto de actividades, tales 
como la poda, atado, riego, fertilización, 
control de heladas y de plagas, polinización, 
raleo y cosecha, con alto grado de 
planificación. Durante la cosecha, se necesita 
una adecuada gestión del conjunto de recursos 
que dependen fuertemente de la producción. Es 
así que, poder estimar tempranamente la 
producción permite una planificación 
adecuada. Actualmente, se estima el volumen 
de cosecha contando los frutos por unidad de 
superficie en una etapa avanzada de desarrollo 
de los mismos. Sin embargo, esta estimación 
tardía es demasiado cercana a la cosecha y muy 
dificultosa en plantaciones de medianas a 
grandes. En ese sentido, una estimación 
temprana del rendimiento permitiría tomar 
decisiones operativas y estratégicas. Desde el 
punto de vista operativo, podría orientar en 
cuál será la necesidad de recursos permitiendo 
un uso más racional de los mismos y desde el 
punto de vista estratégico, posibilitaría 
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anticipar la negociación de la producción en el 
mercado externo, además de cuantificar 
tempranamente el espacio necesario de 
cámaras de frío para almacenar la fruta 
destinada a la venta en el mercado interno, así 
como el material de empaque necesario. 
La estimación temprana requiere monitorear la 
evolución fenológica de la planta, acompañada 
por información de las condiciones climáticas. 
El análisis de las condiciones climáticas 
comienza, inclusive, en la etapa invernal 
cuando la planta aparentemente no tiene 
actividad, pero la acumulación de bajas 
temperaturas es fundamental para romper la 
dormición de las yemas (muchas de las cuales 
dan lugar a flores y frutos). También se deben 
considerar otros factores climáticos que 
afectan diferentes momentos del proceso 
productivo: heladas durante la brotación, bajas 
temperaturas y lluvias durante la polinización, 
estrés térmico durante el crecimiento de los 
frutos, condiciones de temperatura y humedad 
relativa ambiente, que predisponen el 
desarrollo de enfermedades y plagas, entre 
otros. El monitoreo de la fenología del cultivo 
incluye identificar temporalmente la 
ocurrencia de los distintos estados según 
escalas internacionalmente reconocidas y 
luego asociarlos a variables climáticas. La 
identificación, conteo y seguimiento de las 
yemas, botones florales o frutos pequeños 
podría ser utilizado como insumo para la 
estimación temprana de rendimiento. Se 
estima que es posible lograrlo con 
herramientas y tecnologías de cómputo que 
lleven a cabo la manipulación asistida de 
imágenes. En resumen, este proyecto aborda 
un problema que no puede ser resuelto sin el 
conocimiento y la interacción entre 
profesionales de diferentes disciplinas: 
Fruticultura, Fisiología Vegetal, Informática, 
Procesamiento digital de la información. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El kiwi es una planta perenne introducida en 
Argentina a fines de los años ‘80. El área 
plantada muestra un crecimiento muy marcado 
y sostenido a partir del año 2003, sumando en 
la actualidad aproximadamente 1000 has. en 
todo el país. Alrededor de la mitad de la 
superficie se encuentra en el sudeste de la 
provincia de Buenos Aires. El kiwi es una 
planta caduca, es decir, que tiene reposo 
invernal. El número de frutos obtenido por 
planta varía con el número de yemas, el 
porcentaje de brotación de las yemas, el 
porcentaje de brotes reproductivos y el número 
de inflorescencias por brote reproductivo. El 
éxito de una plantación de kiwi depende en 
gran medida de la cantidad de frutos 
cosechados por hectárea y de la proporción 
obtenida de frutos medianos a grandes, debido 
a que estos tamaños suelen tener precios 
diferenciales, mejorando el retorno económico 
[Testolin 1992].  
Las prácticas agronómicas permiten lograr un 
determinado número de yemas por hectárea. 
Cangi y Atalay comprobaron que el peso 
promedio del fruto de kiwi ‘Hayward’, de 
alrededor de 120 g, no varía con 180 a 300 
yemas por planta, pero la cantidad de frutos se 
duplica con la densidad más alta, por lo tanto, 
también el rendimiento [Cangi 2006]. En 
Italia, 150.000 a 200.000 yemas/ha (15 a 20 
yemas/m2) es la densidad óptima para una 
carga frutal de kiwi tal que maximiza la 
cantidad de frutos sin afectar el tamaño y la 
calidad del fruto, aunque estos valores pueden 
variar con las condiciones agroclimáticas. En 
el norte y centro de Italia, un aumento en la 
densidad reduce la brotación de yemas 
reproductivas y la calidad del fruto mientras 
que, en el sur, resulta beneficioso contar con 
plantaciones de hasta 250.000 yemas/ha 
[Testolin 2009].  
La variedad ‘Hayward’ requiere entre 700 y 
850 horas de frío, por debajo de 7 ºC, 
acumuladas en la etapa invernal para la 
brotación de las yemas. Además del 
componente genético, las variables 
climatológicas, tales como la temperatura 
media, máxima, mínima, acumulación de 
horas de frío y heliofanía entre otras 
condicionan la proporción de yemas 
reproductivas y el número de flores por yema 
[Grant 1984] [Warrington 1986] [Snelgar 
1988] [Snelgar 1992] [Austin 2002]. 
Debido a la alta frecuencia de fuertes vientos y 
a la caída ocasional de granizo en la provincia 
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de Buenos Aires, el uso de mallas antigranizo 
y de cortinas, tanto artificiales como forestales, 
es una práctica recomendada y muy utilizada 
en las plantaciones de kiwi [David 2020].  
Se ha probado que, el uso de techos con mallas 
monofilamento en producciones frutícolas 
reduce la velocidad del viento, y dependiendo 
de la densidad y color de la malla, pueden 
interceptar de radiación fotosintéticamente 
activa y la temperatura del aire, creando un 
microclima [Dussi 2005] [Bosco 2018].  
En plantaciones de kiwi se ha reportado que las 
mallas antigranizo, en función al color, pueden 
afectar el rendimiento y la calidad de los frutos 
[Basile 2012]. Se desconoce si las mallas 
antigranizo que se utilizan en la zona 
productiva del sudeste de la provincia de 
Buenos Aires crean un microclima y si así 
fuera, si el mismo es predecible utilizando la 
información de los registros de las centrales 
meteorológicas cercanas. 
Sin duda, una estimación temprana sería una 
herramienta esencial para adecuar el 
suministro de insumos apuntando a una 
producción más sustentable, sin resignar 
cantidad y calidad de la fruta obtenida en cada 
temporada. Posibilita dimensionar las 
toneladas a cosechar y negociar con 
anticipación las ventas en diferentes canales de 
comercialización. Zhou y Wulfsohn 
mencionaron que una predicción temprana y 
precisa del rendimiento tendría grandes 
beneficios para la fruticultura de precisión 
[Zhou 2012] [Wulfshohn 2012]. Los 
productores tendrían un mayor control de la 
producción, gastos, y podrían adecuar la 
capacidad de almacenamiento. A su vez, se 
podrían diferenciar áreas de la plantación con 
diferente productividad, lo cual conlleva a 
manejar los recursos adecuadamente para cada 
situación, diseñando un manejo específico de 
cada área del lote. La cuantificación temprana 
podría realizarse por recuento de diferentes 
órganos vegetativos y reproductivos mediante 
la interpretación de imágenes.  
Algunos avances en este sentido se encuentran 
publicados. Ciertos reportes internacionales 
refieren a la estimación de rendimiento de 
diferentes frutales a partir de imágenes 
tomadas a los frutos en estados tempranos de 
desarrollo [Dunn 2004] [Zhou 2012], 
encontrando una aceptable correlación con el 
rendimiento obtenido. La estimación del 
rendimiento a partir del número de flores ha 
dado aceptables resultados en manzanos 
[Aggelopoulou 2010] y poca correlación en 
almendros [Underwood 2016]. En manzanas, 
se ha avanzado en modelos de estimación del 
rendimiento por medio de la digitalización de 
imágenes [Stajnko 2011]. Recientemente en 
kiwi, Fu et al. desarrollaron un modelo para 
detectar los frutos con imágenes, pero en un 
estado de desarrollo avanzado de los mismos 
[Fu 208]. 
Probablemente, el estado de yema brotada en 
kiwi sea uno de los más apropiados para hacer 
una predicción temprana mediante la 
interpretación de imágenes, ya que en estados 
subsiguientes hay mayor desarrollo del follaje 
y buena parte de los órganos podrían quedar 
escondidos entre las hojas. 
La cuantificación por imágenes del número de 
botones florales y de frutos en estados 
tempranos de desarrollo probablemente mejore 
la precisión de la estimación del rendimiento, 
pero implica un número muchísimo mayor de 
órganos a contar por unidad de superficie 
respecto a las yemas, y el uso de técnicas para 
mejorar la capacidad de captura debido al 
ocultamiento y solapamiento de los mismos. 
Otro aspecto relevante, asociado con el 
procesamiento de imágenes, está relacionado 
con el tipo de cámara a ser utilizada y la 
iluminación necesaria. Se desconoce si existen 
diferencias importantes entre las imágenes 
tomadas con cámaras infrarrojas, de luz visible 
o luz ultravioleta. También interesa determinar 
si es útil o necesario utilizar una fuente de 
iluminación artificial o es suficiente con la 
radiación natural. 
En lo que se refiere al tamaño de los frutos, la 
estimación del mismo a partir de la 
información climatológica es una actividad 
que requiere mayores plazos que los del 
presente proyecto, por lo que está parte del 
proyecto está centrada en determinar las 
características del microclima en la plantación 
y comprobar el grado de predictibilidad del 
mismo a partir de datos de estaciones 
meteorológicas de la región, así como analizar 
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las posibilidades de mejorar el mismo en el 
contexto de los recursos disponibles. 
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
Se seleccionarán al azar 50 plantas femeninas, 
cada una de ellas será georreferenciada y 
etiquetada. En cada planta a muestrear se 
colocará un marco de 2,5 m x 1 m de caño 
plástico pintado con un color contrastante al 
verde, atándolos en sus cuatro extremos a la 
planta para delimitar el área de estudio. El lado 
menor del rectángulo se apoyará sobre los 
brazos o branquetas de la planta sobre la línea 
de plantación y el lado mayor, irá en el sentido 
del largo de los cargadores, llegando 
aproximadamente a la mitad de la entrefila.  
El recuento se realizará durante la primavera 
2021 y 2022 en tres estados fenológicos: yema 
brotada a mediados de septiembre, botón floral 
a mediados de octubre y frutos en estados 
tempranos de desarrollo de principio a 
mediados de diciembre, respectivamente 
[Salinero 2009] [David 2018]. En caso de 
ocultamientos se repetirán las imágenes y el 
conteo se estimará mediante alguna de las 
técnicas de captura y recaptura, basadas en los 
modelos de Otis [Otis 1978], para lo cual habrá 
que evaluar la capacidad de captura de cada 
imagen respecto de las demás [Briand 2000].  
Se instalarán cinco sensores en ubicaciones al 
azar debajo de la malla antigranizo, cerca de la 
periferia y en el interior del lote. Se tomarán 
datos de temperatura del aire, humedad relativa 
y radiación fotosintéticamente activa cada 
hora. También se colocarán dos sensores para 
contar con información climática por encima 
de la malla antigranizo. Dependiendo de la 
conectividad disponible, se utilizarán sensores 
IoT (Internet de las Cosas) o cajas de 
adquisición (datalogger). 
Se calcularán las horas de frío acumuladas 
durante el reposo invernal, se registrará la 
ocurrencia de heladas, se evaluarán las 
condiciones de temperatura durante la 
polinización, durante el crecimiento y 
desarrollo del fruto, así como también se 
registrará el momento y volumen de las 
precipitaciones. Se evaluará la diferencia entre 
los datos obtenidos en condiciones protegidas 
y a cielo abierto, e incluso se considerarán 
datos de estaciones meteorológicas cercanas. 
Se analizará la existencia o no de un 
microclima en la plantación y se calcularán las 
regresiones para cada variable climática 
medida y calculada en las diferentes 
condiciones.  
Con los datos obtenidos a partir del 
procesamiento de las imágenes y la 
cuantificación manual del primer año, se 
definirán modelos para estimar el número de 
frutos a cosechar.  
Todos los frutos de cada uno de los marcos 
colocados en las plantas en estudio se 
recolectarán manualmente en mayo del 2022, 
aunque se planifica realizar un conteo 
adicional en mayo del 2023 en el marco de un 
nuevo proyecto. Debido al ciclo del cultivo, el 
período del proyecto permitirá contar con un 
segundo año de datos de los dos primeros 
estados fenológicos. Una extensión del 
proyecto permitiría obtener la cuantificación 
del número de frutos mediante imágenes y por 
conteo manual en diciembre del año 2022, con 
la verificación del número de frutos realmente 
cosechados en mayo del siguiente año, 
contando de esa manera con datos de dos años 
lo que permitiría una mejor verificación del 
modelo de predicción propuesto.  
Se comparará el número de frutos estimado 
mediante los modelos predictivos a partir del 
procesamiento de imágenes y por conteo 
manual, respecto al número de frutos 
cosechados. En caso de que el grado de 
precisión de la estimación por algunos de los 
métodos probados no fuera el deseado, se 
establecerá cual es la información más precisa, 
se replicarán también los conteos manuales y 
se estudiarán las respectivas dispersiones. 
Eventualmente, se desarrollarán herramientas 
que complementen los mismos, de ser 
necesarios. De esta forma, se estimará el 
rendimiento en términos de número de 
frutos/ha en función a la cuantificación 
temprana de órganos vegetales.  
Si bien esta estimación será válida para las 
condiciones climáticas y de manejo de ese 
primer año, o de dos años en caso de poder 
contar con una extensión del proyecto, el 
modelo se irá validando y ajustando en 
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sucesivos años para mejorar la predicción.  
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En el proyecto participan seis investigadores, y 
dos alumnos de grado, ambos con una beca de 
investigación.  
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RESUMEN
Las Nuevas Tecnologías de la Información y
la Comunicación han provisto a las personas
de nuevas herramientas de socialización.
Entre  otros  aspectos  claves  de  la
comunicación  humana,  estas  deben tener  en
cuenta  a  la  empatía  como  un factor  crucial
para  la  interacción  social.  La  empatía  se
describe como la capacidad de comprender el
estado  emocional  de  un  individuo  y,  a
menudo, expresar una respuesta que resuena
con él. 
Sin  embargo,  la  capacidad  de  expresar
empatía disminuye a medida que las personas
dependen,  cada  vez  más,  de  los  recursos
tecnológicos para interactuar.
Este fenómeno demanda hoy, más que nunca,
la adecuación de los sistemas informáticos, a
través  del  diseño  de  estrategias   que  les
permitan   comunicarse  adecuadamente  con
los humanos.
Por  lo  tanto,  es  necesario  maximizar  los
niveles  de  empatía,  a  través  de  agentes  y
ambientes virtuales, que permitan optimizar la
comunicación de información entre el usuario
y un sistema.
Existen  diferentes  enfoques,  técnicas,
métodos  o  mecanismos  que  permitirían
promover la empatía en estas interacciones. 
En  la  presente  propuesta  de  trabajo  se
propone  identificar  y  diseñar  mecanismos
para la empatía computacional.
Palabras  clave:  Interacción  Humano
Computadora,  Empatía computacional,  Valle
inquietante,  Realidad  Virtual,  Realidad
Aumentada.
CONTEXTO
La propuesta de trabajo se lleva a cabo dentro
del  proyecto  “Realidades  Alternativas  como
lenguaje generativo aplicado a la solución de
problemas  reales”.  Este  proyecto  es
desarrollado en el ámbito del Laboratorio de
Computación  Gráfica  de  la  Universidad
Nacional de San Luis.
1. INTRODUCCIÓN
Durante las últimas décadas, nuestro entorno
social  se  ha poblado de  tecnología  que  está
revolucionando  drásticamente  nuestra  forma
de  vida:  las  Nuevas  Tecnologías  de  la
Información  y  la  Comunicación  (NTIC).
Estas  se  caracterizan  por  la  presencia  de
artefactos  tecnológicos  que actúan de forma
autónoma en los entornos sociales, en relación
con los  procesos  de  la  información  y  de  la
comunicación,  destacándose  en los  procesos
telemáticos y de carácter comunicativo.
Sin embargo, para que estos nuevos sistemas
habiten en nuestro entorno social,  deben ser
capaces  de  interactuar  con  humanos.  Esta
interacción debe ser lo más natural posible y
estar  inspirada  en  la  forma  en  que  las
personas interactúan.
En este sentido, estos sistemas no sólo deben
ser  reactivos  y  proactivos  sino  que  también
deben  tener  capacidades  sociales,
especialmente  cuando  interactúan  con  seres
humanos  [1,2].  Así  pues,  un  sistema  con
capacidades sociales debe estar dotado con la
habilidad  de comprender  a  los  demás  y sus
intenciones,  motivaciones  y  sentimientos.
Esta capacidad implica percibir y comprender
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los estados afectivos de los demás y actuar en
consecuencia,  una  capacidad  que  suele
denominarse empatía.
La empatía  es  un fenómeno socioemocional
complejo  que  puede  describirse  como  la
capacidad  de  comprender  y  reaccionar  ante
los sentimientos, pensamientos y experiencias
de  los  demás.  Esta  capacidad  nos  permite
percibir el punto de vista del otro al razonar
con  sus  emociones.  La  empatía  es
fundamental  en  el  estudio  de  las  relaciones
sociales  humanas  y,  por  tanto,  uno  de  los
principales elementos de la interacción social
humana. La empatía promueve  relaciones y
participaciones más sólidas [3,4,5].
Dado que la empatía no tiene una definición
universalmente  aceptada,  sus  múltiples
definiciones  pueden  subdividirse  en  tres
grandes  categorías  [6]:  (a)  la  empatía  como
respuesta afectiva a los estados emocionales
de  los  demás  (empatía  afectiva),  (b)  la
empatía  como  la  comprensión  cognitiva  de
los  estados  emocionales  de  los  demás
(empatía cognitiva), y (c) la empatía como un
componente tanto afectivo como cognitivo.
Por  otro  lado,  se  ha  demostrado  que  los
humanos  sienten  empatía  no  sólo  por  otros
humanos,  sino  también  por  personajes  de
ficción, personajes de juegos, e incluso robots
[7]. Dado el importante papel que desempeña
la empatía en la forma en que se establecen la
comunicación y las relaciones sociales en los
humanos,  es  evidente  que  la  empatía  es  un
elemento  importante  en  la  interacción  entre
humanos y computadoras.
Uno de los aspectos usualmente considerados
al  momento  de  hablar  de  empatía  hace
referencia al realismo o apariencia humana de
los  agentes  sintéticos.  En  el  año  1970
Masahiro Mori [8] planteó la hipótesis de que
la respuesta emocional de los humanos hacia
objetos  parecidos  a  los  humanos  es
directamente  proporcional  a  su  grado  de
semejanza  con  los  humanos.  Sin  embargo,
alcanzado un determinado grado de similitud,
las  respuestas  emocionales  se  vuelven
repentinamente repulsivas.
El  correspondiente  declive  producto  de  una
discontinuidad  emocional  en  la  función  de
respuesta se denomina “valle inquietante”
Considerando la importancia de la empatía en
las interacciones sociales, la integración de la
capacidad  empática  en  los  sistemas
computacionales  sería  de gran utilidad.  Ésta
podría  mejorar  los  sistemas  interactivos,
como  las  aplicaciones  educativas,  los
asistentes  médicos,  los  acompañantes,  la
psicoterapia,  y  los  juegos,  en  los  que  la
capacidad  social  es  de  gran  importancia  [9-
14]. Además, como amalgama de los procesos
afectivos  y  cognitivos,  la  empatía
computacional  puede  proporcionar  las  bases
para examinar el vínculo entre las emociones
y la cognición.
En  consecuencia,  la  empatía  computacional
puede  ayudar  a  profundizar  en  la
investigación de las tecnologías empáticas  o
sistemas  empáticos  y,  en última instancia,  a
materializarlas en innovaciones significativas.
2. LÍNEAS DE INVESTIGACIÓN
Y DESARROLLO
Las  crecientes  capacidades  de  los  sistemas
informáticos  en  cuanto  a  detección
biométrica,  han  hecho  posible  el
procesamiento de señales sociales y afectivas
(voz, gestos faciales, movimientos corporales,
etc.),  y  en  consecuencia,  la  mejora  en  la
interacción natural con las personas. 
Se  ha  demostrado  que  sistemas  interactivos
como  agentes  virtuales  contribuyen  a
diferentes causas, como la gestión del estrés
en  entrevistas  de  trabajo  [15],  el  lidiar  con
situaciones de acoso [16], la construcción de
relaciones socioemocionales a largo plazo con
personas  [17],  etc.  De  la  misma  manera,
existen  sistemas  capaces  de  recrear
acontecimientos  naturales  altamente  realistas
provocando  cierto  impacto  en  las  personas
[18], y consecuentemente, acciones de ayuda
y protección, entre otros.
La  incorporación  de  una  componente
empática  en  un  sistema  aportaría  grandes
beneficios al momento de brindarle al sistema
la  capacidad  de  comprender  el  estado
emocional  de  un  individuo  y  ser  capaz  de
expresar  una  respuesta  acertada,  mejorando
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notablemente la interacción natural humano-
computadora.
Como  resultado,  la  empatía  computacional
desarrollada  en  los  sistemas  permitiría  la
categorización de los mismos en dos tipos:
 Sistemas con Agentes Empáticos: que
optimizan los componentes básicos de
una  comunicación  empática  a  fin  de
mejorar la conversación con el usuario
[19-21]  .  Según  Paiva  [22],  existen
dos  formas  de  generar  empatía  a
través de un agente virtual social:  1-
considerando  al  usuario  como  el
observador (ser empático) y al agente
como el  que desencadena la  empatía
en  el  interlocutor  humano,  2-
considerando  a  los  agentes  como
observadores  que  empatizan  (ente
empático)  con  otros  agentes  o
personas.
 Sistemas  con  Ambientes  Empáticos:
que consideran la relación del usuario
con  el  entorno  virtual  (Usuario-
Ambiente  Virtual)  [23,24].  Estos
pueden generar y simular empatía  en
ambos sentidos con distintos fines. Por
un lado, considerando al usuario como
observador  del  ambiente  virtual  (ser
empático)  y  el  ambiente  como  un
simple ente generador de empatía (por
ej.,  entornos  que  generan  conciencia
ambiental  para  proteger  ambientes
naturales  reales  cuyo  equilibrio
ecológico  puede  amenazar  el  futuro
del  planeta).  Por  otro  lado,
considerando al ambiente virtual como
observador  (ente  empático)  del
usuario,  detectando  estados  anímicos
indeseados o dañinos del usuario para
sumergirlo  en  ambientes  virtuales
particulares  cuyo  objetivo  sea




Las actividades realizadas hasta el momento
por este grupo se han enmarcado dentro de 1
proyecto  de  Investigación  de  la  UNSL,  1
proyecto  de  la  Comunidad  Europea,  4
proyectos  de  Desarrollo  Tecnológico  de  la
Secretaría  de  Políticas  Universitarias  y  3
proyectos de Extensión de Interés Social.
Como consecuencia del trabajo elaborado, se
ha  logrado  desarrollar  varios  sistemas
relacionados  a  RV  con  interacción
multimodal involucrando aspectos verbales y
gestuales, así como también se han elaborado
aplicaciones  de  innovación  y  desarrollo
asociadas a la RV y RA.
Actualmente  las  acciones  se  encuentran
focalizadas  en  la  incorporación  de  nuevas
estrategias  que permitan  alcanzar  una  mejor
percepción  e  interacción,  al  mismo  tiempo
que  se  logra  incentivar  al  usuario  tanto
cognitiva como físicamente.
Como  resultante,  se  analizará  el  impacto
logrado por el uso de sistemas de RV y RA en
la  mejora  y  adquisición  de  habilidades
funcionales  en procesos  físicos  y cognitivos
asociados  a  las  áreas  de  la  salud  y  la
educación,  entre  otras.  De  esta  manera,  se
pretende  detectar  y  evaluar  la  evidencia
científica  resultante  para  determinar  la
envergadura de dichas intervenciones.
4. FORMACIÓN DE RECURSOS
HUMANOS 
Los  trabajos  realizados  han  permitido  la
definición de trabajos finales de carrera de la
Licenciatura  en  Cs.  de  la  Computación  (4
finalizados),  tesis  de  Especialización  en
Educación  Superior  (1  finalizada),   tesis  de
Maestría  en  Cs.  de  la  Computación  (2  en
ejecución y 1 finalizada) y tesis de Doctorado
en  Ciencias  de  la  Computación  (1  en
ejecución).
Adicionalmente  se  ha obtenido una beca  de
iniciación  a  la  investigación  y  una  beca  de
perfeccionamiento  en  investigaciones
otorgadas  por  la  Secretaría  de  Ciencia  y
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Técnica de la UNSL; y una beca doctoral de
CONICET. 
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La línea de investigación y desarrollo presentada       
consiste en estudiar, desarrollar y evaluar      
aplicaciones de Televisión Digital Interactiva     
(TVDi) y tecnologías complementarias para el      
mejoramiento de los pueblos latinoamericanos.     
Uno de los principales objetivos es la formación        
de recursos humanos y fortalecimiento de la       
investigación mediante el trabajo intergrupal entre      
diferentes instituciones nacionales y extranjeras. 
Palabras Clave: ​Televisión digital, TVDi,     
aplicaciones móviles, Interactividad 
Contexto 
Desde el año 2012 diversas universidades      
iberoamericanas conforman la Red de     
Aplicaciones y Usabilidad de la Televisión Digital       
Interactiva (RedAUTI) coordinada por la UNLP.  
El objetivo general es apoyar la formación de los         
recursos humanos, estimular la investigación de      
forma transdisciplinaria y fortalecer los grupos de       
investigación de las universidades    
iberoamericanas en temas relacionados con TVDI,      
avanzando en el diseño, implementación y      
despliegue de aplicaciones, servicios y producción      
de contenidos para TVDI, en sus múltiples      
plataformas, de código abierto, de interés      
colectivo, para dar solución a problemas del       
contexto iberoamericano. 
Actualmente se lleva a cabo ​el proyecto       
internacional: “PGTF INT/19/K08: TDTi*ABC    
La Televisión Digital Terrestre aplicada al      
mejoramiento de los pueblos de los países en vías         
de desarrollo” ​financiado por el Fondo Fiduciario        
Pérez Guerrero de la Oficina de Naciones Unidas        
para la Cooperación Sur-Sur. Dicho proyecto es       
coordinado por la UNLP y se lleva a cabo con la           
CUJAE (Cuba) y la UFPB (Brasil).  
Introducción 
La televisión digital interactiva (TVDi)     
proporciona impulso a la generación de      
contenidos y servicios digitales, permitiendo crear      
entornos favorables para el desarrollo de la       
Sociedad de la Información por medio de un        
dispositivo presente en todos los hogares. En       
particular el grupo de investigación III-LIDI ha       
presentado en ediciones anteriores de este      
workshop las líneas de investigación relacionadas      
con la TVDi [1-5]. En [6] Rosado et al. presenta          
una revisión de proyectos que se han desarrollado        
en el Ecuador en vinculación con la TVDi,        
señalando el tipo de servicio, los enfoques de        
aplicación (educativo, salud, información,    
entretenimiento), y el tipo de interactividad y       
tecnologías empleadas. 
A continuación se presentan experiencias llevadas      
a cabo en países latinoamericanos que pueden       
servir de base para que otros países las promuevan         
para el mejoramiento de la población.  
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Adultos mayores y TVDi 
La Organización Mundial de la Salud señala que        
el sujeto que pasa los 65 años puede presentar en          
su gran mayoría dificultades en su andar lo que         
puede provocar accidentes por desequilibrios por      
efectos de gravedad afectando en su condición       
física, es así que el uso de las Tecnologías de la           
Información y la Comunicación (TIC) por      
profesionales -médicos y no médicos-, han      
contribuido a que existan nuevos programas para       
ayudar a superar las afectaciones en la condición        
física. En [7] [8] Rosado et al. presentan una         
revisión sistemática, desde 2012 hasta principios      
de 2019, de experiencias realizadas con personas       
mayores de 65 años, utilizando las TIC con el         
objetivo de mejorar su autocuidado y      
empoderamiento asistencial para el    
envejecimiento activo. . La mayoría de los       
estudios analizados se centran en el seguimiento y        
asistencia a los adultos mayores, mientras que hay        
una minoría de estudios centrados en la       
rehabilitación. Las TIC más utilizadas para el       
cuidado de la salud son las aplicaciones móviles y         
los servicios web. También prevalece el uso de        
sensores específicos para monitorear o controlar a       
los adultos mayores. En relación con la       
promoción de ejercicios, el objetivo principal es la        
prevención de caídas de los adultos mayores.       
Pocos proyectos utilizaron TVDi, los cuales se       
enfocan en establecer recordatorios para atención      
médica y utilizar programas de entretenimiento      
para tener bienestar físico, mental y social. En        
particular, se encontraron muy pocos proyectos      
relacionados con la promoción de la actividad       
física. 
Debido a la familiaridad de uso de la televisión         
por parte del adulto mayor, en [9] Rosado et al.          
plantean desarrollar una aplicación con contenidos      
interactivos para TVDi que tenga por objetivo       
reducir las alteraciones de la marcha. Abordan       
consideraciones para la evaluación de la      
condición funcional a través de un test, el        
desarrollo de planes de ejercicio localizados, el       
proceso a considerar para el diseño funcional y la         
planificación de la evaluación del estudio. Para la        
evaluación se plantean dos grupos de usuarios:       
terapeutas de la Universidad Católica Santiago de       
Guayaquil y adultos mayores que asisten al centro        
gerontológico Municipal “Dr. Arsenio de la Torre       
Marcillo” de la ciudad de Guayaquil.  
Desarrollo y evaluación de aplicaciones para      
TVDi 
El consumo de contenidos audiovisuales se ha       
convertido en una actividad cada vez más       
compleja a medida que se popularizan nuevas       
interfaces para la interacción, el intercambio, el       
aumento de la potencia informática y los       
diferentes modos de disfrute. Al observar las       
nuevas herramientas de distribución de contenido      
como Netflix, Amazon Prime, Apple TV plus,       
Disney Plus, emisoras como BBC, ABC, CBS,       
CNN, Rede Globo y fabricantes como Sony,       
Samsung y LG, es evidente que estas empresas se         
han desarrollado en los últimos años, productos y        
servicios que han ampliado la experiencia de ver        
contenidos de vídeo en la televisión. Estos nuevos        
productos y servicios son ejemplos de cómo la        
producción, distribución y especialmente la     
recepción de contenidos audiovisuales es ahora      
una actividad más compleja. Es necesario      
considerar que parte del conocimiento para      
desarrollar este tipo de productos es el resultado        
de acciones iterativas, costosas y confidenciales      
en estas empresas. Este conocimiento técnico o       
metodológico generalmente no es de dominio      
público, ni se publica en revistas científicas, ni        
siquiera es común a todos los profesionales del        
área de software y audiovisuales. Como      
consecuencia, se vuelve un trabajo arduo, a veces        
un desafío, organizar los conocimientos y      
habilidades para integrar contenidos e interfaces      
en sistemas audiovisuales de complejidad similar      
a los actores del mercado. Este contexto motivó al         
grupo de la Universidad Federal de Paraíba a        
trabajar en proyectos de investigación en el área        
de evaluación de aplicaciones para TVDi.  
La propuesta para la herramienta de evaluación de        
interfaces de interacción de sistemas     
audiovisuales presentada en [10] se llevó a cabo        
sobre la base de un mapeo de patrones de interfaz          
de usuario y se diseñó una aplicación con un         
enfoque en dos usuarios principales:     
administradores y probadores. El sistema fue      
desarrollado y probado internamente para su      
operación en herramientas automatizadas y     
mediante una evaluación de dos productos de una        
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empresa en el mercado brasileño. Esta evaluación,       
aunque preliminar, permitió los siguientes     
aprendizajes: (a) La organización de la jerarquía a        
través de las estrategias propuestas se presentó       
como un enfoque claro y viable para la        
implementación final del servicio en los sectores       
de control de calidad y producto; (b) El desafío         
inicial de establecer una inspección de calidad con        
estándares de mercado se ha abordado      
satisfactoriamente; (c) La lógica de la herramienta       
y los criterios implementados se pueden replicar       
en elementos como el funcionamiento básico (el       
dispositivo se enciende, reconoce la señal) y la        
accesibilidad. 
Canal Social 
La aplicación “Canal Social” surgió en 2015 a        
través de un proyecto creado por el Ministerio de         
Desarrollo Social y Lucha contra el Hambre del        
Gobierno Federal de Brasil con el objetivo de        
establecer una comunicación directa de las      
políticas y programas sociales del gobierno con la        
población beneficiaria de los servicios     
gubernamentales que buscan facilitar el acceso a       
la información y estimular la generación de       
competencias y el desarrollo social, a partir de        
contenidos audiovisuales con información,    
entretenimiento y prestación de servicios. 
Desde un principio, la solución fue diseñada para        
funcionar en una plataforma de TVDi basada en el         
middleware Ginga y los lenguajes NCL y Lua.        
Actualmente la solución se encuentra en su sexta        
versión con funcionalidad para acceder a      
información sobre diversos programas sociales:     
acceso al cronograma de pagos de beneficios       
provistos por el gobierno, ubicación de puntos de        
servicios sociales, juegos educativos para niños,      
disponibilidad de videos de campañas     
publicitarias gubernamentales, películas y acceso     
a una colección de recetas culinarias para una        
alimentación saludable y de bajo costo. La       
solución también incluye opciones de     
accesibilidad como el uso guiado por voz y el uso          
de las recomendaciones del W3C. 
Entre diciembre de 2019 y febrero de 2020 se         
realizó una evaluación inicial mediante pruebas de       
campo del uso de la aplicación por parte de los          
usuarios con el fin de mapear los perfiles que         
constituyen una posible audiencia para la      
aplicación y comprender mejor la experiencia de       
estos usuarios. Para ello, se utilizó una muestra de         
131 usuarios en una ciudad capital de la región         
Nordeste de Brasil con 404,614 inscritos de un        
total de 96,022 familias. Esta audiencia está       
compuesta en gran parte por personas con bajos        
niveles de educación y la descripción de audio        
ayuda a facilitar la navegación y la comprensión        
de los recursos y la información que se ofrecen.         
Se puede encontrar más información sobre este       
estudio en [11]. 
 
Soberanía en la TVDi 
La televisión digital interactiva (TVDi) es un       
escenario emergente moderno que permite     
transmitir contenidos informativos utilizando un     
medio de gran penetración en la mayoría de los         
pueblos del mundo. Sin embargo, actualmente la       
TVDi se utiliza principalmente para transmitir      
contenido multimedia que está controlado por      
empresas y corporaciones que no responden a los        
intereses de los pueblos. Por otro lado, el        
contenido útil está disperso en Internet, lo que        
dificulta que la mayoría de las personas se        
apropien de él fácilmente. En [12] se presenta una         
nueva solución de software que demuestra las       
posibilidades de la TVDi en un escenario real. La         
solución llamada TVC+ recoge información útil      
disponible en Internet y la integra con los        
servicios de TVDi. Algunas de sus      
funcionalidades ya se han desplegado en Cuba,       
demostrando su utilidad en algunas áreas de los        
objetivos de Desarrollo Sostenible 2030 de la       
ONU: Educación, Salud, Alimentación y     
Patrimonio. 
Otro aspecto clave en la soberanía de la TVDi son          
los procesos tecnológicos para lograr la      
conformación y transmisión al aire del contenido       
siguiendo el estándar definido por cada país. En        
[13] se muestra que para el empaquetado y        
entrega del contenido de los servicios interactivos       
de la TDT se requiere de un proceso de alta          
complejidad, dependencia tecnológica y dificultad     
de adaptación a nuevos requerimientos, generando      
gastos económicos al país para mantener esta       
infraestructura. En dicho trabajo se presenta una       
nueva solución que obtiene los datos de       
interactividad, los empaqueta siguiendo el     
estándar definido y entrega los TS tanto por        
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IP/UDP como mediante un dispositivo de      
modulación. El proceso se probó a nivel de        
laboratorio y se verificó su correcto      
funcionamiento en varios STB disponibles y en el        
análisis de los TS formados siguiendo la norma.        
El sistema PaqTVC+ es multiplataforma y      
requiere pocos recursos para su funcionamiento,      
por lo que puede ser utilizado como una        
herramienta práctica en la TVDi cubana y abre        
nuevas posibilidades para su desarrollo. 
Del lado del usuario final, en [14] se muestra         
como los avances en las tecnologías de la        
información (TI) están logrando la convergencia      
tecnológica en la mayoría de los escenarios de la         
vida cotidiana. Los sistemas informáticos desde la       
nube hasta los teléfonos móviles y los dispositivos        
portátiles se conectan entre sí para proporcionar a        
las personas contenido interactivo y una amplia       
variedad de servicios que se presentan en       
diferentes formatos de representación. Sin     
embargo, estas ventajas no se aprovechan      
plenamente y cada escenario de aplicación, como       
la televisión digital y las salas inteligentes,       
utilizan diferentes dispositivos informáticos que     
aumentan la dependencia de proveedores     
extranjeros, aumentan los costos de producción o       
comercialización y no pueden reutilizarse en otros       
escenarios similares, ni para ampliar sus      
posibilidades y alargar su período de      
obsolescencia. Esta situación se agrava aún más       
en el contexto de Cuba como país bloqueado y         
asediado por los Estados Unidos de América. Las        
industrias de equipos médicos y turismo son       
ejemplos actuales de estas limitaciones al no       
poder comprar suministros electrónicos, ver     
limitada su comercialización o no poder ofrecer       
una mayor comodidad de los servicios de TI a sus          
clientes. A partir de esta situación, este trabajo se         
planteó como objetivo identificar posibles     
módulos informáticos que puedan adaptarse a      
diferentes escenarios mediante acoplamiento    
modular de interfaces de expansión para lograr la        
conexión con diferentes periféricos (tales como:      
USB, entrada RF y salida RCA, salida HDMI,        
Interfaz Ethernet, WiFi y otros). Los diferentes       
escenarios propuestos al principio fueron: monitor      
de parámetros médicos vitales, decodificador de      
televisión digital terrestre (dos modelos: uno      
minimalista con funciones muy básicas y otro       
mejorado con funcionalidades de    
minicomputadora), domótica, control de acceso,     
agricultura de precisión y otros.  
En los trabajos previamente referenciados [12]      
[13][14] las tecnologías utilizadas se ajustan a la        
filosofía del software libre, lo que permite       
adaptarlo a otros escenarios tecnológicos     
existentes y abaratar los costos y, lo más        
importante, ganar en la soberanía del contenido y        
las tecnologías asociadas a su producción,      
transmisión y recepción de la TVDi.  
 
Líneas de investigación y desarrollo 
Las líneas de investigación y desarrollo      
principales son: 
- Contenidos y Aplicaciones Interactivas para      
TVDi, con especial interés en asistencia a       
adultos mayores 
- Herramientas informáticas para el desarrollo      
y evaluación de aplicaciones para TVDi 
- Experiencias de usuario con la TVDi:       
usabilidad y accesibilidad  
Resultados  
- Se organiza anualmente, desde 2012 a la        
actualidad, un evento científico que permite el       
intercambio de las investigaciones en el      
ámbito iberoamericano, denominado   
Jornadas de difusión y capacitación de      
Aplicaciones y Usabilidad de la TVDi      
[15-29]. Durante 2020 se realizó la 9a       
Conferencia Iberoamericana de Aplicaciones    
y Usabilidad de la TVDi jAUTI 2020, Aveiro,        
Portugal, 18 dic 2020.  
- Se están desarrollando contenidos y      
aplicaciones de TVDi para asistir el      
mejoramiento de las alteraciones de la marcha       
en personas mayores, con el objetivo de       
probar los desarrollos realizados en Ecuador  
- Se planifica la realización de cursos de        
doctorado conjunto con profesores de la      
UNLP y las instituciones extranjeras     
colaboradoras 
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Formación de recursos humanos 
Participan en el proyecto PGTF un      
investigador formado de la UNLP en conjunto       
con dos investigadores formados de LAVID      
Universidad de Paraiba (Brasil) y dos      
investigadores formados de CUJAE (Cuba).  
En la actualidad se está desarrollando una       
tesis de doctorado en el marco de esta línea de          
investigación dirigida conjuntamente con un     
investigador de la Universidad de Aveiro: 
- Magdalena Rosado “ ​Televisión Digital     
Interactiva (TVDi) para reducir las     
alteraciones de la marcha en adultos      
mayores”. Directores: M.J.Abásolo y T. Silva      
(tesis de Doctorado en Ciencias UNLP en       
curso) 
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Resumen
La Realidad Virtual es una tecnología que intenta
sumergir  a  los  usuarios  en  un  mundo  virtual
generado  por  computadora.  Los  avances
tecnológicos ayudan a generar sistemas cada vez
más  inmersivos,  pero  aún  no  está  claro  qué
factores  afectan  la  inmersión  del  sistema.  Esta
línea de investigación tiene como objetivo relevar
dichos factores y analizar su impacto y relación
con  distintas  técnicas  computacionales  y
estadísticas.  Se  busca  desarrollar  métricas  que
predigan  el  nivel  de  inmersión  percibido  en
cualquier sistema de Realidad Virtual dado. Hasta
el  momento,   realizamos  diversos  experimentos
con usuarios para poder obtener un conjunto de
datos que se pueda analizar de manera estadística
y a partir de los cuales se puedan generar métricas
de  inmersión  mediante  modelos  de  regresión.
Estas  métricas  y  la  importancia  de  cada  factor
brindará  una  guía  para  poder  seleccionar  el
sistema y técnicas de Realidad Virtual que mejor
se adapten a cada tipo de sistema y aplicación.
Palabras clave: Realidad Virtual, Interacción
Humano Computadora en Realidad Virtual, 
Inmersión
Contexto
Este trabajo se lleva a cabo en el Laboratorio
de  Investigación  y  Desarrollo  en
Visualización  y  Computación  Gráfica
(VyGLab)  del  Departamento  de  Ciencias  e
Ingeniería  de  la  Computación,  de  la
Universidad  Nacional  del  Sur.  Los  trabajos
realizados  bajo  esta  línea  involucran  a
docentes investigadores, becarios doctorales y
alumnos de grado.
1. Introducción   
La Realidad Virtual  (RV) es una tecnología
inmersiva  que  se ha vuelto  muy popular  en
los  últimos  años.  Mediante  el  uso  de  esta
tecnología,  y  más  específicamente  mediante
el  uso  de  dispositivos  de  hardware  como
visores  especiales,  los  usuarios  pueden
adentrarse,  explorar e interactuar en mundos
3D generados por computadora. Aunque esta
tecnología ha sido mayormente explorada en
el  área  de  videojuegos,  también  se  ha
utilizado  en  gran  medida  en  áreas  como  la
medicina  [1,  2,  3],  la  arqueología  [4,  5],  el
entrenamiento  militar  [6],  o  diferentes  tipos
de simulaciones [7].
Para decidir qué tan “bueno” es un sistema de
RV, la  literatura  presenta  distintas  métricas,
como  presencia,  inmersión  y  realismo.  En
RV, la presencia se define como “la sensación
de estar ahí”, es decir, la sensación de que uno
de  verdad  pertenece  al  mundo  virtual  que
actualmente  está  experimentando  [8].  La
inmersión,  por  el  otro  lado,  está  más
relacionada al hardware utilizado y se define
como  “qué  tanto  de  nuestros  sentidos  está
comprendido por el sistema de RV?” [9]. Por
este  motivo,  la  presencia  es  una  medida
subjetiva  que  depende  de  la  percepción  de
cada  usuario;  mientras  que  la  inmersión  es
una medida objetiva que depende del sistema
de RV que se esté utilizando. Se suele pensar
que  en  un  sistema  de  RV  es  fundamental
maximizar  el  nivel  de realismo gráfico  para
obtener la mayor sensación de presencia. Sin
embargo,  está  demostrado  que  esto  no  es
necesario [10].
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Además  de  las  características  de  hardware,
que mejoran constantemente, existen muchas
otras  características  de  los  sistemas  de  RV
que  afectan  la  experiencia  del  usuario.
Variables como la resolución de pantalla,  el
sistema  de  audio  utilizado,  la  forma  de
caminar  por el  ambiente virtual,  entre  otras,
son algunas de las variables que, de acuerdo a
la  literatura,  influyen  en  decidir  cuándo  un
sistema de RV es mejor que otro [11, 12, 13].
La  decisión  acerca  de  qué  variables
considerar en un sistema de RV y los valores
que  éstas  deben  tomar  es  un  problema
desafiante.  Además,  existe  mucha  discusión
entre  la  verdadera  influencia  de  dichos
factores e incluso la relación entre ellos.
Por  este  motivo,  es  de  vital  importancia
realizar  un  estudio  exhaustivo  de  todos
aquellos  factores  que  pueden  influir  en  la
sensación  de  inmersión  producida  por
cualquier  sistema  de  RV.  Dicho  análisis
revelará los factores más relevantes que deben
tenerse en cuenta a la hora de crear un nuevo
sistema o a la hora de seleccionar uno de los
sistemas  existentes.  Este  análisis  proveerá
guías para la generación de nuevos sistemas
de RV, tanto en el área de hardware como de
software.
2.  Líneas  de  Investigación,
Desarrollo e Innovación
Actualmente,  en esta  línea  de investigación,
se han realizado estudios respecto al análisis y
relevamiento  de todos  aquellos  factores  que
influyen en la sensación de inmersión en un
sistema  de  RV.  Dichas  variables  han  sido
categorizadas según el tipo de inmersión que
proveen  en  inmersión  visual,  inmersión
auditiva  e  inmersión  táctil.  Como  hasta  el
momento no existe una forma de cuantificar
la  inmersión  de  un  sistema  de  manera
automática, se deben utilizar distintos test con
usuarios, en los que éstos evalúan el grado de
inmersión del sistema de RV dado.
Para esto se han desarrollado experimentos en
los que los usuarios deben realizar una tarea
mientras  experimentan  un  sistema  de  RV.
Este sistema está caracterizado por todas las
variables  analizadas  cuyos  valores  cambian
cada  prueba.  De  esta  manera,  se  obtienen
valores de inmersión asociados a los valores
de las  variables  utilizadas.  Cada vez que se
realiza un test, se obtiene una evaluación de
inmersión de un conjunto de variables y esto
genera una muestra en un conjunto de datos
que se va construyendo. 
A partir de este conjunto de datos se realizan
análisis  estadísticos  para  evaluar  la  relación
entre las variables y cómo inciden éstas en la
inmersión.  Además,  dentro  de  esta  línea  de
investigación, se pretende hallar una métrica
que relacione  aquellos  factores  que influyen
en la inmersión. Esta métrica permite predecir
entonces el  nivel de inmersión que brindaría
cualquier  sistema de RV dado.  Para esto se
están  investigando  distintas  estrategias  y
técnicas, pero mayormente se están utilizando
análisis de regresión.
En síntesis, en esta línea de investigación se
trabaja en:
● Selección  y  Clasificación  de  Variables:
luego  de  haber  realizado  los
correspondientes experimentos, se vio que
algunas  de  las  variables  que  se
consideraban  relevantes  resultaron  no
serlo,  en  tanto  que  algunas  que  se
consideraban  no  relevantes  resultaron
serlo.  Dentro  de  esta  línea  se  analiza  y
mejora  la  clasificación  de  variables  que
efectivamente  resultan  influyentes  en  la
sensación de inmersión  de un sistema de
RV. El análisis de estas variables es muy
importante ya que de esta manera se puede
avanzar  en  la  optimización  de  la  o  las
métricas de inmersión.
● Experimentos: a  medida  que se realizan
experimentos  surgen  nuevas  ideas  y
estrategias para mejorar su diseño y poder
recolectar así una mayor cantidad de datos.
Esta  línea  analiza  los  experimentos
realizados, así como otros experimentos de
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la  literatura  para  poder  obtener  mejores
resultados.  Además,  se  planifican  nuevos
experimentos  para  analizar  distintas
relaciones entre las variables.
● Análisis Estadísticos: a partir de los datos
generados en los experimentos  se pueden
comparar  los  factores  entre  sí  para
determinar  si  existe  alguna  relación
estadísticamente  significativa  entre  los
mismos. De esta forma se puede calcular la
interacción entre ellos y la influencia que
tienen en el valor final de inmersión. 
● Predictor  de  Inmersión: dado  un
determinado  sistema  de  RV,  resulta
importante predecir el grado de inmersión
que éste produce. En esta línea se trabaja
en   análisis  de  regresión,  reducción  de
variables y verificación de modelos para la
generación de dicho predictor  a partir  de
un determinado  dataset ya construido.  Se
está profundizando en técnicas de Machine
Learning  para  lograr  obtener  distintas
métricas en función de los mismos datos.
● Optimización  de  las  Métricas: resulta
muy interesante poder hallar qué variables
y  qué  valores  de  dichas  variables
maximizan la inmersión. Como la cantidad
de  factores  que  influyen  en  el  nivel  de
inmersión de los sistemas de RV es muy
grande  (al  menos  30),  resulta  difícil
optimizar manualmente cada uno de ellos
cuando  se  desea  desarrollar  un  nuevo
sistema.  Por  este  motivo,  es  importante
identificar  aquellos  factores  que  más
influyen en el nivel de inmersión final. Al
reducir  considerablemente  la  cantidad  de
factores, el diseñador de un nuevo sistema
puede enfocarse en la optimización de los
mismos,  mejorando  así  el  grado  de
inmersión  del  sistema.  Además,  se  están
estudiando  distintas  estrategias  de
optimización  de  funciones  para  poder
maximizar  los  modelos  de  inmersión
obtenidos.
3. Resultados y Objetivos
Sobre  los  ejes  presentados  se  han  obtenido
resultados  concluyentes.  Actualmente  se  ha
realizado una clasificación de todas aquellas
variables que influyen en la inmersión y se ha
desarrollado  un  sistema  de  RV  que  genera
aleatoriamente  diferentes  escenarios  en
función  de  cada  uno  de  los  factores
identificados.  Por  ejemplo,  un  escenario
tendrá  determinada  resolución  de  pantalla,
nivel gráfico, tipo de audio, tipo de tracking,
etc.,  en  tanto  que  otro  escenario  generado
tendrá factores completamente distintos. Este
sistema permite  a  los  usuarios  experimentar
un  escenario  generado  durante  un  tiempo
determinado  para  que  finalmente  dichos
usuarios califiquen el escenario según el nivel
de inmersión experimentado. 
Se  han  realizado  diversos  experimentos
utilizando  este  sistema.  Éstos  han permitido
obtener un conjunto de datos que relaciona las
variables del sistema de RV con la inmersión
percibida  por  el  usuario.  A  partir  de  este
conjunto  de  datos  se  han  realizado  análisis
estadísticos que nos han brindado información
relevante  sobre  qué  variables  influyen  en
mayor o menor medida en la inmersión. Este
análisis  de  variables  nos  ha  servido  para
seleccionar aquellas variables a considerar en
los modelos de regresión. 
Finalmente  se  han  realizado  análisis  de
regresión para obtener modelos de inmersión
en función de las variables del sistema. Estos
modelos  varían  según  la  eficiencia  de
predicción,  la  cantidad  de  variables  que
utilizan y la cantidad de coeficientes. 
Actualmente  se  están  analizando  estos
modelos  obtenidos,  particularmente  se  están
testeando en sistemas de RV comerciales y se
están  evaluando  diversas  técnicas  para
maximizar la inmersión.
4. Formación de Recursos Humanos
En lo concerniente a la formación de recursos
humanos se detallan las tesis en desarrollo y
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concluidas  relaciones  con  las  líneas  de
investigación presentadas:
Tesis Concluidas
“Interacción  Humano  Computadora  en
Ambientes  Virtuales”,  tesis  de  Magíster  en
Ciencias de la Computación. Alumno: Matías
Selzer. Director: Martín Larrea.
“La Realidad Virtual como Herramienta para
el Desarrollo Arquitectónico”, tesis de grado
de  Ingeniería  en  Sistemas  de  Información.
Alumnos:  Facundo  Reissing,  Sebastián
Vicente.  Director:  Martín  L.  Larrea.
Colaborador: Matías N. Selzer.
“Métricas  de  Inmersión  para  sistemas  de
Realidad  Virtual”,  tesis  de  Doctorado  en
Ciencias de la Computación. Alumno: Matías
Selzer.  Director:  Silvia  M.  Castro.  Co-
Director: Martín L. Larrea.
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La línea de investigación y desarrollo      
presentada en este artículo realiza actividades      
de análisis, desarrollo y evaluación de      
aplicaciones de Realidad Extendida, siendo     
este un término para englobar en este       
contexto aplicaciones de Realidad Virtual,     
Realidad Aumentada, Interfaces   
Multimodales, Visión por computador. Uno     
de los principales objetivos es la formación de        
recursos humanos y el fortalecimiento de la       
investigación mediante el trabajo intergrupal     
entre diferentes instituciones nacionales y     
extranjeras.  
 
Palabras Clave: ​Realidad Extendida,    
Realidad Aumentada, Realidad Virtual,    




Las diferentes líneas de investigación están      
enmarcadas en diversos ​proyectos:  
- Proyecto IDEAS-CICPBA “AMAPAS    
Aplicaciones Móviles para la Medición de      
Agentes Peligrosos para el Ambiente y la       
Salud” (2019-2020) dirigido por    
M.J.Abásolo. 
- Proyecto "Computación de Alto     
Desempeño: Arquitecturas, Algoritmos,   
Métricas de rendimiento y Aplicaciones en      
HPC, Big Data, Robótica, Señales y Tiempo       
Real" (2018-2021) acreditado UNLP    
Programa de Incentivos, dirigido por M.      
Naiouf.  
- Proyecto "Metodologías, técnicas y     
herramientas de Ingeniería de Software en      
escenarios híbridos. Mejora de proceso"     
(2018-2021) acreditado UNLP Programa de     




Desde hace varios años el grupo de       
investigación III-LIDI se dedica al desarrollo      
de aplicaciones en las áreas de Visión por        
Computador, Realidad Aumentada y Realidad     
Virtual, con resultados publicados en     
ediciones anteriores de WICC [1-9]. En este       
artículo se presentan los principales avances      
alcanzados en esas diferentes líneas de      
investigación fruto de un trabajo conjunto con       
investigadores de diferentes instituciones del     
país en colaboración con el extranjero. 
 
Realidad Aumentada en Educación    
Universitaria 
El uso de Realidad Aumentada (RA) en       
educación ha tenido un gran efecto sobre todo        
por las posibilidades que presenta este recurso       
XXIII Workshop de Investigadores en Ciencias de la Computación 286
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
en las aulas de clase. La motivación y el         
interés del alumnado han sido algunas de las        
potencialidades que se evidencian dentro del      
quehacer educativo, según señala Gavilanes     
et. al. [10] en su resumen de revisiones sobre         
RA en la educación.  
Como una experiencia innovadora en la      
Universidad Técnica de Ambato en Ecuador      
se viene trabajando desde el 2018 en el diseño         
de materiales educativos con RA. Se trabaja       
con los estudiantes de la carrera de Docencia        
en Informática quienes son los diseñadores de       
los recursos. Para ello se implementó la       
metodología OARA desarrollada por la     
doctoranda Gavilanes [11][12], compuesta    
por 4 fases: Estructura de Información,      
Diseño Multimedia, Ensamblaje–Publicación   
y Validación. Cada una de las fases determina        
las acciones necesarias para desarrollar el      
material educativo, y una vez verificada su       
funcionalidad se lo publica en un sitio Web. 
Los materiales educativos desarrollados son     
evaluados por los estudiantes consumidores     
quienes lo revisan y manipulan utilizando sus       
dispositivos móviles. Se les presenta una      
encuesta de aceptación tecnológica utilizando     
el modelo TAM y otra encuesta de validación        
del diseño. Los resultados alcanzados     
demuestran que el uso de los materiales       
educativos con RA desarrollados para la      
enseñanza universitaria tiene un alto grado de       
aceptación y motivación. Se determinó una      
mejora en el rendimiento académico y se       
analizaron ventajas y desventajas de las      
herramientas utilizadas para la producción. 
Aplicaciones móviles y realidad extendida     
para niños sordos 
La evolución de las tecnologías como el       
internet, la Realidad Extendida, el uso de los        
dispositivos móviles, entre otros, se han      
convertido en elementos claves para el      
desarrollo de las tareas cotidianas de las       
personas en el trabajo, la escuela, el hogar,        
etc.. Sin embargo, hay sectores específicos de       
la población como los sordos que necesitan       
que el enfoque de su uso satisfaga en alguna         
medida sus necesidades de comunicación con      
el entorno, más aún cuando se promueve       
desde los gobiernos no solo mejorar sus       
condiciones de vida sino también su inclusión       
en la sociedad.  
En una publicación de la doctoranda Del Pezo        
[13] se evidencia que en relación a la        
comunidad sorda se utiliza la tecnología      
móvil, pero muy poca utiliza la realidad       
extendida (específicamente la RA). Las     
aplicaciones se presentan más a manera de       
prototipos y se orientan a satisfacer en       
primera línea como intérprete la     
comunicación entre sordos y oyentes antes      
que para apoyar procesos educativos. Esto,      
sumado a que en muchos países se promueve        
la enseñanza de la primera lengua, en sordos        
la lengua de señas, se encontró que ésta lidera         
como sistema de comunicación en las      
aplicaciones encontradas. Los estudios    
actuales han priorizado la enseñanza a niños       
en áreas específicas como lenguaje,     
vocabulario, matemáticas, la misma lengua de      
señas, entre otras, para de esta manera       
contribuir a su desarrollo intelectual en el       
ámbito académico. Estos hallazgos ratifican     
la importancia de enseñar técnicas     
complementarias que fortalezcan el proceso     
de comunicación entre sordos y oyentes,      
como la lectura labial, la que expertos       
recomiendan que se fortalezca en edades      
tempranas. Por esta razón, el interés de       
próximos estudios está orientado a identificar      
las metodologías que se aplican en la       
enseñanza de esta técnica para poder sugerir       
nuevas opciones de apoyo al proceso      
educativo utilizando métodos colaborativos y     
lúdicos a través del uso de la tecnología        
móvil y extendida. 
Videojuegos para la enseñanza de la Física 
Las simulaciones, las herramientas de     
modelado, los mundos virtuales, los     
laboratorios virtuales y más recientemente los      
videojuegos, son algunas de las herramientas      
mediadoras utilizadas en la enseñanza de la       
Física. Bouciguez et al describen en [14]       
algunos videojuegos educativos para enseñar     
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Física y se caracterizan en función de la        
tecnología que involucra, los aportes y      
limitaciones al aprendizaje desde una     
perspectiva constructivista social.  
El proceso de desarrollo de un videojuego       
educativo implica integrar componentes    
lúdicos, tecnológicos y educativos, lo cual      
requiere un trabajo articulado y continuo en       
equipos interdisciplinarios. La doctorando    
Bouciguez [15] trabaja realizó el desarrollo      
del videojuego basado en misiones     
“SpaceEscape: The F.E.M.” utilizado para     
una secuencia didáctica para enseñar la      
inducción electromagnética.  
La jugabilidad educativa se define como el       
conjunto de propiedades que describen la      
experiencia del jugador en el entorno de       
juego, cuyo objetivo principal es proporcionar      
diversión a la vez de aprendizaje. La       
evaluación cuantitativa de la jugabilidad se      
puede realizar gracias a métricas que se basan        
en el estándar ISO 9126-4:2004 y son       
procedurales ya que están enfocadas al uso       
del videojuego y, por lo tanto, a medir la         
experiencia del jugador durante el proceso de       
juego con el producto. Al ser las métricas        
demasiado genéricas, González Sánchez [16]     
propone como complemento una evaluación     
cualitativa basada en inspecciones heurísticas,     
criterios de evaluación y cuestionarios. Las      
preguntas de los cuestionarios interrogan al      
jugador sobre su experiencia a la hora de        
jugar. Las mismas además de ofrecer      
información sobre qué propiedades de la      
jugabilidad educativa tienen más relevancia     
en la experiencia global del juego, permiten       
identificar qué elementos de un videojuego      
influyen en mayor o menor medida en ellas,        
permitiendo mejorar el diseño de dichos      
elementos. 
Considerando lo antes mencionado, este tipo      
de evaluación adoptada requiere    
fundamentalmente prueba del videojuego con     
los jugadores, observación de dichos usuarios      
y la realización de cuestionarios basados en la        
jugabilidad educativa. Atendiendo al marco     
metodológico antes descrito para evaluar la      
jugabilidad educativa se recogió información     
que permitiera realizar el análisis cuantitativo      
y cualitativo, en tres momentos claves: previo       
a la prueba con el videojuego se obtiene        
información sobre el perfil de jugador que       
tienen los estudiantes; durante la prueba se       
registran las jugadas de los     
jugadores-estudiantes mientras utilizan el    
videojuego; posterior a la prueba se obtiene       
información brindada por los participantes     
después de jugar sobre su experiencia con el        
videojuego. 
Los elementos de recolección de datos      
principales fueron los registros en video y       
audio, para cuyo análisis se establecieron      
métricas, y cuestionarios o listas de      
cuestiones (listas de heurísticas), buscando     
investigar el grado de cada atributo de       
jugabilidad para obtener una medida de la       
experiencia del jugador. 
Aplicaciones móviles para información de     
agentes peligrosos para la salud y el       
ambiente 
Actualmente la sociedad está fuertemente     
informatizada y emplea dispositivos móviles     
tanto para lo laboral como para la vida        
cotidiana, resultando indispensables para el     
desarrollo de diferentes tareas sin distinción      
de edades en detrimento de quedar aislados si        
no hay acceso a estos. El desarrollo de los         
dispositivos móviles dio lugar al surgimiento      
de los Sistemas de Información Geográfica      
(SIG) móviles, lo cual permitió el crecimiento       
del mercado de los SIG y los conocimientos        
específicos del ámbito geográfico y     
cartográfico, ampliando la posibilidad de     
creación de datos e información geográfica      
directamente en campo, para luego ser      
aplicada y analizada directamente en un SIG       
de escritorio. Los dispositivos móviles     
permiten recoger con más precisión cualquier      
tipo de dato espacial sobre el terreno, al        
mismo tiempo que facilitan la creación de       
dicho dato espacial o la edición de uno ya         
existente en función de lo observado. Se unen        
en este punto la capacidad del dispositivo       
para conocer las coordenadas de su      
localización y las capacidades de las      
aplicaciones SIG para edición de datos.  
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Se tiene por objeto brindarles a los       
ciudadanos información georreferenciada   
referida a diferentes mediciones ambientales     
desde una aplicación móvil, de manera que       
puedan acceder a dicha información de      
acuerdo a su posicionamiento global. La      
finalidad última consiste en visualizar los      
datos tomados mediante una aplicación móvil      
basada en realidad aumentada, de modo tal       
que cualquier ciudadano/a pueda acceder a      
dicha información al enfocar con su cámara       
su entorno.  
En particular, nos hemos centrado en      
mediciones de radiaciones de alta frecuencia      
emitidas por las antenas de telecomunicación.      
Se realizó una comparativa de diferentes      
aplicaciones móviles disponibles que    
permitan la entrada de datos     
georeferenciados. Se seleccionó la aplicación     
QField como aquella que mejor cumplía con       1
los requerimientos, considerando sus    
principales características técnicas y el gran      
alcance de sus herramientas al combinarlas      
con el software libre QGIS . Se estableció un        2
protocolo de medición de radiaciones     
electromagnéticas, y se llevó a cabo la toma        
de datos en diferentes puntos de la ciudad de         
Tandil a partir de un equipo medidor de        
radiación electromagnética. Las mediciones    
fueron georreferenciadas en un SIG móvil con       
el objetivo de obtener un mapa que refleje        
dichas mediciones espacialmente. De este     
mismo modo, se creó una capa que contiene        
la ubicación de las antenas próximas a los        
núcleos urbanos.  
Líneas de investigación y desarrollo 
- Aplicaciones móviles para brindar    
información y servicios al ciudadano 
- Aplicaciones móviles para enseñanza a     
niños sordos 




- VideoJuegos en la enseñanza de las      
ciencias 
 
Resultados y Objetivos 
- Con el objetivo de formar recursos      
humanos desde el año 2012 se dicta la carrera         
de postgrado “Especialización en    
Computación Gráfica, Imágenes y Visión por      
Computadora”, Facultad de Informática de la      
UNLP. (Nº 11.162/12).  
- Se realizó un mapa de la ciudad de        
Tandil donde se ubicaron antenas y      
mediciones de radiaciones electromagnéticas    
de alta frecuencia. Por el momento el mapa        
puede ser visualizado en Google Maps . Se       3
trabaja actualmente en el desarrollo de una       
aplicación visualizadora de los datos     
georeferenciados basada en RA.  
- Se han desarrollado diversos materiales      
educativos basados en RA siguiendo la      
metodología OARA, y se continúa con su       
evaluación en el ámbito universitario de la       
Universidad Técnica de Ambato (Ecuador),     
como parte de una tesis doctoral. 
- Se está realizando un relevamiento en      
centros educativos para niños sordos, en la       
ciudad de Guayaquil (Ecuador) en base al       
cual se espera poder definir requerimientos de       
una aplicación móvil lúdica para la enseñanza       
de lectura labial, a desarrollarse como parte       
de una tesis doctoral. 
- Se utilizó el videojuego    
“SpaceEscape: The F.E.M.” en una clase      
universitaria de la materia de Física II, en la         
temática inducción electromagnética, y se     
evaluó la experiencia de 27 alumnos como       
parte de una tesis doctoral. 
Formación de recursos humanos 
El equipo cuenta con un investigador formado       
trabajando en colaboración, para llevar a cabo       
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tres investigadores de universidades    
nacionales, de España y de Colombia. 
Las siguientes diferentes tesis de grado y       
postgrado se desarrollan en el marco de esta        
línea de investigación: 
- Evelyn Del Pezo I. ​“Modelo colaborativo y        
lúdico basado en Aplicaciones Móviles para      
apoyar la enseñanza de la lectura labial a        
niños sordos” Director: Abásolo M.J. y      
Codirector Collazos C.A. (tesis de Doctorado      
en Ciencias en curso). 
- Wilma Gavilanes “Metodología para la      
evaluación del impacto de experiencias con      
Realidad aumentada en educación superior”     
Director: Abásolo M.J. y Codirector J. Cabero       
(tesis de Doctorado en Ciencias en curso) 
- ​María José Bouciguez “Ambientes virtuales      
altamente interactivos basados en videojuegos     
y simulaciones para la educación en ciencias”       
Directores: Santos, G. y Abásolo, M.J. (tesis       
de Doctorado en Ciencias, Fac. Inf. de la        
UNLP, finalizada pendiente de entrega) 
- ​Florencia Puppo “Reconocimiento óptico ​de      
caracteres de la etiqueta nutricional de      
productos alimenticios”. Directores: Abásolo    
M.J., Ronchetti F. (tesina de grado de       
Licenciatura en Sistemas en curso) 
- ​Tomás Allisiardi. “Mapa de antenas y       
mediciones de radiaciones electromagnéticas    
de alta frecuencia en Tandil” Tutora: Abásolo       
M,J. (Proyecto de prácticas profesionales de      
la Tecnicatura en Sistemas de Información      
Geográfica, UNICEN).  
Además, se colabora en la formación de       
recursos humanos de otras universidades,     
entre los cuales se enumeran el becario       
doctoral de Conicet : 
- Lucas Benjamin Cicerchia “Detección de      
enfermedades y falta de nutrientes en cultivos       
utilizando algoritmos de Active Learning     
aplicados al sensado remoto” Directores:     
Claudia Russo (UNNOBA), María José     
Abásolo (tesis de Doctorado en Ciencias      
UNLP en curso) 
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RESUMEN
Tanto  en  el  ámbito  profesional  como
personal,  cada  día  más  decisiones  son
tomadas en base al análisis visual mediante el
uso  de  representaciones  visuales  de grandes
conjuntos de datos. No sólo hay un aumento
cuantitativo sino también cualitativo de estas
decisiones, las mismas son más críticas y con
mayor  impacto  en  la  sociedad,  el  medio
ambiente y los individuos. En  este contexto
resulta  fundamental  desarrollar  nuevas  y
mejores  metodologías  y  herramientas  que
permitan  asegurarnos  el  correcto
funcionamiento  de  las  representaciones
visuales y sus interacciones.
Palabras  Clave:  Verificación  y  Validación,
Visualización  de  Datos,  Análisis  Visual  de
Datos
CONTEXTO
El  proyecto  de  investigación  se  desarrollará
dentro  del  Departamento  de  Ciencias  e
Ingeniería  de  la  Computación  de  la
Universidad Nacional del Sur. Actualmente el
VyGLab cuenta con investigadores,  becarios
y  estudiantes  de  postgrado  trabajando
intensamente  en  las  áreas  de  Visualización,
Computación Gráfica  e  Interacción Humano
Computadora.  El  lugar  de  trabajo  cuenta
además  con  una  biblioteca  especializada,
equipo propio de cómputo, acceso a revistas
especializadas  por  Internet  y  varios
dispositivos  con  los  cuales  se  podrán
implementar  y  experimentar  los  resultados
teóricos  producidos.  El  proyecto  propuesto
está  estrechamente  relacionado  con  el
proyecto  PICT-2017-1246  “Análisis  Visual
de Datos en Geociencias” bajo la dirección de
la Dr. Silva Castro. El VyGLab se encuentra
en  continuo  contacto  con  el  Institute  of
Computer  Graphics  and  Algorithms  of  the
Vienna University of Technology,  un centro
de investigación de prestigio internacional. Se
han realizado pasantías en el mismo y se están
buscando  nuevas  formas  de  colaboración  y
trabajo  en  conjunto.  Los  trabajos  realizados
bajo  esta  línea  involucran  a  docentes
investigadores, becarios doctorales y alumnos
de grado.
1. INTRODUCCIÓN
La toma de decisiones se ha transformado en
una herramienta clave en toda organización e
individuo, pasando de ser un proceso basado
en la experiencia y la intuición a uno cada vez
más establecido en el  análisis  de datos. Los
procedimientos usados para tomar decisiones,
en  especial  en  base  a  grandes  conjuntos  de
datos,  son  más  sofisticados  y  requieren
software  especializado.  Un tipo  de  software
especializado  es  el  de  representaciones
visuales. Las representaciones visuales son de
suma  importancia  en  la  actualidad  ya  que
permiten  la  exploración  efectiva  de  un
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conjunto  de  datos  y  facilitan  la  tarea  de
identificar  patrones  y  extraer  conclusiones.
Los sistemas de representaciones visuales no
sólo  ofrecen  una  vista  de  los  datos,  sino
también  proveen  interacciones  mediante  las
cuales  el  usuario  puede  manifestar  sus
necesidades y a partir de las cuales obtener la
perspectiva  deseada  del  conjunto  de  datos.
Cada día más decisiones son tomadas en base
al  análisis  visual  mediante  el  uso  de
representaciones  visuales.  No  sólo  hay  un
aumento cuantitativo sino también cualitativo,
las decisiones son más críticas y con mayor
impacto en la sociedad, el medio ambiente y
los  individuos.  En   este  contexto  resulta
fundamental  desarrollar  nuevas  y  mejores
metodologías  y  herramientas  que  permitan
asegurarnos el correcto funcionamiento de las
representaciones visuales y sus interacciones
([1]).
2.  LÍNEAS  DE  INVESTIGACIÓN  Y
DESARROLLO
Basándonos  en  el  estado  del  arte  de  las
representaciones  visuales  de  grandes
conjuntos de datos ([2]), y teniendo en cuenta
sus aplicaciones ([3]), los estados intermedios
de los datos ([4]) y las posibles interacciones
([5]),  es  posible  definir  e  implementar
metodologías  y  herramientas  que  permitan
detectar errores y/o problemas en los software
de  representaciones  visuales  de  grandes
conjuntos  de  datos.  La  principal  línea  de
investigación  y  desarrollo  consiste  en  el
estudio y desarrollo de metodologías para la
validación y verificación de representaciones
visuales  de  grandes  conjuntos  de  datos.  De
esta  línea  principal  se  desprenden  sublíneas
relativas  al  diseño  y  desarrollo  de
herramientas  que asistan en el  desarrollo  de
representaciones  visuales  de  grandes
conjuntos  de  datos  para  asegurar  la  calidad
del  producto  final,  así  también  como
herramientas  de  testeo  para  software  de
propósito  general  ([13,  14]).  Estas
herramientas  buscarán  eliminar  o  reducir  la
incidencia  de  errores  en  los  sistemas  de
representación  visual.  Esta  línea  de
investigación expande nuestro trabajo sobre el
área de Visualización ([6, 7, 8, 9, 10]).
3.  RESULTADOS  OBTENIDOS  Y
ESPERADOS
Sobre  los  ejes  presentados  se  han  obtenido
resultados parciales.  Desde el punto de vista
de  la  teoría  de  base  se  ha  comenzado  a
realizar  un  relevamiento  de  las  diferentes
metodologías disponibles en el ámbito de la
Verificación  y  Validación  del  Software  que
sean  aplicables  a  un  dominio  tan  particular
como el de la Visualización de Información.
En  lo  referido  al  desarrollo  de  nuevas
metodologías  y  herramientas  se  ha
comenzado  a  publicar  los  resultados
obtenidos hasta el momento. Tal es el caso de
“Increasing  Confidence  in  Industry  4.0
through  new  Software  Verification  and
Validation Techniques” ([13]) y “TAPIR: An
Object-Oriented  Programming  Testing
Framework  based  on  Message  Sequence
Specification  with  Aspect-Oriented
Programming” ([14]). Durante el año 2020 se
avanzó en nuevos desarrollos que se esperan
publicar en el transcurso del 2021. 
4.  FORMACIÓN  DE  RECURSOS
HUMANOS
En lo concerniente a la formación de recursos
humanos se detallan las tesis en desarrollo y
concluidas  relaciones  con  las  líneas  de
investigación presentadas,  así  también  como
un proyecto de grupo de investigación. 
Tesis  en  Desarrollo:  “Testing  de
Accesibilidad  en  Formularios  Web.  SIU-
Kolla como Caso de Estudio.”, tesis de grado
para  la  Ingeniería  en  Sistemas  de
Información.  Alumna:  Constanza  Giorgetti.
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Director: Martín Larrea, Colaborador: Matías
Selzer. 
Tesis  en  Desarrollo:  “Metodologías  de
Análisis  Estático  en  el  Contexto  de  la
Enseñanza  de  la  Programación.”,  proyecto
final  de  carrera  para  la  Ingeniería  en
Computación.  Alumno:  Tomas  Miguel.
Director: Martín Larrea.
Tesis concluida: “Testing de Visualizaciones
Mediante  Expresiones  Regulares”,  proyecto
final  de  carrera  para  la  Ingeniería  en
Computación.  Alumno:  Martín  Schiaffino.
Director: Martín Larrea.
Tesis  concluida:  “Testing  de  Software
mediante Análisis Dinámico usando Aspectos
en  C#”,  proyecto  final  de  carrera  para  la
Ingeniería en Computación.  Alumno: Martín
Hredil. Director: Martín Larrea, Co directora:
Dana K. Urribarri.
Proyecto:  PGI  2019  “VERIFICACIÓN  Y
VALIDACIÓN  DE REPRESENTACIONES
VISUALES  Y  SUS  INTERACCIONES”.
Director:  Martín  Larrea,  Miembros:  Matías
Selzer, Dana K. Urribarri, M. Clara Casalini.
Proyecto acreditado para incentivos.
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RESUMEN
El  presente  trabajo  plantea  los  avances  del
proyecto  “Evaluación  de  visualizaciones
eficientes  en  Ciencia  de  Datos”  que  tiene,
entre otros, los siguientes objetivos: Análisis
de  distintos  aspectos  que  atañen  a  una
representación  visual,  búsqueda  de  datos
abiertos y otras fuentes de datos provenientes
de  actividades  de  cooperación,  análisis  de
herramientas de software libre en cuanto a sus
potencialidades  de  visualización  y  análisis
comparativo  de  los  lenguajes  Python  y
JavaScript  como  soporte  de  visualizaciones.
Para  tal  fin,  se  están  considerando  diversas
métricas  tales  como  escala,  longitud,  área,
color,  entre otros.  Así como visualizaciones
de distintos tipos de datos e información con
softwares libres y lenguajes de código abierto.
Palabras  clave:  Visualización,  Ciencia  de
Datos, Lenguajes de código abierto, Software
Libre. 
CONTEXTO
El Proyecto articula líneas de investigación de
un grupo de investigadores y docentes de las
carreras  Licenciatura  en  Sistemas  de
Información y Licenciatura en Ciencias de la
Computación  del  Departamento  de
Informática  de  la  Facultad  de  Ciencias
Exactas Físicas y Naturales de la Universidad
Nacional  de San Juan (FCEFN-UNSJ),  y se
encuentra  contenido  en  el  Laboratorio  de
Sistemas  Inteligentes  para  Extracción  de
Conocimiento en Datos Masivos del Instituto
de  Informática  de  la  misma  facultad.
Asimismo, el proyecto se encuentra aprobado
y subsidiado por  Consejo de Investigaciones
Científicas y Técnicas y de Creación Artística
CICITCA- UNSJ. 
La  propuesta  cuenta  con  antecedentes
logrados  en  el  tema  conforme  a  sucesivos
proyectos aprobados y subsidiados por el ente
mencionado  en  los  que  el  grupo  viene
trabajando  desde  el  año  2003,  siendo  los
desarrollados desde el año 2014:
 ”Extracción  de  Conocimiento  en
Datos  Masivos”  21/E-951,  período
2014-2015
  “La  Ciencia  de  Datos  en  grandes
colecciones  de  datos”  21/E1014,
período 2016-2017
 “Visualización  y  Deep  Learning  en
Ciencia de Datos” 21/E1071, período
2018-2019
1. INTRODUCCIÓN
El  constante  aumento  de  datos  y  la
complejidad  de los  mismos, ha traído  como
consecuencia problemas y más desafíos a la
hora de su visualización.
Entre los problemas se pueden citar espacios
de  alta  dimensión  y  relaciones  complejas  y
como gran desafío la cantidad de datos que se
generan permanentemente.
Es  por  ello  que  el  proyecto  citado
“Evaluación  de  visualizaciones  eficientes  en
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ciencia de datos” tiene como objetivo general
proponer  criterios  para  la  evaluación  de
visualizaciones  eficientes  para  Ciencia  de
Datos.
Behrisch,  en  el  paper  “Quality  Metrics  for
Information Visualization” expone el pipeline
de visualización –figura 1– con el cual da el
caso  en  que  el  encargado  de  diseñar  las
visualización  se  enfrenta  con  el  dilema  de
elegir una entre una infinidad de posibilidades
de procesamiento de datos y una cantidad, aún
mayor,  de  opciones  de  visualizaciones
potenciales.
Figura  1.  Analítica  Visual  basada  en  métricas  de
calidad  con  la  capa  adicional  de  automatización




En  la  publicación,  ¿Cuántos  datos  se
producen  en  un  minuto?,  del  Grupo  Bit  se
afirma  que  “Un buen  uso  y  análisis  de  los
datos  le  puede  dar  a  una  marca  o  a  una
empresa  la  posibilidad  de  conocer
características  o  Insights  de  sus
consumidores  que  antes  eran  simplemente
una  hipótesis  o  eran  desconocidos”  (Grupo
Bit, 2020) 
La  Ciencia  de  Datos  es  el  campo
interdisciplinario  tendiente  a  extraer
conocimiento  o  un  mejor  entendimiento  de
datos  en  sus  diferentes  formas,  ya  sean
estructurados o no estructurados.
Dada  la  gran  cantidad  de  herramientas
posibles  de  aplicar  en  cada  proceso  de
visualización,  el  determinar  cuáles  son  los
objetivos  perseguidos  al  visualizar  es  de
relevancia.  Una  caracterización  inicial
propone dos grandes grupos: Visualizaciones
para  el  análisis  vs.  Visualizaciones  para  la
comunicación. En el primero de los grupos, lo
que se busca es la exploración visual de los
datos  para  que  ellos  mismos  hablen  de  su
estructura  y  patrones (NIST/SEMATECH,
2012).  Herramientas como Rstudio y Phyton
poseen  numerosas  opciones  para
visualización.
El visualizar para comunicar implica conocer
el usuario hacia quien va dirigido el mensaje
de  la  visualización,  por  lo  que  se  hace
necesario  traducir  la  complejidad hacia  una
forma  más  empática  con  el  observador.
Herramientas  como  Flourish,  Data  Studio,
Tableau, RawGraphics aportan soluciones en
este sentido. (Vega, R., 2019)
Jankun-Kelly et al. (2006) propone que para
comprender  la  Visualización,  es
recomendable analizarla a partir de responder
a  tres  preguntas  claves:  cómo  se  crea  la
visualización,  qué  sucede  durante  la
visualización,  y  qué  beneficio  recibió  el
usuario o qué lo motivó para trabajar con la
visualización.  Estas  preguntas  sugieren  tres
tipos de modelos básicos: 
 Modelo  de  transformación  para
describir el método de la visualización
 Modelo de exploración para describir
el uso de la visualización, y
 Modelo  de  diseño  para  predecir  o
medir  el  éxito  de  un  método  de
visualización.  (Ponjuán,  D.,  2010)
(Kelly, et al., 2006)
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
Las  tareas  que  se  están  llevando  a  cabo
comprenden  varias  líneas  de  investigación
relacionadas con:
 Ciencia  de  Datos,  principalmente  lo
relativo  a  Visualización  de
Información.
 Deep Learning a través del análisis y
diferencias  entre  Boosted  Decision
Tree  Regression  y Redes  Neuronales
del  tipo  LSTM  (Long  Short  Term
Memory) en entorno de visualización
open source Knowage.
 Herramientas  de  software  libre  para
arquitecturas secuenciales, paralelas y
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distribuidas  particularmente  KNIME
Analytics  cuyo  enorme  potencial
didáctico  permite  visualizar  mediante
workflows  las  diferentes  etapas  que
constituyen  el  pipeline  del  Data
Science.
 Lenguajes de programación de código
abierto tales como Python, JavaScript
y R.
3. RESULTADOS OBTENIDOS Y
ESPERADOS
Se  está  realizando,  sobre diversos  conjuntos
de datos abiertos,  una comparativa  entre  las
bibliotecas de visualización disponibles en el
lenguaje  Python. Hasta  ahora las  bibliotecas
exploradas son: Mathplotlib, Seaborn, Plotly,
Bokeh,  Altair,  y  Folium.  Se  encuentra  en
desarrollo  un  documento  con  los  siguientes
criterios  de  evaluación  de  las  bibliotecas
citadas:
 Código e interfaz: qué características o
particularidades  tiene  el  código
necesario  para  producir  las
visualizaciones  en  estas  bibliotecas.
Cuál es el nivel de su interfaz.
 Entorno  de  ejecución:  sobre  qué
plataformas  se  puede  ejecutar,  otros
programas que sean necesarios para el
funcionamiento de la biblioteca, donde
se visualizan los gráficos.
 Tipo  de  visualizaciones:  qué  tipo  de
visualizaciones  va  a  estar  en
condiciones de generar la biblioteca en
cuestión.
 Interactiva:  Si  la  biblioteca  genera
gráficos  con  los  que  se  pueda
interactuar,  o,  por  el  contrario,  son
estáticos.
 Aportes  y  documentación:  en  este
criterio se analiza qué tan completa es
la  documentación  y  cuántos  aportes
existen para esta biblioteca.
 Dificultad  de uso:  qué tan sencillo  o
complejo  se  puede  llegar  a  tornar
trabajar con estas bibliotecas.
También,  se  han  creado  varios  Jupyter
notebooks,  con  diversos  conjuntos  de  datos
libres, con los que se ejemplifican el uso de
las bibliotecas.
En el caso particular del espacio vectorial de
las  palabras,  área  del  procesamiento  del
lenguaje  natural,  se  aplicaron  técnicas  de
aprendizaje  automático  basadas  en  redes
neuronales y se empleó el método Word2vec
mediante la librería Gensim de Python, para
su visualización.
Para  el  caso  de  datos  temporales,  se  han
revisado varias publicaciones  y vale  la pena
mencionar, en particular, uno de los artículos
científicos:  “Integration  of  temporal  data
visualization techniques in a KDD-based DSS
Application in the medical field” (Mohamed,
et al. 2014) dado que en éste, se desarrollan
temas tales como análisis de datos temporales
y  la  visualización  de  estos;  además  de
proporcionar  una  integración  de  técnicas  de
visualización  (para  representaciones
interactivas). Ver figura 2
Figura  2.  Integración  de  técnicas  de  visualización.
Recuperado  de  “Integration  of  temporal  data
visualization  techniques  in  a  KDD-based  DSS
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4. FORMACIÓN DE RECURSOS
HUMANOS
El  proyecto  de  investigación  se  encuentra
conformado por ocho docentes-investigadores
de  distintas  áreas  de  conocimientos  que
atañen  a  la  Ciencia  de  Datos,  tales  como
Estadística,  Inteligencia Artificial,  Lenguajes
de  Programación  y  Estructuras  de  Datos,  y
cuatro alumnos.
Los investigadores trabajan desde hace varios
años en forma conjunta lo que ha permitido
generar  y asesorar,  de modo integral,  varios
trabajos finales de grado, tesis de posgrado y
Beca  CIN  -  Consejo  Interuniversitario
Nacional- periodo 2020-2021.
Pertenecen  a  las  líneas  de  investigación  los
siguientes  trabajos  finales  de  la  carrera
Licenciatura en Ciencias de la Computación.
 “Herramienta de apoyo al aprendizaje
de  Metaheurísticas”  (Autor:  Olivares
Juan Ignacio. Defendido en 2020)
 “Descripción  de  los  procesos  de
recolección  de  datos  y  extracción  de
información  en  Redes  Sociales  en
Ambientes  Paralelos  y  Distribuidos”
(Autor:  Gouric  Guillermo.  Defendido
2020)
 Herramienta  tecnológica  de  apoyo al
aprendizaje: Problema del Viajante de
Comercio,  caso  asimétrico  (Autor:
Cocinero, Pablo. En ejecución)
Con docentes investigadores del Instituto
de  Automática  de  la  Facultad  de  Ingeniería
INAUT-FI y personal  del  Instituto  Nacional
de Tecnología Agropecuaria  INTA-San Juan,
se  lleva  adelante  la  tesis  de  Maestría  en
Informática  "Análisis  de  Fenómenos  en
Estaciones  Agrometeorológicas  mediante
Ciencia de Datos" a cargo de un integrante del
equipo de trabajo.
Es  de  destacar  que  en  todos  los  trabajos
citados, está planteado un apartado específico
sobre visualización.
La  Beca  CIN  “Abordaje  de  la  Analítica
Visual  desde  un  lenguaje  de  programación-
Python  como  caso  de  estudio”   ha  sido
otorgada al estudiante Joaquín Cortez, alumno
de quinto  año de  la  carrera  Licenciatura  en
Ciencias de la Computación. 
Como aporte a la sociedad se ha planificado
un curso destinado a las pequeñas y medianas
empresas de la provincia de San Juan, a partir
de una iniciativa del gobierno y con el aval
éste.  Dicho  curso  tiene  como  finalidad
introducir los conceptos básicos de Ciencia de
Datos  y  mostrar  las  virtudes  o  ventajas  de
extraer conocimiento de los datos.
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RESUMEN
Este  proyecto  de  investigación  se
orienta  al  estudio  y  aplicación
experimental de estrategias educativas
que  incorporen  métodos  y
herramientas  innovadores  que
contribuyan  a  promover  el
pensamiento  computacional  a  través
de la enseñanza de la programación.
En  la  universidad  para  mitigar
indicadores  de  deserción  y
desgranamiento  en  estudiantes  de
Informática,  y en formación docente
de  los  niveles  educativos
preuniversitarios  para  apoyar  las
políticas  públicas  orientadas  a
incorporar  las  Ciencias  de  la
Computación  en  las  escuelas,
iniciativas  que  buscan  incidir  en  un
mayor desarrollo de las áreas STEM
(Science,  Technology,  Engineering
and  Mathematics).  Se  muestra  un
resumen de las actividades realizadas,
los  resultados  obtenidos  y  las
actividades  previstas  para  continuar
en estas líneas de investigación.
Palabras  clave:  Enseñanza  de  la
programación.  Didácticas específicas.
Pensamiento computacional. 
CONTEXTO
Las  líneas  de  I/D  corresponden  al
proyecto  16F018  “Promoción  del
pensamiento  computacional  para
favorecer  la  formación  en  STEM”,
acreditado  por  la  Secretaría  de
Ciencia y Técnica de la Universidad
Nacional  del  Nordeste  (UNNE),
iniciado en el año 2017.
1. INTRODUCCIÓN
Existe consenso a nivel global sobre
las  competencias  requeridas  para  el
siglo XXI, así como de la importancia
de  la  formación  en  las  áreas  STEM
(Science, Technology, Engineering an
d  Mathematics). En  particular,  en
América  Latina  y  el  Caribe  el
desempeño de los jóvenes en ciencias,
y  la  inversión  en  innovación  y
desarrollo  es  menor  que  en  otras
regiones del mundo [1].
También  existe  una  creciente
demanda  de  desarrolladores  de
software  mientras  disminuye  la
cantidad de graduados en carreras de
informática.  Los  países  a  nivel
mundial  desarrollan  políticas  para
atender esta realidad.
Por otra parte, si bien es marcada la
tendencia  mundial  en  educación  de
fomentar  el  pensamiento
computacional  y  la  enseñanza  de  la
programación desde niveles iniciales,
una  dificultad  importante  está
vinculada  con  la  formación  de  los
docentes. Muchos de ellos no cuentan
con  las  habilidades  necesarias  para
enfrentar  este  desafío  y,  en  muchos
casos, tampoco están preparados con
los nuevos enfoques de la didáctica de
la programación [2], 
En  el  marco  de  esta  problemática,
desde este grupo de investigación se
estudian métodos y herramientas que
se  incorporan  a  la  enseñanza  para
promover  el  pensamiento
computacional.  Este conocimiento se
vuelca  en  acciones  concretas  que
abarcan:  la  incorporación  de  nuevos
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métodos  para  mejorar  el  proceso  de
enseñanza-aprendizaje  de  la
programación  en  la  universidad,
favoreciendo  la  retención  y
permanencia de  los  alumnos, y  la
formación  de  los  docentes  de  los
niveles  preuniversitarios  con  las
competencias  tecnológicas  y
pedagógicas  necesarias  para  abordar
el  desafío  de  la  enseñanza  de  la
programación en las escuelas.
Contexto de las acciones 
Conscientes de la necesidad de llevar
adelante la  formación de formadores
capaces  de  lograr  el  objetivo  de
incorporar  la  Computación  en  las
escuelas,  la  Fundación  Sadosky
convocó  a  las  universidades
nacionales  para  contribuir  con  los
equipos docentes y la infraestructura
para  el  dictado  del  curso  “La
Programación  y  su  Didáctica”,
destinado  a  los  docentes  de  niveles
preuniversitarios, de cualquier área de
conocimiento, priorizando a docentes
del área TIC y de Matemáticas. 
En Corrientes, la UNNE (Universidad
Nacional del Nordeste) participó en la
formación  de  docentes  de  niveles
preuniversitarios,  dictando  el  curso
“La  Programación  y  su  Didáctica”
para  4  cohortes,  desde  el  2015  al
2018. 
La experiencia adquirida en los cuatro
años de capacitación a docentes y el
contacto  directo  con  los  docentes  y
sus  entornos  de  trabajo,  permitió
realizar  un  relevamiento  de  las
necesidades fundamentales y detectar
la  motivación  de  los  docentes  y
maestros  de  los  diferentes  niveles
educacionales.  Esto  motivó  a  un
equipo  de  docentes  de  la  UNNE  a
elaborar  una  propuesta  para  la
incorporación de la programación y la
robótica en los niveles educacionales
no universitarios, con el propósito de
contribuir  a  la  alfabetización  y  a  la
cultura  digital,  promovidas  por  las
políticas públicas.
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO
Las líneas de investigación de este
proyecto están enfocadas en:
a) Estrategias  educativas  que
incorporen métodos y herramientas
innovadoras  para la  enseñanza  de
la programación en las carreras de
Informática.
b) Evaluación  de  métodos  y
herramientas para la enseñanza de
programación  y  robótica  para
docentes de los niveles educativos
no universitarios.
c) Adecuación de la enseñanza de la
programación a un modelo híbrido
que  aproveche  las  ventajas  y  los
recursos  de  la  modalidad  de
educación a distancia. 
3. RESULTADOS
OBTENIDOS/ESPERADOS
En la  línea de estrategias  educativas
para la enseñanza de programación en
carreras  de  Informática,  en  [3]  se
describe  una  estrategia  para  mejorar
la  comprensión  de  los  conceptos
básicos de la programación en cursos
introductorios, utilizando un conjunto
de actividades lúdicas,  basadas en la
programación  por  bloques.  A  través
de  estas  actividades  se  introdujo  un
método  de  resolución  de  problemas
que fue aplicado posteriormente en el
desarrollo  de  los  contenidos  propios
del curso. Para evaluar la estrategia se
realizó una encuesta a los estudiantes
y  se  analizaron  los  resultados
parciales  de  su  desempeño
académico.  Se  pudo  comprobar  que
los  estudiantes  consideraron  de
utilidad la propuesta pedagógica y se
observó  una  leve  mejoría  en  su
desempeño  académico.
Adicionalmente,  la  estrategia  resultó
útil  para  mejorar  la  comprensión de
los conceptos, especialmente algunos
temas que en la enseñanza tradicional
presentan  dificultades,  y  se  logró  la
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aplicación del concepto de legibilidad
en las soluciones.
Por otra parte, el inicio del año lectivo
2020 fue fuertemente  impactado  por
la pandemia por la Covid19. Enseñar
programación en la modalidad remota
de  emergencia  en  una  carrera  de
Informática es el desafío que abordó
el  equipo  docente  de  la  asignatura
Algoritmos y Estructuras de Datos I,
de  primer  año  de  la  carrera
Licenciatura  en  Sistemas  de
Información  de  la  Universidad
Nacional  del  Nordeste.  Con  el  foco
puesto  en  el  aprendizaje,  se  elaboró
una  metodología  para  el  dictado
remoto  que  consideró  la  evaluación
formativa como eje de la propuesta y
el diseño de actividades para obtener
evidencias de los aprendizajes,  en el
marco de las restricciones  impuestas
por  el  ASPO.  En  [4]  se  describe  la
metodología  y  los  resultados
obtenidos en el dictado realizado en el
primer  cuatrimestre  del  ciclo  lectivo
2020. Se destaca como positivo haber
revalorizado  la  evaluación  formativa
como facilitadora para el seguimiento
del  aprendizaje  y  como  elemento
fundamental  para  la  evaluación
sumaria que acredita los aprendizajes.
En la línea de formación docente, se
evalúan  métodos  y  estrategias  que
forman parte  de la  oferta  académica
denominada  “Diplomatura  en
Programación y Robótica Educativa”,
implementada  desde  el  año  2019.
Esta propuesta educativa  tiene como
principal  objetivo  acompañar  las
políticas  públicas  orientadas  a
incorporar  las  ciencias  de  la
computación  en  las  escuelas,
mediante la formación de los docentes
del  nivel  primario,  secundario  y
terciario en el manejo de tecnologías
de  programación  y  robótica,
adecuadas  a  los  niveles
preuniversitarios.
Se  destaca  que  esta  capacitación
enfatiza la adquisición de habilidades
digitales  a  través  de  una  intensa
práctica de programación y robótica,
teniendo en cuenta permanentemente
el  enfoque  didáctico,  buscando  no
solo que el docente aprenda los temas
disciplinares  sino  también,  y  muy
importante,  que  los  sepa  transmitir
adecuadamente.
Por  ello,  las  actividades  de
evaluación, además de las cuestiones
específicas de cada módulo, evaluaran
la  adquisición  de  las  competencias
digitales  propuestas  por  PLANIED:
Creatividad  e  innovación,
Comunicación  y  colaboración,
Pensamiento crítico y Uso autónomo
de las TIC.
En esta línea, en [5] y [6] se muestran
los  resultados  de  la  implementación
de la Diplomatura en Programación y
Robótica  Educativa.  Se  destaca  el
interés que suscita esta formación por
la  participación  de  docentes  de
localidades alejadas de la sede de la
unidad  académica  dictante,
provenientes  de  distintas  áreas  de
conocimiento  y  con  una  motivación
en consonancia  con los  objetivos  de
esta propuesta educativa. Así también
se  comprueba  que  los  docentes  han
incorporado  los  conocimientos  y  las
técnicas propias de la programación y
han consolidado competencias para la
cultura  digital,  tales  como  la
colaboración  y  la  creatividad,
necesarias para lograr en los alumnos
un  aprendizaje  más  efectivo  y
motivador.
Cabe  destacar  que  esta  actividad
formativa  también  tuvo  que  adaptar
sus estrategias de enseñanza debido a
la  suspensión  de  las  clases
presenciales  por  las  restricciones
impuestas por la pandemia 2020. Los
temas específicos  de robótica fueron
los que presentaron el mayor  desafío
dado que en las clases presenciales se
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contaba  con  los  kits  de  robótica
provistos por la institución.  Además,
la  modalidad  de  enseñanza  consistía
en  el  desarrollo  de  actividades
prácticas con supervisión constante y
personalizada  en  la  manipulación  de
los kits.
Para  lograr  los  objetivos  de
aprendizaje  de  los  módulos
Programación  de  placas  Arduino  y
Programación de microcontroladores,
se propuso que: 
a) Los cursantes adquirieran un kit de
robótica  para  realizar  la  práctica.
Los  docentes  responsables
propusieron  un  modelo  básico  a
modo de sugerencia. 
b) Utilizar la plataforma Moodle de la
UNNE Virtual  para el  dictado de
las  clases,  incluyendo  videos
explicativos  sobre  las  actividades
prácticas a realizar. 
Los  módulos  de  robótica  se
desarrollaron  en  la  modalidad  de
clases  teórico-  prácticas,  enfatizando
en la metodología de aprendizaje  de
“aprender  haciendo”.  Se  armaron  y
programaron  diferentes  circuitos  de
complejidad incremental.
La  dinámica  para  los  estudiantes
consistía  en  participar  del  encuentro
sincrónico  programado,  leer  el
material puesto a disposición por los
docentes,  observar  los  videos
explicativos  y  realizar  los
ejercicios prácticos.  Los  cursantes
presentaban  las  propuestas  de
solución a los ejercicios planteados en
un  espacio  de  la  clase,  a  modo  de
revisión  de  las  tareas  y  puesta  en
común  de  soluciones.  También  se
propuso  una  prueba  de  evaluación
publicada en la plataforma. 
Con  respecto  al  trabajo  integrador,
este  fue definido de carácter  grupal,
cada equipo debía diseñar un proyecto
de computación física a desarrollar en
un hipotético curso de un nivel que se
especificaba en el proyecto. 
Es  importante  destacar,  que  uno  de
los requisitos para la elaboración del
proyecto,  era  la  utilización  de algún
componente  de  reutilización  (cartón,
residuo  plástico,  madera,  residuos
tecnológicos,  etc.).  El  trabajo
integrador  constó  de tres  etapas:   la
presentación de la idea del proyecto,
la entrega de un informe de avance y
la  presentación  de  un  informe  final.
Esta  última,  realizada  de  forma
sincrónica,  consistió  en  una
presentación  y  defensa  del  prototipo
en  un  máximo  de  20  minutos  por
grupo.  La  evaluación  se  realizó
utilizando  rúbricas  diseñadas
especialmente. 
Cabe  destacar  que  esta
implementación  se  llevó  a  cabo  en
cuestión  de  semanas  y  que  la
respuesta  al  cambio  resultó
satisfactoria. El 62% de los cursantes
pudo  cumplir  las  condiciones  para
aprobar la diplomatura.
En cuanto a Resultados Esperados, el
proyecto continuará con las siguientes
actividades:
a) Análisis  del  grado  de
incorporación  del  método  de
resolución de problemas por parte
de los estudiantes de la asignatura
Algoritmos y Estructuras de Datos
I  de  la  carrera  Licenciatura  en
Sistemas  de  Información  de  la
UNNE.  Este  método,  aplicado  en
actividades  lúdicas  que  se
resuelven  con  programación  en
bloque,  incorpora  herramientas
conceptuales  y  herramientas  del
lenguaje para propiciar una forma
de pensar que facilite el proceso de
abstracción  que  la  programación
requiere.  Se  evaluará  con  una
rúbrica  especialmente  diseñada  la
resolución de un desafío concreto
que  pondrá  en  juego  sus
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habilidades  y  estrategias
adquiridas.
b) Dado  que  desde  este  grupo  de
investigación  se  ha  realizado
capacitación  en  Didáctica  de  la
Programación a los docentes de los
niveles  educativos
preuniversitarios  desde  el  año
2015,  interesa  saber  cuántos
estudiantes  sobre  el  total  de
ingresantes  a  la  carrera  tienen  la
programación  en  bloque  como
conocimiento  previo,  y  en cuánto
contribuye  con  un  buen
rendimiento  en  la  carrera  de
Informática. 
En la línea vinculada con estrategias
educativas que incorporen métodos y
herramientas  innovadoras  para  la
enseñanza de la programación en las
carreras de Informática,  se proponen
las siguientes actividades:
 Relevar  y  evaluar  herramientas
software utilizadas en la enseñanza
inicial  de  la  programación,  y
realizar una clasificación según sus
características
 Definir  criterios  de evaluación de
las herramientas, en función de los
distintos aspectos  que surgirán de
la  etapa  de  relevamiento  y
evaluación de las mismas.
 Diseñar  y  validar  un  marco  de
referencia que oficie de guía en la
selección  de  la  herramienta  más
apropiada  para  el  logro  de  los
objetivos de aprendizaje
Como  consecuencia  de  la  obligada
virtualización  de  la  Diplomatura  en
Programación  y  Robótica,  se
contempla  el  rediseño  de  la  misma
para ser ofrecida en la modalidad A
distancia  (EaD).  Esta  modalidad
permitiría  que  docentes  que  residan
en  lugares  más  alejados  de  la
universidad  puedan  acceder  a  esta
capacitación.  En  este  contexto,  se
abordará el estudio de recursos de la
EaD  que  faciliten  el  logro  de  los
objetivos  de  formación  en  temas  de
robótica educativa y programación. 
4. FORMACIÓN DE RECURSOS 
HUMANOS
En  este  proyecto  están  involucradas
seis  docentes  investigadoras,  entre
ellas  dos  tesistas  de  posgrado  que
desarrollan  su  Trabajo  Final  de  la
Maestría  en  Tecnologías  de  la
Información de la UNNE.
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Análisis del impacto de la clase invertida a través del uso de herramientas de
la Web 3.0 en la adquisición de competencias del perfil profesional del Inge-
niero en Sistemas de Información
Maurel, María del Carmen, Sandobal Verón, Valeria; Barrios, Teresita H.; Marín, Bianca





En  este  trabajo  se  describe  el  proyecto
inscripto en la línea de investigación sobre
TIC aplicada a educación. 
El  proyecto  se  propone  indagar  si  con  el
modelo  de  clase  invertida,  utilizando
herramientas  de  la  Web  3.0  se  generan
competencias para el perfil de profesionales
de  Ingeniería  en  Sistemas  de  Información
que  figuran  en  el  Libro  Rojo  del
CONFEDI. En particular nos enfocaremos
en las clasificadas como sociales, políticas
y actitudinales: aprender en forma continua
y  autónoma,  desempeñarse  de  manera
efectiva  en equipos de trabajo.  Asimismo,
se consideró relevante de las competencias
tecnológicas  considerar:  identificar,
formular y resolver problemas de ingeniería
y utilizar de manera efectiva las técnicas y
herramientas de aplicación en la ingeniería.
La  aplicación  de  metodologías  activas  y
centradas  en  los  alumnos  trae  aparejados
cambios de roles tanto de profesores como
de alumnos.  En este  sentido,  se consideró
pertinente recabar información sobre cómo
impactan  en  los  docentes  estos  cambios,
teniendo  en  cuenta  que  su  posición  en  el
aula  es  de  guía,  tutor  y  mediador  en  el
aprendizaje.
El alumno ocupa un papel central por ello
es  necesario  determinar  si  el  uso de estas
herramientas  permite  el  desarrollo  de
habilidades  para  acceder  a  fuentes  de
información soportadas por la tecnología y
desarrollar  competencias  tecnológicas para
adquirir,  utilizar,  transferir y producir más
información.
 
Palabras  clave: clase  invertida,  web  3.0,
competencias  profesionales,  educación
superior, ingeniería 
CONTEXTO
La línea de I/D presentada en este trabajo
forma parte de las actividades definidas en
el marco del proyecto “Análisis del impacto
de  la  clase  invertida  a  través  del  uso  de
herramientas  de  la  web  3.0  en  la
adquisición  de  competencias  del  perfil
profesional  del  Ingeniero  en  Sistemas  de
Información”, homologado por la Secretaría
de Ciencia y tecnología de la Universidad
tecnológica Nacional (UTN). 
El proyecto tiene como objetivos:
- Indagar  sobre  nuevas  herramientas
web 3.0 disponibles en la web, que por sus
características  sean  factibles  de
implementarse  en  el  modelo  de  clase
invertida en las cátedras de ISI de la UTN
FRRe.
- Caracterizar  al  modelo  de  clase
invertida  que  adoptan  las  cátedras  de  la
carrera  de  Ingeniería  en  Sistemas  de
Información  de  la  UTN  FRRe;  con  la
incorporación  de  las  herramientas  de  la
Web 3.0.
- Analizar  si  las  competencias
definidas en el proyecto fueron adquiridas
por  los  alumnos,  de  las  cátedras
seleccionadas  en  la  muestra;  al  utilizar  el
modelo  de  clase  invertida  a  través  de  las
herramientas de la web 3.0.
- Determinar  el  grado de aceptación,
tanto de docentes como de alumnos, de la
utilización  de  las  herramientas  de  la  web
3.0 como forma de transformar el modelo
de clase tradicional; hacia la inversión de la
misma.
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1. INTRODUCCIÓN
En la búsqueda de mejorar el rendimiento
académico  de  los  alumnos,  mantener  la
motivación en las actividades propuestas y,
recientemente,  la  generación  de
competencias  se  implementan  diferentes
metodologías de enseñanza-aprendizaje. En
especial  nos  centraremos  en  aquellas  que
incorporan  el  uso  de  las  TIC  como
complemento  a  las  clases  tradicionales;  y
en particular nos interesa la aplicación del
modelo  “Aula  invertida”  o  “Clase
invertida”  o  “Flipped  Classroom”.  Este
modelo  considera  un  cambio  de  rol  tanto
del  alumno  como  del  docente.  Donde  el
alumno pasa a tener una participación más
activa y el docente actúa de tutor más que
de expositor. 
El  concepto  de  “aula  invertida”  tiene  su
origen  en  la  clase  de  dos  profesores  de
Química,  Bergmann  y  Sams,  preocupados
por los alumnos que se ausentaban de las
clases  no  pudieran  seguir  el  ritmo  de  los
temas  desarrollados,  subsanaron  esta
situación,  grabando  sus  clases  y  la
presentación de Power Point utilizada. Este
material  era  distribuido  a  todos  los
alumnos.  Con  el  tiempo  notaron  que,  no
solo  los  alumnos  que  no  asistían  a  clases
utilizaban  esos  videos  sino  los  que
concurrían  habitualmente  también.  Por  lo
cual, optaron por distribuir los videos antes
de  las  clases,  para  luego  aprovechar  la
presencialidad  para  la  realización  de
prácticos  y  proyectos.  Es  así  como  “la
Flipped  Classroom  es  un  enfoque
pedagógico en el que la instrucción directa
se mueve desde el  espacio de aprendizaje
colectivo  hacia  el  espacio  de  aprendizaje
individual,  y  el  espacio  resultante  se
transforma en un ambiente  de aprendizaje
dinámico e interactivo en el que el educador
guía  a  los  estudiantes  a  medida  que  se
aplican  los  conceptos  y  puede  participar
creativamente en la materia” [1].
Actualmente,  se  está  trabajando  en  la
generación de competencias en los alumnos
de  ingeniería.  Como  resultado  de  este
trabajo en el año 2018 se generó lo que se
denomina  “Libro  rojo”  [2].  Los  nuevos
estándares de acreditación aquí propuestos
se  aplicarán  a  todas  las  carreras  de
Ingeniería, entre las cuales se encuentra la
terminal  Ingeniería  en  sistemas  de
información.  Estos  estándares  están
definidos  en  términos  de  formación  por
competencias. En este sentido es necesario
aclarar qué entendemos por competencia: es
la  capacidad  de  articular  eficazmente  un
conjunto  de  esquemas  (estructuras
mentales) y valores, permitiendo movilizar
(poner  a  disposición)  distintos  saberes,  en
un  determinado  contexto  con  el  fin  de
resolver situaciones profesionales. 
Ahora  bien,  si  tenemos  en  cuenta  que
buscamos  formar  a  los  futuros  ingenieros
por  competencias,  que  contamos  con  las
TIC que están incorporadas al aula, y que la
aplicación del aula invertida tiene entre sus
objetivos el trabajo autónomo, colaborativo,
buscar una actitud analítica y crítica en el
alumno; entonces es menester un
trabajo que pretenda analizar  si el  modelo
de clase invertida propicia la generación de
competencias en los alumnos de Ingeniería
en Sistemas de Información. 
En un trabajo realizado por [3], en su tesis
“Flippped  Classroom  y  el  efecto  en  las
competencias transversales de los alumnos
del  curso  de  Electricidad  y  Electrónica
industrial  en  una  universidad  pública  de
Lima”.  En  este  trabajo  se  llega  a  la
conclusión de que Flipped Classroom es un
modelo pedagógico que mejora el proceso
de  enseñanza-aprendizaje,  que  fomenta  la
adquisición de competencias  transversales,
teniendo  en  cuenta  que  se  incorpora
herramientas TIC para elaborar la sesión de
clases. En esta misma tesis realizan algunas
recomendaciones  al  aplicar  este  modelo,
tales  como:  aplicar  el  modelo  flipped
classroom teniendo en cuenta los diferentes
estilos  de  aprendizaje  de  los  alumnos,
mejorar el uso de herramientas como video
que combinen los fundamentos teóricos con
preguntas  que  incentiven  a  los  alumnos;
incorporar  el  uso  de  herramientas  como
Google drive, youtube, redes sociales entre
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otros,  para  lo  cual  será  necesario  que  el
docente adquiera competencias digitales.
También  el  artículo  “Enseñanza  de  la
ingeniería  de  software  basada  en
competencias  fundamentales  y  aula
invertida”  de  [4]  es  una  experiencia
realizada  en  un  curso  de  pregrado  de  los
cursos  de  Ingeniería  de  Software  de  la
Universidad de Caldas. Las fases generales
de  la  propuesta  son:  Identificar
competencias,  clasificar  competencias  y
definir  estrategias  de  enseñanza.  Como
conclusión,  los  autores  mencionan  que  ha
permitido revisar y actualizar el plan de los
cursos,  desarrollar  material  adecuado  y
orientado  a  las  nuevas  generaciones,  y  la
realización  de actividades  más prácticas  y
colaborativas lo que permite la apropiación
de las competencias deseadas.
Hay artículos que hacen especial énfasis en
la  competencia  de  aprendizaje  de  forma
continua y autónoma, tales como el de [5]
que  enfatiza  en  sus  conclusiones  sobre  la
responsabilidad asumida por los alumnos en
su  proceso  de  aprendizaje,  entendiendo  y
reflexionando sobre el conocimiento que va
adquiriendo.  Asimismo,  en [6] los autores
ven  reflejado  esa  responsabilidad  en  la
obtención de mejores resultados durante el
desarrollo de la materia.  
Una de las competencias que se consideran
relevantes  y  que  es  contemplada  en  este
proyecto es la de “desempeñarse de manera
efectiva  en  equipos  de  trabajo”.  Esta
competencia  se  puede  identificar
explícitamente  en  los  trabajos  realizados
por [7] y [8]. Donde el primero incorpora
dentro de sus conclusiones que el trabajo en
equipo  y  colaborativo  es  un  factor
importante  al  momento  de  realizar
proyectos. En el segundo caso, el trabajo en
equipo  se  considera  trascendente  teniendo
en cuenta que se utiliza la metodología de
aula invertida  combinando la práctica ágil
Scrum.  Donde  este  último  busca  además
equipos  que  tengan  como  principales
características  los  equipos  que  sean
autogestionados y multifuncionales.
Una de las  características  importantes  que
se mencionan en la aplicación del modelo
de aula invertida es la motivación por parte
de  los  alumnos.  Ya  que  a  partir  de  la
implementación de este modelo pasa a tener
un  papel  principal  en  el  proceso  de
aprendizaje. En el artículo de [9] concluyen
en  su  trabajo  que  la  motivación  que  han
tenido  los  alumnos  durante  el  proceso  de
implementación del aula invertida ha traído
aparejado  un  notable  mejoramiento  en  el
rendimiento académico de los alumnos. De
igual manera, en [10] se menciona que, para
poder llevar a cabo la experiencia de aplicar
aula  invertida,  combinada  con  blended-
learning,  aprendizaje  colaborativo  y
aprendizaje  basado  en  proyectos  es
primordial  la  participación  activa  de  los
alumnos  y  la  motivación  de  ellos  para  el
desarrollo de las actividades. 
A  nivel  nacional,  se  ha  consultado  la
experiencia desarrollada por [11], donde se
lleva a cabo la implementación de la clase
invertida en el curso de Ambientación a la
vida universitaria  (módulo de matemática)
destinado  a  ingresantes  a  la  Facultad  de
Ciencias  Agropecuarias  de  la  Universidad
Nacional de Entre Ríos. Para el desarrollo
de  la  experiencia  se  realizó  una  “guía  de
estudio”.  Cada  semana  contaba  con  los
contenidos  teóricos  que  deberían
desarrollarse,  agregando  a  este  material
recursos audiovisuales y multimediales que
son subidos al Aula virtual de la asignatura.
Luego,  en  las  clases  presenciales  los
alumnos  trabajaban  en  sesiones
colaborativas de resolución de problemas y
actividades  de  transferencia  a  situaciones
cercanas a las Ciencias Agropecuarias. Los
autores realizan un análisis comparativo de
resultados obtenidos con cortes anteriores,
donde  concluyen  que  encuentran  varias
ventajas  en  la  aplicación  de  este  modelo,
entre las que se mencionan:  la posibilidad
de lograr un aprendizaje más profundo, la
adquisición de competencias transversales y
el aumento de la motivación del estudiante.
2. LÍNEAS DE INVESTIGACIÓN
Y DESARROLLO
Las  líneas  de  investigación  que  aborda  el
proyecto están vinculadas con:
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- El  desarrollo  tecnológico  en  el
ámbito  de  la  tecnología  aplicada  a
educación
- Adaptación  del  modelo  de  aula
invertida  al  contexto  de  la  generación  de
competencias en los alumnos de la carrera
de Ingeniería en sistemas de Información
3. RESULTADOS ESPERADOS
Los  resultados  directos  esperados  del
proyecto son: 
- Definición  de  una  lista  de
herramientas de la Web 3.0 que puedan ser
implementadas  con  el  modelo  de  aula
invertida.
- Determinación de las características
utilizadas  en las  cátedras  de la  carrera  de
Ingeniería en sistemas de información con
la incorporación de las herramientas  de la
Web 3.0.
- Determinación de las competencias
que fueron adquiridas por los alumnos con
la  incorporación  del  modelo  de  clase
invertida y la aplicación de las herramientas
de la Web 3.0.
- Establecer el grado de aceptación de
docentes  y  alumnos  a  la  utilización  de
herramientas de la Web 3.0 para invertir el
aula. 
4. FORMACION DE RECURSOS
HUMANOS
En  cuanto  a  la  formación  de  recursos
humanos, este proyecto se constituirá en un
nuevo ámbito para el desarrollo de Tesinas
de la Licenciatura en Tecnología Educativa,
como  así  también  en  la  Maestría  en
Educación  en  Entornos  Virtuales  dictada
por la Universidad Nacional de la Patagonia
Austral  (UNPA) para  los  docentes  que se
encuentren  cursando  dicha  maestría.  En
este sentido la Ing. Claudia García radica su
tesis  de  la  Maestría  en  educación  en
entornos virtuales de la UNPA.
Esta iniciativa permitirá también incorporar
becarios alumnos o recientes egresados en
las becas de investigación que para tal fin
propone  la  Secretaría  de  Ciencia  y
Tecnología de la UTN.
En particular, sus conclusiones -como todas
las  generadas  por los  proyectos  del  grupo
GIESIN-, se  transfieren  directamente  a  la
formación de recursos humanos a través de
la  Dirección  de  Planeamiento  y  Apoyo
Académico de la FRRe.
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Resumen
En los últimos años, la gamificación ha
despertado  gran  interés  en  el  ámbito
educativo como consecuencia del auge de
las  Tecnologías  de  la  Información  y  la
Comunicación  (TIC),  los  videojuegos  y
las  nuevas  tendencias  educativas  que
buscan  garantizar  el  aprendizaje
competencial  y activo  del alumno desde
la innovación y la eficacia. 
La  gamificación  es  la  inclusión  de
elementos de los juegos en contextos que
no son juegos.  Diversos  autores  señalan
que,  en  el  ámbito  de  la  educación,  la
gamificación  se  presenta  como  una
oportunidad para motivar y/o mejorar las
dinámicas de grupo, la atención, la crítica
reflexiva y el aprendizaje significativo de
los estudiantes, potenciando el proceso de
enseñanza y aprendizaje en el aula.
Mediante  este  proyecto  se  pretende
incorporar la gamificación en el proceso
de  enseñanza  y  aprendizaje  de  la
asignatura Probabilidad y Estadística que
se dicta  en el  2° año de las  carreras  de
Ingeniería de la Facultad de Tecnología y
Ciencias  Aplicadas  (FTyCA)  de  la
Universidad  Nacional  de  Catamarca
(UNCA). El propósito de este proyecto es
implementar  y  promover  ambientes  de
aprendizaje  dinámicos,  incentivando  la
participación de los alumnos en espacios
donde se sientan motivados y se diviertan
mientras  aprenden  y  descubren  la
importancia de la Estadística en la toma
de decisiones.
Palabras  clave:  Gamificación,
Enseñanza,  Aprendizaje,  Probabilidad  y
Estadística
Contexto
Este trabajo de investigación se lleva a
cabo  en  el  ámbito  de  la  FTyCA  de  la
UNCA y se encuadra dentro del proyecto
de  I/D  “Gamificación  en  la  Educación
Superior:  aplicación  en  la  asignatura
Probabilidad  y  Estadística".  Bajo  la
dirección de la Dra. Ivanna Lazarte y el
asesoramiento  de  la  Esp.  Sofía  Gómez,
cuenta  con  aval  académico-institucional
otorgado  mediante  Resolución  Rectoral
N°  171/2020.  La  línea  de  investigación
está orientada a la investigación aplicada
de  tecnologías  de  la  información  y  la
comunicación a procesos educativos para
utilizarse  en  el  aula  de  ingeniería  tanto
presencial  como  bajo  la  modalidad  a
distancia  y  sus  posibles  combinaciones
como b-learning (aprendizaje mixto) y u-
learning (aprendizaje ubicuo) entre otros. 
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Introducción
En los últimos años, la gamificación ha
despertado  gran  interés  en  el  ámbito
educativo como consecuencia del auge de
las  Tecnologías  de  la  Información  y  la
Comunicación  (TIC),  los  videojuegos  y
las  nuevas  tendencias  educativas  que
buscan  garantizar  el  aprendizaje
competencial  y activo  del alumno desde
la  innovación  y  la  eficacia  (Ardila-
Muñoz, 2019; Jaber et al, 2016; Ortegón
Yañez, 2016). 
El  término  gamificación  se  define
como el uso de las mecánicas de juego en
entornos  ajenos  al  juego,  con  el  fin  de
conducir  el  comportamiento  de  los
alumnos  mediante  la  participación,  la
interacción, la adicción o la competición
hacia la  consecución de un determinado
objetivo de aprendizaje (Jaber et al, 2016;
Ortegón Yañez, 2016). 
Cada vez más instituciones educativas
de  todos  los  niveles  optan  por  este
modelo como alternativa a las estrategias
tradicionales  del  aula,  basándose  en
algunos de sus beneficios más destacables
para estudiantes y docentes:
 Mejora la actitud de los alumnos para
con su aprendizaje.
 Elimina  el  temor  al  fracaso
transmitiendo  que  perder  siempre  es
una posibilidad.
 Enseña a trabajar en equipo.
 Transmite  la  importancia  de  la
competencia sana.
La gamificación en el aula combina las
clásicas  demandas  de  todo  docente  con
las  preferencias  de  los  estudiantes.
Requiere  crear  un  ambiente  propio  de
juego  en  el  que  los  participantes
desarrollan  habilidades,  logran  los
objetivos propuestos y aprenden mientras
se  divierten  jugando.  Asimismo, se
convierten  en  el  centro  del  juego,  se
sienten  involucrados,  toman  sus  propias
decisiones,  perciben  que  progresan,
asumen  nuevos  retos,  participan  en  un
entorno social y son reconocidos por sus
logros.  De  este  modo,  los  alumnos
mejoran  tanto  su  aprendizaje  como  su
predisposición  para  aprender,  y  además
reciben  retroalimentación  en  su  proceso
aprendizaje  (Jaber  et  al,  2016;  Ardila-
Muñoz, 2019; Oliva, 2016).
Diversos  autores  señalan  a  la
gamificación  como  una  estrategia
metodológica  eficaz  para  motivar  los
estudiantes y es este punto, la motivación,
el desafío al que los docentes se enfrentan
en  sus  clases.  Motivar  a  los  estudiantes
del siglo XXI es una tarea difícil,  sobre
todo en el  área de las llamadas ciencias
duras,  entre  las  que  se  cuentan  las
Matemáticas,  cuyo  aprendizaje  resulta
muy  complejo  para  la  mayoría  de  los
estudiantes (Farias & Pérez, 2010; Macías
Espinales, 2017; Ortegón Yañez, 2016). 
Como señala Macías Espinales (2017),
en  pleno  siglo  XXI,  la  matemática  se
sigue  enseñando  desde  un  enfoque
tradicional,  caracterizado  por  clases
magistrales,  poco  flexibles,  de
conocimiento  abstracto,  rígidas,
mecánicas,  memorísticas  y  con  poca
implicación de las TIC. Como resultado,
los estudiantes se vuelven memorizadores
de  procedimientos  matemáticos,  se
conforman con recibir  la explicación del
docente,  no  se  esfuerzan  por  lograr
autonomía  en su  aprendizaje  y  como
consecuencia,  tienen  pocas  habilidades
para  dar  solución  a  problemas  de  su
contexto.
Por  lo  expresado,  la  gamificación
puede resultar una estrategia ventajosa en
la  enseñanza  de  la  asignatura
Probabilidad y Estadística para involucrar
al alumno en su proceso de aprendizaje y
mostrar  que  no  tiene  por  qué  ser  un
espacio  curricular  mecánico,  rígido  y
aburrido. 
Mediante este proyecto se incorpora la
gamificación en el proceso de enseñanza
XXIII Workshop de Investigadores en Ciencias de la Computación 314
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
y  aprendizaje  de  la  asignatura
Probabilidad y Estadística que se dicta en
el 2° año de las carreras de Ingeniería de
la FTyCA de la UNCA, con el propósito
de implementar y promover ambientes de
aprendizaje  dinámicos,  incentivando  la
participación de los alumnos en espacios
donde se sientan motivados y se diviertan
mientras aprenden. Al mismo tiempo, se
apunta a que descubran la importancia de
la  Probabilidad  y  la  Estadística  como
herramienta  para  la  toma  de  decisiones
ante situaciones de incertidumbre.
Líneas de Investigación, 
Desarrollo e Innovación
 Las  innovaciones  en  educación  en
ingeniería, - generadas principalmente por
la inclusión de las TIC en las prácticas de
enseñanza  y  de  aprendizaje  y  por  las
competencias  que  deben  desarrollar  los
graduados de ingeniería en Argentina de
acuerdo  a  los  estándares  propuestos  por
CONFEDI  -  proponen  un  cambio
paradigmático  en  la  formación  de
ingenieros, en tanto ponen su foco en el
estudiante a través de metodologías como
el Aprendizaje  centrado en el  estudiante
(ACE)  y  el  Aprendizaje  basado  en
problemas (ABP).
En este trabajo se investiga el impacto
que tiene la aplicación de la gamificación
en la Educación Superior, particularmente
en  la  asignatura  Probabilidad  y
Estadística.  La  hipótesis  de  trabajo
planteada es que la gamificación crea un
ambiente  de  aprendizaje  significativo  e
interactivo, que favorece la motivación y
la participación de los estudiantes.
Mediante  esta  investigación  se  busca
obtener datos y conceptualizaciones para
la elaboración de propuestas que generen
una cultura del buen uso de las TIC como
herramientas  de  apoyo  al  trabajo
académico. La implementación de nuevas
estrategias  y  métodos  de  enseñanza
llevará  a  que  los  docentes  conozcan  las
potencialidades  que  brinda  la
gamificación  para  optimizar  el
aprendizaje  y  la  adquisición  de
competencias en contextos universitarios.
Resultados y Objetivos
El  objetivo  principal  del  proyecto  es
aplicar  herramientas  dinámicas  que
favorezcan el aprendizaje significativo de
la  asignatura  Probabilidad  y  Estadística,
mediante  la  incorporación  de  la
gamificación en el aula, apoyada por TIC
y otros recursos didácticos.
Esto se fundamenta en el  hecho que,
los  estudiantes  de  esta  Facultad  por  la
naturaleza tecnológica de las carreras que
aquí se dictan, han incorporado el uso de
la computadora e Internet a sus hábitos de
comunicación y de estudio. Asimismo, en
su  mayoría  demuestran  destrezas  en  el
uso  de  herramientas  y  software
específicos.  También  manifiestan  un
marcado dominio  experiencial  en el  uso
de herramientas de comunicación y redes
sociales.  En ese  sentido,  los  avances  de
las  TIC  han  generado  cambios  en  las
formas  tradicionales  de  acceso  al
conocimiento, formas que se mantuvieron
vigentes  durante  años  y  que  ahora
conllevan  a  la  adopción  de  nuevos
soportes. 
Sin  embargo,  sigue  observándose
cierta  reticencia  por  parte  de  algunos
docentes en implementar las TIC, ya sea
como  fuente  de  acceso  al  conocimiento
—prevaleciendo  el  uso  de  los  libros  de
texto  en  soporte  escrito—  o  como
herramienta para su construcción. 
En ese sentido, es dable destacar que la
Facultad propicia capacitaciones gratuitas
a  docentes  sobre  el  uso  básico  e
intermedio  de  la  Plataforma  Moodle  y
talleres varios sobre otras herramientas de
la  Red  aplicables  al  aula  de  ingeniería,
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hecho que se ha masivizado este  último
año a partir de la cuarentena impuesta por
la crisis sanitaria.
Es  por  ello  que,  en  el  contexto  del
Aislamiento  Social,  Preventivo  y
Obligatorio durante el ciclo lectivo 2020,
se  decidió  aplicar  una  experiencia  de
gamificación  como  estrategia  de
evaluación1.  Mediante  esta  estrategia,  la
evaluación es formativa ya que se realiza
durante  todo el  proceso  de enseñanza  y
aprendizaje, busca comprobar el nivel de
comprensión  que  tienen  los  alumnos  de
los  temas  vistos  en  clase,  sirve  como
insumo  para  planificar  acciones  de
aprendizaje pertinentes a las necesidades
y sirve de guía tanto del docente como del
estudiante  para  alcanzar  las  metas  de
aprendizaje.  La  gran  ventaja  de  esta
estrategia  es  que  quita  la  presión  que
sienten los estudiantes al ser evaluados.
Las  evaluaciones  se planificaron para
realizarse  al  finalizar  cada  unidad
temática de la asignatura para las carreras
Ingeniería Electrónica y Minas (Grupo 1)
durante  el  primer  cuatrimestre,  donde
participaron 31 alumnos y las carreras de
Ingeniería en Informática y Agrimensura
(Grupo  2)  en  el  segundo  cuatrimestre,
donde  participaron  35  alumnos.  Las
mismas se  realizaron  utilizando  la
herramienta  Quizizz2,  la  cual  permite
evaluar  a  los  alumnos  mientras  se
divierten, a través de cuestionarios online.
Se seleccionó esta herramienta porque es
la más completa (comparada con Kahoot3
y  Socrative4)  permitiendo  al  docente
realizar  actividades  más  dinámicas
(Heredia-Sánchez,  2020).  Además,
1 “Conjunto de métodos, técnicas y recursos que 
utiliza el docente para valorar el aprendizaje del 




Quizizz permite  incluir  imágenes  o
fórmulas a las preguntas y también a las
posibles respuestas, elegir si se muestran
o no las respuestas correctas después de
un fallo, enviar al alumno (o a su tutor)
un archivo PDF con todos los detalles de
su  evaluación  y  obtener  informes
completos  de  las  evaluaciones,  con
estadísticas  muy  útiles  como,  por
ejemplo, las preguntas con mayor fallo o
acierto.
Para  evaluar  la  estrategia  de
evaluación  propuesta,  al  finalizar  la
cursada se realizó una encuesta anónima a
los  alumnos,  mediante  la  herramienta
QuestionPro5.
Las  preguntas  y  respuestas  obtenidas
de ambos grupos se detallan en la Tabla
1.
Tabla  1:  Preguntas  realizadas  a  los  alumnos
para  valorizar  la  estrategia  de  evaluación
gamificada
N° Pregunta Grupo 1 Grupo 2








2 ¿La  evaluación
mediante  el  juego







3 ¿El  juego  te
permite  aprender













4 ¿Premiar  con
puntos te motiva a
esforzarte  para
superar  a  tus












(*)  En  el  Grupo  1  los  alumnos  debían  puntuar  con
estrellas. Para clarificar las opciones de respuesta, en el Grupo
2 se decidió optar por Nada, Poco, Mucho.
Como  se  observa  en  la  Tabla  1,  al
93,75% de los alumnos del Grupo 1 y al
100% del Grupo 2 les resultó divertida la
evaluación  gamificada.  El  87,50%  del
Grupo  1  y  el  83,33%  del  Grupo  2
5 https://www.questionpro.com/es/
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consideraron  que  esta  estrategia  les
requiere mayor concentración. En cuanto
a la pregunta sobre si el juego les permite
aprender los conceptos de la asignatura, el
75% del Grupo 1 y el 72,22% del Grupo
2 respondieron que aprenden mucho. Con
respecto al hecho que la premiación con
puntos,  los  motiva  a  esforzarse  para
superar  a  sus  compañeros,  el  75%  del
Grupo  1  y  el  72,22  del  Grupo  2
consignaron que los motiva mucho. 
En la encuesta,  los alumnos tenían la
posibilidad  de  agregar  comentarios  o
sugerencias  y  todas  fueron  positivas.
Algunos  de  estos  comentarios  son  “Las
clases  son  super  útiles.  La  evaluación
mediante el juego es una propuesta muy
buena,  insta  a  aprender  de  manera
divertida. No tengo quejas respecto a la
cátedra,  la  Dra.  Lazarte  enseña  muy
bien.” “Más bien como comentario, estoy
conforme  con  el  cursado  virtual  de  la
materia, además que me encanta el modo
de  evaluación  y  presentaciones  de
trabajos.”
También  se  realizó  una  evaluación
externa  a  la  cátedra  donde  los  alumnos
también manifestaron su conformidad con
la propuesta.
Estos resultados apoyan la hipótesis de
que la gamificación crea un ambiente de
aprendizaje  significativo,  interactivo  y
divertido, que favorece la motivación y la
participación de los estudiantes.
Formación de Recursos Humanos
Los  integrantes  del  proyecto  cuentan
con  conocimientos  y  experiencia  en
docencia  universitaria  de  disciplinas
tecnológicas  y/o  el  uso  de  TIC  en
educación. La directora del proyecto está
finalizando  la  Especialización  en
Docencia  Universitaria  en  Disciplinas
Tecnológicas, mientras que la asesora está
finalizando  su  Tesis  de  Maestría  en
Procesos  Educativos  mediados  por
Tecnologías.
Cabe destacar  que los  docentes  están
categorizados  en  el  Programa  de
Incentivos  de  la  Secretaria  de  Políticas
Universitarias (SPU).
Los alumnos que integran el proyecto
investigan  y  prueban  diferentes
herramientas de gamificación que pueden
aplicarse  en  la  Educación  Superior.
También  participaron  en  jornadas
exponiendo  los  avances  de  su
investigación.
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El ciclo 2020 y lo que va del actual 2021
han  sido  muy  complejos  en  virtud  del
aislamiento y distanciamiento vividos por
la situación de pandemia por COVID-19;
en particular para el ámbito académico en
todos  sus  niveles.  Dentro  del  área
universitaria,  el  desarrollo  de  las
actividades  de investigación tampoco ha
sido el normal, pero a pesar de ello se ha
logrado avanzar en los proyectos. Todo el
esquema  de  trabajo  debió  realizarse  en
modo  no  presencial,  e  incluso  la
participación  en  eventos  (congresos,
cursos, etc.) también ha debido adecuarse
al  formato  virtual  de  videoconferencias.
Como tantas otras actividades, el estudio
y  la  investigación  no  pueden  pausarse
indefinidamente,  y  la  investigación  e
innovación  resultan  elementos  claves  e
imprescindibles  para  hacer  frente  a  los
retos  con  que  los  estudiantes  se
encontrarán  en  el  mundo  laboral.  Es
responsabilidad de las instituciones abrir
un  nuevo  panorama  a  los  ojos  de  los
estudiantes  y  docentes  universitarios  en
general,  de  modo  tal  de  ayudarlos  a
desarrollar sus capacidades de evaluación,
crítica e inventiva.
Un obstáculo histórico hallado es que las
actividades de investigación normalmente
se  encuentran  desvinculadas  de  las
actividades  académicas  de  grado,  y  por
tanto esta disociación mantiene alejados a
los alumnos y a muchos docentes. Por tal
motivo, en el presente trabajo se comenta
el  proyecto  en  el  que  se  ha  buscado
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formalizar y poner en práctica el proceso
de  transferencia  y  formación  de
Investigadores  Científicos  Iniciales  a
través de su incorporación en actividades
en  el  marco  de  diversas  áreas
informáticas, y la adecuación que se llevó
a  cabo  a  medida  que  la  situación  de
pandemia impuso diversas restricciones.
Palabras  clave: Investigación,  ASPO,
DISPO, Formación, Alumnos, Proyectos.
CONTEXTO
El  presente  proyecto  se  realiza  en
colaboración  entre  los  grupos ADA-Lab
(Laboratorio de Analítica de Datos), GE-
Lab  (Laboratorio  de  Gobierno
Electrónico)  y  LICPaD  (Laboratorio  de
Investigación  en  Cómputo  Paralelo
/Distribuido),  en  donde  se  enmarca  el
mismo.  Los  tres  pertenecen  al
Departamento  de Ingeniería  en Sistemas
de Información de la UTN-FRM. Cuenta
con  la  acreditación,  homologación  y
financiamiento  de  la  Universidad
Tecnológica  Nacional  a  través  del
proyecto  PID  TEUTIME0007658TC.
Mediante este trabajo conjunto, se busca
combinar  en  el  mismo  proceso  la
formación  teórica  y  la  práctica  de
investigadores  iniciales  para  que  éstos
recorran  todas  las  etapas  necesarias  que
involucran  el  proceso  científico  en  un
ámbito  de  investigación.  Para  esto  se
planteó  utilizar  un  trabajo  de
investigación específico como facilitador
del proceso de aprendizaje,  enfocado en
las  competencias  específicas  que  deben
adquirir  los  graduados  de  Ingeniería  en
Sistemas  de  Información,  ya  que  al
fomentarlas  se  contribuye  también  a
incrementar  el  número  y  calidad  de  las
investigaciones  realizadas  en  la
institución,  además  de  impulsar el
pensamiento  crítico  de  docentes  y
alumnos frente a nuevos retos.
1. INTRODUCCIÓN
El objetivo general del proyecto que aquí
se  describe  ha  sido  ofrecer  una  guía  y
brindar  los  elementos  y  acciones
necesarias,  como  así  también  el
acompañamiento, que permitan estimular
la  formación integral  en el  campo de la
investigación  científica  en  un  nivel  y
temática  acorde  a  la  capacidad,  la
preferencia,  y  formación  previa  de  cada
docente  o  alumno,  teniendo  en  cuenta
además para estos últimos el estadio en la
carrera. 
En  la  UTN-FRM,  por  ejemplo,  se
efectúan  anualmente  ferias  de  ciencia  y
encuentros  en  los  que  se  exponen  los
avances en materia  de investigación que
se llevan a cabo en los distintos centros y
grupos de los diversos departamentos. Si
bien  esta  actividad  constituye  una
iniciativa  positiva,  la  mayoría  de  los
estudiantes  normalmente  están  ajenos  a
estas  actividades,  las  cuales  requerirían
una  mejor  y  mayor  difusión,  con  la
orientación  adecuada  para  el  alumnado.
Además, deberían realizarse en lugares y
fechas que propicien y faciliten al alumno
de  grado  el  acercarse  para  informarse
sobre qué otras actividades se desarrollan
en  la  institución  en  la  que  estudia  y
modela  su  perfil  profesional.  Por  otro
lado,  cabe  considerar  el  aspecto
económico relacionado con la realización
de  actividades  de  investigación.  Induda-
blemente,  es  necesario  que  las
instituciones  cuenten  con  un  importante
apoyo y disponibilidad de presupuesto y
recursos, tanto para remunerar el trabajo
realizado y así incentivar la dedicación a
investigación,  como  para  brindar  el
entorno de trabajo equipado y adecuado a
la  temática  que  se  aborde.  Respecto  de
esto, es importante aclarar que encarar un
proyecto  de  investigación  científica
normalmente  es  costoso,  sobre  todo
considerando  que  los  resultados  suelen
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conseguirse a largo plazo. Esto convierte
a la investigación en una actividad poco
atractiva  para  quienes  buscan  respaldar
solamente  aquellos  proyectos  cuya
finalidad  sea  aportar  a  intereses
inmediatos.  No  obstante,  es  claro  que,
como inversión a largo plazo, resulta de
gran importancia para el desarrollo de las
instituciones y la sociedad.
La modalidad usual de trabajo ha sido la
de  efectuar  reuniones  semanales,  en  las
que  se  tratan  los  temas  de  interés,  se
aclaran  dudas,  se  plantean  nuevos
interrogantes, y se realiza un seguimiento
para definir el siguiente paso a dar, el cual
se  evaluará  en  las  subsiguientes
reuniones. Esto, a su vez, se complementa
con  material  de  lectura  que  se  brinda
(bibliografía, textos electrónicos, artículos
científicos,  etc.) y con la documentación
continua que se solicita mantengan al día
los investigadores, la cual es un excelente
punto  de  partida  a  la  hora  de  redactar
artículos.  A  su  vez,  normalmente  se
plantean  seminarios  temáticos  en  donde
cada alumno, becario o docente, transfiere
sus  avances  y conocimiento  al  resto del
equipo, con el propósito de intercambiar
conocimiento  y ampliar  la  capacidad  de
análisis y la incorporación de posturas y
puntos  de  vista.  Tanto  la  redacción  de
textos  de  carácter  científico  como  las
competencias  vinculadas  a  la  expresión
oral, necesaria para expresar y comunicar
correctamente los trabajos, se ejercitan a
su  vez  en  la  asignatura  electiva
Computación  Paralela,  brindada  por  los
directores  del  LICPaD,  en  donde  se
brindan lineamientos y recursos para que
los alumnos desarrollen estos aspectos de
la comunicación.
En  marzo  de  2020,  poco  después  del
inicio de actividades, la situación sanitaria
del  país  y  el  mundo  cambió  todo,  y  la
modalidad  de  trabajo  seguida  en  el
laboratorio  de  investigación  no  fue  la
excepción. Hubo que adecuar la forma de
trabajo  hacia  un  esquema  que  nos
permitiese seguir avanzando en las tareas,
aunque  posiblemente  a  un  ritmo  más
lento que el esperado.
Las  reuniones  presenciales  se  vieron
reemplazadas  por  un  esquema  de
videoconferencias  mediante  plataformas
de videollamadas. A su vez, el desarrollo
de  temas  y  explicaciones  de  conceptos
por parte de los directores, anteriormente
efectuado durante charlas en reuniones y
seminarios,  se  reemplazó  por  videos
explicativos  subidos  a  la  plataforma
Youtube  [1]  que  los  alumnos  pudiesen
consultar  todas  las  veces  que  fuese
necesario,  y  las  dudas  consultarlas  a
través  de  distintos  medios  como  por
ejemplo en el contexto de reuniones por
videoconferencias,  mediante  foros
creados  para  dicho  propósito  en  el  aula
del Campus Virtual de una de las cátedras
intervinientes [2], a través de mails o por
mensajes de whatsapp [3].
En lo referido a la redacción, revisión y
corrección de textos para la participación
en eventos científicos, de transferencia y
divulgación,  se  trabajó  mediante
iteraciones  por  mail,  revisando  los
borradores  y  haciendo  devoluciones  con
correcciones  y  sugerencias  sobre  cómo
tratar  los  temas  y  desarrollar  los
contenidos.
En  lo  atinente  al  acceso  al  clúster  de
computadoras de la Facultad, el mismo se
ha efectuado mediante acceso remoto, de
modo que los alumnos becarios pudiesen
hacer  uso  de  dicho  recurso  sin  la
necesidad  de  estar  físicamente  en  la
institución.
Finalmente,  la  asistencia  a  eventos  se
realizó de acuerdo a lo estipulado por los
comités  organizadores  de  cada  uno,  en
general,  coincidiendo  la  mayoría  en  la
realización  por  modalidad  virtual
mediante  distintas  plataformas  de
videoconferencias  como  Zoom  [4],
Google Meet [5] o Webex Meeting [6].
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2. LÍNEAS DE INVESTIGACIÓN y
DESARROLLO
Inicialmente se plantearon líneas amplias
de  investigación,  de  las  cuales  se
seleccionaron algunos temas en particular
sobre los que se ha ido avanzando y se
han publicado resultados preliminares en
diversos  congresos.  Dentro  del  área  del
Cómputo Paralelo, las líneas elegidas por
los alumnos-becarios fueron: Paralelismo
en algoritmos  de  aprendizaje  para  redes
neuronales  [7],  Métodos  de  Inteligencia
artificial  para  la  reducción  de
incertidumbre  en  modelos  de predicción
de incendios, Redes neuronales paralelas
aplicadas  a  la  visión  computacional,
Predicción  del  avance  del  dengue  en
zonas  endémicas  [8]  y,  finalmente,
Multiplicación de Matrices. 
Por  su  parte,  los  docentes  intervinientes
de la rama Analítica de Datos orientaron
sus  temas  de  investigación  hacia
Indicadores de procesos y medición, dado
que ambos (Mg.  Sandra  Tagarelli  y  Dr.
Sergio  Salinas)  culminaron  sus  tesis  de
Maestría  durante  el  período  2020
vinculadas a dicha temática.
Finalmente,  los  docentes  de  la  rama
Gobierno Electrónico  se centraron en la
temática  de  aplicación  de  Blockchain




Si bien la contribución principal que se ha
buscado es la transferencia de formación
por  parte  de  docentes-investigadores
hacia docentes  y alumnos de grado y al
medio  educativo,  también  se  ha
impulsado  que  los  alumnos  aprendan  y
experimenten el trabajo en colaboración y
por metas, dado que, en general, el trabajo
de  investigación  no  es  algo  que  pueda
realizarse de forma individual, puesto que
normalmente requiere de espacios inter y
transdisciplinarios.
A  su  vez,  dentro  de  los  proyectos
individuales  llevados  a  cabo  dentro  de
este proyecto general, se han ido logrando
avances  que  fueron  presentados  en  el
marco  de  otros  eventos  de  ciencia  y
educación. Los primeros lineamientos de
este trabajo y los temas vinculados fueron
expuestos  en  el  WICC  2020  mediante
cinco artículos [10-14], un artículo en el
XXVI  CACIC  (en  prensa),  un  artículo
premiado  como  3er  mejor  trabajo
estudiantil en el 8° CONAIISI (en prensa)
y otro artículo en E-ICES 15 (en prensa). 
Por su parte, los docentes investigadores,
desde  el  comienzo  del  ciclo,  han
participado en diversos eventos y cursos
para facilitar y mejorar la adaptación de la
forma  de  trabajo  y  contar  con  más
herramientas y experiencias que impulsen
la concreción del objetivo global.
4. FORMACIÓN DE RECURSOS
HUMANOS
En  principio,  el  proyecto  está  pensado
con  alumnos-becarios,  lo  cual  les
permitirá dedicar cierta cantidad de horas
semanales  a  la  tarea  de  investigar  de
modo tal de llegar a cumplir los objetivos
formales  establecidos.  Actualmente,  el
proyecto  cuenta  con  cuatro  becarios  de
grado de la carrera Ingeniería en Sistemas
de  Información  (1  módulo  de  6  horas
cada uno). A su vez,  se cuenta con seis
docentes.  Tres  son  investigadores
formados con titulación doctoral,  dos de
los  cuales  cumplen  el  rol  de  guía  del
proyecto en general.  Por su parte,  como
se  ha  mencionado,  dos  docentes  han
concluido  sus  tesis  de  Maestría  en
Inteligencia  de  Negocios  durante  el
pasado 2020.  Las  actividades  que  todos
ellos  realicen  en  el  marco  del  proyecto
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contribuirán a continuar con su formación
profesional en investigación. 
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Resumen
Los  procesos  de  enseñanza-aprendizaje  se
caracterizan  por  el  papel  determinante  del
docente en identificar, planificar e instrumentar
estrategias (a corto, mediano y largo plazo) en
la formación de los estudiantes. 
La didáctica exige la utilización de estrategias
y métodos centrados en el sujeto que aprende,
enfocar  la  enseñanza  como  un  proceso  de
orientación,  para  no  sólo  apropiar
conocimientos sino desarrollar habilidades.
La enseñanza ingeniería de  requerimientos  se
desarrolla  sobre  la  base  de  un  modelo
conceptual  de  representaciones,  supuestos  y
restricciones, para especificar las necesidades,
deseos y expectativas de los stakeholders. 
La  dificultad  de  la  obtención  de  los
requerimientos  radica  en  la  incertidumbre
derivada  del  proceso  de  transferencia  de
información  de  varias  fuentes  no  siempre
consistentes,  ésta  se  incrementa cuando  se
considera el problema de la enseñanza de las
técnicas de elicitación de requerimientos.
Las estrategias tradicionales (sin “interacción
con un usuario”) no son suficientes  y  resulta
fundamental  incorporar  nuevas  estrategias
didácticas  (con clientes  reales)  al  proceso de
enseñanza para  abordar  su  complejidad, y
adecuarlas a las particularidades y dificultades
planteadas, que permitan mejorar las prácticas
y  los  aprendizajes  de  los  estudiantes  en  los
procesos de ingeniería de requerimientos.
Palabras  clave:  Estrategias  Didácticas,
Educación,  Ingeniería  de  Software,  Ingeniería
de Requerimientos.
Contexto
La  línea  de  investigación  se  desarrolla  en  el
Instituto de Desarrollo Económico e Innovación
(IDEI) de la Universidad Nacional de Tierra del
Fuego,  por  parte  de  un  Grupo  de  docentes-
investigadores que lleva adelante proyectos en
la  temática  vinculada  a  la  innovación  en
educación  en  informática  como en  tecnología
informática aplicada a la educación. 
El proyecto actual tiene como caso de estudio la
cátedra  de Ingeniería  de software I,  donde en
sus  contenidos  mínimos  se  especifica  la
enseñanza de ingeniería de requerimientos. 
1 Introducción
El  proceso  de  enseñanza-aprendizaje  se
caracteriza, entre otros aspectos, por reconocer
el  papel  determinante  del  docente  en  la
identificación,  planificación  e  instrumentación
de estrategias adecuadas en la formación de los
estudiantes. 
Las estrategias de enseñanza y de aprendizaje
se  encuentran  involucradas  de  forma  que  el
aprendizaje  no  sea  solo  la  adquisición  de
conocimientos,  sino  también  la  búsqueda  de
“...los medios que conducen a la solución de los
problemas...”[1], donde el estudiante de forma
consciente  elige,  planifica,  coordina,  y  aplica
métodos  y  procedimientos  para  conseguir  un
objetivo o aprendizaje. 
El  término  estrategia  se  utiliza  cada  vez  con
mayor frecuencia y presupone la planificación
de acciones a corto, mediano y largo plazo; son
susceptibles  al  cambio,  a  la  modificación  y
adecuación de sus alcances, permitiendo lograr
XXIII Workshop de Investigadores en Ciencias de la Computación 324
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
la racionalidad de tiempo, recursos y esfuerzos.
Son indiscutibles las ventajas que su adecuada
utilización  puede  ofrecer  en  los  procesos
educativos[2].
La didáctica exige la utilización de estrategias y
métodos  adecuados,  en  la  actualidad  se
reconoce la necesidad de una didáctica centrada
en el sujeto que aprende, lo cual exige enfocar
la  enseñanza  como un proceso  de orientación
del aprendizaje, para que los estudiantes no sólo
se  apropien  de  los  conocimientos,  sino  que
desarrollen  habilidades,  formen  valores  y
adquieran estrategias que le permitan actuar de
forma  independiente.  La  expresión  estrategia
didáctica presupone “...enfocar cómo enseña el
docente y cómo aprende el alumno a través de
un proceso...”[3]. 
Entre  los  métodos  de  enseñanza-aprendizaje
que  en  los  últimos  tiempos  están  siendo
reconocidos en la didáctica y, que los docentes
deben considerar, se encuentran: el aprendizaje
basado en problemas, el aprendizaje basado en
proyectos, el método de casos, las simulaciones,
etc., los cuales están íntimamente relacionados
con  la  problemática  a  tratar.  Los  profesores
expertos  deben  reflexionar  continuamente
acerca de cómo pueden enseñar aún mejor.
En la enseñanza específica de la Ingeniería de
Software, los futuros profesionales deben tener
habilidades  y  aptitudes  determinadas  (como
abstracción, trabajo colaborativo y cooperativo,
negociación, comunicación, toma de decisiones,
comprensión  del  problema,  entre  otras)  que
poco se orientan en la enseñanza tradicional[4]. 
En la actualidad la enseñanza no se basa sólo en
los  conceptos  impartidos  por  el  docente,  sino
que  se  inclina  hacia  el  estudiante  como  eje
central  de la clase; los objetivos generales del
aprendizaje distinguen tres elementos[5]:
•  Conceptual:  Relacionado  con  el
incremento  del  conocimiento  teórico  del
saber de un área.
•     Procedimental: Se basa en la ampliación
de  conocimiento  práctico  del  saber  de  un
área.
•  Integrador:  Relacionado  con  el
crecimiento  de  conocimiento  sobre  las
destrezas,  aptitudes  y actitudes  propias del
ejercicio de una profesión.
Enseñar  ingeniería  de  requerimientos  es
fundamental debido a que es la primera, y más
importante,  etapa  de  todo  paradigma  de
ingeniería de software, según Brooks "La parte
más difícil de construir un sistema de software
es  decidir  qué  construir”. A  través  de  este
proceso  se  obtiene  una  Especificación  de
Requerimientos (ERS) que  se desarrolla sobre
la  base  de  un  modelo  conceptual  y  va  a
representar  abstracciones,  supuestos  y
restricciones sobre el dominio de aplicación[6].
La especificación de requerimientos representa
la  comprensión  de  las  necesidades,  deseos  y
expectativas  de  los  diferentes  interesados  y/o
expertos  del  dominio  (stakeholders)  que  se
encuentran relacionados con él. 
Para  esto  se  necesitan  técnicas  que  se
incorporen  en  el  proceso  de  enseñanza  en  el
área  de  ingeniería  de  software,  más
concretamente  en  el  área  de  la  ingeniería  de
requerimientos,  con  el  propósito  de  crear
estrategias de enseñanza que permitan abordar
la  complejidad  inherente,  la  cual  es  una
actividad de transferencia dificultosa cuando la
fuente del conocimiento es un ser humano, y se
requieren  habilidades  especiales  del  analista
porque son muy sensibles a múltiples factores y
restricciones (tales como el tiempo del usuario
o dificultades psicológicas de la interacción)[7].
La necesidad mejorar las prácticas de Ingeniería
de Requerimientos en los jóvenes profesionales
ha  sido  mencionado  en  la  literatura  y  se  ha
desarrollado  como  tema  de  estudio  en  las
carreras de grado en los últimos años. 
La  dificultad  de  la  obtención  de  los
requerimientos  radica fundamentalmente en la
incertidumbre  derivada  del  proceso  de
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transferencia de información desde una o varias
fuentes,  no  siempre  consistentes,  hacia  el
ingeniero  de  requerimientos.  Esta  dificultad
inherente  a  la  elicitación  se  ve  incrementada
cuando  se  considera  el  problema  de  la
enseñanza  en  un  curso  universitario  de  las
técnicas  de  elicitación  de  requerimientos
(grupos  focales,  JAD,  prototipos,  entrevistas,
escenarios, lluvia de ideas, etc.).
Existen  varios  problemas  para  una  buena
enseñanza  en  las  aulas  de  estas  técnicas.  El
primero de ellos es la dificultad de ejecutar una
práctica  real:  las  técnicas  son  meramente
descriptas  y,  en  el  mejor  de  los  casos,
practicadas en un caso simplificado.
Otro problema importante es la subestimación
por parte de personas de formación tecnológica
de  las  técnicas  “blandas”  (metodologías  que
tratan  con  las  interacciones  humanas  y  los
procesos sociales) que requiere la elicitación de
requerimientos. Esta subestimación en muchos
casos no se limita a los alumnos: se piensa que
una sólida formación técnica es suficiente para
asegurar el éxito de un proyecto de software.
Para la enseñanza de estos conceptos se percibe
que  las  estrategias  tradicionales  (simples
narrativas  descriptivas  de  un  contexto  sin
“interacción  directa  con un usuarios”)  no  son
suficientes.  Resulta  fundamental  incorporar
estrategias  didácticas  adecuadas  a  las
particularidades y dificultades planteadas como
casos pilotos que permitan mejorar las prácticas
y  los  aprendizajes  de  los  estudiantes  en  los
procesos  que  intervienen  en  la  ingeniería  de
requerimientos[8] [9].
Las  estrategias  didácticas  permiten  en  la
enseñanza  de  las  técnicas  de  elicitación  y
especificación de requerimientos, minimizar los
problemas planteados en los párrafos anteriores.
2 Línea de Investigación y Desarrollo
Como  parte  de  la  línea  de  investigación  y
desarrollo,  el  equipo  de  investigadores  lleva
adelante trabajos relacionados con las temáticas
vinculadas  a  la  innovación  en  educación  en
informática  como  en  tecnología  informática
aplicada  a  la  educación;  se  plantean  los
siguientes objetivos a alcanzar  en el presente
proyecto:
Objetivo General
Diseñar  estrategias  que  permitan  promover
nuevas propuestas didácticas en la enseñanza de
las  técnicas  de  elicitación,  especificación  y
validación de la ingeniería de requerimientos.
Objetivos Específicos
1.-  Sintetizar el estado del arte respecto a la
situación actual de la enseñanza de ingeniería
de requerimientos en otras universidades.
2.- Diseñar diversas estrategias didácticas  en
el  marco  y  contexto  de  la  asignatura  de
Ingeniería  de  software  de  la  carrera  de
Licenciatura en Sistemas de la UNTDF.
3.-  Definir  la/s  estrategias  que  mejor  se
adecúan  a  las  posibilidades  áulicas  y  los
tiempos de la asignatura.
4.- Implementar la/s estrategias seleccionadas
en el  curso de Ingeniería  de Requerimientos
en dos ciclos lectivos (2020 y 2021)
5.- Comparar las experiencias y producciones
obtenidas respecto a los años previos.
Hipótesis
Como hipótesis  general de la investigación se
plantea  que  las  estrategias  didácticas
tradicionales de enseñanza en la ingeniería  de
requerimientos (simples  narrativas descriptivas
de un contexto particular), dificultan al alumno
comprender  cabalmente  los  problemas  que
presentan  las  interacciones  con  los  usuarios
reales. 
Poder  implementar  estrategias  adecuadas  con
prácticas más cercanas a la realidad, permitirá
mejorar la enseñanza de los docentes, y sobre
todo,  el  aprendizaje  de  los  alumnos  en  los
procesos  involucrados  en  la  ingeniería  de
requerimientos.
Resultados Esperados
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El proyecto se encuentra recién iniciado por lo
que a la fecha no pueden enumerarse resultados
obtenidos.  El  grupo  de  investigación  ha
comenzado  a  trabajar  en  la  primera  actividad
del proyecto que consiste en el relevamiento de
estrategias  actuales  a  partir  de  la  bibliografía
existente y la experimentación con aquellos que
estén  disponibles  y  que  sean  considerados  de
interés para el proyecto 
Para lo cual se espera lograr:
- Disponer de nuevas estrategias didácticas para
la  enseñanza  de  la  ingeniería  de
requerimientos, que permitan a los estudiantes
una  mejor  comprensión  del  trabajo  de
especificar  requerimientos,  a  través  de
interacciones con usuarios, lo más cercano a
la realidad. 
-  Enriquecer  las experiencias  de enseñanza y
aprendizaje y ofrecer clases más dinámicas
- Reflexionar y resignificar la práctica.
- Establecer  un  conjunto  de  criterios  que
pueden  utilizarse  para  satisfacer  distintos
espacios curriculares de similares.
-  Conocer y comprender el aprendizaje de los
estudiantes  y   aumentar  el  contacto  con  las
experiencias  reales  y  lúdicas  como  como
filmaciones,  juegos[10],  entrevistas  en  vivo,
desarrollo a clientes por convenios, etc. 
-  Implementar  nuevas  herramientas
tecnológicas en el aula que permitan trabajar
sobre  estas  competencias  de  manera  más
explícita. 
Formación de Recursos Humanos
El  Equipo  de  Trabajo  está  conformado  por
docentes  investigadores  de  la  UNTDF,
licenciados  en  informática  y  alumnos  de  la
Carrera.
El  Proyecto  incluye  docentes  en  etapa  de
formación  de  postgrado,  el  Director  del
proyecto está realizando actualmente su tesis de
Magister  en  Ingeniería  de  Software  en  la
Universidad Nacional de La Plata, denominada:
“Reuso  de  Requerimientos  Referenciales  en
Dominios  Complejos.  Caso  de  Estudio:
Aplicaciones  de  Modelado  de  Cuencas.”
Dirigida  por  la  Mgs.  Adriana  Urciuolo  y  co-
dirigida por el Dr. Leandro Antonelli.
El  docente  Martín  Villarreal  se  encuentra
cursando el Magister en Ingeniería de Software
de la UNLP. 
Los docentes Lucas Romano y Marcela Jerez se
encuentran cursando el Magister de Tecnología
Informática  Aplicada  en  Educación  en  la
Facultad de Informática de la UNLP, y tienen
previsto realizar sus tesis de Maestría en temas
vinculados con el proyecto.
Colaborará  y  prestará  apoyo  un  grupo  de
alumnos en formación de grado, con el objetivo
de  formarlos  en  los  aspectos  generales  de  la
investigación y que le sirva para el desarrollo
de su futura tesis de grado. 
Los alumnos Daniel Andrade, Rigoni y Lopez
se  encuentran  cursando  el  último  año  de  la
carrera,  los  alumnos  Iost  y  Villanueva  se
encuentran desarrollando el trabajo final para el
título de Analista Universitario de Sistemas. 
Por otra parte, a través del proyecto se espera
consolidar un equipo de trabajo de la UNTDF
en la temática,  sumando nuevos integrantes al
grupo  principal  (el  cual  ya  ha  ejecutado
numerosos proyectos vinculados al problema). 
A  su  vez  los  docentes  podrán  nutrirse  de  la
experiencia de quienes manejan diariamente los
problemas  y  conflictos  vinculados  a  la
enseñanza de Sistemas.
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RESUMEN
La  programación  puede  aparecer  referida  en
textos académicos tanto como fácil y divertida
como  difícil  y  frustrante.  Los  trabajos
analizados revelan la complejidad inherente al
estudio de este problema. Una de las variables
del problema es la ubicación curricular de la
enseñanza  de  la  programación  que,  por
razones  históricas  y  de  motivación  para  los
alumnos,  se  incluye  generalmente  de manera
temprana en los planes de estudios. Ubicar la
enseñanza de la programación en los primeros
módulos  curriculares  lleva  a  una  visión
eminentemente  práctica  de  la  programación,
distanciada  de los desarrollos  teóricos.  En la
literatura  específica  se  ha  referido  a  esta
separación  entre  teoría  y  práctica  como  una
posible  causa  de  que  los  alumnos  cometan
errores  clásicos  difícilmente  superables  sin
conocimiento  teórico.  Este  proyecto  se
propone realizar un estudio curricular basado
en  competencias  que  permita  organizar  las
prácticas  relacionadas  con la  enseñanza  y  la
evaluación  de  la  programación  cuando dicha
enseñanza  está  ubicada  tempranamente  en  el
plan  de  estudios.  Se  producirá  un  modelo
curricular  por  competencias,  se  obtendrán
requisitos  funcionales  para  el  diseño  de
aplicaciones  didácticas  que  induzcan  a
relacionar la experiencia en la práctica con la
teoría de la disciplina. En calidad de prueba de
concepto,  se  desarrollará  por  lo  menos  una
aplicación didáctica.
Palabras clave: enseñanza introductoria de la
programación;  diseño  curricular  por
competencias;  currículum  manifiesto,
currículum real.
CONTEXTO
Este  proyecto  se  inscribe  en  la  línea  de
investigación  institucional  de  la  Universidad
de  Belgrano  “Abordaje  de  problemas  de  la
educación” y corresponde al área Teoría de la
Computación, Programación y Lenguajes de la
Facultad  de  Ingeniería  y  Tecnología
Informática. 
Dentro  de  esta  línea  institucional  de  la
universidad,  en  la  Facultad  de  Ingeniería  y
Tecnología  Informática,  se  encuentra  en
ejecución  una  línea  específica  para  el
desarrollo  de herramientas  para la  enseñanza
de  la  programación  en  los  cursos
introductorios,  “Framework para  la
construcción de estrategias  didácticas  para la
enseñanza  introductoria  de  la  programación”
(FEDEP),  en el  que  se encuadra  el  proyecto
que se presenta. 
Los proyectos correspondientes a esta línea de
investigación  se  caracterizan  por  estar
diseñados  de  modo  de  facilitar  la
incorporación  de  alumnos  de  las  carreras  de
grado  en  cualquiera  de  sus  etapas.  Han
participado alumnos locales y de universidades
extranjeras.  En todos los casos los proyectos
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culminan  en  el  desarrollo  de  aplicaciones
didácticas.
1. INTRODUCCIÓN
Las competencias desarrolladas en los cursos
introductorios  de  programación  son
consideradas “un fundamento esencial para las
competencias  informáticas  más avanzadas  en
todas las áreas del conocimiento curricular, y
un objetivo central en nuestro currículum” [1]
y  deberían  proveer  competencias  básicas
requeridas  para  cursos  posteriores  dentro  de
los  planes  de  estudios  de  las  carreras  de
informática [11]. Sin embargo, contrariamente
a  lo  deseado,  se  verifica  que  los  estudiantes
“reprueban  o  abandonan  sus  cursos  en  tasas
mayores  que  lo  que  es  aceptado  por  las
instituciones” [9]. 
La  teoría  del  diseño  curricular  señala  la
diferencia  entre  el  “currículum  real”  y  el
“manifiesto”  y  la  necesidad  de  estudiar  la
relación entre  ambos [2].  El proyecto que se
presenta tiene por hipótesis que el diseño de un
currículum por  competencias  para  los  cursos
introductorios de programación de las carreras
de grado de informática  permitiría  revelar  el
currículum real [3], describirlo y establecer su
relación con el currículum manifiesto. Una vez
completado  el  modelo  curricular  por
competencias,  se  podrán  producir  los
requisitos  funcionales  para  el  diseño  de
aplicaciones  didácticas  orientadas  a  facilitar
que los alumnos puedan construir una relación
conceptual entre práctica y teoría.
Los  ejes  sobre  los  que  se  formuló  este
proyecto corresponden a dos de las múltiples
variables que intervienen en la problemática de
la enseñanza de la programación [7]. Una, el
escaso o nulo conocimiento de semántica del
lenguaje  de  programación  utilizado  en  las
prácticas [7]; la otra, dudas formuladas por los
docentes  e  investigadores  con  respecto  a
calidad de las evaluaciones que ellos mismos
diseñan [8] [7].
La  programación,  aun  considerando
exclusivamente su dimensión práctica, es una
actividad  de  orden  intelectual,  de  aplicación
intensiva de la lógica y la abstracción [12], que
si  bien  puede  ser  referida  como  “divertida”
[12],  fácil  para  unos  o  difícil  para  otros,  es
indudablemente  compleja  [13]  [5]  [2].  El
contraste entre el atractivo de su práctica, a la
que  se  accedería  con  pocos  conocimientos
teóricos,  y  sus  conceptos  fundamentales
sorprende al practicante novato. Se lee en [2]:
“Parece  ser  que  la  programación  es  una
actividad intelectual con características únicas
(…) el programador competente debe moverse
entre  varios  niveles  semánticos  (…).  [Se
requiere]  una  agilidad  desconcertante  para
quienes no están acostumbrados a ella”.
En [10] se expresa: “(…) una de las cuestiones
más debatidas en la educación en ciencias de
la computación es el rol de la programación en
el currículum introductorio”, y la decisión de
incluirla tempranamente en los currículos “…
surge de una cantidad de razones prácticas  e
históricas”, en contraposición a estar basada en
razones  epistemológicas,  psicológicas  o
cognitivas,  por  ejemplo,  según  las  cuales
debería ubicarse en ciclos posteriores, cuando
el alumno ya ha cursado materias de ciencias
básicas.  [10].  Esta  circunstancia  favorecería
una  disociación  conceptual  entre  los
contenidos  asociados  a  la  teoría  que,  por
abstractos, serían inabordables por los alumnos
en instancias tempranas del plan de estudios, y
el  objetivo  de  que  éstos  desarrollen
competencias básicas de programación.
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Por su ubicación  curricular,  los  fundamentos
teóricos que gobiernan la semántica y por lo
tanto  la  sintaxis  y  la  posibilidad  de  operar
efectivamente en la construcción de soluciones
y  en  el  desarrollo  de  las  competencias
necesarias  en  cursos  posteriores,  son
postergados  a  otras  instancias  de  la  carrera
facilitando que la idea de práctica desplace a la
de teoría.
La  inserción  curricular  temprana  de  la
programación colocaría  en un segundo plano
sus fundamentos teóricos haciendo prevalecer
el sentido de artesanía sobre el  de disciplina
[13]  [4].  Esta  condición  favorecería  la
concepción docente por la que la enseñanza es
eminentemente  organizada  sobre  la  práctica
[6] [8]. 
Un  diseño  curricular  por  competencias
permitirá analizar la relación entre enseñanza y
evaluación  y  también  articularlas.  El  estudio
curricular que se propone prevé la articulación
con otras asignaturas del plan de estudios para





Para completar el proyecto se deberán alcanzar
los siguientes objetivos:
Objetivo principal:  Construir  una aplicación
didáctica  orientada  al  desarrollo  de
competencias  específicas  de  la  enseñanza
introductoria de la programación, que permita
que los alumnos establezcan relaciones entre la
práctica  que  realizan  y  fundamentos  teóricos
de la disciplina. Dicha aplicación estará basada
en  un  modelo  curricular  por  competencias,
diseñado  acorde  a  planes  de  estudio  de
carreras de grado de informática encuadrados
en  resolución  786/09  del  Ministerio  de
Educación de la Nación. 
Objetivos específicos: 
1 Construir  un  modelo  conceptual  de
competencias  incluidas  en  la  enseñanza
introductoria  de  la  programación  en  carreras
de grado de informática. 
2 Identificar  la  teoría  de  la  programación
relacionada con las competencias o conjuntos
de  competencias  representados  en  el  modelo
conceptual referido en el objetivo 1.
3 Desarrollar  una  herramienta  que  permita
evaluar  la  coherencia  de  competencias  a  lo
largo de una asignatura,  incluyendo prácticas
de la enseñanza y de la evaluación.
4 Determinar  requisitos  funcionales  para  el
diseño de aplicaciones digitales basadas en un
modelo  curricular  por  competencias  y  que
permitan vincular los objetivos pedagógicos de
rectores  de  la  práctica  con  los  fundamentos
teóricos de la programación. 
5 Desarrollar  por  lo  menos  una  aplicación
didáctica.
El  logro  de  dichos  objetivos  permitirá
corroborar la siguiente hipótesis: 
El  desarrollo  de  un  modelo  curricular  por
competencias de la enseñanza introductoria de
la  programación  permitirá:  a)  Establecer
relaciones  entre  las  competencias  prácticas  y
sus  fundamentos  teóricos  y  b)  diseñar
requisitos  funcionales  y  desarrollar
aplicaciones  didácticas  orientadas  a  facilitar
que los alumnos relacionen las  competencias
que están desarrollando en la práctica con los
fundamentos teóricos sobre los que se fundan.
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Metodología: El proyecto está organizado en
dos  módulos.  El  primer  módulo  está
caracterizado por la construcción de un mapa
conceptual  de  las  competencias  implícitas  o
explícitas  en  los  objetivos  pedagógicos  del
curso  introductorio  de  programación.  El
núcleo  del  segundo  módulo  está  constituido
por la elicitación de requisitos funcionales para
el  diseño  y  desarrollo  de  aplicaciones
didácticas  que  faciliten  que  el  alumno




Los datos obtenidos en el primer módulo serán
interpretados a la  luz de la  teoría  del  diseño
curricular por competencias [3] y se utilizarán
teorías  y  técnicas  de  grafos  para  la
organización  de  un  mapa  conceptual  de
competencias. Una vez construido dicho mapa,
se apelará a la teoría de la programación para
la  identificación  de  núcleos  teóricos  que
fundamenten las competencias incluidas en el
mapa  conceptual.  Los  resultados  hasta  acá
obtenidos  colaborarán,  junto  con  un  análisis
desde la teoría general de la didáctica [3], con
la definición de requisitos funcionales para el
diseño  de  aplicaciones  didácticas.  Una  vez
identificados  y  descriptos  dichos  requisitos
funcionales, se procederá al desarrollo de una
aplicación. 
Los  conocimientos  y  herramientas
desarrollados  durante  el  estudio  curricular
podrán  ser  adaptados  a  otros  planes  de
estudios  de  carreras  de  informática  con
independencia del nombre o espacio curricular
que se otorgue a la enseñanza introductoria de
la programación.
Los  resultados  teóricos  y  prácticos  del
proyecto se aplicarán al diseño curricular por
competencias de las asignaturas que componen
el eje de enseñanza de la programación en las
carreras  de  grado  de  informática  de  la
Universidad  de  Belgrano;  se  diseñarán
articulaciones  entre  ellas.  Posteriormente  las
herramientas  desarrolladas  a  lo  largo  del
proyecto serán aplicadas a asignaturas de otras
áreas  del  plan  de  estudios  que  requieran
conocimientos  previos  de  programación;  por
ejemplo,  las  orientadas  a diseño y desarrollo
de  software  o  a  los  sistemas  operativos
avanzados.
Se han planificado cursos de extensión sobre
diseño curricular por competencias dirigidos a
docentes de nivel medio y superior.
4. FORMACIÓN DE
RECURSOS HUMANOS
El equipo de investigación está integrado por
los siguientes investigadores:
 Mg.  Ana  M.  Piccin,  Prof.  Titular  de  la
asignatura  Sistemas  Inteligentes,
coordinadora  del  área  “Teoría  de  la
computación y lenguajes” de la Facultad
de  Ingeniería  y  Tecnología  Informática.
Directora del equipo de investigación.
 CC Diana Cicinelli, docente investigadora
Prof.  Adjunta  I,  a  cargo  de  los  cursos
introductorios  de  programación,
integrante  de  equipo,  colaboradora  de
investigación. 
 Colaboradores:  El proyecto fue diseñado
para facilitar la incorporación de alumnos
de las carreras de grado de informática de
la  Universidad  de  Belgrano  o  pasantes
externos.
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La tesis que se presenta corresponde a la Maestría de Gestión de Proyectos Educativos
de la Universidad CAECE. Fue defendida el 26 de noviembre de 2020, obteniendo su
autora el título de Magíster.
El  tema  de  esta  investigación  surgió  de  la  necesidad  de  producir  herramientas
conceptuales  para  la  gestión  educativa  aplicada  a  los  cursos  introductorios  de
programación de las carreras de grado de informática. En la literatura especializada, no
solo se informa reiteradamente sobre los fracasos de los alumnos en el aprendizaje de
las competencias básicas de programación, asociadas a su vez con los altos niveles de
deserción en los primeros años de las carreras de informática, sino que también se suele
dar  cuenta  de  la  escasez  de  resultados  ofrecidos  desde  la  educación.  Así  surgió  la
pregunta que motivó y guio este estudio: ¿cómo creen, piensan, conciben, los docentes
de los cursos introductorios de programación, que se debe enseñar?
Esta pregunta dio lugar al planteo del objetivo principal de este estudio: describir las
distintas  maneras  en que los  docentes  de los  cursos  introductorios  de  programación
abordan la enseñanza,  el  que a su vez fue descompuesto de la siguiente manera: 1)
Describir concepciones de los docentes con respecto a la enseñanza de la programación;
2)  Describir  enfoques  con  los  que  los  docentes  abordan  la  enseñanza;  3)  Describir
relaciones entre enfoques, concepciones y dimensiones de la enseñanza. El objetivo de
establecer  relaciones  entre  enfoques  de  la  enseñanza  y  concepciones  didácticas  se
alcanzó  mediante  el  proceso  de  dar  respuesta  a  las  siguientes  preguntas  de
investigación:  ¿de  qué  diferentes  maneras  los  docentes  enfocan  la  enseñanza
introductoria?; ¿cómo conciben los docentes al objeto de enseñanza?; ¿cómo conciben
los docentes a la disciplina? y ¿qué concepciones tienen los docentes con respecto a sus
alumnos?
Se consideraron docentes de los cursos introductorios de programación de las carreras
de  grado  de  informática,  acreditadas  por  CONEAU,  vigentes  en  el  Ámbito
Metropolitano de Buenos Aires. 
El trabajo se sustentó sobre la teoría de las concepciones didácticas, en cuanto a que las
decisiones en la planificación de la enseñanza, así como en su práctica, están sujetas a
un  conjunto  determinado  de  estructuras  conceptuales.  Es  por  ello  que  se  aplicó  el
método fenomenográfico. Este método cualitativo-interpretativo, basado en  Grounded
Theory, está diseñado específicamente para el estudio de concepciones y está orientado
a describir las variaciones con las que distintos individuos experimentan un fenómeno,
para este caso, las distintas maneras en que los docentes de los cursos introductorios
experimentan la enseñanza de la programación. 
Con el objeto de que la muestra resultante estuviera caracterizada por la variedad, se
partió de encuestas respondidas por docentes de cursos introductorios de programación
que se desempeñan en universidades públicas y privadas de la región estudiada, lo que
permitió la selección de una primera muestra.
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La recolección de datos se realizó mediante entrevistas estructuradas con un protocolo
diseñado según los requisitos metodológicos, el que fue validado mediante una prueba
piloto.
El estudio se organizó en dos grandes etapas, cada una con su propia estrategia. En la
primera, se obtuvieron categorías de las concepciones didácticas y se las describió. Para
ello  se  aplicó  el  método  fenomenográfico,  con  la  ejecución  recurrente  de  la
comparación  constante.  Sucesivas  abstracciones  sobre  los  datos  permitieron  la
organización  de  las  concepciones  en  categorías,  las  que  se  describieron  en  textos
ilustrados con expresiones extraídas de las entrevistas.
En la segunda etapa, para la categorización de enfoques de la enseñanza, se utilizaron
dimensiones según criterios propios de la teoría general de la didáctica, descartando las
dimensiones emergidas de los datos según la ejecución de la primera etapa. Sucesivos
análisis cuantitativos y cualitativos de los datos permitieron organizar y describir los
enfoques en cuatro categorías. 
1. RESULTADOS OBTENIDOS
Con respecto al objeto de enseñanza. Los docentes comparten la siguiente concepción:
“Analizar, entender y resolver problemas, aplicando algoritmos y estructuras de datos,
mediante el uso de un lenguaje de programación, independientemente del lenguaje que
se utilice, observando las buenas prácticas”.
Con  respecto  a  la  disciplina: Los  docentes  perciben  a  la  programación  como  una
disciplina  de  orden  práctico  que  requiere  de  niveles  de  capacidad  de  abstracción
superiores a  las de otras disciplinas;  es necesaria  en otros cursos de las carreras  de
informática;  requiere  y  permite  desarrollar  competencias  para  la  resolución  de
problemas; es compleja, su complejidad estaría relacionada con la representación del
mundo real en un mundo virtual. 
Con respecto a los alumnos: La percepción colectiva de los docentes con respecto a los
alumnos de los cursos introductorios refleja  un individuo que llega a la universidad
carente  de  la  preparación  intelectual  adecuada  y  de  competencias  metacognitivas
suficientes; sus actitudes hacia el aprendizaje no estarían adecuadamente desarrolladas.
2. CONCLUSIONES
Se han  logrado describir  cuatro  categorías  de  concepciones  didácticas;  “Operativa”,
“Académica”,  “Vincular”  y  “Contextual”,  y  cuatro  de  enfoques  de  la  enseñanza
“Asociacionista”, “Cognitivo”, “Personal” y “Social”. Se ha comprobado la coherencia
entre concepciones didácticas y enfoques de enseñanza.
Mediante el análisis de los planes de estudios y programas analíticos, se corroboró la
correspondencia entre la concepción de los docentes y la documentación institucional.
Sin embargo, se llegó a la conclusión de que el término “resolver problemas”, presente
en la concepción compartida del objeto de enseñanza, presentaría ambigüedades. De las
expresiones de los docentes surge que se debería tener en cuenta, de manera expresa, el
concepto “buenas prácticas” en el diseño curricular.
El  lenguaje  de  programación  con que  se  realiza  la  enseñanza  es  concebido por  los
docentes  como  una  herramienta.  No  se  pudieron  obtener  conclusiones  sobre  la
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importancia que los docentes otorgan al paradigma de programación en la enseñanza
introductoria.
Como futuros trabajos se propone: determinar qué tipo de disciplina es la programación
como punto de partida para el  diseño de una didáctica específica;  profundizar  en el
conocimiento  de la  relación  didáctica  entre  resolución de problemas,  paradigmas  de
programación  y  lenguaje  que  se  utilice  en  la  enseñanza;  desarrollar  modelos  de
evaluación que satisfagan las necesidades de la disciplina.
Dado el método riguroso seguido, es esperable la replicación de este estudio en distintas
regiones y con muestras más extensas para corroborar o refutar los resultados obtenidos.
Los  resultados  y  conclusiones  de  esta  investigación  podrán  ser  aplicados  al  diseño
curricular, a la gestión de contenidos y a la capacitación docente. 
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Resumen    
En los  últimos  años  las  experiencias  de
incorporación  de tecnologías digitales  en
las aulas de las escuelas de nuestro país se
ha  desarrollado  de  forma  diversa,
adoptando diferentes enfoques, entre ellos
la  “informática  de  usuario”,  sin  abordar
las  especificidades  de  la  Informática
como disciplina,  y en otras experiencias
aparece  el  enfoque  del  “pensamiento
computacional”  como  nuevo  paradigma
de  enseñanza  de  la  informática  en  la
escuela,  ampliando  las  miradas
instrumentales  sobre  los  saberes  de  la
Informática.   Este  artículo  presenta  los
avances  de  la  línea  de  investigación,
denominada  “EscuelasTIC”  que
problematiza  el  uso  de  tecnologías
digitales  a  la  vez  que  propone  el
desarrollo  de  nuevos  materiales  que
contribuyan  a  orientar  la  incorporación
crítica de saberes fuertemente vinculados
a dinámicas de inclusión/exclusión social.
Palabras  clave:  Informática,  enseñanza
de  programación,  robótica  educativa,
pensamiento  computacional,  formación
docente, TIC.
Contexto    
La línea de investigación “EscuelasTIC”
forma parte del proyecto de investigación
“De la  Sociedad  del  Conocimiento  a  la
Sociedad 5.0: un abordaje  tecnológico y
ético  en  nuestra  región"  del  Programa
Nacional  de  Incentivos  a  docentes-
investigadores,  que  se  desarrolla  en  el
Laboratorio  de  Investigación  de  Nuevas
Tecnologías  Informáticas  (LINTI)  de  la
Facultad de Informática de la Universidad
Nacional de La Plata (UNLP).  Esta línea
de  trabajo,  que  viene  desarrollándose
desde  hace  varios  años,  articula  con
actividades  de extensión que promueven
la  inclusión  de  distintos  conceptos
relacionados a la Informática en las aulas
de la escuela. Se focaliza principalmente
en  las  áreas   de  programación,
ciberseguridad  y  ciencia  de  datos,  con
distintas estrategias de aplicación. 
En este artículo se presenta la evolución
de  la  investigación  ya   presentada  en
eventos anteriores [1]. 
Introducción
La  sociedad  actual,  denominada  por
algunos  autores  Sociedad  de  la
Información  o  Sociedad  del
Conocimiento  se  caracteriza  por  estar
mediada  por  tecnologías  digitales,  las
cuales forman parte de la mayoría de los
procesos  productivos.  Lo  podemos
observar  en  nuestras  actividades
cotidianas  y  se  puso  claramente  en
evidencia con la irrupción de la pandemia
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provocada por el COVID-19 en donde la
mayoría  de las  actividades  se  realizaron
en modalidad virtual, desde las clases en
las escuelas, las universidades, institutos,
la adopción de los trabajos en modalidad
home-office,  las  consultas  médicas  por
videollamadas,  las  compras  on-line,  las
reuniones  sociales,  el  acelerado
crecimiento  de  las  apps  para  múltiples
servicios  gubernamentales,  son  algunos
ejemplos  de  los  usos  de  las  tecnologías
digitales en nuestra cotidianeidad, a la vez
que los problematizan. 
Esta sociedad digital nos plantea desafíos
en  múltiples  planos,  uno  de  ellos  está
vinculado a la formación ciudadana y en
cómo  pensamos  la  relación  de  los
ciudadanos con las tecnologías digitales.
Específicamente  en  la  educación
obligatoria  se  plantea  la  formación  de
ciudadanos  que  puedan  comprender  los
lenguajes  digitales,  cómo  funcionan  los
artefactos  digitales,  ubicándolos  como
sujetos  críticos  y  creadores  de
innovaciones  con  tecnologías  digitales,
por sobre la pasividad y el mero consumo
tecnológico.
Las  TIC  se  han  ido  incorporando
ampliamente a las prácticas educativas en
los  distintos  niveles  de  la  escolaridad
obligatoria  de nuestro país,  primando el
enfoque de “informática de usuario” que
hace  hincapié  en  el  conocimiento  y  la
capacidad de utilizar las computadoras, y
la  tecnología  relacionada  con  ellas  de
manera  eficiente,  con  un  enfoque
“utilitario”  en  algunos  casos  e
“integrador” en otros [2]. En los últimos
años se ha ido modificando este enfoque
y en  los diseños curriculares de algunas
provincias  comienza  a  aparecer  el
enfoque del pensamiento computacional
como nuevo paradigma de enseñanza de
la  informática  que  hace  referencia  a
técnicas y metodologías de resolución de
problemas,  donde  principalmente
intervienen  saberes  que  provienen  del
campo  de  la  Informática  [3].  En  ese
sentido la CAS [4] señala como los cinco
elementos  claves  del  pensamiento
computacional  a  los  siguientes:   a)  el
pensamiento algorítmico en referencia a
la  capacidad  de  expresar  soluciones  a
problemas a partir de una serie de pasos
que  un  autómata  realiza;  b)  la
descomposición,  referido a la capacidad
de  dividir  e  identificar  las  partes  que
componen un problema para facilitar  su
tratamiento  y  análisis;  c)  la
generalización,  entendida  como  la
capacidad para descubrir patrones en los
problemas  o  en  las  soluciones  que  son
aplicables  a  ellos;  d)  la  abstracción,
como  la  capacidad  de  elegir  las
representaciones  que  destacan  las
características relevantes a un contexto y
ocultan los detalles innecesarios; y  e) la
evaluación, entendida como la capacidad
de  analizar  críticamente  las  soluciones
creadas para detectar  y corregir posibles
errores, así también como la búsqueda de
soluciones  que  aprovechen  mejor  los
recursos. En su primer artículo, Jeannette
Wing  señala  “  (...)  el  pensamiento
computacional  es  una  habilidad
fundamental para todas las personas, no
sólo para los informáticos” [3]. 
En  cuanto  a  políticas  educativas  de
nuestro  país  en  relación  con este  nuevo
enfoque, se pueden señalar los Núcleos de
Aprendizaje Prioritarios (NAP) definidos
por el Consejo Federal de Educación [5]
que  incorporan  saberes  sobre
programación y robótica en los diferentes
niveles  de  la  educación  obligatoria.
Diferentes provincias han modificado sus
diseños  curriculares  atendiendo  a  estos
NAP.  Sin  embargo,  a  pesar  de  estos
avances, aún no se ha logrado permear en
las  escuelas  argentinas  los  diseños
curriculares  ni  conformar  redes  de
capacitación  docente  que  favorezcan  la
incorporación  de  estos  saberes.  En  este
sentido  podríamos  afirmar  que  el
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pensamiento  computacional y  los
conceptos de Informática han comenzado
a  debatirse  en  espacios  educativos  que
promueven  su  inclusión  en  los  nuevos
currículos  escolares  reemplazando  las
ideas  vinculadas  al  uso  eficiente,  sin
embargo  aún  se  trata  de  experiencias
jurisdiccionales.
Líneas de Investigación, 
Desarrollo e Innovación
Esta  línea  de investigación  se  centra  en
los siguientes temas:
● Análisis  de  cómo  los  conceptos  del
pensamiento computacional permean la
enseñanza de Informática en la escuela.
● Relación entre competencias digitales y
pensamiento computacional.
● Formación docente: desarrollo y puesta
en acción de propuestas de capacitación
y  actualización  para  los  niveles
primario  y secundario que contemplen
ideas  de  aprendizaje  situado  [6]  y  de
design thinking[7].
● Diseño  y  elaboración  de  materiales
didácticos  para  la  enseñanza  de
Informática   para  los  distintos  niveles
educativos. 
● Diseño,  ejecución  y  evaluación  de
actividades  específicas  con estudiantes
y  docentes  de  los  niveles  primario  y
secundario. 
La presencia del equipo de investigación
en las escuelas de la región de La Plata,
Berisso,  Ensenada  y  Magdalena  se  ha
consolidado a lo largo de los años a través
de  proyectos  de  extensión,  que  proveen
evidencias  con  base  empírica  para
continuar  indagando sobre las formas de
incorporar esta disciplina en los sistemas
de educación formales y obligatorios.  Si
bien  la  situación  producida  por  la
pandemia  de  COVID-19  ha  puesto  en
suspenso algunas de las actividades, esta
misma  situación  produjo  un  enorme
desafío  en  la  adecuación  de las  mismas
tanto  para  el  equipo  de  investigación
como  para  los  equipos  docentes  de  las
escuelas. 
La participación del equipo en el diseño
curricular  de  la  carrera  “Especialización
docente en didáctica de las Ciencias de la
Computación” de la provincia de Buenos
Aires  y  su  implementación,  y  la
elaboración  del  “Primer  manual  de
didáctica  de  las  Ciencias  de  la
Computación”1 ha  generado  experiencia
en cuanto a poder intervenir en formación
docente de nuestra provincia [8][9].
Los  conceptos  trabajados  están
relacionados  con  la  enseñanza  de  la
programación,  de  ciberseguridad  y  de
ciencia de datos. Respecto al primero, se
han utilizado distintas estrategias basadas
en el  uso de lenguajes  de programación
visuales  basados  en  bloques  y  la
manipulación  de  objetos  físicos.
relacionados  a  la  robótica  educativa   e
“Internet  de  las  cosas”.  Respecto  al
abordaje  de  temas  relacionados  a  la
ciberseguridad  se  han  llevado  a  cabo
instancias de competencias de “captura la
bandera”  o  CTF  (Capture  The  Flag)
utilizando  una  plataforma  desarrollada
específicamente  para  este  fin.  De  esta
manera se introduce una nueva forma de
abordar conceptos de áreas del campo de
la  Informática  en  la  escuela,  con
resultados alentadores. 
Resultados y Objetivos
El  objetivo  principal  de  esta  línea  de
trabajo es fortalecer el aprendizaje crítico
y  significativo  de  la  Informática  en  la
escuela.  Se  pone  especial  atención  a  la
adopción  de  algunas  características  del
enfoque del pensamiento computacional,
1El manual está disponible en 
https://program.ar/descargas/cc_para_el
_aula-2do_ciclo_secundaria.pdf . Último 
acceso: marzo de 2021
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el aprendizaje situado, el design thinking
y  el  acercamiento  de  saberes  de
programación,  ciberseguridad  y  ciencia
de  datos   orientado  a  la  promoción  de
competencias vinculadas a diseñar, crear
e innovar con tecnologías digitales.
Para alcanzar este objetivo,  se proponen
los siguientes actividades específicas:
● Desarrollar propuestas pedagógicas que
involucren  el  trabajo  de  y  con
Informática para trabajar en la escuela.
● Desarrollar  herramientas  didácticas
digitales  que  puedan  ser  utilizadas  en
distintas  propuestas  pedagógicas
buscando un abordaje holístico para la
resolución de problemas. Se propone la
aplicación  de   conceptos  de
gamification y juegos serios.
● Diseñar,  implementar  y  evaluar  las
intervenciones  con  docentes  y
estudiantes  de  los  diferentes  ciclos
escolares.
● Difundir las producciones.
En el  marco de esta  línea de trabajo  se
han  desarrollado  y  se  encuentran  en
proceso,  las  siguientes  herramientas
resultantes  de  tesinas  de  grado:  una
plataforma  de  competencias  CTF;
Blokino, una herramienta  centrada en la
construcción  y  programación  de  objetos
físicos basados en Arduino; Studium,  un
sistema  de  gestión  de  aprendizaje  que
integra al EVEA Chamilo2 la herramienta
“Juegos  de  Blockly”3 y  ENREDADOS,
un juego serio para la enseñanza de redes.
Los  avances  de  la  tesis  doctoral  sobre
aprendizaje  automático  en  la  enseñanza
secundaria,  de  la  tesis  de  maestría  en
Ciencia,  Tecnología  y  Sociedad  sobre
competencias  informáticas  en  la
educación  secundaria  técnica  y  la
finalización  de  la  tesis  de  maestría4 en
2 https://chamilo.org/es/
3 https://blockly.games/
4 Tesis de maestría disponible en http://
sedici.unlp.edu.ar/handle/10915/11130
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Educación,  sobre  competencias  digitales
y  pensamiento  computacional,  permiten
contar  con resultados con base empírica
de esta línea de investigación.  
Formación de Recursos Humanos
El  equipo  de  trabajo está  integrado  por
docentes-investigadores  del  LINTI  y
estudiantes de Informática e Ingeniería en
Computación.  Se  han  formulado  varias
tesinas  de  grado,  tesis  de  postgrado,
proyectos  de  extensión  y actividades  de
cátedras relacionadas  con  los  temas  de
esta línea de investigación. Actualmente,
se encuentran en desarrollo varias tesinas
de  grado  y  tesis  de   postgrado   que
contribuirán  a  avanzar  en  esta  línea  de
trabajo. 
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RESUMEN
En  este  artículo  se  presenta  una  línea  de
investigación que se está llevando a cabo en
la Universidad Católica Argentina, en su sede
Rosario  en  la  Facultad  de  Química  e
Ingeniería, que está orientada al desarrollo de
estrategias  motivacionales  destinada  a
estudiantes de las carreras de ingeniería para
el  estudio  y  aprendizaje  del  Pensamiento
Computacional  y  de  la  Programación.  Se
desarrollaron  algunas  primeras  experiencias
con este nuevo enfoque en los cursos iniciales
de  dichas  carreras  y  los  resultados  son
promisorios. 
Palabras clave: Pensamiento Computacional,
Programación,  Carreras de Ingenierías.
CONTEXTO
Esta línea de I+D se está llevando a cabo a
través  de  un  proyecto  del  Departamento  de
Investigación Institucional  de la Facultad de
Química  e  Ingeniería  del  Rosario  de  la
Universidad Católica Argentina. 
El  proyecto  involucrado  es  un  PID  UCA
(período  2019-2022)  titulado  “Pensamiento
Computacional Aplicado a Educación”, cuya
directora es la Dra Claudia Deco.
1. INTRODUCCIÓN
En  la  actualidad  se  considera  que  la
enseñanza  del  Pensamiento  Computacional
resulta  beneficiosa  para  todos  los
profesionales,  independientemente  de  la
especialidad  donde  se  desarrolle.  Se  usa  el
término  Pensamiento  Computacional  (PC)
para referirse a un conjunto de aptitudes y/o
competencias  útiles  para  la  formulación  y
resolución  de  problemas  de  manera  que
puedan  ser  resueltos  por  un  agente  de
procesamiento de información [1, 2, 3]. 
El  PC  promueve  la  utilización  de  cuatro
estrategias  principales  para  la  solución  de
problemas: 
(1) Descomposición  de  un  problema  en
subproblemas: involucra el análisis de
problemas  complejos  y  su
descomposición  en  problemas  más
pequeños, más fáciles de analizar.
(2) Reconocimiento de patrones: cada uno
de  estos  problemas  más  pequeños
puede  ser  analizado  en  profundidad
para identificar problemas similares ya
resueltos.
(3) Abstracción:  para  buscar  las
soluciones  a  los  problemas
encontrados  es  necesario  focalizarse
en  los  detalles  importantes  e  ignorar
información no relevante.
(4) Pensamiento  algorítmico:  pueden
proponerse una serie de pasos o reglas
a seguir para crear una solución para
cada  uno  de  los  subproblemas
encontrados.
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Una  solución  elaborada  utilizando  las
estrategias  del  PC,  puede  ser  fácilmente
implementada  en  un  sistema computacional,
construyendo así una solución eficiente a un
problema inicial complejo.
El estudio del Pensamiento Computacional ha
tenido  influencia  en  las  investigaciones
relacionadas al entendimiento y desarrollo de
los  procesos  de  enseñanza  y  aprendizaje,
provocando que  se aborde  el  tema desde el
punto de vista de la formación en los distintos
niveles educativos [4, 5, 6]. 
Se  ha  decidido  entonces  focalizar  este
proyecto  en  mejorar  la  enseñanza  de  las
competencias  mencionadas  anteriormente  a
los estudiantes de las carreras de Ingeniería de
la  Facultad  de  Química  e  Ingeniería  del
Rosario (UCA). Para esto, se está trabajando
en  la  elaboración  y  adaptación  de  los
materiales  didácticos  para  las  materias
“Informática”   e  “Informática  General”  del
primer año de las carreras de nuestra facultad.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO E INNOVACIÓN
El  objetivo  de  este  proyecto  es  mejorar  los
procesos  de  enseñanza  y  aprendizaje  de  las
competencias involucradas en el Pensamiento
Computacional,  para  que  los  futuros
ingenieros estén más preparados para asumir
los  retos  que  demanda  la  sociedad
contemporánea. 
Se propone  desarrollar  una didáctica para la
enseñanza  del  pensamiento  computacional  y
la  programación  para  estudiantes  de  las
carreras  de  ingeniería  y  a  su  vez  proponer
metodologías  activas  y  lúdicas  para  la
utilización  y  entrega  de  los  materiales  en
experiencias  educativas  presenciales  y  en
línea. 
Se  trabaja  en  el  desarrollo  del  pensamiento
computacional,  como  una  habilidad
importante para la formación de toda persona
en esta era digital. 
Se comenzó con las primeras experiencias en
las  materias  “Informática”  e  “Informática
General” que se dictan en el primer año de las
carreras  de  Ingeniería  Industrial,  Ingeniería
Ambiental,  Licenciatura  en  Química  y
Licenciatura en Tecnología de los Alimentos.
Se desarrolló  material  para estas asignaturas
centrados  en  aquellos  conocimientos
principales  del  Pensamiento  Computacional,
como ser,  la  abstracción,  la  descomposición
de  problemas  en  subproblemas,  el
reconocimiento de patrones y algoritmos. 
En  las  prácticas  se  utiliza  la  estrategia  de
aprendizaje  basado  en  proyectos.  Se  busca
motivar  a  los  estudiantes  de  las  diferentes
carreras mediante el desarrollo de prototipos
que les sean de utilidad en su profesión. La
idea  es  que  los  estudiantes  comprendan,  a
través  del  desarrollo  de  estos  proyectos,  la
importancia que estas habilidades tienen para
su  vida  profesional  y  personal  futura.  Se
busca incentivarlos mediante el desarrollo de
proyectos de su elección. 
Los temas de los mismos son libres, pero se
les pide a los alumnos que reflexionen sobre
prototipos  y/o  herramientas  que  les  puedan
ser  de  utilidad  en  su  labor  futura  como
profesionales, y con eso en mente propongan
un  proyecto  a  desarrollar.  La  dificultad  del
mismo  es  evaluada  por  el  docente,  quien,
teniendo  en  cuenta  la  propuesta  de  los
estudiantes,  brinda  el  acuerdo  o  adecúa  la
dificultad teniendo en mente los alcances de
la materia.
Con  este  plan  de  innovación  se  busca  que
nuestros  egresados  puedan hacer  uso  de  las
tecnologías  para  resolver  los  problemas  que
se les presenten en su actividad profesional,
para dar soluciones a una sociedad cada vez
más  exigente,  que  demanda  respuestas  cada
vez más rápidas y eficientes. 
3. RESULTADOS 
En  vista  de  estos  objetivos  planteados,  se
elaboró  material  didáctico  utilizando  este
enfoque para las asignaturas “Informática” e
“Informática  General”.  Durante  el  segundo
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semestre  del año 2020 se dictaron en forma
virtual  estas  materias  con  esta  perspectiva
usando  este  nuevo  material.  Los  resultados
iniciales son promisorios [7].
A modo de ejemplo,  podemos citar  algunos
de  los  proyectos  desarrollados  por  los
alumnos  del  primer  año  de  la  carrera  de  la
Licenciatura en Química, durante el segundo
semestre  del  año 2020. Nuestros estudiantes
han  desarrollado  prototipos  para:  informar
sobre  las  peligrosidades  de  reactivos  en
laboratorios,  aceptar  o  rechazar  medios  de
cultivos  coloreados  en  función  de  su
absorbancia,  calcular  pesos  moleculares,
realizar  cálculos  esquiométricos,  y  calcular
energía  en  celdas  electroquímicas,  con  el
objetivo de optimizar la generación de energía
en baterías.
Durante  estas  primeras  experiencias  se  ha
notado  una  mayor  participación  de  los
estudiantes  en  el  proceso de  aprendizaje  así
como también una mayor motivación por la
programación.  Creemos  que  esto  se  debe
fundamentalmente  a  la  propuesta  de  trabajo
basado en proyectos de su interés profesional.
Podemos  compartir  algunos  comentarios
hechos  por  nuestros  alumnos  al  finalizar  el
cursado, que dan cuenta de esto: 
- “Nos  encontramos,  en  primera
instancia,  frente  al  desafío  de pensar
en  algún  tipo  de  programa  que  nos
ayude  a  llevar  a  cabo  con  menor
dificultad alguna tarea relacionada con
nuestra  carrera.  Una  vez  que
decidimos  cuál  sería  la  tarea  que  el
programa  debería  realizar,  nos
encontramos  frente  a  otra  dificultad:
pensar  en  la  estructura  del  mismo  y
armarlo.  Creemos  que  estos
contenidos nos servirán para tener una
idea  general,  sobre  qué  es  el
pensamiento  computacional  o  la
algoritmia.  Esto,  nos  será  de  mucha
utilidad en un futuro, ya que cada vez,
se van introduciendo más y más estos
conceptos en el mundo del trabajo.”;
- “Creemos  completamente  que  los
contenidos  dados  sobre  pensamiento
computacional y algoritmia nos van a
ser  útil  al  finalizar  la  carrera  ya que
nos plantea nuevas formas de ver los
problemas  y  encontrarle  soluciones
más  sencillas  apoyándonos  en  la
tecnología”;
- “Creemos y esperamos que nos ayude
ya que es una nueva manera de pensar
y  ver  las  cosas  en  este  mundo  tan
tecnológico, que va a seguir creciendo
en cuanto a la tecnología y por lo tanto
cada  vez  más  vamos  a  tener  que
apoyarnos en este tipo de contenidos.”
Los  trabajos  realizados  por  los  estudiantes
han sido de calidad y mostraron la adquisición
de  los  conceptos  de  pensamiento
computacional. 
Consideramos  que  estas  primeras
experiencias son muy positivas y seguiremos
planteando  nuevas  estrategias  para  guiar  y
motivar a nuestros alumnos. 
4. FORMACIÓN DE RECURSOS
HUMANOS
El  equipo  de  trabajo  está  integrado  por  las
doctoras  Claudia  Deco  y  Pamela  Viale,  la
magister  Cristina  Bender  y  el  Licenciado
Sebastián Velázquez, todos investigadores de
la Universidad Católica Argentina. 
Dentro  del  marco  de  esta  línea  de  I+D,  el
Licenciado Velázquez cursa actualmente una
maestría en Educación.
Los  investigadores  de  este  grupo  realizan
constantemente  esfuerzos  para  volcar  los
conocimientos adquiridos en las carreras que
se dictan en nuestra  universidad a  través de
las actividades docentes.
La viabilidad del proyecto está sustentada en
los  avances  obtenidos  mediante  trabajos
previos  de  los  integrantes  en  el  área  y  su
interacción  con  otros  grupos  de
investigadores latinoamericanos [8].
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El  desarrollo  de  aplicaciones  web  se
conforma de la capa de presentación (FrontEnd)
y una capa de acceso a datos (BackEnd).
El  FrontEnd  trabaja  la  interfaz  visual,  y
hace  que  el  usuario  pueda  interactuar  con
nuestro  sitio  o  sistema.  Está  orientado  al
lenguaje  de  marcas  y  al  lenguaje  de
programación  web  de  ejecución  en  equipos
clientes. 
El Backend se encarga de la manipulación
de los datos, un BackEnd no sirve de mucho si
no  existe  un  FrontEnd  de  por  medio,  el
desarrollador  BackEnd  debe  de  conocer  de
bases  de  datos,  frameworks  y  aspectos  de
seguridad.  Él  debe  encargarse  de  que  la
información  que llega  desde el  FrontEnd,  sea
almacenada a una base de datos. Así mismo se
encarga  de  crear  API’s  para  que  sus  datos
puedan consumirse de manera cómoda y pueda
mejorar la experiencia del usuario [1].
El avance tecnológico obliga al profesional
de la informática, dedicado al desarrollo web, a
conocer  estos  términos  y  las  tecnologías
relacionadas.
El presente trabajo pretende centrarse en el
estudio y análisis  de estas tecnologías,  con lo
cual se pretende determinar cuáles son las más
usadas y relevantes en el ámbito laboral, y en
razón  de  ello,  fomentar  o  motivar  la
incorporación  de  sus  conocimientos  en  la
formación de los alumnos que están cursando
los últimos años de las carreras de informática.
Palabras clave:Tecnologías web, FrontEnd, 
BackEnd , cliente, educación
CONTEXTO
La presente investigación corresponde a la
“Tercera  Convocatoria  –  Proyectos  de
Investigación  orientados  a  la  Investigación
Básica y a la Investigación Aplicada en el área
de Informática de la Facultad de Ingeniería” el
cual fue aprobado por la Facultad de Ingeniería
de la Universidad Nacional de Jujuy.
1. INTRODUCCIÓN
En  el  ámbito  del  desarrollo  web,  el
FrontEnd  está  conformado  por  todas  aquellas
tecnologías que corren del lado del cliente, es
decir, todas aquellas tecnologías que corren del
lado del  navegador web,  generalizándose  más
que  nada  en  tres  lenguajes,  Html  ,  CSS  y
JavaScript. La persona encargada del FrontEnd,
trabaja con estas tres tecnologías,  aunque esto
no  significa  que  desconozca  como  trabaja  el
BackEnd (lado servidor),  ya que es  necesario
para  que  pueda  consumir  datos  y  pueda
estructurar  correctamente  un  maquetado  en
HTML y CSS para su mejor comodidad.
¿Qué es el FrontEnd?
FrontEnd se encarga de estilizar la página
de tal manera que la misma pueda presentar la
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información de forma agradable para el usuario
[2].  El  responsable  del  FrontEnd,  debe  de
conocer las técnicas de experiencia de usuario
para  brindar  una  mejor  interacción  entre  la
persona y la página que visita, así mismo debe
tener  conocimientos  de  diseño  de  Interacción
para colocar los elementos de tal manera que el
usuario  las  pueda  ubicar  de  forma  rápida  y
cómoda.
Existen muchas tecnologías relacionadas a
estos  tres  lenguajes  que  deben  ser  conocidas
por  el  desarrollador  FrontEnd.  Por  ejemplo,
para JavaScript existen Angular y BackboneJS,
los cuales se pueden apoyar en librerías como
AnimateCSS, JQuery y otras. También existen
lenguajes de transferencia de información como
XML, JSON y Ajax para hacer  solicitudes  al
servidor  sin  necesidad  de  refrescar  la  página
completa.
¿Qué es el BackEnd?
Se denomina BackEnd a la capa de acceso
a los datos de un software que no es accesible
para  el  usuario  final.  Además,  esta  capa
contiene  toda  la  lógica  de  la  aplicación  que
maneja  los  datos  [3].  Cabe  destacar  que  los
datos  de  una  aplicación  se  encuentran
almacenados en una base de datos dentro de un
servidor.
El responsable del BackEnd es la persona
que  trabaja  del  lado  del  servidor  y  debe
formarse  como  desarrollador  de  aplicaciones
web  o  como  desarrollador  de  aplicaciones
multiplataforma.  Debe  estudiar  los  diferentes
lenguajes de programación que son necesarios
para desarrollar su trabajo y según la empresa
en la que trabaje serán necesarios unos u otros.
Además, necesita conocer las interacciones con
diferentes bases de datos, saber las diferencias
entre  estas y  cualidades  de las  más utilizadas
[4].  Esto  no  significa  que  un  BackEnd  deba
desconocer  por  completo  el  trabajo  realizado
por  un  FrontEnd  sino  que  debe  poseer  los
conocimientos  necesarios  para  trabajar  en
equipo ya que ambos se complementan. 
La  persona  encargada  del  BackEnd  debe
tener  conocimientos,  según  el  lugar  donde
trabaje, de los lenguajes del lado del servidor,
como ser: Java, C#, PHP. Node.JS, entre otros.
Además,  de  aquellos  que  interactúan  con  la
base de datos, como ser: MySQL, PostgreSQL,
SQLServer, MongoDB, entre otras [5].
2. JUSTIFICACION DEL
PROYECTO 
El  interés  en  realizar  la  investigación
propuesta surgió al  observar que los recientes
graduados universitarios no poseían algunos de
los  conocimientos  que  las  empresas  de
desarrollo de software esperan de ellos hoy en
día.
Debido  a  los  grandes  avances  en  la
informática,  muchas de las tecnologías usadas
en la actualidad hicieron su aparición o tuvieron
mayor demanda en los últimos 2 o 3 años. Por
este  motivo,  muchos  de  los  graduados  se
encuentran  con  obstáculos  al  momento  de
iniciarse  en  el  ámbito  laboral  debido  a  que
carecen de algunos conocimientos que buscan
las empresas de software en un profesional en
la actualidad. 
Con  la  realización  de  este  proyecto  se
pretende  que  los  futuros  graduados  conozcan
cuales son las tecnologías vigentes en el ámbito
laboral y se motive en ellos la experimentación,
aplicación y uso de tales tecnologías mientras
transitan el cursado de sus carreras. También se
pretende que los  conocimientos  adquiridos  en
este  proyecto  puedan  ser  incorporados  en  las
materias  en  las  que  se  desempeñan  los
docentes.
3. OBJETIVOS GENERALES Y
PARTICULARES
Objetivos Generales
 Analizar y estudiar las tecnologías usadas en
la actualidad tanto en el FrontEnd como en
el BackEnd de un desarrollo web y que las
empresas de software requieren como parte
de  la  formación  de  un  profesional  de  la
informática.
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 Elaborar  un  documento  informativo  sobre
las  tecnologías  investigadas,  que
entenderíamos  como  necesarias  en  la
formación  del  futuro  profesional,  para  los
directores de las carreras de informática de
la Facultad de Ingeniería.
 Promover la actualización de los contenidos
curriculares de las asignaturas de las carreras
de informática de la Facultad de Ingeniería.
Objetivos Particulares
 Relevar  información  acerca  de  las
tecnologías actuales referidas al FrontEnd y
BackEnd de un proyecto de desarrollo web.
 Fortalecer  los  procesos  de  enseñanza  y
aprendizaje  de  las  materias  de  los  últimos
años y/o en aquellas en las que los docentes
de este proyecto se desempeñan, siendo en
ambos  casos,  materias  de  las  carreras  de
informática de la Facultad de Ingeniería.
 Promover  la  incorporación  de  los
conocimientos  de  las  tecnologías
investigadas  en  las  curriculas  de  las
asignaturas pertinentes. 
 Fomentar  la  realización  de  talleres  o
jornadas  de  actualización  para  alumnos  y
egresados  sobre  el  uso  de  las  tecnologías
investigadas.
 Socializar los resultados de este proyecto en
congresos de informática.
 Establecer  vínculos  con  las  empresas  de
software  factory  de  la  provincia  a  fin  de
favorecer  la  inserción  laboral  de  los
graduados  de  la  Facultad  de  Ingeniería  en
tales empresas.
4. RESULTADOS OBTENIDOS Y
ESPERADOS
Documento  informativo  sobre  las
tecnologías BackEnd y FrontEnd actuales  que
se entiende como necesarias en la formación del
futuro  profesional  para  los  directores  de  las
carreras  de  informática  de  la  Facultad  de
Ingeniería.
Transferencia  de  los  conocimientos
adquiridos  a  los  alumnos  y  docentes  de  las
carreras  de  Licenciatura  en  Sistemas  e
Ingeniería  Informática  de  la  Facultad  de
Ingeniería de la Universidad Nacional de Jujuy.
5. FORMACIÓN DE RECURSOS
HUMANOS
El proyecto está siendo desarrollado por un
equipo conformado por docentes investigadores
del  Grupo  de  Investigación  y  Desarrollo  en
Ingeniería de Software (GIDIS) de la Facultad
de  Ingeniería  de  la  Universidad  Nacional  de
Jujuy. La estructura del equipo de investigación
es la siguiente:
 Directora: Ing. Susana Graciela Pérez Ibarra.
 Codirector: Ing. José Rolando Quispe.
Investigadores: 
 Lic. Felipe Fernando Mullicundo. Categoría
de Investigación V.
Participa del proyecto un alumno avanzado
de la carrera de Ingeniería Informática:
 Daniel Alberto Lamas
Con  la  realización  de  este  proyecto  de
investigación se espera la consolidación de los
miembros  del  grupo  en  especial  del  alumno
como joven investigador. Además, el proyecto
brindará un marco propicio para la iniciación de
trabajos finales de grado de la carrera Ingeniería
Informática.
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 RESUMEN
Las  Tecnologías  de  la  Información  y  la
Comunicación  (TIC)  modifican  las  prácticas
sociales e influyen en diferentes ámbitos de la
vida  cotidiana.  En  la  actual  Sociedad  del
Conocimiento,  éste  se  entiende  subjetivo,
dinámico  y  producido  colaborativamente.  La
conectividad se constituye en un aspecto clave:
permite  a los individuos crear y distribuir  sus
propios  materiales,  incorporar  nuevas  ideas,
tecnologías y tendencias de uso, permitiendo a
los  docentes  adoptar  modelos  y  metodologías
innovadoras.  La  integración  de  la  tecnología
puede  promover  cambios  en  el  sistema
educativo  al  impactar  en  las  prácticas.  Los
Recursos  Educativos  Abiertos  (REA),  surgen
como  iniciativa  para  compartir  materiales
digitales disponibles en la web de forma libre y
gratuita,  utilizables  en el  ámbito académico y
de investigación de todo el mundo. A partir de
los  REA  surgen  las  Prácticas  Educativas
Abiertas (PEA), las que apoyan la producción,
utilización  y  reutilización  de  REA  de  alta
calidad  a  través  de  políticas  institucionales  y
modelos  pedagógicos  innovadores.  Con  la
adopción de las nuevas tecnologías se requiere
el  desarrollo  de  nuevas  teorías,  métodos,
enfoques  de  enseñanza,  evaluación  y
organización.  Las  relaciones  entre  las
pedagogías  emergentes  y  las  tecnologías
emergentes producen un doble vínculo: algunas
tecnologías  desarrolladas  sin  una  finalidad
educativa  específica  se  usan  con  fines
educativos  y  las  prácticas  pedagógicas  se
modifican  transformando  las  prestaciones
tecnológicas.  Las  tecnologías  emergentes
resultan mediadoras de los procesos de cambio
y  la  innovación  educativa  es  el  camino  para
avanzar  hacia  la  calidad.  Este  proyecto  tiene
por  objetivo:  Analizar,  diseñar  e  implementar
Modelos Pedagógicos y Estrategias Didácticas
para el desarrollo de PEA, aplicado a prácticas
educativas  innovadoras  con  tecnologías
emergentes, mediante la metodología propia de
la  Investigación-Acción  y  con  el  objetivo
amplio de explorar estrategias de mejora para el
sistema educativo y social. EL grupo de trabajo
se  plantea  un  doble  propósito:  el  de
investigación,  para  generar  conocimiento  y
comprensión y el  de acción,  para potenciar la
reflexión de las prácticas educativas. Se espera
que  docentes  de  distintos  niveles  educativos
experimenten  las  PEA  como  diseños
instruccionales y como objetos mediadores  en
la apropiación del conocimiento, para impactar
en los métodos y estrategias de enseñanza con
vistas  a  que  esas  prácticas  puedan  ser
replicadas.
Palabras clave: Innovación Educativa -
Tecnologías Emergentes - Prácticas Educativas
Abiertas
CONTEXTO
El presente trabajo se enmarca en el Proyecto
de  Investigación:  Innovación  educativa  con
Tecnologías Emergentes  en el contexto de las
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Prácticas  Educativas  Abiertas,  del
Departamento de Informática de la Facultad de
Cs.  Físico  Matemáticas  y  Naturales;
Universidad Nacional de San Luis, PROICO Nº
3-0420. Dicho proyecto es la  continuación de
diferentes  proyectos  de  investigación  de  esta
institución educativa a través de los cuales se ha
logrado  un  importante  vínculo  con  distintas
universidades  a  nivel  nacional  e  instituciones
educativas del nivel medio. Además, cuenta con
el reconocimiento del programa de incentivos.
1. INTRODUCCIÓN
Las  TIC  han  modificado  y  transformado  los
espacios públicos y las prácticas sociales en la
educación.  Diferentes  ámbitos  de  la  vida
cotidiana  están  influidos  por  esta
transformación.
Sin  dudas  el  conocimiento  ocupa  un  lugar
preponderante  en  la  sociedad  actual,  llamada
Sociedad del Conocimiento (SC). Begoña Gros
[1]  señala  que  una  de  las  consecuencias  más
importantes de la Sociedad del Conocimiento es
la transformación de los espacios y lugares para
el aprendizaje. Cambia, además, la expectativa
de  relevancia  y  validez  del  conocimiento.  Lo
que en el siglo XX se medía en ciclos de años y
décadas, se ha reducido a otros de meses y años
[2]. Por otra parte, Begoña Gros afirma que ha
cambiado  su  forma  de  producción:  “hemos
pasado de pensar en el conocimiento como algo
objetivo, estable, producido por expertos y que
se puede transmitir, a algo subjetivo, dinámico
y producido de forma colaborativa”. “Por ello,
está  marcado  por  la  disposición  de  poner  en
cuestión  las  percepciones,  las  expectativas
tradicionales  y  socialmente  aceptadas.  Las
reglas  y  evidencias  de  nuestra  sociedad  están
cada vez más sometidas a procesos de reflexión
[1].
El  movimiento  de  los  Recursos  Educativos
Abiertos  [3],  y  [4]  se  entiende  como  la
iniciativa  de  compartir  materiales  digitales
disponibles en la web de forma libre y gratuita,
para ser utilizados tanto en el ámbito académico
como de investigación de todo el mundo.
El  aporte  significativo  de  los  REA  es  su
potencial en la reutilización, dado que aumenta
la productividad de los sistemas de gestión de
aprendizaje  y  disminuye  los  costos.  Cabe
destacar que la construcción de estos recursos
digitales  es  compleja  y  su  calidad  puede
medirse según nos centramos en el producto o
en el proceso, en lo técnico o pedagógico. La
calidad está relacionada con la reusabilidad y es
posible  evaluarla  a  partir  de  la  aplicación  de
métricas  de  software.  Establecer  si  están
elaborados  adecuadamente  nos  permitirá
mejorar  los  procesos  de  creación  de  los
mismos.
Es a partir de los REA que emergen las PEA.
Diego Leal  Fonseca [5] entiende que son dos
las definiciones que se encuentran acerca de las
PEA. En resumen, podríamos expresar que son
prácticas educativas que apoyan la producción,
utilización  y  reutilización  de  REA  de  alta
calidad a través de políticas institucionales, que
promueven modelos pedagógicos innovadores y
el respeto y la autonomía de los alumnos, como
co-productores  en  su  camino  hacia  el
aprendizaje permanente.
Comprender  qué  son  las  PEA  contribuye  a
alternativas  que  fortalecen  la  educación  y
brindan  la  posibilidad  de  expandir  los
conocimientos de una manera accesible. En un
modelo  educativo  interconectado  las  PEA
tienen el  potencial  de ofrecer oportunidades y
experiencias  de  aprendizaje  dentro  de  una
amplia variedad de contextos tan diversos como
sea  necesario.  Se  han  convertido  en  una
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tendencia educativa creciente basada en el uso
de TIC [6].
En  este  sentido,  las  tecnologías  emergentes
resultan  mediadoras  de  estos  procesos  de
cambio,  al  permitir  espacios  de  interacción  y
reflexión  desde  el  acceso,  la  producción  y  el
intercambio de contenidos. Esta visión entiende
que  el  docente,  además  de  acceder  al
conocimiento disponible, se constituye en autor
y productor desde su propio contexto de acción.
Así, la innovación educativa es el camino para
avanzar  hacia  la  calidad,  y  las  tecnologías
digitales  son  la  herramienta  para  movilizar
acciones que lo hagan posible partiendo de la
acción  y  la  reflexión  en  su  propia  práctica,
desde el trabajo con otros.
En función de lo precedente este proyecto tiene
por  objetivo  analizar,  diseñar  e  implementar
Modelos Pedagógicos y Estrategias Didácticas
para el desarrollo de PEA, aplicado a prácticas




En  cuanto  a  los  resultados  que  se  pretende
lograr y la contribución del proyecto, este grupo
de investigación se plantea un doble propósito:
el  de  acción,  para  potenciar  la
reflexión  de  las  prácticas  educativas;  y  el  de
investigación,  para  generar  conocimiento  y
comprensión.
Dado  que,  el  diseño  de  investigación  elegido
responde  a  la  metodología  propia  de  la
Investigación-Acción, se propone intensificar la
promoción  de  la  apropiación  de  las  PEA.  A
partir  de los  talleres  de  sensibilización-acción
se trabajará con las instituciones  educativas  y
los  docentes  interesados  en  participar  de  la
investigación.
Esta metodología requiere un nivel elevado de
participación  de  los  docentes,  de  manera  que
lejos  de  ser  meros  informantes,  éstos  se
benefician  de  la  construcción  conjunta  del
conocimiento, así como de la incorporación de
técnicas de recolección y análisis de datos en su
propia  labor  de  investigación,  como  co-
investigadores en el aula.
3. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN
Las principales líneas de trabajo abordadas son:
 Modelos Pedagógicos y Estrategias Didácticas
para el desarrollo de PEA.
Las  prácticas  educativas  innovadoras  con
tecnologías Emergentes a partir de la reflexión
sobre la propia práctica.
La difusión de las  PEA a fin de promover  el
intercambio y discusión acerca de las prácticas
educativas  innovadoras  con  tecnologías
emergentes diseñadas y desarrolladas a partir de
la investigación-acción. 
Herramientas  de  software  libre  que  permitan
desarrollar REA y dar soporte a las PEA.
Las  Plataformas  de  Software  Libre  que  dan
soporte  tecnológico  a  las  innovaciones
adoptadas en los diferentes ciclos del proyecto
de investigación.
4. FORMACIÓN DE RECURSOS 
HUMANOS
Dentro del proyecto de investigación, se están
llevando a  cabo,  por  un  lado,  pasantías  de
investigación  con  docentes  de  instituciones
educativas de nivel medio y universitario.  Por
el  otro,  varias  tesis  de  posgrado,
XXIII Workshop de Investigadores en Ciencias de la Computación 353
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
correspondientes a Maestrías que se dictan en la
UNPA,  UNC,  UNSL  y  en  especial  en  la
Maestría en Enseñanza en escenarios digitales,
interinstitucional  con  modalidad  a  distancia.
Ofrecida  en  el  marco  de  la  Asociación  de
Universidades Sur Andina.
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Resumen
En el marco de SIED UNSJ, coordinado
por  Mg.  Rosa  Pósito,   surgen  dos
capacitaciones:  Curso  Taller  de
Estudiantes  Tutores  /Tutores  Guías/
Ayudantes  y  Curso  Taller  Docentes  de
Ingreso  para  toda  la  UNSJ,  dictadas
secuencialmente  a  niveles  de  tiempos,
donde el resultado obtenido en la primera
capacitación es usado como insumo para
la  segunda  capacitación,  quienes
evaluaron lo realizado en la capacitación
anterior.
Estas  actividades  de  capacitación
académica  tienen  su  innovación  y
sustento  teórico  en  la  articulación  de
distintos  proyectos  de  investigación  que
se proponen colaborar en especial con el
momento  en  que  los  estudiantes
aspirantes  a  ingresar  a  la  UNSJ  están
decidiendo  su  carrera  por  medio  de  los
Cursos  de  Ingreso  que  brindan  las
distintas Facultades y Escuela de Ciencias
de  la  Salud..  El  diseño  innovador  se
presenta  en  el  enfoque  de  meta-modelo
pedagógico  elegido  de  aprendizaje
inverso/invertido/aula  inversa  on-line  en
articulación  con  el  diseño  de  aula
tradicional  en  un  entorno  Moodle,  de
SIED  UNSJ  mostrando  claramente  la
complementariedad de ambos modelos y
en  el  equipo  interdisciplinario  de
Profesores e Investigadores de UNSJ, de
las distintas unidades académicas.
Palabras clave: Educación a distancia.
Sistema  Institucional  de  Educación  a
Distancia. SIED UNSJ. Docentes Ingreso.
Tutores  Ingreso.  Aprendizaje
inverso/Aula  inversa  on-line.
Interdisciplinariedad.
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Contexto 
Este trabajo se enmarca en la experiencia 
de autoría, diseño e implementación de 
dos capacitaciones: Curso Taller de 
Estudiantes Tutores /Tutores Guías/ 
Ayudantes y Curso Taller Docentes de 
Ingreso para toda la UNSJ, donde 
intervienen con sustento teórico los  
proyectos de investigación financiados 
por la Universidad Nacional de San Juan. 
Focalizadas ambas en la temática Uso de 
la herramienta Moodle. Los proyectos de 
investigación intervinientes son: Proyecto
Marco de Referencia para la formulación,
gestión e implementación de carreras de 
pregrado, grado y posgrados en la opción 
pedagógica a distancia según el SIED 
UNSJ de la FCEFyN-UNSJ Directora 
Mg. Rosa Pósito, co director Esp. Ing. 
Leiva Alfredo. Participa coordinando y 
gestionando estas propuestas de 
capacitación la directora Mg. Rosa Pósito 
y coordinadora general de SIED UNSJ. 
En articulación con los proyectos: El 
compromiso de la universidad con la 
promoción de la innovación en la 
formación de profesionales universitarios 
de la FI UNSJ. Directora: Mg. Martinez 
Dávila, Liliana, codirectora Mg. Carestia, 
Nirva  Ana. Participa en esta propuesta 
como integrante del proyecto Prof. Esp. 
Ana Dominguez. Junto al Proyecto 
Propuestas de enseñanza innovadora con 
aprendizaje invertido, proyectos 
inclusivos, retos, gamificación, ubicuidad,
en Web 4.0: Fortaleciendo la red 
EDUSyT  (Educación, Subjetividades y 
Tecnología) articulando con contextos 
educacionales de Secundaria Rural 
FFHA-UNSJ, aplicados a estudiantes, 
directora Mg. Emilse Carmona, co 
directora Mg. Silvia Dipp. Participa en 
esta propuesta la directora Mg. Emilse 
Carmona y una integrante del equipo Mg.
Luciana Buteler. También Proyecto 
Tecnologías de la Información y 
comunicación y resilencia educacional . 
Nuevas didácticas para nuevos 
escenarios. Directora Tamara Abigail 
Bitar. Co director: Mario Gutiérrez. 
Participa en esta propuesta el codirector 
Dr. Mario Gutierrez. Por último 
articulando  con distintos referentes de 
SIED UNSJ y sus componentes Area 
Tecnológica Esp. Ana Dominguez; area 
Pedagógica Comunicacional Mg. Emilse 
Carmona, Esp. Isabel Canto, Mg. Luciana
Buteler,  con referentes de FACSO Ing. 
Marcelo Pickelny, y Dr. Mario Gutierrez, 
area Diseño de Materiales Ing. Sebastián 
Godoy, Lic. Silvina Balmaceda y 
coordinadora general de SIED UNSJ Mg. 
Rosa Pósito. 
Introducción
El  diseño  innovador  se  presenta  por  el
equipo interdisciplinario que participa en
el mismo, e implícitamente en el enfoque
del meta- modelo pedagógico elegido de
aprendizaje inverso/invertido/aula inversa
on-line  en articulación  con el  diseño de
aula  tradicional  en  un  entorno  Moodle,
mostrando  claramente  la
complementariedad  de  ambos  modelos
para el logro de los objetivos “aprender a
crear, diseñar y evaluar en un aula virtual
creada en la plataforma Moodle de SIED
UNSJ; diseño innovador pedagógico que
permite  el  aprendizaje  ubicuo,
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colaborativo  e  inclusivo,  e  implica  un
proceso mental de anticipación, ya que se
trabaja sobre la representación de aquello
que se busca promover que suceda. 
La innovación  es a niveles pedagógicos 
en esta experiencia podemos 
caracterizarla de la siguiente manera:
1-  Se  interrelacionan  dos  enfoques  a
nivel de planificación de la estructura
del  aula,  conformando  una
planificación híbrida:  Siguiendo diseño
tradicional  con el  enfoque al  interno de
Aprendizaje  inverso/aula  inversa  on-line
(Curso Taller Estudiantes Tutores/Tutores
guías/  Ayudantes)  y  el  enfoque  de
Aprendizaje  inverso/aula  inversa on line
(Curso Taller Docentes de ingreso UNSJ)
según  planificación  de  la  red  Flipped
Learning  Global.  El  modelo  híbrido  se
produce  por  la  conjunción  de  dos
modelos  pedagógicos  que  si  bien  la
primera tiene un enfoque tradicional por
temática  al  abordar  en  su  interior  las
mismas  desde  el   enfoque  de  meta-
modelo Aprendizaje inverso/Aula inversa
on-line,  entregando  con  anticipación  los
materiales  tutoriales,  y  destacando  la
necesidad  del  espacio  individual  del
estudiante,  como  el  espacio  grupal
colaborativo. En la segunda capacitación
se  estructura  directamente  desde  el
enfoque del meta-modelo de Aprendizaje
Inverso/Aula  inversa  on-line
proporcionado por la estructura basada en
la red Flipped Learning Global, a través
del conocimiento impartido por Dr. Raúl
Santiago, que junto a Jon Bergmann y a
otros  expertos  de  la  red  internacional,
generosamente,  ante  la  Pandemia
mundial,  han  querido  donar  parte  de  su
tiempo  para  organizar  un  mini  curso
introductorio  que  permita  pensar  el
Aprendizaje  inverso/Invertido/Aula
inversa  en  e-learning.  En  febrero/marzo
2021  los  Tutores,  Tutores  guías  y
Docentes están dictando y acompañando
a los estudiantes de Ingreso de la UNSJ
de todas las facultades.
2- Un aula virtual donde se desarrollan
dos  cursos  taller: El  aula  virtual  se
estructuró en dos grandes bloques: Taller
de  Estudiantes  Tutores/Tutores
Guías/Ayudantes  y  bloque  de  Curso
Taller  Docentes  Ingresantes.  El  primer
bloque,  con  planificación  de  enfoque
tradicional  por  temática  disciplinar  a
abordar  combinado  con  Aprendizaje
inverso/Aula inversa on-line conformado
por  cuatro  pestañas:  Presentación/  Foro/
Tarea/  Cuestionario.  Al  interno  de
Presentación  se  realiza  un  espacio  de
Bienvenida  y  se  configura  la  etiqueta
Consultas  y  Comunicación,  con Sala  de
videoconferencias  Big blue botton,  chat,
foro  de  consultas,  hoja  de  ruta  con  la
presentación  del  taller.  En  las  Pestañas
Foro/Tarea/Cuestionario  se  estructuraron
las  temáticas  planteadas  por  etiquetas  y
estrategias  de  aprendizaje  aplicando  el
enfoque  del  meta-modelo  Aprendizaje
Inverso/Aula Inversa on-line,  precisando
los  dos  espacios  que  el  estudiante  debe
vivenciar  llamando  a  las  etiquetas
Actividad  Individual  /  Actividad  Grupal
Colaborativa.
 En  el  otro  bloque  Curso  Taller  para
Docentes  se estructuró con planificación
de  enfoque  meta-modelo  Aprendizaje
Inverso/Aula  inversa  on-line,
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estableciendo  las  pestañas  Antes  (Antes
de  la  clase  en  videoconferencia,
totalmente  asincrónico)  /  Durante
(espacio  de  presencia  en  la  no
presencialidad  en  sincronía  combinado
con  interacciones  asincrónicas/  Después
(después  de  sincronía  totalmente
asincrónico) / Evaluación (con tres tipos
de  evaluación:  autoevaluación,  co-
evaluación  y  siempre  evaluación
formativa)/ Conclusión En este espacio se
coloca un pensamiento que permita darle
cierre  y  a  la  vez  plantear  interrogantes
que  generen  el  deseo  de  seguir
profundizando  en  la  temática  planteada
como puentes a nuevos conocimientos.
3.  Las actividades planificadas para la
capacitación se articulan con las teorías
del aprender hacer y en la innovación
de  enseñar  a  diferentes  áreas
disciplinares.
“Se trata entonces de aprender a hacer, y
bien, lo que nunca se hizo a gran escala
en  nuestro  continente:  una  escuela  cuya
finalidad  central  sea  el  aprendizaje  de
todos;  una  pedagogía capaz de inspirar y
reunir  a  los  profesores  en  torno  a  un
proyecto  coherente con objetivos  claros;
una  didáctica  inspirada  en  concepciones
de aprendizaje más contemporáneas en el
cual el objeto de conocimiento y el objeto
de  enseñanza  finalmente  se  reconcilien”
(Namo  de  Mello,  2005:  26,  en
GUTIÉRREZ, M.; PIEGAIA, L. ,  2018:
323). 
3. Esta capacitación brinda la posibilidad
de dar a conocer el uso de Moodle a  171
destinatarios  en  un  mismo  aula  virtual,
(entre Estudiantes Tutores/Tutores guías/
Ayudantes y Docentes de ingreso de toda
la Universidad Nacional de San Juan).
Se  presenta  el  rol  del  Tutor  Coach  en
aulas virtuales,  como una nueva manera
de  acompañar  a  los  estudiantes  en  el
ingreso a la UNSJ, fortaleciendo no solo
lo  disciplinar  sino  también  la
emocionalidad  en  épocas  de  Pandemia,
cuando fuera necesario,  se les enseña la
importancia de la tutoría coach individual
y grupal o en equipos.
4.  Articulación  entre  capacitaciones  y
proyectos de investigación: El resultado
obtenido por  la  capacitación  Estudiantes
Tutores/Tutores  guías/Ayudantes  es
utilizado por la capacitación de Docentes
de Ingreso para realizar  las  prácticas  de
evaluación  de  los  mismos,  utilizando
como insumo lo  trabajado  en  la  primer
capacitación. Se produce una articulación
que  permite  la  sinergia  entre  ambas
capacitaciones desde una planificación de
aula  virtual  que  llamamos  híbrida  y
también la articulación de distintas líneas
de  investigación  para  impactar  en  la
comunidad  sanjuanina  a  través  de  la
extensión por medio de Cursos de Ingreso
de las  distintas  facultades  y EUCS para
los  estudiantes  que  desean  ingresar  a
UNSJ:.
5. Destacar el equipo interdisciplinario de
investigadores  y  profesores  de  distintas
facultades  que  han  intervenido  como
formadores  en  ambas  capacitaciones
articulando  SIED UNSJ,  a  través  de  su
coordinadora general de SIED UNSJ Mg.
Rosa Pósito, con representantes de la red
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EDUSyT  (Educación,  Subjetividades  y
Tecnología)  de  la  facultad  FFHA como
coordinadora  Mg.  Emilse  Carmona  e
integrante  Mg.  Luciana  Buteler
fortaleciendo dicha articulación al  Curso
Taller Estudiantes Tutores, tutores guías,
ayudantes, coordinado por Prof. Esp. Ana
Dominguez,  en  forma  conjunta  con  la
capacitación del Curso Taller Docentes de
Ingreso  de  UNSJ  coordinado  por   Mg.
Emilse  Carmona.  Ambas  capacitaciones
se pudieron llevar a cabo junto al equipo
de docentes interdisciplinario conformado
por  Representantes  del  equipo  base  de
SIED UNSJ  Ing.  Ana  Dominguez,  Esp.
Isa  Canto,  Lic  Silvina  Balmaceda,
Representantes  del  equipo  base  de
FACSO  en  SIED  UNSJ  Dr.  Mario
Gutierrez,  Ing.  Marcelo  Pickelny.
Representantes del equipo base de FFHA
en  SIED  UNSJ  Mg.  Emilse  Carmona,
Mg.  Luciana  Buteler,  Representante  del
equipo  base  de  FI  en  SIED UNSJ  Ing.
Sebastián Godoy.
Los objetivos teóricos y experimentales
Podemos  destacar  de  cada  uno  de  los
proyectos de investigación los siguientes
objetivos teóricos experimentales:
Proyecto  a)  Generar  mecanismos
operativos que faciliten la articulación de
las  Unidades  Académicas  con  el  área
EAD de la Universidad. 
Proyecto  b)  Fortalecer   las  acciones  de
seguimiento y tutoría a los ingresantes  a
través  de  la  capacitación  a  los  tutores
guías ( estudiantes de los años superiores
de cada carrera)  
Proyecto  c)  Fortalecer  la  red  EDUSyT
(Educación, subjetividades y Tecnología)
en el ámbito de la FFHA UNSJ.. Gestar
comunidades  académicas  y  de
investigación  entre  profesores  de  la
FFHA  y  UNSJ  que  intercambien
experiencias relacionadas con la temática
del proyecto.
Proyecto  d)  Analizar  algunos  de  los
tópicos  fundamentales  del  Principio
Aprender  a  Hacer  y  de  la  Resiliencia
Educacional rescatando la perspectiva de
los/as participantes (estudiantes, docentes
e investigadores/as).
La contribución en la formación de 
Recursos Humanos
El estudio de los informes de la UNESCO
permite conjugar varios componentes del
sistema  educativo  ya  que  son instancias
indicadoras  del  proceso  de  enseñanza-
aprendizaje  como  de  las  diferentes
modalidades  de  actuación  de  los
profesores  y  estudiantes.  Éstos  se  han
transformado  en  un  ámbito  de  interés
porque  se  constituyen  como  actores
relevantes y protagónicos en los trayectos
desplegados en los sistemas de educación
universitarios.  Desde  el  Sistema
Institucional  de  Educación  a  Distancia
(SIED)    se  brindan  espacios  de
formación  para  adquirir  destrezas  y
habilidades en el uso de las herramientas
que  provee  el  sistema  Moodle
(PICKELNY M. 2021). 
Aprendizaje  inverso/Aula  inversa
evoluciona  con  la  pandemia   a
Aprendizaje inverso/Aula inversa on-line.
Es durante este proceso de planificación
híbrida,  entonces,  que  las  docentes
coordinadoras se encuentran junto con sus
equipos  interdisciplinarios,   frente  a  la
necesidad de tomar decisiones  sobre los
diferentes  aspectos  involucrados  en  la
enseñanza  de  los  contenidos  de  las
capacitaciones  al  pensar  la  estructura
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según un enfoque elegido: Hibridación en
el  diseño  del  aula  virtual,  articulación
entre  distintos  modelos  pedagógicos
Tradicional  y  Aprendizaje  Inverso/Aula
Inversa on line centrado en el estudiante o
docente  participante;  metodologías
activas  que  acompañaron  este  proceso,
aplicando el aprender a Hacer con mirada
inclusiva
Resultados 
Se capacitaron 171 participantes entre las
dos capacitaciones entre Alumnos Tutores
y Tutores guía y Docentes de Ingreso de
la UNSJ. 
Acciones de transferencia en la UNSJ
En el mes de febrero los destinatarios han
dictando y acompañando los cursillos de
ingreso a UNSJ aproximadamente  a 730
ingresantes  en  Facultad  de  Ingeniería
(FI),  a  1900  ingresantes  en  Escuela
Universitaria  de  Ciencias  de  la  Salud
(EUCS), a 3280 en Facultad de Ciencias
Sociales (FACSO), a 1020 ingresantes en
Facultad  de  Ciencias  Exactas,  Físicas  y
Naturales, a 2002 estudiantes en Facultad
de  Filosofía,  Humanidades  y  Artes
(FFHyA)  y  433  de  Facultad  de
Arquitectura,  Urbanismo  y  Diseño
(FAUD)
La definición y aprobación del SIED por
un  Consejo  Superior  da  cuenta  de  un
ejercicio  muy  interesante  en  el  que  se
lograron  nuevos  consensos  y  la
confirmación  de  propuestas  basadas  en
construcciones  previas..(González  A  y
Roig H (2018, pág.5). La impronta de la
comunicación eficaz en espacios virtuales
de aprendizaje permitirá potenciar no solo
la presencia social,  docente, y cognitiva,
sino fortalecer los lazos comunicacionales
con nuestros  estudiantes,  potenciando el
redescubrir  su  ingenio  creativo  y
genialidad  dormida  por  el  exceso  de
información  (CARMONA,  E.  2016,pág.
35).
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La  deserción como problema en el nivel 
universitario representa una preocupación 
constante, se incrementa año a año y toma 
mayor importancia en el 2.020 con la situación 
de pandemia. Aunque se viene analizando 
numerosas soluciones y en la búsqueda 
constante de alternativas que permitan 
disminuirla. Con la integración generalizada 
de las plataformas virtuales de aprendizaje en 
el proceso educativo el volumen de datos 
recogidos creció exponencialmente. Permitió 
registrar cada acción realizada por los 
estudiantes lo que posibilitará la 
materialización de perfiles y el análisis de 
factores que influyen directamente en el 
rendimiento académico. Para el procesamiento 
de estos datos educativos se propone la 
utilización de redes neuronales artificiales 
(RNA) y el desarrollo de experimentaciones 
para que lo resultados permitan la predicción 
de los posibles desempeños académicos de los 
estudiantes y la detección de aquellos se que 
encuentran en riesgo de abandono. El objetivo 
principal que se plantea la investigación es la 
disminución de la deserción basado en los 
resultados obtenidos de la implementación de 
las RNA. Se espera que esta predicción 
permita al docente actuar adecuadamente en 
temas puntuales e influir positivamente en el 
desempeño académico de los estudiantes. 
 





El presente trabajo de investigación se 
enmarca dentro de las actividades de la tesis de 
maestría que se desarrolla conjuntamente con 
tareas dentro de los centros de investigación de 
informática y estadística aplicada de la 
Facultad de Ciencias Exactas y Naturales 
(FACEN) - Universidad Nacional de 
Catamarca (UNCA), en el marco del sistema 
de investigación, desarrollo e innovación. A 
demás, los datos a procesar se obtuvieron de 
las actividades virtuales realizadas por los 
estudiantes que cursan las asignaturas 
seleccionadas en diferentes sedes (San 
Fernando del valle de Catamarca, 
Departamento Ancasti y San Miguel de 
Tucumán). Los docentes del equipo de 
investigación realizan sus actividades en los 
campus universitarios de origen y están a 
cargo de asignaturas de las carreras del área 
informática de la FACEN de la UNCA. y de la 
Facultad de Ciencias e Ingeniería de la 
Universidad Nacional del Sur (UNS). 
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1 .INTRODUCCIÓN 
 
Sin duda el año 2.020 afectó profundamente la 
vida de las personas a nivel global, 
produciendo cambios que parecían imposibles 
e impensados hasta el momento [8]. Algunos 
aspectos tan importantes como la educación se 
vieron afectados profundizando y acelerando 
procesos tales como la virtualización haciendo 
que las instituciones educativas se aferren  a él 
como si fuera la panacea [9]. Como una 
consecuencia lógica de este proceso se produjo 
el inesperado crecimiento en la generación y 
almacenamiento de datos que representan las 
actividades virtuales (únicas posibles) en 
entornos de aprendizaje mientras el estudiante 
utiliza las diversas plataformas elegidas por 
cada institución educativa [10]. Además, otra 
consecuencia no deseada la representa la 
deserción, aunque si bien es un problema 
compartido por todos los niveles educativos, 
en particular en el universitario se vio 
incrementado de forma preocupante durante el 
proceso pandémico sufrido [11]. Se debe tener 
en cuenta que además de los factores que 
afectaron en años anteriores ahora se les 
suman otros nuevos como la imposibilidad de 
acceder a una conexión de internet, no contar 
con los dispositivos adecuados para el 
desarrollo de las actividades por nombrar 
algunos [9]. Esta situación viene siendo 
analizada desde años anteriores y 
desarrollando diferentes acciones en pos de 
lograr una disminución efectiva de la misma 
[11]. Hoy en día se presenta la oportunidad, 
como nunca antes, de analizar cada acción 
realizada por los estudiantes mientras se 
desenvuelven en las plataformas virtuales de 
aprendizaje. El volumen de datos generado es 
tan detallado y voluminoso que sólo puede ser 
procesado utilizando herramientas de Data 
mining y Big data [2].  
Es de esperar que las instituciones educativas 
deseen abordar la deserción antes de que ésta 
ocurra concretamente. Para lo cual es 
necesario realizar un proceso de predicción de 
cómo será el desempeño de los estudiantes 
basado en datos iniciales  e intermedios que 
permitan detectar a aquellos que se encuentran 
en riesgo de abandono. Esta predicción se 
considera un aviso que permitirá al docente 
actuar adecuadamente apoyando a estos 
estudiantes en temas puntuales que le permitan 
influir positivamente en su desempeño. 
El data mining está compuesto por numerosas 
técnicas que tienen como objetivo el buscar 
patrones e información relevante y oculta 
dentro de los datos almacenados en grandes 
bases de datos [6]. Actualmente los diferentes 
programas disponibles para la aplicación de las 
técnicas de data mining facilitan la tarea del 
procesamiento de grandes volúmenes de datos. 
En particular los datos educativos representan 
un campo especial para su procesamiento y la 
búsqueda de patrones tanto en las actividades 
como en el análisis de los resultados 
intermedios obtenidos por los estudiantes. 
Dentro de los datos disponibles se encuentran 
detalles tan precisos como la cantidad de 
accesos a los materiales virtualizados, tiempo 
de permanencia en foros, participaciones, 
creación de temas nuevos, aportes a las tareas 
en los grupos, cantidades de consultas y 
respuestas de preguntas realizadas por otros 
estudiantes, entre muchos otros. Antes del  
procesamiento de estos datos se debe realizar 
un proceso de adecuación, como por ejemplo: 
borrado de datos incompletos, erróneos o 
innecesarios y la selección de aquellos 
atributos que se consideren más 
representativos del perfil del estudiante. Del 
procesamiento de los datos puede extraerse 
información que correctamente interpretada 
seguramente favorecerá el proceso educativo y 
servirá como guía al docente en la toma de 
decisiones. Esta rama del data mining que 
procesa datos educativos se denomina 
Educational data mining (EDM)[1] que se 
aplicará a datos relacionados con el 
desempeño académico generados en 
plataformas Learning Management System 
(LMS).  
El análisis de datos educativos puede 
realizarse desde distintos enfoques de acuerdo 
a las técnicas que se apliquen, estos son: 
descripción [3], predicción [4], segmentación 
[5]. 
Para este caso particular, las técnicas que se 
agrupan en la predicción tienen como objetivo 
el establecer un modelo que represente a los 
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datos y que permita estimar los valores que 
pueden tomar a futuro las variables analizadas, 
en el caso de su aplicación a datos educativos 
los atributos iniciales de los estudiantes son 
analizados por estas técnicas obteniéndose 
resultados que le predicen al docente como 
puede llegar a ser el desempeño académico 
durante las actividades a realizar. Estas 
predicciones se basan en el análisis de los 
datos históricos, iniciales y resultados 
intermedios que van obteniendo los 
estudiantes durante el desarrollo del contenido 
de la asignatura [4].  
Unas de las técnicas más utilizadas para la 
predicción son las redes neuronales artificiales 
(RNA), constituyen algoritmos 
computacionales inspirados en las redes 
neuronales biológicas, comportándose de 
forma similar a las mismas en sus funciones 
más comunes. Las RNA son entrenadas para 
aprender, generalizando resultados y 
extrayendo patrones de un conjunto de datos 
[7]. 
Los investigadores vienen trabajando en el 
desarrollo de nuevos prototipos de redes 
neuronales basados en el tipo de problema a 
resolver. Para los problemas de predicción las 
arquitecturas más utilizadas son las 
denominadas perceptrón de múltiples capas, en 
ellas se produce el aprendizaje mediante un 
proceso denominado  “retro propagación del 
error”, que se basa en obtener el mínimo de 
una función de error calculada a través de la 
salida del sistema y el modelo obtenido por el 
entrenamiento de la red [7]. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
Este trabajo presenta las expectativas en 
cuanto a los resultados que se obtendrán de las 
experimentaciones previstas para su 
realización sobre la base de datos de los 
estudiantes de carreras de informática de 
primer año. Esta base se encuentra en la etapa 
de preprocesamiento y determinación de los 
variables y atributos más representativos de la 
performance desarrollada por los estudiantes 
en las asignaturas con contenidos básicos de 
programación. Representa parte de las 
actividades a realizar en la tesis de maestría en 
Ciencias de la Computación, en donde se 
investiga los aportes del data mining como 
disciplina, al proceso educativo. 
Particularmente esta herramienta se orienta a 
prevenir la deserción utilizando su 
característica predictiva. 
Si bien los resultados obtenidos serán 
presentados dentro de la tesis de maestría, 
posteriormente las experiencias se aplicaran en 
las actividades de asignaturas que aportaron 
los datos necesarios al proceso. En general el 
tema del procesamiento de los datos se viene 
analizando en distintos trabajos y 
presentaciones en congresos y reuniones 
científicas que van demostrando los avances y 
aportes encontrados mientras se desarrollan las 
actividades previstas en el plan de tesis. 
 
Los objetivos principales son: 
 
 Demostrar la capacidad predictiva de las 
redes neuronales artificiales en el 
procesamiento de datos educativos. 
 Promover la utilización de esta 
herramienta como apoyo a la disminución 
de la deserción en las carreras de 
informática de la FACEN-UNCA. 
 Comprender los procesos mentales que 
permiten a los estudiantes la construcción 
de conocimiento en programación. 
 Experimentar con la selección de atributos 
que representen fehacientemente el perfil 




Con esta investigación se busca proponer a las 
redes neuronales artificiales como una 
herramienta que permitirá realizar 
predicciones sobre el rendimiento futuro de los 
estudiantes basados en datos históricos, 
iniciales e intermedios. Además de dar una 
base cierta para la toma de decisiones por parte 
de los docentes en cuanto a varios aspectos 
importantes del proceso educativo de modo 
que permitan una disminución concreta de la 
deserción de estudiantes en carreras de 
informática de la FACEN-UNCA. 
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El estudio de los resultados que se obtengan de 
la aplicación de las RNA sobre datos 
educativos se estima que permitirá intervenir 
precisamente sobre los estudiantes detectados 
para mejorar su desempeño y evitar la 
deserción de los mismos. Particularmente para 
en este estudio se utilizarán datos de 
asignaturas con contenidos básicos de 
programación de las diferentes carreras y 
subsedes de la FACEN–UNCA. Como 
corolario de esta investigación se estima el 
poder aportar una herramienta más para 
abordar la deserción desde una mirada 
científica que pueda ser aplicada por docentes 
para confirmar su validez. 
  
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
Algunos de los autores del trabajo se 
encuentran en la etapa de desarrollo de sus 
tesis de posgrado en  carreras relacionadas 
con el tema de investigación, como la 
Maestría en Ciencias de la Computación en 
donde el Mgter. Sosa Marcelo Omar 
Diógenes desarrolla actualmente la tesis 
denominada: “Aportes de data mining a la 
mejora del proceso educativo con blended 
learning: formalización y 
experimentaciones” que se realiza con la 
dirección del Dr. Chesñevar Carlos Iván 
perteneciente a la Universidad Nacional del 
Sur (UNS).  Además el investigador se 
encuentra en la etapa de planificación de su 
tesis doctoral en el área de minería de datos 
en el Doctorado en Ciencias dictado en la 
(FACEN) en convenio con la (UNS). 
La Docente Investigadora Esp. Sosa 
Bruchmann  Eugenia Cecilia desarrolla su tesis 
en la carrera Maestría en Ingeniería en 
Software de la Universidad Nacional de San 
Luis denominada “La experiencia del usuario 
desde un nuevo enfoque para el desarrollo de 
productos interactivos: el comportamiento 
emocional del usuario y la importancia de los 
atributos estéticos” dirigida por el Dr. Germán 
Montejano. Los docentes investigadores 
desarrollan actividades de dirección de tesis de 
la carrera de Licenciatura en Tecnología 
Educativa de los siguientes estudiantes: Varela 
Marino del Valle cuya tesis se denomina 
“Análisis del impacto de un aula virtual en el 
proceso de enseñanza y aprendizaje en la 
escuela de educación técnica Nº 7 José 
Alsina Alcobert”, Tolaba Rodrigo Alejandro 
desarrolla la tesis denominada: “Aplicación 
del modelo Van Hiele a la enseñanza de 
triángulos con geogebra”. y Santillán Mario 
de la carrera Especialización en docencia 
universitaria en disciplinas tecnológicas donde 
desarrolla la tesis denominada : “Diseño de 
simulador para el desarrollo de destrezas de 
programación” 
 
Además desarrollan las siguientes 
actividades: 
 
 Dirección de proyectos de investigación 
denominado: “Digitalización de 
materiales didácticos para la enseñanza de 
la programación”. 
 Investigadores pertenecientes a los centros 
de investigación e innovación de la 
FACEN-UNCA. 
 Producción de artículos científicos para su 
presentación en congresos locales, 
nacionales e internacionales. 
 Dictado y participación en cursos de 
actualización sobre los diferentes temas de 
investigación de área de cada docente. 
 Integrantes de la revista de ciencias de la 
Facultad de Ciencias Agrarias de la 
UNCA. 
 Actualización y capacitación permanente 
de los investigadores en talleres o 
workshop relacionadas con el tema del 
trabajo. 
 Participación de los investigadores como 
consultores en proyecto afines que se 
desarrollan en la FACEN en distintas 
áreas. 
 Examinadores de trabajos finales en las 
diferentes carreras que se dictan en la 
FACEN- UNCA. 
 Dirección de tesis y tesinas finales de las 
carreras de computación, informática y 
Licenciatura en tecnología educativa. 
 Planificación de seminarios  para 
docentes en temas relacionados con la 
investigación. 
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 Participación en convenios con la 
Facultad de Tecnología y Ciencias 
Aplicadas para el desarrollo de estudios 




Se espera que los resultados obtenidos de estas 
experimentaciones presenten a las 
herramientas de data mining como una 
alternativa al  procesamiento de datos 
educativos. En  cuanto a las RNA, se espera 
que los resultados que se obtengan guíen las 
actividades de los docentes enfocándose en los 
temas y estudiantes que según los resultados 
presentan problemas. Además que faciliten la 
disminución de manera concreta la deserción 
de los estudiantes de las carreras de 
informática de la FACEN-UNCA una vez 
implementadas en forma concreta en las 
asignaturas establecidas. 
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RESUMEN
Un  aprendizaje  es  significativo  cuando  los
contenidos:  Son  relacionados  de  modo  no
arbitrario  y sustancial  (no al pie de la letra)
con lo  que el  alumno ya sabe.  Por  relación
sustancial y no arbitraria se debe entender que
las  ideas  se  relacionan  con  algún  aspecto
existente  específicamente  relevante  de  la
estructura cognoscitiva del alumno, como una
imagen,  un  símbolo  ya  significativo,  un
concepto o una proposición [1].
En las materias del área Sistemas, se presenta
mayor  dificultad  para  trabajar  sobre
dispositivos  reales.  Se  suele  trabajar  con
emuladores para poder simular situaciones o
entornos  necesarios  para  llevar  a  cabo  las
prácticas  de  los  contenidos  vistos.  Si  bien
tienen  una  primera  aproximación,  no  son
entornos de trabajo conocidos, ni utilizados en
la actualidad.
El área de sistemas  de la carrera Licenciatura
en Informática, ha comenzado  un proceso de
innovación,  intentando  llevar  nuevas
herramientas  a  los alumnos,  con tecnologías
que se utilizan en el mercado laboral. 
Incorporar  el  uso  de  microcomputadoras
Raspberry Pi.  Con la intención de brindar a
los  alumnos,  dándoles  acceso  a  dispositivos
físicos logrando una experiencia real.  Luego
de  una  primera  etapa  de  acercamiento  con
dicha  herramienta,  desarrollar  una  etapa  de
investigación basada en este dispositivo.
CONTEXTO
Este  proyecto  de I/D en esta  primera  etapa,
involucra  el  área  Sistemas  y  las  materias
Organización  del  Computador  y  Sistemas
Operativos y Redes, de la carrera Licenciatura
en  Informática  del  Instituto  de  Ciencias,
Universidad Nacional de General Sarmiento.
Con  la  intención  de  ampliar  las  áreas  de
investigación,  abarcando  al  área
programación.
Ya  iniciado  el  proyecto,  surge  la  situación
actual de distanciamiento social, lo que da la
posibilidad de llevar al máximo la capacidad
de  la  plataforma  seleccionada.  Con  un
Raspberry Pi online brindar   acceso remoto a
los alumnos para que realicen sus prácticas.
INTRODUCCIÓN
La  materia  Organización  del  Computador
tiene como objetivo conocer la organización
interna  y  funcionamiento  de  una
computadora,  su interacción y operación. En
un  sistema  de  software   es  esencial
comprender la ejecución como así también la
utilización  de  los  recursos  de  los  que  se
dispone. 
Para lograr estos objetivos se trabaja con un
procesador  en particular.  En nuestro caso la
arquitectura  elegida  anteriormente,  era  Intel
8086  (Fig.  1).  Dicha  arquitectura  ya  es
obsoleta, pero dada su simplicidad,  permitía
introducir  a  los  alumnos  en  los  temas
descritos.  Los  conceptos  presentes  en  este
procesador a pesar de su obsolescencia, como
recurso de aprendizaje son válidos, pero para
los alumnos es una tecnología que no está ni
estará  presente  en  su  futuro  profesional,  ni
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como herramienta  de  trabajo  en  su  trayecto
académico, salvo por la materia Organización
del Computador. 
Figura 1 - Arquitectura 8086
En  cuanto  a  la  parte  práctica,  en  esta
arquitectura,  solo  se  puede  trabajar  sobre
emuladores  (Fig.  2).  En  las  prácticas  de
laboratorio,  los  alumnos  trabajan  con
Assembler,  para lograr comprender como es
el  proceso  para  generar  un  software
ejecutable, editar, compilar, vincular, ejecutar.
Con frecuencia en los lenguajes de alto nivel,
trabajan en entornos de desarrollo (IDE). Lo
que  hace  que  el  proceso  sea  prácticamente
automático, no llegan a visualizar estos pasos
involucrados en el desarrollo de un programa
ejecutable.  Por  esto  se  incluyen  prácticas
donde deben realizar estos pasos por separado
[2].
Figura 2-  Emu8086, emulador de 8086
Como  alternativa  a  este  procesador,  el
planteo es trabajar sobre ARM (Fig. 3). Este
procesador  tiene  una  arquitectura  RISC.
Dicha  arquitectura  posee  un  conjunto
reducido de instrucciones [3]. 
Actualmente  es  utilizado  en  celulares  y
recientemente se conoció la noticia de que los
procesadores de Apple  serán  ARM [4]. Lo
que la hace algo actual y tangible.
Figura 3 - Arquitectura ARM
Utilizando  dispositivos  Raspberry  Pi,  se  les
puede  brindar  a  los  estudiantes  una  imagen
real del hardware sobre el cual trabajar y no
un hipotético hardware que nunca verán en su
futuro profesional. Estos dispositivos además
tienen  un  muy  bajo  costo.  Brindando  un
entorno  de  trabajo  basado  en  el  sistema
operativo GNU/Linux. Un entorno de trabajo
común  para  desarrollar  sistemas  en  tiempo
real. 
En la materia Organización del Computador,
las prácticas de laboratorio donde trabajan en
Assembler  de  ARM  [5],  se  llevan  a  cabo
sobre un dispositivo al que se accede de forma
remota  (Fig.  4),  lo  ideal  sería  contar  con
varios dispositivos para distribuir la carga de
trabajo.
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Figura 4 – Debug GDB
Estas características permitirán ampliar el uso
de  la  plataforma  Raspberry  Pi  a  la  materia
Sistemas Operativos y Redes y en un futuro
brinda un entorno de desarrollo, con múltiples
posibilidades. Lograr que cada alumno pueda
acceder a la interfaz gráfica, que hasta ahora
no es posible por la cantidad de alumnos que
se  conectan  concurrentemente.  Instalar
diversos  servicios  de red como por  ejemplo
Apache  Web  Server.  Realizar  análisis  de
tráfico de red entre varios Raspberry Pi. 
En este proyecto la propuesta es aprovechar
el interés que los alumnos ya demuestran por
la  plataforma Raspberry Pi, para ponerlo a
trabajar en pro del siguiente objetivo docente:
facilitar  el  estudio  de  conceptos  y  técnicas
impartidas en varias asignaturas de la carrera
y en un futuro desarrollar otros proyectos de
investigación.  Además  de  proporcionarles
una computadora remota a aquellos que no la
poseen, para poder realizar sus prácticas. 
LINEAS  DE  INVESTIGACIÓN  Y
DESARROLLO
Las  líneas  de  I/D  que  se  proponen  abordar
mediante el uso del dispositivo Raspberry Pi
como herramienta, son múltiples
● Herramienta didáctica: Introducción a
los  comandos  básicos   del  sistema
operativo  GNU/Linux,  no  como
concepto  teórico  sino  con  una
aplicación  concreta,  para  poder
realizar prácticas. 
Realización de prácticas de laboratorio
para  la  materia  Organización  del
computador,  brindando  la  posibilidad
de realizarlas sobre un dispositivo real.
Prácticas  de  laboratorio  para  la
materia Sistemas Operativos y Redes,
realizando  análisis  de  tráfico  y
programación de multithreads.
● Proyectos de investigación: Desarrollo
de  un  Cluster  de  Raspberry  Pi.
Aplicaciones  de  computo  de  alto
rendimiento, basadas en el cluster[6].
● Realización  de  talleres:  Talleres
específicos  de  computación  y
actividades  extracurriculares
relacionadas  con  la  programación  de
servidores, IoT.
RESULTADOS OBTENIDOS/ESPERADOS
En  una  primera  etapa  el  objetivo  de  este
proyecto  fue  brindar  a  los  estudiantes  una
herramienta de trabajo más actual,  mediante
el acceso a nuevas tecnologías comunes en el
mercado  laboral,  modernizando  de  esta
manera  los  contenidos  de las  materias.  Esto
fue logrado con éxito. 
Durante  los  dos  semestres  del  año 2020,  se
utilizó esta nueva arquitectura. Sumándole un
condimento  adicional,  dada  la  situación  de
distanciamiento  social  preventivo.  Solo  se
contaba con un dispositivo Raspberry,  que  se
instaló   y   se  mantuvo  online  durante  la
cursada. No se pudo acceder a los laboratorios
de la universidad, así que el trabajo se realizó
con  una  red  de  uso  particular,  conexión
hogareña.  Se  utilizó  el  mismo Raspberry  Pi
con un servicio de DNS dinámico.
Además  se  implementó  una  Wiki,  para  que
los alumnos tuvieran acceso a todo el material
teórico, de forma más accesible [7].
A los alumnos se les asigno un usuario para
que  pudieran  conectarse  en  forma  remota,
para  realizar  sus  prácticas.  De  esta  forma
podían trabajar, sin necesidad de instalar nada
en  sus  computadoras.  Esto  fue  una  ventaja
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adicional, siendo una materia de primer año,
la  mayoría  no  tenía  manejo  del  sistema
operativo  GNU/  Linux,  pudieron  tener  una
primera  aproximación,  sin  necesidad  de
instalarlo,  ya  que  esta  actividad  es
incumbencia de otra materia. Brindándole una
primera experiencia, que podrán capitalizar en
la  siguiente  materia  Sistemas  Operativos  y
Redes.
A su vez los docentes tuvieron acceso a todas
las cuentas y cuando surgió una consulta fue
posible acceder a los ejercicios resueltos por
los  alumnos  para  asesorarlos  o  despejar
dudas.  De  la  misma  forma  realizaron  las
entregas  de  los  TPs  finales  y  fue  posible
realizar  coloquios  donde  los  alumnos
presentaban su solución y podían explicarla,
pudiendo  trabajar  directamente  sobre  su
código. En esta etapa trabajaron en grupos y
cada grupo tuvo una cuenta común, lo que les
facilitaba realizar un trabajo colaborativo. “El
uso instructivo de grupos pequeños para que
los estudiantes trabajen juntos y aprovechen
al máximo el aprendizaje propio y el que se
produce en la interrelación. Para lograr esta
meta,  se  requiere  planeación,  habilidades  y
conocimiento de los efectos de la dinámica de
grupo” [8]
En  cuanto  a  la  enseñanza/aprendizaje,  la
estrategia  fue  exitosa,  se  notó  mayor
motivación  y  un  aumento  de  interés  por  la
nueva tecnología. 
Algo  no  proyectado  inicialmente  fue  la
posibilidad  del  trabajo  remoto,  con  el
agregado  de  poder  compartir  un  espacio  de
trabajo,  docentes  y  alumnos.  Generando  lo
más  parecido  al  trabajo  en  laboratorio  de
forma presencial.
El  próximo  paso  es  ampliar  el  uso  de  esta
plataforma en la materia Sistemas Operativos
y Redes. 
Disponer de un laboratorio de Raspberry Pi,
dado  su  bajo  costo  y  la  posibilidad  de
accederlo  remotamente,  este  es un beneficio
adicional  para los alumnos que no disponen
de  computadora  con  gran  capacidad  de
procesamiento.  Podrán  acceder  a  los
dispositivos y trabajar de forma remota. 
Una vez afianzada la nueva tecnología y con
alumnos ya familiarizados con ella, continuar
con  la  etapa  de  investigación  sobre  estos
dispositivos,  que  dan  amplias  posibilidades,
abriéndose  muchas  ramas  de  investigación
posible.
FORMACIÓN DE RECURSOS HUMANOS
Los miembros  del  equipo poseen formación
en  informática  y  electrónica.  Ambos  están
cursando  el  Ciclo  de  Licenciatura  en
Tecnologías Digitales para la Educación, en la
UNLA
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RESUMEN
El pensamiento computacional es una forma
de  pensar  que  no  es  exclusiva  de  los
programadores  sino  que  consiste  en  la
resolución  de  problemas,  el  diseño  de  los
sistemas,  y  la  comprensión  de  la  conducta
humana  haciendo  uso  de  los  conceptos
fundamentales  de  la  informática.  En  una
posmodermidad atravesada por la tecnologia,
los  ciudadanos  necesitan  construir
competencias  que  les  permitan  afrontar  los
desafios  y  situaciones  que  el  contexto
presenta.  Es  por  ello  que  el  desarrollo  y
formación  del  pensamiento  computacional
debe  promoverse  desde  los  espacios
educativos de manera transversal, en especial
los de enseñanza superior. Por lo expuesto se
analiza  un  caso  de  estudio  en  la  enseñanza
superior  desde un enfoque exploratorio  para
detectar y describir las practicas tendientes a
formar  este  tipo  de  pensamiento  en  la
Tecnicatura  en  Análisis  y  Desarrollo  de
Software  del  Instituto  de  Profesorado Sedes
Sapientiae.
Palabras claves: pensamiento computacional,
educación superior, prácticas pedagógicas. 
CONTEXTO
Este trabajo  se enmarca  dentro del  proyecto
de  trabajo  intercátedra  propuesto  por  el
Instituto  Superior  Sedes  Sapientiae  para  la
Tecnicatura  en  Análisis  y  Desarrollo  de
Software.
Desde  dos  espacios  curriculares  de  la
tecnicatura  se  trabaja  desde  el  enfoque
docencia-investigación-extensión  y  se  ha
planteado este proyecto que indaga sobre las
prácticas  o  estrategias  que  los  docentes
proponen  para  formar  una  competencia
transversal  como  es  el  pensamiento
computacional  en  la  carrera  antes
mencionada.
1. INTRODUCCIÓN
        El término pensamiento computacional ha
ganado notoriedad en los últimos años, siendo
utilizado  para  hacer  referencia  a  técnicas  y
métodos  de  resolución  de  problemas  donde
intervienen  e  integran  la  experiencia  y  los
saberes relacionados con la programación de
computadoras. La aplicación del pensamiento
computacional  no  solo  se  realiza  en
problemas  informáticos  sino  que  se  puede
aplicar  mas  ampliamente  para  razonar  y
trabajar  sobre  otros  tipos  de  situaciones  y
áreas de conocimiento. Es una metodología de
resolución  de  problemas  que  se  puede
automatizar  (Zapata-Ros,  2015).  El
pensamiento  computacional  conjuga  el
pensamiento  ingenieril,  el  científico  y  el
lógico matemático (Wing, 2008) e implica el
desarrollo  de un mayor nivel  de abstracción
para resolver problemas concretos de diseño
de sistemas y otros que requieren soluciones
automatizadas  de pensamiento  algorítmico  y
programación.  Entendiendo  el  pensamiento
computacional  como  un  proceso  cognitivo
que implica un razonamiento lógico aplicado
a la resolución de problemas,  sus elementos
son los siguientes (CAS, 2015): capacidad de
pensar  de  forma  algorítmica,  capacidad  de
pensar  en  términos  de  descomposición,
capacidad  de  pensar  en  generalizaciones,
identificando  y  haciendo  uso  de  patrones,
capacidad de pensar en términos abstractos y
elección  de  buenas  representaciones,  la
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capacidad  de  pensar  en  términos  de
evaluación. 
Estas capacidades se construyen por medio de
técnicas como el análisis, diseño, aplicación,
reflexión  y  programación,  las  cuales  se
implementan mediante actividades propuestas
por el docente.
2. LINEAS DE INVESTIGACIÓN 
Y DESARROLLO
El  Instituto  Sedes  Sapientiae  es  una
institucion de enseñanza superior que dicta 4
profesorados y 2 tecnicaturas, tiene una vasta
experiencia  en  la  educacion  mediada  por
tecnologia  y  mediante  entornos  virtuales,
implementando desde 2009 una modalidad de
enseñanza  de  aula  virtualizada  (Giordano,
2015) bajo la plataforma Moodle.
Figura 1. Modelo de aula virtualizada de IPSS.
Elaboración propia.
La  Tecnicatura  en  Análisis  y  Desarrollo  de
Software del IPSS tiene una duración de
tres años y 32 espacios curriculares. Es el
caso  de  estudio  selecccionado,  más
especificamente las cohortes 2019, 2020
y  2021  y  en  torno  al  mismo,  se  han
planteado  los  siguientes  objetivos  de
investigación:
- Descubrir cuales son las prácticas
o  estrategias  que  los  docentes
proponen  para  formar  el
pensamiento computacional.
- Clasificar  hacia  que  capacidad  y
técnicas  apuntan  las  acciones
propuestas.
- Describir  las  particularidades  de  las
estrategias propuestas.
- Formular un modelo de formación de
pensamiento  computacional  en  la
enseñanza superior.
El abordaje metodológico de la investigación
se  corresponde  con un enfoque exploratorio
de diseño mixto aplicado a un caso de estudio
tomando  como  unidad  de  análisis  a  los
docentes.
El diseño cuantitativo y el cualitativo se han
aplicado de manera secuencial. Se definieron
claramente dos etapas y la segunda derivó de
los resultados de la primera.
En primera instancia, a todos los docentes de
la carrera mencionada se les proporcionó un
cuestionario por cada asignatura o espacio que
tenían a cargo para detectar quienes proponian
actividades o e-actividades para la formación
del pensamiento computacional.
De  los  docentes  que  respondieron  el
cuestionario se seleccionó para la instancia de
entrevista  en  profundidad  a  aquellos  que
desarrollaban  actividades  tendientes  a
construir  y  fortalecer  el  pensamiento
computacional  de  manera  frecuente  y/o
significativa.
Los  hallazgos  en  las  entrevistas  fueron
registrados en formato de audio digital  para
luego ser transcriptos, tabulados y analizados
a la luz del marco teórico y las categorías de
análisis establecidas.  
Figura 2. Metodologia aplicada al caso de IPSS.
Elaboración propia.
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3. RESULTADOS
OBTENIDOS/ESPERADOS
El  proyecto  se  encuentra  en  etapa  de
procesamiento  y triangulación  de  los   datos
sistematizados.  De  forma  pre-eliminar  se
observa  que  los  docentes  mencionan
reiteradamente  actividades  como  casos  de
estudio,  resolución  de  problemas  mediante
pseudocódigo  y  formulación  de  proyectos
como  formas  de  construcción  del
pensamiento computacional.
Se espera poder  clasificar  las  menciones
de actividades realizadas por los docentes
según a las  capacidades  y técnicas  a  las
que apuntan.  
Acerca de las particularidades del proceso
de  formación  del  pensamiento
computacional, de las expresiones vertidas
por los docentes surge pre-eliminarmente
que:
- Las  secuencias  inician  mediante  el
formato  tradicional  de  exposición  en
la  clase  presencial  para  luego
generarse una secuencia de trabajo no
presencial, es decir un modelo de aula
extendida  o  virtualizada  (Zangara,
2008)
- El  alumno adquiere  un rol  activo  en
las  actividades  para  el  desarrollo  del
PC. 
- El docente asume un rol de facilitador
de  recursos  para  la  resolución  de  la
actividad propuesta.
- Las  actividades  propuestas  integran
tecnologias de algun tipo y ademas de
promover el PC, propician espacios de
construccion  de  competencias
digitales (Adell, 2013)
- El  entorno  virtual  institucional  es  el
escenario  unificador  entre  el  trabajo
presencial  y  no  presencial,  donde  se
proponen las actividades y se dialoga
en  torno  a  ellas  (Terreni,  Vilanova,
Varas,  2019).
Esta  investigación  permitirá,  una  vez
realizado  el  análisis  de  la  totalidad  de  los
resultados,  desarrollar  la  diagramación  y
especificación de un modelo de formación de
pensamiento  computacional  que  pueda
extrapolarse  a  otros  casos,  lo  cual
representaría una contribución al abordaje de
esta temática transversal a todos los campos.
Un esbozo de este modelo se presenta en la
figura 3. 
Figura 3. Modelo de Formación de PC.
   Elaboración propia.
4. FORMACIÓN DE RECURSOS
HUMANOS
El  co-diseño del  proyecto  fue  realizado  por
los docentes de las cátedras intervinientes que
además  de  diagramar  el  mismo,  formaron a
los  alumnos  en  la  recoleccion  y
procesamiento de los datos. Por otro lado, en
la medida que avanzan las distintas fases del
proyecto  se  han  realizado  instancias  de
difusión para promover la investigacion y la
extension dentro de las catedras del IPSS.
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RESÚMEN
Nuestra intención con el siguiente artículo es es
presentar  una  línea  de  investigación  en
desarrollo la cual busca  mejorar el proceso de
enseñanza y aprendizaje de la programación en
carreras afines a las Ciencias de la Computación
a través de la Metodología de Enseñanza Basada
en  Proyectos,  las  actividades  grupales,  y   las
estrategias  de resolución de problemas basadas
en el  Pensamiento Computacional. 
Palabras Claves: enseñanza de la programación
por  grupo,  pensamiento  computacional,
aprendizaje  basado  en  proyectos,  primer  año
universitario.
CONTEXTO
El presente proyecto está radicado en la Facultad
de Ciencias  Exactas,  Ingeniería  y  Agrimensura
dependiente  de  la  Universidad  Nacional  de
Rosario. La investigación conforma un proyecto
bienal  2020-2021,  NRO:  80020190100255UR,
aprobado  por  la  Universidad  Nacional  de
Rosario,  vigente  con  resolución  del  CS  en
trámite. 
1. INTRODUCCIÓN
Las integrantes de este proyecto, somos docentes
de las materias  Programación I y Programación
agrupadas en una única cátedra del ciclo básico
de  la  Licenciatura  en  Ciencias  de  la
Computación  (LCC),  la  Licenciatura  en
Matemática,  y  el  Profesorado  en  Matemática,
pertenecientes a la Facultad de Ciencias Exactas,
Ingeniería y Agrimensura (FCEIA), dependiente
de la Universidad Nacional de Rosario (UNR).
Puntualmente  estamos  a  cargo  del  segundo
dictado  de  dichas  materias,  conocido
popularmente como el redictado.  Los segundos
dictados de las materias de primer año de la LCC
surgieron hace ya más de una década en la UNR,
como parte de las medidas de retención de los
estudiantes ante la no aprobación de las primeras
materias  disciplinares,  en  el  marco  de  las
políticas de estímulo y promoción de las carreras
informáticas  en  el  país.  La  complejidad,  en
general de la inserción al sistema universitario, y
en lo particular,  a cuestiones curriculares de la
carrera,  genera  una  cantidad  significativa  de
alumnos  que  necesitan  volver  a  cursar  las
materias  del  primer  y segundo cuatrimestre  de
primer año.
En  la  cátedra  de  Programación  I  y
Programación  se  imparten  conocimientos
referidos  al  Pensamiento  Computacional
[Phi09,Win06],  haciendo  fundamental  hincapié
en  los  principios  de  programación  [L13,
FFFK01, SBL10]. La adquisición y construcción
del conocimiento disciplinar para los estudiantes
de  primer  año  de  la  LCC,  LM  y  PM   no  se
produce  para  todos  al  mismo  tiempo.  Los
estudiantes  provienen  de  diferentes
especialidades  y  contextos  en  su  nivel  medio,
conviviendo  así,  en  un  mismo  espacio  áulico,
alumnos  con  experiencias,  intereses  y
expectativas  dispares.  En  un  extremo
encontramos  a  aquellos  estudiantes  que  llegan
como  un  lienzo  en  blanco,  sin  ningún
conocimiento  previo  sobre  algoritmia  y
programación y, en el extremo opuesto, aquellos
que  provienen  de  escuelas  técnicas
especializadas,  y  en el  medio  queda,  otro gran
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grupo  de  estudiantes  que  tienen  algún  tipo  de
conocimiento  previo  en  el  área,  adquirido  de
forma  autodidacta,  pero  no  en  un  espacio
educativo  formal.  De  igual  modo  surgen
heterogeneidades propias asociadas a las carreras
de base [DGPC14].
La  realidad  nos  describe  entonces  una
cátedra  masiva,  con  más  de  doscientos
inscriptos,  heterogénea,  del  ciclo  inicial
universitario, con los problemas propios de esta
etapa universitaria. Ocurre entonces que muchas
veces una gran cantidad de estudiantes no logran
aprobar  o  regularizar  este  primer  curso  de
programación  y  asisten  entonces  al  segundo
dictado que se ofrece al  siguiente cuatrimestre.
Este  nuevo  dictado  representa  una  segunda
oportunidad  para  incorporar  habilidades  y/o
competencias  no  alcanzadas  en  la  primera
instancia.
Decidimos  entonces  en  el  año  2017
proponer  una  estrategia  de  abordaje  de  la
problemática del redictado que permita atacar las
dificultades  de  fondo  de  los  estudiantes,  no
repetir  el  modelo previo,  e innovar para lograr
modificar estructuras de aprendizaje y enseñanza
que  no  era  suficientes  para  lograr  que  los
estudiantes aprendan a programar y aprueben en
consecuencia el curso. 
Indagamos  y  categorizamos  entonces
los  problemas  del  estudiantado,  los  cuales
podríamos principalmente  vincularlos a: i) la no
adaptación  al  cursado  y  las  metodologías  de
evaluación, ii) a la dificultad en la incorporación
de nuevos  conceptos,  herramientas  y lenguajes
de  programación,  iii)  a  la  no  integración  a  la
comunidad académica y espacios educativos, el
entorno  social  entre  pares,  la  relación  con  la
comunidad  docente  y  científica,   como  así
también la adaptación a la vida universitaria. En
lo referido a cuestiones técnicas, los estudiantes
en  su  mayoría  presentan  dificultades  para:  a)
formular  un  problema  y  diseñar  soluciones
algorítmicas,  b)  descomponer  un  problema  en
subproblemas,  c)  representar  los  datos,   d)
modelar, analizar y organizar los datos de forma
abstracta,  e)  generalizar,  generar  y  automatizar
casos de prueba, etc. 
Como eje central de la propuesta para el
redictado  estuvo  entonces  trabajar  fuertemente
en  que  los  estudiantes  apoyen  su  proceso  de
aprendizaje  en  desarrollar  e  incorporar
habilidades  y  conceptos  necesarios  para  la
resolución de problemas  a  partir  de los pilares
que promueve el Pensamiento Computacional, el
cual  favorece  el  ejercicio  de  una  serie  de
destrezas  que  incluye:  i)  confianza  al  trabajar
con  la  complejidad,  ii)  persistencia  al  trabajar
con  problemas  difíciles,  iii)  tolerancia  a  la
ambigüedad,  iv)  habilidad  para  lidiar  con
problemas  abiertos  y  cerrados;  y  v)  habilidad
para comunicarse y trabajar con otros para lograr
una meta en común y soluciones. Se implementó
en la cátedra del redictado la realización de dos
proyectos grupales de programación en el marco
de un “Plan de Trabajo Didáctico para el Aula”
(PTDA) [CVJCYT19] utilizando la Metodología
de  Aprendizaje  y  Enseñanza  Basada  en
Proyectos  [SJ16,SB12].
 
El  PTDA  tuvo  así  su  origen  en  la
necesidad de redefinir el proceso de enseñanza-
aprendizaje  utilizado  hasta  el  momento  en  la
cátedra  del  redictado,  para  brindar  un  mejor
marco de contención y solución a los problemas
que presentaba el estudiantado del curso.  Esta
iniciativa  requirió  de  la  reelaboración  de  la
presentación,  ejercitación  y  evaluación  de
contenidos propios de la materia. La realización
de  dos  proyectos  grupales  permitieron   a  los
estudiantes  ejercitar  y  poner  en  práctica  temas
disciplinares, y ser evaluados por los docentes a
lo largo de todo el proceso de desarrollo de los
mismos. Además, se complementa la evaluación
de  los  proyectos  con  uno  o  dos  exámenes
parciales sobre conceptos que no se encuentran
incluidos en los mismos. Buscamos que no haya
superposición  de  temas  para  no  evaluar
conceptos  ya  evaluados,  y  evitar  que  las
instancias  de  evaluación  con  parciales  sean
innecesariamente extensas.
Actualmente  estamos  finalizando  el
cuarto período de aplicación de esta práctica de
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enseñanza-aprendizaje  en  el  aula,  y  hemos
participado  con  publicaciones  en  distintos
eventos  de  divulgación  científica  relacionados
con la temática, como por ejemplo, las Jornadas
Didácticas  de  la  Programación  2019 (JaDiPro)
[CVJDP19],  las  Jornadas  de  Ciencias  de  la
Computación  (JCC)[CVJCC17,  CVJCC18,
CVJCC19], y las Jornadas de Ciencia y Técnica
[CVJCyT19],  presentando  dicha  propuesta  y
alguno de sus resultados preliminares.
2. LÍNEAS DE INVESTIGACIÓN,
DESARROLLO E INNOVACIÓN
El  trabajo  de  esta  investigación  se  encuentra
centrado  entorno a los siguientes aspectos:
- Identificar  detalladamente  los  problemas  que
manifiestan  tener  los  estudiantes  durante  el
primer curso de programación tanto en la faceta
disciplinar  como  vincular  con  el  medio
académico.
- Implementar  y  adaptar  las  estrategias  de
enseñanza  y  aprendizaje  activas,  grupales,  y
colaborativas como la metodología de Enseñanza
y Aprendizaje Basada en Proyectos dentro de las
cátedras Programación I y Programación. 
- Desarrollar  e  investigar  sobre  distintas
estrategias  didácticas  conjuntas  y  combinadas
para   abordar  las  problemáticas  técnicas
vinculadas  al  aprendizaje  de  la  programación,
como así  también,  a  la  inclusión  de  todos  los
estudiantes en su heterogeneidad en el proceso.
- Desarrollar e integrar actividades que fomenten
aspectos motivacionales en   los estudiantes, las
cuales  brinden  el  acercamiento  entre  pares
dentro de la carrera, reconocimiento dentro de la
comunidad académica, y el ímpetu de  continuar
y progresar dentro de la  carrera;  brindando así
herramientas que perduren en el tiempo y sean
fundacionales  para  mantener  el  proceso  de
aprendizaje  y  así  la  permanencia  y  el  avance
dentro de la universidad. 
-  Trabajar  con  experiencias  que  permitan
desarrollar  las  denominadas  soft-skill
(habilidades  o  competencias  no  medibles  o
difíciles de medir, de transmisión fundada en al
experiencia)  técnicas o disciplinares,  como por
ejemplo,  entender  procesos  de  refinamiento  y
mejora  de  diseño  de  funciones,  resolución  de
problemas,   como aquellas  soft-skill vinculadas
más  a  aspectos  profesionales  como  por  el
ejemplo las comunicacionales e interpersonales,
desarrollo  de la  creatividad,  y  la  capacidad  de
imaginar  soluciones  a  problemas  originales,
desarrollo  de  capacidad  crítica  y  objetiva  ante
otras soluciones, valorar respuestas disímiles a la
propia, etc.
3. RESULTADOS OBTENIDOS/ESPERADOS
Cuando nos propusimos diseñar esta experiencia
para  el  cursado  del  redictado  de  la  materia
Programación  I  y  Programación  nos  trazamos
ciertas  metas  y  objetivos  a  alcanzar  en  pro  de
comenzar a transitar un camino de mejoras en  la
cátedra a fin de ayudar a los estudiantes tanto en
la adquisición del conocimiento como integrarlos
a la  comunidad universitaria  siendo ellos  parte
activas de ambos procesos. 
Los  objetivos  de  esta  línea  de  investigación
podemos clasificarlos  en tres categorías:
a) Aptitudes de Programación:
(Primer Proyecto del Alumnado)
● Asimilar  e  incorporar  los  elementos
esenciales de la programación.
● Reflexionar  sobre  las  ventajas  de
descomponer un problema en subproblemas.
● Reconocer  patrones  y  proponer
abstracciones.
● Modularizar el problema usando funciones.
(Segundo Proyecto del Alumnado)
● Trabajar en forma incremental a partir de lo
ya  realizado,  evolucionar  desde  el  primer
proyecto hacia uno más complejo. 
● Favorecer la aprehensión de los contenidos,
competencias y habilidades antes logrados.
● Reutilizar   y  rediseñar  el  código  para
adaptarlo  a  las  nuevas  necesidades  de  la
segunda parte del proyecto.
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b) Trabajo Grupal
● Permitir una construcción del conocimiento
a partir del trabajo de todos, y la puesta en
común de experiencias y saberes propios. La
diversidad del grupo tiene que ser un punto
a  favor  del  mismo  para  el  crecimiento  de
este a partir de la interrelación de las áreas
de intereses individuales.
● Programar  de  a  pares:  para  encarar  un
proyecto  que  presenta   una  dificultad
superior a la ejercitación de la práctica de la
materia. 
● Favorecer el proceso de transformación del
grupo  en  un  verdadero  equipo  de  trabajo
mediante  propuestas  que  favorezcan  a  la
búsqueda  conjunta  de  soluciones,  posibles
mejoras,  detección  de   errores,  distinguir
particularidades y abstraer generalidades del
problema a resolver.
● Fortalecer el vínculo entre compañeras y 
compañeros. 
c) Integración a la comunidad Universitaria
● Favorecer la integración con el  resto de la
comunidad educativa afín.
● Ayudar a la permanencia en la facultad.
● Generar  un  espacio  propio  para  la
divulgación  de  los  Proyectos  I  y  II  en  el
marco  de  las  Jornadas  de  Ciencias  de  la
Computación  (JCC),  actividad  del
Departamento  de  Ciencias  de  la
Computación  organizada  por  estudiantes  y
docentes de la carrera LCC cada año.
Los  datos  que  analizaremos  corresponden  al
relevamiento y las estadísticas de los cuatro años
donde pudimos aplicar  la estrategia  en el  aula,
siendo  este  último  año  2020  un  año  de
experiencia virtual de la estrategia de trabajo lo
cual  nos  permitió  observar  la  fortaleza  de  la
misma ya que no tuvimos que realizar mayores
modificaciones  y  se  pudo  mantener  el  mismo
espíritu  de  trabajo.  La  experiencia  de  estos
cuatro  años  fue  más  que  satisfactoria.  Los
estudiantes lograron cumplir los objetivos antes
mencionados,  alcanzando  una alta participación
en la propuesta de los proyectos.  En promedio,
aproximadamente  el   80% de los alumnos que
participan  regularmente  del  cursado realiza  los
proyectos,  logran  promover  y  regularizar  la
materia  y  rinde  el  examen  final  de  la  misma
aprobando la materia. 
Los  estudiantes  manifiestan  en  los
cuestionarios  que  realizamos  en  cada  proyecto
los aspectos positivos que les dejó la realización
de  los  mismos  y  cómo  éstos  los  ayudaron  a
incorporar  conocimiento,  mantener  la
motivación alta para mejorar en cada etapa de su
desarrollo,  y  relacionarse  con  el  resto  de  los
compañeros. Los datos del año en pandemia, nos
muestran  cifras  similares  a  las  anteriores,
utilizamos para la exposición de los proyectos un




expusimos  los  videos  que  los  estudiantes
entregaron  a  modo  de  divulgación  y
comunicación  de  su  trabajo  para  con  sus
compañeros  y  el  resto  de  la  comunidad.  Se
generó una página web para cada grupo, junto
con  el  video  que  cada  grupo  presentó  y  un
formulario  para  que  los  estudiantes  de  otros
grupos  puedan  observar  de  manera  crítica  y
objetiva el trabajo realizado por los compañeros.
La  actividad  fue  completada  por  todos  los
estudiantes, ellos recibieron la misma con mucho
entusiasmo y nos manifestaron a su vez que les
permitió  en  la  virtualidad  conocer  a  sus
compañeras  y  compañeros  a  los  cuales
desconocían completamente valorando aún más
la experiencia. Parte de esta información también
puede  ser  observada  en  la  presentación  en  la
Jornada  “Compartiendo  Experiencias  de  la
FCEIA” realizada de manera  virtual  disponible
online  (   https://www.youtube.com/watch?
v=UUcokZUnXbo&feature=youtu.be,  hora
2:06:11)  donde junto a  nuestra  presentación se
pueden escuchar las voces de los estudiantes con
su visión y su vivencia sobre lo realizado. 
Al  completar  todo  el  proyecto  de
investigación esperamos mostrar más resultados
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y  observar  también  cuestiones  vinculadas  a  la
permanencia  en  la  carrera  de  aquellos
estudiantes que cursaron los primeros cursos del
redictado  mediante  encuestas  que  serán
realizadas  este  2021  y  analizadas  para
divulgación en el transcurso del 2022 y estarán
vinculadas  a  las  primeras  experiencias  del  año
2017. 
4. FORMACIÓN DE RECURSOS HUMANOS
El  equipo  de  trabajo  está  constituido  por  las
autoras  de  este  artículo,  con  dos  cargos  de
Profesor  Adjunto  con  Dedicación  Simple.
Conformamos  un  grupo  de  investigación  en
desarrollo  buscando consolidarse  en  el  tiempo.
Este  año,  durante  el  cursado  de  la  materia,  se
encuentra  previsto  la  incorporación  de  algún
auxiliar  más  a  la  cátedra  como  así  también
estudiantes  adscriptos  de  las  carreras
Licenciatura  en  Ciencias  de  la  Computación,
Licenciatura  en  Matemática,  y  Profesorado  en
Matemática. Nuestra intención para con ellos es
brindarles la capacitación y formación necesaria
para  comprender  la  metodología  de  trabajo,  y
para  que  puedan  realizar  tareas  de
acompañamiento  a los estudiantes que cursan el
redictado de forma tal que ellos puedan desde su
propia  experiencia  realizar  un  apoyo  a  los
nuevos  estudiantes  en  el  desarrollo  de  los
proyectos  de  la  cursada.  Del  mismo  modo,  la
experiencia  de  acompañamiento  y  seguimiento
de los proyectos en la  cursada entrelazada con
los lineamientos del proyecto didáctico del aula,
les  permitirá  a  los  auxiliares  y  estudiantes
adscriptos conocer  en profundidad la estrategia
de  Aprendizaje  Basada  en  Proyectos.  También
hemos  diagramado un trabajo  en  conjunto  con
otras universidades, para compartir y enriquecer
la  experiencias  al  poder  replicarlas  en  otros
espacios académicos. Se espera que el desarrollo
de  esta  línea  de  investigación  contribuya  a  la
formación de más recursos humanos en el campo
de  las  Ciencias  de  la  Computación  y  la
Educación.
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En la primera etapa del proyecto de 
investigación “Incorporación de Estrategias 
innovadoras en los Procesos de Enseñanza y de 
Aprendizajes de Informática”, se identificaron 
y categorizaron distintas propuestas de 
enseñanza de la programación. Esta 
investigación, permitió identificar algunas 
estrategias didácticas que podrían ser 
conjugadas con las que se implementaban en el 
dictado de la asignatura Introducción a la 
Computación. Sumado a lo anterior, el grupo 
de investigadores participó en la capacitación 
a docentes de nivel medio en el marco de un 
convenio firmado entre la UNLPam y la 
Fundación Sadosky.  
Ambas actividades (investigación y 
docencia) dieron lugar a la redefinición de la 
propuesta de enseñanza en las prácticas de 
Introducción a la Computación. Conjugando la 
propuesta de Sadosky, basada en didáctica por 
indagación, y el enfoque de Thomson para la 
resolución de problemas (ya utilizado en la 
cátedra) se logró una propuesta superadora que 
dio soporte a las clases virtuales en el contexto 
de la pandemia por la COVID-19. 
 
Palabras clave: propuesta de enseñanza, 
resolución de problemas, programación 
 
CONTEXTO 
El grupo de investigación GrIDIE1 (Grupo 
de Investigación y Desarrollo en Innovación 
Educativa) enfoca, desde 2005, su 
investigación en tecnologías informáticas 
aplicadas en educación. Desde 2018, el grupo 
impulsa dos proyectos de investigación: 
 
1 Facultad de Ciencias Exactas y Naturales-UNLPam 
“Aprendizaje de las ciencias con tecnologías 
educativas” e “Incorporación de estrategias 
innovadoras en los procesos de enseñanza y de 
aprendizajes de informática”. Este último 
cuenta con cuatro líneas de investigación: (i) la 
medición y evaluación de IDEs para robótica 
educativa, (ii) la definición de criterios de 
evaluación que permitan identificar las 
posibilidades de la programación tangible para 
el aprendizaje de nociones básicas de 
programación,  (iii) la revisión/evaluación de 
propuestas didácticas para la 
enseñanza/aprendizaje de la programación en 
función de su enfoque pedagógico/didáctico, y 
(iv) la implementación de una propuesta 
didáctica para el aprendizaje de la 
programación en el ámbito Universitario. 
Los proyectos se desarrollan y son 
financiados por la Facultad de Ciencias 
Exactas y Naturales - UNLPam y fueron 
aprobados por resolución 27/18 CD-FCEyN. 
1. INTRODUCCIÓN 
En este artículo se presentan avances 
realizados durante el 2020 en “la 
implementación de una propuesta didáctica 
para el aprendizaje de la programación en el 
ámbito Universitario” del proyecto de 
investigación “Incorporación de Estrategias 
innovadoras en los Procesos de Enseñanza y de 
Aprendizajes de Informática”.  
Existe a nivel mundial, y en Argentina en 
particular, un auge de las propuestas didácticas 
para la enseñanza y el aprendizaje de la 
programación (Astudillo et al., 2019; Astudillo 
& Bast, 2020), así como también políticas que 
vienen acompañando este proceso. Entre estas 
últimas; en 2015, el Consejo Federal de 
Educación (CFE) estableció “que la enseñanza 
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y el aprendizaje de la ‘Programación’ es de 
importancia estratégica en el Sistema 
Educativo Nacional” (Resolución CFE N. 263, 
2015 Art. 1). En 2017, se lanza el Plan 
Nacional Integral de Educación Digital 
(PLANIED) (Resolución N. 1536-E, 2017), 
con la misión de “integrar la comunidad 
educativa en la cultura digital, favoreciendo la 
innovación pedagógica, la calidad educativa y 
la inclusión socio educativa” (art. 2). Como 
corolario de este proceso, en 2018, el CFE 
aprueba el documento Núcleos de Aprendizaje 
Prioritarios (NAP) para educación digital, 
programación y robótica, con el fin de 
“facilitar la integración del acceso y dominio 
de las tecnologías de la información y la 
comunicación en los contenidos curriculares 
indispensables para la inclusión en la sociedad 
digital” (Resolución CFE N. 343/18, 2018, p. 
1). Esto último implica la incorporación 
efectiva de la temática al currículum.  
A lo anterior se deben sumar las iniciativas 
de la Fundación Sadosky, que promueven el 
estudio de la programación en las escuelas 
argentinas y contribuye a la difusión de las 
carreras relacionadas con las Ciencias de la 
Computación. Para ello lleva adelante diversos 
programas, entre estos, Vocaciones en TIC y 
Program.ar (Dapozo et al., 2016). 
Particularmente, “Program.AR es una 
iniciativa que trabaja para que el aprendizaje 
significativo de Computación esté presente en 
todas las escuelas argentinas.” (Fundación 
Sadosky, 2020). El compromiso de la 
mencionada fundación se hace presente 
también en la línea de capacitación 
denominada “La Programación y su Didáctica” 
que se ofrece a docentes de nivel medio y es 
dictados por docente de Universidades 
Nacionales (de la cual participó la UNLPam en 
20202).  
Tanto la investigación como la capacitación 
sentaron las bases para rediseñar nuestra 
propuesta didáctica. A continuación, se 
presenta la motivación, parte de la base teórica 
 




que sustenta la propuesta y la secuencia 
didáctica.  
1.1 Motivación 
Los estudiantes que ingresan a la carrera 
Profesorado en Computación (FCEyN- 
UNLPam) participan de un Taller de 
Introducción a la Programación (TIP). Se trata 
de un grupo heterogéneo con mayoría de 
varones, de entre 18-30 años que, por lo 
general, se encuentran por primera vez con 
conceptos de programación (aunque en los 
últimos dos años esta tendencia se está  
revirtiendo). El TIP se enfoca, fuertemente, en 
los conceptos básicos de la programación 
(secuencia, estructuras de control, expresiones, 
datos simples y variables), dejando en un 
segundo plano la resolución de problemas 
(Astudillo et al., 2016). Por tal razón se plantea 
la incorporación de estrategias de resolución 
de problemas desde el inicio de la cursada de 
Introducción a la Computación. 
Si bien enseñar es un término muy utilizado 
y que, en principio, es muy conocido por todos 
los docentes, conviene echar luz sobre el 
mismo antes de continuar. En la revisión 
sistemática, realizada por los autores sobre las 
propuestas de enseñanza/aprendizaje de la 
programación a nivel país (Astudillo & Bast, 
2020) se encontró que, en algunos casos, una 
falta de precisión en términos pedagógicos 
(propósitos vs objetivos, bases pedagógicas 
que sustenten la propuesta didáctica, entre 
otras) y una asociación demasiado directa entre 
enseñanza y aprendizaje (por ejemplo, 
“enseñanza-aprendizaje”). 
Dicen Basabe y Cols (2007) “De modo 
general, puede definirse a la enseñanza como 
un intento de alguien de transmitir cierto 
contenido a otra persona. Es una definición 
sencilla que sólo indica el tipo de actividad que 
puede designarse como «enseñanza» sin 
especificar nada acerca de las acciones de los 
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participantes, los recursos utilizables y los 
resultados esperables” (p. 126). 
Entonces ¿Qué se debe tener en cuenta 
cuando se diseña una propuesta de enseñanza? 
En primer lugar, no hay una relación de tipo 
causal que permita asumir que la enseñanza 
conduce necesariamente al aprendizaje 
(Basabe & Cols, 2007). Otro aspecto 
importante es responder cómo, cuándo, dónde, 
para quiénes se llevará adelante la propuesta de 
enseñanza y cuáles son los saberes previos con 
los que cuentan los destinatarios de la 
propuesta (Anijovich et al., 2009). 
1.2 La propuesta didáctica 
La propuesta se basa en la resolución de 
problemas o desafíos. Pero ¿Qué es un 
problema en este contexto? “una situación sólo 
puede ser concebida como un problema en la 
medida en que existe un reconocimiento de ella 
como tal problema, y en la medida en que no 
dispongamos de procedimientos de tipo 
automático que nos permitan solucionarla de 
forma más o menos inmediata, sino que 
requieren de algún modo un proceso de 
reflexión o toma de decisiones sobre la 
secuencia de pasos a seguir. Esta última 
característica sería la que diferenciase un 
verdadero problema de situaciones similares 
como pueden ser los ejercicios.” (Pérez 
Echeverría & Pozo, 1994, p. 17). 
La resolución de este tipo de situaciones 
problema implica, entonces, utilizar de modo 
estratégico técnicas ya conocidas (Pozo y 
Postigo, 1993 citado en Pozo et al., 1994). En 
este sentido dice Martínez López (2016) “Toda 
vez que se busca solucionar algún problema, es 
necesario contar primero con alguna idea de 
cómo encarar dicha solución, o sea, qué 
elementos disponer para la solución y de qué 
manera. Esto en programación se conoce como 
estrategia de solución: ¿qué cosas considerar a 
la hora de realizar la solución? ¿Cuáles son los 
componentes que interactuarán en la solución 
para obtener la respuesta deseada, y ¿de qué 
manera lo harán?” (p. 9). 
 
3 Para detalles de la propuesta pude acceder a 
La “solución de un problema exige una 
comprensión de la tarea, la concepción de un 
plan que nos lleve hacia la meta, la ejecución 
del mencionado plan y, por último, un análisis 
que nos lleve a determinar si hemos alcanzado 
o no la meta” (Pérez Echeverría & Pozo, 1994). 
En concordancia con lo anterior, desde la 
cátedra, se viene trabajando con el enfoque de 
Thomson quien propone ayudar a los 
estudiantes a programar a través de un ciclo 
que incluye: comprender el problema; diseñar 
el programa; escribir el programa y finalmente 
mirar hacia atrás (o "reflexión") (Thompson, 
1997). 
A este enfoque se lo complementa/integra 
con el de la Fundación Sadosky3. En la misma, 
basada en didáctica por indagación, la 
estrategia de solución es expresada a través de 
la división en subtareas y “representa a la 
forma de pensar composicionalmente y es una 
herramienta invalorable en el pensamiento de 
alto orden” (Martínez López, 2016, p. 9). 
Dicha estrategia es especificada a través del 
uso de procedimiento (herramienta del 
lenguaje). Cada solución a un problema 
(programa) inicia con un único procedimiento 
con un nombre que refleja la estrategia de 
solución (el problema como un todo), éste a su 
vez se irá dividiendo en tantas subtareas como 
sea necesario (nombrando cada una 
adecuadamente, iniciando con un verbo que 
describa la acción, para aportar a la 
legibilidad). “No debe utilizarse ni un solo 
comando primitivo antes de poder leer la 
estrategia de solución en el procedimiento 
principal y convencerse de que es adecuada; 
recién entonces es momento de definir cada 
uno de los procedimientos que expresan a las 
subtareas” (Martínez López, 2016, p. 11). Las 
herramientas del lenguaje también incluyen: 
comandos (acciones) que se expresan mediante 
verbos, y expresiones (datos) que lo hacen con 
sustantivos (apoyando la legibilidad) 
(Martínez López, 2016). 
Esta combinación dio origen a la propuesta 
que se implementó durante 2020 en la cátedra 
de Introducción a la Computación. Cabe 
http://program.ar/material-curso-docentes/.  
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aclarar que en la asignatura se hace uso del 
lenguaje Pascal y del IDE Lazarus para crear 
los programas que resuelven los desafíos 
planteados. 
La propuesta se resume en: 
1. Se presenta el desafío/problema al 
grupo de estudiantes. El mismo está 
centrado en el aprendizaje de un 
concepto y se basa en lo aprendido en 
desafíos previos. 
2. Se pregunta al grupo de estudiantes 
¿Qué hay que hacer? y se 
registran/discuten las respuestas. 
3. Se crea un mapa mental (plan) con base 
en una imagen del formulario que 
contiene los distintos objetos que 
resuelven el problema. La imagen del 
formulario forma parte del enunciado. 
4. Se accede al IDE Lazarus, se 
confecciona el formulario y se crean 
los procedimientos que dan 
funcionalidad a cada objeto. Dentro de 
los procedimientos se refleja el plan a 
través de comentarios. 
5. Se programa la solución, focalizando 
en cada uno de los comentarios que 
especifican el plan. 
6. Se prueba el programa y se revisa la 
solución para conseguir mejoras en la 
misma. 
Se busca que, a partir de este acompañamiento 
inicial, el grupo de estudiantes se apropie de 
esta estrategia para resolver problemas y la 
transfieran a los ejercicios que se proponen a 
continuación para consolidar los conceptos. 
 
2. LÍNEAS DE 
INVESTIGACIÓN, DESARROLLO 
E INNOVACIÓN 
Este proyecto se desarrolla bajo la hipótesis 
de que es posible definir estrategias 
innovadoras para la enseñanza y el aprendizaje 
de temas de Ciencias de la Computación, 
utilizando distintas tecnologías de la 
información y la comunicación, que impacten 
positivamente en la motivación de los 
estudiantes y en los diseños didácticos de los 
docentes. 
Esto implica, por una parte, indagar y 
evaluar distintas tecnologías que permitan 
innovar y que faciliten el diseño de actividades 
y recursos educativos; y por otro, identificar 
las bases pedagógico-didácticas que sustenten 
y den sentido a la innovación. 
Es así que se está trabajando en un proceso 
de medición y evaluación de la calidad de   
IDEs que permitan la implementación de 
actividades con robótica educativa, la 
definición de criterios de evaluación que 
permitan identificar las posibilidades de la 
programación tangible para el aprendizaje de 
nociones básicas de programación, la revisión 
de propuestas didácticas para enseñanza de la 
programación con el fin de identificar las bases 
pedagógicas que las sustentan y, finalmente, 
como se mostró en  este artículo, se está 
implementando/evaluando una propuesta de 
enseñanza de la programación basada en la 




Entre los avances realizados durante el año 
2020 pueden mencionarse: 
Se implementó la propuesta de enseñanza 
de la programación, descrita en este artículo, 
con buenos resultados iniciales. 
Se comenzó con el re-diseño de las Guías 
Prácticas de la asignatura con vistas a una 
nueva implementación de la propuesta en 
2021. 
Se avanzó en la evaluación de las 
propuestas de enseñanza de la programación, 
esta investigación comenzó a arrojar los 
primeros indicios de una falta de descripción 
de las bases pedagógicas que sustentan la 
propuesta y algunos errores conceptuales 
desde la didáctica. 
En cuanto a los trabajos futuros: 
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Se espera completar el trabajo de 
evaluación de las propuestas de enseñanza de 
la programación y definir una encuesta que 
permita validar las hipótesis definidas. 
Se continuará trabajando en la medición del 
impacto de la propuesta didáctica diseñada y 
haciendo los ajustes necesarios en la misma. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En este proyecto participan un investigador 
formado y tres investigadores en formación. 
Dos de ellos avanzando sobre sus tesis de 
doctorado y un tercero en su tesis para alcanzar 
el grado de magíster. 
El proyecto cuenta con tres graduados que 
se inician en la investigación. Uno de ellos 
desarrollando su trabajo en el marco de una 
beca de estímulo a las vocaciones científicas y 
otro definiendo su proyecto de trabajo final de 
especialización, para ser presentado para su 
aprobación en el primer trimestre de 2021. 
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La programación de computadoras integra un
conjunto  de  actividades  que  demanda  del
estudiante, no solo esfuerzo y dedicación, sino
también otras capacidades como la resolución
de  problemas  y  el  pensamiento  algorítmico.
En  los  inicios  de  la  vida  universitaria,   los
alumnos  experimentan  una  amplia  gama  de
dificultades y deficiencias, que sumado a una
metodología  de enseñanza  desactualizada  de
una asignatura hacen que el arte de aprender a
programar  sea  una  de  las  primera  y  más
desafiante tarea que enfrentan los estudiantes
de  informática  en  los  primeros  años  de
carrera.  Las  dificultades  se  extienden  e
impactan fuertemente en otras asignaturas que
contemplan a la programación como uno de
sus objetivos  en la práctica académica.  Para
revertir este panorama es necesario investigar
y  desarrollar  nuevas  metodologías  de
enseñanza,  aprendizaje  y  prácticas  de  la
programación en un ambiente centrado en el
alumno.  El  presente  trabajo  expone  algunas
actividades  y  resultados  de  investigación
alcanzados  en el  marco de un proyecto  que
busca  formalizar  una  metodología  de
enseñanza y aprendizaje  de la  programación
algorítmica,  bajo  el  enfoque  activo,
participativo y centrada en el alumno.
Palabras claves: 
Metodología  de  enseñanza  del  Cálculo
Numérico,  Aula  Invertida,  Scrum  como
metodología  para  el  entrenamiento  en  la
Programación de computadoras.
CONTEXTO 
El  proyecto  se  centra  en  el  rediseño  de  las
estrategias  de  enseñanza  y  aprendizajes
tradicionales, en el que se busca un proceso que
permita  organizar  y  desarrollar  nuevas
actividades  educativas,  cuya  reestructuración
satisfaga  las  necesidades  formativas  de  los
estudiantes en el nuevo mundo de la Sociedad
de la Información. El rediseño del proceso de
formación  se  realiza  en  el  contexto  de  la
asignatura Programación Numérica que se dicta
en el segundo año de la carrera Licenciatura en
Análisis  de  Sistemas  en  la  Universidad
Nacional de Salta,  y contempla la adecuación
de las estrategias  de enseñanza tanto para las
clases  prácticas  como  para  las  teóricas.  Se
propone  por  un  lado,  el  desarrollo  de  clases
teóricas con una estrategia didáctica centradas
en el  alumno y  basada  en  el  aprendizaje  por
descubrimiento  en  un  contexto  de  Aula
Invertida,  que les permita  a los discentes una
interacción dinámica,  activa y participativa en
clases  aúlicas;  por  el  otro,  el  desarrollo  de
clases  prácticas  centrada  en  el  aprendizaje
cooperativo  y  colaborativo,  facilitando  así  la
creación  de  un  ambiente  en  el  que  los
estudiantes se entrenan  en la programación de
computadoras  bajo  el  enfoque  del  desarrollo
ágil de software a través de Scrum (en lugar de
realizar meras practicas computacionales).
El presente trabajo se lleva a cabo dentro del
marco  del  proyecto  de  investigación  Nro:
2.536/19  “Rediseño  educativo  para  el
aprendizaje de cálculo numérico”, aprobado en
el año 2.019 por el consejo de investigación de
la Universidad Nacional de Salta.
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1. INTRODUCCION
 
 Durante  los  últimos  años  se  han
identificado problemas intrínsecos vinculados
al  cursado  de  materias  como  Cálculo
Numérico  y  Programación  de  Numérica,
relacionados  con  una  práctica  débil  en  la
programación de aplicaciones en asignaturas
previas, que influía severamente en el normal
cursado de las mismas. Además, se detectaron
otros  inconvenientes  vinculados  al  perfil
psicológico  que  provocaba  una  falta  de
motivación,  de  interés  por  el  aprendizaje  e
integración activa a las clases, tanto teóricas
como  prácticas.  El  impacto  de  estos
inconvenientes  derivaba  en  el  abandono  del
cursado  de  la  asignatura,  o  bien  un  bajo
rendimiento académico.
  El  arte  de  la  programación  de
computadoras es una tarea compleja y difícil
de  abordar  académicamente  [1].  La
complejidad  del  Proceso  Educativo  de  la
Programación  radica en que éste demanda la
interacción de habilidades tanto del profesor
como de los alumnos, y exige la garantía de
que  el  educador  propicie  un  ambiente
cooperativo y colaborativo para desarrollar en
el discente otras habilidades como las psico-
cognitivas  [2] y trabajo en equipo  [3],  entre
otras,   necesarias  para  el  abordaje  de
problemas  multidisciplinarios  [4].  Por  lo
tanto, es de suma importancia contar con una
estrategia  metodológica  de  enseñanza  y
aprendizaje  que  propicie  un  ambiente  de
trabajo en grupo, en el que se pueda fomentar
tanto,  habilidades  sociales  como  de
comunicación, haciendo del hábito de ayudar,
compartir,  colaborar  y  cooperar,  una  norma
inexcusable en el aula.
 En  la  era  del  desarrollo  tecnológico,
no  sólo  importa  la  disponibilidad  de  la
información,  el  conocimiento  y  los  medios
para comunicarla,  sino también,  el  modo en
que  ellos  puedan  ser  aplicados  en  prácticas
reales. El desarrollo de habilidades inherentes
a  la  programación  de  computadoras
(creatividad  [5],  autoeficacia  [6],  resolución
de problemas [7], razonamiento  [8], trabajo en
equipo  [3],  etc.),  desarrolla  en  el  alumno
capacidades  multifacéticas  que  le  permiten
enfrentar  problemas  interdisciplinarios  de
diferentes grados de dificultad,  que sumado a
un buen entrenamiento, adquiere la experiencia
de  un  buen  programador.  Las  estimulaciones
cognitivas  inherentes  a  la  resolución  de
problemas (actividades de exploración, análisis
y  búsqueda  de  soluciones)  [7],  estimulan  un
proceso  de  aprendizaje,  que  favorece  el
desarrollo mental, colocan en primer plano las
destrezas  de  investigación,  los  entrena  en  la
generación  de  soluciones,  y  con  ello,  los
estudiantes  se  encaminan  hacia  el  mayor
desafío  de  doblegar  las  capacidades  de
programación  de  computadoras.  La  actividad
de  resolución  de  problemas  en  programación
necesita  además  de  la  habilidad  técnica  para
sintetizar  o  resumir  una  solución  [9].  Esta
habilidad junto al  trabajo en equipo se puede
desarrollar mediante la práctica constante en el
aula,  a  través  de  una  estrategia  pedagógica
adecuada. Bajo esta línea de pensamiento, y la
oportunidad  del  trabajo  en  equipos  para  la
adquisición  de  habilidades  tanto  cognitivas  y
situadas  [10] como  las  de  resolución  de
problemas  [11];  y  las  competencias
relacionadas  con  la  programación  de
computadores  [12] es  que  surge  la  necesidad
reestructurar  los  modos  de  enseñanza  para
contemplar grupos de estudios que interactúan
en la resolución de problemas con integración
de las tecnologías existentes bajo el enfoque de
Aula Invertida.
  El Aula Invertida es uno de los llamados
enfoques y metodologías de aprendizaje activo
en la educación superior del siglo XXI, donde
se  impulsa  y  promueve  la  participación  del
estudiante  en  la  clase  presencial,  y  de  forma
autónoma  y  desestructurado,  en  actividades
previas diseñadas por el Docente. Es un modo
de  enseñanza  contrapuesto  a  los  de  aula
tradicional donde el estudiante asiste a escuchar
clases magistrales. 
Algunos  investigadores,  visualizan  al
Aula Invertida, como una estrategia pedagógica
que se focaliza  en la importancia  del uso del
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tiempo  de  clase  para  la  construcción  del
significado,  más  que  para  la  transmisión  de
información  [13].  Así  mismo,  promueve  el
aprendizaje  teórico  de  la  currícula  de  una
asignatura  fuera  del  ámbito  de  la  clase
(aprendizaje  diferido),  y  procura  consolidar
los  procesos  de  enseñanza  y  aprendizaje
durante la clase presencial en el aula, a través
de actividades experienciales y de resolución
de  problemas  (aprendizaje  activo)  [14].  El
estudiante no accede a los contenidos teóricos
desde  una  posición  totalmente  pasiva
mediante una clase magistral  del docente,  si
no  que  antes  de  la  clase  presencial,  puede
acceder  a  ellos  mediante  estructuras
tecnológicas  como  los  entornos  virtuales  a
través de diferentes recursos (videos, audios,
presentaciones  interactivas,  animaciones,
textos, páginas web, etc.)[15], con la libertad
de hacerlo en el momento y lugar que deseen,
y  a  su  propio  ritmo.  En  este  contexto,  las
clases  teóricas  presenciales  pueden  ser
aprovechadas  para  una  participación  más
activa,  en  el  que  los  estudiantes  analizan,
aplican,  evalúan  e  incluso  crean  situaciones
significativas  de  aprendizaje;  tendiendo,  en
todos los casos,  al  desarrollo  de habilidades
cognitivas de orden superior considerados en
la  taxonomía  de  Bloom  [16],  y  al  trabajo
cooperativo  y  colaborativo.  Esto  no  implica
que no se puedan plantear también actividades
y  trabajo  colaborativo  por  medios  virtuales
(hay  numerosos  recursos  digitales  para
propiciarlo),  aunque  se  dejen  para  esa
instancia,  lo  que  implique  habilidades  de
orden inferior. Así, el docente no solo puede
propender al aprendizaje activo, sino también
al  desarrollo  del  pensamiento  crítico  y
creativo  del  estudiante,  empleando
metodologías  basadas  en  el  aprendizaje  en
equipo, basadas en problemas y en estudios de
caso [17]. Esto hace que el rol del docente se
reconceptualice como mediador o guía, y no
solamente como expositor  [18]. Luego de las
clases  presenciales,  se  pueden  derivar
actividades  post-clase,  donde  el  estudiante
manteniendo su rol activo, transfiere y aplica
los conocimientos logrados [19].
 Una de las metodologías activas que se
favorece en la clase invertida, es el aprendizaje
cooperativo.  El  aprendizaje  cooperativo
consiste  en  trabajar  juntos  para  alcanzar
objetivos  comunes,  maximizando  el  propio
aprendizaje  y  el  de  los  demás  [13].  Si  este
concepto es aplicado en las clases teóricas, la
estrategia  didáctica  de  Aula  Invertida  se  ve
favorecida  al  desarrollarse  en  clase  casos  de
estudios, métodos y técnicas de aplicabilidad en
forma  conjunta  y  en  cooperación  con  los
grupos de estudios. El aprendizaje cooperativo
en  el  aula,  privilegia  el  desarrollo  de
actividades  y  de  la  comunicación,
intensificando y diversificando la participación
de  los  alumnos  en  clases.  Al  mismo tiempo,
exige  la  bidireccionalidad  necesaria  del
proceso, entre, el que guía y orienta la actividad
y  el  aprendiz  [20].  El  trabajo  en  equipo
propiciado por el aprendizaje cooperativo, y la
estrategia  pedagógica  de  Aula  Invertida
constituye  una  alternativa  que  promete  una
enseñanza centrada en el alumno; con mejoras
sustanciales  en  la  dinámica  de  clases,  lo  que
provocaría en el  estudiante una acción activa,
comprometida, de mayor participación e interés
por la asignatura [21].
 Para  una  exitosa  consolidación  del
aprendizaje  durante  las  clases  teóricas,  se
estima  necesario  desarrollar  objetos  de
aprendizajes  adecuados  para  la  correcta
asimilación  de los  conceptos.  Los Objetos  de
Aprendizajes (OA) es un contenido educativo
digital  cuya finalidad última es el aprendizaje
del  usuario y que,  en sí  mismo,  constituye  o
puede  llegar  a  constituir,  mediante  su
integración  con  otros  objetos  más  simples
(texto,  imágenes,  audio,  video,  etc.),  un
material  educativo  multimedia  [22].
Básicamente, un OA es un conjunto de recursos
digitales, autocontenible y reutilizable, con un
propósito educativo y constituido por al menos
tres  componentes  internos:  contenidos,
actividades  de  aprendizaje  y  elementos  de
contextualización  [23]. La característica de ser
autocontenible,  implica  que  sus  elementos
internos  deben tener  sentido por  sí  mismos y
ser autosuficientes, para el logro del objetivo de
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aprendizaje para el cual fue desarrollado. Por
esta razón, puede usarse tanto en la enseñanza
presencial  como  en  procesos  de  educación
virtual  o  a  distancia  [24].  Esta  doble
usabilidad, facilita el estudio independiente de
los  estudiantes,  contribuyendo  así,  a  la
formación  de  su  autonomía  frente  al
conocimiento,  uno de  los  mayores  objetivos
educativos,  que  exige con mayor firmeza  la
educación  de  seres  humanos  capaces  de
aprender por sí solos.
 Por otro lado, para las clases prácticas,
se  implementa  una  estrategia  metodológica
que permite  a  las  cátedras  de Programación
Numérica y Cálculo Numérico entrenar a sus
alumnos  en  el  desarrollo  ágil  de  software
como un enfoque superador a la mera práctica
de la programación de lenguajes, permitiendo
al  mismo  tiempo,  promover  acciones
cooperativas  y  colaborativas  en  equipos  de
trabajos,  que  les  facilita  la  adquisición  de
habilidades  propias  del  programador
profesional.  Básicamente,  la  estrategia
consiste  en  la  apropiación  de  los  conceptos
del  Aprendizaje  Cooperativo  Basado  en
Problemas,  diseñadas  para separar  y resaltar
aspectos importantes de la programación y la
resolución  de  problemas,  bajo  el  marco
referencial  de Scrum.  En pocas  palabras,  se
trata de llevar la realidad laboral al aula, en un
ambiente  simplificado  y  controlado  por  los
docentes.
  El  Aprendizaje Basado en Problemas
(ABP), resulta del proceso de trabajar sobre la
comprensión  y  la  resolución  de  problema,
donde el problema es un elemento importante
en el proceso de aprendizaje. El marco teórico
del  ABP  establece  características  [25],  que
combinadas  con  las  actividades  de  la
metodología del desarrollo ágil de software de
Scrum  [26], propicia una ambiente apto para
desarrollar  un  sistema  de  aprendizaje  en  el
que el único protagonista es el alumno.
     Las actividades investigadas y que se
desarrollan en clases prácticas persiguen tres
objetivos básicos, por el cual, se las agrupan
en  tres  categorías  [27].  El  primero  de  los
objetivos,  busca  fomentar  la  inclusión  para
que el  proceso de formación sea equitativo  y
esté  al  alcance  de  todos.  Las  dificultades  de
aprendizajes  en  asignaturas  previas,  provocan
en  un  porcentaje  de  alumnos  falta  de
motivación  que  los  conduce  a  una  auto
marginación del grupo activo de la clase, con el
consiguiente  abandono  del  cursado.  Las
actividades  que  se  desarrollan  bajo  este
objetivo son:
• Realizar Evaluación Diagnóstica Inicial.
•  Realizar  Adecuación  Pedagógica  de  las
estrategias de enseñanza.
•  Identificar programadores entusiastas.
•  Organizar Grupos de Trabajos Estudiantiles
con un programador entusiasta (en lo posible). 
• Fomentar tutoreo de pares.
  Con  el  segundo  de  los  objetivos  se
busca  equilibrar  formalismo  teórico-práctico
con  pragmatismo  para  el  mejoramiento
académico  en  la  realización  de  las  prácticas.
Uno de los mayores inconvenientes que se ha
detectado  en  la  enseñanza  curricular  de  las
asignaturas  de  Programación  de  Numérica  y
Cálculo Numérico, es que las clases (teórica y
prácticas)  no  eran  lo  suficientemente
pragmática,  provocando  que  ante  la  falta  de
motivación,  los  alumnos  se  limitasen  a  la
asimilación  memorista,  y  no  tengan  un
panorama  más  amplio  de  la  aplicabilidad
práctica  de  los  nuevos  conceptos.  Las
actividades que apoya el segundo objetivo son:
• Diseñar Casos de Estudios que favorezcan la
rápida asimilación de conceptos.
•  Proporcionar  el  marco  de  actuación
cooperativa de Scrum.
• Entrenar para la socialización.
•  Entrenar  para  un  desempeño  ágil  en  la
programación de aplicaciones.
•  Entrenar  para  enfrentar  situaciones  de
contingencia.
 El  tercer  objetivo  es,  disponer  de  las
acciones  evaluativas,  como  verdaderas
herramientas de adecuación de la metodología
a  las  características  pedagógicas  de  los
alumnos.  Las  actividades  que  dan  soporte  al
objetivo son:
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•  Analizar  resultados  de  la  evaluación
diagnóstica inicial.
• Realizar evaluación de proceso y formativo.
• Realizar evaluación final y formativa.
• Realizar autoevaluación docente y continua.
•  Evaluar  la  efectividad  de  la  aplicación
estratégica  de  la  Metodología  en  cada
período lectivo.
 Los detalles de cada actividad se describe en
[27].
3. LINEAS DE INVESTIGACION y 
DESARROLLO 
 Los principales ejes temáticos que se
investigan son los siguientes: 
» Actividades pedagógicas que propicien un
ambiente  de  participación  activa  y
comprometida  que  facilite  el  aprendizaje
significativo,  en  un  contexto  de  Aula
Invertida.
» Actividades  pedagógicas  centradas  en  el
alumno,  que  propicie  la  adquisición  de
habilidades para la resolución de problemas,
el desarrollo del pensamiento algorítmico, en
un contexto de desarrollo ágil de software.
4.  FORMACION  DE  RECURSOS
HUMANOS 
La estructura del equipo de investigación es
de 5 (cinco) miembros incluidos el Director.
   Uno de sus miembros desarrolla la tesis de
la  Especialidad  en  Tecnología  Multimedia
para Desarrollos Educativos; posgrado que se
dicta en la Universidad Nacional de Córdoba.
  Otro de sus miembros, desarrolla la tesis de
la  Especialidad  en  Psicopedagogía
Institucional;  posgrado  que  se  dicta  en  la
Universidad Nacional de Salta.
 Por otro lado, uno de los miembros
desarrolla  la tesina para acceder  al  título de
Técnico  Universitario  en  Programación;
carrera  que  se  dicta  en  la  Facultad  de  Cs.
Exactas de la Universidad Nacional de salta.
4.  RESULTADOS  OBTENIDOS  /
ESPERADOS
 La estrategia metodológica basada en el
entrenamiento de la programación ágil en lugar
de la mera práctica de contenido, significó para
las  clases  prácticas,  un  cambio  radical  de
pensamientos  y  de  las  formas  de  abordar  las
guías de trabajos prácticos. Con el tutorero de
pares se logró motivar e incluir a los alumnos
auto marginados al grupo activo de las clases. 
 En  cuanto  a  las  clases  teóricas,  se
siguen diseñando OA en un contexto de Aula
Invertida. Se ha realizado una prueba piloto con
algunos  temas  de  la  currícula  obteniéndose
resultados muy alentadores, tanto del punto de
vista humano como académico. Se espera que
al  finalizar  el  proyecto  se  tenga  una
metodología  de  enseñanza  depurada  que  le
permita  a  las  cátedras  de  Programación
Numérica  y  Cálculo  Numérico  mejorar  el
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Este es el cuarto y último año del proyecto 
F018-2017; una continuación de los 
proyectos F07-2009 y F10-2013, ambos 
enfocados en modelos, métodos y 
herramientas para la calidad del software. 
Este tercer proyecto aborda los temas 
emergentes en el área de la calidad de 
software, en particular, aspectos 
vinculados con la validación de 
requerimientos software, la gestión de los 
procesos administrativos mediante 
herramientas software y la entrega 
continua de productos software. El equipo 
de trabajo busca promover y generar 
métodos y herramientas que contribuyan a 
mejorar la calidad del proceso y del 
producto software. 
En particular, se está trabajando en el 
desarrollo de modelos de prueba continua 
dentro de la disciplina de entrega continua, 
en la eficiencia de los sistemas en 
organismos públicos mediante el enfoque 
de procesos de negocios, la construcción 
de un modelo de procedimientos para la 
gestión de requerimientos en entidades 
agrícolas con una cultura organizacional 
jerárquica y la validación de 
requerimientos software. A la par, se está 
desarrollando el proyecto PI-F17-2017 
donde en el último año se han realizado 
investigaciones en calidad de la 
arquitectura software para sistemas críticos 
de altas prestaciones. 
 
Palabras clave: calidad de software, 
gestión de procesos de negocio, entrega 
continua, ingeniería de requerimientos 
CONTEXTO 
Las líneas de Investigación y Desarrollo 
presentada en este trabajo corresponden a 
los proyectos PI-F17-2017 “Análisis e 
implementación de tecnologías emergentes 
en sistemas computacionales de aplicación 
regional” y PI-17F018 “Metodologías y 
herramientas emergentes para contribuir 
con la calidad del software”, acreditado por 
la Secretaría de Ciencia y Técnica de la 
Universidad Nacional del Nordeste 
(UNNE) para el periodo 2018-2021. 
En este marco se acompaña con el 
asesoramiento al proyecto PID 7057 sobre 
"Ingeniería de Software", de la Facultad de 
Ciencias de la Administración de la 
Universidad Nacional de Entre Ríos 
(UNER).  
1. INTRODUCCIÓN 
Las características de un producto 
software necesitan ser cada vez más 
complejas para satisfacer a los usuarios [1]. 
Esto genera avances constantes que se 
traducen en una gran cantidad de nuevas 
técnicas y tecnologías relacionadas con el 
desarrollo de software [2]. Pero el desafío 
sigue siendo llevar adelante un proceso de 
desarrollo que termine en un plazo 
acordado con unos atributos de calidad 
esperados, como, por ejemplo la 
mantenibilidad o la usabilidad.  
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En este sentido, la calidad del software está 
formada por diferentes factores y apoyados 
por herramientas que automatizan su 
medición. Por lo tanto, las nuevas 
tecnologías y técnicas emergentes muchas 
veces no tienen el conjunto de 
herramientas necesarias para la medición y 
mejora de la calidad del producto software 
resultante [3]. Por ello la necesidad de 
investigar en el uso y adecuación de las 
tecnologías emergentes incorporando 
aspectos de calidad del software. 
Siguiendo con este mismo enfoque y con el 
objetivo de lograr una mayor satisfacción 
del cliente, es crítico para las 
organizaciones entregar productos de 
calidad de manera aún más rápida. Esto dio 
lugar al surgimiento de un nuevo enfoque 
denominado “Entrega Continua de 
Software”, más conocido en inglés como 
Continuous Delivery (CD). En este 
enfoque los equipos mantienen la 
producción de software en ciclos cortos de 
tiempo, asegurando que el producto pueda 
ser lanzado de manera fiable en cualquier 
momento [4] [5]. 
Nuevamente, uno de los principales 
problemas de estos enfoques estaría en la 
calidad del producto software. Ésta puede 
disminuir, dado que, al realizarse los 
despliegues del sistema con mayor 
frecuencia, aparecen más defectos en el 
producto [5]. Por tanto, es esencial 
desarrollar un enfoque de priorización de 
los diferentes aspectos en la calidad del 
producto software, teniendo en cuenta la 
forma de trabajo actual de las empresas de 
desarrollo software. 
Para adoptar este enfoque, se utiliza el 
concepto de Tubería de Despliegue (DP - 
Deployment Pipeline), un estándar para 
automatizar el proceso de CD [6].  
Desde el enfoque de los procesos de 
construcción también existen desafíos, no 
solamente desde el sector privado sino 
también en el sector público. La gestión de 
procesos de negocio se basa en la idea de 
que cada producto es el resultado de un 
conjunto de actividades que se realizan a 
fin de obtener dicho producto. Por este 
motivo, la correcta y eficiente gestión de 
los procesos de negocio es un aspecto 
importante para la productividad de toda 
organización, ya que permite identificar las 
tareas, el orden de ejecución de las mismas 
y las personas responsables de realizarlas 
[7]. En las entidades privadas con una 
estructura piramidal también se ven los 
mismos problemas, que pueden ser 
atacados mediante el ajuste de los 
procedimientos y el desarrollo de 
personalizaciones, especialmente en la 
obtención y validación de los 
requerimientos. 
En la línea de Ingeniería de Software para 
sistemas críticos, cada vez es más común 
trabajar con sistemas de propósitos 
dedicados, especialmente en aplicaciones 
como la de los procesos industriales, la 
automotriz, o la aviónica. En particular, 
ciertas aplicaciones son usadas en entornos 
críticos de tal manera que los fallos 
podrían provocar pérdidas financieras o 
incluso pérdida de vidas humanas [8]. 
Como respuesta a esto existen marcos 
regulatorios que estipulan la necesidad de 
demostrar la seguridad del sistema 
construído. Respecto del software 
embebido los estándares principales en 
sistemas críticos provienen de la normativa 
IEC 61508 – parte 3. En particular, en el 
apartado 7.4.3 de la norma IEC 61508-3 se 
especifican las buenas prácticas al 
construir la arquitectura del software en 
términos de actividades, documentación, 
especificación integral de cada módulo de 
la arquitectura y uso de buenas prácticas de 
programación. Actualmente existen 
diferentes estudios que presentan 
arquitecturas software para sistemas 
críticos, pero no emergen arquitecturas 
estándar por nivel de seguridad integral y 
orientadas a cubrir la mayor cantidad de 
dominios de problemas. 
Por lo tanto, las líneas de trabajo del 
proyecto tienen que ver con características 
de calidad de calidad del producto software 
y del proceso de desarrollo, tanto en 
sistemas tradicionales como en sistemas 
críticos. 
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2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
A continuación, se describen las siguientes 




Se está realizando el desarrollo de un 
modelo de mejora y evaluación de pruebas 
continuas de software teniendo en cuenta 
los principales problemas presentados por 
la literatura científica y la industria. Como 
primera medida se han realizado revisiones 
sistemáticas de la literatura y como 
segundo paso el desarrollo de encuestas a 
grandes empresas mundiales.  
El paso siguiente fue la creación de un 
primer modelo formado por distintas 
etapas de pruebas basándose en la Tubería 
de Despliegue. Actualmente el modelo se 
está validando en un proyecto argentino a 
nivel nacional y en 10 proyectos 
internacionales con equipos ágiles.  
 
Gestión de requerimientos y de procesos 
de negocio 
 
La validación de requerimientos es un 
proceso continuo en el proyecto de 
desarrollo de software con el fin de 
asegurar que los requerimientos elicitados 
sean representaciones exactas de las 
necesidades y expectativas de los usuarios. 
Esta actividad contribuye a mejorar la 
calidad de los requerimientos, reducir 
costos, tiempos y riesgos en el desarrollo 
de software. En este proyecto se aborda el 
estudio de técnicas y herramientas libres 
para la validación de requerimientos de 
software con el objetivo de contribuir con 
información que apoye la actividad de los 
profesionales del sector de desarrollo de 
software, en cuanto a lograr la integridad 
de la especificación de los requerimientos 
de software [9]. 
Actualmente se está trabajando en el 
desarrollo de procedimientos para la 
gestión de requerimientos tanto en el sector 
público como en el sector privado. 
Respecto del sector público el objetivo es 
lograr un prototipado rápido de 
aplicaciones con alto contenido de 
procedimental, pasos secuenciales y 
controles cruzados de información 
apoyado por esquemas visuales de 
procesos de negocio. una de las 
herramientas más utilizas es Bonita [10], 
En esta línea de investigación también se 
busca realizar un modelo de trabajo para 
mejorar la gestión del proceso 
administrativo de las instituciones 
públicas. Por un lado, el modelado 
mediante la notación BPM y por otro lado 
el desarrollo de prototipos rápidos 
mediante la herramienta antes descripta. 
Finalmente, para el sector privado se están 
realizando pruebas piloto de desarrollos 
personalizados para la gestión ágil de 
requerimientos software. En particular, los 
modelos propuestos buscan mejorar las 
validaciones en entornos de empresas 
tradicionales. 
 
Arquitectura software para sistemas 
críticos 
 
Esta línea de trabajo ha construido un 
modelo de procesos para la gestión de 
requerimientos de software en sistemas 
críticos, la comparación de patrones de 
arquitectura de sistemas críticos respecto 
de la mantenibilidad, el análisis de 
estrategias de arquitectura, la gestión de la 
calidad del producto software y, 
finalmente, un modelo de mejora continua 
basada en ISO 9001. Este año se trabajará 
en el diseño de componentes software de 
acuerdo con las buenas prácticas de la 
norma IEC 61508-3.  
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
En el marco de este proyecto y respecto de 
la línea de gestión de procesos se lograron 
los siguientes objetivos: 
En la temática sobre investigación sobre 
validación de requerimientos, se realizó un 
análisis comparativo de las herramientas 
para determinar la performance de su 
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aplicación en base a determinados criterios 
de evaluación establecidos previamente [9] 
y se evalúan técnicas para la validación de 
requerimientos en entornos de trabajo para 
el desarrollo de software [11] 
En [12] se realizó una revisión sistemática 
sobre las técnicas, métodos o herramientas 
disponibles para la validación de los 
requerimientos software desde el punto de 
vista de las metodologías ágiles. Los 
artículos analizados fueron adquiridos 
desde las fuentes SCOPUS, ACM y IEEE. 
Se han analizado 40 trabajos donde se 
puede ver como existe una continua 
búsqueda para lograr el objetivo de 
maximizar la calidad, ya sea de 
requerimientos o de procesos, utilizando 
diferentes técnicas y modelos, buscando el 
orden y calidad así como la entrega 
continua y reducción de tiempos y trabajo 
en equipo fusionando o creando técnicas, 
modelos, procedimientos, los cuales 
utilizan herramientas para la gestión de 
dirección de proyectos, gestores de 
incidencia y modelado evidenciando que 
los trabajos que han fusionado técnicas han 
podido ser probados y validados en 
entornos empresariales. Finalmente, para la 
mejora de procesos de gestion de 
requerimientos en la Administración 
Pública se está trabajando en el diseño del 
Estudio de Caso en un ente autárquico de 
la provincial de Corrientes y en su puesta 
en marcha. 
En [13] se desarrolló un marco 
metodológico aplicable al desarrollo de 
software en el Sistema de Información 
Universitaria (SIU), que permita la 
construcción de un proceso de pruebas 
continuas, así como la propuesta de un 
marco tecnológico para implementar y dar 
soporte a dicho proceso de pruebas 
continuas. La validación del modelo de 
procesos para pruebas continuas en el SIU 
fue realizado sobre el proyecto SIU-Araí. 
Para lograr la implementación del modelo, 
se seleccionó una serie de procesos, etapas 
y actividades. Su implementación permitió 
obtener retroalimentación con el desarrollo 
real del proyecto, reflejando el impacto que 
produce la automatización en la ejecución 
y validación de pruebas de software. El 
proyecto SIU-Araí mejoró la forma de 
realizar el despliegue (antes una tarea 
manual de 30 minutos y ahora una tarea de 
2 minutos de fácil automatización), 
introdujo nuevas pruebas de software 
específicas sobre los módulos y expuso 
errores de desarrollo de manera temprana 
en el ciclo desarrollo del proyecto. 
En la línea de Ingeniería de Software para 
la Entrega Continua se desarrolló el 
modelo de Continuous Testing 
Improvement Model (CTIM) y la 
herramienta de evaluación en línea 
EvalCTIM  
La validación fue realizada mediante la 
técnica de Investigación-Acción con cuatro 
casos de estudio y un ciclo inicial teórica. 
En la línea de Ingeniería de Software para 
Sistemas Críticos se realizó un estudio 
secundario amplio y sistematizado sobre 
las arquitecturas software aplicadas en el 
dominio de los sistemas críticos, el nivel 
de seguridad alcanzado y las herramientas 
utilizadas para lograrlo. Para ello se llevó a 
cabo una revisión sistemática de la 
literatura para identificar estudios 
publicados desde enero de 1999 a 
diciembre de 2019 sobre arquitecturas 
software para sistemas críticos. Como 
resultado se identificaron los tipos de 
arquitectura más utilizados de acuerdo al 
nivel de seguridad pretendido. Asimismo, 
se encontró evidencia de estudio en 
diferentes dominios de aplicación, con 
especial hincapié en las normativas 
automotrices e industrials [14]. 
FORMACIÓN DE RECURSOS 
HUMANOS 
En esta línea del Grupo de Investigación 
sobre Calidad de Software (GICS) están 
involucrados 3 docentes investigadores, 1 
tesista de doctorado, 1 becario de 
investigación de pregrado, 3 tesistas de 
maestría que finalizaron el cursado en el 
año 2018 y 1 tesista de maestría de la 
Universidad Nacional de Entre Ríos.  
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▪ Resumen 
Se presenta una línea de investigación y 
desarrollo, que tiene por objeto estudiar temas 
relacionados con aspectos de Ingeniería de 
Software, orientados al desarrollo de 
aplicaciones móviles tridimensionales (3D) 
sobre diversas plataformas. En particular, se 
pone el foco en el análisis de performance y 
consumo de energía de las aplicaciones 3D, 
como así también en el desarrollo de 
aplicaciones 3D inmersivas, a través del uso de 
Realidad Virtual (RV). También se realizan 
desarrollos relacionados con Internet de las 
Cosas, mediante aplicaciones móviles que 
utilizan sensores inteligentes.  
Palabras claves: Dispositivos Móviles - Aplicaciones 
3D - Aplicaciones Multiplataforma - M-Learning – 
Performance – Consumo de energía – Realidad Virtual 
– Internet de la Cosas 
 
▪ Contexto 
Esta línea de Investigación forma parte del 
proyecto (2018-2021) “Metodologías, técnicas 
y herramientas de ingeniería de software en 
escenarios híbridos. Mejora de proceso.”, en 
particular del subproyecto “Ingeniería de 
Software para escenarios híbridos”, del 
Instituto de Investigación en Informática LIDI 
de la Facultad de Informática, acreditado por el 
Ministerio de Educación de la Nación. 
Existe una importante cooperación con 
Universidades de Argentina y se está 
trabajando con Universidades de Europa en 
proyectos financiados por el Ministerio de 
Ciencia y Tecnología de España y la AECID. 
Se participa en iniciativas como el Programa 
IberoTIC de intercambio de Profesores y 
Alumnos de Doctorado en el área de 
Informática. 
Por otra parte, se tiene financiamiento de 
Telefónica de Argentina en Becas de grado y 
posgrado. 
 
▪ Introducción  
En la actualidad los dispositivos móviles 
permiten ejecutar aplicaciones complejas y con 
exigentes requerimientos de hardware.  Debido 
a esto, existen cada vez más alternativas de 
motores de juego que permiten desarrollar 
aplicaciones tridimensionales para 
dispositivos móviles. 
La RV es una simulación interactiva por 
computadora en la cual se sustituye el mundo 
real con información sensorial que recibe el 
usuario. La RV permite generar entornos 
inmersivos donde el usuario puede interactuar 
con representaciones virtuales de objetos, que 
de otro modo sería difícil o imposible de 
acceder [1]. 
El ámbito educativo debe adaptarse a los 
cambios y nuevas formas de aprendizaje. M-
learning (mobile learning) plantea métodos 
modernos de apoyo al proceso de aprendizaje 
mediante el uso de dispositivos móviles. Las 
aplicaciones móviles 3D son una herramienta 
ideal para acercar a los alumnos [2] [3] [4]. 
Sin embargo, muchos de los potenciales 
usuarios de estas aplicaciones educativas 
pueden no disponer de dispositivos de última 
generación. Por esta razón, resulta de vital 
importancia realizar un análisis en profundidad 
de los parámetros que inciden en la 
performance final de una aplicación 3D [5] y 
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en el consumo de energía que dichas 
aplicaciones generan, el cual es generalmente 
alto [6] [7]. 
Los sistemas de domótica comprenden un 
conjunto de módulos cuyo objetivo en común 
es la automatización de las viviendas y de sus 
funciones. Los objetos cotidianos, tales como 
electrodomésticos, cuentan con conexión a 
Internet mediante la integración de sensores 
y/o dispositivos (Internet de las Cosas, o IoT 
por sus siglas en inglés) [8] [9]. 
Una aplicación móvil 3D de domótica 
facilita la interacción con los objetos 
conectados a una vivienda, mediante controles 
visuales, cómodos e intuitivos para el usuario. 
 
▪ Líneas de Investigación y 
Desarrollo 
● Metodologías y Técnicas de la Ingeniería de 
Software y su aplicación en el desarrollo de 
software para dispositivos móviles. 
● Aplicaciones Móviles 3D Multiplataforma 
● Mobile Learning 
● Frameworks para el desarrollo de 
Aplicaciones Móviles 3D 
● Performance de aplicaciones móviles 3D 
● Consumo de energía en aplicaciones 
móviles 3D 
● Realidad Virtual en aplicaciones móviles 
3D 
● Domótica en aplicaciones móviles 3D 
 
▪ Resultados esperados/obtenidos 
Los resultados esperados/obtenidos se pueden 
resumir en: 
▪ Avanzar en la capacitación continua de los 
miembros de la línea de investigación. 
▪ Avanzar en el aprendizaje de frameworks o 
motores de juego que permiten desarrollar 
aplicaciones 3D multiplataforma, 
particularmente para dispositivos móviles 
[10] [11] [12][13]. 
▪ Avanzar en el desarrollo de aplicaciones 
educativas, teniendo como finalidad 
enriquecer las experiencias interactivas y 
motivar el aprendizaje mediante su uso. 
▪ Avanzar en el análisis de performance de 
ejecución y de consumo de energía de 
aplicaciones generadas con diferentes 
frameworks o motores de juego 3D. 
▪ Avanzar en el desarrollo de aplicaciones 
móviles 3D relacionadas con sensores 
inteligentes e IoT. 
▪ Se ha ampliado el prototipo móvil R-
Info3D [2], una herramienta de aprendizaje 
sencilla de los conceptos básicos para la 
construcción de algoritmos en la Facultad 
de Informática. El intérprete de código fue 
actualizado, permitiendo el uso de 
variables, estructuras de control, 
operadores matemáticos, múltiples robots 
y paralelismo, entre otros. Además, la 
aplicación puede ser utilizada con lentes de 
RV, permitiendo una inmersión completa 
en el escenario virtual. Figura 1. 
▪ Se ha desarrollado mediante los motores de 
juego multiplataforma Unity y Unreal 
Engine prototipos de análisis de 
performance de ejecución [14] y de 
consumo de energía de aplicaciones 
móviles 3D [15]. Figura 2. 
 
 
Figura 1. R-Info3D, controlado mediante las lentes 
de RV. 
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Figura 2. Prototipo de análisis de consumo de 
energía. Resultados obtenidos. 
 
▪ Se ha desarrollado un prototipo móvil 3D 
de domótica. La aplicación facilita la 
interacción con los objetos conectados a 
una vivienda, mediante controles visuales, 
cómodos e intuitivos. El servidor puede 
estar en una red local o en la nube, 
permitiendo el control remoto de los 
dispositivos. Figura 3 y 4. 
 
 




Figura 4. Prototipo móvil 3D de domótica. Control 
visual de los dispositivos. 
 
▪ Se está avanzando en el estudio 
comparativo de los motores de juego 
multiplataforma Unity y Unreal Engine 
con el fin de contrastar las ventajas y 
desventajas de cada motor [16]. 
▪ Se está avanzando en el desarrollo de una 
aplicación móvil interactiva con realidad 
virtual y virtualidad aumentada para el 
Club Estudiantes de La Plata. 
 
Formación de Recursos Humanos 
Los integrantes de esta línea de investigación 
dirigen Tesinas de Grado y Tesis de Postgrado 
en la Facultad de Informática, y Becarios III-
LIDI en temas relacionados con el proyecto. 
Además, participan en el dictado de 
asignaturas/cursos de grado y postgrado de la 
Facultad de Informática de la UNLP. 
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Se presenta una línea de investigación que 
tiene por objeto estudiar las problemáticas 
actuales que afronta los procesos de Ingeniería 
de Software y Bases de Datos ante una gran 
variedad aplicaciones multiplataformas (Web y 
móvil), que son de uso constante por millones de 
usuario simultáneamente y de cualquier punto 
geográfico. En este contexto, las metodologías 
ágiles, son sin duda, las más utilizadas en el 
proceso de desarrollo del Software actual. El 
modelo {relacional de Bases de Datos (Codd 
1970) [5], es el modelo predominante de 
almacenamiento de información. Sin embargo, 
la idea de considerar que un único modelo de 
datos pueda adaptarse de forma eficiente a todos 
los requerimientos, ha sido discutida. Surgen así, 
otros motores de Bases de Datos que poseen 
implementaciones propias no relacionales y se 
denominan Bases de Datos NoSQL (No solo 
SQL). Estas Bases de Datos son un 
complemento y/o alternativa a las Bases de 
Datos Relacionales en el proceso de diseño de la 
información. En la actualidad, los proveedores 
de Bases de Datos No Relacionales ofrecen 
implementaciones alternativas en la nube. Con 
esto se cuenta con un conjunto de herramientas 
importantes para el desarrollo de aplicaciones 
móviles. Esto implica, tener en cuenta aspectos 
que hace algunos años no eran considerados, 
tales como, movilidad, geolocalización, 
generación de grandes volúmenes de 
información y la diversidad de los dispositivos 
electrónicos involucrados [1, 2, 9, 10]. 
Palabras claves: Metodologías ágiles, Bases 
de Datos Relacionales, Bases de Datos NoSQL, 
Bases de Datos en la nube, Aplicaciones 
Móviles. 
CONTEXTO 
Esta línea de Investigación forma parte del 
proyecto (2018-2021) “Metodologías, técnicas y 
herramientas de ingeniería de software en 
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escenarios híbridos. Mejora de proceso.”, en 
particular del subproyecto “Ingeniería de 
Software para escenarios híbridos”, del Instituto 
de Investigación en Informática LIDI (III-LIDI) 
de la Facultad de Informática UNLP, acreditado 
por el Ministerio de Educación de la Nación. 
Hay cooperación con Universidades de 
Argentina y se está trabajando con 
Universidades de Europa en proyectos 
financiados por el Ministerio de Ciencia y 
Tecnología de España y la AECID. 
Se utilizan los recursos de Hardware y 
Software disponibles en el III-LIDI para diseñar, 
desarrollar y probar diferentes soluciones a 
problemáticas relacionadas con escenarios a 
investigar. Como resultado de esto, se espera 
obtener métricas reales que sirvan como 
referencia para los investigadores en la 
comparación de resultados. 
Las publicaciones científicas generadas y la 
transferencia continua de resultados concretos, 
validan esta línea de investigación. 
1. INTRODUCCIÓN 
“Metodologías, técnicas y herramientas de 
Ingeniería de Software en escenarios híbridos. 
Mejora de proceso”, 2018-2021 del Programa de 
Incentivos, es un proyecto que propone 
profundizar las investigaciones que se vienen 
realizando en el III-LIDI y extender la mirada a 
nuevos desafíos y cambios que están en 
gestación. Se organiza en tres subproyectos que 
permiten atender de manera ordenada el objetivo 
general propuesto: 
“SP1 - Ingeniería de Software para escenarios 
híbridos”, SP2 - Gobernanza Digital. Mejora de 
Procesos.” Y “SP3 - Metodologías y 
herramientas para la apropiación de tecnologías 
digitales en escenarios educativos híbridos [19]. 
Este artículo se centra en el subproyecto “SP1 
- Ingeniería de Software para escenarios 
híbridos”. Se orienta a la investigación de 
metodologías y técnicas de la Ingeniería de 
Software, Bases de Datos Relacionales, Bases de 
Datos NoSQL y Bases de Datos en la nube, con 
énfasis en los escenarios híbridos y las nuevas 
aplicaciones Web móvil para cualquier 
dispositivo informático. 
La disponibilidad de la información en todo 
momento (internet), las nuevas tecnologías 
móviles y el desarrollo de aplicaciones híbridas, 
han cambiado las necesidades en el mundo 
informático. Se presentan así, un conjunto de 
nuevas alternativas y desafíos para la Ingeniería 
de Software, lo que conlleva al desafío de 
establecer nuevos procesos de diseño y nuevas 
arquitecturas de Hardware, cambiando así, la 
forma de pensar y almacenar los datos. Las 
Bases de Datos NoSQL representan una 
alternativa en la evolución del almacenamiento 
de datos, complementándose con una generación 
de tecnología móvil Web que debe responder 
eficientemente a las exigencias del usuario [9, 
10, 11 y 12]. 
Cada vez, son más los recursos o servicios 
informáticos que poseen variantes en la nube 
(Cloud Computing). Esta tecnología, permite el 
ahorro en la administración de servicios y 
equipos. Es una abstracción de los recursos 
tecnológicos en donde se puede acceder a la 
información independientemente del punto 
geográfico en el que se encuentre el dispositivo. 
[4, 5, 8, 15 y 16]. 
En la actualidad, no solo se debe responder de 
manera óptima al número de usuarios finales, 
sino que también, cada usuario ha aumentado 
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sus exigencias al momento de utilizar y/o 
catalogar a una aplicación Web o móvil Web. 
Esto supone que la escalabilidad de los recursos 
y el rendimiento se han convertido en auténticos 
retos para la Ingeniería de Software y los 
proveedores de Bases de Datos. 
En este contexto, las tecnologías de Bases de 
Datos No Relacionales (NoSQL), son un 
complemento o alternativa para satisfacer las 
demandas actuales. Las bases de datos NoSQL, 
surgen como respuesta para la administración de 
grandes volúmenes de información. Son 
altamente escalables y no respetan estrictamente 
las propiedades ACID (Atomicidad, 
Consistencia, Aislamiento y Durabilidad) [4 y 
5]. NoSQL propone un sistema llamado BASE 
(Básicamente Disponible, Estado Suave y 
Consistencia Eventual) [10, 13 y 14]. Existe una 
gran variedad de motores de Bases de Datos 
NoSQL que en general, se pueden catalogar en 
cuatro categorías de almacenamiento no 
estructurado de información: Clave-Valor, 
Documental, Orientado a Columnas y Orientado 
a Grafos. Herramientas como MongoDB 
(documental), Apache Cassandra (orientada a 
columnas), Redis (clave-valor) y Neo4j (grafos) 
son ejemplos de esta nueva generación de 
motores de Bases de Datos [9, 12 y 18]. 
Además, existen proveedores que brindan 
alternativas de Bases de Datos NoSQL en la 
nube.  
Cloud Firestore, es un motor de Base de Datos 
en la nube con almacenamiento documental que 
pertenece a un conjunto de servicios que brinda 
Google para el desarrollo de aplicaciones Web y 
móvil.  
MongoDB Atlas, es una Base de Datos en la 
nube con almacenamiento documental. Es 
proporcionada por MongoDB, es decir, que se 
encuentra operada y mantenida por MongoDB. 
Este servicio incluye de forma automática, la 
configuración de los servidores y de todo el 
entorno necesario para la Base de Datos. 
Además, es compatible con diferentes 
proveedores de servicios en la nube, como son: 
Amazon Web Services (AWS), Google Cloud 
Platform (GPC) y Microsoft Azure.  
DataStax (Astra), es otro ejemplo de un 
servicio de Bases de Datos en la nube, en este 
caso impulsado por Apache Cassandra [7, 11, 13 
y 17]. 
Como parte de las investigaciones realizadas, 
el análisis del proceso de despliegue del 
Software es otro aspecto de estudio. Las PyMES 
en Argentina representan casi el 80% de la 
industria del software y dada la necesidad de ser 
competitivas deben mejorar sus métodos y 
procesos de trabajo. En la mayoría de las 
empresas el proceso de despliegue no se realiza 
de manera sistemática y controlada, esto impacta 
en la finalización del proyecto y la no aceptación 
del producto final, ocasionando inconvenientes 
que generan rehacer el trabajo y baja de 
productividad en su proceso. Ante estas 
dificultades, se propone realizar un modelo de 
proceso de despliegue de sistemas de software 
que permita a las PyMES mejorar la ejecución 
del proceso de despliegue. 
La comunicación y la sincronización del 
trabajo continúa siendo un pilar fundamental 
para el éxito de un proyecto. La utilización de 
repositorios de información, por ejemplo, GIT, 
permiten realizar un control de versiones 
distribuido, trabajando en modo offline o en 
modo online, con la facilidad de disponer 
herramientas específicas para la resolución de 
conflictos entre versiones [3, 6 y 16]. 
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Todas las particularidades previamente 
mencionadas conducen a nuevas prácticas y 
metodologías que promueven el crecimiento de 
la Ingeniería de Software y la gestión de Bases 
de Datos como disciplina. 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
● Metodologías y Técnicas de la Ingeniería 
de Software y su aplicación en el 
desarrollo de software para escenarios 
híbridos. 
● Investigar los distintos tipos de 
almacenamiento no estructurado de 
información (documental, orientado a 
columnas, clave-valor y grafos). 
● Investigar motores de Bases de Datos No 
Relacionales (NoSQL). MongoDB, 
Apache Cassandra, Redis, Neo4j, entre 
otros. 
● Investigar Bases de Datos en la nube. 
Cloud Firestore (Google), MongoDB 
Atalas (MongoDB), DataStax Astra 
(Apache Cassandra), entre otras. 
● Investigar nuevos conceptos de tipos de 
Bases de Datos, como, por ejemplo: 
NewSQL y Bases de Datos de Serie 
Temporales. 
● Desarrollo de casos de estudio, pruebas 
de comparación y rendimiento de Bases 
de Datos Relacionales, No Relacionales 
y Bases de Datos en la nube. 
● Modelo de procesos para el despliegue / 
puesta en producción de sistemas de 
software 
● Repositorios GIT. 
3. RESULTADOS 
OBTENIDOS/ESPERADOS  
Los resultados esperados/obtenidos se pueden 
resumir en: 
● Capacitación continua de los miembros 
de las líneas de investigación. 
● Estudio y análisis de Bases de Datos no 
relacionales. 
● Estudio y análisis de Bases de Datos en 
la nube. 
● Analizar, comparar y determinar 
escenarios para los distintos tipos de 
almacenamiento no estructurado de 
información. 
● Comparar y analizar resultados para 
diversos casos de estudio entre Bases de 
Datos relacionales, Bases de Datos 
NoSQL y Bases de Datos en la nube. 
● Definición de procesos de Gestión de 
Incidencias utilizando repositorios GIT. 
● Análisis de metodologías para la 
interoperabilidad de sistemas web y 
aplicaciones móviles. 
Algunas de las transferencias realizadas por el 
III-LIDI relacionadas con este proyecto, entre 
otras, son: 
● Aplicación móvil para la comunidad de 
la Facultad de Informática de la UNLP 
con información sobre horarios de 
finales, planes de estudio, calendario 
académico, las clases en tiempo real y las 
últimas novedades. 
● Diseño de Bases de Datos para 
Instituciones Provinciales.  
● Diseño y Gestión de Sistemas de 
congresos, utilizado por la RedUNCI y 
por otras entidades. 
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● Sistemas de Gestión Administrativa de 
Instituciones Universitarias (Sistema de 
inscripción y seguimiento de alumnos de 
la Facultad de Informática, Sistema de 
gestión administrativa de asignaturas, 
entre otros). 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Los integrantes de esta línea de investigación 
dirigen Tesinas de Grado y Tesis de Postgrado 
en la Facultad de Informática, y Becarios III-
LIDI en temas relacionados con el proyecto. 
Además, participan en el dictado de 
asignaturas/cursos de grado y postgrado de la 
Facultad de Informática de la UNLP. 
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RESUMEN
La  construcción  de  requisitos  involucra
procesos  cognitivos  intensivos  del  ingeniero
de  requisitos,  sin  embargo,  los  abordajes
corrientemente  en  uso  no  incluyen  ninguna
consideración al respecto. Para una elicitación
eficaz,  es  indispensable  entablar  una  buena
comunicación entre los involucrados y utilizar
técnicas apropiadas de recolección de hechos
y  de  registro  de  éstos,  y  además  en  la
elaboración  de  la  información  capturada  se
debería  alcanzar  una  comprensión  precisa  y
objetiva  de  lo  elicitado.  Una  comunicación
efectiva requiere un lenguaje común entre los
involucrados.  Es  frecuente,  a  tal  efecto,  la
creación  de  un  glosario  con  términos  del
contexto de aplicación. A pesar de disponerse
de  heurísticas  suficientemente  afianzadas  en
la creación de glosarios, se ha observado un
nivel  preocupante  de  subjetividad  en  dicho
proceso, lo que indudablemente exige estudiar
qué  aspectos  lingüístico-cognitivos  pueden
introducir  distorsiones  en  los  términos
incorporados al glosario y en sus definiciones.
Entonces, en la etapa del presente proyecto se
propone diseñar heurísticas que atiendan con
mayor eficacia  la  incorporación de términos
en el glosario, favoreciendo su completitud y
consistencia,  tratando  de  mitigar  aspectos
subjetivos del ingeniero de requisitos.
Palabras  clave: Ingeniería  de  Requisitos,
Elicitación,  Glosarios, Lingüística Cognitiva,
Pragmática,  Procesamiento  de  Lenguaje
Natural.
CONTEXTO
La línea de investigación que se presenta es
parte  del  proyecto de investigación “Ajustes
lingüístico-cognitivos  a  la  construcción  de
glosarios” que se desarrolla en la Universidad
Nacional del Oeste. 
1. INTRODUCCIÓN
En todo proceso de desarrollo de software los
requisitos  existen,  aun  cuando  estos  no  se
presenten  en  una  forma  explícita.  En  estos
casos, pueden estar empotrados en modelos o
artefactos menos formales, como una simple
lista  de  servicios  a  desarrollar  en  una
iteración,  o  incluso pueden permanecer  solo
en la mente de las personas, cuando el usuario
trasmite  sus  necesidades  al  ingeniero,  quien
luego  las  vuelca  a  líneas  de  código.  En
cualquiera de estos casos, la comunicación es
un  punto  de  suma  relevancia  para  acordar
apropiadamente  los  requisitos  del  software
[Nuseibeh00]. Es por ello que, principalmente
en  proyectos  con  equipos  de  trabajo
numerosos o con una diversidad de usuarios,
se  debe  formalizar  un  lenguaje  común  que
facilite el entendimiento entre las partes sobre
las  necesidades  actuales  y  futuras,  y  qué
deberá  proveer  el  sistema de  software.  Esto
involucra  crear  un  glosario  con  términos
específicos  empleados  en  el  contexto  de
aplicación [Leite93]. Un objetivo principal de
este  glosario  es  que  sus  términos
(denominados  en  lingüística  símbolos)  sean
utilizados  en  los  modelos,  documentos,
informes, e incluso en el código, construidos
durante el proceso de desarrollo de software,
como así también que sean internalizados por
el equipo de desarrollo, de manera de usarlos
eficazmente en las comunicaciones orales con
los clientes y los usuarios, durante entrevistas,
reuniones,  negociaciones,  presentaciones  y
validaciones, entre otras actividades.
La creación de glosarios en la Ingeniería de
Requisitos es una práctica relativamente usual
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[Kovitz98]  [Aranda08]  [Nonyelum12]
[Mighetti16],  aunque hay pocos autores  que
brindan guías para su construcción [Kovitz98]
[Leite04]  [Hadad09].  Un modelo  léxico  que
se ha difundido por su capacidad expresiva es
el  Léxico  Extendido  del  Lenguaje  (LEL)
[Leite93]. A pesar de sucesivas mejoras en las
heurísticas de construcción del LEL, basadas
en el manejo de homónimos, reconocimiento
de  nominalizaciones  de  verbos  [Litvak17],
uso  de  procesamiento  de  lenguaje  natural
[Escudero20]  y  tratamiento  de  jerarquías  de
términos  [Kaplan17],  entre  otras,  se  ha
observado  que  persisten  problemas  de
completitud,  de  ambigüedad,  y  de
inconsistencias en el nombre de los términos
y en sus definiciones.  Evidencias  de ello  se
han reflejado en trabajos de comparación de
métodos  de  inspección  sobre  el  LEL
[Sebastián16]  [Hadad19],  trabajos  para
estudiar  su  nivel  de  completitud  [Doorn03]
[Doorn08]  y  un  trabajo  posterior  [Doorn19]
donde  se  observó  además  la  aparición  de
términos  en  el  glosario  que  no  estaban
presentes  en el  contexto  de aplicación.  Este
hecho  muestra  que  en  realidad  sólo  se  está
observando la punta de iceberg, ya que quien
construye  el  glosario  interpreta  y elabora  lo
que lee, escucha u observa, incorporando su
propia impronta. Esto condujo a una revisión
de  las  heurísticas  existentes,  habiéndose
observado  que  las  mismas  están  más
orientadas  a  mejorar  la  construcción  de  los
modelos,  pero  que  omiten  indicar  cómo  se
elabora  la  información  adquirida.  En  otras
palabras,  las heurísticas indican qué se debe
poner en un modelo, por ejemplo, qué tiempo
verbal utilizar, cómo debe ser el estilo de las
frases,  pero poco colaboran acerca de cómo
establecer  la  pertenencia  de  términos  a
determinadas  categorías  taxonómicas
(jerarquías)  [Vivas13],  cómo  distinguir
relaciones temáticas [Vivas13] entre términos
para  obtener  definiciones  más  completas,
cómo  interpretar  las  nominalizaciones
[Alexiadou01],   o  cómo  descubrir  frases
nominales  empotradas  en  frases  verbales,
entre  muchas  otras  posibilidades  que
involucran  tanto  aspectos  cognitivos  como
lingüísticos.
Es  debido  a  ello  que  se  ha  comenzado  a
estudiar cómo se podrían incorporar términos
a  léxicos  con  una  mirada  lingüístico-
cognitiva, de manera tal de definir heurísticas
que atemperen los problemas detectados.  La
definición de estas heurísticas no es una tarea
sencilla dado que las mismas deberán guiar al
ingeniero de requisitos en el desarrollo de las
actividades cognitivas involucradas.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
En el  presente  proyecto  de  investigación  se
intenta  poner  foco  en  el  abordaje  de  la
elicitación  de  información  y  su  posterior
elaboración  y  modelado,  considerando  los
aportes  de  las  ciencias  cognitivas,
particularmente en relación con la lingüística,
de una manera pragmática.
Para  ello  es  importante  considerar  los
aspectos cognitivos de los involucrados en el
proceso de Ingeniería de Requisitos, ya que es
posible que, debido a los propios procesos de
percepción,  atención  y  memoria
[Sternberg09]  del  ingeniero  de requisitos,  el
mismo  altere  la  información  realmente
recibida en función de los recuerdos que tiene
o  las  asociaciones  que  realice.  La  atención
permite  seleccionar  eficazmente  la
información relevante recibida [Lupón12]. En
[Schmidt90], el autor expone que no se puede
aprender aquello a lo que no se le ha prestado
atención,  y  entonces  un  procesamiento
consciente en la captación de información es
un  facilitador  del  aprendizaje.  Trabajos
posteriores en Lingüística Aplicada [Ellis94]
[Gilakjani11]  han  estudiado  y,  en  gran
medida, apoyado esta teoría sustentada en el
aprendizaje  de un segundo lenguaje  o en  la
adquisición  de  vocabulario.  Es  posible  que
algunos  mecanismos  propuestos  desde  la
Lingüística  Aplicada  puedan  aplicarse  a  la
incorporación de términos a un glosario.
Por  otro  lado,  desde  la  Semántica,  se
diferencia  el  significado  conceptual  o
denotativo  del  significado  asociativo  o
connotativo, el cual depende de los modelos
mentales  y  experiencias  previas  de  las
personas  [Muñoz17].  Mientras  que  la
Lingüística  Cognitiva,  en  particular  la
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Semántica  Cognitiva,  estudia  la  diferencia
entre el significado literal de un concepto y su
significado figurado (por ejemplo,  metáforas
y  metonimias)  como  procesos  mentales
[Cuenca99].  Por  otro  lado,  desde  la
Semántica,  algunas  relaciones  semánticas
deben  ser  consideradas  en  la  definición  de
términos,  tales  como  sinonimia,  polisemia,
hiponimia,  hiperonimia,  meronimia  y
holonimia,  entre  otras  [Salvador85].  Por  tal
motivo, al construir glosarios se debe tener en
cuenta  tanto  aspectos  semánticos,  como
pragmáticos y cognitivos.
En lo que hace a este trabajo de investigación,
se está asumiendo que los factores lingüístico-
cognitivos tienen una influencia de relevancia
en cualquier actividad donde haya una fuerte
participación  e  interacción  entre  seres
humanos, por lo que el proceso de requisitos
se  enmarca  en  un  contexto  de  estas
características y debe consecuentemente tener
en  consideración  dichos  factores  de  una
manera proactiva.
Asimismo,  se  considera  que  algunas
herramientas  computacionales  que  proveen
hoy  en  día  el  Procesamiento  de  Lenguaje
Natural  [Vilares05]  [Padró12]  y  la
Inteligencia Artificial en ese ámbito [Huk15]
[Kunanets18],  pueden  dar  un  valioso  apoyo
en  mejorar  la  efectividad  de  actividades  de
elaboración de la información capturada.
El  foco  del  presente  trabajo  es  diseñar
heurísticas  que  ayuden  al  ingeniero  de
requisitos a concentrar su atención en hechos
propios  del  contexto  de  aplicación,
despojándose  de  sus  preconceptos,  es  decir,
con una visión objetiva frente a lo que está
conociendo de ese contexto. Por otro lado, se
planea  diseñar  y  construir  una  herramienta
que  examine  documentos  de  texto  con
información  proveniente  principalmente  de
entrevistas,  y  que,  partiendo  de  unas  pocas
palabras o frases relevantes,  utilizadas como
semillas,  proponga nuevas  palabras  o  frases
candidatas, en base a reglas de co-ocurrencia
y  combinación  de  roles  gramaticales,
manteniendo rastros de cada palabra o frase
candidata  a  su  uso  en  la  documentación
origen.  Estos  rastros  permitirán  que  la
herramienta proponga definiciones para cada
una de estas palabra o frase seleccionadas, o
al menos estimule al ingeniero de requisitos a
prestarles  atención.  Esto  colaborará  por  un
lado en reducir la invención de símbolos y la
incorporación  de  definiciones  basadas  en
conocimientos  previos  del  ingeniero  de




En base  a  factores  cognitivos  y  lingüísticos
identificados  previamente,  se  han  definido
cambios  en  el  proceso  de  construcción  del
LEL.  La  principal  modificación  elimina  la
elaboración de una lista inicial de términos y
se aboca a que el  ingeniero de requisitos se
concentre en seleccionar unos pocos términos
y  los  defina,  y  en  sucesivas  iteraciones
seleccione  otro  grupo  de  términos.  Esta
modificación del mecanismo de selección de
términos intenta atemperar los inconvenientes
relacionados  con  la  inhabilidad  del  ser
humano  para  atender  muchas  cuestiones
simultáneamente.  La  noción  esencial  no  es
eliminar esa lista de términos, sino construirla
incrementalmente,  procurando  concentrarse
siempre en unos pocos términos.
El  otro  cambio  se  refiere  al  mecanismo  de
definición  de  los  términos.  Se  intenta
minimizar  la  introducción  de  términos  no
usados por los usuarios, o la alteración de los
mismos.  En ese  sentido  se  propone reducir,
tanto  como  sea  posible  la  “edición”  de  los
términos utilizando en forma expresa técnicas
de  “cortar  y  pegar”  a  partir  de  documentos
que contengan trascripciones de entrevistas a
usuarios  u  otra  documentación  textual
capturada.
En  la  Figura  1  se  muestra  el  proceso
propuesto de construcción del LEL.
Se  realizó  un  primer  experimento  para
comparar el proceso existente frente al nuevo
proceso  con  las  modificaciones  antes
mencionadas.   Para  ello  dos  sujetos
entrenados en el modelo LEL y disponiendo
de  una  descripción  del  proceso  a  seguir,
recibieron  un documento  con  la  descripción
de  un  sistema  de  transporte  público  de
bicicletas para una ciudad, y construyeron una
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versión  del  LEL,  de  manera  independiente,
aplicando las heurísticas del proceso asignado
(el existente o el nuevo).
Figura 1. Nuevo Proceso de Construcción del LEL 
Los resultados iniciales muestran una mejora
en la calidad de los términos identificados y
de  sus  definiciones,  usando  el  proceso
propuesto.  Se  observó  que  con  el  proceso
existente  se  identificaron  17  símbolos
correctos de 22 definidos, mientras que con el
nuevo  proceso  se  identificaron  25  símbolos
correctos de 28 definidos. Es decir, hubo una
mejora  en  cuanto  a  mayor  cantidad  de
términos correctos identificados 83% del total
estimado  frente  al  57%  detectado  con  el
proceso  existente,  con  una  reducción
significativa  en la  cantidad de omisiones  de
símbolos  con el  proceso propuesto.  Aquí se
denomina como correctos a aquellos símbolos
que  fueron  ratificados  en  las  verificaciones.
En cuanto a las definiciones de los términos
en  el  LEL,  con  el  proceso  existente  se
identificaron  30  porciones  de  texto  no
presentes  en  la  documentación  origen,
mientras que se redujo a 11 las porciones de
texto no presentes  en la  fuente aplicando el
nuevo proceso.
Falta  aún  un  estudio  más  detallado  de  los
resultados,  aunque  ya  en  base  a  estos
resultados preliminares, se realizarán algunos
ajustes a las heurísticas del nuevo proceso y
en  próximos  pasos  se  espera  repetir  el
experimento  con  otros  sujetos  y  las
heurísticas ajustadas. Además, se incluirán al
proceso  nuevas  mejoras  relacionadas  con
otros factores lingüístico-cognitivos a atender,
entre  ellos  una  heurística  para  organizar  el
acceso  a  las  fuentes  de  información,  en
función del tipo de información que brindan,
en  cuanto  a  la  vigencia  de  la  información
(actual  -  formal)  y  su nivel  de granularidad
(abstracta - detallada). En caso de fuentes de
información humanas, se analizará el tipo de
narrativa  que  utilizan  (orientada  a  la
proximidad u orientada a taxonomías),  y así
definir  un tratamiento  diferenciado de dicha
información.
4. FORMACIÓN DE RECURSOS
HUMANOS
En el proyecto participan tres investigadores,
y dos alumnos de grado. 
En  el  marco  del  presente  proyecto  y  del
anterior,  se  finalizó  un  trabajo  final  de
Especialización  en  Ingeniería  de  Software
[Escudero20] sobre el  uso de procesamiento
de  lenguaje  natural  en  la  construcción  del
modelo léxico.
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  ​RESUMEN 
 
La cantidad de información disponible en      
Web crece día a día. En particular, los        
servicios de Community Question Answering     
(CQA) se han convertido en una forma       
popular de búsqueda de información en línea,       
donde los usuarios pueden interactuar e      
intercambiar conocimientos en forma de     
preguntas y respuestas. La información que      
contienen los foros de discusión y las CQA        
son muy valiosas para usuarios con los       
mismos intereses y más aún, cuando tienen un        
problema similar, ya que estos sitios son       
colaborativos, donde se presentan discusiones     
e intercambio de ideas sobre un tema       
específico. Esta información merece ser     
consultada y estructurada. y la recuperación      
de información (IR) es una tarea esencial para        
lograr estos objetivos.  
Nuestro proyecto se enfoca en extraer y       
analizar la información que contienen los      
foros de discusión ya que estos sitios tienen        
base de conocimiento lo suficientemente     
completa para ser utilizada. Pero, para que       
dicha información sea de utilidad, debemos      
definir estrategias para clasificar las     
soluciones disponibles, y obtener de ellas las       
más confiables.  
Para ello, nuestro objetivo principal es crear       
una herramienta que clasifique    
automáticamente la información que    
contienen los foros de discusión, utilizando      
diferentes estrategias de recuperación a nivel      
de hilo/foro, de clasificación a nivel de post y         




Recuperación de Información, calidad de 





Nuestro proyecto se enmarca en el Programa       
“Desarrollo de Software Basado en reúso –       
Parte II”, de la Universidad Nacional del       
Comahue, a realizarse en el periodo      
2017-2021, el cual extiende al Programa      
“Desarrollo de Software Basado en reúso”      
realizado en el período 2013-2016. Dicho      
Programa está compuesto por tres     
subproyectos los cuales coinciden en el      
tratamiento del desarrollo de software basado      
en reúso, pero desde aspectos diferentes:      
orientado a dominios, orientado a servicios y       
orientado a foros de discusión. El proyecto       
actual, denominado “reúso de Conocimientos     
en Foros de Discusión – Parte II”, continúa la         
línea de investigación enfocada en la      
recuperación de información y de     
conocimiento disponible en foros de     
discusión técnicos.  
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1. INTRODUCCIÓN 
 
Ante la necesidad de procesar y reutilizar la        
información en grandes volúmenes de datos      
surge, en la década de 1950 ​[1]​, la Búsqueda         
y Recuperación de Información (del inglés      
Information Search and Retrieval (ISR)).     
Desde entonces, este campo de investigación      
fue creciendo logrando grandes    
contribuciones.  
Se destacan dos grandes grupos de      
investigaciones, por un lado están las      
investigaciones que se enfocan en la      
recuperación de documentos específicos    
mientras que otros han desarrollado técnicas      
para generación automática de tesauros (lista      
de sinónimos, en conjunto con lista de       
antónimos, etc.) para su uso en distintos tipos        
de consultas. 
En general el proceso comienza con una       
búsqueda del usuario en el sistema, y las        
respuestas que retorna poseen diferentes     
grados de relevancia. En particular, los foros       
de discusión disponibles en la Web sobre       
temáticas relacionadas al desarrollo y     
mantenimiento de software, contienen un     
amplio conocimiento sobre diferentes    
problemáticas recurrentes.  
Los foros de discusión además son      
herramientas colaborativas accesibles a todos     
los usuarios pero no todos permiten que       
cualquier usuario realice consultas, para ello      
deben estar registrados en dicho foro (la       
mayoría de los foros cumplen con estas       
características). Esto permite la generación     
constante de información, por lo que hacer un        
análisis de dicha información es algo deseable       
y valioso ​[2]​.  
Una de las características que distingue a los        
foros de discusión es que su interacción es        
asincrónica, es decir, que no se necesita estar        
conectados al mismo tiempo para obtener la       
información que solucione un problema. Un      
usuario de la comunidad realiza una pregunta       
y espera que otro usuario conteste a su        
consulta, de allí surgen diferentes respuestas      
que pueden ser de ayuda para el usuario que         
pregunta o no. Incluso en la gran mayoría de         
las veces los participantes no se conocen       
personalmente, pero sí a través de sus       
nombres, alias o avatares (representaciones     
gráficas que se asocian a usuarios para       
identificarse). Un ejemplo de estos foros      
pueden ser Yahoo Answers! (YA) . YA es un        1
sitio web de preguntas y respuestas impulsado       
por la comunidad o un mercado de       
conocimiento de Yahoo!, que permite a sus       
usuarios tanto formular preguntas cómo     
responderlas. Para hacerlo, el usuario tiene      
que tener una cuenta Yahoo! . Otro foro a        2
destacar es ​Stackoverflow el cual está      3
referido específicamente a problemas en     
entornos informáticos. Ofrece además la     
posibilidad de agregar código como respuesta      
a una pregunta, e incluye información de los        
usuarios, por ejemplo, la reputación, que,      
cuantos más puntos tenga el usuario, más       
cosas puede hacer en la comunidad.  
Esto implica que al trabajar con foros, como        
cada uno tiene una estructura diferente, se       
complejiza la tarea de recopilación de      
información y del análisis a realizar sobre       
ella.  
De acuerdo al permiso que se le otorga a los          
participantes dentro de un foro, se pueden       
distinguir 3 (tres) tipos bien definidos: ​los       
públicos ​, donde todos los participantes     
pueden comunicarse o leer mensajes escritos      
por el resto sin necesidad de registrarse; los        
foros ​protegidos donde es necesario     
registrarse para luego poder enviar mensajes.      
Por último en los foros ​privados ​se exigen        
ciertas restricciones para participar y utilizar      
la información. Como el proyecto se centra en        
la información contenida en los foros de       
discusión, es necesario utilizar foros de      
discusión ​públicos ​o ​protegidos ​, donde se      
pueda acceder a la información de los mismos        
sin necesidad de registración. 
Un foro de discusión está compuesto por       
1 ​https://​answers.yahoo.com  
2 ​https://​yahoo.com 
3 ​https://stackoverflow.com/  
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múltiples hilos. Los hilos son creados por       
usuarios que tienen algún problema o duda       
respecto a un tema. El usuario abre un hilo         
con una consulta inicial y a partir de ese         
momento, los usuarios de la comunidad      
podrán debatir en función del tema y del        
problema enunciado. En base a este      
comportamiento es que luego, para obtener      
conocimiento proveniente de los hilos de      
discusión se utilizan diferentes técnicas y      
estrategias para establecer cuáles de las      
posibles soluciones obtenidas de los foros      
pueden ser relevantes para consultas sobre      
problemas similares.  
 
El proyecto realiza, por un lado, el       
tratamiento del texto contenido en los hilos       
dentro del foro y por otro lado analiza la red          
de usuarios que existe en él. 
 
Para ello se ha continuado con el enfoque de         
Elsas & Carbonelli ​[6]​, que fueron unos de        
los primeros en revisar las estrategias de       
recuperación de hilo. Utilizan la estructura de       
los hilos separando la pregunta inicial del       
resto del hilo, tratándolo como un par       
<pregunta, hilo>. Cong et al. ​[5] extraen pares        
de <pregunta, respuesta> utilizando un     
enfoque basado en grafos no supervisados. Al       
igual que Cao et al. [7] se enfocan en extraer          
contextos y respuestas para preguntas,     
asumiendo preguntas ya identificadas    
formando tuplas con formato <pregunta,     
respuesta, contexto>. 
Otra orientación que se ha analizado es la de         
clasificar o estructurar temas mediante     
jerarquías, como el enfoque de Nicoletti ​[17]       
o el de Helic et al. ​[8]​. O bien el trabajo de            
Gottipati et al. ​[15] que aplican técnicas de        
minería de texto para extraer conocimientos      
de un foro de discusión mediante la       
generación de resúmenes basados ​​en temas. 
 
También se ha estudiado la satisfacción del       
usuario, como lo hace Liu et al. ​[12] , intenta          
predecir si el autor de la pregunta estará        
satisfecho con las respuestas enviadas por los       
participantes de la comunidad, al igual que       
Agichtein et al. ​[13]​. 
 
Existen además propuestas de generación de      
algoritmos de ranking basados en la calidad       
de los atributos, como en la investigación de        
Kuna et al. ​[4] ​, o el enfoque que presenta         
Bathia y Mitra [9] que, a partir del análisis de          
expertitud de los usuarios, detectan niveles de       
conocimiento de los comentarios, para     
clasificar con mayor valoración los hilos en       
los cuales intervienen personas expertos o con       
altos conocimientos.  
Por otro lado, la investigación de Hecking et        
at. [10] que combina varias de las técnicas        
mencionadas anteriormente, ya que analiza la      
estructura social y semántica de los foros de        
discusión en cursos MOOC en términos de       
intercambio de información y roles de      
usuario.  
 
En base a estos antecedentes, nuestro      
proyecto tiene como objetivo principal hacer      
reuso de la información existente en foros de        
discusión de la Web, haciendo uso no solo de         
la información textual de los hilos sino que        
teniendo en cuenta además a los usuarios,       
utilizando la red que se forma con las distintas         
interacciones que tienen con el resto de la        
comunidad y analizando los roles que      
cumplen, para poder detectar usuarios     
expertos y darle un mayor peso a las        
respuestas candidatas de una pregunta.     
Además, se ha experimentado tanto con la       
aplicación de algoritmos de análisis de      
lenguaje natural como de aprendizaje     
automático. Ya que el análisis del lenguaje       
natural permite analizar el tipo de fragmento       
dentro de un hilo de discusión [11]. Teniendo        
esto en cuenta, nuestro proyecto está      
enfocado en determinar un ranking de      
soluciones posibles, y cada línea de      
investigación dentro del proyecto lo hace      
desde ópticas diferentes con resultados     
favorables en su mayoría, permitiendo la      
 
XXIII Workshop de Investigadores en Ciencias de la Computación 417
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
extensión de algunas líneas de avance y la        
elaboración de nuevas líneas a favor del       
objetivo del proyecto.  
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO  
 
El proyecto de investigación se denomina      
“Reuso de Conocimientos en Foros de      
Discusión – Parte II” y está enmarcado dentro        
del Programa de Investigación “Desarrollo de      
Software Basado en Reuso – Parte II”, con        
período de vigencia 2017-2021.  
El programa ​mencionado extiende la     
investigación realizada durante ​el programa     
denominado ​“Desarrollo de Software Basado     
en Reuso”, realizado en el período      
2013-2016. ​Respecto a este proyecto en      
particular, el objetivo es extender los estudios       
realizados sobre reuso de conocimiento en      
foros de discusión técnicos, incorporando la      
definición de métodos y algoritmos de      
recomendación para la asistencia inteligente a      
usuarios en la búsqueda de soluciones a       
preguntas frecuentes. Por otra parte, el      
programa está conformado por otros dos      
subproyectos que profundizan en las     
temáticas de Reuso Orientado al Dominio y       
Reuso Orientado a Servicios. 
Dicho ​programa está desarrollado por el      
Grupo de Ingeniería de Software de la       
Universidad ​Nacional del Comahue,    
(GIISCo), formado por docentes y estudiantes      
de la Facultad de Informática de la       
Universidad Nacional del Comahue, junto con      
asesoría y colaboración de otras     
universidades. En particular, ​este proyecto es      
desarrollado en colaboración con la Facultad      
de Ciencias Exactas de la Universidad      
Nacional del Centro de la Provincia de       
Buenos Aires. ​Aunque el objetivo del Grupo       
GIISCo ​es brindar soporte en investigación y       
transferencia de tópicos relacionados con la      
Ingeniería de Software, el proyecto también      
involucra a docentes pertenecientes a otras      
áreas de la Facultad, como Programación y       
Teoría de la Computación, lo que permite       
abordar la investigación desde ópticas     
diferentes, enriqueciendo el desarrollo con un      






Considerando que el objetivo de nuestro      
proyecto es la realización de de un       
recomendador de hilos de discusión teniendo      
en cuenta el ranking de las soluciones       
favorables, podemos mencionar los resultados     
obtenidos hasta el momento y los esperados a        
partir de ellos.  
A partir del 2013 se investiga un modelo de         
calidad para foros de discusión en base a        
modelos de calidad de datos e información en        
la Web y estándares para la calidad de datos         
software, En dicho modelo se determinaron      
métricas para medir la calidad de información       
contenida en un hilo y estándares para la        
calidad de datos software [14], que fueron       
validadas mediante encuestas [16]. Con el      
propósito de mejorar los resultados obtenidos      
en [23] se propone una variación del peso de         
cada métrica por medio de un sistema de        
parametrización ad-hoc. 
Otra línea de investigación trabaja con el       
procesamiento del texto de los hilos de       
discusión, para ello se implementó una      
herramienta para la recuperación de     
información de foros de discusión técnicos y       
su análisis mediante un conjunto preliminar      
de métricas de calidad, del cual se propone un         
ranking de soluciones posibles para una      
pregunta [18].  
Para poder manipular la información de foros,       
se trabajó en el análisis de textos, utilizando        
la herramienta Lucene [19] con mecanismos      4
personalizados para las ​stopwords ​(palabras     
que no aportan significancia) propias del      
dominio, haciendo tratamientos de    
recuperación de información para lenguaje     
específico de Java [20]. Se continuó con la        
4 https://lucene.apache.org 
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utilización de sinónimos, mediante el uso de       
la base de datos léxica en inglés WordNet y         5
un analizador morfológico como Stanford     
POS Tagger  [21, 22]. 6
Otra de las líneas de investigación se enfoca        
en el rol de los usuarios activos de un foro          
(los que participan compartiendo opiniones y      
experiencias). Para ello se trabajó con una       
estrategia para determinar la jerarquía de roles       
determinados por el nivel de conocimientos      
de los participantes en los hilos de acuerdo a         
los posts realizados [24].  
Teniendo en cuenta los resultados obtenidos      
hasta el momento, se continúa trabajando, por       
un lado analizando la satisfacción del usuario       
que pregunta a partir de la propuesta de Liu et          
al. [25] y de Agichtein [13], por otro lado se          
está trabajando en las respuestas de calidad       
siguiendo la investigación de Burel et al. [26]. 
 
Otra línea en marcha se enfoca en el rol de los           
usuarios activos de un foro (los que participan        
compartiendo opiniones y experiencias). Bajo     
esta premisa, se han estudiado las propuestas       
[9, 10] y se está trabajando en una tesina, a          
partir de una estrategia empírica basada en la        
observación de hilos de discusión obtenidos      
de la web. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El proyecto se encuentra conformado por      
docentes de diferentes áreas debido a su       
naturaleza multidisciplinaria. En particular en     
el área de Ingeniería en Sistemas,      
Programación, y Teoría de la Computación.      
Las personas que forman parte del proyecto,       
tanto como colaboradores, asesores o     
integrantes son: 
● Dos docentes investigadores del    
Departamento de Programación, con    
dedicación exclusiva, ambos con    
Doctorado en Informática. 
5 https://wordnet.princeton.edu/ 
6 https://nlp.stanford.edu/software/tagger.shtml 
● Un docente investigador del    
departamento de Programación con    
beca del CONICET para realización     
de doctorado. 
● Tres docentes con dedicación simple​,     
uno de ellos del Departamento de      
Ingeniería de Sistemas y dos del      
Departamento de Programación.  
● Una profesora adjunta, asesora local,     
con dedicación exclusiva ​del    
Departamento de Teoría de la     
Computación 
● Una docente investigadora externa,    
perteneciente al Instituto Superior de     
Ingeniería del Software (ISISTAN) de     
la Universidad Nacional del Centro de      
la Provincia de Buenos Aires     
(UNCPBA), con experiencia en    
Sistemas de Recomendación y    
Recuperación de Información.   
Doctora en Ciencias de la     
Computación. 
● Seis estudiantes de la carrera de      
Licenciatura en Ciencias de la     
Computación realizando sus tesis    
dentro del proyecto 
De esta manera, se van incorporando      
actividades para extender líneas de     
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Un punto de interés que debería permanecer 
activo en el gobierno y sus instituciones, es  
encontrar y sostener en el tiempo, formas 
efectivas para canalizar experiencias 
satisfactorias en la interacción con sus 
ciudadanos. La eXperiencia de Usuario (UX), es 
un enfoque que se refiere básicamente al 
conjunto de factores y elementos relativos a la 
interacción del usuario con un entorno, cuyo 
resultado es la generación de una percepción 
(experiencia) positiva o negativa de ese entorno. 
La UX es satisfactoria cuando la interacción con 
ese entorno, soluciona problemas reales a la 
gente real. Trasladar este enfoque UX a la 
interacción del ciudadano, puede contribuir a 
desarrollar plataformas y productos que den 
respuesta a las necesidades de las personas, 
ofreciéndoles soluciones en vez de crearles 
nuevos problemas.    
Desde el presente Proyecto de Investigación 
(PI), los integrantes de Grupo de Investigación y 
Formación en Ingeniería de Software (GIFIS), 
están enfocados en mejorar los contextos de 
interacción para contribuir con experiencias 
satisfactorias del ciudadano.  
Palabras clave: Experiencia de Usuario (UX) | 
Enfoque UX | Experiencia del Ciudadano | 
Usabilidad | Accesibilidad | Realidad 
Aumentada | Sistemas Aumentativos y 
Alternativos de Comunicación (SAAC)  
CONTEXTO 
La mayoría de los expertos en diseño de UX, 
trabajan en el sector privado, donde el usuario 
cuya experiencia se pretende mejorar, es un 
cliente. Sin embargo, considerar el diseño de 
UX en el sector de gobierno y sus instituciones, 
puede tener un rol clave para ofrecer servicios a 
la medida de sus ciudadanos. 
Don Norman y Jakob Nielsen [4], indiscutidos 
referentes de la Usabilidad, establecen que la 
UX comprende todos los aspectos de la 
interacción del usuario final con la empresa y/o 
organización, sus servicios y sus productos. 
Referirnos a la UX, implica considerar todos los 
aspectos vinculados a la interacción del usuario 
y su alcance es muy amplio, debido a que lograr 
la satisfacción general del usuario es un objetivo 
que aplica a todas y cada una de las acciones 
que ejecuta y/o roles que desempeña una 
persona en su vida diaria. Por lo tanto, aplicar el 
enfoque UX al desarrollo de plataformas y 
productos destinados a la interacción entre los 
ciudadanos y el gobierno y sus instituciones, 
implica el desafío de: (i) canalizar de manera 
adecuada las necesidades de las personas para 
evitar el divorcio entre las partes, y con base en 
(i), (ii) proponer contextos adecuados que 
permitan superar conflictos y derribar barreras, 
propiciando una experiencia satisfactoria. 
GIFIS, es un grupo de investigación 
perteneciente al Instituto de Tecnología 
Aplicada (ITA), de la Unidad Académica Caleta 
Olivia (UACO)1, Universidad Nacional de la 
Patagonia Austral (UNPA)2. En este momento,  
estamos iniciando la ejecución del segundo año 
del Proyecto de Investigación (PI) Nº 29/B256, 
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Digitales para Asistencia de los Ciudadanos: 
Enfoques de Experiencia de Usuario”, dirigido 
por la Dra. Adriana Martín y la Mg. Gabriela 
Gaetán. Desde 2012, y en el marco de varios 
proyectos de investigación consecutivos y 
relacionados, los integrantes de GIFIS han 
estado trabajando desde el diseño, evaluación y 
desarrollo de productos Web y móviles, para 
incluir propiedades de usabilidad y accesibilidad 
Web que mejoren la experiencia de los usuarios. 
Este trabajo ha incluido diferentes dominios y 
perfiles de usuarios de interés. 
En este contexto, el PI Nº 29/B256, se planteó y 
desarrolla como una continuación del PI 
29/B222 (2018-2020): “Diseño y Evaluación de 
Experiencia de Usuario para Multi-
Dispositivos”, enfocándose en aplicar estos 
antecedentes en mejorar y enriquecer la UX en 
contextos desarrollados para satisfacer la 
interacción ciudadana. 
1. INTRODUCCIÓN 
Diseñar UX implica un proceso complejo y 
nada trivial para crear productos significativos y 
relevantes a los usuarios destinatarios de dichos 
productos. Este proceso requiere tener en 
consideración diversos aspectos, tales como: (i) 
identificación y marca del producto --para crear 
lealtad y compromiso en el usuario, (ii) diseño -
-para definir lo que debe trasmitir y hacer sentir 
al usuario, (iii) usabilidad y accesibilidad web --
para lograr fácil acceso e interacción en el uso 
del producto, y (iv) funcionalidad --para proveer 
lo que espera recibir el usuario del producto, 
entre otras consideraciones. El enfoque UX es 
una herramienta poderosa al desarrollo de 
productos, ya que su objetivo es aumentar la 
satisfacción del usuario. Las técnicas y métodos 
de diseño de UX se vienen aplicando con éxito 
en la creación de estrategias para competir y 
atraer clientes en el sector privado. También, se 
han destinados esfuerzos de investigación para 
definir y aplicar de manera completa y efectiva 
este valioso enfoque [5][6][7][8][9]. Y además, 
se observa en el mundo una tendencia a aplicar 
el enfoque UX para propiciar la interacción de 
los ciudadanos con plataformas y productos 
ofrecidos por el gobierno y sus instituciones 
[1][2][3]. 
Como ya señalamos, la mayoría de los expertos 
UX trabajan en el sector privado, para mejorar 
cuestiones de negocio. En este sector, el usuario 
cuya experiencia se pretende mejorar, es un 
cliente. Sin embargo, como ya señalamos, el 
verdadero desafío es aplicar el enfoque UX en el 
desarrollo de plataformas y productos para el 
gobierno y sus instituciones. En este ámbito, el 
usuario cuya experiencia se pretende mejorar, es 
un ciudadano.  
El enfoque UX ha cobrado relevancia 
internacional; este hecho se pone de manifiesto 
en la proliferación de jornadas y congresos, 
consultoras y grupos asesores, como así también 
numerosos estudios que plasman las acciones y 
prácticas recomendadas para mejorar la 
experiencia del ciudadano. Por ejemplo, en [14], 
la unión política y económica de los estados 
Árabes que bordean el golfo (GCC), presenta 
“Government’s Citizen Experience Ecosystem”, 
un ciclo de 3 componentes básicos a aplicar si el 
objetivo es atender a la experiencia del 
ciudadano. En [15], el Centro de Estudios 
Políticos y Constitucionales de Madrid, publica 
un compendio, denominado “Participación 
Ciudadana: Experiencias Inspiradoras en 
España”, destinado a trasmitir experiencias de 
ciudadanos españoles, que son promovidas 
desde lo autonómico, provincial y local, para 
garantizar una participación ciudadana relevante 
y sostenible. Como otro ejemplo, en [16], la 
organización sin fines de lucro “Centre for 
Public Impact”, ofrece valiosos repositorios y 
propicia proyectos y grupos de trabajo con los 
gobiernos, servidores públicos y otros agentes 
de cambio, convirtiendo la idea de experiencia 
del ciudadano en acciones concretas para que el 
sector público y gobierno se reinventen y 
funcionen para todos. Estos ejemplos, son sólo 
una pequeña muestra de cómo ha germinado en 
el mundo, la problemática de aplicar el enfoque 
UX en la experiencia del ciudadano.  
Desde esta perspectiva del usuario ciudadano, 
GIFIS, estableció las bases del PI Nº 29/B256 
(2020-2022), denominado: “Contextos Digitales 
para Asistencia de los Ciudadanos: Enfoques de 
Experiencia de Usuario”. El grupo de 
investigación ha estado trabajando desde hace 
varios años y desde los PI-UNPA 29/B167 
(2014-2016), 29/B194 (2016-2018), y 29/B222 
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(2018-2020), sobre la problemática de 
identificar las expectativas y necesidades de 
diferentes grupos de usuarios para aplicar el 
enfoque UX en la evaluación y desarrollo de 
productos. A partir de este intenso trabajo de 
investigación, han surgido contribuciones, de la 
cuales podemos citar [11][12][13][17][18][19] 
[20][21], que se corresponden al primer año de 
ejecución del presente PI. El objetivo es 
contribuir a la creación de experiencias 
enriquecidas, considerando propiedades de 
calidad en el diseño de las interfaces e 
interacciones, pero también, aplicando técnicas: 
(i) innovadoras --como la Realidad Aumentada 
(RA) y, (ii) específicas --como los Sistemas de 
Símbolos Pictográficos para personas con 
discapacidad comunicativa.   
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El Objetivo General de investigación y 
desarrollo del PI Nº 29/B256 es: “Aplicar 
Enfoques de Diseño y Evaluación de 
Experiencia en Contextos Digitales para Asistir 
al Ciudadano”. Para alcanzar este Objetivo 
General, se establecieron los siguientes 
Objetivos Específicos: 
OE1. Proponer estrategias de solución para 
problemas de UX en aplicaciones móviles 
(Apps) de Gobierno. 
OE2. Diseñar un Ecosistema de Contenido para 
el dominio Universitario. 
OE3. Construir soluciones de software 
orientadas a Patrimonio Cultural y Turismo.  
OE4. Desarrollar un Sistema Alternativo y 
Aumentativo de Comunicación (SAAC) para el 
ámbito de la Salud. 
Estos Objetivos Específicos, definen en GIFIS 
líneas de investigación y desarrollo, dentro de 
las cuales cada uno de los integrantes están 
trabajando para alcanzan sus objetivos de 
investigación y/o formación particulares. 
3. RESULTADOS OBTENIDOS/ 
ESPERADOS 
A continuación, se presenta una breve 
descripción del trabajo realizado durante 2020, 
alineada a los Objetivos Específicos planteados 
en la Sección 2.: 
• Enmarcado en OE1, en la contribución [17] 
se ha realizado una evaluación de Usabilidad 
aplicando principios heurísticos, para 
determinar la experiencia del ciudadanos en 
la interacción con las Apps de Gobierno. El 
trabajo se basa en los comentarios de tiendas 
de aplicaciones, a los efectos de identificar 
los motivos que llevan a malas experiencias, 
para revertirlas canalizando de manera 
adecuada las necesidades de las personas.  
• Dentro de OE2, se está aplicando los 
conocimientos adquiridos en Ecosistemas de 
Contenido, plasmados en [9], a un caso real 
del dominio de la Educación Superior: el 
sitio Web móvil de la UNPA-UACO. A tal 
efecto: (i) se evaluaron los contenidos que 
representa la columna vertebral de un 
servicio móvil para la comunidad 
Universitaria y, (ii) se incluyeron durante el 
desarrollo las propiedades de Usabilidad y 
Accesibilidad Web. En este momento se esta 
desarrollando la implementación.  
• Inmerso en OE3, se está trabajando en 
incorporar los beneficios de la Realidad 
Aumentada (RA) a contextos digitales del 
dominio Patrimonio Cultural y Turismo. En 
[18][21], se ha estado revisando el estado-
del-arte de las plataformas y herramientas de 
RA --aprendiendo el uso y realizando 
pruebas, para determinar capacidades y 
ventajas y desventajas de las mismas. El 
objetivo es desarrollar productos de soporte 
al patrimonio cultural de la provincia de 
Santa Cruz (zona norte), Patagonia 
Argentina. Aplicando técnicas de RA en 
contextos interactivos, se busca propiciar la 
divulgación del valioso material histórico 
producido en UNPA-UACO. 
• En OE4, se está trabajando sobre el concepto 
de Sistemas Aumentativo y Alternativo de 
Comunicación (SAAC),  para desarrollar una 
aplicación móvil en dispositivo Tablet, la 
cual proveerá soporte específico al proceso 
de comunicación e interacción, entre los 
agentes de salud y los pacientes con 
discapacidad comunicativa. El desarrollo 
incorpora un conjunto de pictogramas del 
Centro Aragonés para la Comunicación 
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Aumentativa y Alternativa (ARASAAC)3, 
que son propiedad del Gobierno de Aragón, 
distribuidos bajo Licencia Creative 
Commons BY-NC-SA4. A tal fin, se ha 
obtenido previamente el permiso de uso 
respectivo. La aplicación está dirigida a las 
áreas de guardia e internación del Hospital 
Zonal Caleta Olivia, para  asistir en el 
proceso de atención de los pacientes con 
Necesidades de Comunicación Complejas 
(NCC). En [19], se presentan los avances del 
proyecto, el cual se encuentra en la etapa 
final de desarrollo e implementación. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En la actualidad, GIFIS tiene 8 integrantes: 4 
docentes/investigadores UNPA, 1 
docente/investigador invitado externo UTN-  
FRTDF, 1 alumno de postgrado UNPA, 1 
alumno de grado UNPA, 1 alumno de pre-grato 
UNPA. A continuación, se enumeran los 
proyectos de formación durante 2020:  
• 2 maestrandas, se encuentran desarrollando 
la Maestría en Informática y Sistemas (MIS) 
UNPA. Ambos han reunidos los créditos y 
requisitos de investigación solicitados por el 
plan de estudios, y con diferente grado de 
avance, se encuentran trabajando para 
presentar sus proyectos de tesis en el marco 
de OE1 y OE2, respectivamente. 
• 1 alumno de grado, se encuentra finalizando 
su Proyecto de Final de Carrera para la 
Ingeniería en Sistemas UNPA. Su trabajo de 
investigación y desarrollo se está llevando a 
cabo en el marco de OE4. Se planea defender 
este proyecto entre Marzo-Abril de 2021. 
• 1 alumno de grado, finalizó su Beca de 
Iniciación a la Investigación para Estudiantes 
de Grado y Pre-Grado UNPA y está 
elaborando el Informe Científico-Técnico 
(ICT-UNPA), respectivo. El trabajo de 
investigación y desarrollo, se esta llevando a 
cabo en el marco de OE3 y continuará en 
2021 con una nueva Beca de Iniciación a la 
Investigación para Estudiantes de Grado y 
Pre-Grado UNPA.  
 
3 <https://arasaac.org/> 
4 < https://creativecommons.org/licenses/by-nc-sa/3.0/es/> 
Los integrantes docentes/investigadores de 
GIFIS, están en permanentemente actualización, 
para dar soporte a los proyectos de formación 
desde la dirección/ co-dirección. En 2020, se ha 
asistido a charlas y se han tomado cursos de 
capacitación en RA, y en 2021, se comenzó a 
realizar pruebas implementando estos 
conocimientos adquiridos. Además, para los 
integrantes más jóvenes de GIFIS, se está 
organizando la asistencia a cursos de Escritura 
de Documentos Científico-Técnicos en Inglés, 
que será ofrecido en 2021 en el Instituto de 
Tecnología Aplicada UNPA-UACO. 
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En este proyecto se está trabajando en 
el establecimiento de los lineamientos para 
la fase de requisitos de software del ciclo 
de vida del desarrollo de software (SDLC), 
poniendo especial énfasis en la vista 
estática y con el empleo del paradigma de 
orientación a aspectos, de manera de 
obtener los beneficios que ofrece [1]. 
 
Este proyecto es el quinto de la misma 
línea de investigación de desarrollo de 
software orientado a aspectos (AOSD) que 
se vienen desarrollando en forma 
consecutiva desde el año 2013 en el 
Instituto de Investigaciones de la Facultad 
de Informática y Diseño de la Universidad 
Champagnat y que continúan de un 
proyecto que fuera desarrollado en la 
Facultad Regional Mendoza de la 
Universidad Tecnológica Nacional. 
 
Palabras clave: orientación a aspectos, 
aspectos tempranos, requisitos de usuario, 
requisitos funcionales, separación de 
incumbencias, encapsulamiento de 
incumbencias, composición de 





Dentro de las líneas de investigación 
del Instituto de Investigaciones de la 
Facultad de Informática y Diseño de la 
Universidad Champagnat, se encuentra la 
línea de “Ingeniería de Software”. En ella, 
y a lo largo de poco más de siete años, se 
llevaron a cabo los siguientes proyectos 
dedicados al desarrollo de software 
orientado a aspectos (AOSD): 
• “Procesos de desarrollo de software de 
calidad basados en aspectos”, realizado 
en conjunto con la UTN Facultad 
Regional Mendoza durante 2011 y 2012 
[2]. 
• “Definición de criterios para la 
detección temprana de aspectos en el 
modelado de negocios y el desarrollo 
de los requisitos” llevado a cabo por 
completo en la Universidad 
Champagnat, desde 2013 a 2016 y 
presentado en WICC 2015 [3]. 
• “Modelado de procesos de negocio 
orientados a aspectos con BPMN”, de 
la Universidad Champagnat y realizado 
en los años 2016 a 2018, y que fue 
presentado en WICC 2016 [4] y 2017 
[5]. 
• “Ingeniería de requisitos orientada a 
aspectos en AOP4ST”: este proyecto 
abordó la fase de requisitos de usuario y 
se desarrolló entre 2018 y 2020 [6]. 
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El proyecto actual, que se denomina 
“Ingeniería de requisitos de software 
orientada a aspectos en AOP4ST”, se 
inició en julio de 2020 y ya se produjeron 
algunas publicaciones: [1] [7] [8]. Cuenta 
con el financiamiento de la Universidad 
Champagnat y de la empresa Aconcagua 
Software Factory S.A., una de las 




AOP4ST, sigla derivada de Aspect-
Oriented Process for a Smooth Transition, 
es un proceso marco para el SDLC. En su 
versión actual, está enfocado en las fases 
tempranas, early aspects [9], compuesta 
por diferentes modelos: de negocio, de 
requisitos de usuario y de requisitos de 
software. Este último considera tres vistas: 
funcional, estática y de estados. 
 
El acrónimo AOP4ST corresponde 
Aspect-Oriented Process for a Smooth 
Transition, que es un proceso marco para 
el desarrollo de software que pretende [8]: 
a) Ofrecer un proceso marco, no 
específico y liviano, de modo que 
permita su empleo con diferentes 
modelos del ciclo de vida del 
desarrollo del software (SDLC). 
b) Cubrir las etapas tempranas del 
SDLC, desde el modelado de negocio 
hasta la obtención de una 
especificación de requisitos completa 
y coherente. 
c) Emplear herramientas y técnicas 
estándares, de amplia difusión en la 
industria, para facilitar su adopción 
inmediata. 
d) Emplear notaciones estándares, para 
lograr modelos y especificaciones 
comprensibles y no ambiguas, que 
puedan contar con soporte de 
herramientas de software disponibles 
en el mercado. 
e) Desarrollar los productos intermedios 
de las etapas tempranas del SDLC 
empleando el paradigma de la 
orientación a aspectos. 
f) Obtener las incumbencias en forma 
progresiva a lo largo de todos los 
modelos. 
g) Mantener la separación de 
incumbencias a lo largo de todos los 
modelos. 
h) Mantener la trazabilidad bidireccional 
de las incumbencias de punta a punta. 
i) Obtener las incumbencias en forma 
natural a lo largo de todos los 
modelos, de manera de no afectar la 
obtención de los objetivos de cada 
modelo. 
 
El presente proyecto de investigación 
pretende establecer lineamientos para la 
vista estática del modelo de requisitos de 
software a partir de la vista funcional 
realizada en trabajos anteriores, dejando la 
vista de estados como próximo objeto de 
estudio. Procura presentar una visión 
interna del dominio del problema al 
descomponerlo en las clases específicas 
que lo constituyen, a diferencia del modelo 
de casos de uso, que presenta una visión 
externa del sistema [7]. 
 
Considerando las actividades propias del 
enfoque orientado a aspectos, mantiene la 
separación de incumbencias considerando 
los mismos paquetes que existen en la 
vista funcional del modelo de requisitos y 
elaborando dentro de ellos los diagramas 
de clases que materializan la vista estática.  
 
En cuanto a la composición aplica un 
procedimiento sintáctico que combina las 
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clases que inicialmente poseen el mismo 
nombre en las diferentes incumbencias. El 
total de los atributos, operaciones y 
relaciones es el resultado de la unión de 
todos estos elementos desde todas las 
incumbencias individuales y que terminan 
apareciendo por completo, y solo una vez, 
en la composición resultante. El proceso 
presenta distintas estrategias según se trate 
de incumbencias pares e impares [8]. 
 
En cuanto a la resolución de conflictos 
establece algunas consideraciones previas 
y preventivas tales como criterios de 
diagramación y nomenclatura. 
 
Finalmente, propone buenas prácticas de 
manera de asegurar los objetivos de la fase 
del ciclo de vida en cuestión, la calidad del 
producto software en desarrollo y la 
obtención de los beneficios que son la 
razón del empleo del paradigma de 
orientación a aspectos.  
 
Estos beneficios apuntan al desarrollo de 
un producto de software final, como así 
también de los productos intermedios que 
permiten producirlo, más modular, 
mantenible, reusable, extensible, 
comprensible, etc. [8], al administrar en 
forma separada las incumbencias que están 
desparramadas y enredadas en cada uno de 
los niveles de abstracción a lo largo del 
ciclo de vida completo. 
 
Desde ya que los principales aportes a los 
requisitos tempranos (early aspects) con el 
empleo de modelado estático, obtenidas 
mediante nuestro estudio de mapeo 
sistemático [1] y otros estudios de mapeo 
complementarios [10] [11] [12] [13], son 
fuentes obligadas de referencia y de las 
que nos nutrimos en este proyecto.  
 
Líneas de Investigación, 
Desarrollo e Innovación 
Los proyectos de investigación que se 
vienen desarrollando en nuestra Facultad 
presentan cuatro ejes de investigación, 
donde los tres primeros se ven integrados 
con el cuarto: 
 
1. Modelado de procesos de negocio 
orientados a aspectos. 
2. Separación y composición de 
incumbencias con resolución de 
conflictos. 
3. Especificación de requisitos y gestión 
de incumbencias con casos de uso e 
historias de usuario. 
4. Procesos de desarrollo de software 
orientados a aspectos. 
 
Resultados y Objetivos 
Se consideraron resultados obtenidos en 
proyectos anteriores como insumos para el 
trabajo actual, como así también la línea 
de trabajo que sigue AOP4ST. Tras haber 
detectado las primeras incumbencias pares 
e impares en el modelo de negocio [4] [5], 
con el empleo del enfoque asimétrico 
tradicional de la orientación a aspectos 
[14] [15] y el enfoque simétrico que se 
propuso más tarde [16], se sigue el 
desarrollo y la administración de los 
requisitos de usuario, que permiten 
enriquecer el modelo con nuevas 
incumbencias [17]. Estos requisitos de 
usuario son especificados mediante 
elementos vistas: funcional, estática y de 
estados [3].  
 
La vista estática constituye el objeto de 
estudio de nuestro proyecto de 
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investigación actual. Tiene como objetivo 
el profundizar los aportes que ella debe 
realizar a AOP4ST desde su rol en el 
proceso marco completo. 
 
Hasta el momento, estos son los siguientes 
resultados alcanzados y los objetivos 
pendientes: 
 
Detección y separación de 
incumbencias: desde el modelo de 
negocio y hasta el modelo de requisitos de 
software en su vista funcional fue posible 
mantener separadas las incumbencias. Pero 
al entrar en la vista estática, se observa que 
la mayoría de las clases involucradas en 
las funcionalidades (incumbencias) que se 
mantuvieron separadas hasta aquí, están 
presentes en más de una funcionalidad. 
Dicho de otra manera, los elementos de las 
vistas funcional y estática se relación de 
manera “muchos a muchos”, con lo que 
aparece nuevamente el enredo. Así, para 
poder seguir manteniendo la separación de 
las incumbencias en la vista estática, se 
consideró el concepto de “módulo de caso 
de uso” [18], que contiene un diagrama de 
clases para cada incumbencia en forma 
separada y que, por supuesto, luego se 
deberán componer. 
 
Composición de incumbencias: en este 
momento nos encontramos trabajando en 
este punto, teniendo en cuenta el proceso 
que define AOP4ST [8]. Dado que hay 
diferentes formas de realizar la 
composición del modelo de clases, se 
siguieron las alternativas de mezcla y 
sobrescritura propuestas por Clarke y 
Baniassad [15], a las que en incorporamos 
algunas variaciones y a las que sumamos 
una tercera solución, de selección, que 
comprobamos que ofrece resultados más 
alentadores. Durante este proceso es 
posible la aparición de nuevas clases que 
podrían suscitar nuevas incumbencias. 
Esto obliga a que las vistas estática y 
funcional se elaboren en forma iterativa e 
incremental. La composición desde lo 
semántico, que es la parte más difícil de 
resolver y a la que se debe prestar la mayor 
atención, requiere un estudio más 
profundo y que está pendiente en nuestra 
agenda de trabajo. 
 
Resolución de conflictos: se está 
trabajando fuertemente en este punto, con 
cuatro analistas elaborando los mismos 
modelos por separado para analizar luego 
los conflictos que se generen, diseñar 
reglas de trabajo que apunten a reducirlas, 
volver a elaborar los mismos modelos y, 
finalmente, evaluar el grado de reducción 
de los conflictos y la consecuente 
necesidad de ajustar el conjunto de reglas. 
 
Formación de Recursos Humanos 
El proyecto promueve la formación del 
equipo de profesores, alumnos y egresados 
de la Universidad Champagnat. 
 
Además, ya se han defendido tesis y se 
están elaborando otras sobre el cuerpo 
temático de esta investigación: 
1. Tesis de Fernando Pinciroli, 
Doctorado en Ciencias Informáticas, 
Universidad Nacional de San Juan, 
con la que se obtuvo el grado de 
Doctor en Ciencias de la Informática 
en noviembre pasado. 
2. Tesis de Marcelo Palma, Maestría en 
Negocios y Tecnología, Universidad 
Champagnat. 
3. Tesis de Jerónimo Vargas, Maestría 
en Negocios y Tecnología, 
Universidad Champagnat. 
4. Tesis de Gustavo Albino, Maestría en 
Ingeniería de Software, Universidad 
Nacional de San Luis. 
5. Tesina de Elías Motta, Licenciatura en 
Sistemas de Información, Universidad 
Champagnat. 
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6. Tesina de Javier Amutio, Licenciatura 
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Resumen 
La  línea  de investigación  de este  trabajo  se
enmarca  en  fortalecer  el  proceso  de
despliegue  de  sistemas  de  software  en
Pequeñas y Medianas Empresas (PyMES) de
Argentina. En Argentina, las PyMES ocupan
aproximadamente  el  80  % del  sector  de  la
industria del software, requieren incrementar
la  capacidad y calidad  de sus procesos para
lograr  mayor  competitividad.  Esta  línea
promete  realizar  aportaciones  al  proceso  de
despliegue por tratarse de un proceso crucial
en la construcción de sistemas de software, de
éste dependen el cierre del proyecto, así como
también la aceptación del producto software
por parte del cliente. 
Con  el  propósito  de  evidenciar  el  estado
actual  de  la  práctica  sobre  el  proceso  de
despliegue de sistemas de software en PyMES
de Argentina, se propone la realización de un
estudio exploratorio basado en el método de
encuesta. 
Palabras  clave: proceso  de  despliegue,
sistemas de software, PyMES, encuesta.
Contexto
La línea  de  investigación  que  se reporta  en
este  artículo  es  financiada  parcialmente  por
un proyecto de investigación titulado “Estudio
del  proceso  de  implantación  de  sistemas
informáticos  en  el  contexto  industrial  de  la
República  Argentina”  (Código
SIUTNBA0006576)  de  la  Secretaria  de
Ciencia,  Tecnología  y  Posgrado  de  la
Universidad Tecnológica Nacional.
Cuenta con el asesoramiento científico del
grupo  de  investigación  de  Ingeniería  de
Software  del  Instituto  de  Investigación  en
Informática (III-LIDI) de la UNLP.
Introducción
Las PyMES ocupan aproximadamente  el  80
% del sector de la industria del software en
Argentina  [1].  El  notable  desarrollo  queda
demostrado  en  el  último  Informe Argentina
Productiva – Economía del Conocimiento [2].
Esto constituye un eslabón fundamental, en el
sector, para el país y refuerza la necesidad de
llevar  adelante  iniciativas  que  contribuyan
con el desarrollo y mejora de competitividad
de dichas empresas. A nivel internacional se
presenta la misma situación en la industria del
software, las PyMES ocupan una gran porción
de la industria en varios países [3]. Se observa
que  en  los  últimos  años  las  PyMES  han
surgido muy rápidamente y, en la mayoría de
las  economías  en  desarrollo,  el  sector  está
dominado  por  pequeñas  y  recientes  jóvenes
[4]. 
Las  PyMES  se  han  dado  cuenta  de  que  es
fundamental  para  su  negocio  mejorar  sus
procesos y métodos de trabajo, pero carecen
del conocimiento y los recursos para hacerlo.
La única forma de contribuir al éxito de los
proyectos, por tanto, es definir, implementar y
estabilizar los procesos de desarrollo [5].
El  proceso  de  despliegue  de  sistemas  de
software se considera crucial dentro del ciclo
de  vida  de  desarrollo  de  software,  de  éste
dependen  el  cierre  del  proyecto  y  la
aceptación del producto software por parte del
cliente. Los usuarios informan con frecuencia
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de errores mientras se implementa el sistema
de  software  [6][7].  Algunos  softwares
empresariales  pueden  tardar  meses,  en
desplegarse  por  completo,  hay  ausencia  de
actividades  automatizadas  y  el  tiempo  de
ejecución del proceso suele ser largo [6]. Los
problemas  anteriores  se  presentan  una  vez
finalizado el despliegue, al mismo tiempo que
se está utilizando el sistema de software, por
lo  que  los  problemas  que  surgen  deben
resolverse en la fase de mantenimiento; esto
conduce  a  un  esfuerzo  innecesario  en
términos de recursos económicos y humanos
[6][7]. 
Todas  las  consideraciones  anteriores  nos
llevaron  a  definir  diferentes  objetivos
investigación  a  largo  plazo  orientados  a
robustecer  el  proceso  de  despliegue  de
sistemas  de  software  para  ayudar  a  las
PyMES a ejecutar  el  despliegue de sistemas
empresariales.
El  grupo  de  investigación  presenta  como
desafío  dar  respuestas  a  las  siguientes
preguntas de investigación (PI):
PI1:  ¿Se  logra  cubrir  la  vacancia  de  un
modelo de proceso de despliegue de sistemas
de software, que integre las actividades y sus
tareas,  las  técnicas,  las  herramientas,  los
artefactos, los roles y sus competencias?
PI2: ¿Se fortalece el proceso de despliegue
mediante la identificación de un conjunto de
riesgos, así como los procedimientos para su
mitigación? 
PI3: ¿Se mejora la calidad del proceso de
despliegue  mediante  la  determinación  de
métricas específicas para el mismo?
Líneas de Investigación, Desarrollo e 
Innovación
La  línea  de  investigación  aborda  los
problemas que se presentan en el proceso de
despliegue de sistemas de software en PyMES
de  Argentina  y  dar  respuesta  a  las  PI
presentadas en la sección anterior.
En  respuesta  a  la  PI1,  se  considera  la
sistematización del proceso de despliegue de
sistemas  de  software  mediante  la  definición
de un modelo de proceso que permita:
 La ejecución de actividades y tareas. 
 El uso de plantillas orientadoras. 
 La  asignación  de  roles  específicos que
cuenten  con las  competencias  necesarias
para ejecutar el despliegue.
 El uso de herramientas para automatizar
algunas de las actividades del proceso. 
 Su  acoplamiento a  las  metodologías  de
desarrollo  de  software  que  utilicen  las
PyMES.
Antes  de  comenzar  con la  definición  del
modelo, se realizó un mapeo sistemático de la
literatura  (en  inglés,  Systematic  Mapping
Study  o  SMS)  [8].  Actualmente  se  están
analizando  los  resultados  de  la  encuesta
realizada a las PyMES de Argentina sobre el
proceso de despliegue de sistemas de software
con el propósito de conocer de que manera se
encuentra la práctica actual. Como respuesta a
la  PI2  se  pretende  definir  un  conjunto  de
riesgos  para  el  proceso  de  despliegue  de
sistemas  de  software,  así  como también  los
procedimientos para su mitigación. Antes de
comenzar  con la  definición  del  conjunto  de
riesgos, se realizó un SMS [9] que permitió
cotejar  y  sistematizar  la  evidencia  empírica
para  identificar  (determinar)  cuáles  de  las
metodologías,  métodos  y  estándares  que
abordan la gestión de riesgos en proyectos de
desarrollo de software, son las más estudiadas
por  la  comunidad  científica  y  las  más
utilizadas  en  la  industria  del  software.  Una
vez  logrado  esto,  mediante  el  método
DESMET  [10]  se  logró  evidenciar  las
metodologías,  métodos  y  estándares  que
soportan  riesgos  para  el  proceso  de
despliegue.  Se  definieron  los  riegos  y  sus
procedimientos  de  mitigación,  finalmente  la
solución se validó mediante dos estudios de
caso [11] en PyMES de desarrollo de software
de Argentina [12].
Como  respuesta  a  la  PI3,  se  pretende
definir  un  conjunto  de  métricas  para  el
proceso de despliegue de sistemas de software
que permiten mejorar la calidad del proceso.
La  revisión  de  metodologías  de  desarrollo
realizada  hasta  el  momento  ha  indicado  la
ausencia  de  métricas  específicas  para  el
despliegue, como aún no se ha finalizado esta
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revisión  no  se  puede  confirmar  dicha
afirmación [13]. 
Resultados y Objetivos
En esta línea de investigación en progreso se
han  logrado  una  serie  de  resultados que  se
detallan a continuación:
a) Académicos,  se  han  logrado  dos
trabajos  de especialidad  en  Ingeniería
en Sistemas de Información y una tesis
de Maestría en Ingeniería en Sistemas
de  Información,  recientemente
depositada para la defensa.
b) Producción Científica: se ha presentado
la  línea  de  investigación  en  eventos
científicos de alcance nacional (WICC1
2017,  WICC  2019,  WICC  2020,
CACIC2 2016,  CACIC 2018,  CACIC
2019,  CACIC  2020  y  en  el  ámbito
internacional,  CIACA3 2017,  SEKE4
2017,  CIbSE5 2019,  CIbSE  2020  y
ICAETT6 2019.  Además,  se  lograron
tres publicaciones en Springer y en el
Brazilian Journal of Development.
c) Proyectos  de  Investigación:  ha
finalizado  el  PID  UTNBA4347
titulado:  ¨Impacto  del  factor
peopleware  en  el  proceso  de
implantación de sistemas informáticos¨
(período 2017-2019). Se inicia el PID
UTNBA6576  titulado:  ¨Estudio  del
proceso  de  implantación  de  sistemas
informáticos  en  el  contexto  industrial
de  la  República  Argentina¨  (período
2020-2022).
d) Formación  en  investigación:  el  grupo
de  investigación  se  encuentra  en  un
proceso  de  aprendizaje  constante  de
métodos de investigación de ingeniería
de  software  experimental,  revisiones
sistemáticas  [14],  estudios  de  casos
[11] y encuestas [15][16].
1  Workshop de Investigadores en Ciencias de la Computación
2 Congreso Argentino de Ciencias de la Computación.
3  Conferencia Iberoamericana de Computación Aplicada. 
4  International  Conference  on  Software  Engineering  and
Knowledge Engineering.
5  Congreso Iberoamericano en Ingeniería de Software.
6  Congreso Internacional sobre Avances en Nuevas Tendencias y
Tecnologías.
El  grupo  de  investigación  se  plantea  como
próximos objetivos: 
 Analizar  los  resultados  de  la  encuesta
realizada  a  195  participantes  con  el
propósito de conocer el estado actual de la
práctica  para  luego  continuar  con  el
diseño  y  refinamiento  del  modelo  de
proceso de despliegue. 
 Avanzar  con  el  SMS sobre  las  métricas
para el proceso de despliegue de sistemas
de software.
 Presentar  los  avances  realizados  en
InGENIO7 2021,  CIbSE 2021 y  CACIC
2021.
Formación de Recursos Humanos
El  grupo  se  encuentra  conformado  por  un
Director, dos tesistas de Maestría, un becario
de  investigación  y  un  asesor  científico-
tecnológico.
Se  estima  la  formación  de  un  Doctor  en
Ciencias  Informáticas  y  un  Magister  en
Ingeniería  en  Sistemas  de  Información.  Así
como  también  la  continuación  de  la
formación de un becario de investigación. 
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RESUMEN 
Se presenta un proyecto de investigación y 
desarrollo que tiene por objetivo general el de 
elaborar un enfoque metodológico dirigido por 
modelos para soportar la generación 
(semi)automática de aplicaciones en el 
dominio de Internet/Web de las Cosas. 
 
Palabras clave: Ingeniería Web Dirigida por 
Modelos; Internet/Web de las Cosas. 
CONTEXTOS 
El proyecto se enmarca dentro de un 
paradigma de investigación aplicada y de 
desarrollo tecnológico, teniendo como 
contexto disciplinar el área de Ingeniería Web 
Dirigida por Modelos (MDWE, Model-Driven 
Web Engineering [1]), y como dominio de 
aplicación el de los desarrollos basados en 
Internet / Web de las Cosas (I/WoT, Internet / 
Web of Things [2] [3]).  
Asimismo, el proyecto: 
• Se encuentra registrado -con código 
A11004, y misma denominación que el 
título de este documento- por la Secretaría 
de Investigación y Desarrollo de UGD; 
teniendo como instrumento de adjudicación 
la R.R. UGD 39/A/20, correspondiente al 
11º concurso de proyectos de I+D con 
evaluación externa de la institución. 
• Está radicado, y se ha iniciado 
recientemente su ejecución, en CITIC-
UGD; articulando líneas de investigación 
que se desprenden del proyecto 
denominado “Tecnologías para desarrollos 
sostenibles de ciudades inteligentes”, 
registrado y acreditado en la misma 
institución (R.R. UGD 44/A/19; código 
A10003). 
1. INTRODUCCIÓN 
Esencialmente, el proyecto aborda la selección 
y extensión de un enfoque metodológico en el 
área de MDWE, con el propósito de aportar 
una solución parcial a un problema ingenieril 
abierto -u oportunidad recurrente de mejora- 
en dicha área [1]: brindar soporte de 
generación de aplicaciones en tecnologías de 
Ingeniería Web emergentes. En particular; y, a 
este último respecto, se aborda la generación 
de aplicaciones en plataformas avanzadas en el 
dominio de I/WoT [2] [3].  
Ciertamente, hoy en día se reconoce que los 
entornos de aplicación de I/WoT son 
prácticamente infinitos, y que su impacto en la 
sociedad está siendo ya, seguramente, enorme 
[2]. No obstante; y, justamente, las 
problemáticas de heterogeneidad y 
portabilidad entre las numerosas plataformas 
de I/WoT que han surgido y evolucionado en 
los últimos años [13][14][16][17][18][19], 
representa una gran oportunidad de adoptar 
enfoques de MDWE para dicho dominio 
tecnológico. En tal sentido, el colectivo de 
desarrolladores que podría beneficiarse del 
enfoque metodológico y tecnológico integrado 
que se propone, resulta potencialmente amplio. 
Marco disciplinar 
El paradigma ingenieril de desarrollo dirigido 
por modelos [4], prescribe el uso de modelos 
como artefactos principales del proceso de 
desarrollo. Los modelos se construyen a 
distintos niveles de detalle y perspectiva, e 
inicialmente con independencia de la 
plataforma de destino. Mientras que, las 
implementaciones específicas en determinadas 
tecnologías, se generan de manera (semi) 
automática por medio de transformaciones 
sistemáticas de los modelos construidos. 
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Esencialmente, en dicho paradigma, los 
modelos deben especificarse conforme a tipos 
y un metamodelo; modelo del modelo, que 
especifica la sintaxis y semántica de elementos 
o abstracciones que lo componen. De esta 
manera, se soporta el proceso de 
transformación entre modelos. Proceso, 
basado en reglas, que define operaciones para 
el paso de un modelo origen a otro de destino, 
y que se sustenta en las correspondencias que 
se prescriben entre tipos del modelo origen y 
los del destino; especificados en sus 
correspondientes metamodelos. 
Este paradigma promueve la reducción del 
esfuerzo inherente al desarrollo de 
aplicaciones complejas, así como, la mejora de 
la calidad y eficiencia de tales desarrollos. En 
particular, se posibilita la obtención de 
ventajas respecto de: mejoras en la 
comunicación entre desarrolladores y con los 
usuarios; incremento de productividad de 
desarrolladores; mejora en la adaptación de 
desarrollos provocados por cambios 
tecnológicos y en requisitos [5] [6]. Asimismo, 
tales ventajas se sostienen, en: postergar toma 
de decisiones de carácter tecnológico; 
generación consistente de artefactos de 
desarrollo; y, reutilización de modelos y 
transformaciones entre modelos soportados. 
Teniendo en cuenta que dichas ventajas 
podrían ser aprovechadas en su aplicación al 
ámbito del desarrollo Web, surge entonces el 
área disciplinar de MDWE [1]. Área en la que 
se han realizado numerosos esfuerzos de 
investigación y desarrollo, durante las tres 
décadas que abarca sus inicios hasta el 
presente. Contexto y espacio temporal en el 
que han surgido diferentes propuestas de 
nuevas metodologías, lenguajes de modelado, 
y herramientas para facilitar su aplicación, así 
como también, criterios de evaluación de su 
calidad [7] [1]. Específicamente, entre los 
varios enfoques de MDWE que han surgido y 
evolucionado durante las últimas décadas, se 
incluyen entre los más difundidos los de: UWE 
[8]; NDT  [9]; e, IFML [10]. 
A pesar de los muchos beneficios que presenta 
la adopción de enfoques de MDWE, así como, 
los logros que se han alcanzado en dicha área; 
la comunidad científica de referencia ha 
señalado problemas abiertos y necesidades aún 
no cubiertas en el área [1]. Entre tales 
problemáticas y necesidades se incluyen:  
• Aspectos de organización arquitectónica; 
• Necesidad de Evaluaciones empíricas de 
enfoques en MDWE (esencialmente, en 
cuanto a productividad y calidad de 
aplicación por parte de desarrolladores);   
• Necesidades de soporte para: 
Requerimientos No Funcionales; Agilidad; 
Usuarios finales; y, Tecnologías de 
Ingeniería Web emergentes (Internet/Web 
of Things, Semantic Web, y Social Web 
applications, entre otras). 
En el sentido expuesto; y, como ya se adelantó, 
en este trabajo se aborda el problema ingenieril 
abierto de extender un enfoque metodológico - 
ya existente en el área de MDWE- para cubrir 
la necesidad recurrente de dar soporte a 
tecnologías emergentes. En este caso, se 
adopta como dominio tecnológico de 
aplicación el que se reseña a continuación.  
Dominio tecnológico de aplicación 
El dominio tecnológico de I/WoT se sustenta 
en la interconexión digital de “cosas”, es decir, 
objetos (físicos y/o virtuales) con Internet [2], 
o más específicamente la Web [3], permitiendo 
así que estos objetos se comuniquen e 
intercambien datos entre sí. Entre tales objetos 
se puede incluir a: dispositivos móviles, 
equipamiento del hogar o industrial, vehículos, 
y hasta incluso productos consumibles y de 
vestimenta. Cada objeto que forma parte de 
una infraestructura de I/WoT es unívocamente 
identificable, y puede contener mini 
computadores, sensores y actuadores, 
dependiendo de su propósito específico; 
ofreciendo una amplia gama de posibilidades 
para facilitar la vida de las personas apoyando 
o automatizando muchas tareas cotidianas. 
En la última década, han surgido numerosas 
plataformas de I/WoT para soportar 
desarrollos en tal dominio [11] [12]. Las 
soluciones más evolucionadas proporcionan 
una plataforma de desarrollo de aplicaciones 
integrada, comprendiendo: la administración 
de dispositivos, almacenamiento y 
administración de datos, frameworks de 
desarrollo de aplicaciones basados en APIs, así 
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como también, de distribución e implantación 
de aplicaciones [11] [12]. Entre las 
plataformas más destacadas, actualmente, se 
pueden citar a las de: Amazon Web Services 
IoT [13]; FIWARE [14]; OpenMTC [15]; 
SmartThings de Samsung [16]; IBM Watson 
IoT Platform [17]; Azure IoT Hub de Microsoft 
[18]; y, Google IoT [19]. 
Mayormente, el desarrollo de plataformas de 
I/WoT ha tenido lugar en nichos industriales, 
comerciales y tecnológicos particulares, 
difiriendo -a consecuencia de la falta de una 
estandarización- en su conceptualización, 
tecnologías de soporte y terminología. En tal 
sentido, el gran número de plataformas de 
I/WoT existentes resultan muy heterogéneas; 
aun cuando respecto de su funcionalidad todas 
soportarían, esencialmente, lo mismo: permitir 
conectar diferentes dispositivos, objetos 
(físicos y/o virtuales) o “cosas”; almacenar, 
acceder y procesar los datos generados por 
tales dispositivos; y, utilizar la información o 
el conocimiento adquirido de procesar tales 
datos para monitorear, controlar y/o actuar -de 
manera automatizada- sobre distintos bienes 
de uso, procesos, etc. 
La heterogeneidad de estas plataformas causa 
un problema para todo desarrollador que tiene 
que seleccionar una de ellas. Decidir cual 
plataforma de I/WoT utilizar para un 
desarrollo, demanda, tanto, tiempo, como, 
conocimientos técnicos para ser capaz de 
entender y comparar diferentes 
conceptualizaciones; dado que cada una utiliza 
tecnologías y terminologías diferentes. 
Adicionalmente, como sucede con toda 
tecnología emergente, la rápida evolución y 
obsolescencia -no existiendo aun una 
estandarización de conceptualización y 
terminología- de plataformas para desarrollos 
basados en I/WoT, muchas veces se 
promoverá tener que portar aplicaciones, ya 
funcionando en una plataforma, a otra 
plataforma emergente, para, por ej. acceder a 
servicios más eficientes a menores costos. 
En el sentido expuesto, las problemáticas de 
heterogeneidad y portabilidad entre 
plataformas de I/WoT, representa una 
oportunidad de adoptar enfoques de MDWE. 
Tal oportunidad refiere a la posibilidad de 
reutilizar modelos (de conceptos en el 
dominio, de análisis y diseño, o bien, 
específicos de plataformas tecnológicas), 
portando (semi)automáticamente sistemas 
complejos a otras plataformas; cuando aquella 
elegida originalmente para su implementación 
se considere obsoleta, discontinuada, menos 
eficiente o más demandante en costos, que 
otras emergentes. 
2. LÍNEA DE INVESTIGACIÓN Y 
RESULTADOS ESPERADOS 
La línea principal que se desarrolla, tiene por 
objetivo general -la acción central alrededor 
de la cual se articula el proyecto: 
• Elaborar un enfoque metodológico de 
Ingeniería Web Dirigida por Modelos para 
soportar la generación (semi)automática de 
aplicaciones en el dominio de Internet/Web 
de las Cosas. 
Mientras que los objetivos específicos -
concebidos como logros o resultados 
parciales, que contribuyen a la concreción del 
objetivo general- son los siguientes: 
• Compilar tecnologías y plataformas, 
abstracciones relevantes, aspectos 
ortogonales y patrones, buenas prácticas, 
problemas abiertos y desafíos, inherentes al 
desarrollo de aplicaciones de I/WoT. 
• Definir un metamodelo que integre 
abstracciones y aspectos relevantes en el 
dominio de desarrollos de I/WoT. 
• Analizar críticamente enfoques 
metodológicos existentes en el área de 
MDWE, para determinar su grado de 
soporte al desarrollo de aplicaciones en el 
dominio de I/WoT. 
• Diseñar un enfoque metodológico y 
desarrollar un marco tecnológico para su 
soporte, que emplee el metamodelo 
definido, y que extienda de forma adecuada 
otro enfoque ya existente en MDWE. 
• Evaluar la validez y aplicabilidad del 
enfoque propuesto. 
Para alcanzar dichos objetivos, la línea 
comprende, tanto, investigación documental, 
como, investigación experimental. 
Investigación Documental 
Esta investigación se funda en la búsqueda, 
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revisión, compilación, y reseñas sistemáticas 
de conceptos, soluciones y tecnologías 
existentes en el contexto disciplinar y dominio 
de aplicación referidos; basándose en el 
proceso sistemático de revisión delineado por 
Kitchenham et al. [20], como así también, en 
revisiones sistemáticas multi vocales [21]. 
Asimismo, es inherente a esta investigación, 
un análisis crítico de las soluciones y 
tecnologías compiladas -identificando puntos 
fuertes y débiles, determinando problemas y 
oportunidades viables de ser tratados, y cuáles 
de estos se afectarán al desarrollo específico 
del trabajo a desarrollar. 
Investigación experimental 
A partir de la selección de un enfoque de 
MDWE, el cual resulte viable de 
complementar para abordar la resolución de 
alguno de sus problemas abiertos o aspectos no 
tratados respecto del desarrollo de aplicaciones 
en el dominio de I/WoT, se propondrá una 
solución inicial sujeta a validación, revisión y 
ajuste sistemáticos. 
Sintéticamente, entonces, se prescribe un ciclo 
iterativo disciplinar compuesto por las fases 
de: Análisis y Especificación de Requisitos, 
Proposición y Especificación de Soluciones, 
Prototipación, Experimentación con Casos de 
Estudio cubriendo escenarios típicos en el 
dominio de aplicación, Revisión de resultados, 
y Ajuste de acuerdo a las lecciones aprendidas 
a partir de los resultados. Asimismo, se prevé: 
• Validar la propuesta a través del juicio de 
expertos en la disciplina y dominio. Esto 
involucrará el delineamiento e 
instrumentación de encuestas o entrevistas 
estructuradas, así como también, grupos 
focales. 
• Analizar y mejorar de forma continua el 
enfoque propuesto a partir de 
retroalimentaciones que se puedan compilar 
en la divulgación de actividades y 
resultados parciales. 
• Identificar requisitos básicos para -y, 
evaluar la calidad del- marco de soporte 
tecnológico para el enfoque metodológico 
propuesto; basándose en criterios y 
características deseables, comúnmente 
aceptados por la comunidad académica y de 
práctica profesional de referencia. 
Delimitación 
A priori, se delimitará el alcance del proyecto 
a escenarios típicos de ciudades inteligentes 
soportados por I/WoT.  
Otros resultados esperados 
Por otra parte, se espera promover procesos de 
transferencia, favoreciendo alianzas 
estratégicas, la innovación y el aprendizaje 
organizacional, y las acciones de apropiación 
de conocimiento en las organizaciones -en la 
región de radicación del proyecto- potenciales 
beneficiarias de resultados y desarrollos de 
esta investigación. 
El abordaje de temáticas de I+D+i como las de 
este proyecto, se alinea con el 
aprovechamiento potencial de la gran 
oportunidad de desarrollo económico y social 
en nuestra provincia (Misiones), que 
representa la constitución de empresas de base 
tecnológica para el desarrollo de aplicaciones 
en el dominio de I/WoT. Considerando, en 
particular, el emergente proyecto del gobierno 
provincial delineado y en vías de implantación 
concreta por parte de Marandú 
Comunicaciones SE [22]. Dicha empresa de 
servicios tecnológicos, ha iniciado el 
despliegue e implantación de una red de IoT 
[23]; contando con su propia Cloud abierta 
asociada. Red, que se prevé de cobertura 
integral para nuestra provincia, que permitirá 
disponer de distintos tipos de sensores que 
podrán instalarse tanto en ciudades como en 
zonas rurales. Estos sensores servirán, de 
acuerdo a lo que prevé Marandú, para medir 
tráfico vehicular, ocupación de puestos de 
estacionamiento, creación de contenedores de 
basura inteligentes, medir polución, 
contaminación, temperatura, humedad, 
variables inherentes a la calidad del agua, entre 
otros aspectos diversos, en contextos de 
materialización y aplicación de ciudades, agro 
o industria, inteligentes.   
3. FORMACIÓN DE RECURSOS 
El equipo de docentes-investigadores, 
constituido para este proyecto, radicado en 
CITIC-UGD, incluye: un Doctor en 
Tecnologías de la Información y 
Comunicaciones y Magister en Ingeniería de 
Software; un Ingeniero de Sistemas y 
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Maestrando en Tecnologías de la Información; 
y, un Ingeniero en Telecomunicaciones, 
Maestrando en Redes de Datos. 
Adicionalmente, el proyecto cuenta con la 
colaboración de un tutor externo; Doctor en 
Ingeniería Informática y docente-investigador 
perteneciente a UNCPBA.  
Por otra parte, en el contexto de este proyecto, 
se prevé el desarrollo de: un Trabajo Final de 
Maestría en Tecnologías de la Información; y, 
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RESUMEN
Se presenta una línea de investigación y
desarrollo  centrada  en  el  estudio  de
aspectos  de  Ingeniería  de  Software
aplicados a las diferentes tendencias en el
desarrollo  de  Aplicaciones  para
Dispositivos Móviles.
Palabras  claves: Plataformas  para  Dispositivos
Móviles  -  Aplicaciones  Nativas-  Aplicaciones
Híbridas  –  Aplicaciones  Interpretadas  –
Aplicaciones  por  Compilación  Cruzada  –
Aplicaciones  Web  Progresivas  –  Offline  First.  –
Instant App
CONTEXTO
Esta línea de Investigación forma parte
del  Proyecto  (2018-2021)  “Metodologías,
técnicas  y  herramientas  de  Ingeniería  de
Software  en  escenarios  híbridos.  Mejora
de proceso”, en particular del subproyecto
Ingeniería  de  Software  para  escenarios
híbridos del  Instituto  de Investigación  en
Informática  LIDI  de  la  Facultad  de
Informática,  acreditado  por  el  Ministerio
de Educación de la Nación.
Hay cooperación  con Universidades  de
Argentina  y  se  está  trabajando  con
Universidades de Europa y Latinoamérica.
1. INTRODUCCIÓN 
Los  avances  tecnológicos  en  la
comunicación móvil, junto con los avances
en el campo de la computación han dado
lugar  a  la  computación móvil,  que puede
definirse como un entorno de cómputo con
movilidad  física  que  brinda  al  usuario  la
capacidad de acceder a datos, información
u  otros  objetos  lógicos  desde  cualquier
dispositivo  en  cualquier  red,  al  mismo
tiempo que va moviéndose, cambiando su
locación geográfica [1].
Las  características  específicas  de  la
computación  móvil  plantean  nuevos
desafíos en el desarrollo de software para
este tipo de dispositivos. La necesidad de
tratar con diversos estándares, protocolos y
tecnologías  de  red;  las  capacidades
limitadas,  no  sólo  en  cuanto  a
procesamiento,  sino también,  en cuanto a
consumo,  tamaño  físico  y  capacidad  de
almacenamiento  de  los  dispositivos;  las
restricciones  de  tiempo  impuestas  por  un
mercado  altamente  dinámico  y  la
existencia  de  distintas  plataformas  de
hardware  y software  son sólo  algunas  de
las dificultades a las que se enfrentan los
desarrolladores en esta área. 
Las  aplicaciones  se  generan  en  un
entorno dinámico e incierto. En su mayoría
se  trata  de  aplicaciones  pequeñas,  no
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críticas,  destinadas  a  un  gran  número  de
usuarios  finales  que  son  liberadas  en
versiones rápidas para poder satisfacer las
demandas del mercado. En otros casos las
aplicaciones son de mayor tamaño, a veces
para  brindar  movilidad  a  una parte  de  la
funcionalidad  de  un  sistema  más  grande,
mientras que otras veces son el único punto
de interacción del sistema. 
Algunas  iniciativas  como  offline  first
proponen  nuevas  maneras  de  abordar  el
desarrollo  de  aplicaciones  móviles
tomando como requerimiento no funcional
la  posibilidad  de  seguir  brindando  un
servicio  incluso  cuando  el  dispositivo
pierde conectividad con la red móvil.
Todas  las  particularidades  previamente
mencionadas  hacen  que  el  desarrollo  de
software para dispositivos móviles  difiera
considerablemente  del  tradicional.  Ello
conduce a nuevas prácticas y metodologías
que  promueven  el  crecimiento  de  la
Ingeniería  de  Software  como  disciplina,
acompañando  este  proceso  de  desarrollo
tecnológico.
La  existencia  de  una  enorme
competencia  en  el  mercado  de  las
aplicaciones  móviles,  promovida  en parte
por la proliferación de dispositivos móviles
y  el  número  de  negocios  que  están
migrando sus servicios a Internet, revela la
importancia que implica para las empresas
el posicionamiento en este mercado. Para
conseguirlo,  es  necesario  reducir  al
máximo  el  tiempo  de  desarrollo  de  las
aplicaciones y al mismo tiempo hacer que
éstas  se  ejecuten  en el  mayor número de
dispositivos posible.
Este propósito se ve obstaculizado por la
excesiva  fragmentación  de  hardware  y
software  existente,  originada  por  el  alto
número de  dispositivos  distintos,  con sus
propios sistemas operativos y plataformas
de desarrollo.
La  alternativa  más  costosa  para  hacer
frente  a  esta  problemática  consiste  en  el
desarrollo  específico  de  aplicaciones  de
manera  nativa  en  cada  una  de  las
plataformas existentes, utilizando entornos
de desarrollo, lenguajes de programación y
tecnologías propias de cada plataforma. 
El  desarrollo  nativo  de  aplicaciones
móviles  posee  ciertas  ventajas  como  la
posibilidad  de  acceder  sin  limitaciones  a
todas  las  características  del  dispositivo
(cámara,  GPS,  acelerómetro  y  agenda,
entre otras), el alto rendimiento, interfaces
gráficas  consistentes  con  el  resto  de  la
plataforma,  la  posibilidad  de  trabajar  sin
acceso a Internet y de correr procesos en
segundo plano. Estas aplicaciones pueden
distribuirse a través de las tiendas en línea
correspondientes.  Sin  embargo,  el  precio
de  todas  estas  ventajas  es  alto:  no  es
posible  reutilizar  el  código  fuente  entre
plataformas  diferentes,  el  esfuerzo  se
multiplica  y  se  elevan  los  costos  de
desarrollo,  actualización y distribución de
nuevas versiones.
Como alternativa al desarrollo nativo en
múltiples  plataformas,  se  presentan
diversos  enfoques  de  desarrollo  que
procuran  optimizar  la  relación
costo/beneficio  compartiendo  la  misma
base de código fuente entre  las versiones
para  las  distintas  plataformas  [2].  La
construcción de aplicaciones Web Móviles
constituye  un  ejemplo  representativo  de
este enfoque. Estas aplicaciones se diseñan
para  correr  dentro  de  un  navegador,  se
desarrollan  con  tecnologías  web  bien
conocidas (HTML, CSS y JavaScript),  no
necesitan  adecuarse  a  ningún  entorno
operativo  móvil  específico;  su  puesta  en
marcha es rápida y sencilla.
Las desventajas de las aplicaciones Web
Móviles recaen sobre su rendimiento. Los
tiempos  de respuesta  se  dilatan  afectados
por  la  interacción  cliente-servidor  y  las
restricciones  de  seguridad  impuestas  a  la
ejecución  de  código  por  medio  del
navegador  limitan  el  acceso  a  todas  las
capacidades  del  dispositivo.  Además,  la
experiencia de usuario dista de ser similar
a la de las aplicaciones nativas, resultando
menos atractiva para el usuario final.
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El enfoque híbrido es una alternativa que
posee también la ventaja de estar basado en
tecnologías  web  estándar  (HTML,
Javascript  y  CSS)  pero,  a  diferencia  del
anterior  no  funciona  dentro  de  un
navegador,  sino  en  un  contenedor  web
especial  con  mayor  acceso  a  las
características  del  dispositivo  a  través  de
una API específica.
Las  aplicaciones  híbridas  permiten  la
reutilización  de  código  en  las  distintas
plataformas,  el  acceso  al  hardware  del
dispositivo, y la distribución a través de las
tiendas  de  aplicaciones.  Sin  embargo,
conservan algunas de las desventajas de las
aplicaciones  Web  Móviles:  la  utilización
de componentes  no nativos en la interfaz
perjudica  la  experiencia  de  usuario,  y  la
ejecución  se  ve  ralentizada  por  la  carga
asociada al contenedor web.
El  enfoque  interpretado  se  presenta
como  una  alternativa  en  donde  las
aplicaciones  son  traducidas  en  su  mayor
parte  a  código  nativo,  mientras  que  un
resto  se  interpreta  en  ejecución.  Se
implementan  de  forma  independiente  de
las  plataformas  utilizando  diversas
tecnologías  y  lenguajes,  tales  como
Javascript, Typescript y XML, entre otros.
La  obtención  de  interfaces  nativas
constituye una de las principales  ventajas
de este tipo de aplicaciones, mientras que
la definición de nuevas componentes suele
tener un alto grado de complejidad debido
a  la  necesidad  de  definir  abstracciones
compatibles con diferentes plataformas.  
Finalmente,  las  aplicaciones  generadas
por  compilación  cruzada  también
constituyen  un  tipo  de  desarrollo
multiplataforma.  Estas  aplicaciones  se
compilan  de  manera  nativa  creando  una
versión específica de alto rendimiento para
cada plataforma destino. 
Un  nuevo  concepto  ha  surgido  en  los
últimos  años  denominado  Aplicaciones
Web Progresivas (PWA por sus siglas en
inglés).  Una PWA es una aplicación web
que  utiliza  las  últimas  tecnologías
disponibles  en  los  navegadores  para
ofrecer  en  dispositivos  móviles  una
experiencia lo más parecida posible a la de
una aplicación nativa.
Los  objetivos  que  persiguen  las  PWA
son:  lograr  el  mayor  rendimiento  posible
en dispositivos móviles, que la aplicación
cargue de manera casi instantánea,  que la
interfaz de usuario se parezca lo máximo
posible a una nativa, que se pueda trabajar
sin conexión (offline first) y que se puedan
enviar notificaciones a los usuarios, como
en una aplicación nativa.
Una  nueva  tecnología,  desarrollada
recientemente  por  Google,  denominada
TWA  (Trusted  Web  Activities)  o
Actividades  Web  de  Confianza,  permite
integrar  una  PWA  con  una  aplicación
Android.  Las  TWA son ejecutadas  desde
un APK y distribuidas desde Google Play
Store.  Muestran  en  pantalla  completa  un
navegador  web  dentro  de  una  aplicación
Android  sin  mostrar  la  interfaz  del
navegador.
Las  TWA  representan  un  punto  de
inflexión  para  los  desarrolladores  que
ahora  pueden  distribuir  sus  PWA  en
Google  Play  Store  que  ha  dejado  de  ser
una  tienda  exclusiva  de  aplicaciones
nativas. 
Desde  2017  los  desarrolladores  de
Android  tienen  una  nueva  opción  para
hacer llegar sus apps a los usuarios finales.
El  concepto  de  Instant  App permite
ejecutar  una  funcionalidad  específica  de
una aplicación sin necesidad de instalar la
App completa.
2. LÍNEAS DE INVESTIGACIÓN
Y DESARROLLO
● Enfoques de desarrollo de Aplicaciones
para Dispositivos Móviles.
● Metodologías  y  Técnicas  de  la
Ingeniería  de Software y su aplicación
en  el  desarrollo  de  software  para
dispositivos móviles.
● Aplicaciones Nativas en Android [3].
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● Aplicaciones Nativas en iOS [3].
● Aplicaciones Web Móviles.
● Aplicaciones  Móviles  Híbridas
(PhoneGap [4], Ionic [5]).
● Aplicaciones  Móviles  Interpretadas
(Appcelerator  Titanium  [6],
NativeScript [7]).
● Aplicaciones  Móviles  generadas  por
compilación  cruzada  (Xamarin  [8],
Corona [9]).
● PWA, Instant App y Offline First.
● TWA (Trusted Web Activities),
● Análisis  y  estudio  comparativo  de
requerimientos  no  funcionales,  tales
como rendimiento, consumo de energía,
tamaño de software, entre otros, en los
distintos  enfoques  de  Aplicaciones
Móviles.
● Experiencia de usuario en Aplicaciones
Móviles  generadas  con  distintos
enfoques de desarrollo.
● Internet de las Cosas (IoT), Internet de
Todo (IoE) y aplicaciones  de sensado
móvil o sensado urbano.
● Aplicaciones  Móviles  y  su  utilización
en el proyecto de Smart City.
● El  rol  de  los  dispositivos  móviles  en
aplicaciones  de  crowdsourcing o
colaboración abierta distribuida.
● El rol de las aplicaciones móviles como




Los  resultados  obtenidos/esperados  se
pueden resumir en:
▪ Se ha estudiado el impacto que tiene el
enfoque de desarrollo elegido sobre el
rendimiento  de  las  aplicaciones
construidas.  Se  consideraron  las
plataformas  iOS  y  Android  junto  a
varios  frameworks de  desarrollo
multiplataforma.   Los  resultados  y
conclusiones fueron publicados en [10]
y [11]. 
▪ Se desarrolló "Informática UNLP", una
aplicación móvil para la comunidad de
la  Facultad  de  Informática  de  la
Universidad Nacional de La Plata [12].
Esta  aplicación  contribuye  a  la  mejor
comunicación  alumno/docente.   Entre
otras  funciones  incluye  una  cartelera
virtual  ajustable  a  las  preferencias  de
los  alumnos  y  utiliza  tecnología  de
realidad  aumentada  para  proveer
información sobre la ocupación de las
aulas  en  tiempo  real.  Las  primeras
versiones  fueron  liberadas  para
Android pero actualmente también está
disponible para iPhone y iPad.
▪ En [13] se estudiaron las implicaciones
de  la  elección  de  un  enfoque  de
desarrollo  determinado  sobre  la
eficiencia  energética  de  las
aplicaciones  generadas.  Se
contemplaron  aplicaciones  con  alta
carga  de  procesamiento,  reproducción
de  video  y  acceso  a  imágenes
generadas  con  diversos  enfoques  de
desarrollo. 
▪ En [14] se han publicado los resultados
de  un  estudio  sobre  el  impacto  que
tienen  9  tecnologías  distintas  de
desarrollo  de  aplicaciones  móviles
sobre 23 características de interés para
la Ingeniería de Software. 
▪ En  [15]  se  estudió  el  modo  en  que
distintos  frameworks de  desarrollo
multiplataforma afectan el tamaño de la
aplicación  construida.  Los  resultados
son  relevantes  dado  que  el  espacio
disponible  se  ha  convertido  en  un
recurso crítico para muchos usuarios. 
▪ Se ha cuantificado el impacto que tiene
la elección del framework de desarrollo
sobre  tres  de  los  requerimientos  no
funcionales  más  demandados  por  los
usuarios  de  dispositivos  móviles:
rendimiento, consumo de energía y uso
de  espacio  de  almacenamiento.  Los
resultados y conclusiones se publicaron
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en [16] y constituyen una guía para los
desarrolladores al momento de elegir el
framework más  adecuado  a  sus
expectativas.
▪ Las  Aplicaciones  Web  Progresivas  o
PWA, por sus siglas en inglés, fueron
analizadas  en  [17].  Dada  su  estrecha
relación  con  las  aplicaciones  web
móviles  fueron  comparadas  con  estas
últimas  explicitando  diferencias  y
similitudes.  Se  concluyeron  una  serie
de  ventajas  y  desventajas  de  un
enfoque respecto del otro.
▪ Se  desarrolló  “InnovApp”,  una  PWA
que permite  realizar  una visita  virtual
guiada  a  la  muestra  de  Ciencia  y
Tecnología 2019  llevada a cabo en el
Centro de Innovación y Transferencia
Tecnológica (CIyTT) de la Facultad de
Informática de la UNLP 
▪ Se  han  estudiado  distintas  estrategias
para enfrentar la pandemia de COVID-
19 que incluyen tecnología móvil. Para
ello  se  analizaron  las  aplicaciones
promovidas  por  los  gobiernos  de  22
países  distintos  como  herramientas
tecnológicas  para  combatir  la
Pandemia.  Los  resultados  y
conclusiones se publicaron en [18].
▪ Se continúa con el desarrollo de nuevas
características  de "Informática  UNLP,
una  aplicación  multiplataforma  en
continua evolución y crecimiento.
▪ Se continúa con el estudio de PWA y el
análisis de los alcances de la tecnología
TWA (Trusted Web Activities).  TWA
es  la  estrategia  implementada  por
Google para integrar una PWA con una
aplicación  Android  que  puede  ser
entonces distribuida desde Google Play
Store.  Actualmente  se  está  realizando
un análisis detallado de la combinación
PWA+TWA,  teniendo  en  cuenta
características  no  funcionales,  de
desarrollo, y de la gestión de proyectos
de software.
▪ Se  esperan  resultados  concretos  al
estudiar las posibilidades que surgen de
la  utilización  de  los  sensores  de  los
dispositivos móviles en aplicaciones de
Internet de las Cosas (IoT), Internet de
Todo  (IoE)  y  particularmente
aplicaciones de sensado móvil, también
conocido como sensado urbano.
▪ Se  examinará  la  utilidad  de  las
Aplicaciones Móviles en el contexto de
las ciudades inteligentes, haciendo foco
especialmente  en  aquellas  que
implementan  la  colaboración  abierta
distribuida (crowdsourcing).
▪ Se analizarán ventajas y desventajas de
las  "Instant App" de Android. Resulta
de  interés  su  estudio  y  posterior
comparación  con  las  aplicaciones
nativas tradicionales. 
▪ Se Profundizará en el estudio sobre la
aplicación de la tecnología móvil como
herramienta para mejorar algún aspecto
de  la  lucha  contra  la  pandemia
COVID-19.
▪ Se examinarán las distintas formas de
persistencia  de  datos  en  aplicaciones
móviles  en  función  del
enfoque/framework de  desarrollo
utilizado.
▪ Se  Promoverá  el  avance  sostenido  y
continuo  de  la  formación  de  los
miembros involucrados en esta línea de
investigación. 
4. FORMACIÓN DE RECURSOS
HUMANOS
Los  integrantes  de  esta  línea  de
investigación dirigen  Tesinas  de  Grado y
Tesis  de  Postgrado  en  la  Facultad  de
Informática, y Becarios III-LIDI en temas
relacionados  con  este  proyecto.  Además,
participan  en  el  dictado  de
asignaturas/cursos de grado y postgrado de
la Facultad de Informática de la UNLP.
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Resumen
La  información  geoespacial  se  ha
transformado  en  un  bien  de  consumo
primario  en  nuestra  sociedad. A  nivel
mundial,  las  organizaciones
gubernamentales  han  contribuido  a  esta
realidad a través de las Infraestructuras de
Datos Espaciales  (IDE),  promoviendo el
desarrollo  económico,  estimulando  una
mejor  gobernanza  y  fomentando  la
sostenibilidad  ambiental. (Vilches-
Blázquez, Ballari, 2020)
Las  IDE,  son  aplicaciones  web  que  se
utilizan  para  buscar  y  acceder  a
información  geográfica  (IG)  y  servicios
geográficos asociados a través de Internet
(Iniesto  M.,  Núñez  et  al,  2014).  Están
definidas  por  un  conjunto  de  políticas,
tecnologías y acuerdos institucionales que
aprovechan la provisión y uso de datos y
servicios espaciales estandarizados.
Sin  embargo,  se  ha  prestado  poca
atención  al  dominio  de  la  información
geoespacial,  que está llamando cada vez
más  la  atención  de  los  tomadores  de
decisiones  que  buscan  mejorar  los
modelos  de  decisión  considerando
factores  espacio-temporales.  En  este
contexto,  esta  investigación  realiza  un
análisis  de  la  información  publicada  en
los  geoportales  IDE,  con  el  objeto  de
medir  el  grado  de  reutilización  de  sus
conjuntos de datos, para esto se propone
una adaptación de la métrica MELODA,
teniendo  en  cuenta  la  naturaleza
específica de los geodatos.
Palabras Claves:  Datos Abiertos, Datos
Geoespaciales,  Infraestructura  de  Datos
Espaciales,  Métricas  e  Indicadores,
Meloda.
Contexto
La  presente  investigación  está
contextualizada en el trabajo colaborativo
entre  dos  grupos  de  investigación:  Los
integrantes del Proyecto de Investigación:
Ingeniería  de  Software:  Estrategias  de
Desarrollo,  Mantenimiento  y  Migración
de  Sistemas  en  la  Nube  –  Facultad  de
Ciencias Físico-Matemáticas y Naturales,
Universidad  Nacional  de  San  Luis.
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Proyecto Nº P-03-2020; y, por otra parte,
el  grupo  de  investigación  interviniente,
del proyecto de investigación: “Las Tic al
Servicio  del  Dato  Abierto:  Situación
Actual, Conceptualización e Iniciativas de
Apertura  de  Información  Pública”,  del
departamento  de  Informática  de  la
Facultad  de  Tecnología  y  Ciencias
Aplicadas de la Universidad Nacional de
Catamarca.
El  trabajo  colaborativo  entre  las
universidades  aportará  dimensiones
analíticas  prácticas,  condición
indispensable para integrar y comparar la
información  obtenida  a  partir  de  los
proyectos que genere cada grupo. En este
contexto,  el  grupo  de  la  Universidad
Nacional  de  Catamarca  aporta  su
conocimiento y experticia en lo referente
al  análisis  de  los  Datos  Abiertos
Gubernamentales y desde la Universidad
de  San  Luis,  el  grupo  de  investigación
proveerá el conocimiento y la experiencia
necesaria para definir y adaptar conceptos
y  modelos  de  calidad  a  este  nuevo
escenario  de  las  ciudades  modernas.  Su
experiencia en definir modelos, métodos,
métricas e indicadores.
Introducción
La  disponibilidad,  accesibilidad  y  el
intercambio  de  información
georeferenciada  son  requerimientos  que
cobran paulatinamente mayor importancia
para  una  sociedad  interesada  en
incorporar este tipo de información como
apoyo  fundamental  en  los  procesos  de
planificación y toma de decisiones, tanto
a  nivel  local  como  regional  e  inclusive
global (Rix et al., 2011). Esta utilización
de conjuntos de datos espaciales conlleva
múltiples  abordajes  para  el  diseño  y
construcción  de  herramientas
tecnológicas  dirigidas  hacia  este  fin
(Rajabifard & Williamson, 2001). 
Algunos autores resumen la idea anterior
diciendo que “la información geoespacial
se  ha  transformado  en  un  bien  de
consumo primario en nuestra sociedad. A
nivel  mundial,  las  organizaciones
gubernamentales  han  contribuido  a  esta
realidad  a  través  de  Infraestructuras  de
Datos Espaciales  (IDE),  promoviendo el
desarrollo  económico,  estimulando  una
mejor  gobernanza  y  fomentando  la
sostenibilidad  ambiental”. (Vilches-
Blázquez, Ballari, 2020).
Las IDE son aplicaciones web que actúan
como  un  punto  de  entrada  a  la
información Geográfica (IG) distribuida y
disponible  para  ser  compartida.  Esta  IG
proveniente de instituciones  oficiales,  es
publicada, con frecuencia, bajo estándares
y  normas,  asegurando  su
interoperabilidad y uso, ofreciendo como
mínimo algunas funcionalidades  básicas,
tales  como:  visualización  de  mapas,
localización  y  descarga  de  datos  y
servicios, para el procesamiento de datos. 
La idea de publicar  estos datos para los
ciudadanos,  es  que  éstos  puedan
consultarlos, descargarlos o incluirlos en
aplicaciones  externas  que  modelan,
analizan,  muestran   y/o   generan  datos,
información y productos geoespaciales de
valor agregado en múltiples formatos de
archivo  para  algunos  propósitos  de
información (por ejemplo,  visualización)
o toma de decisiones  (es decir,  a  través
del  análisis),  lo  que  abre  nuevas
posibilidades para generar valor, tanto en
el ámbito social como en el económico. 
El costo de producir  esa información es
bastante  elevado,  por  lo  que  ahora  el
desafío es demostrar sus capacidades y la
reutilización  que  se  hace  de  esos  datos.
En este  sentido,  y en lo  que respecta  al
diseño que presentan los portales IDE, se
puede  observar  que  no  responde  a  las
necesidades  de  los  distintos  perfiles  de
usuarios  que necesitan acceder  en busca
de información, lo que determina un uso y
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reuso bastante limitado de los mismos y,
en algunos casos, que solo sean utilizados
por profesionales  muy especializados de
IG.   Además,  aunque  estos  datos  se
encuentran  potencialmente  abiertos,
muchos  de  ellos  resultan  difíciles  de
encontrar,  desorganizados  y  en  un
formato  que  no  es  el  adecuado  para
análisis espacial, es decir, estos datos no
son  “técnicamente”  abiertos,  por  lo  que
resulta  necesario hacer  un análisis  de la
efectiva  utilidad  de  los  datos  ofrecidos
por una IDE.
Por  otra  parte,  no  se  cuenta  con
estándares  específicos  de  análisis  de
calidad  que  describan  las  características
que  deben  tener  los  recursos  que
componen  los  conjuntos  de  datos
geográficos disponibles en una IDE para
ser efectivamente reutilizados, ya que hay
que  tener  en  cuenta  que  no  es  igual  el
acceso a los mismos y su difusión, que su
reutilización. 
La  presente  investigación  realiza  el
análisis  de  la  información  publicada  en
los geoportales, con el objeto de medir el
grado de reutilización de sus conjuntos de
datos,  para  esto  se  propone  una
adaptación  de  la  métrica  MELODA
(http://www.meloda.org ),  teniendo  en
cuenta  la  naturaleza  específica  de  los
geodatos,  su topología  y su localización
espacial y tomando como caso de prueba
la IDE de la República Argentina (https://
www.idera.gob.ar). 
MELODA  (Metric  for  releasing  open
data)  es  una  métrica  de  evaluación  que
permite calificar la información y evaluar
el  grado  de  reutilización  de  los  datos
públicos  y  el  valor  de  la  información
publicada en los portales de DA. Ayuda a
los  organismos  productores  a  hacer  que
todos  los  datos  que  publiquen  sean
buenos  para  la  reutilización.  También
ayuda a los consumidores de open data a
encontrar  los  mejores  datos  a  reutilizar
con el objetivo de crear nuevos productos
y servicios de calidad. (Albella A. et al,
2014). 
Si  bien  es  cierto  que  ya  comienzan  a
observarse iniciativas  y guías  de buenas
prácticas que han tomado este nuevo reto
y han planteado algunas estrategias para
mejorar  el  nivel  de  reuso  de  la
información  geográfica  abierta,  aún  hay
muchos  interrogantes  que  siguen  sin
resolverse. 
En el presente trabajo se pretende realizar
un  análisis  general  de  la  información
publicada en los portales de IDE, con el
objeto de  medir el grado de reutilización
efectiva  de  sus  conjuntos  de  datos,
teniendo  en  cuenta  estándares  técnicos,
acceso  legal,  formatos  de  datos,
visualización,  su  utilización  en  la
recuperación  de  información,  y  las
exigencias  que  las  mismas  tienen  por
parte  de  organismos  internacionales  de
normalización para asegurar su calidad e
interoeperabilidad, para que las IDE sean
herramientas  ciertas  que  mejoren  el
acceso  y  reutilización  de  los  datos
abiertos  geoespaciales  a  toda  la
ciudadanía. 
Abella,  Ortiz-de-Urbina-Criado  y  De
Pablos-Heredero  (2014;  2017a)  han
elaborado  la  métrica  MELODA  que
permite evaluar el grado de reutilización
de los datos abiertos.  MELODA analiza
seis  dimensiones:  Estándares  Técnicos,
Acceso  a  la  Información,  Marco  Legal,
Modelo de Datos,  Geolocalización de la
Información  y  Actualización  en  Tiempo
Real.  Cada  una  de  estas  dimensiones
consta  de  cinco  niveles  mediante  los
cuales se obtiene un porcentaje de calidad
de  las   mismas,   dicho   porcentaje   se
utiliza posteriormente en una fórmula que
proporcionará el nivel de reusabilidad de
los conjuntos de datos disponibles en los
portales abiertos.
Esta  última  métrica  se  ha  utilizado  por
otros  autores  como  Vicente-Paños  y
Jordán-Alfonso  (2017)  para  estudiar  el
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acceso a la información del sector público
y  su  reutilización  en  las  comunidades
autónomas  de  España.  Estos  autores
observaron  que  cuando  se  calificaban  a
través  de  Meloda  los  portales  de  datos
abiertos  de  esas  comunidades,  las
puntuaciones más bajas se obtenían en las
dimensiones  de  información
geolocalizada  e  información  en  tiempo
real,  por  lo  que  estimamos  que  esta
métrica  es  la  que  más  se  adecúa  como
base de análisis para la evaluación de los
datos disponibles en una IDE. 
Líneas  de  investigación  y
desarrollo
La presente es una investigación que se
desprende  del  Proyecto:  "Las  TIC  al
Servicio  del  Dato  Abierto:  Situación
actual, conceptualización e iniciativas de
apertura de información Pública".
La  naturaleza  de  este  estudio  es  la
investigación  descriptiva  con  dos
propósitos principales. En primer lugar,
se  ocupa  de  la  explicación  de  las
motivaciones,  procesos  y  dificultades
asociados a la adopción de métricas de
evaluación  de  reusabilidad  a  nivel
general para cualquier portal de DA. El
segundo propósito apunta a describir los
procedimientos que una IDE realiza para
la apertura de los conjuntos de datos que
pone a disposición en su geoportal. Por
lo tanto, el método cualitativo resulta ser
el  enfoque  más  apropiado  para  esta
investigación.  Este  enfoque  ayuda  a
comprender  mejor  los  fenómenos  y
obtener  un  conocimiento  exhaustivo
sobre  el  estudio  de  los  procesos  y  los
participantes.  Con  respecto  a  la
obtención  de  información  se  prevé
recolección  de  muestras  mediante
examen  de  características  de  las
administraciones públicas que ofrecen a
la  ciudadanía  sus  DA  geoespaciales  a
través  de  las  Infraestructuras  de  Datos
Espaciales. 
En cuanto a  la  métrica  utilizada  para el
análisis de los datos, se ha seleccionado a
MELODA.  Esta  métrica  se  utiliza
realizando un análisis de los conjuntos de
datos,  en  seis  dimensiones:  Estándares
Técnicos,  Acceso  a  la  Información,
Marco  Legal,  Modelo  de  Datos,
Geolocalización  de  la  Información  y
Actualización en Tiempo Real. Cada una
de  estas  dimensiones  consta  de  cinco
niveles mediante los cuales se obtiene un
porcentaje  de  calidad  de  las  mismas,
dicho porcentaje se utiliza posteriormente
en una fórmula que proporcionará el nivel
de reusabilidad de los conjuntos de datos
disponibles en los portales abiertos. 
Resultados y Objetivos
El  objetivo  principal  planteado  para  la
ejecución  del  trabajo  fue:  Evaluar  la
reusabilidad  de  los  conjuntos  de  datos
disponibles  en  las  Infraestructura
de Datos Espaciales. En este sentido, nos
planteamos  redefinir  las  dimensiones  e
indicadores de la métrica MELODA, y de
su  fórmula  aplicada  para  el  cálculo,
presentando  una  propuesta  cuantitativa
para  evaluar  la  reusabilidad  de  los
geodatos  disponibles  en  una  IDE,
teniendo  en  cuenta  la  naturaleza
específica de la IG.
Entre las nuevas dimensiones propuestas,
podemos destacar aquellas que tienen que
ver  con  el  análisis  de  los  conjuntos  de
datos,  teniendo  en  cuenta  aspectos  tales
como:  estándares  técnicos,  acceso  legal,
formatos de datos y metadatos,  sistemas
de  referencia  espacial,  visualización  en
servicios  de  mapas,  su  utilización  en  la
recuperación de información,  además de
las exigencias que las mismas tienen por
parte  de  organismos  internacionales  de
normalización,  y  que  tienen  relación
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directa con los servicios web que ofrecen
las IDE a través de sus geoportales, tales
como el visualizador o servicio de mapas,
servicio  de  fenómenos,  servicios  de
coberturas, servicios de catálogos, etc., ya
que  estos  son  los  componentes  más
utilizados  para  la  realización  de  los
análisis  de  datos  espaciales  en  estas
infraestructuras y los que son requeridos
por  profesionales  y  desarrolladores  de
nuevas aplicaciones. 
El  análisis  de  los  conjuntos  de  datos,
teniendo  en  cuenta  las  dimensiones
propuestas  nos  dará  un  porcentaje  de
calidad  de  las  mismas,  dicho porcentaje
se  utiliza  posteriormente  en  una  nueva
fórmula de cálculo que proporcionará el
nivel de reusabilidad de los conjuntos de
datos disponibles en los portales abiertos
de una IDE. 
Formación de Recursos Humanos
El  primer  autor  se  desempeña  como
docente  de  la  carrera  de  Ingeniería  en
Informática de la Facultad de Tecnología
y  Ciencias  Aplicadas  de  la  Universidad
Nacional de Catamarca.  Mientras que el
segundo autor es docente de la Facultad
de  Ciencias  Físico-Matemáticas  y
Naturales de la Universidad Nacional de
San Luis.  La  temática  abordada  en  este
proyecto  de  investigación  en  desarrollo,
dio lugar al  desarrollo  de una tesis para
optar al  título de Magister  en Ingeniería
en Software. El mismo se desarrolla en la
Facultad de Ciencias Físico-Matemáticas
y  Naturales  de  la  Universidad  Nacional
de San Luis, en donde el Mg. Ing. Carlos
Salgado, se desempeña como director de
dicha  Tesis.  Además,  se  trabaja  en  el
desarrollo de tesinas de grado y trabajos
finales  de  carrera  en  el  Marco  de  la
Ingeniería  informática  y  la  Licenciatura
en  Ciencias  de  la  Computación  de  la
FCFMyN  de  la  UNSL  y  la  carrera  de
Ingeniería  en Informática de la  Facultad
de Tecnología y Ciencias Aplicadas de la
Universidad Nacional de Catamarca
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Se sintetizan las propuestas que involucran la 
definición de métodos, procedimientos y 
herramientas en el marco de actividades de 
I+D+I. El propósito es innovar desde lo 
metodológico y procedimental para lograr 
mejoras sustantivas en torno a la 
Accesibilidad Web. En los casos de estudio, 
se seleccionan situaciones problemáticas del 
contexto identificados por los participantes, 
quienes disponen de  conocimiento sobre las 
mismas.  
 
Palabras clave: recursos humanos, métodos, 
procedimientos, AW, herramientas TIC. 
 
CONTEXTO 
En el marco de proyectos de I+D+I 
acreditados por la Secretaría General de 
Ciencia y Técnica de la Universidad Nacional 
del Nordeste, denominados: “TI en los 
sistemas de información: modelos, métodos y 
herramientas” y “Sistemas informáticos. 
Modelos, métodos y herramientas”, en que se 
inscriben becas, formación de docentes-
investigadores y Trabajos Finales de 
Maestría, se promueve la identificación de 
problemáticas en el contexto de desarrollo 
informático y profesional de los implicados 
con miras a proponer soluciones que aporten a 
la región.  
 
1. INTRODUCCIÓN 
La Universidad, una institución intensiva en 
conocimiento, se constituye en un agente 
promotor de innovaciones en un contexto 
complejo en el que continuamente emergen 
nuevos requerimientos y desafíos [1, 2, 3]. 
La RedUNCI incorpora en el documento de 
Recomendaciones Curriculares entre las 
cuestiones sociales y profesionales la 
Accesibilidad web [4]. Otras evidencias que 
permiten tratar un abordaje social tecnológico 
se menciona en Barchini [5] quien sostiene 
que la disciplina Informática es una disciplina 
bio-psico-socio-tecno-cultural. Estos 
referentes, entre otros,  permiten proponer un 
abordaje en torno a cuestiones de 
responsabilidad social que se puede relacionar 
con la Responsabilidad Social Universitaria 
como se menciona en [6, 7]. 
Siguiendo a [8] “los estudios empíricos 
permiten crear conocimiento que pueden 
mejorar la práctica”. Por lo expuesto, en una 
sociedad del conocimiento en que las TIC 
emergieron para suplantar numerosas 
actividades, particularmente ocasionada por la 
Pandemia causada por el COVID-19 es 
menester asegurar la calidad de los contenidos 
a la web. 
La Accesibilidad Web (AW), es un aspecto de 
la calidad del software. Se refiere al acceso 
universal a la Web, independientemente del 
tipo de hardware, software, infraestructura de 
red, idioma, cultura, localización geográfica y 
capacidades de los usuarios [9, 10]. 
En [11] se expuso una reseña de métodos, 
procedimientos y herramientas con miras a 
contribuir al desarrollo regional y en [12] y 
[13] el abordaje desde la AW, enfatizando la 
formación de recursos humanos que 
contribuyen desde espacios universitarios al 
Sector de Servicios y Sistemas Informáticos.  
Particularmente, se sintetizan los avances en 
torno a la AW, temática que implica una 
mirada desde la TIC para la sociedad, como 
estrategia para el acceso a la información por 
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diferentes colectivos. Se enfatiza que estas 
experiencias permiten ampliar la categoría 
“métodos y aplicaciones prácticas” propuesta 
en [14].  
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Siguiendo lo expuesto en [11] las líneas de 
I+D+I precisadas para el logro de las 
propuestas consisten en: 
 Revisión de la literatura [12, 13]. Se 
identificaron y seleccionaron antecedentes 
disciplinares [10, 15] y casos de 
aplicaciones similares de los tratados en 
cada uno de los proyectos que se 
sintetizan en este artículo. Avanzar en esta 
estrategia, que produce información 
actualizada, facilita la definición y alcance 
de los proyectos y la innovación de la 
producción en función al contexto al que 
está dirigido.  
 Identificación de aspectos metodológicos 
de la Ingeniería del Software, la calidad 
del software y su tratamiento en 
propuestas de AW. Los estándares y 
propuestas [10, 15]. 
 Definición y adaptación de métodos y 
procedimientos para la realización de los 
estudios basados en [16, 17, 18, 19]. 
Derivada de la revisión disciplinar se opta 
por aquellos enfoques metodológicos, 
normativas y estándares que integrados 
aportan a mejoras en el contexto en que 
emergen y en que se validan. 
 Identificación de herramientas TIC, 
privilegiando las comprendidas en la 
filosofía Open Source, tanto para la 
construcción de soluciones informáticas 
ante los problemas delimitados y como en 




A continuación se sintetizan los proyectos 
presentados con miras a profundizar 
actividades de I+D, iniciarse en becas de 
formación de grado y producciones de 
trabajos finales de maestría o tesis. En estas 
propuestas se integran las líneas de trabajo 
mencionadas. 
En [20] se propone la construcción de un 
procedimiento para implementar la creación 
de Objetos de Aprendizaje (OA) en un 
entorno e-learning, en particular seleccionado 
como contexto de validación una asignatura 
de finalización de estudios universitarios de 
grado. Se avanzó en el estudio y selección de 
estándares para la construcción de OA, y de 
herramientas de autor que facilitan su 
elaboración. En particular se indagará en 
cómo incorporar principios de AW a fin de 
asegurar el acceso a los contenidos y así 
apoyar procesos educativos significativos. 
Esta producción también se corresponde con 
el Trabajo Final de Maestría en Tecnologías 
de la Información. 
En [21] se avanza en la elaboración de un 
marco de trabajo ajustado a los estándares de 
AW universales factible de ser aplicado a 
entornos virtuales de enseñanza-aprendizaje 
destinados a la formación continua. Este 
marco se centra en el papel primordial del 
usuario así como en el uso de métricas, 
considerando puntualmente la accesibilidad 
visual [16, 21, 22, 23]. La evaluación con los 
usuarios es fundamental pues ayuda a 
identificar problemas en cómo se están 
aplicando las soluciones técnicas [23]. En 
tanto el uso de métricas permite una 
valoración más objetiva haciendo foco en las 
variables de mayor importancia en la AW 
[16]. En particular la propuesta se validará en 
un contexto de educación superior no 
universitaria. 
La inclusión digital en un tema central en 
contextos universitarios. En [15] se describe 
la automatización de la auto-percepción de 
capacidades visuales de estudiantes 
universitarios a través de SIU-KOLLA. La 
encuesta original se adaptó a cuestiones 
identificadas en el contexto de 
implementación. Actualmente, se disponen de 
información generada en los ciclos lectivos 
2019 [15] y 2020. Esta propuesta puede ser 
adaptada y transferida a otros contextos dada 
la importancia que reviste la accesibilidad en 
los entornos virtuales actualmente. La 
solución sintetizada se enmarca en una Tesis 
de Maestría en Ingeniería del Software. 
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En estudios de calidad de productos software, 
por ejemplo los centrados en la AW, es 
relevante la aplicación de métricas que 
orientan el cumplimiento de los principios y 
los criterios en los productos software objeto 
de estudio. Diversas herramientas como TAW 
[24], Examinator  [25], entre otras [26], 
proporcionan medidas del cumplimiento. 
Además, es viable la aplicación de otras a fin 
de obtener una visión general respecto a que 
principios requieren de mayor atención o 
cuáles criterios deben contemplarse en mayor 
medida a fin de disminuir las limitaciones –
total para ver,  grave para ver, de los 
miembros superiores, para comprender, 
derivadas de la edad– de acceso a los 
contenidos. Como se observa estas 
limitaciones están en consonancia con la 
definición del alcance de la AW. 
En [16, 27, 28, 29, 30] se incluyen algunas 
evaluaciones a partir de evidencias empíricas 
que aportan al conocimiento, experiencia con 
miras a determinar los niveles de 
accesibilidad. 
En [27] se describe una propuesta que integra 
la evaluación de la AW en la Ingeniería del 
Software Basada en la Evidencia (ISBE), 
específicamente en la etapa 2.  
En [30] se presenta un aporte al ámbito 
académico, a través del desarrollo de una 
herramienta software parametrizable 
orientada a la gestión de recursos físicos, 
como ser las aulas y laboratorios de 
informática, considerando en etapas temprana 
de su construcción criterios relacionados con 
la AW, en particular con accesibilidad visual 
y de esta manera contribuir a la inclusión 
social de los e-ciudadanos. En su desarrollo se 
aplicó un proceso iterativo que al finalizar 
cada incremento verifica el cumplimiento de 
los criterios de calidad considerados. 
Una experiencia de mantenimiento correctivo, 
aspecto tendiente a asegurar la calidad del 
software, en particular la AW y de esta 
manera generar productos tecnológicos de 
calidad y permitir la inclusión digital de los 
individuos independientemente de sus 
capacidades, se describe en [31]. 
 
Las propuestas sintetizadas precedentemente 
ilustran distintos casos de estudio, desarrollo e 
investigación aplicada en que se profundizan 
temas de la disciplina Informática, en 
particular se aborda la calidad de los 
productos software desde la Accesibilidad 
Web. Se aborda a partir del estudio, análisis, 
adaptación y análisis de diversos modelos, 
métodos y herramientas con fines de aportar 
mejoras sustanciales a los contextos en los 
cuales se identificaron las necesidades de 
mejora, en particular respecto a la 
accesibilidad a los contenidos.  
 
Los procesos de diseño, desarrollo y 
evaluaciones tratados en estas propuestas son 
soportados por procesos de gestión de 
conocimiento que involucran la captura, 
almacenamiento, procesamiento y análisis con 
fines de producir información oportuna para 
apoyar la toma de decisiones mediadas por 
TIC. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En el marco de este proyecto se desarrollan y 
desarrollaron becas de grado, tesis de 
maestría, formación de graduados y de 
docentes-investigadores. El conocimiento 
generado, adquirido y consolidado a través de 
estas propuestas, comprende a los recursos 
humanos de los proyectos de I+D+I 
acreditados por la Universidad y que realizan 
investigaciones aplicadas con la finalidad de 
profundizar sus conocimientos y plasmarlos 
en productos tecnológicos que contribuyen 
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En este trabajo, presentamos los objetivos, 
lineamientos generales y resultados esperados 
de una línea de investigación sobre la 
creación de modelos de evaluación de la 
característica “Aprendizaje” en aplicaciones 
web. Dicha línea de investigación forma parte 
integral del desarrollo de modelos de 
evaluación de sistemas complejos. 
Considerando que la evaluación de la 
estructura y metodología de implementación 
del Aprendizaje de un sistema de software, 
que debería incluir los puntos necesarios para 
que el sistema pueda ser fácilmente 
aprendido, implica una evaluación de un 
sistema complejo, es que esta investigación 
tiene como objetivo la creación, puesta a 
punto y aplicación de diversos modelos que 
permitan obtener indicadores del nivel 
alcanzado en la implementación de medidas 
que contribuyan a facilitar el aprendizaje de 
aplicaciones web. 
Comprobar el atributo Aprendizaje es 
fundamentalmente valioso para aplicaciones y 
sistemas complejos a los que los usuarios 
acceden con frecuencia, no obstante saber 
cuán rápido los usuarios pueden prosperar en 
el uso de su interfaz es valioso incluso para 
sistemas objetivamente simples. 
En esta primera etapa, se aborda el estudio 
y la aplicación de la metodología para el 
desarrollo de dichos modelos de evaluación 
siguiendo los lineamientos del método Logic 
Score of Preference (LSP) [3]. 
Asimismo, se toma como referencia para la 
creación del modelo, estándares reconocidos 
como los de la International Organization for 
Standardization (ISO). Así, de acuerdo con la 
ISO/IEC 25010 [4], el atributo Aprendizaje es 
uno de los seis componentes de calidad de la 
Usabilidad (o Capacidad de Uso); otros son la 
Inteligibilidad  (Appropriateness 
Recognizability), Operatividad (Operability), 
Protección Frente a Errores de Usuarios (User 
Error Protection), Estética de la Interfaz de 
Usuario (User Interface Aesthetics) y la 
Accesibilidad (Accessibility), como puede 
observarse en la figura 1, en donde se 
muestran todas las dimensiones de la calidad 
del software de acuerdo a dicha norma. 
También se siguen los lineamientos dados en 
la norma ISO 9241-110: Ergonomics of 
Human-system Intereaction [8] y la parte 210: 
Human-centred design for interactive systems 
de la ISO 9241-210 [9]. Ambas sirven de guía 
a las organizaciones para, entre otras cosas, 
formular e implementar estrategias de 
desarrollo a lo que dan en llamar 
‘Learnability’ del software. Estos atributos 
pueden ser aumentados con desarrollos 
propios, enriqueciendo los requisitos 
considerados en la evaluación del 
Aprendizaje. Asimismo continuamos con el 
estudio de nuevas características a incluir en 
esta investigación con el fin de ajustar el 
modelo adecuadamente. 
Palabras clave: Facilidad de Aprendizaje. 
Learnability de sistemas web. Usabilidad. 
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Atributos de Calidad del Software. Métodos 






El trabajo de investigación aquí presentado 
se encuentra enmarcado dentro del ámbito del 
SEG (Software Engineering Group), de la 
Universidad Nacional de San Luis, 
ejecutándose dentro de una de las líneas de 
investigación del Proyecto de Incentivos 
código 22/F222 “Ingeniería de Software: 
Conceptos, Prácticas y Herramientas para el 
Desarrollo de Software de Calidad”, dirigido 
por el Dr. Daniel Riesco y co-dirigido por el 
Dr. Roberto Uzal. El mismo se encuentra 
acreditado con evaluación externa y 
financiamiento de la Universidad Nacional de 
San Luis. 
INTRODUCCIÓN 
En una organización, una vez elegido un 
proceso de desarrollo de software resulta 
imperioso contar con un modelo que permita, 
dentro de dicho proceso, la evaluación de 
cuán fácil resulta el aprendizaje del uso del 
software por parte de los usuarios. Este 
modelo debe permitir conocer y controlar los 
atributos que contribuyen a que un producto 
sea amigable, fácil de usar y de aprender. 
Si bien la construcción de modelos de 
evaluación de sistemas complejos, entre los 
que se encuentran los sistemas de software, 
constituye una necesidad importante, no es 
una tarea sencilla. Múltiples aspectos deben 
ser considerados en esta tarea, teniendo en 
cuenta los aspectos funcionales del sistema, 
por ejemplo, aspectos que hacen a la facilidad 
de entendimiento tales como la facilidad de 
lectura, familiaridad, legibilidad visual, 
predictibilidad, entre muchos otros. Todos 
estos aspectos van a definir cuán rápida es la 
velocidad de aprendizaje para que los usuarios 
puedan emplear todas las características del 
sistema en el menor tiempo posible y con la 
mayor profundidad. 
Por lo tanto, para una organización 
preocupada en la calidad de sus productos de 
software, conocer y controlar el atributo 
Aprendizaje de un sistema de software, en 
desarrollo o ya desarrollado, resulta necesario 
contar con estándares así como con 
herramientas apropiadas para evaluar el grado 
de adecuación con dichos estándares. 
En este sentido, existen en la literatura y en 
las web múltiples propuestas. En [11] se 
elabora un Learnability Attributes Model 
(Modelo de Atributos de Aprendizaje)1, 
basado en lo indicado en la ISO/IEC 25010: 
2011 [10]. Se descompone el atributo de 
calidad Learnability en sub items. En el 
artículo se presenta, además, un caso de 
estudio. 
Manuela Unsöld, en su tesis de posgrado 
[13], discute varias definiciones de 
‘Learnability’ así como métodos de 
evaluación de este atributo de calidad del 
software; finalmente, construye un framework 
                                               
1 Learnability no es una palabra del idioma inglés; la 
hemos traducido simplemente como ‘Aprendizaje’. 
Algunos autores lo traducen como Facilidad de 
Aprendizaje, otros como Capacidad de Aprendizaje. 
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para evaluar y clasificar los distintos métodos 
presentados. 
Robillard [12] realiza una encuesta con el 
objetivo de encontrar las causas que hacen 
que una API sea difícil de aprender a usarla. 
Identifica obstáculos que agrupa en cinco 
categorías: Recursos; Estructura; 
Antecedentes; Medioambiente Técnico; 
Proceso. 
Por nuestra parte, en este trabajo de 
investigación, nos proponemos como objetivo 
construir un modelo que, siguiendo las pautas 
del método LSP y aquellas indicadas en las 
normas ISO antes mencionadas, permita 
construir un modelo que sirva para evaluar el 
atributo de calidad “Aprendizaje” de un 
sistema de software. 
LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
Este trabajo se desarrolla enmarcado 
dentro de una línea de investigación del SEG 
(Software Engineering Group) de la 
Universidad Nacional de San Luis; creemos 
que el mismo reviste un gran interés y 
potencial de desarrollo. En este sentido, cabe 
aclarar que se trata de una extensión de una 
línea de investigación más amplia y 
consolidada dentro del grupo, que se ocupa de 
la aplicación y desarrollo de técnicas de 
evaluación de atributos de sistemas de 
software.  
Dentro de los diversos modelos de 
evaluación antes desarrollados en este 
contexto, parte del esfuerzo ha estado dirigido 
hacia la evaluación de atributos de calidad del 
software, como por ejemplo la evaluación de 
la Accesibilidad de aplicaciones web (ver, por 
ejemplo, [6], [7]) o aspectos relacionados con 
su Seguridad (ver [5], [1], [2]). También, el 
método ha sido propuesto para el desarrollo 
de una herramienta para la evaluación de 
carreras de grado [4]. En el trabajo presente, 
en particular, nos enfocamos en otro de los 
atributos de la calidad del software, el 
Aprendizaje, para producir un modelo que 
sirva para conocer cuán fácil resulta aprender 
a usar un sistema de software. Esto se realiza 
teniendo en cuenta normas establecidas, como 
la ISO 25010 y sus complementarias así como 
aspectos considerados en las normas ISO 
9241-110 e ISO 9241-210.  
Para construir el modelo de evaluación 
final, el Árbol de Requerimientos constituye 
el primer paso en el desarrollo de dicho 
modelo, de acuerdo a las pautas indicadas por 
el método LSP. Esta estructura jerárquica 
permite que cada sub ítem pueda también ser 
evaluado de forma parcial y a su vez agregado 
bajo una de las funciones de agregación 
provistas en el método, brindando de esta 
manera no solo un indicador global del 
atributo Aprendizaje sino también un 
conjunto de indicadores parciales para cada 
uno de las sub características o sub ítems en el 
árbol.  
A modo de ilustración, en la Tabla 1 se 
muestra una primera versión de la estructura 
del Árbol de Requerimientos. Como puede 
observarse, se ha descompuesto el atributo 
“Aprendizaje” en tres sub ítems, cada uno de 
los cuales a su vez también ha sido 
descompuesto hasta llegar a las hojas del 
árbol que son aquellos atributos que deben ser 
medidos ya sea por medio de una métrica 
directa o indirecta. 
Tabla 1. Requerimientos de Adecuación 
al Aprendizaje 
1. Facilidad de entendimiento. 
1.1. Legibilidad visual. 
1.1.1. Adecuación de fuente. 
1.1.2. Adecuación de la 
visualización textual. 
1.1.3. Disposición. 
1.2. Facilidad de lectura. 
1.2.1. Agrupación Cohesiva de la 
Información. 
1.2.2. Densidad de información. 
1.3. Familiaridad 
1.3.1. Consistencia de formato 
1.3.2. Internacionalización 
1.3.3. Metáfora 
1.4. Ahorro de esfuerzo 
1.4.1. Acciones mínimas 
1.4.2. Auto‐descripción 
1.4.3. Complejidad de la 
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Tabla 1. Requerimientos de Adecuación 
al Aprendizaje 
información  
1.4.4. Organización de la 
Información 
1.5. Orientación al usuario 
1.5.1. Calidad de los  mensajes de 
actualización 
1.5.2. Calidad de los mensajes de 
aviso 
1.5.3. Retroalimentación 
inmediata de los controles 
1.6. 1.6Navegabilidad 




2. Facilidad de aprendizaje 
2.1. Predictibilidad 
2.1.1. Nombres de enlaces 
significativos 
2.1.2. Etiquetas significativas 
2.1.3. Controles significativos 
2.1.4. Contenido multimedia 
significativo 
2.2. Potencialidad 
2.2.1. Determinación de acciones 
posibles 
2.2.2. Determinación de acciones 
prometedoras 
2.3. Retroalimentación informativa 
2.3.1. Progreso explícito de las 
transacciones 
2.3.2. Contexto explícito del 
usuario 
2.4. Completitud de las tareas 
2.5. Comandos utilizados 
3. Facilidades de ayuda 
3.1. Completitud de la ayuda online 
3.2. Documentación Multi‐usuario 
3.3. Completitud del mapa de sitio 
3.4. Calidad de los mensajes de 
asesoramiento 
3.5. Uso de la documentación. 
RESULTADOS Y OBJETIVOS 
Una medida elevada del atributo 
Aprendizaje contribuye a la Usabilidad y a la 
calidad general de un producto de software. 
Esto trae aparejado una rápida incorporación 
del sistema, lo que se traduce en bajos costos 
de capacitación. Además, puede resultar en 
una alta satisfacción por parte del usuario 
porque éste se sentirá seguro de sus 
habilidades. Por lo cual, medir el nivel del 
atributo Aprendizaje es fundamentalmente 
valioso en los productos software. En 
consecuencia, el objetivo principal, que nos 
hemos planteado en este trabajo es proponer 
un modelo de evaluación para el atributo de 
calidad “Aprendizaje” de un sistema de 
software; dicho modelo es desarrollado por 
medio de la aplicación del método genérico 
de evaluación de sistemas complejos LSP. En 
el modelo que se propone, el mismo se 
encuentra definido conforme a las normas 
ISO 25010 la cual descompone la 
característica Usabilidad en 
sub‐características y atributos medibles a los 
que se les asocian métricas definidas 
genéricamente, donde uno de estos atributos 
en el Aprendizaje; también se basa en 
características aportadas por las normas ISO 
9241-110 e ISO 9241-210. 
FORMACIÓN DE RECURSOS 
HUMANOS 
Dentro del SEG (Software Engineering 
Group), en el ámbito de la Universidad 
Nacional de San Luis, en el que se ejecuta el 
Proyecto de Incentivos código 22/F222 
“Ingeniería de Software: Conceptos, Prácticas 
y Herramientas para el Desarrollo de Software 
de Calidad”, se vienen llevando a cabo 
numerosas tesis de grado y de posgrado. 
En este sentido, creemos que la línea de 
investigación aquí descripta, la cual es una 
extensión de una línea más amplia sobre 
aplicación y desarrollo de modelos de 
evaluación de sistemas de software, seguirá 
dando sus frutos, tanto en publicaciones 
nacionales e internacionales como en la 
formación de recursos humanos (2 tesis de 
maestría presentadas, más una tesis de 
maestría finalizada lista para su defensa). 
Asimismo, de momento, se ha encarado la 
posibilidad de la ejecución de una nueva tesis 
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de maestría basada en los objetivos que aquí 
nos hemos propuesto. 
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Esta línea se enmarca en el Proyecto F018-
2017; una continuación de los proyectos 
F07-2009 y F10-2013, ambos enfocados en 
modelos, métodos y herramientas para la 
calidad del software de Universidad 
Nacional del Nordeste. Este proyecto 
aborda los temas emergentes en el área de 
la calidad de software, en particular, 
aspectos referidos a la visualización de la 
información aplicando técnicas narrativas 
o de storytelling y a las buenas prácticas 
asociadas a ella. Esta línea es apoyada por 
CONICET a través de la Beca Interna 
Doctoral, con una duración de 60 meses. 
Se pretende generar métodos y 
herramientas que permitan evaluar y 
mejorar la calidad de las visualizaciones en 
los productos software. 
En particular, se está trabajando en la 
definición de un enfoque para la 
evaluación de la calidad y mejora asistida 
de visualizaciones aplicando técnicas 
narrativas. Esto ha incluido el desarrollo de 
un estudio de caso y de revisiones 
sistemáticas de la literatura. 
Palabras clave: calidad de software, data 
storytelling, narrativa basada en datos, 
visualización de la información. 
CONTEXTO 
Las líneas de Investigación y Desarrollo 
presentada en este trabajo corresponden al 
proyecto PI-17F018 “Metodologías y 
herramientas emergentes para contribuir 
con la calidad del software”, acreditado por 
la Secretaría de Ciencia y Técnica de la 
Universidad Nacional del Nordeste 
(UNNE) para el periodo 2018-2021 y a la 
Beca Interna Doctoral de CONICET 2021 
– 2025. 
1. INTRODUCCIÓN 
La narrativa digital o storytelling basada 
en datos es una estrategia popular y 
efectiva para transmitir información, 
siendo su propósito estimular la atención y 
la energía de la audiencia (o engagement) a 
través de emociones [1]. Una de las 
definiciones más utilizadas de storytelling 
es: “el arte de comunicar ideas a través de 
historias”[2]. En el contexto actual, donde 
las posibilidades de toma de datos de 
distintos sistemas software ha tenido un 
crecimiento explosivo (Big Data), la 
visualización de datos proporciona un 
medio valioso por permitir un análisis 
asistido (por ejemplo, mediante controles 
de sumarización, división de los datos, 
búsquedas contextuales, o gráficos 
interactivos) [3]. Más aún, dado que las 
narrativas digitales muchas veces se 
utilizan para la toma de decisiones, es 
importante considerar las perspectivas de 
los usuarios finales en la construcción de 
dichas narrativas. Esta interrelación entre: 
i) las fuentes de datos que dan soporte a 
una narrativa digital, y ii) los intereses, 
preferencias y necesidades de los 
destinatarios de la misma, determina en 
gran medida la calidad de las narrativas a 
construir. La no consideración de estos 
aspectos suele ocasionar problemas 
relacionados con: baja calidad del 
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contenido visual, pobre utilización de las 
fuentes de datos, ineficiencia en el 
desarrollo del contenido y, en general, 
poca entrega de valor. 
En 2001, Gershon y Page propusieron por 
primera vez el uso del storytelling para la 
visualización[4], mientras que Segel y 
Heer [5] (en 2010) introducen el concepto 
de visualizaciones narrativas basadas en 
datos analizando una gran cantidad de 
ejemplos. En el contexto actual de 
desarrollos ágiles, uno de los problemas 
recurrentes es la poca calidad del 
contenido visual [6]. Por ello, la 
implementación de las buenas prácticas de 
storytelling en la construcción de un 
sistema y su posterior evaluación, pueden 
tener un impacto significativo en la calidad 
del producto resultante y en la entrega de 
valor por parte del sistema a los usuarios 
finales [7][8]. 
Se han realizado varios estudios que 
incluyen las prácticas y pautas generales a 
seguir para crear visualizaciones efectivas 
[1][3], [10] - [13] o [14]. Si bien se han 
propuesto algunos criterios para 
evaluaciones parciales, no se encuentran 
trabajos exhaustivos, herramientas que 
asistan a ello o propuestas sistemáticas de 
modelos para evaluar las narrativas 
basadas en datos. Entre los criterios 
descritos en la literatura pueden 
mencionarse: la aceptación de la historia 
por parte de los usuarios[15], el impacto de 
la historia [16], y qué tanto pueden ser 
recordados los puntos claves [17], el 
mensaje y el contenido [18]. Otro criterio 
importante es qué tanto se mantiene la 
atención de la audiencia durante la entrega 
de una historia [3] y su grado de 
compromiso, aunque hay múltiples 
definiciones, desde ver hasta interactuar, 
analizar o tomar decisiones [19]. 
Desde el punto de vista de cómo medir 
estos criterios, existen estudios que buscan 
cuantificarlos a partir de los datos 
estadísticos en los soportes digitales de las 
visualizaciones, principalmente los sitios 
Web. Así, por ejemplo, la cantidad de clics 
determinaría el nivel de audiencia o el 
compromiso [1]. Otros trabajos estudian y 
adaptan las evaluaciones para medir el 
tiempo de permanencia en una página o la 
cantidad de visitas del mismo usuario [20]. 
En [21], el nivel de impacto también se 
cuantifica a partir de la cantidad de 
unidades de historia recordadas. 
De acuerdo con lo expuesto anteriormente, 
la hipótesis de trabajo plantea que: “la 
definición de un modelo de evaluación 
para narrativas digitales basadas en datos 
que asimile los esfuerzos parciales 
existentes y los materialice en un entorno 
semiautomático de asistencia, puede 
mejorar el valor entregado de las narrativas 
respecto sus usuarios finales”. En este 
caso, el valor entregado se relaciona 
directamente con el soporte para la toma de 
decisiones por parte de los usuarios. Se 
prevé una implementación del modelo vía 
métricas y refactorizaciones en función de 
dichas métricas, tomando analogías de 
otros dominios de desarrollo de software, 
tales como: requerimientos [22] diseño 
detallado [23] y documentación [6]. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El objetivo principal de la investigación es 
"la definición de un enfoque para la 
evaluación de la calidad y mejora asistida 
de narrativas digital basadas en datos”. 
Este objetivo se descompone en tres partes, 
atendiendo tanto aspectos metodológicos 
como tecnológicos: 
1. Identificar un conjunto de acciones 
(o patrones) comúnmente utilizados 
en el diseño de narrativas digitales 
efectivas. 
2. Elaborar un modelo de evaluación 
de la calidad de una narrativa 
digital, y particularmente sus formas 
de visualización en el marco de 
sitios Web. 
3. Desarrollar herramientas para asistir 
en la aplicación del modelo de 
evaluación, y adicionalmente asistir 
en la provisión (semiautomática) de 
recomendaciones de mejora para el 
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equipo encargado del diseño de las 
visualizaciones. 
La contribución esperada del trabajo 
consiste en la provisión de guías 
accionables (es decir, mediante un entorno 
semiautomatizado) para evaluar la calidad 
de las narrativas digitales basadas en datos 
y orientadas a la toma de decisiones, y por 





En el marco de este proyecto y respecto de 
la línea de gestión de procesos se llevó a 
cabo un estudio de caso comparando con el 
objetivo de fue determinar los beneficios 
de incluir las buenas prácticas de 
visualización de datos en el desarrollo de 
un sistema realizado en el contexto actual 
de crisis sanitaria con tiempos límite 
restringidos. Para ello, se presentó el 
estudio de caso realizado sobre 16 gráficos 
de un sistema de información que gestiona 
el seguimiento del aislamiento y los 
permisos de circulación en la cuarentena 
por la pandemia de COVID-9. 
Los resultados del estudio evidencian que 
el uso de técnicas de narrativa basada en 
datos contribuye a facilitar el proceso de 
toma de decisiones mediante la 
implementación de buenas prácticas de 
visualización que aumentaron la 
comprensión y la memorabilidad de los 
gráficos. Asimismo, se comprueba que la 
causa por la cual no se aplicaron las buenas 
prácticas de visualización fue la falta de 
conocimiento, no la falta de tiempo. En 
ausencia de estas habilidades, se utilizan 
los ajustes predeterminados de las 
herramientas de desarrollo disminuyendo 
su comprensión. 
Para este estudio se llevó a cabo el test de 
alfabetización visual [24] en el cual los 
participantes obtuvieron puntajes 
significativamente mayores cuando se 
trataba de visualizaciones que 
implementaban buenas prácticas, 
demostrando una mayor comprensión con 
este tipo de gráficos.  
Por otro lado, se está realizando una 
revisión sistemática de la literatura con el 
objetivo de caracterizar los modelos de 
evaluación de visualizaciones reportados al 
momento. En este contexto, se analizaron 
una serie de estudios secundarios sobre 
problemáticas similares, resumidos en la 
Tabla 1. 
Tabla I: Estudios secundarios analizados por categoría 
Categoría # de RSL 
Criterios de evaluación 3 
Estrategias de evaluación 6 
Problemas asociados al 
uso de visualizaciones 
6 
Dominios de aplicación 
de las visualizaciones 
4 
Para esta línea de trabajo se espera 
desarrollar un modelo de medición de 
calidad de visualizaciones a partir de la 
evaluación de las buenas prácticas 
implementadas.  
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En esta línea de trabajo del Grupo de 
Investigación sobre Calidad de Software 
(GICS) están involucrados 3 docentes 
investigadores, 1 becario interno 
CONICET y 1 becario de investigación de 
pregrado.   
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Actualmente, cada vez más empresas están 
adoptando microservicios para modernizar 
sus productos y tomar ventaja de sus 
prometedores beneficios como: agilidad, 
escalabilidad e integración continua, entre 
otros. Por un lado, los sistemas basados en 
microservicios presentan una arquitectura 
flexible y con alta capacidad de evolución. 
Sin embargo, por otro lado, hay desafíos 
técnicos (por ej. automatización de la 
infraestructura y debugging distribuido) y 
organizacionales (por ej. creación de equipos 
de trabajos cross-functional) que necesitan ser 
abordados.  
Lamentablemente, migrar una arquitectura 
orientada a microservicios no es una tarea 
simple. En este proceso, los servicios pueden 
escalar más eficientemente y los ciclos de 
entregas se acortan debido al continuo 
despliegue. Normalmente, estas decisiones de 
diseño quedan sujetas a la intuición de 
desarrolladores y/o arquitectos, pero carecen 
de un análisis sistemático que les facilite la 
evaluación de alternativas y toma de 
decisiones. En este contexto, las técnicas de 
machine learning podrían contribuir a facilitar 
la exploración de diferentes alternativas de 
descomposición de arquitecturas de software 
en microservicios. 
 
Palabras clave: Arquitecturas de 
Microservicios, Sistemas Legados, 
Migración, Aprendizaje Automático, SOA. 
CONTEXTO 
La propuesta emerge del proyecto PICT 
Joven (PICT-2018-01456, Migración de 
arquitecturas monolíticas hacia microservicios 
y contenedores) otorgado por la Agencia 
Nacional de Promoción Científica y 
Tecnológica (ANPCyT), a través del Fondo 
para la Investigación Científica y Tecnológica 
(FONCyT). El mismo se desarrolla dentro del 
Instituto Superior de Ingeniería de Software 
Tandil (ISISTAN-CONICET) de la Facultad 
de Ciencias Exactas (EXA), Universidad 
Nacional del Centro de la provincia de 
Buenos Aires (UNCPBA), y unidad ejecutora 
del CONICET. 
Colaboran con el proyecto miembros de 
Universidades extranjeras: 
• Universidade Federal do Estado do Rio de 
Janeiro (UNIRIO), Rio de Janeiro, Brasil. 




En el entorno dinámico del mundo de hoy, 
las aplicaciones de software necesitan 
responder rápidamente a las demandas del 
entorno y ser lo más ágiles posible. Las 
aplicaciones necesitan estar alineadas con 
necesidades de negocio cambiantes, a las 
cuales se le suma una diversidad de clientes, 
como navegadores de escritorio y móviles, 
como así también aplicaciones móviles 
nativas y APIs de terceras partes. Dado que es 
difícil cumplir estos requisitos mediante el 
uso de aplicaciones monolíticas, el estilo 
arquitectónico cliente-servidor monolítico 
está siendo reemplazado por el estilo de 
microservicios (Rahman, 2018). Cada vez 
más empresas están adoptando este estilo 
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arquitectónico para modernizar sus productos 
y tomar ventaja de beneficios tales como: 
agilidad, escalabilidad, e integración continua  
(Di Francesco, 2018). Estas ventajas se 
perciben como superadoras respecto a  
arquitecturas orientadas  a servicios 
convencionales. 
La definición más aceptada del concepto 
de microservicios apunta a un enfoque para 
desarrollar una aplicación vista como un 
conjunto de pequeños servicios, cada uno 
corriendo en su propio proceso y 
comunicándose con recursos ligeros como 
HTTP (Fowler, 2018). El estilo de 
Microservicios no sólo trae aparejados 
beneficios, sino también desafíos. Por un 
lado, los sistemas basados en microservicios 
presentan una arquitectura flexible y con alta 
capacidad de evolución. Sin embargo, hay 
varios desafíos técnicos (por ej. 
automatización de la infraestructura y 
debugging distribuido) y organizacionales 
(por ej. creación de equipos de trabajos cross-
functional) que necesitan ser abordados. Por 
ejemplo, las cuestiones técnicas pueden ser 
que el sistema está altamente acoplado o es 
difícil para mantener; mientras que cuestiones 
relacionadas con el negocio pueden ser el 
largo tiempo de espera para entregar una 
nueva funcionalidad o baja productividad de 
los desarrolladores (Di Francesco, 2018). En 
consecuencia, adoptar un estilo de 
Microservicios no es un proceso trivial ya sea 
para desarrollar un sistema greenfield, o bien 
para migrar un sistema legado que presenta 
cuestiones difíciles de resolver con el paso del 
tiempo (Newman, 2015). En algunos casos, 
migrar hacia microservicios representa una 
buena opción para resolver los problemas 
existentes del sistema y, al mismo tiempo, 
mejorar su mantenimiento y la frecuencia de 
entregas de funcionalidad. 
Los microservicios están construidos sobre 
la idea de descomponer un gran servicio en un 
conjunto de servicios dueños de una sola 
responsabilidad, los cuales se comunican a 
través de la red. En este proceso, los servicios 
pueden escalar eficientemente y los ciclos de 
entregas se acortan debido al continuo 
despliegue (Ahmadvand, 2016). 
Normalmente, estas decisiones de diseño 
quedan sujetas a la intuición de 
desarrolladores y/o arquitectos, pero carecen 
de un análisis sistemático que les facilite la 
evaluación de alternativas y toma de 
decisiones. Se han reportado experiencias 
interesantes de asistencia inteligente a 
usuarios en la derivación de diseños 
orientados a objetos a partir de 
especificaciones de arquitecturas de software 
orientadas a servicios (Rodriguez, 2018). En 
consecuencia, las técnicas de asistencia 
basadas en machine learning podrían servir 
para sistematizar y facilitar la exploración de 
diferentes alternativas descomposición de 
arquitecturas de software en microservicios. 
Para ello, es necesario contar con una base de 
conocimiento de aspectos estructurales, 
funcionales y no funcionales de la 
arquitectura, que evolucione a largo del 
tiempo y permita mejorar la precisión de las 
técnicas definidas y aumente la inteligencia 
del enfoque propuesto. 
En este contexto, el objetivo del proyecto 
I+D es explorar técnicas de machine learning 
para asistir a los desarrolladores en 
descomponer (semi-) automáticamente 
arquitecturas de software en microservicios, 
considerando tanto aspectos funcionales como 
no funcionales. 
 
2. LÍNEAS DE INVESTIGACIÓN, 
DESARROLLO E INNOVACIÓN 
Este proyecto propone un enfoque para 
migración de arquitecturas monolíticas hacia 
microservicios y contenedores. El estilo de 
arquitectura de microservicios está 
aumentando rápidamente ya que tiene muchas 
ventajas sobre otros estilos arquitectónicos 
como la escalabilidad, aislamiento mejorado 
de fallas (y, por lo tanto, resiliencia) y 
rendimiento mejorado. 
La hipótesis de esta investigación es que 
existen técnicas de machine learning para 
detectar microservicios en arquitectura de 
software monolíticas. De esta manera, es 
posible identificar relaciones entre las 
operaciones de un sistema y los estados que 
toman las diferentes variables variables que 
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esas operaciones leen o escriben. Entonces es 
posible visualizar las relaciones entre las 
operaciones del sistema y las variables 
reconociendo clusters de relaciones. 
Asimismo, los aspectos no funcionales 
contenidos en las especificaciones de 
microservicios podrían proveer indicios sobre 
cómo esos microservicios son desplegados en 
contenedores. 
Para corroborar nuestra hipótesis, se 
proponen los siguientes 4 ejes temáticos: 
 Exploración de diferentes alternativas 
descomposición de arquitecturas de 
software; 
 Visualización de software como 
asistencia a la descomposición de 
arquitecturas de software; 
 Análisis de especificaciones de APIs 
REST de aplicaciones basadas en 
microservicios; 
 Integración de arquitecturas de 
microservicios y contenedores a partir 
del conocimiento extraído de las 




El objetivo de este proyecto es desarrollar 
un enfoque inteligente que asista a los 
desarrolladores en descomponer (semi-) 
automáticamente arquitecturas de software en 
microservicios, considerando tanto aspectos 
funcionales como no funcionales que 
contengan indicios sobre cómo se realizará el 
despliegue de dichos microservicios en 
contenedores. 
Para lograr los objetivos generales descritos 
anteriormente, se buscará cumplir con un 
conjunto de objetivos específicos que 
describimos a continuación. El primer 
objetivo específico es definir técnicas de 
machine learning que permitan asistir a los 
desarrolladores en la exploración de 
diferentes alternativas descomposición de 
arquitecturas de software. Para llevar adelante 
este objetivo es necesario diseñar una 
metodología que permita vincular las fases de 
la migración de una arquitectura hacia 
microservicios. Esta metodología facilitará a 
los arquitectos (semi-) automáticamente 
extraer, transformar, y re-diseñar la 
arquitectura conservando propiedades claves. 
Finalmente, para concluir el objetivo se 
apuntará a construir una base de conocimiento 
que permita capturar, sistematizar, recuperar 
conocimiento arquitectónico para evaluar 
alternativas de descomposición en 
microservicios. En relación a este objetivo, 
hemos hallado evidencias en el rol que juegan 
las técnicas de machine learning en el 
desarrollo de software orientado a servicios:  
 G. Rodríguez, Á. Soria and M. 
Campo, “AI-based Web Service 
Composition: A Review” IETE Technical 
Review, Taylor & Francis, 2015, ISSN: 
0256-4602. In Press. 
 Rodríguez, G., Soria, Á., Teyseyre, A., 
Berdun, L., & Campo, M. (2016, 
September). Unsupervised learning for 
detecting refactoring opportunities in 
service-oriented applications. In 
International Conference on Database and 
Expert Systems Applications (pp. 335-
342). Springer, Cham. 
 Rodríguez, G., Soria, Á., & Campo, 
M. (2016). Artificial intelligence in 
service-oriented software design. 
Engineering Applications of Artificial 
Intelligence, 53, 86-104. 
 Rodríguez, G., Díaz-Pace, J. A., & 
Soria, Á. (2018). A Case-based Reasoning 
Approach to Reuse Quality-driven Designs 
in Service-Oriented Architectures. 
Information Systems.  
 
El segundo objetivo específico es definir 
técnicas de machine learning y procesamiento 
de lenguaje natural para extraer información 
de aspectos funcionales y no-funcionales a 
partir de especificaciones de microservicios. 
Para ello, se creará un meta-modelo que sea 
capaz de estandarizar las especificaciones de 
microservicios y tecnología de contenedores 
con el fin de facilitar la extracción y 
sistematización de conocimiento. Finalmente, 
a dicho meta-modelo se le incorporarán 
aspectos no funcionales, como atributos de 
calidad y restricciones de despliegue, que 
puedan proveer soporte para un despliegue 
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(semi)-automático de los microservicios. En 
relación a este objetivo, hemos hallado 
evidencias en el rol que juegan las técnicas de 
machine learning para análisis de datos, texto 
y captura sistemática de conocimiento: 
 Scott, E., Rodríguez, G., Soria, Á., & 
Campo, M. (2014). Are learning styles 
useful indicators to discover how students 
use Scrum for the first time?. Computers 
in Human Behavior, 36, 56-64. 
 Scott, E., Rodríguez, G., Soria, Á., & 
Campo, M. (2016). Towards better Scrum 
learning using learning styles. Journal of 
Systems and Software, 111, 242-253. 
 Rodriguez, G., Armentano, M., Soria, Á., 
& Corengia, E. (2020). Evaluation of 
Markov Models for Architecture 
Conformance Checking. IEEE Latin 
America Transactions, 18(01), 43-50. 
 Vallejos, S., Araujo, L. D. R., Rodriguez, 
G., Berdun, L., & Toscani, R. (2021). 
Planificación de IA basada en preferencias 
para la composición de servicios web. 
IEEE Latin America Transactions, 
100(1e). 
 Araujo, L. D. R., Rodriguez, G., Vidal, S., 
Marcos, C. & dos Santos Pereira, R. 
(2021). An Empirical Analysis on 
OpenAPI Topic Exploration and 
Discovery to Support the Developer 
Community. Science of Computer 
Programming. Elsevier (En evaluación). 
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Microservicios. Es Master en Ciencias de la 
Computación por la Universidade Federal de 
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RESUMEN
Los  Sistemas  de  Información  (SI)
permiten  procesar  datos  en  bruto  para
obtener  como  resultado  Productos  de
Información  (PIs),  por  lo  cual  es
fundamental  que dichos datos tengan un
alto  nivel  de  calidad,  para  finalmente
poder  obtener  como resultado  productos
de información de calidad,  que permitan
apoyar los procesos de negocio y la toma
de decisiones. En relación a los procesos
de  desarrollo  de  SI,  resulta  importante
considerar  la  incorporación  de  aspectos
asociados con la calidad de los datos en
fases tempranas, específicamente en fase
de  requisitos.  En procesos  de  desarrollo
donde  se  utiliza  la  metodología  ágil
SCRUM,  comúnmente  no  se  definen
requisitos  que  estén  relacionados  con  la
calidad de los datos, y enfocados hacia los
productos de información. El propósito de
esta línea de investigación es proponer un
método  para  la  definición  y
especificación temprana de Requisitos de
Calidad de Datos, basado en el concepto
de  PIs  y  en  la  Familia  de  estándares
ISO/IEC 25000. El uso de dicho método
está  orientado  en  el  contexto  de  la
Metodología Ágil SCRUM y pretende ser
un aporte en pos de garantizar la calidad
de datos de los productos de información,
cuyo valor es directamente transferible a
los usuarios de los SI.
Palabras clave: Requisitos de Calidad de
Datos  –  Productos  de  Información  -
Procesos de Desarrollo Ágil – SCRUM
CONTEXTO
El  presente  trabajo  se  enmarca  dentro
de  los  siguientes  proyectos  de
Investigación: 
- Ingeniería de Software: Estrategias de
Desarrollo,  Mantenimiento  y  Migración
de  Sistemas  en  la  Nube  –  Facultad  de
Ciencias Físico-Matemáticas y Naturales,
Universidad  Nacional  de  San  Luis.
Proyecto  Nº  P-03-2020.  Dicho  proyecto
es la continuación de diferentes proyectos
de investigación a través de los cuales se
ha  logrado  un  importante  vínculo  con
distintas universidades a nivel nacional e
internacional.  Además,  se  encuentra
reconocido  por  el  programa  de
Incentivos.
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- Gestión de Proyectos de Software: Los
Modelos de Calidad como Soporte a los
Procesos  y  Productos  Software.  Este
proyecto fue financiado por la Secretaría
de Ciencia, Tecnología y Posgrado de la
Universidad  Tecnológica  Nacional,  y
homologado  bajo  el  código
SIPPBSF0008185.
1. INTRODUCCIÓN
En  la  actualidad  las  organizaciones
gestionan  sus  procesos  de  negocio  a
través de una variedad de SI, los cuales
no  sólo  permiten  llevar  adelante  el
desarrollo,  seguimiento  y control  de sus
procesos y actividades, sino que también
permiten  brindar  información  de  valor
para  tomar  decisiones  oportunas.  El
propósito principal de todo SI es brindar
información a los usuarios dentro de una
organización,  partiendo  del
procesamiento  de  datos  de  entrada  en
bruto,  para  obtener  finalmente  como
salida “Productos de Información”. Según
(R.  Wang,  1998),  un  Producto  de
Información  puede  definirse  cómo  el
resultado  del  procesamiento  de  un
conjunto de datos, el cual tiene un valor
que  es  directamente  transferible  a  los
usuarios. Por ejemplo,  una factura es un
PI  y  corresponde  al  resultado  que  se
obtiene del procesamiento de las compras
mensuales  realizadas  por  un  cliente  (A.
Caro et. al, 2013). 
Dada la  importancia  de  poder  obtener
productos  de información  de los  SI  que
tengan  el  nivel  de  calidad  deseado  (Y.
Álvarez,  2015),  que no  sólo  apoyen los
procesos  de negocio  de la  organización,
sino  también  la  toma  de  decisiones  (Z.
Houhamdi,  B.  Athamena,  2019),  es
necesario  garantizar  la  calidad  de  los
datos,  los  cuales  al  ser  procesados  se
transformarán en información de calidad.
Según ISO/IEC 25012:2008, la calidad de
datos puede definirse como el “Grado en
que  las  características  de  los  datos
satisfacen  necesidades  implícitas  y
establecidas  cuando  son  usados  en
condiciones específicas”. 
Si bien existen autores que abordan la
calidad  de  los  datos  desde  diferentes
perspectivas  (Wang  &  Strong,  1996;
Pipino et. al, 2002), existe la Familia de
Normas  ISO/IEC  25000,  también
conocida  como  SQUARE (Systems  and
software  engineering-Systems  and
software  Quality  Requirements  and
Evaluation),  la  cual  propone  un  marco
para la definición de requerimientos de la
calidad de software/datos y evaluación de
la  calidad  del  software/datos,  apoyados
por un proceso de medición de la calidad
de software/datos. El uso de esta serie de
normas  está  enfocado hacia  adquirentes,
desarrolladores,  entre  otros.  En  lo  que
respecta  a  la  definición  de requisitos  de
calidad,  SQUARE  provee  la  Norma
ISO/IEC  25030:2019,  la  cual  ofrece  un
marco que permite guiar la definición de
Requisitos  de  Calidad  de  Datos,  por
medio  de  un  proceso  de  definición  y
análisis,  en  el  que  se  utilizan
respectivamente  la  Norma  ISO/IEC
25012:2008,  que  permite  definir  un
modelo  general  con  características  de
calidad  de  datos,  y  la  Norma  ISO/IEC
25024:2015,  que  ofrece  las  medidas  o
métricas  para  cada  una  de  las
características  del  modelo  de calidad  de
datos.
Según lo antes mencionado, para poder
obtener  productos  de  información  de
calidad,  resulta  importante  considerar  la
incorporación  de  aspectos  relacionados
con  la  calidad  de  los  datos  en  fases
tempranas  del  proceso  de  desarrollo  de
los  SI,  más  específicamente  en  fase  de
desarrollo  de  requisitos.  Si  bien  existen
trabajos  que  consideran  la  inclusión  de
aspectos  de  calidad  de  datos  en  etapas
tempranas  del  proceso  de  desarrollo  de
software  (A.  Caro  et.  al  2013;  A.
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Rodríguez  y  A.  Caro,  2013;  A.
Rodríguez, 2012; C. Guerra-García, 2012;
Y.  Alonso,  2020),  se  han  encontrado
pocas  propuestas  que  aborden  la
definición  de  requisitos  de  calidad  de
datos en fase de requisitos en un proceso
de desarrollo ágil. 
Lo descripto anteriormente, nos motivó
a  iniciar  una  línea  de  investigación  que
permita realizar un aporte desde la calidad
de  los  datos,  hacia  los  productos  de
información  resultantes  de  los  SI,  los
cuales  se  desarrollen  en  el  contexto  de
metodologías ágiles. Aunque actualmente
existen  varias  de  ellas  en  el  mercado
(Scrum, Extreme Programming,  Kanban),
se optó por la metodología ágil Scrum, ya
que  es  la  más  reconocida  y  utilizada  a
nivel mundial, y la misma consiste en un
conjunto de prácticas y roles que permiten
el trabajo de entregas incrementales de un
producto.  Se  basa  en  una  estructura  de
desarrollo incremental, esto es, cualquier
ciclo  de  desarrollo  del  producto  y/o
servicio  se  desgrana  en  pequeños
proyectos  divididos  en  distintas  etapas:
análisis, desarrollo y testing. En la etapa
de  desarrollo  se  llevan  adelante
interacciones  del  proceso,  es  decir,
entregas  regulares  y  parciales  del
producto final.
De acuerdo a lo expuesto anteriormente,
uno  de  los  objetivos  principales  de  la
línea  de  investigación  consistió  en
desarrollar  un  método  basado  en
SQUARE y aplicado en el  contexto  del
desarrollo  de  software  utilizando  la
metodología  ágil  SCRUM,  el  cual  le
pueda servir de soporte al rol del Dueño
del  Producto  (DP),  para  guiar  la
definición  y  especificación  temprana  de
Requisitos  de  Calidad  de  Datos  para
Productos de Información.
Para  la  definición  de  Requisitos  de
Calidad de Datos se toma como punto de
partida  el  concepto  de  Productos  de
Información,  que  están  asociados  a
Requisitos  Funcionales  especificados  a
través  de  Historias  de  Usuario.  Para
obtener  una  especificación  de  requisitos
de calidad de datos para los productos de
información,  se  propone  un  formato  de
documento  portátil  (pdf),  el  cual  fue
elegido por su alta compatibilidad.
El método desarrollado está compuesto
por 4 actividades principales:
Actividad  1.  Definición  de  Perfiles  de
Usuarios:  El  DP  debe  definir  los  distintos
perfiles  de  usuarios  que  participarán  en  las
historias de usuario definidas.
Actividad  2.  Definición  de  Historias  de
Usuarios: El DP debe definir las historias de
usuarios  que  se  consideran  importantes  o
relevantes y que van a estar relacionadas a los
productos  de  información.  Cada  historia  de
usuario está asociada con un perfil de usuario
(definido en la actividad anterior)  y  con un
rol  con  respecto  a  la  calidad  de  datos
(consumidor de datos / productor de datos).
Actividad  3.  Definición  de  Productos  de
Información: el DP debe definir cada uno de
los  productos  de  información,  los  cuales
deben  tener  relación  con  las  historias  de
usuario  definidas.  Por  cada  producto  de
información  se  define  el  nombre,  una
descripción,  las  historias  de  usuarios
relacionadas y los atributos que son propios
del producto de información.
Actividad  4.  Definición  de  Requisitos  de
Calidad  de  Datos  para  Productos  de
Información:  el  DP  deberá  identificar  y
definir los requisitos de calidad de datos
que son pertinentes para cada producto de
información  o  atributos  del  producto  de
información. Los requisitos de calidad de
datos se obtienen a partir del uso de las
Normas ISO/IEC 25030, ISO/IEC 25012
e ISO/IEC 25024. 
Otro de los objetivos propuestos y que
está  contemplado  dentro  de  la  línea  de
investigación,  es  el  desarrollo  de  una
herramienta, que será implementada en un
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entorno web, y que permitirá facilitar  el
uso y aplicación del  método,  ofreciendo
al  DP  un  asistente  que  permita  llevar
adelante cada una de las actividades que
propone  el  método,  hasta  lograr  la
definición  y  especificación  de  requisitos
de calidad de datos para los productos de
información.  Cabe  acotar,  que  por  cada
producto  de  información  definido,  la
herramienta  generará  una  especificación
de requisitos  de  calidad  de  datos  en  un
documento en formato pdf, el cual luego
podrá  ser  adjuntado  a  cada  una  de  las
historias de usuario definidas.
La principal  contribución de esta línea
de  investigación  es  ofrecer  desde  el
ámbito de la calidad de datos, un método
sistematizado  y  automatizado,  que  está
basado  en  SQUARE,  y  que  permite
definir y especificar requisitos de calidad
de datos, en pos de garantizar la calidad
de  los  productos  de  información  en
contexto  de  procesos  de  desarrollos
ágiles.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
Los principales ejes de trabajo de esta
línea  de  investigación  se  detallan  a
continuación:
 Revisión  Sistemática  de  la
Literatura  asociada  a  la  temática
calidad  de datos  en general  y  en
contexto de procesos de desarrollo
de software en particular.
 Estudio  en  profundidad  de  las
Normas ISO/IEC 25030, ISO/IEC
25012 e ISO/IEC 25024.
 Estudio  en  profundidad  de  las
metodologías  ágiles  existentes  en
el mercado.
 Elaboración  de  un  método  que
permita definir en forma temprana
requisitos de calidad de datos para
productos de información.
 Desarrollo de una herramienta que
permita  automatizar  el  método




 Informe con resultado de la  revisión
sistemática  de  la  literatura  sobre  la
temática calidad de datos y asociada a
procesos de desarrollo ágiles.
 Informe con resultado del proceso de
revisión  y  estudio  de  las  normas
ISO/IEC  25030,  ISO/IEC  25012  e
ISO/IEC 25024.
 Informe con resultado de la revisión y
estudio  de  las  metodologías  ágiles
utilizadas actualmente en el mercado.
 Método  para  definir  requisitos  de
calidad  de  datos  para  productos  de
información  en  el  contexto  de
desarrollo ágil. 
Resultados Esperados 
 Desarrollo  de  una  herramienta  que
permita  automatizar  el  método
propuesto.
4. FORMACIÓN DE RECURSOS
HUMANOS
Esta  línea  de  investigación  se  trabaja
desde el Grupo de Investigación "Calidad
de Software y Datos", que pertenece a la
UTN  Facultad  Regional  San  Francisco,
Córdoba. 
El equipo de trabajo está constituido por
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8 docentes investigadores (un Director de
Proyecto, un Co-Director y seis docentes
investigadores),  todos de la  especialidad
Sistemas  de  Información.  A  su  vez,  se
está trabajando en el Proyecto de Tesis de
la Maestría  en  Calidad  de  Software  (Plan
Ord. 017/09-CD) de la Facultad de Ciencias
Físico-Matemáticas  y  Naturales,
Universidad Nacional de San Luis,  de los
Ing. Claudio Carrizo y Javier Saldarini. 
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RESUMEN
Con el transcurso del tiempo, las actividades
humanas,  se  han  ido  modificando,  desde  el
ocio  hasta  el  entablar  una  conversación,  se
vieron  afectadas  por  la  implementación  de
tecnologías. La educación, no está exceptuada,
ya  que  cada  día  toman  más  impulso  los
sistemas de aprendizaje en línea mediados por
tecnología, apuntando a una educación virtual,
que  se  ha  consolidado  como  una  gran
alternativa  en  los  procesos  de  enseñanza-
aprendizaje.  En  este  sentido,  esta  línea  de
investigación  plantea  la  importancia  de
incorporar condiciones de accesibilidad en los
entornos virtuales de aprendizaje, a través de
la  definición  de  métricas  a  partir  de  la
identificación  de  algunos  criterios  que
permiten  cuantificar  el  grado  de  satisfacción
de los usuarios.
Palabras  clave: Diseño  Universal,
Accesibilidad,  e-Learning,  Modelos  de
Calidad.
CONTEXTO
El presente trabajo se enmarca en el Proyecto
de  Investigación:  Ingeniería  de  Software:
Estrategias  de  Desarrollo,  Mantenimiento  y
Migración de Sistemas en la Nube – Facultad
de  Ciencias  Físico-Matemáticas  y  Naturales,
Universidad  Nacional  de  San  Luis.  Proyecto
Nº  P-03-2020.  Dicho  proyecto  es  la
continuación  de  diferentes  proyectos  de
investigación  a  través  de  los  cuales  se  ha
logrado  un  importante  vínculo  con  distintas
universidades a nivel nacional e internacional.
Además,  se  encuentra  reconocido  por  el
programa de Incentivos.
1. INTRODUCCIÓN
El contexto sanitario del año 2020, nos llevó a
repensarnos  en  nuevas  formas  de  educación.
El  sistema  educativo  argentino,  tuvo  que
adaptarse  a  una  modalidad  de  enseñanza  y
aprendizaje,  donde  se  explotaron  medios  y
dispositivos  electrónicos  para  facilitar  el
acceso, la evolución y la mejora de la calidad
de  la  educación  y  la  formación,  conocido
como  e-Learning [1].  En  ello,  se  utilizan
entornos  virtuales  de  aprendizaje  que,
mediante  la  utilización  de  herramientas  e
instrumentos,  los  sujetos  implicados,  logran
generar  una  interacción  en  el  proceso  de
enseñanza-aprendizaje. 
En  un  mundo  con  constantes  cambios,  la
discapacidad, ha ido ganando espacios a través
de diferentes disciplinas [2]. Mas allá de estos
avances,  en  el  campo  de  las  ciencias
informáticas, sigue existiendo una carencia en
crear  sistemas  universales  y  accesibles  [3].
Generalmente,  se  le  da  un  alto  grado  de
prioridad a la parte estética y se deja de lado
los conceptos concernientes a la accesibilidad
y  usabilidad;  esta  última,  se  ha  visto
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reemplazada  por  herramientas  que  muchas
veces pueden ser innecesarias [4].
Los problemas de accesibilidad y utilidad de
los sistemas son cada vez más críticos, como
el reconocimiento del número de personas con
diversas  necesidades.  La  tecnología  se  ha
diversificado,  donde,  cada  vez,  es  más
necesario utilizarla para participar plenamente
en la cotidianeidad.
Todo proyecto de ingeniería de software está
ligado a la obtención de un producto, proceso
o servicio que es necesario generar a través de
diversas  actividades,  que  contribuyen  a
obtener una parte del producto necesario para
continuar hacia el producto final, y facilitar la
gestión del proyecto. 
Hoy en día, pensar en el e-Learning de calidad,
hace  referencia  a  su  contenido  y  a  su
tecnología,  y que cumpla con requerimientos
mínimos  para  su  correcto  funcionamiento,
pero ¿Qué pasa si esos requerimientos no son
pensados para una persona con discapacidad,
visual por ejemplo? ¿Podrá utilizar  la misma
adecuadamente?  Por  tal  razón,  se  considera
necesario  pensarnos  en  sistemas  e-learning
accesibles  para,  de  esta  manera,  asegurar  un
contenido de calidad.
Comprender  los  problemas  de  accesibilidad,
influye  en  la  forma  en  la  que  las  personas
utilizan un producto o servicio. Generalmente,
una  persona  con  discapacidad  posee
necesidades  específicas  con  un  apoyo
diferente,  esto  quiere  decir  que  no  todas,
necesitan de lo mismo. Lo que le sirve a una
persona  puede  que  no  les  sirva  a  todas  las
personas  con  esa  misma  discapacidad  o  a
personas con discapacidades distintas.
Las  necesidades  de  accesibilidad  de  los
usuarios varían a lo largo del tiempo y en los
distintos  contextos  de  uso.  Estas,  están
referidas en relación con las características o
atributos  necesarios  para  que  un  sistema sea
accesible.  A su vez,  estos se  transforman en
requisitos  de  usuario  teniendo  en  cuenta  el
contexto  de uso,  prioridades  de los usuarios,
compensaciones  con  otros  requisitos  y
limitaciones del sistema [5].
La  investigación  en  HCI  (del  inglés  Human
Computer  Interaction)  se  centra  en  las
interacciones entre las personas y los sistemas
computacionales,  que tienen lugar  dentro del
ciclo de vida del usuario, aplicando las teorías
cognitivas  y  modelos  de  la  psicología,  la
sociología, ergonomía y la antropología en los
que  se  basa  el  diseño,  evaluación  e
implementación de interfaces interactivas [6].
Entonces,  es  de  gran  importancia  que,  para
lograr  una  mayor  experiencia  de  usuario,  se
debe  tener  en  cuenta  la  accesibilidad  de  los
contenidos educativos. Lo que conlleva a una
adaptación  de  los  componentes  y  los
contenidos  de  manera  que  puedan  ser
utilizados  por  personas  con  limitaciones.  En
ello, [7] plantea analizar la especificación ISO
9001:2015  [8]  y  aplicarla  a  un  modelo  para
generar un espacio de mejora continua, con el
fin de poder realizar, en la posterioridad, una
certificación.  Por su parte, en [9] se propone
un  test  heurístico  en  el  que  se  realiza  una
evaluación  heurística  de  accesibilidad,  las
cuales  están  centradas  en  la  inspección  del
cumplimiento de un conjunto de heurísticas de
usabilidad por parte de un grupo de expertos
sobre  un  producto  software  [10],  obteniendo
un conjunto de recomendaciones para mejorar
el desarrollo, el desempeño y la accesibilidad
del sitio web.
Por ello, consideramos necesario identificar las
características  del contexto de enseñanza,  las
emociones  y  los  sentimientos  de  los
estudiantes, quienes se desenvuelven como los
usuarios  y  beneficiarios  de  los  recursos
tecnológicos,  y  que,  a  través  de  los
sentimientos,  que pueden resultar positivos o
negativos son determinantes en la generación
de  entornos  más  accesibles  y  usables,  que
pueden ser descritos como los elementos  del
contexto  de  uso:  usuarios,  tareas,  equipos,  y
los entornos físicos y sociales en los que se usa
XXIII Workshop de Investigadores en Ciencias de la Computación 478
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
un producto o está  destinado a ser  utilizado.
[11][12]
2. LÍNEAS DE INVESTIGACIÓN y
DESARROLLO
El  Diseño  Universal  se  constituye  como  un
paradigma  y  una  concepción  filosófica
“orientada  a  alcanzar  la  accesibilidad  en  los
entornos, espacios, servicios, bienes, objetos y
dispositivos, de modo que sean utilizables por
la  mayor cantidad de personas sin  necesidad
que  se  adapten  o  especialicen  para  sectores
poblacionales  determinados”  [13].  Este,  es
considerado como la base de todo diseño y no
se antepone a  un diseño particularizado para
un usuario concreto.
En  base  a  los  trabajos  de  investigación
presentadas en WICC 2019 [14] y WICC 2020
[3],  se  continúa  trabajando  en  esta  línea  de
investigación  en  la  definición  de  modelos  y
métodos  de  evaluación  de  calidad,
concernientes a la Usabilidad,  la Experiencia
de Usuario y Accesibilidad en e-Learning.
En ese sentido, se estima fundamental trabajar
en  la  mejora  de  las  condiciones  de
accesibilidad  de  los  contenidos  educativos
digitales  que  se  muestran  a  través  de  las
plataformas  de  aprendizaje.  Teniendo  en
cuenta  las  mismas  pautas  que  establece  el
consorcio  del  W3C,  ya  que  los  materiales
educativos en línea operan de la misma forma
que las páginas web [15].
3. RESULTADOS
ESPERADOS/OBTENIDOS
El  objetivo  general  de  la  presente  línea  de
investigación  consiste  en  un  modelo  que
incorpore  para  cada  etapa  aspectos  de
accesibilidad  que  se  enfoquen  o  permitan
mejorar la calidad en los entornos virtuales de
aprendizaje. En ello, se plantean los siguientes
objetivos particulares, que se han ido logrando
y otros en los que se está trabajando:
 Definir  el  estado  del  arte  en  la
temática.
 Identificar  distintos  modelos  para
evaluar la accesibilidad en los Entornos
Virtuales de Enseñanza y Aprendizaje. 
 Reconocer  fortalezas  y debilidades  de
los modelos analizados. 
 Proponer  un  modelo  que  incorpore
accesibilidad,  y  un  conjunto  de
heurísticas  y/o  checklist  que permitan
validar la accesibilidad.
 Validación  del  modelo  propuesto
aplicado a casos de estudio de sistemas
e-Learning  como,  por  ejemplo,  el
Campus Virtual de la UNLAR y de la
UNSL.
Para  la  definición  del  modelo,  se  está
utilizando el Modelo de Proceso de referencia
de  ISO/IEC  40180  [16]  Como  también
diversos  estándares  y  buenas  prácticas  de
accesibilidad para personas con discapacidad.
4. FORMACIÓN DE RECURSOS
HUMANOS
La línea de investigación se da en un trabajo
en conjunto entre la Universidad Nacional de
La Rioja (UNLaR) y la Universidad Nacional
de San Luis (UNSL).
En  dicha  línea,  se  está  trabajando  en  el
Proyecto de Tesis de la Maestría en Ingeniería
de Software (Plan Ord. 05/2010-CD) del Lic.
Iván  Balmaceda  Castro,  Docente  del
Departamento  Académico  de  Ciencias
Exactas, Físicas y Naturales de la Universidad
Nacional de La Rioja.
Como  así  también  se  están  llevando  a  cabo
algunas tesinas de grado para la Licenciatura
en Computación. Y trabajos finales de carrera
de la Ingeniería en Informática e Ingeniería en
Computación  de  la  Facultad  de  Ciencias
Físico-Matemáticas  y  Naturales.  Del  mismo
modo,  Trabajos  Finales  de la  Tecnicatura  en
Informática  y  Licenciatura  en  Sistemas  de
Información  de  la  Universidad  Nacional  de
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San Luis  y  del  Departamento  Académico  de
Ciencias  Exactas,  Físicas  y  Naturales
Universidad Nacional de La Rioja.
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Con el objetivo de facilitar la adopción 
de prácticas ágiles que aseguren la calidad 
de los procesos de desarrollo de software 
se ha presentado Agile Quality Framework 
(AQF) [1][2], un framework que integra 
un modelo de calidad (QuAM) junto a una 
herramienta de software (QuAGI) que 
permite la automatización de dicho 
modelo y que se adapta a las características 
de las PYMES. AQF surge, como una 
plataforma que contribuye con los equipos 
de desarrollo de software a partir de la 
evaluación de calidad en proyectos ágiles, 
considerando como objeto de la medición 
al proceso de desarrollo 
independientemente del enfoque ágil 
seleccionado. Luego de diversas 
experiencias de validación llevadas a cabo 
en ambientes reales de producción, los 
equipos de desarrollo de software 
participantes han manifestado adaptarse 
fácilmente a la herramienta de software 
QuAGI para llevar adelante el seguimiento 
y evaluación de sus procesos ágiles. Sin 
embargo, con estas mismas experiencias 
se ha observado que resulta necesario 
enriquecer el framework de forma tal de 
ofrecer una nueva herramienta que permita 
liberar de trabajo de monitorización 
manual al grupo de administradores de 
proyecto y, al mismo tiempo, provea 
soporte a la toma de decisiones de 
directivos de las empresas proporcionando 
recomendaciones automáticas.  
Por todo lo expuesto, en este trabajo se 
presenta la línea de investigación que 
propone el diseño de un enfoque 
inteligente que permita recomendar 
acciones al equipo de forma tal de mejorar 
los niveles de calidad del proceso 
ajustando los factores que sean necesarios. 
Se pretende incorporar al framework AQF 
una herramienta que dé soporte al equipo 
de desarrollo, a partir de recomendaciones 
automáticas que surjan del seguimiento del 
proyecto ágil y sus actividades, las cuales 
muchas veces son afectadas por acciones 
en segundo plano que pasan 
desapercibidas e impactan negativamente 
en los niveles de calidad del proceso de 
desarrollo asociado. 
 
Palabras clave: Calidad del Software, 
Procesos ágiles de Software, Human 
Computer Interface; Agente Inteligente 
 
CONTEXTO 
El trabajo que aquí se presenta está 
enmarcado en el proyecto “I-QuAGI: Un 
enfoque inteligente para la evaluación de 
calidad de procesos de software ágiles”, 
que es financiado por la UTN y ejecutado 
en el Centro de Investigación Aplicada a 
TIC (CInApTIC) de la Facultad Regional 
Resistencia, con el código 
SIPPBRE0008092. 
Asimismo, algunas actividades son 
compartidas con el proyecto de 
investigación y desarrollo “Evaluación del 
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impacto de las emociones en la calidad de 
software desde el punto de vista del 
usuario” (PID 5517), también financiado 




La gestión del conocimiento, en 
procesos de desarrollo de software, es un 
campo de la ingeniería de software que se 
ha ido estudiando en la actualidad, con el 
fin de aplicarlo en la consecución de la 
mejora de los procesos de software y por 
ende, en la calidad del producto final [3]. 
De hecho, se observa un crecimiento 
importante en la necesidad de adopción de 
herramientas de software que, por un lado, 
permitan la gestión de conocimiento para 
la innovación y mejora de productos y 
procesos, y, por el otro, favorezcan la toma 
de decisiones ejecutivas para la renovación 
y adaptación de las organizaciones [4]. 
Además, asociado a la gestión de 
proyectos de software, de acuerdo al 
reporte VersionOne [5], los enfoques 
ágiles han ganado, en los últimos 10 años, 
gran popularidad para la gestión de 
proyectos de desarrollo de software, pues 
ofrece a los equipos el control de 
requerimientos variables, la gestión 
efectiva y eficaz de los grupos de trabajo y 
el involucramiento y empoderamiento del 
cliente dentro del proyecto. 
Sin embargo, no siempre los equipos de 
desarrollo de software cuentan con los 
recursos y métodos para afrontar la 
implementación y adopción rápida y 
eficiente de un enfoque ágil, debido en 
primer lugar a hábitos obtenidos de sus 
métodos tradicionales, y en segundo lugar, 
por la falta de un verdadero entendimiento 
y conocimiento de los valores, principios, 
prácticas y procesos en los cuales se basan 
los enfoques ágiles [6][7]. 
En respuesta a ello, se ha desarrollado 
el framework AQF, con el objetivo de 
ofrecer a los equipos una alternativa que 
permita, no solo el seguimiento de sus 
proyectos, sino también sea posible 
evaluar la calidad cuando se opta por 
trabajar con procesos ágiles de desarrollo 
de software. Dicho framework se 
denomina AQF (Agile Quality 
Framework) y su versión actual está 
compuesta por un modelo, QuAM 
(Quality Agile Model) y por una 
herramienta de software que brinda 
soporte a dicho modelo, QuAGI (Quality 
AGIle). 
A la fecha se han llevado adelante 
diversas experiencias de validación, que 
permitieron obtener resultados respecto a 
la implementación de QuAGI como 
herramienta de seguimiento de proyectos 
ágiles y seguir mejorando el framework 
AQF para lograr, de forma incremental, 
una mejor herramienta. Sin embargo, con 
estas mismas experiencias se ha observado 
que resulta necesario enriquecer el 
framework de forma tal de ofrecer una 
nueva herramienta que permita liberar de 
trabajo de monitorización manual al grupo 
de administradores de proyecto y, al 
mismo tiempo, de soporte a la toma de 
decisiones de directivos de las empresas 
proporcionando recomendaciones 
automáticas. 
2. LÍNEAS DE 
INVESTIGACIÓN Y 
DESARROLLO 
Con el proyecto denominado “i-
QuAGI: Un enfoque inteligente para la 
evaluación de calidad de procesos de 
software ágiles”, se propone el diseño de 
un enfoque inteligente que permita 
recomendar acciones a los equipos, de 
forma tal de mejorar los niveles de calidad 
del proceso ágil que lleven a cabo en el 
marco del desarrollo de software.  
Se pretende, entonces, incorporar al 
framework AQF una herramienta que dé 
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soporte al equipo de desarrollo, a partir de 
recomendaciones automáticas que surjan 
del seguimiento del proyecto ágil y sus 
actividades, las cuales muchas veces son 
afectadas por acciones en segundo plano 
que pasan desapercibidas e impactan 
negativamente en los niveles de calidad 
del proceso de desarrollo asociado. 
A nivel de diseño conceptual, el 
modelo que se propone está basado en la 
tecnología multi-agente permitiendo la 
reacción ante eventos generados a partir 
del uso de QuAGI por el equipo del 
proyecto de software y que puedan afectar 
a la calidad final del proceso ágil 
subyacente. El modelo incluirá la 
descripción del comportamiento del 
sistema multi-agente a través del diseño de 
una ontología propia, lo que permite la 
formalización tanto de los pasos del 
proceso de monitoreo del comportamiento 
de usuarios en QuAGI así como la 
información que se requiere administrar 
por cada proyecto. 
Las actividades que se llevarán a cabo 
en el marco de este proyecto son: 
 Ejecución de una Revisión 
sistemática de la literatura respecto 
a Agentes inteligentes utilizados en 
seguimiento de procesos ágiles de 
desarrollo de software. 
 Diseño del enfoque inteligente: 
características y comportamientos. 
 Propuesta de interacción entre el 
agente inteligente y QuAGI. 
 Análisis y validación de 
resultados, 
 
3. RESULTADOS OBTENIDOS/ 
ESPERADOS 
 
Si bien existen disponibles en la 
literatura algunas herramientas que 
colaboran, a través de sistemas multi-
agentes, con equipos de desarrollo de 
software en la toma de decisiones 
relacionados a la gestión de sus proyectos, 
la mayoría se abocan al seguimiento de un 
único proyecto. Por ende, al no recopilar 
datos de proyectos anteriores, se 
desaprovecha todo el conocimiento 
previamente adquirido a través de diversas 
experiencias que atraviesan los equipos de 
desarrollo de software. 
Normalmente, esta experiencia es sólo 
adquirida por el equipo de desarrollo y 
cuando éste ya no existe, la información 
que no esté asociada a la herramienta de 
seguimiento de proyectos y que se 
relacione al equipo en sí mismo, se pierde. 
Esto termina perjudicando a la 
organización [8] y derivando en lo que se 
conoce como Amnesia Organizacional 
(AO). 
Con este proyecto, al incorporar una 
nueva herramienta al framework AQF, se 
busca ofrecer una alternativa que permita 
la gestión del conocimiento y la toma de 
decisiones en el equipo de modo de evitar 
realizar acciones que repercutan 
negativamente en el proyecto de desarrollo 
basado en enfoques ágiles. 
El proyecto dará inicio con un mapeo 
sistemático de la literatura respecto a los 
desarrollos existentes, de forma tal que 
esta actividad contribuya al diseño 
conceptual del modelo del enfoque 
inteligente, favoreciendo los aspectos que 
ayuden a incrementar la calidad del 
proceso ágil de desarrollo asociado a cada 
proyecto de software. 
Cabe destacar que este proyecto 
representa la continuidad de la línea de 
investigación "Framework para la 
evaluación de calidad de procesos ágiles" 
dirigido por el Dr. César Acuña, por lo que 
se nutrirá también de resultados 
correspondientes a dicho trabajo. 
El desarrollo de i-QuAgi, constituirá un 
aporte que beneficiará directamente a las 
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instituciones que adopten AQF como 
Framework en sus procesos ágiles de 
desarrollo de software, ofreciendo la 
automatización en la identificación de 
eventos o acciones que perjudiquen la 
calidad del proceso afectando, 
directamente, la calidad del producto. 
En particular, desde lo disciplinar, el 
proyecto permitirá generar nuevo 
conocimiento sobre métodos que faciliten 
el diseño de enfoques inteligentes y su 
correspondiente modelado en ambientes 
de equipos de desarrollo de software; el 
uso de ontologías para el modelado de las 
diferentes características de los diversos 
equipos y proyectos ágiles; así como sobre 
diseño de interfaces para entornos 
colaborativos. 
 
4. FORMACIÓN DE 
RECURSOS HUMANOS 
En este sentido, distinguimos dos 
vertientes:  
1) Formación de alumnos y transferencia 
de resultados de investigación al aula. 
Tiene que ver directamente con la 
vinculación de las actividades y 
resultados de investigación y su 
interacción con los alumnos en el aula 
contribuyendo a su formación e 
incentivando las vocaciones 
científicas.  En este sentido las 
actividades y resultados del proyecto 
se vinculan directamente con las 
asignaturas electivas del 4to Nivel de 
Ingeniería en Sistemas de Información 
(ISI): (i) Calidad del Producto y 
Proceso de Software y (ii) Técnicas de 
Desarrollo de Software Ágiles. 
Asimismo, se compartirán los 
resultados obtenidos durante el 
proyecto con la asignatura Ingeniería 
de Software, obligatoria del 4to nivel, 
donde los alumnos podrán aplicar de 
forma empírica los conocimientos 
aprendidos durante el curso. Por 
último, el proyecto se relaciona con la 
asignatura Inteligencia Artificial 
perteneciente al 5to nivel de la carrera, 
puesto que tanto el diseño del enfoque 
inteligente como el desarrollo del 
sistema multi-agente requieren el 
conocimiento de Sistemas Inteligentes 
y pretenden aportar nuevos 
conocimientos relacionados con la 
materia. Cabe aclarar que todas estas 
asignaturas están a cargo de docentes-
investigadores pertenecientes al 
CInApTIC, al cual pertenece el 
proyecto aquí descrito. La 
participación de alumnos de la carrera 
de ISI posibilitará la formación de 
Recursos Humanos en esta área de 
vacancia regional, tanto a nivel 
científico como profesional. 
2) Formación de recursos humanos en 
investigación. El proyecto cuenta 
actualmente con una plaza para 
Becario de Investigación y Servicios 
financiada por la Secretaría de Asuntos 
Universitarios (UTN), una plaza para 
Becario Alumno de Rectorado (BAR) 
y una plaza de Beca de Iniciación a la 
Investigación y Desarrollo (BINID) 
para graduados financiadas por la 
Secretaria de Ciencia y Tecnología 
(UTN). Todas ellas actualmente en 
proceso de selección de los candidatos, 
con el objetivo de incorporar y formar 
jóvenes investigadores (estudiantes, 
egresados y/o egresadas de Ingeniería 
en Sistemas de Información) en la 
temática que el proyecto descripto 
aborda. 
En cuanto a la formación de Postgrado 
de los docentes investigadores que 
participan en el proyecto, el equipo de 
trabajo de esta línea de investigación del 
CInApTIC está integrado por su Directora 
y Co Director, en ambos casos Doctores, 
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con categorías en el Programa de 
Incentivos y como Docentes 
Investigadores de UTN.  Además, forman 
parte del equipo dos Docentes 
Investigadores (Profesionales de 
Ingeniería en Sistemas de Información), 
quienes actualmente son estudiantes 
primer Doctorado en Informática en la 
Región del Nordeste Argentino, a dictarse 
en conjunto entre la Universidad 
Tecnológica Nacional, Facultad Regional 
Resistencia; Universidad Nacional de 
Misiones, Facultad de Ciencias Exactas, 
Químicas y Naturales; y Universidad 
Nacional del Nordeste, Facultad de 
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El presente trabajo propone un modelo y 
prototipo de software resultado de la 
aplicación de la metodología de desarrollo 
incremental, utilizando la herramienta 
GeneXus. El mismo se aplicó a la gestión de 
la calidad a la asignatura “diseño basado en 
conocimiento”, de la Carrera Licenciatura de 
en Análisis de Sistemas de la Universidad 
Nacional de Salta (U.N.Sa). 
 
La experiencia demostró que la aplicación de 
la metodología y la herramienta elegida 
contribuyeron a la mejora de la calidad en la 
educación superior en la asignatura. 
 
Palabras claves:  
Normas de Calidad ISO 9.001, Sistema de 
Gestión de Calidad (SGC), GeneXus, 





La presente investigación fue desarrollada en 
el marco del Proyecto de Investigación 
CIUNSa Nº 2278/0, denominado “Estudio de 
la familia de normas ISO 9000 y su 
aplicación a centros educativo”, del  Consejo 
de Investigación de la Universidad Nacional 
de Salta, en conjunto con el Centro de 
Investigación y Desarrollo en Informática 
Aplicada C.I.D.I.A, en su línea de 
investigación en calidad. 
 
Como resultado de la ejecución de dicho 
proyecto de investigación, se realizaron 
diferentes tareas de aplicación, en particular 
mostraremos la metodología incremental y la 
herramienta GeneXus, la cual se viene 
utilizando en la carrera, desde el año 2009, 
gracias al convenio por el cual la U.N.Sa se 
convirtió en socio académico por resolución 
rectoral RN Nº 0811/09. El mismo tiene como 
objetivo  apoyar la formación tecnológica de 
los estudiantes y proporcionar los mejores 
caminos para la inclusión de los mismos en el 
mercado laboral, promoviendo muchos 
beneficios y ventajas para toda la comunidad 
universitaria y para la comunidad de 
desarrolladores GeneXus. 
 
El Modelo de Sistema de Gestión de Calidad 
(SGC) bajo las Normas ISO 9001, se 
implementó en una primera instancia a la 
asignatura “Diseño Basada en Conocimiento” 
optativa de cuarto año. Si esta aplicación 
resulta positiva, la aplicación del estándar ISO 
se extenderá al resto de las asignaturas que 
conforman la carrera de la Licenciatura en 
Análisis de Sistemas, y así a todos los niveles 





La formación y creación de profesionales 
altamente capacitados y competentes es el 
mayor objetivo que busca alcanzar una 
institución universitaria, ya que así contribuye 
al mejoramiento de la calidad de uno de los 
elementos de primera necesidad de la 
sociedad como es la educación. Bajo la óptica 
de una organización que presta servicios, la 
sociedad le exige a las universidades una 
contraprestación de excelencia, sustentada 
sobre la base de una educación de calidad 
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facilitada por docentes y adquiridas por los 
estudiantes. 
 
Ante un mundo globalizado y en constante 
desarrollo de la información y las 
comunicaciones, las nuevas sociedades se 
exponen a nuevos y exigentes requerimientos 
haciendo que las necesidades educativas 
evolucionen y cambien constantemente. Ante 
esto, las universidades deben instrumentar 
una permanente actualización y adaptación de 
sus ofertas académicas para satisfacer las 
necesidades sociales. Es así como la 
educación universitaria necesita valerse de 
ciertos instrumentos que le permita validar 
que sus prestaciones de servicios responden a 
los máximos estándares de calidad 
reconocidos por la sociedad para su 
aceptación. Estos instrumentos son las 
Normas ISO 9001, que en su versión 2015 
[4], establecen los requisitos que deben reunir 
y cumplir las organizaciones en general para 
la obtener el reconocimiento de la calidad en 
su gestión, con la asistencia de un Modelo de 
Sistema de Gestión de la Calidad  (SGC). 
 
La presente investigación propone entre otras 
actividades el análisis, diseño e 
implementación de un software de apoyo al 
SGC para una asignatura, utilizando como 
metodología   de desarrollo de software 
incremental junto a la herramienta CASE 
GeneXus [6]. 
 
Se espera que el presente trabajo sirva de 
referencia para cualquier implementación de 
gestión de la calidad en el ámbito 
universitario. 
 
La adopción de un SGC es una decisión 
estratégica para una organización que le 
ayuda a mejorar su desempeño global y 
proporcionar una base sólida para las 
iniciativas de desarrollo sostenible. Los 
beneficios potenciales para una organización 
que implementa un SGC basado en la Norma 
ISO 9001 son: 
 
 La capacidad para proporcionar 
regularmente productos y servicios que 
satisfagan los requisitos del cliente, 
alumnos en nuestro caso. 
 Facilitar oportunidades de aumentar la 
satisfacción del cliente. 
 Abordar los riesgos y oportunidades 
asociadas con su contexto y objetivos. 
 La capacidad de demostrar la 
conformidad con requisitos del SGC. 
 
Los requisitos del SGC especificados en esta 
Norma son complementarios a los exigidos 
para los productos y servicios que brinda la 
organización. El cumplimiento permanente de 
los requisitos y la consideración constante de 
las necesidades y expectativas futuras, 
representa un desafío para las organizaciones 
en un entorno cada vez más dinámico y 
complejo. Para lograr estos objetivos, la 
organización debe considerar necesario 
adoptar diversas formas de mejora además de 
la corrección y la mejora continua, tales como 
el cambio abrupto, la innovación y la 
reorganización.  
 
Promover la calidad en el proceso de 
enseñanza-aprendizaje en una asignatura 
implica mejorar de forma continua sus 
prácticas, de tal manera que permitan [1]: 
 
 Garantizar los resultados en cuanto a 
rendimiento académico y deserción de 
alumnos. 
 Asegurar la trazabilidad de los procesos 
que se desarrollan. 
 Posibilitar la mejora continua de la 
satisfacción de los diferentes actores 
intervinientes en la Educación. 
 
La gestión de la calidad en la educación debe 
ser sobre todo flexible y adaptada a las 
necesidades específicas de las asignaturas,  
sustentándose en tres elementos: 
 
 Definición de los objetivos que se 
pretenden alcanzar en función de los 
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criterios de satisfacción de las diferentes 
partes interesadas. 
 Proceso, que incluye la planificación y 
desarrollo de actividades tendientes a 
cumplir los objetivos. 
 Los indicadores que medirán el grado en 
el que se consiguen los objetivos.  
 
La norma ISO 9001 establece que como  
medida del desempeño del SGC, la 
organización debe realizar el seguimiento de 
la información relativa a la percepción del 
cliente con respecto al cumplimiento sus 
requisitos por parte de la organización. 
 
Para dar cumplimiento a este requisito la 
asignatura ha elaborado el procedimiento para 
el seguimiento y medición de la satisfacción 
del estudiante, en el cual se define la forma 
como se da seguimiento a las quejas y 
sugerencias de los estudiantes y la forma de 
cómo llevar a cabo la medición de la 
satisfacción de los mismos. 
 
 Se puede definir una metodología para 
implementar el SGC en el ámbito de una 
asignatura, utilizado el esquema anterior de 
manera sistemática, dando lugar a un ciclo de 
mejora continua, tal y como se representa en 
la figura 1. 
 
 
Figura 1- Ciclo PDCAde mejora continua 
 
Edwards Deming    popularizó el ciclo PDCA 
(Planificar, Desarrollar, Comprobar, Actuar), 
inicialmente desarrollado por Walter 
Shewhart, que es utilizado extensamente en 
los ámbitos de la gestión de la calidad. Esta 
herramienta permitió establecer en la 
asignatura una metodología de trabajo 
encaminada a la mejora continua 
 
Un SGC se basa en la administración de 
muchos documentos, de manera estricta y 
minuciosa [2] [3]. Por esta razón es 
fundamental el apoyo de la tecnología 
informática, es decir que no alcanza con un 
procesador de textos y un espacio de 
almacenamiento compartido en un servidor de 
archivos. 
 
Todo documento relacionado con el sistema 
de gestión de la calidad debe ser desarrollado 
a través de un proceso perfectamente 
documentado. Además, una vez aprobado, 
debe estar disponible para todos quienes 
participan en el SGC. A su vez las sucesivas 
revisiones deben quedar claramente 
identificadas así como los cambios realizados. 
También, si los documentos obsoletos se 
mantienen en el SGC para poder ser 
consultados, deben quedar claramente 
identificados como obsoletos para impedir 
que sean utilizados como vigentes, por error. 
Por ejemplo, debe impedirse su modificación 
incluso a personal autorizado para generar 
documentos. 
 
Esto es claramente el manejo de una base 
documental asociada a un proceso de decisión 
y de elaboración conjunta de los que 
típicamente se realizan con herramientas de 
trabajo en grupos. 
 
En función a lo expresado, tomando como 
referencia las especificaciones y directrices 
investigadas para la aplicación de la familia 
de norma ISO 9.001:2.008 [5], en el ámbito 
de la educación,  se realizó el análisis y diseño 
de un SGC, utilizando la metodología 
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incremental de GeneXus [6], logrando generar 
un prototipo 100% funcional para entorno de 
software libre en java, con DBMS 
PostgreSQL, para acompañar una 
implementación de calidad bajo los requisitos 
de la norma ISO 9.001:2.015 para la 
asignatura “Diseño Basado en 
Conocimiento”. Dicho Sistema de Gestión se 
encuentra en permanente actualización para 
aproximarse en la medida de lo posible a los 
estándares de calidad en el cumplimiento de 
los objetivos de la asignatura. 
 
Utilizando la herramienta GeneXus, se 
describe la realidad, tratando de entender el 
problema del usuario, trabajando en un alto 
nivel conceptual, en vez de realizar tareas de 
bajo nivel como: diseñar archivos, normalizar, 
diseñar programas, programar, buscar y 
eliminar los errores de los programas.  
 
El enfoque de la metodología de desarrollo 
incremental consiste en construir una 
aplicación mediante aproximaciones 
sucesivas, en donde la construcción 
automática de la base de datos y programas es 
realizada por la herramienta CASE GeneXus 
tal como se muestra en la figura 2. 
 
Figura 2- Metodología incremental de 
GeneXus. 
 
Se desarrolló la aplicación con la herramienta 
CASE GeneXus, en donde el primer paso 
consiste en crear un nuevo proyecto o base de 
conocimiento, llamada KB (Knowledge Base) 
o base de conocimiento, en la cual se 
describen las visiones de los usuarios, 
identificando los objetos de la realidad, para 
luego definirlos mediante objetos GeneXus. 
Con la definición de estos objetos, GeneXus 
puede extraer el conocimiento y diseñar la 
base de datos y los programas de la aplicación 
en forma automática, por lo cual la 
productividad en el desarrollo de aplicaciones 
aumenta y se disminuye el esfuerzo del 
mantenimiento de las aplicaciones (datos y 
programas), gracias al  desarrollo incremental 
y la herramienta CASE GeneXus. 
 
En síntesis, los resultados obtenidos a la fecha 
son los siguientes: 
 
o Una Base de datos de conocimiento (KB) 
resultado de las interacciones obtenidas 
de la metodología incremental de 
GeneXus, junto a la especificación de 
requerimientos, aplicados a los procesos 
específicos relacionados a la enseñanza y 
aprendizaje en la asignatura Diseño 
Basado en Conocimiento. 
o Un prototipo 100% funcional de un 
Sistema de Gestión de Calidad, en 
ambiente Web con java con DBMS 
PostgreSQL. 
o Indicadores de calidad para la 
satisfacción del estudiante, y permitir 
realizar un seguimiento. 
 
2. LINEAS DE INVESTIGACION y 
DESARROLLO  
 
Los principales ejes temáticos que se están 
investigando son los siguientes:  
 
 Tecnología Informática aplicada en 
Educación. 
 Gestión de Calidad aplicada a la 
educación superior. 
 Herramientas informáticas para la 
implementación de un SGC ISO 9.001. 
 Metodología, incremental,  
 Herramientas CASE, GeneXus. 
 
XXIII Workshop de Investigadores en Ciencias de la Computación 489




En el presente trabajo se ha abordado la 
gestión de los sistemas de calidad desde la 
perspectiva de las actividades de gestión de la 
enseñanza que realiza a una asignatura, de una 
carrera informática universitaria. 
 
Consideramos que, además de todas las 
herramientas disponibles, la aplicación de la 
familia de normas ISO 9001:2015 junto con el 
apoyo de un modelo y prototipo adecuado de 
software y con la especificación de 
requerimientos adecuada, se constituye en una 
estrategia importante para alcanzar la 
satisfacción de los estudiantes, y de cualquier 
interesado en la educación universitaria. 
 
Actualmente se está considerando la 
posibilidad de alcanzar la certificación del 
proceso metodológico llevado adelante por la 
asignatura, por algunas de las entidades 
certificantes, tales como Bureau Veritas 
Quality International e IRAM, las cuales son 
las más conocidas en nuestro país.  
 
También se puso a disposición el prototipo 
del SGC a otras asignaturas de la universidad 
que estén interesadas en la calidad y la 
Familia de Normas ISO 9000. 
 
4. FORMACION DE RECURSOS 
HUMANOS  
 
La estructura del equipo de investigación es 
de 4(cuatro) miembros incluidos el Director 
de la línea de investigación en calidad. 
 
Un miembro obtuvo la Especialidad en 
Ingeniería de Software de la Universidad 
Nacional de La Plata, con el trabajo “Sistema 
de Gestión de Calidad bajo Normas ISO”. 
 
Otro alcanzo el título de Licenciado en 
Análisis de Sistemas, otorgado por de la 
Universidad Nacional de Salta, con la tesis 
“Análisis y Diseño de un Sistema de Gestión 
de Calidad basado en la Norma ISO 9.001”. 
 
Por último, se continúa con la dirección de 
tesinas de grado de alumnos de la carrera 
Licenciatura en Análisis de Sistemas y 
Tecnicatura en Programación Universitaria  
de la Universidad Nacional de Salta. 
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RESUMEN
Las aplicaciones web constituyen una
eficaz  alternativa  para  satisfacer  los
requerimientos  de  software  actuales  del
mercado,  por  lo  que  son  cada  vez  más
utilizadas  en  múltiples  y  diversos
dominios.  La  importancia  creciente  de
garantizar  la  accesibilidad  de  las
aplicaciones web, y en particular brindar
condiciones  adecuadas  y  seguras  de
acceso  a  todas  las  personas,  aún  con
capacidades diferentes, llevaron a que en
la  actualidad  existan  numerosas
herramientas  automáticas  de  prueba  de
accesibilidad  web,  que  permiten  evaluar
el cumplimiento de las pautas definidas y
legislaciones vigentes. En este estudio, se
ahonda en la investigación de este tipo de
herramientas y los resultados que brindan.
Se  realiza  un  análisis  exploratorio  de
herramientas,  open  source  y  de  licencia
de software libre, utilizadas para evaluar
la accesibilidad en aplicaciones  web. Se
procede a analizar su funcionamiento y a
recolectar  las  técnicas  aplicadas  para
medir  la  accesibilidad  en  aplicaciones
web.
Con esta propuesta, se pretende definir
una arquitectura modular con una interfaz
de  comunicación  común  que  permita  la
integración,  interacción  y  evaluación  de
aplicaciones web. Se plantea el diseño y
construcción  de  una  plataforma  que
integre  herramientas  automáticas  de
prueba  utilizadas  en  la  evaluación  de
aplicaciones  web,  y  en  particular,  la
verificación  del  cumplimiento  de  los
criterios  establecidos  para  garantizar  la
accesibilidad  a  sitios  web  de  todas  las
personas, 
Palabras  clave:  prueba,  herramientas
automáticas,  aplicaciones  web,
accesibilidad, integración
CONTEXTO
La línea de investigación presentada en
este trabajo se desarrolla en el marco del
programa  de  investigación  titulado
“Estudios  Interdisciplinarios  en
Evaluación de Procesos de Software y sus
aportes  al  Desarrollo  del  Pensamiento
Computacional  en  Prácticas  Educativas
de  Ciencias  Naturales”,  que  incluye  los
proyectos  de  investigación  “Título  del
Proyecto:  Ingeniería  de  Software:
Evaluación de la calidad  de sistemas de
software  y  la  mejora  continua  de  los
procesos  de  desarrollo”  y  “El
pensamiento  computacional  y  las
prácticas  docentes  en  ciencias”.
Corresponden a la convocatoria Proyectos
y Programas de Investigación (PPI 2020-
2023),  aprobados  y  financiados  por  la
Secretaría  de  Ciencia  y  Técnica  de  la
Universidad Nacional de Río Cuarto. En
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particular, la investigación presentada en
este trabajo se desarrolla en una beca de
investigación CIN y en un trabajo de tesis
de grado de la  Licenciatura  en Ciencias
de la Computación.
1. INTRODUCCIÓN
La  vertiginosa  expansión  y
crecimiento de la industria del software,
demanda  la  revisión  constante  de
metodologías de desarrollo y de trabajo, y
la  adopción  de  herramientas  para
automatizar y mejorar las actividades de
desarrollo y gestión, como así también la
automatización  de  las  pruebas  que
mejoran la  calidad en la  producción del
software. Con  el  objetivo  de  mejorar  la
confiabilidad y calidad del software, esta
industria refuerza la adopción de procesos
sistemáticos  de  desarrollo  de  software
basados en estándares de calidad. 
Es loable destacar que el  crecimiento
de  la  industria  del  software  viene
acompañado  de  numerosas  y  sólidas
investigaciones  y  estudios  en  la
disciplina;  no  obstante,  existen  aún
muchos casos en los que no se ha podido
evitar  que  se  produzcan  errores  en  el
software  y  lleguen  a  etapas  de
producción. Estos estudios han permitido
conocer las principales causas que afectan
el desarrollo de software  libre de fallas,
tales  como,  estudios  y  análisis  del
problema  deficientes  con  consecuencias
en  la  definición  de  requerimientos,  la
complejidad  intrínseca  del  software,  la
constante  adaptación  y  extensión  de  los
sistemas,  la  creciente  presión  por
disminuir  tiempos  de  producción  y
comercialización, entre otras. 
Las pruebas del software, se vinculan
directamente al incremento en la calidad
del  producto  de  software  construido.  El
diseño  y  ejecución  de  las  pruebas,  en
particular  las  pruebas  de  regresión,  son
costosas  e  insumen  gran  cantidad  de
recursos  y  tiempo,  y  representan  un
desafío para la toma de decisiones de la
gerencia de proyectos. En este marco, la
automatización de las pruebas toma  gran
relevancia, ya que facilitan la labor tanto
del  ingeniero  de  pruebas  como  de  la
gerencia del proyecto, y permite obtener
resultados de calidad, más confiables y en
menor tiempo.
Las  pruebas  automáticas  facilitan  la
comprobación de diferentes secuencias de
entrada  cubriendo  una  gran  cantidad  de
casos,  para  buscar  comportamiento
indebido, encontrar defectos o asegurar la
correctitud del programa. Además de ser
usado en pruebas de regresión,  el  testeo
automatizado  es  también  empleado  de
manera  habitual  en  la  simulación  de
interfaces de usuario. Las aplicaciones de
testeo  automatizado  son  capaces  de
replicar  funciones  del  usuario,  como
entradas  de  teclado  y  clicks  del  mouse,
entre otros, y las respuestas de la interfaz
gráfica de la simulación son guardadas y
examinadas. 
Las  aplicaciones  web son un tipo  de
software  que  constituyen  una  eficaz
alternativa  para  satisfacer  los
requerimientos actuales del mercado. Las
aplicaciones  web  son  cada  vez  más
utilizadas  en  múltiples  y  diversos
dominios.  Desde  el  surgimiento  de  la
World Wide Web (WWW) en 1991,  ha
existido  un  continuo  y  acelerado
crecimiento en el desarrollo de sitios web,
llegando  éstos  a  convertirse  en  un
elemento frecuente y necesario en la vida
cotidiana.  Existen  millones  de  usuarios
activos  en  Internet  que  acceden
diariamente  a  sitios  web  con  diferentes
propósitos  como:  trabajo,  trámites,
entretenimiento, comunicación, finanzas e
inversión,  educación,  diversión,  entre
otros.
Actualmente,  la  clara  transformación
de  las  actividades  cotidianas,  que
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incluyen  procesos  de  digitalización,
demandan  al  desarrollo  de  aplicaciones
web  prestar  especial  atención  en  el
cumplimiento  de  estándares  de
accesibilidad establecidos,  garantizando
que  cualquier  usuario  pueda  acceder,
navegar y utilizar dicho sitio. Las normas
que  regulan  la  accesibilidad  en  el
software,  ISO 9241-171 [1], definen a la
Accesibilidad como “la usabilidad de un
producto, servicio, entorno o instalación
por parte de personas con la gama más
amplia de capacidades” y a la Usabilidad
como  “el  grado  en  el  que  un  sistema,
producto  o  servicio  puede  ser  utilizado
por  usuarios  específicos  para  lograr
objetivos  específicos  con  eficacia,
eficiencia y satisfacción en un contexto de
uso específico”.
El  comité  internacional  (W3C-World
Wide  Web Consortium)  que  controla  el
uso y crecimiento de internet, definió las
pautas  de  accesibilidad  (WCAG)  [2]
dejando  establecidos  los  requisitos
funcionales  y  no  funcionales  que  los
sitios  web  debe  cumplir,  minimizando
problemas de accesibilidad y permitiendo
el  acceso  a  todas  las  personas.  Incluso,
algunos países, como Estados Unidos y la
Unión  Europea,  han  avanzado  en  la
definición  de  leyes  que  regulan  el
desarrollo  de  sitios  web y  cumplan  con
los criterios o pautas de accesibilidad. 
La importancia creciente de garantizar
la accesibilidad de las aplicaciones web, y
en  particular  brindar  condiciones
adecuadas y seguras de acceso a todas las
personas, aún con capacidades diferentes,
llevaron  a  que  en  la  actualidad  existen
numerosas  herramientas  automáticas  de
prueba  de  accesibilidad  web,  que
permiten evaluar el  cumplimiento de las
pautas  y  legislaciones  mencionadas,
como:  Axe,  HTML  CodeSniffer,  Total
Validator, Accessibility Checker, solo por
nombrar algunas. 
Por  otra  parte,  la  accesibilidad  en
aplicaciones  web  ha  sido  abordada  en
numerosos  estudios,  y  a  partir  de  la
evaluación de criterios de accesibilidad en
sitios  web  en  casos  seleccionados,
aseguran  la  existencia  de  un  importante
número de ellos que no cumple con los
estándares y legislaciones establecidas en
torno a la accesibilidad web. 
No  obstante,  la  existencia  de
numerosas herramientas que automatizan
las pruebas de software, en particular las
pruebas  de  accesibilidad  web,  no
garantiza ni facilita la selección adecuada.
El  principal  problema que enfrentan  los
ingenieros  de pruebas,  es  la  selección  y
elección  de  las  herramientas  más
adecuadas y beneficiosas para el análisis
y  evaluación  que  se  requiere.  Algunas
investigaciones como las de Mehmet [3] y
Al-Ahmad  [4]  compararon  distintas
herramientas  y  obtuvieron  resultados
similares:  diferentes  herramientas
encuentran  diferentes  fallas,  ninguna  las
encuentra  a  todas  y tienen un índice  de
cobertura  de  fallas  diferente.  En
conclusión,  si  el  desarrollador  quiere
automatizar  el  proceso  de  encontrar
dónde  ocurren  los  problemas  de
accesibilidad,  deberá  usar  más  de  una
herramienta  para  obtener  más cobertura.
Algunos trabajos analizados que abordan
el grado de accesibilidad que actualmente
presentan los sitios web, y que resultan de
interés  para  esta  investigación  son:  [5]
realiza  una  exhaustiva  comparación  y
diferenciación  entre  el  concepto  de
usabilidad y el de accesibilidad, en [6] los
autores hacen un análisis completo de la
evolución  las  pautas  de  accesibilidad
WCAG 2.0. Y en los trabajos [7], [8] y
[9] analizan con herramientas automáticas
de testing la  accesibilidad  de sitios web
de  universidades  de  Indonesia,  de
municipalidades  de  Polonia  y  de
universidades argentinas respectivamente.
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En  este  estudio,  se  ahonda  en  la
investigación  de  herramientas  de
automatización  de  pruebas  existentes  y
los resultados que brindan. Se realiza un
análisis  exploratorio  de  herramientas,
open  source  y  de  licencia  de  software
libre,  utilizadas  para  evaluar  la
accesibilidad  en  aplicaciones  web.  Se
procede a analizar su funcionamiento y a
recolectar  las  técnicas  aplicadas  para
medir  la  accesibilidad  en  aplicaciones
web.
Con esta propuesta, se pretende definir
una arquitectura modular con una interfaz
de  comunicación  común  que  permita  la
integración,  interacción  y  evaluación  de
aplicaciones web. Se plantea el diseño y
construcción  de  una  plataforma  que
integre  herramientas  automáticas  de
prueba  utilizadas  en  la  evaluación  de
aplicaciones  web,  y  en  particular,  la
verificación  del  cumplimiento  de  los
criterios  establecidos  para  garantizar  la
accesibilidad  a  sitios  web  a  todas  las
personas, aún con capacidades diferentes.
Esto permitirá enriquecer la actividad de
prueba  del  software  mediante  la
aplicación de diferentes tipos de prueba, y
evaluar  distintos  aspectos  de una misma
aplicación web a partir de cada una de las
herramientas  integradas.  Se  pretende
colaborar  mayoritariamente  con la  labor
de  los  ingenieros  de  pruebas,  como  así
también,  brindar  un  valioso  aporte  al
cumplimiento  y  control  de  las  pautas  y
legislaciones de accesibilidad establecidas
para los sitios web.
2. LÍNEAS DE INVESTIGACIÓN
y DESARROLLO.
El proyecto de investigación en el que
se  enmarca  esta  propuesta,  persigue  la
definición y redefinición de modelos que
aporten  a  la  mejora  de  procesos  de
desarrollo de software, siendo uno de sus
objetivos  específicos,  el  desarrollo  de
herramientas  que  soporten  la
automatización de procesos de desarrollo
de software. El abordaje que se propone
considerar  con  éste  trabajo  de
investigación  promete  un  importante
aporte a la mejora de la etapa de prueba
del proceso de desarrollo de software, y la
aplicación propuesta como resultado de la
integración  de  herramientas  automáticas
de  testing  para  aplicaciones  web,
permitirá  aprovechar  las  ventajas  que
ofrece  cada  una  de  las  herramientas
incluidas,  combinarlas,  y  corregir  las
dificultades que las mismas presenten.  
3. RESULTADOS ESPERADOS
Con este trabajo se busca promover el
uso  de  herramientas  automáticas  de
prueba  en  proyectos  de  desarrollo  de
software de mediana y alta complejidad,
que aborden el desarrollo de aplicaciones
web,  ya  que  permitirán  optimizar  los
procesos, probar un gran número de casos
de  prueba,  y  obtener  resultados  más
confiables. En particular, se espera definir
una  arquitectura  que  posibilite  la
integración  modular  y  extensible  de
herramientas  automáticas  de  testing
aplicadas  a  comprobar  los  criterios  de
accesibilidad incluidos en el desarrollo de
aplicaciones  web.  También  se  propone
construir una aplicación, que implemente
la arquitectura definida, con una interfaz
que  integre  y  unifique  la  ejecución  de
estas herramientas de  prueba automáticas
y,  facilite a  ingenieros  de  prueba  y
desarrolladores, y  proporcione  mejores
resultados en la comprobación de pautas
de accesibilidad de sitios web.
 
4. FORMACION DE RECURSOS
HUMANOS
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Los  integrantes  del  equipo  de
investigación  que  trabajan  en  las  líneas
del  programa y proyectos  en los que se
enmarca  este  trabajo,  conforman  un
equipo  interdisciplinario  integrado  por
informáticos,  químicos,  físicos  y
matemáticos,  con  trayectoria  en
investigación en ingeniería de software y
en  didáctica  de  las  ciencias.  Además,
integran  este  equipo,  estudiantes  de  las
carreras de computación donde se forman
científicamente y también desarrollan sus
tesis  de  grado.  También  integra  este
equipo,  un  técnico  informático  y  una
asesora  pedagógica.  Actualmente,  se
están  desarrollando  dos  tesis  de
Licenciatura  en  ciencias  de  la
computación,  una  de  Magister  en
Ingeniería  de Software,  una Magister en
Ciencias,  y  una  Tesis  de  Doctorado  en
informática.  Particularmente,  en  la  línea
de  investigación  presentada  este  trabajo
participa  un  becario  CIN  y becario  en
investigación  SECYT-UNRC, y  le
permitirá concluir su tesis de grado, con
proyecciones a continuar con estudios de
posgrado.
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RESUMEN
En la  actualidad,  es  difícil  pensar  algún
proceso de gestión que no aproveche las
ventajas  que  brinda  un  software,  en  ese
sentido la calidad del mismo se constituye
en un punto importante a tener en cuenta
en vista de la satisfacción de necesidades
expresas  o  implícitas.  Para  tal  fin  es
necesario utilizar modelos o estándares. 
Por otro lado, se ha generalizado la idea
de  sostenibilidad,  el  color  verde,  la
concientización por la preservación de los
recursos  del  planeta,  etc.  incluso  en  el
área de las Tecnologías de la Información
y las Comunicaciones (TIC) y sobre todo
en aspectos de infraestructura (centros de
cómputos,  servidores,  dispositivos  que
consumen energía). 
La  sostenibilidad  se  analiza  desde  tres
dimensiones: ambiental (para preservar la
biodiversidad  sin  renunciar  al  progreso
económico  y  social),  económica  (para
lograr  rentabilidad)  y social  (para lograr
consenso social).
El presente trabajo pretende demostrar la
importancia  de  incorporar  como
característica de calidad del software a la
sostenibilidad,  basado  en  estándares  de
calidad, como por ejemplo el modelo de
calidad  definido  por  la  norma  ISO/IEC
25010, pero teniendo en cuenta las guías
y  buenas  prácticas  que  se  correspondan
con la sostenibilidad.
Palabras  Clave: Calidad  de  Software,
Sostenibilidad,  ISO  25010,  Modelos  de
Calidad.
CONTEXTO
El  presente  trabajo  se  enmarca  en  el
Proyecto de Investigación:  Ingeniería  de
Software:  Estrategias  de  Desarrollo,
Mantenimiento y Migración de Sistemas
en la Nube – Facultad de Ciencias Físico-
Matemáticas  y  Naturales,  Universidad
Nacional de San Luis. Proyecto Nº P-03-
2020. Dicho proyecto es la continuación
de diferentes proyectos de investigación a
través  de  los  cuales  se  ha  logrado  un
importante  vínculo  con  distintas
universidades  a  nivel  nacional  e
internacional.  Además,  se  encuentra
reconocido  por  el  programa  de
Incentivos.
1. INTRODUCCIÓN
La calidad de los sistemas informáticos
se ha convertido hoy en día en uno de los
principales  objetivos  estratégicos  de  las
organizaciones  debido  a  que,  cada  vez
más, sus procesos más importantes y, por
lo  tanto,  la  propia  supervivencia  de  las
organizaciones  depende  de  los  sistemas
informáticos  según  se  menciona  en  [1].
Cuando  hablamos  de  sistemas
informáticos, debemos mencionar que los
XXIII Workshop de Investigadores en Ciencias de la Computación 496
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
productos de software son un componente
de importancia dentro del sistema que los
contiene, y la calidad de éste afectará a la
calidad del sistema en su conjunto. Aquí,
entonces,  sería  importante  dar  alguna
definición  sobre  calidad  de  software,  si
bien  en  la  literatura  hay  varias
definiciones,  podemos  mencionar  la  de
[2]  donde  se  define  a  la  calidad  de
software  como  el  cumplimiento  de  los
requisitos de funcionalidad y desempeño
explícitamente  establecidos,  de  los
estándares  de  desarrollo  explícitamente
documentados,  y  de  las  características
implícitas que se espera de todo software
desarrollado  profesionalmente.  También
en [3] se la define como: “Grado en que
el  producto  software  satisface  las
necesidades  expresadas  o  implícitas,
cuando  es  usado  bajo  condiciones
determinadas”.
La  especificación  y  evaluación  de  la
calidad del software es factor clave para
garantizar el valor a las partes interesadas.
Esto  se  puede  lograr  mediante  la
definición de las características de calidad
necesarias  y  deseadas  asociadas  con  las
metas  y  objetivos  del  sistema.  Es
importante  que  dichas  características  se
especifiquen,  midan  y  evalúen  siempre
que  sea  posible  utilizando  medidas  y
métodos  de  medición  validados  o
ampliamente aceptados [4].
Para garantizar la calidad de software es
importante  implementar  algún modelo  o
estándar  que  permita  la  gestión  de
atributos en el proceso de construcción de
software,  teniendo  en  cuenta  que  la
concordancia  de  los  requisitos  y  su
construcción son la base de las medidas
de calidad establecidas [5].
La ventaja de estos estándares es que la
calidad se convierte en algo concreto, que
se  puede  definir,  medir  y,  sobre  todo,
planificar. Ayudan también a comprender
las  relaciones  que  existen  entre  las
diferentes  características  de  un  producto
de software.
Si bien, la norma ISO/IEC 14001:2015
[6]  proporciona  a  las  organizaciones  un
marco  con  el  que  proteger  el  medio
ambiente  y  responder  a  las  condiciones
ambientales  cambiantes,  manteniendo  el
equilibrio  con  las  necesidades
socioeconómicas, este estándar no incluye
requisitos específicos para otros sistemas
como lo son los de gestión de la calidad.
Por otro lado, si se habla de satisfacer
necesidades,  es  importante  tener  en
cuenta  un  término  que  se  escucha  cada
vez  con  más  frecuencia,  como  lo  es
sostenibilidad. Surge en el año 1987 en el
Informe Brundtland [7], titulado “Nuestro
Futuro  Común”,  y  por  la  necesidad  de
estudiar  y  delimitar  el  impacto  de  las
actividades  humanas  sobre  el  medio
ambiente. Allí se define la sostenibilidad
como  “el  desarrollo  que  satisface  las
necesidades del presente sin comprometer
la  habilidad  de  generaciones  futuras  de
satisfacer sus propias necesidades”,  todo
ello  garantizando  el  equilibrio  entre  el
crecimiento  económico,  el  medio
ambiente y el bienestar social, pilares del
término que se analiza.
La  autora  en  [8]  presenta  revisiones
sistemáticas  a  la  literatura  referida  a  la
sostenibilidad en el ámbito del software.
Realiza  una  cronología  desde  1987
cuando  la  Comisión  Mundial  de  Medio
Ambiente  y  Desarrollo  (CMMAD)
expone [7].  Presenta los términos Green
IT (Tecnologías de la información verdes)
y  Green  IS  (Sistemas  de  información
verdes) con diversas definiciones y en el
caso de Green IT, varias subdivisiones.
Afirma  que  “El  proceso  de  desarrollo
del software para ser sostenible tiene que
hacer uso responsable de los recursos que
consumen energía y usan materias primas
no  renovables.  Y  el  software  debe  ser
fácil de mantener”.
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El involucrar a los equipos de desarrollo
permitirá  evaluar  cuan  sostenible  es  el
proceso de construcción y el producto de
software,  como  así  también,  tomar
conciencia  de  las  ventajas  que  implica
dicho producto en la toma de decisiones
todo vinculado a la reducción del impacto
medio ambiental en relación al uso de las
TIC.
En [9] se explica que la Sostenibilidad
actualmente,  es  un  aspecto  fundamental
en  las  TIC,  apunta  al  cuidado  de  los
recursos de nuestro planeta, aunque tiene
más alcance que el factor ecológico si nos
basamos  en  sus  tres  pilares
fundamentales:  Social,  Económico  y
Ecológico (ambiental).
Al  aplicar  y  evaluar  criterios  de
sostenibilidad  en  cada  elemento  de  un
proyecto,  se podrá establecer  el  grado o
nivel de sostenibilidad (no concienciado,
equitativo, viable, soportable, sostenible)
Valorar la sostenibilidad mediante  una
sencilla  puntación  o  medición  en  un
rango  acotado,  permitirá  tener  una  idea
cuantitativa  de  la  misma.  Estableciendo
un umbral se podrá determinar si el objeto
de estudio es o no sostenible.
La  Sostenibilidad  será  un  criterio
esencial  en  las  organizaciones  a  fin  de
alinearse  a  los  compromisos  de
preservación  de  los  recursos  naturales,
contribuyendo  a  la  toma  de  decisiones
estratégicas, tácticas y operativas.
La  Norma  Internacional  ISO/IEC
25010:2011 [4], una de las divisiones de
la serie SQUARE, describe el modelo de
calidad  para  el  producto  software,
presentando  características  y
subcaracterísticas  de  calidad,  criterios  a
tener  en  cuenta  al  momento  de  la
evaluación.
En  el  2015  un  manifiesto  expone
principios y compromisos vinculados con
el diseño sostenible [10]. Infiriendo que la
sostenibilidad  es  un  concepto  sistémico,
tiene  múltiples  dimensiones  (social,
medioambiental,  económica,  técnica  y
humana) y todas deben analizarse.
Al hablar de tecnologías sostenibles, se
piensa en un menor consumo de energía,
empleo de menor cantidad de recursos, la
no  contaminación,  el  reciclado  o
reutilización,  siempre  enfocados  en
satisfacer las necesidades de la sociedad.
De allí  se define un producto sostenible
como  aquel  que  aporta  beneficios
ambientales,  sociales  y  económicos
resguardando  la  salud  pública,  el
bienestar y el medio ambiente en todo su
ciclo de vida.
Bajo  estos  conceptos,  se  puede  decir
que  el  software  también  puede  ser
sostenible,  cuando su desarrollo  se  basa
en el uso adecuado de recursos y cuando
su  impacto  negativo  en  la  economía,  la
sociedad y el medio ambiente, es mínimo
o, en el mejor de los casos resulta positivo
respecto  del  desarrollo  sostenible  [11].
Pero, ¿cómo lo medimos?.
Una  medida  es  un  valor  asignado  a
algún  atributo  de  dicho  producto.  Una
métrica  interpreta  esos valores e  incluso
puede  relacionarlos.  El  IEEE  Standard
Glosary  of  Software  Engineering
Terminology  define  métrica  como  “una
medida  cuantitativa  del  grado en  el  que
un sistema, componente o proceso posee
un atributo determinado”. Al evaluar las
métricas,  surgen  los  indicadores.  Un
indicador  es una métrica  o combinación
de  ellas  que  proporciona  comprensión
sobre  el  proceso,  proyecto  o  producto
software [2]. 
Los Modelos  de Calidad  del  Software
(MC),  son  artefactos  específicamente
diseñados  y  construidos  para  apoyar  en
estos procesos.
Según  Calero  et  al.  en  [12],  y  el
estándar  ISO  8402  [13]  un  modelo  de
calidad puede definirse como el conjunto
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de  factores  de  calidad,  y  de  relaciones
entre ellos, que proporciona una base para
la especificación de requisitos de calidad
y para la evaluación de la calidad de los
componentes  software.  Los  modelos  de
calidad se estructuran generalmente como
una jerarquía (ya sea un árbol, ya sea un
grafo dirigido), donde factores de calidad
más  genéricos,  como  eficiencia  o
usabilidad, se descomponen en otros más
particulares, como tiempo de respuesta o
facilidad  de  aprendizaje,  probablemente
en  diversos  niveles  de  descomposición.
También  menciona  que  las  propuestas
existentes  de  modelos  de  calidad  se
pueden  clasificar  según  si  tienen  un
enfoque  de  modelos  de  calidad  fijos,  a
medida o mixtos.
Entre  los  modelos  de  calidad  fijos  se
pueden  observar  los  de  McCall  et  al.
(1997)  [14],  Boehm  et  al.  (1978)  [15],
Keller et al. (1990) [16] y FURPS Grady
y Caswell (1987) [17]. Para los modelos
de  calidad  a  medida  existen  diversas
propuestas de métodos para crearlos entre
las que podemos destacar a GQM (Goal-
Question-Metric)  de Basili  [18] y la del
estándar IEEE 1061 [19]. 
Para el caso de los modelos de calidad
mixtos  se  pueden  destacar  el
ADEQUATE Horgan [20], el modelo de
Gilb  [21]  y  el  modelo  propuesto  en  el
estándar  ISO/IEC  9126-1  [22],  este
último es actualizado y reemplazado por
el estándar ISO/IEC 25010 [4].
Coincidiendo con lo expresado en [10],
la  construcción  de  modelos  de  calidad
viene  dificultada  por  distintas
circunstancias  relacionadas  con:  (1)  el
equipo  que  realiza  la  construcción  del
modelo, en el caso de que este equipo no
tenga  experiencia  en  la  construcción  de
modelos de calidad o bien en el contexto
del dominio del componente objeto; (2) el
dominio  para  el  que  se  construye  el
modelo,  para  el  que,  en  muchas
ocasiones,  no  existe  una  terminología
común;  (3)  factores  metodológicos,  ya
que  es  difícil  conocer  el  nivel  de
profundidad  hasta  el  que  es  necesario
descomponer  los  modelos,  y  por  tanto
cuándo se puede decir que un modelo de
calidad se ha finalizado. 
Por  lo  expresado  anteriormente,  el
objetivo de este trabajo es desarrollar un
modelo que favorezca la evaluación de la
calidad del software en una organización,
con el fin de detectar los requerimientos
de  los  usuarios  y/o  necesidades  del
dominio no cubiertas, en pos de mejorar
la eficiencia organizacional a través de la
mejora en la calidad del software que da
soporte a los procesos de la organización
teniendo  en  cuenta  criterios  de
sostenibilidad.
El modelo que se propone se centrará en
la  calidad  del  producto  de  software,
tomando  como  punto  de  partida  el
modelo conceptual de los procesos de la
organización.
Es  de  gran  importancia  que  las
organizaciones  puedan  contar  con
modelos de calidad que partan del modelo
conceptual  de  sus  procesos  y  que  les
permita  la  evaluación  objetiva  y  de
manera  sistémica  de  la  calidad  del
software  que  da  soporte  a  los  procesos
organizacionales,  respetando  y
cumpliendo  con  los  requisitos  de
sostenibilidad que las sociedades actuales
exigen.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
Los principales ejes de trabajo de esta
línea de investigación están asociados a:
-  Evaluación  de  la  calidad  de
productos de software.
- Estudio de modelos conceptuales con
base  en  la  sostenibilidad  aplicados  a  la
calidad de productos de software.
- Estudio de estándares y metodologías
aplicadas a la construcción de MC.
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3. RESULTADOS
OBTENIDOS/ESPERADOS
La  línea  de  I+D  presentada  en  este
trabajo se está desarrollando, tomando en
cuenta los objetivos del Proyecto de I+D
que la contiene. 
De manera específica para esta línea se
obtuvieron  hasta  la  fecha  los  siguientes
resultados:
 Lograr,  a  través  de  un  MC,  una
evaluación  objetiva  de  un
determinado  software  para  saber  si
este  cubre  las  demandas
organizacionales y las necesidades de
los  usuarios,  y  en  función  de  ello
proponer las mejoras necesarias para
cubrir  las  necesidades  no  cubiertas
por el mismo.
 Estudio de los modelos y normas
de calidad  aplicados  a productos  de
software.
 Estudio  de  metodologías  o
métodos que guíen la construcción de
modelos de calidad.
Los resultados esperados son:
 Concluir  con  la  definición  del
modelo  conceptual  de  calidad
aplicado  a  productos  software  a
través de la metodología y norma de
calidad  seleccionada,  sin  perder  de
vista los criterios de sostenibilidad.
4. FORMACIÓN DE RECURSOS
HUMANOS
En esta línea de investigación se trabaja
en  lo  referente  a  distintos  modelos  y
métodos de evaluación de calidad. Se está
trabajando en el Proyecto de Tesis de la
Maestría  en  Calidad  de  Software  (Plan
Ord. 017/09-CD) de la Lic. Rosana Leo,
de  la  Facultad  de  Ciencias  Físico-
Matemáticas  y  Naturales,  Universidad
Nacional de San Luis.
Como así  también se están llevando a
cabo  algunas  tesinas  de  grado  para  la
Licenciatura en Computación. Y trabajos
finales  de  carrera  de  la  Ingeniería  en
Informática e Ingeniería en Computación
de  la  Facultad  de  Ciencias  Físico-
Matemáticas  y  Naturales,  Universidad
Nacional de San Luis.
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Resumen
La  sistematización  de  las  lecciones
aprendidas es utilizada por la industria del
software como herramienta para ayudar a
los gerentes a determinar qué información
es la más relevante con el fin de alcanzar
con  éxito  sus  proyectos  complejos.  Sin
embargo,  los  proyectos  se  ven
atravesados  por  la  ambigüedad  de  las
relaciones  humanas,  la  dinámica  del
entorno que influye de manera compleja y
la  limitación  en la  disponibilidad  de los
recursos.  Es  necesario  ampliar  la
comprensión  de  la  complejidad  del
proyecto como una noción subjetiva, que
refleja  las  experiencias  vividas  de  las
personas  involucradas.  La  clave  para
lograr  la  institucionalización  de  ese
conocimiento es cambiar el paradigma de
Gestión  de  proyecto  y  acoplarlo  al
sistema de Gestión de conocimiento. 
La Gestión del conocimiento (GC) es
un  proceso  a  través  del  cual  las
organizaciones logran descubrir, utilizar y
mantener el conocimiento, con la idea de
alinearlo  con  las  estrategias  de  negocio
para  la  obtención  de  ventajas
competitivas, e implica su análisis desde
diversas perspectivas.
En  este  contexto,  el  objetivo  del
proyecto  es  definir  un marco de trabajo
para  la  Gestión  del  conocimiento  en  la
administración de proyectos de desarrollo
de software.
Palabras  clave:  gestión  del
conocimiento,  administración  de
proyectos,  desarrollo de software, marco
de trabajo.
Contexto
La Universidad Tecnológica Nacional
ha  definido  diversos  Programas  de
Investigación,  Desarrollo  e  Innovación,
entre los cuales se encuentra el Programa
de Sistemas de Información e Informática
que  tiene  como  objetivo  “intensificar  y
focalizar  las  acciones  tendientes  a
fortalecer  y  promover  el  crecimiento  de
temáticas de investigación en Sistemas de
Información e Informática, y promover la
interacción con la industria informática en
general  y  de  desarrollo  de  sistemas  de
información y de software en particular”
[1].
En la Facultad Regional Buenos Aires
de  la  Universidad Tecnológica  Nacional
se  ha  conformado  en  el  año  2009  el
Grupo  GEMIS,  con  dependencia  del
Departamento  de Ingeniería  en Sistemas
de Información, integrado por un equipo
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de  docentes,  alumnos  y  graduados  con
interés  en  la  sistematización  de
conocimientos  y  su  promoción  sobre  el
campo  de  la  Ingeniería  en  Sistemas  de
Información y la  Ingeniería  de Software
incluyendo  sus  aplicaciones  y  abordajes
metodológicos en todo tipo de escenarios.
Introducción
Administración de proyectos
En 1994 el Standish Group publica el
primer  reporte  donde  analiza  los
principales  factores  de  fracaso  de
proyectos  de  desarrollo  de  software,
identificando  a  los  requerimientos
incompletos,  falta  de  participación  del
usuario,  falta  de  recurso  y  la  falta  de
planificación.  En  contraposición,  la
participación del usuario y el apoyo de la
dirección  son  considerados  como
principales factores de éxito [2]. En 2015
incluye  como  relevante  la  madurez
emocional y los recursos calificados [3]. 
Por  su  parte,  Steve  McConnell
encuesta  durante  el  2007 a  más  de  500
profesionales  de  software  [4]  para
determinar  la  frecuencia  y  gravedad  de
los errores más comunes en los proyectos
de  desarrollo  de  software:  la
planificación,  la  gestión  de  riesgo,  la
estimación  insuficiente,  la  participación
del usuario se registra entre los primeros
de  la  lista.  El  foco  se  centra  en  los
procesos evidenciando la importancia  de
la  intervención  de  los  usuarios  y  los
conflictos  asociados  a  la  misma
participación. 
Revisiones  literarias  como  las
realizadas  por  Rezvani  y  Khosravi  [5],
basadas  en  la  identificación  y
agrupamiento  de  factores  en  varios  ejes
dimensionales,  conforman  el  punto  de
partida  de  muchos  otros  investigadores.
Si bien dejan de lado la complejidad y las
múltiples  interrelaciones,  presentan
diversos  indicadores  de  las  lecciones
aprendidas, adaptadas y utilizadas por la
industria del software como método para
ayudar  a  los  gerentes  a  determinar  qué
información es la más relevante con el fin
de  alcanzar  con  éxito  sus  proyectos
complejos [6].
El conocimiento explícito,  en muchos
casos  institucionalizado  mediante  las
lecciones aprendidas, presentan una clara
limitación: la realidad única y cambiante
de los proyectos de desarrollo de software
donde  el  proceso  social,  la  creación  de
valor y la importancia de comprender las
experiencias  vividas  conforman  en  sí
mismo sistemas complejos.
Los proyectos, independientemente de
su  tamaño,  naturaleza  o  misión  se  ven
atravesados  por  la  ambigüedad  de  las
relaciones  humanas,  la  dinámica  del
entorno que influye de manera compleja y
la  limitación  en la  disponibilidad  de los
recursos  [7].  Es  necesario  ampliar  la
comprensión  de  la  complejidad  del
proyecto como una noción subjetiva, que
refleja  las  experiencias  vividas  de  las
personas  involucradas  [8].  Para  crear
conocimiento,  las  habilidades
compartidas  con  otros  necesitan  ser
internalizadas, reformuladas, enriquecidas
y  traducidas  para  adaptarse  a  la  nueva
identidad [9]. La percepción, intuición y
corazonadas  como  parte  subjetiva  tiene
que ser incorporado dentro de la jerarquía
y como un eslabón fundamental a la hora
de  predecir  el  posible  desenlace  al
momento del intercambio de ideas sobre
la problemática planteada.
La  clave  para  lograr  la
institucionalización  de  ese  conocimiento
es  cambiar  el  paradigma  de  Gestión  de
proyecto  y  acoplarlo  al  sistema  de
Gestión  de  conocimiento.  Crear  nuevo
conocimiento  significa  literalmente
recrear la organización [10] o crearla en
el caso de organizaciones temporales.
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Sistema de Gestión del Conocimiento
La Gestión del conocimiento (GC) es
un  proceso  a  través  del  cual  las
organizaciones logran descubrir, utilizar y
mantener el conocimiento, con la idea de
alinearlo  con  las  estrategias  de  negocio
para  la  obtención  de  ventajas
competitivas [11]. 
Según  Sanchez-Sanchez  [12],  “la
Gestión  del  conocimiento  desde  la
psicología  social  de  las  organizaciones
radica en un proceso de influencia social
de  grupos  colaborativos  en  torno  a  la
transferencia  de  un  conocimiento
implícito  hacia  un  resguardo  del
conocimiento  tácito  a  fin  de  poder
aprovechar  la  experiencia  y  habilidades
de  talentos  y  líderes  ante  las
contingencias  del  entorno,  o  bien,  los
riesgos y las amenazas del contexto”. 
Avendaño Perez y Florez Urbáez [13]
definen  la  GC  como  “un  enfoque
gerencial  o  disciplina  emergente  que
busca  de  manera  estructurada  y
sistemática  aprovechar  el  conocimiento
generado para alcanzar los objetivos de la
organización  y  optimizar  el  proceso  de
toma de decisiones.” 
A medida que las organizaciones y la
sociedad han ido notando importancia de
la  GC,  diversos  investigadores  han
propuesto una serie de pasos o guías para
identificar cómo debe ser llevado a cabo
el proceso de GC para que sea exitoso y
genere  los  beneficios  esperados  para  la
organización.  Estas  propuestas  las  han
hecho  mediante  modelos  de  GC.  En
relación  con  esto,  Pérez  y  Urbáez  [13]
indican  que  los  investigadores  en  las
últimas  décadas,  a  través  de  sus
propuestas  teóricas  y  de  sus
investigaciones  de  experiencias  en
empresas,  han  intentado  aproximarse  a
explicar  cómo  debe  organizarse,
gestionarse y fluir el conocimiento en la
organización.
Rodriguez Gómez [14] indica que “la
multidisciplinariedad inherente al estudio
de la gestión del conocimiento supone la
existencia de diferentes perspectivas para
el desarrollo y el estudio de los sistemas y
modelos de gestión del conocimiento”. La
definición de un modelo de GC requiere
un  abordaje  multidisciplinar  y  desde
diversas  perspectivas,  presentadas  en
[15]:  roles  y responsabilidades,  proceso,
gobernanza  y  tecnología  (basadas  en
[16]),  aspectos  organizaciones  (en  los
términos  de  [17])  y  representación  del
conocimiento [18].
Wigg  [19],  propuso  uno  de  los
primeros modelos o guías para la GC en
las organizaciones, haciendo énfasis en la
falta de este tipo de guías en su época, y
en  la  importancia  de  gestionar  el
conocimiento  para  obtener  ventajas
competitivas para la organización. 
Posteriormente,  diversos  autores
propusieron sus modelos de GC, entre los
cuales puede hallarse Nonaka y Takeuchi
[20],  Sveiby [21], Earl  [22], Kerschberg
[23],  Mc.  Elroy  [24],  CEN  [25],  entre
otros. Sin embargo estos modelos no son
disciplinares,  específicos,  sino generales.
En  [26,27]  se  presentan  modelos
vinculados  a  la  industria  del  software  y
Maulini  [28,29]  propone  un  nuevo
modelo  de  gestión  de  conocimiento
específicamente orientado a las pequeñas
y  medianas  fábricas  de  software,
analizando las dificultades que enfrenta la
industria  y  tipología  de  organizaciones
específica  y  las  características  de  los
diferentes  modelos  trabajados  por
diferentes autores.
Líneas de Investigación, 
Desarrollo e Innovación
El proyecto presentado en este trabajo
propone  avanzar  en  el  estado  del
conocimiento  para  la  Gestión  del
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conocimiento,  adentrándose  en  las
particularidades  de  la  actividad  de
Administración  de  Proyectos  para  el
ámbito de la industria del software.
En  el  período  2018-2021  se  llevó
adelante  un Proyecto  de Investigación y
Desarrollo (PID) denominado “La gestión
del conocimiento en pequeñas y medianas
fábricas  de  software  en  el  Área
Metropolitana  de  Buenos  Aires”  que
indaga  en  los  modelos  de  gestión  del
conocimiento. 
Para  el  período  2021-2023  se  lleva
adelante el PID “Arquitectura tecnológica
para  la  implementación  de  Gestión  del
Conocimiento”.
Como una nueva línea en el marco de
los  proyectos  desarrollados,  se  propone
ahondar en las particularidades de tareas o
áreas  específicas  de  la  industria  del
software y la gestión del conocimiento.
De esta manera,  se articula  dentro de
los objetivos de GEMIS en el campo de la
Informática,  la  generación  de  nuevos
conocimientos en el área de la Ingeniería




Definir  un  marco  de  trabajo  para  la
gestión  del  conocimiento  en  la
administración de proyectos de desarrollo
de software
Objetivos Específicos
Los  objetivos  específicos  son:  a)
identificar  los  criterios  asumidos  como
indicadores  de  éxito  y  fracaso  y  sus
factores  condicionantes  en los proyectos
de  desarrollo  de  software;  b)  relevar
marcos  de  trabajo  para  la  Gestión  del
conocimiento disciplinar;  c) proponer un
marco  de  trabajo  para  la  GC  en  la
administración de proyectos de desarrollo
de software.
Resultados esperados
Como  resultado  de  las  tareas  a
desarrollar se espera:
 contar  con  un  marco  de  trabajo
para la GC en la administración de
proyectos  de  desarrollo  de
software;
 validar en una organización real el
marco de trabajo propuesto;
 vincular con otros PID del Grupo,
relacionados  con  Sistemas
Expertos y Sistemas Inteligentes.
Formación de Recursos Humanos
El equipo se encuentra conformado por
investigadores  formados,  investigadores
de apoyo, graduados de grado, posgrado
y alumnos de la carrera de Ingeniería en
Sistemas de Información y de la Maestría
correspondiente.  Esta  nueva  línea  de
trabajo permitirá:
 la generación nuevas oportunidades
y experiencias para la formación de
los investigadores;
 la incorporación de nuevos becarios
graduados  a  través  de  las  becas
BINID;
 el desarrollo de por lo menos 2 tesis
de  la  Maestría  en  Ingeniería  en
Sistemas de Información.  Además,
se prevé el inicio de por lo menos 2
trabajos  finales  de  la  Especialidad
en  Ingeniería  en  Sistemas  de
Información
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RESUMEN 
En los últimos años la comunidad científica ha 
puesto mayor atención en el importante rol que 
juegan los aspectos humanos y sociales en el 
proceso de desarrollo de software. Hay un 
fuerte consenso que estos aspectos impactan 
significativamente tanto en el proceso de 
software como en el producto resultante. 
Paralelamente, el progreso de las tecnologías 
de información y comunicación (TICs) y el 
crecimiento de prácticas de globalización han 
fomentado la creación de los denominados 
equipos virtuales de desarrollo de software. 
Equipos en donde los miembros interactúan en 
forma remota y mediante TICs. En este 
contexto aparece el uso extendido de las 
plataformas de colaboración para el desarrollo 
de software (software forges) como los 
repositorios Github, Jira, Stackoverflow, etc. 
Este trabajo pretende sacar provecho de los 
datos que quedan registrados en estos 
repositorios de software y que de alguna 
manera reflejan las características de las 
interacciones entre los miembros de equipos 
virtuales de software. La medición y análisis 
de estos datos puede arrojar evidencia de la 
calidad de las relaciones humanas del equipo 
virtual. 
Palabras clave: Equipos Virtuales, Software 
forges, Aspectos humanos y sociales en el 
desarrollo de software 
CONTEXTO 
Este trabajo está enmarcado en el proyecto 
“Aspectos Humanos del Desarrollo Global de 
Software” financiado por la Universidad 
Nacional de San Juan, siendo la unidad 
ejecutora el Instituto de Informática (IdeI) de 
la misma Universidad. 
El proyecto es de ejecución bianual y su 
comienzo fue en enero de 2019. El mismo está 
inserto dentro del Programa de Incentivos a 
docentes-investigadores de la Secretaría de 
Políticas Universitarias del Gobierno 
Nacional. 
1. INTRODUCCION 
En los proyectos de desarrollo global o 
distribuido de software los integrantes de los 
equipos virtuales no tienen interacción 
personal cara a cara, excepto esporádicas y 
costosas reuniones localizadas. Aquí los 
aspectos humanos se podrían ver perjudicados 
por la distancia física, cultural y horaria. En 
tales entornos, conocer el nivel de relaciones 
humanas es esencial para que los líderes de 
proyectos adviertan posibles problemas que 
pudieran afectar el desarrollo de software. El 
desarrollador más talentoso podría tener un 
rendimiento inferior y, finalmente, abandonar 
el proyecto solo porque no está contento con su 
entorno o sus colegas [1].  
Un equipo de desarrollo global de software es 
aquel que está separado geográficamente 
mientras colabora activamente en un proyecto 
de software común [2]. 
Los Equipos Virtuales (EV) o globales, 
permiten, entre otras ventajas, integrar 
personal calificado de distinta localización 
geográfica y muchas veces a un menor costo 
laboral. A su vez, los EV plantean problemas o 
desafíos tal como la gestión remota de 
proyectos, donde uno de los principales 
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factores que la afectan son las relaciones 
sociales entre los miembros. Las buenas 
relaciones sociales interpersonales en EV son 
importantes para la comunicación, la 
motivación y la creación de un buen ambiente 
de trabajo que contribuya a la mejora de la 
productividad. 
La cohesión del equipo es el grado en que sus 
miembros se identifican entre sí y con el grupo 
en general [3, 4]. Los equipos globales tienden 
a menores niveles de cohesión que los equipos 
colocalizados, en gran parte debido a que 
colaboran remotamente a través de tecnología 
en lugar de hacerlo cara a cara. Por otro lado, 
investigaciones previas sugieren que la falta de 
cohesión grupal se puede superar mediante el 
intercambio de más comunicaciones sociales 
entre los miembros del grupo [5]. Las 
interacciones sociales permiten a los miembros 
del equipo crear vínculos más fuertes, lo cual 
permitirá aumentar los niveles de cohesión del 
grupo. 
Por otra parte, una de las repercusiones del uso 
de las TIC en las actuales relaciones sociales 
tiene que ver con el registro digital de ellas en 
repositorios de datos llamadas plataformas de 
software forges, las cuales ofrecen una 
oportunidad de analizar esos registros para 
medir y evaluar estas relaciones. Las software 
forges proveen varias herramientas y 
facilidades a los equipos de desarrollo 
distribuido, tales como sistemas de control de 
código fuente, listas de correos electrónicos y 
foros de comunicación, sistemas de 
seguimientos de fallas, espacio para 
alojamiento web y similares [6]. 
Así, el presente trabajo ofrece un aporte en este 
contexto, proponiendo una aplicación que 
explote los datos sociales almacenados en las 
software forges. 
Github es un repositorio, extensamente usado,  
para alojar proyectos de software que utiliza el 
sistema de control de versiones de Git. La 
plataforma integra una serie de características 
y funcionalidades que hacen única su 
información sobre las actividades de los 
desarrolladores de software a código abierto 
[7]. 
Github utiliza una forma de trabajo basada en 
Pull Request (PR), un nuevo método 
colaborativo de desarrollo distribuido de 
software. Un PR es un mecanismo de solicitud 
de cambio de código de software que facilita la 
colaboración entre desarrolladores, ese cambio 
puede ser para implementar una mejora, 
adicionar una nueva funcionalidad o para 
remover un defecto. El PR es la unidad de 
trabajo de GitHub y representa de alguna 
manera el trabajo colaborativo realizado por 
sus miembros. Un PR es una solicitud de 
cambio al software. 
 
2. LINEAS DE INVESTIGACION Y 
DESARROLLO 
Comprender el impacto de los aspectos 
humanos de los equipos virtuales de desarrollo 
de software en el proceso de desarrollo de 
software. 
Objetivos específicos: a) Medir y evaluar 
aspectos humanos del desarrollo de software 
basados en las interacciones registradas en las 
plataformas software forges. b) Medir y 
evaluar indicadores de calidad y éxito de los 
procesos de desarrollo de software basados en 
las interacciones registradas en las plataformas 
software forges. c) Relacionar ambas 
mediciones realizadas. 
 
3. RESULTADOS OBTENIDOS 
Se desarrolló una aplicación web que, en base 
a datos extraídos automáticamente desde un 
repositorio de software, respecto de un 
proyecto de desarrollo de software, brinda 
información sobre los aspectos humanos del 
equipo de desarrollo. 
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Específicamente la aplicación genera 
información analítica, en la forma de gráficos, 
en base a datos extraídos de la plataforma 
Github con el fin de poder medir, visualizar y 
analizar las interacciones, y de allí relaciones 
humanas, que se producen entre los 
participantes de equipos de trabajo 
distribuidos. 
3.1. Arquitectura de la aplicación 
La aplicación se implementa como servicio 
web. En la Figura 1 se puede observar la 
arquitectura de software diseñada. Para su 
desarrollo se utilizó el framework Vue.js 
desplegado en la plataforma Netlify. Vue es un 
framework de javascript progresivo que 
permite desarrollar de manera rápida e 
incremental. Netlify es una plataforma que 
ofrece servicios de alojamiento y backend sin 
servidor (serverless) para sitios web estáticos. 
Para hacer el relevamiento de información 
sobre los usuarios y sus actividades dentro del 
proyecto de software alojado en el repositorio 
de Github se utilizó la API v4 del mismo. Esta 
versión de la API utiliza GraphQL, el cual es 
un lenguaje de consulta para API y un motor 
en tiempo de ejecución para cubrir esas 
consultas con los datos existentes. Tanto las 
consultas como la respuesta de parte de la API 
usan el formato JSON. 
 
Figura 1: Arquitectura de la aplicación 
A los datos obtenidos se les aplicó un 
algoritmo propio de conteo que genera una 
matriz de interacciones entre los miembros de 
un PR. Se considera interacción de un 
miembro p1 hacia otro p2 cuando hay un 
comentario o reacción (emoji en respuesta a un 
comentario) dirigido de p1 a p2 o de p1 a todos. 
3.2. Métricas para la Medición de 
Interacciones 
Con la matriz de interacciones generada es 
posible aplicar técnicas de extracción de 
evidencia. Utilizamos las fórmulas expuestas 
en la Tabla 1 para el cálculo de aspectos 
sociales. 
Tabla 1. Métricas de Aspectos Sociales 
Métrica Fórmula 
Cohesión Interpersonal entre el 
miembro i del equipo y el 
miembro j. (Mij mensajes del 





Cohesión Individual del miembro 
i del equipo. (G conjunto de 







Cohesión grupal del equipo e. (G 








Mímica o Similitud de 
vocabulario entre los miembros i y 
j del equipo. SC es la función 
coseno de similaridad, Wi 
conjunto de palabras usadas por 
miembro i y Wj conjunto de 
palabras usadas por miembro j 
[9,10]. 
𝐶𝑀𝑀𝑖𝑗 = 𝑆𝐶(𝑊𝑖 ,𝑊𝑗) 
Polaridad de los comentarios entre 
dos miembros. Donde C+ij es la 
cantidad de comentarios con 
polaridad positiva de i a j, y Cij es 
el total de comentarios de i a j 
(comentarios que i escribió en PR 
de j o comentarios donde i 





Capacidad de un miembro donde 
PRa(i) es la cantidad de PRs 
creados por i que hicieron merge, 
y PR(i) es la cantidad de PRs 





Colaboración entre los miembros 
donde I(mi,mj) es el número de 
interacciones entre i y j, y I(mi) es 
el total de interacciones de i y j con 





Colaboración Individual del 
miembro i del equipo. (G conjunto 







Colaboración grupal del equipo e. 









3.3. Funcionalidades principales 
La aplicación emplea un conjunto de cálculos 
que implementan las métricas mencionadas en 
la sección anterior, ofrece dos módulos 
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funcionales que reportan datos estadísticos, 
uno a nivel de PRs y el otro a nivel de Proyecto. 
3.3.1. Módulo de métricas de Pull Requests 
Este módulo muestra información sobre las 
interacciones sociales entre los miembros de 
un determinado PR. Por una parte se muestra 
un resumen de las estadísticas grupales, ver 
Figura 2. En ella se informa, en una escala 
porcentual, el grado de cohesión, de 
colaboración, de mímica y de polaridad 
alcanzado por el grupo de miembros del PR. 
Estas estadísticas grupales se calculan 
promediando los resultados de las métricas 
individuales de los miembros del PR. 
 
Figura 2: Gráficos Métricas Grupales en un PR 
En el ejemplo mostrado en la Figura 2 se puede 
observar un bajo nivel de colaboración en el 
grupo lo cual puede ser una oportunidad para 
tomar decisiones al respecto por parte del líder 
del grupo. 
También se informan, en una escala 
porcentual, métricas individuales como nivel 
de cohesión y colaboración de cada miembro 
del PR, ver Figura 3. La cohesión individual 
nos indica cuán cohesionado está cada 
miembro respecto del grupo de trabajo, 
mientras que la colaboración nos señala el 
nivel de actividad colaborativa individual. 
 
Figura 3: Gráficos de Cohesión y Colaboración 
Individual en un PR. 
En el ejemplo presentado en la Figura 3 se 
puede notar que el miembro ismoura tiene 
bajos niveles de cohesión y colaboración, ésta 
es otra posible oportunidad de toma de 
decisiones para los administradores del 
proyecto.  
Por último, se muestra una tabla con la 
cantidad de mensajes enviados, mensajes 
recibidos, mímica y polaridad individual de 
cada miembro, ver Figura 4. 
 
Figura 4: Tabla de mensajes enviados y 
recibidos, Mímica y Polaridad en comentarios 
de un PR. 
3.3.2. Módulo de métricas de proyecto 
Este módulo reporta datos de todos los PR de 
un proyecto de software determinado. En 
primer lugar muestra una tabla donde cada fila 
es un PR del proyecto, y las columnas indican 
los resultados de las métricas de interacción 
grupales (cohesión, colaboración, mímica, 
polaridad), junto con datos extraídos de Github 
sobre el PR. En este caso los líderes de 
proyecto pueden observar los aspectos sociales 
en una forma comparativa entre los distintos 
PRs. De esa manera podrían detectar la 
evolución de dichos aspectos en el tiempo. 
También se puede ver una tabla donde cada fila 
es un miembro que participó en algún PR del 
proyecto y las columnas indican los resultados 
de las métricas de interacción individuales 
(cohesión individual, colaboración individual, 
polaridad, habilidad), junto con datos extraídos 
de Github sobre el miembro. En la Figura 5 se 
puede observar un ejemplo de los datos 
mencionados. 
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Figura 5: Estadísticas de Miembros en un 
Proyecto de Software. 
El módulo también muestra un resumen de las 
estadísticas grupales del proyecto, cada una de 
las métricas mostradas en el resumen se calcula 
promediando los valores obtenidos de la tabla 
anterior. En la Figura 6 se puede observar un 
ejemplo de los datos mencionados. 
 
Figura 6: Gráficos Métricas Grupales en un 
Proyecto de Software. 
4. FORMACION DE RECURSOS 
HUMANOS 
El equipo de trabajo está formado por los 
autores del trabajo y profesores colaboradores 
de las universidades del Quindío (Colombia), 
ORT (Uruguay) y de la Frontera (Chile). 
Con la presente línea de Investigación y 
Desarrollo se relacionan dos tesis de 
Doctorado, una en desarrollo y la otra en sus 
inicios, más una tesina de grado muy próxima 
a ser presentada. 
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RESUMEN
En  la  actualidad,  la  exigencia  en  materia
educativa, en la necesidad de una formación de
calidad  en  respuesta  a  los  requerimientos  de
los  estudiantes,  y  con  la  mediación
tecnológica,  que buscan que sean flexible  en
tiempo  y  espacio,  es  pertinente  hablar  de
entorno virtual  de aprendizaje  que  integre  la
totalidad  de  recursos,  contenidos  y
herramientas  que  contribuyan  al  proceso  de
enseñanza  aprendizaje  y  que  permitan  el
desarrollo de competencias. En ello deviene, el
diseño y desarrollo  de estos entornos  que se
centra en potenciar la autogestión del proceso
de aprendizaje de los alumnos y promover el
aprendizaje  autónomo,  autorregulado  y
colectivo [1-2]. De esta manera, el Diseño por
Instrucciones,  que  conjuga  la  dimensión
tecnológica  y  pedagógica,  permite
implementar estrategias didácticas orientadas a
aprovechar  las  dos  dimensiones,  y  de  esta
manera  lograr  una  buena  experiencia  del
usuario en el proceso. 
Palabras  clave: Diseño  Instruccional,
Experiencia de Usuario, UX, Educación
CONTEXTO
El  trabajo  se  enmarca  en  el  proyecto  de
investigación  “Modelo  de  Proceso  y
Evaluación  Centrado  en  el  Usuario
incorporando  requisitos  de  Usabilidad  y
Experiencia  de  Usuarios” -  Centro  de
Investigación  y  Desarrollo  Informático,
Departamento  Académico  de  Ciencias
Exactas,  Físicas y Naturales - Sede Regional
Chamical y Delegación Académica Tama de la
Universidad Nacional de La Rioja. Cod. Proy.
27PIN/C0003,  financiado  por  Consejo  de
Investigaciones  Científicas  y  Tecnológicas
UNLaR Res N°052/18.
1. INTRODUCCIÓN
Muchas  de  las  instituciones,  no  solo
educativas,  sino  también  consultores,  pymes,
startups, corporativos, en los últimos años, han
ido adoptando una modalidad 100% en línea,
conocida  como e-learning,  lo  que  ha  abierto
grandes  retos  y  oportunidades,  no  tan  sólo
pedagógicas,  sino también tecnológicas  en el
sector educativo.   Este modelo de enseñanza
genera interacción entre el estudiante-profesor
con el  material,  a través  de la  utilización  de
diversas herramientas informáticas. 
El e-Learning, con el transcurso de los años,
ha presentado nuevos desafíos, los diseños han
debido  adaptarse  a  nuevos  requerimientos
sociales, a nuevas necesidades educativas y a
soportes  tecnológicos  que han terminado por
romper  el  tiempo  y  la  distancia  para  la
formación. [3]
La experiencia de usuario (UX) en e-learning
ha  tomado  un  gran  protagonismo  para
conseguir  el  éxito  de  cualquier  contenido
online.  Entonces,  UX  en  e-learning  es  un
proceso que organiza y estructura los recursos
adaptando  a  necesidades  del  estudiante
(usuario)  y,  por  sobre  todo,  facilitando  el
proceso de enseñanza-aprendizaje. [4] En ello,
plantea conocer a los usuarios, pero por sobre
todo entenderlos, es decir, saber: quiénes son,
qué necesitan, cuál es su contexto.
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El  Diseño  Instruccional  o  ID,  sirve  de
referencia  para  producir  una  variedad  de
materiales  educativos,  a  través  de  una
metodología  de planificación  pedagógica  [5].
Asimismo, genera “experiencias de instrucción
que hacen la adquisición de conocimientos y
habilidades  más  eficiente,  eficaz  y
atractiva."[6]
La  forma  en  que  el  estudiante,  va
interaccionando con el contenido y la vivencia
que se produce en este proceso conforman la
experiencia de usuario.  Entonces, el ID es la
“planificación  instruccional  sistemática  que
incluye  la  valoración  de  necesidades,  el
desarrollo, la evaluación, la implementación y
el mantenimiento de materiales y programas”
[7].
La  ISO  9241  define  a  la  usabilidad  de  una
interfaz,  como “la  medida  de  la  efectividad,
eficiencia  y  satisfacción  con  la  cual
determinados  usuarios  pueden  alcanzar
determinados  objetivos  en  un  entorno
particular con dicha interfaz” [8]. También, se
considera  de  gran  importancia  la  usabilidad
pedagógica  de  la  plataforma  de  aprendizaje,
logrando  una  adecuada  interrelación  entre  la
tecnología  y  el  aprendizaje,  esta  es  una
articulación entre la didáctica y la tecnología,
que  está  referida  a  la  infraestructura
tecnológica,  los  materiales  de  estudio,  los
recursos y herramientas que se utilicen [9], es
por  ello  que  la  interfaz  de  usuario  y  la
usabilidad pedagógica, es de gran importancia
para  que  la  misma  sea  fácil  de  usar  en  la
interacción entre profesores y estudiantes.
El  Diseño  Instruccional  es  de  suma
importancia  para  el  e-learning,  ya  que  de
manera  principal  participa  en  el  desarrollo,
selección  o  adaptación  de  contenidos  que
tengan una calidad académica y que resulten
adecuados para el desempeño de la formación
en cuestión.
2. LÍNEAS DE INVESTIGACIÓN y
DESARROLLO
Acorde  a  los  trabajos  presentados  en  WICC
2019  [10],  CICCSI  2019  [11],  WICC  2020
[12],  Jornada  de  Ciencia  y  Tecnología  UTN
[13] se continúa trabajando en la definición de
distintos modelos y métodos de evaluación de
calidad  concernientes  a  la  usabilidad,  UX  y
accesibilidad. 
El objetivo planteado en el proyecto "Modelo
de  Proceso  y  Evaluación  Centrado  en  el
Usuario incorporando requisitos de Usabilidad
y Experiencia  de Usuario" perteneciente a  la
Universidad Nacional de La Rioja, donde los
ejes principales de la investigación se centran
en el  análisis  de  las  pautas  de  Ingeniería  de
Usabilidad e Ingeniería de Software, análisis y
definición de requerimientos funcionales y no
funcionales  basados  en  dichas  pautas,
definición  e  integración  de  un  modelo  que
incluya  los  requisitos  de  experiencia  de
usuario,  accesibilidad  y  usabilidad,  como  la
definición  de  métodos  que  permitan  evaluar
dicho modelo en el dominio de educación.
3. RESULTADOS
ESPERADOS/OBTENIDOS
El  objetivo  general  de  la  presente  línea  de
investigación consiste en proponer un modelo
de diseño instruccional para e-learning, basado
en los sistemas de desarrollos responsivos con
una  funcionalidad  efectiva,  para  facilitar  el
aprendizaje  del  alumno  mejorando  la
experiencia  de  usuario.  En  este  contexto,  se
plantean los siguientes objetivos particulares:
● Definir el estado del arte.
● Identificar  modelos  del  proceso  de
diseño  que  describen  los  diferentes
pasos  que  deben  darse  para  crear  un
ambiente de aprendizaje.  
● Reconocer  fortalezas  y debilidades  de
los modelos analizados.
● Proponer  un  modelo  que  cumpla  con
los  estándares  de  diseño internacional
para plataformas digitales.
● Validación  del  modelo  propuesto
aplicado a casos de estudio de sistemas
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e-Learning,  como,  por  ejemplo,  el
Campus Virtual de la UNLAR.
4. FORMACIÓN DE RECURSOS
HUMANOS
La línea  de investigación  se desarrolla  en el
Centro  de  Investigación  y  Desarrollo
Informático de la Universidad Nacional de La
Rioja con docentes, graduados y estudiantes de
la  Sede  Regional  Chamical  y  Delegación
Académica Tama.
En  dicha  línea,  se  está  trabajando  en  el
Proyecto  de  investigación  en  el  marco  de
adscripción docente del Lic. Carlos E. Vera.
Como  así  también  se  están  llevando  a  cabo
algunos trabajos de grado para la Licenciatura
en Sistemas de Información y la Tecnicatura
en  Informática  carreras  pertenecientes  al
Departamento  Académico  de  Ciencias
Exactas,  Físicas  y  Naturales  Universidad
Nacional de La Rioja.
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Este es el cuarto año del proyecto F018-
2017; una continuación de los proyectos 
F07-2009 y F10-2013, ambos enfocados en 
modelos, métodos y herramientas para la 
calidad del software. Este proyecto se 
enfoca en el estudio de la calidad del 
Software desde el punto de vista del código 
fuente por medio de métricas e indicadores 
cuantificables en este. Esta línea de 
investigación financiada por CONICET a 
través de una beca interna doctoral, busca 
generar métodos empíricos que 
contribuyan a identificar aquellos factores 
o atributos vinculados directamente con la 
calidad del producto software. 
En particular, se está trabajando la 
construcción de un catálogo de proyectos 
Software de calidad. Esto ha incluido el 
desarrollo de un mapeo sistemático para 
reconocer las características de los 
proyectos utilizados en estudios. Se atiende 
la necesidad de los grupos de investigación 
de obtener muestras curadas de proyectos 
imprescindibles para la generación de 
resultados confiables y generalizables en la 
experimentación de estudios empíricos de 
la calidad de Software, proporcionando los 
insumos y procedimientos necesarios para 
conseguirlo de manera efectiva. 
Palabras clave: calidad de software, 





Las líneas de Investigación y Desarrollo 
presentada en este trabajo corresponden al 
proyecto PI-17F018 “Metodologías y 
herramientas emergentes para contribuir 
con la calidad del software”, acreditado por 
la Secretaría de Ciencia y Técnica de la 
Universidad Nacional del Nordeste 
(UNNE) para el periodo 2018-2021, y a la 
beca interna doctoral de CONICET 
otorgada por RESOL-2021-154-APN-
DIR#CONICET para el período 2021-
2025. 
1. INTRODUCCIÓN 
En la Ingeniería de Software se trabaja 
mayoritariamente con la construcción de 
aplicaciones software multi-versión [1]. 
Por lo tanto, muchas de las actividades 
asociadas con una aplicación software 
provocan revisiones para mejorar la 
funcionalidad o para corregir errores, 
especialmente en las metodologías ágiles 
[2]. 
En el desarrollo software, la calidad puede 
estudiarse desde el punto de vista de: i) la 
calidad del proceso de desarrollo software, 
y ii) la calidad del código fuente [3]. En 
este último caso es necesario obtener 
métodos empíricos para demostrar la 
calidad del software [4] y utilizar evidencia 
directamente relacionada con el producto 
software resultante a partir de métricas e 
indicadores que se vinculen directamente 
con la calidad [5]. Sin embargo, esto no 
siempre es sencillo de realizar, ya que las 
conclusiones generales de los estudios 
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empíricos en Ingeniería de Software a 
menudo dependen de una gran cantidad de 
variables [6]. 
El uso masivo de repositorios para el 
código fuente (por ej., SourceForge, 
GitHub o Maven) le ha otorgado a los 
investigadores e ingenieros de software el 
acceso a millones de proyectos y, por lo 
tanto, datos para el desarrollo de estudios 
empíricos [7] [8] [9]. No obstante, la 
proporción de ruido en una muestra 
aleatoria tomada de repositorios podría 
sesgar el estudio, y puede llevar a los 
investigadores a conclusiones poco 
realistas, potencialmente inexactas [10]. 
Esto se contrapone con la condición de 
reproductibilidad y generalidad de los 
resultados empíricos, tal y como lo indica 
el énfasis actual en la Ingeniería de 
Software basada en evidencia. En 
particular, la reproductibilidad es una 
condición necesaria, no solo en 
publicaciones en revistas o conferencias de 
prestigio de la disciplina, sino también para 
las empresas de desarrollo de software que 
a menudo desean analizar la evolución de 
sus propios proyectos o como patrón 
comparativo en auditorías de software. En 
este contexto, una práctica para demostrar 
la efectividad de las métricas como 
predictores de las características de calidad 
del software es la construcción de los 
denominados corpus o catálogos de 
proyectos [11].  
Los catálogos de proyectos son un insumo 
para los grupos de trabajo y sirven como 
mecanismo de comparación para distintos 
tipos de experimentos. Existen varios 
ejemplos en la literatura, como los 
realizados por Barone y R. Sennrich [12], 
Allamanis y Sutton [13] o Keivanloo [14] 
y se diferencian por la cantidad, calidad de 
proyectos que lo componen; como también 
los criterios y métodos para agruparlos. 
Un catálogo popular en Ingeniería de 
Software es el Qualitas corpus [11], cuya 
última versión es de 2013. En general, se 
observa que no existe información 
actualizada en la mayoría de los catálogos, 
lo que hace necesario revisar los proyectos 
y sus versiones, y generar nuevas métricas 
sobre ellos. Una alternativa interesante 
para ello es la utilización de herramientas 
de código abierto, que han demostrado ser 
de gran utilidad en entornos de trabajo 
profesionales, tanto tradicionales [15] 
como aplicadas a nuevas técnicas de 
desarrollo [16]. 
Por lo tanto, la línea de trabajo del 
proyecto tiene que ver con las 
características de calidad del código fuente 
del software. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
A continuación, se describe la línea de 
investigación y desarrollo: 
 
Curaduría de proyectos 
 
Se están estudiando los aspectos 
metodológicos y criterios considerados por 
la comunidad científica para conformar los 
catálogos de proyectos. Para esta etapa de 
documentación se utilizarán dos métodos 
de investigación. Por un lado, el método de 
revisiones sistemáticas [17] para 
identificar, evaluar, e interpretar toda la 
información relativa a un tema de 
investigación en particular, de un modo 
sistemático y replicable. Como segundo 
método de documentación se utilizarán las 
encuestas [18], para recopilar información 
de los grupos de investigación y los 
equipos de trabajo de las empresas 
privadas.  
El siguiente paso consiste en la creación 
de un modelo de procedimientos para la 
construcción, mantenimiento y curaduría 
de un cuerpo de proyectos software y sus 
métricas de calidad de producto. Teniendo 
como fin proveer una estrategia para la 
construcción de estudios empíricos en 
Ingeniería del Software que brinde una 
mejor reproducibilidad, consistencia 
experimental, y flexibilidad para una 
evolución gestionada del cuerpo de 
proyectos en el tiempo. Y, finalmente, se 
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propone implementar el modelo en un 
ambiente real de trabajo. 
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
En el marco de este proyecto y respecto de 
la línea de curaduría de proyectos se 
lograron los siguientes objetivos: 
 
1. Relevamiento de información a 
considerar en la selección de proyectos 
Software y metadatos utilizados en el 
campo de estudio. 
En primer lugar, se realizó un mapeo 
sistemático (SMS) con el objetivo de 
identificar las características de los 
proyectos Software, tipos de metadatos 
consumidos, distintas herramientas 
usadas para recolectar los metadatos y 
análisis posteriores realizados a los 
mismos tenidos en cuenta por la 
literatura de la ingeniería del Software.  
 
 
Fig. I: Distribución de los artículos seleccionados de 
cada revista por año. 
Las fuentes seleccionadas fueron la 
revista Empirical Software 
Engineering (ESE) y las conferencias 
Empirical Software Engineering and 
Measurement (ESEM) e International 
Conference on Evaluation and 
Assessment in Software Engineering 
(EASE) por ser representativas del 
área de investigación y haber sido 
utilizadas en otros estudios. En Fig. I 
se puede observar la distribución de 
artículos recolectados por revista. El 
estudio fue realizado en el marco de 
una beca de pregrado de la UNNE. 
2. Tesis de grado y desarrollo de 
herramienta para extracción de 
metadatos de plataforma de análisis 
estático de código fuente. 
 
Fig. II: Página de Inicio SET. 
Se construyó la aplicación web “Sonar 
Exporting Tool” (SET) para extraer las 
métricas de la plataforma Sonar Cloud 
(SC) en formatos de datos consumibles 
y difundir el código fuente de los 
proyectos Software analizados. Todos 
los proyectos seleccionados forman 
parte del Qualitas Corpus [11]. Las Fig. 
II y Fig. III son capturas de la 
aplicación. 
SET permite exportar medidas de 
métricas de SC en los formatos de 
datos csv, json y xml; la actualización 
automática y manual de la base de 
datos. También se creó un 
procedimiento para el análisis 
automatizado de colecciones de 
proyectos por medio del cliente 
SonarScanner. 
Además, se busca mantener actualizado 
cada uno de los proyectos dentro de la 
aplicación en su versión estable más 
reciente. 
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Fig. III: Listado de proyectos en SET. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En esta línea de trabajo del Grupo de 
Investigación sobre Calidad de Software 
(GICS) están involucrados 3 docentes 
investigadores, un becario interno doctoral 
de CONICET y un becario de investigación 
de pregrado.   
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RESUMEN
La  colaboración  cada  vez  más  frecuente
entre organizaciones para combinar fuerzas en
la  generación  de  productos  y  servicios  en
escenarios tan dinámicos y cambiantes como
los  actuales  genera  nuevas  necesidades  de
flexibilidad  y  tiempos  de  respuesta.  Las
nuevas  tendencias  organizacionales  y  las
tecnologías  de  información  pueden  ser
aprovechadas  para  establecer  relaciones  de
colaboración  entre  diferentes  organizaciones
para  obtener  beneficios  comunes.  De  este
modo,  es  posible  conformar  redes
colaborativas  que  posibiliten  llevar  a  cabo
procesos  de  negocio  inter-organizacionales.
La  colaboración  es  posible  a  través  de  la
ejecución  de  procesos  de  negocio
colaborativos (CBP, del inglés Collaborative
Business  Processes).  La  gestión  de
repositorios  de  modelos  de  procesos  en
colaboraciones  inter-organizacionales  es  una
funcionalidad  básica  requerida  en  redes
colaborativas  de  organizaciones.  Si  bien
existen  propuestas  que  permiten  gestionar
repositorios  de  modelos  de  procesos  de
negocio,  las  mismas  presentan  distintas
deficiencias, como la ausencia de soporte para
CBP  o  la  imposibilidad  de  garantizar  la
interoperabilidad.  El  problema  de  reunir
sistemas  de  información  heterogéneos  y
distribuidos  se  conoce  como  problema  de
interoperabilidad.  Para  garantizar  la
interoperabilidad  en  el  intercambio  de
información  en  una  colaboración  inter-
organizacional  (heterogénea)  es  necesario  el
uso  de  modelos  semánticos  basados  en
ontologías.  En  el  presente  proyecto  se
propone  un  modelo  basado  en  ontologías  y
tecnologías  semánticas  para  la  gestión  de
procesos  de  negocio  inter-organizacionales,
que  garantice  interoperabilidad,  además  de
ofrecer soporte para búsquedas enriquecidas y
gestionar  colaboraciones  mediante  un
protocolo de negociación.
Palabras  clave: gestión  de  procesos  de
negocio,  procesos  de  negocio  inter-
organizacionales,  redes  colaborativas,
repositorios de procesos de negocio, sistemas
de información.
CONTEXTO
El presente trabajo se encuadra dentro del
proyecto  de  investigación  I+D  UTN  8218
“Modelo  Semántico  de  Repositorio  de
Procesos  de  Negocio  para  la  Gestión  de
Procesos  de  Negocios  Colaborativos”.  El
mismo  se  encuentra  homologado  como
proyecto de investigación y desarrollo por la
Secretaría de Ciencia, Tecnología y Posgrado
de  la  Universidad  Tecnológica  Nacional
(UTN).
El  objetivo  general  de  dicho proyecto  es
proponer  un  repositorio  de  modelos  de
procesos  de  negocio  semántico,  basado  en
ontologías, que permita contribuir a la gestión
de  colaboraciones  en  entornos  inter-
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organizacionales,  dando  solución  a  los
problemas  de  interoperabilidad  que  se
originan en el intercambio de información en
entornos heterogéneos.
1. INTRODUCCIÓN
La  colaboración  cada  vez  más  frecuente
entre organizaciones para combinar fuerzas en
la  generación  de  productos  y  servicios  en
escenarios tan dinámicos y cambiantes como
los  actuales  genera  nuevas  necesidades  de
flexibilidad y tiempos de respuesta [1].
Las  organizaciones  tienden  a  establecer
relaciones  de  integración,  cooperación  y
colaboración, lo que resulta en nuevas formas
de  redes  colaborativas  [2][3].  Una  red
colaborativa  consiste  en  organizaciones
autónomas,  geográficamente  distribuidas  y
heterogéneas  que  colaboran  para  lograr
objetivos comunes [4] [3].
La colaboración es posible a través de la
ejecución  de  procesos  de  negocio
colaborativos (CBP, del inglés  Collaborative
Business  Processes)  o  coreografías  de
proceso [5],  que  abarcan  a  todas  las
organizaciones  de  una  cadena  de  valor
colaborativa  [6].  Un  CBP  es  un  proceso
abstracto, no ejecutable directamente [7], que
permite  definir  el  comportamiento  de  las
interacciones entre las organizaciones, esto es,
cómo coordinan sus acciones e intercambian
documentos de negocio,  con el  propósito de
tomar  decisiones  en  forma  conjunta  para
alcanzar metas en común [8] [9]. 
Para  implementar  y  ejecutar  un  proceso
colaborativo  en  forma  descentralizada,  se
requiere  que  cada  organización  defina  y
gestione  sus  procesos  de  negocio  internos,
denominados  procesos de interfaz (públicos)
y procesos de integración (privados) [10]. Un
proceso de interfaz define el comportamiento
público  y  externamente  visible  de  una
organización,  el  cual  es  expresado  en
términos  de  las  actividades  que  soportan  el
envío  y  la  recepción  de  mensajes  con  otras
organizaciones  [10].  Un  proceso  de
integración [11], también llamado proceso de
orquestación [9] o proceso público [5], define
y  combina  el  comportamiento  y  las
actividades públicas (derivadas de un proceso
de interfaz) con las actividades privadas que
una  organización  debe  ejecutar  para  dar
soporte  al  rol  que  ésta  desempeña  en  un
proceso  colaborativo.  Un  proceso  de
integración incorpora las actividades privadas,
las  cuales  permiten  generar  y  procesar  la
información  intercambiada  entre  las
organizaciones, realizar la transformación de
datos  e  invocar  a  sistemas  de  información
internos [10].
La gestión de repositorios de modelos de
procesos  en  colaboraciones  inter-
organizacionales es una funcionalidad básica
requerida  en  redes  colaborativas  de
organizaciones  [10].  Un  repositorio  es  una
base  de  datos  compartida  con  información
sobre artefactos creados o utilizados por una
organización [12]. Un repositorio de modelos
de  procesos  de  negocio  es  un  repositorio
especializado,  específico  para  almacenar  y
administrar  modelos de procesos de negocio
[12].  En  este  tipo  de  repositorios  surgen
problemas típicos, como ser, la capacidad de
encontrar  un  proceso  particular  en  una
colección, administrar diferentes versiones de
los procesos y mantener la coherencia cuando
varias  personas  editan  el  mismo  proceso  al
mismo tiempo [12]. La disponibilidad de una
gran  colección  de  procesos  abre  nuevas
posibilidades,  como: extraer el  conocimiento
sobre las operaciones de la organización de la
colección o reutilizar fragmentos de procesos
(mejores  prácticas)  de  la  colección  para
diseñar nuevos procesos [12].
El  intercambio  de  información  en  redes
colaborativas presenta una serie de desafíos,
uno  de  ellos  está  ligado  al  problema  de
interoperabilidad.  El  problema  de  reunir
sistemas  de  información  heterogéneos  y
distribuidos  se  conoce  como  problema  de
interoperabilidad  [13].  Los  problemas  que
pueden surgir debido a la heterogeneidad de
los  datos  son:  heterogeneidad  estructural
(heterogeneidad  esquemática)  y
heterogeneidad semántica (heterogeneidad de
datos)  [13].  La  heterogeneidad  estructural
significa  que  diferentes  sistemas  de
información  almacenan  sus  datos  en
diferentes  estructuras.  La  heterogeneidad
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semántica  considera  el  contenido  de  un
elemento  de  información  y  su  significado
previsto.  Para  poder  lograr  la
interoperabilidad  semántica  en  una  red
colaborativa, el significado de la información
que se intercambia debe entenderse en todos
los  sistemas.  Los  conflictos  semánticos
ocurren  cuando  dos  contextos  no  usan  la
misma interpretación de la información [13].
La  interoperabilidad  semántica  y  el
intercambio  de  integración  de  información
son  uno  de  los  propósitos  principales  de  la
aplicación de las ontologías [14].
Si bien es muy amplia su aplicación en el
ámbito de las Ciencias de la Computación, el
término  ontología  se  puede  utilizar  para
referir  a  un  artefacto  que  representa  la
semántica  de  un  dominio  dado [14].  Por  lo
tanto,  para garantizar  la interoperabilidad en
el  intercambio  de  información  en  una
colaboración  inter-organizacional
(heterogénea) es necesario el uso de modelos
semánticos basados en ontologías.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
Este  trabajo  se  encuadra  dentro  de  una
línea  de  investigación  que  abarca  las
siguientes áreas temáticas:
● Gestión de procesos de negocio.
● Procesos  de  negocio  inter-
organizacionales.
● Redes colaborativas.
● Repositorios de procesos de negocio.
● Interoperabilidad semántica.
3.  RESULTADOS  OBTENIDOS  Y
ESPERADOS
El objetivo  general  del  presente  proyecto
es  proponer  un  repositorio  de  modelos  de
procesos  de  negocio  semántico,  basado  en
ontologías, que permita contribuir a la gestión
de  colaboraciones  en  entornos  inter-
organizacionales,  dando  solución  a  los
problemas  de  interoperabilidad  que  se
originan en el intercambio de información en
entornos heterogéneos.
Para  poder  llegar  al  objetivo  general  se
proponen los siguientes objetivos específicos:
 Definir  un  modelo  basado  en
ontologías  y  tecnologías  semánticas
para la gestión de procesos de negocio
colaborativos,  que  garantice
interoperabilidad.
 Ofrecer  una solución que,  por medio
de  búsquedas  enriquecidas,  permita
extraer  conocimiento  sobre  las
operaciones  llevadas  a  cabo  por  las
organizaciones en la colaboración.
 Ofrecer  una solución que,  permita  el
descubrimiento de procesos, en base a
las necesidades de la colaboración, por
medio  de  búsquedas  enriquecidas,
para  favorecer  la  reutilización  de
procesos  de  negocio  (mejores
prácticas).
 Ofrecer una solución para gestionar la
negociación  necesaria  para  llevar  a
cabo un CBP, donde una organización
pueda  encontrar  (descubrimiento  de
organizaciones) potenciales candidatos
para establecer una colaboración inter-
organizacional,  y  por  medio  de  un
protocolo  de  negociación,  permita
gestionar  acuerdos,  ofertas,
contraofertas,  rechazos  y  demás
términos necesarios para establecerla.
4. FORMACIÓN DE RECURSOS 
HUMANOS
El  grupo de  trabajo  está  conformado por
docentes, graduados y alumnos de la carrera
de  Ingeniería  en  Sistemas  de  Información.
Entre los docentes, tres de ellos se encuentran
en  la  etapa  de  desarrollo  de  sus  tesis  de
maestría  y  otro  está  preparando  su  tesis  de
doctorado (mención Ingeniería en Sistemas de
Información), todos ellos con temas altamente
vinculados al área de estudio del proyecto.
Como  iniciativa  del  grupo,  se  pretende
generar las siguientes actividades:
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● Capacitación  y  formación  de  recursos
humanos:  cursos  y  seminarios
enfocados  a  estudiantes  y  docentes  de
otras materias de la carrera.
● Dirección  y  asesoramiento  sobre  el
tema a interesados de la industria local
(por medio de talleres, cursos, charlas y
transferencias).
● Transferencia de conocimiento obtenido
a las cátedras del tronco integrador de la
carrera  Ingeniería  en  Sistemas  de
Información.
● Involucrar a alumnos y graduados de la
carrera  Ingeniería  en  Sistemas  de
Información  en  la  realización  de
actividades  del  proyecto,
incentivándolos a acercarse a propuestas
de  becas  (actualmente  el  grupo cuenta
con dos alumnos en estas condiciones).
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Actualmente, el crecimiento de sistemas de
Big Data (SBD) está obligando a la comunidad
de Ingeniería de Software a replantearse un
cambio de paradigma en el desarrollo de estos
sistemas. Consecuentemente, en este contexto
existen varios desafíos para arquitectos y di-
señadores, particularmente sobre los requeri-
mientos que una arquitectura para SBDs debe
cumplir; entre ellos, considerar las cinco “Vs”
(Volumen, Velocidad, Variedad, Variabilidad y
Veracidad). En particular, en nuestra investiga-
ción nos centramos en una de estas caracterís-
ticas, Variabilidad, que se refiere a la naturale-
za evolutiva de los datos.
Nuestro trabajo se enfoca en incorporar Va-
riabilidad en SBDs a través del modelado de
elementos reusables de un dominio – sea este
de negocios o tecnológico. Esto nos lleva a in-
corporar información (y sus posibles usos), a
modo de línea de productos software. El pre-
sente proyecto tiene como fin desarrollar téc-
nicas y herramientas que mejoren la explota-
ción de grandes volúmenes de datos, favore-
ciendo el desarrollo de ambientes inteligentes
que permitan reusabilidad.
Palabras Clave: Reusabilidad - Líneas de Pro-
ducto de Software - Big Data
2. Contexto
La línea presentada se inserta en el contex-
to del Programa: Desarrollo de Software Ba-
sado en Reuso - Parte II (04/F009). Direc-
tora: Dra. Alejandra Cechich, y SubProyecto:
Reuso Orientado a Dominios - Parte II. Incluí-
do dentro del Programa. Directora: Dra. Agus-
tina Buccella, Codirector: Mg. Juan Manuel
Luzuriaga.
3. Introducción
A pesar de que existen mecanismos para
manejar el cambio de esquemas y datos en un
modelo relacional [2], alcanzar un nivel simi-
lar en Big Data es todavía un desafío impor-
tante debido a la naturaleza flexible de los es-
quemas de almacenes NoSQL [6, 7].
En [3], se presentan seis arquitecturas de re-
ferencia1 propuestas actualmente en la litera-
tura para SBDs y se analiza el cumplimiento
de las cinco Vs como requerimientos tradicio-
nales. El análisis se hace de manera transver-
sal; es decir, se analiza cada requerimiento por
separado y luego sus interacciones con otros
requerimientos. Por ejemplo, en el contexto
1Una arquitectura de referencia combina el conoci-
miento sobre arquitecturas en general con la experiencia
en requerimientos específicos de una solución en un do-
munio de problema.
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de SBDs se explotan almacenes NoSQL que
guardan datos con bajo acoplamiento y flexi-
bles; sin embargo, no satisfacen requerimien-
tos de Variabilidad y Veracidad, por lo que, en
la práctica, las aplicaciones resultan en mode-
los ad hoc. De ahí la necesidad de contar con
arquitecturas de referencia que faciliten el de-
sarrollo concreto, conociendo los componen-
tes y sus relaciones previamente para permitir
el análisis de propiedades. Del análisis reali-
zado en [3], se desprende que sólo una pro-
puesta (Bolster, [8]) satisface los requerimien-
tos de Variabilidad por medio de (1) el alma-
cenamiento del esquema de información de los
elementos incorporados; (2) la existencia de
estadísticas descriptivas para acceder a la evo-
lución de los datos; y (3) el almacenamiento de
la información sobre fuentes de datos usando
un repositorio de metadatos (MetaData Mana-
gement system).
Por otra parte, en [5] se presenta el desarro-
llo de una arquitectura para un SBD en un ca-
so específico, haciendo uso de una arquitectura
de referencia que define una familia de siste-
mas relacionados. En particular, como el do-
minio es demasiado amplio, la arquitectura de
referencia se ve acotada por medio de casos de
uso (ej. visualización y análisis de información
geoespacial estratégica, análisis inteligente de
señales, etc.). Esta arquitectura de referencia
sirve como mecanismo para capturar y com-
partir conocimiento, conteniendo tanto cono-
cimiento del dominio (casos de uso) como co-
nocimiento de la solución (la correspondencia
a tecnologías concretas).
Considerando estas propuestas, nuestro tra-
bajo se enfoca en incorporar Variabilidad en
SBDs a través del modelado de elementos
reusables de un dominio – sea este de nego-
cios o tecnológico. Esto nos lleva a incorporar
información (y sus posibles usos), a modo de
línea de productos software.
En particular, los desarrollos en las líneas de
productos de software (LPS) [10] se centran en
identificar similitudes y variabilidades dentro
de dominios particulares para ser reutilizados
cuando se desarrollan nuevos productos. A su
vez, este reuso de dominios puede ser exten-
dido a subdominos, en especial cuando entre
ellos existen relaciones o aspectos similares.
En la Figura 1 se muestra una primera
aproximación de los elementos que componen
nuestra propuesta de una arquitectura de refe-
rencia para SBDs basada en reuso. Como pue-
de verse, los aspectos de negocios (dominio),
aplicación (software y análisis) y tecnológicos
se abordan en niveles separados; siendo trans-
versales aspectos como el uso/reuso de están-
dares, taxonomías y conocimiento.
Los componentes principales de la arquitec-
tura son:
Taxonomía de Dominio y Estándares: Las
taxonomías específicas de dominio per-
miten clasificar elementos de acuerdo a
determinados criterios, relaciones y pro-
piedades [4]. Su principal objetivo es cap-
turar el conocimiento del dominio basán-
dose en divisiones de las entidades acor-
des a lo que se intenta especificar. Es-
tas entidades pueden ser objetos del do-
minio, servicios e incluso cualquier otro
elemento o conjunto de elementos que se
desee clasificar. Por lo tanto, la creación
de taxonomías debe contribuir a la defini-
ción de un vocabulario común y controla-
do para todos los participantes. Al mismo
tiempo, para garantizar interoperabilidad
y luego reuso, las taxonomías deben cons-
truirse en base a los estándares existentes.
Así en este componente se deben conside-
rar los estándares creados para la ingenie-
ría de software, los definidos para Big Da-
ta y aquellos definidos para el dominio en
que se este trabajando. Por ejemplo, en el
caso de Big Data en los últimos años han
surgido una serie de estándares respecto
a su arquitectura de referencia, interope-
rabilidad, terminología, etc. Estos esfuer-
zos de estandarización han sido llevados
a cabo por el comité ISO/IEC JTC 1/SC
42 (Artificial intelligence)2 y por el gru-
po de trabajo del NIST (Big Data Public
Working Group - NBD-PWG)3. A su vez,
la información estandarizada del dominio
se refiere a los estándares existentes en el
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Figura 1. Arquitectura de referencia para SBDs basada en reuso
Activos orientados al dominio: Estos ac-
tivos agrupan todos aquellos artefactos de
software que son creados para el dominio
en el que se esta trabajando. Así, además
de incluir a los participantes del desarro-
llo del SBD, como los ingenieros de soft-
ware, científicos de datos, desarrollado-
res, usuarios expertos, etc., involucra los
requerimientos del proyecto y del domi-
nio, restricciones, modelos (artefactos de
análisis y diseño generados) y casos de
uso. Es importante resaltar que estos ac-
tivos deben generarse a partir de las ta-
xonomías de dominio y estándares y de
los activos basados en conocimiento. De
esta forma, se deben crear artefactos en-
focados en que puedan ser reusados en el
mismo dominio e incluso en otros domi-
nios relacionados (artefactos para reuso),
y/o que puedan desarrollarse en base a
otros artefactos ya creados (artefactos con
reuso). A su vez aquí es importante con-
templar la variabilidad. Es decir, estos ac-
tivos deben considerar los aspectos comu-
nes y aquellos variables dentro del domi-
nio. Por ejemplo, como describimos pre-
viamente, es importante crear activos fle-
xibles que puedan adaptarse a la evolu-
ción de los esquemas y datos fuentes pa-
ra que puedan seguir siendo útiles en los
análisis realizados.
Software/Analítica Reusable: La analíti-
ca de datos (data analytics) es un término
abarcativo que se encarga gestionar los
datos en todo su ciclo de vida. Como es
sabido, los datos sin procesar (raw data)
por sí mismos no tienen un significado
útil, por lo que la analítica de datos se de-
dica al proceso de extraer y crear informa-
ción desde estos datos por medio de la re-
colección, limpieza, organización, alma-
cenamiento, procesamiento, contextuali-
zación, análisis y gobernanza de datos.
Existen 4 tipos de categorías para la ana-
lítica de datos que dependen de los resul-
tados que producen: descriptiva, diagnós-
tica, predicitiva y presprictiva. Para cada
una de estas categorías existen también
diversas técnicas o algoritmos de análi-
sis de datos como clasificación, regresión,
clustering, visualización, etc.
En este componente de la arquitectura, se
deben definir y diseñar los tipos de análi-
sis necesarios en el domino junto con la
forma de realizarlos, es decir el diseño de
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los algoritmos. Esto no es una tarea sen-
cilla ya que cada uno de ellos requiere un
conjunto de datos de entrada específico,
es decir formatos y estructuras específicas
requeridas por cada uno. Al mismo tiem-
po, se deben documentar los procesos de
diseño de estos algoritmos de forma que
puedan ser reusados en diferentes domi-
nios.
Tecnología: La tecnología disponible pa-
ra crear sistemas de Big Data es muy va-
riada. Considerando el cumplimento de
las 5 V’s que se describieron previamente,
existen diferentes tecnologías que se abo-
can en una o varias de ellas. Por ejemplo,
para lidiar con los problemas de la Varia-
bilidad, en cuanto a las diferentes fuen-
tes de datos disponibles en sus muy di-
versos formatos, tenemos un conjunto de
herramientas independientes como Open-
Refine4, Optimus5, o lenguajes con libre-
rías específicas como R6 o python7. Tam-
bién existen varios frameworks especia-
lizados en la analítica de los datos como
Spark MLib8 el cual también forma parte
del ecosistema Hadoop. Al mismo tiem-
po conviven los diferentes tipos de re-
positorios que permiten almacenar la in-
formación extraída desde las fuentes de
datos y hacerla disponible para su aná-
lisis y visualización. Estos repositorios
son muy variados, desde aquellos basados
en tecnologías NoSQL como MongoDB9
o CouchDB10, sistemas de archivos dis-
tribuidos como HDFS11 (también creado
como parte de Hadoop) etc. Finalmente
también podemos citar aquellas platafor-
mas y frameworks provistos en la nube
que surgen principalmente para lidiar con
la escalabilidad. Entre los mas conocidos












Activos basados en Conocimiento: Los
repositorios para reuso ponen a disposi-
ción un amplio rango de activos que los
ingenieros de software pueden usar para
desarrollar sistemas y así reducir la ne-
cesidad de crear nuevamente componen-
tes que provean la misma funcionalidad.
Existen diversas alternativas en la elabo-
ración de estos repositorios (basados en
componentes, en modelos, etc.). Las fun-
cionalidades asociadas a SBDs son acti-
vos potencialmente reusables en el mis-
mo sentido, agregando además la capaci-
dad de reutilización de los datos en sí mis-
mos; lo que hace que los repositorios de
experiencias se conviertan en un elemen-
to clave para alcanzar el reuso de activos
de dominio. Respondiendo a las cuestio-
nes abiertas planteadas en [9] sobre cómo
alcanzar beneficios efectivos al compar-
tir datos, nuestro enfoque intenta identifi-
car objetivos de los posibles usos (ej. inte-
roperabilidad, integración, etc.) así como
determinar en qué medida el uso de for-
matos o estándares facilita el reuso, o có-
mo distinguir entre datos/usos potencial-
mente reusables en contexto.
4. Líneas de Investigación y Desa-
rrollo
En investigaciones previas, hemos realizado
amplios avances en lo que respecta al área de
LPSs definiendo y refinando una metodología
de desarrollo a nivel de subdominos. Dentro de
la metodología, hemos presentado sus bases y
diseñado artefactos que se utilizan en el análi-
sis de dominios y en el análisis organizacional
de una LPS [1] y tienen la particularidad de
favorecer el reuso basado en una taxonomía de
servicios. Es precisamente esta ventaja la que
nos permitió luego realizar extensiones hacia
otros subdominios. De esta forma hemos po-
dido así avanzar en el desarrollo de múltiples
LPSs basadas en la jerarquía de dominios de-
finida.
14https://azure.microsoft.com/
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5. Resultados Obteni-
dos/Esperados
El objetivo principal de la línea de investi-
gación es desarrollar técnicas y herramientas
que mejoren los procesos y técnicas aplicadas
a la explotación de grandes volúmenes de da-
tos, favoreciendo el desarrollo de ambientes
inteligentes que permitan reusabilidad.
Previamente, hemos trabajado en el área de
Líneas de Productos, donde hemos definido
y aplicado nuevos métodos y técnicas para
la creación de LPSs con soportes inteligentes
dentro del dominio geográfico que contemplan
las particularidades de los subdominios inclui-
dos. A su vez, hemos realizado formalizacio-
nes de reglas y patrones para soportar el desa-
rrollo asistido, de manera que sean lo suficien-
temente generales para ser aplicados en otros
subdominios geográficos.
En la presente investigación, se esperan
aplicar estos resultados previos para extender
e instanciar el modelo presentado en este ar-
tículo. Éste se validará en casos de predicción
de calidad del agua en golfos de la Patagonia
(San Jorge, San Matías) y en ríos (Río Limay,
Río Negro), midiendo el grado de extensibili-
dad y reusabilidad de los modelos.
6. Formación de Recursos Huma-
nos
El proyecto reúne a 13 investigadores, en-
tre los que se cuentan docentes y alumnos de
UNComa, y colaboradores. A su vez, cuenta
con dos doctores y un magister. Varios de los
docentes-investigadores de GIISCo-UNComa
han terminado o se encuentran próximos a ter-
minar carreras de postgrado. Uno de ellos se
encuentra finalizando su doctorado en el trans-
curso de este año, en el área Gestión de Varia-
bilidad. A su vez varios de los integrantes se
encuentran finalizando sus tesis de grado. Por
último, este año seguiremos con la supervisión
del trabajo de 2 becarios EVC-CIN.
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Resumen 
El paradigma de Computación 
Orientada a Servicios (SOC), promueve el 
desarrollo de aplicaciones distribuidas en 
ambientes heterogéneos, que son 
construidas ensamblando o componiendo 
servicios reusables, que se publican a 
través de una red y se acceden mediante 
protocolos específicos. SOC ha sido 
ampliamente adoptado con la tecnología 
de Servicios Web. Existen diferentes 
estilos de Servicios Web que amplían las 
oportunidades de reuso, pero generan un 
desafío de recuperabilidad en torno a la 
evaluación de servicios heterogéneos, 
considerando sus tecnologías subyacentes 
distintivas. Entre los estilos se encuentran 
los servicios SOAP (con descripciones 
WSDL) y los servicios RESTful (con 
múltiples lenguajes de descripción tal 
como WADL, OpenAPI, etc.). Para 
afrontar estos desafíos se definió un 
mecanismo de reuso aplicando 
Razonamiento basado en Casos (CBR) 
sobre un Metamodelo de Servicios 
Heterogéneos que permite la evaluación y 
composición de servicios. Se ha 
establecido un mapeo de las descripciones 
de servicios de los diferentes estilos hacia 
el Metamodelo, para extender en forma 
transparente la recuperabilidad de los 
servicios de terceras partes de distintos 
estilos y tecnologías. 
Palabras Clave: Ingeniería de Software 
basada en Reuso – Software Orientado a 
Servicios – Servicios Web – WSDL – REST. 
 
Contexto 
La línea presentada se inserta en el 
contexto de los siguientes proyectos y 
acuerdos de cooperación: 
 04/F009-2: “Reuso Orientado a 
Servicios – Parte II”. Financiado por 
UNCo. (2017-2021). 
 PIP GI 11220170100951CO: 
“Construcción de Líneas de Productos 
Software guiada por Estándares de 
Dominio”. Financiado por CONICET. 
(2018-2021). 
 PICT-2017-1725: “Extensión de 
Metamodelos de Aplicaciones 
Orientadas a Servicios para 
Descripción, evaluación y despliegue 
de Servicios en la Nube”. Financiado 
por ANPCyT. (12/2018-12/2021). 
 Investigaciones conjuntas con 
ISISTAN-UNICEN, Tandil. 
 Acuerdo de Cooperación con el Grupo 
Alarcos, Escuela Superior de 
Informática, Universidad de Castilla-
La Mancha, España. 
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Introducción 
 
Actualmente la industria de software 
observa cómo mediante el reuso de 
software se puede alcanzar un proceso de 
desarrollo de software acelerado y 
confiable al basarse en artefactos software 
que ya han sido probados en diferentes 
contextos de aplicación. Para ello se 
adopta el concepto denominado 
“tercerización”, por medio del cual se 
acuerdan contratos para adquisición y 
provisión de artefactos software reusables 
y se establecen relaciones comerciales 
entre vendedores y clientes. Por lo tanto, 
desde el punto de vista de un cliente 
implica la posibilidad de acelerar el 
desarrollo de un producto software para 
reducir el lanzamiento al mercado, y 
desde el punto de vista de un proveedor 
implica la posibilidad de observar sus 
productos con una perspectiva nueva que 
los coloque dentro del mercado de 
artefactos reusables. 
Un paradigma que promueve 
fuertemente el reuso de software se 
denomina Computación Orientada a 
Servicios (SOC), donde la funcionalidad a 
ser reusada adopta la forma de servicios, o 
unidades lógicas que presentan entornos 
heterogéneos de ejecución y pueden ser 
ensambladas para formar otras unidades 
lógicas de mayor nivel de abstracción que 
resuelvan (directamente o en parte) los 
procesos de negocios para un contexto de 
aplicación [SH05,PTDL07]. El paradigma 
SOC encontró una plataforma potencial 
de aprovechamiento mediante la Web, 
desde donde se desarrolló la tecnología de 
Servicios Web [NSS03, Wetal05], con 
notaciones formales específicas para la 
descripción las interfaces de servicios. Así 
el paradigma SOC bajo la implementación 
con Servicios Web ha logrado su amplia 
adopción en la industria, principalmente 
bajo la flexibilidad de ejecución remota 
que permite descentralizar aún más los 
procesos de negocios de las compañías, 
con la ventaja de que las plataformas 
específicas de ejecución se encuentran 
ocultas, por lo cual no se requiere de 
inversiones adicionales en tecnología 
(incluyendo costos y esfuerzo de 
aprendizaje), al adquirir funcionalidad de 
terceras partes. El beneficio que la 
tecnología de Servicios Web provee al 
paradigma SOC se ha denominado 
“relación sin responsabilidad”, donde una 
aplicación cliente no requiere asumir 
cómo se ha implementado el servicio con 
el que se comunica. Sin embargo, los 
proveedores de servicios tienen la 
responsabilidad de evaluar la calidad de 
los productos ofrecidos como servicios y 
los consumidores de servicios a su vez 
deben ser capaces de identificar tal 
calidad que influirá sobre las aplicaciones 
en desarrollo. 
El funcionamiento concreto del 
paradigma SOC se basa en la Arquitectura 
orientada a Servicios (SOA) [SH05] que 
se encuentra compuesta por tres actores 
principales: un proveedor, un consumidor 
y un registro de servicios; donde el 
proveedor desarrolla y publica servicios 
en el registro, para que luego el 
consumidor busque servicios y establezca 
una comunicación con el proveedor. Sin 
embargo, la búsqueda de servicios 
publicados en un registro UDDI  (según la 
tecnología de servicios Web) [OASIS04], 
en general requiere invertir un esfuerzo 
considerable para distinguir servicios 
candidatos que satisfagan los 
requerimientos de la aplicación cliente 
[NSS03, Wetal05]. En particular, cuando 
varios candidatos ofrecen funcionalidades 
similares se requieren métodos eficientes 
de selección de servicios que discriminen 
tanto aspectos funcionales como no-
funcionales, considerando además las 
interacciones válidas para un servicio 
candidato en función de los procesos de 
negocio que implementará la aplicación 
cliente. En particular el ensamblaje de 
servicios considerando procesos de 
negocio e interoperabilidad de servicios 
plantea el uso de dos conceptos de 
reciente investigación: Orquestación y 
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Coreografía de servicios [P03, Wetal05]. 
El primero relacionado a una aplicación 
particular que describe un proceso de 
negocios específico, y el segundo 
relacionado a las interacciones válidas que 
pueden ocurrir entre distintos servicios 
predestinados a intervenir en una 
colaboración. 
Los Servicios Web pueden ser 
desarrollados mediante diferentes estilos 
distintivos, entre los cuales se encuentran 
los servicios SOAP y los servicios 
RESTful. Los servicios SOAP se 
describen mediante el lenguaje WSDL 
(Web Service Description Language) que 
permite especificar las operaciones e 
intercambio de mensajes para un Servicio 
Web. Existen diferentes versiones del 
lenguaje WSDL (1.0, 1.1, 2.0), siendo la 
versión WSDL 2.0 definido como 
estándar OMG. Los servicios SOAP se 
consideran servicios “grandes”, debido a 
que el intercambio de mensajes se realiza 
por medio de documentos XML, que 
también es la base para el lenguaje 
WSDL. Esto hace que se deba afrontar 
una sobrecarga de transferencia de 
archivos. Los servicios RESTful se 
pueden describir mediante diferentes 
lenguajes que intentan solventar la 
sobrecarga mencionada, mediante el 
intercambio de mensajes livianos, 
generalmente usando JSON o YAML. El 
primer intento de notación para REST fue 
WADL (Web Application Description 
Language) como analogía de WSDL, y 
también basado en XML. La industria ha 
propuesto diferentes lenguajes, entre los 
que se encuentra OpenAPI/Swagger, 
REST API Modeling Language (RAML), 
o MIT’s API Blueprint, entre otros. 
Evaluar y consumir tal variedad de 
servicios heterogéneos podría reducir el 
espacio de solución de los servicios a 
consumir, de acuerdo con la tecnología 
que se pueda soportar. De este modo, la 
amplia gama de servicios probablemente 
reusables, se vuelve seriamente limitada. 
Para ello, hemos desarrollado un 
Metamodelo de Servicios Heterogéneos 
basado en estándares para ampliar la 
gama de compatibilidad de servicios de 
diversas tecnologías, que pudieran ser 
potenciales candidatos para aplicaciones 
consumidoras. Los principales estándares 
para la descripción del servicio incluyen: 
WSDL 2.0, WADL y OpenAPI, 
considerando así ambos estilos de 
servicios, basados en SOAP y REST. 
En función del Metamodelo de Servicios 
se ha construido un proceso de 
Razonamiento basado en casos (CBR) 
para la evaluación y selección de 
servicios. CBR resuelve problemas 
utilizando o adaptando soluciones a 
problemas antiguos [RS13], gracias a la 
función de similitud utilizada para 
cuantificar la semejanza entre un par de 
casos (Liao et al., 1998). basados en 
servicios, evaluando las descripciones de 
la interfaz WSDL. El Metamodelo de 
Servicios permite representar información 
de servicios candidatos heterogéneos 
como casos reutilizables. Los nuevos 
casos se pueden resolver a partir de varios 
casos similares anteriores, que se 
recuperan mediante funciones de similitud 
basadas en diferentes algoritmos K-nn 
configurables. El proceso CBR junto con 
el Metamodelo de Servicios proveen 
soporte a la selección de servicios 
heterogéneos, agnósticos a la tecnología 
de una manera transparente. Esto 
aprovecha nuestro proceso CBR como un 
enfoque de gestión del conocimiento, para 
capturar y enriquecer el conocimiento 
obtenido de las selecciones sucesivas de 
servicios. 
Líneas de Investigación, 
Desarrollo e Innovación 
 
El perfil de esta línea puede definirse en 
base a las actividades de investigación y 
transferencia, a las que da soporte el 
grupo GIISCo. Los temas específicos 
consideran los desafíos diferentes 
asociados al crecimiento de la Tecnología 
de la Información y las Comunicaciones.  
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Actualmente, abordamos los siguientes 
aspectos: 
 
 Compatibilidad y selección de 
servicios.  
 Adaptación y Composición de 
servicios. 
 Complejidad y legibilidad de 
servicios 
 Refactorización de servicios 
 Testing de servicios.  
 Herramientas para evaluación, 
selección, composición y testing de 
servicios. 




Resultados y Objetivos 
En [FCGMRAC20] hemos enumerado 
una serie de contribuciones anteriores. 
Durante el año 2020, hemos profundizado 
la investigación en aspectos de evaluación 
de compatibilidad y complejidad de 
servicios, generando métodos y 
herramientas enfocados en las interfaces y 
comportamiento dinámico de los servicios 
[GF19]. 
Las líneas de investigación convergen en 
el tratamiento del desarrollo de software 
basado en el reuso de servicios desde la 
perspectiva de las aplicaciones orientadas 
a servicios. Una aplicación orientada a 
servicios implica una solución de negocio 
que consume servicios de uno o más 
proveedores y los integra en un proceso 
de negocio [SW04]. Además puede verse 
como una aplicación basada en 
componentes que integra dos tipos de 
componentes: internos localmente 
empotrados en la aplicación, y externos 
estática o dinámicamente enlazados a 
algún servicio [CMZC14]. El 
Metamodelo de Servicios Heterogéneos 
habilita la posibilidad de reusar Servicios 
Web de diferentes estilos y tecnologías, 
extendiendo las oportunidades para la 
solución de aplicaciones cliente. Las 
capacidades que están desarrollando para 
la composición de servicios heterogéneos 
abren otro abanico de posibilidades 
cuando los servicios candidatos 
recuperados no proveen las 
funcionalidades requeridas. El 
Metamodelo de Servicios ha sido 
complementado con nuestro framework 
para evaluación y selección de servicios 
desarrollado en trabajo previos 
[GRLFMCZ18]. Por otro lado la 
refactorización de servicios basado en 
métricas de complejidad permite no 
solamente la adecuación de Servicios 
Web que un proveedor ofrece, sino 
también la posibilidad de estudiar 
escenarios de composición de servicios, 
para validar nuestra propuesta. Se prevee 
la aplicación de estos modelos y las 
herramientas de soporte a dominios 
específicos, con particular énfasis en 
aquellos que requieran rigurosidad como 
aporte de validación efectiva. La visión de 
esta línea de investigación se resume en: 
 
“Definir técnicas y herramientas para la 
mejora del desarrollo de software, en 
función del reuso de servicios web. La 
definición de modelos de evaluación, 
selección y refactorización de servicios, y 
la posibilidad de composición de 
servicios”. 
 
Formación de Recursos 
Humanos 
 
Este proyecto se compone de 11 
investigadores, entre los que se cuentan 
docentes y estudiantes del Grupo GIISCo 
de UNComa y asesores externos. Algunos 
de los docentesinvestigadores se 
encuentran realizando carreras de 
postgrado. Se cuenta actualmente con 3 
doctores (1 investigador adjunto y 1 
investigador asistente CONICET), 2 
doctorandos y 1 maestrando entre los 
miembros del proyecto. Dirección de 
Tesis durante 2020: Postgrado (4 tesis), 
Grado (4 tesis).  
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Hace casi dos décadas las organizaciones 
trabajan y realizan un enorme esfuerzo para 
mantenerse en un entorno global, altamente 
competitivo y cambiante. Continuamente, se 
les exige tomar decisiones estratégicas para 
poder permanecer, de manera exitosa y 
rentable, en este turbulento mercado. La toma 
de decisiones conlleva a la conversión de datos 
en información y de información en 
conocimiento. Requiere la sincronía de 
muchos especialistas y de especialidades 
dentro de una organización. Esta 
transformación representa un desafío a diario, 
ya que tienen que lidiar con grandes cantidades 
de datos que a menudo se generan en las 
operaciones cotidianas.   
La analítica e inteligencia de negocios se han 
convertido en una apuesta tecnológica que las 
organizaciones y empresas líderes deberían 
adoptar. A través de sus técnicas y 
herramientas ofrecen la gestión del 
conocimiento, permitiendo a las 
organizaciones responder dinámica y 
rápidamente al vertiginoso mercado en el cual 
se desenvuelven. Las nuevas tecnologías y 
capacidades informáticas que se han ido 
desarrollando al pasar los años, permiten que 
la inteligencia y analítica de negocios, 
comúnmente conocidas como Business 
Intelligence (BI) y Business Analytics (BA), 
respectivamente, puedan aplicarse satisfactoria 
y exitosamente en tareas cotidianas de una 
organización, convirtiéndose en las principales 
causas de grandes ventajas competitivas. 
Por lo tanto, atendiendo a estas necesidades de 
gestión de la información por la cual transitan 
actualmente las organizaciones regionales, y 
observando la debilidad en la actual currícula 
académica, este trabajo propone determinar 
cómo los Sistemas de Inteligencia de Negocios 
(SIN) aportan a los Sistemas de Información 
Organizacionales (SIO), para la toma de 
decisiones. 
 
Palabras Claves: Sistemas de Información, 
Toma de Decisiones, Analítica de Negocios, 




El presente trabajo se encuentra enmarcado en 
el proyecto “Aporte de los Sistemas de 
Inteligencia de Negocios a los Sistemas de 
Información Organizacionales para la Toma de 
Decisiones”, presentado en la convocatoria del 
Consejo de Investigaciones Científicas y 
Técnicas y de Creación Artística (CICITCA) 
de la Universidad Nacional de San Juan, para 
ser desarrollado durante el período 
comprendido entre 01/01/2020 al 31/12/2022.  
Las tareas de investigación se desarrollan en el 
Laboratorio de Sistemas de Información, en el 
ámbito del Instituto de Informática de la 
Facultad de Ciencias Exactas, Físicas y 
Naturales, UNSJ.  
El grupo de investigación se encuentra 
conformado por integrantes de distintas 
disciplinas (Informática, Matemática, 
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Estadística, Administración de Empresas y 
Abogacía) que, en su mayoría, cuentan con una 
experiencia de más de 20 años en la disciplina 
que les compete.  
Desde el año 1995 hasta el 2010 la línea de 
investigación estuvo orientada a la gestión de 
los Sistemas de Información (SI). Luego, en el 
año 2011 se puso énfasis en los fundamentos 
conceptuales de los SI, pudiendo identificar las 
restricciones que existen en los SI. Se continuó 
estudiando la crisis por la que transitaba la 
disciplina al confundir los SI con Tecnologías 
de Información (TI). Posteriormente se trabajó 
en la construcción de un modelo disciplinar, 
basado en constructos. Desde el año 2016 se 
vienen identificando y caracterizando los 
modelos conceptuales que aportarán 
conocimiento a los SI.  
Si bien el eje central del equipo de trabajo 
sigue siendo los SI, actualmente se ha 
redireccionado la investigación a estudiar el 
aporte de la Inteligencia Artificial, 
específicamente la adquisición de 
conocimiento a través de los Sistemas de 
Inteligencia de Negocio, a los Sistemas de 
Información Organizacionales, lo cual permite 





En los tiempos que corren, la necesidad de las 
organizaciones por lograr una mejora continua 
en sus procesos de negocio, juega un rol 
protagónico y decisivo. A su vez, aquellas 
organizaciones categorizadas como empresas 
tienen que enfrentarse a nuevos modelos 
económicos, obligadas a realizar frecuentes 
cambios, tratando de acercarse todo lo posible 
a sus consumidores. Deben dedicar gran parte 
de su tiempo y de sus recursos, económicos y 
humanos, a la obtención, procesamiento, 
aplicación y proyección de la información. 
Inmersas dentro de la Ciencia de los Datos, BI 
y BA son dos de las tendencias actualmente 
consideradas como muy beneficiosas para una 
organización. Esto se debe a que, utilizadas 
adecuadamente, pueden presentar ventajas 
competitivas, permitiéndole conocer, con alta 
precisión, su estado actual y, en base a la 
información presentada, ser capaces de 
pronosticar futuros comportamientos del 
mercado y llevar a cabo acciones proactivas en 
base a análisis predictivos y prescriptivos. En 
la actualidad, estos conceptos, están ganando 
fuerte reconocimiento y popularidad, aunque 
no son nuevos ni de reciente aparición, 
especialmente BI.  
BI hace referencia al manejo optimizado de los 
datos que almacena, recopila y analiza una 
organización, siendo capaz de transformarlos 
en decisiones estratégicas que permitan el 
diseño de acciones orientadas a alcanzar el 
éxito empresarial (López Benítez, 2018). Los 
elementos en que se sustenta la 
conceptualización de Inteligencia de Negocios 
son los Sistemas de Información, los 
mecanismos de innovación y los procesos de 
toma de decisiones. En cada uno de ellos se 
implementan estrategias que pueden llevar a la 
organización a adquirir conocimiento y a 
mejorar la manera en que este incrementa el 
valor de los productos y servicios que se 
ofrecen (Ahumada Tello y Perusquia Velasco, 
2015). 
La industria global gasta en software BI un 
promedio anual de 14 billones de dólares. 
Gartner Group pronosticó que en el 2018 más 
de la mitad de las grandes organizaciones de 
todo el mundo competirán utilizando 
Advanced Analytics (AA) y algoritmos 
propietarios, causando volúmenes de análisis 
de datos a gran escala. Además, se pronosticó 
que para el 2020 el segmento de más rápido 
crecimiento en el mercado analítico será el de 
BI, representando más del 40% de las nuevas 
inversiones en una empresa (Gartner Group, 
2016). Asimismo, se había previsto que las 
empresas inviertan un 30% más en Inteligencia 
Artificial (AI) en 2017 que en 2016 a fin de que 
el aprendizaje automático pudiera potenciar el 
análisis de datos a una escala superior a la 
humana. Con ello se busca impulsar decisiones 
más rápidas y acertadas en marketing, 
comercio electrónico, gestión de productos, 
entre otros, ayudando a cerrar la brecha entre 
los supuestos y la acción (Evelson y Bennett, 
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2017). En el 2021, el mercado de BI moverá 
alrededor de los 23.100 millones de dólares y 
crecerá a ritmos anuales del 7,6% entre 2020 y 
2025 (Dir&Ge, 2020). 
También, BA se ha convertido en una frase de 
moda en la era actual de la economía. 
Principalmente, la proliferación del uso de 
Internet y las tecnologías de la información han 
convertido el BA en un área de aplicación 
sólida. Es imposible negar su importancia y su 
impacto en las TI, en los métodos cuantitativos 
y en las Ciencias de las Decisiones (Cegielski 
y Jones-Farmer, 2016). Tanto en las industrias 
como en el ámbito académico se busca 
contratar personas con talento en estas áreas, 
con la esperanza de desarrollar competencias 
organizacionales que les permitan obtener y 
mantener ventajas competitivas frente al 
mercado (Chahal, J. Jyoti y J. Wirtz (ed.), 
2019). 
Hawley plantea a la BA desde otro punto de 
vista. Se centra más en comprender la cultura 
organizacional que en la mera tecnología. 
Propone que, para una implementación y 
aprovechamiento exitoso de los beneficios de 
la analítica de negocios, se debe tener 
conocimiento de la motivación de una 
organización, sus fortalezas y debilidades 
(Hawley, 2016). 
En cuanto a SI, Peña los define como un 
conjunto de elementos interrelacionados con el 
propósito de prestar atención a las demandas 
de información de una organización, para 
elevar el nivel de conocimientos que permitan 
un mejor apoyo a la toma de decisiones y 
desarrollo de acciones (Peña, 2006). Otros 
autores lo definieron como un conjunto de 
elementos que interactúan entre sí con el fin de 
apoyar las actividades de una empresa o 
negocio. En un sentido amplio, un SI no 
necesariamente incluye equipos electrónicos 
(hardware). Sin embargo, en la práctica se 
utiliza como analítica de sinónimo de “Sistema 
de Información Computarizado” (Cohen y 
Asín Lares, 2005). 
Por último, como estos sistemas se encuentran 
inmersos en la organización, cabe mencionar 
su definición. Así Chiavenato (2000) lo define 
como la coordinación de diferentes actividades 
de contribuyentes individuales, con la 
finalidad de efectuar intercambios planteados 
con el ambiente.   
Por lo tanto, BI considerada como una 
especificidad de la Ciencia de los Datos, 
puntualmente como una especificación de la 
IA para el Negocio, viene a ofrecer esta gestión 
del conocimiento. Se presenta como un 
conjunto de procesos, aplicaciones y 
tecnologías que facilitan la obtención rápida y 
sencilla de datos provenientes de distintos 
Sistemas de Información Organizacionales 
(SIO). Los datos analizados e interpretados, se 
transforman en conocimiento apropiado para la 
toma de decisiones organizacionales.  
Además, uno de los objetivos de los SI es 
brindar información que provea soporte a la 
toma de decisiones en la organización. A su 
vez, uno de los objetivos de BI es la 
recolección y procesamiento de datos, de tal 
manera que puedan ser utilizados para generar 
y mantener estrategias que brinden ventajas 
competitivas. Se puede decir que los SI utilizan 
BI para procesar la información y luego recibir 
una respuesta concreta y acertada del mismo. 
Al mismo tiempo, los SIN utilizan los SI como 
una herramienta para poder, justamente, 
procesar estos datos que recolecta (Dedić N., y 
Stanier C., 2016). Entonces, los SIN son, a fin 
de cuentas, SI con un objetivo principal de 
apoyar la toma de decisiones. 
Leslie Bell-Friedel menciona: “la tecnología 
está y los datos también, el problema radica en 
que las organizaciones desconocen cómo 
explotarlos de la mejor manera posible o 
ignoran el potencial beneficioso de la 
aplicación de estos conceptos” (Bell-Friedel, 
2017). 
 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Para enfrentar el mercado fluctuante y 
dinámico, las organizaciones deben actuar con 
prudencia al optimizar sus recursos y al tomar 
decisiones estratégicas. El conocimiento 
logrado, y su posterior gestión puede ser su 
principal ventaja competitiva. Heavin, Daly y 
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Adam planteaban que la habilidad de una 
organización para administrar el conocimiento 
es esencial en términos de su desarrollo y como 
un activo estratégico (Heavin, Daly y Adam, 
2014). 
Consecuentemente, el equipo de investigación, 
considera la temática propuesta de relevancia 
social, organizacional y que además posee 
implicancias prácticas, altamente propicia 
debido a que actualmente Argentina cuenta 
con políticas de estado tales como Argentina 
Innovadora 2020 y 2030, Ley de Promoción de 
la Economía del Conocimiento, Industria 4.0, 
Plan de Inteligencia Artificial, entre otras. 
Precisamente, San Juan posee polos 
tecnológicos como Casetic San Juan, Servicios 
Mineros y San Juan TEC, lo cual puede 
tomarse como puntapié inicial para trabajar 
conjuntamente con el estado en la 
sustentabilidad local, aportando conocimiento 
y casos de estudio desde la academia.  
Los autores de este artículo e integrantes del 
proyecto se han dividido en subgrupos, de 
acuerdo a su formación y especialización, y se 
encuentran trabajando en las siguientes líneas 
de investigación y desarrollo: 
● Inteligencia y analítica del negocio. 
● Análisis y procesamiento estadístico de los 
datos. 
● Preservación y legislación de los datos. 
● Sistemas de información organizacionales.  
 
3. RESULTADOS OBTENIDOS/ 
ESPERADOS 
Durante el año 2020, primer año de desarrollo 
del proyecto y debido a las conocidas 
restricciones nacionales y mundiales que rigen 
por la pandemia, el grupo de investigación se 
enfrentó a la dificultad de contar con pocos 
datos provenientes de organizaciones y 
empresas de carácter público y privado. Sin 
embargo, se logró avanzar en la etapa de 
revisión y búsqueda bibliográfica de la 
temática, se pudo obtener un instrumento de 
caracterización de organizaciones locales, sin 
poder validar y refinar aún. Solo se pudieron 
identificar los beneficios y los distintos tipos 
de conocimientos que aportan los SIN a los 
SIO en una empresa de transporte local y en 
una entidad bancaria. Por último, se realizaron 
publicaciones y difusiones en una revista 
internacional y en 6 congresos, nacionales e 
internacionales.    
Para el presente año se espera avanzar en la 
adquisición, tratamiento y análisis de datos 
provenientes de empresas y organizaciones, 
públicas y privadas, y así poder generalizar 
cuáles son los aportes que los SIN hacen a los 
SIO. 
Los resultados del proyecto tienen una 
inmediata transferencia al medio local, 
principalmente a la alta gerencia de 
organizaciones locales de cualquier tipo, y 
a la comunidad científica. Además, se 
trabajará en experimentación y difusión de 
resultados con investigadores de la Facultad 
de Ingeniería de la Universidad de Quindío, 
Colombia y de la Escuela de Ingeniería en 
Transporte, Pontificia Universidad Católica 
de Valparaíso, Chile.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Dentro del grupo de investigación se 
identifican integrantes formándose en: 
● Licenciatura en Ciencias de la 
Computación, UNSJ. 
● Licenciatura en Ciencias de la 
Información, UNSJ. 
● Maestría en Estadística Aplicada, Escuela 
de graduados de la Facultad de Ciencias 
Económicas, UNC. 
● Estancia de formación de docencia e 
investigación, Programa de Movilidad 
Internacional, UNSJ. 
● Doctorado en Ingeniería, Facultad de 
Ingeniería, UNCuyo. 
● Doctorado en Demografía, Escuela de 
graduados de la Facultad de Ciencias 
Económicas, UNC. 
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Resumen 
En este trabajo se presenta una investigación 
que constituye una continuación de los 
proyectos sobre Computación Móvil, llevados a 
cabo en la Universidad Nacional de Santiago del 
Estero (UNSE) de 2012 a 2018, en los cuales se 
lograron resultados vinculados a la eficiencia de 
aplicaciones móviles, el aprendizaje basado en 
dispositivos móviles (m-learning), realidad 
aumentada (RA), tecnologías para discapacidad 
y herramientas y métodos para el desarrollo 
móvil multiplataforma.  
Sobre la base de dichos resultados, se propone 
continuar investigando sobre métodos y 
herramientas para el desarrollo/mantenimiento 
de aplicaciones móviles accesibles e 
inteligentes, orientadas a resolver problemáticas 
en los siguientes dominios: aprendizaje, 
personas con discapacidad y personas del 
colectivo LGBT+.  
La investigación se lleva a cabo por un equipo 
interdisciplinario integrado por informáticos, 
médicos, sociólogos, fonoaudiólogos; como 
también profesionales de la Matemática y de 
Idiomas. La investigación se realiza en 
colaboración con el Ministerio de Salud de la 
Provincia de Santiago del Estero y cuenta con el 
asesoramiento de investigadores de UNLP, 
UNSa y Universidad Paris 8. 
 
Palabras clave: Aplicaciones móviles 
multiplataforma, realidad aumentada, 
inteligencia artificial, accesibilidad, m-learning, 
aplicaciones móviles para personas con 
discapacidad, aplicaciones móviles para 
colectivo LGBT+. 
1 Contexto 
Esta investigación se lleva a cabo en el marco 
del proyecto denominado “Sistemas móviles, 
accesibles e inteligentes para una sociedad 
inclusiva”, del Instituto de Investigaciones en 
Informática y Sistemas de Información (IIISI) 
de la UNSE, financiado por el Consejo de 
Ciencia y Técnica de dicha universidad, durante 
el período enero 2021-diciembre 2024. Es una 
continuación de los proyectos de investigación 
que el grupo de investigadores de Computación 
Móvil de UNSE viene desarrollando desde el 
año 2012. 
A través de este proyecto, se pretende continuar 
la investigación sobre métodos y tecnologías de 
Computación Móvil que permitan proveer 
soluciones innovadoras a problemáticas de 
personas vulnerables, así como también al 
medio ambiente. 
Se propone llevar adelante una investigación 
flexible e interdisciplinaria, relacionando los 
siguientes dominios: Computación Móvil, 
Ingeniería del Software, Inteligencia Artificial, 
Educación y Salud. Teniendo como centro la 
Computación Móvil, se abordará desde ella el 
desarrollo de aplicaciones móviles (Delia, 2017; 
Delia et al. 2018) y, en menor medida, la 
problemática de las redes móviles. 
Para el desarrollo de aplicaciones móviles, 
desde la Ingeniería del Software (IS), se 
estudiarán métodos ágiles (Scrum y MobileRA) 
y diversos frameworks para el desarrollo de 
aplicaciones móviles multiplataforma, nativas y 
web (Xamarin, Ionic, Angular, etc.).  
También dentro de la IS, pero enfocado desde el 
área de Interacción Hombre Máquina, se 
investigarán tecnologías innovadoras de 
interacción, como Realidad Aumentada (RA) 
(Kipper & Rampolla, 2013; Azuma, 2001), 
sintetizadores de voz, modelos 3D animados. 
Además, se abordarán métodos y tecnologías 
para la evaluación de la accesibilidad (Mariño et 
al., 2018; Masri & Lujan, 2010; W3C, 2020) 
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web y móvil, tomando como referencia los 
estándares internacionales y nacionales. 
Desde la Inteligencia Artificial, se investigará 
acerca de la integración de tecnologías de 
Machine Learning (Witen et al., 2017; Chollet, 
2017) en las aplicaciones móviles, definiendo 
modelos de datos, métodos y herramientas que 
permitan un comportamiento inteligente. 
Bajo un enfoque de investigación-acción, se 
desarrollarán prototipos de aplicaciones móviles 
para aprendizaje, entrenamiento auditivo y 
entrenamiento vocal. Las aplicaciones de m-
learning estarán orientadas al aprendizaje de 
temas complejos (de Matemática y 
Programación), el aprendizaje de personas con 
discapacidad y personas que habitan en zonas de 
recursos limitados (Ej. zonas rurales) o personas 
en situación de pobreza. El entrenamiento 
auditivo estará dirigido a personas hipoacúsicas. 
Mientras que el entrenamiento vocal, estará 
dirigido a mujeres transgénero (Gomez Raya, 
2018).  
El grupo de investigadores de Computación 
Móvil (computacionmovil.unse.edu.ar) está 
compuesto por 25 personas provenientes de 
diferentes disciplinas. La propuesta cuenta con 
el asesoramiento del Laboratorio en 
Investigación en Informática LIDI (UNLP), de 
la Facultad de Ciencias Exactas de la UNSa y 
del Laboratorio en Cognición Humana y 
Artificial de la Universidad Paris 8 (Francia). 
2 Introducción 
La propuesta se realiza desde una perspectiva 
general sistémica, retroprospectiva y glocal 
(Morin, 2018; Herrera1). En cuanto a 
retroprospectiva, implica que, ubicado el 
grupo de investigación en el presente, 
considerando sus antecedentes en investigación, 
se propone abordar problemáticas que 
contribuyan en el futuro a lograr una humanidad 
en equilibrio consigo misma y con su ambiente. 
En cuanto a glocal, significa que, ubicado el 
grupo en Santiago del Estero (Argentina), a 
través de la vinculación con redes científicas o 
 
1 La crisis de la Ciencia y la tecnología que ha generado el 
COVID-19. Una mirada desde Francia. Café Con-Ciencia - Dra. 
Susana Herrera - FCID UCSE - https://youtu.be/RG600XKkcrc 
  
en asociación con otros grupos de investigación 
(locales, nacionales e internacionales), se 
contribuirá a resolver problemáticas de la 
comunidad local que también son comunes a 
otras comunidades del planeta. 
Los antecedentes del grupo2 se ubican en el 
dominio de la Ingeniería del Software, en el área 
de Computación Móvil (Talukder et al., 2010). 
La principal línea de trabajo ha sido el 
desarrollo de aplicaciones móviles 
multiplataforma que utilizan técnicas de 
visualización innovadoras como la Realidad 
Aumentada (Herrera et al, 2019; Fennema et 
al., 2018, Herrera et al., 2018; Fennema et al., 
2016; Herrera et al., 2014; Fennema et al., 2014; 
Herrera et al., 2012). A su vez, a través de los 
avances en dicha línea, se ha intentado proveer 
soluciones innovadoras a problemáticas 
presentes en grupos vulnerables, como 
aprendices en zonas rurales aisladas 
(Rocabado et al., 2014) y niños con 
discapacidad (Herrera, 2020). También se han 
provisto soluciones para el aprendizaje de temas 
complejos de Matemática y Programación, y el 
aprendizaje colaborativo en general. Para 
obtener logros significativos en estas temáticas, 
el grupo se ha caracterizado por ser 
interdisciplinario (investigadores provenientes 
de la Informática, de la Salud y de la 
Educación), por contar con el asesoramiento y 
trabajar en colaboración con especialistas de 
otras universidad argentinas y europeas 
(Universidad Nacional de La Plata, Universidad 
Islas Baleares y Universidad Paris 8), por ser 
intergeneracional, por incorporar profesionales 
de la industria del software y por trabajar en 
colaboración con organizaciones del medio (se 
firmaron convenios con el Ministerio de Salud 
de Santiago del Estero, el Servicio de Detección 
Temprana de Hipoacusia de Santiago del Estero 
y el Ministerio de Ambiente y Desarrollo 
Sustentable de la Nación Argentina). 
Hoy nuestro planeta se ve amenazado más que 
nunca por fenómenos complejos de diferentes 
matices (Chomsky, 2020; Morin, 2014): 
biológicos (Ej. Pandemia COVID-19), políticos 
2 computacionmovil.unse.edu.ar 
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(Ej. amenazas de bombas nucleares algunos 
países), sociales (Ej. pobreza que produce 
desequilibrio educativo y nutricional), 
ambientales (Ej. calentamiento global). Algunos 
de estos problemas afectan a todos los seres 
vivos por igual, por ejemplo, el problema de la 
polución que está destruyendo el medio 
ambiente. Pero la mayoría de las problemáticas 
afectan principalmente a las personas más 
vulnerables: personas pobres, personas con 
discapacidad, personas que se encuentran en 
otros grupos que requieren atención especial. 
Considerando estas amenazas locales y 
globales, a través de este proyecto, se pretende 
continuar la investigación sobre métodos y 
tecnologías de Computación Móvil que 
permitan proveer soluciones innovadoras a 
problemáticas de personas vulnerables, así 
como también al medio ambiente (hoy 
vulnerable). Los grupos impactados serían: 
personas con discapacidad (principalmente 
discapacidad auditiva y visual), personas del 
grupo LGBTI+ y aprendices de zonas rurales 
aisladas. En cuanto a las fenoménicas a tratar, en 
general, se abordarán: el aprendizaje, el 
entrenamiento auditivo y el entrenamiento 
vocal. En cuanto al aprendizaje, principalmente 
se abordará el aprendizaje de disciplinas que 
involucran aprendizajes complejos, como 
Matemática y Programación; y también se 
abordará el aprendizaje de conceptos 
ambientales. Todo esto permitirá que la 
investigación en Computación Móvil 
contribuya a una educación inclusiva para un 
mundo sustentable. 
Para atender dichas problemáticas, se propone 
llevar adelante una investigación amplia y 
flexible en los campos de Ingeniería del 
Software, Computación Móvil e Inteligencia 
Artificial. Su objetivo general consiste en 
optimizar la accesibilidad e inteligencia de las 
aplicaciones móviles, mediante el estudio de 
métodos y tecnologías innovadoras de 
desarrollo y de interacción.  Por lo tanto, las 
principales variables a abordar serán la 
inteligencia y la accesibilidad de aplicaciones 
móviles. Además, se evaluará el impacto de 
estas aplicaciones en el aprendizaje y en el 
entrenamiento auditivo y en el entrenamiento 
vocal de personas con discapacidad 
(principalmente auditiva y visual) y del 
colectivo LGBTI+. Dentro de las tecnologías 
de interacción innovadoras, se continuará con 
los estudios sobre Realidad Aumentada y con 
el uso de sintetizadores de voz. 
3 Líneas de investigación y desarrollo 
Para llevar adelante la propuesta, se identifican 
diferentes líneas de trabajo integradas por 
personas provenientes de diferentes disciplinas. 
Dichas líneas trabajarán interactuando entre sí, 
teniendo cada una sus objetivos bien definidos y 
sus responsables: 1) Ingeniería del Software, 
Computación Móvil e Inteligencia Artificial, 2) 
Investigación en Informática, Salud y 
Educación, 3) Accesibilidad de Aplicaciones 
Web y Móviles, 4) Aplicaciones móviles para el 
colectivo LGBTI+.  
Las líneas 1 y 2 constituyen el soporte del resto 
de líneas del proyecto. Líneas 3 y 4, abordan 
temáticas más específicas. Podrán agregarse 
(durante los 4 años) líneas referidas a 
desarrollos específicos para los dominios salud 
o medioambiente, del tipo de la línea 4.   
La línea 1 trata los métodos, técnicas y 
herramientas de la Ing. del Software, de la 
Inteligencia Artificial y de Redes Móviles que 
se aplican al desarrollo de aplicaciones móviles. 
Usando investigación acción, se investigan estos 
elementos mientras se desarrollan 
aplicaciones para entrenamiento/aprendizaje de 
personas con discapacidad y para m-learning en 
general. El grupo está integrado por 
especialistas en Informática.  
La línea 2 da soporte a todos los procesos de 
investigación que se desarrollan en el proyecto, 
determinando en cada caso el enfoque de 
investigación a utilizar (cuantitativos, 
cualitativos y mixtos), hipótesis y diseños 
experimentales o trabajos de campo. La 
selección dependerá si la investigación impacta 
sobre la Informática o sobre la Salud o sobre la 
Educación. El grupo está integrado por 
especialistas en Investigación, en Educación y 
en Salud.  
La línea 3 trata las normativas, métodos, 
técnicas y herramientas relacionadas con una de 
las variables principales del proyecto: la 
accesibilidad. Esta línea trabaja en general sobre 
las personas con discapacidad y la accesibilidad 
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web y la accesibilidad académica. El grupo está 
integrado por especialistas en Informática y en 
Educación.  
La línea 4 trata del desarrollo de aplicaciones 
móviles para el colectivo LGBTI+, abordando 
principalmente el entrenamiento vocal de las 
mujeres transgénero (o trans). El grupo está 
integrado por especialistas en Informática y en 
Salud. 
4 Resultados esperados 
Se espera generar nuevo conocimiento 
científico-tecnológico en Informática 
(Computación Móvil, Ingeniería del Software, 
Interacción Hombre Máquina), relativos a: 
• Ingeniería del Software: métodos y 
tecnologías blandas para el desarrollo de 
aplicaciones móviles accesibles e 
inteligentes (multiplataforma, nativas y 
web) con y sin RA.  
• Accesibilidad Web y Móvil: pautas 
metodológicas para evaluación y 
construcción de software. 
• M-leraning: diseño de prácticas innovadoras 
usando las aplicaciones desarralladas 
(AlgeRA, ImaColab, Matemática y Sonidos, 
etc.). 
En cuanto a productos software, se esperan los 
siguientes resultados: 
• Se ampliarán y optimizarán las siguientes 
aplicaciones móviles con RA (agregando 
inteligencia y accesibilidad): AlgeRA (m-
learning) y Matemática y Sonidos (m-
learning y entrenamiento auditivo).  
• Se optimizará la siguiente aplicación móvil 
nativa sin RA (agregando inteligencia): 
Comunicador para niños con parálisis 
cerebral.  
• Se desarrollará una aplicación móvil 
multiplataforma inteligente sin RA para 
entrenamiento vocal de mujeres 
transgénero. 
Se desarrollará una aplicación móvil 
multiplataforma sin RA para aprendizaje de 
contenidos medioambientales de jóvenes 
vulnerables (Programa Haciendo Lio del 
Ministerio de Ambiente de la Nación). M-
learning: se diseñarán e implementarán 
experiencias, con y sin RA, y sus impactos en la 
motivación intrínseca. Se optimizarán las 
aplicaciones de m-learning AlgeRA e 
ImaColab. 
5 Formación de recursos humanos 
La concreción de este proyecto contribuirá a la 
formación y capacitación de los investigadores, 
estudiantes de grado y de posgrado 
involucrados. Incentivará a los alumnos de la 
Lic. en Sistemas de Información a iniciarse en 
las actividades de investigación y favorecerá la 
realización de trabajos finales de grado y 
posgrado en las líneas de investigación de este 
proyecto. 
Esta investigación contribuye al desarrollo de 
dos tesis doctorales en Informática (UNLP), una 
tesis doctoral en Educación (UNSE), una tesis 
de Maestría en Informática Educativa (UNSE), 
y varios trabajos finales de grado de la 
Licenciatura en Sistemas de Información 
(UNSE). 
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RESUMEN
El III-LIDI (Instituto de Investigación en
Informática  LIDI)  posee  una  línea  de
investigación  orientada  a  la  calidad  de
software,  mejora  de  procesos  y
gobernanza digital.
Los temas relacionados con la calidad de
software abarcan, la evaluación de calidad
de  producto  y  calidad  de  datos  y  la
viabilidad  de  la  aplicación  de  los
estándares  internacionales  ISO/IEC  en
base  de  datos  de  organismos  públicos  y
privados.  Por  otro  lado,  la  línea  abarca
conceptos  relacionados  con  gobernanza
digital,  implementando  soluciones  e-
democracia  y  analizando  técnicas  de
innovación  en  ciudades  inteligentes
sostenibles.
Palabras Claves
Ingeniería  de  Software  –  Calidad  del
proceso – Calidad del producto – Calidad
de  Datos  -  Normas  de  Calidad  –  ISO -
Gobernanza Digital 
CONTEXTO
Esta línea de investigación se enmarca en
el  proyecto  “11/F023  Metodologías,
técnicas  y  herramientas  de  Ingeniería  de
Software  en  escenarios  híbridos.  Mejora
de  proceso”  y  en  el  subproyecto
“Gobernanza  Digital.  Mejora  de
Procesos” (2018-2021), acreditado por el
Ministerio de Educación de la Nación.
Además,  se  ha  desarrollado  el  proyecto
“Calidad  de  Datos”  aprobado  por  la
Facultad de Informática UNLP.
El  Instituto  posee  diversos  acuerdos  de
cooperación con varias Universidades de
Argentina y del  exterior  y con empresas
privadas del sector, interesadas en mejorar
sus  procesos  de  desarrollo  aplicando
mejoras. Asimismo, participa en proyectos
internacionales,  entre ellos CAP4CITY y
del Consorcio CC&BD&ET.
1. INTRODUCCION
Dentro  del  proyecto,  se  destacan  los
siguientes ejes principales:
 
1 – Ciudades Inteligentes Sostenibles 
Generalmente, se relaciona el concepto de
ciudades  inteligentes  con  el  uso  de  la
tecnología  en  el  desarrollo  de  las
actividades de la ciudad, pero en realidad
es  mucho  más  que  eso.  Según  [1] las
ciudades  inteligentes  sostenibles  (CIS)
representan  las  últimas  etapas  de
progresión a través de ciudades digitales y
ciudades  inteligentes,  consideradas  como
un  proceso  transformador  continuo,
basado  en  la  colaboración  y  el
compromiso  de  diferentes  actores,
construyendo  diferentes  capacidades
(humanas,  técnicas  e  institucionales)  de
manera  de  mejorar  la  calidad  de  vida,
proteger los recursos naturales y perseguir
el  desarrollo  socioeconómico.  La  Unión
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Internacional  de  Telecomunicaciones
(UIT)  de  la  ONU, estableció  una  de las
definiciones pioneras de ciudad inteligente
sostenible:  "Una  ciudad  inteligente
sostenible  es  una ciudad innovadora que
utiliza  tecnologías  de  información  y
comunicación (TIC), y otros medios, para
mejorar la calidad de vida, la eficiencia de
la operación y los servicios urbanos y la
competitividad, al tiempo que se garantiza
que  satisfaga  las  necesidades  de  las
generaciones,  presentes  y  futuras,  con
respecto  a  los  aspectos  económicos,
sociales, ambientales y culturales". 
Las  CIS  se  componen  de  cinco  pilares:
Social,  Económico,  Ambiental,
Gobernanza  e  Infraestructura  Urbana,
para los que se requiere la prestación de
servicios  públicos  que  satisfagan  las
necesidades de sus ciudadanos [2]
En este caso desde el  proyecto se busca
generar  técnicas  y  herramientas  que
permitan  lograr  una  participación
ciudadana en este tipo de procesos. 
Los organismos ponen a disposición de su
comunidad  grandes  volúmenes  de  datos
abiertos  con  el  fin  de  que  aquellos
interesados  en  la  temática  puedan
procesarlo y generar aportes en el proceso
de mejora de la ciudad. Pero al momento
de  acceder  a  los  datos,  aparecen
diferencias  técnicas  como  formatos  de
archivos, estructura del archivo, nombres
de columnas, tipos de datos, magnitudes,
etc.,  que  dificultan  y  en  algunos  casos
imposibilitan el análisis de la información.
Por  lo  que  se  estudian  técnicas  y
herramientas  para  la  vinculación  de  los
datos de los portales gubernamentales y se
han realizado herramientas para de gestión
de portales institucionales, enfatizando en
las  características  que  hacen  a  este
concepto.  Al  mismo  tiempo  ha
desarrollado  un  sistema  que  permite  la
generación  de  indicadores  basados  en
datos  abiertos,  aplicado a datos  públicos
de medio ambiente.[3]
Otras  de  las  líneas  del  proyecto
relacionadas con las CIS son los servicios
de voto por internet, facilitando el proceso
de  elecciones  a  diferentes  organismos
públicos y privados. 
La definición de CIS incluye el concepto
de “innovación”,  en este sentido desde el
proyecto se analizan diferentes técnicas y
metodologías de innovación y co-creacion
que  les  permiten  a  los  ciudadanos
contribuir  a  la  resolución  de  problemas
públicos,  como  por  ejemplo  Ciencia  de
datos,  Ciencia  del  comportamiento,
Simulación  y  modelaje,  Inteligencia
colectiva y Design thinking. [4]
La innovación puede hacerse tanto en el
sector privado como en el sector público.
En  cuanto  a  la  prestación  de  servicios
públicos,  hay  que  tener  en  cuenta  que
muchas veces los receptores no tienen la
opción de dejar de consumir los servicios,
por  lo  que  deben  adaptarse.  Por  esas
razones es importante que, al llevar a cabo
una innovación  en el  sector  público,  los
ciudadanos  puedan  participar  de  los
procesos  desarrollando  ideas  conjuntas
que permitan satisfacer las expectativas de
un mayor número de interesados. Innovar
en el sector público implica dar impulso a
mecanismos  de  participación  ciudadana,
colaboración y transparencia.[3]
Además,  el  grupo participa  del  proyecto
CAP4CITY  “Fortalecimiento  de  la
capacidad  de  gobierno  para  ciudades
inteligentes  y  sostenibles”  del  Programa
ERASMUS. [5]
En el cual hemos creado una metodología
que guía y orienta  el  diseño de MOOC,
aplicada para el  diseño de 31 cursos. En
particular  hemos  desarrollado  los  cursos
de  “Aplicaciones  para  Ciudades
Inteligentes” y “Diseño y Co-Creación de
Servicios  Orientados  al  Usuario”  y
estamos trabajando junto a la Universidad
Nacional del Sur en la definición de una
Maestría  en  Ciudades  Inteligentes
Sostenibles. 
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Asimismo,  el  III-LIDI  participa  del
Consorcio de I+D+I en Cloud Computing,
Big Data & Emerging Topics, en el tópico
de ciudades inteligentes sostenibles.
2- Calidad de datos.
En  los  últimos  años,  es  cada  vez  más
notoria la importancia de los datos en una
organización.  El  avance  digital  está
influyendo  en  todos  los  sectores  y  ha
convertido a los datos en el recurso más
potente y en un aspecto clave para la toma
de decisiones; sin embargo, estos sectores
no suelen disponer de recursos accesibles
que evalúen la calidad de sus datos. Los
datos se pueden ven afectados por factores
negativos:  ruido,  valores  perdidos,
inconsistencias,  un  tamaño  demasiado
grande  en  cualquier  dimensión,  entre
otros.  Está  demostrado  que  una  baja
calidad  de los  datos  conduce a  una baja
calidad del conocimiento. Es por ello que
el  no contar  con datos  de calidad  puede
generar  grandes  consecuencias  en  la
organización  al  momento  de  prestar  un
mejor  servicio  que  cumpla  con  las
exigencias del cliente. [6]
No solo las organizaciones producen datos
de  forma  masiva,  en  una  CIS,  los
ciudadanos,  constantemente,  generan
información que luego podrá ser utilizada
en  la  toma  de  decisiones  sobre  el
desarrollo  de  esa  ciudad  y,  pasado  un
tiempo,  influirá  en  la  vida  de  esos
ciudadanos.  Lograr  que  los  ciudadanos
tengan acceso a los datos y se les permita
participar en su análisis para construir el
desarrollo de la ciudad, es un importante
aporte  del  ciudadano  para  la  ciudad
inteligente.
En  este  sentido  uno  de  los  puntos  del
proyecto, apunta a estudiar los estándares
de  calidad  de  datos,  propuestos  por  la
familia  ISO/IEC  25000  (SQuaRE)  en
particular  las  normas  ISO/IEC  25012  -
“Data  Quality  Model”  [7],  [8],  la  cual
define  un  conjunto  de  características
destinadas  a  evaluar  la  calidad  de  los
datos,  e  ISO/IEC  25040  -  “Evaluation
process”  [9],  que  define  el  proceso  de
evaluación a llevar a cabo.
3- Mejora de los servicios de gobierno
digital  en  organismos  públicos  de
gobierno
Se  continúa  trabajando  en  la  generación
de  portales  institucionales  y  además  se
está desarrollando una herramienta para la
vinculación de datos abierto. 
Desde el año 2003, el III-LIDI trabaja en
aplicaciones  relacionadas  con  la
gobernanza  digital  para  la  elección  de
autoridades mediante el  voto electrónico.
Se  destacan  la  definición  e
implementación  de  tres  modelos
(presencial,  semipresencial  y  remoto)  en
distintos tipos de votaciones.
  
4- Mejora en los procesos de gestión de
la Facultad de Informática
El III-LIDI,  en coordinación con el  área
de  Gestión  Digital  y  Calidad  de  la
Facultad  de  Informática,  trabaja  en  este
proyecto, con el objeto de analizar, definir
y  establecer  un  plan  a  ser  aplicado  a
distintos  procesos  de  la  Gestión
Universitaria.
 
La  Facultad  de  Informática  posee  un
Portal  de  Gestión  Administrativa  que
provee  a  sus  Alumnos,  Docentes,  No
Docentes  y  Graduados  una  guía  para  la
realización de trámites de los principales
servicios que presta. De cada uno de estos
trámites  se  brinda  información
estandarizada  sobre:  Descripción,  Forma
de Acceso, Requisitos y Contacto [10]
Desde  el  año  2011,  la  Facultad  de
Informática certifica los procesos:
“Curso de Nivelación a Distancia para el
Pre-Ingreso a la Facultad de Informática"
y “Concursos de Profesores y Auxiliares
Docentes  Ordinarios”  bajo  la  norma
IRAM-ISO 9001:2015.
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En  el  marco  de  la  obtención  de  la
certificación  EUROINF  para  las
licenciaturas de la Facultad de Informática
en  el  año  2020,  el  grupo  se  encuentra
desarrollando  el  proceso  de
implementación un Sistema Interno de la
Calidad  (SIGCFI)  abarcando  los  cuatro
ejes principales: formación, investigación,
extensión y transferencia. 
5- Mejora de Procesos de gestión en el
desarrollo de software
La aplicación  de  la  ISO/IEC/IEC  29110
“Perfiles  de ciclo de vida para pequeñas
organizaciones”; es una norma creada para
PyMEs  [11],  que  aumenta  la
competitividad  y  optimización  para
desarrollar  un proyecto  de software,  con
mayor  control  en  cada  etapa  e  impacta
directamente  en  la  calidad  de  software
mejorando  la  imagen  de  la  empresa  y
reduciendo riesgos en el desarrollo.
Se  trabaja  en  un  relevamiento  de  la
aplicación de la norma en empresas de la
región. 
2. LÍNEAS DE INVESTIGACIÓN
y DESARROLLO
- Análisis y estudio de normas y modelos
orientados a la Calidad de Datos. 
- Aplicación de los conceptos de calidad
de Datos a la base de datos abierta de los
casos  de  COVID  publicada  por  los
organismos gubernamentales
- Asistencia en el proceso de certificación
en organismos públicos y privados según
los requisitos de IRAM - ISO 9001.
-Desarrollo de Voto electrónico presencial
y  Voto  por  Internet.  Arquitecturas
adaptadas a la legislación vigente.
-  Análisis,  discusión  y  estudio  de
herramientas para la aplicación de normas
de calidad  relacionadas  con certificación
de servicios gubernamentales. 
- Análisis, discusión y estudio de técnicas
y herramientas de mejoras de proceso en
el desarrollo de software.
- Análisis de propuestas de innovación y
co-creación de servicios públicos




-  Se  mantiene  el  Portal  de  Gestión
Administrativa  para  la  Facultad  de
Informática  UNLP,  donde  se  reúne
información y enlaces sobre los diferentes
servicios que brinda la facultad.
-  Se  continua  en  el  proceso  de  re-
certificación  bajo  la  norma  IRAM-ISO
9001:2015: “Pre-Ingreso a Distancia de la
Facultad  de  Informática”  y  “Concursos
Docentes de la Facultad de Informática”. 
-  Se  avanza  en  la  implantación  del
SIGCFI
-  Se  avanzó  en  la  tesis  de  doctorado
“Modelo de madurez de los servicios de
gobierno  electrónico  en  el  ámbito
universitario”.
-  Se  aplicó  el  Voto  por  Internet  en
distintos organismos.
-  Se  avanza  en  el  desarrollo  de  una
herramienta  para  asistir  en  la  evaluación
de calidad de datos utilizando GQM
- Se realizaron acciones de consultoría y
asesoramiento  en  organismos  públicos  y
privados.
4. FORMACION DE RECURSOS
HUMANOS
-  El  proyecto  cuenta  con  becarios  de
Maestría  de  la  UNLP  en  los  temas  del
área. 
-  Se  desarrollan  tesis  de  doctorado  y
tesinas de grado en el área.
-  Los  integrantes  de  esta  línea  de
Investigación participan en el  dictado de
asignaturas/cursos  de  grado/postgrado  en
la Facultad de Informática de la UNLP y
en  otras  universidades  del  país.  En
particular,  en  la  UNLP,  se  dicta  la
asignatura  “Calidad  de  Sistemas  de
Software”
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RESUMEN
En  la  gestión  de  proyectos  software  el
trabajo se encuentra automatizado realizado por
grandes equipos multidisciplinarios, por lo que
es necesario usar herramientas que permitan la
administración  del  trabajo,  mejorando  los
procesos de control y su seguimiento.
La  provincia  de  Jujuy  no  se  encuentra
alejada de esta realidad ya que un gran número
de equipos de desarrollo utilizan herramientas
de gestión de proyectos en sus trabajos, esto se
pudo observar de la investigación realizada por
éstos  investigadores  en  el  periodo 2018/2019.
De  la  investigación  elaborada  se  propuso  la
realización de un proyecto de investigación el
cual tiene como propósito identificar si durante
el  transcurso  de  la  formación  académicade
carreras afines en Proyectos de software de las
instituciones educativas superiores de la ciudad
de San Salvador Jujuy, se enseñan y se utilizan
como  recurso  en  las  prácticas  docentes  las
herramientas de gestión de proyectos. De modo
de poder identificar los factores por los cuales
realizan  su elección,  tipo  de herramienta  y el
impacto  que  tienen  dentro  del  proceso  de
enseñanza-aprendizaje.
Palabras  clave:  Gestión  de  Proyectos
Software,  Ingeniería  de  software,
Automatización de Proyectos.
CONTEXTO
La  presente  investigación  se  enmarca  en  el
proyecto “Tendencia actual de la utilización de
aplicaciones  de  gestión  de  proyectos,  como
herramientas  de  apoyo,  en  espacios
académicos  de  las  instituciones  de  educación
de superior”.
Este proyecto, está aprobado por el Consejo
del Departamento Académico San Salvador de
la Universidad Católica de Santiago del Estero,
mediante  Disposición  Nº329-2020.  El  mismo
tiene  estimada  una  duración  de  nueve  meses
(2020-2021)y  se  lleva  a  cabo  por  docentes
investigadores  y  estudiantes  de  cursos
superiores  de  la  carrera  de  Ingeniería
Informática de esta casa de estudios.
INTRODUCCIÓN
La  gestión  de  proyectos  es  una  de  las
disciplinas de mayor crecimiento en cualquier
organización  y  también  en  el  campo  de  la
informática. Este trabajo se centra en el uso y
enseñanza  de  herramientas  de  gestión  de
proyectos software en carreras de Informática,
las  cuales  permiten  organizar  las  tareas
necesarias  para  el  desarrollo  de  un  proyecto
software  logrando  un  control  exhaustivo  del
proceso  de  desarrollo,  ayudando a  mejorar  la
eficiencia y productividad de todo el equipo de
trabajo.  Para  algunos  autores,  es  importante
mencionar  que  no  se  deben  tomar  como una
herramienta  de control,  sino como un espacio
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de  trabajo  que  permite  trabajar  de  manera
ordenada y lineal [1].
Existen diversas herramientas para la gestión
de proyectos por lo que hay que identificar cuál
de ellas se adapta a las necesidades de lo que se
desea  realizar.  Algunas  de  las
herramientassoftware más utilizadas son:
• Trello[2]: es una herramienta sencilla e
intuitiva la cual organiza en forma de tableros
el  trabajo  de  forma  que  todos  los  usuarios
puedan  visualizarse  de  la  misma  manera.
Permite además añadir tareas, asignarlas a uno
o varios usuarios y marcarlas  una vez se han
completado.  Todos  pueden  comentar  el
progreso y realizar anotaciones en cualquiera de
las  tareas,  o  bien  adjuntar  cualquier  tipo  de
archivos.
• Slack[3]: es una herramienta que ahorra
comunicaciones entre los integrantes del equipo
de trabajo permitiendo enviar una gran cantidad
de emails. La comunicación la realiza en forma
de un chat interno donde se pueden enviar todo
tipo de archivos y evitar así cadenas de email
infinitas,  permitiendo  descongestionar  la
bandeja de entrada del correo haciendo más ágil
y eficaz la comunicación interna en el equipo.
• Asana[4]: permite una gestión completa
del proyecto posibilitando dividir el trabajo en
subproyectos de manera ordenada, los gráficos
del progreso de los proyectos y la posibilidad
de integrar herramientas externas.
• Facebook  Workplace[5]:  es  una
herramienta sencilla e intuitiva,  un clon de su
plataforma  original.  Permite  crear  grupos  de
trabajo,  públicos  o  cerrados.  Además,  se
pueden crear y agendar reuniones, dar acceso a
documentos, y realizar comunicaciones a nivel
interno.
• Rememberthe  link[6]:esta  herramienta
permite  gestionar  online  una  lista  de  tareas
(propias  o  compartidas),  realizando
notificaciones y comunicaciones por mail si es
necesario.
• GloBoard[7]:  es  una  plataforma  para
controlar  las  tareas  y  proyectos.  Permite
administrar  los  tiempos,  recursos  humanos  y
económicos de la organización. GloBoard se ha
constituido como una herramienta de alto valor
debido a su capacidad de sincronizarse con un
repositorio  de  código  de  GitKraken,  lo  cual
agiliza  la  actividad  de  los  desarrolladores,y
también de otros miembros del equipo como los
del área de Control de Calidad y Diseño.  
• JIRA[8]:  es  una  herramienta  de
múltiples  usos  que  permite  gestionar  y
organizar los equipos de una empresa, además
del seguimiento en tiempo real de los avances
del proyecto. 
• Redmine[6]:  es  una  herramienta  de
gestión de proyectos de código abierto.Se trata
de una solución altamente configurable que se
adapta a cualquier tipo de empresa o proyecto.
Está orientada a la coordinación de tareas y la
gestión de flujos de trabajos además de facilitar
y  fomentar  el  trabajo  cooperativo  y  la
comunicación de los participantes.
Como antecedentes  se  encuentra  el  trabajo
de Castelli, Quiroz y Fernanda Rodríguez Aleua
[09],  los  cuales  presentan  los  resultados  y
beneficios obtenidos de experiencias realizadas
con alumnos de 2º año de la cátedra de Análisis
de Sistemas de la UTN-FRC para la gestión del
conocimiento, cuyo soporte teórico está basado
en tres ejes: framework de Scrum, herramientas
colaborativas y plataforma Moodle.
Realizando un sondeo dentro de la provincia,
no se encontraron estudios relevantes referidos
al tema.
LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
De  acuerdo  con  la  naturaleza  y
características  del  objeto  de  estudio,  esta
investigación se enmarca en una investigación
de  tipo  cuantitativa,  se  utilizarán  técnicas  de
recolección de datos tales como encuestas y/o
entrevistas.
Actualmente  se  trabaja  en  la  definición  de
las hipótesis  para la confección del cuadro de
operacionalización de variables realizándose un
análisis  de  las  mismas,  sus  dimensiones,
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indicadores  y categorías,  para la confección y
aplicación de los primeros cuestionarios en los
cursos en donde se enseñe gestión de proyectos
en carreras  de informática  en instituciones  de
educación superior.
OBJETIVOS
Este proyecto tiene estipulados los siguientes
objetivos:
 General:
Identificar  si  utilizan  herramientas  para  la
gestión de proyectos en Institutos de Educación
Superior,  que  dictan  carreras  afinesal
Desarrollo  de  Software,  en  la  ciudad  de  San
Salvador de Jujuy.
 Específicos:
Indagar si se enseñan y utilizan herramientas
para la administración de proyectos.
Determinar qué tipo de herramientas utilizan
Realizar  un  análisis  del  resultado  de  las
etapas  anteriores  para  determinar  cuáles
herramientas  se  enseñan  y  se  utilizan  como
recurso en las prácticas docentes e indagar entre
los  estudiantes  que  trabajan  si  las  conocen  y
utilizan  en  las  empresas  en  las  cuáles  de
desempeñan.
Estos resultados podrían permitir determinar
la importancia de estos temas en los programas
de  estudios,  permitiendo  actualizarlos  y
extender o acortar su estudio.
ESTRUCTURA DEL EQUIPO DE
INVESTIGACIÓN
El proyecto está siendo desarrollado por un
equipo conformado por docentes investigadores
del  Departamento  Académico  San
Salvadorperteneciente a la Universidad Católica
de Santiago del Estero (UCSE – DASS) y por
alumnos colaboradores de la carrera Ingeniería
Informática. 
 Directora: Ing. Melina Audisio
 Investigadores: 
o Ing. Marcela Rueda.
o Ing. Rodríguez, Rafael.
 Alumnos: 
o Cabezas, Fernanda 
o Toconas, Nancy.
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RESUMEN
La  adopción  de  herramientas  formales  que
complementen la experiencia y el buen juicio
en las distintas actividades de un proceso de
desarrollo de software todavía es un pendiente
dentro  la  industria  del  software.  La  falta  de
conocimientos  respecto  de  enfoques  realistas
para resolver problemas  de la IS  y  la falta de
herramientas  software  que  auxilien  a  los
tomadores  de  decisiones  utilizando  tales
enfoques  son  dos  carencias  que  pueden
explicar  las dificultades en esta adopción. Las
líneas de investigación aquí propuestas tienden
a suplir ambas. Para esta tarea se propone la
utilización de tanto técnicas comprendidas en
lo  que  se  conoce  como  Inteligencia
Computacional  (IC),  dentro  de  las  cuales  se
encuentran la teoría de conjuntos difusos, las
redes neuronales y la computación evolutiva,
como también de herramientas de la  Ciencia
de Datos, incluyendo técnicas de aprendizaje
automático,  estadísticas  y  visualización  de
datos, entre otros. Estas técnicas son  capaces
de brindar la flexibilidad necesaria para crear
métodos  y  modelos  que  sean  tolerantes  a  la
imprecisión,  la  falta  de  información   y  la
aproximación,  características  que  le  son
propias a los contextos de decisión en la IS.
Palabras  clave:  Ingeniería  de  Software,
Optimización,  Inteligencia  Computacional,
Ciencia de Datos, Preferencias.
CONTEXTO
El presente trabajo se desarrolla en el ámbito
del Grupo de Investigación sobre Inteligencia
Computacional  e  Ingeniería  de  Software
(GIICIS),  perteneciente  al  Departamento
Ingeniería  en  Sistemas  de  Información  de  la
Universidad  Tecnológica  Nacional,  Facultad
Regional Concepción del Uruguay.
1. INTRODUCCIÓN
El Vocabulario de la Ingeniería de Sistemas y
Software  de  ISO/IEC/IEEE  (SEVOCAB)
define  a  la  ingeniería  de  software  como  la
aplicación  de  un  enfoque  sistemático,
disciplinado  y  cuantificable  al  desarrollo,
operación  y  mantenimiento  de  software;  es
decir, la aplicación de la ingeniería al software.
El Software es un bien intangible que cumple
un  doble  rol.  Es  un  producto  y  al  mismo
tiempo es el vehículo para entregar el producto
más  importante  de  nuestro  tiempo:  la
información. 
El  software  se  desarrolla  o  modifica  con
intelecto:  no  se  manufactura  en  el  sentido
clásico. Los costos del software se concentran
en  la  ingeniería.  Esto  significa  que  los
proyectos de software no pueden administrarse
como si fueran proyectos de manufactura.
En este contexto, un proceso de software es un
conjunto  de  actividades  relacionadas  que
conducen a la producción de un producto de
software  [1].  Sin  embargo,  no  es  una
prescripción rígida de cómo elaborarlo. Por el
contrario,  debe  ser  ágil  y  adaptable  (al
problema, al proyecto, al equipo y a la cultura
organizacional).  Por  tanto,  un  proceso
adoptado  para  un  proyecto  puede  ser
significativamente  distinto  de  otro  adoptado
para otro proyecto [1]. El proceso de software
es  complejo  y,  como  todos  los  procesos
intelectuales  y  creativos,  confía  en  que  las
personas tomen decisiones con criterio. 
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1.1. Problemas que surgen en el contexto de
la IS
La  comunidad  científica  viene  realizando
esfuerzos  en  la  definición  realista  de
problemas  propios  de  la  ingeniería  de
software.  El  primer  paso  en  cualquier
metodología  científica  es  la  definición  del
problema.  Sin  una  definición  apropiada  del
problema, se corre el riesgo de encontrar una
solución  elegante  para  un  problema  que  no
existe.  Características  comunes  que  pueden
identificarse son las siguientes:
• Hay una necesidad de  balancear objetivos
que compiten entre sí, es decir, se clasifican
como  problemas  de  optimización  multi-
objetivo.
• Existe  la  necesidad  de  tratar  con
información incompleta,  imprecisa  o
inconsistente desde  la  formulación  de  los
problemas.  Este  escenario  es  propio  de
entornos  donde  se  desenvuelven  los  seres
humanos.  Por  caso,  puede  darse  que  no  se
cuente con suficiente información para estimar
con  un  grado  de  certeza  aceptable  ciertos
parámetros.  También puede  darse  la  falta  de
acuerdo entre  varios  expertos  al  realizar  una
estimación, o que la misma sea establecida de
forma  imprecisa,  por  ejemplo,  puede
requerirse  que  el  acoplamiento  entre  dos
módulos sea “bajo” o que ciertos stakeholders
resulten  “muy  favorecidos”  en  la  próxima
versión.
• Existen  muchas  soluciones  potenciales,
usualmente  caracterizadas  por  una  explosión
combinatoria de las variables de decisión.
1.2. Investigación Operativa
La  Investigación  de  Operaciones  (IO)  es  un
enfoque  científico  en  la  toma  de  decisiones
que busca el mejor diseño y operación de un
sistema,  por  lo  regular  en  condiciones  que
requieren  la  asignación  de  recursos  escasos
[2]. Como su nombre lo indica, el objetivo de
esta  disciplina  implica  “investigar  sobre  las
operaciones”. En consecuencia, esta disciplina
se aplica a la problemática relacionada con la
conducción  y  la  coordinación  de  actividades
en una organización.
En  cierto  sentido,  la  IO  involucra  la
investigación  científica  creativa  de  las
propiedades fundamentales de las operaciones.
Sin embargo, es más que esto. La IO se ocupa
también  de  la  administración  práctica  de  la
organización.  Por  lo  tanto,  para  tener  éxito,
también debe proporcionar conclusiones claras
que  el  tomador  de  decisiones  pueda  usar
cuando sea necesario [2]. 
1.3. Inteligencia Computacional
La  Inteligencia  Computacional  (IC)  toma  su
inspiración  de  la  naturaleza  para  desarrollar
sistemas  inteligentes  basados  en
computadoras.  Los  pilares  principales  que
componen a la IC son las Redes Neuronales,
que modelan aspectos del funcionamiento del
cerebro, los sistemas difusos, que modelan la
forma  en  la  que  las  personas  describen  el
mundo  a  su  alrededor,  y  computación
evolutiva,  que  modela  aspectos  sobre  la
variación  y  selección  natural  en  la  bioesfera
[3].  Estos  múltiples  métodos  no  son
competitivos  entre  sí,  sino  que  son
complementarios  y  pueden  ser  utilizados
juntos para resolver un problema dado.
La complejidad de ciertos problemas produce
que  no  sea  posible  utilizar  técnicas
tradicionales  para  abordarlos  si  lo  que  se
pretende  son  buenas  soluciones  en  lapsos
razonables.  Más  aún,  para  problemáticas
cercanas a la realidad, las hipótesis y supuestos
de  las  mismas  pueden  hacer  imposible  la
aplicación  de  técnicas  de  computación
convencional,  generalmente  debido  a  la
presencia  de  formas  específicas  de
incertidumbre en los parámetros. La IC, en tal
caso,  apunta  a  resolver  los  problemas
aprovechando  la  imprecisión  y  la
incertidumbre presente en el proceso de toma
de decisiones, brindando las “soluciones más
satisfactorias”  en  tal  contexto  de  toma  de
decisiones.
1.4. Ciencia de datos
La  ciencia  de  datos,  minería  de  datos,
descubrimiento  de  conocimiento  y  otros
términos  similares,  buscan  agrupar  un
conjunto  técnicas,  herramientas  y
metodologías  relacionadas  con  diferentes
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aspectos  del  procesamiento  de  datos,  tales
como la recolección, la limpieza, el procesado,
análisis y extracción de patrones implícitos a
partir de los mismos [4].
Si  bien  una  gran  variedad  de  las  técnicas
utilizadas en el  marco de este  gran paraguas
conceptual se pueden catalogar como parte de
la inteligencia computacional, se nutre además
de  otras disciplinas como la estadística y la
visualización  de  datos  para  extraer
información  valiosa  y  novedosa  de
repositorios de datos para asistir a la toma de
decisiones [5].
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
2.1. Formulación realista de problemas de
la IS como problemas de
búsqueda/optimización
A  nivel  de  industria  de  software  mundial,
ninguna técnica formal ha tenido un impacto
significativo [6]. Una de las razones que puede
explicar este fenómeno es que los modelos y
algoritmos que se utilizan no tienen en cuenta
desde su formulación, en su gran mayoría, la
incertidumbre  inherente  al  proceso  de
desarrollo  de  software  (y  por  lo  tanto,  las
soluciones obtenidas resultan de una vida útil
casi  efímera),  o  bien,  si  la  contemplan,  los
modelos y resultados son difíciles de entender
para una persona no experta en optimización o
inteligencia artificial  [7].  En consecuencia, se
busca  formular  modelos  matemáticos
utilizando mecanismos formales de captación
de incertidumbre (como la teoría de conjuntos
difusos,  o  la  de  posibilidades)  que  resulten
adecuados para la realidad de un proceso de
desarrollo  de  software.  El  primer  paso,  por
tanto, consiste en formular el problema como
uno  de  búsqueda/optimización.  En  este
sentido,  se  trabaja  junto  a  expertos  de  la
industria del software en la especificación de
problemas de la  IS,  con el  objetivo de darle
utilidad a las soluciones que se pueden obtener
con los distintos algoritmos disponibles. 
2.2. Mecanismos de captación de
preferencias
Existen  múltiples  enfoques  de  optimización
multiobjetivo,  entre  ellos  los  basados  en
preferencias   [8].  Estos  suponen  que  puede
incluirse  información  del  tomador  de
decisiones  para  guiar  la  búsqueda  hacia
regiones  prometedoras  del  espacio  de
soluciones. Idear mecanismos adecuados para
captar esta información no es una tarea trivial
y se trabaja en el estudio de los mecanismos
disponibles, y el diseño e implementación de
nuevos  mecanismos  para  mejorar
principalmente  la  usabilidad  de  los  métodos,
siendo  los  componentes  analizables  de  estos
mecanismos  principalmente  tres:  la  cantidad
de  interacciones  con  el  usuario,  qué
información se le solicita, y en qué momento
del proceso de optimización.
2.3. Ingeniería de Software basada en
búsquedas conducida por los datos
Los datos  producidos  por  los  procesos  de la
ingeniería de software constituyen una fuente
de  conocimiento  que  puede  ser  explotada  y
utilizada para la resolución de los problemas,
sirviendo  de  soporte  a  los  algoritmos  de
optimización y actividades llevadas a cabo en
el  contexto  de  la  Ingeniería  de  Software
basada  en  Búsqueda  (ISBB)  [9],  [10].  Son
ejemplos  de  esta  sinergia  la  comprensión de
las preferencias de los tomadores de decisiones
cuando  estas  no  se  encuentran  explícitas  a
partir de las interacciones de los mismos con
los algoritmos de búsqueda, o la posibilidad de
explicar  los  resultados  obtenidos  por  los
algoritmos  de  optimización  para  su  mejor
comprensión y análisis.
En consecuencia, se propone la integración de
algoritmos y técnicas del área del análisis de
datos  en  los  mecanismos  utilizados  para  la
exploración de las soluciones de la ingeniería
de  software  basada  en  búsqueda  para
incrementar la usabilidad de los mismos.
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2.4. Integración con herramientas existentes
de gestión de proyecto / proceso /
producto
Como ya se ha dicho, los modelos y resultados
de esta línea de investigación pueden resultar
difíciles  de  entender  para  una  persona  no
experta  en  optimización  o  inteligencia
artificial.  Se pretende,  por lo  tanto,  construir
herramientas software que soporten la toma de
decisiones,  que  sean  usables  por
administradores  no  expertos  en  IC.  Es
razonable suponer que si  esta herramienta se
integra  a  herramientas  que  la  industria  ya
utiliza  tendrá  mayores  posibilidades  de  ser
incorporada.
2.5. Paradigmas de Cómputo Alternativos 
Cada  vez  se  requiere  mayor  poder  de
procesamiento  para  abordar  los  distintos
modelos  de  decisión  descriptos  y  su
consecuente  análisis.  Es  por  eso  que  se
propone  la  utilización  de  paradigmas  de
computación  paralela  y  cuántica  (simulada)
para suplir  esta necesidad creciente de poder
de  cómputo.  La  computación  paralela  se  ha
aplicado  ampliamente  en  el  campo  de  la IC
[11] y  la  cuántica  posee  como  una  de  sus
fortalezas  la  resolución  de  problemas  de
optimización mediante el algoritmo de temple
cuántico y otros métodos relacionados [12].
3. RESULTADOS
OBTENIDOS/ESPERADOS
Hasta  el  momento  se  han  resuelto
satisfactoriamente  varios  problemas,  aunque
ninguno de ellos está agotado. Entre ellos se
encuentran  el  problema  del  próximo
lanzamiento  (Next  Release  Problem,  NRP),
resuelto  mediante  múltiples  algoritmos
evolutivos  como  NSGA-II,  IBEA  y  una
versión  novedosa  de  PSO  denominada
FMOPSO  [13],  desarrollada  por  los  autores,
escrita  en  C++.  Otro  problema  es  el  de  la
planificación  de  lanzamientos  (Release
Planning  Problem,  RPP),  una  extensión  del
NRP,  en  este  caso  utilizando  programación
matemática difusa, incorporando restricciones
blandas  [14].  También  se  ha  resuelto  el
problema de priorización de requerimientos de
software  utilizando  relaciones  de  preferencia
difusa  [15].  Para  esto  se  desarrolló  un
prototipo  en  Octave  que  todavía  debe  ser
mejorado.
Lograr un primer prototipo de interfaz usable
para  usuarios  no  expertos  en  este  tipo  de
técnicas es un objetivo esperado. En esta línea
un primer prototipo de una aplicación para la
exploración  de  frentes  de  Pareto  ha  sido
construido  haciendo  uso  de  la  librería  Dash
para  Python  3.7.  Este  prototipo  incorpora  la
posibilidad de carga de las soluciones de los
algoritmos  de  búsqueda,  su  procesamiento
mediante  algoritmos  de  aprendizaje  no
supervisado y su presentación en un lenguaje
comprensible  para  el  tomador  de  decisiones
haciendo  uso  de  descriptores  estadísticos  y
herramientas de visualización de información.
Todo este proceso se puede realizar de forma
iterativa,  facilitando  la  exploración  de  las
soluciones y consolidando las preferencias del
tomador de decisiones. Se busca continuar con
el  desarrollo  y  validación  de  este  prototipo
software. Además se proyecta poder construir
plugins o mecanismos de interoperabilidad con
suites existentes usadas en la industria.
Finalmente,  se  espera  contar  al  final  del
proyecto  con  una  colección  de  modelos
altamente cohesivos  que brinden información
para facilitar la toma de decisiones relativas a
distintos  problemas  de  la  Ingeniería  de
Software.
4. FORMACIÓN DE RECURSOS
HUMANOS
La  investigación  presentada  constituye  las
líneas  fundacionales  de  un  nuevo  grupo  de
investigación  dentro  de  la  UTN-FRCU,  el
GIICIS.  Dos  investigadores  se  encuentran
realizando  su  tesis  de  doctorado.  Además
participan en el proyecto dos becarios alumnos
de  la  carrera  Ingeniería  en  Sistemas  de
Información  que  inician  su  formación  en  la
investigación, dos alumnos realizan su práctica
supervisada y uno su trabajo de fin de carrera
en  el  contexto  de  esta  investigación.  En  el
marco de este  proyecto ya se han defendido
exitosamente  dos prácticas  profesionales
supervisadas. 
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RESUMEN
La calidad de los entregables de la Elicitación
de  Requisitos  es  causa  de  gran  parte  de  los
desvíos  significativos  en  los  proyectos  de
desarrollo de software por el alto impacto de
sus consecuencias sobre el producto final. Aun
así  las  empresas  no  invierten  los  recursos
suficientes,  cuando ello les permitiría reducir
esfuerzos,  costos  y  obtener  ventajas  en  un
mercado altamente competitivo. 
Si bien la Ingeniería de Requisitos intenta con
sus aportes mejorar la situación, el alcance de
sus propuestas no siempre aplica a las PyMEs
desarrolladoras  de  nuestra  región,  industrias
que se enfrentan a diario con falta de recursos,
habilidades y experiencia en su búsqueda por
crear  software  de  calidad  y  sobrevivir  en  el
mercado.
En este marco el presente trabajo propone una
herramienta  basada  en  la  aplicación  de
técnicas  de  mejora  que  permitirán
complementar  el  rol  de  los  ingenieros  de
requerimientos en lo que hace a la verificación
de los resultados de este proceso. Se trabaja en
el desarrollo y construcción de la misma para
ser procesada por una aplicación de software a
efectos  de  facilitar  la  comprensión  del
problema manifestado por el usuario y reducir
la  brecha  conceptual  entre  los  resultados  del
proceso de elicitación y su modelado. 
Palabras  clave: Ingeniería  de  software,
Ingeniería  del  Conocimiento,  Ingeniería  de
Requisitos,  Inteligencia  Artificial.  Calidad  y
Mejora Continua de Requisitos
CONTEXTO
El presente trabajo se desarrolla en el ámbito
del  Grupo  de  Investigación  de  Ingeniería  de
Software  (GIISW),  perteneciente  a  la  Sede
Concepción  del  Uruguay  de  la  Facultad  de
Ciencia  y  Tecnología  dependiente  de  la
Universidad Autónoma de Entre Ríos.
1. INTRODUCCIÓN
Actualmente,  la  industria  nacional  del  sector
SSI (Software y Servicios Informáticos) tiene
como  unos  de  sus  retos  fundamentales
implementar aplicaciones que sean entregadas
a  tiempo,  que  no  involucren  presupuestos
elevados y que satisfagan las necesidades del
usuario,  utilizando  para  ello  metodologías  y
herramientas  que  guíen  el  proceso  de
desarrollo de Software [1]. 
El proceso  de desarrollo  de  software  es  la
aplicación  de  un  conjunto  de  actividades,
acciones   y  tareas   que  se  ejecutan   para
crear  algún  producto  de trabajo. Se obtiene
un  producto  de  alta  calidad  si  estas
actividades,  acciones  y  tareas,  se  combinan
con procedimientos y técnicas de la ingeniería
de  software.  [2].  Por  ello  otra  exigencia
paralela que ocupa a la industria de software es
la  calidad  de  los  recursos  usados  en  sus
procesos, debido a la directa implicancia sobre
los  resultados.  Este  tema  día  a  día  genera
mayor  interés,  como  lo  demuestra  el  último
informe  presentado  en  2019  por  la  OPSSI
(Observatorio  permanente  de  la  industria  del
software y servicios informáticos) en el cual el
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42%  de  las  firmas  realizaron  mejoras  en  la
calidad en el proceso de desarrollo [3]. 
Existen  diversos  estudios  respecto  de  los
fracasos en la industria del software, tal es el
caso del reporte del estudio presentado por la
consultora internacional Standish Group, en el
que  se  cita  que  tan  solo  el  32%  de  los
proyectos de desarrollo de software se pueden
considerar  exitosos;  el  44%  se  entregaron
fuera de plazo, excedieron su presupuesto y no
cubrieron la totalidad  de las características  y
funcionalidad  pactada;  y  el  24%  de  los
proyectos  fueron  cancelados.  En  este  mismo
estudio  se  puntualiza  que  el  principal  factor
para el fracaso de un proyecto de desarrollo de
software  radica  en  la  mala  calidad  de  los
requisitos  y  la  definición  poco  clara  de  los
mismos [4].
Por definición la Ingeniería de Requisitos es la
ciencia  y  disciplina  que  tiene  por  objeto  el
análisis,  documentación  y  validación  de  las
necesidades  y/o  requerimientos  de  las  partes
interesadas  para  el  desarrollo  de  un  sistema.
[5].  Su  objetivo  es  desarrollar  una
especificación  completa,  consistente  y  no
ambigua de los requisitos, la cual servirá como
base  para  acuerdos  comunes  entre  todas  las
partes  involucradas  y  en  dónde  se  describen
las  funciones  que  realizará  el  sistema.  Tiene
cuatro etapas fundamentales: la elicitación, el
análisis,  la  especificación  y  la  validación.
Durante  ellas  constantemente  se  requiere
colaborar,  coordinar  y  comunicar  con  los
distintos  stakeholders,  entre  sí,  pero
manteniendo distintas perspectivas y puntos de
vista  lo  que  plantea  grandes  retos  de
comunicación.
A pesar de la diversidad de las empresas y el
perfil  de  los  ingenieros  de  software,  se
verifican  problemas  por  el  insuficiente  y  no
correctamente elaborado proceso de elicitación
de los requisitos.  Los requisitos  se describen
mediante el uso de texto, que está orientado al
cliente y no es apropiado para el desarrollador.
Las  descripciones  ambiguas  y  los  requisitos
fragmentados  en  varios  artefactos  también
socavan  la  comprensión.  Los  desarrolladores
señalan que se requiere mucho esfuerzo para
aclarar  dudas  cuando  la  especificación  de
requerimientos es insuficiente o se enfoca solo
en  los  requisitos  funcionales  aumentando  el
esfuerzo  de  codificación,  prueba  y
mantenimiento. [6]
Actualmente se ha demostrado que aplicar un
modelo de gestión de conocimiento elaborado
permite  mejorar  la  calidad  del  desarrollo  de
software reduciendo la  cantidad de ciclos  de
prueba, el tiempo de atención del desarrollo y
la  cantidad de reversiones pos  despliegue en
producción [7]. La calidad de los productos de
software  se  obtiene  al  implementar  prácticas
de calidad en el  proceso de desarrollo [8][9]
[10].  La  base  de  dicho  proceso  son  los
requisitos,  ya  que  determinan  la  calidad  del
producto final, razón por la cual la Ingeniería
de Requisitos (IR) es una etapa crucial dentro
del  proceso  de  desarrollo  de  software  (SW)
[11].
Implementar  una  gestión  adecuada  de  los
procesos  permite  a  las  empresas  no  solo
reducir  esfuerzos,  sino  además  obtener
ventajas competitivas frente a otras empresas.
Esto no resulta sencillo especialmente cuando
se  trabaja  en  ambientes  extremadamente
dinámicos,  los cuales conllevan un alto nivel
de variabilidad. Es por ello que los constantes
cambios que surgen en dichos entornos crean
la  necesidad  de  adaptar  continuamente  estos
procesos. Adaptarse y soportar estos cambios
resulta  clave  para  el  éxito  de  las
organizaciones [12].
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2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO 
Se  realizan  estudios  de  casos,  utilizando
diferentes métodos de recolección basados en
encuestas con diferentes cuestionarios, lo que
permite  realizar  un análisis  descriptivo  de la
situación  actual  de  las  actividades  realizadas
en la etapa de elicitación de requerimientos en
empresas pymes que desarrollan software en la
zona  centro  de  Argentina.  El  análisis  de  tal
relevamiento nos permite obtener conclusiones
respecto  de  los  entregables  de  este  proceso.
Luego de analizar los resultados obtenidos se
detecta, al igual que en estudios citados en este
trabajo,  la  existencia  de  problemas  para
satisfacer  la  necesidad  de  estructurar  y
categorizar los datos provenientes del proceso
de  elicitación  de  requisitos  a  efectos  de
facilitar  la  comprensión  del  problema
manifestado  por  el  usuario.  Esto,  dicho  en
otros  términos,  consiste  en  formalizar  los
requisitos mediante técnicas de representación
del  conocimiento  [13].  Éstas  junto  con  el
diseño  de  metodologías  de  gestión  del
conocimiento  [14]  son  capaces  de  resolver
problemáticas presentes en todas las etapas de
la IR.  
Por  caso,  en  el  proceso  de  Ingeniería  de
Conocimiento  involucrando  un  experto  (este
es,  el  cliente,  el  experto  en  el  negocio),  un
ingeniero  de  requisitos  puede  proyectar  un
software  en  una  pantalla  y  trabajar  junto  al
cliente  en  la  elaboración  del  documento  de
requisitos, utilizando lenguaje visual basado en
mapas conceptuales. En esta línea se propone
el desarrollo de herramientas de software que
soporten  las  tareas  de  los  ingenieros  de
requisitos  en  cualquiera  de  sus  etapas,
incluyendo el uso de sistemas expertos y redes
semánticas.
La aplicación de técnicas de procesamiento y
análisis  de  lenguaje  natural  es  otra  línea  de
investigación,  sobre  todo  para  aquellas
pequeñas empresas que no poseen un área de
gestión  de  requisitos,  o  que  son  escépticos
respecto de los beneficios que puedan aportar
enfoques más sintácticos en el análisis de los
mismos. En este sentido, se estudian técnicas
provenientes de la inteligencia computacional,
como  las  Redes  Neuronales  y  la  Lógica
Difusa,  en  el  análisis  de  documentos  de
requerimientos,  especialmente  colecciones  de
historias  de  usuario,  con el  fin  de establecer
criterios de calidad (o ausencia de esta), como
ambigüedad,  conflictos  intra  documentales,
duplicación y solapamiento, plausibilidad de la
estimación,  entre  otros  [15,  16,  17].  Este
análisis es capaz de evidenciar falencias en los
documentos de requerimientos y constituir un
insumo  para  la  posterior  recomendación  de
acciones  tendientes  a  la  mejora,  por caso,  la
aplicación  de  técnicas  específicas  de
elicitación.
3. RESULTADOS OBTENIDOS Y
ESPERADOS
En esta sección se detallan algunos resultados
obtenidos  a  partir  de  un  relevamiento  por
medio de cuestionarios diseñados con el objeto
de relevar y describir las técnicas actuales de
la  toma  de  requisitos.  Se  contactaron  50
empresas  de  la  región,  las  encuestas  se
realizaron  a  través  de  videoconferencia,
enviándolas  por  correo  electrónico,  o  de
manera presencial. Los encuestados fueron, en
mayor  parte,  directores  y/o  líderes  de
proyectos, con una antigüedad de más de cinco
años en la empresa.
La  región  centro  refiere  a  las  provincias  de
Buenos Aires, Santa Fe, Córdoba y Entre Ríos.
Respecto de la antigüedad de las empresas en
el mercado, la más antigua fue fundada en el
año 1982, y la más reciente en el año 2015. En
promedio  tienen  10  clientes,  aunque  se
diferencian dos empresas con 60 y 200 clientes
respectivamente.  En  cuanto  al  personal
empleado,  la  empresa  con  mayor  cantidad
tiene 220 y la de menor cantidad 4 personas.
Se  relevaron  tanto  aspectos  vinculados  a  los
procesos de Ingeniería de requisitos, como la
importancia e impacto que tiene esta etapa en
los proyectos de desarrollo. 
Del  relevamiento  surge  que  la  etapa  de
ingeniería  de requisitos se inicia  a través del
contacto  con los  clientes  mediante  reuniones
formales, en todos los casos los requisitos son
validados  por  el  cliente  y  se  modelan  con
lenguajes específicos, mayormente historias de
usuario. Al consultarles por el tiempo que les
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destinan  a la  etapa  de análisis  las  respuestas
son  dispares  van  desde  una  empresa  con
mucha experiencia  que le  destina  10% hasta
otras que le destinan un 40% de la duración
total del proyecto.
El 92% de las firmas entrevistadas afirman no
tener un área de requisitos estable como parte
de su estructura formal, además un 15% de las
mismas no cuenta con personal dedicado a esta
función. Lo más frecuente es contar con entre
4 y 5 personas dedicadas a esta función, lo que
se da en el 53% de los casos. Finalmente, el
31%  de  las  firmas  posee  1  o  2  personas
asignadas  a  este  rol.   La  formación  de  las
personas que toman requisitos en las empresas
es de carreras universitarias relacionadas a la
informática  ya  sea  que  hayan  terminado  la
misma  (70%)  o  con  la  misma  incompleta
(23%) y finalmente en menor medida se da el
caso  de  perfiles  universitarios  completos  en
carreras no relacionadas a la informática en un
15% de los casos. La decisión de no tener un
área de requisitos no se relaciona con la falta
de  conocimiento  sobre  el  impacto  de  los
mismos para el éxito del proyecto,  ya que el
80% de la muestra posee empleados con título
universitario  relacionado  al  área
sistemas/informática  que  reconocen
claramente la importancia  de contar  con esta
área y con recursos asignados a tal fin.
El 77% de la muestra dijo que la metodología
para manejar los requisitos varía dependiendo
del proyecto y cliente.  El  62% de las firmas
tienen o tuvieron en algún proyecto problemas
al  momento  de  elicitar  los  requisitos  de  sus
clientes.  Todos  utilizan  sistemas  de
trazabilidad de los datos, y coinciden en que
este  ha  mejorado  con  el  tiempo  y  la
experiencia adquirida.
En  cuanto  a  la  metodología  utilizada  para
llevar  adelante  el  proyecto  se  observa  que
Agile  Unified Process es  la  considerada  más
flexible  y  utilizada  en  la  mayoría  de  los
proyectos.
Los  datos  obtenidos  de  las  entrevistas
permitieron  detectar  patrones  comunes  y
distintivos  en  cuanto  al  tratamiento  y
seguimiento  de  los  requisitos.  Se  observa  la
necesidad  de  implementar  estrategias  que
garanticen el éxito de esta etapa, enfocando en
propuestas  de  mejora  a  la  metodología,  las
técnicas  y  las  herramientas  utilizadas,  así
como también que incrementen el compromiso
y la participación de todos los involucrados. 
La propuesta, nace a partir del análisis de las
necesidades y limitaciones de las PyMEs y se
constituye  en  base  a  aquellas  actividades  y
prácticas  que  han  demostrado  que  aportarán
valor en los casos analizados. En este sentido,
se  plantea  un  proceso  ágil,  sin  demasiados
requisitos  para  su  implementación,  con  la
mínima documentación posible  y que  genere
productos  de  trabajo  reutilizables  para  su
despliegue  en  los  diferentes  proyectos  de  la
mismas.
Se  espera  poder  desarrollar  una  herramienta
que a partir del establecimiento de niveles de
calidad  realice  un  análisis  semántico  de
conjuntos de historias de usuario, midiendo el
nivel de calidad en aspectos relevantes de los
requisitos  planteados  al  tiempo  de  sugerir
acciones a llevar a cabo para la mejora de tal
entregable.  La  aplicación  continua  de  esta
herramienta  mejoraría  la  calidad  de  los
requisitos relevados en la etapa de elicitación,
disminuyendo  los  desvíos  y  aumentando  la
probabilidad  de  éxito  en  los  proyectos  de
desarrollo.
4. FORMACIÓN DE RRHH
El  impacto  sobre  las  capacidades
institucionales  estará  garantizado  por  el
contacto  con los  grupos de investigación del
país y el exterior más consolidados. 
El  proyecto  permitirá  dar  continuidad  a  la
línea de investigación en la temática calidad de
software iniciada en el año 2013 y contribuirá
a  la  formación  como  investigadoras  de  las
docentes  Ing.  Elena  Ríos,  Ing.  Viviana
Bourdetta,  Mg. Karina Cedaro y Lic. Lourdes
Pralong.  Participan  en  el  proyecto  alumnos
becarios de la carrera Licenciatura en Sistemas
de Información, y se prevé incorporar nuevos
becarios para que inicien su formación en la
investigación.  Además, se  hará transferencia
de los  resultados  a  la  carrera  licenciatura  en
sistemas  de  información  en  las  materias
relacionadas al proceso de toma de requisitos.
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5.  CONCLUSIONES Y PERSPECTIVAS  
La  clave  para  el  éxito  de  un  proyecto  de
desarrollo  de  software  está  vinculado
directamente  con  la  etapa  de  elicitación  de
requisitos. La obtención de requisitos correctos
que  lleven  a  productos  acordes  a  las
necesidades  de  los  clientes  de  las  empresas
reside en la calidad del proceso de elicitación.
No  obstante,  la  mayoría  de  las  firmas
relevadas  no  tienen  personal  dedicado  en
forma permanente a este proceso y es un rol de
tipo flexible, y por otro lado gran parte de las
empresas expresan tener desvíos al  momento
de trabajar  en las actividades  vinculadas  con
los  requisitos.  Este  problema  genera  la
necesidad  de  un  proceso  de  verificación  de
requisitos  que evite  pérdidas  económicas  por
no  conformidades  y  retrabajos,  ya  que  los
desvíos se encuentran no solamente en la etapa
de  elicitación,  sino  también  en  etapas
posteriores  cuando  se  ha  invertido  más
recursos en el proyecto de desarrollo.
Este  trabajo  plantea  la  construcción  de  una
herramienta capaz de medir niveles de calidad
en  aspectos  relevantes  de  los  entregables  al
tiempo de sugerir acciones a llevar a cabo para
la mejora de los mismos. Esta herramienta será
el pilar fundamental de la metodología para la
gestión y mejora continua de los requisitos.
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Resumen
En  este  trabajo  se  enuncian  el  contexto  de
desarrollo  en  materia  de  I+D  aplicada  a  la
captura  multimodal  de emociones  en diversos
ámbitos  de  aplicación  (virtuales,  simuladores,
robots, gastronomía), los proyectos vinculantes
y los resultados publicados, como así también
las  líneas  de  I+D+I,  la  formación  de  RRHH.
Finalmente,  se  expresa  el  reconocimiento  al
Ing.  Hugo  Rene  Padovani,  quien  apoyara  la
formación de docentes investigadores  del área
informática en la UM . 
Palabras clave: Computación Afectiva, Estado
emocional, captura multimodal.
Contexto
Esta investigación aplicada se desarrolla en el
contexto  del  Proyecto  de  Investigación
Científica  Tecnológica  Orientado  (PICTO)
aprobado  por  la  Agencia  Nacional  de
promoción  de  la  investigación,  el  desarrollo
tecnológico  y  la  innovación  (ANPCyT),
denominado “Influencias del estado biométrico
emocional  de  personas  interactuando  en
contextos  de  entornos  simulados,  reales  e
interactivos  con  robots”  PICTO  UM  2019-
00005.  El  mismo  se  desarrolla  dentro  del
Instituto de Sistemas Inteligentes y Enseñanza
Experimental de la Robótica de la Universidad
de Morón (ISIER-UM) y está auspiciado por la
Secretaría  de  Ciencia  y  Tecnología  con  una
duración de tres años. Este trabajo se sustenta
sobre  las bases iniciales de las investigaciones
realizadas  en  el  marco  de  los  proyectos:
“Influencias  del  estado  biométrico-emocional
de  personas  interactuando  en  contextos  de
entornos virtuales” Ping/17-03-JI-004,(2017), el
proyecto  denominado  “Explotación  de  datos
EEG  y  parámetros  fisiológicos  de  usuarios
interactuando  en  contextos  virtuales”  DC-019
80020190100007  UM  (2019)  ,  el  proyecto
“Valoración Emocional Multimodal aplicada en
contextos  gastronómicos”  PIO
80020190300016 UM (2020).
Introducción
El  estudio  de  los  estados  afectivos  en  las
personas  es  un  campo  que  se  aplica  en
diferentes  realidades  tales  como  la  medicina,
educación, conducción de automóviles y otros,
con  el  fin  de  solucionar  ciertos  problemas
aparejados  por  el  dominio.  A  lo  largo  de  la
historia, la intuición y los trabajos de muchos
profesionales  de  diversas  disciplinas  han
indicado la  importancia  de las  emociones,  así
como la necesidad de conocerlas y aprender a
relacionarnos  con  éstas  de  la  forma  más
coherente posible. Como ejemplo se puede citar
a Darwing en 1872, James y Lang en 1884 y
otros  pensadores,  quienes  ya  en  su  época
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argumentan sus teorías sobre cómo se producen
las emociones. En el campo de la computación
se  habla  de  proveer  a  las  máquinas  de
emociones,  originando  un  nuevo  campo
denominado  computación  afectiva.  S.
Baldasarri  [1]  plantea  que  los  sistemas
“afectivos”,  deben  ser  capaces  de  capturar  y
reconocer los estados emocionales del usuario a
través  de  mediciones  sobre  señales  generadas
en la cara,  la voz,  el cuerpo, o cualquier otro
reflejo  del  proceso  emocional  que  se  esté
llevando  a  cabo.  Albert  Mehrabian  en  sus
investigaciones  afirma  que  en  una
comunicación la palabra hablada solo contiene
el 7% del significado, mientras que el tono de
voz  un  38%  y  las  expresiones  faciales  nada
menos que el restante 55% [2]. Existen distintos
enfoques  para  representar  las  emociones,  el
enfoque  dimensional  [3]  y  el  enfoque
categórico. El enfoque categórico, desarrollado
inicialmente por el psicólogo Paul Ekman [4],
afirma  que  existe  un  conjunto  de  seis
emociones  básicas y universales  que no están
determinadas por las culturas. Luego actualizó
este  conjunto  a  siete  emociones,  sumando  el
desprecio.  Estas  son:  a)  enojo,  b)  asco,  c)
felicidad,  d) miedo, e)  tristeza,  f) sorpresa,  g)
desprecio.  Por  otro  lado,  el  enfoque
dimensional establece que los estados afectivos
se  distribuyen  en  un  espacio  continuo,  cuyos
ejes  dimensionales  indican  una  cuantificación
de  una  característica.  A  pesar  de  que
actualmente no existe un consenso acerca de lo
que es  la  definición  de emoción,  si  existe  un
acuerdo  en  que  las  emociones  pueden
clasificarse  en  tres  dimensiones  continuas:  1)
Valencia  (Valoración):  un  constructo  bipolar,
que  va  de  agradable  a  desagradable,  2)
Excitación (Arousal): que va de calmado hasta
activado  (o  excitado),  y  3)  Dominancia
(Control).  Los  métodos  utilizados  en  la
computación  afectiva  se  basan  en  el
procesamiento  de  los  datos  recopilados  y
etiquetados obtenidos mediante la ejecución de
experiencias  en laboratorios,  donde se pueden
obtener  etiquetas  (definidas  con  categorías
predefinidas  o  de  forma  dimensional)  de
diferentes maneras:  durante la interacción con
el  sistema  o  retrospectivamente,  o  por  el
investigador  durante  o  después  de  la
interacción. De acuerdo con los tipos de datos
que  se  utilizan  en  los  sistemas  propuestos
pueden clasificarse en sistemas unimodales, los
que  exploran  una  sola  fuente  de  datos,  y
multimodales,  los  que  combinan  dos  o  más
fuentes de datos. Como trabajos unimodales se
puede citar a: en [5] se captura el rostro a través
de  videos  y  en  [6],[7]  captura  de  rostro  con
imágenes.  Como  trabajos  multimodales  se
puede citar  a:  en [8] agregan a la captura del
rostro la posición de la cabeza, en [9] utilizan
cuestionarios,  tecleo  y  micrófono,  en  [10]
captura  de  tecleo  y  Electroencefalograma
(EEG). Para deducir el estado emocional de un
individuo en un contexto de captura multimodal
(de ahora en más MM) se tiene que registrar,
simultáneamente,  diversa  información
biométrica. En este contexto se está trabajando
la  construcción  de  un  Framework  MM en  el
cual  se  combinen  distintas  características,
distintos  sensores  y  distintas  estrategias  para
una mayor fidelidad de los datos capturados. En
trabajos  previos  del  ISIER-UM se trabajó  en:
[11], [12], [13], [14] control de Robots, en [15]
el control de artefactos aplicados a la domótica,
y  en  [16]  la  lectura  emocional  del  usuario,
enfocando  la  lectura  de  la  excitación  y
meditación.  Se  experimentó  con  BCI  (Brain
Computer  Interface),  en  particular  con
EMOTIV  [17],  integrando  la  respuesta  de
biopotenciales eléctricos de individuos para el
control de robots a través de Electromiograma
(EMG), EEG y Electrooculograma (EOG), las
cuales son bioseñales eléctricas  generadas por
los  patrones  de  actividad  de  los  músculos,  el
cerebro y los ojos del usuario respectivamente. 
Líneas de Investigación, Desarrollo e 
Innovación
La  hipótesis  que  guía  este  proyecto  es:  La
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captura  de  estados  emocionales  de  personas
interactuando  en  distintos  contextos  (reales,
simulados, virtuales o interactivos con robots) a
través  de  un  Framework  MM,  independiente
del dominio, con la capacidad de registrar datos
tanto fisiológicos como biométricos, contribuye
a  reflejar  un  estado  emocional  de  mayor
fidelidad  que  el  obtenido  cuando  se  utilizan
pocos  medios  de  recolección  de  datos.  Para
demostrar  dicha  hipótesis,  se  encuentran
abiertas y en desarrollo las siguientes líneas de
trabajo: 
a) evolución del Framework MM: registro de
datos  biométricos  y  fisiológicos;  integración
distintas  interfaces  BCI (Neurosky y Emotiv),
distintos sensores fisiológicos (presión arterial,
pulsaciones, conductancia de la piel), y distintas
herramientas  que  interactúen  con  estas
interfaces. 
b) inferencia emocional a través de la captura
del rostro del usuario, correlacionándolo con su
estado  emocional  empleando  diversas  APIS,
por ejemplo, entre otras, Affective de MS, a fin
de comparar  con desarrollos reciente  de autor
llevados a cabo en el ISIER aplicando Machine
Learning (ML) sobre las bases de técnicas  de
regresión logística.
c)Desarrollo  de  escenarios  de  aplicación
(virtual, simuladores, gastronómico, interacción
con  robots).  Para  la  validación  emocional  se
aplica la prueba de Russel (modelo excitación-
valencia),  encuestas  SAM  (por  sus  siglas  en
inglés  Self-Asessment-Manikin)  propuesta  por
Bradley y Lang [18], banco de imágenes IAPS
[19]  (genéricas  para  distintos  cuadrantes  del
circunflejo  de  Russel),  además  de  aplicar  las
imágenes de OLAF [20] (alimentos y comidas)
para el dominio gastronómico. En la actuación
del  usuario  en  el  contexto  virtual,  se  aplican
casos  de  experimentación  empleando  el
conjunto de datos recopilado por el Center for
the  Study  of  Emotion  &  Attention  de  la
University  of  Florida  en  Gaines  Ville,  FL,
Estados Unidos. El conjunto contiene una base
de  datos  de  imágenes  (IAPS)  [19],  que  es
utilizada  en  diversos  estudios  científicos  que
analizan  emociones  y  es  considerada  un
estándar de facto.
d) visualización y explotación. Se desarrollan
consultas  y  filtros  con  integración  de
herramientas  de  explotación  y  descubrimiento
sobre  la  base  de  datos  que  articula  el
Framework.
Objetivos y Resultados Esperados
Los objetivos  planteados  en  el  marco de  este
PICTO  son:  a)  Integración  de  distintas
herramientas  BCI  al  Framework  MM,
b)Integración de distintos sensores fisiológicos
(pulsera, conductancia de la piel), c)Captura y
registración de ritmo cardiaco, d)Integración de
Rostro  a  través  de  regresión  logística,
e)Integración de Voz, f) Integración de Test de
Rusell  y   Encuestas  SAM,  g)  Capturas
ambientes (simulados o reales),  h) Integración
de  herramientas  para  descubrir  patrones,  i)
implantación de un espacio físico de inmersión
emocional.
Resultados obtenidos
Hasta  el  momento  los  logros  obtenidos  se
reflejan en el  Framework MM, donde para su
desarrollo  se  consideraron  como  entradas
principales  la captura de las ondas cerebrales,
con el empleo del BCI (Neurosky, Emotiv) ,sus
algoritmos, y la toma de “capturas de pantalla”,
tanto del rostro del usuario interactuando con el
contexto  como  las  imágenes  que  observa  el
usuario.  Se  integra  con  Encuestas  SAM.  Se
realizaron  pruebas  con ambientes  estáticos  de
imágenes  y  ambientes  dinámicos,  juegos  de
computadora.  Los  resultados  de  las  pruebas
mencionadas fueron demostrados y publicados
CACIC 2018 [21], CACIC 2019 [22] y CACIC
2020 [23], CACIC 2020 [24], y resultados en
ambientes  dinámicos  en  Revista  Risti  [25].
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Recientes  trabajos  no  publicados  a  la  fecha
obtuvieron  resultados  satisfactorios  en  el
desarrollo  de  ML aplicado  a  la  detección  de
emociones por voz; en particular este trabajo se
orienta  al  diseño  y  desarrollo  de  redes
neuronales  para  la  clasificación  de  emociones
en el discurso hablado, con la experimentación
de  diferentes  métodos  para  convertir  de  un
enfoque  categórico  de  clasificación  de
emociones a uno dimensional. 
Formación de Recursos Humanos
El  grupo  de  investigación  se  encuentra
conformado  por  tres  investigadores  formados,
tres  investigadores  en  formación,  y  dos
alumnos investigadores.  Se defendieron en esta
línea de investigación una tesis de doctorado en
colaboración  con  FIUBA-UNLP,  dos  tesis  de
grado. Actualmente se desarrollan cuatro tesis
de  grado  en  el  área  de  computación  afectiva
trasfiriendo los resultados de investigación a la
cátedra  de  trabajo  de  diploma  de  la  carrera
informática. 
Reconocimiento
 Los  docentes  investigadores  integrantes  del
ISIER  quieren  expresar  su  reconocimiento  al
Ing.  Hugo  Rene  Padovani quien  en  vida
contribuyó a la creación del ISIER [26], como
así  también  a  la  formación  de  RRHH  en
investigación en el área de robótica autónoma,
y en el campo de la computación afectiva; sirva
este  espacio  para  expresar  nuestro  profundo
agradecimiento, a nuestro querido Hugo, quien
siempre estará presente en nuestros corazones.
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Diseño y desarrollo de Serious Games para la rehabilitación de
problemas cognitivos en pacientes neurológicos implementando VRPN
para las comunicaciones entre las interfaces y los dispositivos.
Javier J. Rosenstein, Rodrigo Gonzalez, Juan Salvador Portugal, Julian Argañaráz
Instituto de Investigaciones, Facultad de Informática y Diseño, Universidad Champagnat,




En el desarrollo de sistemas de realidad virtual
uno de los inconvenientes que se encuentran
es la comunicación entre las aplicaciones y los
dispositivos  de adquisición de  datos.  Ya sea
por no disponer de un método de acceso en
forma  directa  o  por  necesitar  independencia
entre ambos, es decir que las aplicaciones co-
rran en una plataforma y los dispositivos  en
otras.  Para lograr  esta  independencia  y a  su
vez permitir la integración de todo el sistema
de realidad virtual, es necesario la implemen-
tación de algún protocolo de comunicaciones
que permita  esta  vinculación  heterogénea  en
tiempo real. Los dispositivos generalmente es-
tán asociados a funciones o características de
los individuos que los utilizan y se necesita in-
tegrar los movimientos que estos representan
hacia una interfaz gráfica que permita la reali-
mentación  neuronal  del  paciente  y  de  este
modo  lograr  la  mejora  cognitiva  (efecto  de
neurofeedback  deseado).  El  presente  trabajo
trata del análisis e implementación del proto-
colo de comunicaciones VRPN (Virtual Reali-
ty Peripheral Network) entre las partes de un
entorno multimedia  donde interactúan la ad-
quisición de movimientos del usuario y la re-
presentación  visual  en  un  escenario  virtual
que permita la retroalimentación al usuario en
tiempo real logrando una experiencia interac-
tiva  e  inmersiva.  Logrando de  este  modo la
producción  de  un  sistema  de  capacitación  /
rehabilitación o mejor llamado Serious Game.
Palabras  clave:  VRPN,  EOG,  EEG,  BCI,
Serious  Games,  Mirror  Neurons,
Neurofeedback
CONTEXTO
El presente proyecto se desarrolla en el Insti-
tuto de Investigaciones de la Facultad de In-
formática y Diseño de la Universidad Cham-
pagnat (Godoy Cruz, Mendoza), en el marco
de  la  Licenciatura  en  Sistemas  de  Informa-
ción;  en  cooperación  con  el  Laboratorio  de
I+D+i  en  Neurotecnologías  de  la  empresa
Neuromed  Argentina  S.A.  (Godoy  Cruz,
Mendoza).
Este trabajo es parte del proyecto de investi-
gación que dio inicio en Diciembre de 2017
denominado “Diseño y desarrollo de un pro-
totipo de Serious Game destinado a la rehabi-
litación  de  problemas  neurológicos  imple-
mentando VRPN para la comunicación de la
BCI”. 
1. INTRODUCCIÓN
El objetivo principal  de la presente línea de
investigación  consiste  en  el  diseño  y
desarrollo  de  una  BCI  (Brain  Computer
Interface)  [1]  [2],  que  permita  interactuar
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entre  las  señales  generadas  por  un  paciente
neurológico  [3]  y  una  interfaz  de  realidad
virtual.  Este  sistema debe  permitir  lograr  el
principio  de  neurofeedback  [4],  o
retroalimentación  hacia  el  paciente.  De  este
modo  se  podrán  mejorar  sus  capacidades
cognitivas  correspondientes.  Esto  tiene
aplicación  directa  en  los  tratamientos  de
rehabilitación  en  pacientes  de  patologías
neurológicas  y cognitivas,  principalmente  en
niños, este enfoque es importante ya que está
demostrado  que  es  la  mayor  causa  de
discapacidad  en  niños,  según  estadísticas
como las publicadas por el Indec de su último
informe del 2018 (ver figura1),  en argentina
dentro  de  las  principales  discapacidades,  la
mental-cognitiva  es  la  mayor  de  las
discapacidades  entre  las  edades  de  6  a  14
años.
Incluso,  estudios  indican  la  posibilidad  de
tratar  patologías  psiquiátricas  como  la
depresión [5] [6].
La implementación del trabajo se organiza de
acuerdo a las siguientes etapas: 
a) Adquisición  de  señales  mediante
técnicas  de  Electroencefalografía
(EEG)  [7]  y  adquisición  de
movimientos  oculares  mediante  las
técnicas  de  electrooculografía  (EOG)
[8] [9] [10] [11] [12].
b) Análisis  de  estas  señales  en  tiempo
real para poder identificar la voluntad
de movimiento del individuo, así como
la dirección del movimiento.
c) Transformar  la  voluntad  de
movimiento  en  comandos  del
protocolo  VRPN  que  permitan
transmitir  la  información  al
componente  software /  hardware que
la requiera.
d) Como  continuación  al  resultado
obtenido en el punto anterior, Diseñar,
programar  y  poder  comandar  una
interfaz  gráfica  de  aprendizaje  o
interfaz Cerebro / Computadora (BCI
– Brain Computer Interface).
Finalmente  se  presenta  la  BCI  como  un
sistema  de  adquisición  de  datos,
procesamiento del protocolo serie a VRPN y
luego la representación en nuestro modelo de
prototipo de Serious Game [14] [15]. Una vez
adquiridas  las  señales  EEG/EOG,  estas  se
analizan  y  codifican  con  las  bibliotecas
desarrolladas  como  parte  de  este  proyecto.
Esto  permite  su  comunicación  mediante
VRPN  con  las  interfaces  virtuales  que
interpretan este protocolo.
2. LINEAS DE INVESTIGACIÓN Y
DESARROLLO
Este trabajo está compuesto por tres etapas o
fases de trabajo.  La primera de ellas corres-
ponde a la implementación de VRPN entre un
sistema simulado de captura de datos prove-
nientes de un paciente, y una interfaz virtual
básica. La segunda etapa del proyecto preten-
de  avanzar  sobre  la  captura  de datos  reales
para que, luego de procesados, se transfieran
a través de VRPN hacia la interfaz virtual de
neurofeedback.  Una  breve  descripción  de
cada una de las etapas se describe a continua-
ción:
1. La primer parte consiste en la implemen-
tación de un simulador de señales EEG y
EOG necesarias para el análisis e interpre-
tación  de  la  voluntad  del  usuario  de  la
BCI. Estas señales una vez procesadas se
deben  codificar  en  comandos  de  VRPN
para poder ser transmitidas hacia una in-
terfaz virtual. Esta debe poder interpretar
Figura 1: Discapacidades según Indec en 
argentina
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las  señales  transmitidas  y  representar  la
voluntad inicial del usuario correspondien-
te. De este modo se cumplen los objetivos
de captura, análisis, procesamiento, trans-
misión, recepción y representación, lo cual
produce el efecto de neurofeedback desea-
do sobre una interfaz virtual de capacita-
ción a nivel prototipo.
2. La segunda etapa consiste en el desarrollo
y mejora del proyecto mediante la adquisi-
ción real de señales EEG y EOG por elec-
trodos ubicados superficialmente sobre la
cabeza del paciente. Esta modificación al
sistema requiere de un diseño e implemen-
tación electrónica así como del desarrollo
del firmware que permita  adquirir,  anali-
zar y procesar estas señales, que luego se-
rán  transmitidas  a  través  del  protocolo
VRPN hacia  una  interfaz  virtual.  Así,  el
sistema diseñado se incorporará en forma
transparente al proyecto implementado en
la primer etapa.
3. La etapa final de este proyecto consiste en
el diseño y desarrollo del escenario virtual
de rehabilitación cognitiva para pacientes
neurológicos  según las  indicaciones  con-
cretas por parte del especialista en neuro-
logía. Se partirá de un relevamiento de las
técnicas  de  aprendizaje  que  se  requieren
implementar  y los resultados que se pre-
tenden obtener, indicados por el neurólogo
o experto afín.
3. RESULTADOS ESPERADOS
Los resultados esperados se pueden dividir en
dos grandes grupos:
1. BCI e interfaz virtual gráfica que produzca
en el paciente el efecto de neurofeedback:
se espera obtener como producto final un
sistema de retroalimentación a un usuario,
en  principio  simulando  la  generación  de
señales que serán interpretadas en el esce-
nario de realidad virtual, se envía median-
te  comandos  codificados  en  el  protocolo
VRPN que se transmiten a través de una
red Ethernet.
2. Adquisición  de  datos  reales  de  EEG  y
EOG:  análisis  y  preprocesamiento;  se
identifican los comandos necesarios para
su transmisión hacia el equipo generador
de tramas VRPN para que finalmente se
tenga  un prototipo  funcional  que  imple-
mente la técnica de la terapia y se logre el
efecto de neurofeedback propuesto.
4. FORMACIÓN DE RECURSOS
HUMANOS
La línea de I+D presentada está vinculada con
el  desarrollo  de  la tesis  de  maestría  en
teleinformática  de  la  Universidad  de
Mendoza,  de  Javier J. Rosenstein,  defendida
durante el 2020. Dicha tesis se centró en la
implementación  del  protocolo  VRPN
demostrando su uso en un sistema BCI.
Esta  linea  de  I+D  Además  cuenta  con  la
dirección  del  Mg.  Lic.  Javier  J.  Rosenstein
(UCH) y como investigador principal el Dr.
Rodrigo Gonzalez (UCH). En lo que respecta
a  la  formación  de  estudiantes  de  la
licenciatura,  esta  línea  de  investigación
cuenta  con  dos  tesis  de  grado  en  curso,
pertenecientes a los estudiantes Juan Salvador
Portugal y Julian Argañaráz, cuyos planes de
tesis se encuentran específicamente dentro del
marco  de  este  proyecto.  Ambos  cursan  la
licenciatura en Sistemas de Información en la
Universidad Champagnat.
Todos  los  avances  logrados  y  las
implementaciones realizadas relacionadas con
el desarrollo  del presente  proyecto desde su
primer  etapa,  se  están  utilizando  como
recurso  para  el  dictado  de  talleres  de
comunicaciones,  redes,  programación  de
microcontroladores,  programación en C/C++
y  diseño  y  programación  de  interfaces
virtuales  de  capacitación/rehabilitación  en
general,  tanto  para  estudiantes  de  la
universidad, como así también para  alumnos
externos a la UCH.
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RESUMEN 
Hoy en día un amplio porcentaje de niños y 
jóvenes cuentan con teléfonos celulares con 
conectividad a internet que utilizan a diario y 
llevan consigo la mayor parte del tiempo. 
Estos equipos son en su mayoría de gama 
media y cuentan al menos con la posibilidad 
de ser geolocalizados por GPS y/o 
triangulación de señal celular. Sacando 
provecho de esas características se diseña y 
desarrolla una aplicación móvil denominada 
Vigia Escolar. Esta aplicación permite a los 
padres monitorizar de una forma no invasiva 
el recorrido de sus hijos para estar tranquilos 
de que llegan a destino y no se desvían de la 
ruta establecida. Utilizando la técnica de 
geofencing, Vigia Escolar permite definir 
corredores y zonas seguras emitiendo alertas 
para prevenir inconvenientes. 
 
 
Palabras clave:  Geolocalización, Geofencing 





Esta línea de I+D forma parte de los 
proyectos radicados en el Centro de Altos 
Estudios en Tecnología Informática (CAETI) 
de la Universidad Abierta Interamericana 
(UAI). El proyecto cuenta con financiamiento 
asignado y una duración de 2 años. El 




La inseguridad es una cuestión que preocupa 
a toda la población y aún mas cuando se trata 
de los hijos que salen de la casa ya sea para ir 
a estudiar, hacer algún deporte o visitar algún 
amigo. No es posible estar todo el tiempo 
vigilando donde esta una determinada 
persona, pero si es posible tomar ciertos 
recaudos para prevenir inconvenientes. Por 
ejemplo, si tarda más de lo habitual en volver 
o se fue de la zona en la que debería estar 
puede indicar que se encuentra en problemas 
o frente a algún peligro. Muchos padres 
realizan llamadas o mensajes constantes a sus 
hijos lo que hace que se sientan invadidos o 
perseguidos. Y también genera un desgaste 
para los padres ante la preocupación 
constante. Para subsanar este inconveniente y 
evitar que ambos deban estar pendientes es 
posible recurrir a la tecnología. 
 
La geolocalización permite saber dónde se 
encuentra un dispositivo en cada momento, 
pero esta es extendida mediante el concepto 
de geofecing al detectar cuando se entra o sale 
de determinada área. “Geofencing es una 
pequeña área geográfica que se describe para 
producir un evento de ubicación tan pronto 
como un usuario ingrese o salga de esta 
geovalla” [1] 
 
Usando la geolocalización y el geofencing es 
posible desarrollar una aplicación de 
monitoreo no invasivo, donde la persona que 
está siendo monitoreada ni se entera ya que 
no es necesario que tenga una aplicación 
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abierta, sino que un servicio cada un tiempo 
determinado enviará su ubicación. Un 
algoritmo previamente configurado analizará 
si se va de una zona determinada antes de 
tiempo o ingresa a una zona no habitual lo 
que puede indicar algún problema. Solo en 
esos casos el sistema entonces enviará una 
alerta sobre un posible problema. 
 
De esta forma los padres pueden estar 
tranquilos sabiendo que si ocurre algo el 
sistema les avisará sin tener que estar 
preguntando donde esta o fijándose mediante 
una aplicación si está donde debería. 
 
Existen numerosos trabajos relacionados en el 
área como [2] que es similar a la propuesta, 
pero utilizando un dispositivo de rastreo 
propio en lugar de aprovechar el teléfono 
celular lo que requiere de un gasto adicional. 
También el trabajo [3],[4] se basa en el 
seguimiento de niños, pero en este caso 
mediante el uso de un smartwatch. Mientras 
que otros trabajos como [5] complementan la 
geolocalización con el uso de RFID para 
interiores y [6] incorpora la grabación de 
audio ante una situación de emergencia para 
evitar o detectar abusos. 
 
Específicamente el trabajo [7] plantea el envió 
de notificaciones al realizar el seguimiento en 
distintas áreas de monitoreo, considerando 
restricciones de tiempo y movimiento entre 
las áreas. 
 
Ya en el 2015 algunos trabajos como por 
ejemplo [8] veían la necesidad de ahorrar 
recursos en el monitoreo haciendo 
aplicaciones con clientes livianos, lo que 
ahorra también batería y permite realizar el 
monitoreo por más tiempo y en mayor 
cantidad de equipos con menor poder de 
procesamiento. 
 
De hecho la solución denominada Vigia 
Escolar tendrá soporte en teléfonos celulares, 
que no necesitan ser de alta gama, haciendo 
uso de geofecing y analizando la reducción 
del consumo de batería en el proceso de 
monitoreo de las zonas delimitadas. 
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
 
Este proyecto de investigación busca: 
 
• Hacer uso de la geolocalización y de las 
técnicas de geofecing para aplicarlos a 
aplicaciones móviles. 
• Diseñar una aplicación de monitoreo no 
invasiva que consuma pocos recursos. 
• Investigar las distintas formas de envío de 
alertas disponibles para dar mayor 
flexibilidad al sistema (SMS, WhatsApp, 
etc) 
• Complementar las funcionalidades de las 
aplicaciones mediante el aprovechamiento 







En el primer año del proyecto se ha realizado 
la especificación funcional de la primera 
versión de la aplicación y se ha comenzado 
con el desarrollo.  
Esta primera versión permite: 
• Definir zonas y horarios de 
permanencia, por ejemplo, si el niño 
debe estar de 8 a 12 hs en el colegio y 
se detecta que sale de zona antes de 
horario. Las zonas pueden 
configurarse de forma repetitiva y 
agregar acepciones y lugar conocidos, 
por ejemplo, si luego del colegio va a 
la casa de un amigo o tiene una 
actividad en el gimnasio. Todas estas 
zonas pueden establecerse y 
configurarse desde una aplicación web 
que luego se sincroniza con la app 
móvil. La figura 1 muestra la pantalla 
de configuración de zonas donde se 
puede establecer el horario de cada 
una. 
• Definir corredores seguros para llegar 
de una zona a otra. 
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• Enviar alertas en caso de que se salga 
de la zona establecida. 
• Consultar la ubicación actual tal como 
puede verse en la figura 2 
 




Figura 2. Visualización de la ubicación actual 
del dispositivo monitorizado 
 
El desarrollo web para el backend se está 
realizando en C# utilizando la arquitectura 
MVC para su diseño utilizando el framework 
4.8 de Microsoft con base de datos SQL 
Server version 13.0 
Mientras que la parte móvil se está 
desarrollando con Android Studio 
aprovechando las APIs nativas de Google de 
geofencing. También se utilizan otras APIs 
como por ejemplo el estado de la batería para 
dar aviso sino se puede seguir monitoreando 
la ubicación o bajar la frecuencia de 
actualización para ahorrar batería. 
Una vez finalizada y probada esta versión se 
planea incorporar nuevas características a la 
aplicación como por ejemplo determinar si se 
sube a un vehículo por la velocidad de 
traslado. También si el niño vuelve en 
colectivo a su casa al entrar en determinada 
zona una alerta pueda avisarles a sus padres 
para que lo esperen en la parada antes de que 
baje.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El grupo está formado por 5 personas, 
docentes de grado, postgrado y alumnos.  
 
En el área de dispositivos móviles se 
encuentran en realización 1 tesis de maestría y 
1 tesina de grado en la UAI (Universidad 
Abierta Interamericana).  
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Los territorios deben enfrentar nuevos
desafíos para el diseño de estrategias de
desarrollo dentro de un contexto de mayor
complejidad, incertidumbre y velocidad de
cambios, así como adquirir mayores
competencias, adaptarse a las exigencias del
mercado y avanzar hacia el desarrollo del
mismo. El trabajo planteado aquí se asienta en
la ciudad de Puerto Madryn, como caso de
estudio de una ciudad intermedia. El objetivo
general del proyecto es la investigación en
técnicas, métodos, estrategias y teorías que
asistan en la obtención y procesamiento de
datos e información para la construcción de
conocimiento de los procesos involucrados en
el planeamiento urbano. Para el mencionado
fin, se propone el estudio de la literatura
relacionada, la construcción de aplicaciones
de software que permitan la captura de datos
por parte de los ciudadanos, el análisis de
dichos datos, la validación de los resultados
obtenidos y la sintetización de los mismos.
Palabras Clave: Scrapping - Análisis de
Datos - Aprendizaje Automático - Ciudades
inteligentes - Informática urbana.
CONTEXTO
El presente forma parte del trabajo en curso
dentro del marco de la beca EVC CIN 2019
otorgada a Mauricio Savarro. La misma
forma parte de una serie de líneas de
investigación recientes desarrolladas en
Laboratorio de Investigación en Informática y
en articulación con otros centros y facultades
de la UNPSJB. En particular, la beca se
enmarca en el proyecto de investigación
UNPSJB-PI 1494 “Datos espacio-temporales
en entornos urbanos” (2019/2020,
prorrogado), cuyo Director es el Dr. Ing.
Leonardo Ordinez. Este proyecto se propone
investigar y aplicar técnicas, métodos y
teorías que asistan en la obtención de
información del ámbito urbano, caracterizada
por ser heterogénea, proveniente de diferentes
orígenes y especialmente ligada a datos
espacio-temporales. Vale resaltar que este
proyecto se complementa con el UNPSJB-PI
1541, titulado “Desigualdad, experiencia y
movilidad urbana en una ciudad turística,
Puerto Madryn, Chubut (2008-2018)”, el cual
es dirigido por el Dr. Sergio Andrés Kaminker
y co-dirigido por el Dr. Ordinez. En este caso,
el abordaje es desde las ciencias sociales
1. INTRODUCCIÓN
Durante gran parte del siglo XX, la idea de
que una ciudad podía ser inteligente era una
ciencia ficción. Manuel Castells (1995) define
a la sociedad actual en un imbricamiento
interdependiente e inseparable de los procesos
sociales y aquellos que se dan en el mundo
digital, constituyendo una nueva forma de
relacionamiento en lo que él denomina Era
Informacional. La convergencia de las
tecnologías de la información y la
comunicación está produciendo entornos
urbanos que son bastante diferentes de todo lo
que hemos experimentado hasta ahora. Las
ciudades se están volviendo inteligentes no
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sólo en términos de la forma en que podemos
automatizar funciones rutinarias que atienden
a personas individuales, edificios, sistemas de
tráfico, sino de forma que nos permitan
monitorear, comprender, analizar y planificar
la ciudad para mejorar la eficiencia, equidad y
calidad de vida para sus ciudadanos en tiempo
real (M. Batty et al., 2012). Las ciudades
inteligentes a menudo se representan como
constelaciones de instrumentos a través de
muchas escalas, que están conectados a través
de múltiples redes que proporcionan datos
continuos sobre los movimientos de personas
y materiales, en términos del flujo de
decisiones sobre la forma física y social de la
ciudad. Sin embargo, las ciudades solo
pueden ser inteligentes sí pueden integrar y
sintetizar estos datos para algún propósito; así
mejorar la eficiencia, la equidad, la
sostenibilidad y la calidad de vida en las
ciudades (Michael Batty, 2013).
La propuesta exploratoria de diferentes
enfoques de Brigitte Lamy (2006), resulta
básica para comprender las distintas
aproximaciones al objeto de estudio de “lo
urbano”. Lo trascendental, se encuentra en la
mirada compleja sobre un fenómeno
multicausal, dialéctico, imbricado y altamente
dinámico, que dificulta la comparación o
universalización dogmática de teorías. La
creciente urbanización está haciendo que las
autoridades de las ciudades, los gobiernos, las
empresas e incluso los ciudadanos comiencen
a pensar en formas alternativas de administrar
los recursos dentro de una ciudad. Este
objetivo se logra no solo buscando más
eficiencia, es decir, hacer más con menos,
sino también buscando formas de lograr un
mayor nivel de satisfacción entre los
ciudadanos y los agentes económicos dentro
de una ciudad (Aguilera, Lopez-de-Ipina, &
Perez, 2016).
Como explica Urry (2003), la mayoría de los
estudios de transporte se han realizado desde
la economía o la ingeniería, prestando poca
atención a la dimensión subjetiva o la
experiencia de la movilidad. Sin embargo, en
las últimas décadas existió un cambio de
paradigma, a partir del giro que las ciencias
sociales dieron hacia el estudio de los flujos,
desplazamientos y movilidades en general
como crítica a una visión más estática de
distintos fenómenos, como las distintas
expresiones de la desigualdad urbana (Segura,
2012).
Hannerz (1986) introduce cinco dominios en
el estudio de la movilidad urbana: doméstico,
aprovisionamiento, recreación, vecindad y
tránsito. Los estudios de la movilidad de las
últimas décadas van desde los
micromovimientos corporales, la movilidad
cotidiana, residencial y profesional de las
personas, hasta los flujos globales de bienes y
servicios (Cresswell, 2006; Urry, 2007;
Jensen, 2009; Gutiérrez, 2012). Allí se
identifican tiempos, rutas, ritmos,
experiencias, velocidades, etc. (Cresswell,
2010). Esto implica una diversidad de análisis
que importan a esta investigación sobre
movilidad urbana, por un lado, y turismo, por
el otro.
Como explican Jirón e Imilán Ojeda (2018),
en el caso de la movilidad urbana, analizar,
tanto el movimiento como las experiencias y
los significados que emergen, ha sido una
forma de ampliar e incluso cuestionar las
nociones clásicas sobre el transporte,
centradas en la eficiencia del desplazamiento
desde un punto A a un punto B.
Por su parte, los estudios de turismo relativos
a transporte suelen referirse al vínculo entre
los sistemas de transporte y las vías de
circulación de larga o media distancia. En
general, la gran mayoría de éstos analizan el
vínculo entre transporte aéreo y turismo
(Knobel, 2009; Wallingre, 2010, 2013),
transporte terrestre y turismo (Ballent y
Gorelik, 2001; Wallingre, 2015), transporte
marítimo y turismo (Losano et al. 2008;
Martínez, 2012). Por otro lado, recientemente
se le ha comenzado a prestar atención a la
movilidad urbana de las ciudades relativa al
turismo y la capacidad de la población
residente de los destinos de acceder a
determinados bienes y servicios.
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En cuanto a estudios de la desigualdad
urbana, en América Latina, se ha prestado
poca atención a la movilidad. Asimismo, se
debe recordar que las movilidades son muy
diversas y se experimentan dependientes de
una serie de desigualdades (Jirón, 2007), de
género, socioeconómica, de edad, origen, etc.
De lo anterior surge la necesidad de destacar
la importancia de los datos en este proceso.
En este escenario, las personas participan
como sensores sociales que proporcionan
voluntariamente datos que capturan sus
experiencias de la vida cotidiana (Silva et al.,
2016). Ello supone una posibilidad de análisis
de información para la toma de decisiones de
política pública inédita (De Dios Ortúzar y
Willumsen, 2008). El entendimiento de los
datos generados por la población en el medio
urbano, permite corregir una gran cantidad de
problemas que afectan la vida diaria y
perjudican la eficiencia de las ciudades (BID,
2016), en tanto degradan la calidad de vida y
promueven la inequidad. En este sentido,
desde la Informática, se han planteado
diferentes estrategias, técnicas y herramientas
para la obtención de ese conocimiento sobre
lo urbano de forma automática (Batty, 2018;
Laurini, 2017; Bavsar, 2017; Abduljabbar,
2019; Zhang, 2011).
2. LÍNEAS DE INVESTIGACIÓN
Y DESARROLLO
La masiva disponibilidad de incontables
cantidades de datos y el gran poder de
cómputo deslocalizado han sido factores
determinantes para el surgimiento y auge de
la denominada ciencia de datos. Este
paradigma se basa en técnicas probadas, que
se apoyan en modelos estadísticos de
regresión. En virtud de ello, este proyecto de
iniciación a la investigación busca
profundizar en técnicas y tecnologías, como
la extracción automática de datos, el
aprendizaje de máquina y los análisis de
regresión, con el objetivo de obtener
conocimiento sobre el entorno urbano. En
particular, se toma como caso de estudio la
ciudad de Puerto Madryn. En este sentido, se
busca comprender cómo se expresa y
experimenta la desigualdad en la movilidad
urbana en la ciudad de Puerto Madryn,
integrando a la diversidad socioeconómica y
residencial propia, la mirada de los y las
turistas y comprender cómo se entrelazan
estas dimensiones con las políticas públicas
relativas a movilidad y turismo en una ciudad
costera patagónica en expansión.
3. RESULTADOS OBTENIDOS
Desde lo metodológico, se busca adquirir las
habilidades básicas para el desarrollo de la
actividad investigativa en informática. En
términos generales, se busca investigar
diferentes estrategias, técnicas y modelos,
basados en el procesamiento de datos de
fuentes heterogéneas, para el análisis de la
movilidad urbana en ciudades intermedias y
su relación con el turismo y la desigualdad.
Más específicamente, se pretende: 1) relevar
técnicas y métodos para la sistematización de
datos, mediante diferentes tipos de esquemas
relacionales y no relacionales; 2) estudiar y
desarrollar técnicas para el análisis
automático de datos de disponibles en
servicios externos de datos abiertos y fuentes
primarias (encuestas, relevamientos, datos
propios generados en el proceso de
investigación); 3) profundizar el
conocimiento en el análisis y modelado de
datos espacio-temporales.
En esta primera etapa del proyecto se decidió
reorientar el trabajo, postergando aspectos de
movilidad y comenzando por el análisis de
precios de inmuebles (casas y departamentos,
en particular) en la ciudad de Puerto Madryn,
Chubut. Esto se debió a que el período de
trabajo del becario inició en julio de 2020, en
el marco de la pandemia por COVID-19. Con
este objetivo, el primer punto de este trabajo
consistió en obtener información actualizada
de valores inmobiliarios. Mediante el uso de
scraping se obtuvo información de diferentes
webs de diferentes sitios inmobiliarios. La
herramienta utilizada fue Web Scraping, un
plugin para navegador gratuito con
componentes de pago.
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Aquí surgió la primera complejidad del
trabajo. Ya que la mayoría de las webs poseen
información incompleta e inconsistente entre
ellas. Es decir, la falta de algunos parámetros
útiles para la valuación de un Inmueble como
número de ambientes, si posee cochera, etc.
Con lo cual el set de datos inicial debió ser
trabajado arduamente hasta conseguir un
punto de partida para la implementación de
los diferentes algoritmos de Aprendizaje
Automático. Para esto se revisaron los datos
para corregir cualquier fallo en el Scrapping o
faltante de información en las webs y se
seleccionaron los parámetros finales que
formarán parte del conjunto de entrenamiento.
El siguiente punto fue el análisis de los datos
donde destaca la generación de una Matriz de
Correlación, para ver rápidamente
correlaciones entre los diferentes parámetros
del modelo, aspecto que sirvió para depurar
aún más los datos, junto con la eliminación de
Outliers, Valores Atipicos que no representan
la realidad.
A partir de aquí, se decidió implementar
algoritmos de Aprendizaje Automático
Supervisados, para generar un modelo de
predictor. Se dividieron los datos en dos
conjuntos, de entrenamiento para y de prueba.
Los algoritmos elegidos fueron Regresión
Lineal Múltiple, Regresion Keras (Redes
Neuronales), K-Vecinos más cercanos y
Random Forest.
Como conclusión general de esta primera
etapa se destaca la experiencia adquirida en el
análisis y depuración de la datos, para una
posterior implementación de algoritmos de
Machine Learning. Eran campos
completamente nuevos que fueron explorados
a través de una inmersión directa, que sin
duda sirvió para motivar y marcar los
aspectos más débiles de cara a continuar en
futuras etapas con otros ámbitos de estudio
dentro del marco del proyecto. Los siguientes
puntos de análisis serán sobre datos
recopilados a través encuestas realizadas en la
ciudad sobre el turismo y un conjunto de
datos provistos por el gobierno nacional sobre
el uso de la tarjeta Sube en la ciudad, con el
objetivo de obtener información sobre los
recorridos más comunes realizados por los
ciudadanos.
4. FORMACION DE RECURSOS
HUMANOS
El equipo de trabajo primario sobre esta
temática está conformado por los autores del
presente. No obstante, debido a los proyectos
de investigación en los que se enmarca el
trabajo de beca EVC CIN de Mauricio
Savarro, las y los integrantes de dichos
proyectos hacen las veces de soporte y
expertos a disposición para consultas. En
particular, entre ambos proyectos se
contabilizan siete investigadores/as, cuatro
becarios/as y siete estudiantes, que se
encuentran haciendo pasantías o tesinas de
grado.
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Extracción de datos, análisis de información y predicción del comportamiento en
el rubro económico chubutense en contexto de COVID-19
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En virtud del Informe del segundo
relevamiento del impacto social de las
medidas de aislamiento en la provincia del
Chubut, se indica que desde el sector
empresarial-comercial y de servicios, se
expresan dificultades de variada índole, que
van desde preocupaciones individuales como
miedo al contagio, hasta la situación
económica general de la comunidad y
específica de cada sector. Manifiestan
preocupación por los cierres de comercios y
microempresas, la disminución de la
demanda, los cambios en los patrones de
consumo y problemas financieros por la
ruptura de la cadena de pagos. Además, se
plantean dificultades por el cambio de la
dinámica comercial: la innovación forzada en
la modalidad de ventas –virtual, web-, el
desplazamiento de comercios hacia la
periferia de las localidades por no poder
afrontar los montos de alquileres del centro, el
cambio en la modalidad de oferta de los
servicios y la re-planificación y/o menor
requerimiento de la fuerza laboral, entre otras.
La escasez, dispersión, inconsistencia y
desactualización de la información dificulta
definitivamente la toma de decisiones. En
términos generales, este proyecto busca sentar
una base de construcción de información
sólida sobre cuestiones específicas en las
ciudades chubutenses, que permitan
desarrollar estrategias y acciones tendientes a
la comprensión y mejoramiento de la
actividad económica comercial de las
comunidades, en el contexto sanitario por
COVID-19.
Contexto
El presente trabajo sintetiza el plan propuesto
a la convocatoria 2020 de las becas EVC
CIN. El mismo se enmarca en un conjunto de
proyectos articulados interdisciplinariamente
de los cuales forman parte diversas
instituciones académicas y científicas, los
cuales se sintetizan a continuación. El
proyecto “Datos espacio-temporales en
entornos urbanos” (UNPSJB-PI 1494), el cual
se propone investigar y aplicar técnicas,
métodos y teorías que asistan en la obtención
de información del ámbito urbano,
caracterizada por ser heterogénea,
proveniente de diferentes orígenes y
especialmente ligada a datos
espacio-temporales. El proyecto
“Desigualdad, experiencia y movilidad
urbana en una ciudad turística, Puerto
Madryn, Chubut” (UNPSJB-PI 1541), el cual
busca comprender cómo se expresa y
experimenta la desigualdad en la movilidad
urbana en la ciudad de Puerto Madryn,
integrando a la diversidad socioeconómica y
residencial propia, la mirada de los y las
turistas y comprender cómo se entrelazan
estas dimensiones con las políticas públicas
relativas a movilidad y turismo en una ciudad
costera patagónica en expansión. El proyecto
“Análisis prospectivo inteligente del impacto
social, económico y productivo del
COVID-19 en la provincia de Chubut”
(RESOL-2020-170-APN-MCT), cuyo
objetivo es la construcción de conocimiento
acerca del impacto social y económico del
COVID-19 en la provincia del Chubut desde
un enfoque multidimensional en pos de
evaluar prospectivamente escenarios de
acción. El proyecto “Plataforma de Datos
Abiertos Enlazados para la Gestión y
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Visualización de Datos Primarios de Ciencias
del Mar” (UNPSJB-PI 1562), se propone el
desarrollo de una plataforma para la
especificación, modelado, generación y
publicación de los conjuntos de datos
primarios como datos abiertos enlazados, con
visualizaciones que faciliten su interpretación
y comparación, como así también su
explotación basada en semántica. En la
misma línea, otros dos proyectos conforman
catálogo de trabajos articulados en los que se
enmarca la presente propuesta: el proyecto
“Soporte inteligente para la planificación en
entornos urbanos”, en evaluación en la
convocatoria 2020 de la Secretaría de Ciencia
y Técnica de la UNPSJB y el proyecto
“Sistema de soporte inteligente para
desarrollo urbano y ordenamiento territorial
de Puerto Madryn”, el cual fue presentado y
se encuentra en evaluación en la convocatoria
PDTS UNPSJB 2019.
1. Introducción
La vida de las personas y el curso de las
actividades y servicios no esenciales han
sufrido cambios drásticos a partir del Decreto
DECNU-2020-297-APN-PTE y sus
normativas anexas de nivel provincial y/o
municipal en Chubut. Las medidas de
Aislamiento Social, Preventivo y Obligatorio
(ASPO) han generado y continuarán
generando desencadenantes de impacto social
y económico que necesitan ser identificados y
monitoreados para proveer información a los
formuladores de políticas públicas. Si bien
existen herramientas y emprendimientos a
nivel nacional, la provincia del Chubut
necesita fortalecer el conjunto de
instrumentos que sean capaces de determinar
el cúmulo de variables involucradas, medirlas
y transformarlas en indicadores cuantitativos
y cualitativos que aporten a un tablero de
análisis de impacto provincial.
La motivación principal de la propuesta se
sustenta en el contexto de las ciudades
intermedias, que presentan características
remarcables en términos de ordenamiento
territorial y movilidad, en particular. Estas
ciudades, a diferencia de las grandes
metrópolis sobre las que se centra gran parte
de la investigación en transporte, movilidad y
planificación urbana, se destacan por un
sostenido crecimiento poblacional, bajo
desarrollo de infraestructura y una expansión
territorial alta (Bolay, 2004). A la vez,
funcionalmente estas ciudades juegan un rol
de intermediación fundamental en el
crecimiento de sus zonas de influencia: “A
medida que estas ciudades pequeñas y
medianas crecen rápidamente, ofrecen
oportunidades críticas para eludir las
tecnologías antiguas e implementar prácticas
eficientes y ecológicamente racionales que
pueden contribuir a dar forma a un futuro más
sostenible, con un impacto no solo a nivel
local sino también en las zonas rurales del
interior.” (Bolay, 2019). En este contexto, la
dinámica e interpretación de sucesos
ocurridos en espacios geográfico-temporales,
hacen que tanto la recolección de los datos
como su transformación, análisis,
interpretación y explotación de los mismos
sea un desafío. De este modo, se pretende
hacer un uso racional y sustentable de esta
información vital para la toma de decisiones.
En este marco, surge la necesidad de construir
conocimiento a partir de diferentes estrategias
y herramientas de relevamiento de
información y datos, que posibiliten un
análisis y ponderación, así como una
predicción futura de la situación específica
del rubro comercial, en virtud de una
circunstancia sanitaria como la generada por
el COVID-19. En particular se considerará la
región delimitada por los límites geográficos
de la provincia del Chubut, ajustando la
escala territorial a nivel de ciudades, pueblos,
comunas rurales y potencialmente barrios y
áreas rurales dispersas. La construcción de
conocimiento, así como su modelado y
sistematización tienen el objetivo de servir de
insumo para la toma de decisiones de los
actores políticos y sociales con capacidades
para accionarlas. La construcción de modelos
y la utilización de técnicas estadísticas y
computacionales proporcionará las bases para
el tratamiento espacio-temporal de los datos.
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Asimismo, el desarrollo de herramientas
informáticas de captura de datos en campo
para la implementación de relevamientos,
encuestas y entrevistas, junto con
herramientas informáticas de análisis y
visualización de información
espacio-temporal, permitirá generar reportes,
mapas, figuras y gráficas explicativas para los
tomadores de decisiones. A este ecosistema se
integrarán diferentes tipos de aplicaciones que
permitirán ensayar escenarios y realizar
simulaciones a partir de los datos reales
disponibles en la plataforma. Esto involucra
la construcción de modelos matemáticos y
utilización de técnicas estadísticas y
computacionales para el análisis inferencial
de información, así como la utilización de
algoritmos y estrategias predictivas basadas
en técnicas computacionales de aprendizaje
de máquina, inteligencia artificial y
procesamiento de lenguaje natural. En todos
los casos los modelos y aplicaciones
generadas serán trabajadas
interdisciplinariamente considerando
características sociales de la población y sus
dinámicas, en un contexto sanitario
extraordinario como es el generado por el
COVID-19.
A modo de síntesis, en el presente plan se
propone la construcción de conocimiento a
partir de diferentes estrategias y herramientas
de relevamiento de información y datos, que
posibiliten un análisis situacional de un rubro
económico particular como es el comercial en
el contexto de la pandemia por COVID-19. El
territorio a abordar se limita a la provincia del
Chubut, ajustando la escala territorial de
acuerdo a la información disponible.
2. Líneas de I+D
Algunos interrogantes a desarrollar tienen que
ver con el modelado de las “escalas
territoriales”, la categorización de “los
impactos”, la incorporación de condicionantes
externos y la integración de datos en
diferentes contextos.
Este propuesta asume tres puntos básicos
respecto al ámbito de aplicación de la misma:
● Baja calidad de información sobre el
medio productivo y comercial de la
ciudad: la escasez de información
actualizada y pertinente perjudica los
procesos de toma de decisiones de
inversión. No se verifican fuentes de
información de acceso abierto que
contribuyan a los procesos de
inversión y a un desarrollo territorial
equilibrado.
● Aparente sobre oferta de ciertos
rubros y escasez en otros: la
información del mercado es imperiosa
en la generación de una unidad de
negocio. En el marco de un estudio de
mercado, el análisis de los
competidores es crítico y esta
dimensión presenta tensiones al
observarse una alta repetición de
rubros comerciales.
● Bajo nivel de planificación comercial
y productiva de la ciudad, con alto
grado de dispersión geográfico de los
sectores comerciales: la
invisibilización del ordenamiento
comercial dificulta la identificación de
problemas y la planificación. La
carencia de un diagnóstico y planes de
acción en el mediano plazo impactan
negativamente sobre la capacidad de
generar políticas públicas de
promoción económica.
En función de estos supuestos, se identifican
las siguientes causas y efectos:
● Causa: bajo nivel de información del
medio productivo local, en general.
Efecto: imposibilidad de tomar
decisiones estratégicas.
● Causa: sobre oferta comercial en
ciertos rubros. Efectos: alta tasa de
mortandad de comercios que replican
casos “exitosos” y degradación de la
oferta por aplicación de propuestas de
valor de tipo “menor precio”
● Causa: escasez de oferta productiva y
comercial local de ciertos rubros.
Efecto: movimiento de la demanda a
otros mercados cercanos.
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Nuestra base de trabajo es que mediante la
obtención de datos del impacto en el medio
comercial del COVID-19 en diferentes
escalas territoriales se pueden extraer
patrones generales de tratamiento del tema,
que asistan al diseño de políticas y estrategias
de abordaje del mismo en el contexto de la
Provincia del Chubut. Como objetivo general,
se busca profundizar el conocimiento en el
análisis y modelado de los factores que
afectan al ámbito comercial local en el
contexto sanitario mencionado, a fin de
promover estrategias superadoras, mediante la
utilización de técnicas de análisis inteligente
de datos.
3. Resultados esperados
A lo largo del período de beca (1 año) se
esperan alcanzar los siguientes objetivos:
● Generar conocimiento en el análisis y
modelado de los factores que afectan el
ámbito comercial local en el contexto
sanitario mencionado, a fin de promover
estrategias superadoras, mediante la
utilización de técnicas de análisis
inteligente de datos.
● Realizar una investigación de diferentes
estrategias, técnicas y modelos, basados
en el procesamiento de datos de fuentes
heterogéneas, para el análisis de la
situación del rubro comercial en los
entornos locales enmarcada en el contexto
de la pandemia por COVID-19.
● Relevar técnicas y métodos para la
sistematización de la obtención de datos,
mediante diferentes tipos de esquemas
relacionales y no relacionales.
● Generar productos de software visuales,
de usuario final, que permitan representar
la información y ensayar escenarios de
acción.
4. Formación de recursos humanos
El diseño metodológico planteado para el
caso de un becario en iniciación busca, por un
lado, introducirlo en los aspectos generales de
la investigación (relevamiento de fuentes,
contrastación, ensayo, experimentación,
verificación, etc.). Mientras que por otro lado,
se pretende realizar un proceso de inmersión
disciplinar a través de la experiencia concreta,
en este caso, del desarrollo de software. Se
propone un abordaje de ambos procesos en
forma iterativa e interrelacionada,
disponiendo puntos de control en los que se
establecen instancias de validación en
conjunto con actores externos como
autoridades municipales, expertos en
planificación urbana, investigadores de la
Facultad de Humanidades y Ciencias Sociales
de la UNPSJB y del Instituto Patagónico de
Ciencias Sociales y Humanas del
CCT-CENPAT CONICET.
El equipo de trabajo primario sobre esta
temática está conformado por los autores del
presente. No obstante, debido a los proyectos
de investigación en los que se enmarcará el
trabajo de beca EVC CIN de Matías Ducid,
las y los integrantes de dichos proyectos
harán las veces de soporte y expertos a
disposición para consultas. En particular,
entre los proyectos satélites se contabilizan
siete investigadores/as, cuatro becarios/as y
siete estudiantes, que se encuentran haciendo
pasantías o tesinas de grado.
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Resumen
En  este  trabajo  se  enuncian  la  línea  de
investigación  aplicada  al  desarrollo  de  un
framework  que  permitirá  a  usuarios  sin
conocimientos  específicos  de  programación,
tener  la  capacidad  de  crear  procedimientos  o
series  de  pasos  a  realizar  en  entornos  físicos
mediante  el  uso  de  navegadores  de  Realidad
Aumentada. Se utilizarán tecnologías de la web
semántica  para  enriquecer  los  procedimientos
con  información  de  la  web  y  lograr  una
interoperabilidad  semántica  con  otras
aplicaciones mediante el uso de ontologías.
Palabras  clave:  Realidad  Aumentada  ubicua,
Catálogo Virtual Aumentado, Ontologías, Web
Semántica
Contexto
La investigación presentada es desarrollada
por  el  grupo  de  investigación  de  Realidad
Aumentada  Aplicada  del  Departamento  de
Ingeniería e Investigaciones Tecnológicas de la
Universidad  Nacional  de  La  Matanza,  como
trabajo de tesis doctoral que expande el marco
del  proyecto  PROINCE  C-231  2019-2020
Comandos  de  Voz  y  Reconocimiento  Facial
para Aplicaciones de Realidad Aumentada.
Introducción
La  Realidad  Aumentada  (RA)  permite  la
fusión de datos virtuales sobre el mundo físico,
enriqueciendo  con  información  virtual  la
percepción  de  la  realidad  [1].  En  los  últimos
años,  la  RA se  ha  expandido  a  diferentes
campos  de  aplicación  tales  como  educación,
salud,  industria,  turismo,  marketing  y
entretenimiento.  Nuestro  equipo  de
investigación desarrolló diferentes aplicaciones,
como  juegos  de  tablero  [2],[3],  herramientas
para la generación de materiales didácticos para
el área educativa [4] y juegos didácticos [5], o
sistemas  de  aumentación  de  información  de
salud mediante una tarjeta  aumentada basadas
en conocimiento  para  la  asistencia  médica  en
emergencias  [6],[7].  El  proyecto  de
investigación  aplicada  se  encuadra  en  el
contexto de la aplicación de tecnologías de RA
en  la  vida  cotidiana  de  las  personas  que
contribuye  a  la  participación  en  el  ámbito
tecnológico  generando  así  un  impacto
significativo en la sociedad. 
En  la  actualidad  existen  diferentes
navegadores de Realidad Aumentada (En inglés
AR Browsers) populares en el  mercado como
LayAR[8],  wikitude[9]  para  proveer
experiencias de Realidad Aumentada. Estas son
limitadas  ya  que  le  permiten  a  un  usuario
consumir  pasivamente  un conjunto delimitado
de  funciones.   Existen  diferentes  alternativas
como ARCAMA3D [10],  T.  Matuszka  et.  al.
[11]  y  SmartReality[12]  que  ofrecen  una
experiencia  ubicua mediante  la  integración  de
tecnologías  de  web  semántica  para  integrar
información  de  la  nube  de  datos
interconectados (En inglés  Linked data Cloud)
para enriquecer las descripciones de puntos de
interés  cercanos  a  la  posición  de  un  usuario.
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Estas  aplicaciones  permiten  crear  contenidos,
pero  son  consumidos  estáticamente.  En  otras
palabras,  solamente  pueden  ver  descripciones
sin  poder  realizar  ninguna  acción  sobre  las
mismas.  Resulta  de  utilidad  que  el  usuario
pueda definir un procedimiento como conjunto
de acciones a realizar en un entorno enriquecido
por la Realidad Aumentada. 
En la próxima sección se describen las líneas
de investigación de “Navegadores de Realidad
Aumentada  Semántico”  y  “Sistema  de
catálogos  virtuales  aumentados  semánticos  y
templates”  que  tienen  como  finalidad  crear
procedimientos  y  marcadores  de  Realidad
Aumentada  que  puedan  ser  reutilizadas  por
otras  aplicaciones  de  RA.  El  objetivo  es
permitir  la  creación  de  fuentes  de  datos
accionables e interoperables mediante el uso de
tecnologías  de  web  semántica  para  dirigirnos
hacia una Realidad Ubicua en donde los datos
son  consumidos  independientemente  de  la
aplicación que los genere. 
Líneas de  Investigación,  Desarrollo  e
Innovación
La  línea  de  investigación  y  desarrollo
presentadas  tienen  por  objetivo  desarrollar
aplicaciones  de  Realidad  Aumentada  en
dirección a:
- Navegador  de  Realidad  Aumentada
Semántico.
- Sistema  de  Catálogos  aumentados
semánticos y templates.
Navegador  de  Realidad  Aumentada
Semántico
El  objetivo  de  esta  línea  de  investigación
aplicada  se  centra  en  el  desarrollo  de
herramientas  que  asistan  a  las  personas  en la
realización  de  tareas  en  sus  entornos  físicos
mediante el empleo de tecnologías de Realidad
Aumentada como interfaz. 
Nuestra  contribución  consiste  en  que  los
contenidos  de  Realidad  Aumentada  sean
accionables mediante la asistencia paso a paso a
la  persona  mediante  procedimientos
enriquecidos con información de la web. Esta
línea de investigación se puede aplicar en varios
contextos que aplican tecnologías de Realidad
Aumentada en especial en la industria 4.0 en la
asistencia de tareas de trabajadores inteligentes.
El  objetivo  de  esta  línea  de  investigación
aplicada  se  centra  en  el  desarrollo  de  un
framework  que  permitirá  a  usuarios  sin
conocimientos  específicos  de  programación,
tener  la  capacidad  de  crear  procedimientos  o
series  de  pasos  a  realizar  en  entornos  físicos
para  su  explotación  con  navegadores  de
Realidad Aumentada. Se utilizarán tecnologías
de  la  web  semántica  para  enriquecer  dichos
procedimientos  con  información  de  la  web  y
lograr que sean interoperables semánticamente.
Esto  permitirá  la  integración  de  datos  de
nuestro sistema a otras aplicaciones de Realidad
Aumentada  mediante  el  uso  de  la  ontología
resultado  de  nuestra  investigación.  Se  espera
que el framework disponga de un editor que le
permita  armar  procedimientos  a  un  usuario
creador  de contenidos  para articular  tareas  en
un entorno real como por ejemplo la creación
de  tareas  que  debe  realizar  un  operador
inteligente  en  su  puesto  de  trabajo  en  el
contexto de la industria 4.0. 
Para  la  explotación  de  contenidos  el
prototipo  dispondrá  de  un  navegador  de
Realidad Aumentada semántico que permita al
usuario buscar y utilizar dichos procedimientos.
En  una  instancia  preliminar  el  prototipo  se
implementará  para  teléfonos  móviles.  Se
contemplará el desarrollo de una expansión del
framework para que pueda ejecutarse con gafas
(Epson  Moveiro)  y  comandos  de  voz  para
agilizar su interacción.  
Sistema de catálogos aumentados semánticos
y templates
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Se  desarrolló  el  Sistema  de  Catálogos
Virtuales Aumentados [13], [14] el cual permite
la  generación,  distribución  y  explotación  de
contenidos  de  Realidad  Aumentada.  Dichos
catálogos están compuestos por un conjunto de
marcadores  que  son  aumentados  con
información  provista  por  los  usuarios  al
momento de su creación, la cual es visualizada
utilizando  una  aplicación  para  teléfono
inteligente conectada a internet.  El sistema de
catálogos  virtuales  permite  predefinir  la
cantidad y tipos de contenidos asociados a cada
marcador  junto  con  sus  transformaciones
geométricas  (posición,  rotación,  escala)  y  su
orden de aparición en el editor. 
En  [15]  se  simplificó  el  flujo  trabajo  del
usuario  para  construir  y  generar  contenido
aumentado sin la necesidad de tener que contar
con conocimientos específicos del dominio de
la RA mediante el uso de templates. En la línea
presentada  se  busca  extender  el  sistema  de
catálogo  para  estructurar  el  acceso  a  datos
mediante el uso de ontologías que permita que
el  sistema  sea  interoperable  semánticamente
funcionando  como  un  repositorio  de  datos
universal  para  aquellas  aplicaciones  de
Realidad Aumentada que puedan interpretar el
modelo ontológico proporcionado.  
Resultados y Objetivos
En relación  con  la  línea  de  Navegador  de
Realidad  Aumentada  Semántico  se  está
trabajando  en  el  editor  y  en  navegador  de
Realidad Aumentada semántico. Se espera que
el usuario utilice diferentes métodos de entrada
en  el  navegador  que  dispara  la  búsqueda  de
procedimientos  a  ser  visualizados  y
completados  en  los  diferentes  visores
semánticos aumentados:
-  Realizar  una  búsqueda  de  texto  para
seleccionar  manualmente  procedimientos  que
se necesite utilizar. 
-     Consumir  un catálogo  virtual  aumentado
para  descubrir  procedimientos  que  se  pueden
realizar a partir de las entidades virtuales de ese
catálogo. 
-   Buscar procedimientos por voz en particular
en resulta útil con el empleo de gafas y cascos
de  Realidad  Aumentada  (ya  que  suele  ser
engorroso  la  operación  con  estas  interfaces  a
partir  de  mecanismos  de  interacción
convencionales).
-   Detección el objeto a aumentar para poder
obtener  procedimientos  e  información  (por
ejemplo: el rostro o la foto de la tarjeta médica
para  asistir  a  una  persona  en  situaciones  de
emergencia).   
Para realizar la búsqueda de procedimientos
el  usuario  utilizará  alguno  de  los  diferentes
métodos  de  entrada  ya  mencionados.  En  la
figura 1 se observa que una vez que se dispara
alguno  de  ellos  se  procederá  a  buscar
procedimientos  comunicándose  con  un
middleware  semántico.  Este  middleware  tiene
las  responsabilidades  de  almacenar  los
procedimientos  creados,  exponerlos
públicamente  mediante  un  endpoint  SPARQL
[16] para ser consumidos por otras aplicaciones.
 Cada  procedimiento  almacenado  está
compuesto  por  pasos  que  puede  involucrar
entidades  existentes  de  DBpedia  [17]  para
enriquecer  su  descripción.  Una  vez  que  el
middleware encuentra resultados en su base de
datos, se procede a enviarlos hacia el visor de
Realidad  Aumentada  correspondiente  para  su
explotación por parte de los usuarios.   
Además,  el  middleware  a  desarrollar
proveerá  una  ontología  que  permitirá  que
nuestro  sistema  de  catálogos  virtuales
aumentados [14], [15] pueda ser interoperable
semánticamente con otros sistemas de Realidad
Aumentada.  El  objetivo  de  esta  ontología  es
brindar un modelo semántico para el acceso a
datos  unificado para  aplicaciones  de Realidad
Aumentada.  Ambas  ontologías  se  conectarán
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para  asociar  procedimientos a  catálogos
virtuales aumentados. 
  
Figura  1 Esquema conceptual de la búsqueda de
un procedimiento
   En cuanto a la línea de Sistema de Catálogos
aumentados semánticos y templates se trabajará
en  la  ontología  y  el  servicio  web
correspondiente  para  que  el  sistema  sea  una
fuente de datos interoperable y accesible  para
otras aplicaciones de Realidad Aumentada.  
Formación de Recursos Humanos
El  grupo  de  investigación  se  encuentra
conformado por tres investigadores formados y
dos investigadores en formación, trabajando en
el  área  de  RA.  Uno de  los  investigadores  en
formación se encuentra realizando el Doctorado
en  Ciencias  Informáticas  en  la  UNLP,
particularmente  en  el  área  específica  del
presente  trabajo. Durante  el  año  2020  se
defendió  la  tesis  de  doctorado  titulada
“Integración escalable de Realidad Aumentada
basada  en  imágenes  y  rostros”  (Mangiarua
Nahuel, 2020), [18] [19], que conforma una de
las  líneas  de  investigación  y  desarrollo  del
Grupo de Realidad Aumentada.
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RESUMEN
Las  líneas  de  investigación  y  desarrollo
presentadas  tienen  por  objetivo  demostrar  la
factibilidad de desarrollar sistemas de segmento
terreno  satelital  costo-efectivos  utilizando
exclusivamente  componentes  dentro  de  los
denominados, de estantería, en cualquiera de sus
variantes  OTS (Del  Ingles  Off-the-Shelf),
COTS (Del  Inglés  Commercial-Off-The-Shelf)
y  OSS (Del  Ingles  Open  Source  Software)
prescindiendo  de  soluciones  propias  o  de
herramientas  de  escasa  penetración  en  la
industria de software de propósito general.
Palabras  clave:  Segmento  Terreno,  Software,
Costo-Efectivo.
CONTEXTO
Las  experiencias  realizadas  en  la  Maestría  en
Desarrollos Informáticos de Aplicación Espacial
(MDIAE)  (Comisión  Nacional  de  Actividades
Espaciales-Universidad  Nacional  de  La
Matanza),  tanto  de  manera  directa,  operando
unidades  de  software  de  segmento  terreno  de
varias  agencias,  como  mediante  investigación
general de las soluciones implementadas en el
área,  propiciaron  la  creación  del  grupo  de
investigación  y  desarrollo  de  software
aeroespacial de la Universidad Nacional de La
Matanza  (GIDSA),  en  el  marco  de  proyecto
“Proince C-211: Sistemas de segmento terreno
satelital de próxima generación” y actualmente
se  radica  en  el  proyecto   “Proince  C-230,
Aprendizaje  automático  para  el  control  del
estado de salud en sistemas Aeroespaciales”. El
GIDSA  [1]  está  dedicado  a  investigar  e
implementar prototipos de software alternativos
de  bajo  costo  basados  en  las  soluciones
ampliamente aceptadas,  de probada madurez y
con penetración en la industria de software de
propósito general.   
1. INTRODUCCIÓN
El alto costo asociado a las misiones espaciales
y la baja propensión a tomar riesgos determina
el enfoque en las soluciones implementadas en
la industria espacial ( [2], [3]). El desarrollo de
software  está  fuertemente  orientado  al
cumplimiento  de  los  requerimientos
dificultando  una  estrategia  más  amplia  y  de
visión de largo plazo. El grupo de investigación
GIDSA desarrolla  un  prototipo  de  segmento
terreno  alternativo  genérico,  costo  efectivo  y
basado completamente en  COTS, OSS o OTS,
minimizando no solo el desarrollo sino también
el costo de mantenimiento.
La solución que el grupo GIDSA propone una
alternativa  que  prescinde  de  software
propietario o de propósito específico, haciendo a
esta misma portable y poderosa.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
Las  líneas  de  investigación  en  desarrollo
proponen la exploración de alternativas basadas
exclusivamente  en  técnicas  y  herramientas  de
alta penetración en la industria del software, en
XXIII Workshop de Investigadores en Ciencias de la Computación 594
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
particular, aquellas que puedan ser aplicadas en
la  industria  espacial.  El  objetivo  principal  es
demostrar  que  las  herramientas  usadas  en  la
industria  de  software  de  propósito  general
pueden ser aplicadas en la industria espacial, no
solamente en el segmento terreno sino también
en el segmento de vuelo. La aplicación de estas
técnicas  puede ayudar  a desarrollar  soluciones
de  bajo  costo  con  un  alto  nivel  de
mantenibilidad.
Capa de visualización y operación
La  capa  de  visualización  del  Unlam  Ground
Segment  (UGS)  está  basada  en  el  NASA
OpenMCT  (Open  Mission  Control
Technologies).  El  NASA  OpenMCT  es  el
framework  de  visualización  de  control  de
misión de código abierto de la NASA. 
Se  evaluaron  múltiples  alternativas,  partiendo
de la necesidad de tener acceso desde múltiples
plataformas.  Las  soluciones  nativas  fueron
descartadas al requerir un desarrollo especifico
por  plataforma  y  no  mostrarse  como  una
alternativa  costo  efectiva.  Se  han  explorado
soluciones  basadas  en  paneles  de  comandos,
como  Grafana  (https://grafana.com/).  Estas
alternativas resuelven de manera satisfactoria la
visualización,  pero  son  pretendidamente
genéricas y carecen de necesidades propias de la
industria  aeroespacial.  La  actualización  en
tiempo real, paneles de comandos,  si bien son
técnicamente  posibles,  su  implementación  no
resulta transparente, siendo estas necesidades en
un software de control de misión. 
Por otro lado, las soluciones SPA se presentan
como la alternativa tecnológica que permite un
único desarrollo  compatible  con prácticamente
cualquier  plataforma,  ofreciendo  un  nivel  de
interactividad  comparable,  en  determinados
escenarios,  con  una  aplicación  nativa.  Se
exploró un desarrollo SPA propio invirtiéndose
más de 120 horas alcanzando pobres resultados
[4] . 
Finalmente,  la  implementación  de  la  capa  de
visualización sobre OpenMCT fue considerada
la  mejor  opción,  ofreciendo  una  SPA con
funcionalidad especifica del área espacial y un
costo  de  adaptación  inferior  al  costo  de
desarrollo de una SPA propia.
Las  interfaces  del Unlam  Ground  Segment
(UGS) están  completamente  basadas  en  la
comunicación  HTTP/HTTPS,  siendo  este  un
estándar  en  la  industria  del  software.  Toda  la
telemetría  es incorporada y puede ser extraída
del sistema mediante un servicio REST lo que
permitió  una  integración  transparente  con  el
OpenMCT
El  prototipo  actual  (Disponible  en
https://ugs.unlam.edu.ar),  [5] permite visualizar
telemetría  de  distintas  formas,  tales  como
gráficos  y  tablas,  crear  múltiples  tableros  y
paneles,  guardar  y  compartir.  La visualización
se  conecta  vía  HTTP y  JSON modularmente,
permitiendo  añadir  nuevos  satélites  o  nuevas
variables  de  telemetría  sin  necesidad  de
modificar  la  aplicación  web  en  sí.  OpenMCT
provee  al  desarrollador  un  framework  con
tableros predeterminados, almacenamiento local
en el navegador y un módulo de complementos. 
Recuperación y persistencia
La definición de datos como alarmas, variables
de  telemetría,  comandos,  tipos  de  datos  y
formatos son almacenados sobre un RDBMS. El
UGS utiliza  desde  su  primera  versión  un
RDBMS  con  el  objetivo  de  estandarizar  el
almacenamiento,  recuperación,  seguridad  e
integridad  de  los  datos  en  cualquier  nivel  de
procesamiento.  Los  datos  son  accedidos  por
medio de un ORM, esta capa intermedia provee
productividad en el desarrollo e independencia
del  proveedor  del  motor  de  base  de  datos,
haciendo sencillo,  dentro de ciertos  límites,  el
cambio de RDBMS.
Por otro lado, el uso de ORMs y RDBMS, con
modelos  estrictamente  normalizados  puede
establecer un límite en el rendimiento cuando se
trabaja  con  grandes  volúmenes  de  datos.  Las
tecnologías  hibridas,  montadas  sobre  motores
relacionales,  han  sido  testeadas  en  busca  de
mejores  rendimientos  tanto  en  el
almacenamiento como en la recuperación para
grandes volúmenes de datos. 
Detección de fallas
Existen  tres  métodos  comunes  de  análisis  de
telemetría y control de salud: control de límites,
sistemas  expertos  y  sistemas  basados  en
modelos. El primer método es el más simple y
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el más común del grupo, consiste en establecer
un valor aceptable máximo y un valor aceptable
mínimo  para  un  sensor  con  la  ayuda  de  un
experto, y verificar que los valores de telemetría
de dicho sensor se mantengan entre los valores
definidos.  Este  método  es  completamente
insensible  al  contexto  y  puede  ser  tedioso
establecer  valores  límites  a  cada  sensor.  El
segundo  método  obtiene  mejores  resultados,
aunque  no  puede  encontrar  tipos  de  fallas  no
consideradas  o  indefinidas,  y  requiere  una
laboriosa  configuración.  La  idea  detrás  del
tercer  método  es  detectar  anomalías  y  sus
razones  comparando  simulaciones
computacionales  con  el  verdadero
comportamiento del sistema.
Los  tres  métodos  requieren  que  un  experto
continuamente  complete  ciertas  tareas,  tales
como  actualizar  límites,  crear  reglas  o
parametrizar  situaciones.  Por  otro  lado,  el
aprendizaje  automático  provee  un  largo  rango
de  posibilidades  para  la  predicción  de
comportamientos,  y,  por  tanto,  detección  de
fallas. En lugar de un experto infiriendo reglas y
desarrollando  modelos,  el  aprendizaje
automático  puede  ofrecer  una  manera  más
eficiente de capturar conocimiento y aplicarlo.
Desde el comienzo, el UGS verifica la salud de
un  satélite  utilizando  control  de  límites  tanto
como  para  variables  directas  como  para
variables  derivadas.  Trabajos  anteriores  [7]
muestran la creación de una entidad asociada al
tipo  de  telemetría  donde  un  modelo  de
predicción  es  automáticamente  creado,  por
tanto,  presentando  las  habilidades  del
aprendizaje  automático.  Estableciendo
dinámicamente los valores máximos y mínimos
admisibles utilizando la predicción obtenida, se
puede lograr  que  el  sistema obtenga controles
actualizados  sensibles  al  contexto  para  el
satélite.
El caso de estudio cubre el análisis de un sensor
de  tensión  de  baterías  durante  un  eclipse,
teniendo en cuenta el tiempo que el satélite se
encuentra eclipsado y la tensión de la batería. La
tensión  de  la  batería  normalmente  decrece
durante un eclipse dado que los paneles solares
del satélite se encuentran parcial o totalmente 
tapados por la Tierra. Una vez que los paneles
solares enfrentan el Sol, la tensión de la batería
se recupera rápidamente.
Usando  el  método  de  control  de  límites,  los
valores  mínimos  y  máximos  deben  tener  en
cuenta el  eclipse,  y,  por tanto,  la  amplitud  de
estos  debe  ser  lo  suficientemente  grande.  Sin
embargo, existe la posibilidad de que el satélite
no se encuentre eclipsado por la Tierra y que su
batería se encuentre con baja tensión. Dado que
el  método  de  control  de  límites  no  conoce
cuándo  el  satélite  está  o  no  eclipsado,  no
detectará ninguna anomalía (aunque en realidad
puede haber un serio problema con la carga de
la batería). Un grupo de reglas proveídas por un
experto puede mejorar esta situación, aunque en
este caso un experto es necesario y los valores
mínimos  y  máximos  finales  son  tan  solo
conocidos con el sistema en vuelo.
Con  el  aprendizaje  automático,  un  proceso
distribuido  prueba  los  tipos  de  telemetría  que
tienen  modelos  de  predicción  expirados.  Por
cada  tipo  de  telemetría,  el  sistema  crea  una
nueva  predicción  de  datos  acorde  a  su
configuración,  crea  un  nuevo  modelo  de
predicción y, en caso de ser lo suficientemente
preciso, persiste el modelo, por el contrario, se
señala una alarma.
Se  representa  en  la  Figura  1  -  Arquitectura
Conceptual muestra  los  principales  módulos
presentes en el prototipo. 
Figura 1 - Arquitectura Conceptual
La Figura 2 muestra un dashboard ejemplo con
datos  del  satélite  de  satellogic  butsat1  (Tita).
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Accesible en  https://ugs.unlam.edu.ar/#/browse/
mine/demodash
Figura 2 – UGS/NASA OPENMCT Front-end
3. RESULTADOS OBTENIDOS/ESPERADOS
El UGS ha sido publicado  [8] en el año 2020,
donde  la  telemetría  de  los  satélites
BugSat1/TITA y CSIM-FD puede ser explorada
y analizada. La telemetría de dichos satélites ha
sido provista mayormente por la red SatNOGS.
La  actual  capa  de  visualización  provee  una
manera interactiva de explorar la telemetría de
ambos  satélites  de  manera  histórica  y
parcialmente en tiempo real.  Los paquetes son
decodificados  usando  el  procesador  de
telemetría  descripto.  Características  específicas
son procesadas  utilizando  scripts  programados
en lenguajes de propósito general, cargados en
tiempo de ejecución [3]. Se espera añadir a la
capa  de  visualización  del  UGS una  interfaz
completa  de  telemetría  en  tiempo  real  y  de
envío  de  comandos.  Los  scripts  de  comandos
serán  desarrollados,  como  se  ha  dicho,  un
lenguaje de programación de propósito general.
Aunque  el  OpenMCT  sea  un  framework
completo,  se  han requerido  no menos  de  100
horas de desarrollo para lograr una integración
parcial.  Se  requiere  entrenamiento  en  el
lenguaje,  herramientas  y estructuras  necesarias
para  la  adaptación.  El  framework  está  bien
documentado, pero carece de tutoriales útiles y
ejemplos,  y  su desarrollo  puede ser  complejo.
Con todo, OpenMCT fue considerado la mejor
opción dado el alto costo del desarrollo de SPA:
problemas  que  el  framework  soluciona
parcialmente.
En términos de persistencia el uso de soluciones
hibridas no han mostrado una clara ventaja que
justifique su implementación [6].
Las primeras implementaciones de aprendizaje
automático aplicado a la telemetría satelital han
dado  resultados  prometedores  [3] aunque  no
está  exenta  de  problemas  o  de  puntos  de
investigación  por  explotar.  La  búsqueda  de
relaciones  o  las  variables  de  contexto  todavía
requieren del asesoramiento de un experto para
su  correcta  identificación.  Una  de  las  futuras
líneas de investigación es la implementación de
una  solución  al  problema  de  encontrar
correlaciones  y  la  corrección  automática  de
estas, esperando utilizar completamente el poder
computacional,  no para reemplazar  al  experto,
sino  para  encontrar  en  el  un  aliado  en  la
búsqueda  e  identificación  de  patrones
escondidos.
4. FORMACIÓN DE RECURSOS HUMANOS
Los  prototipos  desarrollados  presentan  una
plataforma  realista  de  experimentación.  Le
permite  a  investigadores  y  estudiantes  probar
soluciones  de  software,  obtener  límites,
comparar  alternativas  y  establecer  criterios  de
decisión. La posibilidad de trabajar con datos de
varias  misiones  espaciales  desde  pequeñas
misiones  universitarias  hasta  grandes  misiones
científicas  permite  responder  a  la  premisa  de
desarrollar  un  sistema  terreno  transparente  al
satélite  en  órbita.  Actualmente  el  grupo  de
investigación  este  compuesto  por  un
investigador  formado,  un  investigador  en
formación  y  un  alumno  investigador  becario
BIC (Beca de investigación científica UNLaM).
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RESUMEN
El sector de videojuegos viene transitando un
crecimiento sostenido desde hace varios años.
El estilo de vida sedentario es peligroso para
la salud, y jugar videojuegos en muchos casos
contribuye a este problema. La evolución de
los  teléfonos  inteligentes  y  el  avance  de  la
tecnología de realidad aumentada, permiten el
desarrollo  de  nuevos  juegos  combinando  la
diversión y el entretenimiento con el ejercicio
físico.  Caminar  es  una  actividad  recreativa
muy recomendable  no solo para mantenerse
en  forma,  sino  también  para  combatir
problemas  de  circulación,  enfermedades  del
corazón,  sobrepeso,  entre  otras.  En  este
artículo presentamos el proyecto Ragamese, el
cual  tiene  como  objetivo  el  desarrollo  de
juegos de realidad aumentada para incentivar
la actividad física al aire libre y el posterior
análisis  de  los  datos  obtenidos  de  los
entrenamientos. 
Palabras  Clave:  Juegos  de  Realidad
Aumentada,  Juegos Serios, Actividad Física.
Rehabilitación Mediante Juegos.
CONTEXTO
Los videojuegos se han convertido en una de
las principales  industrias del entretenimiento
y cada vez cobran una mayor importancia en
el ámbito del ocio.
El  sector  de  los  videojuegos  es  uno  de  los
sectores  tecnológicos  con mayor  proyección
de crecimiento tanto a nivel nacional como a
escala  mundial.  Según  el  informe  Global
Game Market Report 2020 [1], el 49 % de los
ingresos  mundiales  de  la  industria  de  los
videojuegos corresponde al  segmento de los
dispositivos  móviles  (smartphone  y  tablets),
lo que supone 77.300 millones de dólares (el
82% proviene de juegos para smartphones); el
28  % corresponde  a  los  juegos  de  consola,
generando ganancias por 45.200 millones de
dólares  y  el  23%  restante  pertenece  a  los
juegos  para  PC,  obteniendo  ingresos  por
36.900 millones de dólares.
En  Argentina,  la  industria  de  videojuegos
conforma  un  sector  relativamente  nuevo
comenzando  a  principios  de  este  siglo.  En
menos de 20 años, este sector ha crecido de
manera sostenida, situándose en una posición
competitiva  a  nivel  regional  con  empresas
radicadas en distintos puntos del país [2]. 
1. INTRODUCCIÓN
El  estilo  de  vida  sedentario  se  ha  vuelto
bastante  común  hoy  en  día  y  jugar
videojuegos,  se  puede  considerar  como uno
de  los  comportamientos  que  contribuyen  a
este problema de salud.
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Según la  Organización Mundial  de la  Salud
(OMS),  al  menos  un  60%  de  la  población
mundial  no  realiza  actividad  física  para
obtener beneficios para la salud [3].
La  mayoría  de  los  videojuegos  que
encontramos  en  el  mercado,  no  están
orientados al movimiento del participante sino
más bien a un juego pasivo,  de movimiento
reducido que obliga al jugador a estar sentado
para ejecutarlo, imposibilitándolo de explorar
su entorno y objetos que lo rodean. 
Los  niños  se  han  vuelto  menos  activos
físicamente  en  las  últimas  décadas.  La
expansión de la tecnología de entretenimiento
en el  hogar ha provocado que dediquen una
mayor parte de su tiempo libre a actividades
de  tipo  sedentarias.  Estos  factores  están
afectando  las  experiencias  de  la  infancia  al
disminuir el tiempo para jugar al aire libre y
pueden contribuir a tendencias indeseables en
la salud de los niños.
La  inactividad  física  durante  los  primeros
años de vida es un factor que colabora en el
incremento  de  los  niveles  de  obesidad y de
otros trastornos médicos que se observan en
niños, niñas y adolescentes [4][5].
Con  este  proyecto  surge  Ragamese  [6]  una
herramienta  para  crear  videojuegos  de
Realidad  Aumentada  (RA),  innovadores  y
entretenidos  para  dispositivos  móviles
compatibles  con  el  sistema  operativo
Android. 
El avance tecnológico que han experimentado
los smartphones y la tecnología de la RA, nos
ha  permitido  desarrollar  videojuegos  con  el
objetivo  de  incentivar  la  actividad  física  al
aire libre.
Investigaciones indican que los niños son más
activos  físicamente  cuando  juegan  al  aire
libre,  particularmente  en  espacios  naturales,
estimulando  la  actividad  física  lo  que
potencialmente reduce enfermedades como la
obesidad infantil [7].
El  entorno  exterior  brinda  oportunidades  de
juego que difícilmente  se  puedan reproducir
en el interior y donde es posible experimentar
libertad  y  estar  en  contacto  con  elementos
naturales [8].
El  juego  es  una  actividad  exploradora,  de
aventura y experiencia, indispensable para el
desarrollo físico, intelectual y social del niño
[9].
Los  niños,  en  promedio,  son
aproximadamente  dos  veces  más  activos
cuando están fuera de sus hogares. Caminar y
jugar  fuera  de  casa  pueden  contribuir
significativamente  al  volumen  de  actividad
física de los niños [10].
El  uso  de  la  tecnología  de  la  RA,  permite
ampliar  el  universo  del  juego  añadiendo
modificaciones  virtuales  al  mundo real,  que
solo  ocurren  a  través  del  dispositivo  con  el
que se está observando el escenario. 
El  niño  deberá  caminar,  recorrer  y  explorar
determinadas  áreas,  permitiendo  la
interacción  con el  mundo real  y  los  objetos
que  lo  rodean,  ayudando  de  esta  manera  a
fomentar  la  actividad  física  y  eliminar  las
limitaciones  de  los  videojuegos  basados  en
ubicaciones  fijas.  Caminar  es  una  forma
común,  accesible  y  económica  de  actividad
física, que proporciona numerosos beneficios
para la salud [11].
Además  de  entretener,  incentivando  el
movimiento  y  la  actividad  física,  los
videojuegos  desarrollados  fomentan  el
aprendizaje,  persiguiendo  la  educación  del
jugador a través de diferentes preguntas que
aparecen a lo largo del juego. Un juego serio
es  aquel  en  el  que  la  educación,  en  sus
diversas formas, es el principal objetivo [12].
Son juegos que se usan para educar, entrenar
e informar [13]. 
Los videojuegos están basados en un motor de
RA de diseño propio que nos permite acceder
a los diferentes servicios del smartphone, tales
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como GPS, cámara, giróscopo, acelerómetro,
entre  otros.  Además,  se aplican  un conjunto
de filtros y funciones para el tratamiento de
los  datos  obtenidos,  facilitando  la
construcción del juego,  manteniendo objetos
geo-localizados,  cálculos  de  ángulos,
posiciones y tamaños de los distintos objetos
de  acuerdo a  los  grados de  libertad  con los
que cuenta el dispositivo móvil. 
También se destaca el control parental, que es
una  característica  especialmente  útil  para
padres. Permite configurar los temas sobre los
cuales  se  realizarán  las  diferentes  preguntas
en  el  juego  (geometría,  animales,  sumas,
restas, colores, frutas, verduras, entre otros) y
delimitar el tiempo de uso del juego por parte
del niño para que el mismo sea consumido en
forma óptima y regulada.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
La recuperación de movimiento en niños con
problemas motrices, es una rama en la cual no
existen  o  son  muy  pocos  los  juegos  serios
desarrollados que utilicen la tecnología de RA
y los dispositivos móviles para incentivar  el
entrenamiento.
Por lo general, los juegos que encontramos no
son  tan  atractivos  como  la  mayoría  de  los
juegos  que  existen  en  el  mercado.  Esto  se
debe  principalmente  al  acotado  presupuesto
con los que generalmente se cuenta. 
De  cualquier  manera,  con  el  trabajo  y  la
vinculación  que  se  tiene  día  a  día  con  este
sector, hemos encontrado necesidades que van
transformando nuestro proyecto a diario. 
En  la  actualidad  estamos  trabajando  en  tres
líneas de investigación:
 Motor de videojuegos (serios) de RA
con  algunos  desarrollos  para
incentivar la actividad física en niños.
Se  realizó  una  primera  versión  del
juego,  para  establecer  las
características  que  debía  tener  un
motor,  luego  se  llevó  a  cabo  el
desarrollo del motor, y por último un
juego utilizando el motor propio. Esto
nos  va  a  permitir  crear  juegos  a
medida que pueden ser adaptados para
diferentes  patologías  con  distintos
tipos de entrenamientos.
 Analizar  los  datos  obtenidos  de  los
entrenamientos.  Este  juego  genera
muchos datos que aportan información
valiosa  para  considerar
posteriormente.  Nos  permite  definir
ciertos parámetros relacionados con la
dispersión  en  la  distribución  de
descargas  y  lugares  donde  se  juega;
distancia recorrida en cada uno de los
entrenamientos  realizados  por  cada
niño, los cuáles nos brindan una pauta
sobre  cómo  fue  la  evolución  con
respecto a su estado físico, entre otros.
 Generar  nuevos juegos  enfocándonos
en  diferentes  patologías.  La
inactividad  física  es  un  problema  de
salud mundial que se acentúa aún más
en niños  con diagnósticos  dentro  del
espectro  autista,  diabetes,  asperger,
sobrepeso,  obesidad  infantil,  entre




Se ha logrado desarrollar dos videojuegos de
realidad  aumentada  para  smartphones
compatibles  con  Android,  denominados
"Cofre  del  Tesoro  Perdido"  y  "Buscando  a
Bobby". Están basados en el tradicional juego
de la búsqueda del tesoro. Para moverte en el
mundo  virtual  obligan  al  jugador  a
desplazarse por el mundo real. El número de
descargas  de  ambos  juegos  es  de
aproximadamente  14160,  en  donde  el  95%
corresponde  al  juego  “Buscando  a  Bobby”.
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Con  respecto  a  las  zonas  de  influencia,
podemos mencionar países de Latinoamérica
(Colombia,  México,  Brasil,  Chile,  Perú,
Argentina)  y  algunos países  del  sur  asiático
como por ejemplo la India y Pakistán, entre
otros.
La  RA  es  una  tecnología  que  nos  permitió
crear  videojuegos  innovadores,  con  el
objetivo de fomentar la actividad física en los
niños.  Nuestros  juegos permiten  a los  niños
adquirir  nuevas  experiencias  a  nivel  motor
abandonando el sedentarismo que hasta ahora
fueron  propuestos  por  otros  videojuegos.
Además, generan un ambiente de aprendizaje
que  les  permite  adquirir  nuevos
conocimientos a través del uso del juego.
Actualmente  las  acciones  se  encuentran
focalizadas  en  un  análisis  detallado  de  los
datos  obtenidos  del  uso  de  los  videojuegos.
Esto  nos  permitirá  detectar  patrones  de
entrenamiento de nuestros jugadores (tiempo
de  uso,  lugares  de  juego,  mapas  creados,
distancia  recorrida,  entre  otros).  De  esta
forma, en base a los resultados obtenidos, se
podrán  diseñar  nuevas  estrategias  que  nos
permitan incentivar la actividad física en los
niños. 
Al  contar  con nuestro propio motor  de RA,
tenemos  la  posibilidad  en  futuros  proyectos
de crear videojuegos diseñados especialmente
para  niños  con  diferentes  patologías
(sobrepeso, obesidad, diabetes, etc.) donde se
recomiende  el  ejercicio  de  caminata
controlado.
En  este  momento  estamos  trabajando  de
forma  conjunta  con  un  instituto  de
rehabilitación  definiendo  líneas  de  trabajo
para  utilizar  nuestros  juegos  en  la
rehabilitación  de  niños  con  distintas
patologías,  principalmente  motoras  y
neuronales.  De manera de poder adaptar  los
juegos  a  los  distintos  niveles  de
entrenamientos requeridos.
4. FORMACIÓN DE RECURSOS
HUMANOS
El equipo de este proyecto trabaja desde hace
tres  años  en  el  desarrollo  de  software
orientado  al  entretenimiento.  Uno  de  los
integrantes  del  grupo  obtuvo  una  Beca
Doctoral de Agencia. 
El proyecto cuenta con la participación de dos
alumnos de grado de la carrera de Ingeniería
en Sistemas de la UNICEN. 
Actualmente se esperan avances del Ing. Cruz
quien  está  haciendo  el  Doctorado  en
Matemática Computacional e Industrial de la
Facultad de Ciencias Exactas de la UNICEN
dirigido por el Dr. Acosta.
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Las aplicaciones web progresivas (PWA) han 
permitido trasladar las ventajas de las 
aplicaciones nativas (funcionamiento 
desconectado, acceso a hardware, uso de 
almacenamiento local, notificaciones, icono 
de acceso, etc…) a las aplicaciones web. Se 
cuenta entonces con aplicaciones que como 
toda solución web destacan por su 
portabilidad, pero con los beneficios y forma 
de uso de las aplicaciones nativas. En esta 
línea de investigación, el foco está puesto en 
el uso de almacenamiento interno en el 
dispositivo (cache) para generar estrategias 
que permitan optimizar esa cache 
disminuyendo la necesidad de consumir datos 
de la red. Para lo cual se diseñó una estrategia 
que une varios enfoques de cache existentes 
para generar una solución integral. Lo que 
permitirá comparar la performance de las 
soluciones existentes que utilizan una 
solución tradicional de manejo de cache, con 
la propuesta optimizada del equipo de 
investigación. 
 
Palabras clave: Web Móvil, Dispositivos 
Móviles, PWA, Cache 
 
CONTEXTO 
Esta línea de I+D forma parte de los 
proyectos radicados en el Centro de Altos 
Estudios en Tecnología Informática (CAETI) 
de la Universidad Abierta Interamericana 
(UAI). En este proyecto participan docentes y 
alumnos tanto de sede Centro como de la 
Castelar (ambas en la provincia de Buenos 
Aires). El proyecto cuenta con financiamiento 




 “La rápida expansión y adopción de los 
teléfonos móviles han generado cambios 
sociales y culturales en la sociedad, han 
modificado las formas de comunicación, de 
acceder a la información y las maneras en que 
los individuos se relacionan entre sí. La 
telefonía móvil ha producido una 
transformación en los ritos sociales de 
interacción. El uso de las TIC ha modificado 
la forma de trabajar, aprender, colaborar, 
jugar, pasar el tiempo y socializar de los 
individuos” [1]. Es por esto que resulto 
necesario que la web también de respuesta a 
nuevas necesidades, primeramente, a través 
del diseño adaptativo [2] en donde la misma 
solución podía ser visualizada sin dificultades 
en diversos dispositivos y actualmente 
derivando en las aplicaciones web progresivas 
(PWA). 
 
Las PWA presentan diversas ventajas, por 
supuesto la portabilidad por ser aplicaciones 
web pero además incorporan las 
características de las aplicaciones nativas, 
entre lo que se destaca poder trabajar en 
forma desconectada y accediendo a la cache 
del dispositivo. 
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“Las aplicaciones web progresivas son una 
evolución natural de las aplicaciones web 
que difuminan la barrera entre la web y las 
aplicaciones, pudiendo realizar tareas que 
generalmente solo las aplicaciones nativas 
podían llevar a cabo. Algunos ejemplos son 
las notificaciones, el funcionamiento sin 
conexión a Internet o la posibilidad de probar 
una versión más ligera antes de bajarte una 
aplicación nativa de verdad” [3]. 
 
Para lograr esto debe modificarse la cache 
cuando los datos se modifican y no se cuenta 
con conexión al servidor para actualizar, 
también es necesario poder detectar sino 
existieron cambios y en ese caso usar la cache 
sin recurrir al servidor… es decir en cada 
situación habrá una estrategia para el acceso y 
recuperación de datos. Actualmente existen 
enfoques para el acceso a los datos: (1) Solo 
cache (2) Solo red (3) Cache y si falla red (4) 
Red y si falla cache (5) Carrera entre cache y 
red (6) Cache y después red (7) Contenido de 
reserva 
 
Para una solución que es absolutamente 
estática se podría usar el esquema “sólo 
cache”. Para una solución que siempre es 
dinámica se podría usar “solo red”.  Para una 
solución integral, empieza a ser importante 
establecer estrategias de uso de la cache en las 
distintas situaciones que pueden ocurrir. Por 
otra parte utilizar la cache del dispositivo en 
vez de descargar todo desde la red, permitirá 
disminuir el trafico y consumo de datos. 
Nicolas Gallagher un desarrollador de la red 
social Twitter en su artículo “How we built 
Twitter Lite” [4], indica que gracias a la 
versión PWA consiguieron reducir el 
consumo de datos hasta fracciones irrisorias 
en comparación con sus aplicaciones nativas.   
 
Para que una aplicación pueda tener las 
características previamente mencionadas es 
preciso tomar en cuenta diversas pautas al 
momento de su desarrollo. Resulta interesante 
un checklist provisto por google [5], en donde 
se destacan 8 pautas:  
• Hosteado en https  
• Usa diseño adaptativo y se visualiza 
correctamente en mobile y tablets  
• Todas las páginas deben funcionar cuando 
se no se tiene conexión  
• Debe tener metadatos para dar la opción 
“Agregar a la pantalla de Inicio” lo que 
permite “instalar” la aplicación.  
• Debe tener un inicio rápido aún en redes 
lentas (<10 seg en redes 3g)  
• Crossbrowsing (visualizarse 
correctamente independientemente del 
navegador).  
• Los cambios de página deben ser rápidos  
• Cada página debe tener su url y si es una 
app de una solo página con distintas vistas 
se debe poder reconstruir para permitir 
acceder directamente a cada vista. 
 
Los componentes principales de una PWA 
son:  
1. Archivo de Manifiesto  
2. Service Worker  
3. Almacenamiento Local  
4. Notificaciones  
 
En la figura 1, se presenta una captura de 
pantalla en donde puede observarse que, al 
ingresar por primera vez a la web, en la parte 
inferior la pantalla aparece un mensaje con el 
ícono de la aplicación en donde se ofrece 
agregarla a la pantalla principal.   
 
Al instalar la aplicación se puede acceder 
desde un ícono a la misma y ya se no se 
muestra la barra del navegador (se ha elegido 
ocultarla) y en el caso de la pantalla de la 
derecha de la figura 2 se ha integrado la barra 
de título con la de estado con los íconos 
clásicos del sistema operativo. La forma final 
que se visualizará será configurada por los 
desarrolladores según un archivo de 
manifiesto, donde entre otras cosas se puede 
seleccionar: modo de visualización, 
orientación de la pantalla, íconos, color de 
fondo, color de tema, idioma, nombre corto 




XXIII Workshop de Investigadores en Ciencias de la Computación 605
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
 




Figura 2. Ejemplo de Visualización de una 
PWA 
 
Existen diversos artículos académicos que 
implementan PWA en una amplia variedad de 
temáticas, en menor medida hay trabajos en el 
área que se enfocan en el manejo y 
optimización de cache [6], [7], [8], [9] y [10].  
El manejo de cache de forma optimizada 
permite mejorar la performance de las PWA, 
disminuyendo el consumo de datos de la red. 
En base a esta premisa se establecen las líneas 
de investigación y desarrollo para este año del 
proyecto de investigación. 
 
2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
 
Los ejes principales del trabajo son: 
• Analizar los esquemas de cache 
utilizados por las PWA actuales 
existentes en el mercado. 
• Evidenciar mejora de performance 
optimizando el uso de la cache en las 
PWA existentes. 
• Disponibilizar APIs que permitan 
implementar la estrategia de manejo 






En el primer año del proyecto de 
investigación se realizó una propuesta de 
estrategia de manejo de cache que combina 
los esquemas existentes, dicha propuesta es 
desarrollada e implementada para la cual se 
definieron pruebas de funcionamiento. 
 
Las pruebas planteadas fueron: (1) Activación 
de service worker y descarga de archivos, (2) 
Aumentar versión de caché en 1 y agregar 
nuevo archivo modificado (3) Aumentar 
versión de caché en 1 y no modificar arreglo 
de paginasModificadas (4) Aumentar versión 
de caché en 2 para simular salteo de versiones 
y agregar nuevo archivo modificado (5) 
Aumentar versión de caché en 2 para simular 
salteo de versiones y no agregar archivo al 
arreglo de paginasModificadas (6) Traer 
listado de clientes por primera vez (7) Traer 
listado de clientes con fecha de caché menor a 
fecha de actualizacion de la base de datos (8) 
Traer listado de clientes con fecha de caché 
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mayor a fecha de actualización de la base de 
datos (9) Traer listado de clientes sin servicio 
de internet. 
 
Todas estas pruebas junto a sus resultados 
esperados fue lo que se validó en cuanto al 
funcionamiento de la estrategia de cache 
propuesta. En esta segunda etapa se 
comparará soluciones de terceros y su 
impacto al aplicar esta metodología integral 
de cache para evaluar la performance. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
El equipo está formado por 5 docentes: 2 de 
ellos doctores en Ciencias Informática 
graduados en la Universidad Nacional de La 
Plata (UNLP), 1 con maestría finalizada 
(UAI) con la cursada del doctorado finalizada 
y que se encuentra actualmente haciendo su 
tesis doctoral (UNLP) y 1 realizando 
actualmente su maestría en UAI. Esto implica 
que 4 de los 5 docentes que componen el 
grupo tienen estudios de posgrados 
finalizados o en progreso. 
 
Este proyecto también cuenta con la 
participación de alumnos de grado y posgrado 
de la UAI (actualmente en el proyecto se 
encuentran vinculados 4 alumnos). 
 
En el área de dispositivos móviles se 
encuentran en realización 3 tesis de maestría 
(2 en la UAI y 1 en UNLaM – Universidad 
Nacional de La Matanza) y 1 tesina de grado 
(UAI), siendo directores de dichas tesis 
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RESUMEN
Este trabajo aborda el procesamiento de datos
climáticos  y  la  investigación,  desarrollo y
análisis  de  algoritmos  que  contribuyan  a
determinar  el  pronóstico  del  fenómeno
meteorológico de la ocurrencia de helada. Se
realizará  en  base  al  análisis  de  distintas
variables  asociadas  al  clima,  registradas  en
estaciones  meteorológicas  automáticas  (con
fines agronómicos) ubicadas estratégicamente
en una zona agroproductiva de la provincia de
San  Juan.  El  objetivo  de  este  estudio  es
desarrollar una herramienta moderna para que
el  productor  agropecuario  pueda  tomar
decisiones acertadas ante la ocurrencia de este
tipo de fenómeno para evitar o mitigar el daño
que ocasiona en los cultivos.
Palabras  clave: Agricultura  Inteligente,
Ciencia de Datos, Meteorología, Heladas. 
CONTEXTO
La  propuesta  de  investigación  se  enmarca
dentro  de  los  objetivos  planteados  en  el
proyecto  PIO  Nº84  “TELEMETRÍA
AGRÍCOLA,  una  herramienta  tecnológica
para la gestión eficiente del riego, supervisión
de cultivos,  y generación de alertas” que se
lleva delante en dependencias del Instituto de
Automática  (INAUT),  de  la  Facultad  de
Ingeniería de la Universidad Nacional de San
Juan  (UNSJ);  planteándose  como  una
propuesta  de  trabajo  final  de  alumnos
pertenecientes  a  la  carrera  Licenciatura  en
Ciencias  de  la  Computación  del
Departamento de Informática FCEFN UNSJ,
ámbito en el cual se llevó adelante también, el
proyecto “Visualización y Deep Learning en
Ciencia  de  Datos”  bienio  18-19  que  dio
origen a la propuesta y que se extiende en el
actual proyecto bienio 20-21 “Evaluación de
visualizaciones eficientes en ciencia de datos”
ambos  enmarcados  en  el  Laboratorio  de
Sistemas  Inteligentes  para  Extracción  de
Conocimiento en Datos Masivos del Instituto
de  Informática  de  la  Facultad  de  Exactas
Físicas  y  Naturales  de  la  UNSJ  –FCEFN–
UNSJ–  desde  donde  surgirán  propuestas  de
preprocesamiento,  análisis  y  procesamiento
de  datos  así  como  alternativas  de
visualización   que  permitan  presentar
adecuadamente  la  predicción  de  ciertas
variables  climáticas  asociadas  a  los
fenómenos meteorológicos bajo estudio. Es de
destacar que las actividades relacionadas con
ambos proyectos se demoraron y postergaron
producto  de  la  pandemia  y  protocolos  de
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aislamiento y distanciamiento dispuestos por
los  gobiernos  nacionales,  provinciales  y  la
propia autoridad universitaria que contiene a
los integrantes de los citados proyectos.   
1. INTRODUCCIÓN
La actividad agrícola  debe hacer  frente  a  la
problemática  que  ocasionan  los  distintos
fenómenos  meteorológicos  adversos  que
suceden,  como  es  el  viento,  el  granizo,  las
heladas,  entre  otros.  En  algunos  casos  el
productor  agrícola  se  vale  de la  experiencia
propia  para  pronosticar  un  factor
meteorológico  adverso,  lo  cual  implica  gran
esfuerzo,  dedicación  y  conocimiento  de
campañas anteriores. Una alternativa moderna
es  usar  una  herramienta  tecnológica  que
monitoree de forma automatizada los registros
de  distintas  variables  meteorológicas  de  la
zona donde se encuentra el cultivo, por tener
algunos  de  estos  fenómenos  características
locales,  y  así  pronosticar  la  ocurrencia  y
magnitud de la adversidad climatológica para
activar mecanismos de resguardo del cultivo;
con  ello  se  optimiza  el  uso  de  recursos,  el
trabajo de los productores y mejora la certeza
del pronóstico.
Proteger las plantas contra los efectos letales
de las bajas temperaturas es importante en la
agricultura  [1].  Las  heladas  generan  daños
significativos  en  esta  actividad,  causando
pérdidas  de  cosechas  de  todo  un  año  y
comprometiendo  los  ingresos  del  año
siguiente.
Los valores de los datos meteorológicos son
particulares  de  una  zona,  presentando
variaciones  entre  zonas  a  pesar  de  que  se
encuentren  próximas,  por  ejemplo,  los
balances  de  radiación  en  una  zona  de  la
superficie terrestre dependen de la ubicación
sobre la Tierra,  porque la inclinación de los
rayos solares que llegan a la zona influye en
la cantidad de energía que ésta recibe [2]. 
Resulta necesario registrar y analizar los datos
meteorológicos específicos del lugar donde se
encuentra el cultivo para estimar la ocurrencia
de un factor meteorológico.  Estos datos son
medidos  por  estaciones  meteorológicas
automáticas  montadas  para  fines
agronómicos. Para este estudio se consideran
los  datos  de  dos  estaciones  ubicadas  en  la
provincia de San Juan. Una de ellas situada en
el  predio  de  la  Estación  Experimental
Agropecuaria  San  Juan  del  Instituto  de
Tecnología Agropecuaria en el departamento
de  Pocito  y  la  otra  situada  en  el
Establecimiento  San  Francisco  S.A.
(explotación privada), ubicado en la localidad
de  Cañada  Honda,  departamento  Sarmiento,
ambas  se  encuentran  separadas  por  una
distancia  de  37km  aproximadamente.  Estas
estaciones  registran  distintas  variables
meteorológicas cada 10 minutos, proveyendo
datos que son la fuente de información para el
análisis  de  fenómenos  meteorológicos  en  la
zona. 
Fig  1:  Ubicación  Geográfica  del  centro  de
recepción  de  datos  INAUT y las  estaciones
meteorológicas  INTA EEA San Juan y  Est.
San Francisco S.A.
El objetivo del presente trabajo es el de llevar
a cabo la investigación, desarrollo y análisis
de  algoritmos  de  predicción  ocurrencia  de
heladas  a  partir  de  los  datos  (previamente
procesados  y  filtrados)  obtenidos  en  las
estaciones  meteorológicas  de  la  INTA EEA
San  Juan  y  del  Establecimiento  San
Francisco,  los  cuales  se  envían
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telemétricamente  al  Instituto  de Automática,
de la Facultad de Ingeniería de la UNSJ.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
La realización de este trabajo ha sido posible
debido  al  financiamiento  del  proyecto  PIO
Nº84,  “TELEMETRÍA  AGRÍCOLA,  una
herramienta  tecnológica  para  la  gestión
eficiente del riego, supervisión de cultivos, y
generación  de  alertas”  cofinanciado  por
CONICET  y  la  Secretaria  de  Ciencia,
Tecnología  e  Innovación  (SECITI)  del
gobierno de San Juan y con el apoyo brindado
por INTA EEA San Juan.
El  objetivo  del  proyecto  es  desarrollar  un
sistema  de  telemetría  y  generar  una
herramienta  tecnológica  que  permita  al
productor  un  acercamiento  a  las  nuevas
tecnologías disponibles para gestionar el riego
con  precisión  (sensores,  aplicaciones
informáticas,  gestión  en  línea  del  riego,
reportes sobre aplicación del riego, consumo
hídrico de los cultivos, etc.) [3][4][5]. 
En lo referente al área de Ciencia de Datos y
en el ámbito del Departamento e Instituto de
Informática  se  lleva  adelante  el  proyecto
CICITCA_UNSJ  “Evaluación  de
visualizaciones eficientes en ciencia de datos”
donde  se  procesan,  analizan  y  visualizan
diferente tipología de datos entre otras, series
temporales  que  es  el  formato  de
representación  que  se  utiliza  en  la  presente
propuesta y desde donde se intentará realizar
tareas de pronóstico mediante la utilización de
algoritmos  de  predicción  aplicados  a  las
diferentes variables medidas.
3. RESULTADOS OBTENIDOS Y
ESPERADOS
Las  tareas  llevadas  adelante  se  han
materializado  en  diferentes  entornos  de
software  y  lenguajes  de  programación
(KNIME  Analytics,  JS,  Python,  PHP  entre
otros).   Se  está  analizando  el  algoritmo  de
regresión  lineal,  a  través  de  la librería  la
librería PHP-ML en el lenguaje PHP. Por otra
parte, se está investigando la implementación
de  redes  neuronales  en  Python  usando
librerías como sklearn y keras.
Inicialmente  se  han  llevado  adelante
instancias  de  preprocesamiento  sobre  los
datos  relevados  por  las  estaciones
meteorológicas  durante  los  períodos
comprendidos entre el mes de enero del año
2016 al mes julio del año 2020 para una de
ellas; y desde el mes de abril del 2013 al mes
de  julio  del  año 2020,  para la  otra.  Lo que
involucra, entre otros aspectos, la unificación
del formato horario, dado que si bien ambas
estaciones  registran datos cada diez minutos
una lo hace con el formato de 24hs y otra en
formato de 12 hs (am y pm) respectivamente.
Además, el  reporte generado por la estación
provee la fecha y hora como datos separados
(dos atributos o columnas), el procesamiento
de la serie temporal, requiere disponer en un
único  dato  la  fecha  y  hora,  esto  también
implica  unificar  el  formato  en  cuanto  a
cantidad de dígitos y orden de los datos (dd-
mmm-aaaa hh:mm:ss). 
Figura 2: Diagrama en bloques de conversión
de horarios AM, PM a formato de 24hs y con
la  fecha  incorporada  en  el  mismo string  de
salida. Entorno KNIME Analytics 4.3.1
Otra  tarea  muy  importante  durante  el
preprocesamiento  es  identificar  los  periodos
de tiempo en los cuales la estación no registró
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los valores de las variables. Estas situaciones
se  producen  eventualmente  ocasionando  la
interrupción  de la  serie  temporal,  identificar
estos casos es fundamental para un adecuado
procesamiento.
Además,  se  renombraron  variables,  se
reconocieron  zonas  de  datos  de  potenciales
registros  de  heladas,  conforme  reuniones
mantenidas  con  el  especialista  del  INTA  y
conocedor  de  los  datos  generados  en  las
estaciones  manteniendo  aquellos  atributos
(variables  medidas)  estrictamente  necesarios
para  las  tareas  de  predicción  en  las  que  se
aplica,  inicialmente,  un  algoritmo  de
regresión lineal. 
El  objetivo  es  lograr  un  pronóstico  del
fenómeno de ocurrencia de helada a partir de
los valores previos de la temperatura medidos
por  las  estaciones.  Específicamente,  es
necesario determinar la cantidad de valores de
entrada,  es  decir,  la  cantidad  de  lecturas
previas,  con  la  cual  el  algoritmo  genera  el
mejor resultado.
Se está analizando la calidad de las respuestas
obtenidas por el algoritmo de regresión lineal
considerando como entrada los valores de la
temperatura  durante  las  últimas  tres  horas.
Como  salida  se  obtiene  el  pronóstico  de  la
ocurrencia  o  no  del  fenómeno.  Esto  opera
para  el  rango  horario  comprendido  entre  la
0hs hasta las 8hs, período donde usualmente
ocurre la helada.
También se ha llevado a cabo la revisión de la
literatura  [6][7][8][9][10] respecto del uso de
las  redes  neuronales  para  el  pronóstico  de
temperatura.  Existiendo  antecedentes  de  la
utilización distintos tipos de redes, multicapa
perceptrón (MLP), convolucionales (CNN) y
de memoria a largo-corto plazo (LSTM) con
buenos resultados de pronóstico. La principal
variable de entrada es la temperatura, pero en
algunos  casos  también  se  considera  la
humedad,  las  características  del  viento  y  la
presión atmosférica.
Resultados esperados:
Se  espera,  realizar  el  preprocesamiento  y
análisis  de  los  valores  de  las  variables
meteorológicas  relevados  por  las  estaciones
mencionadas, para un posterior procesamiento
a través de distintos algoritmos que permiten
el pronóstico, como son la regresión lineal y
las redes neuronales. Con el fin de determinar
cuál  de  ellos  otorga  el  mejor  resultado
respecto al pronóstico de las heladas teniendo
en cuenta las necesidades de los productores
que  es  conocer  de  antemano  la  hora  de
ocurrencia  de  una  helada,  la  duración  y  su
magnitud.  Se  llevará  a  cabo  un  análisis
comparativo  de los  resultados  obtenidos  por
los algoritmos a través de distintas métricas y
criterios de información.
Finalmente,  se  analizará  la  forma  de
visualización más adecuada, considerando las
características de los valores temporales y las
necesidades de información del usuario  [11],
para facilitarle la interpretación y evaluación
de  los  resultados  obtenidos.  Esto  permitirá
que, a través de una herramienta tecnológica
se le informe al productor agropecuario, y le
ayude en la toma de decisiones en cuanto a la
protección de los cultivos. 
De este modo, en un trabajo de cooperación
interinstitucional  se  generarán  nuevos
conocimientos y tecnologías de gran utilidad
para el sector agrícola.
4. FORMACIÓN DE RECURSOS
HUMANOS
La temática planteada en esta presentación es
llevada  adelante  como  trabajos  finales  de
grado  en  Licenciatura  en  Ciencias  de  la
Computación  y  hasta  el  momento,  los
alumnos  que  la  elaboran  trabajan  en
dependencias  del  Instituto  de  Automática
(Unidad  de  doble  dependencia  UNSJ-
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CONICET) en donde los mismos encuentran
un  asesoramiento  de  calidad  sobre  los
aspectos  físicos  y  biológicos  de  las
aplicaciones a realizar. Los aspectos referidos
a los conceptos de presentación y desarrollo
web  como  así  también  lo  referido  a
predicciones  de variables  en el  contexto del
Data  Science,  la  realizan  con  el  apoyo  de
docentes investigadores del Departamento de
Informática  DI_FCEFN y  el  Laboratorio  de
Sistemas  Inteligentes  para  la  Búsqueda  de
Conocimiento en Datos Masivos del Instituto
de  Informática,  conformando  con  ello  un
marco  de  trabajo  de  mucha  sinergia  y
enriquecimiento mutuo.
Así  mismo,  en  el  marco  de  la  Maestría  de
Informática  de  la  Facultad  de  Ciencias
Exactas,  Físicas y Naturales de la UNSJ, se
desarrolla la tesis “Análisis de fenómenos en
estaciones  agrometeorológicas  mediante
Ciencia  de  Datos”  cuya  autora  encabeza  la
presente  propuesta  y  como  parte  de  su
formación y a través de un curso de posgrado
brindado  por  la  UNLP,  se  accedió  a  un
conocimiento  más  exhaustivo  y  profundo
sobre Series Temporales, formato de los datos
de entrada, utilizados en su tesis.   
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Resumen 
La  línea  de investigación  de este  trabajo  se
enmarca en la aplicación de las Tecnologías
de  la  Comunicación  e  Información  (TICs)
para  optimizar  los  controles  vehiculares,
agilizando  la  operatoria  de  los  agentes  de
tránsito  y  por  consiguiente  generando  una
reducción en los tiempos de verificación.
La  construcción  de  rutas,  caminos  y  el
tránsito vehicular se incrementa año tras año
en  Argentina,  esto  conlleva  a  un  aumento
considerable en las infracciones y accidentes
de tránsito.  Esto genera una complicación y
una demora en los controles de verificación
vehicular,  retrasando  tanto  los  conductores
como  a  las  autoridades  de  tránsito.  Este
trabajo  tiene  como  objetivo  desarrollar  un
prototipo  de  sistema  para  la  gestión  de
tránsito  vehicular.  Este  prototipo  presenta
como funcionalidades principales, el escaneo
y reconocimiento de patentes vehiculares.
Palabras clave: Sistema de Gestión, Control
Vehicular, Escaneo de patentes.
Contexto
La línea  de  investigación  que  se reporta  en
este  artículo  es  desarrollada  en el  marco de
una tesis de grado de la carrera Licenciatura
en Sistemas de la Universidad de Morón 
Este  trabajo  de  desarrollo  tiene  por
objetivo contribuir a la mejora de los servicios
públicos que se proveen a los ciudadanos en
Argentina mediante la aplicación de las TICs
que  permitan  gestionar  de  manera  eficiente
los controles vehiculares. 
Este  trabajo  se  propone  atender  a  una
problemática  que  requiere  una  solución
centralizada a nivel nacional. 
Introducción
En el período 2007 y 2012 la asociación sin
fines  de  lucro  “Luchemos  por  la  Vida”,
comprobó  una  drástica  reducción  en  la
cantidad de actas labradas en los controles de
tránsito  en  la  Ciudad  Autónoma de  Buenos
Aires.   La  disminución  de  los  controles  se
opone a las actuales estrategias de los países
modelo para el  logro de la  seguridad vial  y
que Naciones Unidas recomienda para reducir
sustancialmente  los  muertos  y heridos  en el
tránsito (Aciti et al., 2012).
Como  se  menciona  en  la  Estadística  de
incidentes  viales con fallecidos  y lesionados
en 2017 de la Provincia de Buenos Aires (ver
Figura 1), se considera importante disponer de
datos  confiables  sobre  los  incidentes  de
tránsito para evaluar el impacto y establecer
estrategias  que  permitan  reducirlos
(Ministerio  de  Salud,  2019,  Gobierno  de  la
Provincia de Buenos Aires).
Figura 1. Distribución por vehículo de la
víctima y sexo de los fallecidos en incidentes
de tránsito. Provincia de Buenos Aires. Año
2017.
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De  acuerdo  al  informe  de  Eficacia  de  los
controles de tránsito del año 2002, las actas
labradas  representan  el  16%  del  total  de
infracciones  graves que se producen durante
el mes analizado.  En la Provincia de Buenos
Aires  se  cometen  unos  1067  millones  de
infracciones graves por mes, de las cuales se
labran 36893 actas.  (Luchemos por la Vida,
2002).  Desde  octubre  de  2017,  bajo  la
modalidad  Agentes  2.0,  los  agentes  de
tránsito  de  la  Ciudad  Autónoma  de  Buenos
Aires  (Gobierno  de  la  Ciudad  de  Buenos
Aires,  2008),  cuentan  con  celulares
exclusivamente  laborales,  adaptados
especialmente para optimizar sus funciones: 
 Digitalizar  y  mejorar  el  proceso  de
infracciones, 
 Coordinar cambios en sus recorridos
y
 Optimizar  el  trabajo  del  agente
mediante  el  sistema  de
geoposicionamiento  que  facilita  la
ubicación de los Agentes en tiempo
real. 
En  la  Argentina  existe  un  vehículo  por
cada 3,1 habitantes.  Las estadísticas cuentan
solo  a  los  autos  y  utilitarios.  El  parque
automotor creció un 6,4 con respecto a 2016 y
subió  un  29,8%  con  respecto  a  la  primera
medición, realizada en 2011 (10,24 millones)
(AFAC, 2017)
Esto  incrementa  considerablemente  la
cantidad  de  vehículos  a  controlar,  la
congestión vehicular y la consecuente demora
en el  control  y  labrado de actas  en caso de
cometerse infracciones.
De acuerdo al  último informe de la  Super
Intendencia  de Seguros  de la  Nación (SSN)
surge que en los doce meses del año 2018 se
denunciaron  60832  casos  de  robo  total  de
vehículos, lo que promedia 167 episodios por
día o uno cada 9 minutos (SSN, 2018).
La identificación  de los  vehículos  robados
en  los  controles  vehiculares  en  base  a  la
estadística referenciada requiere de una base
de datos que contenga la información actual.
Hoy en día las actas labradas por los agentes
de  tránsito  se  labran  de  forma  manual.  El
agente  de  tránsito  debe  consultar  al  911  la
situación actual de los vehículos que se están
controlando.  Las  imágenes  tomadas  de  los
vehículos  en  infracción  se  realizan  con  un
dispositivo móvil que luego son adjuntadas al
acta  digitalizada.  Los  informes  actuales  se
envían al Ministerio de Seguridad.
Argentina carece de sistemas de gestión que
permitan  agilizar  los  controles  de  tránsito
vehiculares  de  forma  centralizada,  rápida  y
efectiva. Tanto municipios, como provincias,
recurren a métodos de control limitados por el
conocimiento y el presupuesto que disponen.
Se  cuenta  actualmente  con  la  Licencia
Nacional de Conducir, en la cual el conductor
registra  sus  datos  y  asocia  su  licencia  de
conducir física a la aplicación Mi Argentina.
Líneas de Investigación, Desarrollo e 
Innovación
La  línea  de  investigación  aborda  un
problema que enfrentan las grandes ciudades
que incrementan su población día a día, por
consiguiente,  su  tránsito  vehicular  y  los
controles a realizar sobre los mismos. Se toma
como punto de partida los antecedentes sobre
escaneo de matrículas o patentes vehiculares,
sus posibles usos y en especial los destinados
al control vehicular.
Se  pretende  lograr  una  mejora  en  la
realización  de  los  controles  vehiculares
realizados  por  las  autoridades  de  tránsito,
evitando  los  controles  repetitivos,
documentación en papel y el acceso de forma
descentralizada a la información.
Por las razones mencionadas,  se pretende
que  las  TICs  contribuyen  a  agilizar  los
controles vehiculares beneficiando tanto a las
autoridades  de  tránsito  como a  los  usuarios
conductores.
Para  dar  respuesta  a  nuestra  pregunta  de
investigación  planteada  en  la  sección
Introducción,  se  proponen  los  siguientes
objetivos:
Objetivo general: obtención de un prototipo
de  un  sistema  de  gestión  de  controles  de
tránsito vehicular.
Objetivos específicos: 
1. Elaborar  el  estado  del  arte  sobre  la
gestión  de  controles  de  tránsito
vehicular.
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2. Identificar  y  especificar  los  requisitos
funcionales  y  no  funcionales  para  el
prototipo  de  gestión  del  tránsito
vehicular.
3. Conceptualizar  el  sistema  de  gestión
del  tránsito  vehicular.  Mediante  la
construcción de modelos. 
4. Implementar el prototipo.
5. Probar la solución.
6. Evaluar  la  viabilidad  del  prototipo  en
un caso real. 
Para el desarrollo del trabajo, se seguirá un
enfoque de investigación clásico (Riveros H.
et al., 1985) con énfasis en la producción de
tecnologías  (Sábato  J.  et  al.,  1982);
identificando  los  métodos  y  materiales
necesarios.
 Métodos: estudio de mapeo sistemático de
la  literatura  (en  inglés,  Systematic
Literature  Mapping  o  SMS)  método
DESMET (Kitchenham  B.  et  al.,  1996),
estudios  de  casos  (Runeson  P.  et  al.,
2012), encuestas (Genero Bocco M. et al.,
2014), prototipado evolutivo experimental
(Basili V., 1993). Para el desarrollo de los
formalismos y procesos de Ingeniería  de
software,  se  utilizarán  los  modelos
conceptuales propuestos en el Lenguaje de
Modelado Unificado (UML) (Booch G. et
al.,  2006)  y  los  procesos  técnicos,  de
soporte  y  de  gestión  definidos  en  el
estándar ISO/IEC/IEEE 12207 (ISO/IEEE
12207, 2017).
 Materiales. Para llevar a cabo la búsqueda
de la literatura se emplearán las librerías
digitales que se encuentran disponibles en
la Biblioteca de la Universidad de Morón:
IEEE  Xplore,  Scopus  y  repositorios  y/o
bibliotecas  abiertas  como  SEDICI1 y
Semantic Scholar. Para la documentación
de los modelos conceptuales del prototipo
se  utilizará  una  herramienta  CASE
(Software  Engineering  Asisted  by
Computer),  la  cual  será evaluada  en ese
hito del proyecto.
A  continuación,  se  presenta  el  abordaje
metodológico para el desarrollo del trabajo:
1  SEDICI: Repositorio Digital de la Universidad Nacional
de La Plata.
 Para el Objetivo Específico 1, se realizará
un estudio de mapeo sistemático (SMS). 
 Para los Objetivos Específicos 2, 3, 4 y 5,
se  seguirán  los  procesos  técnicos,  de
soporte y de gestión propuestos en la ISO/
IEC/  IEEE  12207  (IEEE,  2017),  se
emplearán  los  formalismos  de  UML  se
utilizará  una  herramienta  CASE. Para el
Objetivo  Específico  6,  se  utilizarán
estudios de casos.
Resultados y Objetivos
Dado que es una línea de investigación que se
inicia en la UM, no se presentan  resultados
concretos a describir. 
Los resultados estimados a lograr son: 
1. Académicos: lograr un trabajo de fin de
carrera de grado.
2. Producción  Científica:  presentar  los
avances de la investigación en eventos
científicos de alcance nacional (CACIC
20212),  y  en  el  ámbito  internacional,
CIACA 20213, y, etc. 
3. Formación  en  I+D+I:  es  un  desafío
para el tesista afrontar la resolución de
un problema de la sociedad mediante la
aplicación  de las  TICS.  Se adquirirán
competencias en el uso de métodos de
investigación  experimentales  como,
revisiones  sistemáticas,  estudios  de
casos. 
4. Transferencia  al  medio
socioeconómico:  un  prototipo  que
permita la gestión de los controles de
tránsito vehicular. 
5. Otro de los ejes a cumplir, consiste en
la concientización a la comunidad UM
y  extramuros  sobre  la  utilización  de
TICs  que  permitan  involucrar  e
interrelacionar  a  las  autoridades  de
tránsito  y  a  los  conductores  en  la
colaboración  de  un  problema  que
afecta a ambas partes.
Formación de Recursos Humanos
2  Congreso Argentino de Ciencias de la Computación.
3  Conferencia de Computación Aplicada.
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El  grupo  se  encuentra  conformado  por  un
Director, y un tesista de grado.
Se estima la  formación de un Licenciado
en Sistemas de la UM. 
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RESUMEN
Continuando una línea de investigación y
desarrollo que se viene trabajando en el
LINTI, Laboratorio de Investigación y
Nuevas Tecnologías Informáticas de la
UNLP (Argentina), en este artículo se
presenta la concreción de dos proyectos
que utilizan Realidad Aumentada (RA)
con fines sociales y el estado de avance
de nuevos proyectos que utilizan tanto
RA como Realidad Virtual (RV) para
potenciar aplicaciones móviles. Dentro de
esta línea se abordan aspectos
relacionados al desarrollo de aplicaciones
educativas interactivas y materiales
didácticos. Las dos proyectos que se
describirán corresponden a dos
aplicaciones, una destinada a la
recreación de niños durante tratamientos
terapéuticos y/o de rehabilitación
prolongados y otra para usar en el Museo
de Ciencias naturales de La Plata,
orientada a la experimentación y
comprensión de los cambios que sufrió la
Tierra milenios atrás.
En este artículo, se continúa con las líneas
de I+D presentadas en WICC 2020 [1],
donde se analizaron y evaluaron entornos
de desarrollo para aplicaciones de
gamificación usando RA y RV y se
presentan los avances en los desarrollos
de aplicaciones usando RA y RV.
Palabras clave: juegos serios,
proyectos sociales, realidad aumentada,
realidad virtual, gamificación.
CONTEXTO
Esta línea de investigación incluye el
desarrollo de aplicaciones lúdicas
interactivas vinculadas a distintas
problemáticas sociales. Se utilizan
tecnologías de RA y/o RV como
elementos motivadores para
complementar las actividades que se
trabajan en distintos contextos.
En el LINTI se viene trabajando, desde
hace más de 10 años en proyectos
relacionados a demandas de la sociedad.
En los últimos años, el enfoque estuvo
dado por desarrollos pensados para
distintos ámbitos educativos, como ser el
videojuego RAÍCES [2] y aplicaciones
más sencillas desarrolladas en el marco de
la asignatura Seminario de Lenguajes,
opción Python [3]. Esto sentó las bases
para nuevos desarrollos y experiencias
que incluyen tecnologías de RA y RV.
La línea de investigación que se presenta
en este trabajo viene desarrollándose
desde hace dos años y se encuentra
enmarcada en el proyecto: “De la
Sociedad del Conocimiento a la Sociedad
5.0: un abordaje tecnológico y ético en
nuestra región" del Programa Nacional de
Incentivos a docentes-investigadores, que
se desarrolla en el LINTI.
XXIII Workshop de Investigadores en Ciencias de la Computación 618
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
1. INTRODUCCIÓN
La realidad aumentada (RA) y la realidad
virtual (RV) se han utilizado en múltiples
áreas, aunque en nuestra región, no ha
sido sencilla su incorporación. En el
ámbito educativo, desde hace unos años,
estas tecnologías han sido consideradas
como una inclusión innovativa en los
procesos de enseñanza-aprendizaje,
aunque no han podido ser aplicadas en
nuestra región. Sólo algunas experiencias
aisladas y proyectos específicos.
En el caso de RV, la adopción y
aplicación es más compleja debido al
requerimiento adicional de los cascos y
otros recursos de hardware.
Si bien existen experiencias con cascos de
bajo costo como los Google Cardboard,
las mismas suelen estar asociadas a
entornos de educación no formal [4]. El
ámbito de la escuela sigue siendo un
terreno complejo para su adopción. Las
experiencias conocidas han sido llevadas
adelante por docentes “curiosos” que se
animan a probar y experimentar con
aplicaciones existentes. Estas
aplicaciones, en muchos casos, se
encuentran en idiomas extranjeros o con
licencias privativas que limitan su uso.
No hay duda, que estas tecnologías
pueden resultar altamente atrayentes a
docentes y estudiantes, pero no se cuenta
con estudios y resultados registrados en
nuestra región que sirvan de modelo que
retroalimentan nuevas experiencias.
Otros dos contextos donde se ha trabajado
con RA es en el ámbito de visitas a
museos y en tratamientos médicos.
Respecto al primer campo, hay
numerosas experiencias que demuestran
que el uso de RA permite integrar objetos
del mundo real con animaciones e
información adicional, favoreciendo su
difusión, y preservando el patrimonio
cultural tangible e intangible [5].
Respecto al uso de RA en tratamientos
médicos, se pueden mencionar estudios
con pacientes amputados o con pacientes
infantiles con quemaduras agudas [6].
Los ámbitos de implementación de
aplicaciones en RV se han ido ampliando
a lo largo de los años. Se pueden
encontrar experiencias de aplicación en
medicina, telepresencia, sociedad
virtuales, empatía para tomar conciencia
sobre situaciones críticas suceden en
comunidades lejanas [7][8]. También se
puede encontrar su uso en simuladores de
vuelo, cuidado de personas con
problemas médicos, además de los
ámbitos más conocidos como educación y
videojuegos. El uso de las características
de la RV permite posicionarte en
situaciones diferentes pero es importante
tener en cuenta varios aspectos que hacen
a la experiencia RV. Si bien el hardware
y software es importante, no deja de ser
menos relevante el estudio de la
percepción humana para generar entornos
realmente inmersivos[9].
Respecto a las herramientas para el
desarrollo, si bien la más utilizada es
Unity 3D, se está trabajando con otras





Los ejes en los que se está investigando
están relacionados con el desarrollo de
videojuegos y aplicaciones interactivas
usando RA en ámbitos educativos de
nivel inicial y primario, ámbitos
educativos no formales y recreación en
general. Asimismo se está trabajando con
RV en un proyecto pensado para crear
entornos que faciliten el uso de modelos
arquitectónicos para su visualización y
manipulación antes de la construcción.
Esta aplicación se trabaja con el aporte de
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un profesional del área de Arquitectura y
Urbanismo y, en un principio, está
pensada para ser utilizada en la etapa de
formación de los futuros arquitectos.
A continuación se detallan los ejes de
investigación:
● Estudio y análisis de nuevas
tecnologías para RA y RV, tanto
relacionadas a entornos para el
desarrollo de software como las
vinculadas con hardware específico.
● Análisis de nuevos contextos donde
potencialmente se podría aplicar RA
y RV.




El objetivo general de esa línea de trabajo
es aplicar técnicas de RA y RV en
proyectos sociales, en particular
orientadas educación y videojuegos
serios.
Para cumplir con el objetivo general, se
proponen los siguientes objetivos
específicos:
● Analizar los distintos contextos de
uso de las aplicaciones, los cuales
permiten direccionar las tecnologías a
utilizar. En este sentido, se están
explorando distintas herramientas
alternativas a las actualmente en uso,
como Godot, entre otras.
● Desarrollar aplicaciones interactivas
que puedan utilizarse en el ámbito de
la escuela y entornos de educación no
formales.
● Construir casos de prueba de las
aplicaciones desarrolladas con el fin
de aplicarlos en los entornos para los
cuales fueron desarrolladas y
comprobar su adecuación y
usabilidad.
● Continuar promoviendo esta temática
en el marco del desarrollo de las
tesinas de grado.
En este apartado se describen las dos
aplicaciones móviles con RA finalizadas
en los últimos meses y puestas a
disposición en la plataforma de
distribución digital de aplicaciones
móviles para los dispositivos con sistema
operativo Android operada por Google.
Una de las aplicaciones móviles
finalizada es “Sinfonía Terrestre”, cuyo
objetivo es acompañar a los visitantes del
Museo de Ciencias naturales de La Plata
en su recorrido de las salas, brindando
información suplementaria acerca de las
exhibiciones de manera atractiva. Para la
primera sala, “la Tierra, una historia de
cambios”, una de las actividades
desarrolladas consistió en modelar las
placas tectónicas y animarlas para simular
los choques entre ellas. La Fig. 1 muestra
el uso de la app apuntando sobre los
gráficos de las placas para lograr la
animación de las mismas por texto,
sonido y vibraciones de los dispositivos
móviles.
Fig. 1. Actividad en Sala 1 del Museo.
Para la sala 2 creó un personaje
diplodocus con animaciones para
ejemplificar sus movimientos y un
ambiente con el cual interactuar. La
mayor dificultad fue respetar las
exactitudes científicas solicitadas por el
museo al mismo tiempo que mantener la
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interactividad con el personaje. La
imagen de la Fig. 2, muestra niños
interactuando con el personaje.
Fig. 2. Actividad en Sala 2 del Museo.
Finalmente, en la sala 3 se trabajó sobre
una simulación del experimento de
Miller. Éste es un experimento complejo
del que solo existe una imagen en el
museo por lo que animarlo y aumentarlo
favoreció a su comprensión. La mayor
dificultad fue lograr transmitir las
instrucciones para lograr la animación, ya
que no solo implica una RA sino que los
componentes pueden manipularse. La
Fig. 3 muestra una imagen de la
animación del experimento.
Fig. 3. Actividad en Sala 3 del Museo.
La segunda experiencia desarrollada en el
marco de esta línea de investigación se
enmarca en la tesina de grado
denominada “ERA: entretenidos con
realidad aumentada”. Este trabajo
enmarcado presentado en diciembre de
2020, está destinado a niños y niñas que
deben permanecer en tratamientos
prolongados. En el marco de esta tesina,
se desarrolló la aplicación móvil
“Entretenidos con Kota” que acompaña al
libro “Kota Corta” de Katia Maria Soto
Kiewit, con arte de Tatiana Zanelli, como
un paratexto del mismo1. Incluye no sólo
la lectura aumentada del libro sino
también un desafío para acceder a
minijuegos relacionados al mismo. La
Fig. 4 muestra una captura de algunas de
las escenas aumentadas del libro.
Fig 4. Escenas de aumentaciones del libro.
“Entretenidos con Kota” fue evaluada con
distintos grupos de usuarios en distintos
contextos. La Fig. 5 muestra alguna de
estas experiencias.
Fig. 5. Experiencias de Entretenidos con Kota.
Se entregaron varias copias impresas del
libro en el Hospital Garrahan y en el
Hospital de Niños de la ciudad de La
Plata. Si bien la situación planteada por la
pandemia de COVID no permitió
supervisar las pruebas, se recibieron muy
buenos comentarios por parte de los
médicos que la analizaron y utilizaron.
1 En este desarrollo se trabajó en conjunto con la
cátedra Lenguaje Visual 3 de la Facultad de Artes
de la UNLP, donde se elaboró el libro Kota Corta.
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Los trabajos presentados en este artículo
se llevan a cabo de manera
interdisciplinaria entre docentes y
estudiantes de la Facultad de Informática
y Artes de la UNLP y, en el caso de
Sinfonía terrestre, la colaboración de los




El equipo de trabajo de la línea de
I+D+i presentada en este artículo está
formado por docentes investigadores
categorizados del LINTI y estudiantes de
la Facultad de Informática. Se destaca la
formación en equipos interdisciplinarios
en los cuales participan docentes y
profesionales de la Facultad de Artes, de
la Facultad de Arquitectura y Urbanismo
y del Museo de Ciencias Naturales de la
UNLP.
A través de la generación permanente
de conocimiento por medio de líneas de
investigación y desarrollo de aplicaciones
vinculadas al sector productivo y su
aplicación en el ámbito social, el LINTI
promueve el uso innovador de las
tecnologías informáticas en la región.
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Resumen
El habla es una de las formas naturales para
que los humanos expresen sus emociones. Es
fácil  de obtener y procesar en escenarios en
tiempo  real,  pero,  sin  embargo,  el
reconocimiento  automático  del  habla
emocional  implica  muchos  problemas  que
necesitan  ser  estudiados  cuidadosamente,
tales  como:  qué  emociones  podemos
identificar  realmente,  definir  concretamente
qué se entiende por cada emoción descripta,
cuáles son las mejores características para la
identificación  y  qué  clasificadores  dan  el
mejor rendimiento. En este trabajo se describe
el  diseño  y  desarrollo  de  redes  neuronales
para  la  clasificación  de  emociones  en  el
discurso  hablado  (voz),  se  proponen
diferentes métodos para convertir un enfoque
categórico  de  clasificación  de  emociones  a
uno  dimensional  y  la  integración  del
clasificador con frameworks multimodales de
captura de emociones. 
Palabras clave: Aprendizaje automático, 
redes neuronales, reconocimiento de 
emociones en la voz
Contexto
Esta investigación aplicada se desarrolla en el
contexto  del  Proyecto  de  Investigación
Científica  Tecnológica  Orientado  (PICTO)
aprobado  por  la  Agencia  Nacional  de
promoción  de  la  investigación,  el  desarrollo
tecnológico  y  la
innovación(ANPCyT),denominado
“Influencias del estado biométrico emocional
de  personas  interactuando  en  contextos  de
entornos simulados, reales e interactivos con
robots”.   El  mismo se desarrolla  dentro  del
Instituto de Sistemas Inteligentes y Enseñanza
Experimental  de  la  Robótica  de  la
Universidad  de  Morón  (ISIER-UM)  y  está
auspiciado  por  la  Secretaría  de  Ciencia  y
Tecnología  con  una  duración  de  tres  años.
Este  trabajo  se  sustenta  sobre   las  bases
iniciales de las investigaciones realizadas en
el  marco  de  los  proyectos:  “Influencias  del
estado  biométrico-emocional  de  personas
interactuando  en  contextos  de  entornos
virtuales”  Ping/17-03-JI-004,(2017-2019),  el
proyecto  denominado  “Explotación  de  datos
EEG  y  parámetros  fisiológicos  de  usuarios
interactuando  en  contextos  virtuales”  (DC
diálogo  con las  ciencias  2018-2020)  -  UM-
2019  código  80020190100007  UM  y  el
proyecto  presentado  “Valoración  Emocional
Multimodal  aplicada  en  contextos
gastronómicos” convocatoria PIO 2019 UM.  
Introducción
El análisis de las emociones en la voz humana
es  una  tarea  poco  trivial,  incluso  para  el
propio  ser  humano.  Si  bien  el  habla  es  la
forma tradicional de comunicación, no es una
característica  sensible  a  los  cambios
emocionales  y  por  lo  tanto  la  educción
emocional a partir de la misma, cuando no se
posee  contexto  semántico  ni  de  otra  clase,
resulta  parcial.  Según  Albert  Meherabin,  el
tono de la  voz expresa solo  un 38% de las
emociones que pueden transmitir las personas
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en un momento dado [1]. 
Deep Learning ha sido considerado como un
campo  de  investigación  emergente  en  el
aprendizaje  automático  y  ha  ganado  más
atención en los últimos años. Las técnicas de
aprendizaje  profundo  para  los  sistemas  de
reconocimiento  de  emociones  tienen  varias
ventajas sobre los métodos tradicionales, dada
su  capacidad  para  detectar  la  estructura
compleja y sus características asociadas, sin la
necesidad  de  extracción  y  ajuste  manual  de
estas.  Lo  cual  es  un  aspecto  clave  en  el
desarrollo,  dado  que  la  precisión  de  los
clasificadores suele estar ligada a la selección
de las características de la voz que se usaran
para el entrenamiento.
En  este  trabajo  se  optó  por  el  uso  de
espectrogramas, en los cuales las frecuencias
fueron  convertidas  a  escala  de  Mel  [2]
[Figura 1], y se evalúa el desempeño de redes
neuronales convolucionales (CNN) [3] [4] y
redes neuronales recurrentes (RNN) [5] para
la  construcción  de  un  clasificador  de
emociones.
Líneas  de  Investigación,  Desarrollo  e
Innovación 
Este proyecto se desarrolla en base al aporte
potencial  que  puede  tener  la  educción
emocional a partir del discurso hablado (voz)
en  un  framework  multimodal  de  análisis
emocional, como el visto en [6] [7] [8] [9]
[10] [11] [12] que está asociado al contexto
de esta investigación.
La  comunicación  entre  las  personas  y  las
máquinas  o  sistemas  es  cada  vez  más
frecuente  por  los  avances  tecnológicos,  sin
embargo,  los  desarrollos  son en  su  mayoría
carentes de la componente afectiva. Por tanto,
uno  de  los  objetivos  recientes  de  la
comunicación persona-máquina  es la  mejora
de  la  experiencia  de  usuario,  intentando
conseguir que esta comunicación sea lo más
parecida a la interacción entre personas. [13].
Dicho  esto,  se  plantean  los  siguientes
problemas  para  los  cuales  se  propuso  y
desarrollaron  soluciones  En primer  lugar,  la
falta de una arquitectura de reconocimiento de
emociones en el discurso que se adapte a la
variante  de  español  latino  rio  platense.
Seguido de la ausencia de un API moderna de
uso  libre  que  pueda  ser  utilizada  para  la
investigación y desarrollo de software. Y, por
último, la falta de un método de conversión de
enfoques que nos permita trabajar la voz en
un  framework  multimodal  de  análisis
emocional.
Objetivos y Resultados Obtenidos
Con  intención  de  dar  respuesta  a  los
problemas planteados se propuso:
1. Desarrollar  un  clasificador  de
emociones  que  pueda  reconocer
emociones  en el  discurso hablado en
español rioplatense. 
2. Establecer  una  comparativa  de
performance  entre  clasificadores
basados en RRN y CNN. 
3. Integrar  el  clasificador  con  un
framework multimodal  de captura de
emociones.
a. Desarrollar  una  API  que
facilite  la  explotación  del
modelo diseñado. 
b. Proponer  e  implementar  un
método para pasar del enfoque
categórico  a  un  enfoque
dimensional.
Figura  1. Ejemplo de espectrograma con las frecuencias en 
escala de Mel.
XXIII Workshop de Investigadores en Ciencias de la Computación 624
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
4. Sentar  las  bases  para  la  mejora
continua a partir de la adquisición de
nuevos datos para el entrenamiento del
modelo elegido.
Los modelos de redes neuronales construidos
y  entrenados  con  muestras  de  audios
provenientes de dos sets de datos, INTERS1P
(ELRA)  [14]  y  el  EMOFILM  [15],
obtuvieron resultados a la altura del estado del
arte [16] [17] [18],   en relación al valor de
precisión en el set de pruebas.
A continuación, se presenta una tabla con los
valores  de  precisión  obtenidos  para  un
modelo puramente  convolucional  y otro que
combina  capas  convolucionales  con  capas
LSTM [5]:
Modelo Prec. En el set de pruebas
1 CNN 92.53
2 CNN+LSTM 82.62
Tabla  1.  Precisión  de  ambos  modelos  de  clasificadores
construidos
Uno  de  los  desafíos  de  integración  con
frameworks  multimodales  es  pasar  de  un
enfoque categórico a uno dimensional que nos
permita  contrastar  equitativamente  los  datos
de todos los métodos de educción emocional.
En este aspecto se trabajó con 2 enfoques. El
primero  se  basa  en  obtener  valores  de
valencia a partir de la resta de la probabilidad
obtenida  para  la  etiqueta  “alegría”  y  la
emoción  negativa  más  probable,  como  lo
plantean Leanne Loijens et al.  [19] Para los
valores  de  excitación  se  plantea  utilizar  la
diferencia entre los valores medios de dB de
las  subsecuentes  muestras  tomadas  durante
una sesión de evaluación de un sujeto y los
valores  promedio  de  dB  de  la  muestra
particular evaluada
Otra forma presentada,  llamada vectorial,  es
usar el circunflejo de Russel [20] para tomar
una  coordenada  de  origen  asociada  a  la
emoción más probable según el clasificador y,
a  partir  de  ahí,  desviarse  en  dirección  y
magnitud  proporcional  (a  la  probabilidad
correspondiente) hacia los puntos asociados a
las  2  emociones  siguientes  más  probables
predichas.
Para esto se optó por elegir una expansión del
modelo  de  Russel  presentada  por  Klaus
Sherer  [21], de  forma  de  tener  las
coordenadas  necesarias  para  asociar  las  8
emociones  con  las  cuales  trabaja  el
clasificador en base al modelo categórico de
Ekman.
Solo se extrajeron las emociones de las cual
carece el circunflejo de Russel por lo que el
modelo  utilizado  para  trabajar  es  el  que  se
muestra en la figura 2 debajo.
Figura   2 Circunflejo  basado  en  publicaciones  Russel  y
Sherer
Dado que este  trabajo  se desarrolla  bajo las
líneas de investigación del ISIER UM  [22],
para  las  pruebas  se  implementó  el  API  del
clasificador  con el  framework visto  en   [6]
[7] [8] [9] [10] [11] [12]. Haciendo uso de
la última versión en desarrollo del framework,
se hicieron pruebas con una metodología muy
similar  a  la  planteada  en  los  artículos
mencionados. Se pretende capturar la voz del
sujeto  de  prueba  y  extraer  su  estado
emocional a partir de la misma mientras se lo
estimula  con  imágenes  obtenidas  del  IAPS
[23].
De  esta  forma  se  pueden  obtener  datos
sincronizados  de  excitación  valencia  desde
diferentes  sensores  para  su  contrastación  y
consecuente validación. 
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Para  evaluar  la  capacidad  de  generalización
del  clasificador  incorporado  se  recolectaron
22  audios  de  novelas  argentinas  y  se  las
clasificó  con  un  grupo  de  8  personas  por
medio de encuestas SAM [24].Se obtuvo un
72% de precisión,  que,  si bien es alentador,
está sujeto a la necesidad de una evaluación
más extensiva dado el  volumen reducido de
muestras disponibles para las pruebas.
Este  proyecto  sienta  las  bases  para  la
continuación de la línea de investigación que
vincula  la  educción  de  emociones  en  el
discurso  hablado  (voz)  con  un  framework
multimodal de análisis emocional. Se abre el
camino  para  la  mejora  continua  de
clasificadores basados en redes neuronales a
partir  de la recolección de muestra de audio
en castellano rioplatense, como también para
validar los avances hasta ahora conseguidos.
Formación de Recursos Humanos
El grupo de investigación se compone de un
investigador formado y tres investigadores en
formación. En el marco de la investigación se
finalizó  una  tesis  de  grado en  ingeniería  en
informática y se encuentra en etapa inicial el
proyecto de una tesis de doctorado.
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RESUMEN
Nos  hemos  enfocado  en  trabajar  en  un
Proyecto  que  mitiga  las  consecuencias
devastadoras que la Pandemia ha infligido en
la  economía  de  familias,  emprendedores  y
microempresas.  Para  su  consecución
conformamos un equipo interdisciplinario con
la  participación  de  diferentes  profesiones,
especialidades  y  unidades  académicas.  El
objetivo  es  la  construcción  de  una  Red  de
Ayuda  de  Cercanía  para  conectar
beneficiarios  con  benefactores  y
emprendedores y microempresas con clientes.
La  Metodología  propuesta  contiene  los
conocimientos producidos en la secuencia de
Investigaciones  que  hemos  realizado  en  el
últimos  años.  Además  en  este  Proyecto
abordaremos la modelización y el  desarrollo
de  una  Plataforma  para  la  implementación
dinámica  y  ad-hoc  de  Procesos.  En  ellos
incluiremos  la  configuración  de  objetos
específicos  para  cada  solución   con   sus
estados, sus cambios, su transformación y su
evolución en nuevos Objetos.  Para lograr el
objetivo  Tecnológico  se  sincronizarán  tres
Sistemas:  La  Red  de  Conocimiento,  la
búsqueda  de  Productos  y  Servicios  de
Cercanía más Transferencias y Pagos.
Para  dar  un  respaldo  consensuado  y  sólido
trabajamos  en  el  Plan  Estratégico  del
Proyecto  que  nos  orientó  en  los  Objetivos,
Misión  y  Visión  que  nos  regirá  en  la
Investigación y Desarrollo. 
Palabras clave: Redes de Conocimiento, 
Ayuda de Cercanía, Gestión del 
Conocimiento, Dinámica de Procesos.
CONTEXTO
En  la  “infraestructura  global  de  la
información”  existen  instrumentos  para  la
Gestión del Conocimiento sustentados en las
TICs.  En este contexto el Análisis de Redes
de  Conocimiento  ha  dejado  de  ser  una
metáfora  sugerente  para  constituirse  en  un
enfoque  analítico  y  un  paradigma,  con  sus
principios teóricos, métodos de software para
análisis de Redes de Conocimiento y líneas de
Investigación propias.
Una  de  las  líneas  de  investigación  de  las
Redes de Conocimiento es examinar cómo los
Usuarios de una Organización se relacionan y
cómo las Organizaciones interactúan unas con
otras, caracterizando las múltiples conexiones
formales  e  informales  que  vinculan  a  los
Usuarios,  así  como  sus  asociaciones  y
conexiones.
El fundamento de esta propuesta de solución
se sustenta en Redes de Conocimiento para
la  Gestión,  pues   brindan  la  arquitectura
fundamental  y  apropiada  para  abordar
soluciones  complejas,  como  lo  son  las
evoluciones  socioculturales;  los  cambios
operativos,  tácticos  y  estratégicos;  y  las
transformaciones  digitales,  como  aspectos
más  salientes,  pero  basadas  en  sistemas  de
planificación  que  permiten  atender
situaciones  extraordinarias  y  catástrofes,
como la situación crítica actual donde somos
más que observadores pues estamos inmersos.
1. INTRODUCCIÓN
Con  espíritu  de  Responsabilidad  Social
Universitaria y considerando las necesidades
de los grupos de riesgo y microempresas, es
nuestro Objetivo poner a disposición nuestro
compromiso  social  como  facilitadores
tecnológicos.  La percepción que la sociedad
necesita  I+D+i  para  obtener  soluciones  en
esta nueva realidad nos estimula a transferir
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Conocimiento,  Tecnología  y  Formación  de
Talentos. Este enfoque nos permitirá elaborar
un Modelo  para  prestar  servicios  a  los  más
necesitados  y  visualizar  las  microempresas
mediante  la  colaboración  ciudadana,
empresas,  organizaciones  intermedias  y
autoridades.  Tomando  en  consideración  las
consecuencias de la pandemia que nos aqueja
y  mostrando  que  un  fuerte  pilar  de  una
ciudadanía comprometida reside en  hacer.
Para conseguir el Objetivo modelaremos una
solución  general  de  cercanía,  poniendo  a
disposición  instrumentos  tecnológicos  para
acompañar tanto a individuos y familias con
Necesidades  Básicas  Primarias  Insatisfechas
como así también facilitar  la visualización y
el vínculo con Comercios y microempresas a
aquellas  personas  con  Necesidades  de
Productos o Servicios Específicos.  
La propuesta incorpora soluciones evolutivas,
escalables, a través de:  Ayuda de Cercanía,
Coordinación  de  la  Ayuda y  Control  y
Auditoría en  el  seguimiento  de  las
actividades  de  la  Red  mediante  Informes  e
Indicadores Automatizados, de los distintos
niveles  de  actores  en  la  red.  Las  etapas  de
escalabilidad  corresponden  a  los  diferentes
estadíos de la Red, a fin de brindar acceso a
cada usuario a datos e información, necesarios
para cumplir efectivamente con las funciones
posibles. El Sistema nos ubica en las puertas
de “un círculo virtuoso” integrando el Proceso
de  Mejora  Continua,  las  Buenas  y  Mejores
Prácticas  y  la  Gestión  de  Conocimiento
encontrando  un  ambiente  de  convergencia
natural.
El epicentro del Proyecto reside en traccionar
la  demanda  a  partir  de  herramientas
tecnológicas,  en  pos  de  impactar
positivamente  en  la  productividad,  y
orientándose a generar fuentes de trabajo. El
Proyecto  busca  “generar  un  ambiente  de
reactivación” mediante redes de desarrollo a
nivel local, con alto nivel de interconexión.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
PROYECTO:  Gestión  Informática  del
Conocimiento  como soporte para la  toma
de decisiones Organizacionales
Línea 1:  Analítica  de Datos  para la  gestión
del  conocimiento  orientado  a  la  toma  de
decisiones  en  espacios  de  Educación
Superior.
Línea 2: Redes de Conocimiento para la 
Ayuda de Cercanía a Ciudadanos, Comercios 
y Microempresas - Instrumentos para la
Reactivación Microeconómica
Línea 3: Capital Social y Redes Sociales 
Solidarias: Análisis y Gestión del 
Conocimiento mediante TICs.  
La  Metodología  transita  por  caminos  que
parten desde diferentes  unidades académicas
y confluyen en un núcleo consolidado desde
las diferentes perspectivas. Esto es posible por
la  experiencia,  interdisciplina  y
transdisciplina del Equipo.  
El  Paradigma  en  el  que  se  sustenta  la
Metodología son las Redes de Conocimiento.
Estas  se  apoyan  sobre  la  Infraestructura
global de la Información, cuyas herramientas
informáticas ponen de manifiesto el potencial
y la efectividad de las Redes de Conocimiento
(‘software social’), operando en tres ámbitos,
“las 3Cs”, de forma relacionada:
● Comunicación  (nos  ayudan  a  poner  en
común conocimientos).
● Comunidad (nos ayudan a formar e integrar
comunidades).
● Cooperación  (nos  ayudan  a  hacer  cosas
juntos).
Estos conceptos pueden ser extendidos a las
relaciones  entre  Organizaciones  para  la
consecución de Proyectos en forma conjunta,
donde  la  interdisciplinariedad  es  moneda
corriente.  Para  generar  estos  escenarios  es
necesario utilizar herramientas que faciliten la
Gestión  del  conocimiento,  como los  tópicos
que se presentan a continuación.
Planeamiento Estratégico
Para sustentar el Proyecto en sus procesos de
Innovación,  Transformación  Digital  y
Soluciones Integradoras nos apoyamos en un
Planeamiento  Estratégico  Sistémico  e
Interdisciplinar.  Recorreremos  desde  el
Diseño,  hasta  el  Mapa  Estratégico  para
establecer  las  Hipótesis  de  Trabajo,  los
Talentos y Planificación. El Plan nos mostrará
el camino a seguir a través de la Misión y nos
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enfocará  según  la  Visión  consensuada  y
compartida. 
Ingeniería del Conocimiento
Nos  valdremos  de  la  ingeniería  del
conocimiento que parte de la Teoría actor-red,
ya  que  pone  de  manifiesto  redes  y  genera
otras nuevas, y además hace uso de la Teoría
de la Traducción-Traslación, que mediante el
acercamiento y puesta en relación de actores,
se  produce  un  modelado  para  llevar  los
enunciados a nuevos estadios de evolución.
El desarrollo de estos modelos nos permitirá
plasmar  mediante  iconos  y  gráficos
representaciones  formales  de  la  Red  que  se
quiere  Implementar.  Se  trata  de  transformar
una  realidad  dada  y  los  Modelos  Naturales
que de ella existan, en distintos pero conexos
y relacionados Modelos Formales Evolutivos.
TICs
Las  Tecnologías  de  la  Información  y  las
Comunicaciones  no constituyen un fin en sí
mismo,  son  un  medio,  sin  duda  un  medio
particular que afecta nuestra manera de pensar
y constituye uno de los caminos para mejorar
la calidad de la Investigación. Dentro de este
contexto,  nos  corresponde  como  docentes
investigadores  la generación de las ideas,  el
diseño  de  experiencias,  la  aplicación  y  la
reflexión evaluativa que aporte conocimiento
para  el  mejoramiento  de  la  acción.  En  este
sentido, el trabajo que proponemos se basa en
el  modelado  de  una  solución  integrada  e
integradora para la implementación de Redes
de Gestión complejas.
En este punto cabe destacar que la solución
tiene  la  posibilidad  de  interactuar  con
diferentes  sistemas  e  incorporar
desarrolladores  para  brindar  soluciones
específicas y apropiadas en cada contexto. Un
Proyecto de esta envergadura permite  sentar
bases adecuadas en escenarios de borde, con
el  objeto  de  minimizar  diferencias,
enfocándonos en el tratamiento metodológico
y  sistémico  en  aras  de  conseguir  y  luego,
coordinar  trabajos  interdisciplinarios  en
equipo.
Además,  facilita  la  creación  de  formularios
operativos  personalizables,  y  la  recolección
de datos distribuidos a través de ellos, con el
fin  de  analizar  los  resultados  y  obtener  la
información deseada.
Buscamos  modelar  soluciones  que  integren
sistemas,  asegurando  la  fiabilidad  en  la
información,  reduciendo  tareas  duplicadas  y
optimizando  el  tiempo.  Es  decir,  brindar  la
centralización  de  datos,  sin  necesidad  de
distribuir información y procesos en múltiples
sistemas imposibles de gestionar. Autonomía,
agilidad,  usabilidad, generación de informes,
alertas  y  avisos,  todo en un mismo entorno
facilitando  la  premisa  del  acceso  a  la
información a un click de distancia.
Tecnologías de Gestión
Las Redes de Conocimiento para la Gestión
propician  el  Trabajo  en  Equipo,  dando  el
marco  adecuado  tanto  para  la  Gestión  de
Operaciones,  de  Proyectos  distribuidos,  de
Equipos de Trabajo, de Áreas dentro de una
Organización,  de  una  Organización  y
Proyectos  Interorganizacionales.  Porque
comunicarse  es  clave,  destacamos  la
comunicación que permite generarse interna y
externamente  a  través  de  la  Solución,
estableciendo  canales  de  información
corporativa, formales e informales, integrados
y  al  alcance  de  todos  los  involucrados.  La
Solución posibilita  la definición de Ámbitos
de Trabajo para que los Usuarios cuenten con
los recursos necesarios y suficientes, de esta
forma  podrán  agregar  valor  a  los  procesos,
obtener la información requerida y brindar la
información  adecuada  a  quien  corresponda.
Así publicar y enviar avisos, noticias, vídeos
y cualquier otro contenido de interés para la
organización  es  realmente  sencillo,  ágil  y
fomenta  la  participación  e  involucramiento.
En este punto es importante  destacar  que la
Solución  posee  una  fuerte  configuración  de
ámbitos  de  acceso  y  modificación  a  la
información  del  tipo  pública,  privada  y
restringida.
Gestión del Conocimiento
El  análisis  para  la  especificación  de
indicadores  y  agentes  inteligentes  (softbots)
permitirán ayudar a los decisores a enfocar el
Proyecto  rumbo  a  la  Optimización  en  un
Ambiente de Reactivación no sólo de recursos
sino de interacción entre los distintos actores.
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Como el  epicentro  del  Proyecto  consiste  en
“traccionar  la  demanda  a  partir  de
herramientas  tecnológicas” en  pos  de
impactar  positivamente  en  la  productividad,
se hace imprescindible la Gestión basada en
Indicadores para generar Conocimiento.
De la misma forma se necesitará monitorear
la  generación  de  fuentes  de  trabajo,  en  una
interacción compleja de redes de desarrollo a
nivel  local,  con  alto  nivel  de  interconexión
zonal  y  regional  que  se  constituirá  en  una




Brindar modelos para consolidar la gestión y
la  coordinación  de  protocolos  tanto  con  el
estado como con organizaciones intermedias
para  proveer  un  control  de  satisfacción  y
funcionamiento. Además, en el umbral de un
Modelo  consolidado,  se  propugna  trabajar
específicamente  en  sentar  las  bases
estructurales  y  analíticas  para  brindar  los
Indicadores del Proceso de Mejora Continua,
en términos de optimización y evolución del
Proyecto Global.
En  la  etapa  de  Gestión  del  Conocimiento  nos
enfocaremos  en  continuar  y  agudizar  la
transferencia de conocimiento a los destinatarios
finales,  beneficiarios  e  interesados  a  partir  de
casos  de uso,  capacitaciones,  cursos,  charlas  y
workshops. Estas intervenciones estarán a cargo
de  los  especialistas  que  trabajaron  en  la
consecución del Proyecto. Como complemento a
esta actividad el material necesario y producido
quedará  almacenado  en  la  misma  Red  de
Conocimiento y accesible a quien corresponda.
La  Transformación  Digital  basada  en  el
paradigma de Redes de Conocimiento para la
Gestión  nos  permite  transferir  conocimiento
en  diferentes  formas:  dentro  de  un  ámbito
específico  al  embeber  el  Sistema  con  las
mejores prácticas.  Luego, diferentes ámbitos
podrán comunicarse dentro de la  plataforma
para cooperar en una transferencia cercana.
Formulación del Plan Estratégico
● Enfoque: Entrevista orientada a las Redes de
Conocimiento;  Análisis  Interno  y  Externo;
Mision  y  Vision;  One  Page;  Brochure;
Diagnóstico.
● Estrategias:  Construcción;  Categorización;
Ponderación; Planificación.
● Dirección  Estratégica:  Proyectos
Estructuradores;  Líneas  Estratégicas;  Mapa
Estratégico. Bloques Estratégicos.
Imagen 1 - Bloques estratégicos












B11. Red de Conocimiento
B12. Comercios y Pymes















Construcción  de  los  Modelos  de  Redes  de
Conocimiento  
● MR - Modelos de Relevamiento: Natural; 
Flujo de Trabajo; Básico; Estímulo 
Comunicacional.
● MA - Modelos de Análisis: Escenario; 
Contenido.
● MD - Modelos de Diseño: Estratégico - 
Negocio; Táctico - Proceso
● DCR - Deployment de la Red 
Comunicacional.
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Modelos  de  Interacción  entre  Sistemas  y
Procesos
Las soluciones propuestas en el marco de este
Proyecto  se  asientan  sobre  tres  pilares
tecnológicos fundamentales:
1. La plataforma que reúne e interrelaciona 
en Red a los tres grupos de interesados 
principales (benefactores o donantes, 
beneficiarios o receptores y comercios 
adheridos)
2. La App de transferencia de dinero desde el 
benefactor o donante al comercio (o 
microempresa) adherido 
3. La búsqueda geo-referenciada de 
comercios y microempresas de cercanía. 
Diagramas  de  Actividades,  Procesos  y
Estados; Formularios de Comunicación entre
Aplicaciones;  Objetos;  Estados  de  los
Objetos; Diagramas de Transición de Estados
de los Objetos.
Definición de los instrumentos para la Toma
de decisiones Operacionales y Tácticas
● Ámbito de los Usuarios
● Informes:  Display;  Reportes  Básicos;
Reportes Avanzados; Reportes Favoritos
● Trazabilidad
● Notificaciones
Indicadores para una Gestión Estratégica
Se  brindarán  herramientas  para  que  los
involucrados  puedan  calificar  y  hacer
recomendaciones  sobre  el  funcionamiento
general de la Ayuda de Cercanía.
Para  la  etapa  donde  la  Red  se  encuentre
consolidada  se  analizarán  y  recomendaran
Indicadores  para  Procesos  de  Mejora
Continua, Optimización y Evolución del 
Proyecto.
Para efectuar la Gestión de Conocimiento se
proveerán herramientas basadas en: Reportes
Generales;  Informes  Estadísticos;  Informes
Geo-referenciados;  Gestión  de  Indicadores
automatizados.
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Resumen 
El entrenamiento en cinta con apoyo de peso 
corporal asistido manualmente es un enfoque 
contemporáneo de rehabilitación de la 
marcha, donde un individuo camina en una 
cinta con peso corporal parcialmente 
soportado por un arnés superior, mientras uno 
a tres terapeutas facilitan el control de las 
extremidades. La robótica aplicada al 
entrenamiento intensivo o recuperación del 
movimiento permite que el patrón de pasos 
rítmicos y repetitivos proporcionado, 
combinado con la carga activa de las 
extremidades, promueve la plasticidad 
neuronal cerebral y de la médula espinal. Con 
esta tecnología podemos aumentar el número 
de repeticiones, cambiar la velocidad, o 
variar el soporte del peso corporal para 
contribuir al aprendizaje motor estableciendo 
nuevas conexiones con el cerebro. Este 
desarrollo impone una cuidadosa interfaz 
entre el usuario, quién maneja el equipo, y el 
personal médico que dirige y controla los 
ejercicios. Se generan todos los informes 
necesarios para que personal médico pueda 
saber y evaluar exactamente lo que sucede 
con su paciente a la distancia. El objetivo del 
proyecto es evaluar los parámetros directos e 
indirectos que puede aportar información 
completa al equipo médico, que permita un 
seguimiento cercano de los pacientes a 
distancia. 
Contexto 
La terapia convencional está limitada por el 
tiempo, el número de repeticiones, la falta de 
calidad de movimiento reproducible y que es 
agotadora tanto para los terapeutas como para 
los pacientes. Existe un desequilibrio entre la 
terapia que se debe ofrecer según los 
principios del aprendizaje motor, y todos los 
factores que impiden alcanzar ese objetivo. 
Estudios demuestran que el ejercicio intenso 
es la clave para mejorar la función motora y 
produce resultados sostenibles [1].  
Según la Organización Mundial de la Salud 
el 7% de la población mundial tiene 
discapacidad en miembros inferiores [2]. De 
15 millones de personas por año que sufren 
un ACV, 30% quedarán con una 
discapacidad permanente [3], y 25% de los 
supervivientes acaba siendo dependiente por 
su movilidad [4].  
El entrenamiento en cinta con apoyo de peso 
corporal asistido manualmente es un enfoque 
actual de rehabilitación de la marcha [5], 
donde un individuo camina con peso corporal 
parcialmente soportado por un arnés, 
mientras 1-3 personas facilitan el control de 
las extremidades [6, 7]; hecho muy difícil y 
que presenta riesgo de lesión para el personal, 
o en el mejor de los casos agotamiento y 
frustración por lo lento del avance de los 
pacientes.  
Por esto se desarrolla la robótica aplicada al 
entrenamiento intensivo o recuperación del 
movimiento. El patrón de pasos rítmicos y 
repetitivos proporcionado por la asistencia 
robótica, combinado con la carga activa de 
las extremidades, promueve la plasticidad 
neuronal cerebral y de la médula espinal. Con 
esta tecnología podemos aumentar el número 
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de repeticiones, cambiar la velocidad, o 
variar el soporte del peso corporal para 
contribuir al aprendizaje motor estableciendo 
nuevas conexiones con el cerebro [8]. 
Dispositivos usados para: ACV, parálisis 
cerebral, lesiones medulares, Parkinson, 
distrofia muscular, varios tipo de parálisis, y 
toda condición que mantenga en silla de 
rueda o cama al paciente.  
1.-Introducción 
En este proyecto usamos Realwalker ( 
www.realwalker.com.ar ), diseño disruptivo 
por la tecnología patentada que baja su precio 
permitiendo que el paciente entrene 
intensivamente, agilizando la recuperación y 
bajando los costos, siempre bajo 
coordinación de personal médico que debe 
saber y evaluar exactamente lo que sucede 
con su paciente a la distancia [9, 10].  
Está demostrado que los dispositivos 
robóticos como medio para automatizar e 
intensificar el entrenamiento locomotor en 
neurorehabilitación mejora la recuperación 
del movimiento y acorta el tiempo de los 
tratamientos [11].  
Hay tres motivaciones principales para 
desarrollar nuevas tecnologías para asistir en 
rehabilitación [12]. Primero, la tecnología 
tiene el potencial de permitir más terapia con 
menos supervisión, mejorando los perfiles de 
costo-beneficio de la rehabilitación. Este 
objetivo puede expresarse como el desarrollo 
de una tecnología que promueva de forma 
óptima la plasticidad dependiente del uso, a 
la vez que reduce el coste de la terapia [7]. 
Segundo, la tecnología tiene el potencial de 
cuantificar la terapia con mayor precisión, 
incluyendo las características del paciente 
que predicen el éxito de la terapia, la dosis y 
el contenido de la terapia y los resultados 
clínicos [13, 14]. Esta propiedad de 
cuantificación de la tecnología es importante 
para mejorar la comprensión mecanicista de 
la ciencia de la rehabilitación, la toma de 
decisiones clínicas y la retroalimentación y 
motivación del paciente [15, 16]. 
Tercero, la tecnología tiene el potencial de 
permitir tipos de terapia completamente 
nuevos. Un ejemplo es el concepto de 
proporcionar terapia continua con 
dispositivos robóticos o que se pueden llevar 
puestos [17].  
Los terapeutas de rehabilitación no pueden 
ser omnipresentes, pero la tecnología 
robótica e inteligente si puede, 
proporcionando terapia durante mayor 
cantidad de veces, con mayores repeticiones, 
con mayor posibilidad de repetibilidad, y con 
mayor cantidad de variaciones. Y todo esto 
en un ambiente donde el personal médico 
conoce exactamente lo que entrena cada 
paciente [10, 18, 19]. 
Estas tres motivaciones son los grandes 
motores de este proyecto, y generan estos 
grandes interrogantes que pretendemos 
resolver con este proyecto son: 
1. ¿Es posible detectar antes que suceda 
alguna complicación derivada del 
ejercicio? 
2. ¿Es posible (1) sin necesidad de cargar 
gran cantidad de planillas? 
3. ¿Cuáles parámetros es posible inferir con 
los que genera el equipo? 
2.-Líneas de Investigación y 
Desarrollo 
Actualmente se está trabajando en 4 líneas de 
investigación y desarrollo: 
a) Selección de parámetros (Proyecto de 
incentivos de la UNICEN). Este proyecto 
se comenta en los resultados obtenidos y 
esperados. 
b) Medición física de efectos del 
entrenamiento robótico pasivo en 
pacientes con discapacidad motor 
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(Proyecto de investigación CIANE - 
UNICEN). Se realizan mediciones: de 
flujo y caudal sanguíneo, fuerza y 
movilidad (escala de Daniels), tono 
muscular (escala de Ashworth, y escala 
de Tardieu), calidad de materia fecal 
(escala de Bristol), parámetros en 
metabolismo fosfocalcico (escala FIM), 
independencia funcional (escala de 
Barthel). Todas estas mediciones se 
realizan antes y al finalizar el periodo de 
entrenamiento planificado con el sistema 
robótico pasivo, de esa forma se puede 
analizar el efecto del entrenamiento 
intensivo en el paciente. 
c) Actualización de sistema de generación 
de movimiento (Patente en trámite).  
d) Ortesis dinámica de rodilla (Proyecto de 
investigación en conjunto con UN San 
Martín, evaluado y financiado por 
Procodas). Desarrollo de exoesqueleto de 
rodilla que soporta el peso del paciente 
permitiendo un desplazamiento en 
caminata. 
3.-Resultados Obtenidos y 
Esperados 
Este artículo plantea la situación actual, a 3 
años de comenzar a trabajar en conjunto. 
Donde se ha realizado el análisis de los 
parámetros del sistema robótico (Línea 2.a), 
y los resultados han sido: se ha definido un 
conjunto de parámetros a tener en cuenta, y 
como respuesta ya está planteándose un plan 
para su adopción escalonada en los 
dispositivos. Se espera obtener una evolución 
de los dispositivos que permita evaluar varios 
parámetros adicionales a los planteados 
originalmente. 
En el caso de la medición física de efectos del 
entrenamiento robótico pasivo en pacientes 
con discapacidad motor (Línea 2.b), se ha 
comenzado a trabajar en enero de 2021. Hasta 
el momento hemos realizado algunas tareas: 
1) Analizar los grupos de pacientes, 2) 
Seleccionar quienes pueden participar del 
proyecto, y 3) Avanzar con el documento de 
consentimiento informado para la práctica de 
los entrenamientos en el marco del proyecto 
de investigación. Este proyecto se espera sea 
completado en el transcurso de 2021. 
Por otra parte, los otros proyectos (las Líneas 
2.c y 2.d) avanzan por carriles diferentes con 
gran independencia y con una problemática 
totalmente diferente. Una basada en trámites 
de patentes, mientras que el otro estamos 
buscando financiar motores que permitan un 
movimiento más suave y preciso. 
En este proyecto se desarrolló un conjunto de 
parámetros que permitan a personal médico 
analizar y evaluar de forma certera la 
evolución (o involución) de un paciente 
entrenando caminata en un equipo robótico. 
Un conjunto de parámetros son generados, de 
forma automática (paciente, diagnóstico, 
personal médico, velocidad, aceleración, 
tiempo, fecha y hora, entre otros) o manual 
(peso descargado), por el equipo; mientras 
que el resto de los parámetros son calculados 
en base a las evaluaciones médicas, la 
búsqueda de información y el análisis de 
tendencias en los datos generados. 
Estas tecnologías permitirán asistir en 
rehabilitación logrando más terapia con 
menos supervisión, cuantificando la terapia 
con mayor precisión, incluyendo las 
características del paciente que predicen el 
éxito de la terapia (la dosis, el contenido de 
los ejercicios, y los resultados clínicos). 
Todas estas características tienen dos efectos 
principales; para las clínicas y obras sociales 
mejora la relación costo-beneficio de la 
rehabilitación, mientras que, para el paciente 
reduce los tiempos de recuperación del 
movimiento. Los terapeutas no pueden ser 
omnipresentes, pero con esta tecnología se 
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permite que sin su presencia física 
permanente conozca todos los datos del 
entrenamiento de cada paciente. 
La universidad por parte de la Facultad de 
Ciencias Exactas tanto como la Facultad de 
Ciencias de la Salud tiene un equipo 
multidisciplinario que trabaja en dispositivos 
médicos basados en tecnología informática. 
El impacto en nuestras cátedras es directo, ya 
que el proyecto tiene directa relación con las 
materias de todos los involucrados en el 
proyecto, provocando un enriquecimiento y 
su directo impacto a los alumnos de grado y 
postgrado. También los integrantes del 
proyecto por parte de las instituciones 
contarán con el uso del equipo para sus 
pacientes, y desarrollarán sus propias 
técnicas de tratamiento o evaluarán las 
publicadas por otros colegas.  
Se espera tener capacidad de atención de al 
menos 20 personas diarias, que se 
beneficiarán tanto del entrenamiento como de 
toda la información y estudios realizados 
(donde la principal limitación está dada por 
las horas del personal médico y de asistencia 
en la institución). La vinculación del CIANE 
tiene un impacto directo, ya que el proyecto 
nace vinculando a dicha institución, y dentro 
de los objetivos está el poder disponer del uso 
del dispositivo por parte de sus pacientes.  
4.-Formación de Recursos 
Humanos 
El equipo formato tiene 4 partícipes muy 
comprometidos: la Facultad de Ciencias 
Exactas-UNICEN con su núcleo NICE, la 
Facultad de Ciencias de la Salud-UNICEN, el 
centro de atención a niños CIANE, y la 
empresa Tecnología LINDA SRL que fabrica 
los entrenadores. 
El equipo del NICE tiene experiencia en 
desarrollo de sistemas, tanto el software 
como el hardware, elementos básicos de los 
sistemas robóticos. La patente del desarrollo 
del sistema robótico de entrenamiento 
pertenece a un miembro activo del núcleo.  
El personal involucrado de la Facultad de 
Ciencias de la Salud, tiene amplia 
experiencia profesional y científica en salud 
humana. El equipo cuenta con las 
especialidades vinculadas a la rehabilitación 
humana, médico fisiatra, neurólogo, y se 
destacan las contribuciones del Dr. Alejandro 
Díaz en cardiología, quien ha sido promovido 
a la categoría de Investigador Independiente 
de CONICET luego de obtener importante 
premio otorgado por la Sociedad Argentina 
de Hipertensión Arterial. 
El CIANE es una asociación civil sin fines de 
lucro creada en el año 2006 por un grupo de 
padres de niños con discapacidad para la 
creación de un Centro Integral de Atención a 
Niños Excepcionales. Este 2021 inaugura su 
nueva sede.  
Hace ya 2 años que estamos trabajando juntos 
(gran parte del equipo). Hoy en día casi todos 
los equipos de salud tienen en su interior 
hardware y software, y en conjunto somos un 
equipo humano, científico y técnico, con la 
capacidad de realizar especificaciones y 
diseño de equipos de alto desempeño 
aplicables a la salud humana. 
Se esperan avances en cuanto al doctorado 
de: 
 Ing. Cruz quien está haciendo el 
Doctorado en Matemática 
Computacional e Industrial de la Facultad 
de Ciencias Exactas de la UNICEN 
dirigido por Acosta. 
 Med. Chiodi se inscribirá próximamente 
al doctorado en Ciencias Aplicadas, 
mención Ambiente y Salud, de la 
UNICEN dirigido por Acosta. 
La médica Andrea Chiodi ha terminado como 
postgrado la especialidad de Medicina Física 
y Rehabilitación otorgada por el Colegio de 
Médicos Distrito I (La Plata). También se 
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cuenta con la participación de alumnos de 
grado en el proyecto. 
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Resumen
En  este  trabajo  de  investigación  aplicada  se
centra  en  el  desarrollo  de  un  prototipo  de
sistema  multiplataforma  en  particular  se
presentan  las  caracterices  del  sistema  que  se
puede usar desde aplicaciones móviles o desde
un  ambiente  web.  El  desafío  del  mismo  es
contribuir al tratamiento de lo que se denomina
trastornos  gastrointestinales  funcionales,
particularmente el más prevalente, el” síndrome
de intestino irritable”,  el  que en la  actualidad
tiene un elevado impacto en la calidad de vida
de las personas que sufren este síndrome.
Palabras clave: sistema de registro; factores 
psicológicos; intestino irritable; trastornos 
gastrointestinales funcionales.
Contexto
Esta  investigación  se  encuentra  dentro  del
contexto del Proyecto de Desarrollo Estratégico
(PDE) 43-2019: “Desarrollo de una herramienta
para el registro por parte de los pacientes de los
factores  psicológicos  que  inciden  en  los
trastornos  gástricos  funcionales”,  Facultad  de
Psicología,  Universidad  de  Buenos  Aires
(UBA).  En  el  proyecto  también  participa  el
Sector  de Neurogastroenterología,  Hospital  de
Clínicas  San  Martín,  Facultad  de  Medicina,
UBA,  con  la  participación  conjunta  del
laboratorio  de  sistemas  de  información
avanzados  y  la  cátedra  de  Aplicaciones
informáticas  del  Departamento  de
Computación, Facultad de Ingeniería, UBA.  
Introducción
Los  trastornos  gastrointestinales  funcionales
constituyen cuadros altamente prevalentes en la
población  y  que  generan  altos  costos
económicos y de recursos en la salud pública.
Dentro  de  estos  cuadros,  los  más  prevalentes
son el Síndrome de Intestino Irritable (SII) y la
Dispepsia  Funcional  (DF)  [1].  Hasta  el
momento, no se conoce una fisiopatología clara
que  explique  el  cuadro  [2].  El  síndrome  de
intestino  irritable  [3]  se  caracteriza  por  la
presencia  de  dolor  abdominal,  constipación,
diarrea o ambas (alternancia entre constipación
y diarrea),  al  menos  una  vez  por  semana  los
últimos tres meses. Es un trastorno sumamente
frecuente  que  lo  padece  cerca  del  12% de la
población  general,  siendo  más  prevalente  en
mujeres  (15%).  Se  diagnostica  en  base  a
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criterios clínicos llamados criterios de Roma IV
[4]. En pacientes menores de 50 años, que no
presentan  síntomas  de  alarma  (sangre  en  la
materia  fecal,  pérdida  de  peso  significativa,
fiebre),  tienen un examen físico  y  análisis  de
sangre  normales,  no  hace  falta  hacer  ningún
estudio diagnóstico específico y el diagnóstico
se  realiza  en  base a  los  criterios  clínicos.  En
pacientes mayores a 50 años o con síntomas de
alarma  se  debe  realizar  una  serie  de  test
diagnósticos que incluyen las endoscopias para
descartar  una  serie  de  confundidores  como el
cáncer de colon, las enfermedades inflamatorias
intestinales y la enfermedad celíaca entre otras.
En  el  caso  que  los  estudios  sean  normales,
nuevamente  se  hace  diagnóstico  de  Síndrome
de  intestino  irritable  en  base  a  los  criterios
clínicos.  El  problema  de  este  síndrome es  su
impacto  negativo  en  la  calidad  de  vida  del
paciente. Tanto es así, que este trastorno es la
segunda  causa  de  ausentismo  laboral  después
del resfriado común y es uno de los principales
motivos  de  consulta  en  la  práctica  clínica  y
gastroenterología.  Luego  del  diagnóstico,  se
requiere una evaluación médica para identificar
los  posibles  desencadenantes  de  los  síntomas.
Entre  los que se encuentran principalmente el
estrés en personas predispuestas y otros factores
emocionales, también los hábitos alimenticios,
entre  otros.  Los  síntomas  se  logran  controlar
haciendo algunas  modificaciones  del  estilo  de
vida,  la  alimentación,  el  manejo  del  estrés  y
síntomas  psicológicos.  En  algunos  casos  es
necesario utilizar medicación, que será indicada
por el médico gastroenterólogo, para controlar
los  síntomas.  Entre  los  factores  involucrados,
los  factores  psicológicos  ocupan  un  lugar
relevante  siendo  los  más  frecuentes,  la
ansiedad,  la  depresión,  el  neuroticismo y  una
elevada  somatización  [5].  Los  aspectos
emocionales  acompañan  estos  síntomas  con
mucha  frecuencia  presentando  altas
comorbilidades  con  los  mismos.  El  estrés
cotidiano,  emociones  normales  como  la
ansiedad,  la  angustia,  el  enojo  y  la  tristeza
pueden  incrementarse  por  diversas  causas,
incluyendo haber  vivido  momentos  difíciles  a
lo largo de la vida, e influir en la intensidad de
los síntomas de los trastornos funcionales.  En
estos  pacientes  en  los  que  la  sintomatología
ansiosa  y  depresiva  es  elevada  el  tratamiento
habitual suele no ser suficiente y presentarse de
manera recurrente,  además de no responder al
tratamiento  de forma adecuada,  por  lo  que el
abordaje  psicológico  es  esencial  [6].  El
tratamiento  psicológico  de  primera  elección
para  el  síndrome  de  intestino  irritable  es  la
terapia cognitivo-conductual (TCC) [7] y, en la
dispepsia funcional también este tipo de terapia
ha demostrado buenos resultados [8]. La TCC
supone que los pensamientos, las emociones y
las  conductas  de  las  personas  se  encuentran
relacionados  y  se  influyen  mutuamente.  El
automonitoreo de las mismas y su registro para
su  posterior  análisis  junto  al  terapeuta  y  la
utilización  de  estrategias  y  técnicas  que
permitan a los pacientes regular sus emociones
de forma funcional son centrales en este tipo de
tratamiento psicológico [9].
 Diferentes  aplicaciones  en  la  actualidad
contribuyen  con la  problemática  planteada  en
otras  podemos  considerar  las  siguientes
aplicaciones:  La  app  B.Energy,  de  ALVUM
[10]   incorpora la escala de Bristol , tiene como
objetivo ayudar a monitorizar  la condición de
una  persona,  compartir  su  evolución  con  los
profesionales  de  la  salud  y  los  pacientes.
FODMAP  para  la  asistencia  en  dieta  baja
caloría,  ayudan  a  disminuir  los  síntomas  SII,
con  un  control  de  los  alimentos  que  se
consumen [11]. Otra app es mySymptoms Food
Diary  &  Symptom  Trackerpermite  [12],
permite hacer seguimiento de los síntomas y de
la alimentación,  La aplicación Bowelle realiza
el  seguimiento  de  síntomas  y  los  relaciona
también  con las  comidas.  [13],  incorpora  una
evaluación  a  nivel  de  valencia  del  estado
emocional. Digestivamente en comparación con
las aplicaciones anteriormente indicadas integra
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información  del  paciente  ,  historia  clínica,
permite  la  explotación  de  la  información  y
brinda respuesta de la evolución del  paciente,
motivando al mismo , particularmente integra la
información del estado emocional del paciente
considerando  además  de  la  valencia,  la
intensidad  del  mismo,  sumando  esta
información  con  la  escala  de  Bristol  ,y  los
síntomas  presentados  como  hinchazón  ,dolor
abdominal  etc  ,  además  de  resúmenes  de
estados  semanales  y   estresores  del  paciente,
futuras líneas de trabajo contemplan incorporar
información de la  alimentación   que consume
el paciente rutinariamente.
 Líneas  de  Investigación,  Desarrollo  e
Innovación
La  hipótesis  que  guía  este  proyecto  es:  Los
registros  de  pacientes  en  tiempo  real  con  el
empleo  de  aplicación  “Digestivamente”,
interactuando con el contexto real del paciente
en  términos  de  estresores,  manifestaciones
fisiológicas  y  sus  estados  emocionales
contribuye a reflejar a una mejora en su calidad
de vida. 
Para  demostrar  dicha  hipótesis,  se  encuentran
abiertas y en desarrollo las siguientes líneas de
trabajo: 
a) evolución del desarrollo de la herramienta
Digestivamente. 
b)   visualización  y  explotación.  Se
desarrollan  consultas  y  filtros  con integración
en  futuras  líneas  con  herramientas  de
explotación y descubrimiento sobre la base de
datos que articula el sistema.
Objetivos y Resultados Esperados
El  objetivo  ulterior  del  presente  trabajo  es
facilitar el registro de los síntomas influyentes
en  la  sintomatología  en  pacientes  con
diagnóstico de intestino irritable que acuden a
un  servicio  de  Neurogastroenterología  en  un
hospital público
El desarrollo  tiene como objetivo el  diseño y
creación de una aplicación PWA [14]. para el
registro de síntomas psicológicos  en pacientes
con Síndrome de Intestino Irritable asociado a
los  factores  psicológicos,  principalmente  el
estrés, la ansiedad y la depresión.  Se trata de
un trabajo descriptivo y transversal. Se espera
que  el  uso  de  la  aplicación  web ayude  en  la
reducción de la sintomatología en los pacientes
evaluados  a  través  del  registro  de  emociones,
pensamientos, conductas y la psicoeducación. 
La  Infraestructura  tecnológica  del  prototipo
consiste en: a) base de datos a AWS RDS para
un despliegue sencillo  de la base de datos en
MySQL.  El  Frontend  /  Backend,  b)Node.js
Node.js  [15],  como  entorno  en  tiempo  de
ejecución  multiplataforma,  de  código  abierto,
para la capa del servidor ,c) React React.js [16]
biblioteca  Javascript  de  código  abierto
empleada en el  desarrollo de las interfaces de
usuario. Ambos alojados en la nube usando el
servicio Heroku [17].
Resultados obtenidos
Hasta  el  momento  los  logros  obtenidos  se
reflejan en el desarrollo del prototipo de sistema
Digestivamente,  se  realizaron  pruebas  con
usuarios  finales  (pacientes,  médicos,
psicólogos).  El  sistema  desarrollado
denominado  “Digestivamente”  permite  entre
sus principales funcionalidades: a) Registrar los
valores  diarios  de  Escala  de  Bristol  de  los
pacientes,  sus  sensaciones  físicas  y
emocionales,  como  así  también  registros  de
pensamientos  y  actividades,  b)  Brindar  una
interfaz  que  le  permite  a  los  pacientes
determinar los valores de defecación de acuerdo
con  la  escala  de  Bristol,  c)  Identificar  las
emociones  que  enfrentan  los  pacientes  al
finalizar  el  día,  d)  Reconocer  los  estresores
semanales que los pacientes han vivido durante
el  transcurso  de  la  semana.,  e)  Evaluar,  por
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parte  de  los  profesionales,  los  resultados  de
cada paciente a través de gráficos que muestran
las  relaciones  entre  cada  una  de las  variables
mencionadas  anteriormente  y  facilitar  la
explotación de datos del paciente, f) Realizar un
seguimiento de los valores de la escala Bristol,
las emociones, y estresores de los pacientes, g)
Cargar  y  administrar  los  diferentes  usuarios:
profesionales  y  pacientes,  se  presenta  en  la
figura  1,   h)  Visualizar  y  analizar  la
información  reolectada  para  cada  uno  de  los
pacientes,  asistiendo así  a la  identificación de
los factores involucrados en la presentación o
exacerbación  de  los  síntomas  encontrados,  i)
Visualizar  y  realizar  un  seguimiento  de  los
diferentes  diagnósticos  de  cada  paciente,
brindando   información  “no  apreciable”  a
simple vista por el médico a la hora de observar
los datos.
Fig.  1a.  Dashboard  paciente  en mobile  Fig.  1:  b)
Carga de registro: referencia de escala Bristol y 1c)
Carga  de  registro,  selección  de  sensaciones  y
pensamientos.
Se presenta  en  la  figura  2 la  arquitectura  del
prototipo  junto  con  los  componentes  que  lo
identifican.
Fig. 2 Diagrama la arquitectura del prototipo junto
con los componentes que lo identifican.
Recientes  trabajos  no  publicados  a  la  fecha
obtuvieron  resultados  satisfactorios  en  el
desarrollo  Digestivamente  aplicado  a  la
explotación y representación de información a
médicos,  psicólogos  como  así  también  a  los
pacientes  a  fin  de  que  estos  puedan  ver  su
evolución,  sus  registros  frente  a  distintas
situaciones  que  actúan  como  estresores
ocasionando síntomas de intestino irritable que
afectan su calidad de vida.
 
Formación de Recursos Humanos
El  grupo  de  investigación  se  encuentra
conformado  por  dos  investigadores  formados,
del  LISA  FIUBA  y  dos  alumnos  que  se
encuentran finalizando su trabajo profesional en
el marco de la carrera de ingeniería informática
de la FIUBA. Por dos estudiantes de posgrado y
un  investigador  formado  de  la  Facultad  de
Psicología, de la Universidad de Buenos Aires,
y dos médicos gastroenterólogos pertenecientes
a  la  división  de  Neurogastroenterología  del
Hospital de Clínicas. 
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Área temática: Agentes y Sistemas Inteligentes (ASI)
RESUMEN
El actual contexto productivo exige la optimiza-
ción tanto del diseño como de la operación de
las plantas industriales. Basados en ese enfoque,
en el proyecto “Supervisión y Control de Proce-
sos”, se desarrollarán, adaptarán y aplicarán he-
rramientas propias de la Operabilidad de Proce-
sos (flexibilidad, controlabilidad, confiabilidad,
robustez).  Los  procesos  que  tendrán  prioridad
son los que están implementados en la planta pi-
loto de la  Facultad de Ingeniería  de la  UNSa
(extracción líquida-líquida, absorción gas-líqui-
da,  producción de vapor,  pasteurización,  reac-
ción, entre otros), y los procesos vinculados al
gas, al petróleo, al litio y a las energías no con-
vencionales  ―especialmente  a  la  energía  so-
lar―. Para alcanzar los objetivos del proyecto,
se emplearán técnicas del campo de la Ingenie-
ría de Procesos (simulación, optimización, con-
trol, diseño) y de la Inteligencia Artificial (siste-
mas expertos  fuzzy,  redes  neuronales,  minería
de datos).
Palabras  clave: Operabilidad,  Flexibilidad,
Controlabilidad, Confiabilidad, Robustez.
CONTEXTO
El grupo responsable de la realización del pro-
yecto “Supervisión y Control de Procesos”, es el
grupo de investigación IngProAr (Ingeniería de
Procesos Argentina), con lugar de trabajo en la
Facultad de Ingeniería de la UNJu (Universidad
Nacional de Jujuy). El grupo IngProAr fue crea-
do en 1995 por el Dr. Enrique Tarifa (investigador
de CONICET y de la UNJu), y está constituido
por docentes investigadores, profesionales y estu-
diantes de diversas áreas disciplinares.
El proyecto al que  hace  referencia  este trabajo,
es continuación del  proyecto  anterior  denomi-
nado “Desarrollo de Herramientas para la Ope-
ración de Procesos”. En el presente proyecto, se
propone continuar con la línea de investigación
emprendida  en  el  proyecto  ante-rior,  concen-
trándose en la supervisión y el control de proce-
sos. Para ello, se desarrollarán, adaptarán y apli-
carán herramientas propias de la  Operabilidad
de Procesos (flexibilidad, contro-labilidad, con-
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fiabilidad, robustez). Estas herra-mientas serán
aplicadas en los procesos  implementados en la
planta piloto de la Facultad de Ingeniería de la
UNSa. Por otra parte, debido a la importancia
que tienen los sistemas de energía no conven-
cionales para Jujuy y para la  UNJu, en este pro-
yecto se considerarán también los sistemas de apro-
vechamiento de energía solar.
Para cumplir con las actividades educativas pro-
puestas en el proyecto, se incorporó al grupo a
la Dra. Jorgelina Argañaraz, Profesora en Cien-
cias de la Educación y Doctora en Ciencias So-
ciales.  En  cuanto  a  la  parte  experimental  del
proyecto, estará a cargo de los siguientes inves-
tigadores de universidades de otras provincias:
Adolfo Néstor Riveros Zapata (UNSa),  Julieta
Martínez (UNSa), Juan Pablo Gutierrez (UNSa)
y Lara Valeria Lescano Farias (UNSE).
El proyecto de referencia es financiado por la Se-
cretaría de Ciencia y Técnica y Estudios Regiona-
les (SeCTER) y la Facultad de Ingeniería de la
Universidad Nacional de Jujuy, y fue reconoci-
do por la SeCTER-UNJu con el código D/0164
y por el Programa de Incentivos de la Secretaría
de  Políticas  Universitarias  del  Ministerio  de
Educación de la Nación.
1. INTRODUCCIÓN
El proyecto de referencia, propone el desarro-
llo,  adaptación  y  aplicación  de  herramientas
propias de la Operabilidad de Procesos. La ope-
rabilidad de un proceso productivo comprende las
siguientes propiedades:
Flexibilidad: Implica la capacidad de un siste-
ma  de  operar  en  estado  estacionario  estable
para un rango de condiciones inciertas que pue-
den  encontrarse  durante  la  operación  de  la
planta [1].
Controlabilidad: Puede ser definida como la
capacidad de la planta para alcanzar y mantener
un estado deseado [2].
Confiabilidad: Hace referencia a la capacidad
de todos los elementos que conforman la planta
de  funcionar  continuamente  satisfaciendo  un
conjunto de especificaciones o condiciones [3].
Robustez: Es la capacidad de la planta de ha-
cer mínima la variación de la medida de cali-
dad  de  los  productos  ante  variaciones  de  las
condiciones de operación [4].
Los actuales  estudios  de  operabilidad  involu-
cran cada vez más el uso de técnicas de Inteli-
gencia  Artificial  (redes  neuronales,  sistemas
expertos con lógica fuzzy, entre otras), siendo
los sistemas de control inteligentes los mejores
exponentes de esta situación [5].
Para poder desarrollar herramientas destinadas
a la operación de un proceso, es necesario con-
tar con un conocimiento acabado del comporta-
miento estacionario y dinámico que el mismo
presenta.  Por  ello,  se  desarrollará  un  modelo
estacionario y otro dinámico para cada proceso
a estudiar. Para lograr esto, se modelará el pro-
ceso escogido utilizando HYSYS ―un simula-
dor dinámico de propósito general― o, cuando
sea necesario, se desarro-llarán modelos orien-
tados a ecuaciones por medio de utilitarios ma-
temáticos apropiados como MATLAB, Simuli-
nk, Mathcad, Berkeley Madonna. En los casos
que se justifique,  se  programará  utilizando el
lenguaje de progra-mación más adecuado: Del-
phi, Visual Basic, C++.
Las licencias de las aplicaciones citadas tienen
un costo considerable; por ese motivo, se hará
un esfuerzo por sustituirlas con las opciones li-
bres y de código abierto que brinden funciona-
lidades  equivalentes:  Lazarus,  Octave,  Julia,
wxMaxima. La evaluación de aplicacio-nes li-
bres con código abierto es un tema que está co-
brando importancia por sí mismo [6] y será un
tema a analizar en el proyecto propuesto.
Una  vez  que  se  cuente  con  el  simulador  del
proceso  seleccionado,  se  procederá  a  realizar
un conjunto de estudios con el fin de evaluar la
operabilidad del proceso (flexibilidad, controla-
bilidad, confiabilidad y robustez). También, se
llevarán a cabo estudios de estabilidad y de op-
timización. Los modelos de optimización serán
implementados en LINGO. La información ob-
tenida  de  los  estudios  realizados  se empleará
para determinar las modificaciones que deberán
efectuarse en el diseño, en la operación y en la
gestión del proceso con el fin de optimizar su
desempeño.
Para la supervisión del proceso, se diseñará el
sistema de instrumentación y de procesa-mien-
to  de  datos  que  permita  proveer  al  operador
toda la información necesaria para la correcta
operación del proceso. El método que se em-
pleará para diseñar el sistema de instrumenta-
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ción fue desarrollado por  el  grupo  IngProAr.
Otro método que se empleará también será la
reconciliación de datos.
En cuanto a los sistemas de control, se desarro-
llarán sistemas de control avanzado empleando
técnicas  de  Inteligencia  Artificial  (e.g.,  siste-
mas  expertos  fuzzy,  redes  neuronales,  redes
neuronales  wavelets).  Un  punto  importante  a
desarrollar  serán  los  controladores  MIMO
(Multiple-input, Multiple-output) y los contro-
ladores predictivos. Para la implementación de
técnicas de Inteligencia Artificial, se empleará
preferentemente MATLAB con licencia acadé-
mica y, eventualmente, sus alternativas libres y
abiertas.
2. LÍNEAS DE INVESTIGACIÓN
Y DESARROLLO
El proyecto de referencia se enmarca en las si-
guientes líneas prioritarias de la UNJu (Res. CS
N°168/93):
Desarrollo  Económico–Social  Regional
Sustentable: Las herramientas a desarrollar en
el proyecto servirán para aumentar la operabili-
dad de los procesos productivos de la región.
En  consecuencia,  se  favorecerá  el  desarrollo
económico de la región.
También,  el  proyecto  se  enmarca  principal-
mente en la siguiente línea prioritaria de la Fa-
cultad de Ingeniería (Res. CAFI N°393/13):
Línea 3 - El estudio de procesos específicos o
integrados que contribuyan a la cadena de
valor de los productos obtenidos: Esta línea
comprende los siguientes temas: Análisis, dise-
ño y síntesis óptima de procesos; Simulación y
optimización de procesos; Operación y mante-
nimiento de procesos; Supervisión y control de
procesos; Sistemas de apoyo a la toma de deci-
siones en procesos; Integración de masa y ener-
gía;  Análisis  de  la  Performance  de  procesos.
Los resultados a obtener con el proyecto pro-
puesto están vinculados a todos los temas cita-
dos.
El proyecto en consideración además está vin-
culado con las siguientes líneas prioritarias de
la Facultad de Ingeniería:
Línea 1 - La exploración, manejo, valorización,
obtención, transformación y aprovechamiento de
recursos naturales renovables,  no renovables y
energéticos.  La Gestión ambiental relacionada:
La vinculación con esta línea se presenta debi-
do a  que las  herramientas  a desarrollar  en el
presente proyecto pueden ser aplicadas a cual-
quier tipo de proceso productivo. Por ejemplo,
en un proyecto anterior, las herramientas desa-
rrolladas se aplicaron en la gestión óptima de
fincas  en  la  cuenca  de  la  Quebrada  de  Hu-
mahuaca.  Además,  entre  los  procesos  a  estu-
diar,  están  los  que  involucran  petróleo,  gas,
energía solar y litio; los cuales son los recursos
energéticos  más ampliamente  utilizados  en la
actualidad.
Línea 5 - El desarrollo de la Informática, los
sistemas  y  la  tecnología  derivados  de  ésta:
Algunos de los productos del proceso son apli-
caciones informáticas ―simuladores, optimiza-
dores, sistemas de control―, para las cuales se
deben desarrollar nuevos algoritmos numéricos
o técnicas de Inteligencia Artificial.
Línea 6 - El desarrollo de la calidad educativa y
el  estudio  de  los  procesos  de  enseñanza  y
aprendizaje: Algunos productos del pro-yecto
―simuladores, optimizadores, sistemas de con-
trol,  publicaciones,  apuntes―  tienen  impacto
directo sobre la calidad educativa.
3. OBJETIVOS Y RESULTADOS
El proyecto en cuestión, tiene como objetivo
general  desarrollar  herramientas  para la  opera-
ción de procesos. Para ello se diseñarán, desa-
rrollarán, adaptarán y aplicarán herramientas pro-
pias de la Operabilidad de Procesos.
Los objetivos particulares del proyecto propuesto
son los siguientes:  1) Desarrollar  métodos para
determinar y aumentar la flexibilidad de proce-
sos;  2) Desarrollar  sistemas  de  supervisión;
3) Desarrollar  sistemas  de  control  avanzados;
4) Desarrollar material para la enseñanza de In-
geniería  Química  (simuladores,  optimizadores,
sistemas de control, publicaciones y apuntes).
A continuación, se comentan los principales re-
sultados obtenidos en este último año. En el caso
de los sistemas de control avanzado, se han reali-
zado modelado y pruebas de sistemas de control
inteligentes, a partir de arquitecturas fuzzy, como
así  también  con  arquitecturas  neuronales.  Los
modelos bajo prueba se aplicaron a un sistema
industrial de mezcla de caudales, donde las simu-
laciones realizadas mostraron resultados satisfac-
torios  en  ambas  arquitecturas.  La  arquitectura
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neuronal, cuyo desempeño es estrictamente nu-
mérico, fue trabajada con una nueva estrategia de
generación de datos de aprendizaje ―diferente a
la configuración tradicional―, consistente en la
implementación de un entorno reducido y diná-
mico de datos, que simplifica sustancial-mente el
proceso de entrenamiento. A publicarse  en el li-
bro del  VI Simposio Internacional de Investiga-
ción (en prensa).
Dentro del mismo contexto, también se han de-
sarrollado simulaciones y pruebas con modelos
de control más avanzados, en este caso contro-
ladores  inteligentes  híbridos.  Dada  la  amplia
variedad de modelos que pueden ser implemen-
tados, las primeras pruebas estuvieron orienta-
das a la hibridización de un modelo tradicional
y un modelo inteligente, aplicado a un proceso
industrial.  Los  resultados  preliminares  fueron
prometedores, por lo que se sigue trabajando en
esta línea. Resumen publicado en los anales de
las  XIV Jornadas de Ciencia y Tecnología de
Facultades de Ingeniería del NOA.
En la publicación mencionada también están con-
tenidos los siguientes trabajos directamente vin-
culados con los objetivos del proyecto:  Análisis
comparativo  de  entornos  numéricos  gratuitos
para simulación; Optimización de un tren con-
tracorriente  de  unidades  mezcladoras-decanta-
doras, y  Propagación de errores en simulación
estacionaria.
En  2020,  las  especiales  condiciones  sanitarias
han orientado a los investigadores de IngProAr a
la investigación y desarrollo de un equipo espe-
cial; se trata de  un equipo esterilizador eficiente
de aire, diseñado particularmente para la esterili-
zación de aire de un cuarto de aislamiento de un
paciente con COVID-19. El equipo consta de un
soplador, un economizador y una celda de calen-
tamiento. El aire que ingresa al economi-zador es
precalentado por el aire que egresa. La celda de
calentamiento  es  la  responsable  de  alcanzar  la
temperatura de esterilización. Para realizar el di-
seño, se desarrolló un modelo estacionario de si-
mulación y se obtuvo la solución analítica. Los
resultados de las simulaciones realizadas mues-
tran que el equipo cumple con su objetivo y man-
tiene un bajo consumo de electricidad en el punto
de diseño. El análisis de flexibilidad muestra que
el desempeño del equipo sigue siendo satisfacto-
rio cuando es sometido a condiciones diferentes a
las del punto de diseño. Este trabajo será publica-
do en el N°6 la revista CODINOA (en prensa).
Los  aspectos  académico-docentes  tampoco  han
sido descuidados durante el tiempo que lleva de
ejecución este proyecto, como se ha contemplado
en uno de sus objetivos secundarios.
Considerando que la emergencia sanitaria obligó
a  las  universidades  a  adaptarse  rápidamente  al
dictado remoto de emergencia. En un trabajo rea-
lizado sobre este tema, se presentó la experiencia
de la cátedra Simulación y Optimización, del últi-
mo año de la carrera Ingeniería Química que se
dicta en la Facultad de Ingeniería de la UNJu. En
ese trabajo, se analizaron todas las decisiones to-
madas para implementar el dictado virtual de la
materia, como así también el impacto que tuvie-
ron esas decisiones en los resultados del dictado
virtual. Este trabajo será publicado en el N°6 la
revista CODINOA.
En otro trabajo, se analizó la incorporación del
aula virtual al  modelo pedagógico de la citada
materia. Esta incorporación demandó un gran es-
fuerzo de la cátedra, pero los resultados de la ex-
periencia fueron destacables. El análisis y descrip-
ción completa del proceso se puede conocer en libro
La Educación en Prospectiva. Prácticas  Disrupti-
vas  mediadas  por  Tecnologías,  editado  por
RUEDA (Red Universitaria de Educación a Distan-
cia Argentina) y la UNJu en 2020.
Finalmente, se desarrolló un sistema de asigna-
ción óptima de aulas para la toma de parciales
para la asignatura Introducción a la Informática
(primer año de las carreras de informática de la
Facultad de Ingeniería de la UNJu). Esta materia
cuenta  con  una  matrícula  promedio  superior  a
900 estudiantes, por lo que la organización de las
evaluaciones es compleja. A fin de hacer más efi-
ciente la organización de los exámenes parciales,
se planteó un modelo matemático de optimiza-
ción para minimizar la cantidad de aulas requeri-
das durante la evaluación, con lo que se logró re-
ducir el tiempo de preparación y control prelimi-
nar de una hora a un poco más de cinco minutos.
El planteo del modelo y la simulación del proce-
so se puede conocer en libro  La Educación en
Prospectiva. Prácticas Disruptivas mediadas por
Tecnologías, editado por RUEDA y la UNJu en
2020.
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4. FORMACIÓN DE RECURSOS
HUMANOS
El equipo de trabajo que forma el grupo de in-
vestigación  IngProAr cuenta  con  profesores,
auxiliares, graduados y pasantes de la Facultad
de Ingeniería, quienes desarrollan diversas acti-
vidades en la formación de recursos humanos,
durante  la  ejecución  del  proyecto.  Particular-
mente,  los  docentes  investigadores  del  grupo
IngProAr están a cargo de diversas cátedras en
distintas carreras de la Facultad de Ingeniería
de  la  UNJu:  Simulación  y  Optimiza-ción  de
Procesos, Ingeniería de Procesos, Electricidad
y Electrónica e  Introducción a la Informática
―en Ingeniería Química―; Métodos de Simu-
lación,  Inteligencia  Artificial,  Técnicas  y  Es-
tructuras Digitales, Metodología de la Progra-
mación ―en Ingeniería  Infor-mática―;  Elec-
trotecnia en  Ingeniería  Industrial;  Geología
Ambiental y Cartografía especial en Ingeniería
de Minas. Es de destacar que los contenidos de di-
chas materias están directamente vinculados con los
temas considerados en este proyecto. Como activida-
des de formación de recursos humanos, se pueden
destacar:
Tesis de posgrado
 Tarifa E. E., codirección de la tesis doctoral
Secado  en  lecho  de  chorro  bidimensional
para la deshidratación de proteínas del plas-
ma y porción globina de sangre bovina, Ing.
Lara Valeria Lescano Farías, Directora: Dra.
Eve Liz Coronel.  Res.  F.A.A. N°641/2013,
UNSE.
 Tarifa  E.  E.,  dirección  de  la  tesis  doctoral
Control  Inteligente  con  Algoritmos  Híbridos
Optimizados aplicados a Modelos de Procesos
Productivos, Ing. Sergio L. Martínez,  Codi-
rector: Dr. Juan P. Gruer (UNT), Facultad de
Ciencias  Exactas  y  Tecnología,  UNT,  Res.
FACET 620/2017, desde may/2017.
 Tarifa  E.  E.,  dirección  de  la  tesis  doctoral
Diseño óptimo de un lecho fluidizado cónico
para  la  inactivación  y  deshidratación  del
grano entero de soja, Ing. Gustavo Salcedo,
UNSE,  beca  doctoral  de  CONICET,  desde
abr/2020.
 Martínez S. L, dirección del trabajo final  de
especialización  Modelo de espacio de esta-
dos, Dr. Enrique E. Tarifa, Facultad de Hu-
manidades y Ciencias Sociales, UNJu, desde
2020.
Tesis de grado
 Martínez S. L., Dirección de la tesis de grado
Desarrollo de una Herramienta con Interfaz
Gráfica para Implementación de Redes Neuro-
nales  Feedforward.  Tesista:  David  Llusco,
codirector Ing. Jorge J. Gutiérrez, Carrera de
Ingeniería  Informática,  UCSE-DASS,  San
Salvador de Jujuy. En ejecución.
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El proyecto “Tecnologías 4.0 para la      
Industria Argentina - Análisis y herramientas      
de I&D+i para la formulación de políticas y        
el desarrollo de la Industria 4.0” tiene como        
objetivo construir el estado del arte de la        
investigación de origen público y privado en       
C&T+i vinculada con la Industria 4.0 en       
Argentina, en el periodo 2013-2020, y su       
vinculación con las Pequeñas y Medianas      
Empresas (PyMEs) industriales. Asimismo se     
propone desarrollar instrumentos que    
permitan la formulación y optimización de      
las políticas públicas dirigidas tanto a la       
investigación científico-tecnológica en   
biotecnología, robótica, Inteligencia   
Artificial (IA), Internet de las Cosas (IOT) y        
nanotecnología, como a la aplicación en el       
sector productivo del conocimiento generado.  
Palabras Clave  
Industria 4.0 - Tecnología 4.0 - Políticas       




La línea de investigación y desarrollo      
presentada forma parte de las tareas      
planificadas en el proyecto PICT     
“Tecnologías 4.0 para la Industria Argentina      
- Análisis y herramientas de I&D+i para la        
formulación de políticas y el desarrollo de la        
Industria 4.0”. El Proyecto, financiado por la       
Agencia Nacional de Promoción de la      
Investigación, el Desarrollo Tecnológico y la      
Innovación, a través del Fondo para la       
Investigación Científica y Tecnológica    
(FONCyT), cuenta con la dirección de la       
Dra. Elsa Estévez y la Dra. Susana       
Finquelievich. 
Este proyecto formaliza las relaciones     
científicas entre dos equipos: el Laboratorio      
de Investigación & Desarrollo en Ingeniería      
de Software y Sistemas de Información      
(LISSI) junto con el Instituto     
UNS-CONICET de Ciencias e Ingeniería de      
la Computación (ICIC) en la Universidad      
Nacional del Sur (UNS); y el Programa de        
Investigaciones sobre la Sociedad de la      
Información, del Instituto de Investigaciones     
Gino Germani, de la Facultad de Ciencias       
Sociales, Universidad de Buenos Aires, a      
través del equipo I-Polis.  
La formulación y el desarrollo del proyecto       
se basan en la adopción de una perspectiva        
transdisciplinaria (uniendo las Ciencias e     
Ingeniería de la Computación con las      
Ciencias Sociales), así como en un enfoque       
interinstitucional de los equipos de     
LISSI-ICIC - UNS e IIGG - UBA. 
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El Proyecto se identifica con el número       
2018-03627  
1. INTRODUCCIÓN 
La Industria 4.0 constituye una nueva      
oportunidad para Argentina de avanzar en un       
camino de desarrollo socio-tecno-económico,    
a partir de la optimización de los procesos de         
producción y distribución, la generación de      
nuevos mercados y el desarrollo de      
capacidades para producir bienes    
diferenciados, intensivos en conocimiento. 
El Banco Interamericano de Desarrollo - BID       
(2018) analiza los posibles impactos sociales      
del desarrollo de la Industria 4.0,      
especialmente en el ámbito de la salud, la        
educación, el empleo y las brechas de género.        
El BID afirma que la Cuarta Revolución       
Industrial y la transformación digital “no sólo       
contribuyen a la productividad y a la       
eficiencia, sino también al desarrollo     
socioeconómico más amplio. Pueden dar     
lugar a una sociedad más inclusiva y diversa        
así como a mejores acuerdos de gobernanza;       
mejorar el acceso a servicios claves tales       
como la salud, la educación y los servicios        
bancarios; mejorar la calidad y la cobertura       
de los servicios públicos y la participación       
política y ampliar la manera en la que las         
personas colaboran y crean contenidos”     
(Pombo ​et al, 2018: 71). La OCDE (2017)        
plantea que políticas sólidas de ciencia e I+D        
son especialmente relevantes en esta área      
para este período. 
En el contexto actual, la mayoría de las        
empresas y países son usuarios de      
tecnologías 4.0, pero algunos de ellos van       
más allá: son desarrolladores. Argentina     
posee el potencial para jugar un rol       
importante en el grupo de los desarrolladores,       
si bien existen diversos desafíos a resolver.       
La mayoría de los desafíos en investigación,       
críticos para la Industria 4.0, son      
multidisciplinarios. Las políticas de ciencia,     
tecnología e innovación (C&T+i) necesitan     
intensificar las investigaciones   
multidisciplinarias, la ampliación e    
incremento de sus investigaciones aplicadas,     
y los vínculos entre los diversos sectores:       
estatal, empresario, científico-tecnológico y    
ciudadano. La Industria 4.0 precisa de      
políticas públicas 4.0, en las que se alienten        
las innovaciones y se regulen las nuevas       
realidades sin inhibir procesos de innovación      
productiva. Esta necesaria transformación    
incluiría a las instancias estatales, al sector       
empresarial, a la academia y la sociedad       
civil.  
El concepto de Industria 4.0 ha sido acuñado        
en Alemania, desde la feria Hannover Messe       
en el 2011 (Pffeifer, 2017). En el año 2014 se          
impulsó la iniciativa “Science Year 2014 -       
The Digital Society” con la finalidad de       
visualizar los cambios impulsados por la      
incorporación de tecnologías 4.0, que pueden      
enfrentar la sociedad y la industria para el        
año 2020. Los estudiosos sobre este nuevo       
paradigma industrial plantean que se basa en       
producción individualizada, integración   
horizontal en redes colaborativas e     
integración digital en la cadena de      
producción (Brettel et al., 2014; Kagermann      
et al., 2013). De todas maneras, los avances        
tecnológicos pueden no ser el elemento      
fundamental de cambio disruptivo por sí      
mismos (Drath y Horch, 2014), sino por su        
impacto en la concepción, producción y      
distribución del producto, y especialmente en      
la manera en que las empresas crean,       
distribuyen y se apropian valor. También son       
relevantes las transformaciones en las     
relaciones interinstitucionales, en la    
organización del trabajo, y finalmente, en la       
sociedad (Klingenberg, 2017).  
La Industria 4.0 usa la electrónica, la       
robótica, y la IA para automatizar la       
producción. Esta etapa se caracteriza por la       
convergencia y fusión de diversas áreas de       
CyT. En ella se desvanecen las fronteras       
entre la informática, la biología, la genética y        
la nanotecnología. Desde un enfoque     
económico, el concepto corresponde a una      
nueva forma de organizar los medios de       
producción, a través de la generación y       
desarrollo de un alto número de “fábricas       
inteligentes” más adaptables a las     
necesidades y a los procesos de producción,       
así como a una asignación y gestión más        
eficientes de los recursos. El término enfatiza       
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la idea de una creciente y adecuada       
digitalización y coordinación cooperativa en     
todas las unidades productivas de la      
economía, conduciendo a nuevos modelos     
económicos (Challenges, 2013; Rinn y Kube,      
2014).​ Como señala Schroeder (2016), trata      
de establecer una red de interconexiones      
entre todos los elementos del proceso de       
creación de valor: desde materias primas y       
productos de escaso valor agregado, pasando      
por el proceso de producción, las redes de        
clientes y los procesos logísticos y de       
prestación de servicios; todo anclado en la       
conversión digital de los datos.  
Algunas de las tecnologías que integran la       
Industria 4.0 son: 1) Internet de las Cosas        
(Internet of things, IoT); 2) Sistemas      
Ciber-Físicos (SCF); 3) Computación en la      
Nube – capacidad de procesamiento y acceso       
a recursos digitales compartidos a través de       
Internet y de forma ubicua, 4) Fabricación       
Aditiva e Impresión 3D; 5) Robótica      
Colaborativa - robots industriales    
colaborando con trabajadores humanos; 6)     
Ciberseguridad – sistemas y herramientas     
para detectar, prevenir y neutralizar     
amenazas contra los sistemas de información      
de las industrias, el Estado y los ciudadanos:        
7) Nuevos Materiales - materiales     
emergentes fuertes y livianos que recuerdan      
su forma, aleaciones exóticas, se     
auto-reparan o se integran en componentes y       
materiales que responden a la luz y al sonido;         
8) Biotecnología, Bioinformática y Medicina     
Personalizada – La biotecnología incluye     
investigación y desarrollo de sustancias     
bioactivas y alimentos funcionales para     
bienestar de organismos acuáticos,    
diagnóstico celular y molecular, y manejo de       
enfermedades asociadas a la acuicultura,     
toxicología y genómica ambiental, manejo     
ambiental y bioseguridad, biocombustibles, y     
gestión y control de calidad en laboratorios.       
La bioinformática es la aplicación de      
tecnologías computacionales y la estadística     
a la gestión y análisis de datos biológicos. La         
industria de la salud vislumbra que la       
digitalización de sus procesos posibilitará la      
medicina personalizada. Surgen herramientas    
que facilitan que el tratamiento adecuado      
(diferente para cada quien) llegue a la       
persona indicada en el momento en que lo        
necesita (Ramírez Coronel, 2018); y 9)      
Nanotecnología – manipulación de la materia      
para producir productos a micro-escala. Es      
un campo muy amplio que incluye      
disciplinas como química orgánica, biología     
molecular, microfabricación, etc. 
Feldman y Girolimo (2021) analizan las      
políticas públicas de promoción de la      
Industria 4.0 en América Latina, tomando los       
casos de México, Argentina y Brasil. Si bien        
reconocen que los avances hasta el momento       
son modestos, los gobiernos han dado los       
primeros pasos en el diagnóstico y      
formulación de planes para su promoción. En       
términos generales, se reconoce una situación      
de déficit en la incorporación de tecnologías       
4.0 en los sistemas productivos, escasez de       
capital humano especializado en algunos     
campos como el Big Data y la IoT, y un          
fuerte desequilibrio territorial en cuanto a      
capacidades tecnológicas. El caso de México,      
muestra una orientación hacia la     
conformación de redes multiactorales    
mediante el estímulo a clústeres tecnológicos      
en distintas regiones del país, y la formación        
de capital humano en áreas prioritarias. En       
Brasil, en 2019 se conformó una alianza       
público-privada federal para dinamizar la     
agenda de transformación digital de la      
industria, y se creó la Cámara Brasilera para        
la Industria 4.0, que agrupa a diferentes       
actores. En Argentina, se observa la      
existencia del Plan Industria Argentina 4.0,      
lanzado en 2019, que registra avances      
todavía preliminares; y se cuenta con la Ley        
de Economía del Conocimiento, que otorga      
exenciones impositivas a empresas    
productoras de tecnologías 4.0. 
Una breve investigación sobre la producción      
de información y conocimiento en Argentina      
y América Latina sobre la Cuarta Revolución       
Industrial y/o la Industria 4.0, ha dado como        
resultado la existencia de varios estudios de       
organismos internacionales (BID, CEPAL,    
OECD, etc.), una profusión de artículos      
periodísticos, algunos estudios de consultoras     
generalmente extranjeras, y muy escasos     
trabajos científicos. Este proyecto de     
investigación plantea entre otros objetivos     
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contribuir a llenar ese vacío. El aporte       
fundamental que se propone es generar      
conocimientos sobre el estado actual de las       
investigaciones académicas y empresariales    
sobre la Industria 4.0 y desarrollar una caja        
de herramientas que permitan contribuir a la       
formulación de nuevas políticas públicas en      
este campo para favorecer su desarrollo. 
El resto de este artículo se organiza de la         
siguiente manera: la sección 2 explica los       
ejes que guían el desarrollo del proyecto, la        
sección 3 presenta los resultados     
esperados/obtenidos y, por último, la sección      
4 discute la formación de recursos humanos.  
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
Los objetivos del proyecto son:  
 
o Caracterizar las investigaciones   
realizadas durante los últimos 6 años en       
centros de investigación públicos y privados      
(universidades y centros de I+D en      
empresas privadas) sobre temas vinculados     
con la Industria 4.0 y dar cuenta del grado         
de desarrollo, perfil y orientación de las       
mismas. 
o Caracterizar el perfil productivo de     
las PyMEs vinculadas al sector de la       
Industria 4.0 en base a los siguientes       
criterios: a) patrón de especialización; b)      
desarrollo de nuevos productos y mercados;      
c) capacidad exportadora; d) composición y      
tipo de participación del sector privado      
interviniente (empresas internacionales,   
nacionales, PyMEs, etc.); e) composición     
del mercado de trabajo, con énfasis en un        
enfoque de género; y f) inversión en I+D        
pública y privada, entre otros; y reconocer       
las oportunidades y sus limitaciones para      
vincularse al sistema científico-tecnológico. 
o Identificar y evaluar las capacidades     
de los actores públicos y privados      
relacionados a la Industria 4.0 y las       
interacciones entre el sistema de Ciencia y       
Tecnología (C&T) y el sistema productivo,      
e identificar los impactos en materia      
económica y social que dichas capacidades      
generan.  
o Identificar y verificar el estado de      
actualización de las políticas públicas que      
rigen o estimulan la investigación     
científico-tecnológica en tecnologías 4.0 en     
el país, así como las dirigidas a incentivar al         
sector productivo; y desarrollar los     
instrumentos necesarios para que, en base a       
los conocimientos producidos y por medio      
de un estudio prospectivo, se pueda facilitar       




Los resultados obtenidos durante el primer      
semestre son: 
o Se ha desarrollado un relevamiento     
sobre el estado del arte de la Industria 4.0         
tanto a nivel nacional como internacional y       
de las políticas públicas vinculadas con la       
temática. A partir de ello, se analizaron las        
trayectorias de los países líderes en el       
desarrollo e incorporación de tecnologías 4.0      
(Alemania, Estados Unidos y China), y las       
trayectorias de los países latinoamericanos     
que han comenzado a avanzar en este campo        
(Argentina, México y Brasil). 
o Se han publicado dos artículos en      
revistas científicas sobre el lugar que ocupan       
las tecnologías 4.0 en la agenda de las        
ciudades argentinas, en el contexto de la       
segunda oleada informacional, y sobre los      
principales desafíos para el desarrollo y la       
incorporación de tecnologías 4.0 en     
Argentina. 
o Miembros del equipo han participado     
en eventos científicos vinculados al tema de       
investigación. 
o Se delinearon las pautas para dar      
comienzo al trabajo de campo propuesto en       
el proyecto. 
Como trabajo a futuro, los planes incluyen: 
o Conceptualización de capacidades   
para la Industria 4.0: se creará un marco        
conceptual que permita la tipificación de los       
diferentes actores vinculados con la Industria      
4.0 en función de las capacidades      
tecnológicas y organizacionales que poseen     
actualmente. A continuación, éstas serán     
contrastadas con las capacidades requeridas     
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para el desarrollo de las tecnologías que       
forman parte de este nuevo paradigma.      
Mediante la identificación de la brecha entre       
capacidades actuales y capacidades    
requeridas, se diseñarán propuestas de     
política pública que contribuyan a achicar      
dicha distancia.  
o Construcción de indicadores para la     
identificación y medición de impactos de la       
Industria 4.0 en el campo social, económico,       
ambiental e industrial, entre otros, en el país.  
o Diseño de instrumentos para la     
formulación de políticas públicas. Los     
instrumentos desarrollados se empaquetarán    
junto con los procedimientos    
correspondientes para su utilización de     
manera que constituyan herramientas de     
apoyo para el monitoreo continuo y      
permanente actualización de políticas    
públicas relacionadas a la Industria 4.0.  
o Síntesis de recomendaciones para la     
formulación de políticas públicas que     
promuevan el desarrollo de capacidades de      
los diferentes actores vinculados a la      
Industria 4.0, que faciliten las interacciones      
entre ellos, el desarrollo tecnológico y la       
adopción de tecnologías 4.0 en distintos      
sectores productivos, con especial atención a      
la situación de las PyMEs. 
o Diseminación de resultados a través     
de publicaciones científicas en revistas     
nacionales e internacionales, participación en     
eventos científico-tecnológicos y otras    
reuniones, para presentar resultados y     
difundir las actividades del proyecto.     
Asimismo, se buscará la difusión al público,       
a través del sitio web del proyecto, que se         
desarrollará para cumplir tal propósito. 
 
4. FORMACION DE RECURSOS 
HUMANOS 
 
o Capacitación de los miembros del     
proyecto en tareas de investigación asociadas      
al universo de las tecnologías 4.0. 
o Desarrollo de una tesis doctoral y      
actividades de becarios posdoctorales en el      
área. 
o Participación de los integrantes de     
esta línea de investigación en el dictado de        
asignaturas y cursos de posgrado en la       
Facultad de Ciencias Sociales, Pontificia     
Universidad Católica Argentina; Facultad de     
Ciencias Económicas, Universidad del    
Salvador; en la Universidad Pontificia     
Bolivariana y en el Departamento de      
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Resumen
Los sistemas de búsqueda de respuestas
(Question Answering - QA) afrontan el pro-
blema de localizar, extraer y presentar al usua-
rio única y exclusivamente aquella información
que desea conocer, evitando ası́ la ardua tarea de
recopilación de información a través de la lectu-
ra de documentos relevantes. En sus inicios, en
un sistema de QA tradicional se realizaba una
consulta en lenguaje natural y se trataba de lo-
calizar la respuesta en bases de conocimientos
disponibles en textos de manera no estructura-
da.
A causa del rápido crecimiento de la infor-
mación en la Web, cada vez se hace más difı́cil
encontrar y gestionar las respuestas concisas a
diversas preguntas planteadas. Con la evolución
de la Web Semántica, una gran cantidad de da-
tos estructurados están disponibles en forma de
bases de conocimiento (KB) para ser utilizados,
lo que permite minimizar la posibilidad de exis-
tencia de ambigüedades, facilitando ası́ el traba-
jo necesario para el desarrollo de aplicaciones
que hagan uso de los datos.
El propósito principal de un sistema de QA
de calidad es recuperar la información deseada
de una o varias KB, utilizando preguntas en len-
guaje natural. En su mayorı́a, los enfoques ac-
tuales no abordan el desafı́o de la multilingua-
lidad o la independencia de KB tanto para pre-
guntas completas como para preguntas de pala-
bras clave [1]. Por ello, el objetivo principal de
este plan es la investigación y desarrollo de so-
luciones basadas en tecnologı́as de sistemas de
QA que permitan reducir la búsqueda de infor-
mación para extraer las respuestas, sobre tecno-
logı́as de la Web Semántica a través de herra-
mientas de Lenguaje Natural, lo que contribu-
ye al desarrollo de agentes inteligentes inmer-
sos en la Web.
Palabras Clave: Sistemas de Búsqueda de Res-
puestas, Question Answering, Generalización
de Texto, Web Semántica, Procesamiento de
Lenguaje Natural.
Contexto
Este trabajo está parcialmente financiado por
la UNCo, en el marco del proyecto de investi-
gación Agentes Inteligentes y Web Semántica
(04/F014). Como ası́ también, lo financia par-
cialmente el Consejo Interuniversitario Nacio-
nal (CIN) con una Beca de Estı́mulo a las Voca-
ciones Cientı́ficas 2021. El proyecto de investi-
gación tiene una duración de cuatro años y ha
comenzado en 2017, con una extensión para el
año 2021. El proyecto se desarrolla en forma
colaborativa con docentes-investigadores de la
UNS.
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1. Introducción
Actualmente, es esperable que las aplicacio-
nes accedan a grandes cantidades de datos que
se modifican en tiempo real, de manera cons-
tante y que se presentan en diferentes formatos,
especialmente disponible a través de la Web.
Muchas de estas aplicaciones ocurren bajo res-
tricciones de tiempo crı́ticas y en intensa inter-
acción con el usuario. En este contexto, la re-
presentación conceptual de los dominios para la
generación y extracción de información y cono-
cimiento, es central en la toma de decisiones.
Bajo este aspecto, el objetivo general que per-
sigue el proyecto de investigación es el de ge-
nerar conocimiento especializado en el área de
agentes inteligentes y en lo referente a la re-
presentación y el uso del conocimiento en sis-
temas computacionales basados en la web, es
decir lo que se ha llamado la Web Semántica.
Para ello, es necesario profundizar el estudio de
técnicas de representación de conocimiento y
razonamiento, tecnologı́as del lenguaje natural,
metodologı́as de modelado conceptual y meca-
nismos para la interoperabilidad de aplicacio-
nes, tanto a nivel de procesos como de datos.
Asimismo, la Web es un ambiente ideal pa-
ra estos agentes que, junto con la generación y
representación de conocimiento, las ontologı́as
y el razonamiento automático, son fundamenta-
les en la evolución de dicha Web, denominada
Web Semántica. La meta de la Web Semánti-
ca es crear una Web de conocimiento en la cual
la semántica del contenido es explicitada, per-
mitiendo novedosas aplicaciones que combinan
datos de sitios heterogéneos para, entre otros
objetivos, mejorar la experiencia de los usua-
rios de acuerdo a sus necesidades. Esta red de
funcionalidades basadas en conocimiento hará a
dicho conocimiento procesable por una compu-
tadora, para soportar conductas inteligentes por
parte de dichas máquinas.
Hacer que este valioso conocimiento
semántico sea accesible y utilizables para
los usuarios finales es uno de los principales
objetivos de los sistemas de QA sobre KB.
La mayorı́a de los sistemas de QA actuales
consultan una KB en un idioma. Los enfoques
existentes no están diseñados para adaptarse
fácilmente a nuevas KB e idiomas.
El desarrollo del plan de trabajo se realizará
en el marco del proyecto de investigación Agen-
tes Inteligentes y Web Semántica (04/F014).
En dicho proyecto de investigación se desarro-
lla una lı́nea de investigación que explora so-
bre temas afines tanto al análisis y desarrollo
de técnicas y herramientas útiles para la apli-
cación del Procesamiento en Lenguaje Natural
con el fin de dar soporte al modelado concep-
tual basado en ontologı́as; como también al es-
tudio y aplicación de técnicas de Generación del
Lenguaje Humano aplicado a tecnologı́as de la
Web Semántica. Particularmente, se ha escogi-
do experimentar sobre herramientas de QA que
den soporte a la búsqueda de información en el
ámbito de la Web Semántica.
2. Lı́nea de Investigación y
Desarrollo
El proyecto de investigación Agentes Inteli-
gentes y Web Semántica tiene como objetivo ge-
neral, generar conocimiento especializado en el
área de agentes inteligentes y en lo referente a
la representación y el uso del conocimiento en
sistemas computacionales basados en la web, es
decir la Web Semántica.
Para ello, en esta lı́nea de investigación, se
procederá a diseñar un sistema de QA semánti-
co modular. Además, se prevé la implementa-
ción de algunos de estos módulos que confor-
marán un primer prototipo del sistema de QA
desarrollado dentro del marco de nuestro pro-
yecto de investigación anteriormente mencio-
nado. Se pretende relevar metodologı́as de sis-
temas de QA basadas en la web semántica, y
las condiciones de su aplicación propiciando un
análisis y comparativa de tales herramientas.
Los sistemas de recuperación de información
(Information Retrieval - IR), son aquellos en-
cargados de la organización, almacenamiento,
recuperación y evaluación de la información de
documentos principalmente en formato de tex-
to en lenguaje natural. Éstos buscan encontrar
documentos, dados en una colección, que tratan
acerca de un mismo tema o que satisfacen una
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consulta generada por un usuario. Por lo gene-
ral, suelen utilizar esta última para clasificar los
documentos de la colección, retornando al usua-
rio un subconjunto que satisfacen un criterio de
clasificación. Se encuentran con mayor frecuen-
cia en los motores de búsqueda, como Google,
Yahoo, entre otros. El resultado con estos moto-
res de búsquedas es una lista de enlaces, por lo
que el usuario deberı́a explorar cada enlace de
la lista para obtener la respuesta deseada. Ası́,
un sistema de búsqueda de respuestas no es una
tarea simple de IR. De modo que, el objetivo
de un sistema QA consiste en identificar la res-
puesta concreta a preguntas arbitrarias o nece-
sidades precisas de información formuladas por
los usuarios. Para éstos, es interesante encontrar
información precisa, gracias a la explosión de la
información en esta era de las tecnologı́as de la
información y la comunicación, y debido a que
suelen haber situaciones en las que el usuario
final necesita conocer un dato muy especı́fico y
no dispone de tiempo o no puede leer toda la
documentación referente al tema de la búsque-
da para solucionar su problema. Por lo tanto, los
sistemas QA son capaces de responder a cues-
tiones formuladas por los usuarios en lenguaje
natural, realizando búsquedas en bases de datos
no estructuras generalmente.
Gracias al desarrollo de la Web Semántica,
una gran cantidad de datos estructurados se hi-
cieron disponible en la web en forma de bases
de conocimiento. Poner a disposición estos da-
tos valiosos de manera accesible y utilizables
para los usuarios finales es el principal objetivo
de los nuevos sistemas de QA sobre KBs. Los
enfoques existentes de QA no están diseñados
para ser fácilmente adaptables a las nuevas KBs
y nuevos idiomas.
Además de las técnicas de adquisición de da-
tos, los datos (información) también son la par-
te más importante del proceso de búsqueda de
información. A veces, el usuario usa palabras
claves, en las cuales algunas de ellas ni siquiera
están en el conjunto de datos disponibles, por lo
que los resultados de la búsqueda no cumplen
con los deseos del usuario. Por ello, se necesita
tecnologı́a de web semántica para superar esto.
La Web Semántica proporciona la tecnologı́a y
los estándares necesarios para agregar un signi-
ficado que pueda ser entendido por la máquina
en la web en general, para que la computado-
ra pueda hacer un proceso de inferencia contra
sus datos. Esto tiene algunas implicaciones, co-
mo ampliar el cuerpo de conocimientos de la in-
formática, especialmente los campos de la web
semántica y la ontologı́a.
Los nuevos sistemas de búsquedas de res-
puestas semánticas (SQA) son definidos por
los usuarios que preguntan en lenguaje natural
usando sus propias terminologı́as en la que reci-
ben una respuesta concisa generada al consultar
una base de conocimiento RDF. De esta manera
los usuarios quedan ası́ liberados de dos requi-
sitos principales de acceso a la Web Semántica:
(1) el dominio de un lenguaje de consulta for-
mal como SPARQL y (2) el conocimiento sobre
los vocabularios especı́ficos de la base o bases
de conocimientos que desean consultar [1]. Da-
do que el lenguaje natural es complejo y ambi-
guo, los sistemas SQA confiables requieren de
diferentes pasos y recursos, y aunque en algu-
nos de ellos existen soluciones maduras, otras
aun presentan grandes desafı́os.
Linked Data creado por Berners-Lee puede
ser categorizada como dato estructurado [2]. La
Web Semántica a su vez, incluye más datos nue-
vos y también crea enlaces para establecer una
conexión entre los datos de una fuente y los da-
tos de otra fuente para que los usuarios finales
y los sistemas de QA encuentren fácilmente los
datos requeridos.
Según el origen de los datos, en términos ge-
nerales, los datos se pueden clasificar en dos
grupos [3]: datos centralizados y datos distri-
buidos. La ventaja de los datos centralizados es
que acelera el proceso de recuperación de datos.
Además, en los datos privados, los datos ori-
ginales solo serán propiedad del propietario o
proveedor de almacenamiento de datos. Mien-
tras que, en los datos públicos, especialmente
aquellos con fines promocionales, el propieta-
rio desea que los datos estén lo más difundidos
posible. Por ello, para los datos públicos, es pre-
ferible un modelo de datos distribuido, de modo
que, motores de búsqueda y sistemas de control
de calidad, puedan utilizar los datos según su
formato original. Esto conlleva una desventaja
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sobre los datos distribuidos, ya que la recupera-
ción de datos en aquı́ lleva más tiempo porque
el motor realiza consultas remotas.
Han habido muchos trabajos relacionados
que discuten las arquitecturas de los sistemas de
QA. Arquitectura de QA para predecir la mejor
respuesta [4], sistemas de QA centrado en el re-
conocimiento de imágenes [5, 6], sistemas de
QA con Deep Learning [7], sistemas de QA [8]
y YodaQA [9, 10], entre otros. Cada sistema de
QA mencionado anteriormente tiene una arqui-
tectura única por lo que es difı́cil compararlos
entre sı́. Pero los sistemas de QA de [11, 3] tie-
nen las caracterı́sticas más similares con nues-
tro objetivo. Las diferencias son los métodos
utilizados y la fuente de datos. La fuente de da-
tos de [3] provino de varias fuentes dispersas en
Internet, mientras que [11] utilizó datos no es-
tructurados, como párrafos en inglés.
El desarrollo del plan de trabajo se realizará
en el marco del proyecto de investigación Agen-
tes Inteligentes y Web Semántica (04/F014).
En dicho proyecto de investigación se desarro-
lla una lı́nea de investigación que explora so-
bre temas afines tanto al análisis y desarrollo
de técnicas y herramientas útiles para la apli-
cación del Procesamiento en Lenguaje Natural
con el fin de dar soporte al modelado concep-
tual basado en ontologı́as; como también al es-
tudio y aplicación de técnicas de Generación del
Lenguaje Humano aplicado a tecnologı́as de la
Web Semántica. Particularmente, se ha escogi-
do experimentar sobre herramientas de QA que
den soporte a la búsqueda de información en el
ámbito de la WS.
3. Resultados Obtenidos y
Trabajos Futuros
Inicialmente, se está realizando un releva-
miento de las diferentes estrategias de los siste-
mas de búsquedas de respuestas semánticos, he-
rramientas de procesamiento de lenguaje natu-
ral y lenguajes de modelado de ontologı́as exis-
tentes, para poder crear un marco comparativo
y poder evaluarlos.
Una vez planteadas las ventajas y desventa-
jas de cada estrategia, se pretende plantear la
estrategia de diseño del modelo de búsqueda de
respuestas a seguir, para luego dar comienzo a
la implementación de un primer prototipo den-
tro del marco del proyecto de investigación, y
su posterior validación correspondiente.
La finalidad de la proyecto es la implemen-
tación de un sistema de búsqueda de respuesta
aplicado sobre la web semántica, que nos per-
mita recuperar fragmentos de textos que conten-
gan la respuesta precisa a una pregunta plantea-
da en lenguaje natural, en lugar de una lista de
enlaces a documentos como lo hacen los moto-
res de búsquedas tradicionales. Además, busca
ampliar el conocimiento en el área de Ciencias
de la Computación, y por sobre todo en los cam-
pos de la Web Semántica y la Ontologı́a.
4. Formación de Recursos
Humanos
Durante la realización de esta investigación
se espera lograr, como mı́nimo, la culminación
de 2 tesis de grado dirigidas y/o codirigidas por
los integrantes del proyecto. Uno de los autores
de este trabajo posee una Beca de Estı́mulo a las
Vocaciones Cientı́ficas (CIN) 2021.
Finalmente, es constante la búsqueda hacia
la consolidación como investigadores de los
miembros más recientes del grupo.
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Resumen
El estudio, análisis y proyección de datos
agrometeorológicos  de  los  valles  de  nuestra
provincia permite ofrecer asesoramiento a los
sectores público y privado para el desarrollo
de la agricultura  sustentable,   de manera tal
que  los  sistemas  de  producción  tengan  la
capacidad  de  mantener  su  productividad,
rentabilidad y desarrollo en sus comunidades
a  largo  plazo  y  además,  realizar
investigaciones agronómicas, meteorológicas,
biológicas  y  ecológicas  de  interés  en  temas
tales como el cambio climático, la prevención
de plagas, entre otros.
El sector agrícola regional se esfuerza por
aplicar prácticas modernas que garanticen una
provisión segura y sostenible de alimentos de
calidad,  fomentar  la  eficiencia  del  uso  de
recursos y desarrollar una economía rentable.
La agricultura de precisión cumple un rol
muy  importante  en  estas  prácticas,  los
avances  en  herramientas  de  sensado,  la
generalización  del  uso  de  los  sistemas  de
posicionamiento  globales  junto  a  la
utilización  de  Sistemas  de  Información
Geográfica  (SIG)  representa  una  potente
herramienta  para  el  procesamiento  de  los
datos  recolectados  generando  mapas  que
permitan visualizar e interpretar los resultados
de manera gráfica,  contribuyendo al proceso
de toma de decisiones.
La captura automática de datos de la mano
de Internet de las Cosas (IoT), los sistemas de
bases  de  datos  espaciales  y  NoSQL,  el
aumento  en  la  velocidad  de  procesamiento
High  Performance  Computing  (HPC)  y  el
nuevo  paradigma  de  servicios  de  Cloud
Computing (CC) han fomentado y potenciado
la  interrelación  de  los  SIG con  su  entorno,
integrando  cada  vez  más  aplicaciones  que
gestionan y procesan este tipo de datos.
Esta  línea  de  I+D+i  de  gran  interés
regional,  se  enfoca  en  el  problema  de  la
racionalización  y  el  uso  eficiente  de  los
recursos  agrícolas  en  regiones  de  climas
áridos,  con  el  objetivo  de  incrementar  la
productividad y combatir el cambio climático.
Palabras clave:
Agromática,  Data-Driven  Agriculture,
Agricultura  de  Precisión,  Sistemas  GNSS,
Sistemas de Información Geográficos, Series
de Datos Agrometereológicos.
Contexto
Esta  línea  de  I+D+i  corresponde  al
desarrollo e implementación de proyectos que
fortalecen  la  inserción  de  la  Universidad
Nacional  de  Chilecito  (UNdeC)  en  la
comunidad  y  especialmente  en  el  medio
productivo de la región y refiere a proyectos
aprobados  por  la  Secretaría  de  Ciencia  y
Tecnología  (SECYT),  convocatoria  para
estímulo  y  desarrollo  de  la  investigación
científica  y  tecnológica  (FICyT  –  UNdeC);
“Programación  y  generación  de  pronósticos
de riego presurizado para cultivo de olivo en
regiones  áridas,  utilizando  TIC”  2009-2011,
“Integración  y  administración  de  índices  de
sensado en la programación y pronósticos de
riego  presurizado  para  cultivo  de  olivo  en
regiones áridas”,  2012-2014, “Utilización de
métodos  de  diseño  de  software  para
desarrollar un sistema automatizado de riego”,
2011-2013,  “Red  de  Sensores  Inalámbricos
basado  en  microcontroladores  para  la
monitorización  del  riego  presurizado  en
plantaciones  de  olivo”,  2013-2015,
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“Incremento  de  la  precisión  posicional
relativa  utilizando  receptores  GPS  de  bajo
costo” 2016-2018, “Sistemas de Información
para  el  modelado  y  simulación  de  variable
meteorológicas”,  período de ejecución 2020-
2022.
Esta  línea  se  vincula  con  el  proyecto
“Software y aplicaciones en Computación de
Altas  Prestaciones”  presentado  en  la
Convocatoria Proyectos de I+D 2018 lanzada
por  la  SECYT  de  la  UNdeC  con  RR  N°
883/18, para aquellos casos donde el cúmulo
de datos a procesar necesite recurrir a técnicas
de  procesamiento  paralelo  para  disminuir  el
tiempo de procesamiento de los datos.  
Los  proyectos  enmarcados  en  esta  línea
convergen en Trabajos Finales de las carreras
Ingeniería  en  Sistemas  y  Licenciatura  en
Sistemas de la UNdeC con la participación de
docentes y alumnos avanzados de éstas.
Introducción
Los valles cordilleranos de la provincia de
La  Rioja  integran  una  de  las  principales
regiones  frutícolas  de  la  Argentina.  Si  bien
estos  frutales  encuentran  un  ambiente
propicio  para  desarrollarse  vegetativa  y
productivamente,  la  condición  climática  de
algunos  sectores  de  los  valles  no  garantiza
que  estos  cultivos  puedan  ser  actividades
rentables y sustentables [1]. Por este motivo,
los  estudios  de  las  condiciones  climáticas
como el comportamiento de las temperaturas
en  las  distintas  estaciones  del  año  son  de
fundamental  importancia  para  favorecer  el
desarrollo agropecuario en la región.
En la actualidad el proceso de recolección
de datos climáticos se automatiza a través del
uso sensores meteorológicos con capacidades
de  procesamiento  y  almacenamiento.  La
UNdeC dispone de una red de 80 sensores de
temperatura distribuidos en tres valles (Valle
La  Costa,  Valle  Antinaco  los  Colorados  y
Valle Del Bermejo). Los datos generados son
recolectados  y  guardados  en  una  Base  de
Datos  con  capacidad  de  almacenar
información georeferenciada. Los Sistemas de
Información  Geográfica  (SIG)  constituyen
una herramienta fundamental para el análisis
de  este  tipo  información  porque  permiten
generar mapas que facilitan el análisis visual
de los datos. 
La actividad agrícola en la región sólo es
posible con la ayuda del riego artificial. En un
lote cultivado es posible encontrar sectores de
alta productividad,  muy próximos a sectores
menos  productivos.  Esta  variación  espacial
suele  estar  asociada  a  factores  como  la
pendiente del suelo, la permeabilidad, el tipo
del  suelo  y  la  fertilidad.  Sin  embargo,  los
agricultores  manejan  el  cultivo  de  forma
homogénea, aplicando dosis de fertilizante o
irrigando de manera uniforme todo el lote.
La  agricultura  de  precisión  utiliza
complejas  fórmulas  y  modelos  matemáticos
para el análisis de los grandes volúmenes de
datos  geo-espaciales  generados  por  las
distintas  tecnologías  de  sensado,
convirtiéndose  en  un  sistema  de  control  en
donde la retroalimentación de la información
permite a los productores diseñar tratamientos
específicos  situados  para  incrementar  la
eficiencia  en  el  uso  de  los  recursos
involucrados [2].
En regiones de climas áridos el costo final
de  explotación  es  afectado  en  un  alto
porcentaje  por  factores  imputables  al  riego.
Dentro de este costo se considera la inversión
inicial del sistema y el costo energético para
su extracción y distribución.
El sistema de irrigación más utilizado por
los agricultores es el riego presurizado. Desde
el  punto de vista  agronómico se denominan
riegos  localizados  porque  humedecen  un
sector de volumen de suelo suficiente para un
buen desarrollo del cultivo.
Para  incrementar  la  eficiencia  en  los
sistemas  de  riego  es  necesario  estudiar  las
distintas variables y como éstas se relacionan
para determinar el uso adecuado del recurso.
Estas variables son de naturaleza heterogénea
y  algunas  de  ellas  pueden  ser  capturadas
automáticamente mediante el uso de sensores
para  permitir  su  posterior  tratamiento  y
análisis  para  una  correcta  programación  del
riego. 
Como  resultados  de  los  proyectos
desarrollados en esta línea de investigación se
implementó  un  sistema  de  registro  para  el
procesamiento  de  esta  información
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relacionada con el riego y la fertilización [3,
4, 5]. Se desarrollo una estación inalámbrica
que automatiza la captura de la información
de sensores ubicados en distintos sectores de
la  plantación.  Cada  nodo  de  la  red  está
compuesto  por  un  dispositivo  inalámbrico
autónomo y un conjunto de sensores para la
recolección  de  datos  de  naturaleza
agrometeorológica.  Esta  práctica  ha  sido
implementada con éxito en diversos ámbitos
como detección de incendios forestales [6] o
la monitorización de viñedos [7]. Estas redes
se caracterizan por su escalabilidad, ausencia
de cableado y bajo consumo, lo que las vuelve
muy  interesantes  para  aplicaciones  en
agricultura,  ya  que  serían  más  costosas  y
complejas  de  implementar  con  otras
tecnologías.
La  automatización  de  la  recolección  de
información de sensores permitió advertir que
las  series  agrometeorológicas  resultantes
presentan  problemas  de  completitud,
veracidad y exactitud. 
La  calidad  de  estas  series  depende  de
dispositivos  electromecánicos,  de  redes  de
transmisiones  inalámbricas,  de  personal  de
mantenimiento  y  de  baterías.  Cualquiera  de
estos  factores  resulta  un  punto  de  fallo
ineludible  que  degrada  la  calidad  [8].  Para
mitigar estos se pueden establecer políticas y
estándares de funcionamiento de hardware y
software  que  tiendan  a  prevenirlos,
minimizarlos y ante su aparición, controlarlos.
A  pesar  de  la  implementación  de  tales
políticas existen casos en los que simplemente
los fallos ocurren, y se deben tomar medidas
ante estas situaciones.
Los  sistemas  GNSS  (Global  Navigation
Satellite  System)  son  muy  utilizados  en  la
agricultura  de  precisión  para  georreferenciar
sectores  de  parcelas,  existen  tecnologías
implementadas  como  NAVSTAR-GPS  y
GLONASS,  y  otras  en  vías  de
implementación  como  GALILEO  y
COMPASS. [9, 10]
La  agricultura  de  precisión  necesita  de
sistemas  que  provean  más  precisión  en  sus
localizaciones  para  optimizar  el  uso  de  los
recursos,  siendo  normalmente  estos
dispositivos  más  costosos  [11].  Por  este
motivo es muy importante estudiar, diseñar y
desarrollar algoritmos, técnicas y métodos que
permitan  disminuir  el  error  en  la  posición
entregada por receptores GNSS de bajo costo
para mejorar la precisión del posicionamiento.
Está  temática  es  abordada  por  uno  de  los
integrantes  del  equipo  de  trabajo  en  el
desarrollo de su tesis de maestría.  
En  la  actualidad,  surge  la  necesidad  de
integrar  al  conocimiento  científico  la
información con base espacial y los Sistemas
de  Información  Geográfica  (SIG)  son  la
herramienta idónea para este tipo de trabajo. 
La  principal  característica  de  un  SIG  es
que  está  diseñado  para  trabajar  con  datos
referenciados  con  respecto  a  coordenadas
espaciales  o  geográficas,  así  como  trabajar
con  distintas  bases  de  datos  de  manera
integrada,  permitiendo  generar  información
gráfica  útil  para la  toma de  decisiones.  Los
mapas ayudan a condensar varios aspectos de
la  realidad  de  una  zona  cuyo  objetivo  es
reconocer la existencia de patrones espaciales
sobre algún fenómeno de interés. Estos son un
poderoso instrumento para la organización de
la  información,  y  por  lo  tanto  ayudan  a  la
toma  de  decisiones  [12]  [13].  Como  ya
mencionamos en la actualidad el  proceso de
recolección  de  los  datos  se  automatiza  a
través  de  una  red  de  sensores
agrometeorológicos conectados a Internet con
mínimas  capacidades  de  procesamiento  y
almacenamiento [14]. Los datos generados se
transmiten y almacenan en una Infraestructura
de  Datos  Espaciales,  que  debe  tener  una
elevada  capacidad  de  gestión  y
almacenamiento  de  información
georeferenciada.  Posteriormente,  estos  datos
serán procesados por Sistemas de Información
Geográfica  [15]  para  alimentar  modelos
predictivos  y  realizar  simulaciones  sobre
producción,  mapas  climáticos  y  analizar
variaciones  relacionadas  con  el  cambio
climático.
Líneas de Investigación, Desarrollo e 
Innovación
 Sistemas de Información Geográfica
 Posicionamiento de precisión
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 Bases de Datos NoSQL
 Sistemas de Tiempo Real
 Comunicaciones inalámbricas 
 Redes de sensores
 Ajuste  de  series  de  datos
agrometeorológicos
Resultados y Objetivos
 Identificar  y  describir  las  principales
magnitudes  generadas  por  los  sensores
agrometeorológicos.
 Analizar  y  estudiar  las  diferentes
tecnologías  de  microcontroladores,
módulos  de  conexiones  inalámbricas  y
tipos  de  sensores  disponibles  en  el
mercado. 
 Monitorizar en forma centralizada, remota
y en tiempo real las variables capturadas
por los diferentes sensores. 
 Analizar  que  tipo  de  Base  de  Datos  se
ajusta  mejor  para  el  almacenamiento  y
gestión de los datos bajo estudio.
 Generar mapas que representen los datos
analizados.
 Mejorar la capacidad de administración y
planificación  de  los  recursos  hídricos
destinados al riego, a través del análisis de
las  variables  obtenidas  de  los  nodos
instalados  en  sectores  con  diferentes
características de suelo y clima. 
 Configurar adecuadamente los algoritmos
de  control  y  aplicar  estrategias  de  riego
que  optimicen  la  relación  kg.  producido
por m3 de agua aplicada. 
 Evaluar  distintos  esquemas  de  control,
comparar  los  resultados  e  inferir  en  la
elaboración de nuevas estrategias de riego.
 Desarrollar técnicas, métodos y algoritmos
para  mejorar  a  la  precisión  del
posicionamiento  utilizando  receptores
GNSS de  bajo  costo  en  un  prototipo  de
GNSS diferencial.
Los  resultados  de  esta  línea  de  I+D+i
permitirá  consolidar  un  grupo  de
investigación,  desarrollo  y  transferencia,
explorar  oportunidades  de  formación  de
recursos  humanos,  ofrecer  servicios  a  la
comunidad en el área de estudio y potenciar
los  vínculos  de  cooperación  con  otras
instituciones  y  grupos  de  docentes-
investigadores de la UNdeC.
Como resultados se puede mencionar:  los
trabajos  finales  de  grado  de  cuatro  de  los
integrantes,  denominados  “Sistema  de
Gestión de Riego y Fertilización”,  aprobado
en el año 2014, “Estación inalámbrica basada
en microcontroladores para la monitorización
del riego en plantaciones de olivo” aprobado
marzo  de  2018,  “Sistema  de
reacondicionamiento  de  series
meteorológicas” aprobado en junio de 2018;
“Sistema  Colaborativo  para  el  sector
vitivinícola” febrero 2020; artículo presentado
en el evento 45 JAIIO – Concurso de trabajos
Estudiantiles 2016, titulado “Red de sensores
inalámbricos  basados  en  microcontroladores
para la  monitorización del  riego presurizado
en plantaciones de olivo”; artículo presentado
en  XXII  CACIC   en  2016  titulado
“Procesamiento  de  sentencias  NMEA-0183
para  el  análisis  de  la  geometría  satelital
utilizando  receptores  GPS  de  bajo  costo”;
artículo presentado en XXIII CACIC  en 2017
titulado  “Estación  de  monitoreo  en  tiempo
real  de  parámetros  agrometeorológicos  para
determinar  la  necesidad  de  riego  en
plantaciones agrícolas”.
Formación de Recursos Humanos
El equipo de trabajo está formado por seis
docentes  investigadores  y  dos  alumnos  de
grado  avanzados.  Dos  de  ellos  son
maestrandos  en  informática  con  trabajo  de
tesis  en  desarrollo,  seis  están  cursando  la
Especialización  en  inteligencia  de  datos
orientada a Big Data.
Los  alumnos  de  grado  se  encuentran
desarrollando su trabajo final en esta línea de
I+D+i. 
Los  integrantes  son  docentes  de
asignaturas que fomentan la participación en
proyectos de investigación, por lo que pueden
surgir nuevos trabajos en esta línea.
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Una nueva generación de Tecnologías de 
Información y Comunicación (TIC) esta 
dando comienzo a la cuarta revolución 
industrial o industria 4.0, es una nueva era 
que va a permitir a la organización dar un 
salto cuantitativo y cualitativo en gestión 
de cadenas de valor. La Transformación 
Digital (TD) es el camino para aprovechar 
las nuevas oportunidades que brindan las 
tecnologías de la industria 4.0 para la 
generación de nuevas estrategias de 
negocio. Este proyecto propone 
desarrollar un marco de trabajo que facilite 
a las organizaciones de nuestra región 
realizar su TD en el contexto de las 
oportunidades que brindan las tecnologías 
de la industria 4.0. 
Palabras claves: Transformación Digital. 
Industria 4.0. Modelos de Negocios.  
Contexto 
Este trabajo describe los progresos en la 
investigación y estrategias que se están 
llevando a cabo encuadrados en el 
proyecto “Transformación Digital en 
tiempos de la Industria 4.0” que se 
desarrolla en el Laboratorio de Informática 
Aplicada a la Innovación del Instituto de 
informática de la Facultad de Ciencias 
Exactas Físicas y Naturales de la 
Universidad Nacional de San Juan. 
Introducción 
Desde su surgimiento las TIC han 
influido en la vida de las empresas. En sus 
inicios el departamento encargado de las 
TIC solo prestaba servicios de soporte, 
tales como gestión de servidores, 
asistencia técnica a usuarios, entre otras. 
Con el tiempo las TIC transformaron las 
maneras de trabajar y gestionar los 
recursos de la empresa convirtiéndose en 
algunos caso en el core del negocio.  
La incorporación de las TIC a las 
empresas ha sido un tema de estudio desde 
su surgimiento, para cada nueva 
tecnología que surge un nuevo proceso 
para la incorporación de dicha tecnología 
debe diseñarse. Este proceso en la 
literatura de hoy se lo conoce como 
transformación mediada por TIC. 
En los últimos años, las nuevas 
oportunidades de estrategia de negocios 
que surgen gracias a la aparición de las 
nuevas tecnologías llevan a lo que se 
conoce bajo el nombre  de Transformación 
Digital . De una manera más formal en [1] 
se define a la Transformación Digital 
como "un proceso que tiene como objetivo 
mejorar una entidad mediante la activación 
de cambios significativos en sus 
propiedades a través de combinaciones de 
tecnologías de información, informática, 
comunicación y conectividad".  
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Las nuevas tecnologías están dando 
lugar al desarrollo de nuevas estrategias de 
manufactura tales como industria 4.0 en 
Alemania, Internet Industrial en EEUU [2] 
y Made In China 2025 en China [3]. Según 
Hermann y otros [4] “la Industria 4.0 es un 
término colectivo para las tecnologías y 
conceptos de organización de la cadena de 
valor. Dentro de las fábricas inteligentes 
modulares y estructuradas de la Industria 
4.0, los sistemas ciberfísicos (CPS) 
monitorean los procesos físicos, crean una 
copia virtual del mundo físico y toman 
decisiones descentralizadas. A través de 
Internet de las cosas (IoT), los CPS se 
comunican y cooperan entre sí y con los 
humanos en tiempo real. 
A través de Internet de Servicios (IoS), 
los participantes de la cadena de valor 
ofrecen y utilizan servicios internos y de 
organización “cruzada”. Esta cuarta 
revolución industrial ya ha llegado a 
nuestro país, así lo demuestran las últimas 
conferencias de la Unión Industrial 
Argentina (UIA) [5], donde diversas 
temáticas relacionadas con la industria 4.0 
han sido tratadas. Desde una perspectiva 
regional en [6] se presenta una visión 
general de la industria 4.0 en Argentina y 
en [7] se discute si la Industria 4.0 
constituye un nuevo paradigma 
tecnoorganizacional, o si, por el contrario, 
representa una intensificación de los 
rasgos salientes del paradigma TIC. 
En este contexto la TD y la Industria 4.0 
presentan nuevos desafíos y oportunidades 
de innovación para las organizaciones de 
la región. Es por ello que esta propuesta 
plantea desarrollar un marco de trabajo 
que facilite a las organizaciones de nuestra 
región realizar su TD en el contexto de las 
oportunidades que brindan las tecnologías 
de la industria 4.0.  
Líneas de Investigación 
Industria 4.0. Conceptos 
Según Hermann y otros [4] “la Industria 
4.0 es un término colectivo para las 
tecnologías y conceptos de organización 
de la cadena de valor.  
En [8] se analiza esta definición desde 
la perspectiva de los cuatro componentes 
claves de la Industria 4.0 que se describen 
a continuación: 
1- Sistemas ciberfísicos (CPS): Los CPS 
pueden considerarse sistemas que unen 
el mundo físico y el virtual. Más 
precisamente, “los sistemas ciberfísicos 
son integraciones de procesos 
computacionales con procesos físicos. 
Dispositivos computarizados y redes 
integradas monitorean y controlan los 
procesos físicos, generalmente con 
bucles de retroalimentación donde los 
procesos físicos afectan los cálculos y 
viceversa. En el contexto de la 
manufactura, esto significa que la 
información relacionada con lo físico 
(el taller, la fábrica) y el espacio virtual 
de cómputo están altamente 
sincronizados. Esto permite un nuevo 
grado de control, vigilancia, 
transparencia y eficiencia en el proceso 
de producción. Con respecto a su 
estructura, CPS tiene dos redes 
paralelas para controlar, a saber, la red 
física de componentes interconectados 
de la infraestructura y la red cibernética 
compuesta por controladores 
inteligentes y los enlaces de 
comunicación entre ellos. CPS realiza 
la integración de estas redes mediante el 
uso de múltiples sensores, actuadores, 
unidades de procesamiento de control y 
dispositivos de comunicación [9]. 
2- Internet de las cosas (IoT): El termino 
no tiene una sola definición, tal esta 
expresado en [10, 11], la definición del 
Estandar de IEEE dice "Una red de 
elementos, cada uno integrado con 
sensores, que están conectados a 
Internet" [10]. Porter [12]  “son los 
productos inteligentes y conectados que 
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ofrecen posibilidades de expansión 
exponenciales para nuevas 
funcionalidades, mayor confiabilidad, 
mayor utilidad del producto y 
capacidades que atraviesan y 
trascienden los límites de los productos 
tradicionales “. En resumen podría 
decirse que la IoT puede hacer que 
todas las cosas físicas puedan 
convertirse en cosas inteligentes 
conectadas a internet. 
3- Internet de servicios (IoS): De manera 
similar al IoT, está surgiendo una 
Internet de servicios (IoS), basada en la 
idea de que los servicios se ponen a 
disposición fácilmente a través de 
tecnologías web, lo que permite a las 
empresas y a los usuarios privados 
combinar, crear y ofrecer un nuevo tipo 
de servicios de valor agregado [13]. Los 
servicios de la nube, así como las 
aplicaciones basadas en arquitectura 
orientada servicios o en arquitectura de 
microservicios son parte del internet de 
servicios. 
4- Fabricación inteligente: Los conceptos 
de CPS, IoT e IoS se introdujeron como 
componentes principales de Industria 
4.0. Cabe señalar que estos "conceptos" 
están estrechamente relacionados entre 
sí, ya que CPS se comunica a través de 
IoT e IoS, lo que permite la llamada 
"fábricación inteligente", que se basa en 
la idea de un sistema. de producción 
descentralizado, en el que “Los seres 
humanos, las máquinas y los recursos 
se comunican entre ellos de manera tan 
natural como en una red social. 
Tecnologías Industria 4.0 
En [14] se presenta un muy completo 
radar de tecnologías asociadas a la 
Industria 4.0. A continuación se describen 
someramente las más destacadas basadas 
en el trabajo de [15]. 
 Simulación: Permite la virtualización 
del diseño de productos, procesos y 
diseño de fábrica. Las herramientas de 
simulación permiten probar modelos 
virtuales de productos o procesos antes 
de aplicarlo en soluciones reales, 
optimizando el desarrollo de nuevas 
tecnologías.[15]. 
 Big Data & Analytics : Conjunto de 
tecnologías y herramientas capaces de 
procesar y analizar grandes volúmenes 
de datos que son: generados 
continuamente; compuesto de textos, 
imágenes, etc.; y de múltiples 
departamentos. El análisis de dichos 
datos puede ayudar a identificar las 
fallas existentes en detalle, aumentando 
el conocimiento disponible sobre los 
hábitos y preferencias de los 
consumidores, entre otras [16] [15]. 
 Cloud Computing: Servicios que 
brindan acceso a máquinas, sistemas, 
software y herramientas a través de 
redes como Internet. Reemplaza la 
necesidad de adquirir productos, 
conocimientos y / o infraestructuras 
costosas [17], [18]. 
 Cyber Physical Systems : Integración 
de entidades informáticas físicas 
colaborativas (máquinas, robots, 
sensores, etc.) que interactúan a través 
de una red virtual. Incluye máquinas 
inteligentes, sistemas de 
almacenamiento e instalaciones de 
producción que pueden intercambiar 
información con autonomía e 
inteligencia, son capaces de decidir y 
desencadenar acciones, y pueden 
controlarse mutuamente de forma 
independiente [9]. 
 Cybersecurity : Servicios y tecnologías 
con el objetivo de proteger a usuarios, 
sistemas, equipos, redes y datos  
industriales de intrusión ilícita [19]. 
 Robótica colaborativa: Robots (móviles 
y / o fijos) que operan en procesos 
físicos automatizados e interactúan con 
operadores humanos u otros robots en 
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un comportamiento intuitivo de 
autoaprendizaje [20]. 
 Realidad Aumentada: Integración de 
información virtual con el mundo real a 
través de la combinación de elementos 
3D con el contexto espacial de la 
fábrica. Permite una interactividad y un 
procesamiento en tiempo real de la 
proyección de imágenes, que se utiliza 
para mejorar el proceso de fabricación 
o para probar nuevos productos [21]. 
 Fabricación Aditiva: Tecnología que 
permite imprimir objetos mediante la 
composición de capas de plástico o 
metal, evitando el desperdicio de 
material en procesos como el corte. 
Utilizado inicialmente para producir 
prototipos o pequeñas series de piezas 
complejas, ahora se está utilizando para 
la producción a gran escala [22]. 
 Integración de Sistemas: Integración de 
datos en todos los niveles (desde la 
gerencia hasta el taller) de una 
compañía y entre (desde proveedores 
hasta clientes) compañías en la cadena 
de suministro de acuerdo con sus 
patrones de transferencia de datos. 
Generalmente conectado a través de 
aplicaciones de Internet de las cosas 
[23]. 
Transformación Digital 
En [1] se presenta una revisión 
completa de definiciones de TD (DT), se 
destaca la que resulta de un análisis 
semántico que realiza el autor de las 
definiciones encontradas y define a la TD 
como "un proceso que tiene como objetivo 
mejorar una entidad mediante la activación 
de cambios significativos en sus 
propiedades a través de combinaciones de 
tecnologías de información, informática, 
comunicación y conectividad", donde con 
la palabra entidad se da un sentido amplio 
al alcance, pudiendo tratarse de una 
organización, una industria o una 
sociedad. Los autores destacan además 
que se espera alcanzar mejoras a través de 
la DT aunque no se puede garantizar. 
La TD se vale de las tecnologías de la 
industria 4.0 para hacer una evolución en 
su concepto atendiendo demandas de los 
tiempos que corren, como puede ser la 
generación de valor a partir de grandes 
volúmenes de datos o la necesidad de 
plantear nuevos modelos de negocios o 
productos resultantes de innovación 
disruptiva. 
Existen tres factores externos 
principales que impulsan la necesidad de 
la TD [24]. 
1- desde la llegada de la WWW y su 
adopción mundial, un número creciente 
de tecnologías que lo acompañan (por 
ejemplo, Internet de banda ancha, 
teléfonos inteligentes, Web 2.0, SEO, 
computación en la nube, 
reconocimiento de voz, sistemas de 
pago en línea y criptomonedas) han 
aumentado y han fortalecido el 
desarrollo del comercio electrónico. Se 
prevé que la omnipresencia del big data 
y el advenimiento de las tecnologías 
digitales emergentes, como la 
inteligencia artificial (IA), blockchain, 
internet de las cosas (IoT) y la robótica, 
tengan efectos de gran alcance en los 
negocios.  
2- Debido a estas nuevas tecnologías 
digitales, la competencia está 
cambiando dramáticamente. En el 
comercio minorista, las tecnologías han 
alterado el panorama de la 
competencia, desplazando las ventas a 
empresas digitales relativamente 
jóvenes. La competencia no solo se ha 
vuelto más global, sino que la 
intensidad también ha aumentado a 
medida que grandes empresas ricas en 
información de los EE. UU. (Por 
ejemplo, Amazon, Alphabet, Apple y 
Facebook) y China (por ejemplo, 
Alibaba y JD) comienzan a dominar 
numerosas industrias. 
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3- El comportamiento del consumidor está 
cambiando como respuesta a la 
revolución digital. Las cifras del 
mercado muestran que los consumidores 
están transfiriendo sus compras a tiendas 
en línea, y los puntos de contacto 
digitales tienen un papel importante en el 
recorrido del cliente que afecta tanto a las 
ventas en línea como fuera de línea. Con 
la ayuda de nuevas herramientas de 
búsqueda y redes sociales, los 
consumidores se han vuelto más 
conectados, informados, capacitados y 
activos. Las tecnologías digitales 
permiten a los consumidores co-crear 
valor diseñando y personalizando 
productos, realizando actividades de 
distribución de última milla y ayudando 
a otros clientes compartiendo reseñas de 
productos. Los dispositivos móviles se 
han vuelto importantes en el 
comportamiento del consumidor de hoy 
y facilitan el comportamiento de 
exhibición, la práctica de examinar la 
mercancía fuera de línea y luego 
comprarla en línea.  
Resultados y Objetivos 
El proyecto que se describe acá tiene 
por objetivo “desarrollar un marco de 
trabajo que facilite a las organizaciones de 
nuestra región realizar su TD en el 
contexto de las oportunidades que brinda 
las tecnologías de la industria 4.0.  
Como un primer abordaje se está 
trabajando en la obtención de un marco de 
referencia que permita definir un modelo 
de negocios donde se introduzcan 
tecnologías de industria 4.0 de manera 
gradual. Se trata de plantear un modelo 
basado en Canvas Bussiness Model [25] 
Para lo cual se propone el siguiente plan de 
labor:  
1- Hacer una revisión acerca de las 
estrategias, framework, metodologías, 
procesos  de implementación de TD  
Considerando además,  en especial, los 
que hagan referencia a modelo de 
negocio. 
2. Proponer un framework y/o una 
estrategia propia que combine la TD 
con Canvas Bussiness Model. 
3. Aplicar el Framework en un caso de 
estudio. 
Formación de Recursos Humanos 
El equipo de trabajo que lleva adelante 
este proyecto se compone de:  
 6 docentes investigadores,  
 1 tesistas de grado en período 
iniciación. 
 2 tesistas de posgrado (maestría) 
iniciando sus trabajos. 
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RESUMEN 
El eje central de la línea de I/D es investigar en temas de 
cómputo paralelo y distribuido de alto desempeño, tanto 
en lo referido a los fundamentos como a la construcción, 
evaluación y optimización de las aplicaciones en 
arquitecturas multiprocesador. Se aplican los conceptos 
en problemas numéricos y no numéricos de cómputo 
intensivo y/o sobre grandes volúmenes de datos con el fin 
de obtener soluciones de alto rendimiento.  
También incluye la construcción de ambientes para la 
enseñanza de la programación concurrente y paralela. 
En la dirección de tesis de postgrado existe colaboración 
con el grupo HPC4EAS (High Performance Computing 
for Efficient Applications and Simulation) del Dpto. de 
Arquitectura de Computadores y Sistemas Operativos de 
la Universidad Autónoma de Barcelona; con el 
Departamento de Arquitectura de Computadores y 
Automática de la Universidad Complutense de Madrid; y 
con el grupo Soft Computing and Intelligent Information 
Systems (SCI2S) de la Universidad de Granada, entre 
otros. 
Palabras clave: Cómputo paralelo y distribuido de altas 
prestaciones. Algoritmos paralelos y distribuidos. 
Arquitecturas multiprocesador. Ambientes de enseñanza. 
 
CONTEXTO 
La línea de I/D que se presenta es parte del Proyecto 
“Computación de Alto Desempeño: Arquitecturas, 
Algoritmos, Métricas de rendimiento y Aplicaciones en 
HPC, Big Data, Robótica, Señales y Tiempo Real.” del 
III-LIDI acreditado por el Ministerio de Educación, y de 
proyectos acreditados y subsidiados por la Facultad de 
Informática de la UNLP. Además, existe cooperación con 
Universidades de Argentina, Latinoamérica y Europa a 
través de proyectos acreditados por AECID, CyTeD, OEI 
y CIC y becas de Telefónica de Argentina. Asimismo, el 
III-LIDI forma parte del Sistema Nacional de Cómputo de 
Alto Desempeño (SNCAD). 
1. INTRODUCCIÓN 
El área de cómputo de altas prestaciones (HPC, High-
Performance Computing) es clave dentro de las Ciencias 
de la Computación, debido al creciente interés por el 
desarrollo de soluciones a problemas con alta demanda 
computacional y de almacenamiento, produciendo 
transformaciones profundas en las líneas de I/D [1]. 
El rendimiento en este caso está relacionado con dos 
aspectos: las arquitecturas de soporte y los algoritmos que 
hacen uso de las mismas, y el desafío se centra en cómo 
aprovechar las prestaciones obtenidas a partir de la 
evolución de las arquitecturas físicas. En esta línea la 
mayor importancia está en los algoritmos paralelos y en 
los métodos utilizados para su construcción y análisis a 
fin de optimizarlos. 
Uno de los cambios de mayor impacto ha sido el uso de 
manera masiva de procesadores con más de un núcleo 
(multicore), produciendo plataformas distribuidas híbridas 
(memoria compartida y distribuida) y generando la 
necesidad de desarrollar sistemas operativos, lenguajes y 
algoritmos que las usen adecuadamente. También creció 
la incorporación de placas aceleradoras a los sistemas 
multicore constituyendo plataformas paralelas de 
memoria compartida con paradigma de programación 
propio asociado como pueden ser las unidades de 
procesamiento gráfico (GPU, Graphic Processing Unit) de 
NVIDIA y AMD, los coprocesadores Xeon Phi de Intel 
[2] o los aceleradores basados en circuitos integrados 
reconfigurables (FPGAs, Field Programmable Gate 
Array) [3]. En la actualidad se comercializan placas de 
bajo costo como Raspberry PI [4] u Odroid [5] que 
poseen múltiples núcleos de baja complejidad y en 
algunos casos son procesadores multicore asimétricos 
(AMPs) con el mismo repertorio de instrucciones. Es de 
interés estudiar como explotar el paralelismo en estos 
dispositivos para mejorar el rendimiento y/o consumo 
energético de las aplicaciones [6], así como las 
características de scheduling en los mismos [7]. 
Asimismo, los entornos de computación cloud introducen 
un nuevo foco desde el punto de vista del HPC, brindando 
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un soporte “a medida” sin la necesidad de adquirir el 
hardware. 
La creación de algoritmos paralelos en arquitecturas 
multiprocesador no es un proceso directo [8]. El costo 
puede ser alto en términos del esfuerzo de programación y 
el manejo de la concurrencia adquiere un rol central en el 
desarrollo. Si bien en las primeras etapas el diseñador de 
una aplicación paralela puede abstraerse de la máquina 
sobre la que ejecutará el algoritmo, para obtener buen 
rendimiento debe tenerse en cuenta la plataforma de 
destino. En las máquinas multiprocesador, se deben 
identificar las capacidades de procesamiento, 
interconexión, sincronización y escalabilidad. La 
caracterización y estudio de rendimiento del sistema de 
comunicaciones es de interés para la predicción y 
optimización de performance, así como la homogeneidad 
o heterogeneidad de los procesadores [9]. 
Muchos problemas algorítmicos se vieron impactados por 
los multicore y clusters de multicore. A partir de 
incorporar varios chips multicore dentro de un nodo y 
conectar múltiples nodos vía red, se puede crear una 
arquitectura NUMA, de modo que los cores en un chip 
compartan memoria principal, y puedan acceder 
remotamente a la memoria dedicada de otro chip, aunque 
ese acceso sea más costoso, surgiendo así varios niveles 
de comunicación. Esto impacta sobre el desarrollo de 
algoritmos que aprovechen adecuadamente las 
arquitecturas, y motiva el estudio de performance en 
sistemas híbridos. Además, es necesario estudiar la 
utilización de lenguajes y bibliotecas ya que aún no se 
cuenta con un standard, aunque puede mencionarse el uso 
de los tradicionales MPI, OpenMP y Pthreads [10][11] o 
los más recientemente explorados UPC, Chapel y 
Titanium del modelo PGAS [12].  
La combinación de arquitecturas de múltiples núcleos con 
aceleradores dio lugar a plataformas híbridas con 
diferentes características. Más allá del acelerador 
utilizado, la programación de estas plataformas representa 
un desafío. Para lograr aplicaciones de alto rendimiento, 
los programadores enfrentan dificultades como: estudiar 
características específicas de cada arquitectura y aplicar 
técnicas de programación y optimización particulares de 
cada una, lograr un balance de carga adecuado entre los 
dispositivos de procesamiento y afrontar la ausencia de 
estándares para este tipo de sistemas. 
Por otra parte, los avances en las tecnologías de 
virtualización han llevado a que Cloud Computing sea 
una alternativa a los tradicionales sistemas de cluster [13]. 
El uso de cloud para HPC presenta desafíos atractivos, 
brindando un entorno reconfigurable dinámicamente sin 
la necesidad de adquirir hardware, y es una excelente 
plataforma para testear escalabilidad de algoritmos 
aunque queda mucho por hacer en cuanto al diseño, 
lenguajes y programación  
 
Métricas de evaluación del rendimiento y balance de 
carga 
La diversidad de opciones vuelve complejo el análisis de 
performance de los Sistemas Paralelos, ya que los ejes 
sobre los cuales pueden compararse dos sistemas son 
varios. Existe un gran número de métricas para evaluar el 
rendimiento, siendo las tradicionales: tiempo de 
ejecución, speedup, eficiencia. Por su parte, la 
escalabilidad permite capturar características de un 
algoritmo paralelo y la arquitectura en que se lo 
implementa. Posibilita testear la performance de un 
programa sobre pocos procesadores y predecirla en un 
número mayor, así como caracterizar la cantidad de 
paralelismo inherente en un algoritmo. 
Un aspecto de interés que se ha sumado como métrica, a 
partir de las plataformas con gran cantidad de 
procesadores, es el del consumo y la eficiencia energética 
[14]. Muchos esfuerzos están orientados a tratar el 
consumo como eje de I/D, como métrica de evaluación, y 
también a la necesidad de metodologías para medirlo. 
El objetivo principal del cómputo paralelo es reducir el 
tiempo de ejecución haciendo uso eficiente de los 
recursos. El balance de carga es un aspecto central y 
consiste en, dado un conjunto de tareas que comprenden 
un algoritmo y un conjunto de procesadores, encontrar el 
mapeo (asignación) de tareas a procesadores tal que cada 
una tenga una cantidad de trabajo que demande 
aproximadamente el mismo tiempo, y esto es más 
complejo si hay heterogeneidad. Dado que el problema 
general de mapping es NP-completo, pueden usarse 
enfoques que dan soluciones subóptimas aceptables. Las 
técnicas de planificación a nivel micro (dentro de cada 
procesador) y macro (en un cluster) deben ser capaces de 
obtener buen balance de carga. Existen técnicas estáticas 
y dinámicas cuyo uso depende del conocimiento que se 
tenga sobre las tareas de la aplicación. 
 
2. LÍNEAS DE INVESTIGACIÓN, DESARROLLO 
E INNOVACIÓN 
 Investigar en temas de cómputo paralelo y distribuido 
de alto desempeño, en lo referido a los fundamentos 
y a la construcción y evaluación de las aplicaciones. 
Esto incluye los problemas de software asociados con 
el uso de arquitecturas multiprocesador: 
 Lenguajes, modelos y paradigmas de 
programación paralela (puros e híbridos a 
distintos niveles). 
 Asignación de procesos a procesadores 
optimizando el balance de la carga de 
procesamiento. 
 Métricas de evaluación de complejidad y 
rendimiento: speedup, eficiencia, escalabilidad, 
consumo energético, costo de programación.  
 Construir, evaluar y optimizar soluciones utilizando 
algoritmos concurrentes, paralelos y distribuidos 
sobre diferentes plataformas de software y 
arquitecturas con múltiples procesadores: 
 Arquitecturas de trabajo homogéneas, 
heterogéneas e híbridas: multicores, clusters, 
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GPU, Xeon Phi, FPGA, placas de bajo costo y 
entornos cloud. 
 Aplicar los conceptos en problemas numéricos y 
no numéricos de cómputo intensivo y/o sobre 
grandes volúmenes de datos (aplicaciones 
científicas, búsquedas, simulaciones, imágenes, 
realidad virtual y aumentada, bioinformática, big 
data, n-body). 
 Analizar y desarrollar ambientes para la enseñanza de 
programación concurrente y paralela. 
 Caracterizar diferentes modelos de arquitecturas 
paralelas. 
 Representar distintos modelos de 
comunicación/sincronización. 
 Definir métricas de evaluación de rendimiento y 
eficiencia energética.  
 
3. RESULTADOS OBTENIDOS/ESPERADOS 
 Desarrollar y optimizar algoritmos paralelos sobre 
diferentes modelos de arquitectura. En particular, en 
aplicaciones numéricas y no numéricas de cómputo 
intensivo y tratamiento de grandes volúmenes de datos. 
 Estudiar y comparar los lenguajes sobre las 
plataformas multiprocesador para diferentes modelos de 
interacción entre procesos. 
 Investigar la paralelización en plataformas que 
combinan clusters, multicore y aceleradores. Comparar 
estrategias de distribución de trabajo teniendo en cuenta 
las diferencias en potencias de cómputo y comunicación, 
dependencia de datos y memoria requerida. 
 Evaluar la performance (speedup, eficiencia, 
escalabilidad, consumo energético) de las soluciones 
propuestas. Analizar el rendimiento de soluciones 
paralelas a problemas con diferentes características 
(dependencia de datos, relación cómputo / comunicación, 
memoria requerida). 
 Mejorar y adecuar las técnicas disponibles para el 
balance de carga (estático y dinámico) entre procesos a 
las arquitecturas consideradas. 
 
En este marco, pueden mencionarse los siguientes 
resultados: 
 Para la experimentación se han utilizado y analizado 
diferentes arquitecturas homogéneas o heterogéneas, 
incluyendo multicores, cluster de multicores (con 128 
núcleos), GPU y cluster de GPU, Xeon Phi y FPGA. 
 Se experimentó la paralelización en arquitecturas 
híbridas, con el objetivo de estudiar el impacto del mapeo 
de datos y procesos, así como de los lenguajes y librerías.  
 Respecto de las aplicaciones y temas estudiados, se 
trabajó fundamentalmente con los siguientes problemas: 
 
 Aceleración de aplicaciones con cómputo 
colaborativo CPU-GPU. Las computadoras 
comerciales actuales incluyen decenas de cores y al 
menos una GPU. El uso de ambas unidades de 
procesamiento de forma colaborativa puede mejorar 
significativamente el rendimiento de una aplicación. Sin 
embargo, esto supone un desafío para los 
programadores ya que dichas unidades difieren en 
arquitectura, modelo de programación y rendimiento. 
En [15] se propuso un modelo híbrido para estructurar 
código a ser ejecutado sobre un sistema heterogéneo con 
múltiples cores y 1 GPU (utilizando todos los recursos 
disponibles). Utilizando este modelo se desarrolló un 
algoritmo paralelo de pattern matching para sistemas 
heterogéneos CPU-GPU [16]. Los resultados revelaron 
que este algoritmo supera en rendimiento a trabajos 
previos, desarrollados para sistemas multicore y GPUs, 
para datos de tamaño considerable. En [34] se presentó 
una solución al problema de pattern matching que 
aprovecha toda la potencia computacional de los 
procesadores Intel Xeon Phi KNL 7230 mediante el uso 
de SIMD y paralelismo de hilos. Se mostró que el 
algoritmo propuesto alcanza aceleraciones 
significativas. En trabajos futuros interesa investigar 
sobre el cómputo colaborativo incluyendo este tipo de 
arquitecturas. 
 
 Alineamiento de secuencias biológicas. Esta 
operación consiste en comparar dos o más secuencias 
biológicas, como pueden ser las de ADN o las de 
proteínas, y resulta fundamental en investigaciones de la 
bioinformática y la biología molecular. El algoritmo de 
Smith-Waterman es considerado el método de 
alineamiento más preciso. Desafortunadamente, este 
algoritmo resulta costoso debido a su complejidad 
computacional cuadrática mientras que la situación se 
agrava aún más a causa del crecimiento exponencial de 
datos biológicos en los últimos años [17]. El reciente 
surgimiento de aceleradores en HPC (GPU, Xeon Phi, 
FPGA, entre otros) da la oportunidad de acelerar los 
alineamientos sobre hardware comúnmente disponible a 
un costo accesible, como se ha mostrado en [18][19] 
[20][21]. A futuro, interesa explorar las fortalezas y 
debilidades del uso de nuevas tecnologías de software 
para arquitecturas paralelas como, por ejemplo, oneAPI 
[22]. 
 
 Cálculo de los caminos mínimos. es uno de los 
problemas básicos y de mayor antigüedad de la teoría de 
grafos teniendo aplicación en el dominio de las 
comunicaciones, del ruteo de tráfico, de la 
bioinformática, entre otros. El algoritmo de Floyd-
Warshall (FW) permite computar la distancia mínima 
entre todos los pares de un grafo. Además de poseer una 
alta demanda de ancho de banda, FW resulta costoso 
computacionalmente al ser O(n3). Se desarrollaron 
implementaciones optimizadas para dos arquitecturas 
HPC recientes -como son Intel Xeon Phi KNL y 
NVDIA Pascal- y se analizó comparativamente su 
rendimiento y eficiencia energética (teórica) en 
diferentes escenarios. Como trabajo futuro, interesa 
incorporar otros modelos de las arquitecturas elegidas al 
estudio para robustecer el análisis [33]. 
 
XXIII Workshop de Investigadores en Ciencias de la Computación 676
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
 Simulaciones utilizando modelos basados en 
agentes. El objetivo de esta línea son las simulaciones 
basadas en agentes sobre infraestructuras de altas 
prestaciones con modelos más cercanos a la realidad 
que ayuden a la toma de decisiones a científicos de otras 
disciplinas, y no expertos en el área de la informática, 
(biología, ecología, física, etc.). Para ello, y por ser 
modelos complejos que necesitan mucha potencia de 
cómputo, resulta imprescindible el uso de soluciones de 
HPC con el fin de lograr tiempos de respuesta reducidos 
para entornos complejos. Se busca desarrollar 
algoritmos y simuladores como soluciones HPC que 
sean eficientes y escalables y por ello una cuestión 
importante, tratada en esta línea de trabajo, es lograr que 
además de estas premisas, la simulación sea realizada 
con el menor consumo posible de energía. Dado que son 
simulaciones con un gran número de ejecuciones por 
escenario, no solo es necesario que la solución tenga 
buenas prestaciones sino que sea posible predecir, 
mediante un modelo energético, la energía necesaria 
para llevar a cabo diferentes escenarios de simulación. 
 
 Simulación de enfermedades infecciosas 
transmitida por vectores utilizando modelos basados 
en agentes. El Dengue, Zika y Chikungunya, son las 
enfermedades reemergentes de mayor preocupación a 
nivel mundial. La carencia de tratamientos médicos 
obliga a los agentes de salud a abordar la contención de 
los focos infecciosos desde la identificación y 
eliminación de los criaderos del vector transmisor. Una 
herramienta tecnológica que ayude en la toma de 
decisiones representa la solución a los costos asociados 
al tiempo de recolección de muestras y el análisis de 
datos, además de la consiguiente reducción de los gastos 
económicos. Se implementó un modelo basado en 
agentes en GPU para la evaluación de la reproducción 
del vector Aedes aegypti, orientado a la toma de 
decisiones. El modelo ha sido validado con datos de 
Santo Tomé, Corrientes, dando excelentes resultados 
[23]. Se realizará un estudio y análisis de performance 
en otras arquitecturas paralelas basadas en GPU. 
Además, se evaluará el consumo energético para 
determinar las relaciones entre escalabilidad, consumo y 
eficiencia. 
 
 Simulación de N cuerpos computacionales con 
atracción gravitacional. Su propósito es aproximar en 
forma numérica la evolución de un sistema de cuerpos 
en el que cada uno interactúa con todos los restantes. El 
uso más conocido de esta simulación quizás sea en la 
astrofísica, donde cada cuerpo representa una galaxia o 
una estrella particular que se atraen entre sí debido a la 
fuerza gravitacional. Si bien existen diferentes métodos 
para procesar la simulación de los N cuerpos, en todos 
los casos se requiere alta demanda computacional. Se ha 
utilizado este problema para analizar diferentes aspectos 
y/o arquitecturas como: cluster de GPUs homogéneas 
[24]; análisis de diferentes distribuciones de trabajo en 
cluster de GPUs heterogéneas [25]; desarrollo de 
modelos de estimación de tiempo de ejecución y de 
energía para GPU, cluster de GPU y multiGPU [26]. 
Además, se estudió la paralelización de la versión 
directa de esta simulación sobre diferentes arquitecturas 
Intel considerando procesadores de última generación 
Xeon y Xeon Phi. Se focalizó en cómo diferentes 
técnicas de optimización logran mejorar el rendimiento 
final y en la comparación de rendimiento y eficiencia 
energética entre ambas arquitecturas. A futuro, interesa 
extender el estudio incorporando arquitecturas de GPUs 
[27]. 
 
 Problemas de optimización de simulación de 
sistemas dinámicos complejos mediante heurísticas. 
La búsqueda de un conjunto de parámetros de entrada 
que optimicen el funcionamiento de un simulador de un 
sistema físico es un proceso de alto costo computacional 
que puede considerarse intratable y requiere de 
heurísticas que permitan disminuir el tiempo de 
ejecución. En los nuevos avances realizados en esta 
línea se aprovechó la continuidad en los valores de los 
parámetros físicos distribuidos sobre el dominio del 
sistema, de manera de realizar búsquedas de parámetros 
ajustados sobre espacios de búsquedas de tamaño 
mucho más reducidos que los utilizados en una primera 
etapa del trabajo. Esta metodología mucho más eficiente 
se puede extender a otros simuladores de fenómenos 
físicos y en particular con simuladores de inundaciones 
de ríos con las que se llevaron adelante las experiencias. 
Las experiencias se pueden correr de manera 
colaborativa beneficiándose ampliamente del uso de 
plataformas de clusters de procesadores [28] [29]. 
 
 Ambientes para la enseñanza de concurrencia. Se 
desarrolló el entorno CMRE para la enseñanza de 
programación concurrente y paralela a partir de cursos 
iniciales en carreras de Informática. Incluye un entorno 
visual que representa una ciudad en la que pueden 
definirse varios robots que interactúan. Combina 
aspectos de memoria compartida y distribuida mediante 
instrucciones para bloquear y liberar esquinas de la 
ciudad y el concepto de pasaje de mensajes a través de 
primitivas de envío y recepción. Además, se incluyen 
los conceptos de heterogeneidad (diferentes velocidades 
de los robots) y consumo energético [30]. Se ha 
integrado con el uso de robots físicos (Lego Mindstorm 
3.0) que ejecutan en tiempo real las mismas 
instrucciones que los robots virtuales y se comunican 
con el entorno mediante bluetooth [31]. Se ha ampliado 
para incorporar conceptos básicos de computación en la 
nube (Cloud Computing) [31]. Actualmente, se está 
desarrollando una nueva herramienta para la enseñanza 
de programación concurrente en cursos avanzados. Su 
objetivo principal es visualizar los conceptos de 
sincronización y comunicación entre procesos. 
 
XXIII Workshop de Investigadores en Ciencias de la Computación 677
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
 Aplicaciones en Big Data utilizando HPC. A partir 
de distintas fuentes de datos tales como sensores, 
simulaciones científicas, internet, dispositivos móviles, 
entre otras, se genera continuamente un enorme 
volumen de datos haciendo que este tipo de escenarios 
Big Data sea cada vez más común en la actualidad. Para 
poder trabajar con problemas de este tipo, se requiere de 
cómputos de altas prestaciones y de herramientas de 
software específicas capaces de procesar Big Data en 
tiempos razonables, y que puedan ser ejecutados de 
manera paralela y distribuida. Existen distintos tipos de 
herramientas para trabajar con Big Data utilizando HPC, 
y la mayoría de ellas se basan en el paradigma de 
programación llamado MapReduce, propuesto por 
Google en los inicios de esta gran explosión de datos. 
La más ampliamente utilizada en la actualidad, es 
conocida como Apache Spark y, entre sus más 
importantes características se encuentran los 
mecanismos eficientes de tolerancia a fallos y el uso 
intensivo de memoria RAM que emplea, siendo una de 
las más rápidas. Además, dispone de una amplia 
variedad de librerías que posibilitan utilizar algoritmos 
de Machine Learning, procesamiento en Streaming, etc. 
En esta línea de trabajo, se están desarrollando nuevas 
técnicas para el preprocesamiento de datos para 
problemas de clasificación en Big Data, utilizando el 
framework Apache Spark sobre Cómputo de Altas 
Prestaciones. Como parte del trabajo realizado se lleva a 
cabo el estudio de la calidad de los datos actualmente 
disponibles de manera pública en el ambiente científico 
relacionados a este tipo de problemas de clasificación 
[32]. Dicho estudio se basa en el análisis de las 
características intrínsecas de los conjuntos de datos 
disponibles donde se analizan aspectos tales como 
redundancia, outliers, áreas sobrepuestas del problema, 
porcentaje de desbalance entre clases, entre otros 
factores que, estando presentes, pueden generar una 
degradación en el rendimiento del clasificador a utilizar. 
 
4. FORMACIÓN DE RECURSOS HUMANOS 
Dentro de la temática de la línea de I/D se concluyó 1 
tesis doctoral, 1 Trabajo Final de Especialización y 1 
Tesina de Grado de Licenciatura. Se encuentran en curso 
en el marco del proyecto 3 tesis doctorales, 2 de maestría, 
3 trabajos de Especialización y 3 Tesinas de grado. 
Se participa en el dictado de las carreras de Doctorado en 
Cs. Informáticas y Magíster y Especialización en 
Cómputo de Altas Prestaciones de la Facultad de 
Informática UNLP, por lo que potencialmente pueden 
generarse más Tesis y Trabajos Finales. 
Hay cooperación con grupos de otras Universidades del 
país y del exterior, y tesistas de diferentes Universidades 
realizan su trabajo con el equipo del proyecto. 
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El eje de esta línea de I/D lo constituye el 
estudio de la integración de arquitecturas 
distribuidas que van desde el nivel de sensores 
(Edge Computing) a la capa de procesamiento 
en la nube (Cloud Computing), con una 
posible capa intermedia que se conoce como 
Fog Computing. 
Los temas centrales son: 
▪ Distribución de la capacidad de 
procesamiento en cada nivel. 
▪ Análisis de performance en las 
comunicaciones, según el grado de 
distribución del procesamiento. 
▪ Administración de recursos en cada nivel. 
▪ Migración de “inteligencia” al nivel “Edge” 
para reducir consumo y comunicaciones. 
▪ Desarrollo y evaluación de aplicaciones 
que integran niveles de procesamiento. 
▪ Análisis de eficiencia en tiempo, consumo 
y comunicaciones. 
 
Palabras clave: Sistemas Distribuidos. Cloud 
Computing. Fog Computing. Edge Computing.  
IoT, Algoritmos distribuidos. Eficiencia. 
 
Contexto 
Se presenta una línea de Investigación que 
es parte del proyecto “Computación de Alto 
Desempeño: Arquitecturas, Algoritmos, 
Métricas de Rendimiento y Aplicaciones en 
HPC, Big Data, Robótica, Señales y Tiempo 
Real.” del III-LIDI y de proyectos específicos 
apoyados por organismos nacionales e 
internacionales. También del proyecto 
“Arquitecturas Multiprocesador Actuales: 
Tendencias, Planificación, Análisis de 
rendimiento y Consumo Energético” 
financiado por la Facultad de Informática de la 
UNLP y el proyecto “Unidad Inteligente para 
Control de Consumo Energético” financiado 
por la Secretaría de Políticas Universitarias y 
la UNLP. 
En el tema hay cooperación con varias 
Universidades de Argentina y se está 
trabajando con Universidades de América 
Latina y Europa en proyectos financiados por 
ERASMUS, CyTED y la OEI (Organización 
de Estados Iberoamericanos). En particular 
con el proyecto “Computación de Altas 
Prestaciones Eficiente y Segura para 
Aplicaciones de Servicios de Salud 
Inteligentes” de la Universidad Autónoma de 
Barcelona. 
Por otra parte, se tiene financiamiento de 
diferentes empresas de Argentina, en 
particular en la formación de recursos 
humanos en la temática de Cloud/Fog y Edge 
Computing. 
Se participa en iniciativas como el 
Consorcio en temas de Cloud Computing-Big 
Data y Temas Emergentes, con Universidades 
de Argentina y España. 
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Asimismo, el III-LIDI forma parte del 
Sistema Nacional de Cómputo de Alto 
Desempeño (SNCAD) del Ministerio de 




Una de las áreas de creciente interés son los 
múltiples sensores/módulos de sensado 
“inteligentes” que recogen información para 
realizar su procesamiento en la nube. A 
medida que el número de señales/datos escala, 
la respuesta en tiempo del procesamiento 
centralizado en el Cloud está condicionado por 
las comunicaciones y la integración de 
información heterogénea. 
La integración de capas de procesamiento, 
en lo que se denomina Edge y/o Fog 
Computing ha dado lugar a un nuevo modelo 
de arquitectura denominado “Edge-Fog Cloud 
Computing” [1] que trata de generar una serie 
de ventajas: 
▪ Reducir la carga de comunicaciones en 
la red, con un mayor procesamiento en 
los mismos sensores o en una capa 
intermedia, anterior al Cloud. 
▪ Recursos orientados a la integración 
con dispositivos móviles que trasmiten 
desde diferentes puntos, en tiempo real. 
▪ Posibilidad de procesar en función del 
contexto, incluyendo la ubicación física 
del sensor/sensores que recogen los 
datos en tiempo real. 
▪ Minimizar el impacto de las fallas, ya 
que tenemos una arquitectura 
totalmente descentralizada. 
 
Lógicamente este modelo de arquitectura trae 
nuevos desafíos, tales como [2], [3], [4], [5] : 
▪ Administración de “capas” de 
procesamiento heterogeneo, con señales 
y datos en diferentes formatos. 
▪ Definición de protocolos de 
interoperabilidad entre la capa “Edge” o 
de sensores inteligentes, la capa “Fog” 
o de procesamiento intermedio y los 
servicios en el Cloud. 
▪ Análisis y recuperación de fallos en un 
sistema distribuido, débilmente 
acoplado. 
▪ Análisis de la distribución óptima de 
tareas en cada capa, en función del 
tiempo de respuesta requerido, 
overhead de comunicaciones y el 
consumo energético. 
▪ Análisis de la integración de diferentes 
tipos de sensores/módulos de sensado. 
▪ Integración de diferentes herramientas 
para el desarrollo de aplicaciones y el 
almacenamiento de datos. 
▪ Seguridad en los datos. 
▪ Estudios de escalabilidad (no lineal) 




Cloud Computing, proporciona grandes 
conjuntos de recursos físicos y lógicos (como 
pueden ser infraestructura, plataformas de 
desarrollo, almacenamiento y/o aplicaciones), 
fácilmente accesibles y utilizables por medio 
de una interfaz de administración web, con un 
modelo de arquitectura “virtualizada” [6][7]. 
Estos recursos son proporcionados como 
servicios (“as a service”) y pueden ser 
dinámicamente reconfigurados para adaptarse 
a una carga de trabajo variable (escalabilidad), 
logrando una mejor utilización y evitando el 
sobre o sub dimensionamiento (elasticidad) 
[8]. 
En nuestro modelo de procesamiento 
distribuido que integra desde sensores a la 
nube, Cloud Computing se reserva para el 
procesamiento centralizado de algoritmos 
complejos, con gran volumen de datos. Parte 
de estos datos podrán haber sido 
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     El modelo de Fog Computing surge como 
respuesta al crecimiento de los desarrollos 
relacionados con el Internet de las Cosas. 
Estos desarrollos requieren procesamiento en 
la nube, pero presentan características que 
hacen complejo su armado haciendo uso 
exclusivo de tecnologías de Cloud Computing. 
[11][12]. Fog Computing consiste entonces en 
una plataforma intermedia que provee 
procesamiento, almacenamiento y servicios de 
comunicación en red entre los dispositivos 
“Edge” que adquieren los datos en el modelo 
IoT. Las características de Fog Computing son 
las de una capa intermedia orientada a 
[13][14][15]: 
▪ Aplicaciones de tiempo real 
distribuidas. 
▪ Gran número de nodos, que puede 
escalar dinámicamente. 
▪ Heterogeneidad de los nodos. 
▪ Movilidad. 
▪ Red predominante de comunicaciones 
inalámbricas. 




El modelo de “Edge” computing está 
impuesto por el crecimiento exponencial del 
número de dispositivos sensores con 
inteligencia local disponibles. Internet “de las 
cosas” (IoT) crece y hoy hablamos de 50.000 
millones de dispositivos conectados a Internet, 
con un tráfico del orden de 800 Zbytes. Se 
requiere entonces capacidad de procesamiento 
cerca de los sensores, integración de datos 
locales y geográficamente ubicados y 
posibilidad de pre procesar los mismos y 
enviarlos con un menor overhead de 
comunicaciones a las capas superiores (Fog o 
Cloud) [16][17][18][19]. Las ventajas del 
modelo Edge son directas [20][21]: 
▪ Respuestas automáticas al usuario, en 
tiempo real, utilizando su capacidad 
local. 
▪ Disminución del tráfico de datos. 
▪ Mayor seguridad por el procesamiento 
local. 
▪ Disminución del consumo energético, 
por las características de los 
componentes. 
▪ Mejora de la eficiencia global para un 
sistema distribuido, débilmente 
acoplado. 
 
Aplicaciones de tiempo real  
    Este nuevo modelo Edge-Fog Cloud 
Computing es especialmente aplicable a 
problemas de tiempo real (Cloud robotics, 
Vehículos autónomos, Monitoreos de salud 
personalizados, etc.), al permitir que las capas 
cercanas a los sensores y al usuario resuelvan 
en menor tiempo y con menor overhead de 
comunicaciones, la respuesta “inmediata”, 
dejando para el Cloud el procesamiento de los 
datos masivos “off-line” (por ejemplo para 
ajustar/perfeccionar un modelo de 
comportamiento que luego se transforma en 
ajustes a los algoritmos en las capas Edge y 
Fog. [10][22].  
 
Eficiencia energética 
La mejora de la eficiencia energética es un 
tema central en la informática actual, 
principalmente a partir de las plataformas con 
gran cantidad de procesadores. Muchos 
esfuerzos están orientados a tratar la eficiencia 
energética como eje de I/D, como métrica de 
evaluación, y también a la necesidad de 
metodologías para medirla. En el caso del 
modelo Edge-Fog Cloud Computing, hay una 
mejora del consumo por dos efectos: 
▪ Normalmente los procesadores de la 
capa “Edge” son de bajo consumo. 
▪ Al bajar el tráfico de comunicaciones, 
también se baja el consumo energético 
asociado al mismo. 
 
Líneas de Investigación, Desarrollo e 
Innovación 
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▪ Arquitecturas aplicables en Edge 
Computing. Modelos de referencia. 
▪ Arquitecturas aplicables en Fog 
Computing. Modelos de referencia. 
▪ Administración de recursos y datos en 
Edge y Fog computing. Integración de 
los mismos. 
▪ Seguridad en los datos. 
▪ Manejo de aplicaciones móviles y 
relación entre las capas Edge y Fog. 
▪ Vinculación de las capas Edge y Fog con 
el Cloud. Servicios requeridos. 
▪ Distribución óptima de tareas entre 
capas, para aplicaciones complejas. 
▪ Escalabilidad en aplicaciones Edge-Fog-
Cloud. 
▪ Métricas de eficiencia considerando 
tiempo de respuesta / costo 
comunicaciones / consumo energético. 
▪ Aplicaciones: robots / drones / vehículos 
autónomos. 
▪ Algoritmos colaborativos en tiempo real 
integrando las tres capas. 
▪ Aplicaciones: sistemas inteligentes 




Resultados y Objetivos 
Investigación experimental por realizar 
▪ Análisis comparativo de tecnologías 
empleadas en Edge/Fog Computing. 
▪ Análisis comparativo de los servicios 
para arquitecturas Edge y Fog. 
▪ Estudio de protocolos de comunicación 
con el Cloud, desde el nivel de Edge y/o 
Fog. 
▪ Análisis y despliegue de plataformas de 
sensores/módulos de sensado. 
▪ Análisis de perfomance de 
comunicaciones, en función del escalado 
de la arquitectura de sensores. 
▪ Estudios de consumo energético en 
aplicaciones de Edge/Fog/Cloud. 
▪ Estudio comparativo de la distribución de 
carga de procesamiento en aplicaciones 
distribuidas (en particular de tiempo 
real). 
▪ Integración de aplicaciones móviles y 
relación entre las capas Edge y Fog. 
▪ Aplicaciones: robots / drones 
colaborativos trabajando en 
comunicación con una capa Fog y con el 
Cloud. 
▪ Aplicaciones: Sistema de tableros 
inteligentes para optimización de 




▪ Se han analizado plataformas orientadas 
a la gestión de recursos en Edge y Fog 
Computing. 
▪ Se han estudiado protocolos y tráfico de 
comunicaciones en aplicaciones 
distribuidas en tiempo real que requieren 
interactuar con el Cloud. 
▪ Se desarrolló un modelo de tablero 
inteligente para reducción del consumo y 
su integración con la capa Fog y 
comunicación con la nube. 
▪ Se está estudiando el tema de consumo 
distribuido, en el caso de los tableros 
inteligentes, de los robots distribuidos y 
del trabajo con drones. 
 
 
Organización de Eventos 
En el año 2020 se han organizado las VIII 
Jornadas de Cloud Computing, Big Data & 
Emerging Topics (JCC-BD&ET 2020) en 
Argentina [24][24], con participación de 
especialistas académicos del país y del 
exterior y de empresas con experiencia en 
Cloud Computing. En junio de 2021 se 
organizarán las IX JCC-BD&ET. 
 
 
Formación de Recursos Humanos 
Dentro de la temática de la línea de I/D 
están en curso 3 Tesis de Maestría. 
Asimismo, se desarrollaron 2 trabajos 
finales de alumnos. 
Además, se participa en el dictado de las 
carreras de Doctorado en Ciencias 
Informáticas, y Magíster y Especialización en 
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Cómputo de Altas Prestaciones de la Facultad 
de Informática de la UNLP (acreditadas por 
CONEAU), por lo que potencialmente pueden 
generarse Tesis de Doctorado y Maestría y 
Trabajos Finales de Especialización. 
Existe cooperación con grupos de otras 
Universidades del país y del exterior con 
posibilidad de realizar Tesis en colaboración. 
Respecto a las carreras de grado, se dictan 
por parte de integrantes de la línea de 
investigación dos asignaturas directamente 
relacionadas con los temas de la misma: 
“Cloud Computing y Cloud Robotics” y 
“Conceptos y Aplicaciones en Big Data”. 
Asimismo todos los años se desarrollan 
proyectos con alumnos, relacionados 
básicamente con aplicaciones de tiempo real 
con robots y drones. 
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El eje de esta línea de I/D lo constituye el 
estudio de las arquitecturas multiprocesador 
que integran sistemas distribuidos y paralelos. 
Incluye como temas centrales: 
- Arquitecturas many-core (GPU, 
procesadores MIC, TPUs), FPGAs, híbridas 
(diferentes combinaciones de multicores y 
aceleradores), y asimétricas. 
- Desarrollo y evaluación de algoritmos 
paralelos sobre nuevas arquitecturas y su 
evaluación de rendimiento computacional y 
energético. 
- Estudio y optimización de código heredado. 
- Desarrollo y evaluación de estrategias de 
resiliencia. 
- Modelado y simulación de E/S en HPC. 
 
Palabras clave: Sistemas Paralelos. Clusters. 
Arquitecturas asimétricas. GPU, MIC, FPGA, 
TPU. Eficiencia energética. Resiliencia. 
Código heredado. E/S paralela. 
Contexto 
Se presenta una línea de Investigación que 
es parte del proyecto “Computación de Alto 
Desempeño: Arquitecturas, Algoritmos, 
Métricas de Rendimiento y Aplicaciones en 
HPC, Big Data, Robótica, Señales y Tiempo 
Real.” del III-LIDI y de proyectos específicos 
apoyados por organismos nacionales e 
internacionales. También del proyecto 
“Arquitecturas Multiprocesador Actuales: 
Tendencias, Planificación, Análisis de 
rendimiento y Consumo Energético” 
financiado por la Facultad de Informática de la 
UNLP. 
En el tema hay cooperación con varias 
Universidades de Argentina y se está 
trabajando con Universidades de América 
Latina y Europa en proyectos financiados por 
CyTED, AECID y la OEI (Organización de 
Estados Iberoamericanos). 
Por otra parte, se tiene financiamiento de 
Telefónica de Argentina en Becas de grado y 
posgrado y se ha tenido el apoyo de diferentes 
empresas (IBM, Microsoft, Telecom, Intel) en 
la temática de Cloud Computing. 
Se participa en iniciativas como el 
Programa IberoTIC de intercambio de 
Profesores y Alumnos de Doctorado en el área 
de Informática. 
Asimismo, el III-LIDI forma parte del 
Sistema Nacional de Cómputo de Alto 
Desempeño (SNCAD) del Ministerio de 




Una de las áreas de creciente interés lo 
constituye el cómputo de altas prestaciones, en 
el cual el rendimiento está relacionado con dos 
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aspectos: por un lado, las arquitecturas de 
soporte, y por otro, los algoritmos que hacen 
uso de estas.  
A la aparición de arquitecturas many-core 
(como las GPU o los procesadores MIC), se 
ha sumado el uso de FPGAs debido a su 
potencia de cómputo y rendimiento 
energético. Su combinación en sistemas HPC 
da lugar a plataformas híbridas con diferentes 
características [1]. 
Lógicamente, esto trae aparejado una 
revisión de los conceptos del diseño de 
algoritmos paralelos (incluyendo los lenguajes 
mismos de programación y el software de 
base), así como la evaluación de las soluciones 
que éstos implementan. También resulta 
necesario investigar las estrategias de 
distribución de datos y de procesos a fin de 
optimizar la performance. 
Además, el estudio del consumo y la 
eficiencia energética de los nuevos sistemas 
paralelos se vuelve tan importante como el de 
métricas clásicas (speedup, eficiencia, 
escalabilidad) debido a los costos económicos 
y los problemas operativos asociados [2]. 
 
GPUs y Cluster de GPUs 
Las GPUs son el acelerador dominante en 
la comunidad de HPC hoy en día por su alto 
rendimiento y bajo costo de adquisición. En la 
actualidad, tanto NVIDIA como AMD 
trabajan especialmente en mejorar la eficiencia 
energética de sus placas y disminuir el alto 
costo de programación. 
 La combinación de GPUs con otras 
plataformas paralelas como clusters y 
multicores, brindan un vasto conjunto de 
posibilidades de investigación en arquitecturas 
híbridas, a partir de diferentes combinaciones 
como son: 
- Máquinas multicore con más de una GPU, 
que combinan herramientas de programación 
paralela como OpenMP/CUDA o 
Pthread/CUDA. 
- Cluster de máquinas multicore cada una 
con una o más placas de GPU, lo que permite 
combinar OpenMP/MPI/CUDA o 
Pthread/MPI/CUDA. 
Los desafíos que se plantean son múltiples, 
sobre todo en lo referido a distribución de 
datos y procesos en tales arquitecturas híbridas 




En forma reciente Intel brinda una 
alternativa a partir de la arquitectura MIC 
(Many Integrated Core Architecture). Esta 
arquitectura permite utilizar métodos y 
herramientas estándar de programación con 
altas prestaciones (lo que los distingue 
especialmente de las GPUs). De esta forma, se 
remueven barreras de entrenamiento y se 
permite focalizar en el problema más que en la 
ingeniería del software. Xeon Phi es el nombre 
elegido por Intel para su serie de procesadores 
many-core. Recientemente, Intel ha lanzado 
Knights Landing (KNL), la segunda 
generación de Xeon Phi. A diferencia de sus 
predecesores que operaban como co-
procesador a través del puerto PCI, los 
procesadores KNL pueden operar en forma 
autónoma. Además, integran las nuevas 
extensiones vectoriales AVX-512 y tecnología 
de memoria 3D, entre otras características 
avanzadas [3].  
 
FPGAs 
Una FPGA (Field Programmable Gate 
Array) es una clase de acelerador basado en 
circuitos integrados reconfigurables. La 
capacidad de adaptar sus instrucciones de 
acuerdo con la aplicación objetivo le permite 
incrementar la productividad de un sistema y 
mejorar el rendimiento energético para ciertos 
tipos de aplicaciones. Tradicionalmente fueron 
utilizadas para el procesamiento digital de 
señales. Sin embargo, en los últimos años, 
existen dos tendencias claras para extender su 
uso a otros dominios. En primer lugar, el 
establecimiento de alianzas estratégicas entre 
fabricantes de procesadores y de FPGAs para 
integrar estos dispositivos en arquitecturas 
híbridas (Intel con Altera; IBM con Xilinx) 
[4][5]. En segundo lugar, el desarrollo de 
nuevas herramientas de programación para 
FPGAs empleando estándares familiares para 
HPC, con las cuales se espera reducir los 
tradicionales tiempos y costos de 
programación [6][7]. Por último, la 
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incorporación de FPGAs a los servicios de 
Cloud abre nuevas oportunidades para la 
explotación de esta clase de aceleradores. 
 
TPUs 
Las unidades de procesamiento tensorial 
(TPU) son una clase de circuitos integrados 
personalizados específicos de aplicaciones 
(ASIC) desarrolladas por Google con el 
propósito de acelerar las cargas de trabajo de 
aprendizaje automático que requieren las 
aplicaciones desarrolladas en su framework 
TensorFlow [8]. Su uso provee una alternativa 
a otras arquitecturas ya conocidas como 
CPUs, GPUs y MICs. En ese sentido, interesa 
analizar las tasas de aceleración y eficiencia 
energética provistas por esta nueva 
arquitectura, en comparación con el resto. 
 
Eficiencia energética 
La mejora de la eficiencia energética es una 
de las principales preocupaciones en la 
informática actual, principalmente a partir de 
las plataformas con gran cantidad de 
procesadores. Muchos esfuerzos están 
orientados a tratar la eficiencia energética 
como eje de I/D, como métrica de evaluación, 
y también a la necesidad de metodologías para 
medirla.  
Entre los puntos de interés pueden 
mencionarse: 
- Análisis de metodologías y herramientas 
para medir y optimizar el consumo 
energético. 
- Estudio de técnicas para reducir el consumo 
energético en aplicaciones de HPC de acuerdo 
con las arquitecturas utilizadas. 
- Evaluación de eficiencia energética de 
diferentes algoritmos y plataformas paralelas. 
- Optimización de la eficiencia energética. A 
partir de los valores de energía que brindan 
los contadores hardware es posible definir 
estrategias de programación que lleven a 
reducir el consumo, manteniendo a su vez el 




La mayoría de los programas de simulación 
numérica empleados hoy en día fueron 
desarrolladas cuando las arquitecturas 
paralelas no existían. Es por lo que este 
conjunto de aplicaciones presenta la 
oportunidad de desarrollar técnicas y 
herramientas que permitan optimizar el 
código, tanto desde el punto de vista 




En la actualidad, lograr sistemas resilientes 
resulta un verdadero desafío considerando el 
creciente número de componentes, la cercanía 
a los límites físicos en las tecnologías de 
fabricación y la complejidad incremental del 
software. La corrección de las aplicaciones y 
la eficiencia en su ejecución se torna más 
importante en HPC debido a los extensos 
tiempos de ejecución. En ese sentido, resulta 
interesante desarrollar estrategias de detección 
y recuperación de fallos, especialmente a 
través de librerías de software. 
 
Entrada/Salida paralela 
A pesar de los avances tecnológicos, las 
operaciones de E/S en los centros de 
supercómputo siguen siendo un cuello de 
botella para determinadas aplicaciones HPC. 
El rendimiento de un sistema dependerá de la 
carga de trabajo (patrones de E/S de las 
aplicaciones) y de su configuración (hardware 
y software). Contar con herramientas que 
permitan modelar y predecir el 
comportamiento de este tipo de aplicaciones 
en HPC resulta fundamental para mejorar su 
rendimiento [10]. 
 
Dispositivos de bajo costo con capacidades 
para cómputo paralelo 
En la actualidad se comercializan placas de 
bajo costo como Raspberry PI [11] u Odroid 
[12] que poseen múltiples núcleos simples. 
Asimismo, existen diversos dispositivos 
móviles con capacidades similares. Es de 
interés estudiar como explotar el paralelismo 
en estos dispositivos para mejorar el 
rendimiento y/o consumo energético de las 
aplicaciones.   
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Líneas de Investigación, Desarrollo e 
Innovación 
- Arquitecturas many-core (procesadores MIC, 
GPU y TPU) y FPGA. Análisis de este tipo de 
máquinas y de técnicas para desarrollar código 
optimizado. 
- Arquitecturas híbridas (diferentes 
combinaciones de clusters, multicores, 
manycores y FPGAs). Diseño de algoritmos 
paralelos sobre las mismas. Técnicas de 
resiliencia. 
- Exploración de nuevos lenguajes y modelos 
de programación para HPC. 
- Consumo energético en las diferentes 
arquitecturas paralelas, en particular en 
relación con los algoritmos paralelos y la 
configuración de la arquitectura. Análisis de 
metodologías y herramientas de medición. 
Modelado y estimación del consumo de 
potencia de arquitecturas HPC. 
- Análisis y desarrollo de modelos e 
implementación de simuladores de la pila de 
software de E/S en HPC. 
 
Resultados y Objetivos 
Investigación experimental por realizar 
- Desarrollar y evaluar algoritmos paralelos 
sobre nuevas arquitecturas paralelas. Analizar 
rendimiento, eficiencia energética y costo de 
programación. 
- Analizar las capacidades de lenguajes no 
convencionales para procesamiento paralelo, 
considerando rendimiento y costo de 
programación. 
- Realizar el desarrollo de nuevos 
planificadores de tareas para multicores 
asimétricos sobre diferentes sistemas 
operativos con el objetivo de maximizar el 
rendimiento y minimizar el consumo de 
energía [13][9]. 
- Desarrollar técnicas de tolerancia a fallas que 
permitan aumentar la resiliencia de sistemas 
paralelos y distribuidos. 
- Desarrollar técnicas de modelado y 
simulación de E/S en HPC que permita 
predecir cómo los cambios realizados en los 
diferentes componentes de éste afectan a la 
funcionalidad y al rendimiento del sistema. 
Resultados obtenidos 
- Se analizaron técnicas de optimización para 
código heredado relacionado a cómputo 
numérico [14][15]. 
- Se optimizaron soluciones paralelas para el 
procesamiento de pattern matching en 
arquitectura Xeon Phi KNL [16]. 
- Se optimizó una solución al problema de los 
N cuerpos computacionales con atracción 
gravitacional (versión directa) sobre diferentes 
arquitecturas Intel basadas en instrucciones 
AVX-512 [17]. 
- Se diseñó la herramienta SEDAR y evaluó su 
desempeño para detección y recuperación de 
fallos transitorios [18]. 
- Se desarrolló y validó un modelo estadístico 
para consumo de potencia en placas RPi de 
diferentes generaciones [19]. 
- Se realizaron y analizaron modificaciones al 
framework TensorFlow para permitir la 
maleabilidad de hilos [20]. 
- Se realizó una comparación entre las 
arquitecturas Intel Xeon Phi KNL y NVIDIA 
Pascal usando como caso de estudio el 
problema de caminos mínimos en grafos [21]. 
- Se analizó el rendimiento y consumo 
energético requerido para simulaciones 
basadas en agentes sobre arquitecturas de 
GPUs [22]. 
- Se avanzó en el modelado y simulación 
inicial del sistema de archivos paralelos 
PVFS2 y se implementó por medio del 
paradigma de agentes en un simulador [23]. 
- Se desarrolló una plataforma distribuida, 
escalable, híbrida y redundante que permite 
aprovechar recursos de cómputo basados en 
arquitecturas ARM a través de un servicio de 
cloud [24]. 
- Se desarrolló un modelo que permite 
predecir el consumo energético de un sistema 
ante diferentes estrategias aplicadas para 
reducirlo cuando ocurre una falla [25]. 
- Se compararon los enfoques de desarrollo 
HLS y HDL en FPGA en el ámbito del 
procesamiento de imágenes [26] [27][28]. 
 
Organización de Eventos 
En el año 2020 se han organizado las VIII 
Jornadas de Cloud Computing, Big Data & 
Emerging Topics (JCC-BD&ET 2020) en 
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Argentina, con participación de especialistas 
académicos del país y del exterior y de 
empresas con experiencia en Cloud 
Computing [29][30]. En junio de 2021 se 
organizarán las IX JCC-BD&ET. 
 
Formación de Recursos Humanos 
Dentro de la temática de la línea de I/D el 
último año se concluyó 1 Tesis Doctoral. Al 
mismo tiempo se encuentran en curso 4 tesis 
de Doctorado en Ciencias Informáticas y 3 
tesis de Maestría. 
Además, se participa en el dictado de las 
carreras de Doctorado en Ciencias 
Informáticas, y Magíster y Especialización en 
Cómputo de Altas Prestaciones de la Facultad 
de Informática de la UNLP (acreditadas por la 
CONEAU con categoría A, B y A, 
respectivamente), por lo que potencialmente 
pueden generarse nuevas Tesis de Doctorado y 
Maestría y Trabajos Finales de 
Especialización. 
Existe cooperación con grupos de otras 
Universidades del país y del exterior, y hay 
tesistas de diferentes Universidades realizando 
su Tesis con el equipo del proyecto. 
Respecto a las carreras de grado, se dictan 
por parte de integrantes de la línea de 
investigación tres materias directamente 
relacionadas con los temas de esta: “Taller de 
Programación sobre GPUs”, “Cloud 
Computing y Cloud Robotics” y “Conceptos y 
Aplicaciones en Big Data”. 
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La  utilización  de  la  multiplicación  de
matrices  toma  un  alto  grado  de
importancia  en  aplicaciones  tales  como
resolución de sistemas de ecuaciones  de
muchas  variables,  cálculo  numérico  y
también actualmente se utiliza mucho en
el cálculo de  microarrays,  en el área de
bioinformática.  En  este  proyecto  nos
enfocamos en el  uso de algoritmos  para
realizar dicha operación a fin de aplicar el
concepto de paralelismo  y así conseguir
mayores  velocidades  en  el  proceso  de
resolución.  Además,  se  evaluarán  los
métodos  de  balanceo  de  carga  con  el
objetivo  de  comparar  eficiencia  entre
diversos  códigos  y  el  incremento  de
velocidad  con  la  utilización  del  sistema
paralelo (Speedup).
Palabras clave: Cálculo, Multiplicación,
Matrices, Algoritmo, Paralelismo.
CONTEXTO
Este proyecto se encuentra  en ejecución
desde Noviembre  de 2020,  llevándose  a
cabo  inicialmente  en  el  marco  de  la
asignatura  Computación  Paralela  y
posteriormente  trasladado  hacia  el
LICPaD (Laboratorio de Investigación en
Cómputo Paralelo/Distribuido) dentro del
ámbito de la UTN-FRM. 
1. INTRODUCCIÓN
El  cómputo  paralelo  resulta  de  gran
utilidad  en  varios  aspectos  de  la
investigación  en  la  actualidad.  Se
consideró  su  potencial  uso  para  la
resolución  de  cálculos  complejos,  como
lo es la multiplicación de matrices de gran
volumen.  La  multiplicación  se  define
dadas  dos  matrices  A  y  B,  se  dicen
multiplicables si el número de columnas
de A coincide con el número de filas de
B. En la nueva matriz C, los elementos Cij
parten  del  producto  que  se  obtiene
multiplicando cada elemento  de la  fila  i
de la matriz  A por cada elemento de la
columna j de la matriz B y sumándolos.
[1]  Partiendo  de  esas  premisas  se
desarrollaron  dos  algoritmos:  uno  que
aprovechase la capacidad de cómputo de
un  cluster de  computadoras  parte  del
LICPaD ubicados en la UTN-FRM, y otro
cuya ejecución fuese secuencial.  De ésta
manera y realizando una serie de pruebas
comparativas,  lograríamos  determinar  la
XXIII Workshop de Investigadores en Ciencias de la Computación 692
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
verdadera  ventaja  (de  existir  una)  de
utilizar paralelismo para dichos cálculos,
y  también  lograr  discernir  los  límites
operativos  del  algoritmo  y  sus  posibles
optimizaciones.
2. LÍNEAS DE INVESTIGACIÓN y
DESARROLLO
Esta temática está enfocada directamente
en  la  utilización  del  concepto  de
paralelismo.  El  objetivo  es  comparar  la
resolución  del  cálculo  en  formato
secuencial  y  en  formato  paralelo.  A  su
vez,  el  formato  paralelo  será  puesto  a
prueba mediante el uso de distintos tipos
de balanceo de cargas, es decir, la forma
en que  el  algoritmo  divide  las  tareas  al
resto  de  procesadores,  para  obtener
ciertas  mediciones  de  rendimiento  del
algoritmo y concluir en la selección de la
mejor  opción.  Este  proyecto  es  posible
mediante el uso de la librería MPI [2], la
interfaz de paso de mensajes que define la
sintaxis  y  la  semántica  de las  funciones
diseñadas  para  ser  usada  en  programas
que  exploten  la  existencia  de  múltiples
procesadores.  Otro  concepto  importante
es  la  utilización  de  un  modelo  de
resolución, una guía que plantee el orden
de  cómo  deberían  actuar  los
procesadores.El  modelo  utilizado  es  el
Master-Worker, el procesador Master que
se  encarga  de  dividir  las  tareas  y  los
Workers  que  se  encarga  de  realizar  los
cálculos. Finalmente los conceptos claros,
se comenzó la programación en lenguaje
C. [3]
3. RESULTADOS ESPERADOS
El principal aporte que se espera alcanzar
es llegar a comprender los beneficios del
uso  de  paralelismo  aplicado  a  la
resolución de problemas que sean de gran
importancia  y  de  gran  envergadura,  en
este  caso,  multiplicación  de  matrices.
Dicho objetivo  será  alcanzado  testeando
los algoritmos mediante distintos tamaños
de matrices, para analizar su rendimiento
en cuanto al  Speedup, la Eficiencia, y el
Balanceo de Carga [4]. Bajo la hipótesis
de  que  cuanto  más  crezca  el  problema,
más beneficioso es el uso del paralelismo,
la información que será de utilidad para
realizar el estudio comparativo serán los
tiempos de ejecución de cada uno de los
experimentos,  en función del tamaño de
los  datos  considerado  (tamaño  de  las
matrices)  y  del  tamaño  de  la  máquina
paralela  utilizada  en  la  ejecución
(cantidad  de  unidades  computacionales
involucradas).  
4. FORMACIÓN DE RECURSOS
HUMANOS
La temática  propuesta  permite  continuar
el desarrollo académico de los integrantes
del grupo de trabajo, como también así de
forma complementaria su formación en el
área de investigación de la computación
paralela. Los primeros cuatro autores del
artículo actualmente  se  encuentran
cursando  la  carrera  de  Ingeniería  en
Sistemas  de  Información  en  la
Universidad  Tecnológica  Nacional,  y
aspiran a ser becarios de investigación y
desarrollo del LICPaD.
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El objetivo de esta línea de 
investigación es el estudio del rendimiento 
de las arquitecturas tipo cloud a través del 
despliegue de IaaS y utilización de IaaS 
públicos, en particular en el área de 
cómputo paralelo de altas prestaciones 
(HPC). Enfocando en la obtención de 
herramientas que permitan predecir la 
eficiencia del sistema ante posibles 
escenarios. Analizando los diferentes 
componentes del sistema que pueden 
influir en las prestaciones 
significativamente, especialmente la 
entrada/salida y las comunicaciones. 
 
Palabras clave: Cloud Computing. 
OpenStack. Sistemas de Archivos en 




Se presenta una línea de Investigación 
que es parte del Proyecto de Investigación 
“Simulación y tecnología en Cómputo de 
Altas Prestaciones (High Performance 
Computing, HPC) para aplicaciones de 
interés social” – SimHPC de la 
Universidad Nacional Arturo Jauretche 
(UNAJ), acreditado por resolución interna 
148/18. Además, el proyecto colabora con 
el Programa “Tecnologías de la 
información y la comunicación (TIC) en 
aplicaciones de interés social” – TICAPPS 
de la UNAJ.  
 
Introducción 
Cloud Computing es un paradigma que 
ha estado en constante crecimiento. Cada 
vez más compañías y grupos de 
investigación trabajan en conjunto con el 
fin de explotar las oportunidades ofrecidas 
por el mismo [1]. Dicho paradigma ofrece 
muchas ventajas, tales como el bajo costo 
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de implementación, ya que no se necesitan 
computadoras de última tecnología debido 
a que éstas trabajan conjuntamente 
(Clustering) con la posibilidad de escalar 
horizontalmente de manera sencilla. 
Además, hay software Open Source 
disponible para los nodos en el clúster 
como las infraestructuras Eucalyptus, 
OpenNebula, CloudStack u OpenStack 
integradas con GNU/Linux y compatibles, 
por ejemplo, con Amazon WebServices. 
 
Despliegue de IaaS 
 
Las comunicaciones en Cloud 
Computing son una parte fundamental del 
paradigma que consisten en utilizar 
distintos nodos y lograr hacerlos funcionar 
conjuntamente. 
Para lograr una comunicación 
sincronizada entre estos nodos se propone 
utilizar OpenStack [2] como también 
OpenNebula [3]. 
OpenStack es una plataforma de 
tecnología open source que utiliza recursos 
virtuales agrupados para diseñar y 
gestionar nubes privadas y públicas a 
través de múltiples servicios que, de 
manera coordinada, cumplen diferentes 
propósitos para lograr el correcto 
funcionamiento de, por ejemplo, una 
”Infraestructure as a service” (IaaS). 
Algunos de los servicios ofrecidos por 
OpenStack son: hypervisor (Nova), 
autentificación (Keystone), Imágenes 
(Glance), Dashboard (Horizon), 
Networking (Neutron) y block storage 
(Cinder). Según las necesidades se pueden 
requerir de ciertos servicios u otros. La 
Arquitectura básicamente consiste en dos 
tipos de nodos: “Compute Node” y 
“Controller Node”. Se llaman Compute 
Node a todos aquellos que se encargan del 
procesamiento de servicios específicos 
mientras que Controller Node es aquel que 
comunica a cada uno de los anteriores [4] 
[5] [6].  
Fuel es una herramienta open source 
desarrollada por Mirantis en la cual se 
ejecuta un script que permite configurar, 
de manera más amigable respecto a 
OpenStack, los recursos que se desean 
otorgar a la infraestructura, como la 
cantidad de nodos, los núcleos de 
procesador, la memoria RAM, entre otros 
[7]. 
Fuel trabaja con un nodo master el cual 
es el encargado de controlar a los nodos 
slaves que contendrán la infraestructura 
OpenStack. Es decir, desde el nodo Fuel 
Master se indican qué paquetes se van a 
instalar en cada nodo slave (Glance, Nova-
Compute, Keystone, etc.) para luego en los 
slaves tener armados los nodos compute y 
controller, sin necesidad de realizar 
configuraciones manuales en cada uno de 
los mismos. 
OpenNebula es un software de código 
abierto que permite el despliegue de IaaS. 
Busca reducir la complejidad generada por 
OpenStack y ofrece soporte con 
hypervisores tales como KVM y VMware 
vCenter. 
OpenNebula clasifica a los nodos en dos 
tipos, Front – end los cuales entran en 
contacto con los usuarios y a su vez se 
comunican con los nodos de la 
infraestructura en los cuales se lanzarán las 
instancias y los nodos virtualizados los que 
a su vez deben contar con los paquetes 
correspondientes de storage, autenticación 
y networking para poder funcionar 
correctamente. 
La implementación de estas 
infraestructuras ofrece ventajas en las 
cuales los clústeres virtualizados trabajan 
en conjunto ofreciendo un buen 
rendimiento a bajos costos y con 
posibilidad de escalabilidad al poder 
agregar mayor cantidad de nodos para 
procesamiento de manera sencilla. 
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Sistemas de Archivos Paralelos en 
clústeres 
 
Amazon Webservices [8], mediante el 
servicio EC2 (Amazon Elastic Compute 
Cloud) permite desplegar clústeres 
virtuales mediante instancias de VMs y 
almacenamiento para las mismas. 
Mediante este servicio y el 
correspondiente clúster conformado, se 
utiliza un sistema de archivos paralelo 
(PVFS2) que permite la gestión de datos 
particionados y distribuidos en los 
distintos nodos, mediante múltiples tareas 
de una aplicación ejecutada sobre el 
clúster. 
PVFS2 utiliza una estructura cliente-
servidor. Dependiendo de su rol, existen 
tres tipos de nodos dentro de un clúster con 
este sistema de archivos: servidores de 
datos, servidores de metadatos y clientes, 
en donde cada uno de los nodos puede 
cumplir los tres roles. 
PVFS2 [9] contiene una herramienta 
interna que permite volcar información en 
logs durante la ejecución de tareas dentro 
del sistema de archivos. Por cada uno de 
los nodos, el administrador del clúster 
puede obtener información de depuración 
(GOSSIP) conformado por registros de 
debug, de acceso, contadores de 
rendimiento y errores producidos durante 
la ejecución. Referido a los contadores de 
rendimiento, se obtienen mediante el 
software de monitoreo Atop. Esta 
herramienta permite obtener reportes de la 
actividad de los procesos y la utilización 
de los diferentes recursos del sistema 
(memoria, disco, CPU, red, etc) [10]. 
Asimismo, es posible especificar los 
datos a obtener en función de las distintas 
capas de PVFS2, del rol específico de cada 
nodo (cliente-servidor), así como también 
de otros factores relacionados con el 
funcionamiento interno y operaciones 
asociadas a la gestión de archivos. 
Teniendo conocimiento del 
funcionamiento del código fuente 
correspondiente a PVFS2 y del modo en el 
que realiza la escritura de registros en los 
logs, resulta factible realizar 
modificaciones que permitan obtener otro 
tipo de parámetros de interés a partir de 
esta herramienta. 
Finalmente se propone el análisis, uso y 
configuración de distintas herramientas no 
invasivas para determinar la performance 
del sistema de archivos en clústeres 
virtuales. 
 
Redes definidas por Software 
 
Las redes definidas por software (SDN) 
son un paradigma de gestión y 
administración de redes por medio de 
software que permiten tener un control 
más flexible con respecto al control del 
tráfico de datos por medio de hardware ya 
que permite cambiar en tiempo real las 
normas y políticas establecidas en la 
red[11]. 
Mininet[12] es un emulador de redes 
SDN open source que permite generar 
tráfico artificial entre nodos virtuales de la 
red. 
Se ha llevado a cabo el montaje de un 
laboratorio SDN utilizando Mininet junto 
con Amazon WebServices con el fin de 
analizar el comportamiento de este nuevo 
paradigma de redes de computadoras en un 
entorno de Cloud Computing.[13] 
 
Líneas de Investigación, 
Desarrollo e Innovación 
Temas de Estudio e Investigación 
 
▪ Arquitecturas multiprocesador para 
procesamiento paralelo: 
multiprocesador de memoria 
compartida, multiprocesador on-chip 
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de memoria distribuida. Multicore, 
Clusters, Clusters de multicore. Grid. 
Cloud. 
▪ Plataformas de software para 
implementar y administrar Clouds 
públicos, privados e híbridos. 
▪ Sistemas de Archivos Paralelos. 
 
Resultados y Objetivos 
Investigación experimental 
 
▪ Implementación de un IaaS encargado 
de realizar operaciones en 
procesamiento paralelo aumentando la 
eficiencia y reduciendo los costes 
generados. 
▪ Implementación de OpenStack 
Dashboard y de un sistema 
desarrollado para poder 
controlar/administrar de manera visual 
(web) y más básica cada uno de los 
servicios. 
▪ Implementación de OpenNebula en un 
sistema con las mismas características 
que el implementado por OpenStack 
con el fin de poder realizar pruebas en 
entornos similares. 
▪ Utilización de Fuel para administrar 
OpenStack como sistema de 
administración de nube (Cloud 
Computing) a partir de la 
infraestructura de 2 nodos compute y 
e1 controller [14]. 
▪ Lograr escalabilidad agregando 
nuevos nodos compute a la 
infraestructura obteniendo un mayor 
performance en el sistema. 
▪ Análisis del rendimiento de un Cloud 
privado en la ejecución de instancias 
personalizadas. 
▪ Ejecutar diferentes benchmarks en la 
infraestructura desplegada sobre 
OpenStack y OpenNebula para así 
comparar los resultados obtenidos de 
ambas infraestructuras y poder realizar 
un análisis del rendimiento en cada 
caso. 
▪ Introducción al estudio e integración 
de sensores físicos y los servicios en la 
nube [15]. 
▪ Medición de servicios en la nube 
enfocados a IaaS y PaaS [16]. 
▪ Análisis y configuración de clústeres 
virtuales. 
▪ Análisis y configuración de 
herramientas no invasivas para la 
obtención de métricas en las distintas 
capas de software de los sistemas de 
archivos paralelos. 
▪ Utilización de otros sistemas de 
archivos paralelos como Lustre [17] y 
Beegfs [18] para obtener métricas en 
Metadataservidores [19]. 
 
Formación de Recursos Humanos 
Dentro de la temática de la línea de I/D 
se participa en el dictado de la carrera de 
Ingeniería Informática de la UNAJ. 
También aportan trabajos de alumnos de 
las materias Sistemas Operativos 1, Redes 
de Computadoras 2, Programación en 
Tiempo Real y Organización y 
Arquitecturas de Computadoras. 
Durante 2020 se han realizado 
publicaciones nacionales. Además, se 
encuentran en desarrollo y concluidas 
varias Prácticas Profesionales 
Supervisadas (PPS) con las que concluyen 
sus estudios los alumnos de Ingeniería en 
Informática. 
En esta línea de I/D existe cooperación 
a nivel nacional. Hay 4 investigadores 
realizando carreras de postgrado y 
alumnos avanzados de grado colaborando 
en las tareas. 
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Resumen
Los grandes avances tecnológicos de los sis-
temas de cómputo paralelo y distribuido ha-
cen viable nuevas soluciones a problemas. Por
un lado, nos enfocamos en la métrica del con-
sumo energético, un tema de enorme relevan-
cia actual dado el gran número de unidades
de procesamiento que componen los sistemas.
Por otro lado, buscamos aplicar las técnicas
de cómputo paralelo y distribuido para solu-
cionar problemas del sector salud. En parti-
cular, nos orientamos a soluciones de alertas
tempranas de gravedad para Unidades de Cui-
dados Intensivos, afectadas por un gran volu-
men de datos y la necesidad de aplicar técnicas
de inteligencia articial. También nos enfoca-
mos en una aplicación para atender y clasi-
car pacientes con COVID-19 según el riesgo de
salud. Los trabajos se desarrollan en colabo-
ración con otras universidades, dos hospitales
públicos de Argentina y un centro de investi-
gación. La formación de recursos humanos en
estas líneas está orientada al nivel de tecnica-
tura, grado, maestría y doctoral.
Palabras claves: computación de altas
prestaciones, eciencia energética, big data, sa-
lud, inteligencia articial.
1. Contexto
Nuestra investigación es parte de una solici-
tud de nuevo proyecto de investigación de la
Universidad Nacional del Comahue que está
en evaluación, denominado "Cómputo parale-
lo y distribuido: métricas de rendimiento, apli-
caciones de big data e inteligencia articial".
La mayoría de los temas surgieron en proyec-
tos anteriores acreditados. El eje de aplicacio-
nes para la salud se desarrolla en colaboración
con el Hospital Francisco López Lima de Gene-
ral Roca (Río Negro), el Hospital Italiano y el
Instituto de Medicina Traslacional e Ingeniería
Biomédica de Buenos Aires. Respecto al eje re-
lacionado con el consumo energético de los sis-
temas de cómputo paralelo, se desarrolla en co-
laboración con el Instituto de Investigación en
Informática LIDI de la Universidad Nacional
de La Plata, y el grupo de investigación "High
Performance Computing for Ecient Applica-
tions and Simulation" de la Universidad Autó-
noma de Barcelona, España.
2. Introducción
Numerosas aplicaciones informáticas que re-
quieren el procesamiento de grandes volúme-
nes de datos están surgiendo gracias al uso de
1
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tecnologías de cómputo paralelo y distribuido,
que hasta hace unos años eran excepcionales.
La masicación tecnológica y consecuente re-
ducción de costos hizo que se pueda pensar en
el desarrollo de nuevas aplicaciones que ten-
gan un fuerte impacto social. Nos enfocamos
principalmente en el sector de salud. A su vez,
una de las mayores problemáticas que afec-
tan a los sistemas de cómputo paralelo (y más
aún a los de grandes dimensiones) es el ele-
vado consumo energético y potencia eléctrica
que demandan. Desde hace años no solo intere-
san las métricas de rendimiento computacional
sino también energéticas. Por esta razón, tam-
bién orientamos nuestra investigación a la ges-
tión del consumo energético de estos sistemas,
para reducir su impacto económico, medioam-
biental y social. A continuación se introduce
la motivación y problemática que direccionan
ambas temáticas de investigación.
2.1. Aplicaciones para la salud
Unidad de Cuidados Intensivos
Una Unidad de Cuidados Intensivos (UCI)
provee cuidados continuos y rigurosos a perso-
nas adultas críticamente enfermas que pueden
beneciarse de tratamiento, y da un buen mo-
rir a pacientes irrecuperables. Los datos de los
pacientes involucran datos clínicos de baja fre-
cuencia y ujos de datos siológicos de alta fre-
cuencia generados por el equipamiento médi-
co (como monitores médicos de signos vitales).
En una UCI típica, los enfermeros completan
manualmente datos en formularios, registrando
datos clínicos y siológicos. Los datos siológi-
cos se obtienen por observación de las pantallas
del equipamiento médico (ubicados a los lados
de las camas) a intervalos de tiempo (por ejem-
plo de dos horas o fracciones) que denen los
médicos para cada paciente. El equipamiento
médico emite alertas cuando hay riesgo en la
salud del paciente basándose en mediciones de
ciertos parámetros. Luego, los médicos anali-
zan los datos de los formularios y dan a los
enfermeros indicaciones de tratamientos a rea-
lizar.
Los principales problemas que ocurren en las
UCIs típicas son: (a) gestión de la informa-
ción es proclive a errores humanos, (b) pér-
dida de datos entre registros de enfermería, (c)
detección tardía del deterioro de la salud de
los pacientes. Las causas tienen origen en el
tratamiento manual de la información (lento y
propenso a errores), y cuyos efectos incluyen
diagnósticos imprecisos o incorrectos o retra-
sados, inconsistencias en la información, menos
datos para investigaciones médicas, y mayores
recursos humanos y materiales. Esta situación
es agravada por décit de personal intensivista,
causada porque es una profesión poco atracti-
va. Así, en la mayoría de las UCIs del país, no
hay médicos intensivistas durante las 24hs, y
hay sobrecarga laboral, impactando negativa-
mente en la salud de los pacientes.
Las soluciones se orientan a sistema exper-
tos de detección automática, temprana y pro-
gresiva del deterioro de pacientes, tal como los
propuestos en [1, 10, 13].
Detección de riesgo en pacientes con
COVID-19
El 11 de marzo de 2020 la Organización
Mundial de la Salud dictaminó la pandemia de
COVID-19. Esta enfermedad es causada por
un virus extremadamente contagioso. El siste-
ma sanitario argentino tiene su límite crítico en
la cantidad de enfermeros disponibles por ha-
bitantes, con un número de 2,6 enfermos cada
mil habitantes en contra parte de los 5,7 que
tienen España e Italia1, quienes no han podi-
do contener la situación con ese personal. Esta
situación generó que los recursos humanos es-
pecializados escaseen.
El triage es un método que permite la or-
ganización y optimización de los recursos en si-
tuaciones críticas, seleccionando y clasicando
a los pacientes en diferentes niveles de grave-
dad para una correcta asignación de la aten-
ción. Este método fue aplicado en China [11]
durante la emergencia sanitaria de pacientes
con COVID-19 por medio de la adaptación de
uno de los sistemas de alertas tempranas más
1Datos relevados en 2017 por el Banco Mundial
(https://datos.bancomundial.org).
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conocido y validados. Esto permite mejorar el
rendimiento del personal, reduciendo los con-
troles en pacientes estables y aumentando los
mismos en pacientes graves, y reducir la mor-
talidad hospitalaria inesperada en áreas de in-
ternación general.
Si bien el triage puede ser realizado median-
te cálculos hechos a mano, no solo se agregaría
una nueva tarea al personal de salud sino que
sería un método muy propenso a errores hu-
manos y por ende poco able. Así, nos hemos
propuesto desarrollar un sistema informático
inteligente que implemente un sistema de aler-
ta temprana para pacientes en internación ge-
neral con COVID-19, que realice un triage a
través del análisis automático y en tiempo real
de datos clínicos, clasicando a los pacientes
según el riesgo, emitiendo alertas al personal
de salud, y permitiendo organizar y optimizar
recursos materiales y humanos. El sistema, a
partir de la carga de datos de enfermería, co-
morbilidades, resultados radiológicos y de la-
boratorio, predice la gravedad de los pacien-
tes (bajo, moderado, alto, crítico). No cono-
cemos actualmente sistemas de este tipo para
COVID-19 o similares en funcionalidad.
2.2. Consumo energético de sis-
temas de HPC
La computación de alto rendimiento (HPC)
sigue aumentando su rendimiento computacio-
nal y su eciencia energética. Por ejemplo, el
superordenador Fugaku, la supercomputadora
más rápida del mundo en el ranking Top500,
presenta 415,5 PFlops frente a los 148,6 PFlops
de su predecesor, Summit. Al mismo tiempo,
estas supercomputadoras se encuentran entre
las diez primeras de las más ecientes energé-
ticamente del ranking Green500, con alrede-
dor de 14,7 GFlops/W. Sin embargo, el con-
sumo de energía sigue aumentando; mientras
que la computadora Summit tiene un consumo
de 10 MW, Fugaku sube a 28 MW (aproxima-
damente lo mismo que consume una ciudad de
400.000 habitantes). Como este aumento del
consumo de energía no es sostenible, es nece-
sario reducirlo.
La computación ecológica es el estudio y
la práctica de la computación ambientalmente
sostenible. Ella se ocupa de diferentes aspectos
de los sistemas de cómputo: diseño, manufac-
tura, eliminación, y uso. Este último aspecto,
el uso ecológico, se reere al uso de los siste-
mas de cómputo con conciencia ambiental. Es
posible reducir el consumo de energía de los
sistemas de cómputo utilizando diferentes es-
trategias que deben ser consideradas a nivel del
software [9, 6], y consisten en realizar cambios
en la conguración del sistema (escalado diná-
mico de frecuencia y tensión, hibernación de
recursos) o en las aplicaciones (uso adecuado
de la jerarquía de memoria, rediseño de algo-
ritmos, planicación de tareas, y asignación de
tareas a recursos hardware).
El aumento signicativo de la cantidad de
unidades de procesamiento causa el incremen-
to del consumo de energía y la disminución de
la conabilidad del sistema de cómputo. Así, a
poco tiempo de arribar a la era exaescala, la to-
lerancia a fallos y el consumo energético se han
identicado como los dos mayores desafíos a los
que deberemos enfrentarnos [12, 8]. En conse-
cuencia, proponemos desarrollar metodologías,
modelos y software para gestionar el consumo
energético, en especial al utilizar mecanismos
de tolerancia a fallos en máquinas paralelas de
tipo cluster.
3. Líneas de investigación
El eje central de nuestra investigación es
desarrollar metodologías, modelos y soluciones
informáticas para colaborar en la reducción del
consumo energético de sistemas de HPC, y en
la resolución de problemas que tengan una alta
demanda computacional e impacto social en el
campo de la salud.
3.1. Aplicaciones para la salud
UCI: Nuestro sistema intenta emular el
comportamiento de un médico intensivista ex-
perto, dando recomendaciones para la toma de
decisiones clínicas, con el objetivo de reducir la
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incertidumbre sobre el diagnóstico, las opcio-
nes de tratamiento y el pronóstico. La solución
requiere la aplicación de técnicas de cómputo
paralelo y distribuido para procesamiento en
tiempo real de algoritmos de inteligencia ar-
ticial sobre grandes volúmenes de datos. A
diferencia de otras alternativas, nuestro obje-
tivo se orienta a la construcción de un siste-
ma multihospitalario (con el n de incrementar
el volumen de datos y consecuente extracción
de conocimiento) con soporte de telemedicina,
que integre componentes de software libre ma-
duros, que nosotros optimizados para nuestro
dominio, que sea seguro, tolerante a fallos y
resiliente.
COVID-19: Nuestro objetivo es construir
un sistema y modelo computacional de alerta
temprana para pacientes con COVID-19, ini-
cialmente basado en el conocimiento de perso-
nal experto en salud, y posteriormente mejora-
do mediante técnicas de aprendizaje automáti-
co. La complejidad de la arquitectura del siste-
ma no está en la alta demanda computacional
sino en evitar el uso de servidores estándares en
los hospitales (a n de simplicar la adminis-
tración multihospitalaria), y que el sistema lo-
cal de un hospital se mantenga operativo ante
fallos de conexión con la nube, utilizando úni-
camente dispositivos móviles del tipo smartp-
hones y tablets.
3.2. Consumo energético de sis-
temas de HPC
Nos centramos en el desarrollo de metodolo-
gías, modelos y construcción de software para
administrar y gestionar el consumo de energía
y prestaciones de sistemas de cómputo parale-
lo. Actualmente, nuestro principal objetivo es
la gestión energética en mecanismos de tole-
rancia a fallos basados en checkpoints.
4. Resultados y objetivos
4.1. Aplicaciones para la salud
UCI
En [5] presentamos un análisis del estado ge-
neral de la UCI del hospital Francisco López
Lima, y la propuesta del diseño de alto nivel
del sistema. En [2] presentamos el diseño de la
infraestructura del sistema de procesamiento
de reglas clínicas y un prototipo, y el desarro-
llo de un dispositivo embebido adquisidor de
datos que envía datos a la plataforma de pro-
cesamiento por medio de una red WiFi. En [3]
propusimos la herramienta como mejora de la
prestación de servicios integrados de cuidados
intensivos de la salud. En [7] presentamos una
optimización de la administración de datos de
curvas siológicas. Próximos objetivos: conti-
nuar con el desarrollo de hardware y software
para extraer datos del equipamiento médico,
desarrollar aplicaciones para el procesamiento
eciente de señales, manejo de errores en datos
siológicos, optimización de la infraestructura
de datos masivos de tiempo real para el proce-
samiento de reglas clínicas, y el desarrollo de
una aplicación para la interacción del sistema
con médicos y enfermeros.
COVINDEX
Se construyó un modelo de alertas tempra-
nas basado en el conocimiento de médicos ex-
pertos nacionales e internacionales. Se está
desarrollando un sistema informático, denomi-
nado COVINDEX, que implementa dicho mo-
delo. El sistema se compone de una aplicación
web, una aplicación móvil y una aplicación que
ejecuta en un servidor en la nube. El sistema se
pondrá a disposición de los hospitales en Abril
de este año. A partir de los datos históricos que
se vayan recolectando de los pacientes, se cali-
brará periódicamente el sistema de alerta tem-
prana de insuciencia respiratoria, sobre la ba-
se de técnicas de aprendizaje automático, para
aumentar la capacidad predictiva del sistema.
Aún no se cuenta con publicaciones cientícas.
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4.2. Consumo energético de sis-
temas de HPC
Los métodos de tolerancia a fallos tienen
fuerte incidencia en el consumo energético de
los sistemas de HPC, y resulta de suma im-
portancia conocer, antes de ejecutar una cierta
aplicación, el impacto que pueden producir los
diferentes métodos y conguraciones del mis-
mo. En [4], presentamos una metodología para
predecir el consumo energético producido por
el método de checkpoint coordinado remoto,
y en [15] expusimos un análisis de los factores
que afectan el consumo energético de operacio-
nes de checkpoint y restart en clusters. En [14]
propusimos un modelo para estimar el consu-
mo energético de operaciones de checkpoint y
restart, y un método para su construcción. En
[16] presentamos estrategias para checkpoints
no coordinados que, al momento de un fallo de
un nodo, permiten gestionar y reducir el consu-
mo energético de los nodos que no han fallado;
se construyó también un modelo energético y
un simulador que permite evaluar las estrate-
gias.
5. Formación de recursos
humanos
El equipo de trabajo de la Universidad Na-
cional del Comahue tiene un Doctor y un Ma-
gíster, una estudiante de Doctorado (a gra-
duarse en el presente año) y dos estudiantes
de Maestría (a graduarse en 2022). Tres estu-
diantes de grado están realizando trabajos de
tesis, y hay un estudiante de tecnicatura. En
2020 no se ha nalizado ninguna tesis.
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La inteligencia artificial ha generado una
revolución importante en los últimos años
de  la  computación.  En  esta  línea  de
trabajo  se  estudiarán  dos  formas  de
inteligencia artificial para aplicarlas en la
reducción  de  incertidumbre  en  modelos
de predicción, en este caso, el modelo de
predicción de incendios llevado a cabo en
el Laboratorio  de  Investigación  en
Cómputo Paralelo/Distribuido de la UTN-
FRM.  En  el  mismo  se  trabaja  con
paralelismo,  por  lo  tanto  se analizará  la
posible paralelización de estos métodos.
Los métodos de inteligencia artificial que
se  estudiarán  son:  Redes  neuronales  y
Visión Computacional.
Palabras  Clave:  Inteligencia  Artificial,
Redes  neuronales,  Paralelismo,  Visión
Computacional, Predicción
CONTEXTO
Esta investigación es llevada a cabo en el
Laboratorio de Investigación en Cómputo
Paralelo/Distribuido  de  la  Universidad
Tecnológica  Nacional,  Facultad  regional
de Mendoza.  
Está  enmarcada  en  el  proyecto  PID
TEUTIME0007658TC  titulado
“Formación  de  docentes  y  alumnos  de
grado  como  Investigadores  Científicos
Iniciales  en  las  áreas  de  Informática  y
Ciencias de la Computación.”
1. INTRODUCCIÓN
La Inteligencia Artificial  es la disciplina
que  trata  de  crear  sistemas  capaces  de
aprender y razonar como un ser humano.
Normalmente, un sistema de inteligencia
artificial  es  capaz  de  analizar  datos  en
grandes cantidades, identificar patrones y
tendencias  y,  por  lo  tanto,  formular
predicciones  de  forma  automática,  con
rapidez y precisión [1].
Estudiaremos  las  redes  neuronales  y  la
visión  computacional,  analizando  su
rendimiento en paralelo y su aplicación al
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modelo  de  predicción  de  incendios
previamente mencionado [2].
A  continuación,  detallaremos  algunos
aspectos  de  relevancia  para  mayor
compresión  a  la  hora  de  explicar  el
desarrollo.
2.  LINEAS DE INVESTIGACIÓN Y
DESARROLLO
Este  proyecto  cuenta  con  tres  ejes
temáticos:  Redes  Neuronales,  Visión
Computacional y Paralelismo.
2.1. Redes Neuronales
Las  redes  neuronales  artificiales  son  un
modelo  computacional inspirado  en  el
comportamiento observado en el cerebro
humano.  Consiste  en  un  conjunto  de
unidades,  llamadas  neuronas  artificiales,
conectadas  entre  sí  para  transmitir  o
comunicar señales [3].
Una  red  neuronal  artificial  está
constituida  por  neuronas  interconectadas
y arregladas en capas. Los datos ingresan
por medio de la “capa de entrada”, pasan
a través de la “capa oculta” y salen por la
“capa de salida”. Cabe mencionar que la
capa  oculta  puede  estar  constituida  por
varias capas de neuronas.
Además de las capas ya mencionadas, una
red  neuronal  cuenta  con  tres  funciones
principales.
La  función  de  entrada  trata  muchos
valores  de  entrada  como  si  fueran  uno
solo y esto recibe el  nombre de entrada
global.  Además  le  asigna  pesos  a  las
entradas,  y  estos  pesos  se  suman  a  los
pesos  que  anteriormente  tenían  las
neuronas de las capas subsiguientes.  
La  segunda  función  es  la  de  activación
que tiene como objetivo acotar los valores
de  salida  de  una  red  neuronal  para
mantenerlos  en  ciertos  rangos,  es  decir,
calcula  el  estado  de  actividad  de  una
neurona; transformando la entrada global
en un valor (estado) de activación. 
El  último  componente  que  una  neurona
necesita es la función de salida. El valor
resultante de esta función es la salida de
la neurona; por ende, la función de salida
determina  qué  valor  se  transfiere  a  las
neuronas  vinculadas.  Si  la  función  de
activación está por debajo de un umbral
determinado, ninguna salida se pasa a la
neurona subsiguiente. 
En particular,  para esta investigación,  la
red neuronal que nos interesa estudiar es
el perceptrón.
El  perceptrón  es  una  de  las  redes
neuronales  más  sencillas,  su
funcionamiento  es  muy  simple,  lee  los
valores  de  entrada,  suma  todas  las
entradas  de  acuerdo  a  unos  pesos  y  el
resultado lo introduce en una función de
activación  que  genera  el  resultado  final
[1]. 
Para que el perceptrón nos sea de utilidad
tenemos  que  entrenarlo  o  enseñarle.  Al
proceso  de  enseñarle  se  le  denomina
aprendizaje,  que es el mecanismo por el
cual una red neuronal modifica sus pesos
en  respuesta  a  una  información  de
entrada.  Los  cambios  que  se  producen
durante  el  mismo  se  reducen  a  la
destrucción,  modificación  y  creación  de
conexiones entre las neuronas. 
Un aspecto importante a tener en cuenta
es  que  el  perceptrón  utiliza  un  tipo
particular  de aprendizaje  supervisado, es
decir,  aprendizaje  controlado  por  un
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agente externo, llamado retropropagación
de error o backpropagation [1].
En las redes de retropropagación primero
se aplica un patrón de entrada, el cual se
propaga  por  las  distintas  capas  que
componen la red hasta producir una salida
de la misma. Esta salida se compara con
la  salida  deseada  y  se  calcula  el  error
cometido  por  cada  neurona  de  salida.
Estos  errores  se  transmiten  hacia  atrás,
partiendo de la capa de salida hacia todas
las  neuronas  de  las  capas  intermedias.
Cada  neurona  recibe  un  error  que  es
proporcional  a  su  contribución  sobre  el
error  total  de  la  red.  Basándose en  este
error  recibido  se  ajustan  los  pesos
sinápticos de cada neurona [1].
Se  considera  que  la  red  ha  aprendido
cuando el error es 0 o un margen próximo
al mismo [5] [6].
2.2. Visión computacional 
La  visión  computacional  trata  de
interpretar  las  imágenes  recibidas  por
dispositivos  y  reconocer  los  objetos,
ambiente  y  posición  en  el  espacio  [7].
Debido a que parte de nuestro trabajo se
centrará  en  el  tratamiento  de  imágenes
satelitales,  hemos  considerado  estudiar
este tema y su posible paralelización para
aplicarlo  en el  modelo  de predicción de
incendios anteriormente mencionado.
Estudiaremos  y  aplicaremos  la  visión
computacional  a  través  de  las  redes
convolucionales [7].
Las redes neuronales convolucionales son
muy  similares  a  las  redes  neuronales
ordinarias  como el  perceptrón  multicapa
que  fue  descripto  anteriormente;  se
componen de neuronas que tienen pesos y
capacidad de aprender.
Lo que diferencia a las redes neuronales
convolucionales  es  que  suponen
explícitamente  que  las  entradas  son
imágenes,  lo  que  nos  permite  codificar
ciertas propiedades en la arquitectura de
las  redes  neuronales  tradicionales,
permitiendo ganar en eficiencia y reducir
la cantidad de parámetros en la red.
Las  redes  neuronales  convolucionales
trabajan modelando de forma consecutiva
pequeñas piezas de información, y luego
combinan esta  información en las  capas
más profundas de la red. 
En  general,  las  redes  neuronales
convolucionales  van  a  estar  construidas
con  una  estructura  que  contendrá  tres
tipos distintos de capas.
La  capa  convolucional  es  la  que  le  da
nombre a la red. Lo que distingue a las
redes  neuronales  convolucionales  de
cualquier otra red neuronal es que utilizan
una  operación  llamada  convolución  en
alguna de sus capas.
La operación de convolución recibe como
entrada o  input la imagen y luego aplica
sobre  ella  un  filtro  o  kernel  que  nos
devuelve un mapa de las características de
la  imagen  original,  y  de  esta  forma
logramos  reducir  el  tamaño  de  los
parámetros.
Luego  sigue  la  capa  de  reducción  o
pooling. Su utilidad principal radica en la
reducción  de  las  dimensiones  espaciales
(ancho  x  alto)  del  volumen  de  entrada
para la siguiente capa convolucional. 
Al  final  de  las  capas  mencionadas
anteriormente, las  redes  utilizan
generalmente  capas  completamente
conectadas  en  la  que  cada  pixel  se
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considera como una neurona separada al
igual que en una red neuronal regular.
2.3. Paralelismo
El procesamiento paralelo  es un método
mediante  el  cual  se  dividen  grandes
problemas  en  componentes,  tareas  o
cálculos  que  puedan  resolverse  en
simultáneo.   En  particular,  estamos
analizando el modelo Master-Worker para
incluir en nuestro estudio.
El modelo Master-Worker es un modelo
aplicado a la descomposición de dominio,
es  decir,  el  domino  del  problema  se
divide  en  subconjuntos  de  datos  y  los
mismos son asignados a nodos diferentes
[8].
 El proceso principal denominado Master
es el proceso encargado de coordinar todo
el  tratamiento  y  procesamiento  del
problema,  para  lo  que  genera  muchos
subprocesos,  que  son  ejecutados  como
procesos  independientes  denominados
Workers,  y  en  general  se  ejecutan  en
procesadores  independientes  de  forma
simultánea.  La  interacción  que  existe
entre  ellos  es  que  el  Master  inicia  los
procesos Worker,  les asigna el trabajo a
realizar, y estos devuelven el resultado al
proceso Master [8]. 
3. RESULTADOS OBTENIDOS/ 
ESPERADOS
Como ya mencionamos anteriormente, en
el  laboratorio  de  computo  paralelo
distribuido se trabaja  continuamente con
la  incertidumbre  de  variables  en  el
modelo de predicción de incendios.
Nuestra  propuesta  es  trabajar  con  esas
variables donde se presenta incertidumbre
haciéndolas variar en las posibilidades de
valores  que  podrían  tomar  y  presentarle
como  conjunto  de  entrenamiento  los
resultados  reales  o  esperados  del
incendio,  para  que  la  red  neuronal
aprenda  a  diferenciar  qué  variables
influyeron más y en qué posibles valores
en un incendio.
En  cuanto  a  los  avances  actuales,  se
determinó  sistematizar  la  introducción  de
datos  con  los  que  operará  la  red  neuronal
mediante  archivos  a  raíz  del  volumen  de
datos.  También  se  tuvo  en  cuenta  que  los
desarrollos  previos  estaban  implementados
bajo los lenguajes C/C++ y que una de las
pocas  redes  neuronales  que  se  pueden
implementar  en  este  lenguaje  es  el
perceptrón, debido a que es más sencillo
de implementar cuando no se cuenta con
clases.
Para  la  primera  propuesta  de
paralelización,  se  propone  determinar  al
Master como el encargado de almacenar
datos realizando el envío y recepción de
estos.  Además,  se  encargará  de  realizar
los  cálculos  de  la  función  de  entrada.
Proponemos  considerar  a  cada  capa
oculta  y  a  la  capa  de  salida  como  un
proceso. De esta forma, cada procesador -
Worker-  quedaría  a  cargo  de  cierta
cantidad  de  neuronas  y  realizaría  los
cálculos  correspondientes  en  cada
neurona que le fuera asignada obteniendo
una salida. Luego de ingresar los datos de
entrada  en  la  capa  de  entrada,  se
obtendrían sus salidas que serán enviadas
a cada proceso Worker. El procedimiento
explicado  anteriormente  representa  el
primer ajuste de pesos. Luego se lleva a
cabo  el  proceso  de  aprendizaje  con
backpropagation explicado anteriormente,
hasta que se considere que la red neuronal
ha aprendido. 
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En cuanto a la Visión Computacional, la
propuesta  es  trabajar  con  las  redes
neuronales  convolucionales  para  el
entrenamiento  a  la  hora  de  analizar
imágenes  o  mapas  satelitales.  En  el
modelo  de  predicción  de  incendios  se
trabaja constantemente con mapas, [9] por
lo tanto, al aplicar visión computacional a
través de redes convolucionales se busca
automatizar y hacer lo más rápido posible
este análisis. 
En cuanto la propuesta de paralelización,
es  similar  a  la  aplicada  en  las  redes
neuronales,  la  descomposición  será  de
dominio, es decir, se repartirá el dominio
de problema (datos), considerando que las
imágenes para el procesamiento serán un
gran conjunto de pixeles. El nodo master
se encargaría de administrar y repartir los
pixeles  correspondientes  a  las  imágenes
satelitales, entre los diferentes nodos de la
red  convolucional.  Los  diferentes  nodos
tendrán  su  propia  red  convolucional  y
manejarán un gran número de neuronas.
En  un  futuro  se  estudiará  la
descomposición  funcional  de  la  misma,
teniendo  en  cuenta  las  diferentes  capas
con las que cuenta la red convolucional. 
4.  FORMACION  DE  RECURSOS
HUMANOS
Nuestro  grupo  de  trabajo  se  encuentra
conformado  por  los  directores  de
laboratorio,  German  Bianchini  y  Paola
Caymes Scutari,  y cuatro becarios  en el
marco de las Becas Bis y las Becas I+D.
La temática del proyecto de investigación
aporta  a  la  formación  académica  de  los
integrantes  del  grupo  de  trabajo,
proporcionando  cooperación  y
aprendizaje conjunto entre los estudiantes
en  sus  respectivos  trabajos  en  el  marco
del laboratorio.
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Los últimos años han sido testigos de avances 
sin precedentes en el campo de Cloud 
Computing. Este modelo se refiere al acceso de 
red ubicuo, conveniente y bajo demanda a un 
grupo compartido de recursos informáticos. 
Como una evolución constante, aparece 
Serverless como un nuevo paradigma de 
desarrollo de software en el Cloud, que surge a 
partir de una arquitectura monolítica y luego 
pasando por máquinas virtuales y contenedores 
para finalizar en  serverless, que en algunos 
casos se conoce como función como servicios, 
aunque también incluye Backend como 
servicio, lo cual en general son servicios de 
terceros disponibles en el Cloud. La misma 
está enfocada en proveer una arquitectura que 
permite la ejecución de funciones arbitrarias 
con mínima sobrecarga en la administración 
del servidor y soportada bajo la programación 
orientada a eventos. La cantidad y variedad de 
datos provenientes del Edge, necesitan ser 
procesados y en algunos casos en tiempo real 
y por lo tanto deben resolverse varios desafíos 
y problemas abiertos. Debido a que las 
investigaciones apuntan a diversas áreas como 
son: arquitectura y hardware, administración 
de recursos, modelo de negocios y desarrollo 
de aplicaciones. Debido a que las aplicaciones 
serverless son altamente distribuidas, donde 
cada función realiza una tarea enfocada y 
depende de un sinnúmero de otros servicios 
para el resto., el objetivo de esta línea de 
investigación es resolver problemáticas 
vinculadas al desarrollo, que generen alta 
latencia, dificulten el paralelismo de funciones 
serverless o no se adapten a los principios 
DevOps, entre otros. 
 
Palabras clave: Serverless Computing, 
Distributed Computing, FaaS, , Cloud 
Computing, Serverless Programing 
Contexto 
El presente trabajo se encuadra dentro del área 
de I/D Procesamiento  Distribuido y Paralelo y 
es una de las líneas de investigación del 
proyecto: Computación Serverless para el 
tratamiento de datos provenientes de 
dispositivos de IoT, cuya propuesta ha sido 
aprobada y está en desarrollo para  el período 
2020-2021. Asimismo el grupo de 
investigadores viene trabajando en proyectos 
relacionados con la computación distribuida y 
de alta performance desde hace más de 20 
años. Como continuación del proyecto 
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anterior: Orquestación de Servicios para la 
Continuidad Edge al Cloud, se sigue 
trabajando con investigadores de otras 
universidades, lo cual favorece notablemente a 
todos las instituciones participantes. 
Introducción 
La computación Serverless es una tecnología 
emergente con un impacto creciente en nuestra 
sociedad y una mayor adopción tanto por parte 
de la academia como de la industria [1]. Es un 
paradigma emergente en el que las 
aplicaciones de software se descomponen en 
múltiples funciones independientes sin estado 
[2] [3]. Las funciones se ejecutan en 
contenedores casi sin estados y solo en 
respuesta a acciones desencadenantes (como 
interacciones de usuario, eventos de 
mensajería o cambios en la base de datos), se 
pueden escalar de forma independiente y 
pueden ser efímeras (pueden durar una 
invocación) y están completamente 
administrados por el proveedor de Cloud. 
Debido a que la implementación se realiza 
mediante la plataforma de funciones, la 
computación serverless, también es 
denominada función como servicio (FaaS). En 
este enfoque, casi todas las preocupaciones 
operativas son abstraídas lejos de los 
desarrolladores. Los cuales en principio 
simplemente escriben código e implementan 
sus funciones en una plataforma sin servidor. 
La plataforma se encarga de la ejecución de la 
función, el almacenamiento y la infraestructura 
de contenedor, redes y tolerancia a fallas. 
Adicionalmente, también se encarga de escalar 
las funciones según la demanda real. 
En la mayoría de los casos, se puede escribir 
funciones en el lenguaje favorito del 
programador (Node.js, Python, Go, Java y 
más) y utilizar herramientas de contenedor y 
serverlessr, como AWS SAM o la CLI de 
Docker, para compilar, probar e implementar 
las funciones. 
La computación serverless ha sido identificada 
como un enfoque prometedor para varias 
aplicaciones, como el análisis de datos en el 
borde de la red [4]. En consecuencia, una 
plataforma sin servidor maneja el ciclo de vida, 
la ejecución y escalada de las funciones reales; 
estas necesitan correr solo cuando son 
invocadas o activadas. Por lo tanto, el mayor 
beneficio de esta computación son las pocas 
preocupaciones operativas y de gestión y la 
utilización eficiente de los recursos [5]. 
Un modelo basado en funciones es 
particularmente adecuado para ráfagas, uso de 
CPU intensivo, cargas de trabajo granulares. 
Actualmente, los casos de uso de FaaS varían 
ampliamente, incluido el procesamiento de 
datos, el procesamiento de flujo, la 
computación de borde (IoT) y la computación 
científica [6] [7]. Con la continua 
experimentación en torno a FaaS, es probable 
que otros casos de uso surjan en un futuro. 
En los últimos años, el paradigma de la función 
como servicio ha revolucionado la forma en 
que resuelve el procesamiento de eventos 
distribuidos. Los desarrolladores pueden 
implementar y ejecutar funciones controladas 
por eventos en el Cloud que se escalan bajo 
demanda. La  ventaja de la alta disponibilidad 
y poca administración, son muy valoradas por 
la conducción de las empresas. 
El término "sin servidor" es confuso ya que  
hay tanto hardware de servidor como procesos 
de servidor que se ejecutan, pero la diferencia 
en comparación con los enfoques normales es 
que la organización que construye y admite 
una aplicación "sin servidor" no se ocupa de 
ese hardware o esos procesos, debido a que 
están subcontratando esta responsabilidad. 
Los primeros usos del término aparecieron en 
2012, incluido el artículo de Ken Fromm [8]. 
El término se hizo más popular en 2015, luego 
del lanzamiento de AWS Lambda, y creció en 
popularidad después del lanzamiento de API 
Gateway de Amazon en julio de 2015. 
Posteriormente el proyecto de código abierto 
"JavaScript Amazon Web Services (JAWS)" 
se renombró a Serverless Framework, 
continuando la tendencia. 
A mediados de 2016, Serverless se había 
convertido en un nombre dominante para esta 
área, dando paso al nacimiento de la serie de 
conferencias Serverless, y varios proveedores 
Cloud adoptaron el término en todo, desde 
marketing de productos hasta descripciones de 
puestos de trabajo. 
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Existen varias definiciones y todas son muy 
similares. Se toma de referencia la del grupo de 
investigación The SPEC Cloud: 
La computación serverless es una forma de 
computación en el cloud que permite a los 
usuarios ejecutar eventos y aplicaciones 
facturadas de forma granular, sin tener que 
abordar la lógica operativa [9]. 
Esta definición coloca al servidor como una 
abstracción, que se superpone parcialmente 
con la plataforma como servicio (PaaS). Los 
desarrolladores se centran en abstracciones de 
alto nivel (por ejemplo, funciones, consultas y 
eventos) y en crear aplicaciones que los 
operadores de infraestructura asignan a 
recursos concretos y servicios de soporte. Esto 
efectivamente separa las preocupaciones, con 
los desarrolladores enfocándose en la lógica 
empresarial y en las formas de interconectar 
elementos de la lógica empresarial en flujos de 
trabajo complejos. Mientras tanto, los 
proveedores de servicios se aseguran de que las 
aplicaciones están   alojadas en contenedores, 
desplegadas, aprovisionadas y disponibles 
bajo demanda, mientras se factura al usuario 
solo por los recursos utilizados [10]. 
La computación serverless se puede identificar 
como resultado de la unión de Cloud y 
Microservices Architecture. Pero la evolución 
de Cloud ha pasado por varias etapas. 
Se investigaron muchas vías diferentes para  
simplificar la gestión de aplicaciones a escala, 
entornos virtuales, hosts virtuales dentro de 
máquinas virtuales, contenedores, por nombrar 
algunos. Con la aparición de los contenedores 
comenzaron a ofrecerse plataformas que 
permitían desplegar contenedores. 
De estos microservicios, surgieron nuevas 
ofertas de "nivel de servicio" de alto nivel 
como Backend-as-a-Service (BaaS) y 
Function-as-a-Service (FaaS). Estos 
representaban los albores de la computación 
serverless. 
 
Optimización del desarrollo  
Serverless 
La computación serverless es adecuada para 
aplicaciones de corta duración sin estado 
dirigidas por eventos, por ejemplo 
microservicios, backends IoT móviles, 
procesamiento de flujo modesto, bots e 
integración de servicios. No son indicados para 
cálculo numéricos de larga duración con 
estado como son: bases de datos, 
entrenamiento de aprendizaje profundo, 
análisis de flujo de servicio pesado, simulación 
numérica y vídeo transmitido en vivo [10].  
La computación serverless se está utilizando 
para admitir una amplia gama de aplicaciones. 
Desde una perspectiva funcional, serverless y 
las arquitecturas más tradicionales pueden 
usarse indistintamente. La determinación de 
cuándo usar serverless estará influenciada por 
requisitos no funcionales como la cantidad de 
control sobre las operaciones requeridas y el 
costo y las características de la carga de trabajo 
de la aplicación, por ejemplo [11]. 
Si bien las primeras ventajas eran la económica 
y la sencillez en el desarrollo de  aplicaciones, 
posteriormente surgieron nuevos beneficios 
como son: la escalabilidad, el código puede 
ejecutarse desde cualquier lugar y se adecúa al 
desarrollo de productos ágiles. 
Por supuesto que existen desventajas como 
son: la depuración puede resultar más difícil de 
llevar a cabo, existe pérdida del control 
operativo, surgen nuevos problemas al utilizar 
APIs de terceros, nuevos riesgos de seguridad 
aparecen y los desarrolladores necesitan de un 
cambio de mentalidad, entre otras. 
El desarrollo de aplicaciones presenta una gran 
cantidad de problemas a resolver. De los cuales 
se van a enunciar algunos de ellos y se espera 
que sean resueltos o minimizados por los 
trabajos del grupo de investigación. 
Si bien los frameworks serverless han 
permitido a los desarrolladores crear e 
implementar aplicaciones más rápidamente, 
también traen un conjunto de desafíos de 
depuración en comparación con los 
frameworks tradicionales. 
Además, debido a que la arquitectura sin 
servidor todavía está en sus etapas formativas, 
hay enfoques y herramientas en evolución que 
se integran sin problemas con una plataforma 
FaaS, al tiempo que ayudan con la recopilación 
constante de datos [12]. 
En cuanto a la configuración, existen muchas  
dificultades para realizar la supervisión de 
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sistemas distribuidos dinámicamente para 
identificar los posibles cuellos de botella que 
puedan ocurrir. 
También se produce un aumento de la latencia, 
que es causada por  comunicación entre 
intercomponentes complejos 
Aparece la necesidad de integrar rápida y 
eficientemente los microservicios asociados. 
Pueden ocurrir errores en el Cloud o en el 
Edge, pero en el borde, sin embargo, las 
técnicas de rollback de falla son muy limitadas 
y deben lograrse soluciones más robustas que 
para lograr el nivel deseado de resiliencia [13]. 
Otro problema es la gestión eficiente de 
arranques en frío, dado que se produce un 
retraso introducido a medida que la 
infraestructura subyacente aprovisiona 
dinámicamente nuevos recursos en tiempo de 
ejecución y además puede generar, si la 
cantidad de funciones es elevada, latencias 
adicionales y errores de sistema. 
Por otro lado no existen herramientas de 
seguimiento y depuración adecuadas, tampoco 
hay expertización en este tipo de programación 
para atender la refactorización de los sistemas 
existentes, la capacidad de integrar y 
componer, gestionar y mantener, diseñar 
funciones con estado y sin estado, la gestión de 
simultaneidad, la granularidad de código de 
forma optimizada, diseño del sistema de 
recuperación y adaptación de los principios de 
DevOps entre otras. [14]. 
 
Líneas de Investigación, Desarrollo e 
Innovación 
El tipo de investigación que se está utilizando 
para llevar a cabo esta línea de trabajo ha 
comenzado hace un año con una análisis 
documental que permitió definir las bases de 
conocimiento sobre la “Computación 
Serverless” y su convergencia al Edge. Esto 
posibilitó mediante la confección de revisiones 
sistemáticas y mapeos sistemáticos de la 
literatura, encontrar cuales son los problemas 
científicos y desafíos que se van a tratar de 
solucionar. 
Posteriormente la investigación se conducirá 
de forma hipotética mixta (experimental y 
deductiva). Esta forma de trabajo permitirá la 
selección de una plataforma de despliegue 
serverless sobre la cual se realizará el 
tratamiento de datos provenientes del Edge y 
la comunicación entre las diferentes funciones, 
debido a que en entornos altamente 
distribuidos la comunicación entre los 
componentes es sumamente importante para 
evaluar. Posteriormente, se seleccionarán los 
problemas a resolver, se fijará el orden y 
prioridad en analizar e investigar cada uno de 
ellos. El método a utilizar será empírico 
analítico, pero puede variar en función de cada 
problema en particular. 
Resultados y Objetivos 
Resultados Obtenidos 
Durante los últimos trece años se trabajó en el 
área de Computación de Altas Prestaciones y 
distribuidas, en particular sobre análisis de 
diversas arquitecturas paralelas y distribuidas, 
tales como: Cloud Computing, Cluster de  
commodity, arquitecturas distribuidas y 
paralelas de bajo costo y fog computing. En el 
último año se inició un proyecto sobre 
Srverless Computing, cuya experiencia 
impulsó la línea de investigación del presente 
trabajo. El grupo ha realizado varias 
publicaciones en esta área: seis trabajos de 
investigación en  Congresos y Jornadas,  se 
realizaron tres publicaciones en revistas 
científicas y se transfirieron los resultados 
mediante conferencias en eventos científicos. 
Se han aprobado tres tesinas de grado, se 
incorporó un becario de investigación 




El objetivo del grupo de investigación es  
analizar y resolver los diferentes problemas y 
retos que surgen y que dificultan la eficiencia 
a nivel del desarrollo (en particular 
programación) de aplicaciones serverless, 
teniendo en cuenta entorno distribuidos como 
Edge a Cloud o datos provenientes de 
dispositivos IoT. De esta forma poder 
optimizar el desarrollo aplicando variadas 
estrategias y evaluando cómo se comportan los 
parámetros de desempeño y eficiencia. 
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Formación de Recursos Humanos 
El equipo de trabajo de esta línea de 
investigación está compuesto de ocho 
investigadores que figuran en este trabajo de 
las universidades Nacional de San Juan y  
Nacional de Salta y dos alumnos de grado. 
Además, el proyecto marco donde se está 
desarrollando esta propuesta incluye a tres 
investigadores más de la Nacional de San Luis, 
de la Universidad Champagnat y de la 
Universidad Nacional de San Juan y tres 
alumnos de grado. 
Se está desarrollando una tesis doctoral sobre 
paralelismo híbrido y Big Data, seis tesinas de 
grado en el área de Serverless computing, 
Concurrencia y Computación distribuida y una 
tesis de maestría en áreas afines. Además se 
espera aumentar el número de publicaciones. 
Por otro lado también se prevé la divulgación 
de varios temas investigados por medio de 
cursos de postgrado y actualización o 
publicaciones de divulgación y asesoramiento 
a empresas y otros organismos del estado. 
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El  proyecto  estudia  el  procesamiento  en
entornos  de  Cloud  Computing  de  la
simulación  numérica  de  problemas  con
grandes  deformaciones  elastoplásticas.  En
muchos casos  de interés  se  debe estudiar  la
sensibilidad  de  los  resultados  del  problema
frente a cambios en los datos de entrada y/o
en la discretización del problema de interés.
Por  ejemplo,  la  simulación  numérica  del
ensayo  de  tracción  simple  en  el  rango  de
grandes  deformaciones  presenta  estas
características.  Desde  el  punto  de  vista  de
Cloud Computing se estudiará la eficiencia de
algoritmos de planificación de trabajos como
es el caso de Ant Colony Optimization (ACO)
y  Particle  Swarm  Optimization  (PSO)  para
llevar a cabo la asignación de trabajos propios
del procesamiento paramétrico de este tipo de
problemas. 
Palabras  clave:  Cloud  Computing,
Procesamiento  Paramétrico,  Mecánica  de
Sólidos.
CONTEXTO
El  grupo  de  trabajo  de  la  Universidad
Nacional de Cuyo desarrolla sus tareas en el
Instituto  para  las  Tecnologías  de  la
Información y las Comunicaciones, ITIC y la
Facultad  de  Ingeniería.  Actualmente,  en  el
contexto de la convocatoria  de Proyectos de
investigación SIIP 2019, se llevan a cabo dos
proyectos  de  investigación.  El  primero  de
ellos  está  orientado al  estudio de problemas
de plasticidad con grandes deformaciones [1]
y contempla el procesamiento en entornos de
Cloud Computing. En este caso se trabaja en
cooperación con el grupo del Prof. Ponthot de
la Universidad de Lieja. El segundo proyecto
estudia planificadores de tareas en el entorno
de Cloud Computing [2].
1. INTRODUCCIÓN
El proyecto propone el estudio de problemas
de  Mecánica  de  Sólidos  [3],  así  como  su
procesamiento  en  entornos  de  Cloud
Computing.  Para  ello  se  emplean  códigos
basados en el  Método de Elementos  Finitos
[4],  en  particular  el  código  SOGDE3D  [5].
Este programa, de índole académica, posee la
capacidad de resolver problemas con grandes
deformaciones elastoplásticas. De esta manera
se  pueden  resolver  complejos  problemas  de
ingeniería  estructural,  ingeniería  mecánica,
etc.
La  presente  propuesta  continúa  proyectos
previos  de  los  autores  [6,7]  que  en  general
han  estudiado  problemas  de  plasticidad  con
grandes deformaciones y su procesamiento en
entornos  de  computación  distribuida.  En
trabajos  previos  del  grupo  [8,9],  pueden
consultarse  algunos  avances  y  resultados
obtenidos en el campo de la plasticidad con
grandes deformaciones. 
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De  los  resultados  obtenidos  en  los  trabajos
citados  [8,9] surge que en muchos casos de
interés práctico los resultados son sensibles a
cambios en la geometría. Resulta entonces de
interés  plantear  estudios  paramétricos  que
permitan  evaluar  la  sensibilidad  de  los
resultados  del  problema  en  función  del
cambio de algunas variables del problema. 
Cloud  Computing  se  ha  convertido  en  una
herramienta  de mucha potencialidad  y valor
para para ejecutar flujos de trabajo científicos
y de ingeniería. 
Los  estudios  paramétricos  consisten  en
procesar  un  problema  determinado  con
diferentes valores en los datos del problema,
cuya  variación  sigue  una  ley  previamente
definida. Luego, en general, se debe procesar
una cantidad de casos, cada una de las cuales
conlleva una simulación de elementos finitos.
Es conveniente procesar estas simulaciones en
un  entorno  de  computación  distribuida  y
Cloud  Computing  aparece  como  una
tecnología de interés [10,11].
La  simulación  numérica  del  ensayo  de
tracción simple, también conocido necking en
la  literatura  debido  la  estricción  que  se
produce en la probeta en presencia de grandes
deformaciones,  es  un  proceso  relativamente
complejo  desde el  punto de  vista  numérico.
Para  el  caso  de  probetas  rectangulares  es
necesario  simular  el  problema  en  3D  y  el
procesamiento  es  costoso  en  términos  de
esfuerzo  computacional.  Entonces  es
necesario  profundizar  el  estudio  de  los
planificadores  en  entornos  de  Cloud
Computing. 
Un caso de interés académico es analizar este
problema  para  pequeños  espesores  de  la
probeta,  reproduciendo  así  (en  el  límite)  un
estado  aproximado  al  problema  plano  de
tensiones. Luego resulta de interés investigar
la respuesta del problema frente a cambios en
el espesor y la sensibilidad de los resultados
obtenidos frente a dichos cambios. 
También es importante seleccionar un entorno
adecuado de Cloud Computing y estudiar los
planificadores para asignar de manera óptima
los  recursos  a  los  trabajos  con  el  fin  de
disminuir los tiempos de cálculo.
2. LINEAS DE INVESTIGACIÓN y
DESARROLLO
El  proyecto  plantea  el  siguiente  Objetivo
General: 
Investigar la sensibilidad de los resultados de
la  simulación  de  problemas  con  grandes
deformaciones frente a cambios en la malla de
elementos finitos y otras variables de entrada
de  interés.  Para  ello  se  llevarán  a  cabo
estudios  paramétricos  en  entorno  de  Cloud
Computing.
Para alcanzar el Objetivo general se plantean
los siguientes Objetivos específicos
a) Relevar el estado del arte
b) Estudiar  la  sensibilidad  de  los
resultados de la simulación del ensayo
de  tracción  simple  para  el  caso  de
probetas  rectangulares,  frente  a  la
variación del espesor.
c) Estudiar  y  mejorar  los  planificadores
para  la  ejecución  de  problemas  de
Cloud Computing.
d) Formar Recursos Humanos





Los  resultados  obtenidos  al  presente  se
informan desde el punto de vista disciplinar y
de Cloud Computing. 
Desde  el  punto  de  vista  de  la  Mecánica
Computacional,  cabe  destacar,  entre  otros
estudios, la simulación numérica del problema
de tracción simple para el caso de probetas de
sección rectangular [12], como se observa en
la Figura 1. 
Se llevaron a cabo dos estudios de elementos
finitos con el código SOGDE3D [6], uno de
referencia que simuló el caso general 3D, ver
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figura  2  superior  y  otro  que  modeló  una
probeta delgada, ver figura 2 inferior.
              
              
Figura  1:  Probeta  de  sección  rectangular,
sistema de coordenadas y dimensiones 2bo, 2lo
y 2to.
         
       
Figura 2: Mallas de Elementos Finitos para el
para el caso general 3D (superior) y el caso de
la probeta delgada (inferior).
Se  ha  comprobado  que  es  factible  obtener
buenos resultados pese a la gran esbeltez de
las  probetas  delgadas,  cuyo  modelado
conlleva grandes relaciones de aspecto en los
elementos hexaédricos utilizados en la malla
de elementos finitos.
En la figura 4 se muestran de los contornos de
la tensión efectiva de Von Mises, que es un
indicador del daño que sufre el material. En la
misma se observan dos bandas de color rojo
dispuestas aproximadamente a 40 grados, que
son  características  de  la  simulación  de
probetas delgadas y que no aparecen para los
casos generales 3D (ver figura 2 superior).
También se han obtenido resultados valiosos
en lo que respecta a la asignación de trabajos
en Cloud Computing [13-15].
El  procesamiento  en  la  nube  ha  recibido
mucho interés por parte de los investigadores
disciplinares.  La  nube  permite  el  acceso
rápido  y  elástico  a  grandes  cantidades  de
recursos  informáticos  y  entonces  es  posible
ejecutar experimentos a gran escala con carga
de  trabajo  variable,  como  resultan
experimentos de barrido de parámetros (PSE).
Figura 3: Contornos de tensiones efectivas de
Von  Mises,  superpuestos  a  la  malla
deformada para el caso de la probeta delgada.
En este sentido resultan de gran utilidad Los
escaladores automáticos o autoscalers que son
componentes  de  software,  a  nivel  de
middleware  que  permiten  incrementar  o
disminuir  el  tamaño  de  la  plataforma  de
cálculo mediante la adquisición o finalización
de las tareas de las máquinas virtuales (VM),
en función de la carga de tareas del flujo de
trabajo. 
En un trabajo previo [13] se ha propuesto el
escalador automático evolutivo multiobjetivo
(MOEA),  que  utiliza  un  algoritmo  de
optimización multiobjetivo para determinar el
conjunto  de  posibles  configuraciones  de
infraestructura  virtual.  El  rendimiento  de
MOEA  está  muy  influenciado  por  el
algoritmo  de  optimización  subyacente
utilizado y su ajuste. Luego se analizaron dos
algoritmos  evolutivos  multiobjetivos  bien
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conocidos  (NSGA-II  y  NSGA-III)  y  su
impacto en el rendimiento del escalador. Los
experimentos  simulados  con  tres  PSE  del
mundo real muestran que MOEA mejora en
gran medida cuando se usa NSGA-III en lugar
de  NSGA-II  debido  a  que  el  primero
proporciona  una  mejor  compensación  de
explotación frente a exploración.
En  el  trabajo  [14]  se  propuso  un  escalador
automático multiobjetivo en línea para flujos
de  trabajo  denominado  Cloud  Multi-Object
Intelligence (CMI). El objetivo de CMI es la
minimización  de  la  duración,  el  costo
monetario  y  el  impacto  potencial  de  los
errores derivados de la falta de fiabilidad de
las  VM. Además,  el  escalador  está  sujeto  a
restricciones  presupuestarias  monetarias
propias del problema. Así CMI es responsable
de  resolver  periódicamente  de  manera
automática  los  problemas  de  ajuste  de  la
plataforma simultáneamente con la ejecución
del  flujo  de  trabajo.  Los  experimentos
realizados  han  mostrado  muy  buenos
resultados que se discuten en el trabajo y se
comparan  con  otros  disponibles  en  la
literatura.
Un  problema  clave  del  ajuste  de  escala
automático  del  flujo  de  trabajo  bajo
restricciones presupuestarias (es decir, con un
límite  máximo en el  costo) es determinar  la
proporción correcta entre: VM costosas pero
confiables llamadas instancias bajo demanda,
y  VM  más  baratas  pero  sujetas  a  fallas
llamadas instancias puntuales. Las instancias
puntuales  pueden  proporcionar  enormes
posibilidades  de  paralelismo  a  bajo  costo,
pero  deben  usarse  con  prudencia,  ya  que
pueden fallar inesperadamente y obstaculizar
la fabricación. Dada la imprevisibilidad de las
fallas  y  la  variabilidad  inherente  del
rendimiento de las nubes, diseñar una política
para asignar el presupuesto para cada tipo de
instancia no es una tarea trivial. Por tal razón,
se ha formalizado el problema descrito como
un proceso de decisión de Markov [15] que
permite  aprender  políticas  casi  óptimas  a
partir  de la experiencia de otras políticas de
base. Los experimentos sobre cuatro flujos de
trabajo científicos bien conocidos demuestran
que  las  políticas  aprendidas  superan  a  las
políticas  de  referencia  considerando  la
diferencia porcentual relativa agregada de la
fabricación y el costo de ejecución. 
Resultados Esperados
Se  ´parte  de  los  resultados  preliminares
informados  en  el  trabajo  acerca  de  la
simulación  del  ensayo  de  tracción  simple
sometida de probetas delgadas [12]. A partir
de los  mismos se plantea  diseñar  primero  y
procesar  y  analizar  luego  un  estudio
paramétrico que varíe el espesor de la probeta
y  permita  identificar  el  cambio  de  las
variables de interés en función del espesor de
la  probeta.  Es  difícil  estimar  a  priori  la
cantidad de casos a considerar. Posiblemente
se parta de un número reducido de casos, 10
por ejemplo  y una  vez que se obtengan los
primeros  resultados  refinar  el  estudio,
agregando más casos con distintos espesores,
que  puedan  cambiar  de  manera  uniforme  o
quizás  en  un  intervalo  particular.  Será  de
mucho  interés  analizar  en  este  caso  las
dificultades de convergencia de los diferentes
casos considerados. En la práctica, si cambia
el  número  de  iteraciones  de  equilibrio
requeridas  para  alcanzar  convergencia,  o  si
fuese  necesario  cambiar  el  programa  de
cargas  del  proceso  iterativo  incremental
propio  de  los  estudios  no  lineales  de
elementos  finitos,  entonces  puede  cambiar
significativamente  el  tiempo  de  cómputo  de
caso del estudio paramétrico. 
Luego  será  de  interés  procesar  el  estudio
paramétrico con algoritmos ya estudiados por
los  autores  para  este  tipo  de  problemas.  La
novedad frente a los estudios previos [11], es
que  en  los  mismos  los  diferentes  casos
procesados  presentaban  mayor  uniformidad
en  los  tiempos  computo,  característica  que
posiblemente no se cumpla para el estudio de
interés  y  que  quizás  puede  impactar  en  el
rendimiento  de  los  planificadores  utilizados
previamente [11].
Por  otra  parte,  será  de  interés  analizar  la
posibilidad  de  procesar  estos  problemas  en
entornos  de  cloud  comerciales,  además  de
cloud privadas,  apuntando a instancias  spot,
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bajo  demanda  o  una  combinación  de  las
mismas, siguiendo las recomendaciones de los
trabajos previos de los autores [13-15].
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Según un estudio realizado por la 
multinacional Ericcson, para 2022 
existirán más de 18 mil millones de 
dispositivos IoT comunicados entre sí. Todos 
estos dispositivos generan una gran cantidad 
de datos que deberán ser procesador en el 
menor tiempo posible, con el objeto de poder 
realizar una toma de decisiones óptima. En este 
sentido, el cloud parece ser la solución obvia, 
pero hay casos en los que la latencia que viene 
con la transmisión de datos de un lado a otro 
podría ser una limitación. En determinadas 
situaciones, tampoco es factible esperar una 
conexión a Internet constante y confiable, ya 
sea porque podría no ser viable 
económicamente o porque puede que no sea 
posible desde el punto de vista de la 
infraestructura.  
Con el objeto de solucionar estos 
problemas, se propone trabajar con el 
paradigma serverless, en articular con FaaS 
usando lenguajes de programación paralelos 
que permitan reducir el el tiempo del 
procesamiento de los datos obtenidos desde los 
dispositivos de IoT. 
Palabras Claves: IoT, Serverless 
Computing, FaaS, Paralelismo, Métricas. 
 
Contexto  
El presente trabajo se encuadra dentro del 
área de I/D Procesamiento  Distribuido y 
Paralelo y es una de las líneas de investigación 
del proyecto: Computación Serverless para el 
tratamiento de datos provenientes de 
dispositivos de IoT, cuya propuesta ha sido 
aprobada y está en desarrollo para  el período 
2020-2021. Asimismo el grupo de 
investigadores viene trabajando en proyectos 
relacionados con la computación distribuida y 
de alta performance desde hace más de 20 
años. Como continuación del proyecto 
anterior: Orquestación de Servicios para la 
Continuidad Edge al Cloud, se sigue 
trabajando con investigadores de otras 
universidades, lo cual favorece notablemente a 
todos las instituciones participantes. 
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Introducción  
IoT [1] es una tecnología creada para 
optimizar procesos. Esta tecnología, que busca 
interconectar dispositivos a través de internet 
para facilitar y acelerar tareas, está avanzando 
a pasos agigantados. Según un estudio 
realizado por la multinacional Ericcson, para 
2022 existirán más de 18 mil millones de 
dispositivos IoT comunicados entre sí. Pero 
este crecimiento de dispositivos inteligentes 
trae aparejado la generación de grandes 
cantidades de datos, los cuales no pueden ser 
tratados y procesados con los paradigmas de 
programación tradicionales [2]. Es por ello que 
es necesario aplicar algoritmos que permitan 
aprovechar la escalabilidad de recursos de 
cómputo y procesamiento de datos [3] [4].  
En este sentido se plantea como solución al 
procesamiento de datos provenientes del IoT, 
técnicas de computación de alta prestaciones 
(HPC) con el fin de aumentar la velocidad de 
procesamiento. HPC es la evolución de los 
sistemas de cómputo convencional, los cuales 
permiten realizar operaciones de cómputo 
intensivo y mejorar la velocidad de 
procesamiento; involucrando diferentes 
tecnologías tal como los sistemas distribuidos 
y los sistemas paralelos.  
Todos estos entornos son ideales para 
resolver aplicaciones científicas, 
computacionalmente costosas con manejo de 
grandes cantidades de datos, a fin de lograr 
resultados en menor tiempo. Dadas estas 
características, estas arquitecturas son 
candidatas ideales para procesar datos 
provenientes del IoT; puesto que estos son 
generados a una elevada tasa y requieren un 
tratamiento en tiempo real [5]. 
Si bien, las arquitecturas HPC han 
evolucionado en pos de obtener mejores 
tiempos de respuesta para las aplicaciones, 
presentan el inconveniente del escalado, tanto 
vertical como horizontal, de recursos de 
cómputo. Es por ello que una alternativa es el 
cloud, el cual permite contar con una cantidad 
de recursos computacionales virtualmente 
infinitos, administrados por terceros y 
accedidos bajo demanda pagando por el uso, 
de esta manera es posible lograr calidad de 
servicio (QoS) garantizado por parte del 
proveedor de la infraestructura cloud [6] [7]. 
Cloud Computing se ha convertido en una 
tecnología centrada en ofrecer cómputo bajo 
demanda como cualquier otro servicio. Uno de 
los aspectos clave que afecta la performance de 
las aplicaciones al montarlas sobre arquitectura 
cloud, es la capacidad de virtualización de 
cualquier recurso (bases de datos, red, 
procesador, etc.) y ofrecerlo como un servicio 
(AaaS, Anything as a Service). 
Esto puede tener un impacto negativo en la 
ejecución de aplicaciones de cálculo intensivo, 
debido a que los ambientes cloud deben 
virtualizar la plataforma en la cual se ejecuta y 
esto conlleva un overhead de a 
contextualización de las máquinas virtuales [8] 
[9] [10]. 
El principal inconveniente que existe con 
migrar las aplicaciones al cloud, es que es 
responsabilidad de la organización mantener 
funcionando de forma correcta la 
infraestructura (IaaS) que se necesite para el 
despliegue de las aplicaciones. Esta 
responsabilidad lleva a cargar costos sobre el 
presupuesto para el mantenimiento y soporte 
de la infraestructura.  
En este sentido, la aparición del Serverless 
Computing [11] [12] supone una revolución en 
el desarrollo de servicios web. Los 
desarrolladores ya no se tienen que preocupar 
por el aprovisionamiento y escalado de la 
infraestructura, por lo que se pueden centrar en 
la lógica de sus aplicaciones. Serverless 
Computing trata de abstraer de la gestión de 
servidores (aprovisionamiento, configuración, 
escalado, etc.) para que los usuarios, en este 
caso desarrolladores, puedan enfocarse en la 
lógica de sus aplicaciones. Este paradigma se 
relaciona normalmente con el modelo FaaS 
[13], que consiste en la definición de funciones 
en un determinado lenguaje de programación 
que son ejecutadas sobre un proveedor Cloud. 
Para gestionar este tipo de servicios se utilizan 
tecnologías de contenedores software, que son 
los entornos sobre los cuales se ejecutan las 
funciones, si bien su gestión suele quedar 
oculta a los desarrolladores. 
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FaaS Paralelas 
Con FaaS se llega a la máxima expresión de 
abstracción pues no se despliegan 
microservicios si no funciones que se ejecutan 
bajo eventos. Es decir, se basa en una 
arquitectura bajo eventos donde se abstrae 
completamente de toda la infraestructura 
subyacente. Se pueden hacer configuraciones 
básicas, pero olvidándose de la gestión del 
escalado, disponibilidad, despliegue y 
configuraciones de recursos. Aquí es donde 
llega el concepto de arquitectura serverless a 
tener una capa de abstracción que donde no 
necesita saber las características de los 
recursos subyacentes. Esto permite que sea un 
servicio con auto-escalado completo y solo se 
pague por el consumo real, ya que no se 
reservan recursos de computación. Además,  
las funciones solo se ejecutan cuando ha 
habido un evento y, en caso contrario, se 
mantienen “apagadas” sin consumir recursos. 
Otra característica para tener en cuenta es que 
deben ser ejecuciones en tiempos mínimos, 
entre 5 y 10 minutos, ya que las funciones 
deberán consumir recursos el mínimo tiempo 
posible. En caso contrario es necesario dividir 
esa función en funciones más pequeñas para 
distribuir los procesos. 
En función de estas características se puede 
ver que en FaaS la lógica es, desarrollada 
dentro de un flujo de trabajo clásico que 
automáticamente es desplegada en procesos 
sin estado que son capaces de responder a 
distintos eventos que se produzcan en la 
infraestructura, con tiempo de vida limitado y 
completamente gestionada por el proveedor.  
Hay diversas razones para desplegar IoT 
serverless entre las que se incluyen [14]: 
 Al construir un backend basado en Cloud 
es difícil de monitorear la escalabilidad y 
disponibilidad. Las redes IoT suelen estar 
compuestas de millones de nodos, a través 
de distintas zonas geográficas, utilizando 
una arquitectura serverless permite 
eliminar toda la gestión sobre los 
proveedores Cloud. 
 Las redes IoT suelen tener variaciones de 
carga donde a ciertas horas del día o 
debido a determinados eventos se puede 
desencadenar que se active un gran 
número de dispositivos. Debido a que los 
servicios IoT suelen ejecutar un gran 
número de dispositivos inactivos, estos 
están esperando a ser activados y, por lo 
tanto, tener todos los procesos con 
recursos reservados no es óptimo y 
causará sobrecostos por infrautilización. 
Construir estos servicios con una 
arquitectura serverless permite pagar por 
lo que realmente consumen.  
 El software que ejecuta y habilita los 
servicios de IoT generalmente comienza 
de manera simple, pero se van agregando 
características continuamente. La 
adopción de metodologías serverless 
permite a las organizaciones centrarse en 
su valor comercial principal, agilizar los 
cambios y el time to market en vez de la 
orquestación y el mantenimiento. 
En base a esto se puede observar como FaaS 
encaja perfectamente con una solución paralela 
para procesar datos del IoT [15]. 
 
Líneas de Investigación, Desarrollo  e 
Innovación  
Este trabajo presenta una línea de 
investigación dentro del proyecto que 
comienza a desarrollarse este año. Si bien se ha 
trabajado anteriormente con paradigmas de 
HPC para procesamiento de datos masivos 
provenientes de aplicaciones móviles y de 
dispositivos de IoT, esto se ha realizado sobre 
arquitecturas clustes y cloud. 
Esta línea de investigación estará orientado 
a investigar el concepto de arquitectura 
serverless o FaaS (Functions as a Service) para 
soluciones IoT. Debido a la disrupción de las 
tecnologías y su gran velocidad de desarrollo 
aparece la necesidad de implementar 
soluciones escalables, flexibles, estables y a 
bajos costos. Por lo tanto, el concepto de 
arquitectura serverless encaja perfectamente 
con estas necesidades. Pudiendo conseguir 
desplegar soluciones paralelas para IoT sin la 
necesidad de tener una infraestructura, ni 
costos de mantenimiento y operación. 
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Con el objeto de trabajar con serverless 
computing, las investigaciones comenzarán 
con un análisis de las plataformas cloud más 
adecuadas para conducir las investigaciones. 
Posteriormente y una vez elegida la plataforma 
cloud se realizaran trabajos de procesamiento 
paralelo analizando las métricas y midiendo el 
grado de eficiencia y eficacia de las solucione 
planteadas. 
 
Resultados y Objetivos  
Resultados Obtenidos  
Durante los últimos doce años se trabajó en el 
área de Computación de Altas Prestaciones y 
distribuidas. Dicha experiencia impulsó el 
proyecto de investigación y la línea que en este 
trabajo se presenta.  
 
Objetivos  
El objetivo del grupo de investigación es 
trabajar con serverless computing sobre cloud 
públicos mediante FaaS que usen lenguajes de 
programación paralela. Una vez realizadas las 
ejecuciones, se realizará el análisis de las 
métricas con el objetivo de determinar cuál es 
el lenguaje que mejores resultados arroja en 
función de los datos procesados.  
La finalidad última de eta línea de 
investigación es determinar el grado de 
satisfacción alcanzado con el procesamiento 
paralelo en serverless computing contra los 
paradigmas tradicionales de procesamiento. 
 
Formación de Recursos Humanos  
El equipo de trabajo de esta línea de 
investigación está compuesto de ocho 
investigadores que figuran en este trabajo de 
las universidades, Nacional de Salta y San Juan 
y dos alumnos de grado. Además, el proyecto 
marco donde se está desarrollando esta 
propuesta incluye a tres investigadores más de 
la Nacional de San Luis, de la Universidad 
Champagnat y de la Universidad Nacional de 
San Juan y tres alumnos de grado. 
Se está desarrollando una tesis doctoral sobre 
paralelismo híbrido y Big Data, seis tesinas de 
grado en el área de Serverless computing, 
Concurrencia y Computación distribuida y una 
tesis de maestría en áreas afines. Además se 
espera aumentar el número de publicaciones. 
Por otro lado también se prevé la divulgación 
de varios temas investigados por medio de 
cursos de postgrado y actualización o 
publicaciones de divulgación y asesoramiento 
a empresas y otros organismos del estado. 
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La  capacidad  de  permitir  que  una
computadora  reconozca  en  una  imagen
los  objetos,  ambiente  y  posición  en  el
espacio  fue  el  inicio  de  la  visión
computacional,  un  área  dentro  de  la
inteligencia  artificial.  Al  utilizar  el
modelo  de  redes  neuronales  en  este
campo,  se  consiguen  resultados  en
diversas ramas de la ciencia. Por ejemplo,
diagnóstico  de  ciertas  patologías  en
imágenes  provenientes  de  ecografías  o
resonancia magnética; realizar vigilancia,
reconocimiento  dactilar  y  ocular  como
mecanismos  de  seguridad;  entre  otras
tantas  aplicaciones.  Pero  estructurar  una
red  neuronal  no  es  tarea  sencilla,  pues
para  conseguir  que  funcione  y  aprenda
adecuadamente  se  requiere  de  un
conjunto de datos de entrada que deberá
analizar  cierta  cantidad  de  veces  hasta
producir  una  salida  coherente  con  los
datos  ingresados.  Esto  implica  la
necesidad de  una velocidad de cómputo
enorme para que sea capaz de aprender en
un período de tiempo razonable. Además,
si el tamaño de la red es mucho mayor,
los datos de entrada aumentan en cantidad
y  se  complejiza  el  aprendizaje  de  la
misma,  lo  que  infiere  en  un  aumento
considerable de tiempo. Los procesadores
actuales  no  brindan  la  velocidad
suficiente  y  es  aquí  donde  la
programación  paralela  se  presenta  como
una solución alternativa.
Palabras  clave:  Redes  Neuronales,
Programación  Paralela,  Visión
Computacional.
CONTEXTO
La línea de trabajo propuesta está incluida
en el proyecto TEUTIME0007658TC [1],
titulado  “Formación  de  docentes  y
alumnos  de  grado  como  Investigadores
Científicos  Iniciales  en  las  áreas  de
Informática  y  Ciencias  de  la
Computación”.  Este  proyecto  es
financiado  por  la  Universidad
Tecnológica Nacional y llevado a cabo en
el  Laboratorio  de  Investigación  en
Cómputo Paralelo/Distribuido ubicado en
la  Facultad  Regional  Mendoza.  Propone
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la iniciación de docentes y estudiantes en
el proceso de investigación científica.
1. INTRODUCCIÓN
Una de las disciplinas  de la inteligencia
artificial  es  la  ampliamente  conocida
como  visión  computacional.  La  misma
consiste en adquirir,  procesar, analizar y
comprender las imágenes del mundo real,
recibidas por dispositivos como cámaras,
con  el  fin  de  producir  información
numérica  o  simbólica  que  pueda  ser
tratada por una computadora [2]. Existen
numerosas situaciones en donde se puede
aplicar  la  visión  computacional  para  la
solución de determinados problemas [3],
y cabe destacar el uso de redes neuronales
como  una  opción  de  modelo
computacional  a  emplear.  Una  red
neuronal  está  caracterizada  por  su
estructura, su aprendizaje y su función de
activación. Según Laurene Fausett en [4],
“la  estructura  de  una  red  neuronal
consiste en un gran número de elementos
simples  de  procesamiento  llamados
neuronas  o  nodos”,  las  cuales  se
organizan en una única capa de entrada,
una  única  capa  de  salida  y  en  capas
ocultas,  posicionadas  entre  las  dos
mencionadas anteriormente. Además, este
autor describe en [4] que “cada neurona
está conectada a otras neuronas por medio
de  enlaces  de  comunicación  dirigidos,
cada uno con un peso asociado, y cuenta
con un estado interno, llamado su nivel de
activación, el cual es una función de las
entradas que ha recibido. Por lo general,
una neurona envía su activación, es decir,
su única salida, como una señal a varias
otras neuronas”.  La clasificación  de una
red  neuronal  depende  de  su  estructura,
específicamente  de la  cantidad de capas
ocultas y de la forma de conexión entre
las neuronas de las mismas [5]. Para este
proyecto,  se  escogió  trabajar  con  redes
neuronales  multicapas,  que  se
caracterizan por tener una o varias capas
ocultas, y por las conexiones inexistentes
entre  neuronas  de  la  misma  capa.  De
todas formas, no se descarta el estudio de
las  otras  variantes  en  el  futuro.  Lo más
importante  en  una  red  neuronal  es  su
capacidad  de  aprendizaje.  Una  vez
elegido un volumen de datos considerable
para su entrenamiento y para la validación
de este,  la red neuronal procede a hacer
un ajuste de los pesos de las conexiones
entre sus neuronas a medida que recorre
los  datos  de  entrada.  Una  red  neuronal
multicapa puede resolver problemas más
complicados,  pero  su  aprendizaje  se
vuelve  mucho  más  difícil  de  concretar
[4]. Además, el tiempo de aprendizaje de
una  red  neuronal  multicapa  es  una
variable  que  aumenta  a  medida  que  la
estructura  de  la  misma  se  complejiza.
Aprovecharemos  esta  problemática  para
introducir  el  cómputo  paralelo,  una
técnica que permite atender a la demanda
de  gran  velocidad  computacional  para
resolver  determinados  problemas,  en
ámbitos como la ciencia  y la ingeniería.
Tales problemas suelen necesitar enormes
cantidades  de  cálculos  repetitivos  en
grandes  volúmenes  de  datos  para  dar
resultados  válidos,  los  cuales  deben  ser
completados  dentro  de  un  período  de
tiempo  “razonable”  [6].  En  el  caso
particular  de  las  redes  neuronales,  con
solo  calcular  la  función  de  un  número
grande  de  entradas  en  una  neurona,  se
infiere  en  un  costo  computacional
importante.  Luego,  a  este  costo  se  le
suman  los  cálculos  realizados  por  las
neuronas restantes y el ajuste de todos los
pesos  en  la  red.  Todo  este  costo
computacional  para  una  única  entrada
ejemplo,  después la red neuronal  deberá
analizar  los  ejemplos  restantes.  Por
consiguiente, para las redes neuronales, el
paralelismo es sumamente aplicable, y es
la  solución  que  se  propone  a  la
XXIII Workshop de Investigadores en Ciencias de la Computación 726
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
complejidad  computacional  del
aprendizaje de las mismas.
2. LÍNEAS DE INVESTIGACIÓN y
DESARROLLO
Esta  temática  se  enmarca  en  una
propuesta de investigación enfocada en el
cómputo paralelo como herramienta para
la  reducción  en  tiempo  de  ejecución  en
diversas  problemáticas.  Dentro  de  este
marco,  se  ha  investigado  sobre  redes
neuronales  con  el  objetivo  de  que  las
mismas mejoren la toma de decisiones en
un modelo de predicción de incendios [7].
Actualmente,  el  enfoque  se  orienta  a  la
visión  computacional  y  específicamente
al  uso  de  redes  neuronales  multicapa
como  modelo  computacional.  Las  redes
neuronales  multicapa  son  capaces  de
hacer tareas muy complejas. Sin embargo,
es  imprescindible  el  paralelismo  puesto
que para conseguir la estructura correcta
de  la  red  neuronal  es  necesaria  una
cantidad importante de cómputo [8]. Por
esto  mismo,  se  pretende  aplicar  los
conocimientos  actuales  en  programación
paralela y los algoritmos desarrollados en
este ámbito para mejorar la eficiencia del
aprendizaje de una red neuronal orientada
al  reconocimiento  y  clasificación  de
objetos  en  una  imagen.  A  partir  de  los
avances  que  se  obtengan,  se  pretende
encarar  a  futuro  una  propuesta  de
investigación  enfocada  en  reconocer  y
determinar  un delito  u accidente  vial  en
tiempo real,  con el  objetivo de alertar  a
los organismos correspondientes de forma
casi inmediata, quienes se encargarán de
tomar las medidas adecuadas.
3. RESULTADOS OBTENIDOS/
ESPERADOS
El principal aporte que se espera alcanzar
es brindar una mejora en la velocidad de
aprendizaje  de  las  redes  neuronales
multicapa  al  utilizar  paralelismo.
Contribuir con la computación paralela en
el  ámbito  de  la  inteligencia  artificial
permitiría  cubrir  las  exigencias  de
cómputo  en  los  diversos  ámbitos  que
hacen  uso  de  los  algoritmos  de  redes
neuronales.  Otro  aporte  que  se  pretende
conseguir es expresar estadísticamente los
beneficios del cómputo paralelo en éstas.
Para  contabilizar  estas  estadísticas,  se
busca realizar una comparativa del tiempo
de ejecución requerido para conseguir un
aprendizaje  adecuado  de  distintas  redes
neuronales  multicapa.  Éstas  se
diferenciarán según el tamaño, la cantidad
de ejemplos que requieren aprender para
funcionar correctamente,  y la cantidad y
las  características  de  los  recursos
utilizados.  Finalmente,  se  espera
comprobar que, al paralelizar, se consigue
en un tiempo menor una convergencia a
algo  cercano  al  óptimo  global  de  los
pesos en cada neurona de la red neuronal.
4. FORMACIÓN DE RECURSOS
HUMANOS
La temática  propuesta  por este  proyecto
permite  la  formación  de  los  distintos
integrantes  en  relación  a  la  inteligencia
artificial y la programación paralela. Los
autores  Mariela  Galdamez,  Pamela
Chirino,  Karvin  Diaz  Acevedo  y  Alejo
Ponce de León son estudiantes de tercer
año en la carrera Ingeniería  en Sistemas
de  Información  de  la  Universidad
Tecnológica Nacional, Facultad Regional
Mendoza.  Además,  son  integrantes  del
Laboratorio LICPaD, dirigido por el Dr.
German  Bianchini  y  la  Dra.  Paola
Caymes  Scutari,  en  el  cual  realizan
actividades  de  investigación  de  índole
científica complementarias a sus estudios.
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La reducción de incertidumbre constituye un 
proceso complejo orientado a contrarrestar o 
paliar los efectos negativos que ocasiona la 
imprecisión en los datos de entrada de un 
programa o en los cálculos que se realiza con 
ellos. ESS (Evolutionary Statistical System) 
constituye un método de reducción de 
incertidumbre en el proceso de predicción de 
fenómenos de propagación, y su 
funcionamiento tiene tres pilares como 
fundamento: un algoritmo evolutivo para 
guiar la búsqueda, la estadística para 
determinar la tendencia, y el paralelismo para 
potenciar la cantidad de procesamiento 
computacional que debe realizarse. Si bien 
ESS obtiene predicciones suficientemente 
acertadas, en este proyecto se propone 
incorporarle capacidades para la 
sintonización dinámica y automática. Ello 
significa que debe desarrollarse un modelo de 
medición-mejora, con la finalidad de detectar 
las situaciones de sobrecarga computacional 
que se susciten durante la ejecución, para 
ajustar y/o adecuar el comportamiento 
dinámico de la aplicación y así lograr una 
ejecución globalmente más eficiente y 
precisa.    
Palabras clave: Sintonización 
Automática, Modelo de Rendimiento, 
Sintonización Dinámica, Aplicaciones 
Paralelas, Reducción de Incertidumbre.  
 
CONTEXTO 
El año 2020 trajo consigo la pandemia de 
COVID-19, y ello impuso cambios en 
todos los ámbitos de la vida. La llamada 
‘virtualidad’ se volvió la nueva forma de 
comunicación y de trabajo, demandando 
una rápida adaptación al cambio de 
paradigma y un esfuerzo adicional para 
llevar a la virtualidad tantos aspectos 
cotidianos y/o académicos que 
usualmente se transmitían o elaboraban 
de forma presencial. Sumado a ello, los 
órganos financiadores también 
introdujeron modificatorias en cuanto a 
las normativas relativas a la utilización 
del presupuesto de los proyectos, 
restricciones en las compras de 
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equipamiento, retrasos en las 
comunicaciones y formalidades atinentes 
a la ejecución de los proyectos, etc. Todo 
ello ha ralentizado el avance de los 
proyectos, pues el personal involucrado 
se ha visto afectado por la sobrecarga de 
la virtualidad, y refrenado por las 
restricciones presupuestarias. En este 
contexto, en el ámbito de la Facultad 
Regional Mendoza de la Universidad 
Tecnológica Nacional (UTN-FRM), más 
específicamente en el  marco del LICPaD 
(Laboratorio de Investigación en 
Cómputo Paralelo/Distribuido) hemos 
continuado con el desarrollo del Proyecto 
de I+D SIUTIME0007840ME financiado 
por la UTN (que inició su ejecución en 
enero de 2020), y estamos a la espera del 
inicio del recientemente aprobado 
Proyecto de Investigación Científica y 
Tecnológica Orientado PICTO-UUMM-
2019-00042, adjudicado por el FONCyT. 
Ambos proyectos dan continuidad a la 
línea de investigación de proyectos 
previos del LICPaD, pero en esta 
oportunidad haciendo foco en la 
necesidad del proceso de medición-
mejora de un método de reducción de 
incertidumbre para la predicción de 
fenómenos de propagación.  
La necesidad y motivación por medir está 
ligada fundamentalmente a la mejora de 
calidad continua que requieren los 
procesos y productos. Para poder asegurar 
que un proceso o sus productos 
resultantes son de calidad, o bien para 
poder realizar comparaciones, es 
necesario asignar valores, descriptores, 
indicadores o algún otro mecanismo 
mediante el cual se pueda llevar a cabo 
dicha comparación [1]. La predicción de 
fenómenos de propagación como tema 
específico de la ciencia computacional no 
escapa a esta necesidad de medición, 
evaluación y mejora, y es allí donde 
emerge la Sintonización como un proceso 
de medición-mejora permanente que se 
desea incorporar al método de predicción 
ESS [2], con la finalidad de ajustar y/o 
adecuar el comportamiento dinámico del 
mismo y lograr una ejecución 
globalmente más eficiente [2]. En 2021 
esperamos poder avanzar en esta 
dirección, más allá de las dificultades y 
restricciones operativas ocasionadas por 
el contexto de pandemia.  
 
1. INTRODUCCIÓN 
La predicción de fenómenos de 
propagación constituye una tarea 
compleja desde distintos puntos de vista. 
En primer lugar, ha de considerarse el 
volumen de información que es necesario 
manejar y procesar, acompañado de la 
variedad de técnicas y conceptos 
provenientes de distintas áreas 
entrelazados para modelar y resolver la 
situación [2]. En segundo lugar, y 
teniendo en cuenta los desastres que 
podrían ocasionar los distintos fenómenos 
de propagación, el nivel de precisión 
alcanzado por los resultados de la 
predicción constituye un aspecto crítico 
para asistir a la toma de decisiones. En 
tercer lugar, puede mencionarse la 
velocidad de respuesta con la que la 
predicción es arrojada como otro aspecto 
crítico para la toma de decisiones 
paliativas.  
El primer aspecto mencionado en el 
párrafo anterior constituye la principal 
fuente de incertidumbre, por la 
imprecisión o discontinuidad de la 
información y las mediciones o  
estimaciones de los parámetros y datos, 
los errores o redondeos en los modelos y 
sus implementaciones, etc. Todo ello es,  
de alguna manera, inevitable y por lo 
tanto es menester trabajar en pos de 
minimizar el efecto negativo que la 
incertidumbre proveniente de las 
imprecisiones ocasiona en la salida del 
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sistema. El segundo aspecto, 
conjuntamente con el tercero, hacen 
necesario un análisis más profundo del 
método de reducción de incertidumbre, a 
fin de mejorar su precisión y su velocidad 
de respuesta. Por ello, ha de introducirse 
el proceso de sintonización. La 
sintonización es un paradigma 
tecnológico que permite que los 
programas sean adaptables a una variedad 
de condiciones computacionales [2,4,5]. 
El proceso de Sintonización involucra 
varias fases sucesivas que se relacionan 
en pos del objetivo de mejorar la calidad 
de la aplicación y de su ejecución. La 
primera etapa es la Instrumentación, en 
la cual la aplicación es anotada a fin de 
habilitar la medición de valores propios 
de la aplicación y/o su ejecución (capturar 
valores de variables, medir tiempos de 
ocio o ejecución, etc.). La segunda etapa 
es la Monitorización, durante la cual se 
recolectan, se clasifican y se almacenan 
los datos obtenidos por medio de la 
instrumentación. La siguiente etapa es la 
de Análisis, en la que las mediciones y la 
información monitorizadas son evaluadas 
y valoradas a fin de detectar posibles 
cuellos de botella que actúen en 
detrimento de la calidad de la ejecución 
[3,5]. La etapa final del proceso se 
denomina Sintonización en sí misma, 
pues es la que introduce y materializa los 
cambios necesarios en la aplicación para 
adaptar su comportamiento y ajustar su 
rendimiento.  
 
En el caso de ESS, podemos resumir su 
funcionamiento diciendo que realiza las 
predicciones en base a múltiples 
variaciones en los parámetros de entrada 
para constituir un conjunto de soluciones 
candidatas (o población), cuya 
transformación para alcanzar un resultado 
de calidad está orientada por un algoritmo 
evolutivo [7]. Es por ello que ESS realiza 
la predicción en base a la información que 
le brinda una población de soluciones [7, 
8]. Dicha población constituye una 
muestra del universo de búsqueda, y está 
compuesta por elementos del dominio de 
búsqueda (también denominados 
individuos o escenarios, con diferentes 
características: cada individuo, 
usualmente, representa un conjunto de 
parámetros con los que ha de ejecutarse 
una simulación, y es en el valor de tales 
parámetros de entrada en donde difieren 
unos individuos de otros, con el 
consecuente efecto en la salida que 
arrojará cada simulación). La calidad de 
los individuos y la predicción que arrojan 
se mide a través de una función de 
aptitud. Los individuos son sometidos a 
transformaciones evolutivas, mediante los 
operadores de cruzamiento y mutación, 
hasta que se converge a un óptimo o a un 
cierto criterio de parada. Los criterios de 
parada permiten decidir cuándo finalizar 
una generación para pasar a la siguiente, y 
cuándo terminar el algoritmo [6,7]. 
Frecuentemente el proceso evolutivo se 
ve degradado por la convergencia 
prematura o el estancamiento, dos 
situaciones que van en detrimento de la 
calidad de los resultados y que 
sobrecargan y retrasan la toma de 
decisiones incrementando innecesaria-
mente el tiempo de cómputo [5]. 
Teniendo como antecedente otros trabajos 
en el área [9,10], en este trabajo se 
propone dar tratamiento al estancamiento 
y convergencia [5] en ESS, a fin de 
modelar, detectar y actuar en 
consecuencia para aplicar acciones de 
sintonización que permitan paliar el 
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2. LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
La temática propuesta continúa la línea de 
trabajo de otros cinco proyectos previos 
vinculados a la sintonización y al 
desarrollo automático. Se propone la 
aplicación de un modelo matemático de 
rendimiento para su utilización en la 
sintonización automática y dinámica de 
un método de reducción de 
incertidumbre. Que la sintonización sea 
automática significa que el propio 
algoritmo o aplicación será dotado con la 
capacidad de realizar todas las etapas del 
proceso de sintonización, sin necesidad 
de que el usuario intervenga. Que sea 
dinámica significa que el proceso de 
mejora se llevará a cabo a la vez que el 
programa o aplicación esté ejecutándose, 
lo cual permitirá reflejar de modo 
inmediato las decisiones que se tomen en 
pos de la mejora del rendimiento, y así 
lograr ejecuciones más eficientes y 
adaptadas a las características de los datos 
particulares de entrada y al estado 
corriente del entorno de ejecución. [3,5]. 
Que el proceso de sintonización esté 
basado en modelos matemáticos de 
rendimiento significa que el conocimiento 
experto que se utilizará en la etapa de 
Análisis estará centrado en la utilización 
de un conjunto de expresiones que 
modelan el problema de rendimiento 
particular, lo cual, a la hora de tomar 
decisiones se reduce a la evaluación de 
tales expresiones matemáticas a partir de 
los datos recopilados durante la 
monitorización, permitiendo una toma de 
decisiones concisa en un tiempo de 
cómputo razonable, muchas veces 
despreciable en relación a la ejecución 
global del programa [3]. 
 
En resumen, tenemos como hipótesis que 
las características de dinamicidad y 
automatismo antes mencionadas para el 
proceso de sintonización, contribuirán a 
lograr predicciones más precisas y 
veloces para el método predictivo ESS 




Como objetivos experimentales, se espera 
lograr la sintonización de ESS en sí 
misma, mejorando el desempeño del 
método de reducción de incertidumbre, 
tanto en calidad de resultados como en 
velocidad de respuesta. Como objetivo 
teórico, se espera definir un modelo de 
rendimiento que permita caracterizar el 
comportamiento del algoritmo de ESS 
para anticipar la detección de situaciones 
de sobrecarga computacional innecesaria 
y aplicar acciones paliativas que las 
contrarresten, automáticamente y en 
sintonía con la propia ejecución.   
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
La temática propuesta por este proyecto 
permite continuar con la formación y 
desarrollo de los distintos integrantes del 
grupo de trabajo, de forma 
complementaria a la formación adquirida 
hasta el momento. En 2020 se 
defendieron dos tesis doctorales 
relacionadas con esta línea de 
investigación, desarrolladas por la Dra. 
Laura Tardivo (bajo la dirección de la 
Dra. Paola Caymes Scutari) y el Dr. 
Miguel Méndez Garabetti (bajo la 
dirección del Dr. Germán Bianchini y la 
codirección de la Dra. Paola Caymes 
Scutari). En el caso del Dr. Ing. Méndez 
Garabetti, continúa su labor en el marco 
de la misma línea de investigación, la 
cual resulta transversal a su plan de beca 
postdoctoral. Asimismo, el grupo de 
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trabajo está evaluando la incorporación de 
un nuevo integrante, y siempre está 
abierto a la incorporación de nuevos 
integrantes (de grado o postgrado) que 
deseen familiarizarse con las temáticas 
que aquí se describen.  
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El objetivo de esta línea de investigación es el 
estudio de diferentes técnicas de modelado y 
simulación para entornos de Cómputo en Altas 
Prestaciones (HPC, High Performance 
Computing). El enfoque del estudio es la 
obtención de herramientas que permitan predecir 
la eficiencia del sistema ante posibles escenarios 
y reconfigurar el sistema físico. Además, se 
analizan los diferentes componentes del sistema 
que pueden influir en las prestaciones 
significativamente y pueden llegar a modelarse 
y/o reconfigurarse. 
Por otra parte, se ha llevado a cabo el 
desarrollo de un simulador para entornos en el 
área de salud, en el sector de emergencias 
hospitalarias y de propagación de enfermedades. 
 
Palabras clave: Arquitecturas Multiprocesador. 
Simulación. Sistema E/S paralela. Modelado y 
Simulación basado en agentes (Agent-
BasedModeling and Simulation, ABMS). Cloud 
Computing. CloudSim. Simulación y Salud. 
Contexto 
Se presenta una línea de Investigación que es 
parte del Proyecto de Investigación “Simulación 
y tecnología en Cómputo de Altas Prestaciones 
(High Performance Computing, HPC) para 
aplicaciones de interés social” - SimHPC de la 
Universidad Nacional Arturo Jauretche (UNAJ), 
acreditado por resolución interna 148/18. 
Además, el proyecto aporta al Programa 
“Tecnologías de la información y la 
comunicación (TIC) en aplicaciones de interés 
social” – TICAPPS de la UNAJ. 
En el tema existe un convenio de 
colaboración en actividades de Investigación y 
Postgrado con el Instituto de Investigación en 
Informática – LIDI de la Universidad Nacional 
de La Plata y el Área de Computación del 
Instituto de Ciencias de la Universidad Nacional 
de General Sarmiento. 
 
Introducción 
El crecimiento sostenido en la demanda del 
poder de cómputo remarca la necesidad de 
sistemas con enfoques de paralelización masiva 
y cómputo de alta performance (HPC, High 
Performance Computing) [1]. Los clusters se han 
convertido en uno de los enfoques principales 
para lograr paralelismo a bajo costo. Una noción 
extendida lo constituye la utilización de grid 
computing y más recientemente cloud 
computing. Independientemente de la solución, 
estos sistemas constan de un gran número de 
componentes incluyendo nodos de 
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procesamiento, bancos de memoria, discos, entre 
otros. 
En cuanto a las herramientas de simulación 
para Cloud Computing, CloudSim es un 
framework desarrollado en Java que provee las 
APIs necesarias para que el usuario genere una 
simulación de un Data Center funcionando como 
servidor de nube capaz de simular la ejecución 
de CloudLets. 
Por otra parte, los servicios de urgencias 
hospitalarias son considerados como una de las 
unidades del sistema sanitario de mayor 
complejidad y fluidez, lo que unido a la 
variabilidad de su actividad da lugar a que su 
gestión operativa sea una tarea muy complicada 
[2]. Es por ello que resultaría de mucha utilidad 
para sus responsables disponer de un sistema de 
ayuda a la toma de decisiones (Decision Support 
System-DSS) tan flexible como un simulador, 
que permitiría tomar medidas disponiendo de 
información suficiente sobre las alternativas 
posibles. 
 
Sistemas de E/S Paralela 
Las exigencias en los sistemas de E/S 
paralelos se han incrementado debido al aumento 
en número, velocidad y potencia de las unidades 
de procesamiento en los clusters. También las 
aplicaciones científicas que utilizan cómputo de 
altas prestaciones acrecientan estos 
requerimientos. 
En muchos casos, el cuello de botella de los 
sistemas paralelos es la E/S a causa de las 
exigencias que debe afrontar [3]. La E/S Paralela 
es esencial para emparejar el avance de las 
arquitecturas de los procesadores y el rápido 
crecimiento de la capacidad computacional. 
Aunque la arquitectura jerárquica de memoria 
multinivel puede evitar grandes pérdidas de 
prestaciones debido a los retardos de acceso a 
disco, la capacidad de memoria es limitada. 
Además, como la capacidad computacional 
aumentará, la disponibilidad de memoria por 
core decrecerá, especialmente si la escala de los 
sistemas de HPC se proyecta a millones de cores 
o más. Varias simulaciones científicas y de 
ingeniería de áreas críticas de investigación, tales 
como la nanotecnología, astrofísica, clima y 
energía física están convirtiéndose en 
aplicaciones intensivas de datos. Para poder 
disminuir la brecha entre CPUs-E/S se deben 
identificar los factores que influyen en las 
prestaciones y proponer nuevas soluciones [4] 
[5]. 
En el área de tolerancia a fallas en sistemas de 
cómputo de alta prestaciones se puede notar la 
importancia de la unidad de E/S en las 
arquitecturas paralelas como un punto a mejorar 
para lograr cubrir las exigencias de las 
aplicaciones que utilizan HPC. Una manera de 
llevar a cabo este trabajo es utilizar técnicas de 
simulación para evaluar el efecto de los cambios 
de los factores con mayores influencias en las 
prestaciones del sistema de E/S paralelo. 
Se puede disminuir la complejidad y la 
probabilidad de errores en la generación de 
sistemas híbridos desarrollando una simulación 
específica de éstos utilizando diferentes 
frameworks [6] [7] [8]. 
Las aplicaciones científicas con un uso 
intensivo de datos utilizan software de E/S 
paralelo para acceder a archivos. Contar con una 
herramienta que permita predecir el 
comportamiento de este tipo de aplicaciones en 
HPC es de gran utilidad para los desarrolladores 
de aplicaciones paralelas como para 
administradores de centros de      cómputo. Por 
otro lado, ABMS ha sido utilizado para modelar 
problemas y sistemas complejos en diversas 
áreas de la ciencia. 
Evaluar las prestaciones del subsistema de 
E/S con diferentes configuraciones y la misma 
aplicación, permite adaptar la configuración de 
E/S teniendo en cuenta el patrón de acceso de la 
aplicación. Pero también puede ser una gran 
ventaja analizar las necesidades de las 
aplicaciones antes de configurar el sistema 
físico. Una manera de predecir el 
comportamiento de las aplicaciones en el sistema 
de cómputo, ante distintas configuraciones, es 
utilizando técnicas de modelado y simulación. 
Se está desarrollando modelos e 
implementando una simulación de la 
arquitectura de E/S paralela, por medio de 
técnicas de simulación basadas en agentes o 
Sistemas Multi-Agente, (MAS-
MultiAgentSystems), para evaluar el efecto de 
dimensionar el sistema de E/S o cambiar 
componentes como la red de almacenamiento, 
dispositivos de E/S, entre otros [9].  
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Simulación de arquitecturas de Cloud 
Computing 
CloudSim [10] [11] es un Framework de 
simulación generalizado y extensible que 
permite el modelado y la simulación de 
diferentes infraestructuras y servicios de 
aplicaciones de Cloud Computing. Un ejemplo 
de utilización es la simulación de muchos centros 
de datos.  
Su arquitectura consiste en entidades 
específicas que se representan como clases Java 
que pueden ser heredadas o instanciadas. Estas 
clases representan centros de datos, hosts físicos, 
máquinas virtuales, servicios a ejecutar en los 
centros de datos y servicios en la nube de 
usuarios [12] [13]. Además, CloudSim soporta la 
inserción dinámica de los elementos de 
simulación y proporciona aplicaciones de paso 
de mensajes y la topología de la red del centro de 
datos. 
La versatilidad de CloudSim es la principal 
ventaja del sistema. La integración de nuevos 
parámetros y conceptos de la simulación es 
implementada desde abstracciones 
preestablecidas convenientemente por los 
autores. Las abstracciones principales son 
SimEvent [14], SimEntity [15], 
DataCenterCharacteristics y Vm.  
El aporte de un desarrollo de nuevos actores 
al componente Vm (Virtual Machine) posibilita 
que por medio de simulación se obtengan 
métricas de entrada/salida. Las estadísticas que 
aporta la nueva implementación de Vm dan 
soporte a un espacio de memoria ram en tiempos 
de simulación. Dicho espacio de memoria 
principal está controlado por otro componente 
que es capaz de procesar instrucciones guardadas 
en el espacio de memoria sintético denominado 
RamEntity. Si las instrucciones se guardan 
lógicamente, la nueva versión de Vm es capaz de 
administrar procesos en la nueva capa de 
ejecución. La idea general de la implementación 
consiste en la creación de una nueva SimEntity y 
sus agregaciones necesarias para manipular el 
espacio de memoria proporcionada por 
RamEntity, en tiempos de simulación. De tal 
forma que cada celda de RamEntity no sólo 
guarda datos, sino que también es posible que 
mantenga objetos interpretables como eventos 
para la nueva SimEntity que se denomina 
InitEntity. 
 Lo destacable es que el entorno de la cola de 
procesos es en el espacio de memoria de 
RamEntity y que cada instrucción que compone 
a un código objeto del proceso es en realidad un 
evento con todos sus parámetros. 
 
 
Simulación y Salud 
Al analizar las necesidades presentes en los 
servicios de salud, se obtiene que dentro de una 
sala de urgencias se encuentre una gran 
diversidad de escenarios posibles donde cada 
uno de estos puede afectar a resultados sensibles      
como, por ejemplo, la tasa de mortalidad de 
personas. Para solucionar este problema se 
desarrolló un simulador con el objetivo de ser 
una herramienta capaz de recrear una gran 
cantidad de escenarios y así poder tomar 
decisiones rápidas. 
El simulador desarrollado se centra en la 
prevalencia puntual de infecciones 
intrahospitalarias [16] en una sala de urgencias y 
cómo la afectan distintos factores relacionados 
con la gestión hospitalaria. 
Para llevar a cabo el modelado del simulador 
se utilizó el paradigma de Modelado y 
Simulación basado en Agentes (ABMS). El 
framework utilizado es Repast Simphony [17], 
una herramienta especializada en ABMS, la cual 
provee una serie de ventajas respecto al 
modelado e implementación de agentes, así 
como también la coordinación concurrente de los 
agentes. 
De esta manera, se clasificaron distintos 
agentes intervinientes en el ambiente de una sala 
de urgencias, como los pacientes y médicos, 
entre otros. Dichos agentes definen su 
comportamiento mediante máquinas de estado, 
las cuales determinan las acciones 
correspondientes tanto a la atención hospitalaria 
como también al estado de salud respecto de una 
enfermedad intrahospitalaria específica.  
La propagación de la infección 
intrahospitalaria estará modelada mediante 
interacciones entre estos agentes, por ejemplo, 
uno de los focos de infección más importante de 
las salas de urgencias son las salas de espera. La 
forma más efectiva para calibrar el simulador se 
da mediante el grado de interacción de agentes, 
ajustando así la tasa de transmisión de la 
enfermedad en cuestión. 
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Una vez calibrado el simulador, se pueden 
obtener resultados. El trabajador de la salud 
dispone de diversos parámetros para configurar 
la simulación, por ejemplo, la cantidad de 
pacientes, la cantidad de camas disponibles, la 
cantidad de insumos hospitalarios, etc. Al 
realizar distintas ejecuciones, se pueden obtener 
resultados analizando distintos posibles cuellos 
de botella, configurando la cantidad de médicos 
clínicos disponibles, la cantidad de 
recepcionistas encargados de la admisión, el 
triage, entre otros. De esta manera, es posible la 
toma de decisiones respecto a la asignación de 
recursos y personal para agilizar la estancia 
hospitalaria de los pacientes y evitar los 
contagios producidos por sus interacciones. 
Además, se analiza y trabaja la optimización 
y paralelización del simulador con los ambientes 
Repast HPC para clusters y Flame para ejecución 
sobre GPU, obteniendo mejor performance en 
términos de tiempos. 
 
Líneas de Investigación, Desarrollo e 
Innovación 
Temas de Estudio e Investigación 
 
▪ Arquitecturas multiprocesador para 
procesamiento paralelo: multiprocesador de 
memoria compartida, multiprocesador on-
chip de memoria distribuida. Multicore, 
Clusters, Clusters de multicore. Grid. Cloud. 
▪ Arquitectura de E/S paralela considerando el 
software, hardware, comunicaciones entre 
módulos y dispositivos de almacenamiento. 
▪ Nuevos aportes de desarrollos que mejoren 
los modelos de simulaciones con CloudSim 
para el análisis de la performance en sistemas 
de arquitecturas de software de Cloud 
Computing. 
▪ Modelado y simulación para la 
administración de sistemas de salud. 
Resultados y Objetivos 
Investigación experimental 
 
▪ Diseño y desarrollo de modelos mediante 
técnicas de Modelado y simulación basada 
en agentes (ABMS) para analizar el 
comportamiento de las distintas capas de la 
pila de software de E/S. 
▪      Análisis, modelado e implementación      de 
las operaciones típicas de E/S: read, write, 
open, close, flush.  
▪ Análisis y modelado de librerías de archivos 
para aplicaciones que utilizan cómputo de 
altas prestaciones-HPC. Se ha utilizado 
Amazon Web Services para creación de 
cluster virtuales y obtener métricas de la pila 
de software de E/S. 
▪ Incorporación de tiempos de entrenamiento, 
obtenidos en AWS, en el simulador. Con esto 
se logra una salida más detallada y un 
método para validar tiempos y métricas del 
simulador con AWS. 
▪ Implementación de comandos para ejecutar 
desde command center en NetLogo. Con esto 
se logró sintetizar el benchmark IOR 
correspondiente a la capa de aplicación de la 
pila de E/S, logrando introducir nuevos 
parámetros como tamaño de archivo y 
cantidad de nodos de E/S (metadata server y 
data server). De ejecutar este comando, se 
obtiene una nueva salida similar a la del 
benchmark IOR [18]. 
▪      Obtención de un método de desarrollo de 
nuevos actores genéricos CloudSim que 
mejoran el modelado y la producción de 
estadísticas virtuales. 
▪ Implementación de soportes de memoria 
principal en tiempos de simulación que se 
activan como componentes de las máquinas 
virtuales. 
▪ Implementación de la entidad InitEntity que 
procesa instrucciones en el espacio de 
memoria de las máquinas virtuales. Se 
vinculan exitosamente los tiempos de 
procesamiento de un cloudlet y las 
instrucciones en las máquinas virtuales [19]. 
▪ Contraste de una simulación de un cluster en 
la nube y uno idéntico desplegado en un 
sistema de cloud computing público [20]. 
▪ Modelado de infraestructuras de sistemas de 
salud. 
▪ Implementación de un simulador para 
analizar el contagio de enfermedades 
intrahospitalarias. 
▪ Paralelización en la ejecución de 
simuladores. 
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▪ Implementación de un simulador para 
analizar la propagación de enfermedades 
[21]. 
 
Formación de Recursos Humanos 
Dentro de la temática de la línea de I/D se 
participa en el dictado de la carrera de Ingeniería 
en Informática de la UNAJ. También aportan 
trabajos de alumnos de las materias Redes de 
Computadoras 2 y Programación en Tiempo 
Real. 
Durante 2020 se han realizado publicaciones 
nacionales e internacionales. Además, se 
encuentran en desarrollo y concluidas varias 
Prácticas Profesionales Supervisadas (PPS) con 
las que concluyen sus estudios los alumnos de 
Ingeniería en Informática. 
En esta línea de I/D existe cooperación a nivel 
nacional e internacional. Hay dos investigadores 
realizando estudios de postgrado, 1 becario EVC 
CIN, un becario de Iniciación a la Investigación 
UNAJ y 2 alumnos avanzados de grado 
colaborando en las tareas. 
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RESUMEN 
En la actualidad, para abordar problemas de       
mayor tamaño y complejidad, los estudios de       
ciencia básica y aplicada utilizan Computación      
de Altas Prestaciones (HPC - High Performance       
Computing). El HPC permite mejorar la      
capacidad, velocidad y precisión en el      
procesamiento de datos. Con el proyecto que da        
origen a este trabajo se abordan seis estudios        
desde la perspectiva del HPC, para explorar los        
aspectos centrales del paralelismo aplicado     
desde las Ciencias de la Computación en otras        
disciplinas. 
Algunos de estos estudios se realizan      
exclusivamente en la Universidad Nacional de      
Chilecito, mientras que otros son en      
cooperación con otras instituciones nacionales y      
extranjeras. Entre estos, tres formalizan trabajos      
finales de postgrado. En todos los casos, el HPC         
será abordado a través de un proceso       
metodológico organizado para: 
● Consolidar una infraestructura de    
experimentación, desarrollo y producción    
de soluciones a problemas de HPC 
● Desarrollar las capacidades   
científico-tecnológicas del equipo 
● Fomentar la vinculación y transferencia con      
los sectores académico, social y productivo 
Cada problema abordado reúne entre sus      
integrantes investigadores especialistas en la     
disciplina del estudio, investigadores de     
Ciencias de la Computación y estudiantes en sus        
últimos años de formación de grado. Con esto,        
se está consolidando un grupo de investigación,       
desarrollo y transferencia que generará     
oportunidades de formación de recursos     
humanos, proveerá de servicios a la comunidad       
en el área de estudio y potenciará los vínculos         
de cooperación con otras instituciones. 
Palabras clave: HPC, cómputo paralelo,     
aplicaciones, interdisciplinariedad. 
CONTEXTO 
La línea de investigación presentada es parte del        
proyecto “Software y aplicaciones en     
Computación de Altas Prestaciones” fue     
aprobado en la convocatoria a proyectos de       
Investigación y Desarrollo 2018 de la Secretaría       
de Ciencia y Tecnología de la UNdeC, y se         
encuentra en ejecución desde junio de 2019.       
Además, en 2018 la UNdeC destinó fondos de        
PROMINF para la adquisición de 12 PC con        
procesadores i7 y 8GB RAM, 5 de las cuales         
están equipadas con placas de video NVIDIA       
GTX 1060 para el “laboratorio de sistemas       
paralelos”. También, con el objeto de desarrollar       
las capacidades en HPC de la UNdeC, a fines de          
2019 se adquirió un servidor Dell PowerEdge       
R740, equipado con 2 Xeon Platinum 8176 (56        
núcleos físicos, 112 threads en total), 256 GB de         
RAM y 2 GPGPU NVIDIA Quadro P4000       
(financiado a través del “Plan de mejoramiento       
de la función de I+D+i” - MINCyT),       
actualmente en funcionamiento. Finalmente, se     
destinaron fondos del PROMINF para financiar      
parcialmente la formación de postgrado de      
docentes afines a la disciplina, 20 de los cuales         
están realizando la ​Especialización en     
inteligencia de datos orientada a big data       
(acreditada por CONEAU) de la Facultad de       
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Informática de la UNLP. Estas iniciativas      
permitirán consolidar una infraestructura de     
experimentación, desarrollo y producción de     
soluciones a problemas de HPC, como así       
también recursos humanos formados para     
aprovecharla. 
1. INTRODUCCIÓN 
La informática tiene su origen en la necesidad        
de los distintos sectores de la sociedad de        
conseguir mayor velocidad, confiabilidad y     
precisión para resolver sus problemas. Sin      
embargo, la capacidad de solución a un       
problema dado encuentra su límite en los       
tiempos requeridos por sus algoritmos. Superar      
ese límite requiere que el problema sea       
abordado mediante cómputo paralelo.    
Normalmente, esto implica estudiar tres     
aspectos clave: hardware, aplicaciones y     
software. 
Durante décadas, la industria respondió a la       
creciente demanda de mayor poder     
computacional incrementando  
exponencialmente el rendimiento de los     
procesadores ​[1]​. Sin embargo, esta forma de      
obtener mayor poder de cómputo encontró      
barreras físicas, limitando el rendimiento de los       
microprocesadores y los sistemas en general ​[2] ​.       
Desde el año 2005, el escalado tecnológico se        
ha venido aprovechando para aumentar el      
número de cores dentro del chip, dando lugar a         
una importante variedad de arquitecturas     
(multicores, commodity clusters, GPGPU y     
Cloud) ​[3], [4] ​.  
No obstante, reducir los tiempos de      
procesamiento y obtener la mayor eficiencia de       
ese hardware requiere el diseño y desarrollo de        
algoritmos paralelos ​[5]​. Transformar un     
algoritmo secuencial en uno paralelo no es       
trivial. En general los procesos concurrentes      
necesitan algún mecanismo para comunicar     
resultados parciales entre sí. Dependiendo de la       
arquitectura de cómputo, se consigue a través       
del uso de variables compartidas o del paso de         
mensajes entre procesos. Una transformación     
‘implícita’ o transparente es deseable, pero el       
costo es una pérdida importante de rendimiento       
[6] ​. En su lugar, el programador recurre a        
librerías estándares para expresar explícitamente     
el paralelismo: OpenMP, Pthreads, CUDA,     
OpenCL, MPI ​[7]​. 
Las suposiciones de orden de ejecución entre       
instrucciones heredadas del modelo de     
programación secuencial ya no son válidas,      
obligando al programador a utilizar algún      
mecanismo de sincronización para garantizar     
estados consistentes del programa. En este      
contexto, la correctitud de los algoritmos es más        
difícil de garantizar que en la computación       
serial. Frecuentemente ocurren errores al     
sincronizar los procesos, dando lugar a      
deadlocks, condiciones de carrera, violaciones     
de orden, violaciones de atomicidad simple y       
violaciones de atomicidad multivariable,    
requiriendo el uso de herramientas de      
depuración específicas ​[8]​. A diferencia de      
soluciones secuenciales donde existe un modelo      
teórico que permite estimar el desempeño de los        
programas antes de escribirlos, la evaluación del       
sistema paralelo (software y hardware) requiere      
la definición de distintas métricas: tiempo de       
ejecución, speedup, eficiencia y overhead. Las      
soluciones paralelas están tan estrechamente     
vinculadas con el hardware subyacente que      
dificultan enormemente conseguir portabilidad    
de rendimiento ​[9]​. 
Existen muchos aspectos que requieren ser      
tomados en cuenta al diseñar la solución       
paralela: tamaño del problema, división de datos       
o tareas, balance de carga, requerimientos de       
memoria, precisión de los cálculos,     
comunicaciones y sincronización entre    
procesos, errores de concurrencia, detección y      
tolerancia a fallos entre los más relevantes. La        
complejidad de los problemas requiere     
habilidades especiales de los desarrolladores:     
dominio de múltiples paradigmas de     
programación y frecuentemente múltiples    
lenguajes, conocimientos de redes y     
comprensión de la concurrencia y sus      
consecuencias. Por todo esto, se considera de       
gran interés el estudio de estos temas para el         
desarrollo de capacidades científico-    
tecnológicas en la UNdeC que favorezcan el       
trabajo interdisciplinario en la institución. 
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2. LÍNEAS DE I+D 
Se abordaron las siguientes líneas de I+D desde        
la perspectiva del HPC como eje central: 
● Análisis de la diversidad molecular de      
microorganismos del suelo ​[10]–[13] ​.    
Estudio e implementación de algoritmos     
que contribuyan a reducir los tiempos de       
procesamiento y aumentar la capacidad de      
análisis referidos a este campo de la       
bioinformática, a fin de profundizar en el       
estudio de la diversidad molecular de      
microorganismos del suelo asociados a     
cultivos regionales. 
● Evaluación de enfoques de desarrollo HDL      
y HLL en FPGA para aplicaciones de       
procesamiento de imágenes ​[14]–[16] ​.    
Estudio de lenguajes de desarrollo HDL y       
HLL en FPGA para implementar soluciones      
de procesamiento de imágenes eficientes. 
● Identificación biométrica masiva mediante    
venas del dedo usando redes de aprendizaje       
extremo (ELM) ​[17], [18]​. Estudio de      
técnicas de computación paralela para     
mejorar la eficiencia y aceleración del      
preprocesamiento, extracción de   
características biométricas, búsqueda e    
identificación de individuos, y el diseño de       
algoritmos de ELM mejorados que manejen      
eficientemente lotes de datos de gran      
tamaño. 
● Servicios basados en lingüística    
computacional para análisis de texto     
[19]–[25] ​. Estudio sobre modelos    
computacionales que reproduzcan aspectos    
del lenguaje humano, con el fin de realizar        
análisis lingüísticos como servicios para el      
Centro de Escritura en la UNdeC. 
● Documentos inteligentes a través del     
Blockchain ​[26]–[29] ​. Estudio de la     
tecnología blockchain para garantizar la     
integridad de documentos universitarios. 
● Nodo de información meteorológica ​[30],     
[31]​. Estudio, diseño e implementación de      
algoritmos para reducir los tiempos de      
procesamiento, aumentar la capacidad de     
análisis y favorecer la escalabilidad de      
aplicaciones de análisis y proyección de      
datos climáticos. 
3. RESULTADOS 
Se alcanzaron los siguientes resultados: 
● Tres publicaciones en revista ​[32]–[34] y     
una en revisión. 
● Diez presentaciones en congresos y/o     
workshops ​[35]–[44] ​. 
● Seis charlas científicas con invitados     
externos expertos en los distintos temas      
del proyecto. 
● Cinco capacitaciones en otros centros de      
formación del país y del exterior en       
temas relacionados con el proyecto. 
● Tres tesis de maestría en desarrollo, dos       
codirigidas por doctores especialistas en     
los temas de la UCM (Chile) y la tercera         
por un doctor de la UNLP (Argentina). 
● Una tesina de grado en desarrollo      
(Asistente virtual académico de    
estudiantes de IS de la UNdeC). 
● Un documento de recomendaciones para     
escribir tesinas de Ingeniería en Sistemas      
(en desarrollo). 
● Un becario CIN. 
● Puesta en funcionamiento del cluster del      
laboratorio de Sistemas Paralelos. 
● Puesta en funcionamiento del servidor     
de altas prestaciones recientemente    
adquirido con fondos del Plan de      
Mejoramiento de la función de I+D+i      
del MINCyT (ver contexto).  
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Seis miembros del equipo poseen formación de       
postgrado a nivel de doctorado, uno de ellos es         
especialista en Cómputo de Altas Prestaciones.      
Cinco miembros se encuentran en su etapa final        
para obtener el grado de maestría en       
Informática, tres de los cuales desarrollan como       
tesis temas abordados por esta propuesta. Dos       
de estas tesis de maestría están siendo       
codirigidas por docentes de la Universidad      
Católica de Maule (Chile) y una está siendo        
codirigida con un docente de la Universidad       
Nacional de La Plata. Nueve miembros están       
cursando la Especialización en inteligencia de      
datos orientada a Big Data (UNLP). Cada línea        
I+D propuesta integra al menos un docente       
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investigador experto en el campo de cada       
estudio específico. Todos los temas propuestos      
se trabajan con estudiantes de grado de las        
carreras Ingeniería en Sistemas y Licenciatura      
en Sistemas de la UNdeC (ambas acreditadas       
por CONEAU). Los docentes forman parte de       
los equipos de diversas asignaturas de estas       
carreras, entre las que se encuentran      
programación, arquitecturas de computadoras y     
arquitecturas paralelas. Nueve docentes se     
encuentran categorizados en el programa de      
incentivos.  
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RESUMEN
Los problemas a resolver hoy en día mediante
soluciones computacionales demandan muchos
recursos, esto puede obedecer a dos factores: el
tamaño del problema generado por los datos
que involucra, o su complejidad. Cualquiera sea
el caso, siempre los resultados se esperan en un
tiempo razonable. Una de las soluciones
propuestas es pensar en sistemas heterogéneos:
una computadora formada por procesadores
many y multicores con software capaz de tomar
ventaja de cada una de las componentes
subyacentes.
En este trabajo se exponen dos líneas de trabajo
orientadas a distintos tipos de problemas, en las
cuales se propone desarrollar técnicas de
Computación de Alto Desempeño para el
escenario descrito.
Palabras clave: Computación de Alto
Desempeño. Modelos Híbridos. Problemas
Complejos. Big Data.
CONTEXTO
Esta propuesta de trabajo se lleva a cabo
dentro de los proyectos de investigación:
“Tecnologías Avanzadas aplicadas al
Procesamiento de Datos Masivos” (LIDIC,
UNSL) y “Cómputo de Altas Prestaciones
aplicado a la Solución de Grandes Problemas”
(UADER).
1. INTRODUCCIÓN
Los datos, las soluciones complejas y los
problemas a resolver computacionalmente han
crecido exponencialmente en la última década.
Por esta razón tanto el hardware como el
software tuvieron que evolucionar ajustándose a
los nuevos requerimientos.
Los sistemas de computación híbridos
permiten combinar las características de las
arquitecturas multi-core [Bas16] y many-core
[Aam18, Hon10], los sistemas de memoria
compartida [Vaj11] y de memoria distribuida
[Kau14, Mar17], incrementan la capacidad y
poder de cómputo del hardware del sistema de
computación resultante. Esto posibilita
aprovechar las ventajas ofrecidas: múltiples
procesos y threads con distintas
administraciones de memoria coexistiendo en el
mismo sistema.
Si se considera el software, se han
desarrollado diferentes paradigmas teniendo en
cuenta las características de estos nuevos
sistemas. Si bien los primeros desarrollos se
enfocaron en los paradigmas típicos de
paralelismo de datos y de tareas [Pac11]; o
según la arquitectura: modelo de memoria
compartida (OpenMP[Op19]), de memoria
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distribuida o pasaje de mensajes (MPI[Gro14])
y para placa GPU (CUDA[NVi19]); hoy ya
existen propuestas donde nos permiten
combinar todas estas herramientas o
independizarnos de los dispositivos utilizado
como co-procesador alguna de las placas: GPU
Intel/Radeon/NVidia, FPGA[Skl19], arduino,
etc. a través de una única herramienta. Esto es
posible utilizando tecnologías de alto nivel para
desarrollar aplicaciones multiplataforma como
son openCL (Open Computing
Language)[Kae15] y oneAPI[One20]. Ambas
tecnologías permiten desarrollar soluciones
computacionales portables independientes del
proveedor y del dispositivo, capaces de lograr
tiempos de respuestas menores en muchas
plataformas de hardware diferentes. Ambas
herramientas permiten la programación de
aplicaciones paralelas sobre unidades de
computación heterogéneas, como GPUs, CPUs
y otros dispositivos de aceleración. Su
estructura consta de dos partes: Una API para
acceder y usar las unidades de computación, y
un lenguaje de programación que se ejecutará
dentro del dispositivo o unidad de proceso.
[Kae15, One20] .
Teniendo en cuenta la demanda de cómputo
de los problemas actuales y la posibilidad que
nos brindan tanto las arquitecturas híbridas
como los modelos de programación de alto
nivel se puede lograr aplicar una estrategia de
paralelización más efectiva mediante múltiples
niveles de paralelismo y posibilitar así la
reducción del overhead de comunicación.
Existen numerosas soluciones a problemas
complejos de gran escala, las cuales aplican
técnicas HPC multi-tecnología y
multiplataforma [Car18, Isu19].
Por todo lo expuesto, nuestra motivación es
investigar, verificar y poner en marcha nuevas
técnicas y arquitecturas híbridas para mejorar el
procesamiento y los tiempos de respuesta de
diferentes aplicaciones complejas. En base a
ello, nuestro objetivo es aplicar HPC
multi-tecnología para resolver problemas
complejos en ambientes híbridos. En la próxima
sección presentamos los diferentes casos de
estudio considerados
2. LÍNEAS DE INVESTIGACIÓN,
DESARROLLO E INNOVACIÓN
Varios son los sistemas complejos considerados
como benchmark para aplicar técnicas de HPC
híbridas. Se destacan:
● Problemas de Simulación de Sistemas
Reales: La toma de decisiones en sistemas
compuestos por múltiples componentes
interrelacionadas, no es una tarea fácil. Una
posibilidad es abordarlos analíticamente o
mediante ensayos o experimentos, lo cual
puede implicar mucho riesgo. Una buena
solución suele ser analizarlos a través de
técnicas de simulación por computadora, las
cuales representan una de las herramientas
más poderosas para la resolución de
problemas. Su potencial es incalculable, ya
que permiten abstraer sistemas del mundo
real y tomar decisiones basadas en múltiples
experimentos. Los Autómatas Celulares
(AC) son modelos matemáticos muy útiles
y adecuados, los cuales a través de un
conjunto de reglas simples pueden
representar sistemas complejos
pertenecientes a diferentes áreas científicas,
como química, bioquímica, economía,
física, etc.[Kau84, Wol84]. Además tienen
como característica, su naturaleza paralela.
En función de todas estas características,
hemos enfocado el estudio de varios
sistemas a través de AC paralelos y en
distintas tecnologías. Ellos son:
● El contagio de enfermedades como la
Gripe A y Covid-19. Para ambos casos
se desarrolló un AC donde se simuló un
ambiente social dinámico y las reglas
para cada una de las
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enfermedades[Hup13, Joh09, Wor14].
La propuesta fue desarrollada para
arquitecturas many-core, tanto Nvidia,
AMD e Intel, utilizando las
herramientas de programación provistas
por CUDA y OpenCL. Los desarrollos
nos permiten estudiar, en menos tiempo,
el proceso de propagación teniendo en
cuenta diferentes realidades: el tipo de
población, su distribución y otras
características; a fin de tomar
decisiones, como las campañas de
vacunación, el aislamiento, cuarentena,
mecanismo de contención, etc.. Los
resultados fueron validados con los
reportados por la OMS.
● Difusión de Noticias/Rumores: Este
trabajo plantea, mediante un simulador
con AC y técnica HPC, analizar el
comportamiento de una sociedad frente
a la dispersión de una noticia o rumor
[Mai13, Yir12]. También se definió el
AC, especificando los estados y reglas
de transición. En la implementación se
aplicaron técnicas de HPC para
memoria distribuida. Esto nos habilita a
realizar un análisis del comportamiento
de una sociedad, frente a una noticia o
rumor, siendo de utilidad tanto para
fines buenos como programas de
concientización o campañas de
solidaridad, de política, etc., o no
buenos como las fake news, campañas
políticas, de desprestigio, etc.. De los
resultados preliminares se pudo
observar cómo estas últimas tienen
mayor difusión.
La versión actual está siendo ajustada y
extendida a fin de incorporar, no sólo
otras características relacionadas al
problema cómo la difusión virtual, sino
también la inclusión de otras tecnologías
HPC.
● Otros problemas: En este caso, se están
analizando distintos problemas a fin de
simular su comportamiento, para ello
estamos en la etapa de investigación de
la dinámica del comportamiento de los
siguientes fenómenos: Desarrollo de la
roya en el trigo (Agricultura);
Desplazamiento de los bancos arenas en
el río Uruguay (Hidrología) y
Crecimiento demográfico de una región
para su buena planificación urbana
(Sociedad). La solución presentada
tendrá la característica de aplicar
técnicas HPC híbridas utilizando las
nuevas herramientas como oneAPI.
● Problemas con Grandes Volúmenes de
Datos: Muchas aplicaciones de Internet
generan un tráfico de datos con
características específicas susceptibles
de clasificación utilizando Aprendizaje
de Máquina. Las técnicas de aprendizaje
automático guiados sin supervisión son
un camino prometedor para hacer frente
a los constantes cambios en el tráfico de
red.
El principal obstáculo al que nos
enfrentamos al momento de avanzar en
la clasificación del tráfico es un
problema persistente de la investigación
de Internet en general: la falta de una
variedad de huellas que se puedan
compartir para servir como datos de
prueba, así como la ausencia de objetos
de flujo utilizados como referencia para
su validación. Estamos desarrollando un
sistema paralelo de detección de
ataques y anomalías circulantes en una
red de computadoras, buscando llevar a
cabo la tarea de identificación de
ataques a nivel de red y transporte del
modelo TCP/IP.
La tarea de detectar posibles paquetes
de datos anómalos en una red de
computadoras es muy costosa, combinar
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técnicas de clasificación y visualización
de datos implementadas con técnicas
HPC en su solución parece una buena
alternativa. Para ello se busca identificar
patrones que se desvían del
comportamiento normal a partir del
tráfico circulante en la red (gran
volumen de datos) en un tiempo cercano
a su ocurrencia, a fin de poder tomar
decisiones rápidas [Bar16, Bar17,
Bar18]. El trabajo está siendo
desarrollado para GPU Nvidia.
Todas estas líneas de investigación tienen en
cuenta la escalabilidad del problema y la
portabilidad de los desarrollos, no sólo respecto




Como objetivos de las líneas de investigación
nos planteamos facilitar el desarrollo de
soluciones paralelas portables, de costo
predecible, capaces de explotar las ventajas de
modernos ambientes HPC a través de
herramientas y “frameworks de computación”
de alto nivel. Los resultados obtenidos hasta el
momento son muy satisfactorios.
4. FORMACIÓN DE RECURSOS
HUMANOS
Los resultados esperados respecto a la
formación de recursos humanos son hasta el
momento el desarrollo de 3 tesis de posgrado: 1
de doctor y 2 de maestría; y varias tesinas de
grado en las distintas universidades
intervinientes.
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de Tiempo Real
749
Análisis de la revolución industrial 4.0 y Big Data. Proyecto de software: Oxímetro 
fotográfico.  
 
Caffetti, Yanina Andrea. 
Facultad de Exactas Químicas y Naturales. Universidad Nacional de Misiones. Posadas, Misiones. 
yanina007@gmail.com 
 
   
 
Resumen: 
El entorno tecnológico actual, la 
competencia global y la posibilidad única 
de generar un valor agregado a los 
productos y servicios que se presentan en 
el mercado, implican necesariamente una 
transformación de los procesos 
productivos hacia una industria 4.0. Las 
TIC crean sistemas de manufactura, 
gestión, formas de hacer negocios y 
marketing que impacta en una mayor 
eficiencia y eficacia a la hora de responder 
a la demanda existente de la sociedad. 
Pero si queremos entender el fenómeno 
global que interactúa en la productividad 
del mercado potenciándola, debemos 
entender los alcances de Big Data en la 
vida cotidiana. El presente artículo es una 
revisión sistemática de la literatura que 
intenta contextualizar las transformaciones 
del mercado hacia una industrial 4.0 
inmersas dentro del entorno tecnológico 
actual, partiendo de los conceptos básicos 
y proyectando las perspectivas futuras para 
una tesis de Doctorado en Informática.     
 
Palabras claves: Industria 4.0, Big Data, 




Big Data constituye un fenómeno global 
que puede llegar a tener un impacto 
económico real y potencial, que beneficie 
tanto al sector público como al privado en 
el aumento de la productividad, la 
competitividad sectorial y la calidad de 
vida de la ciudadanía[1]. Si bien los datos 
siempre han sido parte del impacto de las 
TIC, los cambios que Big Data provoca 
impactan en el panorama económico, lo 
que genera nuevas oportunidades de 
negocios y mejoras en las tomas de 
decisiones a partir de la disponibilidad de 
datos en tiempo real que permiten cambios 
en la productividad[2]. Aún tenemos que 
comprender plenamente la velocidad y la 
amplitud que se encuentra presente en ésta 
nueva revolución industrial. Consideremos 
las posibilidades ilimitadas de tener miles 
de millones de personas conectadas 
mediante dispositivos móviles, lo que da 
lugar a un poder de campos, como la 
inteligencia artificial (IA), la robótica, el 
internet de las cosas (IoT), los vehículos 
autónomos, la impresión 3D, la 
nanotecnología, la biotecnología, la 
ciencia de materiales, el almacenamiento 
de energía y la computación cuántica, por 
nombrar unos pocos. Muchas de estas 
innovaciones están en sus albores, pero ya 
están llegando a un punto de inflexión en 
su desarrollo a medida que se construyen y 
amplifican mutuamente en una fusión de 
tecnologías a través de los mundos físico, 
digital y biológico. [3] 
En Alemania se debate sobre la «industria 
4.0», un término acuñado en la Feria de 
Hannover de 2011 para describir cómo 
esta revolucionará la organización de las 
cadenas de valor globales. Mediante la 
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creación de «fábricas inteligentes», la 
cuarta revolución industrial genera un 
mundo en el que sistemas de fabricación 
virtuales y físicos cooperan entre sí de una 
manera flexible en todo el planeta. Esto 
permite la absoluta personalización de los 
productos y la creación de nuevos modelos 
de operación[3]. 
En definitiva, cuarta revolución industrial 
está creando un enfoque centrado en 
ecosistemas digitales, generando modelos 
de negocios innovadores basados en la 
interconexión de millones de 
consumidores, máquinas, productos y 
servicios, siendo Big Data una fase del 
paradigma intensivo en comunicación e 
información. Big Data emerge a partir de 
la revolución tecnológica iniciada en la 
década del setenta[1], es decir la tercera 
revolución industrial, y esto nos lleva a 
evaluar las perspectivas a futuro acerca del 
impacto de la disrupción y la 
inevitabilidad de los efectos que tendrá 
sobre nosotros su continuidad y 
transformación en la industria 4.0. 
 
Introducción: 
Las empresas, administraciones e 
individuos tienen cada día más datos 
disponibles y mejores herramientas para 
analizarlos, pero la velocidad, el volumen 
y la fuerza con la que se están dando los 
cambios que agitan la tecnología 
configuran además lo que muchos 
denominan “La Cuarta Revolución 
Industrial”. Esas bases de datos gigantes a 
las que ya hoy podemos acceder, y con las 
que podemos trabajar se denominan “Big 
Data”. Sacarle partido es uno de los retos 
de los próximos años, y parte de la clave 
para hacerlo está en la capacidad de 
estudiarlos de manera eficaz y en la 
capacidad de comunicación e interoperar 
con la que podamos dotar a los objetos 
conectados a la Red[4].   
Las tecnologías que impulsan la cuarta 
revolución industrial son variadas, los 
descubrimientos científicos y las 
creaciones que estos generan parecen 
ilimitados. La bibliografía al respecto 
puede contabilizar ciertas nuevas 
tecnologías que se encuentran en auge, sin 
embargo, estamos frente a una oportunidad 
única de innovación global. 
Todos los nuevos desarrollos y tecnologías 
tienen una característica clave en común: 
aprovechan el poder de penetración que 
tienen la digitalización y las tecnologías de 
la información[3].  
 
Líneas de Investigación y Desarrollo: 
Con el fin de identificar las mega 
tendencias y poner de relieve el amplio 
panorama de los impulsores tecnológicos 
de la cuarta revolución industrial, Klaus 
Schwab por ejemplo, ha organizado la lista 
en tres grupos: físicos, digitales y 
biológicos. Los tres están profundamente 
interrelacionados y las diferentes 
tecnologías se benefician entre sí gracias a 
los descubrimientos y los avances que 
cada grupo va logrando[3]. 
Físicos:  
Hay cuatro manifestaciones físicas 
principales de las mega tendencias 
tecnológicas, que son las más fáciles de 
detectar debido a su carácter tangible:  
• Vehículos autónomos: a medida que 
progresen tecnologías como los sensores y 
la inteligencia artificial, las capacidades de 
todas estas máquinas autónomas se 
incrementarán a un ritmo rápido[3]. 
Google, en el año 2011, obtuvo la patente 
para desarrollar una tecnología que 
permita la conducción autónoma. Ahora el 
desafío es que los vehículos autónomos en 
cierta forma se vuelvan más “sensibles” y 
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puedan interpretar los datos del entorno en 
tiempo real haciendo la conducción más 
precisa y eficiente.  
• Impresión 3D: la impresión en 3D 
comienza con material suelto y luego 
construye un objeto de forma 
tridimensional utilizando una plantilla 
digital. A diferencia de los bienes 
manufacturados producidos en serie, los 
productos impresos en 3D se pueden 
personalizar fácilmente. A medida que se 
superen las limitaciones actuales de 
tamaño, costos y velocidad, la impresión 
3D se difundirá aún más e incluirá 
componentes electrónicos como circuitos 
impresos e incluso células y órganos 
humanos. Los investigadores ya están 
trabajando en 4D, un proceso que podría 
crear una nueva generación de productos 
que se modifican a sí mismos, capaces de 
responder a cambios ambientales como el 
calor y la humedad[3].  
• Robótica avanzada: los avances en 
materia de sensores permiten a los robots 
comprender y responder mejor a su 
entorno y dedicarse a una variedad más 
amplia de tareas, como los trabajos del 
hogar. Al contrario de lo que sucedía en el 
pasado, cuando tenían que ser 
programados por medio de una unidad 
autónoma, los robots pueden ahora tener 
acceso a la información de manera remota 
mediante la nube y conectarse así con una 
red de otros robots[3]. Muchos de éstos 
avances corresponden a la amplia 
formación profesional a la que apuestan 
las sociedades visionarias, un caso de 
ejemplo es La Escuela de Robótica de la 
Provincia de Misiones, Argentina[5].  
• Nuevos materiales: en general, son más 
ligeros, sólidos, reciclables y adaptables. 
En la actualidad existen aplicaciones para 
materiales inteligentes que se auto reparan 
o se limpian a sí mismos, metales con 
memoria que vuelven a sus formas 
originales, cerámicas y cristales que 
convierten la presión en energía, y así 
sucesivamente[3]. Un ejemplo es el 
nanomaterial denominado grafeno. Las 
propiedades del grafeno son asombrosas. 
Un millón de veces más delgado que un 
cabello humano, pero más fuerte que el 
diamante y 200 veces más fuerte que el 
acero, el grafeno es el material más 
delgado y resistente del mundo; también es 
un conductor eficiente de calor y 
electricidad, es muy flexible y muy ligero. 
No es sorprendente que sea aclamada 
como una tecnología potencialmente 
disruptiva en muchas industrias, incluida 
la automotriz[6]. 
Digital 
Una de las principales conexiones entre las 
aplicaciones físicas y digitales que ha sido 
habilitada por la cuarta revolución 
industrial es el internet de las cosas (IoT, 
por sus siglas en inglés), a veces llamado 
el «internet de todas las cosas». En su 
forma más simple, se puede describir 
como una relación entre las cosas 
(productos, servicios, lugares, etc.) y la 
gente, que resulta posible mediante 
tecnologías conectadas y plataformas 
varias[3]. 
Consideremos el monitoreo remoto, una 
aplicación muy conocida del IoT. 
Cualquier paquete, palé o contenedor 
ahora puede estar equipado con un sensor, 
un transmisor o una etiqueta de 
identificación por radiofrecuencia (RFID) 
que permite a una empresa rastrear sus 
movimientos a través de la cadena de 
suministro, cómo se comporta el objeto, 
cómo se está utilizando y así 
sucesivamente[3]. Enfoquemos ésta idea a 
la telemedicina. La telemedicina se refiere 
a todas las formas que posee el 
intercambio de información médica, 
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incluyendo una variedad de tecnologías de 
comunicación. Las aplicaciones referidas a 
la medicina y al cuidado de la salud 
incluyen telecomunicaciones, y datos que 
son usados para transferir información 
médica[7]. Hoy en día, el significado de 
telemedicina se relaciona con el uso 
tecnológico de los sistemas de 
información proveyendo información 
médica y servicios para miles de 
propósitos, como diagnósticos de 
enfermedades, transferencia de datos y 
registros médicos, monitoreo de 
rehabilitación de pacientes o procesos de 
terapias[8]. Todavía no comprendemos los 
alcances tecnológicos y desarrollos 
actuales que ha impulsado esta pandemia 
en la que vivimos. Una de las 
motivaciones del presente trabajo es poder 
realizar un sistema de monitoreo remoto 
para pacientes covid19 positivos en su 
etapa crítica, incluyendo la posibilidad de 
implementar IA para diagnósticos más 
precisos que puedan generar tratamientos 
particulares. 
Biológicas 
Las innovaciones en el campo biológico y 
la genética en particular son, cuando 
menos, impresionantes. En los últimos 
años se han logrado considerables 
progresos en reducir costos y aumentar la 
facilidad para la secuenciación genética, y 
más recientemente para activar o modificar 
genes. Muchos de nuestros insuperables 
retos en salud, desde las cardiopatías hasta 
el cáncer, tienen un componente genético. 
Debido a ello, la capacidad para 
determinar la constitución genética 
individual de una manera eficaz y rentable 
(por medio de la secuenciación en 
máquinas utilizadas en el diagnóstico 
rutinario) revolucionará la sanidad de 
forma personalizada y eficaz[3]. 
Estamos desarrollando nuevos métodos 
para integrar y utilizar dispositivos que 
monitoreen nuestros niveles de actividad y 
de química sanguínea, y cómo enlazar todo 
esto con el bienestar, la salud mental y la 
productividad en casa y en el trabajo. 
También estamos aprendiendo mucho más 
acerca de cómo funciona el cerebro 
humano y estamos viendo desarrollos 
increíbles en el campo de la 
neurotecnología. De ello da fe el hecho de 
que, en los últimos años, dos de los 
programas de investigación más 
financiados del mundo pertenecen al 
ámbito del cerebro[3].  
En definitiva, Big Data toma un rol 
fundamental en los cambios que estamos 
viviendo. Lo crucial no es el gran aumento 
de los datos en sí mismo, sino su análisis 
para la toma de decisiones inteligentes lo 
que potenciará cada una de las tendencias 
de la industria 4.0. 
 
Resultados obtenidos/esperados: 
La escala y la amplitud de la creciente 
revolución tecnológica producirán cambios 
económicos, sociales y culturales de 
proporciones tan fenomenales que son casi 
imposibles de prever[3].  
Sin lugar a dudas, la revisión de la 
literatura acerca de la temática presentada 
en este artículo nos determina las bases 
para describir y analizar el impacto 
potencial de la cuarta revolución industrial 
en la economía, los negocios, los 
gobiernos y países, la sociedad y los 
individuos visualizando el punto de 
entramado y protagonismo que adquiere 
Big Data. Nos deja la posibilidad de 
continuar investigando para prever las 
nuevas tendencias y generar soluciones 
frente a la disrupción que se presenta con 
la cuarta revolución industrial. 
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Los resultados obtenidos son la base 
bibliográfica para el desarrollo de un 
software de medición del ritmo 
respiratorio a través de la cámara 
fotográfica de un smartphone, procesando 
las imágenes en tiempo real para controlar 
la función respiratoria en pacientes 
covid19 positivos críticos emulando la 
funcionalidad de un oxímetro y utilizando 
inteligencia artificial para los registros 
médicos del paciente a fin de proyectar un 
diagnóstico a corto plazo de la evolución 
del sistema respiratorio. 
 
Formación de Recursos Humanos: 
Este proyecto de investigación forma parte 
del desarrollo de una tesis de posgrado, 
correspondiente a la carrera de Doctorado 
en Tecnologías de la Información dictada 
por la Universidad Nacional del Nordeste 
(UNNE), la Universidad Nacional de 
Misiones (UNaM) y la Universidad 
Tecnológica Nacional (UTN)[9]. 
. 
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Este trabajo describe brevemente el contexto y 
los objetivos generales de un tema principal y 
sus líneas de investigación particulares. Su ob-
jetivo principal es estudiar y evaluar modelos 
matemáticos y métodos numéricos que permi-
tan abordar problemas específicos en ingenie-
ría. También se estudian sistemas y procesos, 
que por su nivel de complejidad, requieren 
abordajes y trabajos multidisciplinarios  para 
operar en el dominio del problema de interés. 
Los modelos abordados son dependientes del 
tipo de sistema estudiado, del fenómeno anali-
zado y del área particular de ingeniería que 
originó el requerimiento. Determinar el tipo de 
sistema, el método para evaluar su rendimiento 
y las soluciones numéricas óptimas o sub-
óptimas forma parte de los objetivos generales.  
 
Palabras Clave: modelos matemáticos aplica-
dos, métodos computacionales, modelos pro-
babilísticos, desempeño de sistemas, confiabi-




 Las líneas de investigación y desarrollo (I/D) 
forman parte del proyecto “Computación de 
Alto Desempeño: Arquitecturas, Algoritmos, 
Métricas de rendimiento y Aplicaciones en 
HPC, Big Data, Robótica, Señales y Tiempo 
Real”. En particular del sub-proyecto “Mode-
los y métodos computacionales. Procesamien-




En ingeniería y en ciencias básicas se utilizan 
distinto tipo de modelo para estudiar y caracte-
rizar objetos y fenómenos de interés. Los mo-
delos matemáticos nos permiten predecir fe-
nómenos naturales y el comportamiento de es-
tructuras, dispositivos, procesos y sistemas di-
señados por el hombre. Los métodos compu-
tacionales asociados a modelos determinísticos 
y probabilísticos permiten estudiar el dominio 
del problema considerando distintas condicio-
nes estructurales y funcionales. El análisis del 
comportamiento a medida que el objeto o fe-
nómeno real se aleja de las hipótesis funda-
mentales del modelo permite determinar su al-
cance, su validez y su utilidad respecto a los 
objetivos iniciales [1][2]. Este abordaje permi-
te implementaciones en hardware o software 
que ofrezcan soluciones viables. Los sistemas 
estudiados pueden ser lineales o no lineales 
requiriendo modelos sofisticados [3][4]. De-
terminar si una solución es viable con funda-
mento científico, es una tarea compleja y de-
pendiente del problema particular analizado 
[5]. Involucra estudiar el dominio del proble-
ma, los objetos o los fenómenos modelados, y 
por lo tanto eventualmente requiere soporte 
multidisciplinar. Este proyecto tiene como 
primer objetivo analizar y proponer modelos 
computacionales, métodos y las soluciones 
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particulares derivadas de los mismos. Alcanzar 
los objetivos anteriores requiere estudiar los 
fundamentos que subyacen a cada modelo, 
evitando soluciones, que por su nivel de en-
capsulamiento, limiten una verdadera com-
prensión y abordaje científico de los mismos 
[6]. El tipo de problema de interés en esta línea 
de investigación requiere la integración de so-
luciones de tres áreas, ciencias de la compu-
tación, matemáticas aplicadas y un área de in-
geniería o ciencia básica en particular. La eva-
luación de rendimiento es un aspecto funda-
mental para poder validar las soluciones pro-
puestas o los modelos analizados [7]. Por lo 
tanto, otro aspecto fundamental es el estudio 
de las métricas y paradigmas de desempeño en 
sistemas específicos.  
 
En la sección 2 se presenta un breve resumen 
de los temas de I/D específicos en el período 
actual. La sección 3 enumera resultados obte-
nidos y esperados. Finalmente, la sección 4 re-
sume los objetivos con respecto a la formación 
de recursos humanos. 
 
2. Líneas de Investigación 
 
2.1  Modelos Probabilísticos 
 
El primer objetivo de esta línea de investiga-
ción es estudiar si un determinado modelo es 
viable en el contexto de un sistema particular. 
El segundo objetivo general es determinar si es 
robusto cuando compromisos de diseño impli-
can apartarse de las hipótesis iniciales del mo-
delo. 
 
2.1.1  Imágenes de Tiempo de Vuelo (TOF) 
 
Las cámaras de TOF permiten obtener imáge-
nes de rango, también denominadas 2 ½ D. El 
ruido y los artefactos en este tipo de imagen 
requieren de modelos probabilísticos adecua-
dos para caracterizar, filtrar y eventualmente 
reducir efectos indeseados. Segmentar imáge-
nes de tiempo de vuelo requiere modelos de 
segmentación con características específicas 
[8][9][10]. En particular métodos estadística-
mente robustos [11][12]. 
2.1.2  Datos Fuertemente Desbalanceados 
 
 Cuando el conjunto de patrones de entrena-
miento de un clasificador probabilístico es 
marcadamente asimétrico, esta línea de inves-
tigación estudia el dominio específico del pro-
blema y la capacidad de generalización del sis-
tema de clasificación. Se analizan paradigmas 
de aprendizaje automático estadístico supervi-
sado y semi-supervisado [13][14][15].  
 
2.1.3  Generación de Descriptores 
 
 El objetivo de esta línea de trabajo es mejorar 
la calidad de los descriptores obtenidos a partir 
de modelos probabilísticos y modelos espec-
trales, considerando: unicidad, invariancia, 
sensibilidad y su impacto en el sistema de cla-
sificación.  
 
2.2 Desempeño de Sistemas de Posiciona-
miento, Navegación  y Vigilancia. 
 
  En los sistemas de posicionamiento, de nave-
gación y de localización [16][17], el concepto 
de desempeño excede al habitual que está limi-
tado a la calidad nominal de la estimación de 
ubicación y eventualmente a la confiabilidad 
[18][19]. En estos sistemas deben considerarse 
además los parámetros de integridad y conti-
nuidad que le garanticen al usuario que la in-
formación proporcionada por el sistema es co-
rrecta para que una operación crítica pueda 
realizarse en forma segura [20][21].  
Un tema relacionado con el desempeño de los 
sistemas vigilancia es el volumen de transac-
ciones con características aleatorias [22]. 
Esta línea de trabajo se avoca al estudio de 
problemas puntuales de desempeño en los sis-
temas mencionados, utilizando criterios y mé-
todos diversos de modelado y procesamiento 
de señales [23][24]. 
 
3. Resultados y Objetivos 
 
3.1  Resultados publicados 
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▪ Se estudiaron y propusieron métodos para 
detección en series temporales de fMRI 
[25][26]. 
▪ Se desarrollaron métodos de segmentación 
de imágenes de rango y supresión del 
plano de fondo [27][28][29][30]. 
▪ Se analizaron y propusieron alternativas 
para el agrupamiento de objetos de interés 
en video [31]. 
▪ Se estudió el desempeño de un método de 
exclusión de satélites en un sistema de 
ayuda a la aeronavegación basado en 
GNSS [32]. 
▪ Se presentaron resultados experimentales 
de un método de aprendizaje en aritmética 
computacional [33]. 
▪ Se propuso un método de segmentación 
espectral para imágenes TOF [34]. 
▪ Se estudió el comportamiento bajo carga 
de un algoritmo para programar transac-
ciones de radares aeroportuarios [35]. 
 
3.2  Objetivos generales 
 
▪ Desarrollar modelos y optimizar algorit-
mos particulares de clasificación supervi-
sada y no supervisada.  
▪ Evaluar métodos de análisis de desempeño 
y su aplicación sobre los clasificadores y 
conjuntos de datos particulares. 
▪ Evaluar la monitorización de la integridad 
de los sistemas de ayuda a la navegación 
aérea basados en sistemas GNSS. 
▪ Estudiar métodos de selección y extracción 
de características. 
 
▪ Promover la interacción con otros grupos y 
líneas de I/D resultando en un mecanismo 
de permanente consulta y transferencia. 
 
4. Formación de Recursos Humanos 
 
La formación de recursos humanos en primer 
lugar implica la transferencia de los resultados 
de cada línea de investigación a las asignaturas 
de grado y cursos de postgrado que los inte-
grantes dictan. Los alumnos también tienen la 
posibilidad de realizar trabajos supervisados 
de investigación, resultantes en tesinas y tésis 
en el área. Debido al carácter trans-disciplinar 
de las línea de I/D expuestas, se espera orien-
tar y brindar apoyo a investigadores y alumnos 
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Resumen 
Esta línea de investigación trata sobre 
Sistemas de Tiempo Real. Dentro de esta 
temática se desarrollan tareas en el 
contexto de tres temas: 1) Redes de 
sensores inalámbricas 2) Modelado y 
Simulación 3) Robótica móvil. 
Dentro de las redes de sensores 
inalámbricas y robótica móvil se estudia la 
interacción que provee dos aspectos: los 
sensores que están sobre el móvil que 
proveen información, y la posibilidad de a 
través de información intercambiada entre 
la red y la generada por el propio robot 
provee la ubicación del mismo. Tanto las 
redes como los robots incluyen productos 
elaborados en el laboratorio como 
comprados y terminados. Respecto de las 
simulaciones se remiten tanto a sistemas 
de hardware y cloud computing como a 
situaciones de evacuaciones en casos de 
emergencia y transmisión de 
enfermedades. 
Contexto 
 Esta línea de Investigación forma 
parte del proyecto 11/F024 – Computa- 
ción de Alto Desempeño: Arquitecturas, 
 
 
Algoritmos, Métricas de rendimiento y 
Aplicaciones en HPC, Big Data, Robóti- 
ca, Señales y Tiempo Real SubProyecto 
CAD-3. Procesamiento para problemas de 
Tiempo Real / Robótica del Instituto de 
Investigación en Informática LIDI 
acreditado por la UNLP.  
Palabras Claves: Tiempo Real, 
Simulación, Sistemas Embebidos, 
Comunicaciones, Redes de Sensores, 
Robots, drones, Microcontroladores, 
Cloud Computing. 
1. Introducción 
Son Sistemas de Tiempo Real (STR) 
aquellos que requieren la existencia de 
plazos de tiempo para llevar a cabo sus 
acciones [5] [6] [11] [12] [16] [17]. Una 
característica es que deben interactuar con 
el mundo físico. Ello determina los plazos 
en que ante una entrada o cambio en el 
sistema físico debe elaborar la respuesta y 
sus acciones. Por ello es necesario que el 
procesamiento debe estar sincronizado con 
un sistema de tiempo que esté 
sincronizado y en una escala estándar, o 
sea deben tener reloj de tiempo real. Las 
entradas desde el mundo físico son a través 
de sensores y se utilizan actuadores para 
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las respuestas. Estos sensores pueden 
adquirir configuraciones complejas en red 
cuando la cantidad de variables a controlar 
sea grande y sobre todo estén situadas en 
forma remota. Muchas veces se utilizan 
robots móviles, terrestres y aéreos [4] [9] 
[10] [15] [22] [23] [18], en combinación 
con los sensores y actuadores. Estos 
sensores sobre los móviles permiten doble 
funcionalidad: proveer datos del ambiente 
que recorren y en una interacción con el 
ambiente y las redes de sensores fijos en el 
mismo, proveer información sobre la 
ubicación del móvil. Para ello se recurre a 
sistemas GPS en exteriores y técnicas de 
posicionamiento en interiores (indoor) [3] 
[13] utilizando para ello diferentes tipos de 
sensores de tecnología de ultrasonido, 
infrarrojo como también los sistemas de 
comunicaciones wifi y bluetooth. En el 
desarrollo de robots propios y redes de 
sensores se utilizan placas de desarrollo 
basadas en microcontroladores (como, 
Arduino, NodeMCU, CIAA [19] [27]) y 
Computadoras de Placa Simple (como, 
Raspberry Pi), utilizando diferentes SOTR 
(Linux RT-Preempt, Free RTOS, MQX, 
OSEK-OS, etc.) [8]. Se realizan pruebas 
de alcance, integridad y funcionalidad de 
redes de sensores inalámbricas [28] [29] 
[30] [21] principalmente utilizando 
módulos WiFi y LoRa [26]. Por otra parte, 
se trabaja en el campo del modelado y 
simulación [7] [14] [24] [25]con el fin de 
obtener simuladores que permitan predecir 
el comportamiento y la eficiencia de 
distintos sistemas ante diferentes 
escenarios. Además, se ajustan estas 
simulaciones con datos reales, lo cual 
permite luego realizar ensayos sobre la 
simulación: ejemplos de ellos son las 
simulaciones de robots, placas, incendios, 
evacuación de edificios en catástrofes y 
procesos industriales.  
2. Resultados y Objetivos 
Se han desarrollado tareas sobre los temas 
antes expuestos tales como: 
● Desarrollo de un robot con 
encoders para odometría, combinados con 
sensores de ultrasonido e infrarrojo. 
●  Medición de consumo energético 
de diferentes microcontroladores con 
cámara de video, variando su ancho de 
banda y velocidad de transmisión. 
● Construcción y estudio de redes de 
sensores inalámbricas basadas en WiFi y 
LoRa [1]. 
● Desarrollo de interfaces para el 
control de drones. 
● Modelado y simulación de 
arquitecturas de Cloud Computing para 
comparar con arquitecturas de HPC [21] 
[2]. 
● Modelado y simulación de 
evacuaciones en caso de catástrofe en 
diversos edificios y transmisión de 
enfermedades intrahospitalarias. 
3. Formación de Recursos 
Humanos 
Se desarrollan trabajos de alumnos en la 
Convocatoria a Proyectos de Desarrollo e 
Innovación de la Facultad de Informática 
de la UNLP. Además, se encuentran en 
desarrollo y concluidas tesinas de grado de 
alumnos de Licenciaturas de Informática y 
Sistemas, como así también Prácticas 
Profesionales Supervisadas (PPS) con las 
que concluyen sus estudios los alumnos de 
Ingeniería en Computación y Analista en 
TICs. De postgrado, investigadores del 
grupo están desarrollando un trabajo final 
de especialización, tres tesis de Maestría y 
una tesis de Doctorado. 
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RESUMEN 
El objetivo de este trabajo es implementar 
sobre un sistema de cultivo hidropónico, 
funcionalidades de IoT (Internet of things, 
Internet de las cosas). Con esto, se pretende 
sacar provecho del auge que está teniendo 
dicha tecnología en distintos ámbitos, y 
aplicarlo a la cámara de germinación 
hidropónica desarrollada en [1]. 
La idea principal es poder interactuar, 
mediante el uso de un software especial para 
IoT, con el controlador que obtiene 
información de los sensores de temperatura, 
humedad y nivel de nutrientes de la cámara, 
utilizando la comunicación con la cámara vía 
Twitter y E-mail [2] para la obtención de los 
valores al instante de la medición de estas 
variables. De la misma manera, el controlador 
enviará alertas a las cuentas de Twitter y E-
mail configuradas cuando los valores de 
temperatura, humedad y nivel de nutrientes 
superen o estén por debajo de los umbrales 
establecidos en [1]. 
 
Palabras clave: Hidroponía, Internet de las 





Este trabajo se encuentra enmarcado en el 
“Programa de Investigación  en Computación” 
del Instituto de Investigación, Desarrollo e 
Innovación en Informática de la Facultad de 
Ciencias Exactas, Químicas y Naturales de la 
Universidad Nacional de Misiones; también 
posee vínculos con el Doctorado en Ciencias 
Aplicadas y la Maestría en Tecnologías de la 
Información de la misma casa de estudios. 
Puntualmente, este trabajo es un avance de la 
Tesis de Maestría denominada “Internet de las 
Cosas (IoT) aplicada a un sistema de 
monitoreo de una cámara de germinación 
hidropónica.” 
En el presente trabajo, lo que se quiere realizar 
es la elaboración de un prototipo para poder 
comunicarse con la plataforma IoT. Para ello 
se necesitará una cuenta de E-mail y una 
cuenta de Twitter previamente creadas para los 
fines del trabajo. 
Las personas que interactúen con la 
plataforma, podrán recibir información 
mediante un mensaje personalizado que llegue 
a sus cuentas, ya sea de mail o twitter con el 
objetivo de conocer los valores que posean las 
variables de Temperatura, Humedad y nivel de 
Nutrientes de la cámara hidropónica realizada 
en [1]. Básicamente, la idea es agregar a lo 
realizado en [3] la posibilidad que las personas 
puedan interactuar con la plataforma IoT 
mediante el envío de un mail o un tweet; los 
cuales serán creados para tal fin. La 
plataforma, de acuerdo a unas palabras claves 
definidas previamente, deberá armar la 
respuesta para enviársela nuevamente a la 
persona que haya realizado la consulta. Si la 
consulta llega a la plataforma vía mail, la 
respuesta vuelve por la misma vía. Si la misma 
es recibida a través de Twitter, la respuesta 
llegará como respuesta al tweet, “arrobando” 
al usuario que realiza la consulta. 
De la misma manera, cuando por motivos 
desconocidos para la plataforma se detecten 
valores anormales que pongan el peligro el 
cultivo, debe generarse una alarma 
automáticamente con el objetivo de avisar 
dicha anomalía. Esta alarma se disparará hacia 
las cuentas de mail y twitter avisando que la 
cámara requiere su atención. 
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Hidroponía. 
La hidroponía puede considerarse como un 
conjunto de técnicas que permitirá el cultivo 
de plantas sin suelo. Puede permitir en 
estructuras simples o complejas, la producción 
de plantas  (principalmente, de tipo herbáceo) 
aprovechando sitios o lugares como azoteas, 
invernaderos climatizados, suelo infértiles, etc. 
[4] Por medio de una solución de nutrientes 
aportan el alimento que se necesario para el 
desarrollo de las plantas. Los elementos 
químicos esenciales se diluyen en agua y son 
transportados por diversas técnicas a los 
soportes de las plantas. El término hidroponía 
deriva del griego Hydro (agua) y Ponos (labor 
o trabajo) [5]. A partir de este concepto, se han 
desarrollado técnicas que se sustentan en 
sustratos (medios para sostener a las plantas) o 
sistemas que aportan soluciones de nutrientes, 
ya sea de manera estática o circulante, sin 
perder de vista las necesidades básicas de la 
planta, como ser humedad, temperatura, agua 
y nutrientes. 
Cuando se emplea esta técnica de cultivo, las 
raíces absorben una solución rica en 
nutrientes, necesarios para su crecimiento, y 
concentraciones equilibradas diluida en agua. 
Dicha solución dispone de todos los elementos 
químicos necesarios para que la planta tenga 
un correcto desarrollo. De esta manera, la 
planta podrá crecer en una solución mineral 
únicamente, o en un medio inerte, como ser 
arena, fibra de coco o lana de roca,  entre otros 
[6]. 
En condiciones normales, el suelo es quien 
actúa como reserva de nutrientes minerales, 
pero el suelo en sí no es esencial para el 
crecimiento de la planta. Cuando los nutrientes 
minerales que posee la tierra se diluyen en 
agua, las raíces son capaces de absorberlo. 
Cuando estos nutrientes son incorporados 
dentro del suministro de agua de la planta, ya 
no es necesario el suelo para que la planta se 
desarrolle y crezca. Con esto, cualquier planta 
que se cultiva por el método de siembra directa 
(Figura 1), puede cultivarse también mediante 
la utilización de la hidroponía, aunque haya 
algunas que puedan crecer con mayor 
celeridad y mejores resultados que otras. 
 
Figura 1. Método de siembra directa. 
 
En la actualidad, esta actividad está teniendo 
un gran auge en países donde las condiciones 
para la  agricultura resultan desfavorables. 
Combinando ésta técnica con un buen manejo 
de invernadero, es posible alcanzar 
rendimientos muy óptimos con relación a los 
que se pueden obtener en cultivos a cielo 
abierto.  
Es una manera simple, sencilla y de un costo 
muy bajo para producir vegetales de rápido 
desarrollo y, por lo general, ricos en elementos 
nutritivos. Con esta técnica de agricultura a 
pequeña escala, se usan los recursos y medios 
que las personas tienen a mano, como ser 
materiales de desecho, espacios inutilizables y 
tiempo libre. 
La hidroponía ha conseguido estándares 
comerciales y algunos alimentos, plantas 
decorativas y jóvenes plantas de tabaco se 
cultivan de esta manera, debido en gran parte a 
la falta de suelos adecuados, suelos 
contaminados que pueden producir 
enfermedades a las plantas o la utilización de 
aguas subterráneas que degradan la calidad de 
los suelos. 
Cuando no se utiliza el suelo como lugar de 
crecimiento de la planta, no se cuenta con el 
efecto amortiguador que brinda el suelo 
agrícola. Sin embargo, también se tiene 
diversos problemas con la oxigenación de las 
raíces y no es algo que pueda considerarse 
limpio a escalas comerciales. 
La hidroponía es ideal para personas con 
tiempo libre que desean divertirse, para 
trabajos de investigación, para que docentes 
realicen demostraciones a sus alumnos sobre la 
esencialidad de distintos elementos químicos, 
también para quien desee cultivar en un 
contenedor o tina pequeña, para cultivar en 
aeronaves espaciales o cultivos  en gran 
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escala; aunque se presentarán distintos niveles 
de complejidad, sobre todo si se desea que sea 
una actividad económica y tenga un impacto 
ambiental bajo [6]. 
 
Cámara de germinación hidropónica. 
Para construir la cámara de germinación, se ha 
utilizado un contenedor de policloruro de 
vinilo (PVC), en la cual se han realizado los 
siguientes montajes: 
1. En la parte superior: el hardware que 
hace de unidad de control, los sensores de 
humedad y temperatura exterior. 
2. En la parte inferior: están los sensores de 
humedad y temperatura interior, un 
turboventilador, sistema de iluminación 
artificial con una lámpara de bajo consumo de 
75w y una lámpara incandescente, la cual será 
utilizada como una fuente de calor para los 
días de baja temperatura (Figura 2).  
Además, en la parte inferior se ha montado un 
sensor de nivel de nutrientes que, en caso de 
que el nivel descienda de un mínimo 
prestablecido, acciona una bomba de 
impulsión sumergida en un depósito de 
nutrientes ubicada al lado de la misma. 
 
 
Figura 2 – Cámara de Germinación [1]. 1) Sensor de nivel de 
nutrientes; 2) Sensor Humedad y Temperatura; 3)Unidad de 
Control; 4) Lámpara Iluminación artificial; 5) Lámpara 
incandescente; 6) Bomba de impulsión de nutrientes; 7) Sensor 
nivel de nutrientes; 8) Espuma de germinación; 9) Sensor 
Humedad y Temperatura Ambiente; 10)Ventilador. 
 
Placa Raspberry Pi y Sistema Operativo 
Raspbian. 
La Raspberry es considerada una maravilla en 
miniatura, en cuyo interior existe un 
importante poder de cómputo en un tamaño no 
mayor al de una tarjeta de crédito. [7] 
Raspberry Pi es un computador de placa 
reducida o SBC (Single Board Computer) de 
bajo costo, desarrollado por la Fundación 
Raspberry Pi en el Reino Unido, con el 
objetivo de poder estimular a enseñanza de las 
ciencias de la computación en las escuelas y 
colegios. 
Posee un reducido tamaño (85mm de largo por 
56mm de ancho), además posee una salida 
HDMI, una interfaz Ethernet y 4 USB; por lo 
que si se conecta un monitor, teclado y mouse, 
se convierte en una computadora. Está 
equipado con un procesador ARM1176JZF-S 
(armv6k) a 700MHz, una GPU Broadcom 
VideoCore IV3, memoria de 512Mb además 
de permitir almacenamiento por tarjetas SD o 
SDHC [8]. 
Aunque no se indica si es hardware libre o con 
derechos de marca, en su web oficial [9] 
explican que se disponen de contratos de 
distribución y ventas con varias empresas, 
pero también se pueden convertir en 
revendedores o redistribuidores de las 
Raspberry Pi. En cambio, su software sí es 
Open Source, siendo su sistema operativo 
oficial una versión de Debian adaptada, la cual 
se denomina Raspbian, aunque también es 
posible utilizarlo con otros sistemas 
operativos, entre ellos una versión de 
Windows 10. 
Raspbian [10] es un sistema operativo libre 
basado en Debian, optimizado para el 
hardware de Raspberry Pi. Dicho sistema 
operativo presenta un conjunto de programas 
básicos y utilidades que hacen funcionar a la 
Raspberry. Sin embargo, Raspbian no 
solamente es un sistema operativo puro ya que 
viene con más de 30.000 paquetes de software 
pre compilados, en un formato agradable para 
una fácil instalación y configuración de la 
Raspberry Pi. 
La idea principal de que el sistema Raspbian 
venga por defecto con más de 30.000 paquetes 
preinstalados y optimizados para la obtención 
de un mayor rendimiento en los Raspberry Pi, 
se completó en junio de 2012. De todas 
maneras, Raspbian todavía se encuentra en 
etapa de desarrollo activo, haciendo mayor 
énfasis en mejorar la estabilidad y el 
rendimiento del mayor número de paquetes 
Debian posibles [11]. 
Cabe mencionar que el sistema Raspbian no se 
encuentra afiliado a la Fundación Raspberry 
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Pi. Raspbian fue creado por un equipo 
pequeño y dedicado de desarrolladores 
fanáticos del hardware Raspberry Pi, los 
objetivos educativos de la Fundación 
Raspberry Pi y el Proyecto Debian. El 
desarrollo de este sistema operativo es 
financiado y respaldado por la comunidad, 
aunque los costos asociados no son gratuitos 
[10]. 
 
Internet de las Cosas. 
Al realizar la combinación de Internet con las 
tecnologías actuales, denominadas emergentes, 
tales como localización en tiempo real, 
comunicación de corto alcance, red de 
sensores integrados, permite transformar los 
objetos cotidianos como ser heladeras, 
lavarropas entre otros, en objetos inteligentes 
que puedan entender y reaccionar ante ciertos 
eventos de su entorno [12]. ¿Es posible 
imaginar que una heladera le avise acerca de 
las fechas de vencimiento de los productos que 
posee? ¿Qué sucedería si el cepillo de dientes 
lo alertara sobre alguna carie y solicitase un 
turno al dentista,  sin su intervención? Estos 
objetos son los elementos fundamentales sobre 
los que se ha formulado, lo que hoy en día se 
conoce como, Internet de las Cosas (IoT, 
Internet of Things). Es un tema sobre el cual se 
presta mayor atención en la actualidad, en 
ambientes informáticos y de alta tecnología. 
Para muchos es considerada como una nueva 
generación de intercomunicación, entre 
objetos de la vida real o cotidiana, el cual 
constituye una tendencia hacia donde el 
desarrollo de la tecnología de las 
telecomunicaciones se mueve de manera 
acelerada [13]. 
El término IoT, como tal, comenzó a utilizarse 
a finales de los años noventa. Más 
precisamente, fue utilizado por primera vez en 
el año 1999 por Kevin Ashton (1968 - ), 
pionero de la tecnología británica, en el cual 
describe un sistema en el que los objetos en el 
mundo físico podrían conectarse a Internet por 
medio de sensores. El IoT puede considerarse 
como un paradigma que sienta las bases y 
modelos para resolver el inconveniente de 
tener interconectados todos los objetos que nos 
rodean [13]. 
 
Figura 3 – Internet de las cosas. 
 
La ventaja que tiene IoT es que utiliza la gran 
mayoría de los estándares existentes de 
Internet, para la transferencia de información, 
recolección y análisis de datos, así como 
también el desarrollo de aplicaciones que 
permitan la interacción y comunicación con 
los usuarios. La evolución que ha tenido 
Internet, ha permitido la interconexión e 
interrelación de las personas por si mismas a 
través de aplicaciones como correo 
electrónico, redes sociales, entre otros. En este 
momento, nos encontramos en la era de la 
interconexión con los objetos y cosas 
cotidianas, con el propósito de crear y 
promover un ambiente informado y 
confortable para perfeccionar la toma de 





La cámara de germinación consiste en un 
recipiente plástico con una solución de 
nutrientes con una placa de poliestireno 
expendido con rectangulares perforaciones 
flotando. Si bien, actualmente se está 
trabajando en la realización de cultivos 
hidropónicos para los invernaderos de la 
provincia de Misiones [14], muchos 
productores de hortalizas aún utilizan el 
método de siembra directa para la obtención 
de los plantines y realizar su posterior 
trasplante en canteros.  
Las nuevas tecnologías de Internet tienden a la 
integración de servicios de la web, redes 
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sociales, redes de sensores que puedan obtener 
información de variables ambientales o de 
cualquier otro tipo y además controlar 
actuadores, cámaras, etc.; la integración de 
estos dispositivos y servicios dan como 
resultado la IoT [15] [16]. Cuando se trabaja 
con un conjunto de sensores inalámbricos 
distribuidos espacialmente e interconectados 
por distintos concentradores, se denomina 
WSN (Wireless Sensor Network) utilizado para 
monitoreo ambiental, sistemas interconectados 
de energía, etc., [17]. 
A la hora de desarrollar aplicaciones del tipo 
IoT, debemos tener en cuenta que se deben 
considerar la adquisición de datos proveniente 
de sensores, tomar decisiones para realizar 
acciones sobre actuadores, cámaras u otros 
dispositivos y en tiempo real interactuar con 
servicios en línea. Si tuviéramos que 
programar una aplicación IoT de este tipo, se 
necesitan conocer varios lenguajes y 
protocolos, así como desarrollar APIs 
específicas y vincularlas con todos los 
componentes del sistema.  Por esto, surgen 
varias aplicaciones que integran los 
componentes que permiten desarrollar 
aplicaciones IoT. Estas se componen de nodos 
con funciones específicas y se interconectan 
por conexiones que intercambian flujo de 
datos. 
El trabajo propone el desarrollo de un 
prototipo de sistema de monitoreo para 
sistemas hidropónicos automatizados mediante 
la evaluación y control de las variables 
intervinientes. Dicho monitoreo se debe 
realizar a través de una cuenta de correo 
electrónico y de la red social Twitter, creadas 
para tal fin. 
Del relevamiento bibliográfico surgió, 
habiendo hecho una comparación entre las 
distintas herramientas disponibles en el 
mercado para la realización del sistema IoT, 
además se busca que sea compatible con la 
placa SBC Raspberry Pi 2 modelo B, que es el 
hardware utilizado en la cámara de 






1.2 Diseño de sistemas de control con hardware 
 
Como se ha mencionado anteriormente, la 
placa utilizada es la Raspberry Pi 2 modelo B 
(Figura 4); la cual tiene un tamaño aproximado 
de 85mm de largo por 56mm de ancho; posee 
una salida HDMI, un conector de red Ethernet 
y 4 puertos USB, con lo que si conectamos un 
monitor, teclado y mouse tenemos un 
ordenador de bajo costo. Además, posee una 
CPU ARM1176JZF-S (armv6k) a 700 MHz3, 
GPU Broadcom VideoCore IV3, memoria 512 
Mb, capacidad de almacenamiento tarjeta SD 
o SDHC. 
 
Figura 4 – Raspberry Pi 2 modelo B. 
 
1.3 Puertos GPIO. 
Los puertos GPIO son, como su nombre lo 
indica, puertos de entrada/salida de propósito 
general, es decir, un conjunto de conexiones 
que pueden utilizarse como entradas o salidas 
para diversos usos. Estos puertos representan 
la interfaz entre la Raspberry Pi y el medio 
exterior [17]. 
Posee un total de 17 puertos configurables 
como entrada o salida. Por defecto están todos 
configurados como entradas excepto los GPIO 
14 y 15 que operan como salidas (Figura 5). 
 
Figura 5 – Puertos GPIO de Raspberry Pi. 
 
1.4 Sensores de humedad y temperatura DHT22 
Para la obtención de los valores de las 
variables de  humedad relativa y temperatura 
se utilizan sensores DHT22 (Figura 6 y Tabla 
1), los cuales poseen un rango de operación de 
0 a 100% HR y de -40 a 80º C. Además 
cuentan con una precisión de humedad de 2% 
XXIII Workshop de Investigadores en Ciencias de la Computación 767
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
HR y de temperatura 0,5%. Por otro lado, 
poseen la característica de trabajar con 
protocolo serial enviando los datos por una 
única vía, por el pin de datos (Figura 6). 
 
Figura 6 – Sensor DHT22 
 
 












De acuerdo a la Tabla 1, el pin 1 se 
corresponde a la alimentación, el 4 a masa 
(GND) y el pin 2 posee una resistencia pull up 
de 10 K por donde se envían los datos de 
humedad y temperatura en forma serial hacia 
el puerto GPIO de la Raspberry Pi (Figura 7). 
 
 
Figura 7 – Conexiones del sensor DHT22 con el puerto GPIO. 
 
1.4 Node-RED. 
Es un editor basado en web para generar 
aplicaciones de IoT. De código abierto, creado 
por el equipo de IBM Emerging Technology. 
Posee una interfaz amigable que, mediante la 
función de arrastrar y soltar, permite colocar 
en el área de trabajo nodos que representan 
APIs de web, servicios en línea o dispositivos 
de hardware. Estos nodos se pueden unir con 
un cableado que representan el flujo de datos 
[18], también se pueden programar funciones 
en JavaScript; de esta manera es posible 
programar nodos con determinadas 
funcionalidades. El motor de tiempo real se 
basa en Node.js que es un entorno para 
ejecutar JavaScript realizado con el motor V8 
de Chrome. Dado que Node.js trabaja con 
arquitectura basada en eventos no bloqueantes 
que se ejecutan del lado del servidor, esto hace 
que consuma poco costo de hardware lo que lo 
hace ideal para correr en placas Arduino 
(www.arduino.cc) o Raspberry Pi [19]. 
 
2 LÍNEAS DE INVESTIGACION, 
DESARROLLO E INNOVACIÓN 
A continuación se detallan los avances más 
importantes con respecto a la realización del 
sistema de monitoreo. 
 Actualmente se está trabajando en el 
desarrollo del sistema de monitoreo a 
través de Node-RED. Se posee un 
bosquejo inicial que recibe un correo 
electrónico y lo responde (Figura 8).  
 Se trabajó en la creación y seguridad de 
la cuenta de correo electrónico, este paso 
permitió poder realizar el bosquejo antes 
mencionado. 
 Se habilitó el acceso de aplicaciones 
externas en Gmail para poder obtener los 
correos electrónicos a través del sistema 
propuesto. 
 Se realizó la petición para poder utilizar 
la API de Twitter con el objetivo de 
poder obtener y responder los tweets que 
se reciban. 
 
3 RESULTADOS Y OBJETIVOS 
Actualmente, el sistema desarrollado recibe 
correos electrónicos y los responde al 
remitente, con un mensaje personalizado del 
estado de las variables que se consultan a 
través del mismo. 
Al no obtener todavía, acceso a la API de 
Twitter, no es posible consultar los datos de las 
variables utilizando esta red social. 
Pin Función 
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Este trabajo cuenta con publicaciones en 
distintos congresos y eventos académicos, los 
cuales se mencionan a continuación: 
 M. Marinelli & R. Urquijo, “Sistema 
de Control de una cámara de 
germinación hidropónica con IoT”. 
Libro de Actas del Congreso Argentino 
de Ciencias de la Computación 
(CACIC) 2017, (pp. 1101-1107) ISBN 
978-950-34-1539-9. 
 
 Urquijo, R. & Marinelli, M., “Sistema 
de monitoreo de una cámara de 
germinación hidropónica con IoT 
basado en Raspberry Pi”, Anales de la 
47º Jornadas Argentinas de Informática 
(47JAIIO), Simposio Argentino de 
Grandes Datos AGRANDA, ISSN: 
2451-7569, pp. 64-73, Argentina, 2018. 
 
 Marinelli, Marcelo; Lombardo, 
Graciela; Wurm, Guillermo & Urquijo 
Rubén R., “Implementación de 
sistemas de control automático para 
cultivos hidropónicos en invernaderos 
de la provincia De Misiones.”, Libro de 
resúmenes: Jornadas Científico-
Tecnológicas UNaM, 1º Edición,  
Editorial Universitaria, ISBN: 978-
950-579-495-4, pág. 277, 2018, 
Posadas Misiones, Argentina. 
 
 Urquijo, Rubén R. & Marinelli, 
Marcelo, “Monitoreo de una cámara de 
germinación hidropónica utilizando 
Internet de las Cosas”, Libro de 
resúmenes: Jornadas Científico-
Tecnológicas UNaM, 1º Edición,  
Editorial Universitaria, ISBN: 978-
950-579-495-4, pág. 289, 2018, 
Posadas Misiones, Argentina. 
 
 Marcelo Marinelli, Graciela Lombardo, 
Kuna Horacio, Guillermo Wurm, 
Rubén Urquijo, Verónica González, 
“Implementación de sistemas de 
control automático para cultivos 
hidropónicos en invernaderos de la 
provincia De Misiones”, Libro de 
Actas XX Workshop de Investigadores 
de Ciencias de la Computación (WICC 
2018), ISBN: 978-987-3619-27-4, pp. 
128 – 132. 
 
 Urquijo, Rubén R, & Marinelli, 
Marcelo J., “Monitoreo de una cámara 
de germinación hidropónica basada en 
Raspberry Pi y Node-RED”, 4º 
Congreso de Ingeniería y Ciencias 
Aplicadas de las Tres Fronteras, 2019, 
Foz do Iguaçú, Brasil. (Póster). 
 
 Marcelo Marinelli, Myriam Kurtz, 
Rubén R. Urquijo, Guillermo Wurm, 
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“Control de cámaras de germinación 
hidropónicas mediante Internet de las 
Cosas”, IEEE ARGENCON 2020, V 
Congreso Bienal de la Sección 
Argentina del IEEE (Modo virtual). 
 
Como resultado, se espera poder desarrollar el 
sistema completo, contemplando el uso de 
correo electrónico y la red social Twitter (en 
este caso) para poder consultar el estado de las 
variables de la cámara de germinación 
hidropónica. 
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RESUMEN
Se  presentan  los  aspectos  relevantes  de  un
proyecto  de  investigación  y  desarrollo
abordado  en  el  Laboratorio  de  Sistemas
Embebidos -LabSET- del Instituto INTIA de
la  UNCPBA.  Este  proyecto  fue
oportunamente aprobado en el  marco de los
incentivos  a  la  investigación  y  busca  como
objetivos  generales  el  trabajo  conjunto
tendiente a desarrollar técnicas para optimizar
soluciones de hardware y software aplicadas a
sistemas embebidos.
Conjuntamente  se  realiza  la  formación  de
parte  de  los  integrantes  del  laboratorio
quienes se encuentran realizando sus estudios
de posgrado en temas afines al proyecto.
El  proyecto  busca  desarrollar  tareas  de
investigación  y  desarrollo  en  temas
relacionados a los sistemas embebidos, tanto
en aspectos  de  software como de hardware.
De este modo se busca desarrollar soluciones
a  problemas  en  áreas  como  visualización,
aritmética de computadoras, sensores, etc. no
solo desde el punto de vista algorítmico sino a
partir  de  su  implementación  en  sistemas  de
hardware programable como FPGAs.
Palabras  clave:  sistemas  embebidos,  tiempo
real,  procesamiento de imágenes,  aritmética
decimal.
CONTEXTO
La  presente  propuesta  continúa  la  línea  de
trabajo del proyecto de Incentivos “Diseño de
sistemas  Embebidos  de  alto  Rendimiento”
(03/C257)  llevado  adelante  por  el  grupo de
Sistemas  Digitales  del  INTIA  durante  el
período 2015 a 2017 y financiado por SeCAT
de  UNICEN.  La  presente  propuesta  busca
extender y especializar a la original con una
permanente filosofía de trabajo orientada a la
generación de soluciones informáticas para la
resolución de problemas en sistemas digitales
en  general,  y  embebidos  en  particular;
fuertemente  relacionados  con  la  lógica
programable.
El contexto tecnológico de esta propuesta es
la generación de soluciones informáticas que
resuelvan  problemas  en  el  ámbito  de  los
llamados  sistemas  embebidos,  en  general,  y
relacionados  en  particular  con  la  lógica
programable basada tanto en FPGAs como en
SoC FPGAs.
El objetivo principal de la nueva propuesta es
continuar  con  el  estudio  de  soluciones  de
hardware  (sensores,  operaciones  aritméticas,
procesadores  dedicados  y  coprocesadores)  y
software  (aplicaciones  de  control  y
procesamiento digital de señales – imágenes,
audio,  video)  orientados  al  desarrollo  de
sistemas dedicados de alta performance para
su uso en sistemas de control, procesamiento
e IoT (Internet of Things).
1. INTRODUCCIÓN
Se define como sistema embebido [1] a todo
equipo o dispositivo electrónico que permite
realizar  algún  procesamiento  de  datos,  pero
que,  a  diferencia  de  una  computadora  de
propósito general, se diseña para cumplir una
función  determinada.  El  mercado  global  de
sistemas  embebidos  ha  evolucionado
considerablemente en los últimos años. Esto
incluye  la  tecnología  y  las  industrias
atendidas.  Con el  advenimiento  de IoT y el
IoT  industrial  (IIoT),  la  tecnología  de
sistemas  embebidos  se  ha  convertido  en  un
facilitador  para la  rápida  expansión mundial
de ecosistemas IoT inteligentes y conectados
[2].  El  mercado  de  sistemas  embebidos
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incluye comunicaciones, industria automotriz,
aeroespacial,  electrónica  de  consumo,
sistemas  militares,  controles  industriales  y
otros sectores, como las ciudades inteligentes
(Smart Cities).
Los  sistemas  embebidos  ofrecen  soluciones
transparentes  en  situaciones  comunes,
resolviendo  problemáticas  y  tomando
decisiones  de  acuerdo  a  las  condiciones  de
entrada. Un sistema embebido es una máquina
que emplea una combinación de Hardware y
Software para realizar una función específica.
Es parte de un sistema más grande y trabaja
en  un  ambiente  reactivo  con  restricciones
temporales.  En  estos  sistemas  el  software
proporciona flexibilidad y funcionalidad; y el
hardware proporciona desempeño y seguridad
fomentando  la  transformación  digital  de  la
industria 4.0. 
Componentes  fundamentales  de  un  sistema
embebido  son  la  arquitectura  de  hardware
subyacente (FPGAs [3], SoC FPGAs [4], IPs,
ICs),  los  dispositivos  de  acceso
(fundamentalmente sensores) y el software de
control,  en  general  un  sistema operativo  de
tiempo real de altas prestaciones y optimizado
para  funcionar  en  sistemas  de  tiempos
óptimos  de  respuesta,  bajo  consumo  y  alta
fiabilidad.
De  este  modo,  un  objetivo  general  de  la
propuesta  es  el  estudio  de  soluciones  de
hardware  (sensores,  aritmética,  procesadores
dedicados  y  coprocesadores)  y  software
(sistemas  de  control  acordes  para  sistemas
embebidos  y  aplicaciones  de  control)
orientados al desarrollo de sistemas dedicados
de  alta  performance.  La  aplicación  de  los
desarrollos  logrados  se  realiza,
preferentemente,  en  tareas  de  análisis,
detección y control a partir del procesamiento
de  imágenes  como  eje  motivador  de
preferencia,  sin  perjuicio  de  otros  ejes  de
estudio en los que la inclusión de un sistema
embebido sea apropiada y superadora.
2. LÍNEAS DE INVESTIGACIÓN Y DE 
DESARROLLO 
Las  líneas  de  investigación  y  desarrollo  se
enmarcan en dos ejes principales: referente a
plataformas Hardware/Software  y respecto  a
las aplicaciones.
2.1 Plataformas Hardware/Software
Las  plataformas  utilizadas  son  placas
genéricas  con  microcontroladores,
dispositivos  programables  FPGAS  y  SoC
(System  on  a  Chip)  programables.  Este  eje
comprende: 
● Diseño de cores aritméticos:  estudio,
diseño e implementación de unidades
aritméticas  en dispositivos  FPGAs,  a
través  del  diseño  e  implementación
hardware  eficiente  de  funciones
elementales,  tales  como  logaritmo,
raíz  cuadrada,  exponenciación,
potencia, etc. 
● Técnicas y mecanismos de aceleración
en SoC programables: Elaboración de
técnicas  y  mecanismos  de
identificación  de  rutinas  críticas  en
cuanto  a  tiempo  de  cómputo  para
posterior  aceleración.  Profundización
del  estudio  y  aplicación  de  técnicas
conocidas  en  síntesis  de  circuitos
digitales descritos en lenguajes de alto
nivel  (HLS  -  High  Level  Synthesis)
para sistemas digitales basados en SoC
programables.  Desarrollo  de  núcleos
genéricos  y  específicos  descritos  en
lenguajes de descripción de hardware
(HDLs).
2.2 Aplicaciones:
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● Procesamiento de señales: Utilización
y  desarrollo  de  técnicas  para  el
procesamiento  digital  de  señales,
imágenes, audio, video, entre otras; en
sistemas  embebidos  sobre  las
plataformas  seleccionadas.
Particularmente se propone el estudio
de técnicas de Machine Learning.
● Internet de las cosas o IoT (Internet of
Things):  estudio,  adaptación  e
implementación  de  protocolos
estándares industrializados. El estudio
abarca  tanto  a  los  sistemas
microprocesados  y  microcontrolados,
así  como aquellos  basados  en  lógica
programable.  Además,  se  pretende
aprovechar  la  capacidad  de
procesamiento paralelo de las FPGAs
para  desarrollar  e  implementar
módulos de encriptación de datos.
3. RESULTADOS OBTENIDOS
En el área de aritmética de computadoras los
esfuerzos se centraron en la implementación
de soluciones optimizantes para la realización
de  operaciones  aritméticas  decimales
conformes al estándar IEEE 754-2008[5]. En
este  sentido,  se  trabajó  en  el  desarrollo  de
alternativas  para  operaciones  decimales
básicas  de  suma,  resta  y  multiplicación  en
punto  flotante  decimal  en  formato  DPD
(Densely  Packed  Decimal),  logrando
resultados  muy  competitivos  en  la
implementación de soluciones en dispositivos
programables[6].
También  se  trabajó  en  soluciones  a
operaciones  más  complejas  como  funciones
logaritmos  y  métodos  de  cálculo  rápido  de
raíces cuadradas, siempre en formato decimal
DPD [7].
Además, se trabaja actualmente en el análisis
de  comportamiento  de  soluciones  para  el
redondeo  de  resultados  en  punto  flotante
decimal  codificados  en  binario,  Binary
Integer Decimal (BID). Esta línea de trabajo
permitió la obtención de un grado doctoral de
uno  de  los  integrantes  del  proyecto  y  otro
trabajo  similar  se  encuentra  actualmente  en
proceso.
Por  otra  parte,  se  lograron  avances
significativos  en  el  área  de  IoT,  llevando
adelante  un  proyecto  que  implementa
monitoreo  de  parámetros  biométricos  y  la
geolocalización de operarios en instalaciones
mineras. El mayor desafío de este proyecto es
utilizar la incapacidad que poseen las señales
de  radio  para  penetrar  muros  o  rocas  como
entradas  de  métodos  de  estimación  de
distancia  y  posición.  Como  resultado,  se
implementó  un  método  de  mejora  de
estimación  de  distancia  basado  en  redes
neuronales [8]. 
Se fortaleció la vinculación con otros centros
de investigación, como CIVETAN (UNICEN)
en  donde  actualmente  se  encuentra  en
desarrollo un sistema embebido para el conteo
automático  de  huevos  de  parásitos  para  su
aplicación en veterinaria ganadera. El sistema
está basado en un sistema de procesamiento
de imágenes desarrollado con herramientas de
síntesis  de  alto  nivel  (HLS),  y  participa  un
alumno de la Universidad Nacional de Tres de
Febrero. 
Además,  se  generaron  vínculos  con  el
Laboratorio de Investigación y Desarrollo de
Tecnología  en  Informática  Forense  (InFo-
Lab) de la Universidad FASTA, investigando
sobre  el  uso  de  FPGAs  aplicadas  a  la
inteligencia  artificial,  particularmente  en
SVM y Deep Learning. 
Por otra parte, se establecieron vínculos con
los  responsables  del  desarrollo  de  la
plataforma EDU-CIAA-FPGA pertenecientes
a la Universidad Tecnológica Nacional (UTN-
Haedo), a fin de aportar a este proyecto. 
Respecto  de  la  transferencia,  se  logró  una
vinculación  con  empresas  interesadas  en  el
desarrollo  de  microemprendimientos
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productivos que involucran la generación de
soluciones con soporte de sistemas digitales.
En  este  aspecto,  se  ejecutó  un  proyecto
referente  a  la  convocatoria  Universidades
Agregando Valor 2018, financiado por SPU.
El  proyecto  fue  ejecutado  con  Satellogic
participando  como  contraparte,  con  el
objetivo  de  investigar  el  consumo  en
algoritmos  de  compresión  embebidos,
específicamente  sobre  FPGAs.  El  proyecto
involucró  el  análisis  de  algoritmos  de
compresión de imágenes y el desarrollo de su
arquitecturas  eficientes.  Algunos  de  los
resultados logrados se encuentran publicados
en  [9].  Además,  se  ejecutó  un  proyecto
financiado  por  la  fundación  Dr.  Manuel
Sadosky  en  su  convocatoria  Fase  Cero,  a
través  de  un  convenio  tripartito  entre  la
Fundación,  Redimec  SRL  y  UNICEN.  El
objetivo del proyecto fue el desarrollo de un
dispositivo  que  permitiera  la  detección  de
malezas  en  tiempo  real,  para  aplicación
selectiva,  y  los  resultados  se  encuentran
publicados en [10]. 
4. FORMACIÓN DE RECURSOS 
HUMANOS
El  equipo  de  trabajo  está  integrado  por
docentes-investigadores, egresados y alumnos
de la  Universidad Nacional  de Centro  de la
Provincia de Buenos Aires. Cuenta con cinco
docentes  investigadores  (dos  doctores  en
ciencias  informáticas,  un  doctor  en
matemática computacional e industrial y dos
magísteres  en  sistemas),  5  alumnos  de  la
carrera  de  ingeniería  de  sistemas,  y  un
maestrando  de  la  maestría  en  ingeniería  de
sistemas.  Hasta  la  fecha,  uno  de  los
investigadores  ha  concluido  su  doctorado.
Además se han dirigido 5 becas de estímulo a
la  vocación  científica  (EVC-CIN)  y
actualmente  dos  alumnos  se  encuentran  en
proceso  de  admisión.  En  el  transcurso  6
alumnos  finalizaron  sus  tesis  de  grado.  Se
prevé la finalización de 3 tesis de grado más
durante este año. 
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Resumen
El  Consorcio  de  I+D+I  en  Cloud
Computing,  Big  Data  & Emerging  Topics
(CCC-BD&ET)  [1]  es  una  iniciativa  para
fomentar  y  formalizar  la  colaboración
existente  entre  grupos  de  investigación  de
varias  universidades  en  temáticas
vinculadas  a  Cloud Computing,  el  análisis
de datos masivo y tópicos emergentes, como
la  visión  por  computadora,  el  aprendizaje
automático y los sistemas inteligentes, entre
otros. Estas temáticas, y su integración, han
adquirido  creciente  importancia  por  su
aplicación  en  dominios  de  alto  impacto
como las  ciudades  inteligentes,  la  internet
de las cosas, los sistemas de e-health y los
basados en tecnologías de block-chain.
Los integrantes del consorcio, provenientes
mayoritariamente   de  Argentina,  Chile  y
España,  han tenido a  lo  largo de los  años
distintas  experiencias  de  trabajo  conjunto
que  fueron  consolidadas  a  partir  de  la
organización y realización de las  Jornadas
de Cloud Computing-Big Data & Emerging
Topics (JCC-BD&ET) llevadas a cabo en la
Universidad  Nacional  de  La  Plata
(Argentina).  La  constitución  de  este
Consorcio, reafirma y formaliza estas líneas
de  colaboración  proponiendo  acciones  de
cooperación  académica  vinculadas  con  la
formación  de  recursos  humanos,  la
formulación  y  ejecución  de  proyectos
conjuntos, y la vinculación con empresas y
organismos  relacionados  con  la  industria
informática, entre otras. 
Palabras  clave:  Cloud  Computing,  Big
Data,  HPC,  Data  Analytics,  Sistemas
Inteligentes, Emerging Technologies. 
Contexto
El  Consorcio  de  I+D+I  en  Cloud
Computing,  Big  Data  & Emerging  Topics
(CCC-BD&ET)  resulta  de  la  cooperación,
llevada  a  cabo  durante  varios  años,  entre
grupos  de  investigación,  desarrollo  e
innovación de universidades vinculadas con
las  realización  anual  de  las  Jornadas  de
Cloud  Computing-Big  Data  &  Emerging
Topics  (JCC-BD&ET),  organizadas  por  la
Universidad Nacional de La Plata (UNLP),
en Argentina.
I. Introducción   
Las JCC-BD&ET surgieron como Jornadas
de  Cloud  Computing  realizándose  por
primera vez del 17 al 19 de junio de 2013 en
La  Plata,  organizadas  por  el  III-LIDI,
Facultad  de  Informática,   de  la  UNLP.  A
partir del 2015, pasaron a ser las  Jornadas
de Cloud Computing & Big Data  y, en el
año 2020, se constituyeron en JCC-BD&ET.
Estas Jornadas se llevan a cabo anualmente
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en la Facultad de Informática de la UNLP y
constituyen un foro de intercambio de ideas,
proyectos,  resultados  científicos  y
aplicaciones  concretas  en  diferentes  áreas
relacionadas  con  Cloud  Computing,
Inteligencia  de  Datos,  Big  Data  y
Tecnologías Emergentes. Desde sus inicios,
en el contexto de las Jornadas se desarrollan
conferencias, paneles, cursos de posgrado, y
también  se  integran  ponencias  científicas
con  experiencias  de  desarrollos  y
aplicaciones,  fomentando  la  interacción
entre  la  academia  y  los  sectores
productivos/industriales.  A  partir  de  estos
encuentros  fueron  surgiendo  distintas
actividades en colaboración, que no sólo se
formalizaron  mediante  acuerdos  entre  los
distintos  actores.  Los  resultados  de  las
colaboraciones  se  encuentran  reflejados en
las publicaciones  detalladas  en las páginas
mencionadas en las referencias.
Como corolario de las distintas actividades
de  colaboración  realizadas  por  los
participantes  a  las  JCC-BD&ET  es  que
surge  la  propuesta  de  conformar  un
Consorcio de I+D+I en Cloud Computing,
Big Data & Emerging Topics que permita
afianzar y proyectar a futuro las relaciones
existentes. En  este  contexto  de
colaboración,  las  JCC-BD&ET seguirán
constituyendo un foco anual  de encuentro,
independientemente del trabajo académico y
científico que se realice durante el año para
la  concreción  de  los  objetivos  del
Consorcio.
Objetivos
El  Consorcio  se  propone realizar  acciones
de cooperación académica vinculadas con la
formación  de  recursos  humanos,  la
formulación  y  ejecución  de  proyectos  de
investigación  conjuntos,  la  publicación  de
trabajos  científicos,  y  la  coordinación  de
acciones  de  vinculación  con  empresas  y
organismos  relacionados  con  la  industria
informática  de  las  regiones  y  países  a  los
que pertenecen estos grupos de I+D+I que
constituyen el Consorcio. 
II.  Áreas  de  Colaboración  en  el
CCC-BD&ET 
En el año 2020 se constituye el Consorcio y,
a fin de lograr los objetivos propuestos, se
establecen  diversas  áreas  de  colaboración
proponiéndose:
● Fomentar y facilitar la movilidad de
investigadores  y  alumnos  entre  los
grupos/Universidades  miembros  del
Consorcio.
● Organizar  de  manera  colaborativa
eventos científicos y de divulgación
de las tecnologías y aplicaciones de
Cloud  Computing,  Big  Data y
Tecnologías Emergentes.
● Dirigir  proyectos  de  Tesis  y/o
Cursos  y  Carreras  compartidas  en
los temas de interés del Consorcio.
● Realizar  tareas  de  investigación
colaborativas.
● Formular  proyectos  conjuntos  y
aplicar  en  presentaciones
internacionales/nacionales  para  su
financiamiento.
● Compartir  un  repositorio  de
publicaciones  relacionadas  con  los
temas de interés del Consorcio y una
base  de  datos  de  referencia  a
recursos  digitales  propios  y/o
publicados por otros y que sean de
interés para los temas del Consorcio.
● Organizar al menos dos actividades
anuales  que  se  sumen  a  las  JCC-
BD&ET:  1)  un  workshop  de
Investigadores  del  Consorcio  para
discutir  líneas  de  Investigación  y
posibles trabajos conjuntos y 2) una
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Jornada  de  discusión  de  Proyectos
de  Tesis  de  Postgrado,  para
potenciar  la  generación  de
conocimiento  en  el  área  y  también
fomentar las co-direcciones de Tesis.
● Otras actividades en áreas de interés
colectivo.
III. Líneas de Interés de GRUPOS
e  INVESTIGADORES  del  CCC-
BD&ET  
1- Temas  Transversales  (tratados  por
varios grupos/investigadores)
1.1- HPC  (High  Performance
Computing)
1.2- Inteligencia  Artificial.  Sistemas
Inteligentes.
1.3- Big Data
1.4- Energía. Eficiencia energética.
1.5- Simulación. Modelos.
1.6- IoT  (Internet  of  Things).  Edge
Computing. Fog Computing.
2- Temas  Verticales  de  interés  para  el
Consorcio
2.1-     Seguridad.
2.2-     Tolerancia a fallos.
2.3-     Gobierno Digital.
2.4-     Visualización. 
2.5-      Realidad  Virtual,  Realidad
Aumentada, Realidad Extendida.
2.6-     Biometría. 
2.7-     BioInformática.
3- Aplicaciones generales de interés en el
Consorcio 
3.1-     Ciudades Inteligentes.
3.2-     Aplicaciones en Salud.
3.3-     Aplicaciones en Educación.
3.4-     Aplicaciones en Economía.
3.5-      Aplicaciones  Industriales  /
Agrícolas
3.6-      Ingeniería  de  Software  en
escenarios híbridos
Se  anexa  una  matriz  con  las  líneas
abordadas  por  cada  uno  de  los  grupos  e
investigadores asociados.
IV  Resultados  obtenidos  y
esperados
Los resultados esperados están relacionados
con el fortalecimiento de las capacidades de
los grupos de investigación del  Consorcio,
en términos de sus RRHH, redes de trabajo,
acceso  a  recursos  organizacionales  y
mejoramiento de la calidad de los resultados
producidos,  producto  de  la  colaboración
interdisciplinaria  e  inter-universitaria
promovida por el Consorcio. 
V. Formación de RRHH
En  lo  concerniente  a  la  formación  de
recursos  humanos  los  distintos  integrantes
están abocados a la formación de recursos
humanos  tanto  a  nivel  de  grado  como  de
posgrado, en temáticas afines al Consorcio.
Poner  que  se  realizan  individualmente
dirigidas  por  los  miembros  y  en
colaboración entre los miembros.
VI. Integrantes del Consorcio
El  Consorcio  está  integrado  tanto  por
Grupos como por Investigadores Asociados.
A continuación se detallan los mismos.
Grupos que conforman el CCC- BD&ET
● III-LIDI – Instituto de Investigación en
Informática  LIDI  (Universidad
Nacional de La Plata – Argentina)  [2]
Director: Ing. Armando De Giusti 
● LISSI – Laboratorio de Investigación y
Desarrollo en Ingeniería de Software y
Sistemas  de  Información  (Universidad
Nacional  del  Sur  –  Argentina)  [3]
Director: Dr. Pablo Fillottrani 
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● VyGLab –  Laboratorio  de
Investigación  y  Desarrollo  en
Visualización  y  Computación  Gráfica
(Universidad  Nacional  del  Sur  –
Argentina) [4]
Directora: Dra. Silvia Castro 
● LIDIC – Laboratorio de Investigación y
Desarrollo  en  Inteligencia
Computacional  (Universidad  Nacional
de San Luis – Argentina) [5]
Director: Dr. Marcelo Errecalde 
● LCG –  Laboratorio  de  Computación
Gráfica  (Universidad  Nacional  de  San
Luis – Argentina) [6]
Director: Mg. Roberto Guerrero 
● HPC4EAS –  High  Performance
Computing  for  Efficient  Applications
and Simulation (Universidad Autónoma
de Barcelona – España) [7]
Director: Dr. Emilio Luque 
● SMILe – Soft Management of Internet
and Learning (Universidad de Castilla-
La Mancha – España) [8]
Director: Dr. José A. Olivas Varela
● ArTeCS –  Group of  Architecture  and
Technology  of  Computing  Systems
(Universidad Complutense de Madrid –
España) [9]
Director: Dr. Francisco Tirado
● LITRP –  Laboratorio  de
Investigaciones  Tecnológicas  en
Reconocimiento  de  Patrones
(Universidad  Católica  de  Maule  –
Chile) [10]
Representante  para  el  Consorcio:  Dr.
Ricardo Barrientos
Investigadores  Asociados  al  CCC-
BD&ET
● Dr.  Aurelio  Fernández  (Universidad
Rovira i Virgili – España).
● Dr. Carlos García Garino (Universidad
Nacional de Cuyo – Argentina).
● Dr.  Emmanuel  Frati  (Universidad
Nacional de Chilecito – Argentina).
● Dr.  Javier  Balladini  (Universidad
Nacional de Comahue – Argentina).
● Dra.  Adriana  Gaudiani  (Universidad
Nacional  de  General  Sarmiento  –
Argentina).
● Dra.  Mónica  Denham  (Universidad
Nacional de Río Negro – Argentina).
● Lic.  Nelson  Rodríguez  (Universidad
Nacional de San Juan – Argentina)
Referencias
[1] Consorcio de I+D+I en Cloud 


















Balladini Javier Guerrero Roberto
Barrientos Ricardo Hasperue Waldo
Boracchia Marcos Lanzarini Laura
Castro Silvia Luque Emilio
Chichizola Franco Naiouf Marcelo
De Giusti Armando Olcoz Katzalin
De Giusti Laura Olivas Varela Jose A.
Denham Mónica Pasini Ariel
XXIII Workshop de Investigadores en Ciencias de la Computación 781
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Errecalde Marcelo Pesado Patricia
Esponda Silvia Piccoli Fabiana
Estevez Elsa Piñuel Luis
Fernandez Aurelio Printista Marcela
Fillottrani Pablo Rodriguez Nelson
Frati Emmanuel Ronchetti Franco
Ganuza María Lujan Rucci Enzo
García Garino Carlos Sanz Cecilia
Gaudiani Adriana Suppi Boldrito Remo
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ANEXO - MATRIZ DE TEMAS EN LOS GRUPOS DEL CCC-BD&ET  
Grupo Universidad Temas de Interés mencionados
G.1 UAB HPC4eas 1.1 – 1.2 – 1.4 – 1.5                2.2               3.2 
G.2 UCM ARTECS 1.1 -  1.2 – 1.4 – 1.6                                    3.5
G.3 UCLM SMILE 1.2 – 1.3                                                      3.4 – 3.5
G.4 LIPTRP (UC
Maule)
1.1 – 1.2 – 1.3                      2.1 - 2.6          3.1     
G.5 UN Sur VGyLAB                                              2.4 – 2.5          3.3 – 3.5
G.6 UN Sur LISSI 1.3                                        2.3                   3.1 – 3.6
G.7 UN San Luis
LIDIC
1.1 – 1.2 – 1.3 – 1.5                                     3.1 – 3.2
G.8 UN San Luis
LCGrafica
                                             2.4 – 2.5         3.1 – 3.3
G.9 UNLP – III-LIDI P1 1.1 – 1.3 - 1.4 – 1.5 – 1.6     2.2-  2.7           3.3 -  3.5
G.9 UNLP – III-LIDI P2 1.2 – 1.3                               2.2-  2.7           3.3 – 3.4 
G.9 UNLP – III-LIDI P3 1.3                                        2.3-  2.5           3.1 – 3.6
I.1  URV Aurelio
Fernández
1.2 – 1.3                                                       3.4
I.2 UN Cuyo ITIC
Carlos G. Garino 
1.1 – 1.6                                  2.7                3.5
I.3 UNCOMA Javier
Balladini 
1.1 – 1.4                                  2.7                3.2
I.4 UN Chilecito
Emmanuel Frati 
1.1 – 1.3 – 1.4 – 1.5                                     3.1 - 3.5
I.5 UNGS 
Adriana Gaudiani
1.1 – 1.5                                                       3.5
I.6 UN San Juan
Nelson Rodríguez
1.1 – 1.6                                                       3.5
I.7 UN Río Negro
Mónica Denham 
1.1 – 1.5                                    2.4               3.5
OTROS Grupos I+D+I /Organismos y Universidades que NO están en
el Consorcio
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El Uso de Técnicas Computacionales para Mejorar el 
Cumplimiento de Técnicas del Recuerdo en Entornos Inteligentes 
(REMIND) 
 
Gramajo Sergioa, Espinilla Macarenab, Medina Javierb Bernal EdnaC 
 
aCentro de Investigación Aplicada en Tecnologías de la Información 
y la Comunicación / Universidad Tecnológica Nacional, Facultad Regional Resistencia (Argentina) 
bGrupo de Investigación Avances en Sistemas Inteligentes y Aplicaciones (ASIA) / Departamento de 
Informática / Universidad de Jaén (España) 
cGrupo de investigación Davinci / Universidad Nacional Abierta y a Distancia UNAD (Colombia) 
 




El proyecto “El Uso de Técnicas 
Computacionales para Mejorar el 
Cumplimiento de Técnicas del Recuerdo en 
Entornos Inteligentes” o por su título 
original “The Use of Computational 
Techniques to Improve Compliance to 
Reminders within Smarts Environments 
(REMIND)” tiene por objetivo general crear 
una red internacional e intersectorial para 
desarrollar el marco de intercambio de 
conocimiento y masa crítica necesario para 
avanzar en el desarrollo de técnicas del 
recuerdo que se implementarán en entornos 
inteligentes orientado a resolver problemas 
de recuerdo o personas con demencia.  
Para lograr este objetivo, el enfoque se 
centra en el desarrollo de tecnología basada 
en la ciencia del comportamiento y mejores 
técnicas computacionales orientadas a 
soluciones apropiadas del recuerdo.  
 
Palabras Clave: Marie Skłodowska-Curie 
Actions, Horizonte 2020, Técnicas del 
recuerdo, Ambientes Inteligentes. 
 
CONTEXTO 
Este proyecto internacional se enmarca en el 
financiamiento de Marie Skłodowska-Curie 
Actions. Research and Innovation Staff 
Exchange (RISE). CALL: H2020-MSCA-
RISE-2016.  
ID de Proyecto: 734355. Período: 01/2017 al 
12/2020. Extendido actualmente por 
COVID-19. 
El proyecto consta de 16 participantes 
beneficiarios distribuidos en 10 países. 7 
universidades europeas y 5 socios del sector 
industrial europeo. Además 3 socios de 
países fuera de la comunidad y una empresa. 
La clasificación puede verse en la siguiente 
tabla y figura:  
Nombre Legal País 
University of Ulster United Kingdom 
Universidad de Jaén Spain 






Hogskolan I Halmstad Sweden 




Karde As Norway 
F.Ageinglab Spain 
Kyung Hee University Rep. of Korea 
Corporation University 
de la Costa CUC 
Colombia 
Universidad Nacional 
Abierta y a Distancia  
Colombia 
Universidad 








Swedish Adrenaline AB Sweden 
 
Tabla 1. Listado de Participantes 
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Fig. 1. Ubicación de los Participantes 
 
1. INTRODUCCIÓN 
De acuerdo con los objetivos mencionados 
REMIND [1] centra la atención en 
desarrollar las habilidades del personal y los 
socios en áreas de diseño centradas en el 
usuario y la ciencia del comportamiento, 
junto con técnicas computacionales 
mejoradas que a su vez ofrecen soluciones 
de recuerdo más apropiadas y eficaces. 
Se ha establecido un programa de trabajo 
para maximizar la transferencia de 
conocimientos entre los diferentes sectores 
ofreciendo una gama de oportunidades de 
desarrollo y formación para el personal. 
El personal industrial se beneficia a su vez 
de los intercambios bilaterales con dominios 
técnicos de las tecnologías tratadas 
específicamente.  
Los miembros europeos académicos se 
beneficiarán de la adquisición de experiencia 
en el desarrollo de software estándar 
industrial conforme a las normas ISO y 
médicas, el compromiso con las partes 
interesadas a través de un proceso de diseño 
centrado en el usuario y el trabajo con 
organizaciones que brindan atención a 
ancianos y personas con demencia. 
 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Las líneas de investigación que se abordan 
en el proyecto están vinculadas la 
experiencia de cada beneficiario. Y se han 
dividido en 8 Working Parties que tratan 
dichos temas. En la Figura se observan los 
WPs.  
 
Fig 2. Working Parties y Técnicas Metodológicas de 
Trabajo. 
El líder beneficiario por cada WP es el 
siguiente: 
• WP1. KARDE 
• WP2. NUI Galway 
• WP3. LTU 
• WP4. UJAEN 
• WP5. I+ 
• WP6. HALMSTAD 
• WP7. ULSTER 




Este proyecto que promueve la interacción 
entre la industria y la academia para lograr 
los objetivos de transferencia de 
conocimiento y creación de soluciones a 
través de redes interdisciplinarias. El 
desarrollo de las soluciones se enfoca en el 
cuidado de la salud general para personas 
con problemas de demencia y generar 
conocimiento tecnológico compartido en 
este sentido. Específicamente se han 
desarrollado soluciones para mejorar 
condiciones que promuevan técnicas de 
recuerdo en medicamentos, por ejemplo, y 
asistencia a personas mayores usando para 
ello sistemas y ambientes inteligentes.  
Si bien los resultados obtenidos han sido 
amplios por cada WP, en lo que respecta a 
los autores, se ha trabajado en WP4 
(Técnicas de Soft Computing) logrando las 
diversas publicaciones [1] [2] [3]. 
Los resultados buscados son:  
• La formación del personal 
• Nuevas colaboraciones 
• Colaboraciones extendidas 
• Oportunidades de desarrollo profesional 
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• Entregables del Proyectos 
• Oportunidades de difusión 
• Intercambio de conocimiento 
• Construcción de capacidades  
• El resultado final tangible será una 
solución de las técnicas del recuerdo.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Con el proyecto se realizaron numerosas 
estancias que totalizan más de 200 meses 
distribuidos entre los investigadores de todos 
los participantes. Las estancias realizadas 
por los equipos de los autores a Europa son: 
● España: 
- Sergio Gramajo (UTN) 
- Sixto Campaña (UNAD) 
 
● Italia: 
- Luis Lezcano Airaldi (UTN) 
- Edna Rocio Bernal (UNAD) 
 
● Irlanda:  
- Raimundo Vázquez (UTN) 
• Suecia: 
- Edna Rocio Bernal (UNAD) 
 
5. BIBLIOGRAFÍA 




[2] Javier Medina Quero, Carmen Martinez-
Cruz, Macarena Espinilla Estevez and 
Sergio Gramajo Analyzing daily behaviours 
from wearable trackers using linguistic 
protoforms and fuzzy clustering. 24th 
European Conference on Artificial 
Intelligence-ECAI, Santiago de 
Compostella, España. 29/08-08/09 de 2020. 
[3] Carmen Martinez-Cruz, Javier Medina 
Quero, Jose Maria Serrano and Sergio 
Gramajo.  Monwatch: A fuzzy application to 
monitorize the user behavior using wearable 
trackers. IEEE World Congress on 
Computational Intelligence (WCCI). FUZZ-
IEEE 2020. Glasgow (UK). 19 – 24th July, 
2020 
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Ciudades Inteligentes Sostenibles en América Latina – 
Proyecto CAP4CITY 
 
Armando De Giusti , Patricia Pesado , Ariel Pasini , Pablo Thomas , 
 Rocío Muñoz1  Juan Santiago Preisegger1  
Elsa Estevez , Pablo Fillottrani , Sonia Rueda, Karina Cenci, Gabriela A. Diaz 
 
Instituto de Investigación en Informática LIDI (III-LIDI) 
 Facultad de Informática – Universidad Nacional de La Plata 
1 Becario postgrado UNLP 
50 y 120 - La Plata, Buenos Aires  
Centro Asociado CIC 
526 e/ 10 y 11 - La Plata, Buenos Aires  
(degiusti, ppesado, apasini, pthomas, rmunoz,jspreisegger) @lidi.info.unlp.edu.ar 
 
Laboratorio de Ingeniería de Software y Sistemas de Información (LISSI) 
 Departamento de Ciencias e Ingeniería de la Computación – Universidad Nacional del Sur 
Av. San Andrés 800 – Campus de Palihue - Bahía Blanca, Buenos Aires 
Centro Asociado CIC 
526 e/ 10 y 11 - La Plata, Buenos Aires  




El proyecto CAP4CITY tiene como 
objetivo fortalecer y desarrollar la 
capacidad de instituciones académicas en 
América Latina y Europa para mejorar la 
calidad de la educación superior en el 
campo de ciudades inteligentes sostenibles. 
El Proyecto es co-financiado en el marco 
del Programa Erasmus+ de la Unión 
Europea, para la construcción de 
capacidades en la educación superior. Se 
presenta el avance de los primeros años del 
proyecto y las actividades a realizar en el 
siguiente periodo. 
. 
Palabras Claves  
Ciudades Inteligentes - Capacidades de 




La línea de investigación y desarrollo aquí 
descripta es parte de las tareas planificadas 
por el proyecto “Strengthening 
Governance Capacity for Smart 
Sustainable Cities (CAP4CITY)”. El 
Proyecto, financiado como parte del 
programa Erasmus+ de la Unión Europea 
es ejecutado por un consorcio integrado por 
12 universidades; cuatro de ellas europeas 
– Donau Universität für Weiterbildung 
(DUK) en Austria, Tallinn University of 
Technology (TUT) en Estonia, Delft 
University of Technology (TU Delft) en los 
Países Bajos, y Gdańsk University of 
Technology (GUT) en Polonia;  y ocho 
universidades en la región de América 
Latina – Universidad Nacional de La Plata 
(UNLP) y Universidad Nacional del Sur 
(UNS) en Argentina; Pontificia 
Universidade Catolica do Rio Grande do 
Soul (PUCRS) y Faculdade Meridional 
(IMED) en Brazil; Universidad Técnica 
Federico Santa María (UTFSM) y 
Universidad Católica del Norte (UCN) en 
Chile; y Universidad Externado de 
Colombia (UEC) y Escuela Colombiana de 
Ingeniería (ECI) en Colombia. El Proyecto 
lleva el número 598273 y se ejecuta bajo el 
acuerdo 598273-EPP-1-2018-1-AT-EPPK 
A2-CBHE-JP. Debido a la pandemia de 
COVID-19 el proyecto se ha extendido por 
otros 12 meses. 
1. INTRODUCCION 
El proyecto CAP4CITY tiene como 
principal objetivo utilizar la gran atención 
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que el concepto de Ciudades Inteligentes 
Sostenibles (CIS) ha alcanzado en América 
Latina e integrarlo en varios cursos 
universitarios utilizando nuevas 
herramientas de enseñanza y aprendizaje, 
así como desarrollar nuevos planes de 
estudio en todos los niveles del proceso 
educativo.  
Se define una SSC como una ciudad 
innovadora que utiliza Tecnologías de 
Información y Comunicación (TIC) y otros 
medios para mejorar la calidad de vida, la 
eficiencia de la operación y los servicios 
urbanos, y la competitividad, al tiempo que 
se garantiza que satisfaga las necesidades 
de las generaciones presentes y futuras con 
respecto a los aspectos económicos, 
sociales, ambientales y culturales. 
Uno de los modelos de SSC propone cinco 
dimensiones para su desarrollo: 1) Social, 
2) Económica, 3) Ambiental, 4) 
Gobernanza, y 5) Infraestructura Urbana. 
La Figura 1 muestra el modelo. 
 
Figura 1. Dimensiones de una CIS 
La dimensión Social cubre los aspectos 
relacionados con las personas y 
comunidades para garantizar la calidad de 
vida, como, por ejemplo: salud, seguridad, 
educación, entre otros. La Económica 
cubre los aspectos relacionados con el 
crecimiento económico responsable y 
sustentable, y la generación de 
oportunidades laborales. Por su parte, la 
Ambiental se relaciona con la utilización 
de prácticas ecológicas, la protección y 
restauración del medio ambiente. La 
dimensión de Gobernanza se refiere a la 
capacidad de administrar recursos, 
políticas e involucrar a diferentes partes 
interesadas, proponiendo mecanismos y 
procesos regulatorios y de cumplimiento 
bien equilibrados de manera estandarizada 
y continua. Por último, la dimensión de 
Infraestructura Urbana se refiere a la 
infraestructura física (carreteras, 
transporte, etc.) y a la infraestructura 
digital (tecnología de la información y 
comunicación), que son herramientas 
esenciales para permitir ciudades 
inteligentes y sostenibles. 
Dadas estas cinco dimensiones, la 
complejidad de las mismas, así como la 
característica multidisciplinar de los 
problemas a resolver en SSC, hace que la 
construcción de capacidades humanas, 
particularmente, la formación de líderes 
que se dediquen al liderazgo y gobernanza 
de estas iniciativas sea un gran desafío.  
 
Debido al creciente número de 
competencias necesarias y su característica 
interdisciplinaria, los planes de estudio de 
SSC se implementarán en áreas como 
Administración de Empresas, Informática, 
Ingeniería, Arquitectura y Urbanismo, 
Planificación Urbana, Ciencias Políticas, 
entre otras, a través de una red de 
colaboración  internacional de 
instituciones académicas en América 
Latina y Europa, que apoyan la 
modernización e internacionalización del 
campo de la educación superior en los 
países socios.  
 
A fin de definir las competencias 
necesarias para el desarrollo de SSC en 
América Latina, se hizo un relevamiento de 
datos en la región.  A tal efecto, se 
realizaron dos talleres en las ciudades de 
Bogotá y Medellín, Colombia, como 
experiencia piloto.  Luego cada una de las 
universidades de Latino América replico el 
“Taller de Relevamiento de Competencias 
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para el Desarrollo de Ciudades 
Inteligentes y Sostenibles” con 
representante de su comunidad, incluyendo 
ciudadanos y representantes de la industria, 
la academia y el gobierno.  
 
Con los resultados obtenidos de todas las 
universidades se estableció una lista de 
competencias en base a las cuales se 
definieron 31 cursos. Estos cursos fueron 
validados, durante el transcurso del 2020, 
mediante entrevistas online, encuestas y 
workshops con los interesados locales y se 
contó, además, con un asesoramiento de 11 
expertos internacionales externos al 
proyecto, obteniendo así una 
retroalimentación de los cursos en general, 
de cada una de las áreas establecidas y de 
los contenidos que serán impartidos. 
 
Los beneficiarios del Proyecto CAP4CITY 
incluyen instituciones de educación 
superior a nivel local, provincial, nacional 
e internacional. Estas podrán utilizar los 
cursos diseñados, compartir conocimientos 
e intercambiar experiencias sobre el 
desarrollo y la entrega de programas 
educativos relacionados con SSC.  
 
El resto de este artículo se organiza de la 
siguiente manera. La Sección 2 explica los 
objetivos de investigación, la Sección 3 los 
resultados esperados/obtenidos y, por 
último, la Sección 4 discute la formación 
de recursos humanos.  
 
1. OBJETIVOS DE 
INVESTIGACIÓN Y 
ACTIVIDADES 
o Mejorar la calidad de la educación 
superior en el campo de SSC, 
aumentando su relevancia para el 
mercado laboral y la sociedad en 
general. 
o Aumentar las competencias de los 
recursos humanos en los países en 
desarrollo de América Latina para 
enfrentar los desafíos del mundo 
digital. 
o Proveer el desarrollo continuo de 
competencias en SSC a través de 
programas de capacitación y 
educación. 
o Asegurar una enseñanza multi-
disciplinaria orientada a la resolución 
de problemas en SSC. 
o Desarrollar una red de cooperación 
entre los socios de diferentes regiones 
del mundo. 
o Promover la colaboración entre los 
socios del Consorcio, las entidades 
públicas, las empresas y otros 
interesados en SSC. 
o Facilitar el intercambio de 
conocimientos, experiencias y buenas 
prácticas e iniciativas conjuntas en 
materia de SSC entre socios 
académicos ubicados en diferentes 
ciudades y países. 
La Universidad Nacional de La Plata y la 
Universidad Nacional del Sur colaborarán 
con las siguientes actividades: 
o Relevamiento de iniciativas de SSC 
que puedan identificarse como buenas 
prácticas y de programas de postgrado 
relacionados con temas de SSC. 
o Capacitación de formadores en SSC. 
o Implementación de nuevos programas 
educacionales en SSC. 
o Difusión y explotación del concepto de 
SSC en Argentina. 
o Fortalecimiento de los vínculos 
laborales con sectores públicos y 




Al primer trimestre de 2021, los resultados 
obtenidos por la UNLP y la UNS son: 
o Se ha desarrollado un relevamiento de 
programas de postgrado relacionados 
con temas de SSC. 
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o Se organizaron talleres para identificar 
competencias y validar los módulos de 
formación propuestos. 
o Se han diseñado y validado 5 de los 31 
cursos (de diferentes niveles – 
pregrado, posgrado y formación 
continua) relacionados a SSC. 
o Se han estudiado y desarrollado dos 
casos de estudio relacionados con SSC 
en Argentina. 
o Se ha desarrollado e implementado un 
curso a distancia de “capacitación de 
formadores” sobre la construcción de 
MOOC para los cursos del proyecto. 
o Se dictó un curso de posgrado de 
Fundamentos de Ciudades Inteligentes 
Sostenibles en la UNLP. 
o Se está trabajando para la definición de 
una nueva Maestría conjunta en 
Ciudades Inteligentes Sostenibles a ser 
ofrecido y dictado en colaboración 
entre la UNLP y la UNS. 
o Se  organizó un panel para explicar los 
alcances del proyecto y sus resultados 
preliminares en el ERASMUS-DAY, 
organizado por el programa 
ERASMUS. 
A futuro se espera lograr: 
o Incremento de la matrícula de alumnos 
interesados en los postgrados de SSC. 
o Incremento de publicaciones 
relacionadas con SSC por parte de las 
universidades involucradas. 
o Inclusión de temas de SSC en currícula 
de programas de pregrado y posgrado. 
o Fortalecimiento de la colaboración en 
diferentes áreas entre los miembros del 
Consorcio. 
 
3. FORMACION DE 
RECURSOS HUMANOS 
Los esfuerzos dedicados a la formación 
de recursos humanos incluyen:  
o Capacitación de los miembros del 
proyecto en SSC. 
o Desarrollo de tesis de postgrado y 
tesinas de grado en el área. 
o Participación de los integrantes de esta 
línea de investigación en el dictado de 
asignaturas/cursos de grado/postgrado 
en la Facultad de Informática de la 
UNLP y en el Departamento de 
Ciencias e Ingeniería de la 
Computación de la UNS. 
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Blockchain es una de las tecnologías más 
innovadoras de nuestro tiempo gracias a su 
capacidad para asegurar la integridad de las 
transacciones y la autenticidad entre cualquier 
entidad conectada a Internet, de manera 
descentralizada. Entre las ventajas que ofrece 
Blockchain, se incluyen la condición de 
permamente e inmutable del registro en la 
cadena de bloques y la capacidad de ejecutar 
contratos inteligentes.  
Internet de las Cosas (IoT) es un concepto que 
se refiere a interconectar distintos dispositivos 
a través de Internet, cuestión que puede traer 
muchos beneficios a la sociedad de diferentes 
maneras, pero a la vez, es muy importante 
investigar y proponer la mejor solución para 
proteger la seguridad de los datos y de las 
comunicaciones entre todos los dispositivos 
interconectados. Esto constituye un gran 
desafío. 
Este proyecto de investigación se centra en la 
búsqueda y análisis de distintas plataformas 
Blockchain donde se pueden desarrollar 
contratos inteligentes y mediante ello  
permiten dar soporte a la interacción entre 
dispositivos que nos propone el IoT; la 
recopilación y el estudio de las 
vulnerabilidades detectadas y cómo es su 
comportamiento con respecto a la 
escalabilidad, la complejidad del sistema y los 
factores del protocolo de consenso. 
El resultado esperado es, en el contexto de la 
integración de contratos inteligentes entre 
Blockchain e Internet de las Cosas, encontrar 
las oportunidades y resolver los desafíos de 
esta integración para proteger la seguridad de 
los datos y de las comunicaciones garantizando 
la integridad de las transacciones y un 
ecosistema seguro para los dispositivos 
interconectados.  
Palabras Clave:  
Contratos Inteligentes. Ethereum. Blockchain. 
Internet de las Cosas. 
CONTEXTO 
El Vicerrectorado de Investigación y 
Desarrollo (VRID), perteneciente a la 
Universidad del Salvador (USAL), dicta las 
políticas referidas a la investigación, 
concibiéndola como un servicio a la 
comunidad y entendiendo que los nuevos 
conocimientos son la base de los cambios 
sociales y productivos. Con el impulso de las 
propias Unidades Académicas se han venido 
desarrollando acciones conducentes a 
concretar proyectos de investigación 
uni/multidisciplinarios, asociándolos a la 
docencia de grado y postgrado y vinculando 
este accionar, para potenciarlo, con otras 
instituciones académicas del ámbito nacional e 
internacional. 
La Dirección de Investigación, dependiente del 
VRID, brinda soporte a las distintas Unidades 
de Investigación y a sus investigadores para el 
desarrollo de Proyectos y Programas de 
Investigación, nacionales e internacionales, 
como así también, apoyo y orientación de 
recursos para la investigación.  
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A ella pertenece el Instituto de Investigación 
en Ciencia y Tecnología (RR 576/12) en el 
cual se enmarca este proyecto denominado 
“Integración de Blockchain e Internet de las 
Cosas usando Contratos Inteligentes.”, con una 
duración de 2 años (2021-2022) y que ya ha 
sido evaluado y aprobado para su realización. 
1. INTRODUCCIÓN 
Si buscamos una tecnología que impactará y 
beneficiará nuestras vidas en los próximos 
años, es el Internet de las cosas. Los 
automóviles, electrodomésticos, teléfonos 
inteligentes, medidores de servicios públicos, 
sensores incorporados al cuerpo, indumentaria 
y casi cualquier cosa que podamos imaginar 
estarán conectados a Internet y serán 
accesibles desde cualquier parte del mundo 
[1]. La revolución traída por IoT será 
inigualable, algunos autores dicen que será 
similar a la construcción de carreteras y 
ferrocarriles que impulsaron la Revolución 
Industrial de los siglos XVIII al XIX [2], y será 
transversal a todos los sectores de la sociedad 
y todas las industrias, desde educación, salud, 
hogar y ciudad inteligente, hasta manufactura, 
minería, comercio, logística y vigilancia, solo 
por mencionar algunas [3]. 
En los últimos años, los investigadores han 
centrado su atención principalmente en 
abordar los problemas de escalabilidad de las 
capacidades computacionales y de 
comunicación de IoT [4]. Si bien estos temas 
son primordiales para el éxito de IoT y deben 
investigarse a fondo, la comunidad científica 
ahora ha reconocido que deben considerarse 
los problemas de seguridad y privacidad de los 
datos en IoT, que no tienen precedentes en 
cuanto a alcance y magnitud y requerirá un 
considerable esfuerzo de investigación para ser 
solucionados [5]. Es fácil imaginar que una vez 
que las personas, los sensores, los automóviles, 
los robots y los drones puedan interactuar entre 
sí desde cualquier lugar del mundo, se 
encontrarán nuevas amenazas y 
vulnerabilidades que hoy no podemos 
imaginar. 
IoT implementa una arquitectura de acceso 
centralizado basado en el modelo cliente-
servidor en el que las transacciones de IoT 
(datos, dinero, información en general) entre 
dispositivos de IoT (sensores, redes de 
comunicaciones, servidores, aplicaciones, etc.) 
se realiza con proveedores de servicios 
monolíticos y centralizados [6]. Este modelo 
simplifica claramente las interacciones entre 
los dispositivos de IoT y facilita el proceso de 
recopilación de datos. Sin embargo, hace que 
IoT sea vulnerable a una serie de problemas de 
seguridad y privacidad.  
Los proveedores de servicios centralizados 
pueden hacer un uso ilegítimo de los datos de 
IoT, como por ejemplo de los sistemas de 
vigilancia masiva [7]. Aún más importante, los 
modelos centralizados de recolección de datos 
pueden exponer a todo el sistema a piratería 
por actividades maliciosas, con consecuencias 
nefastas para los ciudadanos, como se dio a 
conocer en el trabajo de Dan Goodin [8]. Otro 
desafío importante es la autenticación de los 
dispositivos de IoT que se conectan a la red [9] 
Si no se abordan los problemas de 
autenticación de IoT, los atacantes pueden 
generar botnets maliciosas, como ya ocurrió 
con el ataque del malware Mirai [10] y ataques 
Sybil [11], muy difíciles de detectar. 
En un ataque Sybil, un atacante puede 
contaminar un sistema distribuido creando un 
gran número de identidades que aparenten ser 
independientes y usarlas para obtener una 
influencia desproporcionada, alterar rutas o 
modificar contenido almacenado de forma 
redundante. De esta forma, ciertos nodos 
legítimos pueden sufrir una usurpación de 
identidad al estar solo conectados a los del 
atacante. La vulnerabilidad del sistema 
depende de la facilidad para crear nuevas 
identidades y la falta de una cadena de 
confianza bien constituida, que pueda hacer 
que todas las identidades sean tratadas por 
igual. 
Una manera de abordar los desafíos antes 
descriptos es organizar el IoT de manera 
descentralizada, de modo que ningún 
dispositivo individual tenga control sobre las 
transacciones de la red de IoT. La 
descentralización no solo proporciona 
seguridad y privacidad por diseño, sino que 
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también les dará a los usuarios la opción de 
compartir o vender sus datos de sensores con 
dispositivos de terceros sin intermediarios. El 
control descentralizado también implica 
escalabilidad, lo que ha afectado a Internet de 
las cosas desde su inicio [12]. El desafío es 
investigar modelos descentralizados de acceso 
a datos para el IoT, lo que asegurará que los 
datos de los usuarios no se confíen a 
dispositivos o empresas centralizadas, sino que 
se conviertan en propiedad de los propios 
usuarios.  
Las tecnologías y sistemas basados en el 
concepto de Blockchain están irrumpiendo en 
el mercado mundial de criptomonedas y 
pueden resultar adecuados para lograr los 
objetivos de seguridad y privacidad de IoT 
mediante un modelo descentralizado [13]. 
Aunque los algoritmos y principios de 
Blockchain se conocen desde los años 70, 
cuando se desarrollaron los árboles de Merkle 
[14] y los algoritmos de consenso [15], la 
primera aplicación práctica de Blockchain se 
propuso en 2008 como parte de la 
criptomoneda Bitcoin [16]. Desde entonces, se 
ha aplicado también a una amplia gama de 
desarrollos no monetarios, que incluyen 
logística, gestión de energía, ciudades 
inteligentes, drones, robots y manufactura 
industrial. 
Una cadena de bloques mantiene una colección 
(o libro mayor) de transacciones de manera 
descentralizada y distribuida. El libro mayor es 
inmutable o irreversible, lo que significa que 
las transacciones pasadas no pueden ser 
modificadas por ninguna entidad que registre 
transacciones en la Blockchain, y se comparte 
y sincroniza en todos los nodos participantes. 
De esta manera, la cadena de bloques garantiza 
que el libro mayor no puede ser manipulado, y 
que todos los datos que posee la Blockchain 
son confiables.  
Un algoritmo de consenso, que implica un 
desafío difícil de resolver y que requiere de 
importantes recursos informáticos, pero fácil 
de verificar, llamado prueba de trabajo (PoW: 
Proof of Work), se utiliza para agregar nuevos 
bloques en la cadena de bloques (minar), y así 
establecer una red segura y confiable entre 
entidades no confiables. Para fines de 
identificación, los nodos de blockchain pueden 
optar por emplear claves públicas cambiables 
para evitar el seguimiento. Se fusionan varias 
transacciones para formar un bloque que se 
agrega al libro mayor siguiendo el algoritmo 
de consenso. Cada bloque incluye el hash del 
bloque anterior en el libro mayor. Cualquier 
modificación de una transacción de un bloque 
puede detectarse fácilmente ya que el hash del 
bloque posterior no coincidirá.  
La combinación de Blockchain e IoT tiene un 
potencial disruptivo. La cadena de bloques 
puede ayudar a la consolidación de IoT al 
proporcionar las siguientes ventajas: 
Anonimato. Los dispositivos de IoT pueden 
participar en la cadena de bloques con una 
clave pública / privada, que no revela en sí 
misma la identidad real de su propietario; 
Descentralización. Los sistemas centralizados 
tradicionales requieren que cada transacción se 
valide a través de una autoridad centralizada, 
por ejemplo, un banco central, lo que produce 
un cuello de botella en el rendimiento. Por el 
contrario, la validación de terceros ya no es 
necesaria en la cadena de bloques, ya que los 
algoritmos de consenso mantienen la 
consistencia de los datos; 
No repudio. La cadena de bloques asegura que 
las transacciones se puedan validar fácilmente; 
y no se admiten transacciones no válidas: es 
casi imposible eliminar o revertir las 
transacciones una vez incluidas en la cadena de 
bloques. 
Aunque la cadena de bloques puede parecer la 
solución para los problemas de seguridad y 
privacidad de IoT, todavía hay muchos 
aspectos a resolver que impiden su aplicación 
inmediata en la mayoría de las redes actuales 
de IoT. La mayoría de los algoritmos de 
consenso utilizados por los sistemas basados 
en Blockchain no fueron diseñados para 
ejecutarse en dispositivos con restricciones de 
capacidad de cómputo, de consumo de energía 
y con ancho de banda extremadamente 
estricto, como ocurre en Internet de las Cosas. 
Es necesario abordar varios desafíos clave, que 
incluyen: problemas de escalabilidad que 
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surgen de la necesidad de lograr un consenso 
entre miles de millones de mineros; altas 
demandas de cómputo debido al uso de 
algoritmos de prueba de trabajo; y grandes 
demoras debido a mecanismos contra el doble 
gasto, problema que no siempre aplica al IoT. 
 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
Si analizamos los sistemas de IoT basados en 
Blockchain investigados hasta ahora en las 
publicaciones científicas, podemos dividir los 
documentos por categorías, cada una con el 
nombre de las aplicaciones de IoT más 
comunes disponibles en la actualidad: energía 
inteligente, ambientes inteligentes, robótica, 
transporte y cadena de suministro. 
Energía inteligente. Este campo ha atraído 
una atención significativa de la comunidad de 
IoT en los últimos años. La mayoría de los 
sistemas de IoT propuestos aprovechan la 
cadena de bloques para preservar la privacidad 
de los usuarios junto con su información 
personal; y proteger el sistema de 
transacciones maliciosas, como los usuarios 
que intentan vender o comprar una cantidad 
irrazonable de energía. Se proponen sistemas 
de subasta donde los usuarios pueden vender al 
mejor postor su exceso de energía basada en 
una subasta definida en un contrato inteligente, 
eliminando así la necesidad de un moderador 
externo. También se exploró el uso de 
Blockchain para reconstruir los patrones 
actuales de transacciones de energía 
distribuida para permitir transacciones 
descentralizadas en tiempo real y contratos 
inteligentes de comercio de energía utilizando 
un mecanismo de confianza automático. 
Ambientes inteligentes. Los ambientes 
inteligentes han sido estudiados para entornos 
industriales, para la asistencia sanitaria 
inteligente, ciudades y hogares inteligentes. En 
este contexto, la cadena de bloques se utiliza 
para garantizar la disponibilidad y la no 
confiabilidad de los datos detectados 
recopilados en la naturaleza, por ejemplo, una 
granja. 
Robótica. El trabajo existente en esta área 
aprovecha la cadena de bloques como un 
sistema para soportar comunicaciones seguras 
y confiables de vehículos aéreos no tripulados 
(UAV: Unmanned Aerial Vehicle). Los UAV 
necesitan coordinar de manera confiable sus 
acciones, intercambiar datos y tomar 
decisiones. Se ha presentado un sistema donde 
los drones están programados para usar 
Blockchain para transmitir información de 
forma segura. Se está investigando el uso de 
Blockchain para proporcionar seguridad, 
autonomía y toma de decisiones colectivas en 
sistemas robóticos haciendo uso de una 
combinación de Blockchain y almacenamiento 
en la nube para proteger la integridad de los 
datos recopilados por los drones. 
Transporte. En los últimos años, muchos 
conceptos de IoT se han utilizado para diseñar 
sistemas de transporte de próxima generación. 
El aspecto más prometedor es que los 
vehículos inteligentes probablemente no 
estarán tan limitados computacionalmente 
como otros dispositivos IoT, como las 
plataformas de sensores. Por lo tanto, 
Blockchain podría convertirse en un sistema 
para el intercambio de datos a prueba de 
manipulaciones entre vehículos inteligentes. 
Del mismo modo, supervise los datos 
relacionados con el vehículo, por ejemplo, 
información de mantenimiento e informes de 
diagnóstico del vehículo, utilizando 
Blockchain. Se podría usar Blockchain para 
diseñar una arquitectura de sistema de 
transporte inteligente completa, que incluya 
capas de aplicación, contrato, incentivo, 
consenso, datos, capa física y de red. La cadena 
de bloques también se ha aprovechado para 
implementar sistemas para manejar las claves 
públicas de los vehículos, y en general 
compartir datos sin una gestión centralizada de 
terceros. Se han propuesto sistemas de 
preservación de la privacidad para compartir 
información relevante, por ejemplo, 
accidentes, tráfico entre vehículos, donde los 
participantes son recompensados con tokens 
monetarios. También se propusieron sistemas 
de reputación basados en Blockchain que 
estima la confiabilidad de los mensajes 
recibidos. 
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Cadena de suministro y otros. Se han 
propuesto algunos sistemas para mejorar la 
funcionalidad de la fabricación basada en la 
nube y bajo demanda. Se han presentado 
marcos de distribución basados en Blockchain 




Como se ve en los puntos anteriores, una de las 
aplicaciones más importantes de Blockchain 
que se pueden usar en IoT son los Contratos 
Inteligentes. 
Una de las principales ventajas de IoT es su 
capacidad para permitir comunicaciones 
autónomas y autodirigidas de máquina a 
máquina (M2M: Machine to Machine). En este 
contexto específico, es de suma importancia 
diseñar mecanismos de gestión de manera que 
las interacciones se inicien automáticamente 
de acuerdo a condiciones previamente 
acordadas; y que no haya necesidad de 
controlar y verificar individualmente la 
confiabilidad de cada interacción / 
comunicación. Con este fin, se ha demostrado 
que los contratos inteligentes [17] son 
efectivos para resolver los desafíos anteriores. 
Si bien la aplicación de contratos inteligentes 
para IoT aún se está investigando, los 
resultados preliminares muestran que varias 
aplicaciones de IoT se beneficiarían de las 
tecnologías Blockchain como los contratos 
inteligentes. Por ejemplo, se han investigado 
los mecanismos de control de acceso que se 
basan en contratos inteligentes para regular el 
acceso a la red IoT. Estos trabajos aprovechan 
la inmutabilidad de Blockchain para generar 
una lista de control de acceso en tiempo real 
que también regula y describe las políticas de 
acceso a los recursos del dispositivo. 
Blockchain servirá como la columna vertebral 
de la confianza digital y la seguridad para las 
interacciones entre dispositivos. 
También se discute la posibilidad de lograr un 
monitoreo inteligente de la cadena de 
suministro por medio de contratos inteligentes. 
No solo se pueden usar contratos inteligentes 
para regular las transacciones y tarifas 
relacionadas con los procesos de producción y 
envío de mercancías, sino que también se 
pueden usar para realizar un seguimiento de su 
posición. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS. 
El equipo de investigadores pertenece al 
cuerpo docente de Tecnologías Aplicadas de la 
Facultad de Ingeniería, específicamente al área 
de Seguridad Informática, de la Universidad 
del Salvador. 
A este proyecto, se incorporaron dos docentes  
investigadores con amplia trayectoria 
académica, un docente investigador con 
muchos años de desempeño en la industria de 
TI y una alumna que se encuentra 
promediando la carrera de Ingeniería en 
Informática.  
Esto redundará en un aumento del activo 
académico e investigativo representado por su 
cuerpo de docentes investigadores, como así 
también sembrará las bases para la 
investigación a futuro, a través de la 
participación de alumnos de la Facultad de 
Ingeniería. 
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En el contexto de la seguridad de redes de         
datos, un nombre de dominio generado de       
manera algorítmica (DGA, de sus siglas en       
inglés) es utilizado por el software malicioso       
(malware) para generar de manera dinámica      
un gran número de nombres de dominios de        
manera pseudo aleatoria, y luego utilizar un       
subconjunto de estos como parte del canal de        
Comando y Control (C&C). El presente      
proyecto se enfoca en el desarrollo de       
algoritmos de detección de DGA mediante la       
utilización de algoritmos de aprendizaje de      
máquinas en general y las redes neuronales       
profundas en particular. Durante el último      
periodo del proyecto, se ha puesto especial       
énfasis en la puesta a punto de los modelos         
obtenidos con vista a su despliegue en       
ambientes de producción. En particular lo      
referido a la evaluación de los distintos       
aspectos necesarios para la estimación del      
error de generalización, más allá de la       
división aleatoria entre conjuntos de     
entrenamiento y prueba. 
 
Palabras Claves: ​Seguridad de Redes,     





El presente proyecto se desarrolla en el marco        
de Facultad de Ingeniería dentro Laboratorio      
de sistemas inteligentes (LABSIN). Este     
trabajo es parte del proyecto de investigación       
que dio inicio en septiembre de 2019 en el         
marco de los proyectos bienales de secretaria       
de Investigación, Internacionales y Posgrados     
(SIIP) de la Universidad Nacional de Cuyo. 
1   INTRODUCCIÓN 
La detección temprana de secuencias     
DGA y su posterior bloqueo por parte de los         
administradores de sistemas resulta    
fundamental a fin de evitar o al menos mitigar         
la propagación de las acciones maliciosas      
dentro de la red. Es por ello que es de vital           
importancia desarrollar herramientas de    
detección, no solo con una baja tasa de falsos         
positivos sino también con la capacidad de       
operar en tiempo real. La utilización de       
técnicas de aprendizaje de máquinas surge      
como la alternativa más interesante para la       
construcción de una herramienta de detección      
de DGA. La metodología más común para la        
construcción de modelos de detección     
basados en técnicas de aprendizaje de      
máquinas consiste en utilizar un conjunto de       
datos conteniendo información sobre nombres     
de dominios normales y DGA. Este conjunto       
de datos es utilizado para entrenar un       
algoritmo que da como resultado un modelo       
de detección capaz de discriminar entre      
dominios normales y DGA. La principal      
ventaja de las técnicas de aprendizaje de       
máquinas es su capacidad de generalizar a       
casos similares nunca antes vistos. Lo que       
facilita considerablemente la tarea del     
administrador de redes, ya que este no tiene        
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que mantener actualizada la base de datos con        
nombres de dominios maliciosos. Sin     
embargo estas presentan algunos    
inconvenientes para su aplicación en     
escenarios reales. Entre los inconvenientes     
principales se destacan: (a) la tasa de falsos        
positivos, (b) el diseño del grupo correcto de        
atributos de entrada y (c) la necesidad de        
reentrenar periódicamente. 
La capacidad de reconocer casos     
nunca antes vistos trae como consecuencia      
que algunos nombres de dominios normales,      
puedan ser detectados como maliciosos. Esto      
se conoce como falsos positivos. En algunos       
dominios de aplicación, el número de falsos       
positivos puede llegar a ser     
considerablemente alto sin perjuicio de la      
viabilidad en la aplicación de la técnica de        
aprendizaje de máquina elegida. Sin embargo,      
en el caso de la detección de DGA, un nombre          
de dominio bloqueado de manera incorrecta      
puede perjudicar seriamente la usabilidad del      
servicio de nombres de dominios (DNS).      
Basta que un usuario que no pueda acceder a         
un sitio con un nombre de dominio       
erróneamente clasificado como DGA para que      
genere inconvenientes en las tareas cotidianas      
de los administradores de sistemas. Es por       
esto último que mantener un número de falsos        
positivos muy bajo, resulta fundamental para      
realizar la detección en escenarios reales. 
El número de falsos positivos está       
directamente relacionado no solo con el tipo       
de algoritmo de aprendizaje de máquina      
elegido, sino también con los atributos      
(variables predictoras) utilizados como    
entrada del algoritmo. Dentro del área de       
aprendizaje de máquinas, la construcción de      
los atributos de entrada adecuados al      
problema se denomina normalmente    
ingeniería de atributos. La ingeniería de      
atributos es una de las tareas que muchas        
veces demanda no solo los mayores recursos       
computacionales sino también humanos. 
Por otro lado, los modelos de      
detección construidos a partir de técnicas de       
aprendizaje de máquinas requieren en muchos      
casos ajustes periódicos a fin de lidiar con        
casos significativamente diferentes respecto a     
los vistos durante la construcción del modelo       
de detección. Este proceso normalmente     
implica la incorporación al conjunto de      
entrenamiento de los nuevos casos observados      
y la posterior re-ejecución del algoritmo de       
aprendizaje de máquinas. Lamentablemente,    
el tiempo de entrenamiento de algunas de las        
técnicas de aprendizaje puede resultar     
excesivamente alto para los requerimientos de      
una aplicación en un escenario real. La       
realidad es que si se quiere entrenar un        
modelo de detección en un tiempo adecuado       
se debe considerar una alta demanda de       
recursos computacionales. Sobre todo cuando     
el volumen de los datos del conjunto de        
entrenamiento comienza a ser significativo.     
Es por ello que hay que considerar aquellas        
técnicas que sean capaces de minimizar el       
tiempo requerido para el ajuste de los       
modelos. 
En los últimos 10 años han sido       
desarrolladas técnicas de aprendizaje de     
máquinas conocidas bajo el nombre de      
Aprendizaje Profundo (DL). La utilización de      
estas tećnicas ha sido la causa detrás de los         
mayores avances en el reconocimiento     
automático de imágenes, audio, video y      
análisis de texto. En particular las redes       
neuronales profundas ofrecen ventajas que     
permiten lidiar con los inconvenientes (a), (b)       
y (c) mencionados anteriormente. La principal      
ventaja radica en no tener que lidiar con el         
diseño del grupo correcto de atributos de       
entrada. A través de sus múltiples capas, las        
redes neuronales profundas son capaces de ir       
aprendiendo los atributos de entrada más      
adecuados para el problema. Además, esta      
selección automática de los atributos de      
entrada puede mejorar significativamente la     
eficiencia en términos de su tasa de detección        
de casos tanto positivos como negativos. Por       
último, recientes avances en la tecnología de       
procesamiento de los algoritmos de redes      
neuronales profundas han permitido disminuir     
considerablemente los tiempos de    
entrenamiento con grandes conjuntos de     
datos. En particular, la utilización de la       
capacidad de cómputo provista por las placas       
gráficas (GPU, del inglés Graphics Processing      
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Unit) ofrece una ventaja significativa frente al       
procesamiento en computadoras con CPU (del      
inglés Central Processing Unit). 
El presente proyecto propone analizar     
la aplicación de redes neuronales profundas      
para el aprendizaje de los patrones comunes a        
los DGA de tal manera que permita       
desarrollar herramientas de detección no solo      
con una baja tasa de falsos positivos sino        
también con la capacidad de operar en tiempo        
real. Esto último resulta fundamental para      
lidiar con las amenazas de seguridad de hoy.  
 
2   LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO. 
El presente proyecto se enmarca en      
una línea de investigación que se viene       
desarrollando en el LABSIN desde 2017, la       
cual se centra en la aplicación de técnicas de         
aprendizaje automático a la seguridad     
informática. 
Para el desarrollo del presente     
proyecto pueden diferenciarse 3 etapas     
principales: 
 
​A) Análisis preliminar del problema. ​Las       
tareas asociadas a esta etapa tienen por       
objetivo conocimiento de los problemas     
asociados a la detección de DGA como así        
también los modelos probabilísticos    
actualmente implementados. Una tarea    
fundamental consiste en realizar una breve      
revisión de la literatura sobre la aplicación de        
las técnicas de aprendizaje profundo a      
problemas de detección de DGA. Dicha tarea       
tiene por objetivo tratar de determinar cuáles       
han sido los beneficios e inconvenientes al       
aplicar este tipo de algoritmos. 
 
B) Desarrollo de un algoritmo para la         
detección de DGA basado en técnicas de       
aprendizaje profundo. Esta etapa tiene por      
objetivo el desarrollo, evaluación y puesta a       
punto de un primer prototipo funcional para la        
detección de anomalías en el tráfico de red.        
Este primer prototipo es desarrollado     
utilizando alguna de las bibliotecas     
disponibles que permitan la implementación     
de modelos basados en aprendizaje profundo      
de manera simple y eficiente. En esta etapa se         
definen los diferentes aspectos de la red como        
ser: el tipo de red a utilizar, la topología de la           
red y la secuencia de entrada entre otras.        
Luego se evaluan los resultados utilizando un       
conjunto de datos conteniendo tráfico     
etiquetado (DGA y normal).  
  
C) Experimentación. ​Finalmente en la      
última etapa se centra en la evaluación del        
algoritmo propuesto sobre distintos conjuntos     
de datos: En particular, se evalua el algoritmo        
propuesto con diferentes conjuntos de datos      
previamente etiquetados. Durante este    
proceso se consideran las métricas habituales      
en el área utilizando mecanismos para validar       
la generalidad del modelo obtenido como      
validación cruzada. Durante esta etapa se      
realizan también estudios comparativos con     
otros modelos de reconocimiento de     
anomalías de la literatura.  
 
3   RESULTADOS OBTENIDOS  
 
Durante los últimos 6 meses del proyecto se        
ha puesto el foco en la experimentación y        
evaluación de los modelos para detección de       
DGA (Etapa 3 del proyecto). En particular se        
han explorado distintas técnicas de evaluación      
con el fin de obtener una estimación de su         
capacidad de generalización. La estrategia     
común para evaluar la capacidad de      
generalización de un modelo consiste en      
separar el conjunto de datos disponible en un        
conjunto de entrenamiento y otro de prueba.       
Si bien esta separación aleatoria del conjunto       
de datos es una práctica habitual, podría no        
ser siempre el mejor enfoque para estimar la        
generalización del rendimiento en algunos     
escenarios. El hecho es que esta metodología       
habitual dentro del área de aprendizaje      
automático puede a veces sobreestimar el      
error de generalización cuando un conjunto de       
datos no es representativo o cuando los       
ejemplos raros y esquivos son un aspecto       
fundamental del problema de detección. Es      
por ello que durante los últimos 6 meses del  
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presente proyecto se puso especial énfasis en       
el estudio de diferentes estrategias de      
muestreo a fin de obtener una estimación del        
error de generalización de los modelos      
obtenidos.  
 
Durante esta etapa del proyecto se realizaron       
las siguientes actividades: 
 
a) Recopilación de información   
bibliográfica sobre el tema poniendo     
especial énfasis en la aplicación de      
diferentes estrategias para muestreo de     
datos sobre la cual evaluar los      
diferentes modelos de detección. 
b) Construcción de diferentes conjuntos    
de datos de entrada aplicando las      
diferentes estrategias de muestreo (Ver     
Figura 1) 
c) Evaluación de los resultados de los      
diferentes modelos implementados   
sobre los distintos conjuntos de datos. 
d) Desarrollo de un informe técnico y      
presentación de los resultados    
preliminares en CICCSI 2020 [10]. 
 
 




3   RESULTADOS ESPERADOS 
 
Durante los últimos 6 meses del proyecto se        
espera: 
 
1. Continuar fortaleciendo la línea de     
investigación en la aplicación de     
aprendizaje de máquinas aplicados a la      
seguridad informática. 
2. Obtener una implementación   
funcional del modelo para la detección      
de DGA basado en redes neuronales      
con aprendizaje profundo. Sobre todo     
conocer los procedimientos necesarios    
para el despliegue de los modelos      
obtenidos en el contexto de una      
infraestructura de red de computadoras 
3. Incrementar la experiencia para la     
posterior aplicación de modelos    
probabilísticos basados en aprendizaje    
profundo a nuevas líneas de     
investigación relacionadas con   
problemas de ciencia y tecnología. 
4   FORMACIÓN DE RECURSOS 
HUMANOS 
El proyecto ha permitido capacitar en      
el ámbito de la investigación a profesores y        
alumnos interesados en participar en un      
entorno académico y tecnológico innovador. 
 
Sobre la temática de este proyecto se está        
trabajando en: 
• La tesis doctoral de Jorge Guerra, en el          
doctorado en Ciencias Informáticas de la      
Universidad Nacional del Centro de la      
provincia de Buenos Aires. 
 
Además el desarrollo del proyecto a permitido       
desarrollar:  
• La capacitación del Sr. Franco Palau,        
alumno de la carrera de Ingeniería en       
Mecatrónica de la Facultad de Ingeniería. 
• La capacitación del Sr. Juan Manuel        
Romero, alumno de la carrera de Licenciatura       
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Los sistemas de voto electrónico no son 
ampliamente aceptados en la sociedad actual. 
Esta situación se debe principalmente a 
experiencias fallidas que han tenido lugar en 
elecciones recientes y conducen a que se 
acreciente la desconfianza de los electores. 
En 2016 se presentaron las bases del 
sistema de votación denominado OTP Vote. 
El modelo usa múltiples claves One Time Pad 
que se combinan para formar una sola y son 
quienes dan el nombre al sistema. En este 
último tiempo se ha trabajado sobre el modelo 
original, con el objetivo de incrementar la 
confiabilidad e integridad del sistema en las 
diferentes etapas que incluye el proceso 
electoral. Las mejoras se orientan a: la 
configuración de los datos electorales y el 
proceso de generación y recuperación de 
votos, además de propuestas de auditoría y de 
verificabilidad end to end. 
En este trabajo se exponen los avances que 




Palabras clave: Sistemas de Voto Elec-
trónico, Anonimato, Transparencia, 
Auditoría, One Time Pad, Verificabilidad 
End to End.  
 
CONTEXTO 
El presente trabajo surge de una de las 
líneas de investigación del proyecto 
"Aspectos de Seguridad en Proyectos de 
Software", que avanza en el desarrollo de un 
modelo de voto electrónico basado en 
criptografía one time pad. El proyecto de la 
Facultad de Ciencias Exactas y Naturales de 
la Universidad Nacional de La Pampa del 
(Resolución N° 488/14 del Consejo Directivo 
de la Facultad de Ciencias Exactas y 
Naturales) es dirigido por el Doctor Germán 
Antonio Montejano (Universidad Nacional de 
San Luis) y codirigido por el Magister Pablo 
Marcelo García (FCEyN - UNLPam) e 
incluyó como investigadores a la Magister 
Silvia Gabriela Bast, al  Magister Daniel 
Vidoret, al Analista Programador Adrián 
García y al Programador Superior Claudio 
Ponzio. 
El proyecto se desprendió de la línea de 
Investigación “Ingeniería de Software y 
Defensa Cibernética”, presentada en [1], que a 
su vez se enmarca en el Proyecto “Ingeniería 
de Software: Aspectos de alta sensibilidad en 
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el ejercicio de la Profesión de Ingeniero de 
Software” de la Facultad de Ciencias Físico - 
Matemáticas y Naturales de la Universidad 
Nacional de San Luis (UNSL) 
(http://www.sel.unsl.edu.ar/pro/proyec/2012/i
ndex.html) y que incluye acciones de 
cooperación con la Universidad Federal de 
Minas Geráis (UFMG, Brasil).  
 
1. INTRODUCCIÓN 
Opiniones contrapuestas que van más allá del 
ámbito académico, se presentan en la 
sociedad actual respecto del tema voto 
electrónico. Quienes se oponen dudan acerca 
de la transparencia de los datos y presentan 
como pruebas excluyentes las experiencias 
fallidas que se han llevado a cabo con 
sistemas que no verifican los requisitos 
mínimos. Quienes están a favor, afirman en 
cambio que produce importantes mejoras en 
cuanto a precisión y rapidez en la divulgación 
de los resultados. 
La opinión del equipo de trabajo es que, 
debido a que se trata de sistemas críticos, la 
confianza del electorado es el aspecto clave a 
tener en cuenta para lograr su aceptación. Así 
también lo afirman McGaley y Gibson [2] 
“Un sistema de votación es tan bueno como el 
público piensa que es”. 
Se asume también, que el sistema manual que 
se usa actualmente ofrece prestaciones 
aceptables. Sin embargo, si se tiene en cuenta 
que un amplio abanico de servicios sensibles 
y cotidianos se realizan virtualmente, se 
plantea el desafío de analizar y evaluar las 
condiciones de seguridad que deben cumplir 
los sistemas de voto electrónico y las 
soluciones propuestas por otros autores, con 
el objetivo de generar un modelo que permita 
el desarrollo de un sistema robusto y 
confiable.  
En cuanto al concepto de Sistema de Voto 
Electrónico, Odrisek [3] afirma que es un 
componente de software que mapea 
electrónicamente el procedimiento de 
votación, para McGaley y Gibson [2] el voto 
electrónico es cualquier forma de recolección 
de votos que involucre dispositivos 
electrónicos (generalmente computadoras).  
Epstein [4], Kazi, Alam y Tamura [5], Prince 
[6] y van de Graaf, Henrich y Müller-Quade 
[7], Hao, Ryan `[8], Rivest [9], Ryan P., 
Schneider S., Teague V.[10], Rabin M y , 
Rivest R [11] y Awad M. y Leiss E [12], se 
explayan sobre las características y los 
requisitos que deben cumplir estos sistemas y 
sobre antecedentes de los mismos. 
En relación a la seguridad de los datos, los 
sistemas de votación electrónica deben 
proteger: el anonimato del elector por tiempo 
indefinido y los datos de los votos durante el 
proceso electoral, ya que luego la información 
se hace pública. 
 
El Modelo  OTP-Vote 
El modelo OTP- Vote se describe en [13] 
se enfoca especialmente en la 
confidencialidad e integridad de los datos de 
un sistema de voto electrónico. 
El modelo hace uso de los siguientes 
elementos de datos: 
 
1. Claves One Time Pad (OTP), aleatorias 
y tan largas como el mensaje que 
cifran. Cumplen con las hipótesis y 
condiciones del “Secreto Perfecto” de 
Shannon [14]. 
 
2. Archivos de Datos que Almacenan 
Bits, son elementos centrales en el 
modelo propuesto y se van 
modificando durante el proceso.  
 
• Archivo Binario de Votos 
(ABV) surge en base al modelo de 
almacenamiento Múltiples Canales 
Dato Único (MCDU) propuesto por 
García en [15], que se analiza en 
profundidad en [16] y [17] y surge 
como una propuesta de resolución a las 
limitaciones de Birthday Paradox [18].  
 
• Clave de Descifrado (CD): se 
genera a partir de operaciones XOR () 
[19] de claves OTP. 
 
3. Tablas del modelo relacional: 
mantienen los datos básicos de la 
configuración de la elección: cargos, 
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candidatos e identificadores de votos y 
de los votos planos resultantes del 
proceso eleccionario. 
 
El modelo propone: 
- Anonimato incondicional.  
- Seguridad computacional que puede 
llevarse a cualquier nivel exigible 
durante el proceso eleccionario. 
 
El proceso incluye las etapas de: 
 Configuración de la elección que 
incluye: 
o La definición de las 
dimensiones de ABV y CD, 
configuración de los atributos 
de la tupla. 
o Generación de los códigos para 
cada uno de los atributos 
identificadores (Cargos, 
Candidatos e Identificadores 
de Votos). 
o Generación de las tablas: 
Identificadores de Votos, 
Cargos, Candidatos, con los 
identificadores producidos 
anteriormente. 
o La inicialización del ABV y la 
CD con la intervención de las 
autoridades electorales (CA), 
mediante el aporte de claves. 
 
 Desarrollo de la elección que 
involucra: 
o Autenticación: consiste en 
verificar que el elector se 
encuentre registrado en el 
padrón de votantes.  
o Emisión del voto: una vez que 
el usuario es habilitado, pasa a 
elegir el candidato de su 
preferencia para cada cargo y 
emite su voto. 
 
 Cierre de la elección y recuento de 
votos que incluye: 
o Inicio del proceso de 
descifrado mediante la 
intervención de las autoridades 
electorales con sus claves. 
o Obtención del archivo binario 
de votos descifrado. 
o Generación de la tabla de votos 
planos. 
 
El modelo teórico presentado supone, para 
cada una de las etapas mencionadas, el 
cumplimiento de algunas condiciones que 
resultan imprescindibles para alcanzar el 
normal funcionamiento del sistema.  
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Se trabaja en el mejoramiento del modelo 
original con el objetivo de convertirlo en un 
sistema de voto electrónico robusto, para ello, 
es necesario profundizar en aspectos de 
seguridad, tales como: 
1. Uso de atributos de control, de 
encriptación y variaciones en la 
configuración de los datos de los 
votos. 
2. Análisis y refinamiento de protocolos 
antifraude.  
3. Análisis y selección de un método 
criptográfico que asegure la 
transmisión de datos entre estaciones y 
servidor. 
4. Diseño de un modelo para la 
automatización del proceso de 
configuración de parámetros y 
generación de tablas relacionales del 
sistema de e-voting. 
5. Análisis de la información intermedia 
que puede ser expuesta a los auditores 
para su control. 
6. Verificabilidad End to End. 
 
El modelo requiere entonces de la 
especificación de los puntos mencionados, 
para demostrar que el sistema resultante de la 
investigación es confiable y seguro. 
 
 
3. RESULTADOS Y OBJETIVOS 
Los avances en la investigación están 
dados por:  
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 Mejoras introducidas en las tres etapas 
del proceso en cuanto al uso de 
atributos de control y de encriptación, 
variaciones en la configuración de los 
datos en cada proceso eleccionario. 
 Desarrollo del diseño de un modelo 
para la automatización del proceso de 
configuración de parámetros y 
generación de tablas relacionales del 
sistema de e-voting, que involucran la 
primera y última etapas del modelo. 
 Análisis de las propuestas que se 
llevaron a cabo acerca de la 
información para el control de 
auditoría 
 Avances en la propuesta de 
Verificabilidad End to End. 
 
Como trabajo futuro, debe focalizarse en 
los siguientes aspectos: 
 Análisis y refinamiento de protocolos 
antifraude en todas las etapas del 
modelo. 
 Análisis y selección de un método 
criptográfico que asegure la 
transmisión de datos entre estaciones y 
servidor. 
 La información intermedia que puede 
ser expuesta a los auditores para su 
control en la etapa de Desarrollo de la 
elección. 
 Evaluación y profundización de los 
avances ya realizados sobre el modelo 
original. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En cuanto a la formación de recursos 
humanos de esta línea de trabajo: 
 Silvia Bast completó el cursado de la 
totalidad de los créditos exigidos en el 
Doctorado en Ingeniería Informática 
en la Facultad de Ciencias Físico 
Matemáticas y Naturales de la 
Universidad Nacional de San Luis 
(UNSL). Actualmente se encuentra 
desarrollando en su tesis doctoral 
Silvia Bast.  
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El  Laboratorio  de  Sistemas  de
Información  Avanzados  (LSIA)  de  la
Facultad de Ingeniería de la Universidad
de Buenos Aires (FIUBA) lleva adelante
una línea de investigación sobre dinámica
de tecleo, que se enmarca en un Proyecto
de  desarrollo  Estratégico  (PDE-44 UBA
2019-2020). Los aportes relevantes que se
han publicado en la  materia  incluyen la
formulación del método de modelado por
contextos finitos, el análisis de la robustez
de  la  técnica  ante  variaciones
emocionales del usuario, la generación de
conjuntos de datos para evaluación, y la
transferencia  de  los  resultados  teóricos
anteriores a la  industria.  El  objeto  de
investigación actual se centra en los tipos
de  ataques  a  los  que  un  usuario
malintencionado  puede  someter  a  este
tipo  de  sistemas,  y  la  formulación  de
técnicas de defensa eficaces contra ellos.
En particular,  se  ha  demostrado que  las
implementaciones  actuales  son
vulnerables a los ataques de repetición, de
presentación,  y  a  la  inyección  de
falsificaciones  sintéticas.    Aquí
introducimos tanto una nueva modalidad
sofisticada  de  ataque  utilizando
falsificaciones  sintéticas  como  una
defensa eficaz contra el mismo.
Palabras clave: Seguridad Informática, 
Ataques de Presentación, Falsificación, 
Dinámica de tecleo, Contextos finitos.
Contexto
El  Laboratorio  de  Sistemas  de
Información  Avanzados  (LSIA)  de  la
Facultad de Ingeniería de la Universidad
de  Buenos  Aires  fue  creado  en  el  año
2011 [LSIA, 2020]. Dentro de sus líneas
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de investigación se cuenta el estudio de la
dinámica  de tecleo.  Entre  sus resultados
publicados  se  cuentan  el método  de
modelado por contextos finitos [González
et. al., 2015], la generación de un extenso
dataset realista y la replicación con él de
experimentos   previos  destacados
[González et. al., 2016], el análisis de la
robustez  de  la  técnica  ante  variaciones
emocionales  del  usuario  [Calot  et.  al.,
2019], y la transferencia de los resultados
anteriores a la industria, en el marco del
Proyecto de desarrollo Estratégico PDE-
44-2019, iniciado en el año 2019 [Ierache
et.  al.,  2020].  El  antedicho  proyecto  se
basa  en  los  resultados  del  proyecto
UBACYT 20020130200140BA,  titulado
“Métodos  de  educción  de  cadencias  de
tecleo centrado en el contexto emocional
de  un  individuo  aplicando  Interfaces
Cerebro-Máquina (BMI)”. 
Los avances aquí presentados tienen
como  objetivo  fortalecer  la  robustez  de
los  métodos  antedichos  frente  al  estado
del  arte  en  ataques  contra  sistemas  de
autenticación  continua  basados  en
cadencias de tecleo.
Introducción
La  dinámica  de  tecleo  (keystroke
dynamics)  es  un  subcampo  de  la
biometría  del  comportamiento  y  la
interacción hombre-máquina, que estudia
cómo  se  pueden  utilizar  los  ritmos  de
escritura  para  descubrir  o  verificar  la
identidad  de  los  usuarios,  tanto  en  el
momento de iniciar sesión como de forma
continua durante el trabajo diario  [Joyce
&  Gupta,  1990].  Multitud  de  técnicas,
desde  las  más  sencillas  basadas  en
distancias  hasta  los  más  sofisticados
clasificadores, han sido ensayadas para la
verificación de identidad con dinámica de
tecleo.  Una  comparación  exhaustiva
puede  encontrarse  en  [Killourhy  &
Maxion, 2009]. El análisis de la dinámica
de  tecleo  puede ser  utilizado  tanto  para
claves como para textos libres [Gunetti et.
al., 2005].
Además  de  ser  utilizada  para
autenticación,  el análisis  de dinámica de
tecleo  ha  permitido  correlacionar  el
estado  emocional  detectado  por  un
clasificador con el reporte subjetivo de los
usuarios  [Epp  et  al.,  2011],  aunque
alcanzando menor precisión. Otro trabajo
realizado  en  contextos  multimodales
aplicando  EEGs  obtenidos  por  interfase
cerebro-maquina  registra  el  patrón  de
tecleo, bajo un enfoque dimensional; este
fue  desarrollados en el LSIA FIUBA en
colaboración con el ISIER-UM. [Calot et.
al., 2019].
En la última década se ha enfatizado
la  debilidad  de  los  sistemas  de
autenticación  basados  en  cadencia  de
tecleo [Rahman et. al., 2011] incluso ante
ataques de gran simplicidad [Stefan et al,
2012]  como la  repetición  exacta  de una
cadencia  observada.  Sin  embargo,  estos
ataques presuponen acceso físico o lógico
con privilegios elevados (suficientes para
inyectar  eventos  de  teclado)  en  los
sistemas objetivo y un conocimiento muy
detallado  del  patrón  de  escritura  del
usuario  a  falsificar.  Una  forma  más
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sofisticada  de  este  ataque,  pero  con
menos  eficacia  general,  utiliza
estadísticas generales para una población
a  los  fines  de  suplir  la  ausencia  de
información  de  un  usuario  específico
[Stanciu et. al., 2016].
En  este  artículo  se  enuncian  los
avances  en  materia  de  robustecimiento
ante  ataques  de  presentación  y
falsificación para sistemas basados en el
análisis  de  patrones  de  tecleo.  Aquí
introducimos  una  nueva  modalidad
sofisticada  de  ataque  utilizando
falsificaciones  sintéticas  y  una  defensa
eficaz  contra  el  mismo,  que  asimismo
ofrece  adecuada  protección  contra  los
ataques que se han reseñado en el párrafo
anterior.
Resultados y Objetivos
Con  el  objetivo  de  perseguir  la
línea de investigación presentada, se llevó
a  cabo  el  diseño  y  la  implementación
práctica  de  un  sistema  de  autenticación
continua donde se utiliza la dinámica de
teclo en texto libre. Se integró un modelo
de  contextos  finitos  con  un  detector  de
falsificaciones  sintéticas  para  brindar
protección contra ataques de presentación
y  repetición,  y  la  implementación  se
evaluó  con  varios  conjuntos  de  datos
disponibles públicamente para evaluar la
generalización  de  los  resultados.
Idénticamente,  se  evaluó en condiciones
del mundo real fuera de un ambiente de
laboratorio.  De  manera  consistente  para
todos  los  conjuntos  de  datos  y
respaldando  la  generalización  de  estos
resultados,  el  error  de  clasificación  se
estabilizó asintóticamente a un valor entre
1% y 3%, con tasas de falsos negativos
muy  cercanas  al  2%  y  tasas  de  falsos
positivos  que  mostraron  fluctuaciones
más fuertes. Las figuras 1 y 2 muestran el
detalle de tasas de error para la cantidad
de teclas de entrenamiento en los datasets
LSIA y KM.
Figura 1. Tasas de error (FRR = falsos negativos, FAR
= falsos positivos) de clasificación para el dataset LSIA.
Figura 2. Tasas de error (FRR = falsos negativos,
FAR = falsos positivos) de clasificación para el dataset
KM.
El valor óptimo se alcanza con un
entrenamiento  de  alrededor  4000
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pulsaciones de teclas.  Las tasas de error
para  el  clasificador  de  falsificaciones
sintéticas,  que detecta ataques conocidos
en  sesiones  individuales  de
aproximadamente  150  pulsaciones  de
teclas,  se  agruparon  alrededor  del  1% -
2%.  Se  observaron  tasas  de  falsos
negativos  ligeramente  más bajas  que las
tasas  de  falsos  positivos,  y  se  demostró
que estas no se agregan a los errores del
clasificador de usuarios legítimos debido
a  que  ambos  clasificadores  actúan  de
manera complementaria. 
Figura  3.  Distribución  de  falsos  positivos
utilizando falsificaciones sintéticas  con un modelo de
Markov de orden uno con desvío gausiano, para cinco
conjuntos de datos.
 Para evaluar el rendimiento de la
etapa  de  prevención  de  ataques,  se
evaluaron  falsificaciones  sintéticas
generadas con un modelo de Markov de
orden  uno,  utilizando  desvío  gausiano,
contra  el  clasificador  de  usuarios
legítimos.  Los resultados de rendimiento
se  muestran  en  la  figura  3.  Todos  los
conjuntos de datos muestran una tasa de
error  constantemente  reducida,  lo  que
demuestra la validez del supuesto. LSIA
es  el  que  tiene  el  efecto  menos
pronunciado,  probablemente  debido a  la
dificultad  de  este  conjunto  de  datos.  El
modelado por contextos finitos puede ser
utilizado  también  para  la  reconstrucción
de un vector patrón que haga las veces de
falsificación  sintética,  si  esta  puede  ser
inyectada en el sistema a ser atacado. Las
mejoras  respecto  de  un  modelo  de
Markov  involucran  la  variación  en  el
tamaño óptimo del contexto, la selección
y  ponderación  de  modelos  de  distintos
órdenes,  y  la  posibilidad  de  utilizar
distribuciones empíricas [González et. al.,
2015]. 
 Figura 4.  Distribución de falsos positivos utilizando
falsificaciones sintéticas con un vector patrón generado
con contextos finitos. 
En la figura 4 se observa que, para
todos los conjuntos de datos evaluados, la
tasa  de  falsos  positivos  es  mayor.  La
significación  de  este  resultado es  doble.
En  primer  lugar,  muestra que  las
falsificaciones  sintéticas  generadas  con
este método, más sofisticado, tienen una
posibilidad  más  elevada  de  ser
confundidas  con el  usuario  legítimo.  En
segundo lugar, muestran que la etapa de
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detección sigue siendo robusta aún frente
a este tipo de ataques. 
Formación de Recursos Humanos
En el marco de este proyecto se están
desarrollando  dos  tesis  doctorales.  El
equipo de investigación se  conforma de
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El proyecto tiene por objetivo general el estudio y 
análisis de algoritmos criptográficos livianos 
como así también, los protocolos en los que sean 
incluidos en el contexto de IoT e IIoT en la 
llamada Industria 4.0. 
Particularmente persigue estudiar y analizar: 
- algoritmos criptográficos livianos y 
protocolos en IoT e IIoT, observando 
fortalezas y debilidades matemáticas y 
criptográficas. 
- mecanismos de intercambio de claves, 
autenticación, resumen (hash) y protocolos en 
dispositivos IoT e IIoT. 
- test y pruebas de seguridad para ser aplicados 
a algoritmos criptográficos. 
- nuevos estándares criptográficos en el área de 
IoT e IIoT. 
- ataques criptoanalíticos convencionales o  
recientes y su incidencia sobre los algoritmos. 
Otros objetivos del proyecto, enmarcados en el 
ámbito de las actividades de Difusión y 
Transferencia, son: 
- Explicar y difundir la existencia de nuevos 
algoritmos criptográficos, como así también sus 
características de seguridad, su ámbito de 
aplicación, los criterios de diseño y seguridad 
dentro de su ámbito de aplicación 
- Transferir a la comunidad científica nacional o 
internacional, docentes e ingenieros del ámbito IT 
(Tecnologías de la Información, por sus siglas en 
inglés) y OT (Tecnologías de la Operación, por 
sus siglas en inglés) la información y resultados 
obtenidos. En procura de lograr un nexo entre la 
investigación científico/académica y el mundo de 
la producción en el marco de la Industria 4.0. 
La amplia variedad de dispositivos IoT en 
general, sus perfiles de hardware y software, 
como así también el tipo de aplicaciones, no 
existe al día de hoy una  única primitiva 
criptográfica que pueda aplicarse por igual en 
todos ellos. 
El estudio de cada una de las primitivas y 
algoritmos criptográficos propuestos por los 
diferentes autores resulta entonces, de gran 
importancia. Este es el objetivo que se persigue en 
el proyecto [9]. 
 
Palabras Clave:  
Criptografía Ligera, Internet de las Cosas, 
Internet de las Cosas Industrial, IoT, IIoT. 
CONTEXTO 
El Vicerrectorado de Investigación y Desarrollo 
(VRID), perteneciente a la Universidad Nacional 
del Salvador (USAL), dicta las políticas referidas 
a la investigación, concibiéndolas como un 
servicio a la comunidad, entendiendo que los 
nuevos conocimientos son la base de los cambios 
sociales y productivos. Con el impulso de las 
propias Unidades Académicas se han venido 
desarrollando acciones conducentes a concretar 
proyectos de investigación uni/multidisciplinarios, 
asociándose a la docencia de grado y postgrado y 
vinculando este accionar, para potenciarlo, con 
otras instituciones académicas del ámbito nacional 
e internacional. 
La Dirección de Investigación, dependiente del 
VRID, brinda soporte a las distintas Unidades de 
Investigación y a sus investigadores para el 
desarrollo de Proyectos y Programas de 
Investigación, nacionales e internacionales, como 
así también, apoyo y orientación de recursos para 
la investigación.  
A ella pertenece el Instituto de Investigación en 
Ciencia y Tecnología (RR 576/12) en el cual se 
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Desde el año 2015 un tercio de las calles de la 
Ciudad Autónoma de Buenos Aires cuenta con un 
Sistema de Telegestión que puede controlar 
individualmente las luminarias led que se están 
instalando, también conocidas como “luminarias 
inteligentes” [1]. Estos y otros dispositivos 
pertenecen a la llamada IoT, a un sub-campo 
conocido con el nombre de Smart Cities. Estos 
mecanismos ofrecen un uso racional de los 
recursos al poder configurarse para brindar 
servicio en determinados horarios o condiciones 
particulares. Ahorran energía y bajan los tiempos 
de mantenimiento. Son controlados remotamente 
y se conectan mediante una red de datos 
(inalámbrica usualmente). Se comunican entre sí y 
con el Centro de Control informando su estado de 
funcionamiento y su ubicación satelital exacta 
(mediante un receptor GPS), además de otros 
datos considerados relevantes. 
1. Otros dispositivos como sensores de 
contaminación, ruido y tránsito, cámaras de 
seguridad con reconocimiento facial y lectura 
de patentes extienden las aplicaciones de IoT 
en nuestras ciudades, como Salta, Mendoza y 
Bahía Blanca [2] entre otras. 
2. Estos y otros dispositivos pueden presentar 
vulnerabilidades susceptibles de ser 
explotadas. Es por ello que dotar a las 
comunicaciones de confidencialidad y/o 
autenticación  mediante Criptografía Liviana 
o Ligera [3-4] ofrece  solución a una parte del 
problema. 
3. Este proyecto persigue el estudio y análisis de 
los algoritmos criptográficos que pueden 
ejecutarse sobre estos dispositivos IoT 
restringidos en recursos. 
 
El crecimiento exponencial de la cantidad de 
dispositivos IoT que se ha observado en los 
últimos años1 es un claro indicador de cómo esta 
tecnología está modificando nuestro mundo [5-6].  
Sin embargo y de manera sorprendente la mayoría 
de los dispositivos IoT no presentan mecanismos 
de seguridad o los mismos son rudimentarios. Se 
                                                 
1 No hay cifras exactas, pero se presume que en 2020 se 
habrán instalado en  hogares, empresas, industrias y 
ciudades alrededor del mundo entre 30 y 50 mil  millones 
de dispositivos IoT. 
resentiría de esa manera la confidencialidad, 
autenticación, integridad y privacidad de la 
información que procesan y transmiten. 
La comunidad científica ha expuesto este 
problema en forma extensa y ha propuesto 
diferentes medidas y soluciones para reducir su 
incidencia [7-9]. 
Una dificultad persistente en estos dispositivos 
IoT está en la naturaleza  misma de su diseño e 
implementación. Para cumplir con sus funciones, 
fueron diseñados restringidos en recursos de 
energía, memoria, capacidad de cómputo, entre 
otros. 
La Criptografía Liviana o Ligera estudia cómo 
ofrecer confidencialidad, integridad, y 
autenticación mediante primitivas criptográficas 
que empleen la menor cantidad de recursos, sin 
que por ello se resienta la seguridad y la 
privacidad de información. 
Hasta aquí se han expuesto los argumentos acerca 
de los riesgos que estos dispositivos IoT conllevan 
para los usuarios que no contemplen mecanismos 
de protección adecuados.  
Sin embargo, cabe aplicar una mirada de mayor 
amplitud frente a esta situación: se observa cómo 
los dispositivos IoT han aumentado la llamada 
“Superficie de Ataque”. Esta situación desnuda 
una vulnerabilidad de mayor escala al poner en 
riesgo infraestructuras de la red mundial y no a un 
usuario en particular, como si la vulnerabilidad 
individual de tal o cual dispositivo IoT pudiera 
“sumarse” a la de los demás equipos y escalar así 
hasta poner en riesgo activos críticos de objetivos 
impensados. 
Tal escenario no es teórico. El ataque fue llevado 
a la práctica y ocurrió el 21 de Octubre de 2016. 
Y aunque no fue el primero de su tipo, sí fue el 
más grande registrado. Millones de dispositivos a 
lo largo del planeta -la mayoría de ellos de 
tecnología IoT-  generaron un tráfico falso de 
alrededor de 620 Gbps apuntado contra un 
proveedor de servicio de DNS llamado Dyn. Este 
ataque Distribuido de Denegación de Servicio 
(DDoS) afectó un servicio esencial de la 
infraestructura misma de Internet.  
Este exitoso ataque (que se repitió 3 veces a lo 
largo del día) dejó inaccesibles a plataformas y 
servicios de la talla de empresas como Amazon, 
BBC, CNN, Fox News, Github, HBO, Netflix, 
New York Times, PayPal, Spotify, Starbucks, 
Twitter, Visa, Wall Street Journal, entre otras, 
provocándoles pérdidas multimillonarias. Los 
equipos vulnerados (zombis) fueron explotados 
por medio de una BotNet y recibieron la orden de 
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realizar peticiones maliciosas al servicio DNS al 
que apuntaban. 
La autenticación de usuarios y equipos, el uso de 
una VPN que permita constituir un túnel cifrando 
las comunicaciones desde y hacia estos 
dispositivos, como así también la correcta 
administración de contraseñas, hubieran podido 
evitar el ataque.  
El mundo no puede permitirse conservar un nivel 
de riesgo semejante que pueda afectar 
globalmente a Internet, afectando las bases 
mismas de su funcionamiento. 
La Criptografía Liviana ofrece una variedad de 
algoritmos de clave pública y clave privada, 
Block Ciphers [11-13] y Stream Ciphers [14-17] 
como así también algoritmos para la Gestión de 
Claves, Firma Digital y funciones Hash [18-20]. 
Lo mismo que puede ofrecer una criptografía 
convencional pero con la posibilidad de correr 
sobre los dispositivos Internet de las Cosas (IoT) 
y dispositivos Internet de las Cosas Industrial 
(IIoT) y sin sufrir por ello una pérdida de robustez 
y performance. 
2. LÍNEAS DE INVESTIGACIÓN 
Y DESARROLLO 
Ya se cuenta con una gran cantidad de algoritmos 
criptográficos que han sido creados para 
satisfacer las necesidades de IoT. Una parte de 
ellos fueron desarrollados por empresas que 
requerían dotar de seguridad dispositivos de su 
creación. Siguiendo con la línea de investigación 
propuesta para el proyecto se ha llevado adelante 
un relevamiento de tales algoritmos, en particular 
aquellos que se han propuesto para aplicaciones 
de la llamada Internet de las Cosas Industrial.  
Otra línea de investigación busca analizar los 
protocolos de comunicaciones que se utilizan en 
los dispositivos IoT que empleen algún tipo de 
criptografía y mecanismo de seguridad. Se 
persigue la búsqueda de debilidades y 
vulnerabilidades de los mismos, a fin de poder 
realizar las propuestas correspondientes que 
minimicen o eliminen las mismas. 
Por último, el equipo de investigadores sigue de 
cerca las vicisitudes y etapas por las que 
transcurre el concurso que en este momento 
mantiene el NIST [21] el cual persigue la 
búsqueda del nuevo estándar criptográfico de  
cifrado autenticado de Criptografía Liviana para 
dispositivos reducidos en recursos. Se han 
revisado los algoritmos más prometedores (de 
acuerdo al criterio vertido del propio NIST) y se 
está a la espera del algoritmo finalista. Una vez 
acaecido este acontecimiento, se podrá analizar y 
estudiar en profundidad el algoritmo y sus 
propiedades criptográficas. 
3. RESULTADOS  
OBTENIDOS/ ESPERADOS 
Se ha hallado que muchos de los algoritmos 
existentes para ser usados en dispositivos de la 
llamada Internet de las Cosas Industrial poseen 
vulnerabilidades que han permitido debilitar o 
romper la seguridad que ofrecían [22-23].  
Es por ello que el continuo relevamiento, estudio, 
análisis y evaluación de los algoritmos 
criptográficos empleados en IoT y en IIoT es de 
suma importancia para que las fábricas, 
instalaciones industriales e infraestructuras 
críticas, preserven la seguridad en la realización 
de sus tareas y operaciones. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de investigadores pertenece al cuerpo 
docente de Tecnologías Aplicadas en la Facultad 
de Ingeniería, el área de la Seguridad Informática, 
de la Universidad del Salvador.  
El año pasado se incorporaron al mismo dos 
docentes investigadores y algunos alumnos que se 
encuentran promediando la carrera de Ingeniería 
en Informática.  
Se espera que en el presente año el equipo pueda 
crecer con la incorporación de más docentes 
investigadores y alumnos. Ya que  redundará en 
un aumento del activo académico e investigativo 
representado por su cuerpo de docentes 
participantes, como así también sembrando las 
bases para la investigación del futuro, a través de 
la participación de alumnos de la Facultad de 
Ingeniería. 
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RESUMEN 
El proyecto tiene por finalidad estudiar 
y analizar la aplicación de paradigmas y 
herramientas criptológicas modernas 
para la creación de software malicioso y 
puertas traseras, como así también  
indagar técnicas de prevención, 
detección y protección para ser 
consideradas en el ámbito de la 
Ciberdefensa Nacional. 
Aunque comúnmente se entiende a la 
criptografía y a sus aplicaciones como 
herramientas de carácter defensivo, 
también pueden emplearse para usos 
ofensivos y maliciosos; a saber, el 
secuestro, extorsión y pérdida de 
información producidos mediante 
software malicioso denominado 
ransomware, en sus distintas variantes.  
Por otra parte, la literatura también da 
cuenta de ataques en las etapas de 
diseño e implementación de algoritmos 
criptográficos, comúnmente llamados 
backdoors o puertas traseras, que 
pueden vulnerar la confidencialidad, 
integridad y disponibilidad. Es fácil 
observar las consecuencias directas 
sobre la ciberseguridad de usuarios 
particulares, empresas y organismos no 
gubernamentales de tales ataques.  
Pero un aspecto de este tipo de ataques 
pasa desapercibido y sin embargo tiene 
un impacto mayor pues amenaza 
directamente a la población de una 
ciudad, provincia o llanamente, un país 
completo pues es capaz de afectar a  sus 
organismos públicos, fuerzas de 
seguridad, estructura militar, política y 
diplomática, como así también sus 
activos de información. Puede 
contribuir a la realización exitosa de 
ataques a las  Infraestructuras Críticas, 
es decir, aquellas organizaciones 
relacionadas con la generación y 
distribución de energía, sistema 
financiero y bancario, organismos de 
salud como hospitales, servicio de 
potabilización y distribución de agua, 
saneamiento de desechos, entre otras. 
Es decir, los ataques basados en puertas 
traseras o backdoors podrían 
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CONTEXTO 
“MAC: Criptografía Maliciosa para la 
Ciberdefensa” es un proyecto 
perteneciente a la Facultad de 
Ingeniería del Ejército (FIE) “Gral. 
Div. Manuel N. Savio”, perteneciente a 
la Universidad de la Defensa Nacional 
(UNDEF). 
Se encuentra enmarcado en el contexto 
de la carrera de grado de Ingeniería en 
Informática, la Especialización en 
Criptografía y Seguridad  
Teleinformática y, la Maestría en 
Ciberdefensa, que se dictan en la citada 
unidad académica. 
Allí los investigadores conforman el 
Grupo de Investigación en Criptología y 
Seguridad Informática (GICSI) que 
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depende del Laboratorio de 
Investigación en Técnicas 
Criptográficas y Seguridad 
Teleinformática y lleva adelante tareas 
de I+D+i. El equipo está conformado 
por docentes investigadores 
categorizados en distintos regímenes 
científicos, profesionales técnicos, 
becarios y alumnos de la carrera de 
grado de Ingeniería en Informática, 
Especialización en Criptografía y 
Seguridad Teleinformática y de la 
Maestría en Ciberdefensa. 
1. INTRODUCCIÓN 
Comúnmente se aprecia a la criptografía 
y a sus aplicaciones como instrumentos 
de carácter defensivo que proporcionan 
confidencialidad en sistemas de 
comunicaciones, redes y bases de datos, 
entre otros. 
En el año 1996 en un trabajo 
fundacional, Adam Young y Moti Yung 
[1] presentan lo que han dado en llamar 
Criptovirología. Los autores previeron 
y mostraron la posibilidad de llevar 
adelante ataques mediante virus 
informáticos,   que cifran la información 
de sus víctimas a través de criptografía 
de clave pública, pidiendo luego rescate 
para su recuperación. En la actualidad 
este tipo de malware se conoce como  
ransomware. 
Al año siguiente, los mismos autores  
presentan la llamada "Kleptografía": 
esto es el diseño e implementación de 
backdoors o puertas traseras en 
algoritmos criptográficos [2-4]. En 
particular los autores presentan el 
mecanismo criptográfico "Secretly 
Embedded Trapdoor with Universal 
Protection", conocido por sus siglas en 
inglés por el acrónimo de SETUP. Este 
kleptograma es una modificación a 
nivel matemático del algoritmo de 
intercambio de llaves Diffie-Hellman. 
Con las modificaciones pertinentes, 
estas técnicas kleptográficas se podrían 
implementar en el corazón de otros 
algoritmos, podrían ser embebidos en 
otros mecanismos criptográficos como 
son los esquemas de cifrado y de firma 
digital ElGamal, DSA, el algoritmo de 
firma de Schnorr, y el PKCS de 
Menezes-Vanstone y finalmente el 
reconocido algoritmo RSA [5-6, 8,13]. 
Es importante destacar que estos 
diseños no se limitan a criptografía de 
llave pública. Se cuenta en la literatura 
con publicaciones que describen 
ejemplos aplicados a funciones de hash,    
en donde se presentan colisiones para 
una versión de SHA-1 modificando sus 
correspondientes parámetros [7], como 
también se presentan alternativas para 
protegerse de funciones de hash 
comprometidas en algoritmos de nivel 
superior, como HMAC y HKDF [14]. 
Por otro lado, tampoco los generadores 
de números de pseudo-aleatorios 
conocidos en la bibliografía como 
Pseudo Random Numbers Generators o 
PRNG  por sus siglas en inglés. Estos 
algoritmos no serían inmunes a este tipo 
de ataques [10-13]. Básicamente la 
vulnerabilidad insertada afecta las 
propiedades estadísticas de un 
generador haciéndolo muy sensible a la 
entropía de la entrada. Por ejemplo, 
cuando los inputs tienen una 
distribución correcta, este mecanismo 
no tiene efecto, pero cuando están 
afectados por algún sesgo, el generador 
malicioso empeora considerablemente. 
En síntesis, la seguridad de los 
esquemas criptográficos se mide 
tradicionalmente como la incapacidad 
de un adversario, que cuenta con 
recursos limitados,  de violar un 
objetivo de seguridad deseado  [14]. Sin 
embargo, este argumento de seguridad 
generalmente se basa en un diseño 
sólido de los componentes subyacentes. 
Podría decirse que uno de los fracasos 
más devastadores de este enfoque se 
puede observar al considerar 
adversarios con la capacidad de influir 
en el diseño, implementación y 
estandarización de primitivas 
criptográficas.  
XXIII Workshop de Investigadores en Ciencias de la Computación 819
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Es entonces que considerando el 
impacto y la relevancia actual [16,17] 
de las técnicas y mecanismos 
mencionados se justificaría esta línea de 
investigación. 
2. LÍNEAS DE 
INVESTIGACIÓN y 
DESARROLLO 
El proyecto está conformado por 
distintas líneas de acción: 
- Estudio de material 
actualizado, asistencia a Cursos, 
Congresos y Workshops específicos, 
profundización  en el estado del arte 
tanto de la criptovirología como de la 
kleptografía, aunque el esfuerzo 
principal estará dirigido a esta última.  
- Estudio y análisis de las 
diferentes variantes de 
criptovirología.  
- Estudio y análisis de ataques 
kleptografía en la literatura aplicados 
a diferentes algoritmos o primitivas 
criptográficas. 
- Profundización en el estudio y 
análisis de técnicas kleptográficas 
para el algoritmo RSA y algoritmos 
de generación de números pseudo-
aleatorios específicamente. 
- Implementación experimental, 
conceptual y de referencia de alguna 
o algunas de las técnicas analizadas.  
- Análisis y conclusiones de los 
resultados obtenidos.  
3. RESULTADOS 
OBTENIDOS / ESPERADOS 
El proyecto propone estudiar y analizar 
la aplicación de los paradigmas y 
herramientas en la creación de software 
malicioso y puertas traseras 
criptográficas. En procura de desarrollar 
técnicas de prevención, detección y 
protección para ser considerados en el 
ámbito de la Ciberdefensa Nacional. 
Por ejemplo someter a análisis a un 
algoritmo criptográfico o una parte de 
él, en procura de hallar indicios o 
técnicas de manipulación 
Kleptográficas, la inclusión de 
Backdoors Cryptography. Como así 
también el análisis del malware de tipo 
ransomware para el desarrollo de 
mecanismos de detección y prevención. 
De esta forma, procurar el desarrollo de 
herramientas de detección de 
vulnerabilidades criptográficas 
susceptibles de ser explotadas, 
afectando la ciberdefensa. 
4. FORMACIÓN DE 
RECURSOS HUMANOS 
 
Los investigadores que llevan adelante 
el proyecto dictan las asignaturas 
Criptografía y Seguridad 
Teleinformática, Matemática Discreta y 
Paradigmas de Programación. Desde 
esas cátedras se invita de forma 
permanente a los alumnos para 
participar como colaboradores. 
Asimismo y por primera vez, varios 
alumnos de la especialización en 
Criptografía y Seguridad 
Teleinformática que están llevando 
adelante su Trabajo Final Integrador, 
como así también maestrandos 
pertenecientes a la Maestría en 
Ciberdefensa, que se encuentran 
trabajando en el desarrollo de sus 
respectivas tesis; y que además abordan 
temáticas relacionadas a la de este 
proyecto, han sido invitados a participar  
del mismo. Se espera que la 
contribución mutua entre el equipo de 
investigadores, especializandos y 
maestrandos permita alcanzar niveles 
sinérgicos de avance en la 
investigación, la formación de recursos 
humanos. 
La Formación de Recursos Humanos 
permite incrementar el Know-How que 
tendrá el grupo de investigadores a lo 
largo de la vida del proyecto. Será un 
importante beneficio de sus integrantes 
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y de la institución en la cual desarrollan 
sus actividades científico-docentes. 
Por último y atendiendo a la 
responsabilidad ética y social que 
compete a la actividad científica y 
tecnológica, el Grupo Integrante de este 
Proyecto de Investigación, ya sea 
durante su ejecución o por la aplicación 
de los resultados obtenidos, desea 
expresar su compromiso a no realizar 
cualquier actividad personal o colectiva 
que pudiera afectar los derechos 
humanos, o ser causa de un eventual 
daño al medio ambiente, a los animales 
y/o a las generaciones futuras. 
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RESUMEN 
Blockchain Federal Argentina (BFA) es la 
primera plataforma multiservicios sólida, 
transparente, confiable, abierta y participativa de 
Argentina, desarrollada para integrar servicios y 
aplicaciones sobre la Blockchain de Ethereum. 
Este trabajo se desarrolló en el marco de un 
proyecto de investigación que consiste en 
implementar un nodo Minero (en adelante nodo 
Sellador) de la Universidad Nacional de La 
Matanza (UNLaM), dentro de la red Blockchain 
Federal Argentina. 
La UNLaM ha firmado un contrato de 
colaboración público-privado con BFA, y 
actualmente forma parte de este consorcio. El 
mismo permitirá montar un nodo Sellador dentro 
de la infraestructura de la universidad que 
formará parte de la red de nodos de BFA.  
Uno de los objetivos del proyecto de 
investigación es desarrollar e implementar una 
Aplicación Distribuida (DApp) que estará 
disponible para su uso libre y gratuito para toda 
la comunidad académica. Esta DApp está siendo 
desarrollada para las emisiones seguras de actas 
de examen, certificados de materias aprobadas y 
títulos académicos, entre otras.  
La relevancia de este trabajo radica en la 
importancia que tiene para una institución 
académica formar parte de una red con las 
características de BFA que le permitirá emitir en 
formato digital distintos tipos de documentos 
académicos de manera confiable. 
Palabras clave:  
Blockchain. DApp. Contrato Inteligente. 
Blockchain Federal Argentina. 
CONTEXTO 
Este proyecto de investigación fue presentado 
como un Programa de Incentivos a Docentes 
Investigadores de la Secretaría de Políticas 
Universitarias del Ministerio de Educación -
PROINCE en el Departamento de Ingeniería e 
Investigaciones Tecnológicas de la Universidad 
Nacional de La Matanza.  
El presente proyecto es del tipo “investigación 
aplicada” y consiste en el desarrollo e instalación 
de un nodo sellador en la UNLaM dentro de la 
red Blockchain Federal Argentina y de la 
implementación de una DApp para uso 
académico. 
1. INTRODUCCIÓN 
Blockchain se están integrando cada vez más en 
la sociedad. Su gran potencial y su tecnología 
revolucionaria se están abriendo cada día más 
hacia las personas. Su modelo seguro, 
descentralizado y público permite el 
funcionamiento independiente de autoridades 
bancarias u otras instituciones. 
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Una de las criptodivisas con mayor potencial que 
usan la tecnología blockchain es Ethereum. El 
objetivo de Ethereum es crear una blockchain 
programable que cambie el modelo de internet, 
donde los programas almacenados en su interior 
sirvan como columna vertebral a futuras 
aplicaciones descentralizadas (dAps). Estos 
programas se conocen como smart contracts. 
Una Blockchain, contiene un conjunto de 
tecnologías informáticas y criptográficas que 
permiten crear una estructura de datos en forma 
de cadena de bloques cifrados y enlazados entre 
ellos que a su vez forman una base de datos 
distribuida y sincronizada. 
Una Blockchain, dada su arquitectura y 
funcionamiento, permite almacenar información 
de forma verificable, que no puede ser 
modificada. 
Una Blockchain no consiste en una única base de 
datos, ya que cada nodo tiene una copia de esta 
y están en constante sincronización. En lugar de 
confiar en una entidad central, la confianza en la 
integridad de esa base de datos se consigue 
mediante las interacciones de los participantes, 
es decir, el sistema está basado en una confianza 
descentralizada. Las plataformas que más 
utilizan este tipo de tecnología actualmente son 
las criptomonedas. 
El ejemplo más famoso de una plataforma de 
criptomonedas que utiliza la cadena de bloques 
es Bitcoin, pero hay otras muy populares, como 
Ethereum, que utiliza su blockchain de manera 
distinta. La diferencia más significativa entre 
ambas es que Bitcoin pretende generar un 
sistema de economía digital y Ethereum, aparte 
de servir también como red de pago utilizando 
su propia moneda (Ether), es una plataforma 
cuyo propósito general es crear un blockchain 
programable. 
Ethereum pretende crear una cadena de bloques 
donde los programadores puedan crear y subir 
código para que los participantes de la red 
puedan usarlo a través de los smart contracts. 
Estos contratos inteligentes son piezas de código 
que viven dentro del blockchain y que pueden 
ser utilizados de forma autónoma por los 
usuarios. 
La existencia de contratos inteligentes permite 
realizar tareas autoejecutables que responden a 
una condición pre-programada en el contrato, es 
decir, en un acuerdo registrado previamente 
entre partes donde se cumpla una condición 
existente en el contrato, se ejecutaría la cláusula 
correspondiente a esa condición. 
Estos contratos tienen gran cantidad de usos en 
la industria y en la vida diaria, como por ejemplo 
en la banca, Internet de las Cosas (IoT), autoría, 
derecho, etc. 
Las DApps rompen los esquemas tradicionales 
al eliminar la necesidad de intermediarios en los 
servicios que ofrecen, ya que permiten a los 
proveedores interactuar directamente con los 
usuarios finales, lo cual brinda mayor 
flexibilidad y satisfacción para todos [1]. 
Las DApps se construyen sobre una cadena de 
bloques determinada, que cuenta con su 
respectivo protocolo. Las aplicaciones 
descentralizadas están compuestas por uno o 
varios contratos inteligentes (smart contract) que 
operan en la cadena de bloques y una plataforma 
front-end, que puede ser un sitio web, una 
aplicación web o móvil, entre otras 
posibilidades.  
La comunicación entre el smart contract y el 
front-end se realiza mediante una interfaz de 
programación de aplicaciones (API, por sus 
siglas en inglés). Parte del procedimiento al crear 
una DApp es agregarla a un directorio o 
biblioteca de aplicaciones [2]. 
Blockchain, en español cadena de bloques, es 
una tecnología que permite administrar un 
registro de datos en la nube. Tiene como 
característica la transparencia y es prácticamente 
incorruptible.  
A pesar de que Bitcoin fue la primera aplicación 
descentralizada que nació con el propósito de 
crear una alternativa a los medios de pagos 
tradicionales, las características de su blockchain 
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no facilitan la creación de DApps. Años más 
tarde surge Ethereum como un proyecto que 
busca superar algunas de las dificultades de 
Bitcoin.  
Ethereum es una plataforma descentralizada de 
código abierto (open source), que permite la 
creación de contratos inteligentes sobre una 
blockchain. En diciembre de 2013, Vitalik 
Buterin comenzó el desarrollo de Ethereum, con 
la primera prueba de concepto (PdC) [3]. 
El enfoque de Ethereum es contar con un 
mecanismo de desarrollo más eficiente en cuanto 
a tiempo, seguridad y escalabilidad. Ethereum 
funciona de manera descentralizada a través de 
una máquina virtual llamada Ethereum Virtual 
Machine (EVM). Esta máquina ejecuta un 
código intermedio o bytecode el cual es una 
mezcla de lenguaje de programación LISP, un 
ensamblador y bitcoin script [4]. 
Los programas en Ethereum se escriben en 
lenguajes de programación de alto nivel, como 
Solidity, que es un lenguaje de alto nivel 
orientado a objetos que permite a los nodos de 
Ethereum almacenar y procesar datos. Su 
sintaxis es similar a la de JavaScript y está 
enfocado específicamente a la EVM para crear 
los contratos inteligentes [5]. 
Un contrato inteligente es un programa 
informático que ejecuta un flujo de trabajo que 
generalmente representa acuerdos registrados en 
una Blockchain, entre dos o más partes, por 
ejemplo, personas u organizaciones [6]. Dichos 
contratos se ejecutarán como resultado de que se 
cumplan una serie de condiciones especificadas 
previamente. 
Solidity es un lenguaje de programación 
orientado a objetos utilizado para escribir 
contratos inteligentes en la plataforma 
Ethereum. Fue desarrollado por Gavin Wood y 
otros programadores. 
Es un lenguaje de scripting tipado estáticamente. 
Esto quiere decir que las variables deben ser 
declaradas junto con su tipo antes de ser 
utilizadas. Se debe realizar el proceso de 
verificación y hacer cumplir las restricciones en 
tiempo de compilación, antes de que se ejecute 
el programa. 
Cuenta con un IDE oficial llamado Remix. Un 
IDE (Integrated Development Environment, 
entorno de desarrollo integrado), es una 
aplicación que proporciona servicios para 
facilitarle al programador el desarrollo de 
software. Remix es un entorno de desarrollo, 
compilación y despliegue de contratos 
inteligentes basado en un navegador Web [7].  
Una DApp es una aplicación distribuida sobre 
una Blockchain. Esta tiene múltiples capas y 
componentes y no depende de un sistema 
centralizado. Puede ser Web o Mobile. Una 
DApp es una aplicación que tiene su Back-end 
construido sobre contratos inteligentes, en 
contraposición con los Back-end tradicionales 
[8]. 
Finalmente, el desarrollo se hará en una 
plataforma multiservicios abierta y participativa 
pensada para integrar servicios y aplicaciones 
sobre la blockchain Ethereum, la Blockchain 
Federal Argentina [9]. Esta es una iniciativa 
confiable y completamente auditable que 
permite optimizar procesos y funciona como 
herramienta de empoderamiento para toda la 
comunidad. 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
En el presente proyecto de investigación, se 
estudiaron y analizaron los derechos, 
obligaciones y posibilidades emanados de la 
firma del contrato de colaboración público-
privada celebrado con Blockchain Federal 
Argentina. 
Luego de firmado el acuerdo, se procederá a 
instalar el hardware necesario para montar el 
nodo sellador. Seguido a esto, se implementará 
el software para el correcto funcionamiento del 
nodo. 
Asimismo, se desarrollará e implementará una 
Aplicación Distribuida en la Blockchain de 
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BFA. Esto se hará mediante el desarrollo de un 
Contrato Inteligente, el desarrollo de una API, la 
implementación de la DApp sobre la Blockchain 
Ethereum de BFA y por último el diseño, 
desarrollo e implementación de una aplicación 
Front-end para entorno Web, y Mobile.  
Se escribirán y presentarán informes de avances 
que incluyan el progreso del proyecto y las 
conclusiones de cada una de las actividades que 
forman parte del mismo. 
Finalmente, se redactará un informe integral 
final con el contrato y el software implementado 
y desarrollado acompañado de recomendaciones 
y buenas prácticas de uso como conclusión del 
trabajo de investigación realizado. 
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
El objetivo principal de este proyecto de 
investigación es implementar un nodo Sellador 
dentro de Blockchain Federal Argentina (BFA). 
El objetivo secundario es desarrollar e 
implementar una DApp (Aplicación Distribuida) 
perteneciente a la UNLaM. Dicha DApp 
funcionará sobre la Blockchain de BFA.   
Una DApp es una aplicación distribuida. Ésta se 
desarrollará sobre la blockchain Ethereum. 
Tendrá múltiples capas y componentes y no 
dependerá de un sistema centralizado. Podrá ser 
usada desde un front-end Web o Mobile.  
Una DApp es una aplicación que tiene su Back-
end construido sobre contratos inteligentes, en 
contraposición con los Back-end tradicionales 
[10] [11].  
Blockchain Federal Argentina es una plataforma 
multiservicios abierta y participativa pensada 
para integrar servicios y aplicaciones sobre 
blockchain. Una iniciativa confiable y 
completamente auditable que permite optimizar 
procesos y funciona como herramienta de 
empoderamiento para toda la comunidad. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo está integrado por docentes- 
investigadores que pertenecen a distintas 
cátedras de la carrera de Ingeniería Informática 
y de la Tecnicatura de Aplicaciones Web de la 
UNLaM, alguno de los cuales está haciendo sus 
primeras experiencias en investigación.  
Uno de los miembros del equipo de 
investigación se encuentra desarrollando su 
trabajo de tesis de posgrado de la Maestría en 
Ciberdefensa y Ciberseguridad de la Univer-
sidad de Buenos Aires y de la Escuela Nacional 
de Inteligencia (ENI). El tutor de esta tesis es el 
Mg. Jorge Eterovic, integrante de  este proyecto 
de investigación. 
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Resumen
La  producción  masiva  de  bienes  se
automatiza  mediante  los  sistemas  de
control industrial. Estos sistemas son muy
robustos y son aptos para funcionamiento
contínuo.  Gracias  a  ello,  estos  sistemas
automatizan  también,  plantas  de
potabilización  de  agua,  producción  y
distribución  de  energía,  siderúrgicas,  y
sistemas  de  semaforización,  entre  otros.
Es  decir,  automatizan  muchas
infraestructuras críticas. Estos sistemas no
se pensaron para ser seguros. Por ello, su
seguridad se basó en el aislamiento físico.
Nuevas  necesidades  de  mayor
eficiencia y productividad requieren de la
integración  de  estos  sistemas  con  los
sistemas  de  administración,  con  nuevas
tecnologías como ser: big data, internet de
las  cosas,  inteligencia  artificial,  entre
otras,  e  incluso  con Internet,  dejándolos
expuestos a una gran cantidad de riesgos
y  amenazas  para  los  que  no  están
preparados.
En  este  proyecto  se  estudian  los
riesgos de ciberseguridad a los que están
expuestas  las  infraestructuras  críticas
industriales.  Se plantea la elaboración de
una  guía  para  mitigarlos  y remediar  los
efectos frente a estos incidentes.
Palabras  clave:  seguridad  en  sistemas
industriales,  ciberseguridad  en  scada,
seguridad  de tecnologías  operacionales,
ciberdefensa en infraestructuras críticas.
Contexto
El proyecto presentado en este trabajo
es  un  PDTS  (Programa  de  Desarrollo
Tecnológico-Social)  aprobado  por
resolución del  Poder  Ejecutivo  Nacional
RS-2021-05630389. Se inició en 07/2020
y tiene una duración de tres años.
Los proyectos PDTS son considerados
proyectos  de  interés  o  relevancia
nacional, local o regional, y deben poseer
instituciones financiadoras, adquirientes y
demandantes [1].
Las  instituciones  que  desarrollan  y
financian el proyecto son: la Facultad de
Ingeniería  de  la  Universidad  Fasta
(UFASTA),  la  Facultad  de  Tecnología
Informática  de  la  Universidad  Abierta
Interamericana  (UAI)  y  la  Facultad  de
Ingeniería del Ejército de la Universidad
Nacional  de  la  Defensa  (FIE).  Las
instituciones adoptantes del proyecto son:
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la empresa Trend Ingeniería, el Comando
Conjunto  de  Ciberdefensa,  la  Dirección
de Ciberdefensa del Ejército y la Facultad
de  Ingeniería  del  Ejército.  Las
instituciones  demandantes  son:  La
empresa Trend Ingeniería y la Dirección
Nacional de Ciberseguridad.
Introducción
Desde mediados del siglo XVIII hasta
la fecha las revoluciones industriales han
producido  una  explosión  demográfica.
Creció fuertemente la esperanza de vida y
se redujo notoriamente la pobreza. Estos
cambios se lograron gracias al incremento
de  la  disponibilidad  de  bienes  y  de
alimentos, el incremento de la necesidad
de mano de obra y mejoras permanentes
en  las  condiciones  sanitarias  [2].  La
primera revolución industrial  se basó en
la  mecanización  de  la  producción.  La
segunda (estimada desde 1870 a 1970), se
caracterizó por el uso intensivo de energía
(eléctrica y petróleo). 
La tercer revolución industrial se basó
en  la  incorporación  de  dispositivos
electrónicos,  informáticos  y  redes  de
comunicaciones  para  la  automatización
de la producción. 
La automatización de la producción a
gran  escala  se  realiza  con  los  ICS  (del
inglés:  Industrial  Control  Systems).  Los
ICS consisten en sistemas de tele-mando
y tele-control de procesos compuestos por
autómatas  industriales  (según  sus  siglas
en inglés): RTU (Remote Terminal Unit),
PLC  (Programmable  Logic  Controller),
DCS  (Distributed  Control  System)  y/o
PAC  (Programmable  Automation
Controller)  que  pueden  interconectarse
[3].  A  ellos  se  les  conectan  entradas  y
salidas, discretas y/o analógicas como ser:
micro-switches, sensores de temperatura,
actuadores  para  encendido  de  motores,
llaves,  etc.  Poseen  procesadores  de
pequeño porte. Su lógica es determinista,
lo cual favorece a la alta disponibilidad,
esencial en el ambiente industrial [4]. Los
ICS se supervisan y controlan en tiempo
real desde sistemas informáticos llamados
SCADA (del inglés: Supervisory Control
and Data Acquisition).  
Por tratarse de tecnología que impacta
físicamente  sobre  la  operación,  se
denomina  OT  (del  inglés:  Operation
Technology).  Gracias  a  su  robustez,
automatiza  procesos  que  requieren  uso
continuo:  plantas  de  producción  de
vestimenta,  equipos,  pero  también:
plantas alimenticias, de potabilización de
agua,  de  producción  y  distribución  de
energía,  transporte,  siderúrgicas,  entre
otras.  Es  decir,  está  presente  en  las
infraestructuras críticas de naciones. Este
último  sub-conjunto  es  el  objeto  de
análisis  de  este  proyecto:  las
Infraestructuras  Críticas  Industriales
(ICI). 
Enormes diferencias tecnológicas entre
IT (del inglés: Information Technology) y
OT y el aislamiento físico de los SCADA
les dieron a los ICS una falsa sensación
de  seguridad  por  ocultamiento  [5,  6].
Desde  el  ataque  a  la  central  nuclear  de
Irán de Natanz con el malware Stuxnet en
2010  [7],  la  comunidad  internacional
mostró  gran  preocupación:  hasta  ese
momento,  se  pensaba  imposible  que  un
malware (IT) pudiera afectar la seguridad
de las infraestructuras basadas en OT. Se
trabaja en soluciones [8–10].
En  IT  se  posee  gran  experiencia  en
seguridad.  Y  diferentes  normas  (entre
ellas: [11,12]) basan la seguridad en tres
pilares (en  orden según su importancia):
confidencialidad,  integridad  y
disponibilidad.  Pero en OT, el  orden de
prioridades es el opuesto. Quizás por ello,
no  es  tan  sencillo  implementar  las
soluciones de IT en el mundo OT a pesar
de  existir  normas  y  estándares  de
seguridad  (entre  ellos:  [13,14]).  Para
mostrar ello,  en [15] se plantea que una
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gran  parte  de  los  incidentes  de
ciberseguridad  en  sistemas  OT  podrían
haberse  evitado  si  se  hubiera
implementado  algún  sistema  de  gestión
de Seguridad Informática. 
Hoy,  desde hace una década estamos
ingresando  en  la  cuarta  revolución
industrial, caracterizada por la integración
de  los  ICS  con  las  nuevas  tecnologías:
inteligencia  artificial,  internet  de  las
cosas, big data, realidad aumentada y con
los  sistemas  corporativos  (IT).  A  esta
integración se la  denomina Industria 4.0
[16–18]. Esta nueva necesidad de mayor
integración tecnológica expone aún más a
las ICI a amenazas y riesgos: un problema
de seguridad en estas instalaciones puede
significar  el  colapso de servicios  vitales
para la población. 
En  este  proyecto  se  propone  el
desarrollo de una guía para el abordaje de
incidentes  de  ciberseguridad  en  las  ICI
que atienda a la prevención de incidentes,
su remediación y análisis forense.
Líneas de Investigación, 
Desarrollo e Innovación
Este proyecto  se  desarrolla
íntegramente  dentro  de  la  línea  de
Seguridad Informática o Ciber-Seguridad.
Pretende unir los esfuerzos realizados  en
el  tema  por  cada  uno  de  los  grupos  de
investigación.
El desarrollo del proyecto se inició con
presentaciones de lo realizado en el tema
por  cada  uno  de  los  grupos  de
investigación.  También  realizaron
presentaciones  tanto  demandantes  como
adquirientes.  Continúa  con reuniones  de
investigación  donde  se  presentan  tanto
lineamientos de trabajo para los equipos
de  investigación,  como  resultados
parciales  obtenidos.  Cada  grupo  por
separado desarrolla las tareas asignadas.
Se considera importante que en todas
las reuniones en las que participan todos
los  grupos  de  investigación,  se  invite
tanto a demandantes como a adquirientes
a conocer  los  pasos  que  los  equipos  de
investigación  realizan,  de  modo  de
corregir  tempranamente  algún  desvío  o
acentuar  el  trabajo  sobre  un  acierto.
Además  facilita  el  proceso  de
transferencias  y  capacitación  hacia
adquirientes y demandantes.
Se  puede  dividir  al  proyecto  en  las
siguientes etapas: la evaluación de riesgos
de seguridad informática en los sistemas
de  automatización  industrial,  la
elaboración  de  recomendaciones  para
mitigar  los  riesgos  en  los  sistemas  de
automatización  industrial  y  sugerencias
para  la  actuación  para  dar  respuesta  a
incidentes y análisis  forense en sistemas
de automatización industrial.
Resultados y Objetivos
Este proyecto es desarrollado por tres
grupos  de  investigación  de  distintas
instituciones  académicas.  Cada grupo de
investigación posee resultados previos en
el tema:
El  proyecto  de  la  UAI  se  denomina
“Ciberseguridad  en  los  Sistemas  de
Control  Industrial:  Clave  para  la
Ciberdefensa  de  las  Infraestructuras
Críticas” y está dirigido por el Lic. Jorge
Kamlofsky desde 2015. Los resultados de
este proyecto pueden consultarse en [19].
Por  parte  de  la  FIE,  el  proyecto  de
investigación denominado Infoscopia:  es
una  interesante  propuesta  que  trata  el
tema de estudio. Está dirigido por el CN
Ing.  Cesar  Cicerchia.  Más  detalles  del
proyecto pueden obtenerse en [20].
Por el lado de UFASTA, el laboratorio
Infolab posee varios resultados en temas
de Ciberseguridad e Informática Forense.
Se pueden consultar resultados en el  sitio
del Info-lab1.
1Sitio del Info-lab:  https://info-lab.org.ar
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La  presentación  de  este  proyecto
generó  la  firma  de  convenios  de
colaboración  en  temas  de  investigación
entre  las  entidades  académicas,  cuyo
alcance  se amplía  más allá  del  PDTS y
comienza  a  plasmarse  en  acciones
concretas como ser: intercambio docente,
interconsultas en investigación, dirección
conjunta de tesis, entre otros.
El proyecto busca desarrollar una guía
para  el  abordaje  de  incidentes  de
ciberseguridad en infraestructuras críticas
industriales. 
El proyecto tiene el  objetivo principal
de  desarrollar  una  guía  basada  en  tres
aspectos básicos: los riesgos de seguridad
en  las  infraestructuras  críticas
industriales,  su  mitigación  y  respuesta
utilizando para ello el  análisis forense.
Esta  guía  permitirá  trabajar  tanto  ex
ante  (prevención)  como  ex  post
(actuación, remediación, análisis forense)
en  el  abordaje  de  incidentes  de
ciberseguridad  en  infraestructuras  que
requieren  una  gestión  de  extrema
seguridad, por su condición de criticidad
para la propia organización y la población
en  general;  especialmente,  en
instalaciones industriales del Estado o de
empresas que brindan servicios esenciales
(agua,  energía,  comunicaciones,
combustibles, etc).
Formación de Recursos Humanos
El  proyecto  está  dirigido  por  el  Ing.
Santiago  Trigo.  Los co-directores  del
proyecto  son:  el  Esp.  Lic.  Jorge
Kamlofsky por parte de la UAI y el Ing.
Gerardo  González  por  parte  de  la  de  la
FIE. 
Para la FIE, este proyecto se apuntala
en  la  gran  importancia  que  tiene  la
concientización  y  formación en
ciberseguridad  para  todas  las  personas
involucradas,  en  especial  para  los
profesionales,  en  procesos  industriales,
Tecnología de la operación e Internet de
las  cosas  (IoT).  Además,  la  aplicación
directa en el escenario de Infraestructuras
Críticas para todos los sectores esenciales
del  país  y  sobre  todas  las  cosas  en  la
reducción  de  riesgos  cibernéticos  y
mejora en la seguridad en general de los
procesos del mundo IT, OT e IoT. Para
UFASTA, este proyecto le permite que su
equipo  de  trabajo  continúe con  el
desarrollo de servicios y productos sobre
esta  temática  en  proyectos  futuros  que
den  continuidad  a  la  Línea  de
Investigación  y  Desarrollo  en
Ciberseguridad. Para la UAI, por su lado,
este  proyecto  permite  avanzar  en  las
investigaciones  en  curso  acerca  de  la
ciberseguridad  en  entornos  industriales.
En  particular,  Jorge  Kamlofsky  se
encuentra  cursando  un  Doctorado  y  se
espera que   los resultados  obtenidos del
proyecto colaborarán con el desarrollo de
su Tesis Doctoral. 
El  grupo  de  investigadores  está
conformado por: Bruno Constanzo, Hugo
Curti,  Juan  Alberdi,  Gonzalo  Ruiz  de
Angeli  y Leandro Ferrari  por UFASTA;
Enrique  Belaustegui,  Pedro  Hecht,
Claudio Milio y Oscar Romero por UAI y
Pablo  Croci,  Matias  Luzuriaga,  Nicolás
Díaz  País,  Rafael  Olivieri,  Juan  Ignacio
Raffo  Triacca  e  Ignacio  Omaechevarría
por FIE. Cada uno de ellos son docentes
de  las  instituciones  mencionadas  y
adquirirán  conocimientos  específicos  en
el tema los cuales podrán ser transmitidos
a los alumnos.
La participación de alumnos de las tres
instituciones  se  considera  de  gran
importancia  y  está  prevista  mediante  el
desarrollo  de  tesinas  de  grado,  de
especialización  y  tesis  de  maestría  y
doctorado,  además  está  prevista la
participación de alumnos en prácticas de
laboratorio, y pasantías, entre otros.
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RESUMEN 
Ethereum es el principal ecosistema 
basado en blockchain que proporciona un 
entorno para codificar y ejecutar contratos 
inteligentes. El proceso de escritura de 
contratos seguros y de buen desempeño es 
un gran desafío para los desarrolladores. 
Implica la aplicación de paradigmas de 
programación no convencionales debido a 
las características inherentes de la ejecución 
de programas de computación distribuida. 
Además, los errores en los contratos 
desplegados pueden tener graves 
consecuencias debido al acoplamiento 
inmediato del código del contrato y las 
transacciones financieras. El manejo directo 
de los activos significa que las fallas tienen 
más probabilidades de ser relevantes para la 
seguridad y tienen mayores consecuencias 
económicas que los errores en las 
aplicaciones típicas.  
En este artículo, se describe una 
línea de investigación que se enfoca en 
diseñar una técnica activa de seguridad que 
permita comprobar el cumplimiento de una 
serie de principios, buenas prácticas, pautas 
y patrones de diseño establecidos en la 
especificación de contratos inteligentes de 
la plataforma Ethereum. 
Palabras Claves: blockchain, Ethereum, 
smart contract, Solidity, Vyper, static analysis 
tool, verification, security patterns. 
CONTEXTO 
La presente línea de investigación se 
enmarca en el Proyecto de Investigación: 
“Ingeniería de Software: Estrategias de 
Desarrollo, Mantenimiento y Migración de 
Sistemas en la Nube”. De la Facultad de 
Ciencias Físico Matemáticas y Naturales, 
Universidad Nacional de San Luis. Dicho 
proyecto es la continuación de diferentes 
proyectos de investigación a través de los 
cuales se ha logrado un importante vínculo 
con distintas universidades a nivel nacional 
e internacional. 
1. INTRODUCCIÓN 
A principios de la década de 1990 el 
criptógrafo estadounidense Nick Szabo 
acuñó el término contrato inteligente. Su 
planteo consistía en llevar las prácticas de 
la ley de contratos y las prácticas 
comerciales relacionadas hacia el diseño de 
protocolos de comercio electrónico entre 
extraños en internet. No tuvo éxito debido a 
las limitaciones tecnológicas de ese 
momento. Sin embargo, en 2008 se 
concibió Bitcoin y dio inicio a una nueva 
generación de protocolos, plataformas, 
aplicaciones y casos de uso que 
aprovechaban la descentralización y la 
computación distribuida para prescindir de 
los intermediarios tradicionales. A pesar de 
que Bitcoin sólo estaba pensado para 
transferir valor entre partes sin un vínculo 
de confianza, sentaba las bases de la 
tecnología blockchain. 
Blockchain es una tecnología que se 
basa en una combinación de criptografía, 
redes y mecanismos de incentivos para 
respaldar la verificación, ejecución y 
registro de transacciones entre diferentes 
partes. En términos simples, las plataformas 
de blockchain se pueden ver como bases de 
datos descentralizadas que ofrecen 
propiedades muy atractivas, incluyendo la 
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inmutabilidad de las transacciones 
almacenadas y la creación de confianza 
entre los participantes sin la intervención de 
un tercero. Esto hace que esta arquitectura 
sea adecuada como un libro mayor abierto y 
distribuido que pueda almacenar 
transacciones entre partes de manera 
verificable y permanente. 
Las criptomonedas fueron la 
primera aplicación de la tecnología 
blockchain y son una nueva forma de 
moneda virtual basada en una red 
distribuida de nodos anónimos. Esta 
estructura descentralizada les permite 
existir fuera del control de los gobiernos y 
las autoridades centrales. Las 
criptomonedas más conocidas y transadas 
son Bitcoin [1] y Ethereum [2] aunque en la 
actualidad existen cientos de plataformas 
blockchain con sus respectivas 
criptomonedas. Más allá de la transferencia 
de valor, algunas ofrecen otras propiedades 
como la privacidad o la ejecución de 
contratos inteligentes. 
Los contratos inteligentes son 
esencialmente dos conceptos combinados. 
Uno es la noción de software. Código frío y 
austero que hace lo que está escrito y se 
ejecuta para que el mundo lo vea. La otra es 
la idea de un acuerdo entre las partes. Son 
programas informáticos que facilitan, 
verifican y hacen cumplir la negociación y 
ejecución de contratos legales. Se ejecutan 
a través de transacciones de blockchain, 
interactúan con las criptomonedas y tienen 
interfaces para manejar la información de 
los participantes del contrato. Cuando se 
ejecuta en la cadena de bloques, un contrato 
inteligente se convierte en una entidad 
autónoma que automáticamente lleva a 
cabo acciones específicas cuando se 
cumplen ciertas condiciones. 
Ethereum es la principal plataforma 
de computación distribuida pública basada 
en blockchain que proporciona un entorno 
de ejecución de contratos inteligentes 
dentro del contexto de una máquina virtual 
descentralizada, conocida como Ethereum 
Virtual Machine (EVM) [2, 3]. 
La máquina virtual maneja el 
cómputo y el estado de los contratos y 
utiliza un lenguaje basado en una estructura 
de pila con un conjunto predefinido de 
instrucciones (códigos de operación) [3]. En 
esencia, un contrato es simplemente una 
serie de declaraciones de código de 
operación, que son ejecutadas 
secuencialmente por la máquina virtual. 
Ésta puede considerarse como una 
computadora global descentralizada en la 
que se ejecutan todos los contratos 
inteligentes. Aunque se comporta como una 
computadora gigante, es más bien una red 
de máquinas discretas más pequeñas en 
comunicación constante. 
Los contratos inteligentes en 
Ethereum generalmente se escriben en 
lenguajes de alto nivel y luego se compilan 
en bytecode EVM. El lenguaje más 
prominente y ampliamente adoptado es 
Solidity [4], inclusive se utiliza en otras 
plataformas blockchain. Sin embargo, en 
las primeras etapas de la plataforma se 
desarrollaron otros lenguajes de alto nivel 
como LLL y Serpent, mientras que Vyper y 
Bamboo se encuentran actualmente en 
desarrollo por la fundación Ethereum. 
Solidity es un lenguaje de 
programación de alto nivel orientado a 
contratos. Su sintaxis es similar a 
JavaScript, está tipado de manera estática y 
admite herencia y polimorfismo, así como 
bibliotecas y tipos complejos definidos por 
el usuario. 
El proceso de escritura de contratos 
seguros y de buen desempeño en Ethereum 
es una tarea difícil para los desarrolladores. 
Implica la aplicación de paradigmas de 
programación no convencionales, debido a 
las características inherentes de la ejecución 
de programas basados en blockchain. 
Además, los errores en los contratos 
desplegados pueden tener graves 
consecuencias, debido al acoplamiento 
inmediato del código del contrato y las 
transacciones financieras. Por lo tanto, es 
beneficioso contar con una base sólida de 
diseño, patrones de código establecidos y 
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probados que faciliten el proceso de 
escritura de código funcional y libre de 
errores, y herramientas que permitan 
analizar y detectar falencias de manera 
automática. 
Un análisis de los contratos 
inteligentes existentes realizado por 
Bartoletti y Pompianu [5] muestra que las 
plataformas Bitcoin y Ethereum se centran 
principalmente en los contratos financieros. 
En otras palabras, la mayor parte del código 
del programa define cómo se mueven los 
activos (dinero). Por lo tanto, es crucial que 
la ejecución del contrato se realice 
correctamente. El manejo directo de los 
activos significa que las fallas tienen más 
probabilidades de ser relevantes para la 
seguridad y tienen mayores consecuencias 
financieras que los errores en las 
aplicaciones típicas. 
Los incidentes, como el 
desbordamiento de valor en Bitcoin, o el 
ataque al proyecto The DAO en Ethereum, 
causaron que una bifurcación dura de la 
blockchain anulara las transacciones. Estos 
incidentes muestran que los problemas de 
seguridad se han utilizado con propósitos 
fraudulentos. Muchas de estas 
vulnerabilidades se pueden clasificar en tres 
grupos: lenguajes de programación de alto 
nivel, máquina virtual (EVM) y las 
peculiaridades propias de la blockchain, y 
pueden abordarse siguiendo las mejores 
prácticas para escribir contratos inteligentes 
seguros, que se encuentran dispersos en 
toda la comunidad Ethereum. Estas 
prácticas contienen principalmente 
información sobre los errores típicos que 
deben evitarse y la descripción de los 
enfoques de diseño y problemas. 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
En la búsqueda de asegurar los 
contratos inteligentes en la plataforma 
Ethereum se han adoptado diferentes 
enfoques, cubriendo aspectos como la 
semántica formal, patrones de seguridad y 
herramientas de verificación. De acuerdo 
con el análisis abordado, se distingue entre  
verificación y diseño. 
El objetivo de los enfoques de 
verificación es comprobar que los contratos 
inteligentes escritos en lenguajes de alto 
nivel existentes (como Solidity por 
mencionar alguno) o en bytecode EVM 
cumplan con una política o especificación 
de seguridad. Algunos ejemplos de 
investigaciones, técnicas y herramientas en 
esa dirección son: 
 Herramientas de análisis estático para la 
búsqueda automática de bugs [6, 7, 8, 9] 
 Herramientas de análisis estático para la 
verificación automática de propiedades 
genéricas [10, 11, 12, 13] 
 Frameworks para pruebas semi-
automatizadas de propiedades 
específicas del contrato [14, 15, 16, 17] 
 Monitoreo dinámico de propiedades de 
seguridad predefinidas [18, 19] 
En contraste, los enfoques de diseño 
apuntan a facilitar la creación de contratos 
inteligentes seguros al proporcionar 
frameworks para su desarrollo: abarcan 
nuevos lenguajes que son más susceptibles 
de verificación, proporcionan una 
semántica clara y sencilla que es entendible 
por los desarrolladores de contratos 
inteligentes o que permiten una 
codificación directa de las políticas de 
seguridad deseadas. Además, se incluyen 
trabajos que tienen como objetivo 
proporcionar patrones de diseño para 
contratos inteligentes seguros. Las 
propuestas vinculadas al diseño se pueden 
clasificar en: 
 Lenguajes de alto nivel [20, 21, 22, 23] 
 Lenguajes intermedios [24] 
 Patrones de seguridad [25] 
 Herramientas [26] 
La línea de investigación presentada 
en este artículo busca plantear una 
estrategia para la detección de 
vulnerabilidades, nutriéndose de ambos 
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campos de estudio. Por un lado, utiliza un 
enfoque de verificación con las siguientes 
características: 
 Lenguaje destino: lenguajes de alto 
nivel de la plataforma Ethereum (se 
selecciona Solidity como caso de 
estudio de mercado y Vyper como caso 
de estudio experimental) 
 Método de análisis: estático 
 Garantías: búsqueda de bugs 
 Grado de automatización: verificación 
automatizada 
Por el lado de los enfoques de 
diseño, se toman como base los patrones de 
seguridad para lenguajes existentes [25] y la 
idea de construir una representación 




El trabajo de investigación apunta a 
responder qué especificaciones tienen 
vulnerabilidades a través de la ejecución de 
análisis léxicos y sintácticos. El análisis 
estático garantiza una cobertura completa 
sin ejecutar el programa y lo 
suficientemente rápido en un código de 
tamaño razonable.  
Para llevar adelante la propuesta, se 
creó el proyecto open source denominado 
OpenBalthazar. Este proyecto consiste en 
una herramienta web de análisis estático 
para los contratos inteligentes de la 
plataforma Ethereum implementada con 
Microsoft .NET Core. 
Actualmente está implementado 
Solidity y se inició el desarrollo de las 
reglas de Vyper, si bien es una herramienta 
extensible y se pueden incorporar nuevos 
lenguajes como Bamboo a través de los 
mecanismos previstos. 
En el proyecto se utiliza la librería 
ANTLR 4 y las gramáticas de Solidity y 
Vyper para generar el árbol de análisis 
(AST). Este árbol se puede enriquecer con 
información adicional utilizando algoritmos 
y técnicas de procesamiento de lenguajes. 
Las reglas de verificación construidas 
utilizan un repositorio de patrones que 
definen los criterios en términos del árbol. 
Los investigadores de esta línea 
continuarán con estudios en este campo con 
el objetivo de perfeccionarse en el área y 
realizar un seguimiento de nuevas 
amenazas, vulnerabilidades y ciberataques 
en materia de despliegue y ejecución de 
contratos inteligentes. También se planea 
seguir con los siguientes trabajos futuros: 
 Generalización para otras plataformas 
de blockchain que soporten contratos 
inteligentes, tales como NEM, NEO, 
Cardano o Hyperledger. 
 Obtención de código fuente a partir de 
bytecode EVM para aplicar el análisis 
que se propone en esta línea de 
investigación. 
 Análisis dinámico de código fuente, lo 
cual implica correr el contrato y 
considerar sólo un conjunto de todas las 
ejecuciones posibles en base a datos de 
entrada arbitrarios. 
 Análisis de los aspectos de seguridad 
que surjan de la interoperabilidad con 
otras plataformas blockchain. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de profesionales de la 
UNSL que forman parte de la línea de 
investigación de este trabajo llevan adelante 
diferentes trabajos finales integradores de 
Ingeniería en Informática, Ingeniería en 
Computación, Licenciatura en Ciencias de 
la Computación, y en un futuro próximo 
trabajos finales de especialización, tesis de 
maestría y doctorado. En particular, las 
investigaciones desarrolladas en este trabajo 
forman parte del lineamiento inicial como 
trabajo final de uno de los autores para 
optar al grado de Doctor en Ingeniería 
Informática en la UNSL. 
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El presente trabajo muestra los avances de la
implementación  del  modelo  de  defensa  de
ciberseguridad  en  la  infraestructura  de  red
informática en un Laboratorio EDI. 
Además, se presentan los riesgos relacionados
a ciberseguridad y sus indicadores asociados.
Dichos  indicadores  permitirán  mitigar,
contener o tomar acciones en un Laboratorio
EDI.
Palabras  claves:  seguridad,  redes,
infraestructura, métricas, riesgo, indicadores.
CONTEXTO
Este estudio está inserto y forma parte de un
proyecto  denominado  “Determinación  de
Indicadores,  técnicas  y  herramientas  que
evidencian  buenas  prácticas  en  la
ciberseguridad  de  la  infraestructura
tecnológica en un Laboratorio de Educación,
Investigación y Desarrollo de la UTN - FRC”,
homologado  por  la  Secretaría  de  Ciencia  y
Tecnología  bajo  el  código
SIUTNCO0005366.
1. INTRODUCCIÓN
Un Laboratorio de Educación, Investigación y
Desarrollo  (EDI)  es  un  laboratorio  donde
diversas  actividades  deben  convivir  e
incluyen  necesidades  y  exigencias  del  día  a
día  de  actividades  académicas,  estudiantes,
docentes,  profesionales  e  investigadores.
Estas exigencias son cada vez mayores en lo
que  concierne  a  software,  aplicativos  y
hardware,  más  ahora,  en  momentos  de
pandemia  que,  el  laboratorio  bajo  estudio,
brinda servicios a usuarios. 
ITIL v3 define  la  seguridad de  información
como  la  protección  activa  de  información,
tanto  almacenada  como  transportada,  para
asegurar que la misma está disponible sólo a
los  usuarios  autorizados  en  el  momento  en
que  ellos  la  requieren,  con  los  niveles
apropiados de integridad [1].
El  laboratorio  objeto  de  estudio  es  el
Laboratorio  de  Ingeniería  en  Sistemas  de
Información  (LabSis),  de  la  Universidad
Tecnológica  Nacional  Facultad  Regional
Córdoba (UTN-FRC) y responde al concepto
de un Laboratorio EDI.
LabSis considera que sus servicios deben ser
seguros,  por  lo  que  basándose  en  la
disponibilidad,  confidencialidad  e  integridad
de  los  datos  genera  y  busca  generar
mecanismos y procesos que ayuden a dar más
seguridad a los datos.
Entre  los  objetivos  diarios  que  tiene  que
cumplir  LabSis,  se  encuentran  dar  soporte
académico  a  cátedras,  soporte  a  la  toma de
exámenes y backup de los mismos [2], como
así también dar soporte de infraestructura de
red a proyectos de investigación,  además de
XXIII Workshop de Investigadores en Ciencias de la Computación 837
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
generar  nuevo  software/configuración  de
software para suplir distintas tareas.
Según la ISO/IEC 270001 es esencial  llevar a
cabo ciertas  acciones  que den continuidad a
los servicios, protegiendo la confidencialidad,
integridad (autenticidad y no repudio de los
datos) y disponibilidad de los mismos [3]. 
En cuanto a la ciberseguridad, Cisco [26] la
define como la práctica de proteger sistemas,
redes y programas de ataques digitales. Estos
ataques  son  dirigidos  generalmente  para
acceder,  cambiar  o  destruir  información
sensible; extorsionar por dinero a usuarios; o
interrumpir el proceso normal de negocio. Por
lo  que  implementar  medidas  efectivas  de
ciberseguridad es un desafío particular hoy en
día porque hay más dispositivos que personas,
y los atacantes se han vuelto más innovadores
[4].
En base a la cantidad de datos que maneja el
Laboratorio  EDI  en  cuestión,  es  crítico
considerar  la  ciberseguridad  de  su  red
informática,  en  parte  también  por  la
diversidad  de  datos  sensibles  que  manipula,
teniendo en cuenta que los servicios que debe
prestar esta entidad a docentes y la protección
de datos sensibles (entre ellos, los parciales y
exámenes  finales)  cuya  incumbencia
concierne únicamente a la Universidad en que
se realiza [5] [6].
Sumado a ello,  se tiene que tener en cuenta
que  los  ataques  no  sólo  provienen  de
atacantes externos, sino también puede ser de
atacantes  internos,  los  cuales  puede
interrumpir procesos cruciales referentes a la
información, robar  información, manipularla
o  incriminar  al  titular  de  la  información  en
actos que éste desconoce [7].
Por  lo  que  sin  una  estrategia  de
ciberseguridad planteada, no se podría medir
ni  controlar  los  incidentes  relacionados  a
estos. Un estudio de IBM plantea que muchas
organizaciones  carecen  de  una  clara  y
adecuada  estrategia  de  seguridad  alineada,
tienen una visión limitada de su madurez de
ciberseguridad  y  poseen  prácticas
insuficientemente  para  responder  a  un
incidente de ciberseguridad  [8].
En el presente trabajo se describen los riesgos
relacionados  a  ciberseguridad  y  sus
indicadores  asociados.  Este  trabajo  está
relacionado  con  un  modelo  de  defensa
presentado durante el año 2019.
2. LÍNEAS DE INVESTIGACIÓN
La  línea  de  investigación  estudiada  es  la
ciberseguridad  en  redes  de  información  y
específicamente  aplicada  a  la  infraestructura
de  red  de  un  Laboratorio  de  Educación,
Investigación y Desarrollo (Laboratorio EDI).
En el desarrollo de este proyecto se utiliza el
método  empírico  [9]  [10],  ya  que  los
indicadores  seleccionados,  para  su  posterior
recolección,  fueron  elegidos  de  forma
empírica,  teniendo  en  cuenta  la  historia  del
laboratorio y  experiencias previas.
El  estudio  llevado  a  cabo  en  el  LabSis,
confluye  sobre  la  seguridad  informática  en
redes  de  información  que  operan  sobre
infraestructuras  tecnológicas  de  un  ámbito
público,  lo  que  podría  aplicarse  a  otro
ambiente de similares características. 
Se llevó a cabo un análisis  de riesgos [11],
haciendo  hincapié  en  los  riesgos  de
ciberseguridad  pero  sin  olvidar  considerar
otros  tipos  de  riesgos.  Luego  se  definieron
indicadores o métricas [12] que nos permiten
tener  monitoreo  y  seguimiento  de  dichos
riesgos
Los  indicadores  presentados  en  este  trabajo
son algunos del  total  identificado  hasta  este
momento.  Estos  indicadores  fortalecerán  la




Para  tener  una  visión  global  de  todos  los
procesos/procedimientos  de  un  Laboratorio
EDI,  procedimos  a  listar  los  procesos
identificados en el LabSis:
1. Administración de aulas
a. Asignación anual/cuatrimestral
de aula para cátedra
b. Asignación  y  preparación  de
aula para parcial o examen
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c. Asignación  de  aula  para
práctica libre
d. Asignación  de  aula  por  única
vez para cátedra
2. Administración de usuarios
3. Preparación de nuevo equipamiento
4. Administración de software
a. Mantenimiento de Software
b. Instalación  de  software  para
cátedras
5. Administración de bases de datos
a. Gestión de bases de datos para
cátedras
b. Gestión de bases de datos del
Labsis
6. Administración de backups
a. Gestión de backups del LabSis
b. Gestión  de  backups  para
cátedras
7. Mantenimiento de hardware
8. Mantenimiento preventivo
9. Control de inventarios
10. Desarrollo de sistemas para el Labsis
11. Transferencia al medio
12. Investigación
13. Tutorías
Para  estos  procesos  se  identificaron  los
riesgos asociados,  a través de un análisis de
riesgos.  El total  de riesgos identificados  fue
de 35, podemos observar un resumen de dicho
análisis (Figura 1).
Figura 1. Cantidad de Riesgos según Origen y Tipo
Como  podemos  observar  la  mayoría  de  los
riesgos  identificados  son  técnicos.  Por  otro
lado, todos los riesgos técnicos atentan contra
la ciberseguridad de la red del LabSis ya que
son consideradas vulnerabilidades que tienen
que ser controladas y subsanadas. 
Cada uno de los riesgos identificados tiene un
nivel de exposición (Figura 2), cuyo criterio
fue definido antes del análisis de riesgos.
Figura 2. Criterios de exposición de riesgos
La  exposición  de  un  riesgo  es  el  producto
entre las ponderaciones dadas al impacto y su
frecuencia de ocurrencia. El impacto indica el
grado de afectación que tendría el laboratorio
si ocurre el riesgo, en donde:
-   “0” significa que no afecta
-   “1”  significa  que  el  impacto  afecta
completamente a un servicio.
En  las  Tabla  1  y  Tabla  2  se  pueden  ver
algunos riesgos técnicos  con una exposición
significativa  o  intolerable,  es  decir  que  si
ocurren su impacto puede ser catastrófico. Por
lo  tanto  si  o  si  deben  poseer  medidas  de
control planificadas
ID R.30
Amenaza No realizar pruebas de 
restauración de los backups
almacenados
Impacto Posibilita la falla de 
backups a la hora de 





Medidas de -   Realizar capacitación 
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control de restauración de cada 
uno de los backup.
-  Realizar un instructivo 
con paso a paso de como 
realizar la restauración y 
posibles problemas que se 
pueden presentar.
Tabla 1. Descripción de riesgo R.30
ID R.34
Amenaza No se cambian las 
contraseñas de los 
servidores periódicamente
Impacto Posibilita la filtración de 
contraseñas que 







-  Cambiar la contraseña 
cada vez que exista 
rotación de operadores.
Tabla 2. Descripción de riesgo R.34
Además, se identificaron:
- Riesgos que pueden ser mitigados con
procedimientos.
- Riesgos  que  pueden  ser  mitigados
mediante acciones administrativas que
corrijan o mejoren la infraestructura.
- Riesgos que no se pueden mitigar ya
que interfieren con el funcionamiento
del  Laboratorio EDI pero pueden ser
monitoreados para reducir los posibles
abusos.
- Riesgos que no pueden ser mitigados
debido al costo o a la infraestructura y
deben ser asumidos.
Como  mencionamos  antes,  los  riesgos
técnicos  son  también  riesgos  de
ciberseguridad,  para  estos  riesgos  se
identificaron que permitan dar seguimiento a
los  riesgos,  para  poder  tomar  acciones
preventivas  o  en  el  peor  de  los  casos
correctivas.
Los  indicadores  son  valores  muy  disímiles
entre sí ya que deben poder ser utilizados para
evaluar  la  incidencia  de  los  riesgos  y  los
riesgos son por  naturaleza  distintos  entre  sí.
Para esta selección de indicadores, se prioriza
que  sus  valores  se  generen  de  forma
automática  y  no  dependan  de  una  persona
para  confeccionarlos,  es  decir  que  los
indicadores  tengan  una  recolección
automática. 
Teniendo  en  cuenta  todos  los  riesgos  y
principalmente los técnicos que atentan contra
la  ciberseguridad  de  la  red  del  LabSis,  un
ejemplo  de  riesgo  es  el  uso  indebido  de
equipo, y su indicador asociado es el acceso a
internet fuera de los horarios habilitados, para
lo  cual  pueden  generarse  distintos  eventos
según sea el  origen,  el  destino  y  el  tipo  de
tráfico y en el caso en particular que se trata
los eventos reflejan una cantidad en el tiempo
por lo que pasado el tiempo de muestreo si el
incidente persiste se generarán más eventos. 
Los indicadores  seleccionados se encuentran
categorizados:
1. Indicadores  de  Monitoreo  de
suministro  eléctrico:  Permitirán
autonomía eléctrica durante los cortes
de luz 
a. Cantidad de cortes
b. Duración de los cortes
2. Monitoreo  de  las  condiciones
ambientales  de  los  servidores:
Funcionamiento normal o anormal que
requiere mantenimiento. 
a. Temperatura ambiente
b. Temperatura de los servidores
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3. Indicadores  de Monitoreo del  tráfico
de  red:  Para  detectar  tráfico  de  red
anómalo 
a. Cantidad de conexiones /seg
b. Cantidad de tráfico /seg
c. Tráfico fuera de horario
d. Tráfico  a  puertos  o  destinos
inusuales
4. Indicadores de Monitoreo de red: Para
detectar  equipos  posiblemente  no
autorizados dentro de la red. También
para detectar equipos posiblemente no
autorizados dentro de la red que estén
extrayendo  o  ingresando  datos  o
aplicaciones no autorizadas.
a. Conexión de  equipamiento  de
terceros
b. Suplantación  de  IP  de  un
equipo
c. Detección de VMs con acceso
directo  a  la  red  fuera  de
horario
5. Indicadores de Monitoreo de equipos:
a. Uso  de  disco:  Es  necesario
asegurar  el  uso  de  disco  para
los backup, toma de exámenes
y  correcto  funcionamiento  de
equipo.
b. Uso de memoria: Para asegurar
el  correcto  funcionamiento  de
aplicaciones y VMs
c. Programas  sospechosos:  Para
evitar  posibles  fugas  o  daños
de datos.
d. Intento  de  elevación  de
privilegios:  Para  alertar  de
actividades sospechosas.
6. Indicadores  de  Monitoreo  de
Usuarios:  
a. Intentos  de  session  con  clave
incorrecta:  Para  detectar
comportamiento  anómalo  o
ataques.
b. Uso  de  usuarios  distintos
durante  exámenes:  Para
detectar  intentos   de  copia  o
uso indebido del sistema.
c. Intentos  de  conexión  remota:
Para detectar intentos  de copia
o uso indebido del sistema
Por heterogeneidad se entiende que la unidad
de medición  de cada  indicador  es  distinta  y
depende  de  lo  que  este  cuantificando  dicho
indicador, podemos encontrar indicadores de
cantidad  en  un  tiempo  dado,  cantidad   de
conexiones  por  minuto,  otros,  tienen  su
unidad  de  medida  del  tipo  absoluto  como
temperatura.
Además  de  los  indicadores  de  recolección
automática  también  existen  indicadores  de
recolección  manual,  como  por  ejemplo  el
indicador asociado al riesgo “No se cambian
las  contraseñas  de  los  servidores
periódicamente”  (R.  34)  requiere  un control
manual  para  la  verificación  del  cambio  de
contraseña para todos los involucrados.
Se determinó  que  es  alta  la  complejidad  de
generar  indicadores  automáticos  para  los
riesgos  que  se  pueden  mitigar  con
procedimientos.
Como  conclusiones,  respecto  a  los  riesgos
identificados en el análisis de riesgos, si bien
su implementación fue en el  Laboratorio  de
Sistemas,  son  extrapolables  a  cualquier
Laboratorio  EDI.  Siempre  considerando  un
análisis de revisión y/o adaptación previo.
Si  bien  los  indicadores  presentados  tienen
potencialidad  de cubrir  varios  riesgos  puede
que algunos sean considerados rechazados o
refutados  durante  la  evaluación  de  los
mismos, posterior a la etapa de recolección.
Dentro  de  los  pasos  a  seguir  están  los  de
recolección  de  datos  de  los  indicadores
planteados  lo  que  permitirá  determinar  su
aceptación  o  rechazo  como  punto  de
referencia  para  mantener  la  red  informática
contenida o alerta ante cualquier anomalía o
ataque.
4. FORMACIÓN DE RECURSOS
El grupo está compuesto por un Director, Co-
Director,  por  investigadores  de  apoyo,
profesores  aspirantes  a  incorporarse  a  la
carrera  de  investigador,  técnicos  de  soporte,
un  estudiante  investigador  de  la  carrera  de
Ingeniería Electrónica y becarios que forman
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parte del equipo. Este proyecto contribuirá a
la formación y crecimiento de la carrera de los
integrantes  del  mismo.  En  el  caso  de  los
estudiantes y algunos integrantes se iniciarán
en la línea de seguridad informática.
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RESUMEN
El grupo de  investigación en  ciberseguridad
de  la  UNLP  forma  parte  del  LINTI[1]  y
participa  e impulsa en forma ininterrumpida
desde  el  año  2000  distintos  proyectos
nacionales e internacionales  en relación a la
temática. Entre los autores de este artículo se
encuentra  el  equipo  de  CERTUNLP[2],
primer  CSIRT  académico  de  la  Argentina
creado en 2008. 
En el presente artículo se describe el trabajo
que el equipo lidera en relación a detección de
vulnerabilidades,  detección  de  ataques,
mitigación de ataques y gestión de incidentes.
Un pilar fundamental para el crecimiento del
equipo es trabajar en proyectos vinculados a
la  formación  de  recursos  humanos  en  estas
temáticas, es por ello que también se incluye
la experiencia de este último año en relación a
la organización de CTFs los cuales propician
un ámbito de formación para la  comunidad,
de una forma innovadora y motivadora.
Palabras  clave:  ciberseguridad,  monitoreo
inteligente,  threat  intelligence,  gestión  de
incidentes, CTF.
CONTEXTO
La  línea  de  investigación  “Ciberseguridad”
presentada en este trabajo, se desarrolla en el
marco del  proyecto  de investigación  "De la
Sociedad del Conocimiento a la Sociedad 5.0:
un  abordaje  tecnológico  y  ético  en  nuestra
región"[3]  del  Programa  Nacional  de
Incentivos. Este proyecto está acreditado por
la  UNLP  y  financiado  por  partidas  del
presupuesto  nacional.  De  dicha  línea
participan docentes  investigadores del LINTI
de  la  Facultad  de  Informática  de  la
Universidad Nacional de La Plata (UNLP). 
1. INTRODUCCIÓN
La detección de malware y ataques mediante
el análisis de tráfico de red continúa siendo un
desafío  para  los  responsables  del  monitoreo
de  seguridad  de  una  red  de  datos  y  de  la
gestión  de  los  incidentes  de  seguridad[4].
Aunque  existen  varios  mecanismos  de
detección bien conocidos para diferenciar con
precisión los comportamientos maliciosos de
los  normales,  todavía  es  extremadamente
difícil  contar  con  sistemas  de  detección
eficientes.
Desde  hace  algunos  años,  los  sistemas  de
detección  de  intrusiones  han  incorporado
paradigmas inteligentes como las técnicas de
aprendizaje  automático.  Hoy  en  dı́a  existen
también algunas propuestas para implementar
algoritmos de Ensemble Learning[5][6], a fin
de  combinar  múltiples  clasificadores  para
lograr una mejor precisión en la detección. 
Además  de  los  mecanismos  y  herramientas,
para  implementar  una  defensa  eficaz,  las
organizaciones  necesitan  contar  con
información  sobre  los  posibles  atacantes,
como sus técnicas, tácticas y procedimientos.
Esta metodología, denominada inteligencia de
amenazas,  ayuda  a  las  organizaciones  a
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comprender mejor su perfil de amenazas. Las
fuentes  de  inteligencia  permiten  obtener
indicadores que luego  podrían ser utilizados
por dispositivos como firewalls o sistemas de
detección  de  intrusos  para  disponer  de  una
reacción oportuna a las amenazas emergentes.
Si  se  logra  combinar  la  información  de
inteligencia con los mecanismos de detección
de malware y detección de tráfico anómalo,
permitiría  gestionar  los  incidentes  de
seguridad  de  manera  integral  mejorando  la
mitigación de los ataques a los que estamos
expuestos.
La gestión de incidentes de seguridad no debe
ser  un proceso separado de  los  procesos  de
monitoreo  de  seguridad  y  detección  de
incidentes  a  partir  del  uso  de  fuentes  de
información  o  feeds.  Es  por  esto,  que  los
sistemas de detección de incidentes utilizados,
deben poder interactuar de manera fluida con
otros procesos para poder automatizar  dicha
gestión, lo máximo posible.
En búsqueda  de  una  evolución  constante,  y
para no depender  exclusivamente de fuentes
externas  de  información  para  la  gestión  de
incidentes,  se  requiere  implementar
herramientas  de  relevamiento  continuo  de
información,  que  permitan  identificar  las
fortalezas  y  debilidades  de  los  servicios
prestados  a  Internet  por  nuestra  comunidad
objetivo,  manteniendo  un  historial  que
permita  realizar  consultas históricas  y poder
implementar análisis evolutivos.
Para  poder  llevar  a  cabo  todas  estas
actividades,  es  necesaria  la  formación
continua  de  recursos  humanos  tanto  para  el
grupo de investigación como para la sociedad
en general. En esta línea, es necesario generar
marcos  de  capacitación  formal  a  través  del
dictado  de  materias  y  cursos  en  el  ámbito
académico además de fomentar la formación
a  partir  de  un  contexto  lúdico  a  través  del
desarrollo de eventos de tipo CTF.
LÍNEAS  DE  INVESTIGACIÓN,
DESARROLLO E INNOVACIÓN
En  la  actualidad,  las  principales  líneas  de
trabajo en las que el grupo de investigación en
ciberseguridad  desarrolla  sus  actividades  y
consolida su formación son las siguientes:
 Detección y análisis  de vulnerabilidades
en  distintos  tipos  de  dispositivos,
protocolos y tecnologías.
 Desarrollo  de  herramientas  propias  para
la  automatización  de  los  procesos  de
gestión  de  incidentes  de  seguridad  y
escaneo de vulnerabilidades.  Integración
con otras existentes.
 Pentesting  de  redes,  aplicaciones  y
servicios.
 Monitoreo  de  seguridad de red.  Uso de
herramientas  de  Machine  Learning  para
un monitoreo inteligente. 
 OSINT.  Uso  de  software  libre  para  el
uso, el procesamiento y la correlación de
distintas  fuentes  de  información  de
amenazas.
 Formación  y  actualización  a  través  del
desarrollo  de  competencias  mediante  la
continua  participación  en  concursos  de
tipo  Capture The Flag.
3. RESULTADOS OBTENIDOS
Y ESPERADOS
Como principales objetivos se plantean:
 Desarrollar e implementar un método de
detección de hosts infectados, basado en
ensembling,  que  tenga  en  cuenta  los
resultados  de  detección  de  distintos
clasificadores,  que  usen  técnicas  de
aprendizaje automático y datos de Threat
Intelligence  y  pueda  funcionar  con
ventanas de tiempo y detección a lo largo
del tiempo.
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 Proponer una integración del mecanismo
de  ensembling  para  detectar  hosts
infectados,  al  servicio  de  monitoreo
proactivo  de  seguridad  de  CERTUNLP
[2], CSIRT Académico de la Universidad
Nacional de La Plata.
 Desarrollar  y  mantener  un  sistema
programable  y  configurable  capaz  de
brindar soporte a la gestión de  incidentes
de seguridad en el ámbito de trabajo de
un Computer Security Incident Response
Team  (CSIRT).  Es  deseable  que  dicho
sistema  sea  integrable  con  otros
componentes  de  software  que  son
utilizados en la comunidad de CSIRTs
 Hacer posible la integración de los feeds
al sistema de gestión de incidentes para
así   incorporar  los  enriquecedores  de
información  que  sirven  para  mejorar  la
base de conocimiento de un incidente y
facilitar  el  intercambio  de  información
con otros grupos.
 Capacitar  al  grupo de investigación  y a
terceros  en  distintas  temáticas  de
ciberseguridad,  mediante  la
implementación/organización  y
participación en CTFs con el objetivo de
visibilizar,  fomentar  el  interés  e
incorporar  nuevas  problemáticas  y
metodologías  de  resolución  que  puedan
ser incorporadas y aplicadas en distintos
ámbitos [7][8]. 
 Analizar  la  problemática  y  las
alternativas  de  mitigación  frente  a
ataques  de  denegación  de  servicio
distribuidos en Internet con el objetivo de
alcanzar  una  solución  integral  y  abierta
para  que  administradores  de
organizaciones con bajos recursos puedan
acceder a una solución para mitigar este
tipo  de  ataques  utilizando  un scrubbing
center comunitario que permita  captar y
filtrar parte del tráfico relacionado con el
ataque de DDoS.
 Implementar  servicios  reactivos  que
permitan  contar  con  mayor  visibilidad
sobre  los  distintos  recursos  de  nuestra
organización  para  así  mejorar  las
capacidades en la detección, prevención,
gestión  y  análisis  de  incidentes  de
seguridad. 
 Promover buenas prácticas en relación a
la ciberseguridad que aplican en todas las
etapas del ciclo de vida del desarrollo, de
los  servicios   y  de  la  gestión  de  las
organizaciones.
Entre  los resultados que se han obtenido en
este último período se destacan:
 El  diseño  de  una  metodología  para
detectar  hosts  infectados  en  la  red
aplicando   Ensemble  Learning  y   la
creación  de  un  procedimiento  asociado
para  testear  la  misma  través  de
experimentos usando datasets reales y sus
resultados.
 El diseño y propuesta de implementación
del  módulo  de  Ensembling  integrado  a
Slips [9][10], en el marco de un trabajo
de  colaboración  con  el  Laboratorio
Stratosphere  de  la  Universidad  Técnica
de República Checa de Praga.
 La actualización del sistema de incidentes
NGEN integrando  el  mismo  a  IntelMQ
con el fin de centralizar y normalizar la
información obtenida de distintas fuentes
de información las cuales se reciben por
distintos  canales  de  comunicación  y  en
diferentes formatos.
 La  implementación  de  un  scanner  de
servicios  activos  de  la  UNLP.  Este
desarrollo  hizo  posible  contar  con  una
herramienta  de  relevamiento  continuo
que  permite  de  manera  centralizada,
mantener  actualizada  en  tiempo  real  y
consultar información sobre los servicios
brindados,  los recursos  de DNS usados,
los  productos  de  software,  las
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plataformas  y  las  tecnologías  utilizadas
por la comunidad de la Universidad.
 La  organización  de  diversas
competencias de tipo CTF. En el último
tiempo,  el  grupo  de  investigación
organizó,  desplegó  y  diseñó
competencias  de  tipo  CTF,  desde  la
instalación de la infraestructura requerida
hasta  la  creación  de  los  retos  de  la
competencia.  Entre  los  eventos
destacados se encuentran: 
 Etapa  Argentina  (segunda  etapa)  del
CTF  Internacional  MetaRed  2020.
Esta etapa contó con la participación
de 342 equipos de 37 países distintos.
[11]
 CTF OWASP LATAM@Home 2020
organizado en el  marco del  OWASP
LATAM TOUR 2020. Este CTF contó
con  525  usuarios  registrados  de  la
comunidad  internacional,
representando  a  181  equipos
participantes [12].
 2  CTFs  con  alumnos  de  escuelas
secundarias en el marco del Proyecto
de Extensión “Vínculos con Escuelas
Secundarias”  de  la  Facultad  de
Informática de la UNLP. Uno de ellos
en el marco del evento Chicas en TICs
y el otro  auspiciado por  la embajada
de Estados Unidos. Para ello se adaptó
la  plataforma creada  en la  Tesina de
grado “Capture the flag aplicada a la
enseñanza  de  ciberseguridad  en
escuelas secundarias” realizada por los
alumnos  Patricio  Bolino  y  Gabriela
Suárez  [8]  creando  nuevos  desafíos
para esta instancia.
4. FORMACIÓN DE RECURSOS
HUMANOS
En  esta  línea  de  investigación  trabaja  un
grupo de  docentes/investigadores  del  LINTI
(Laboratorio  de  Investigación  en  Nuevas
Tecnologías  Informáticas)  de la  Facultad  de
Informática  de  la  UNLP   (Universidad
Nacional  de  La  Plata).  Parte  de  este  grupo
también  forma  parte  de  CERTUNLP,   el
CSIRT  Académico  de  la  Universidad
Nacional de La Plata  [2], ámbito en el  cual
aplican directamente las temáticas propuestas.
En  el  marco  de  estas  actividades,  se  ha
finalizado la tesis para obtener la Maestría en
Redes  de  Datos:  “Detección  de  ataques  de
seguridad  en  redes  usando  técnicas  de
ensembling”  de la  Lic.  Paula Venosa.   Esta
tesis  realizó aportes   al  proyecto SLIPS del
Stratosphere Laboratory en República Checa,
que  funciona  en  el  ámbito   de  la   CVUT
(Czech Technical University in Prague)[13].
También  se  encuentra  en  su  etapa  final  de
desarrollo,  la  tesina  de  grado  de  Damián
Rubio “Evolución del sistema de gestión de
incidentes de seguridad orientado a CSIRT de
la  UNLP  -   Ngen”.  Esta  tesis,  está
íntimamente ligada al desarrollo y evolución
de NGEN, el sistema de gestión de incidentes
actualmente usado en CERTUNLP y liberado
como  software  libre  para  su  uso  y
contribución por parte de la comunidad.
Además, se ha presentado la propuesta de la
tesina de grado de Mateo Durante y Cristian
Barbaro relacionada a  la  implementación de
una  herramienta  para  mitigar  ataques  de
DDoS.
Y como ocurre hace unos años,  continuamos
con  la  consolidación  del  equipo  de  CTF,
denominado   SYPER[14],  formado  por
alumnos  y  docentes.  Teniendo  participación
en distintos eventos, tanto  nacionales como
internacionales durante el 2020.
5. REFERENCIAS
[1]  LINTI:  Laboratorio  de  Investigación  en
XXIII Workshop de Investigadores en Ciencias de la Computación 846
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Nuevas  Tecnologías  Informáticas
www.linti.unlp.edu.ar
[2]CERTUNLP.  Sitio  institucional
https://www.cert.unlp.edu.ar  (accedido  en
febrero de 2021).
[3]  Proyectos  I+D  -  11/F028  (2020/2023)-
"De  la  Sociedad  del  Conocimiento  a  la
Sociedad 5.0: un abordaje tecnológico y ético




[4]  Emmanouil  Vasilomanolakis  et  al.
Taxonomy and survey of collaborative intru-
sion  detection.  ACM  Computing  Surveys
(CSUR), 47:1–33, 2015.
[5]  Emna  Bahri  et  al.  Approach  based
ensemble  methods  for  better  and  faster
intrusion  detection.  Computational
Intelligence  in  Security  for  Information
Systems, pág. 17–24, 2011.
[6] Emna Bahri et al.  A survey of intrusion
detection  systems  based  on  ensemble  and
hybrid  classifiers.  Computers  Security,
65:135–152, 2017.
[7]Francisco Javier Díaz et al.(2018). WICC
2018  (Workshop  de  Investigadores  en
Ciencias  de  la  Computación).  UNNE,
Corrientes,  Argentina.  Abril  de  2018.  Libro
de Actas XX Workshop de Investigadores en
Ciencias  de  la  Computación.  pp1056-1060.
ISBN 978-987-3619-27-4.
[8]Francisco Javier Díaz et al. Participación y
despliegue  de  CTFs  como herramienta  para
fortalecer  la  formación  en  ciberseguridad
WICC 2020 (Workshop de Investigadores en
Ciencias  de  la  Computación).  UNPA, Santa
Cruz,  Argentina.  Abril  de  2020.  Libro  de
Actas  XX  Workshop  de  Investigadores  en
Ciencias  de  la  Computación.  pp1056-1060.
ISBN 978-987-3714-82-5.
[9]Stratosphere Lab. Stratosphere IPS https://
www.stratosphereips.org/stratosphere-ips-
suite.2
[10]Repositorio donde se encuentra la versión
de  SLIPS  con  el  módulo  Ensembling
https://github.com/pvenosa/StratosphereLinux
IPS
[11]Sitio  del  evento  de  Metared
https://eventos.metared.org/55909/detail/ctf-
internacional-metared-2020.html
[12]Sitio del evento OWASP LATAM https://
owasp.org/www-event-2020-latam-at-home/
[13]Stratosphere  Thesis  Projects  homepage
https://www.stratosphereips.org/thesis-
projects.
[14]  Perfil  del  equipo  SYPER
https://ctftime.org/team/2003
XXIII Workshop de Investigadores en Ciencias de la Computación 847
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
 
 
Sistema Inteligente de Detección de Anomalías para IoT 
 
Bolatti Diego, Karanik Marcelo, Todt Carolina, Scappini Reinaldo, Gramajo Sergio  
 
Universidad Tecnológica Nacional, Facultad Regional Resistencia 
Departamento de Ingeniería en Sistemas de Información  
Centro de Investigación Aplicada en Tecnologías de la Información 
y la Comunicación (CInApTIC) 
French 414 – Resistencia (3500) Chaco - Argentina 




En los últimos años, con el avance de Inter-
net de las Cosas (IoT), ha aumentado la 
cantidad de dispositivos conectados a la red 
y, consecuentemente, el incremento de los 
riesgos de violaciones de seguridad y ata-
ques maliciosos. Estadísticamente la mayo-
ría de estos ataques se producen en los dis-
positivos finales de IoT y existen múltiples 
alternativas detectarlos. En ese contexto, 
este proyecto tiene como objetivo el diseño 
de un Sistema Inteligente de Detección de 
Anomalías para IoT que utilice técnicas de 
Machine Learning (ML). Específicamente, 
el proyecto abarca el diseño y desarrollo de 
un sistema capaz de detectar ataques de 
seguridad en base a anomalías en los dispo-
sitivos finales de IoT, aplicando técnicas de 
aprendizaje automático que provean el me-
canismo adecuado para dicha detección.  
 
Palabras Clave: Internet de las cosas, De-




Este trabajo de investigación se desarrolla 
en el marco del proyecto “Análisis y Apli-
caciones de Internet de las Cosas y Ciuda-
des Inteligentes basadas en Telecomunica-
ciones y Seguridad” (Código del Proyecto: 
CCUTIRE0005353TC) del Centro de In-
vestigación Aplicada en TICS (CInApTIC) 
de la Universidad Tecnológica Nacional, 





Actualmente el Internet de las cosas (IoT) 
vive una gran expansión, y se ha convertido 
en una tendencia irreversible, que se refleja 
en la conexión diaria a internet de miles de 
dispositivos y sensores los cuales obtienen 
y distribuyen información a través de la 
Web. Los ámbitos en los que se utiliza IoT 
son variados y van desde la agricultura [1], 
la salud [2], la hotelería [3], el monitoreo de 
tráfico [4] y la gestión de flotas [5] entre 
otros. 
Debido a la gran diversidad de dispositivos, 
tecnologías y protocolos de comunicación 
(Lora, Zigbee, Wifi, etc.) es un gran desafío 
gestionar la seguridad de un ecosistema 
IoT. Sumado a esto, la mayoría de los dis-
positivos de IoT no se diseñan pensando en 
la seguridad, y muchos de ellos no poseen 
capacidades esenciales de encriptación y 
autenticación. Lo que ha llevado a una ca-
tegoría completamente nueva de ataques 
dirigidos explícitamente a los dispositivos 
finales. 
En definitiva, sin un buen nivel de protec-
ción, los usuarios no pueden adoptar mu-
chas aplicaciones de IoT que son útiles para 
el desarrollo de sus actividades.  
Debido a estos motivos, se propone el desa-
rrollo de un sistema inteligente de detección 
de anomalías que permita detectar de forma 
automática actividades anormales que com-
prometan la integridad, la confidencialidad 
y la disponibilidad de un entorno de IoT. 
Una anomalía es un comportamiento 
inusual, irregular y no habitual en el siste-
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ma que puede indicar un ataque de seguri-
dad o una falsa alarma. 
Entre las anomalías que el sistema inteli-
gente de detección de anomalías podrá de-
tectar se encuentran: 
● Denegación de servicio (DoS): En 
este tipo de ataque se envía una gran 
cantidad de paquetes para inundar 
un objetivo y hacer que sus servi-
cios no estén disponibles para otros 
servicios [6]. 
● Tipo de dato incorrecto: En este 
tipo de anomalía, un dispositivo de 
IoT malicioso escribe un tipo de da-
to diferente del tipo de dato previsto 
[6]. 
● Agotamiento de batería: Ataque 
que intenta agotar las baterías de los 
dispositivos de IoT para dejarlos 
fuera de servicio [7]. 
● Jamming: Este tipo de ataque es 
una variante de los ataques DoS y 
consiste en desactivar o saturar los 
recursos del sistema consumiendo 
toda la memoria o enviando una 
gran cantidad de tráfico a la red para 
que nadie más pueda utilizarla [8].  
● Retraso de Paquetes: Las transmi-
siones de datos válidos se retrasan 
maliciosamente, pero, a diferencia 
de los ataques de reenvío selectivo, 
no se eliminan. Por lo tanto, el ata-
que provoca un retraso en la entrega 
de datos y, en consecuencia, una de-
gradación del rendimiento de la red. 
● Alteración de paquetes: Estos ata-
ques intentan alterar el contenido de 
un paquete enviado por el dispositi-
vo para inyectar datos maliciosos en 
los nodos de la red. 
● Man In The Middle (Ataque de 
Intermediario): Estos ataques se 
realizan para espiar la comunicación 
de red de los dispositivos y modifi-
car el tráfico de la red para realizar 
ataques de inyección y reproducción 
[9]. 
Para detectar de forma automática e inteli-
gente las anomalías, se propone la utiliza-
ción de técnicas de Machine Learning 
(ML). ML es una rama de la Inteligencia 
Artificial (IA), que a través de algoritmos 
proporciona a los sistemas la habilidad de 
identificar patrones entre los datos para 
hacer predicciones [10].  
Para utilizar el aprendizaje automático o 
ML se necesita una gran cantidad de mues-
tras de datos de entrada correctamente eti-
quetadas para entrenar al módulo de ML. 
Sin embargo, incluso cuando un algoritmo 
de ML ha recibido una gran cantidad de 
datos, aún no hay garantía de que pueda 
identificar correctamente las nuevas anoma-
lías. Por lo tanto, se requiere constantemen-
te la experiencia y el control del ser hu-
mano.  
El mismo problema surge si el algoritmo 
solo usa sus propios datos de salida como 
entradas para un mayor aprendizaje. Los 
errores se refuerzan y multiplican, ya que 
los mismos resultados incorrectos vuelven a 
ingresar a la solución en un bucle y crean 
más falsos positivos ("FP": categorizar in-
correctamente las muestras limpias como 
maliciosas) y falsos negativos (marcar las 
muestras maliciosas como benignas). 
Por esa razón se propone diseñar un detec-
tor de anomalías híbrido que combine las 
técnicas de detección: 
● Basadas en reglas: Las anomalías 
se detectan en base a reglas defini-
das por expertos en seguridad y son 
ideales para detectar anomalías co-
nocidas. 
● Basadas en ML: Las anomalías se 
detectan con la ayuda de técnicas de 
aprendizaje automático. 
 
La propuesta es que el detector de anoma-
lías esté basado en redes definidas por 
software (SDN) y se ubique en la capa de 
dispositivo de la arquitectura de IoT, tal 
como se muestra en la Figura 1. 
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Figura 1: Arquitectura Propuesta. 
 
En la Figura 1 se puede apreciar que el sis-
tema está compuesto por: 
● Dispositivos finales de IoT: de po-
ca capacidad de procesamiento, co-
mo sensores de temperatura, luces 
inteligentes, entre otros. 
● Gateway SDN: permiten que los 
dispositivos de IoT se conecten a la 
red. Para la conectividad entre los 
dispositivos finales y los Gateway 
se utilizan redes de baja potencia y 
área amplia (LPWAN) como LoRa, 
Sigfox, entre otros [11].  
Además, el gateway cuenta con un 
interruptor de flujo abierto para mo-
nitorear el tráfico proveniente de los 
dispositivos finales. 
● Controlador SDN: este componen-
te administra y configura los recur-
sos de la red. 
● Módulo de detección de anoma-
lías: este módulo recopila los datos 
de las puertas de enlace para así 
buscar anomalías.  
El rol de este módulo es agregar in-
teligencia al controlador SDN para 
reajustar la red y mantener las polí-
ticas de seguridad definidas por los 
administradores al detectar anoma-
lías. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
Las líneas de investigación que se abordan 
en el proyecto están vinculadas con:  
● Arquitectura de redes de infor-
mación para IoT: Para el diseño 
del detector de anomalías se estudia-
rán las arquitecturas de redes de IoT 
. 
● Redes definidas por software: Se 
investigará esta tecnología emergen-
te con el objetivo de aplicar las ven-
tajas de la misma, en el desarrollo 
del sistema.  
● Virtualización de redes: Se utiliza-
rá herramientas de simulación y vir-
tualización de dispositivos, para ge-
nerar escenarios de pruebas y probar 
el sistema. 
● Inteligencia Artificial: Se realizará 
un análisis de las técnicas de ML, 
con el objetivo de seleccionar la me-
jor opción para la implementación 
en el módulo de detección de ano-
malías. 
● Tecnologías LPWAN: Se estudia-
rán la tecnología LPWAN, con el 
objetivo de identificar las caracterís-
ticas de los paquetes de datos que 
ayuden a detectar anomalías en los 
dispositivos finales de IoT. 
● Seguridad de IoT: Se analizarán 
los ataques de seguridad y anoma-






Este proyecto, se centra en el diseño de un 
sistema de detección de anomalías, capaz 
de detectar ataques de seguridad en disposi-
tivos finales de IoT. 
Específicamente se pretende:  
1. Estudiar las diferentes opciones de 
seguridad para un entorno de IoT. 
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2. Evaluar los últimos desarrollos e in-
vestigaciones de detección de ano-
malías realizados para un entorno de 
IoT. 
3. Diseñar un prototipo de un detector 
de anomalías para IoT. 
4. Documentar las características, ar-
quitectura, ventajas y desventajas 
del sistema diseñado. 
5. Evaluar el alcance de la solución y 
su viabilidad.  
 
4. FORMACIÓN DE RECURSOS HU-
MANOS 
Con el proyecto se pretende contribuir a la 
formación de recursos humanos desde di-
versas áreas: 
● Formación de becarios: El proyec-
to cuenta con la participación de 
alumnos becarios del último año de 
la carrera de Ingeniería en Sistemas 
de Información que están realizando 
su práctica supervisada. 
● Alumnos de la carrera de Ingenie-
ría en Sistemas de Información: 
Se prevé realizar actividades de ac-
tualización y talleres con alumnos 
de las cátedras del área de redes de 
información, comunicaciones y se-
guridad informática. Además, por 
las propias características de los te-
mas que involucra el proyecto se 
pueden realizar actividades en cáte-
dras como inteligencia artificial. 
● Formación de jóvenes profesiona-
les: Se prevé la incorporación de jó-
venes profesionales de Ingeniería en 
Sistemas de Información con la in-
tención de seguir con una carrera en 
investigación universitaria. Los cua-
les pueden incorporarse en carácter 
ad-honorem al proyecto o a través 
de becas de iniciación en la investi-
gación. 
● Formación de postgrado: A partir 
de las líneas de investigación desa-
rrolladas en el proyecto se prevé que 
el Ing. Diego Bolatti finalice su doc-
torado mediante una tesis vinculada 
a este proyecto. 
● Equipo de trabajo: 
- Director:  
▪ Gramajo, Sergio. 
- Investigadores de apoyo: 
▪ Bolatti, Diego 
▪ Scappini, Reinaldo 
▪ Karanik, Diego 
- Becario alumno:  
▪ Todt, Carolina 
▪ Federico Aguirre 
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La utilización del voto electrónico sigue 
siendo un tema que genera fuertes 
controversias. En los ámbitos políticos, se 
utiliza la dicotomía planteada contra el voto 
manual como un elemento de permanentes 
disputas.  
Desde hace varios años este equipo de 
trabajo propone un análisis imparcial de los 
costos y beneficios de implementar este tipo 
de sistemas, proponiendo métodos y técnicas 
que permitan que un sistema de voto 
electrónico responda a exigencias del más alto 
nivel y publicando periódicamente sus 
avances (por ejemplo, [1], [2], [3] y [4]). 
Se afirma que un sistema de E-Voting no 
solamente debe ser absolutamente seguro, 
sino que además, tal característica debe ser 
plenamente comprobable. Pero no sólo para 
los expertos en la materia; también para todos 
los votantes que participen de un proceso 
electoral. 
La confiabilidad del sistema no solamente 
debe apuntar a la integridad de los resultados 
obtenidos, sino que aparecen otros aspectos 
que deben observarse, como por ejemplo la 
confidencialidad del elector (que debe 
protegerse indefinidamente) y la velocidad 
con la que se obtienen los resultados finales. 
En consecuencia, se propone implementar 
un sistema de voto electrónico que pudiera 
aplicarse en la Facultad de Ciencias Exactas y 
Naturales de la Universidad Nacional de La 
Pampa, a través de un nuevo proyecto de 
investigación que será presentado durante 
2021 y que tendrá una duración de cinco años. 
Se busca implementar todos los avances 
realizados en publicaciones previas y agregar 
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elementos novedosos en algunos puntos, tal 
como lo describe el presente documento  
 
Palabras clave: Sistemas de Voto Elec-
trónico, Anonimato, Transparencia, Cripto-
grafía Homomórfica, Verificabilidad E2E, 
Prueba Física.  
 
CONTEXTO 
 El presente trabajo tiene por objeto 
presentar un Proyecto de Investigación que 
será presentado durante 2021 en el ámbito de 
la Facultad de Ciencias Exactas y Naturales 
de la Universidad Nacional de La Pampa. El 
mismo se titulará: “Un Sistema de Voto 
Electrónico Basado en Criptografía 
Homomórfica  para la FCEyN (UNLPam.)”.  
El mismo es una derivación de un proyecto 
anterior ("Aspectos de Seguridad en 
Proyectos de Software", Resolución N° 
488/14 del Consejo Directivo de la Facultad 
de Ciencias Exactas y Naturales) y que fue 
dirigido por el Doctor Germán Antonio 
Montejano (Universidad Nacional de San 
Luis) y codirigido por el Magister Pablo 
Marcelo García (FCEyN - UNLPam) e 
incluyó a la Magister Silvia Gabriela Bast, al  
Magister Daniel Vidoret, a la Profesora Estela 
Marisa Fritz, al Analista Programador Adrián 
García y al Programador Superior Claudio 
Ponzio como investigadores y a la estudiante 
Silvia Nicosia como asistente de 
investigación. 
El nuevo proyecto incluirá inicialmente, a 
los autores del presente trabajo, aunque se 
buscará elevar el número de investigadores a 
los efectos de enfrentar los fuertes desafíos 
que se presentan desde el punto de vista 
teórico pero también para lograr una 
implementación eficaz de la aplicación final. 
Queda claro que se trata de la continuidad 
de proyectos anteriores. El origen de esta 
línea de investigación  se ubica en [5], que a 
su vez se enmarca en el Proyecto “Ingeniería 
de Software: Aspectos de Alta Sensibilidad en 
el ejercicio de la Profesión de Ingeniero de 
Software” de la Facultad de Ciencias Físico - 
Matemáticas y Naturales de la Universidad 
Nacional de San Luis (UNSL), y que se 
desarrolla en  cooperación con la Universidad 
Federal de Minas Geráis (UFMG, Brasil).  
 
1. INTRODUCCIÓN 
Una de las ventajas principales de un 
sistema de voto electrónico tiene que ver con 
la obtención de resultados en tiempos 
significativamente inferiores a los que existen 
si el proceso es manual. Si bien esa velocidad 
no es la cuestión más importante dentro del 
proceso, tampoco es un detalle que deba 
ignorarse. Cabe recordar que en las elecciones 
legislativas PASO de 2017, la provincia  de 
Buenos Aires mostraba, ya muy tarde en la 
noche, resultados opuestos a los que 
finalmente se obtuvieron al final del recuento, 
16 días después (https://www.perfil.com/ 
noticias/elecciones2017/paso-cristina-le-gano-a-
bullrich-por-021-de-los-votos.phtml). También 
se puede mencionar que Al Gore en 2000 
tardó un mes en reconocer su ajustada derrota 




Los efectos producidos por esa demora en 
la difusión de los resultados de los comicios 
resultan perjudiciales. Se produce una 
incertidumbre que sólo se despeja cuando la 
incógnita es develada. Tal situación es 
indeseable para cualquier sociedad. 
Es precisamente en ese aspecto, que la 
criptografía homomórfica presenta una 
característica muy conveniente a los efectos 
de implementar sistemas de voto electrónico, 
dado que permite realizar operaciones 
directamente sobre los datos cifrados. Ese 
atributo le otorga un gran atractivo a su 
aplicación práctica, aunque, por supuesto, es 
necesario arbitrar los medios para garantizar 
la veracidad de los resultados obtenidos y, 
simultáneamente, proteger la privacidad del 
votante. Adicionalmente, todo deberá ser 
absolutamente demostrable. 
La criptografía homomórfica aparece en 
1978 [6]. Las primeras técnicas presentaban 
homomorfismo parcial, dado que sólo era 
posible aplicar un tipo de operación sobre los 
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datos cifrados (suma o producto). Son 
ejemplos de este tipo El Gamal [7], Benaloh 
[8] y Paillier [9]. 
El primer esquema totalmente 
homomórfico es de 2009 y se presenta en  
[10]. Esto resulta un avance de gran 
importancia, porque permite operaciones de 
adición y producto sobre datos cifrados.  
El modelo que se va a implementar, 
utilizará alguna técnica de criptografía 
homomórfica, que será definida como parte 
del proceso de investigación. Se piensa en 
variantes de métodos existentes o 
combinación de más de uno, considerando 
que es posible que aparezca un esquema 
novedoso que aporte ventajas concretas. 
Por otra parte, el sistema a implementar 
deberá cumplir con una serie de requisitos que 
se exigen actualmente a los sistemas de 
votación electrónica: 
 
 Evidencia física que garantice la 
transparencia del proceso [11].  
 Aplicación del concepto de 
independencia del software [12].  
 Definición de un modelo concreto para 
la aplicación de verificabilidad “End 
to End” (E2E) [13].  Esto incluye la 
aplicación de estrategias que eviten la 
aparición de maniobras fraudulentas 
 Selección de una interface apropiada, 
con un fuerte análisis de alternativas y 
una fundamentación sobre la elección.  
 Implementación de esquemas de 
seguridad que permitan asegurar la 
total integridad en la base de datos 
asociada. 
 
2. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El grupo de investigación trabajará en 
forma paralela sobre cada uno de los aspectos 
que se mencionaron en el punto anterior: 
 
 Evidencia física: se trabajará en la 
búsqueda de alternativas respecto de la 
impresión concreta del sufragio en 
papel como elemento de respaldo. En 
cualquier caso, se deberá probar 
físicamente la integridad del proceso.   
 Independencia del software: Deberá 
definirse un esquema que asegure que 
el modelo no podrá ser vulnerado por 
intentos fraudulentos (conocidos o 
novedosos).  
 Verificabilidad E2E: El proceso 
podrá verificarse íntegramente. La 
verificabilidad “End to End” es uno de 
los puntos de mayor valor a los efectos 
de agregar transparencia al proceso de 
votación electrónica. Se define 
mediante las tres condiciones 
siguientes: 
 
• Verificabilidad individual: 
cualquier votante puede 
verificar que su sufragio fue 
incluido en el recuento. 
•  Verificabilidad universal: 
cualquier persona puede 
determinar que el recuento 
total de los votos es correcto. 
•  Secreto del voto: ningún 
votante podrá demostrar cuál 
fue la opción que eligió, a los 
efectos de evitar maniobras 
relacionadas con el 
“clientelismo político”. 
 
 Interface: ya se están realizando 
relevamientos que permitan  deducir 
qué aspecto debe presentar dicha 
interface y de qué manera los usuarios 
se relacionarán con el sistema. 
 Seguridad de las comunicaciones: 
dos de los autores de este trabajo ya 
están trabajando en el diseño de un 
esquema basado en redes virtuales 
(VLANs). 
 
3. RESULTADOS Y OBJETIVOS 
Los avances del grupo de trabajo que han 
surgido durante 2020 fueron: 
 
 Análisis crítico de los resultados 
obtenidos en una encuesta online  
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destinada a personas de todo nivel 
(desde expertos informáticos hasta 
votantes comunes) para obtener 
opiniones sobre la forma concreta 
que debería tener la interface de un 
sistema de voto electrónico.  
 Desarrollo de una serie de 
entrevistas a expertos informáticos 
para complementar los resultados 
obtenidos en la encuesta online. 
Esta etapa aún se está realizando 
en la actualidad. 
 Incorporación al proyecto de dos 
especialistas específicos en 
comunicaciones de datos para 
proporcionar metodologías de 
transmisión de datos que 
garanticen los niveles de seguridad 
exigibles. Los mismos se 
encuentran realizando el análisis de 
alternativas para implementar un 
esquema de basado en VLANs. El 
objetivo será proporcionar un 
modelo de comunicación que 
cumpla con los requisitos de 
máxima seguridad que se exigen en 
un sistema de este tipo. 
 Se continuó trabajando en el 
análisis de métodos homomórficos 
existentes. Se pudieron obtener 
conclusiones parciales en busca de 
la selección final del esquema 
definitivo. 
 
A futuro, se pretende llevar a cabo las 
siguientes acciones: 
 
 Elegir la interface exacta del 
modelo en base a los datos 
obtenidos en encuestas y 
entrevistas. 
 Aplicar la interface seleccionada 
en la aplicación a desarrollar y 
publicar los fundamentos de la 
opción elegida. 
 Definir un modelo de transmisión 
de datos e implementarlo. 
 Realizar un relevamiento de 
aplicaciones orientadas al voto 
electrónico, que permita detectar 
falencias y proponer mejoras en el 
nuevo modelo. 
 Seleccionar, finalmente, un 
método criptográfico con 
características  homomórficas para 
aplicar en la implementación.  
 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En el marco del presente proyecto se 
presentan los siguientes puntos relacionados 
con la formación de recursos humanos: 
 Pablo García realizó tres estadías de 
investigación en el ámbito del 
Departamento de Ciência da 
Computação (DCC) perteneciente al 
Instituto de Ciências Exatas (ICEx) de 
la Universidade Federal de Minas 
Gerais (UFMG) en Belo Horizonte, 
Brasil. La primera fue en 2012 y duró 
diez meses. Las dos restantes tuvieron 
una duración de 30 días cada una y se 
llevaron a cabo en 2017 y 2018.  
 Pablo García defendió con éxito en 
2013 su tesis correspondiente a la 
Maestría en Ingeniería de Software 
(FCFMyN, UNSL). Obtuvo una 
calificación de sobresaliente y fue 
orientada por los Jeroen van de Graaf, 
PhD. (UFMG) y el Dr. Germán 
Montejano (UNSL).  
 Pablo García completó el cursado de 
la totalidad de los créditos exigidos en 
el Doctorado en Ingeniería Informática 
en la Facultad de Ciencias Físico 
Matemáticas y Naturales de la 
Universidad Nacional de San Luis 
(UNSL) y presentó su Plan de Tesis 
Doctoral, en el marco del Doctorado 
en Ingeniería Informática en la 
Facultad de Ciencias Físico 
Matemáticas y Naturales de la 
Universidad Nacional de San Luis 
(UNSL). El mismo se encuentra en 
proceso de evaluación.  
 Andrés Farías defendió con éxito en 
2019 su tesis correspondiente a la 
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Maestría en Ingeniería de Software 
(FCFMyN, UNSL). Obtuvo una 
calificación de sobresaliente y fue 
orientada por los directores del futuro 
proyecto que se presenta en este 
documento. 
 Claudio Ponzio y Martín Lobos desean 
presentar una Tesis de Especialización 
o maestría relacionada con los 
objetivos de este proyecto. 
Se espera que otros integrantes del grupo 
de trabajo a conformar, realicen tesis de 
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Tecnoloǵıa Informática aplicada en
Educación
858
Agregación de la Tecnología Móvil en los Aprendizajes
Mg. Roberto Bertone1, Mg. José Luis Filippi2, Lic. Guillermo Lafuente3, Mg. Carlos Ballesteros4,
Lic. Gustavo Lafuente5, I.S. Daniel Perez6, I.S. Sofía Aguirre7, A.S. Alejandra Mansilla8 
LIAU9  - Facultad de Ingeniería – UNLPam.
pbertone@ada.info.unlp.edu.ar1
 {filippij2, lafuente3, balleste4, gustavo5, perezd6, aguirres7, mansilla8}@ing.unlpam.edu.ar
9Laboratorio de Investigación de Ambientes Ubicuos
Resumen
La integración de las TICs en las instituciones
educativas  es  un  proceso  que  se  desarrolla
desde  hace  varias  décadas  en  la  República
Argentina.  Si bien existe un fuerte consenso
en  la  universalización  del  acceso  a  las
diferentes tecnologías de la información y las
comunicaciones,  la  discusión  vigente  reside
en  la  incorporación  de  los  dispositivos
móviles  (teléfonos  de  última  generación)
como  instrumento  mediador  del  Proceso  de
Enseñanza-Aprendizaje.
En la actualidad la educación no se encuentra
limitada a los entornos formales conformado
por  las  instituciones  educativas  en  sus
diferentes  niveles,  se  integra  con  procesos
formativos  que  tienen  lugar  a  través  de  los
nuevos  dispositivos  tecnológicos  de  última
generación,  caracterizados  por  su
miniaturización,  movilidad  y  conectividad
permanente;  haciendo  posible  el  acceso  a
múltiples  contextos  de aprendizaje  virtuales.
Resulta  entonces  imprescindible  estudiar  las
tendencias del aprendizaje móvil en el mundo
desarrollado,  realizar  las  adaptaciones
necesarias  e  implementarlas  en  el  ámbito
educativo.
El  propósito  del  proyecto,  de  naturaleza
teórico-práctico,  es  el  de  indagar  las
posibilidades  que  ofrecen  los  dispositivos
móviles  (teléfonos  inteligentes,  tabletas
digitales)  como  instrumentos  aplicados  a
diferentes  situaciones  de  enseñanza  y
aprendizaje. 
Bajo esa premisa se intenta llevar a cabo un
trabajo  experimental  en  la  Facultad  de
Ingeniería  -  UNLPam,  desarrollando  un
escenario de aplicación real con la utilización
de éste tipo de dispositivos.
Palabras  claves:  Aprendizaje  Móvil.
Dispositivo Móvil. Aprendizaje Colaborativo.
Contexto
Tipo de Investigación: Aplicada
Campo  de  Aplicación  Principal:  7  1802
Computación, 7 1803 Comunicaciones.
Campos  de  Aplicación  posibles:  13  1040
Ciencia  y  Tecnología,  7  4399   Otras  –
Educación  –  Tecnología  Aplicada  a  la
Educación
Institución  que  Coordina  el  Proyecto:
Facultad de Ingeniería, Universidad Nacional
de La Pampa.
Introducción
Con  más  de  5900  millones  de  usuarios  de
telefonía móvil en el mundo, los dispositivos
de  última  generación  han  transformado
nuestra manera de vivir. Aunque en todos los
sectores de la sociedad se hace uso intensivo
de  esta  tecnología,  los  educadores  y  los
responsables  de  formular  las  políticas
educativas  no han aprovechado su potencial
para mejorar el proceso educativo. [1]
Múltiples  necesidades  se  presentan  en  el
ámbito  educativo  en  sus  diferentes  niveles
entre  los  cuales  se  pueden  mencionar:
desarrollo de contenidos bibliográfico digital
de producción local y regional,  incentivar el
uso de aplicaciones móviles que posibiliten el
intercambio de información entre los actores
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que  conforman  la  comunidad  educativa
(videoconferencias  entre  docentes,
estudiantes,  directivos,  y  comunidad  en
general), incorporar el uso de plataformas de
formación  virtual  abiertas,  que  posibiliten
incorporar recursos y/o materiales didácticos
en diferentes formatos, mantener un canal de
comunicación  fluido  entre  la  institución
educativa  y  el  contexto  local,  regional,  y
nacional,  e  implantar  estrategias
metodológicas  para  alcanzar  un  aprendizaje
cooperativo y colaborativo. 
Mark  Weiser  [2] menciona  que:  “vamos
camino  a  ambientes  ubicuos,  ambientes
poblados de numerosos sensores que gracias
a  la  miniaturización de los  dispositivos  son
invisibles  al  usuario  y  están en  permanente
rastreo de la actividad humana”. Aquí radica
el  objetivo  primario  del  proyecto:  indagar
diferentes aplicaciones tecnológicas móviles a
través  de  las  cuales  se  puedan  ofrecer
servicios que satisfagan las necesidades de los
usuarios que transitan en el ámbito educativo,
profundizando en el aprendizaje móvil.
Situación Actual del Problema
La  aparición  de  dispositivos  tecnológicos
caracterizados  por  su  miniaturización,  gran
capacidad  de  almacenamiento  y  gran
velocidad de procesamiento,  dieron origen a
nuevos  entornos  en  la  comunicación  de  las
personas,  con  una  hipercomunicación
caracterizada por la multimedialidad. El envío
de mensajes textuales seguidos de imágenes,
sonidos  y  videos  es  parte  de  la  actividad
cotidiana.
La educación influenciada por ésta  realidad,
acepta la necesidad de reconfigurar el proceso
educativo, partiendo de algunas premisas:
a. Redefinir nuevas acciones para docentes y
estudiantes. 
El creciente número de dispositivos móviles y
la  conectividad  a  internet  de  forma
permanente, permite a los estudiantes adquirir
nuevos contenidos  en línea y configurar  sus
conocimientos a partir de intereses propios. El
estudiante es artífice de su futuro, asume un
papel activo, decide que aprender y cómo. 
Frente  a  la  realidad  del  mundo  digital  que
rodea a los estudiantes de hoy en día, es justo
que  los  docentes  replanteen  su  rol  en  la
construcción del conocimiento sobre ellos. De
allí que la competencia exigida a un profesor
del Siglo XXI es preciso que se enfoquen “en
las necesidades de los alumnos, supervisando
su  búsqueda  de  información  e  intentando
facilitar  la  búsqueda  de  información
individual de los alumnos ya que el papel de
suministrador  de  conocimiento  ha  sido
superado por las TIC” [3].
Mucho  se  habla  de  cuáles  serían  las
competencias  digitales  para  un  docente,  un
acercamiento a ello lo propone Núñez-Torrón
Stock [4],  quien plantea cinco competencias
básicas  para  el  docente  en  la  educación,  y
entre ellas se pueden destacar dos:
1. Usar herramientas de trabajo en línea. 
2. Utilizar dispositivos móviles en el aula.
En la mayoría de las universidades de todo el
mundo  se  observa  la  incorporación  de  los
sistemas  de  Gestión  de  Aprendizaje  (LMS),
para  implementar  entornos  virtuales  que
permiten  la  gestión  del  aprendizaje.  [5] Sin
embargo algunas investigaciones indican que
las motivaciones de los estudiantes son vistas
como una obligación al participar en entornos
de  aprendizaje  institucionales  cerrados,
mientras que la motivación es mayor cuando
el  proceso  formativo  es  abierto  a  diferentes
tecnologías  en  contextos  informales.  Estos
espacios son conocidos como PLE (Personal
Learning  Environments)  donde  los
estudiantes configuran su propio entorno. [6] 
Algunos  autores  ya  incorporan  un  nuevo
concepto,  el  de  mPLE  (Mobile  Personal
Learning  Environments)  como  una  nueva
estructura  de aprendizaje  para  la  generación
que hace uso de los dispositivos móviles. [7]
b. Continuidad del aprendizaje.
El  aprendizaje  móvil  permitirá  a  los
estudiantes dar continuidad a su formación a
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lo  largo  de  toda  su  vida,  a  partir  de
plataformas  que  posibilitan  el  aprendizaje
móvil caracterizado por: 
 Poseer gran cantidad de información.
 Ser omnipresentes.
 Disponer  de gran  diversidad de recursos
materiales.
 Fomentar la participación colaborativa.
Actualmente  los  estudiantes  y  futuros
profesionales  acceden  a  la  información  a
través del aprendizaje informal, han dejado de
ser  únicamente  consumidores  para  ser
productores de información.
En  el  caso  particular  de  los  estudiantes
universitarios  no  solo  deben  dominar  las
disciplinas  correspondientes  a  su  carrera,
además  deben  incorporar  habilidades
transversales  como  el  pensamiento  crítico,
resolución  de  problemas,  persistencia  y
trabajo colaborativo. Sin embargo, en muchos
países  no  se  están  desarrollando  estas
habilidades. [8]
c. Grandes volúmenes de datos. Big data.
Disponer y aprovechar ésta tecnología es una
obligación  para  todas  aquellas  instituciones
que manipulan grandes volúmenes de datos,
en nuestro caso particular la universidad. 
La gran cantidad de información accesible a
partir  de variadas  herramientas  conlleva una
serie de consideraciones éticas relacionadas a
la propiedad de los datos y la privacidad.
Los  investigadores  que  estudian  el
aprendizaje  en línea,  los  sistemas  de tutoría
inteligente,  los  laboratorios  virtuales,  las
simulaciones  y  los  sistemas  de  gestión  del
aprendizaje  están  explorando  maneras  de
entender  y  utilizar  mejor  la  analítica  del
aprendizaje, a fin de mejorar la actividad del
docente y seguir  avanzando en la educación
para todos. [9]
En éste contexto el punto de partida debe ser
siempre  pedagógico.  No se trata  de  innovar
por  innovar.  Hay  que  explotar  el  potencial
que  ofrecen  las  nuevas  herramientas
tecnológicas que hacen posible el aprendizaje
móvil,  a  partir  de una planificación  docente
previa  dentro  de  un  marco  teórico
formalizado. 
La herramienta en sí misma no ofrece por si
sola  resultados,  pero un buen docente  sabrá
aprovechar  las  ventajas  que  brinda  para  un
aprendizaje móvil de calidad.
Por  ello  el  aprendizaje  móvil  (mLearning)
puede  incorporarse  como  refuerzo  del
aprendizaje  formal,  ampliando  la  oferta
educativa  y la  modalidad.  Lo importante  es
innovar  en  el  proceso  educativo  en  su
conjunto  y  no  solo  con  el  dispositivo
tecnológico.
El  entorno  educativo  cambia  [10],  la
educación se presenta como la formación de
los  educandos  en  competencias,  destrezas,
habilidades  para  desempeñarse  en  un nuevo
espacio  social,  el  digital  [11].  Nuevos
escenarios educativos, los mismos actores con
un  nuevo  rol,  y  la  implantación  de  las
tecnologías móviles es el desafío actual [12].
Línea de Investigación y Desarrollo
El plan de actividades corresponde al proceso
de  investigación  aplicada,  con  objetivos  de
corto, mediano y largo plazo, y una duración
prevista de cuatro años.   
Primer año.
 Identificar  el  porcentaje  de  inserción  de
dispositivos  móviles  en  la  institución
(teléfonos y/o tablets).
 Analizar  la  inserción  del  aprendizaje
móvil  en  las  universidades  de  todo  el
mundo.
 Estudiar como el aprendizaje móvil puede
cerrar  la  brecha  entre  el  aprendizaje
formal y el informal. 
 Identificar  los  escenarios  educativos  que
muestren  aspectos  móviles  en  las
actividades  formativas  del  ámbito
académico propio.
 Examinar  herramientas  tecnológicas
móviles  orientadas  al  proceso  educativo
de acceso libre y gratuito.
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Segundo y Tercer año.
 Definir  el  enfoque  pedagógico  que
posibilite un aprendizaje móvil de calidad.
 Estudiar  las  tecnologías  disponibles  para
implementar  acciones  de  aprendizaje
móvil  en  el  contexto  educativo
universitario.
 Definir prioridades según necesidades de
inmediatez  en  la  virtualización  de  las
disciplinas que se han de impartir.
 Gestionar  el  uso  de  plataformas  de
formación virtual que posibilite una doble
modalidad,  presencial  y  mediada  por las
nuevas tecnologías móviles.
 Incorporar  el  uso  de  redes  sociales  que
favorezcan la práctica educativa.
 Confeccionar  objetos  de  aprendizaje
acorde a las  herramientas  disponibles  en
la  nube  y  a  las  características  de  los
dispositivos móviles que van a operar el
producto final.
 Desarrollar  aplicaciones  móviles  a  partir
de  las  necesidades  que  se  presenten
durante  el  transcurso  del  proceso
educativo virtual.
 Capacitar  a  la  comunidad  educativa  en
general  en  el  desarrollo  de  objetos  de
aprendizaje a partir de los requerimientos
de carácter institucional.
 Difundir los avances a toda la comunidad
universitaria  los progresos a medida que
van  trascurriendo,  a  través  de  jornadas,
congresos y/o revistas científicas.
 Propiciar  el  intercambio  de  información
permanente  con  grupos  de  investigación
que  den  valor  agregado  a  nuestra
actividad profesional.
Cuarto año.
 Instituir  las  aplicaciones  desarrolladas
para  dispositivos  móviles  que  hayan
alcanzado buen nivel de aceptación.
 Conformar  un  repositorio  de  objetos  de
aprendizajes de acceso libre.
 Registrar  y  difundir  los  resultados
alcanzados  con  la  finalidad  de  que  se
puedan utilizar, ampliar y mejorar a través
de trabajos futuros.
 Disponer  de  un  catálogo  de  trabajos
realizados  en  el  sitio  web  del  grupo  de
investigación  GIAU  (Grupo  de
Investigación  de  Ambientes  Ubicuos)  a
partir  del  cual  los  interesados  podrán
acceder al material requerido.
Presentar en jornadas, congresos y/o revistas
de todo el mundo los resultados alcanzados.
Resultados Obtenidos/Esperados
El  proyecto  da  inicio  a  su  actividad  de
investigación  y  desarrollo  durante  el  año
2019, por lo que sus integrantes se encuentran
efectuando las tareas enmarcadas en el tercer
año.  
A  partir  de  la  tarea  realizada  por  los
integrantes  del  proyecto  de  I+D  durante  el
segundo año se concretó: 
a. El  desarrollo  de  nuevos  objetos  de
aprendizaje para las materias Introducción
a  la  Informática,  Programación
Procedural,  Programación  Web  y
Autómatas  y  Lenguajes.  El  producto
alcanzado se incorporó a la plataforma de
formación  virtual  como  material
educativo a utilizar durante el ciclo lectivo
2020, y se publicó en la revista TE&ET
con  el  nombre  Experiencia  de
Virtualización  en  la  UNLPam,  volumen
nro. 26, septiembre 2020.
b. Se  configuro  un  enfoque  metodológico
contemplando  la  experiencia  del  usuario
en el desarrollo de objetos de aprendizaje.
El  desarrollo  se  presentó  en el  congreso
virtual CONAIISI 2020.
c. Se construyó una aplicación que permite
automatizar  las noticias  que la UNLPam
envía  a  los  docentes,  estudiantes,  no
docentes y directivos. Se presentó la app
en el congreso virtual CONAIISI 2020.  
d. Se  desarrolló  una  herramienta  de
capacitación  a  distancia  y  recursos
educativos  abiertos  bajo  un  enfoque  de
diseño universal orientados a personas con
discapacidad visual. Se presentó en la VIII
Jornada  Institucional  de  Extensión
Universitaria en la UNLPam.
Al finalizar el proyecto se espera contribuir en
la incorporación de aplicaciones tecnológicas
móviles  a  través  de  las  cuales  se  puedan
ofrecer  servicios  que  satisfagan  las
necesidades de los usuarios que transitan en el
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ámbito educativo de la UNLPam y la UNLP,
profundizando en el aprendizaje móvil.
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El objetivo de este trabajo es realizar un
análisis  de los  recursos  de visualización
de  datos,  que  son  elegidos  en  las
instituciones  de  educación  superior,
cuando  implementan  un  proceso  de
inteligencia de negocios con la finalidad
de  fortalecer  el  proceso  de  toma  de
decisiones.  Para  ello  se  analizaron
trabajos publicados en esta temática que
corresponden  a  los  tres  últimos  años
(2018-2020).  Se  seleccionaron  diversas
dimensiones  de  análisis  como  son:  la
elección de la herramienta de inteligencia
de  negocios,  recursos  de  visualización
usados  y  grado  de  participación  de  los
usuarios  finales  en  la  selección  de  los
mismos.  Del  análisis  realizado  se
desprende  como  aporte  una  guía  que
facilita la identificación de dimensiones a
tener  en  cuenta  en  la  elección  de  los
recursos de visualización de datos en un
proyecto  de  inteligencia  de  negocios
aplicado en el  contexto  de la  educación
superior.
Palabras  claves:  inteligencia  de
negocios,  recursos  de  visualización,
educación superior.
CONTEXTO
Este  trabajo  hace  referencia  al  proyecto
“Integración  de  recursos  del  Paradigma
Analítico y de la Inteligencia de Negocios
como estrategia para el fortalecimiento en
el  proceso de toma de decisiones”  PID-
SIUTNCO0005101,  que  ha  sido
homologado por la Secretaría de Ciencia,
Tecnología y Posgrado de la Universidad
Tecnológica  Nacional.  El  contexto  de
desarrollo de la presente investigación es
el  Centro de Investigación,  Desarrollo  y
Transferencia de Sistemas de Información
(CIDS)  radicado  en  la  U.T.N  Facultad
Regional Córdoba.
1. INTRODUCCIÓN
Uno  de  los  grandes  desafíos  que
enfrentan  las  instituciones  de  educación
superior  es  encontrar  la  manera  de
integrar la cantidad significativa de datos
que  se  generan  de  sus  procesos  diarios
para  la  toma de  decisiones.  Algunos  de
los sistemas transaccionales  que se usan
en  este  contexto  tienen  una  serie  de
limitaciones;  algunas  de  ellas  la
imposibilidad de brindar síntesis, análisis,
consolidación  de  los  datos  y
proyecciones. Esta situación puede llevar
a las instituciones de educación superior a
tomar decisiones inoportunas [1].
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Frente  a  esta  problemática  surge  la
necesidad de contar con una herramienta
tecnológica  que  facilite  la  obtención  de
indicadores  y  proporcione  una  serie  de
recursos  visuales  como  reportes,
dashboard  que  se  estén  diseñados  y
estructurados  de  una  manera  rápida,
simple y eficaz. Justamente la Inteligencia
de Negocios “se entiende por un conjunto
de metodologías, aplicaciones, prácticas y
capacidades  enfocadas  a  la  creación  y
administración  de  la  información  que
permite  tomar  mejores  decisiones  a  los
usuarios de una organización” [2]. 
Un proceso de Inteligencia  de Negocios
lo  componen  cuatro  fases,  la  última  de
estas  fases  está  relacionada  con  la
explotación del repositorio de datos, este
proceso  implica  el  análisis  y  distintas
maneras  de  visualizar  y  resumir  dicha
información  a  los  usuarios  finales  [1].
Esta última fase puede ser abordada con
diferentes  recursos  y  formas  de
visualización de los datos [3]. 
De hecho en [4] señalan que la elección
del grafico o la manera de estructurar la
información  entre  otros  son  aspectos
críticos  para  que  los  usuarios  puedan
interpretar  la  información  de  manera
simple e intuitiva. Se puede pensar que si
los  profesores  tuvieran  acceso  a
visualizaciones  efectivas  de  sus  datos
educativos,  podrían  usarlos  para
proporcionar retroalimentación formativa
a  sus  estudiantes  o  para  mejorar  los
materiales  didácticos  que  emplean.  Del
mismo modo, si los estudiantes pudieran
tener  acceso  a  este  tipo  de
visualizaciones,  se  podría  favorecer  el
desarrollo  de  sus  habilidades  de
autorregulación  del  aprendizaje  y
ayudarles a conseguir sus objetivos. 
En base a lo antes mencionado surgen los
siguientes interrogantes:  ¿existen mejores
recursos  para representar y visualizar los
datos para fortalecer  el proceso de toma
de  decisiones  en  el  contexto  de  la
educación  superior?  ¿Existe  alguna  guía
que permita  definir  un diseño apropiado
de estos  recursos  de  visualización  en  el
ámbito bajo estudio?
Este trabajo tiene como objetivo realizar
un análisis de la última fase del proceso
de  inteligencia  de  negocios  que  utilizan
las  instituciones  de  educación  superior,
que refiere precisamente a los recursos de
visualización de datos seleccionados para
generar  conocimiento  en  los  usuarios
finales en el contexto bajo estudio. 
Para  tal  fin  se  realizó  un  relevamiento
sistemático de trabajos limitado a los tres
últimos  años  (2018-2020).  Para  la
búsqueda  se  seleccionó  el  buscador
Google  Scholar.  Cabe  aclarar  que  los
resultados  de  las  búsquedas  están
limitados  a  los  filtros  usados,  pudiendo
quedar fuera otros trabajos pertenecientes
a esta temática. Se realizó una búsqueda y
se establecieron  los  siguientes  filtros:  el
trabajo debe contener las siguientes frases
“Inteligencia  de  Negocios”   and
“Instituciones  de  Educación  Superior”,
estar  entre  las  fechas  2018-2020  y  el
idioma  en  español.  Se  obtuvieron
dieciocho  trabajos  de  16.700  trabajos
analizados,  este  resultado  fue  depurado
aplicando  los  criterios  de
inclusión/exclusión relacionados con: 
  Formato:  el  idioma de publicación  es
español, debe tener una extensión mayor
a dos páginas, deben estar completos y el
periodo  de  publicación  debe  estar
comprendido desde el año 2018 al  2020
incluidos. 
  El  contenido:  responde  de  manera
directa  a  las  preguntas  de investigación,
dominio  referido  a  instituciones  de
educación superior, se enfoca en trabajos
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que  han  aplicado  de  manera  exitosa
procesos de inteligencia de negocios en el
dominio bajo estudio.
De  esta  manera  se  logró  un  reducto  de
diez  trabajos  sobre  los  cuales  se
comenzaron  a  realizar  el  análisis  y
extracción de datos. Para la extracción de
datos  se  confeccionó  un  formulario  que
contenía  una  tabla,  en  la  que  se
especificaron  dimensiones  específicas  y
de interés para este estudio. Los datos de
clasificación  específicos  apuntaban  a
obtener  información  puntual  de  cada
trabajo.  Algunas  de  las  preguntas  de
investigación consideradas son: 
P1:¿Cuál  es  la  herramienta  de
inteligencia de negocios seleccionada?
P2:¿Los  trabajos  plantean  un  marco
formal para la elección de la herramienta
de inteligencia de negocios?
P3:¿Cuáles  son  los  recursos  de
visualización seleccionados?
P4: Para  la  elección  de  los  recursos
visualizados ¿Se utilizó  alguna guía que
facilitará  la  selección?  ¿Consideran
principios  de  diseño  formales  para  la
implementación de los mismos?
P5: ¿En el proceso de diseño se trabajó
en  forma  colaborativa  con  los  usuarios
finales  como  un  mecanismo  de
validación?
2. LINEAS DE INVESTIGACIÓN
y DESARROLLO
De este proyecto se desprenden al menos
cuatro  líneas  de  investigación  y
desarrollo. 
o Plataformas educativas
o Inteligencia de negocios 
o Analítica académica y de aprendizaje 
o Analíticas visuales de aprendizaje 
3. RESULTADOS 
OBTENIDOS/ESPERADOS
A  continuación  se  presenta  el  análisis
realizado sobre los trabajos seleccionados
de  la  búsqueda realizada.  Es  importante
mencionar que las dimensiones analizadas
están  alineadas  a  las  preguntas  de
investigación  planteadas  en  la  sección
Introducción.
El primer análisis que se decidió realizar
en relación a los trabajos obtenidos de la
búsqueda  fue  determinar  cuál  fue  la
herramienta  de  inteligencia  de  negocios
seleccionada.  El  resultado  fue  que  las
herramientas de inteligencia de negocios
usadas en el ámbito de las instituciones de
educación  superior  en  el  periodo
considerado son: Power BI en [5] [6][7]
[8],  Pentaho en [9][10][11][12] y Spago
BI en [13]. Solo en [14] no explicita cuál
es  la  herramienta  de  inteligencia  de
negocios con la cual se trabajó. Se puede
evidenciar  una  leve  tendencia  en  la
elección  de  herramientas  de  inteligencia
de negocios libres como lo son Pentaho y
Spago  BI.  Si  bien  cada  institución  de
educación superior tiene sus necesidades
particulares de información, se considera
de  suma importancia  establecer  criterios
claros que fundamenten la elección de la
herramienta  de  inteligencia  de negocios.
Solo en [5] explicita  un análisis  para la
selección de la plataforma de inteligencia
de negocios, especificando características
generales  de  cada  una  de  ellas  y  sobre
todo enfocándose en los servicios ofrece.
Una  cuestión  interesante  de  analizar  de
los  trabajos  seleccionados,  es  que  no
siempre  se  usó  la  herramienta  de
inteligencia de negocios para implementar
todas las fases del proceso de inteligencia
de  negocios.  En  [1][12][13]  realizan  el
proceso  de  ETL  con  la  herramienta  de
inteligencia  de  negocios  seleccionadas,
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mientras que la fase de explotación de los
datos  la  implementan  con  herramientas
complementarias como OLAP Qlickview,
Spago BI y Saiki Analitycs (visor OLAP).
Quizás la necesidad de integrar con otras
herramientas,  en  estos  casos  para  la
visualización de los datos, puede que se
deba al escaso análisis que se manifiesta
en  los  trabajos  en  general  a  la  hora  de
seleccionar la herramienta de inteligencia
de negocios a usar.
También  se  analizaron  los  recursos
visuales que se usan para abordar la fase
de  explotación  del  repositorio  de  datos.
Los  resultados  del  análisis  arrojaron:
dashboards  en  [1][5][6][10][11][12],
como los más usados. En segundo lugar
los reportes parametrizados en [5] [6][8]
[10][11][12][13].  Y  en  menor  medida
usan gráficos de barras, circulares y cubos
OLAP  [1][8][11][12][14].  De  este
resultado se  puede evidenciar  que en  la
gran  mayoría  de  los  trabajos  combinan
más  de  un  recurso  visual.  Sin  embargo
solo  en  [13]  utilizan  únicamente  como
recurso de visualización los reportes. 
Del análisis realizado surgió como aporte
una guía con algunas recomendaciones a
tener  en  cuenta  a  la  hora  de  encarar  el
proceso  de  diseño para  visualización  de
datos  en  un  proyecto  de  inteligencia  de
negocios. Algunas de ellas son:
o Considerar en el proceso de diseño la
utilización de heurísticas relacionadas con
la usabilidad y accesibilidad, por ejemplo
las propuestas por Jacob Nielsen.
o En este  análisis  se  evidencia  que  los
dashboards son los recursos visuales más
frecuentemente  elegidos  para  visualizar
los indicadores de interés en el contexto
de la educación superior. En este punto es
importante  tener en cuenta y reflexionar
acerca  de los  errores  más  comunes a  la
hora de su diseño. Stephen Few ,referente
en  esta  temática,  puede  ser  tomado  en
cuenta  para  profundizar  sobre  este
aspecto.
o Tener en cuenta la participación de los
usuarios  finales  durante  el  proceso  de
diseño  de  los  recursos  visuales
seleccionados. Es posible la utilización de
técnicas  que favorezcan su participación
como “focus group” que es usada en uno
de  los  trabajos  relevados  [6]  para  la
validación  de  aspectos  relacionados  con
la  forma  de  visualización  de  los
indicadores y datos.
Se espera que estas recomendaciones sean
de  utilidad  para  apoyar  el  proceso  de
visualización de datos en un proyecto de
inteligencia de negocios, fortaleciendo el
proceso de toma de decisiones en diversos




Este  proyecto  está  conformado  por
docentes-investigadores  pertenecientes  a
la  carrera  de  grado  de  Ingeniería  en
Sistemas  de  Información.  Todos  los
integrantes  docentes  del  PID  han
participado  del  proceso  de
categorizaciones en investigación dentro
del Programa de Incentivos del MECyT;
así como en la categorización interna que
posee  la  U.T.N.  Además  se  prevé  la
participación de  alumnos avanzados en la
carrera  que  realizan  su  práctica
supervisada  como  requisito  para  el
otorgamiento  del  título  de  grado  de
Ingeniero.  En este  proyecto participa  un
becario  alumno  con  el  objetivo  de
complementar  su  formación  académica
con  un  acercamiento  al  ámbito  de  la
investigación científica.
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AREA TEMATICA: Tecnología Informática Aplicada en Educación
RESUMEN 
Las prácticas de laboratorio son una actividad
indispensable  en  la  formación  integral  de  un
estudiante  de carreras  tecnológicas.  Bajo  esta
concepción, el equipo de trabajo que integra el
proyecto,  viene  trabajando  en  el  desarrollo
tecnológico  y  pedagógico  de  instrumental  de
laboratorio que permita  al  estudiante “ver” lo
que  estudia  mediante  la  construcción  de  los
ensayos y el uso de una interfaz gráfica, como
apoyo  al  proceso  de  visualizar  señales  y
parámetros no visibles al ojo.
Si  bien  originalmente  se  propuso  la
construcción  de  un  “Laboratorio  Portátil  de
Escritorio”,  la  pandemia  del  COVID-19,  que
impidió la realización de actividades educativas
presenciales  durante  todo  el  año  2020  y
posiblemente afecte a gran parte del año 2021,
puso de manifiesto la importancia de disponer
de  instrumentación  virtual,  que  permitan  a
nuestros estudiantes ser artífices de su propio
aprendizaje, y realizar prácticas de laboratorio
aun en sus hogares. 
Ante  esta  realidad,  se  consideró  oportuno
adaptar el proyecto original y, a partir del uso
de  software  libre,  encarar  el  desarrollo  de
instrumentos  virtuales  para  que  alumnos  que
cursan  asignaturas  de  los  primeros  años  de
carreras  de ingeniería  o similares  conozcan y
aprendan  a  utilizar  instrumental  que  luego
usarán en asignaturas de años posteriores.
Palabras Claves: TIC, instrumentación virtual,
Enseñanza, 
CONTEXTO
Nuestra propuesta surge como continuación del
trabajo  que  viene  realizando  el  grupo  de
investigadores desde el año 2016, a través de
proyectos  de  investigación  presentados  en
diferentes  convocatorias  de  la  Secretaría  de
Ciencia  y  Tecnología  de  la  Universidad
Nacional  de  Catamarca  (UNCA)  y  ante
convocatorias  de Organismos provinciales.  El
proyecto inicial (2016) se enfocó en el diseño y
construcción  de  un  prototipo  de  un
“Laboratorio de escritorio”  y en el  diseño de
las actividades de enseñanza. Posteriormente el
trabajo  se enfocó en  salvar  las  dificultades  y
falencias detectadas y optimizar el hardware y
software realizados, manteniendo la estructura
base  del  prototipo,  realizando  algunas
modificaciones  y mejoras  en cada  una de las
etapas  en  función  de  las  nuevas  tecnologías
accesibles.
Como principal organismo beneficiario resulta
la Universidad Nacional de Catamarca, siendo
las carreras de grado y pregrado de la Facultad
de  Tecnología  y  Ciencias  Aplicadas  los
espacios  donde  se  realizan  las  pruebas  y  se
implementa los prototipos. Una vez concluidos
los  ensayos  y  pruebas  de  funcionamiento,  el
instrumental  desarrollado  podrá  ser  puesto  a
disposición  de  los  colegios  técnicos  de  la
provincia que se encuentren interesados en esta
nueva modalidad de enseñanza.
El  ámbito  de  trabajo  es  la  Facultad  de
Tecnología  y  Ciencias  Aplicadas,
principalmente  el  Laboratorio  que  posee  el
grupo de investigación en Internet de las Cosas
(GIIoT)  y  el  Laboratorio  de  Electrónica,  los
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cuales  aportan los materiales,  equipamiento  e
instrumental necesarios.
1. INTRODUCCIÓN
En las carreras de ingeniería se está prestando
especial atención a las estrategias y formas de
aprendizaje  activo,  investigaciones  han
demostrado que los estudiantes pueden mejorar
su  aprendizaje  si  están  activamente
comprometidos  con  el  material  que  están
estudiando. Integrar laboratorios especiales ya
sean remotos,  virtuales  o  de  escritorio,  en  el
diseño  de  actividades  de  enseñanza,  permite
que  los  estudiantes  conduzcan  mejor  su
aprendizaje para lograr los resultados deseados.
[1][2]
Para  el  caso  particular  de  la  Facultad  de
Tecnología  y  Cs.  Aplicadas,  las  prácticas  de
Laboratorio se realizan de manera presencial en
un entorno de “laboratorio real”, y en general,
es  difícil  que  cada  asignatura/estudiante
disponga  de  sus  propios  instrumentos.  Una
solución  a  la  falta  de  disponibilidad  de
instrumental  suficiente  podría  ser  utilizar  los
recursos  propios  de  los  estudiantes,  es  decir,
sus  computadoras  y  teléfonos  personales,
reemplazando  el  instrumental  de  laboratorio
por instrumentos virtuales. Esta idea hoy toma
mayor  relevancia,  ante  la  pandemia  que  está
atravesando  la  sociedad  mundial,  y  en
particular  la  Argentina,  donde,  en  el  2020
debido a las medidas de aislamiento adoptadas
por los gobiernos nacional y provincial  no se
pudieron  realizar  actividades  prácticas
presenciales  en  forma tradicional,  siendo  que
aún  se  desconoce  si  se  podrá  retornar  a  las
mismas durante el transcurso del 2021.
La utilización de TICs en la educación, como
ser  programas  de  simulación,  de  software  y
hardware,  permiten  generar  ambientes  de
aprendizaje  basados  en  experimentos  de
laboratorio  y  resolución  de  problemas  de
ingeniería reales, fortaleciendo el desarrollo de
competencias y desempeños necesarios para la
práctica  profesional  del  futuro  ingeniero.[2]
Así se abren camino dos nuevos conceptos muy
importantes:  la  instrumentación  virtual  y  los
sistemas de adquisición o toma de datos. [3]
1.1 Instrumentación Virtual
La  instrumentación  virtual  es  un  concepto
introducido  por  la  compañía  National
Instruments,  definiendo  a  un  Instrumento
Virtual como "un instrumento que no es real,
que se ejecuta en una computadora y tiene sus
funciones  definidas  por  software"  (National
Instruments,  2001),  y  a  la  “Instrumentación
Virtual” como un sistema de medición, análisis
y  control  de  señales  físicas  con  un  PC  por
medio de instrumentos virtuales. [4]
La  instrumentación  virtual  permite
implementar  “laboratorios  virtuales”  para
realizar  experiencias  similares  utilizando
aplicaciones  informáticas  que  incluyen  el
armado esquemático del circuito, manipulación
de instrumentos, visualización de animaciones,
obtención  numérica  y  gráfica  de  resultados,
incluyendo  en  algunos  casos  el  almacenado
digital  para  procesamiento  posterior  con
programas  de  graficación  más  complejos  y
bases de datos. [5]
Algunas ventajas de los instrumentos virtuales
frente a los instrumentos tradicionales son: [4]
[5]
- Flexibilidad: un instrumento virtual puede ser
diseñado  por  el  usuario  de  acuerdo  con  sus
necesidades, sus funciones pueden modificarse
y adaptarse  a  las necesidades  particulares  del
usuario,  modificando  el  programa,  sin
necesidad de reemplazar todo el instrumento.
-  Portabilidad:  los  instrumentos  virtuales
pueden correr en las computadoras portátiles. 
- Menor costo
- Ocupa menor espacio
-  En  general  no  requieren  fuente  de
alimentación externa.
- Se pueden adaptar fácilmente a los cambios
tecnológicos
Estos beneficios convierten a los Instrumentos
Virtuales  en  una  herramienta  didáctica  muy
importante que permite mejorar el proceso de
enseñanza  y  aprendizaje  en  las  carreras  de
ingeniería,  y  además  los  experimentos
diseñados  bajo  este  esquema  pueden  estar
disponibles no sólo localmente sino a distancia
a través de Internet.[4] 
1.2 Osciloscopio 
El osciloscopio es el instrumento fundamental
de  un  laboratorio,  básicamente  es  un
XXIII Workshop de Investigadores en Ciencias de la Computación 870
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
dispositivo  de  visualización  gráfica  que
muestra señales eléctricas analógicas variables
en el tiempo 
Los  osciloscopios  son  fundamentalmente  de
dos tipos Analógicos y Digitales, los primeros,
trabajan directamente con la señal aplicada, se
amplifica  y  posteriormente,  se  ingresa  por
medio  de la  creación de  campos  eléctricos  y
magnéticos, que desvía un haz de electrones en
sentido  vertical  y  de  forma  proporcional  a
dicho  valor  de  entrada.  En  contraste  los
osciloscopios  digitales  utilizan  un  conversor
analógico-digital  (ADC)  para  adquirir  y
almacenar  digitalmente  la  señal  de  entrada,
reconstruyendo  posteriormente  esta
información en la pantalla. [7][8]
Un  osciloscopio  virtual  es  una  especie  de
osciloscopio digital, que, en lugar de mostrar la
señal  en una pantalla,  la  grafica  mediante  un
software que corre en una computadora y que
ingresa por lo general mediante conexión USB.
En si  son tarjetas  de adquisición  de datos  de
alta  velocidad  que  funcionan  igual  que  un
osciloscopio. [8]
La etapa de adquisición de datos es vital para
que el  osciloscopio reconstruya con precisión
la  forma  de  onda  de  la  señal  a  mostrar.  La
adquisición  de  datos  puede  realizarse  con
cualquier  placa  de  desarrollo  o  sistema
embebido,  como por  ejemplo  las  plataformas
Arduino  [10],  EDU-CIAA  [11]  y  STM32F4
Discovery  [12].  En  general,  las  entradas
analógicas de las placas de desarrollo admiten
valores de tensión positivos que oscilan de 3V
a 5V, por lo que previo a la digitalización en el
ADC,  se  debe  realizar  una  etapa  de
acondicionamiento  de  la  señal  a  medir,
ajustando sus niveles a los admisibles por cada
placa.
El software es el componente más importante
en un instrumento virtual, ya que a partir de él
se  crean  las  aplicaciones,  diseñando  e
integrando las rutinas que requiere un proceso
en particular. [5]. En función del objetivo del
proyecto se trabaja con “Processing” que es un
lenguaje  de  programación  y  entorno  de
desarrollo  integrado de código abierto basado
en Java, de fácil utilización, y que sirve como
medio  para  la  enseñanza  y  producción  de
proyectos multimedia e interactivos de diseño
digital. Fue iniciado por Ben Fry y Casey Reas,
ambos  miembros  de  Aesthetics  and
Computation  Group  del  MIT  Media  Lab
dirigido por John Maeda. [6]
Se eligió este entorno por ser de código abierto,
de fácil programación y porque además permite
generar un archivo (o aplicación) portable que
no  requiere  la  instalación  del  programa  para
ejecutar  el  instrumento  en  cualquier
computadora  con  Sistemas  Operativos
Windows y Linux.
La comunicación entre la placa utilizada para la
adquisición  y  digitalización  de  las  señales  se
realiza  mediante  el  puerto  serie  USB
(Universal Serial Bus), que además sirve para
alimentación  eléctrica  de  la  placa.  Nuestro
Osciloscopio, para poder graficar, recibe por el
puerto serie tres paquetes. 
1.3 Metodología de uso
Finalizado  el  desarrollo,  para  que  el  alumno
pueda utilizar el instrumento en su hogar sólo
deberá disponer de:
- Una computadora  a la  cual  le  instalará  un
archivo ejecutable, 
- Una  placa  de  desarrollo  que  posea  un
converso  A/D  de  8,  10  o  12  bits  (por
ejemplo, Arduino o similar) En caso de no
disponer de una placa podrá adquirir alguna
de bajo costo o solicitarla en el laboratorio
de  GIIoT  de  la  facultad.  En  esta  placa  el
alumno  deberá  grabar  un  código  que  le
entregará  el  docente  (atento  que  el
desarrollo está pensado para estudiantes de
ingeniería  esta  tarea  no  debería  generar
dificultades extras), 
- El circuito  que utilizará para desarrollar  el
trabajo práctico, previamente indicado por el
docente, y cables de conexión. 
Toda  esta  información  será  entregada  al
docente  de  la  asignatura,  junto  con  un
instructivo  o  manual  de  uso,  que  contendrá
además algunos ejemplos de trabajos prácticos
que puede desarrollar.
De  esta  manera  el  docente  podrá  publicar  la
documentación necesaria en el aula virtual de
la asignatura para que el alumno pueda acceder
al mismo con la debida antelación, para leerlo y
adquirir  el  material  necesario  para  la
realización de la práctica.
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2. LINEAS DE INVESTIGACION Y
DESARROLLO
Este proyecto tiene como principal objetivo el
desarrollo  y  construcción  de  un  recurso
educativo  de  formación  práctica  relacionado
con los circuitos eléctricos y electrónicos para
contribuir  a  la  enseñanza  centrada  en  el
estudiante  y  basada  en  el  logro  de
competencias. El punto de partida es el diseño
de  un  laboratorio  de  escritorio  portátil  que
resuma la  instrumentación  básica  y  necesaria
para el  desarrollo  de prácticas experimentales
guiada,  su  optimización  y  adaptación  a  la
instrumentación virtual. 
Teniendo  en  cuenta  la  motivación  adicional
que las nuevas tecnologías de la información y
la  comunicación  (TICS)  producen  en  forma
natural  en  las  actuales  generaciones  de
estudiantes,  se  busca  organizar  nuevas
estructuras  de  laboratorio  que  resulten
estimulantes para la enseñanza aprendizaje del
nuevo siglo.
El  desarrollo  del  mismo  requiere  de  tres
ingenierías muy relacionadas, la electrónica, la
informática  y  las  comunicaciones,  de  esta
manera el proyecto se divide en tres fases de
desarrollo: 
- Desarrollo  electrónico,  que  provee  los
equipos  o  dispositivos  con  los  cuales  se
ingresa, extrae, presenta o procesan datos,.
- Desarrollo de software, uno para la interfaz
que  permita  leer  datos  directamente  de  la
placa  electrónica  y  el  software  para  la
computadora o PC que permitirá interactuar
docentes  con  alumnos  en  forma  amigable,
simple y eficaz.
- Desarrollo  de  las  comunicaciones,  se
deberán  manejar  los  sistemas  de
comunicación  entre  la  interfaz  y  la
computadora del alumno y además todo el
grupo  de  interfaces  o  laboratorios  con  el
profesor.
Una  segunda  línea  de  investigación  es  el
correcto  uso  de  estas  nueva  TIC  en  la
educación. La misma se está abordando desde
un  inicio  por  especialistas  docentes  de  las
cátedras  a  beneficiarse.  Consiste  en  ir
investigando  y  diseñando  las  clases  que  se
propondrán. Para cada clase o tema se deberán
desarrollar:  aprendizaje  teórico,  prácticas  a
realizar  por  el  alumno  y  mecanismos  de
evaluación.
3. RESULTADOS OBTENIDOS /
ESPERADOS
El diseño propuesto busca asemejarse lo  más
posible a un osciloscopio digital convencional,
replicando las funciones más comunes de dicho
instrumento. De esta manera se busca que los
alumnos comiencen a familiarizarse con el uso
de dicho instrumento para facilitar su posterior
manejo,  y  realicen  prácticos  donde  puedan
visualizar,  medir,  analizar  y  guardar  señales
variables en el tiempo.
Respecto a los resultados alcanzados, podemos
mencionar los trabajos y pruebas realizadas en
años anteriores, con el laboratorio de escritorio,
lo  que  marcó  un  inicio  en  el  desarrollo  del
instrumento virtual.
En cuanto al instrumento virtual, en la figura 2
se muestra el desarrollo en el que el grupo está
trabajando,  el  cual  simula  un osciloscopio de
dos  canales  y  permite  utilizar  diferentes
sistemas  embebido  para  la  adquisición  y
conversión de la señal a medir. 
Figura 2. Primer prototipo de Osciloscopio
virtual
Se  realizaron  diversas  pruebas  de
funcionamiento  utilizando para  la  adquisición
de  las  señales  placas  electrónicas  disponibles
en  el  laboratorio,  se  capturaron  diferentes
ondas  de  un  generador  de  señales  comercial,
señales  autogeneradas  y  salidas  de  circuitos
eléctricos  sencillos,  como  por  ejemplo  un
circuito  RC. Se pretende que a partir  de esta
herramienta los alumnos puedan determinar por
lectura directa el periodo y el valor del voltaje,
y  de  manera  indirecta  la  frecuencia  de  una
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señal.  Observar  desfasaje  entre  dos  señales  y
valores de DC y AC.
Este diseño, que constituye un primer prototipo
de osciloscopio,  funciona correctamente en la
banda  de  frecuencia  de  señales  de  audio,  e
incluso  hasta  30  kHz  y  que  se  adapta  a
diferentes  placas  de  desarrollo,  incluyendo  la
plataforma  Arduino  Uno,  la  cual  es  de  bajo
costo y fácil programación para los alumnos de
los primeros años de las carreras. 
La  herramienta  de  programación  utilizada
permite generar un archivo ejecutable portable
que  corre  en  cualquier  computadora  con
Sistemas  Operativos  Windows  y  Linux,  sin
necesidad de la instalación de ningún software. 
El desarrollo resulta de gran importancia dado
que, con el objeto de plantear a los estudiantes
situaciones  similares  a  las  de  una  práctica
convencional  en  el  Laboratorio,  permite  que
docentes  de  diferentes  asignaturas  tengan  la
posibilidad de generar actividades prácticas de
aprendizaje no presenciales que puedan realizar
los alumnos desde sus hogares. Los resultados
de estas experiencias pueden guardarse para un
posterior análisis por parte de los alumnos, y el
envío  del  mismo  a  los  docentes  para  su
evaluación. 
Además se espera generar una ayuda en línea,
que guie a los alumnos y que posteriormente
les ayude a interpretar los resultados obtenidos
y  en  caso  de  que  no  sean  los  que  debieran
esperar, a 
De  esta  manera  la  propuesta  de  desarrollo
representará  un aporte novedoso y primordial
ya  que  va  a  ir  más  allá  del  mero  diseño
tecnológico y abarcará también el fundamental
aspecto pedagógico de implementación para el
desarrollo de las clases asegurando de que se
cumplan los objetivos de mejoras del proceso
de enseñanza aprendizaje.
4. FORMACIÓN DE RECURSOS
HUMANOS
El  equipo  de  trabajo  está  compuesto
principalmente por docentes de las carreras Ing.
Electrónica e Ing. en Informática de la Facultad
de  Tecnología  y  Ciencias  Aplicadas,
pertenecientes  al  grupo  de  Investigación  en
internet de las cosas (GIIoT). Todos los años se
agregan alumnos,  incentivados a través de un
programa de becas que ofrece la Facultad para
estudiantes investigadores.
La  diversidad  del  equipo  de  investigación  es
muy  importante.  Hay  docentes  de  diferentes
asignaturas de las mencionadas carreras, en las
áreas  de  física  y  análisis  matemático,
electrónica  analógica,  sistemas  digitales,
arquitectura de computadoras, instrumentación,
control  y  redes,  por  lo  que se cuenta con un
conocimiento detallado de la problemática de
la educación técnica en el área.
En  cuanto  a  la  formación  de  los  integrantes,
hay docentes formados en el área de educación,
uno de los cuales posee Título de Especialista
en  Docencia  Universitaria  de  Disciplinas
Tecnológicas.  Por  otro  lado,  aquellos  que
poseen una vasta experiencia de divulgación y
de  formación  en  temas  de  desarrollo
tecnológico  con  microprocesadores  de  última
generación. 
En  función  de  ello,  para el  desarrollo del
proyecto,  el  equipo se organiza en grupos de
trabajo:  a) del  hardware  y  b)  del  software.
Ambos  grupos coinciden  en  las  tareas  de
montaje y testeo del equipo y en el desarrollo
de las herramientas educativas. 
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RESUMEN 
Los cambios constantes de las tecnologías 
emergentes nos hacen reflexionar sobre cuán 
efectivo es el método tradicional de enseñanza. 
Los graduados deben ser competentes; no solo 
deben conocer los saberes de un área de 
conocimiento, sino también aplicarlos en 
futuros contextos profesionales. Para impulsar 
el aprendizaje basado en competencias, en 
particular en la ingeniería de software, es 
importante utilizar herramientas y aplicaciones 
específicas propias de la disciplina que 
permitan el aprendizaje de manera 
contextualizada y ubicua. Por otro lado, es 
necesario adaptar los criterios y estrategias de 
evaluación motivados por esta disrupción que 
permitan evaluar competencias y no saberes 
aislados. Un doble desafío: diseñar una 
infraestructura para poder brindar servicios de 
educación mediada por la tecnología y 
coadyuvar para que los estudiantes puedan 
aprender en forma colaborativa optimizando al 
máximo el proceso formativo. En este proyecto 
se propone la integración de plataformas 
tecnológicas para el aprendizaje ubicuo 
colaborativo, basado en competencias, en 
cursos vinculados con la ingeniería de 
Software, en particular, durante el proceso de 
modelado de software. 
. 
Palabras clave: Aprendizaje Colaborativo, 
Aprendizaje Basado en Competencias, 
Ingeniería de Software, Trabajo Colaborativo, 
UML. 
CONTEXTO 
El proyecto de investigación se implementa 
en la facultad de Tecnología Informática de la 
Universidad Abierta Interamericana (UAI).  
Alumnos de la universidad desde 2° año hasta 
5° año de la carrera de Ingeniería en Sistemas 
Informáticos, trabajan de manera articulada en 
las siguientes asignaturas relacionadas:  1) 
Metodologías de Desarrollo de Sistemas I y II 
(2° año). 2) Bases de Datos, Trabajo de 
Diploma y Trabajo de Campo I (3° año).  3) 
Seminario de Aplicación Profesional y Trabajo 
Final de Ingeniería (5° año).  
Materializando el proyecto se desarrolló 
una herramienta CASE que permite a 
estudiantes aprender e interactuar entre ellos 
con temas relacionados con la Ingeniería de 
Software (IS) y el modelado UML en un 
proyecto de software. Esto lo realizan de 
manera colaborativa y en forma evolutiva con 
un nivel de complejidad que se va 
incrementando en los sucesivos años conforme 
incrementan su nivel de competencia. 
El proyecto, por otro lado,  está en línea con  
el documento recientemente publicado por el 
Consejo Federal de Decanos de Ingeniería 
(CONFEDI) llamado “Propuesta de 
Estándares de Segunda Generación para la 
Acreditación de Carreras de Ingeniería en la 
República Argentina” [1], donde se incorporan 
las condiciones curriculares comunes sobre las 
Competencias de Egreso que un alumno debe 
acreditar para acceder a su graduación. 
1. INTRODUCCIÓN 
El 2020 será recordado como el “año de la 
pandemia”. En este contexto, la sociedad tuvo 
que reinventarse de manera obligada en casi 
todos los aspectos de la vida cotidiana.  
Como se pudo observar durante el 2020, 
uno de los aspectos que más sufrió el impacto 
del COVID-19, sin duda, fue la educación. Las 
instituciones educativas tuvieron que 
reestructurarse en muy poco tiempo para poder 
continuar operando de manera virtual y así 
lograr, parcialmente, sus objetivos. Por medio 
de la tecnología y las comunicaciones, gran 
parte de los alumnos continuaron estudiando, 
pero de manera virtual. Esto presentó nuevos 
desafíos: formar a los docentes en esta nueva 
modalidad y, además, implantar y adaptar 
sistemas pedagógicos e informáticos que 
permitieron lograr estos objetivos, en general, 
de manera parcial. Si bien esta realidad aceleró 
el proceso de cambio, también es cierto que 
durante los últimos años la educación ha ido 
cambiando sus métodos de aprendizaje 
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centrado en el docente a métodos de 
aprendizaje centrados en el alumno [2]. 
Desde el comienzo del proyecto de 
investigación [3]–[5] afirmamos que el cambio 
y la evolución de la tecnología generaron la 
necesidad de repensar el sistema educativo 
(cuyas raíces se originaron hace cientos de 
años). Esta afirmación y el COVID-19 como 
catalizador, nos obliga a ahondar, aún más, en 
las implicancias de la tecnología en la 
educación.  
Uno de los cambios más relevantes de los 
últimos tiempos es la capacidad actual de 
poder acceder a información de manera ubicua. 
Esto está vinculado, sin dudas, con la 
evolución en las Tecnologías de Información y 
Comunicación (TIC) [6], [7]. De esta manera, 
gracias a Internet y a los dispositivos móviles, 
el estudiante puede aprender de manera virtual, 
utilizar herramientas sincrónicas 
(videoconferencias, chat, etc.) y asincrónicas 
(foros y redes que promueven la interacción 
con otras personas), facilitándoles el 
aprendizaje colaborativo. 
Por este motivo, el trabajo colaborativo, las 
TIC y la enseñanza se pueden integran para 
crear entornos de aprendizaje colaborativo 
asistido por computadora. Esta integración se 
basa en el impacto social del trabajo 
colaborativo y las TIC en la educación que 
transforma la manera tradicional de 
enseñanza/aprendizaje. Esto conlleva varios 
cambios, entre ellos el Aprendizaje Basado en 
Competencias (ABC) y centrada en el alumno 
y el impacto de las TIC en los procesos de 
enseñanza y aprendizaje, para lo cual es 
necesario también modificar y adaptar los 
criterios y estrategias de evaluación motivados 
por esta disrupción [8]. 
Por un lado, el trabajo colaborativo 
apoyados en el concepto de Zona de Desarrollo 
Próximo (ZDP) propuesto por Vygotski a 
principios del siglo XX [9] y, por el otro, las 
TIC en el marco de las propuestas de e-
learning o blended learning. Esto sumado al 
desarrollo creciente de las TIC junto con el 
concepto de trabajo colaborativo, conforman 
los entornos de Trabajo Colaborativo Asistido 
por Computadora (CSCW). Este concepto, 
integrado en entornos de enseñanza y 
aprendizaje colaborativo, dio origen a los 
entornos de Aprendizaje Colaborativos 
Asistidos por Computadora (CSCL) [10].  
En el ámbito académico,  los nuevos 
estándares para la acreditación de carreras de 
ingeniería en la República Argentina (Libro 
Rojo de CONFEDI) [1] que proponen el ABC 
y están  centrado en el alumno,  dan cuenta de 
la necesidad de la integración de ambos 
modelos, además de considerar todas las 
herramientas de seguimiento y evaluación que 
sean requeridas por este paradigma (figura 1). 
 
Figura 1. Conformación del modelo CSCL 
 
Sin dudas, el estudio teórico de la Ingeniería 
de Software (IS) no es suficiente para 
comprender y resolver los problemas de 
cooperación y colaboración que surgen durante 
el desarrollo de un proyecto informático [11].  
Los estudiantes suelen centrar su esfuerzo 
en aspectos técnicos y asumen que los 
inconvenientes vinculados al trabajo en equipo 
no impactarán en el proyecto. En virtud de 
resolver el problema planteado previamente, 
Daniele et al. [12] proponen, para mejorar los 
aspectos comunicacionales, la integración de 
las plataformas CSCL con entornos 
especializados en la resolución de problemas 
prácticos y técnicos en un  proyecto de 
desarrollo de software; además, esta propuesta 
potencia el aprendizaje de la IS y permite el 
desarrollo de competencias profesionales y 
sistemáticas en el desarrollo de software [13].  
De la misma manera, tal como sucede en los 
procesos tradicionales de enseñanza, en los 
entornos CSCL, la evaluación cumple un rol 
muy importante. Según el estudio realizado en 
[14], en el modelo de enseñanza y aprendizaje 
de la IS mediado por tecnología, los 
estudiantes cumplen un papel de mayor 
protagonismo y responsabilidad y, en 
consecuencia, los docentes asumen un nuevo 
rol cuando es el alumno quien adquiere mayor 
autonomía en su proceso de aprendizaje a 
través de entornos virtuales. Esta autonomía es 
una característica distintiva de la enseñanza 
centrada en el estudiante. 
En este contexto, la evaluación es entendida 
como un proceso que promueve el aprendizaje 
con una finalidad formativa, más que como un 
proceso de control de resultados. Por 
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consiguiente, un proceso específico de 
enseñanza y aprendizaje en un entorno virtual 
colaborativo requiere también de un proceso 
de evaluación, autoevaluación y coevaluación 
y seguimiento acorde al modelo de aprendizaje 
colaborativo planteado por el concepto CSCL 
[8]. El énfasis en la educación centrada en el 
estudiante permite retomar el modelo de ABC, 
que también promueve reformular y adaptar 
los criterios y estrategias de evaluación 
motivados por la disrupción tecnológica que da 
origen a los entornos CSCL. 
En resumen, en este proyecto nos 
enfocamos en la enseñanza y el aprendizaje del 
modelado de software y utilizamos el estándar 
UML como lenguaje para especificar, 
construir, visualizar y documentar sistemas 
informáticos. Para esto proponemos el 
rediseño de un entorno CSCL específico para 
dicha área de conocimiento, con un enfoque 
centrado en el ABC.  
2. uCASE-CL 
Los modelos de aprendizaje colaborativo 
asistido por computadora están inmersos en un 
universo tecnológico ubicuo, basado en las 
TIC. Este tipo de modelo fue denominado 
uCSCL por Coto, et al [15], entre otros autores. 
El modelo CSCL está compuesto por tres 
dimensiones (Ciencias de la Computación, 
Psicología y Pedagogía), a éstas se agrega una 
cuarta dimensión que representa la tecnología 
subyacente que materializa el concepto de 
ubicuidad. 
La propuesta de uCASE-CL [6], [8], [16] se 
basa en la idea de ampliar el modelo  uCSCL 
mencionado para contar con un bloque 
funcional de evaluación integrando las 
herramientas de enseñanza y aprendizaje 
necesarias para áreas de conocimiento 
específico, como sucede con la IS y el 
modelado UML.  
El modelo uCASE-CL propuesto 
inicialmente no consideraba las herramientas 
necesarias para poder adoptar el sistema de 
ABC. Si bien estaba diseñado para centrar la 
educación en el alumno, no permitía definir 
competencias, resultados de aprendizaje y 
tampoco brindaba herramientas para obtener 
indicadores particulares sobre la evolución del 
aprendizaje y las competencias vinculadas. 
Por lo tanto, este modelo amplía el objetivo 
principal incorporando diferentes técnicas que 
permitan integrar la educación basada en 
competencias dentro de entornos virtuales 
colaborativos que, además, brinden 
información en tiempo real sobre la evolución 
de los resultados de aprendizaje vinculados 
con las competencias genéricas y específicas. 
3. APRENDIZAJE BASADO EN 
COMPETENCIAS 
La universidad debe preparar al estudiante 
en un entorno de competencias genéricas y 
específicas que les permitan afrontar los 
problemas que plantea esta sociedad 
cambiante.  
McClelland [17], en la búsqueda de una 
alternativa a las pruebas de aptitud e 
inteligencia tradicionales, desarrolló el 
concepto de “competencia” definido como una 
característica subyacente de una persona que le 
permite demostrar un desempeño superior en 
un determinado rol o situación, haciendo la 
diferencia entre personas con desempeño 
excelente versus personas con desempeño 
promedio.  
Por otro lado, el concepto de competencia 
engloba todo un conjunto de conocimientos, 
procedimientos y actitudes que se combinan, 
coordinan e integran, para que el individuo 
logre «saber conocer», «saber hacer», «saber 
ser» [18]. El dominio de estos saberes le 
permiten ser «capaz de» actuar con eficacia y 
eficiencia en situaciones que se le presenten 
[19]. En este sentido, la competencia no reside 
en los recursos (capacidades) sino en la 
movilización misma de los recursos. Para ser 
competente es necesario poner en juego el 
repertorio de recursos. Además, el aprendizaje 
por competencias ha promovido toda una 
renovación de las teorías psicopedagógicas de 
los aprendizajes, dando lugar a la evolución de 
los esquemas de referencia de la formación de 
profesionales [19]. 
En esta línea, Tobón [18] propone concebir 
las competencias cómo: “Procesos complejos 
de desempeño con idoneidad en determinados 
contextos, integrando diferentes saberes (saber 
ser, saber hacer, saber conocer y saber 
convivir), para realizar actividades y/o resolver 
problemas con sentido de reto, motivación, 
flexibilidad, creatividad, comprensión y 
emprendimiento, dentro de una perspectiva de 
procesamiento metacognitivo, mejoramiento 
continuo y compromiso ético, con la meta de 
contribuir al desarrollo personal, la 
construcción y afianzamiento del tejido social, 
la búsqueda continua del desarrollo 
económico-empresarial sostenible, y el 
cuidado y protección del ambiente y de las 
especies vivas”. 
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4. EVALUACIÓN Y 
COMPETENCIAS 
Tal como planteó Perrenoud [20], las 
competencias son invisibles y sólo son 
abordables a través de los desempeños 
observables, por lo tanto, en línea con Zapata 
[21] éstas deben ser observables y evaluables y 
esto sucede, básicamente, por medio de las 
conductas que los sujetos generan ante 
diversos problemas en contextos cambiantes. 
Esto plantea la necesidad de la sustitución o 
coexistencia de procedimientos, herramientas 
y formas de evaluar los saberes por medio de 
procesos descriptivos o conceptuales 
(exámenes, pruebas de destreza, problemas 
teóricos, etc.) por otros métodos donde se 
tenga en cuenta la simulación real de casos 
prácticos, con metodologías de indagación, de 
investigación formativa, con elaboración de 
proyectos, etc. Todo esto bajo la observación 
del docente sobre aquellos aspectos de 
desenvolvimiento personal del alumno en la 
ejecución de tareas y resolución de problemas. 
Como consecuencia, el ABC requiere un 
sistema de evaluación variado, debido a que 
cada competencia tiene componentes muy 
distintos que necesitan procedimientos 
diversos para ser evaluados correctamente 
[22]. La evaluación por competencias se basa 
en el acceso a fuentes múltiples y variadas de 
información con el fin de determinar si los 
estudiantes han alcanzado el nivel esperado de 
desarrollo de competencias, así como un grado 
suficiente de dominio de los recursos 
vinculados a cada competencia [21]. 
Si bien existen diversas metodologías de 
evaluación de competencias [23], en la 
actualidad uno de los mejores instrumentos, 
son las rúbricas, debido a su facilidad de uso y 
a la oportunidad de obtener aspectos 
complejos, imprecisos y subjetivos [2], [14]. 
Por otro lado, los entornos CSCL amplían 
las posibilidades de trabajo grupal sincrónico y 
asincrónico, con la consecuente necesidad de 
realizar la evaluación bajo el mismo esquema. 
Según Zapata [24], cuando se evalúa en un 
entorno virtual de aprendizaje, es necesario 
también la comunicación de los resultados que 
ayudan al estudiante a comprender el nivel de 
adquisición de una competencia determinada. 
En estos entornos, es fundamental el concepto 
tradicional de retroalimentación o feedback 
propuesto por los entornos virtuales. Sin 
embargo, en los entornos virtuales 
colaborativos, es necesario medir también el 
nivel de participación de un estudiante dentro 
de un equipo de trabajo, por ejemplo, por 
medio de la cantidad de mensajes enviados, 
tomando en cuenta aspectos semánticos y de 
relevancia en cuanto a cómo son estos 
mensajes, su influencia en otros estudiantes, si 
son respondidos, etc. 
Por otro lado, un aspecto a tener en cuenta 
en la evaluación en los entornos virtuales está 
vinculado con la dificultad, por un lado, de 
garantizar la acreditación de la autoría del 
alumno como, así también, identificar si las 
competencias manifestadas corresponden con 
el individuo que se evalúa [25]. Esto implica 
un desafío en el diseño y utilización de 
métodos e instrumentos que contemplen los 
aspectos anteriormente planteados en la 
evaluación competencias en entornos CSCL. 
En esta línea, Heberling  y Flint [26] 
afirman que el mantenimiento de la integridad 
académica es un reto en ambas modalidades: la 
tradicional y en línea. Además, amplían el 
concepto explicando que, si bien es imposible 
erradicar el engaño por completo, se puede 
minimizarlo concientizando al comienzo de 
cada curso las implicancias del fraude en 
cuanto a sanciones y resultados académicos. 
5. LÍNEAS DE INVESTIGACIÓN Y 
DESARROLLO 
El presente trabajo está identificado como 
proyecto de investigación y desarrollo en el 
Centro de Altos Estudios en Tecnología 
Informática (CAETI), dentro de la línea de 
investigación Sociedad del Conocimiento y 
Tecnologías aplicadas a la educación. 
Además, el proyecto se ramifica en 
diferentes áreas temáticas específicas, a saber: 
1) Desarrollo y evaluación de competencias en 
la ingeniería de software en entornos virtuales 
de aprendizaje colaborativo, 2) Aprendizaje 
por competencias y computación cognitiva, 3) 
Analítica de aprendizaje y análisis de datos. 4) 
Enseñanza de IS a personas con capacidades 
limitadas.  5) Estudios empíricos sobre 
modelos de enseñanza de aprendizaje. 6) 
Estilos de aprendizaje y personalización de la 
enseñanza y, por último, 6) Desarrollo de 
herramientas CASE integrada con los 




i. Resultados obtenidos: 
1) Desarrollo, diseño e implementación del 
prototipo de una herramienta CASE 
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colaborativa ubicua multiplataforma, 
denominada UAI Case. 2) Diseño de una 
plataforma académica colaborativa 
multiplataforma para evaluación, seguimiento, 
interacción y coordinación de proyectos 
informáticos. 3) Definición y especificación de 
los bloques funcionales necesarios para 
determinar un proceso específico en la 
enseñanza y aprendizaje de modelados en la 
IS.  
ii. Objetivos Futuros / Resultados 
esperados: 
1) Diseñar herramientas que permitan 
integrar el concepto de ABC junto con 
herramientas que faciliten evaluar y realizar 
seguimientos en entornos colaborativos (UAI 
Case). 2) Generar indicadores en tiempo real 
que permitan medir la evolución de los saberes 
y competencias en el ABC. 3) Obtener un 
conjunto de indicadores que permitan medir el 
rendimiento de un equipo virtual de trabajo 
durante el proceso de enseñanza y aprendizaje 
de la IS. 4) Realizar la evaluación empírica del 
prototipo de la herramienta UAI Case por 
medio de la definición de un método de 
evaluación basado en métricas. 5) Desarrollar 
sistemas de tutorías inteligentes mediante la 
implementación de tutores cognitivos que 
imiten el rol del profesor, guíen el desarrollo 
del aprendizaje y ofrezcan pistas a los 
estudiantes cuando están atascados en un 
problema. 6) Utilizar analíticas del aprendizaje 
que permitan, mediante la medición, 
recopilación y análisis de datos de los 
estudiantes durante el proceso de enseñanza 
aprendizaje, detectar los errores más comunes 
y proporcionen una respuesta en tiempo real al 
estudiante. 
7. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo está formado, además 
de los integrantes que encabezan este trabajo, 
por 9 estudiantes de posgrado (doctorado en 
ciencias informáticas, maestría en tecnología 
informática y especialización en ingeniería de 
software) quienes están desarrollando sus 
respectivas tesis y trabajos finales en temas 
vinculados al proyecto: Fernando Parra, Jorge 
Lomoro, Silvia Poncio Gabriela Iannantuoni, 
Jorge Zarate, Marcelo Monferrato, Juan 
Facundo Oliva, Charles Maldonado, Nelson 
Garrido.  
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RESUMEN 
La incorporación de las Tecnologías de la 
Información y Comunicación (TIC) en la 
Educación ha permitido extender los am-
bientes de enseñanza y aprendizaje, para 
así poder desarrollar ambientes virtuales 
colaborativos e interactivos, con el uso de 
diferentes materiales educativos digitales 
que permitan el logro de los objetivos.  
Adicionalmente, En los últimos años, el 
desarrollo de Repositorios Institucionales 
(RI) de acceso abierto ha sido un tema prio-
ritario en las políticas de educación, ciencia 
y técnica de muchos países, y en particular, 
en las universidades públicas de Argentina, 
aprobándose la Ley 26899 de Repositorios 
Institucionales (RI), y en los otros niveles 
educativos las Bibliotecas Escolares con la 
aprobación de la Ley 26.917 sobre el Sis-
tema Nacional de Bibliotecas Escolares y 
Unidades de Información Educativa. 
Esta línea de I+D+i corresponde al diseño, 
desarrollo e implementación de proyectos 
que fortalezcan la investigación y las dife-
rentes labores relacionadas con la gestión 
del conocimiento en cuanto a la visibilidad 
web y la preservación de la producción 
educativa y académica de la UNdeC y de 
las instituciones intervinientes. 
Dentro de esta línea de trabajo se encuen-
tran el desarrollo de Repositorios Institu-
cionales (RI), Objetos de Aprendizaje 
(OA) y el movimiento de Acceso Abierto 
(AA); tanto en lo que respecta a los aspec-
tos técnicos vinculados a ellos, como a su 
utilización y uso como productos útiles en 
el proceso de enseñanza – aprendizaje en 
los diferentes niveles educativos.  
 
Palabras clave: repositorios instituciona-
les, objetos de aprendizaje, material educa-
tivo digital, acceso abierto. 
CONTEXTO 
Actualmente la UNdeC se encuentra traba-
jando sobre una política de fortalecimiento 
de las carreras en su modalidad presencial 
con el fin de poder llegar a lugares más dis-
tantes de la región, comenzando paso a 
paso a transitar el camino de la virtualidad 
con el desarrollo de nuevas carreras. A par-
tir del año 2013 se implementó el campus 
virtual institucional en http://campus.un-
dec.edu.ar, sobre la plataforma E-ducativa, 
con aulas virtuales como soporte a la ense-
ñanza presencial. Se crea el área de Tecno-
logías de la Información y la Comunica-
ción en la Educación, que tiene a cargo la 
implementación de los servicios de educa-
ción a distancia, campus virtual UNdeC, 
sistemas de videoconferencias y capacita-
ción y soporte para la inclusión de TIC en 
propuestas pedagógicas. Modalidad que se 
fue fortaleciendo durante todo el año 2020 
y que posibilitó, durante del aislamiento 
social y preventivo impuesta por la pande-
mia por COVID-19, que los estudiantes pu-
dieran mantener el cursado con regulari-
dad, inclusive posibilitando que muchos de 
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ellos pudieran egresar con su título univer-
sitario. 
En el año 2018 se inician las gestiones y el 
trabajo para la implementación del Reposi-
torio Institucional adquiriendo durante el 
primer semestre 2019, un servidor de gran 
porte para tal fin.   
En este marco esta línea de I+D+i corres-
ponde al diseño, desarrollo e implementa-
ción de proyectos que fortalezcan la inves-
tigación y las diferentes labores relaciona-
das con la gestión del conocimiento en 
cuanto a la visibilidad web y la preserva-
ción de la producción educativa y acadé-
mica de la UNdeC y de las instituciones in-
tervinientes.  
La Resolución Rectoral UNdeC N° 155/20 
aprueba el financiamiento y ejecución del 
proyecto “Metodología para el diseño y 
construcción de objetos de aprendizaje ba-
sada en criterios de calidad” presentado en 
la convocatoria FICyT UNdeC (Financia-
miento para estímulo y desarrollo de la In-
vestigación Científica y Tecnológica), pe-
ríodo de ejecución 2020-2022. El proyecto 
propone una metodología para el diseño y 
construcción de OA, que incluya técnicas 
de evaluación de calidad orientado a reali-
zar el proceso de evaluación desde diferen-
tes enfoques, definiendo un conjunto de ca-
racterísticas que debe cumplir el objeto, 
asociadas a diferentes visiones y actores 
que intervienen en el proceso de análisis, 
construcción y evaluación. Esta temática 
forma parte del proyecto de tesis de maes-
tría de uno de los integrantes del equipo de 
trabajo que vienen trabajando en la UNdeC 
en colaboración con otras instituciones del 
país y del extranjero a través de los proyec-
tos “Red para la Integración de Universida-
des en el uso de TIC para la Inclusión en la 
Educación Superior" aprobado en la 7 Con-
vocatoria a Redes Internacionales, año 
2013, el proyecto “Red para la creación y 
publicación de objetos virtuales de apren-
dizajes de calidad en Repositorios Institu-
cionales” aprobado en la 9 Convocatoria a 
Redes Internacionales,  2016-2017, y el 
Proyecto “Repositorios Digitales con Con-
tenidos Orientados a las Necesidades de 
Escuelas Rurales (ER)” por Resolución CE 
N° 1055/15 convocatoria de Proyectos de 
Desarrollo Tecnológico y Social (PDTS), 
2016-2018, presentado en el marco del 
Plan de Fortalecimiento de la Investigación 
Científica, el Desarrollo Tecnológico y la 
Innovación en las Universidades Naciona-
les (Ac. Pl. Nº 676/08 y Nº 687/09) y del 
Reglamento PDTS–CIN (Ac. Pl. Nº 
901/14), del Consejo Interuniversitario Na-
cional y el CONICET.  
En el marco de esta línea de investigación 
en diciembre de 2020 se defendió y aprobó 
un Trabajo Final para la obtención del tí-
tulo de grado Licenciado/a en Sistemas de-
nominado “Sistema de evaluación de mé-
tricas de calidad de Objetos de Aprendi-
zaje”. 
INTRODUCCIÓN 
La incorporación de las Tecnologías de la 
Información y Comunicación (TIC) en la 
Educación ha permitido extender los am-
bientes de enseñanza y aprendizaje, para 
así poder desarrollar ambientes virtuales 
colaborativos e interactivos, con el uso de 
diferentes materiales educativos digitales 
que permitan el logro de los objetivos. Es 
por ello, que en el ámbito educativo se ha 
impuesto un nuevo concepto que busca la 
reutilización, permanencia, interoperabili-
dad, accesibilidad y compatibilidad de re-
cursos digitales para el desarrollo de cursos 
y programas de formación en línea a través 
de la Web, los llamados Objetos de Apren-
dizaje (OA). Lo que distingue a un OA de 
un material educativo digital es la introduc-
ción de información autodescriptiva, ex-
presada a través de los metadatos, conjunto 
de atributos o elementos que permiten des-
cribir al objeto, es decir son entidades ge-
neralmente entregadas a través de Internet 
y diseñadas con el fin de que sean utiliza-
das y reutilizadas en múltiples contextos 
educativos [1] [2].  
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En los últimos años, el desarrollo de Repo-
sitorios Institucionales (RI) de acceso 
abierto ha sido un tema prioritario en las 
políticas de educación, ciencia y técnica de 
muchos países, y en particular, en las uni-
versidades públicas de Argentina, aprobán-
dose la Ley 26899 de Repositorios Institu-
cionales (RI), y en los otros niveles educa-
tivos las Bibliotecas Escolares con la apro-
bación de la Ley 26.917 sobre el Sistema 
Nacional de Bibliotecas Escolares y Unida-
des de Información Educativa.  
Los RI tienen como propósito recopilar, ca-
talogar, gestionar, acceder, difundir y pre-
servar información, permitiendo entre otras 
cosas el acceso libre y gratuito a todos los 
recursos que los conforman [3] [4].  
El desarrollo de Repositorios Instituciona-
les (RI) de acceso abierto ha sido un tema 
prioritario en las políticas de educación, 
ciencia y técnica de muchos países [5]. Un 
RI puede integrar a los OA en los denomi-
nados Repositorios de Objetos de Aprendi-
zaje (ROA), bibliotecas digitales especiali-
zadas, orientados a facilitar la búsqueda y 
recuperación de los OA de manera que 
puedan ser utilizados en diversos ambien-
tes educativos [6].  
Sin embargo, no es suficiente con que estos 
materiales educativos estén disponibles, se 
requiere que cumplan con un alto nivel de 
calidad de modo que permita mayores po-
sibilidades de lograr los objetivos de apren-
dizaje esperados en los estudiantes [7]. El 
factor más importante para alcanzar el 
éxito en la educación es el grado con el cual 
los docentes son capaces de producir acti-
vidades estructuradas, con una buena apli-
cación de la tecnología. Aquí es donde en-
tran a jugar un papel importante los conte-
nidos y su diseño en forma de OA. 
Para optimizar la creación de los OA se han 
diseñado varias metodologías que apoyan 
su proceso de desarrollo y construcción [8]. 
Si bien se han propuesto enfoques que per-
miten evaluarlos teniendo en cuenta dife-
rentes criterios y técnicas, no se cuenta con 
modelos de evaluación generalizados que 
permitan identificar el nivel de calidad de 
estos recursos integrando diferentes di-
mensiones [7] [9]. 
La mayoría de las estrategias de evaluación 
propuestas se enfocan en pocos criterios y 
están orientadas a un conjunto específico 
de OA, son pocos los modelos de evalua-
ción que integren evaluaciones automáti-
cas con respuestas de usuarios y expertos, 
que permitan evaluar aspectos visuales, de 
contenido y pedagógicos, entre otros [9]. 
Estos involucran diferentes usuarios rela-
cionados con los OA almacenados en repo-
sitorios y los resultados sirven para ordenar 
los resultados de búsqueda, es decir que se 
perfilan como herramientas de gestión de la 
calidad de OA publicados en repositorios. 
En esta línea de I+D+i se propone una me-
todología para la construcción de OA, que 
está orientada a realizar el proceso de eva-
luación de calidad desde diferentes enfo-
ques y durante el desarrollo de cada una de 
sus fases. Es decir, una metodología que se 
convierta en referente a la hora de planear 
y desarrollar OA aportando al proceso una 
organización interna, la identificación y se-
lección de las competencias a desarrollar, 
así como el tipo de actividades cognitivas 
y de evaluación, garantizando la calidad de 
los OA construidos mediante la implemen-
tación de técnicas de evaluación de calidad 
tanto en el diseño instruccional y como en 
el diseño tecnológico de los OA en las di-
ferentes fases de su desarrollo. 
LÍNEAS DE INVESTIGACIÓN y 
DESARROLLO 
• Objetos de aprendizaje. 
• Repositorios institucionales y bibliote-
cas digitales. 
• Gestión de la información y el conoci-
miento. 
• Sistemas de información web y bases de 
datos. 
• Índices bibliométricos. 
• Interoperabilidad. 
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• Preservación digital. 
• Recuperación de la información. 
OBJETIVOS 
El desarrollo de esta línea de investigación 
está permitiendo cumplir con los siguientes 
objetivos: 
• Comprender los problemas y las tenden-
cias asociadas a la producción abierta 
del conocimiento, el uso y la difusión. 
• Fortalecer la visibilidad web de la UN-
deC y de las instituciones intervinientes. 
• Fomentar la formación de habilidades y 
conocimientos relacionados con los OA 
y los RI. 
• Caracterizar las diferentes estrategias y 
técnicas de evaluación de calidad de los 
OA.  
• Definir las fases, criterios de calidad y 
técnicas de evaluación de calidad de 
para la construcción de OA. 
• Desarrollar una metodología para el di-
seño y construcción de OA basada en 
criterios de calidad. 
• Entender y valorar el movimiento mun-
dial de Acceso Abierto y señalar las vías 
de su materialización.  
• Implementar un Repositorio Institucio-
nal para visualizar los diferentes recur-
sos educativos y académicos que se pro-
duzcan.  
• Depositar y preservar los producción 
educativa y académica de la UNdeC y 
de las instituciones intervinientes. 
• Definir e implementar políticas de reco-
pilación, distribución y mantenimiento 
para el funcionamiento del RI. 
RESULTADOS 
OBTENIDOS/ESPERADOS 
• Curso a nivel de postgrado llamado 
“Gestión de la Información Académica 
y Científica”. 
• Desarrollo de un proyecto de asignatu-
ras sobre las Bibliotecas Digitales para 
presentarse en dos universidades [10] y 
otras que lo puedan requerir. 
• Desarrollo de talleres para la formación 
de habilidades y conocimientos relacio-
nados con los RI, los OA y su construc-
ción. 
• Caracterización de las diferentes estra-
tegias y técnicas de evaluación de cali-
dad de los OA. 
• Desarrollo de una metodología de cons-
trucción de OA que incluya técnicas de 
evaluación de calidad. 
• Implementación de un repositorio de 
para la gestión los recursos educativos y 
académicos de la UNdeC y de las insti-
tuciones intervinientes. 
FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo está formado por do-
centes investigadores categorizados y otros 
en formación especializados bibliotecas di-
gitales, repositorios institucionales y en en-
señanza en entorno virtuales de aprendizaje 
y estudiantes de las carreras Ingeniería en 
Sistemas y Licenciatura en Sistemas. 
Tres de los miembros del equipo poseen 
formación de postgrado: un Doctor en 
Ciencias Informáticas, un Magister en In-
formática y un Especialista en Entornos 
Virtuales de aprendizaje. Dos integrantes 
se encuentran en la etapa de desarrollo de 
su trabajo de tesis para obtener el título de 
Magister en Informática uno y otro de Ma-
gister en Enseñanza en Entornos Digitales. 
Tres miembros están cursando la Especia-
lización en inteligencia de datos orientada 
a Big Data.    
En diciembre de 2020 una de las integran-
tes del equipo defiende y aprueba su Tra-
bajo Final para la obtención del título de 
grado Licenciado/a en Sistemas, denomi-
nado “Sistema de evaluación de métricas 
de calidad de Objetos de Aprendizaje”, con 
la dirección y asesoramientos de los inte-
grantes de este equipo de trabajo. Otro de 
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los integrantes es estudiante avanzado de la 
carrera Licenciatura en Sistemas. 
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Este trabajo presenta y describe algunas de las líneas 
de investigación y desarrollo del subproyecto 
“Metodologías y herramientas para la apropiación de 
tecnologías digitales en escenarios educativos 
híbridos”, correspondiente al Instituto de Investigación 
en Informática LIDI. Se detallan más específicamente 
los avances y resultados del año 2020, e inicios del 
2021. 
Este subproyecto aborda la investigación, desarrollo e 
innovación en el área de tecnologías digitales para 
escenarios educativos. Se estudian metodologías y 
herramientas para el diseño y desarrollo de diferentes 
sistemas de interés para escenarios educativos, en los 
que se entraman diferentes dispositivos, contextos, 
formas de acceso y dinámicas de trabajo. Además, se 
participa fuertemente en la formación de recursos 
humanos en el área y en la cooperación con otras 
universidades del país y del exterior. 
Palabras clave: materiales educativos digitales, 
entornos digitales para el aprendizaje, juegos serios, 
herramientas colaborativas 
CONTEXTO 
Este subproyecto llamado “Metodologías y 
herramientas para la apropiación de tecnologías 
digitales en escenarios educativos híbridos” forma 
parte de un proyecto más general titulado: 
“Metodologías, técnicas y herramientas de Ingeniería 
de Software en escenarios híbridos. Mejora de 
proceso” (período 2018-2021), perteneciente al 
Instituto de Investigación en Informática LIDI, de la 
Facultad de Informática de la Universidad Nacional de 
La Plata y acreditado por el Ministerio de Educación 
de la Nación. En el marco de este proyecto se trabaja 
interdisciplinariamente y se llevan adelante diferentes 
cooperaciones. 
1. INTRODUCCION 
El subproyecto se estructura en diferentes ejes 
temáticos en el que se tienen en común la investigación 
en metodologías y herramientas para: 
 
A. El diseño y desarrollo de entornos para el 
escenario educativo, y materiales hipermediales 
para el estudio, con diferente granularidad y 
paradigmas. 
B. La mediación y el seguimiento de actividades 
colaborativas en escenarios educativos, con 
indicadores y visualización del proceso 
subyacente. 
C. La creación de juegos serios educativos con 
diferentes paradigmas de interacción que 
combinan el mundo físico y digital. 
 
Estos ejes son de actualidad en la agenda de 
investigación nacional e internacional. Como es sabido 
el aprendizaje no solo se enmarca en las interacciones 
que ocurren cuando los estudiantes y docentes se 
encuentran en el marco de una clase, en espacios y 
tiempos específicos (Carvalho and Yeoman, 2021). En 
los procesos educativos cada vez toman más relevancia 
la variedad de actividades que se llevan adelante, que 
implican el uso de diferentes ecosistemas de 
herramientas y experiencias con tecnologías digitales, 
en diferentes entornos y entramados sociales (Dabbagh 
& Fake, 2017; Osorio, 2010). En el marco de estas 
actividades se combinan instancias de reflexión 
personal con tareas de colaboración. 
Es por ello que bajo estas consideraciones, se 
investigan en este proyecto diferentes diseños de 
materiales educativos digitales, que favorecen la 
reflexión, y la apropiación por parte del estudiante de 
los contenidos y habilidades que se le proponen. Se 
está trabajando en el tema de diseño de objetos de 
aprendizaje, en frameworks para su diseño y desarrollo 
y metodologías específicas para su creación (Violini, 
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Sanz & Pesado, 2020). Se aborda también el concepto 
de granularidad de estos materiales, y su 
estandarización (Allen & Mugisa, 2010) para la 
integración y recuperación desde distintos entornos 
tecnológicos, y su ensamblaje para la conformación de 
itinerarios. Para su recuperación y para la creación de 
itinerarios se estudian sistemas recomendadores y 
ensambladores, para ellos se trabaja con repositorios 
estructurados, entornos virtuales de enseñanza y 
aprendizaje y plataformas de MOOC (Gasparetti, De 
Medio, Limongelli, Sciarrone, Temperini, 2018; 
Astudillo, Sanz & Santacruz, 2017). Aquí un tema 
relevante es la metaanotación de los materiales 
educativos (Mouriño-García, Pérez-Rodríguez, Anido-
Rifón, Fernández-Iglesias, & Darriba-Bilbao, 2018), 
que permiten la aplicación de diferentes tipos de 
sistemas recomendadores  
Se está realizando, además, una tesis de maestría que 
propone un prototipo de simulador de entrevistas 
laborales como herramienta de formación inclusiva 
para adultos postlocutivos que utilizan ayudas auditivas 
conforme a los principios de accesibilidad. 
También se trabaja en el diseño de entornos orientados 
a la enseñanza, el aprendizaje y la colaboración. Se 
abordan el diseño de entornos 3D con avatares, e 
investigaciones sobre indicadores de mediación de la 
colaboración que pueden aportar a la autorregulación 
del estudiante y del grupo (Dieser, Sanz, Zangara, 
2019). Se aplican técnicas y herramientas de mirroring 
que permiten reflejar el proceso de trabajo de un grupo, 
su interacción y producción (van Leeuwen & Rummel, 
2020; Zangara & Sanz, 2020, 2019) 
Finalmente, se viene trabajando fuertemente en el eje 
de juegos serios digitales, en metodologías para su 
diseño, desarrollo y evaluación. Los juegos serios son 
aquellos que tienen un objetivo caracterizante además 
del entretenimiento (Dörner, Effelsberg, Göbel & 
Wiemeyer, 2016). En el proyecto se crean juegos serios 
educativos que se aplican diferentes contextos y que 
integran diferentes paradigmas de interacción persona 
– ordenador, buscando aprovechar las posibilidades del 
contexto físico y virtual.   
En todos los ejes se abordan enfoques participativos y 
de codiseño para involucrar a docentes y a estudiantes 
en el diseño de la tecnología apropiada para generar 
soluciones centradas en las necesidades de las personas 
que se verán afectadas al utilizarlas (Gros & Durall, 
2020). 
Cabe señalar que las líneas de I+D+I que se abordan se 
vinculan con las temáticas de la Maestría y 
Especialización en Tecnología Informática Aplicada en 
Educación de la misma Facultad, por lo que esta 
vinculación favorece el desarrollo de tesis y trabajos 
finales en estos temas. 
2. LINEAS DE INVESTIGACION / 
DESARROLLO/ INNOVACIÓN 
Se presentan aquí las principales líneas de 
investigación, desarrollo e innovación abordadas en el 
marco del proyecto: 
 Entornos digitales para la mediación de procesos 
educativos. Integración de nuevas funcionalidades 
y formas de acceso a estos espacios, trazabilidad 
de las actividades, estándares. Estrategias para el 
diseño e implementación de estos tipos de 
entornos. 
 Materiales educativos digitales. Metodologías para 
su diseño y producción. Objetos de aprendizaje. 
Multimedia e hipermedia en escenarios educativos. 
Nuevos entramados de medios, soportes y 
lenguajes.  
 Integración de TIC en procesos educativos. 
Hibridación de las modalidades educativas. Diseño 
de MOOC. 
 Juegos Serios con diferentes paradigmas de 
interacción. Metodologías para su creación. 
 Trabajo colaborativo mediado por TICs. 
Autorregulación y capacidades metacognitivas 
como factores claves para su desarrollo.  
Conceptualización, análisis y desarrollo de 
software y metodologías.  Actividades 
colaborativas aprovechando dispositivos móviles. 
En el proyecto participan investigadores formados, en 
formación, becarios, tesistas y alumnos de grado. 
3. RESULTADOS OBTENIDOS 
Se presentan aquí los principales resultados que se han 
alcanzado en el período 2020 - inicios de 2021. Para 
ello se organizan de acuerdo a los principales ejes 
mencionados del proyecto. 
 
A. El diseño y desarrollo de entornos para el 
escenario educativo, y materiales hipermediales 
para el estudio, con diferente granularidad y 
paradigmas 
 
En esta línea se avanzó en las mejoras del entorno 
IDEAS1 (entorno virtual de enseñanza y aprendizaje - 
EVEA). Se está realizando una actualización de las 
tecnologías subyacentes (migración a versiones 
actuales de symphony), y el rediseño de su look & feel 
para atender a las demandas de su constante 
utilización. Durante el período de la pandemia se ha 
profundizado el aprovechamiento de este desarrollo 
que se vincula con este proyecto de investigación. Se 
ha puesto el foco en el uso de sus herramientas de 
autoevaluación, de tareas, y de estadísticas, 
encontrando necesidades de mejora. Se han definido 
estrategias de mediación de los contenidos de las 
carreras de la Facultad de Informática utilizando este 
                                                        
1 Proyecto IDEAS: 
https://proyectoideas.info.unlp.edu.ar/ 
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EVEA. Se avanzó también en el uso con fines de 
autoevaluación del juego Desafiate integrado con la 
herramienta de evaluación de IDEAS (Archuby, Sanz 
& Manresa, 2020).  
Se finalizó un trabajo de especialización sobre calidad 
de entornos virtuales de enseñanza y aprendizaje, 
dirigido por un miembro del proyecto (Ochoa Roblez, 
Astudillo & Esponda, 2020), y se dará continuidad al 
tema con una tesis de maestría (Ochoa Roblez, 
Esponda, Gorga & Astudillo, 2020). 
Al mismo tiempo, durante 2020 se avanzó en la tesis 
doctoral referida a entornos 3D para el aprendizaje de 
personas con discapacidad auditiva (Fachal, Abásolo, 
Sanz, 2019). Se creo un servidor propio de OpenSim2 
con diferentes escenarios preparados para el trabajo de 
campo. Se estudiaron diferentes alternativas para la 
comunicación de personas sordas en este espacio y se 
está creando un tablero para expresar emociones 
mediante movimientos del avatar. 
Se llevó a cabo un avance en el estudio de aplicaciones 
móviles para personas con discapacidad auditiva. Esta 
línea se realizó en el marco de un trabajo de 
cooperación con la UIB y la UNSE. 
En relación con los temas vinculados al diseño y 
desarrollo de materiales educativos hipermediales, se 
realizó la producción de nuevos materiales educativos, 
en particular se crearon objetos de aprendizaje 
orientados a diferentes áreas, y se integraron al 
repositorio creado en el marco del proyecto para su 
difusión: http://roa.info.unlp.edu.ar. Además, se 
finalizó una tesis de maestría relacionada con el diseño 
y producción de un material hipermedial para el área de 
Química, dirigida por dos miembros del proyecto 
(García, Bertone, & Gorga, 2020). En el tema de 
objetos de aprendizaje se avanzó en el framework para 
la creación de OA (Violini, Sanz, & Pesado, 2020) para 
el que se está llevando adelante un proceso de 
prototipos evolutivos con diseño participativo.  
Al mismo tiempo, como parte de este eje se trabajó en 
la creación de una metodología para guiar el diseño de 
MOOC, que se plasmó en un documento y se utilizó en 
el marco del proyecto Cap4city (Erasmus). Su 
aplicación se realizó tanto para la creación de cursos en 
el marco de este proyecto como en instancias de 
capacitación para formación de formadores (Zangara & 
Sanz, 2020). 
 
B. La mediación y el seguimiento de actividades 
colaborativas en escenarios educativos, con 
indicadores y visualización del proceso subyacente 
 
Como resultado de este eje se está dirigiendo una tesis 
doctoral en la que se diseñan herramientas para el 
seguimiento y visualización de procesos colaborativos 
en escenarios educativos. La tesis se desprende de 
trabajos previos del proyecto, relacionándose en forma 
                                                        
2 http://opensimulator.org/wiki/Main_Page 
directa con la metodología MetSCIN que propone, 
entre otras cosas, un conjunto de indicadores para 
analizar procesos colaborativos y reflejarlos a partir del 
uso de estrategias de mirroring (Zangara & Sanz, 
2019). MetSCIN se aplica todos los años en el marco 
de una actividad colaborativa en un curso de postgrado 
de la Facultad de Informática. 
Al mismo tiempo, se finalizó una tesis de maestría que 
se vincula con estrategias de colaboración entre 
docentes y alumnos para potenciar visitas guiadas a 
centros interactivos de ciencia y tecnología (Dávila, 
Fernández & Gorga, 2020). En 2020, también se 
abordó un tema transversal a los distintos ejes del 
proyecto, que se enfoca en analizar la autorregulación 
de los estudiantes en procesos educativos con 
mediación tecnológicas, y su vinculación con el 
rendimiento académico. Se difundieron los resultados 
de la investigación realizada en el marco del trabajo de 
Especialización de Dieser, Sanz & Zangara (2019), se 
escribió un capítulo de libro  (Dieser, Sanz & Zangara, 
2020) y se encaminó su profundización a partir de su 
continuación en su tesis de maestría. 
C. La creación de juegos serios educativos con 
diferentes paradigmas de interacción que 
combinan el mundo físico y digital. 
 
Se continúa en este eje con la investigación sobre el 
diseño, la creación, la evaluación y la puesta en 
práctica de juegos serios educativos. Se finalizó una 
tesis de maestría relacionada en la que se investigaron 
metodologías para el diseño de juegos serios 
educativos, relevando un total de 38 trabajos sobre esta 
temática. Se propuso además una nueva metodología, 
llamada DIJS, con el fin de abordar aspectos no 
considerados en los estudios previos. Se llevó a cabo 
un juicio de expertos sobre esta propuesta y su 
validación a través de un estudio de caso (Archuby, 
Sanz & Pesado, 2020; Archuby, Sanz, Manresa-Yee, 
2020). También se aborda el tema de juegos serios en 
cooperación con la Universidad Nacional de Río 
Negro, donde se dirige un proyecto vinculado a estas 
temática (Lovos et al., 2020).  
Se ha finalizado un tesis de maestría, dirigida por uno 
de los miembros del proyecto, que se orientó a 
gamificar procesos educativos, si bien no se relaciona 
en forma directa con este eje, algunas de las estrategias 
usadas en la gamificación provienen del mundo de los 
juegos serios (Hunicken & Gonzalez, 2020). 
En el último año, se han creado diferentes juegos serios 
como parte de la investigación, entre ellos, se 
mencionan: Albores que combina la interacción 
tangible con las posibilidades de los entornos 
inmersivos, y el juego Innovática basado en realidad 
virtual, entre otros. Parte de estos desarrollos se 
aplicaron en talleres y charlas con escuelas que se 
abordan a partir del Proyecto Nexos y de las acciones 
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del Centro de Innovación y Transferencia de la 
Facultad de Informática. 
En cuanto a los proyectos vinculados con la temática y 
los acuerdos de cooperación, el III- LIDI participa en 
los siguientes: 
 Se cuenta con un acuerdo de colaboración en estos 
temas con la Universidad de Zaragoza y se trabaja en 
forma conjunta. 
 Se tienen un acuerdo de cooperación con la 
Universidad de Islas Baleares, en particular se trabaja 
con el Departamento de Ciencias Matemáticas e 
Informática. En este contexto se dirigen tesis y se 
participa de proyectos conjuntos. 
 Se finalizó la participación en el proyecto 
REFORTICCA: Recursos para el Empoderamiento de 
FORmadores en TIC, Ciencias y Ambiente. Proyecto 
que se desarrolla en el marco de los Proyectos de 
Innovación y Transferencia en Áreas Prioritarias de la 
Pcia. de Buenos Aires (PIT-AP-BA) con presentación 
de informe. 
 Se participa del Proyecto Nexos de articulación 
entre la escuela y la universidad, a partir del cual se 
llevan a cabo acciones con diferentes escuelas de la 
región de La Plata y se participa de ferias y 
exposiciones de ciencia, tecnología y educación. 
 Se coopera con la Universidad Nacional de 
Santiago del Estero y con la Universidad Nacional de 
Río Negro con asesoría en el primer caso y dirección 
de un proyecto en el segundo, en vinculación a los ejes 
presentados aquí. 
 Se participa en el proyecto PERGAMEX y en 
particular en el subproyecto RTI2018-096986-B-C31: 
“Design of pervasive gaming experiences for 
intergenerational social and emotional well-being 
(PERGAMEX-INTERGEM)”. 
4. FORMACION DE RECURSOS 
HUMANOS 
Se realiza formación de recursos humanos en el área a 
través de la dirección de becas, tesis de doctorado, 
maestría y trabajos finales de especialización y tesinas 
de grado.  
En 2020, se cuenta como resultado con 4 trabajos de 
Maestría aprobados en relación a los temas aquí 
presentados (dirigidas por miembro del proyecto, y 1 
de ellas correspondiente a un integrante), 1 de 
Especialización en el área de Tecnología y Educación, 
también dirigido por miembros de este proyecto y la 
dirección de una tesina de grado, además se continúa 
con otras que están en desarrollo. Entre las tesis 
finalizadas se destaca la tesis de Maestría en 
Tecnología Informática Aplicada en Educación, 
titulada “Metodologías de diseño y desarrollo para la 
creación de juegos serios digitales”, finalizada en 
septiembre de 2020 (Archuby et al., 2020). Debajo se 
presenta un resumen. 
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MOTIVACIÓN 
Esta tesis se centra en una investigación sobre metodologías que guían el diseño y desarrollo de juegos serios 
educativos digitales. La investigación en juegos serios empezó a proliferar gracias al aumento en popularidad de 
los videojuegos. Un juego serio busca un equilibrio para alcanzar su objetivo caracterizante y el de 
entretenimiento por lo que su diseño debe atender a estos aspectos desde su origen. Así es necesario abordar 
metodologías específicas que posibiliten considerar los componentes propios de los juegos con la inclusión de 
estrategias vinculadas al diseño instruccional. Esto ha motivado la investigación de esta tesis y sus aportes. 
APORTES 
En esta tesis se indagan inicialmente conceptos de base como el de juegos serios, sus clasificaciones según 
distintos criterios, los beneficios encontrados en la literatura sobre su integración en diferentes áreas, y se revisan 
cuáles son los principales componentes de estos juegos. Como aportes a partir de la revisión realizada se dan 
definiciones y clasificaciones propias que ayudan a echar luz sobre la temática. 
Luego, se analiza la importancia de guiar el diseño de los juegos serios educativos digitales, con una mirada 
que combine tanto aspectos tecnológicos como pedagógicos, tamizando los saberes del diseño instruccional, del 
diseño de juegos y de la Ingeniería de Software. A partir de una revisión sistemática de literatura se estudian más 
de 35 metodologías, que se presentan en forma completa, o parcial y en algunos casos se han aplicado. Este 
estudio resulta un aporte, ya que muestra categorizaciones propias y presenta un estado del arte en esta línea de 
investigación. Además, se encontró, que las metodologías no cubrían completamente el proceso de diseño y 
desarrollo. Por ejemplo, algunas se enfocan en contextos muy específicos, otras presentan miradas parciales, 
atendiendo solo a algunos aspectos del proceso de diseño. Esto motivó la creación de la metodología DIJS, que se 
consolida en el aporte central de esta tesis. 
La metodología DIJS propuesta en este trabajo, se basa en el estudio previo, e integra algunas de las ideas 
encontradas en la literatura. Propone atender tanto al diseño, como al desarrollo y la evaluación del juego serio 
que se desea crear. Incluye una metáfora encontrada en una de las metodologías estudiadas, en donde se plantea 
que este proceso es como un menú que cuenta con platos (etapas), y para cada plato se utilizan ingredientes y 
utensilios para realizarlo. Así las etapas de DIJS recomiendan ingredientes y utensilios en cada una, para guiar y 
viabilizar su realización. Las etapas involucran desde la definición de los objetivos pedagógicos del juego, la 
definición del perfil del jugador (atendiendo a cuestiones de interés para su aprendizaje), hasta la evaluación del 
juego, con estudiantes y docentes, y con foco en la jugabilidad. 
La metodología propuesta se evaluó de dos formas diferentes: 1. A través de aplicarla para el análisis y 
extensión del juego serio Desafiate, previamente creado por el autor de esta tesis; 2. Con un juicio de expertos 
con participación de 10 profesionales con formación específica mayormente en el área de Tecnología Informática 
aplicada en Educación. 
Los resultados dan cuenta de que la metodología ha guiado adecuadamente tanto el análisis de Desafiate 
como la integración de una nueva funcionalidad. Mediante la etapa de evaluación con sus ingredientes y 
utensilios se pudieron hallar nuevas oportunidades de mejora para el juego. Además, se encontraron algunos 
ingredientes que para el análisis podrían resultar redundantes. En el juicio de expertos, hay un consenso en cuanto 
a la utilidad y el valor otorgado a la metodología DIJS y a las etapas propuestas. Sin embargo, se abre el camino 
para profundizar respecto de la flexibilidad para cambiar los ingredientes y utensilios. 
 
XXIII Workshop de Investigadores en Ciencias de la Computación 891
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
LÍNEAS FUTURAS DE TRABAJO 
Se concluye que la DIJS es un aporte metodológico e instrumental que no ha sido aplicado y ha dado buenos 
resultados. Asimismo, abre nuevas oportunidades para profundizar en esta investigación que continuará a través 
de una tesis doctoral. Se aplicará DIJS para trabajar en el diseño de juegos serios con docentes y/o estudiantes, 
para avanzar en las mejoras de esta metodología a partir de su aplicación. Además, se abordará el desarrollo de 
herramientas que puedan acompañar la propuesta de esta metodología, sistematizando el proceso de creación de 
los juegos serios, esto formará parte de las tareas del plan de trabajo de doctorado del mismo tesista. 
 
Agradecimientos: esta tesis ha sido realizada con una beca de la Universidad Nacional de La Plata bajo la 
dirección de Cecilia Sanz y Patricia Pesado. La tesis se encuentra disponible en el repositorio de la UNLP 
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Este artículo presenta aspectos de la Teoría 
Constructiva del Aprendizaje, algunas 
estrategias para generar aprendizaje 
significativo, para promover el fortalecimiento 
del pensamiento computacional y generar 
motivación por aprender con videojuegos. Se 
examina el uso que en el ámbito educativo se 
ha dado al marco de trabajo EduScrum, que 
apoya el trabajo colaborativo, metodología con 
la que se desarrollará una propuesta de uso en 
una materia de una carrera de Informática. 
Destaca algunas acciones realizadas en 2020 
con elementos de propuestas educativas 
ideadas dentro del proyecto de investigación 
acreditado (PIA), que es continuación de tres 
proyectos previos del área de Tecnología 
Informática Aplicada en Educación (TIAE), 
una de ellas para el dictado de un taller, y otra 
para una actividad de una asignatura de grado 
de Informática, con la preparación y uso del 
videojuego: “El juego de la OKA CYCC”. 
 
Palabras claves: 




Esta línea de investigación pertenece al PIA: 
“TIAE, y Aprendizaje Significativo”, UNLP-
UNPSJB, reconocido por el programa de 
Incentivos, en el Sistema de Ciencia y Técnica 
de la UNPSJB, se realiza en el ámbito de la 
Facultad de Ingeniería, Departamento de 
Informática de la UNPSJB, donde se dictan las 
carreras: “Analista Programador 
Universitario” y “Licenciatura en 
Informática”.  Este proyecto contribuirá a 
mejorar los recursos humanos con la 
formación en los temas: constructivismo, 
aprendizaje significativo, la tecnología móvil 
en la educación, el pensamiento 
computacional, juegos serios y videojuegos. 
 
1. INTRODUCCION 
La Teoría de Aprendizaje Constructivista está 
basada en el aprendiz, que tiene un rol activo, 
basado en la reflexión y en la toma de 
conciencia. El aprendizaje es intencional, es 
una acción dirigida hacia fines. Es importante 
lograr motivación por aprender en el alumno, 
promover el trabajo colaborativo generando 
intercambios, y vinculaciones con el material, 
los docentes, los alumnos y el medio, 
planteando una actividad representativa para 
el aprendiz, que ayude a generar conocimiento 
y a fortalecer competencias esperadas. Dentro 
de las estrategias para generar aprendizaje 
significativo encontramos distintos tipos de 
evaluaciones: diagnósticas, formativas y 
sumativas. 
  
Figura 1. La EF. Las rúbricas como herramientas 
de apoyo al proceso de enseñanza aprendizaje.  
 
Vemos en la figura 1, que la evaluación 
formativa (EF) permite recoger información a 
medida que los procesos se están 
desarrollando. Camilloni alude a la 
contemporaneidad de la evaluación con los 
procesos de enseñanza y aprendizaje, e indica 
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que la información recogida, debe mejorar 
dichos procesos. Carless afirma que la 
evaluación debería contribuir eficazmente en 
la mejora del aprendizaje. Sus principios 
sugieren que: a) La evaluación de las tareas 
debe diseñarse para estimular prácticas 
correctas de aprendizaje entre los alumnos. La 
alineación entre objetivos, contenidos y tareas 
de evaluación facilita la experiencia de 
aprendizaje profundo hacia los logros 
deseados. b) La evaluación debe involucrar 
activamente a los alumnos, mediante criterios 
de calidad sobre el propio rendimiento y el de 
los pares. La participación de los estudiantes 
en la evaluación: autoevaluación, evaluación 
por pares, retroalimentación de los 
compañeros, promueve una mejor 
comprensión de los objetivos de aprendizaje. 
c) La retroalimentación de la evaluación debe 
ser oportuna, brindando apoyo en los 
aprendizajes actuales y futuros. [1][2][3][4]  
La retroalimentación adecuada propicia el 
compromiso del alumno con su proceso de 
aprendizaje. [5] 
La figura 1, presenta el doble objetivo de las 
rúbricas, para los alumnos, es un instrumento 
de autoevaluación en tiempo real, para 
verificar si el producto se ajusta o no a los 
requerimientos, a medida que lo van haciendo, 
también es útil para los docentes. Son guías 
precisas que valoran los aprendizajes y 
productos realizados. [6][7] 
Con las nuevas tecnologías, para los jóvenes, 
los videojuegos tienen un rol protagónico.  
El juego es una actividad universal, no hay 
ninguna persona que no haya practicado esta 
actividad en alguna circunstancia. Con él, se 
pueden crear situaciones de valor educativo y 
cognitivo que permitan experimentar, 
investigar, resolver problemas, descubrir y 
reflexionar. Las implicaciones de tipo 
emocional, el carácter lúdico, el desbloqueo 
emocional, la desinhibición, son fuentes de 
motivación que proporcionan una forma 
distinta a la tradicional de acercarse al 
aprendizaje. El juego como recurso educativo, 
ha sido usado por el hombre desde la 
antigüedad y está presente en el pensamiento 
de muchos filósofos, educadores y psicólogos, 
entre ellos, Piaget y Vygotsky. Piaget (1986) 
hace mención del juego, como elemento 
predominante del desarrollo de los estadios 
cognitivos. [8][9] [10][11] 
Salen y Zimmerman definen un juego como 
un sistema en el que los jugadores se enfrentan 
o participan en un conflicto artificial, definido 
por reglas, que se traducen en un resultado 
cuantificable.  [12] 
Un videojuego es todo juego electrónico que 
posee imágenes animadas interactivas, 
acompañadas de un ambiente sonoro y un 
controlador, él que permite la interacción 
entre el usuario y el medio de reproducción. 
(Gonzales Tardón, 2014)  
En los videojuegos se ponen en juego 
componentes tecnológicos, con los que el 
jugador interactúa, como dispositivos 
electrónicos (computador, tablet, 
Smartphone) y, además, medios audiovisuales 
(imágenes, audios y videos). También 
disponen de una dinámica propia del juego, 
con reglas definidas. 
Freitas (2006) define al juego educativo 
como:” Las aplicaciones que usan ciertas 
características del hardware de dispositivos ya 
sean móviles, computadoras de escritorio o 
juegos de ordenador, para crear experiencias 
de aprendizaje interesantes, motivadoras, 
lúdicas y envolventes para la entrega de 
objetivos de aprendizaje específicos, 
resultados y experiencias”. Los videojuegos 
educativos, ayudan a desarrollar habilidades 
cognitivas, y motoras, contribuyendo así a la 
enseñanza de hechos y la resolución de 
problemas complejos, aumentando la 
creatividad (Figueredo, 2015).  
Aprender a programar es una llave que puede 
abrir la puerta para el desarrollo de estas 
habilidades y competencias. Los “juegos 
orientados al aprendizaje de la programación”, 
se refiere al uso de entornos como Scratch, 
Alice, Pilas Engine por numerosos docentes y 
alumnos de diferentes países y niveles 
educativos para acercarse a la programación, y 
al pensamiento computacional. Entre los 
componentes del pensamiento computacional, 
encontramos: análisis descendente, análisis 
ascendente, heurística, resolución de 
problemas, creatividad, recursividad, iteración 
y metacognición. [14][15][16][17] 
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2. LINEA DE INVESTIGACION Y 
DESARROLLO 
El equipo es dirigido por el Mg. Rodolfo 
Bertone de la UNLP, integrado por docentes 
investigadores y alumnos de carreras de grado 
de Informática. La codirectora avanza en 
carrera de postgrado en TIAE. Entre las 
principales líneas de investigación, 
encontramos: el modelo constructivista, 
aprendizaje significativo, metacognición, 
tecnología móvil en la educación. El objetivo 
es el de contribuir a la formación de personas 
competentes, fomentar el desarrollo de la 
sociedad y aumentar el conocimiento, 
analizando y confeccionando propuestas 
educativas que propicien el aprendizaje 
significativo, diseñando y desarrollando 
sistemas interactivos de apoyo al aprendizaje 
con tecnología móvil, con el objeto de 
incentivar a los alumnos a investigar, y a 
participar en PI, y mejorar las competencias de 




Entre los antecedentes encontramos 
publicaciones en WICC 2015, WICC 2018, 
WICC 2020, TE&ET 2015, y CONAIISI (de 
2016 a 2020). En 2020 se realizaron talleres 
presenciales, uno de ellos, el “evento de 
transferencia DeCoDev: desarrollo 
colaborativo de videojuego”, con aval (Res. 
FI-SJB-1097/2019), que se diseñó para 
promover capacidades del pensamiento 
computacional en los alumnos con el 
desarrollo de videojuegos en pilas engine, con 
actividades virtuales, aplicando trello y Scrum, 
el 50% de los participantes, obtuvieron 
certificado de aprobación. Y el “evento de 
Transferencia JEIYAP, Juegos Educativos 
para ingresantes y alumnos de primer año de 
Informática”, con aval (Res. RDFI 73/2020). 
Se desarrollaron propuestas educativas 
basadas en la Teoría Constructivista en 
asignaturas de Informática, en una de ellas, 
“Fundamentos Teóricos de Informática”, se 
creó y utilizó en 2020, un videojuego: el Juego 
de la OKA CYCC, de Computabilidad y 
Complejidad Computacional, creado con 
(https://mobbyt.com/) para generar motivación 
en el entrenamiento en el tema: 
“Computabilidad y Complejidad 
Computacional”. Se realizó revisión 
bibliográfica, y se desarrollará una propuesta 
de uso de EduScrum en una asignatura de una 
carrera de grado de Informática de la UNPSJB.   
En las metodologías ágiles, se construye el 
producto mientras se modifican y aparecen 
nuevos requisitos. El manifiesto ágil valora “a 
los individuos y su interacción, por encima de 
los procesos y las herramientas”, “El software 
que funciona, por encima de la documentación 
exhaustiva” y “La colaboración con el cliente, 
por encima de la negociación con contrato 
previo detallado”. El objetivo de un proyecto 
ágil no es controlar la ejecución conforme a 
procesos y cumplimiento de planes, sino 
proporcionar el mayor valor posible al 
producto. [18][19][20][21]  
Scrum es un marco de trabajo que ayuda a las 
personas, equipos y organizaciones a generar 
valor a través de soluciones adaptativas para 
problemas complejos. Es una de las 
metodologías agiles más populares, 
empleadas para el desarrollo de Software, es 
muy adaptable, por lo cual se puede utilizar en 
diferentes ámbitos y contextos. La teoría de 
Scrum se basa en el empirismo, que asegura 
que el conocimiento proviene de la experiencia 
y que la toma de decisiones se realiza en base 
a lo observado, y también en el pensamiento de 
Lean, lo que elimina lo innecesario y se enfoca 
en lo importante. El enfoque que emplea es 
iterativo e incremental. Scrum facilita el 
trabajo en equipo, fomenta el ejercicio del 
liderazgo, propicia un mayor rendimiento de 
los miembros del equipo, se caracteriza por 
una evaluación constante y un aumento en la 
interacción entre los miembros del equipo. 
Entre las características claves de los 
miembros del equipo encontramos el trabajo 
colaborativo, las habilidades de toma de 
decisiones, la capacidad para resolver 
problemas difusos, la confianza y respeto 
mutuo, y la organización propia. [18][19] 
La figura 2 muestra aspectos claves de Scrum. 
Los roles que intervienen son: (1- el 
propietario del producto), que fija las 
prioridades; (2- el equipo de desarrollo), que 
construye el producto; y (3- Scrum Master), 
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que gestiona y facilita la ejecución de las reglas 
de scrum; y (4- interesados), que son los 
restantes implicados, que asesoran y observan.   
La pila del producto es un artefacto definido 
por el propietario del producto, que prioriza, no 
es muy detallada la relación de requisitos del 
producto, se trata de una lista en evolución y 
abierta a todos los roles. La pila de sprint 
incluye la lista de requisitos comprometidos 
por el equipo, para el sprint con nivel de detalle 
suficiente para su ejecución. El incremento es 
la parte del producto desarrollada en un sprint, 
en condiciones de ser usada (pruebas, 
codificación limpia y documentada). Entre los 
eventos encontramos las reuniones diarias de 
no más de 15 minutos, analizando el estado 
actual del sprint, empleando un tablero para 
tareas y/o funcionalidades. Al finalizar el 
sprint se realiza una reunión para la revisión 
del mismo, se verifica el cumplimiento de 
metas y objetivos, garantizando la entrega del 
producto, luego se realiza una nueva reunión 
retrospectiva en la cual se analizan resultados 
del Sprint anterior, detectando falencias para 
aplicar mejoras al avanzar al siguiente Sprint. 
Automáticamente se inicia un nuevo sprint 
empleando otra funcionalidad de la pila del 
producto, e inicia nuevamente el proceso hasta 
tener un nuevo producto funcional. Al finalizar 
cada sprint se entrega al cliente un sistema con 
el que puede interactuar y ver el avance del 
proyecto, y al finalizar todos los sprint, se 
obtiene el producto terminado. [18][20] 
 
Figura 2. Características de Scrum 
 
EduScrum es una metodología adaptada de 
scrum que se ha usado en el ámbito educativo, 
para el desarrollo de actividades con trabajo en 
equipo, tanto de desarrollo de software como 
para otras actividades educativas con la 
construcción de un trabajo final en equipo. 
 
Figura 3. Metodología EduScrum por fases. [27] 
 
La figura 3 esquematiza la metodología scrum 
aplicada en el contexto educativo. En la que se 
establecieron tres roles, cada uno con 
diferentes responsabilidades. El profesor, que 
gestiona, asesora y evalúa el proyecto. El 
Scrum Master (o facilitador), que asumirá un 
alumno del equipo para ayudar a gestionar el 
proceso de trabajo, y que hará de enlace con el 
profesor cuando haya que entregar los 
informes bisemanales, o bien para consultar 
dudas. El rol de Scrum Master no es el de 
liderar y organizar a su equipo, es un 
facilitador, y para ello debe asegurarse de que 
todos los miembros del equipo realicen lo 
prometido en la última reunión, tratar de 
gestionar la resolución de problemas desde el 
equipo, y si no es posible, con la ayuda del 
docente, garantizar que las reuniones al inicio 
de clase no duren más de 15 minutos, o bien 
que cada alumno del equipo intervenga como 
máximo, de entre 60 o 90 segundos, y reportar 
al docente periódicamente información 
destacada sobre el progreso de las diferentes 
tareas propuestas.  
Los alumnos planifican y definen sus 
actividades y llevan un seguimiento del 
progreso. El profesor determina las tareas y 
brinda apoyo. Se busca generar creatividad, 
propiciar la buena comunicación, colaboración 
y reforzar el pensamiento crítico. [24][25][26] 
EduScrum genera información periódicamente 
que apoya el desarrollo de evaluación 
formativa, y la mejora de la calidad de los 
trabajos, propiciando la reflexión y el ejercicio 
de metacognición.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
El equipo de trabajo incluye estudiantes 
avanzados de carrera de grado de Informática 
que, desde estos proyectos continuados, 
apoyados por docentes investigadores 
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categorizados, uno de los cuales desarrolla 
carrera de postgrado del área TIAE, han 
participado en congresos, como disertantes en 
talleres, como desarrolladores de juegos 
interactivos, en publicaciones con referato, y 
como auxiliares de segunda. Se han 
desarrollado transferencias a la comunidad 
educativa en la UNPSJB, se espera formar 
recursos humanos en los temas tratados. 
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RESUMEN
Este  artículo  presenta  líneas  de  trabajo
actuales y  futuras sobre laboratorios remotos
destinados  a  tareas  de  docencia  e
investigación. Para ello, primero se resume el
trabajo  realizado  durante  10  años,  que
consiste  en  el  diseño  y  despliegue  de
laboratorios  remotos  de  redes  de  sensores
inalámbricos y de computación, destinados a
investigación  científica  y  docencia.  Se
presentan trabajos de investigación científica
y  experiencias  de  aplicación  en  tareas  de
enseñanza en distintas asignaturas de carreras
de  computación.  Se  describen  diferentes
tecnologías  empleadas,  entre  estas,  cloud
computing,  VPNs y escritorios remotos,  con
sus ventajas  y desventajas.  Se concluye con
una enumeración de problemas encontrados y
posibles soluciones, propuestas de mejoras y
de  integración  de  las  tecnologías  utilizadas.
Estas  posibles  soluciones  a  problemas
encontrados  y  propuestas  de  mejoras
constituyen las líneas de investigación futuras.
Palabras clave: laboratorios remotos, acceso 
remoto, laboratorios virtuales, experimentos 
remotos.
CONTEXTO
El trabajo que se presenta en este artículo ha
sido  financiado  por  dos  proyectos
denominados:  “Implementación  de
laboratorios  remotos  basados  en  cloud
computing” desarrollado entre 2016 y 2018 y
“Laboratorio  remoto  y  nómada  de
arquitectura  de  computadoras  destinado  a
enseñanza  e  investigación”  durante  2019  y
2021.  Ambos  proyectos  financiados  por  la
Universidad  Nacional  de  Cuyo.  El  primer
proyecto  se  centro  en  estudiar  distintas
alternativas para integrar laboratorios remotos
con  plataformas  de  cloud  computing,  como
también  ventajas  y  desventajas  de  esta
integración. El segundo proyecto se orientó a
estudiar  y  aplicar  de  estos  laboratorios
remotos  a  tareas  de  enseñanza  en  distintas
asignaturas  de carreras de grado y posgrado
relacionadas  con  computación  de  la
Universidad  Nacional  de  Cuyo  y  la
Universidad de Mendoza.
Además  se  colaboró  con  otros  proyectos
denominados  “Dispositivos  de  lógica
programables como alternativa de solución en
problemas  de  seguridad  en  Internet  de  las
Cosas” desarrollado en el periodo 2019-2021
y “Análisis de topologías de comunicación en
Internet de las Cosas” durante 2016-2018.
Los investigadores que forman parte de estos
proyectos son profesores de asignaturas como
Arquitectura  de  Computadoras,  Redes  de
Computadoras,  Arquitecturas  Distribuidas  y
Sistemas  Operativos  en  la  Universidad
Nacional  de  Cuyo  y  la  Universidad  de
Mendoza, en carreras de pregrado, de grado y
de posgrado.
1. INTRODUCCIÓN
Los laboratorios remotos son plataformas que
permiten  el  acceso  de  manera  remota  a
equipamientos o sistemas de distinto tipo, con
fines de investigación científica o enseñanza.
Constan fundamentalmente de 3 partes:
 El  sistema  bajo  prueba,  compuesto
por el  equipamiento o sistema sobre
el  cual  se  necesita  realizar
experimentos remotamente.
 Un sistema de gestión, que permite el
acceso  de  manera  ordenada  al
laboratorio  remoto.  Realiza  tareas
como  autentificación  de  usuarios,
gestión  de  permisos  y  turnos,
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almacenamiento  de  información
relacionada con el uso del laboratorio
remoto, etc.
 La interfaz de usuario remoto, que es
la parte del laboratorio remoto con la
cual  el  usuario  remoto  está  en
contacto. Puede ser una interfaz web,
línea  de  comandos,  puede  mostrar
imágenes en directo del sistema bajo
prueba,  mostrar  valores  de  variables
medidas,  permitir  al  usuario  realizar
acciones sobre el equipo bajo prueba,
etc.
Cualquiera  de estas  tres  partes  pueden estar
implementadas  en  un  solo  sitio  o  de  forma
distribuida en varias computadoras [1].  
Se  implementaron  varias  arquitecturas  de
laboratorios remotos, las cuales se resumen a
continuación:
1.1  Laboratorio  remoto  integrado  con  el
Cloud a través de RPC
Esta arquitectura se utilizó para implementar
un  laboratorio  remoto  de  redes  de  sensores
inalámbricos  destinado  a  educación  e
investigación  científica  [2].  Se  empleó  una
red de sensores inalámbricos Zegbee, con 10
nodos como sistema bajo  prueba.  Se  utilizó
una  interfaz  web  con  el  usuario,  la  cual
muestra  los  valores  de  los  parámetros
medidos  y  de  configuración  de  los
dispositivos, y a través de la cual los usuarios
pueden  modificar  los  parámetros  de
configuración.  La  comunicación  entre  las
diferentes  partes  del  laboratorio  remoto  se
realizan  a  través  de  RPC  (llamadas  a
procedimientos remotos).
Se implementaron los siguientes módulos de
gestión en el cloud:
 Control de acceso para autentificación
de usuarios y gestión de permisos.
 Sistema de reserva de turnos.
 Registro de actividad de los usuarios.
 Base de datos.
 Material de ayuda.
 Interacción en tiempo real.
La figura 1 muestra un diagrama en bloques
de esta arquitectura.
Figura 1: Laboratorio remoto integrado al
cloud a través de RPC.
Esta  arquitectura  se  utilizó  para  realizar
experimentos  científicos,  consistentes  en
medir diferentes parámetros temporales y de
performance  de  nodos  sensores  Zigbee,
destinados  a  evaluar  su  aplicabilidad  a
sistemas de sensados de variables agrícolas y
ambientales [3][4].
El proveedor de servicios de cloud computing
fue Google Cloud Platform.
1.2 Laboratorio remoto y nómada
Este  laboratorio  remoto  se  implementó  para
ser  utilizado  en  tareas  de  docencia  en
asignaturas  relacionadas  con  arquitecturas  y
redes  de  computadoras.  Sus  dos  objetivos
principales son:
 Que pueda ser trasladado al aula para
que los estudiantes puedan realizar sus
trabajos prácticos sobre el equipo bajo
prueba de manera presencial.
 Que los estudiantes puedan acceder de
forma remota a través de Internet.
Para  lograr  el  primer  objetivo,  se
implementaron  tres  formas  de  acceso  al
equipo bajo prueba:
 Red Ethernet disponible en el aula.
 Red Wifi disponible en el aula.
 Red Wifi propia.
Para  lograr  el  segundo  objetivo,  los
estudiantes  acceden  a  través  de  Internet
empleando  lo  servicios  de  plataformas  de
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control remoto de dispositivos de IoT, como
Remote IoT (https://remoteiot.com). 
El  sistema  bajo  prueba  consiste  en
computadoras Raspberries Pi 3 y Pi 4 y placas
Arduino Uno conectadas a las computadoras
Raspberries. 
Este  laboratorio  remoto  está  destinado  a
estudiantes  con  conocimientos  medios  o
avanzados sobre computación. Por tal motivo,
es deseable que los estudiantes tengan control
total  sobre el  sistema bajo prueba, pudiendo
configurar  cualquier  parámetro,  instalar  o
desinstalar aplicaciones, etc. Para lograr este
propósito,  la  interfaz  con  el  usuario  se
implementa  mediante  SSH  o  escritorios
remotos, según prefiera el usuario. 
El sistema de turnos se implementa solo para
el  acceso  a  través  de  Internet.  El  mismo se
implementa  en  el  cloud.  El  estudiante  debe
solicitar un turno a través de una página web
brindando un nombre de usuario. Una de las
computadoras  Raspberry  del  sistema  bajo
prueba solicita  periódicamente  el  archivo de
turnos  almacenado  en  el  cloud.  Con  esa
información,  permite  el  acceso  solo  los
usuarios autorizados a la hora de sus turnos.
La  figura  2  muestra  un  esquema  de  esta
arquitectura [5].
1.3 Laboratorios remotos basados en VPN
y escritorios remotos
Durante el año 2020, debido a que el dictado
de clases fue no presencial, se requirió un uso
intensivo  de  los  laboratorios  remotos
construidos. 
Esta  experiencia  mostró que las  plataformas
para  control  remoto  de  dispositivos  IoT  no
permiten una experiencia en tiempo real para
laboratorios  remotos  de  computación,  y  el
número de usuarios es limitado.
Por  lo  tanto,  se  optó  por  dos  métodos
alternativos de accesos:
 Túneles  VPN  (redes  privadas
virtuales).
 Escritorios remotos.
Figura  2:  Laboratorio  remoto  y  nómada
Para  la  primera  opción,  se  utilizaron  los
servicios  del  proveedor  de  servicios  VPN
Hamachi LogMe Inc (www.vpn.net), y para la
segunda opción, se emplearon los servicios de
RealVNC  y  Google  Remote  Desktop.  Se
lograron  experiencias  de  uso  satisfactorias
tanto para acceso a través de túneles VPN y
para escritorios remotos.
En cuanto a plataformas VPN, existen en la
actualidad dos tipos de servicios ofrecidos:
 Túneles  que  permiten  acceso  a
Internet a través de un punto de acceso
diferente al real. 
 Conectar  computadoras  ubicadas  en
puntos geográficos diferentes como si
estuvieran  conectadas  a  través  de  la
misma red LAN.
Solo  proveedores  de  servicios  VPN  que
provean la segunda opción son útiles para los
laboratorios  remotos  presentados  en  este
trabajo [1]. 
El  diagrama  en  bloques  de  la  figura  2  es
válido también para este laboratorio remoto.
La diferencia está en que el  acceso para los
laboratorios remotos y nómades (sección 1.2)
es  a  través  de  un  proveedor  de  plataformas
para  control  remoto  de  dispositivos  IoT,
mientras  que  para  los  laboratorios  remotos
basados  en  VPN  y  escritorios  remotos,  el
acceso remoto es a través de proveedores de
escritorios remotos a través de Internet o por
túneles VPN. 
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2. LINEAS DE INVESTIGACION y
DESARROLLO
2.1 Laboratorios remotos
Los laboratorios remotos han sido utilizados
desde  hace  aproximadamente  20  años  para
tareas  de  investigación  y  docencia.
Constituyen una alternativa  intermedia  a  los
simuladores  y  los  experimentos  presenciales
en  laboratorios.  Como  ventaja  frente  a
simuladores se destaca que los experimentos
son realizados sobre equipamientos o sistemas
reales, y no sobre simuladores, susceptibles a
errores  por  simplificaciones  en  los  modelos
sobre los cuales se construyen. Con respecto a
la  experimentación  en  laboratorios
presenciales,  tienen  la  ventaja  de  que  el
usuario no necesita adquirir equipamiento, ni
trasladarse físicamente al laboratorio, y puede
acceder en cualquier momento. 
Como desventajas se menciona la pérdida de
contacto con el sistema bajo prueba, y que los
experimentos  están  limitados  a  las  acciones
que permite el sistema de acceso.
 
2.2 Integración de laboratorios remotos al 
Cloud
Cloud computing posee ventajas  que son de
interés para la implementación de laboratorios




La alta disponibilidad permite asegurar a los
usuarios que los componentes desplegados en
el  cloud estarán  siempre disponibles.  Por lo
tanto, ante una falla en la conectividad o en
equipamientos  del  sistema  bajo  prueba,  el
usuario podrá acceder a sus datos y resultados
de  experimentos.  Además,  Pueden
desplegarse  componentes  en  el  cloud  que
frecuentemente  verifiquen  el  buen
funcionamiento del sistema bajo prueba y ante
una  falla,  ejecuten  rutinas  de  recuperación
ante fallas o notifiquen lo sucedido.
Otras de las características deseables de cloud
computing  es  la  confiabilidad.  Los
componentes  de  software  desplegados  en  el
cloud  no  están  expuestos  a  fallas  en  el
hardware. 
En  cuanto  a  seguridad,  los  proveedores  de
servicios  de  cloud  computing  implementan
mecanismos de seguridad para evitar accesos
no autorizados, robo de información, etc. 
La  integración  con  el  cloud  supone  un
elemento  adicional  entre  el  equipo  bajo
prueba  y  la  interfaz  con  el  usuario.  Por  lo
tanto,  la  integración  debe  implementarse
cuidadosamente  para  evitar  aumentos  de
latencia o pérdida de ancho de banda.
2.3  Nuevas  herramientas  para  la
implementación de laboratorios remotos.
Las plataformas de escritorios remotos, VPNs
y  videoconferencias  se  han  utilizado  desde
hace varios años. Sin embargo, debido a las
condiciones de aislamiento motivadas por la
pandemia  de  Covid-19,  han  sido  muy
utilizadas  durante  el  año  2020,  y  varias
empresas  han implementado  mejoras  en  sus
servicios.  Por  otro lado,  el  trabajo realizado
durante el último año ha mostrado que estas
plataformas son adecuadas para el despliegue
de laboratorios remotos. 
Existen varios problemas que resolver, como
la forma de integrar con servidores virtuales






Se  han  obtenidos  resultados  experimentales
sobre  los  sistemas  bajo  prueba  y  los
laboratorios  remotos,  como  también
experiencia de uso en docencia. Todos estos
resultados  han  sido  documentados  en
diferentes publicaciones.
Se  realizaron  experimentos  para  analizar  el
comportamiento  del  protocolo  Zigbee  en
situaciones de carga elevada. Se midieron la
ocupación real del canal de comunicaciones y
latencias. El laboratorio remoto permitió que
los experimentos pudieran realizarse de forma
continua  durante  un  periodo  de  tiempo  de
varias semanas, siendo monitoreado tanto de
forma presencial como remota [3][6].  
Se  realizaron  experimentos  de  performance
sobre los laboratorios remotos implementados
a  través  del  cloud,  midiendo  parámetros  de
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performance,  latencias  y  contribución  a  la
misma de cada uno de los componentes [4].
En  cuanto  a  experiencias  en  docencia,  los
laboratorios remotos descritos en este artículo
han  sido  utilizados  en  6  asignaturas  de  3
carreras diferentes [1].
3.2 Resultados esperados
El trabajo futuro estará centrado en tres ejes:
 Realizar experimentos de performance
sobre los laboratorios remotos basados
en VPN y escritorios remotos.
 Integrar  estos  laboratorios  remotos
con plataformas de cloud computing.
 Investigar  nuevas  herramientas  o
plataformas  que  puedan  mejorar  las
prestaciones  de  los  laboratorios
remotos. 
 Realizar  experimentos  de  prueba  de
concepto.
En  cuanto  al  último  eje,  debido  a  que  se
espera que durante el año 2021 el cursado a
nivel  universitario  sea  mixto,  combinando
cursado  presencial  y  remoto,  y  que  los
investigadores  que  forman  parte  de  los
proyectos  presentados  en  la  sección
“Contexto”  dictan  varias  asignaturas
relacionadas  con  computación  en  varias
universidades,  se  requerirá  un  uso  intensivo
de  las  plataformas  de  laboratorios  remotos
implementadas.  Estas  prácticas  permitirán
recolectar experiencias de usuario y detectar
fallas o posibles mejoras.   
4. FORMACIÓN DE RECURSOS
HUMANOS
Por un lado, se mencionan los estudiantes que
fueron usuarios  de  los  laboratorios  remotos.
Si bien estos estudiantes  no fueron parte  de
los  proyectos  que  financian  el  trabajo
presentado en este artículo, se destaca que los
laboratorios  remotos  presentados
contribuyeron a su formación práctica, la cual,
en situación de pandemia,  hubiera sido muy
difícil sin contar con estas herramientas.
Por otro lado, dos de los investigadores que
forman parte del proyecto son estudiantes de
carreras de maestría. 
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RESUMEN
El presente artículo describe la investigación
que  se  viene  llevando  a  cabo  en  el  LINTI,
Laboratorio  de  Investigación  en  Nuevas
Tecnologías  Informáticas  de  la  Facultad  de
Informática  de  la  UNLP,  sobre  Accesibilidad
Web  y  su  aplicación  en  diferentes  ámbitos,
considerando principalmente las plataformas de
aprendizaje abiertas.
Actualmente se continúa trabajando sobre un
curso  masivo  en  línea,  MOOC  (MOOC  –
Massive  Open  Online  Courses)  sobre
Accesibilidad  Web.  El  surgimiento  de  los
MOOCs  ponen  a  disposición  un  conjunto  de
cursos  en  diferentes  áreas,  y  flexibiliza  el
aprendizaje  superando  los  obstáculos  del
tiempo y espacio.  Sin embargo,  al  diseñar un
MOOC deben atenderse las necesidades de las
personas que sufren algún tipo de discapacidad.
A  partir  del  resultado  de  distintas  etapas  de
análisis  de  los  aspectos  de  usabilidad  y
accesibilidad de la plataforma edX utilizada y
de  la  naturaleza  de  los  contenidos  y  su
organización  dentro  del  curso,  se  van
realizando  modificaciones  y  adaptaciones  que
permiten  alcanzar  las  normas  y  estándares
establecidos. Además, se analizan las pautas y
procedimientos para la construcción de recursos
y  materiales  textuales  y  multimediales
accesibles.
Palabras  clave:  MOOC,  Recursos  educativos
abiertos, accesibilidad web.
CONTEXTO
En  la  Facultad  de  Informática  se  utilizan
plataformas de código abierto para las gestiones
académicas  desde  hace  más  de  quince  años,
incluyendo sistemas de gestión de aprendizaje
como Moodle, repositorios abiertos y sistemas
de gestión administrativa,  como SIU Guaraní.
Además,  se  vienen realizando mecanismos  de
integración entre diferentes plataformas, lo que
permite  una  mayor  flexibilidad  y
aprovechamiento  en  el  uso  de  las  mismas.  A
partir del surgimiento en el mundo de los cursos
abiertos masivos en línea, MOOCs, se comenzó
a utilizar la plataforma edX para implementar el
curso  sobre  Accesibilidad  Web,  que  ya  lleva
cuatro ediciones.
El  proyecto  descripto  en  este  artículo  se
desarrolla  en  el  Laboratorio  de  Investigación
en Nuevas Tecnologías Informáticas, LINTI de
la Facultad de Informática de la UNLP y está
enmarcado en el proyecto I+D 11/F028 “De la
Sociedad del Conocimiento a la Sociedad 5.0:
un  abordaje  tecnológico  y  ético  en  nuestra
región”, aprobado en el marco del Programa de
Incentivos,  bajo  la  dirección  del  Lic.  Javier
Díaz.  Este  proyecto  hace  hincapié  entre  otros
puntos  en  la  formación  de  competencias  y
habilidades digitales para todos los ciudadanos,
en una sociedad que se plantea como digital.
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Dada su relevancia, el tema de accesibilidad
web se viene trabajando en la Facultad desde el
año  2002,  y  se  incorporó  esta  temática  en  el
plan de estudios de las carreras que se dictan en
la institución, a través de la asignatura Diseño
Centrado  en  el  Usuario.  El  libro  “Guía  de
recomendaciones  para  diseño  de  software
centrado  en  el  usuario”  registra
aproximadamente  10.000  descargas  desde  el
año  2013  [1]. También  se  institucionalizó  su
abordaje mediante la creación de una Dirección
de  Accesibilidad  desde  el  año  2010,  se
desarrollaron  tesinas,  trabajos  de  cátedra  al
respecto, proyectos de innovación y desarrollo
con  estudiantes  de  Informática  y  diferentes
proyectos  de  extensión  acreditados  por  la
Universidad  Nacional  de  La  Plata.  Los
proyectos de los últimos años son “Trabajando
por una Web Accesible” (2017), “Por una Web
Inclusiva”  (2018),   “Por  una  Web  inclusiva:
abordaje  en  escuelas  secundarias”  (2019) [2].
También, se aprobó el Proyecto de Desarrollo e
Innovación  sobre  “Rampas  Digitales
Innovativas  para  Personas  con Discapacidad”,
en  la  convocatoria  Agregando  Valor  2018-
2019, del Ministerio de Ciencia,  Tecnología e
Innovación de la Nación Argentina.
1. INTRODUCCIÓN
Actualmente  se  está  dando  un  proceso  de
cambio  en la educación basado en los nuevos
modelos  de  e-Learning  y  el  desarrollo  de  la
tecnología. En esta etapa el surgimiento de los
MOOCs  representa  una  manifestación  muy
evidente y de gran recorrido, convirtiéndose en
protagonistas importantes en la educación en el
año  2012  [3],  aunque  existieron  algunas
experiencias anteriores. Los MOOCs surgieron
como  consecuencia  de  las  nuevas  tendencias
internacionales  en el aprendizaje  basado en la
tecnología,  como  parte  del  movimiento
educativo  abierto  [4].  La  flexibilidad  del
aprendizaje  a  través  de  los  cursos  MOOC
permite  superar  los  obstáculos  de  tiempo,
espacio  y  ritmo  de  estudio  al  igual  que  en
cualquier  contexto  e-learning,  así  como  la
promoción  de  la  comunicación  continua  y  la
interacción  entre  todos  los  participantes.  Pero
son  precisamente  los  MOOCs  aquellos  que
pueden llegar a audiencias globales, y en este
contexto, es esencial que se tenga en cuenta que
se  trata  de  los  grupos  de  usuarios  más
vulnerables  aquellos  que  pueden  quedar
excluidos de la sociedad del conocimiento [5].
Por  otro  lado,  los  MOOCs  imponen  cambios
metodológicos,  diseños  colaborativos  e
interactivos, materiales ubicuos y atractivos que
faciliten  y  promuevan  la  navegación  y  el
descubrimiento, en entornos diseñados para tal
fin.  Gran  parte  del  contenido  suele  ser
multimedia basado en video y en muchos casos
incluyen juegos serios.
No  debemos  olvidar  que  el  acceso  a  los
MOOCs  supone  una  dificultad  añadida  a  las
personas con diversidad funcional debido a la
necesidad de desarrollar habilidades específicas
y cambiantes por los contenidos audiovisuales y
elementos  interactivos  disponibles  en  estos
cursos  añadiendo  una  nueva  dificultad  a  los
requisitos de accesibilidad [6].
Respecto a la Accesibilidad, es una temática
compleja  que  reúne  características  de  índole
social, moral, legal, educativa como técnica. Va
desde  los  derechos  de  las  personas  con
discapacidad al acceso a la información, normas
y  recomendaciones  internacionales  sobre
accesibilidad  web,  como  cuestiones  de
implementación en el código. Esto también ha
permitido a la sociedad ser más inclusiva con
las personas con discapacidad. Ahora podemos
identificar  la  posibilidad  de  permanecer
conectados  y  tecnológicamente  informados
mediante  la  instalación  de  apps  y  las
plataformas  de  redes  sociales.  Además,  las
redes sociales han influido enormemente en la
comunidad de personas con discapacidad en los
enfoques académico, social, de entretenimiento
y de negocios.  Las personas con discapacidad
quieren  ser  partícipes  igualmente  de  este
fenómeno  sociológico,  pero  encuentran
mayores  dificultades,  y  pueden  presentar  una
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amplia gama de habilidades y necesidades muy
heterogéneas,  dependiendo de la naturaleza de
la discapacidad y del grado de afectación.
En  el  ámbito  educativo,  hay  un  consenso
general  que  es  necesario  analizar  y  plantear
políticas  de  accesibilidad  en  plataformas  que
albergan Recursos Educativos Abiertos  (Open
Educational  Resources-OER),  lo  que  significa
que  los  repositorios  abiertos  deben  ser
diseñados  teniendo  en  mente  el  concepto  de
accesibilidad  [7].  Los  MOOCs  están
estrechamente  relacionados  con  los  OER  en
tanto representan contenido abierto al que se le
agrega la característica de masividad.
Para promover la accesibilidad, el Consorcio
W3C  creó  la  Web  Accessibility  Initiative
(WAI)  para  crear  los  lineamientos  para  el
contenido web, las herramientas de autoría y los
navegadores  y  otras  plataformas  [8].  Estos
lineamientos son un buen punto de partida para
entender las necesidades de accesibilidad de los
usuarios.  Si  bien  existen  herramientas
específicas  para  evaluar  la  accesibilidad,  los
comentarios  y  opiniones  de  los  usuarios
también tienen un valor muy importante para el
establecimiento de pautas de diseño de MOOCs
accesibles.
2. LÍNEAS DE INVESTIGACIÓN,
DESARROLLO E INNOVACIÓN
Dentro  de  la  línea  de trabajo  que  venimos
describiendo,  las  tareas  de  investigación,
desarrollo e innovación que se llevan a cabo en
este proyecto incluyen los temas relacionados a
e-learning y accesibilidad web. Esto último, en
relación también a los aspectos de usabilidad.
En la línea de e-learning se está trabajando con
plataformas de código abierto, tanto sistemas de
gestión  de  aprendizaje  (LMS)  como
herramientas  para  el  soporte  de  MOOCs.
También  se  trabaja  lo  relacionado  a  la
integración  de  distintas  plataformas  que  se
utilizan  en  la  gestión  académica.  El  tema  de
accesibilidad web se trata en forma transversal,
evaluando  el  cumplimiento  de  las  normas
respectivas en cada uno de los casos.
En  esta  etapa  se  está  trabajando  con  la
plataforma  OpenEdX  [9]  para  el  soporte  de
MOOCs.  Se  eligió  dicha  plataforma  por  las
facilidades  de instalación y configuración, por
los módulos disponibles y la amplia comunidad
de usuarios que contribuyen al proyecto. Provee
toda la funcionalidad básica de las herramientas
de  MOOCs,  en  lo  relativo  a  la  creación  de
contenido,  gestión  de  usuarios,  confección  de
evaluaciones y utilización de foros y wikis.  La
comunidad de edX lleva  adelante  importantes
políticas para garantizar la accesibilidad web a
través de las cuales se compromete a priorizar
los  errores  o  barreras  de  accesibilidad  que
pueda presentar la herramienta y ofrece también
una  guía  de  buenas  prácticas  para  los
desarrolladores de los contenidos de los cursos
[10].
Usando la plataforma edX se creó un MOOC
sobre  Accesibilidad  Web,  que  se  puso  en
producción en el año 2017 y se dicta todos los
años  desde  esa  fecha.  El  curso  se  encuentra
disponible  en:
https://actividades.linti.unlp.edu.ar.  La
plataforma  de  base  está  instalada  y  es
administrada por becarios del proyecto, lo que
permite  sucesivas  actualizaciones  y
adaptaciones  según  las  necesidades  que  se
presentan. Se realizan modificaciones para que
cumpla  con  las  normas  de  accesibilidad
vigentes.  Además,  se  evalúan  cuestiones  de
usabilidad  y  facilidad  de  uso  en  cuanto  a  la
localización  y   acceso  a  los  contenidos;
aspectos  de  instalación  y  configuración  y
cuestiones de accesibilidad.
A partir de las sucesivas ediciones, se vienen
realizando  evaluaciones  con  el  objetivo  de
analizar el acceso e impacto del contenido, las
actividades y ejercitaciones planteadas a través
de  las  experiencias  y  devoluciones  de  los
participantes, en algunos casos fueron personas
con alguna discapacidad. Se realizan encuestas
al  comenzar  y  al  finalizar  el  curso  con  el
objetivo de recabar información del perfil de los
estudiantes  y  de  las  características  de
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interacción con la plataforma y los resultados
obtenidos [11]. Es importante destacar en este
punto que en las últimas dos ediciones del curso
se inscribieron en total 13 estudiantes con algún
tipo  de  discapacidad  visual.  En  una  encuesta
realizada  con  los  alumnos  que  cursaron  en
2019, 8 con discapacidad visual contestaron las
preguntas, 4 de ellos ciegos y el resto con poco
residuo visual, que interactuaron con el curso a
través de lectores de pantalla y uso exclusivo de
teclado.
Al  momento  de  testear  la  accesibilidad  se
aplican  criterios  de  normativa  tanto  a  la
naturaleza y presentación del contenido, como a
la  estructuración  y  organización  del  curso
respecto  a  los  temas  abordados  y  a  las
estrategias  de  evaluación.  Se  trata  de  proveer
múltiples formas de representar el contenido, ya
que  varía  la  forma  en  que  cada  estudiante
percibe  y  comprende  el  material  propuesto.
Además, se hace hincapié en la accesibilización
de  los  recursos  multimediales  incluidos,
considerando  imágenes,  videos  y  documentos
textuales  estandarizados.  Se  realiza  una
reestructuración  de  la  organización  de  las
unidades,  planteando  diferentes  secuencias  de
acuerdo  al  perfil  del  alumno.  Esto  permite
personalizar  el  trayecto  de  aprendizaje  según
sus necesidades.
El  uso de espacios  de comunicación entre
los alumnos representa una de las actividades
más destacadas y es importante para fomentar
la interacción y la generación de conocimiento
compartido, logrando una forma de aprendizaje
colaborativo.
En  la  organización  de  un  curso  de  esta
naturaleza  se  requiere  aplicar  diferentes
estrategias  pedagógicas  para  poder,  en  el
proceso de enseñanza a distancia, concientizar a
los estudiantes, proponer el ponerse en el lugar
del  otro,  incentivar  la  investigación  de  la
problemática de los usuarios con discapacidad.
Asimismo, se trabaja en pos de garantizar una
experiencia del usuario inclusiva,  promover la
colaboración  para  la  búsqueda  conjunta  de
soluciones accesibles y formas de aplicarlas en
las  producciones  informáticas  que  se
desarrollen.
 
3. RESULTADOS Y OBJETIVOS
Según  las  líneas  de  trabajo  descritas,  se
plantean los siguientes objetivos:
● Analizar  y  aplicar  las  nuevas  guías  de
accesibilidad  propuestas  por  la
comunidad  de  edX,  con  el  fin  de
mantener  actualizada  la  plataforma
según estos criterios.
● Investigar  nuevas metodologías  de
diseño de MOOCs accesibles aplicadas
en  universidades del mundo, analizando
sus ventajas y posibles adecuaciones al
ámbito local.
● Realizar  entrevistas  individuales  con
diferentes  personas  con  discapacidad
que interactúen con la herramienta.
● Como  base  de  la  planificación
estipulada,  analizar  los  resultados
obtenidos  en  cada  etapa,  corrigiendo
posibles falencias en un ciclo de mejora
continua.
● Redefinir  secuencias  de  aprendizaje  y
evaluaciones  personalizadas  para  los
diferentes perfiles de alumnos.
● Promover  la  producción  de  material
accesible,  según  las  inquietudes,
expectativas  y  necesidades  de  cada
estudiante.
● Llevar  a  cabo  estudios  comparativos
entre  la  experiencia  del  MOOC y  los
cursos  en  un  LMS  tradicional,  que
permitan aportar nuevos conceptos a los
entornos de aprendizaje y enseñanza que
se generan con estas herramientas.
● Utilizar  evaluaciones  heurísticas   con
herramientas específicas  para testear la
accesibilidad, teniendo en cuenta el rol
del  usuario  en  su  interacción  con  la
plataforma.  Evaluar  la  posibilidad  de
intervención  y  participación  de  una
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persona  con  discapacidad  en  los
diferentes roles.
● Medir el grado de aceptación del curso
por parte de los participantes a través de
encuestas  y  encuentros  y  realizar
análisis de datos considerando distintas
variables  como  formación,  edad,
género,  procedencia,  participación  y
rendimiento, entre otros.
● Definir  técnicas  de diseño inclusivo,  a
partir  de  las  evaluaciones  realizadas  y
de la información recolectada, y utilizar
estas  técnicas  en  futuros  cursos,
partiendo del caso de uso desarrollado.
● Replantear componentes del proceso de
aprendizaje, relacionadas a la naturaleza
del contenido y al diseño temporal, a fin
de  adaptar  el  curso  según  las
evaluaciones realizadas.
● Definir y establecer pautas de diseño y
construcción de MOOCs que se utilicen
como punto de partida para la creación
de cursos  masivos  sobre  temas  que  se
investigan  y  sobre  los  cuales  se  viene
trabajando en el LINTI.
4. FORMACIÓN DE RECURSOS
HUMANOS
El equipo de trabajo  se encuentra  formado
por tres profesoras de amplia trayectoria en el
campo de la  investigación,  que trabajan en el
área  de  ambientes  virtuales  de  aprendizaje  y
accesibilidad  web.  Además,  dos  alumnos
becarios  de  la  carrera  de  Licenciatura  en
Informática de la Facultad de Informática.
La  participación  en  eventos  de  la
especialidad, ha permitido seguir estableciendo
canales  de  comunicación  con  otros
investigadores  que  trabajan  en  las  mismas
áreas.
Las  Jornadas  de  Accesibilidad  que  se
realizan  todos  los  años  permiten  intercambiar
experiencias entre los participantes del curso y
exponer los trabajos realizados. El video de la
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RESUMEN
    Realizar  propuestas  didácticas  que
permitan  llevar  al  aula  experiencias  de
aprendizaje  que  involucren  procesos  de
descubrimiento,  en  la  búsqueda  de  la
formalización  de  patrones  en  el  proceso  de
generalización  en  Educación  matemática  es
una tarea que impacta : tanto en la calidad de
la  educación,  como  en  la  curiosidad  y
motivación  del  alumno,  al  incluir  uso  de
Tecnologías  de  la  Información  y  la
Comunicación  (TIC)  en  los  procesos  de
aprendizaje: anima a los estudiantes a realizar
trabajos  exploratorios,  a  potenciar  la
indagación, investigación y creatividad; y así
poder transitar del proceso fenomenológico a
la acción epistemológica.
    Este  proyecto  aborda  una  investigación
aplicada  en  el  área  de  Educación  en
Matemática, se orienta a analizar la presencia
de  núcleos  generadores  en  contenidos
matemáticos,  como:  cálculo  de  límites,
integrales;  también a investigar la existencia
de  patrones  en Transformaciones  lineales,  o
regularidades  en  los  autovalores  y/o
autovectores  de  algunas  matrices  ó  en
procesos  del  Análisis  Numérico,  de
Matemática  Discreta,  entre  otras  áreas  de
Matemática. 
     La propuesta se sustenta en adicionar al
trabajo operacional sobre desarrollos teórico-
prácticos realizados en forma manual, herra-
mientas tecnológicas, que ayuden a anticipar
regularidades sobre nuevas funciones o trans-
formaciones lineales, por ejemplo. Es de des-
tacar que durante la experiencia,  son impor-
tantes aspectos a potenciar tales como la ob-
servación, intuición y la predicción; pues pro-
nosticar comportamientos y descubrir relacio-
nes al comparar, son los pasos iniciales para
la inducción y generalización de patrones.
     Palabras clave:  Regularidad-inducción;
Experiencias de aprendizaje; TIC
CONTEXTO
     La línea de investigación descripta en este
artículo se desarrolla en el proyecto de inves-
tigación “Generalización de Patrones en Ma-
temática, con ayuda de Nuevas Tecnologías y
Método Inductivo “, en el área de Educación
matemática. Se implementa en grupos de es-
tudiantes mediante experiencias de aprendiza-
je que involucren procesos de descubrimiento,
en la búsqueda de la formalización de patro-
nes en procesos inductivos  que permitan al-
canzar una fase de generalización. Potencian-
do la indagación y permitiendo iniciar al estu-
diante en la investigación, al incluir procesos
que pueden ser enriquecidos con trabajo con
TIC.
El proyecto mencionado es parte de la con-
vocatoria  del  Consejo  de  Investigaciones
Científicas y Técnicas y de Creación Artística
(Cicitca)- Universidad Nacional de San Juan
(UNSJ), para el período 2020-2022, y tiene su
base de trabajo en cátedras de matemática de
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las carreras de la Facultad de Ciencias Exac-
tas, Físicas y Naturales (FCEFN) . 
1. INTRODUCCIÓN
  La generalización es uno de los sistemas
para producir conocimiento, se logra de la in-
teracción de tres pilares: el primero es un pro-
blema fenomenológico basado en la selección
de  las  determinaciones  sensibles,  en  el  que
participan: la intuición, la atención, la inten-
ción,  la  sensibilidad,  etc.  El  segundo  es  un
problema epistemológico,  que consiste en la
extrapolación  o  generalización  propiamente
dicha y a través de la cual se produce el nuevo
objeto. El tercero es un problema semiótico,
que resulta de los medios a través de los cua-
les se denota el objeto generalizado. 
La idea básica implicada en la noción de
generalización, es que toda situación repetida
con regularidad da lugar a un patrón, que es la
traducción elegida para el término inglés pa-
ttern. Los patrones suelen formarse a partir de
un núcleo generador; en algunos casos el nú-
cleo se repite, en otros el núcleo crece de for-
ma regular.
Hoy  se  pueden  investigar  ciertas
situaciones  matemáticas  con  uso  de
tecnologías que no sólo  permiten proceder de
maneras que no se podría hacer sin ella, por la
velocidad y variedad de exploraciones [1] que
lleva  coleccionar  ideas  ,  acumular
conocimiento  de  tal  manera  que  cuando
finalmente se obtenga una fórmula se pueda
identificar en ella (leyendo los símbolos entre
líneas) lo que ya se sabe, y constatar que las
distintas representaciones (una tabla, cambios
geométricos,  la  gráfica de la función y/o su
expresión  simbólica)   ofrecen  la  misma
información,  pero  además   detalles
complementarios.
Estas  tecnologías  innovadoras  permiten
modelar situaciones no sólo algebraicamente
sino  también  mediante  herramientas  más
cercanas  a  los  significados  que  queremos
representar  y  estudiar.  Posponer  el  uso  de
símbolos enriquece nuestro entendimiento de
la  situación  como  asimismo  nos  permite
escudriñar ciertos aspectos que son opacos en
la  fórmula.  Es  decir  son  los  recursos  que
permiten  transitar  del  proceso
fenomenológico  a  la  acción  epistemológica,
de  la  búsqueda  de  la  formalización  de
patrones en el proceso de generalización.
En los estándares de competencias sobre el
manejo de TICs, propuestos por UNESCO, se
afirma  que:  “Para  vivir,  aprender  y  trabajar
con éxito en una sociedad cada vez más com-
pleja, rica en información y basada en el co-
nocimiento, los estudiantes y los docentes de-
ben utilizar la tecnología digital con eficacia”.
La  habilidad  de  “aprender  a  aprender”  [2],
[3], socialmente requiere la formación de per-
sonas capaces de realizar un manejo autóno-
mo de herramientas cognitivas. Estos concep-
tos son propios de una educación centrada en
quien aprende, que es transversal para actuar
en cualquier área del mundo laboral o en la
continuidad de estudios de nivel superior. 
Este escenario actual impone acciones que
deberán, a través de la integración de las TIC,
cubrir  las  competencias  digitales  que  los
alumnos deben incorporar en su bagaje cultu-
ral y de conocimientos para desarrollar su au-
tonomía en el camino de aprender a aprender. 
Meirieu  [4]  sugiere  entusiasmar  a  los
alumnos: para lo cual deben emplearse estra-
tegias "accesibles y difíciles al  mismo tiem-
po".  Estas  estrategias  son  tales  cuando  el
alumno siente que es capaz de lograr el objeti-
vo propuesto y percibe  la  existencia  de una
hipótesis que todavía no le es propia. Por su
parte, Maggio [5] distingue dos modalidades
al incorporar TIC a las prácticas de enseñan-
za, inclusiones efectivas e inclusiones genui-
nas. La inclusión genuina, se refiere a un pro-
ceso de integración de TIC de orden episte-
mológico que “reconoce el complejo entrama-
do de la tecnología en la construcción del co-
nocimiento en modos específicos por campo
disciplinar y emula ese entramado en el plano
de la práctica de la enseñanza”. De esta for-
ma, en lugar de ocupar el lugar subsidiario de
la  superficie  y  el  agregado,  los  desarrollos
tecnológicos pasan a formar parte del cuerpo
mismo del área en la que han sido incluidos. 
En el proyecto se hace uso del software li-
bre Geogebra, con el objeto de que el alumno
pueda hacer un aprendizaje de la matemática
más dinámico; dado que permite proponer ac-
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tividades de investigación y experimentación
en diferentes niveles educativos, y desarrollar
actividades  que  involucren  reflexión,  descu-
brimiento,  formalización;  contando  con  el
adecuado  manejo  de  los  contenidos  que  se
van abordar.
Una de las utilidades de Geogebra [6] es la
construcción  de  conocimiento,  pues  es  una
herramienta que permite visualizar simbólica
y gráficamente información matemática. Así,
Buendía  Avalos  [7],  indica  que  las  gráficas
son excelentes formas de comunicación para
plantear  y  resolver  problemas,  ejemplificar,
ilustrar y comunicar resultados. Las encontra-
mos en medios tan diversos como los periódi-
cos, los libros de texto o los artículos de in-
vestigación. Por eso la educación tiene entre
sus objetivos enseñarnos a hacer e interpretar
gráficas.
Nuestra  práctica  docente  permite  señalar
que siempre al utilizar las herramientas tecno-
lógicas en los procesos de enseñanza – apren-
dizaje,  como el  uso del software  Geogebra
(aunque es de sencillo manejo), no resolverá
todos los ajustes que son necesarios en el con-
texto educativo, pero se debe tener en cuenta
que es un medio para presentar información el
estudiante: que capta su atención, y además le
permite  ejercitar  habilidades  de pensamiento
y estrategias de resolución de problemas, ini-
ciarse e involucrarse en contextos de investi-
gación con los que puede conjeturar, deducir,
generalizar, reflexionar sobre contenidos alge-
braicos y geométricos. También el uso del so-
ftware  permite  generar  ambientes  abiertos  e
inclusivos de aprendizaje de la matemática en
sus diferentes contextos.
El  uso  de  TIC,  en  este  caso  el  software
Geogebra, en el ámbito de enseñanza univer-
sitaria aporta al estudiante la variedad y velo-
cidad en la repetición de hechos, para generar
espacios  de  apropiación  de  contenidos  en-
contrando los rasgos comunes en un grupo de-
finido,  para llegar  a conclusiones  de los as-
pectos que lo caracterizan. Las generalizacio-
nes a que se arriban tienen una base empírica,
partiendo de observaciones que se hacen so-
bre fenómenos particulares de una clase y lue-
go a partir de ellos se obtiene inferencias de la
clase entera. Su colaboración en la ejecución
de generalización permite obtener nuevas me-
todológicas de trabajo [8] que no limiten las
prácticas sólo al uso de recursos tradicionales.
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
La  línea  de  investigación  en  que  se
enmarca  este  proyecto  es  de  investigación
aplicada en Educación. Resulta importante la
determinación  de  núcleos  generadores  en
contenidos  de  las  áreas  del  cálculo,  del
álgebra  lineal,  etc;  en  matemática,  pues  en
algunos casos el núcleo se repite, en otros el
núcleo crece de forma regular,  identificando
estrategias  y  formas  de  razonamiento,
distinguiendo la relación parte-todo presente
en los procesos de generalización que validan
un proceso o fórmula. 
Entre los objetivos se plantea:
 Reconocer  regularidades  en
matemática  como  fuente  de
aprendizaje,  despertando  la
capacidad  de  inspeccionar  y
cuestionar  los  patrones  de
generalización 
 Animar a los estudiantes a realizar
trabajos  exploratorios,  con
aplicación  del  software  Geogebra,
en  actividades  de  Álgebra  y
Análisis,   para  potenciar  la
indagación,  exploración  y
creatividad
 Aprovechar  el  software  como
entorno  de  experimentación  y
reflexión,  por  sus  potencialidades
de  visualización  gráfica  y
simbólica,  para  propiciar  una
participación  activa  del  alumno,
nativo digital, en la construcción de
procesos de generalización
Para  lo  cual  se  han  planificado  las
siguientes etapas:
a) Determinar el problema, las condi-cio-
nes y necesidades (diagnóstico)
b) Planteamiento de los interrogantes
c) Consideración de dificultades 
d) Elaboración de materiales didácticos
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e) Intervenciones didácticas 
f) Recolección de información
g) Procesamiento de información
h) Reajuste de estrategias
i) Difusión y publicación de resultados
   Los integrantes de este proyecto participan,
de  variadas  cátedras  de  Matemática,  en  las
distintas  carreras  donde  forman  parte  de
equipos  de  cátedra.  Por  lo  que,  las  áreas




    Este proyecto se encuentra  iniciando el
segundo  año  de  desarrollo  y  debido  a  la
pandemia de covid 19, al no disponer de una
situación  de  cursado  con  presencialidad,  en
los estudiantes, se observa:
1) Los tiempos de contacto con estudian-
te-docente son muy limitados, a su po-
sibilidad  de  conectividad  de  ambos;
priorizando  siempre  la  comunicación
on-line sólo estrictamente a los conte-
nidos priorizados de las asignaturas de
cursado.
2) La comunicación sólo se da con una
parte de los estudiantes, los que sí tie-
nen conectividad.
3) En las comunicaciones por video con-
ferencia,  no quedan registros que po-
drían  servir  de  partida  a  estudios  de
análisis  de los procesos de inducción
de los estudiantes.
4) Imposibilidad  de  trabajar  variados
planteos, en un mismo grupo de estu-
diantes, para estudiar distintos aborda-
jes de problemas para ver como plan-
tean la determinación de patrones y re-
gularidades.
 Se  han  realizado  los  siguientes  trabajos
[9],[10]:
 Con alumnos de primer año de Lic. en
Geología  en  Matemática  I,  sobre  la
identificación  de  regularidades  en  el
cálculo  del  error  para  funciones
aproximadas por polinomios de Taylor
 Con alumnos de primer año de Lic. en
Geofísica  y  Lic.  en  Astronomía,  en
Algebra,  sobre  el  reconocimiento  de
regularidades  en  Transformaciones
lineales.
   Se  espera  poder  implementar  más
experiencias de aprendizaje y avanzar en otras
etapas del proyecto.
  
4. FORMACIÓN DE RECURSOS
HUMANOS
    El equipo de investigación está formado
por  cuatro  docentes-  investigadores,  partici-
pan del proyecto dos alumnos de facultad, que
son ayudantes y adscriptos a cátedras, respec-
tivamente;  con  lo  cual  su  intervención  les
ayuda a aprender a realizar actividades de in-
vestigación, y cómo integrarse en un equipo
de investigación existente.
    Además, la producción científica reali-
zada se puede volcar a temas de actualización
de las asignaturas en las que forman parte de
los equipos de cátedra, con lo cual los alum-
nos también se retroalimentan de las investi-
gaciones.
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RESUMEN
Se define el nivel socioeconómico (NSE) como
el conjunto de bienes materiales y
características no económicas, entre las que se
incluye el prestigio social y la educación, las
cuales se asocian al nivel de estrés y calidad de
vida, así como a aspectos generales de salud y
de habilidad cognitiva [1]. Una amplia cantidad
de investigaciones dentro de las Neurociencias
Cognitivas, ha demostrado que las diferencias
en las experiencias de estimulación asociadas a
distintos Niveles Socioeconómicos (NSE)
afectan el desarrollo cerebral, desde el nivel
bioquímico hasta la organización de las
funciones psicológicas más complejas [2];
evidenciándose una correlación entre el nivel
socioeconómico de una familia y el desarrollo
del cerebro de sus hijos.
Sobre esta línea de investigación se desarrolla
el presente estudio, el cual tiene como objetivo
realizar una revisión de los factores entendidos
como mediadores del NSE y propuestos como
condicionantes del desarrollo cognitivo; con el
fin de contrastar los resultados con una muestra
de datos de estudiantes de las carreras de
Ingeniería brindadas en la Universidad
Tecnológica Nacional - Facultad Regional La
Plata (UTN-FRLP).
Se plantea como método de análisis de datos la
Minería de Datos mediante la cual se analiza la
correlación entre: NSE; rendimiento académico
y deserción estudiantil universitaria.




La línea de investigación presente se encuentra
inserta en el Proyecto de Investigación y
Desarrollo: «Determinación de perfiles de
riesgo de deserción estudiantil en UTN-FRLP
utilizando técnicas de minería de datos».
El proyecto se encuentra homologado por
Rectorado con código TEUTNLP0007653 y
financiado por la Universidad Tecnológica
Nacional, UTN.
1. INTRODUCCIÓN
Según Arán Filippetti [3] las investigaciones
que analizan la relación entre el NSE y el
desempeño cognitivo se encuentran clasificadas
en dos tipos :
I) Aquellas que analizan qué indicadores
socioeconómicos se relacionan con el
desempeño cognitivo. Dentro de ellas, Duncan
& Magnuson [4] proponen tres factores de
estudio para esta perspectiva: (a) nivel de
educación, (b) ingreso familiar y (c) nivel
ocupacional .
En particular, Noble y Farah en 2005 [5]
destacan que existe una relación entre la
cantidad de años de formación educativa de los
padres y el tamaño de regiones cerebrales
relacionadas con el lenguaje, la lectura y las
funciones ejecutivas de sus hijos. Estas
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diferencias llegan hasta un 3% si se comparan
los hijos de padres con secundaria completa
(por lo menos 12 años de educación continua)
con los hijos de padres universitarios (con más
de 15 años de formación).
En el año 2015 el mismo equipo de
investigadores publicó los resultados obtenidos
sobre ingresos económicos y pobreza y los
fundamentos biológicos de estos efectos. El
estudio consistió básicamente en la realización
de resonancias magnéticas a los cerebros de
1099 niños residentes en Estados Unidos con el
fin de comparar las diferencias de su estructura
cerebral. Los resultados arrojaron que aquellos
niños pertenecientes al grupo de ingresos más
bajos tenían hasta un 6% menos de superficie
que los niños de las familias de altos ingresos,
presentando diferencias en la estructura del
cerebro, particularmente en áreas asociadas con
el lenguaje y las habilidades de toma de
decisiones. Los puntajes de los niños en las
pruebas que miden las habilidades cognitivas,
como la capacidad de lectura y memoria,
también disminuyeron con el ingreso de los
padres [6].
II) En segunda instancia se encuentran
aquellas investigaciones que estudian cuáles
son las variables mediadoras y cómo influyen
en el desarrollo. Surgen para analizar los
diferentes mecanismos mediadores de los
indicadores y demostrar que éstos no actúan de
la misma manera en el desempeño cognitivo.
Si bien no se encuentran definidos de manera
estricta los mediadores involucrados, los
enfoques que surgen de esta línea comparten
mecanismos en común. Como ser,
Brooks-Gunn y Duncan [7] proponen como
mecanismos mediadores: (a) la salud y la
nutrición, (b) el ambiente en el hogar, (c) la
interacción padres-hijos, (d) la salud mental de
los padres y (e) las condiciones del barrio. Y
Guo y Harris [8] analizan: (a) el ambiente físico
del hogar, (b) el estilo parental, (c) la
estimulación cognitiva en el hogar, (d) la salud
del niño al momento del nacimiento y (e) la
salud del niño durante la infancia.
Carrillo López [9] presenta una revisión
bibliográfica acerca de cómo afectan las
diferencias socioeconómicas en el desarrollo
neuropsicológico infantil. En ella pueden
observarse mediadores, que si bien pueden
considerarse mecanismos diferentes, se
encuentran próximamente vinculados y
difícilmente delimitables en algunos casos.
Factores prenatales. Existe relación directa
entre el NSE Bajo (NSE-B) de la madre en el
embarazo y el desarrollo fetal. El mecanismo
biológico responsable es la liberación de
corticotropina y glucocorticoides en la madre y
por consiguiente, en el feto. Esto ocurre debido
a altos niveles de estrés, a una mala calidad en
la nutrición y al número de infecciones
ocurridas durante el embarazo. Las
consecuencias de la secreción de
glucocorticoides en madres gestantes se asocia
con un aumento en conductas de distracción y
falta de atención, así como un menor
coeficiente intelectual en los niños [10].
Estilo Parental. Calidad del ambiente
doméstico. En ambientes con NSE-B las
relaciones padres-hijos se asocian con mayor
irritabilidad, ansiedad y estados de ánimo
depresivos que inciden negativamente en la
interacción y formas de vinculación [11]. En
estos ambientes se hace presente una menor
sensibilidad hacia a las necesidades del niño,
que se manifiestan luego en problemas
socioemocionales y de comportamiento.
Interacción Padres-Hijos. Estimulación
cognitiva. Existe evidencia de que la
interacción padres-hijos es una fuente de
estimulación cognitiva para el niño. En
ambientes con interacción reducida se produce
un efecto negativo con consecuencias en el
desarrollo, especialmente en el control de los
impulsos y competencias de autorregulación.
Dentro de este mediador se observa que madres
con NSE-Alto (NSE-A), en comparación con
XXIII Workshop de Investigadores en Ciencias de la Computación 915
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
las madres de NSE-Medio (NSE-M) y NSE-B
(NSE-B), crean ambientes lingüísticamente más
enriquecidos para sus hijos. En ambientes
creados por aquellas madres con NSE-B se
destaca la ausencia de regularidad en las
interacciones y las dificultades maternas para
intervenir adecuada y oportunamente
propiciando el desarrollo cognitivo de los niños.
Esta situación junto al acceso a libros, la
dedicación a la lectura, la participación de las
familias en actividades de la escuela y la
exposición a materiales estimulantes crean un
ambiente estimulante para el desarrollo
cognitivo.
Resulta necesario destacar cómo la brecha de
aprendizaje entre los niños que cuentan con
entornos de aprendizaje favorables y aquellos
con entornos desfavorables aumenta con la
edad. La relación es relevante que niños de 5
años que cuentan con ambientes favorables
demuestran casi el doble de habilidades (lectura
y números) que los niños que cuentan con
entornos de aprendizaje inferiores. Esta brecha
continúa creciendo a medida que los niños
entran a la escuela primaria, dejando a los niños
de entornos familiares débiles en mayor riesgo
de deserción y fracaso escolar [12].
Nutrición. El desarrollo cognitivo también
resulta sensible al tipo de alimentación, la cual
se encuentra directamente vinculada con el
indicador Ingreso Familiar. Bajo esta
dimensión, es posible destacar cómo los
alimentos que poseen bajo contenido glucémico
mejoran la atención y la memoria; en
contrapartida con los que poseen alto índice de
azúcares simples que se asocian con dificultad
de concentración y atención. En el mismo
sentido, la ingesta elevada de grasa saturada se
relaciona con un deterioro cognitivo, mientras
que el consumo de ácidos grasos
poliinsaturados tiene efectos beneficiosos en su
prevención. Las vitaminas B1, B6, B12, B9
(ácido fólico) y D, hierro y yodo ejercen efectos
neuroprotectores y mejoran el rendimiento
intelectual [13].
Condiciones del barrio. El barrio condiciona el
tipo de escuela a la que concurren los niños y
con ella es posible identificar los recursos a los
que tienen acceso durante su desarrollo
cognitivo temprano.
Se ha comprobado que el compartir aula en el
colegio desde la infancia temprana con
compañeros con mayores niveles
socioeconómicos afecta a un mejor desarrollo
de dichas funciones [14].
El aprendizaje dentro y fuera del hogar explica
gran parte de la relación entre el NSE y las
habilidades cognitivas, incluidos el lenguaje, el
razonamiento no verbal y las funciones
ejecutivas [15].
2. LÍNEAS DE INVESTIGACIÓN y
DESARROLLO
Dentro de las Neurociencias Cognitivas una
amplia cantidad de investigaciones demostró
que las diferencias en las experiencias de
estimulación asociadas a distintos NSE afectan
el desarrollo cerebral en varios niveles, desde el
bioquímico hasta la organización de las
funciones psicológicas más complejas;
evidenciándose una correlación entre el nivel
socioeconómico de una familia y el desarrollo
del cerebro de sus hijos.
Sobre esta línea de investigación se desarrolla
el presente estudio, el cual tiene como objetivo
aportar evidencia empírica sobre el rendimiento
académico y la deserción estudiantil
universitaria sobre el caso de estudio
conformado por los ingresantes de Ingeniería de
la UTN FRLP.
Con el fin de obtener una correlación entre los
indicadores del NSE y las variables rendimiento
académico y deserción estudiantil universitaria,
se utiliza la Minería de Datos o Data Mining.
Esta técnica, se define formalmente como “un
conjunto de herramientas aplicadas al proceso
no trivial de extraer y presentar conocimiento
implícito, previamente desconocido,
potencialmente útil y humanamente
XXIII Workshop de Investigadores en Ciencias de la Computación 916
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
comprensible, a partir de grandes conjuntos de
datos, con el objeto de predecir de forma
automatizada, tendencias o comportamientos y




La influencia de la pobreza sobre el desarrollo
cognitivo es identificada y evaluada en estudios
neurocientíficos encontrándose una vinculación
directa entre NSE y diferencias en el tamaño,
forma y funcionamiento del cerebro.
Los resultados generales de las investigaciones
en las que se analiza este fenómeno, evidencian
que los niños con nivel socioeconómico bajo
tienden a obtener peores resultados en un gran
número de pruebas, respecto a niños de nivel
socioeconómico medio o alto; estadísticamente,
son más propensos a no terminar sus estudios
secundarios, a no ingresar en la universidad y a
obtener empleos precarios.
Dentro de estas investigaciones diferentes
indicadores son definidos como básicos para el
análisis de los niveles socioeconómicos:
Ingreso Familiar, Ocupación y Nivel de
Instrucción de los Padres. Y es a partir de ellas,
que surgen más específicamente los estudios de
diversos mecanismos mediadores para
demostrar que los indicadores no actúan de la
misma manera en el desarrollo cognitivo. Si
bien no se encuentran definidos de manera
estricta, los enfoques que surgen de esta línea
comparten variables en común: los factores
prenatales, la nutrición, el ambiente en el hogar,
la interacción padres-hijos, estimulación
cognitiva en el hogar, la salud mental de los
padres y las condiciones del barrio.
Con el fin de contrastar los resultados
precedentes, se utiliza la técnica de Minería de
Datos y se aplica a un conjunto de datos de
ingresantes de Ingeniería de la UTN FRLP; a
fin de evaluar el desempeño académico de cada
estudiante durante su tramo de su formación
académica considerando su NSE.
4. FORMACIÓN  DE RECURSOS
HUMANOS
El equipo del proyecto está formado por
docentes investigadores del Grupo de I&D
Aplicado a Sistemas Informáticos y
Computacionales (GIDAS) y del Departamento
de Ingeniería en Sistemas de Información
(DISI) de la Universidad Tecnológica Nacional
Facultad Regional La Plata, un investigador de
apoyo, un tesista de postgrado y dos alumnos
becarios de investigación.
El proyecto anualmente capacita y forma a
alumnos becarios que participan y aprenden
desarrollando diversas tareas de investigación.
Constituyéndose, de esta manera, en una etapa
de entrenamiento para la futura actividad
profesional y de inicio a la investigación.
El proyecto brinda un marco propicio para el
desarrollo de las Prácticas Supervisadas (PS) de
los estudiantes, necesarias para la obtención del
título de grado de la carrera de Ingeniería en
Sistemas de Información. A la fecha presenta
dos PS finalizadas.
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RESUMEN 
Se presenta aquí una línea de investigación, desarrollo e 
innovación que se enmarca en un suproyecto del 
Instituto de Investigación en Informática LIDI. A partir 
de esta línea se investigan diferentes modelos de 
interacción persona ordenador y su interrelación con 
procesos educativos. En los últimos años, se ha iniciado 
el estudio de la combinación de diferentes paradigmas 
de interacción, dando lugar a entornos inmersivos que 
posibilitan aprovechar las posibilidades del mundo 
físico y el virtual. Como parte de este proyecto se 
diseñan, desarrollan, evalúan y transfieren aplicaciones 
y juegos serios basados en realidad aumentada (RA), 
interacción tangible con objetos pasivos y activos, y 
realidad virtual (RV). Se combinan sus posibilidades 
con el fin de ofrecer diferentes experiencias educativas. 
También, se abordan algunas investigaciones vinculadas 
a la computación afectiva y al desarrollo de sistemas 
recomendadores orientados a estudiantes y docentes, 
que aportan a la interacción y al aprendizaje con 
tecnologías. Como parte del proyecto, se participa en la 
formación de recursos humanos en el área, a través de 
tesis de postgrado, trabajos finales de grado, becarios de 
investigación y proyectos de innovación con alumnos. 
En el trabajo se detallan los principales resultados 
alcanzados durante 2020 e inicios de 2021. 
Palabras clave: interacción persona-ordenador, 
interacción tangible, realidad aumentada, realidad 
virtual, entornos inmersivos, computación afectiva, 
escenarios educativos 
CONTEXTO 
Esta línea de investigación se integra al subproyecto 
llamado “Metodologías y herramientas para la 
apropiación de tecnologías digitales en escenarios 
educativos híbridos”, y forma parte de un proyecto más 
general titulado: “Metodologías, técnicas y 
herramientas de Ingeniería de Software en escenarios 
híbridos. Mejora de proceso” (período 2018-2021), en el 
que se estudian y diseñan metodologías y herramientas 
de la Ingeniería de Software para escenarios híbridos 
que combinan diferentes entornos, dispositivos, formas 
de acceso y de interacción. Se trata de un proyecto del 
Instituto de Investigación en Informática LIDI, de la 
Facultad de Informática de la Universidad Nacional de 
La Plata, acreditado por el Ministerio de Educación de 
la Nación. 
1. INTRODUCCION 
Desde los inicios de la computación, la búsqueda por 
mejorar las formas de interacción entre las personas y 
las computadoras ha sido un tema relevante de 
investigación. Con el avance tecnológico, el uso de 
sensores, la variedad de dispositivos móviles, y el auge 
de la computación ubicua se han abierto nuevas 
posibilidades en este campo, que ofrecen oportunidades 
para generar experiencias educativas innovadoras. En el 
marco de este proyecto se vienen estudiando modelos de 
interacción basados en realidad aumentada, en realidad 
virtual, e interacción tangible. Diferentes marcos 
teóricos permiten echar luz sobre los aportes de cada uno 
de estos modelos. Hornecker (2002) discute las 
propiedades que hacen que las interfaces tangibles sean 
una herramienta valiosa para la cooperación y la 
colaboración. Su trabajo aborda la relación entre las 
interfaces tangibles y los efectos sociales que traen 
aparejados. Esta autora indica que la visibilidad 
constante en este tipo de interfaces también puede 
apoyar la cognición individual, ya que los objetos físicos 
sirven como ayuda para la memoria externa. Así estos 
objetos son referencia de comunicación o medio de 
demostración. Zuckerman y cols. (2005) presentan un 
marco para pensar a las interfaces tangibles en el ámbito 
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educativo, con un enfoque específico en los dominios de 
problemas abstractos. El marco teórico de estos autores 
se centra en el uso de materiales manipulativos 
(tangibles), que son aquellos objetos físicos 
específicamente diseñados para fomentar el aprendizaje. 
Marshall (2007) presenta un marco analítico derivado de 
un análisis de la literatura en Ciencias Cognitivas, 
Computación Tangible y Educación, creado para apoyar 
el diseño de TUI en procesos de aprendizaje. El marco 
propone 2 tipos de actividades en las que un estudiante 
puede participar cuando usa un elemento tangible: A) 
una actividad exploratoria o B) una actividad expresiva. 
En el caso de las actividades exploratorias los 
participantes pueden conocer modelos, relaciones entre 
sus componentes y formas de comportamiento 
preestablecidas, que son exploradas a través de la 
interfaz. Los sistemas tangibles expresivos, son aquellos 
que permiten a la persona realizar actividades y crear sus 
propias representaciones. Esto posibilita exhibir las 
inconsistencias, los conflictos y las asunciones 
incorrectas. En el marco de una tesis doctoral de un 
miembro de este proyecto se han revisado más de 60 
trabajos relacionados con el área de interacción tangible 
que permiten fundamentar su importancia en el campo 
de la educación y en diferentes disciplinas (Artola, Sanz, 
Pesado, 2020). Otro trabajo que se ha desarrollado desde 
2018 en el proyecto, se vincula con los beneficios de los 
objetos activos combinados con las interfaces tangibles, 
los tipos de feedback y su consideración durante la etapa 
de diseño de estos sistemas tangibles (Alvarado Cruz, 
Sanz & Baldassarri, 2020). También se estudian los 
fundamentos de la RA en el campo educativo, 
metodologías y herramientas para el diseño de 
aplicaciones de RA, y en el último año se ha trabajado 
en el área diseño y desarrollo de aplicaciones educativas 
de realidad virtual. Específicamente, se realizan juegos 
serios con estas modalidades de interacción y sus 
combinaciones. Las investigaciones hasta el momento, 
han demostrado que las aplicaciones de RV son 
efectivas en múltiples niveles de educación y formación, 
con un alto grado de aceptación por parte de los 
estudiantes (Kavanagh, Luxton-Reilly & Wuensche, 
2017). Una característica importante en las aplicaciones 
de RV para el escenario educativo es la interacción por 
parte de usuario con el mundo virtual. Esta interacción 
fomenta el compromiso activo, que es deseable para el 
aprendizaje (Pantelidis, 2009). Diversas teorías del 
aprendizaje permiten dar sustento al uso de la RV en 
procesos educativos: el aprendizaje experimental, el 
constructivismo, la teoría de la autoeficacia, entre otras, 
han sido mencionadas por autores de referencia en el 
área de RV para analizar experiencias educativas con 
esta tecnología (Kavanagh, Luxton-Reilly & Wuensche, 
2017; Anopas & Wongsawat, 2014). Además, en este 
proyecto se han estudiado diversos marcos para diseñar 
juegos de realidad virtual orientados al escenario 
educativo, uno de ellos considera los componentes de 
los juegos y los niveles de procesamiento de la 
información presentados por (Norman, 2004). Los 
juegos serios de RV deben considerar las reglas 
establecidas por la jugabilidad (González Sánchez & 
Gutiérrez Vela, 2010), que ponen un límite a las 
acciones del jugador, y que a su vez lo guían en una 
dirección, buscando llevarlo a cumplir un objetivo. Los 
objetivos son llevados a cabo en un escenario dentro del 
cual se desarrollan las acciones. La historia del juego 
guía la experiencia y se vincula con las mecánicas que 
se adaptan a un entorno de cierta verosimilitud. En 
cuanto a la realidad aumentada, también se han 
indagado trabajos teóricos, herramientas y librerías 
(Salazar, Sanz & Gorga, 2019), que permiten el diseño 
de actividades educativas de realidad aumentada y/o su 
integración en juegos serios (Lovos et al., 2020). En el 
2020, se ha avanzado en el diseño de dos plantillas que 
forman parte de una herramienta de autor AuthorAR, 
para facilitar la creación de actividades educativas 
basadas en posicionamiento. También, se continuó la 
difusión de la app Ruta Darwin, desarrollada en 2019, y 
disponible actualmente en el Centro de Innovación y 
Transferencia Tecnológica de la Facultad de Informática 
(Lizarralde et al., 2019). 
Finalmente, se abordan trabajos en el área de 
Computación Afectiva. Según Baldassarri (2016): “la 
Computación Afectiva es un área de investigación 
emergente cuyo objetivo es el desarrollo de dispositivos 
y sistemas capaces de reconocer, interpretar, procesar 
y/o simular las emociones humanas para mejorar la 
interacción entre el usuario y la computadora.” (p. 14). 
En el proyecto se aplican estos temas para mejorar la 
adaptabilidad, el feedback y las situaciones de 
interacción con sistemas orientados al ámbito de la 
educación. Se está trabajando específicamente en la 
meta-anotación de recursos educativos considerando 
emociones para poder diseñar sistemas recomendadores 
de estos recursos, que consideren la dimensión 
emocional (Astudillo, Sanz & Baldassarri, 2020). 
También se ha avanzado en el estudio de antecedentes 
de una tesis doctoral, en la que se analiza el modelado 
del estudiante y la metaanotación social de recursos 
educativos de matemática, para mejorar su 
recomendación (Del Río, Álvarez, Sanz & Baldassarri, 
2020). 
Cabe señalar que el subproyecto se vincula con las 
temáticas de la Maestría y Especialización en 
Tecnología Informática Aplicada en Educación de la 
misma Facultad, por lo que se desarrollan tesis y 
trabajos finales en estos temas. Además, se llevan 
adelante diferentes cooperaciones con universidades 
nacionales y de otros países en estas temáticas. 
2. LINEAS DE INVESTIGACION / 
DESARROLLO 
 
Se mencionan aquí las principales líneas de 
investigación y desarrollo abordadas en el marco del 
proyecto: 
 Juegos educativos basados en Realidad Aumentada, 
Interacción Tangible y Realidad Virtual. Juegos 
pervasivos. 
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 Metodologías y herramientas para el diseño de 
aplicaciones educativas basadas en estos 
paradigmas.  
 Interacción Tangible. Marcos que fundamentan este 
paradigma, relación entre objetos físicos y digitales, 
aplicaciones en educación. 
 Objetos Pasivos y Activos para IT. Tipos de 
feedback en objetos activos. 
 Realidad Aumentada para juegos educativos. 
 Entornos inmersivos e interactivos basados en 
realidad virtual. 
 Sistemas educativos adaptativos y sistemas 
recomendadores para recursos educativos. 
 Computación afectiva en entornos digitales para el 
escenario educativo. 
Cabe señalar que los distintos miembros del proyecto 
participan en vinculación a las diferentes líneas de 
investigación que aquí se mencionan. Se desarrollan 
acciones con becarios, tesistas, pasantes y alumnos. 
3. RESULTADOS OBTENIDOS 
Se presentan aquí los principales resultados que se han 
alcanzado en el subproyecto, y corresponden al período 
2020 e inicios de 2021. 
En 2020 se aprobó la tesis doctoral de uno de los 
miembros del proyecto, vinculada a los temas de 
interacción tangible. Se avanzó en la difusión de los 
resultados de esta tesis, y se abrieron oportunidades para 
cooperar en estas temáticas (Artola, Pesado & Sanz, 
2020). En relación también a sistemas con  interfaces 
tangibles, se ha desarrollado a partir de un proyecto de 
innovación con alumnos, el juego Albores, que se 
considera un juego serio y que integra interfaces 
tangibles con objetos activos, y realidad aumentada, 
creado un ambiente combinado físico-virtual. Albores 
se propone mostrar figuras innovadoras de la historia de 
la Informática, con desafíos, mini-juegos que se 
desbloquean según el avance de los usuarios. El juego 
tiene relatos de interés educativo vinculados a los 
innovadores y sus aportes a la Informática (se puede ver 
un tráiler en http://163.10.22.174/_innova/albores-un-
juego-interactivo-e-inmersivo/). Este juego se presentó 
en las Jornadas de Ciencia y Tecnología 2020 de la 
Facultad de Informática. Se continuó además con la 
difusión del juego Murales basado en interacción 
tangible (Sanz et al., 2020; Iglesias & Sanz, 2020).  
También se ha avanzado en la investigación relacionada 
con la tesis de maestría sobre juegos serios y su 
vinculación al desarrollo de competencias digitales en 
docentes (Teo, 2009; Sandí Delgado, Sanz & Lovos, 
2020). 
Se estudiaron metodologías de diseño de juegos serios 
(Archuby, Sanz & Manresa-Yee, 2020), y en particular 
de juegos serios con realidad virtual. En 2020, se 
finalizó una tesis de maestría relacionada con la realidad 
virtual en educación (Chirinos, Sanz & Dapoto, 2020). 
En el marco de esta tesis se abordó el desarrollo de 
HUVI, una aplicación e realidad virtual orientada a dar 
a conocer y acercar el patrimonio argentino a niñ@s con 
algún tipo de vulnerabilidad social. La aplicación está 
disponible en Google Play 
(https://play.google.com/store/apps/details?id=com.Co
mpany.HP_VR) (Chirinos, Sanz, Rucci, Comparato, 
Gonzalez, Dapoto, 2020). HuVi se inserta en un 
proyecto de extensión de la Facultad de Ciencias 
Económicas de la UNLP en el que se participa. En 2020, 
se ha aprobado una propuesta de  tesis doctoral 
vinculada a metodologías de diseño de juegos serios de 
RV, que profundiza estas líneas de investigación. 
También en el marco de una tesina de grado se 
desarrolló el juego serio de realidad virtual, llamado 
Innovática (Mazza, Sanz & Artola, 2020). El juego se 
implementa como una aplicación móvil y solo requiere 
de gafas económicas de realidad virtual. Tiene como 
objetivo educativo dar a conocer a figuras destacadas de 
la Informática, que se entremezclan en una historia, en 
la que el protagonista deberá restaurar una anomalía de 
espacio-tiempo, ocurrida en un museo. Esto da la 
oportunidad de viajar a través de portales y conocer 
aspectos personales de las figuras históricas de interés. 
Como parte de la investigación se estudiaron heurísticas 
de jugabilidad que guiaron el diseño a Innovática. Al 
mismo tiempo, se atendieron a aspectos de la estética, 
las mecánicas, y de los niveles de procesamiento de la 
información, según el marco dado en Norman (2004). 
Innovática fue evaluado con estudiantes y docentes, 
mediante el cuestionario SUS para analizar su usabilidad 
(Brooke, 2013), con muy buenos resultados. La 
aplicación está disponible aquí: 
https://play.google.com/store/apps/details?id=com.Def
aultCompany.Innovatica  
Se presentó esta aplicación en charlas, por 
videoconferencia, con estudiantes de escuela secundaria 
y de primeros años de la Facultad, vinculando la 
propuesta de Innovática con relatos, y recuperando la 
importancia del pensamiento computacional en los 
aportes de las figuras que se destacan dentro del juego. 
En relación a los temas de realidad aumentada, se está 
trabajando en una tesis de maestría donde se estudia la 
incidencia de la integración de actividades con realidad 
aumentada en el rendimiento académico (Romano, 
Gorga & Sanz, 2020). También se está desarrollando 
una tesis en la que se diseñan y desarrollan plantillas 
para que los docentes puedan crear actividades de 
realidad aumentada. Se hizo en este contexto un estudio 
de librerías de RA (Salazar, Gorga & Sanz, 2019, a y b), 
que fue profundizado durante el año 2020. 
En cuanto a los temas de computación afectiva, se 
continúa con dos tesis doctorales en las que se trabaja en 
la recomendación de recursos (música, y videos 
educativos) considerando las  emociones (Ospitia-
Medina, Baldassarri, Sanz, Beltrán & Olivas, 2020; 
Astudillo, Sanz & Baldassarri, 2020). También se 
continuó profundizando en el estado del arte de otra tesis 
doctoral que tienen en cuenta la metaanotación social y 
el modelado de usuario para la recomendación de 
recursos matemáticos (Del Río, Alvarez, Sanz & 
Baldassarri, 2020).  
Finalmente, se está participando en estas temáticas a 
través de otros proyectos con universidades del país 
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(Lovos et al., 2020) y del exterior (Baldassarri, Sanz, 
Coma, Aguelo-Arguis, & Alvarez, 2019). 
En cuanto a los proyectos vinculados con este proyecto 
y los acuerdos de cooperación, el III- LIDI participa en 
los siguientes: 
 Se cuenta con un acuerdo de colaboración en estos 
temas con la Universidad de Zaragoza y la Universidad 
de Islas Baleares para cooperar en estas temáticas.  
 Se ha obtenido financiamiento en el marco de una 
convocatoria K107 de Erasmus para estancias de viaje 
entre la Universidad de Zaragoza y la Universidad 
Nacional de La Plata. 
 Se participa en el proyecto “Pervasive Gaming 
Experiences For @ll (Pergamex)”, en particular en el 
subproyecto (RTI2018-096986-B-C31) de la UZ.  
 Además, la Dra. Sanz es miembro colaborador del 
grupo de Investigación en Interfaces Avanzadas 
(AffectiveLab). 
 Se participa en la Red constituida por universidades 
de Iberoamérica en el marco del programa "Pablo 
Neruda" dentro del Espacio Iberoamericano del 
Conocimiento (EIC) y de la Organización de los Estados 
Iberoamericanos (OEI) orientada a la movilidad de 
estudiantes y docentes de doctorado.  
 Se participa en la RedAUTI: Red temática en 
Aplicaciones y Usabilidad de la Televisión Digital 
Interactiva. En este ámbito se analizan materiales 
educativos para la TVDI. 
 Se participa en un proyecto con la Universidad 
Nacional de Río Negro en relación a estas temáticas y 
como asesor en un proyecto de la Universidad Nacional 
de Santiago del Estero. 
4. FORMACION DE RECURSOS 
HUMANOS 
En este proyecto se participa en la formación de recursos 
humanos a través de la dirección de tesis de doctorado, 
maestría y trabajos finales de especialización y tesinas 
de grado, con becas de diferentes organismos de ciencia 
y técnica. En 2020, se ha aprobado 1 tesis doctoral de 
uno de los miembros del proyecto, 2 tesis de Maestría y 
1 trabajo de Especialización en el área de Tecnología y 
Educación, dirigidos por miembros de este proyecto. Se 
desataca la tesis de maestría de Yesica Chirinos, 
titulada: “La realidad virtual como mediadora de 
aprendizajes. Desarrollo de una aplicación móvil de 
realidad virtual orientada a niños”, dirigida por la Dra. 
Cecilia Sanz, correspondiente al Magister en Tecnología 
Informática Aplicada en Educación de la Facultad de 
Informática de la Universidad Nacional de La Plata y se 
expuso en diciembre de 2020 (Chirinos et al., 2020). 
Además se ha finalizado 1 tesina de grado dirigida por 
miembros del proyecto y se ha realizado un proyecto de 
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Las investigaciones hasta el momento, han demostrado que las aplicaciones de RV son efectivas en múltiples 
niveles de educación y formación, con un alto grado de aceptación por parte de los estudiantes. Una 
característica importante en las aplicaciones de RV, es la interacción por parte de usuario con el mundo virtual. 
Esta interacción fomenta el compromiso activo, que es deseable para el aprendizaje. Las propiedades 
intrínsecas y el mecanismo cognitivo de la RV, permiten a los estudiantes concentrarse conscientemente en lo 
que están experimentando y participar en un aprendizaje más significativo. Las aplicaciones de RV pueden 
permitir a los estudiantes explorar y aprender a su propio ritmo y repetir las experiencias tantas veces como lo 
deseen. Esto resulta atractivo tanto para los estudiantes como para los educadores, a quienes les permite enseñar 
diferentes habilidades. 
De las tecnologías educativas que se utilizan actualmente, la RV es considerada prometedora debido a su 
capacidad de “sumergir” a los alumnos en el entorno que están estudiando. El valor agregado de la RV es 
involucrar al estudiante en contextos de aprendizaje que son difíciles de comprender debido a su abstracción, 
dificultad o incluso debido a que son peligrosos. 
De acuerdo con lo anteriormente expuesto, y del interés por buscar mecanismos alternativos en los procesos 
de enseñanza y aprendizaje, surge la motivación de esta tesis, de investigar sobre estas temáticas y del 
desarrollo de una aplicación móvil educativa de RV, basada en diversas experiencias obtenidas de la 
investigación previa y un análisis exhaustivo de distintas aplicaciones de RV. A partir de estas motivaciones 
se plantean, los objetivos de esta tesis. 
El objetivo general de este trabajo es investigar y analizar sobre la Realidad Virtual (RV) y su aplicación en 
entornos educativos, como una “tecnología” mediadora en los procesos de enseñanza y aprendizaje. 
Como objetivos específicos se plantean: 
- Estudiar el concepto de RV y sus fundamentaciones. 
- Analizar ventajas y desventajas de su uso. 
- Estudiar las teorías de aprendizaje sobre las cuales se forjan las bases de su implementación en el contexto 
educativo y de formación. 
- Identificar prácticas pedagógicas, particularmente relacionadas con la experiencia, que justifican el uso de 
la RV en procesos de enseñanza y aprendizaje. 
- Estudiar y analizar distintas aplicaciones de RV y su aplicación en el ámbito educativo. 
- Desarrollar una aplicación educativa de RV, a partir de los lineamientos del análisis teórico realizado, y 
haciendo uso de herramientas de distribución libre, que permitan el desarrollo de aplicaciones de RV, 




Esta tesis se centra en la investigación sobre la realidad virtual (RV) y su aplicación en contextos educativos 
y de formación. Presenta un estudio de corte teórico y experimental sobre la temática, que inicia por la 
conceptualización de RV bajo la mirada de diferentes autores, analiza sus principales características, su 
aplicación en el ámbito educativo y otros contextos de formación, y las fundamentaciones de cómo diferentes 
teorías de aprendizaje se relacionan con la integración de la RV en procesos educativos. Al inicio del recorrido, 
se realizó una revisión sistemática de antecedentes de experiencias educativas y de entrenamiento de 
habilidades, que integran la RV y presentan resultados desde diferentes ópticas sobre las posibilidades y 
limitaciones de esta tecnología. Se realizó un estudio, como parte de esta revisión, de 28 experiencias. De éstas, 
10 presentaban una descripción completa, por lo que a partir de un conjunto de criterios definidos en la tesis, 
agrupados en 3 categorías, se llevó a cabo un análisis a nivel de cada experiencia y posteriormente, uno 
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transversal incluyendo las 18 experiencias restantes. Esto dio la oportunidad de echar luz sobre algunos 
resultados importantes que pueden aportar al diseño de aplicaciones y juegos educativos de RV, sobre las 
posibilidades y limitaciones que ofrece esta tecnología en diferentes niveles educativos, y también sobre 
formas de evaluar su integración. A partir de este estudio teórico, y en base a las motivaciones que dieron 
origen a la tesis, se desarrolló una aplicación móvil de RV llamada: HuVi (Huellas Virtuales), con formato de 
juego, cuyo objetivo es dar a conocer las manifestaciones patrimoniales de Argentina, a niños/as en situaciones 
de vulnerabilidad social.  
El desarrollo de HuVi estuvo a cargo de un equipo interdisciplinario, en el marco del proyecto de extensión: 
“Huellas Patrimoniales”, de la Facultad de Ciencias Económicas, más específicamente vinculado con la carrera 
de Licenciatura en Turismo. Para dar respuesta a las preguntas de investigación que orientan este trabajo, se 
llevó a cabo un estudio de caso, que involucró una serie de sesiones en el marco de talleres con niños/as, 
realizados como parte del proyecto de extensión antes mencionado. Este estudio de caso, tuvo como 
protagonistas a 21 niños/as que utilizaron una primera versión de HuVi, la cual previamente fue sometida, en 
forma previa, a diversas pruebas de laboratorio y experiencias piloto. Durante el estudio de caso, se indagó 
sobre la motivación intrínseca, la usabilidad, el cumplimiento de los objetivos de aprendizaje, y la experiencia 
lúdico - educativa en general. Se analizaron preferencias de los/as niños/as, la atención a diferentes estímulos 
visuales y auditivos, y a su interacción con estos.  
Los resultados alcanzados dan cuenta de que HuVi permitió acercar el Parque Nacional Iguazú (patrimonio 
involucrado en esta primera versión de la aplicación), despertando una elevada motivación en los/as niños/as 
que jugaron reiteradas veces en forma voluntaria, logró la recuperación de los conocimientos que se buscó 
trabajar, y convocó al juego y la diversión. Durante las sesiones también se pudieron observar algunos aspectos 
que se deben atender para mejorar experiencias de este tipo. Los/as niños/as experimentaron inicialmente 
nervios por enfrentarse a algo nuevo, haciendo que al comenzar con el uso de HuVi atendieran menos a la 
información presentada y más a la forma de interacción, a moverse, y mirar el contexto 3D. Una vez pasada 
esta etapa de adaptación se concentraron en los desafíos e interactuaron más con los objetos 3D utilizando la 
información que se presentaba en su camino.  
Tanto los estímulos visuales como auditivos fueron aspectos destacados por los/as niños/as. Las conclusiones 
presentadas abren el camino para profundizar la investigación en estas temáticas y dejan una serie de 
lineamientos que pueden ser tomados para el diseño de este tipo de aplicaciones. 
 
LÍNEAS DE TRABAJO FUTURO 
 
Como líneas de trabajo futuro, se proponen tres ejes: 
1. Profundizar el estudio de caso ampliando la muestra y la población con la que se ha trabajado. Es importante 
destacar que durante 2020 no se han podido desarrollar los talleres previstos en escuelas, debido a la situación 
de público conocimiento sobre el Codvid-19. La continuidad en esta línea posibilitará profundizar en las 
conclusiones halladas al momento. 
2. Continuar en el desarrollo de la aplicación, a partir de la integración de los ejes faltantes y de nuevas 
manifestaciones patrimoniales. Los hallazgos y estudios realizados en esta tesis, permitirán tomar decisiones 
de diseño más justificadas para quienes se involucren en su desarrollo. 
3. Generar metodologías y estrategias para diseñar aplicaciones y juegos de RV educativos que se basen en las 
teorías de aprendizaje que fundamentan la utilidad de esta tecnología y en resultados encontrados en el análisis 
de antecedentes. Este eje será abordado por la tesista a lo largo de su propuesta de doctorado, la cual ya ha sido 
presentada y aprobada. 
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La Provincia de Salta posee numerosas regiones aisladas 
o remotas a las cuales no llegan las redes convencionales 
de distribución de energía eléctrica y de datos móviles.  
En algunos casos, estas regiones tienen sistemas 
alternativos (Pe. zonas alimentadas por energía solar) 
que permiten que los pobladores tengan un servicio 
limitado de energía y de redes celulares. Sin embargo, 
tanto la condición de ausencia como la de limitación a 
estos recursos, impiden el desarrollo normal de procesos 
básicos del ser humano, como el proceso de aprendizaje. 
Esta dificultad se vio acentuada en el período de 
pandemia en dichas regiones. 
 
Con el propósito de contribuir a una educación inclusiva, 
que no deje de lado a las personas que habitan en zonas 
remotas, en esta investigación se plantea el diseño e 
implementación de un modelo de red que permita el 
acceso a la sociedad de conocimiento en estas zonas.  
El modelo de red se sustenta en tecnologías de bajo 
consumo energético que posibilitan el aprovechamiento 
de energías renovables. Los contenidos educativos se 
instalan en los servidores de placa simple (Raspberry) y 
son accedidos desde dispositivos móviles utilizando 
redes inalámbricas Bluetooth o WiFi. En función de los 
requerimientos energéticos de los equipos, se  
dimensionan pico sistemas fotovoltaicos para abastecer 
de energía a los dispositivos que forman parte de la red. 
La solución estudiada puede ser utilizada en otras zonas 
rurales del país que presenten características similares de 
aislamiento. 
Palabras clave: Intranet, dispositivos móviles, 
consumo de energía, escuelas rurales aisladas, energía 
solar fotovoltaica.  
1 Contexto 
El presente trabajo se lleva a cabo en el marco del 
proyecto de investigación Nº 2607  “Intranets educativas 
para escuelas rurales aisladas de Salta” en  colaboración 
con el proyecto de investigación Nº 2319  “Energía solar 
fotovoltaica y eólica: desarrollo y transferencia de 
equipos a pobladores de zonas rurales de la Provincia de 
Salta, y su impacto en la calidad de vida”. Los dos 
proyectos están  financiados por el Consejo de 
Investigación de la Universidad Nacional de Salta, el 
primero durante el período enero 2019 a diciembre 2020 
y el segundo de enero de 2017 a diciembre de 2020. Para 
ambos se solicito prorroga hasta diciembre de 2021. 
El equipo de investigación se encuentra conformado por 
investigadores del Consejo de Investigación de la UNSa 
(CIUNSa), del Centro de Investigaciones Sociales y 
Educativas del Norte Argentino (CISEN) y del Instituto 
de Investigaciones en Energía no Convencional 
(INENCO - CONICET). 
Una de las investigadoras del proyecto, la profesora 
Emilse Tacacho, es coordinadora de Educación Rural de 
la Provincia de Salta. La profesora Tacacho colabora en 
la selección de las escuelas rurales aisladas,  vinculación 
con directores y maestros de las  escuelas seleccionadas 
y en la definición de aplicaciones y contenidos 
educativos que son instalados en los servidores de las  
Intranets. 
Además, existen vinculaciones con las siguientes 
instituciones: 
- Ministerio de Educación, Ciencia y Tecnología de la 
Provincia de Salta. Se encuentra en desarrollo un 
protocolo de colaboración recíproca entre la 
coordinación de Educación Rural del Ministerio de 
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Educación de la Provincia de Salta  y el 
Departamento de Informática de la facultad de 
Ciencias Exactas de la Universidad Nacional de 
Salta. 
- UNICEF. Por intermedio de los referentes 
pedagógicos para escuelas rurales mediadas por TIC 
en Salta. Quienes brindan asesoramiento sobre el uso 
de tecnologías de información en escuelas rurales 
aisladas. [1] 
2 Introducción 
En Argentina la ruralidad comprende realidades muy 
diferentes. Por un lado, las poblaciones rurales 
agrupadas que habitan en pequeñas localidades de menos 
de dos mil habitantes, y por otro las poblaciones rurales 
dispersas que habitan en zonas a territorio abierto sin 
constituir centros poblados. Estas zonas presentan, entre 
otras, las siguientes problemáticas: 
- Aislamiento geográfico. Grandes distancias entre las 
viviendas de los pobladores y de estas a los centros 
urbanos. 
- Dificultades de acceso. No se dispone de caminos ni 
medios de transporte, los habitantes se movilizan a 
pie o usando caballos y mulas. 
- Baja densidad demográfica. Número reducido de 
pobladores habitando un territorio extenso. 
- Carencia de servicio de distribución de energía 
eléctrica. Los habitantes de estas zonas utilizan 
energías alternativas, como paneles solares y grupos 
electrógenos, para cubrir necesidades energéticas 
elementales. 
- Dificultades de comunicación.  Disponen de 
servicios de telefonía celular con cobertura limitada, 
razón por la cual los pobladores se tienen que ubicar 
en posiciones estratégicas (elevadas y con visión 
directa) para mejorar la ganancia de señal. 
 
Figura 1. Escuela Albergue “4546” – Paraje El Rosal 
Estas problemáticas motivaron la creación de albergues 
dentro de las escuelas como una forma de garantizar que 
los chicos asistan cotidianamente a clases. En algunos 
casos, los alumnos viven en los albergues durante toda la 
semana (de lunes a viernes) y en otros, permanecen 
durante todo el ciclo lectivo o en períodos específicos. 
Para ilustrar las condiciones de aislamiento de estas 
escuelas, en la Figura 1 se muestra una imagen de una 
escuela rural aislada de la Provincia de Salta. 
En estos establecimientos educativos la enseñanza 
mediada por tecnologías digitales es escasa debido a las 
limitaciones energéticas de la zona y al elevado consumo 
de los equipos computacionales [2]. Sin embargo, los 
dispositivos móviles (Celulares y Tablets) constituyen 
una alternativa viable para este tipo de escuelas, por su 
bajo consumo energético respecto de computadoras 
convencionales [3], haciendo posible que los alumnos 
accedan a contenidos educativos digitales y se nutran de 
estrategias de enseñanza/aprendizaje basadas en TIC [4]. 
El uso de celulares, para acceder a contenidos digitales 
educativos, en escuelas rurales aisladas introduce las 
siguientes cuestiones: 
1. ¿Dónde almacenar y cómo acceder a los contenidos 
educativos? 
En los parajes dispersos en los que se localizan las 
escuelas rurales aisladas, la provisión del servicio de 
Internet resulta demasiado compleja, debido al tipo 
de territorio, la ausencia de infraestructura necesaria 
en la zona y las dificultades de acceso a servicios 
básicos. Para estos casos, se propone el uso de 
Intranets de bajo consumo energético como solución 
tecnológica que posibilita el acceso a contenidos 
educativos digitales a los integrantes de la comunidad 
educativa. En esta solución, los contenidos 
educativos se almacenan en servidores locales de 
bajo consumo (tipo Raspberry PI) y son accedidos 
desde celulares a través de una red Bluetooth LE [5] 
(Figura 2). 
 
Figura 2. Intranet educativa de bajo consumo energético   
2. ¿Cómo administrar la energía disponible? 
Las zonas rurales aisladas presentan limitaciones 
energéticas que dificultan la recarga de baterías de 
los dispositivos que conforman la Intranet. 
Para subsanar este inconveniente, se realiza un 
estudio sobre el consumo de energía en la Intranet, 
utilizando herramientas de software y/o hardware 
para medir/estimar la energía que consume cada 
dispositivo. Los resultados del estudio permitirán  
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establecer diferentes mecanismos para reducir el 
consumo energético de los dispositivos  y optimizar 
el uso de la energía disponible para la Intranet. 
¿Cómo proporcionar energía a los dispositivos3.  
rgético natural de las regiones aisladas 




3 Líneas de Investigación y Desarrollo 
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isladas. 
s 
es fotovoltaicos portátiles para dispositivos 
4 Objetivos y Resultados  
4.1 Objetivos 
ral: 
ias para el despliegue de Intranets 
de la - Determinar los requerimientos energéticos de los 
equipos que forman la Intranet y especificar el 
equipamiento basado en energía solar que entregue la 
potencia demandada por los dispositivos. 
intranet? 
El recurso ene
de Salta es la energía solar. La aridez del clima y la 
latitud tropical hacen que se cuente con una alta 
radiación solar la mayoría de los días del año. Este 
recurso puede ser aprovechado para proporcionar 
energía a los dispositivos de la Intranet, mediante el 
uso de Sistemas Fotovoltaicos que transformen la 
energía solar en energía eléctrica [6]. 
 investigación realizada busca s
siguientes carencias de las poblaciones rurales aisladas 
con recursos energéticos limitados: 
- Imposibilidad de acceso a 
utilizando dispositivos de bajo consumo energético. 
- Acceso a Internet inexistente. Las empresas de 
- Diferentes mecanismos para la optimización del 
consumo energético en dispositivos móviles para su 
uso en zonas rurales aisladas abastecidas con energía 
solar fotovoltaica, presentados en [telefonía celular no brindan cobertura en estas zonas y la 
opción de Internet Satelital tiene un elevado costo. 
- Falta de equipamiento basado en energías renov es 
- Realización de experiencias educativas mediadas por 
TIC en comunidades educativas aisladas, publicadas 
en congresos educativos de la temática ( [que garantice el uso continúo de dispositivos móviles. 
Las principales líneas de investigación de esta prop a 
- Diseño  de un Pico Sistema Fotovoltaico de tamaño y 
peso reducido, optimizado para entregar la energía 
eléctrica requerida por los dispositivos que forman la 






- Despliegue de redes inalambricas en zonas a
- Reducción del consumo energético en dispositivo






educativas en regiones rurales aisladas, haciendo uso 
de tecnologías de bajo consumo energético que 
faciliten el aprovechamiento de la energía solar 
disponible.  
Objetivos específicos: 
- Analizar y seleccionar tecnologías de bajo consumo 
energético que permitan implementar  Intranets en 
regiones aisladas con recursos energéticos limitados. 
- Establecer procedimientos para reducir el consumo 
energético de dispositivos móviles,  sin afectar su 
rendimiento y confiabilidad. 
- Seleccionar las aplicaciones y contenidos educativos 
(en colaboración con los maestros) que serán 
instalados en los servidores de la  Intranet.  
4.2 Resultados  
Entre los resultados más relevantes se encuentran: 
7]. 
8], [9] y 
[10]). 
11] y [12]. 
5 Impacto 
La realización del proyecto permitió recoger experiencia 
en regiones con poblaciones de culturas muy diferentes, 
situadas en zonas geográficas muy distintas por su clima 
y orografía.  Esta experiencia posibilitó establecer una 
metodología de trabajo multidisciplinaria para la 
selección de aplicaciones y contenidos educativos a 
utilizar en las escuelas rurales, su instalación en la 
Intranet y su posterior operación y mantenimiento. 
La implementación de  Intranets de bajo consumo 
energético abastecidas con energía solar fotovoltaica, 
posibilitó a los maestros rurales el empleo de TIC en sus 
clases y acercó las tecnologías de la información y 
comunicación a los alumnos. 
La aplicación de esta investigación generó un 
significativo impacto social en las comunidades 
educativas rurales aisladas donde se desarrolló el trabajo 
experimental. A continuación se presentan los aportes 
más relevantes: 
- Disminución de la brecha digital existente entre 
establecimientos educativos rurales y urbanos, 
posibilitando que alumnos de escuelas rurales 
aisladas (que no cuentan con acceso a Internet) 
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accedan a contenidos digitales educativos alojados 
en los servidores de la Intranet. 
- Mejoras en el proceso de enseñanza y aprendizaje en 
comunidades escolares rurales aisladas, mediante la 
implementación de estrategias educativas de m-
learning sobre la intranet. 
- Aprovechamiento de la energía solar fotovoltaica,  
para posibilitar el uso de dispositivos móviles en 
regiones aisladas. 
- Mejoras en el uso de la tecnología disponible en 
escuelas aisladas, teniendo en cuenta que algunos 
alumnos son propietarios de equipos celulares que 
utilizan como reproductores de música o cámaras 
fotográficas y no como dispositivos de 
comunicación. 
 
Figura 3. Comunidad educativa de El Rosal con integrantes del 
proyecto de investigación Nº 2607 
La cuarentena generada por el Covid-19 ha puesto aún 
más en evidencia la brecha digital existente entre zonas 
urbanas y rurales aisladas. Debido a las medidas de 
aislamiento social las escuelas permanecieron cerradas. 
Mientras que en los centros educativos urbanos se 
realizan actividades virtuales y se continúo con el 
dictado en colaboración con padres de familia, la 
educación en las escuelas rurales aisladas fue 
completamente interrumpida, ya que los alumnos no 
cuentan con acceso a Internet, o el mismo es muy 
limitado. Ante esto,  las Intranets de bajo consumo se 
constituyen en una alternativa viable para facilitar a los 
alumnos el acceso a contenidos educativos sin necesidad 
de trasladarse a lugares con cobertura de red celular o 
acceso a Internet.  
6 Formación de recursos humanos 
La propuesta involucra la integración de los 
conocimientos en esta área por parte de investigadores 
del Departamento de Informática de la Universidad 
Nacional de Salta (UNSa) y del Instituto de 
Investigaciones en Energía no Convencional (INENCO). 
Uno de los investigadores finalizó el doctorado en 
Ciencias Informáticas de la UNLP, el trabajo de 
investigación de la tesis [13] se encuentra directamente 
relacionado con este proyecto. 
El proyecto cuenta con la participación de estudiantes 
avanzados de carreras de grado en Informática, 
pertenecientes a la UNSa, los cuales reciben formación 
en las áreas de computación móvil, energía solar y 
eficiencia energética; además, experiencia en el 
desarrollo de investigaciones. Dos alumnos están 
finalizando, con temáticas relacionadas al proyecto, la 
tesis de grado de la Licenciatura en Análisis de Sistemas 
de la Facultad de Ciencias Exactas de la UNSa.  
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RESUMEN
En  el  presente  trabajo  se  despliega  el
desarrollo  de  una  plataforma  virtual
denominada  Jabutí  EDU  Nube  como  una
herramienta  para  la  enseñanza  de  robótica
educativa  a  distancia,  la  cual  se  basa  en  el
concepto  de  IoT  (internet  of  Thinks)  y
permite  a los alumnos controlar dispositivos
físicos,  mediante  un  portal  web  en  el  cual
cuentan con un entorno de programación en
línea,  basado  en  el  lenguaje  LOGO. La
implementación  de  dicha  plataforma  se
realizó  en  el  marco  de  una  competencia
internacional  de  robótica  educativa,
obteniendo  la  aprobación  satisfactoria  por
parte de los participantes.
CONTEXTO
El  trabajo  se  desarrolló  en  el  marco  de  un
trabajo  de  investigación  de  docentes  y
alumnos  de  la  Universidad  Nacional  de
Misiones, Universidad Tecnológica Nacional
y la empresa EJR Robótica Educacional.
1. INTRODUCCIÓN
La  robótica  educativa  es  un  recurso
pedagógico actualmente utilizado con mucha
frecuencia en diversos niveles educativos con
el  cual  pueden  trabajarse  en  diversas  áreas
curriculares,  por  lo  tanto,  existen  múltiples
experiencias  educativas  que  utilizan  la
programación de robots para mejorar procesos
de  enseñanza-aprendizaje  y  sobre  todo  para
desarrollar en los estudiantes el pensamiento
computacional [1].
El principal potencial de la robótica educativa
como  herramienta  es  la  posibilidad  de
comprender conceptos abstractos de la de la
computación como así  también favorecer  en
gran medida la construcción de conocimiento
en el área de las ciencias exactas [2].
Con  la  pandemia  del  coronavirus,  todas  las
escuelas han adoptado la educación remota y
la  tecnología  se  ha  convertido  en  un  gran
aliado.  Sin  embargo,  incluso  con  la
reanudación  de  las  clases  presenciales,  hay
varias medidas de protección a seguir contra
la enfermedad. De esta forma, no será posible
una  devolución  del  100%  presencial  y  se
mantendrá la posibilidad de mantener parte de
la formación de forma remota [3].
La  forma  en  que  enseñamos  y  aprendemos
está  en constante  cambio y el  aprendizaje  a
distancia ya es un hecho, así como el Machine
Learning  y  el  Internet  de  las  cosas  (IoT).
Estas  tendencias  se  adaptarán  para  uso
pedagógico  y  las  EdTech  que  sirvieron  al
mercado  educativo  en  2020  se  han
revolucionado  con  un  enfoque  en  la
conectividad, la versatilidad y el aprendizaje
centrado en el estudiante.
La  construcción  de  objetos  de  aprendizajes
mediados por tecnologías de la Información,
requieren de un diseño y ejecución dinámicos,
existen  actualmente  marcos  de  trabajos  que
fijan  las  pautas  al  momento  del  diseño,
ejecución  y  análisis  de  usabilidad  de  estos
productos educativos tecnológicos [4][5].
Partiendo del contexto educativo, se presenta
la  plataforma  jabuti  EDU  como  una
alternativa para la enseñanza de la robótica de
forma remota, la cual fue diseñada como un
entorno  principalmente  enfocado  a  la
enseñanza en los primeros niveles educativos,
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tanto para inicial y primaria, lo cual no quita
que  pueda  utilizarse  en  otros  niveles.  Los
integrantes  de  la  empresa  EJR  Robótica
Educacional  y  autores  de  este  trabajo,
desarrollaron  dicha  plataforma.  Dicho
ambiente  se  compone  de  6  módulos,  los
cuales  tienen  diferentes  niveles  de
complejidad  en  los  cuales  se  desarrolla  la
práctica educativa.
La plataforma Jabuti EDU nube es un entorno
Open  Hardware,  lo  cual  permite  incorporar
múltiples  proyectos  de  robótica,  basados  en
Arduino,  ESP32  y  ESP  8266,  por  lo  tanto,
cada institución educativa puede trabajar con
sus propios desarrollos [6].
El concepto de IOT (internet  of thinks) está
basado  en  la  conectividad  de  los  objetos
cotidianos  al  internet,  actualmente  podemos
ver desde electrodomésticos hasta coches que
se conectan a internet para que la experiencia
de interacción sea enriquecida de gran forma
[7][8].  Del  mismo  modo,  la  plataforma
permite  al  alumno  la  posibilidad  de
interactuar con un dispositivo físico de forma
remota programando sus acciones a través de
una web.
La plataforma soporta múltiples dispositivos,
modos  de  programación  y  usuarios;  lo  que
quiere  decir  que  más  de  un  alumno  puede
programar  el  mismo robot  al  mismo tiempo
utilizando una herramienta de alternancia, en
la  cual  el  docente  se  encarga  de  ejecutar  el
código programado por cada alumno, una vez
este  es  validado  por  el  docente.  Esta
posibilidad  brinda  al  educador  la
democratización del recurso educativo, ya que
lo  que  suele  suceder  en  la  mayoría  de  los
casos es que al trabajar en grupos solamente
un  alumno  puede  programar  o  ejecutar  su
código.
 
2. LÍNEAS DE  INVESTIGACIÓN  Y
DESARROLLO
En  el  marco  de  ASPO  (Aislamiento  social,
preventivo y obligatorio), la presencialidad se
tornó inviable puesto a que los estudiantes no
podían asistir de forma presencial a las clases
de la escuela de Robótica de Misiones, por lo
cual se tuvo que optar por una alternativa que
permitirá el trabajo desde casa, lo viable fue
la  utilización  de  la  plataforma  de  robótica
educativa  Jabuti  EDU,  la  cual  dada  sus
características  de  funcionamiento,  que
permite  que  múltiples  usuarios  puedan
interactuar con un mismo hardware al mismo
tiempo  pero  con turnos  definidos  pueda  ser
utilizada como herramienta educativa. Para la
implementación de la plataforma se desarrolló
una competencia  internacional  de  robótica  a
distancia  denominada  CIRDI  en  la  que
participaron  alumnos  de Argentina,  Brasil  y
Uruguay.
Para  la  realización  de  la  competencia  se
utilizaron  6  sedes  denominadas  Arenas,  las
cuales se dispersaron a lo largo de 6000 km, y
se Ubicaron en las Ciudades de Comandante
Andresito  Misiones  Argentina,  Cascavel
Estado  de  Paraná  Brasil,  Novo  Hamburgo
Estado  de  Santa  Catarina  Brasil,  Fortaleza-
Ceará  Brasil,  Santarém  Pará,  Recife,
Pernambuco Brasil.
La  dinámica  de trabajo  fue dividir  a  los  23
equipos  participantes  en  grupos  de  3  los
cuales fueron rotando hasta participar de cada
una de las arenas localizadas en las diferentes
ciudades.  Los  integrantes  de  cada  equipo
trabajaban en grupo para controlar un Robot
ubicado  en  un  lugar  geográfico  distinto  y
enviar  comandos  de forma remota  para  que
este complete un desafío específico para cada
arena. 
Los  desafíos  propuestos  para  dicha
competencia  fueron  un  laberinto,  una
competencia  de  obstáculos  en  la  cual  los
robots  tenían  que  esquivar  obstáculos,  y
explotar globos y una competencia en la cual
los robots deberían “patear penales”,  el  cual
consiste  en  ubicar  3  bloques  de  3x3cm
impresos  en  3d,  en  un  área  de  varios
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semicírculos concéntricos los cuales cada uno
de ellos tenía un puntaje específico (Figura 1).
Figura 1 - Desafío globos
La  primera  instancia  de  la  competencia  fue
clasificatoria  y  se  realizó  en  noviembre  de
2020 y la instancia final se dio en diciembre
2020 en el marco de la Feria Internacional de
Ciencia  y  tecnología  MOSTRATEC,
organizada  por  la  Fundación  Liberato  en
Novo Hamburgo Rio Grande do Sul, Brasil.
La  competencia  se  pensó  para  que  cada
equipo pueda competir por lo menos una vez
en cada una de las ciudades  y experimentar
con los robots específicos de cada arena, los
cuales  son  a  su  vez  proyectos  de  open
hardware  desarrollados  por  cada  uno de los
anfitriones de las sedes.
3. RESULTADOS OBTENIDOS
Con respecto a los resultados de esta primera
experiencia  de  trabajo  con  la  herramienta,
podemos  mencionar  que  a  lo  largo  del  año
2020  se  pudieron  capacitar  utilizando  la
plataforma 2563 estudiantes, con un total  de
182  escuelas  registradas  en  la  misma  y
además  de  230  docentes  registrados  en  tres
países  del  Mercosur.  La  competencia
realizada  permitió  obtener  información
respecto a la usabilidad de la plataforma,  el
cual  demostró  satisfactorios  resultados.  En
mismos términos, demostró ser viable utilizar
la  tecnología  IoT  para  la  enseñanza  y
ejecución de proyectos de robótica 
Estas  experiencias  en  términos  técnicos
representan  un  gran  desafío  ya  que  el
volumen de usuarios simultáneos requiere por
un  lado  de  capacidad  instalada  en  cuanto  a
ancho de banda, Así como también plantea un
reto en cuanto a diseño y usabilidad,  con lo
que  podemos  concluir  que  el  proceso  de
validación de la plataforma como herramienta
para el trabajo de la robótica está totalmente
aprobado  y  fue  adoptada  por  la  comunidad
educativa.
4. FORMACIÓN  DE  RECURSOS
HUMANOS 
En  esta  línea  de  trabajo  participan  los
docentes,  alumnos  e  investigadores  de  la
Universidad Nacional  de Misiones,  Facultad
de Ciencias Exactas, Químicas y Naturales. y
de  la  Universidad  Tecnológica  Nacional,
Facultad  Regional  Buenos  Aires  con
antecedentes  de  investigación  en  los  temas
que se abordan. 
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RESUMEN
Cabero y Fernández (2018) sostienen que
las  tecnologías  disruptivas  en los  escenarios
educativos  son  aquellas  que  permiten
transformar  y  mejorar  los  mismos.  Así,  a
partir del acceso a dispositivos como celulares
inteligentes  por  parte  de  los  adolescentes  y
jóvenes  que  transitan  los  espacios  de
formación, es posible avanzar en el diseño de
propuestas  educativas  más  cercanas  al
paradigma del aprendizaje móvil, incluyendo
tecnologías como la realidad aumentada (RA)
y  los  juegos  serios.  En  esta  línea,  desde  el
proyecto  de  investigación  (PI-40C-750)
acreditado  por  la   Universidad  Nacional  de
Río  Negro  (UNRN),  se  propone  generar
conocimiento respecto al  diseño, desarrollo y
aplicación  de  juegos  educativos  móviles
(JEM), que incluyan interacciones usando RA
en  particular  en  aquellos  espacios  de
formación de nivel medio y superior que se
insertan  en  el  contexto  de  la  UNRN,  y  a
través  de una metodología  de investigación-
acción colaborativa. 
Desde sus inicios el proyecto, se centró en
la exploración de tecnologías como la realidad
aumentada  y  los  juegos  educativos  en
particular  aquellos  considerados  móviles,
analizando las  posibilidades  y  barreras  que
presenta su  inclusión  en  experiencias
educativas  concretas.  En  este  sentido,  se
revisaron aspectos  tales  como metodologías
para el diseño de  juegos serios, herramientas
para la producción de los mismos,  así como
también la evaluación de juego serios móviles
en  propuestas  pedagógicas  afines  a  las
temáticas del grupo de trabajo. En este trabajo
se  presentan  detalles  de  la  investigación
realizada hasta el momento.
Palabras  clave: Aprendizaje  Móvil,
Juegos Serios, Realidad Aumentada, Diseño.
CONTEXTO
Esta investigación, se  lleva adelante en el
marco del  proyecto de investigación  bianual
denominado “Juegos educativos móviles con
realidad  aumentada.  Aspectos  de  diseño,
desarrollo  e  integración  en  escenarios
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educativos”,  acreditado  y  financiado  por  la
UNRN y bajo  dirección externa. El proyecto
inició en 2019 y está prevista su finalización
en Mayo de 2021.
El mismo se incluye entre las actividades de
la unidad ejecutora: Centro Interdisciplinario
de  Estudios  sobre  Derechos  Inclusión  y
Sociedad (CIEDIS) perteneciente a la UNRN,
siguiendo  la  línea  de  investigación  sobre
epistemología,  investigación  e  innovación
docente 
1. INTRODUCCIÓN
El  contexto  de  pandemia  en  el  que  se
llevaron adelante  las  actividades  académicas
durante  2020,  evidenció  por  una  parte
aspectos  vinculados  a  las  desigualdades  de
acceso  y  a  las  habilidades  y  competencias
necesarias para el uso de las TIC por parte de
los  diferentes  actores,  y  por  otra  parte,  se
presentó una como una oportunidad /desafío
para los docentes, qué nos vimos empujados a
salirnos  del  escenario  convencional  no  solo
físico  sino  de  estructuración  de  la  clase,  y
avanzar  hacia  otro  totalmente  virtual,  donde
en  algunos  casos  el  dispositivo  móvil  se
convierte en el recurso tecnológico de mayor
acceso entre los estudiantes, y que les permite
continuar  con  sus  estudios  (Cabero  y
Llorente,  2020).  En este sentido,  y desde la
perspectiva  de  la  enseñanza,  se  renueva  la
necesidad  de  trabajar  en  el  diseño  de
propuestas educativas innovadoras que tengan
en cuenta estos aspectos. Así, en este proyecto
se  pone  el  foco  en  el  diseño  de  aquellas
propuestas   que  permitan  enriquecer
escenarios  reales  con  información  virtual,  a
través  de  juegos  educativos  que   aporten  al
factor  motivacional  tan  necesario  en  los
procesos de enseñanza y aprendizaje. 
2. LÍNEAS DE INVESTIGACIÓN Y
DESARROLLO
El proyecto tiene como  objetivo principal
desarrollar  conocimiento  sobre  el  diseño,
desarrollo  y aplicación de juegos educativos
móviles  en  particular  aquellos  que  incluyan
realidad aumentada, y que puedan integrarse a
espacios de enseñanza y aprendizaje de nivel
medio y superior en el contexto de la UNRN.
Los objetivos específicos son:
● Revisar  marcos  teóricos  y  analizar
antecedentes sobre interacción persona
ordenador  (HCI)  y  el  uso  de  juegos
educativos  móviles  con  RA  en
contextos de enseñanza y aprendizaje. 
● Indagar  metodologías  de  diseño  de
juegos  educativos  usando  RA  y
dispositivos móviles.
● Contribuir  al  desarrollo  de
metodologías  para  el  diseño,
desarrollo  e  integración  de  juegos
educativos  en situaciones  específicas,
en  particular  haciendo  uso  de
dispositivos móviles, y RA entre otras.
● Diseñar,  desarrollar  y  evaluar
experiencias  de  inclusión  de  juegos
educativos  móviles  con  RA  en
situaciones educativas concretas.
A  partir  de  los objetivos  trazados,  se
abordan las siguientes líneas de investigación:
● Marcos  teóricos  sobre el  diseño  de
juegos  serios  (JS),  en  particular
aquellos que incluyen RA.
● Exploración  de  herramientas  para  el
desarrollo  de  juegos  móviles  (JM)
incluídos  los  juegos  serios  móviles
(JSM).  Profundizar  en  aquellas  que
permitan  incluir  interacciones  usando
RA y/o  puedan  ser  entendidas  como
herramientas de autor.
● Diseño  de  propuestas  didácticas  que
incorporen JS y/o JSM.
● Puesta  en  práctica  y  evaluación  de
experiencias  educativas  que  incluyan
JSM.
● Instrumentos para recolección de datos
y evaluación: sobre el diseño de JSM




El  proyecto  está  en  su  segundo  año  de
desarrollo, y hasta aquí se ha logrado avanzar
acorde  a  lo  planificado  y  a  los  objetivos
establecidos. Se ha optado por la  metodología
de  investigación-acción  participativa  (IAP),
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buscando como sostienen Ruiz et  al.  (2002)
articular teoría y práctica entre quienes llevan
adelante  la  investigación  y  quienes  buscan
poner en práctica los aportes de ésta, a través
de  un  proceso  cíclico  de  diagnóstico,
planificación, acción y reflexión, teniendo en
cuenta las disciplinas específicas con las que
está vinculado el equipo de investigación en
el contexto de la UNRN.
A continuación se presentan los resultados
obtenidos hasta el momento:
● Revisión  bibliográfica  que  incluyó
temas  como:  metodologías  de diseño
de  JSM,   JSM  en  contextos  de
enseñanza y aprendizaje, en particular
en  el  nivel  medio  y  superior,
herramientas  para  la  producción  de
JMs que permitan incluir interacciones
usando  RA.  Específicamente  se
indagaron  aquellas  herramientas  que
presentan  posibilidades  para  su  uso
por  perfiles  no  técnicos.  Algunos  de
estos  resultados  se  presentaron  en  el
Congreso CACIC 2020 (Lovos et  al,
2020). 
● Diseño, implementación y evaluación
de  una  propuesta  didáctica  de
articulación  entre  el  nivel  medio  y
superior, que incluye el uso del juego
denominado  MAHI  (Padilla  et  al,
2017)  para  repaso  de  álgebra.  La
propuesta  apuntó  específicamente  a
recuperar saberes sobre el proceso de
resolución  de  ecuaciones  y  estuvo
destinada a estudiantes ingresantes de
las  Sede  Andina  y  Atlántica,  que
participaron del Ciclo Introductorio a
Carrera (CIC) dispuesto por la UNRN
durante  el  año  académico  2020.  A
partir  de  este  trabajo  se  generó  un
acuerdo de colaboración con el  autor
de  MAHI  para  participar  en  la
evaluación  de  la  nueva  versión  del
juego. Asimismo los docentes del área
de  matemáticas  del  proyecto
realizaron aportes a los contenidos de
esta  nueva  versión  (Lovos,  Goin,
Molina y Sanz, 2020).
● Diseño  e  implementación  de  un
estudio  comparativo  entre
herramientas  que  permite  enriquecer
materiales  de  lectura  (Lovos  y Sanz,
2019), así como también la producción
de juegos para dispositivos móviles, a
perfiles  que  no  cuentan  con
conocimientos  de  programación.  En
ambos  casos  se  focalizó  en  la
posibilidad  de  incluir  interacciones
usando  realidad  aumentada,  a  través
del  uso de códigos  QR, la  ubicación
del jugador y/o imágenes. 
● Diseño y  evaluación  de  un  prototipo
de  JSM  usando  una  herramienta  de
autor,  cuyo  objetivo  es  el  repaso  de
conceptos  básicos  de  resolución  de
problemas  usando  algoritmos  y  el
manejo  de  estructuras  de  control.
Respecto  a  la  evaluación,  la  misma
incluyó  a  docentes  y  estudiantes  de
carreras  vinculadas  a  la  informática
tanto  de  la  UNRN  como  de  otras
instituciones de nivel superior.  
● Diseño  e  implementación  de  dos
experiencias formativas en modalidad
virtual : una, denominada “Materiales
Educativos  Digitales.  Posibilidades
para  incluir  aspectos  lúdicos  y
tecnologías  emergentes  en  el  espacio
de enseñanza y aprendizajes”. Ésta fue
destinada  a  los  docentes  de  nivel
medio que se encuentran cursando la
asignatura  "Práctica  docente"  de  la
carrera  Profesorado  de  Educación
Secundaria  de  la  Modalidad  Técnico
Profesional  en  concurrencia  con  la
formación de base, que se dicta en el
Instituto  de  Formación  Docente
Continua  en  Educación  Física  de  la
ciudad  de  Viedma.  La  otra
denominada: “Capacitación Virtual en
Programación  Scratch”,  cuyos
destinatarios  son  docentes  de  nivel
primario en el alcance geográfico de la
UNRN.
Ambas  experiencias  tuvieron  la
intención de presentar  a los docentes
participantes  recursos  y  herramientas
que les permitan avanzar en el diseño
de  propuestas  pedagógicas  que
incluyan  interacciones  lúdicas.
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Asimismo,  han  sido  avaladas  por  la
UNRN  (dispo.  ATL  218/20,  AND
420/202)  y  se  desarrollaron  en  el
primer y segundo semestre del 2020.
Por  último,  cabe  señalar  que  se  han
realizado  publicaciones  (Lovos  y
Aballay,  2020)  y  presentaciones  de
trabajos en eventos científicos afines a
la temática (Sanz et al, 2020, Lovos et
al,  2020,  Ponce  y  Lovos,  2020).
Recientemente  ha sido aceptado para
su  presentación  en  I  Congreso
Internacional “Ingresos e Ingresantes a
la  Universidad”  (UNRN)  un trabajo
sobre la inclusión de JSM en el  área
de  matemáticas  como  estrategia  de
acompañamiento  y  retención  a  los
estudiantes ingresantes.
4. FORMACIÓN DE RECURSOS
HUMANOS
El  equipo  de  investigadores  del  proyecto
se conformó inicialmente por dos docentes de
la Sede Atlántica (Viedma) y dos docentes de
la Sede Andina (San Carlos de Bariloche) de
la  UNRN, dos  estudiantes  que  cursan  las
carreras  Lic.  en  Sistemas  y  Lic.  en
Comunicación  Social  de  la  Sede  Atlántica.
Más adelante se incorporaron al  proyecto,  a
través de becas de formación en investigación
, un estudiante de la Lic. en Sistemas, y como
tesista de grado, un estudiante de la Lic.  en
Kinesiología y fisiatría ambos con pertenencia
institucional a la Sede Atlántica de la UNRN.
Los docentes trabajan en asignaturas del área
de matemáticas, literatura y programación de
computadoras  a  través  de  las  carreras
vinculadas  a  ingenierías,  sistemas  y
comunicación social. El proyecto  está a cargo
de  una  investigadora  externa  con  una
reconocida  trayectoria  en  la  temática,  cuya
pertenencia  institucional  corresponde  a  un
laboratorio de investigación de la Facultad de
Informática de la Universidad Nacional de La
Plata. 
Asimismo,  una  de  las  integrantes  del
proyecto, está realizando el trabajo final de la
Especialización en Docencia Universitaria de
la  UNRN,  y  ha  participado  durante  el
proyecto  de  los  cursos  de  postgrado  del
Doctorado en Ciencias Informáticas (UNLP),
mientras  que algunos de los estudiantes  han
tomado cursos específicos sobre desarrollo de
juegos  móviles  usando  el  motor  Unity  y
testing de software.
Por último, se espera avanzar a partir del
regreso  a  las  aulas  establecido  por  el
Ministerio de Educación, con el desarrollo de
un  proyecto  de  extensión  (Res  UNRN.
589/19)  que tiene  por objetivo  acompañar  a
los docentes de nivel primario en el uso de un
juego de mesa ad-hoc para el  desarrollo  del
pensamiento  computacional  en  niños  de  los
últimos  años  de  la  escuela  primaria
rionegrina.  El  juego  ha  sido  diseñado  en  el
marco del proyecto de investigación.
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RESUMEN
El  Taller  de  Resolución  de
Problemas  (TRP)  es  una  asignatura  del
segundo  año  del  Profesorado  en
Matemática,  dictada  en  la  Facultad  de
Ciencias Exactas y Naturales (UNLPam).
Desde  el  TRP  se  espera  que  los
estudiantes  tengan  conocimiento  sobre
ciertos temas geométricos que se suponen
abordados  en  el  nivel  secundario  y  en
asignaturas previas al desarrollo del taller.
Al  observar  una  profundización  en  las
dificultades  de  resolución,  se  realizaron
encuestas sobre los alumnos matriculados
en 2019. Las cuales evidenciaron que los
estudiantes pertenecientes al nuevo plan de
estudios indican no conocer, o no recordar,
varios  temas  o  conceptos  geométricos.
Luego,  se  identifica  la  amplia  distancia
conceptual  entre  los  saberes  necesarios
para  plantear  y  resolver  problemas
mediante métodos geométricos de manera
autónoma y los conocimientos previos con
los  que  cuentan  los  estudiantes  como un
problema que se debe resolver. Ante esto,
es absolutamente necesario intervenir con
una  propuesta  innovadora  que  permita
lograr  los  objetivos  de  la  cátedra  sin
descuidar otras unidades de la asignatura. 
El  objetivo  de  esta  propuesta  es
fortalecer  algunos  conocimientos
geométricos  prescindidos,  a  partir  de  la
gamificación  como  estrategia  didáctica,
mediante el diseño y la implementación de
un trayecto pedagógico.
Palabras  clave: gamificación,  geometría,
profesorado  en  matemática,  trayecto
pedagógico
CONTEXTO
Este  trabajo  de  innovación  es
producto  de  un  proyecto  de  Tesis
correspondiente  a  la  carrera  Maestría  en
Procesos  Educativos  mediados  por
Tecnologías dictada  por  el  Centro  de
Estudios Avanzados de la Universidad de
Córdoba. El mismo obtuvo su aprobación
en diciembre de 2020.
La  implementación  del  trayecto
pedagógico, así como la investigación, se
desarrollarán  sobre  la  asignatura  TRP
correspondiente  al  Profesorado  en
Matemática  dictada  en  la  Facultad  de
Ciencias Exactas y Naturales (UNLPam).
Dicha investigación se financia, en
parte,  mediante  el  programa  Becas  de
Investigación  y  Posgrado  2020 ,
subprograma: Becas posgrado para iniciar
doctorados y maestrías. (Res.051/20 C.S.)
1. INTRODUCCIÓN
En  el  área  de  matemática,  uno  de  los
desafíos  más  difíciles  que  enfrenta  un
docente  universitario  es  generar  una
propuesta  áulica  cuyo  enfoque  de
enseñanza  no  sea  el  tradicional.  Esto
significa  que  las  clases  teóricas  no
deberían caracterizarse por ser expositivas,
rutinarias y unidireccionales. A su vez, las
clases  prácticas  deberían  ofrecer
situaciones  que  motiven  al  alumno,
evitando  caer  en  la  mera  repetición  de
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procedimientos  tediosos  y  carentes  de
sentido.  Charnay  (1997)  explica  que  “el
alumno debe ser capaz no sólo de repetir o
rehacer  sino  también  de  resignificar  en
situaciones  nuevas,  de  adaptar,  de
transferir sus conocimientos para resolver
nuevos  problemas”  (p.  53).  A su vez,  el
autor  utiliza  el  término  problema  para
referir  a  aquellas  situaciones  en  cuya
resolución,  el  estudiante  percibe  una
dificultad  u  obstáculo.  Luego,  lo  que
puede resultar un problema para algunos,
tal vez no lo sean para otros.
Desde el TRP, se pretende que los
estudiantes  puedan  tener  una  experiencia
de  aprendizaje  diferente,  por  lo  que  se
encuentra en la gamificación una estrategia
innovadora  y  un  recurso  potente  para
atender  dificultades  emergentes.  Para
formular  acciones  que  promuevan  un
cambio favorable es necesario conocer las
experiencias  de  los  actores  involucrados,
las  potencialidades  de  los  recursos
disponibles y la viabilidad de la propuesta.
Marco teórico
Karl  Kapp  (2012)  define  la
ludificación o gamificación como “el uso
de las mecánicas del juego, su estética y el
pensamiento de juego para involucrar a la
gente,  motivar  la  acción,  promover  el
aprendizaje  y resolver  problemas”.  En el
ámbito  educativo  se  utiliza  la
gamificación,  “para  presentar  al  alumno
una  serie  de  retos  de  aprendizaje,  que
cuanto  el  alumno  lo  haya  cumplido,
generará  una  recompensa  a  corto  plazo
dimensionada  a  la  complejidad  del  reto.
No tiene por qué haber un videojuego de
por medio, o cualquier tipo de tecnología
involucrada  para  que  funcione
correctamente.”  (Parente,  2016,  p.18).
Oriol  Ripoll  (citado  por  Carreras,  2017)
propone una definición alternativa “Hacer
vivir  experiencias  de  aprendizaje
gratificantes  usando  elementos  de  juego
(p.109  ).  La  misma,  a  decir  de  Parente
(2016) no se enfoca en los elementos y las
mecánicas del juego, sino en el resultado y
en  estimular  el  interés  por  aprender,  en
lugar de orientar el comportamiento.
Varios  autores  (Torrente,  et  al.,
2009;  McGonigal,  2011;  Kapp,  2012)
coinciden  en  que  los  juegos  digitales
deben  contar  con  las  siguientes
características: objetivos, reglas, desafíos o
conflictos,  competencia,  colaboración  y/o
cooperación,  retroalimentación  y  re-
jugabilidad  (re-playability).  Las  mismas
deberían  ser  tenidas  en  cuenta  al  llevar
adelante un proceso de gamificación. 
Por  otro  lado,  Carreras  (2017)
establece diferencias entre gamificación y
juego serio.  Para ello,  la autora toma los
aportes de Oriol Ripoll, para definir juego
serio “como un desarrollo tecnológico de
aquella  preocupación  pedagógica  que
comparten  muchos  docentes  por  la
necesidad  de  incorporar  a  sus  clases  un
componente  motivador  y estimulante  que
garantice  la  atención  y  el  interés  de  sus
estudiantes.”  (p.  112).  A  partir  de  este
posicionamiento la autora explica que un
juego  serio  puede  considerarse  una
actividad  de  gamificación  en  la  medida
que comparta los objetivos de ésta aunque
no toda gamificación consiste en un juego
serio.
La  gamificación  como  estrategia
didáctica,  mediatizada  por  tecnologías,
ofrece  un  conjunto  de  acciones  posibles
que  potenciará  la  apropiación  de  ciertos
saberes  geométricos  mediante  una
propuesta  que  genere  entusiasmo  e
involucramiento..
Antecedentes
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La  búsqueda,  selección  y  análisis
de  diferentes  publicaciones  ha  permitido
recolectar  información  acerca  de  la
implementación  de  gamificación,
preferentemente en el nivel universitario y
en  el  área  de  matemática.  Es  de  interés
identificar  los  motivos  por  los  cuales  se
elige  esta  estrategia  como  recurso  en  el
proceso  de  enseñanza  y  aprendizaje,  el
objetivo para el cual se utiliza, los niveles
educativos o áreas de conocimiento donde
se  desarrolla,  los  contenidos  propios  del
área  que  se  abordan,  la  experiencia  del
alumno,  el  rol  docente,  las problemáticas
emergentes y los resultados obtenidos.
Los  objetivos  planteados  en
diferentes experiencias realizadas apuntan
a  mejorar  el  rendimiento  de  los
estudiantes,  motivarlos  y  fortalecer  los
aprendizajes.  El  uso  de  dinámicas  de
juegos  como  estrategia  de  enseñanza  es
considerado un gran agente motivador que,
además,  fomenta  la  adquisición  de
habilidades  como  la  resolución  de
problemas,  el  trabajo  en  equipo  y  la
colaboración.
Soberano  Martín,  Castillo
Mendoza y Peña Martín  (2016),  ratifican
la  propuesta  de  Prensky  (2017)  quien
sostiene que para “diseñar una experiencia
de educación es fundamental partir desde
un cambio de roles, en donde el papel del
profesor  es  hacer  preguntas  y  el  del
alumno  contestarlas,  en  donde  las
actividades  propuestas  sean  desafiantes
para el estudiante y no para el profesor.”
(p. 10).
En líneas generales, los resultados
obtenidos  en  las  diferentes  experiencias
realizadas, en diversos niveles educativos,
han  sido  favorables.  Los  estudiantes  se
muestran entusiasmados ante la propuesta
que  los  ubica  en  un  rol  protagónico  y
activo,  esto  implica  mayor
involucramiento de éstos en la clase y en
su  vínculo  con  sus  compañeros.  Por  lo
tanto,  de  acuerdo  a  la  bibliografía
consultada,  la  gamificación  contribuye  a
estimular  la motivación y el  compromiso
de  los  estudiantes  ante  el  aprendizaje  de
contenidos matemáticos.
En  la  exploración  de  información
realizada  hasta  el  momento,  no  se  han
encontrado  publicaciones  originarias  de
nuestro  país  que  dieran  cuenta  de  la
implementación  de  la  estrategia  de
gamificación en un contexto universitario
y en el área de matemática.
Aspectos Metodológicos
En  principio,  y  durante  todo  el
transcurso de la innovación, se efectuará la
exploración  y  análisis  de  la  literatura
científica  pertinente.  Luego,  se  realizará
una  transcripción  del  conjunto  de  datos
relevados con la intención de interpretarlo,
extraer conclusiones.
Luego,  es  de  vital  importancia
rastrear  los  saberes  geométricos  que
disponen  los  estudiantes  al  momento  de
iniciar  el  cursado  del  TRP.  No  sólo  se
espera conocer si recuerdan definiciones y
propiedades  específicas  sino  también  el
grado de vinculación y complejización que
pueden lograr a partir de las mismas. Esta
información será recolectada a partir de las
respuestas  dadas  a  un  conjunto  de
consignas elaboradas cuidadosamente.
Por  otro  lado,  mediante  un
cuestionario  se  indagará  acerca  de  las
experiencias con entornos virtuales y con
juegos  en  un  marco  de  aprendizaje  de
contenidos matemáticos.
La propuesta didáctica se elaborará
respetando  la  planificación
correspondiente, el enfoque de enseñanza.
Las  situaciones  problemáticas  del  campo
geométrico  se  focalizarán  en  la
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interpretación de consignas, extracción de
información  de  una  figura  o  enunciado,
comparación  de  diferentes  magnitudes
(amplitudes  de  ángulos,  longitudes  de
segmentos  curvos  y  lineales,  etc.),
establecimiento  de  relaciones  y
comunicación de resultados  haciendo uso
de  la  simbología  propia  del  campo
disciplinar. Una vez definida la propuesta
didáctica se elegirán los recursos digitales
a  utilizar,  considerando  sus  alcances  y
limitaciones,  y  se  procederá  a  la
construcción  de  los  niveles  que  darán
cuerpo a la propuesta de gamificación.
Los  recursos  tecnológicos  son
fundamentales  para  el  desarrollo  de  este
proyecto. Se debe explorar cuáles son los
más apropiados y así seleccionar aquellos
considerados  más  convenientes  para  la
situación.
El plan de acción se ejecutará en su
mayor  parte  de  manera  virtual  y  contará
con algunos encuentros  presenciales  bajo
la  modalidad  de  taller,  donde  se
compartirán  las  producciones  realizadas.
En  estos  encuentros  también  se
desarrollarán  aquellas  consignas
consideradas  más  adecuadas  para  la
modalidad.  El docente mantendrá canales
virtuales de comunicación e interacciones
formativas asincrónicas. 
Se  espera  la  participación
comprometida de todos los estudiantes así
como  el  tránsito  autónomo  por  los
diferentes  niveles  propuestos,  lo  cual
implicaría  un  fortalecimiento  de  saberes
geométricos  considerados  necesarios  por
la cátedra.
Para conocer el desempeño de los
estudiantes  durante la  implementación de
la  propuesta  de  enseñanza,  se  realizarán
observaciones  cuantitativas  y
observaciones  participantes.  Este
seguimiento,  permitirá  analizar  y  evaluar
la  situación,  para  así  realizar  las
modificaciones  que  se  consideren
oportunas. Los registros generados a partir
de  las  observaciones  realizadas,  serán
recuperados para su organización. De allí,
se espera determinar unidades de análisis
que serán posteriormente categorizadas.
Finalmente,  se  evaluará  si
efectivamente se logró un fortalecimiento
de los saberes de los estudiantes, así como
el  impacto  de  la  estrategia  didáctica  de
gamificación  en  este  proceso  de
adquisición
2. LÍNEAS DE INVESTIGACIÓN
Y DESARROLLO
Las  líneas  de
investigación/innovación  que  se  abordan
en este proyecto son: 
● El uso de gamificación en el diseño
e  implementación  de  una  propuesta  de
enseñanza. 
● Identificación  y  uso   diferentes
recursos  tecnológicos  para  la




Los resultados obtenidos son:
● Se  llevó  adelante  una  actividad
exploratoria  en  la  que  se  pudo  verificar
que los estudiantes matriculados en el TRP
indican  no  poseer  conocimientos  sobre
ciertos temas de geometría.
● A  partir  del  análisis  bibliográfico
no se halló aún evidencia de abordajes de
contenidos  geométricos,  en  nuestro  país,
en el nivel universitario.
 Otros  resultados  esperados  se
vinculan con: 
● Continuar  con  la  exploración  de
propuestas gamificadas  en matemática en
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diferentes  niveles  educativos  en  nuestro
país.
● Explorar y definir las herramientas
tecnológicas  que  soporten  la  propuesta
gamificada.
● Diseñar  e  implementar  una
propuesta  gamificada  que  articule  los
conocimientos  previos  de  los  estudiantes
con los esperados por la cátedra.
● Enriquecer  la  propuesta  didáctica
de TRP. 
4. FORMACIÓN  DE  RECURSOS
HUMANOS
La  línea  de  investigación
presentada aporta a la tesis de maestría de
la Prof. Clarisa Pauletti y está enmarcada
en  la  cátedra  del  TRP  como  parte  del
desarrollo de actividades innovadoras.
5. BIBLIOGRAFIA
Carreras  Planas,  C.  (2017).  Del
Homo Ludens a la gamificación. Quaderns
de Filosofia, 4(1).  https://doi.org/10.7203/
qfia.4.1.9461
Charnay, R. (1997). Aprender (por
medio de) la resolución de problemas. En
C.  Parra  &  I.  Saiz  (Eds.),  Didáctica  de
matemáticas.  Aportes  y  Reflexiones  (5.a
ed., p. 299). Paidós Educador.
Kapp,  K.  M.  (2012).  The
Gamification of Learning and Instruction:
Game-Based  Methods  and  Strategies  for
Training  and  Education.  International
Journal  of  Gaming  and  Computer-
Mediated Simulations, 4(4), 81-83. https://
doi.org/10.4018/jgcms.2012100106
McGonigal,  J.  (2011).  Reality  Is
Broken: Why Games Make Us Better and
How  They  Can  Change  the  World.
Penguin Press.
Parente,  D.  (2016).  Gamificación
en la educación. En R. S. Contreras & J. L.
Eguia  (Eds.),  Gamificación  en  las  aulas
universitarias. Institut de la Comunicació.
Universitat Autònoma de Barcelona.
Soberano  Martín,  A.,  Castillo
Mendoza, J. L., & Peña Martín, A. (2016).
Aprendizaje  matemático  mediante
aplicaciones tecnológicas en un enfoque de
Gamificación.  Revista  Iberoamericana  de
Producción  Académica  y  Gestión
Educativa,  3(5),  Article  5.
http://www.pag.org.mx/index.php/PAG/art
icle/view/449 
Torrente,  J.,  Marchiori,  E.  J.,
Frossard, F., Trifonova, A., & Barajas, M.
(2009).  Production  of  Creative  Game-
Based  Learning  Scenarios—A Handbook
for  Teachers.  ProActive:  Fostering
Teachers  Creativity  through  Game-Based
Learning, 43.
XXIII Workshop de Investigadores en Ciencias de la Computación 944
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Marco de referencia para  la formulación, gestión e implementación de
carreras a distancia según el SIED UNSJ. Desarrollo de Manual de
procedimientos.
Pósito, Rosa María; Leiva, Alfredo Enrique; González, Liliana Mirna;
Sanchez. Horacio; Dominguez, Ana Patricia; Calvo, Ines; Marquez,
Victorina; Flaque, Valeria; Orellana Vassallo, Alejandra; Emilse Carmona
 Gabinete de Tecnología e Innovación Educativa -GATIE- y Departamento
Informática  Facultad de Ciencias Exactas, Físicas y Naturales –  UNSJ
Área de Educación a Distancia - SIED UNSJ 
Av. Ignacio de la Roza 590 (O). Complejo Universitario "Islas Malvinas". Rivadavia, San Juan,
Teléfonos: 4234129, Fax 0264-4234980
{ rosaposito, Leiva.alfredo, lilianamirna, sanchezhd, anapato.domin }@gmail.com ; icalvo@unsj-
cuim.edu.ar; vmarquez3@hotmail.com ¸ valeriaflaque@hotmail.com; {aoalitaorellana,
emilsecoaching}@gmail.com
Resumen
La UNSJ ha validado ante CONEAU, el
Sistema  Institucional  de  Educación  a
distancia de la Universidad (SIED UNSJ),
tal  como  lo  solicita  la  normativa  del
Ministerio  de  Educación  Nº2641/17ME.
En  torno  a  las  normativas  generales
definidas  en  el  SIED UNSJ,  surgen  los
interrogantes  para  la  debida
implementación de las mismas a nivel de
cada  unidad  académica:  ¿las  unidades
académicas  cuentan  con  las  normativas,
recursos y procesos de gestión adecuados
para  la  formulación,  gestión  e
implantación  de  carreras  a  distancias,
según los requerimientos planteados? ¿las
reglamentaciones  existentes,  están
vinculadas  al  SIED  UNSJ?  ¿existen
mecanismos  operativos  para  la  debida
articulación entre la unidad académica y
el  área  de  EAD  en  relación  a  las
dimensiones definidas en el SIED UNSJ?
Arribar  a  las  respuestas  de  los
interrogantes planteados permitirá generar
un  marco  de  referencia  para  la
articulación  de  las  unidades  académicas
con  el  Área  EAD  con  dependencia  de
Rectorado. Los integrantes del equipo de
investigación del presente proyecto, en su
mayoría  cuentan  con  una  trayectoria  de
20  años  en  proyectos  de  investigación
afín a Educación a distancia e integraron
la  Comisión  designada  para  la
elaboración  el  SIED  UNSJ,  lo  que
representa una base de conocimiento base
importante  para resolver la problemática
planteada.  Los  resultados  del  proyecto
representarán  un  valioso  aporte  para  la
implementación del SIED UNSJ.
Palabras clave: Educación a distancia.
Sistema  Institucional  de  Educación  a
Distancia.  SIED  UNSJ.  Manual  de
Procedimientos.
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Contexto 
Este trabajo se enmarca en el proyecto de
investigación  “Marco de  referencia  para
la formulación, gestión e implementación
de      carreras a distancia según el SIED
UNSJ.”   Inserto  como  proyecto  de
investigación del  GATIE  - Gabinete de
Tecnología e Innovación Educativa-  y
del Departamento de Informática,  ambas
unidades  de  la  Facultad  de  Ciencias
Exactas de la UNSJ. Los resultados tienen
una transferencia inmediata en el Área de
Educación a distancia del SIED UNSJ. La
investigación  está  financiada  por  la
Universidad Nacional de San Juan. 
Introducción
La UNSJ ha  validad  ante  CONEAU, el
Sistema  Institucional  de  Educación  a
distancia de la Universidad (SIED UNSJ)
[1] tal  como lo solicita la normativa del
Ministerio  de  Educación  Nº2641/17ME.
En torno al  sistema desarrollado se  han
aprobado  en  el  consejo  Superior  dos
ordenanzas: Ord Nº011/19- [2] y la Ord.
012/19-CS [3].  Según el  Reglamento,  el
SIED UNSJ es el  conjunto de acciones,
normas, procesos, equipamiento, recursos
humanos  didácticos  que  permiten  el
desarrollo  de  proyectos  educativos  a
distancia.  En el  Art.3  [3],  establece  que
las carreras que se desarrollen en el marco
de  la  modalidad  a  distancia  y  aquellas
carreras  presenciales,  cuya  cantidad  de
horas  no  presenciales  esté  comprendida
dentro  los  porcentuales  que  establece  la
normativa  nacional  vigente,  deben
cumplir  con  los  lineamientos  y
componentes  del  SIED  UNSJ  y  contar
con informe favorable del Área EAD. Así
mismo, en el art. Nº6 [3], se establece que
las unidades académicas deberán arbitrar
los  medios  para  articular  su vinculación
con  el  Área  EAD  de  la  UNSJ,  para  la
implementación de carreras a distancia. 
En este sentido,  surgen los interrogantes
¿las unidades académicas cuentan con las
normativas,  recursos  y  procesos  de
gestión  adecuados  para  la  formulación,
gestión  e  implantación  de  carreras  a
distancias?  ¿las  reglamentaciones
existentes,  están  vinculadas  al  SIED
UNSJ?  ¿existen  mecanismos  operativos
para la debida articulación entre la unidad
académica y el área de EAD en relación a
las  dimensiones  definidas  en  el  SIED
UNSJ?
Arribar  a  las  respuestas  de  los
interrogantes  planteados  permite  generar
un  marco  de  referencia  para  la
articulación  de  las  unidades  académicas
con  el  Área  EAD  con  dependencia  de
Rectorado. 
Los  integrantes  del  equipo  de
investigación, en su mayoría cuentan con
una trayectoria  de 20 años en proyectos
de  investigación  a  fin  a  Educación  a
Distancia (EaD) e integraron la comisión
de  elaboración  del  SIED  UNSJ  [4]  y
actualmente  aportan  a  los  equipos  de
trabajo  del  SIED  UNSJ,   lo  cual
representa una base de conocimiento muy
importante  para resolver la problemática
planteada.  Los  resultados  del  proyecto
representarán  un  valioso  aporte  para  el
SIED UNSJ.
Líneas de Investigación, 
Desarrollo e Innovación
Esta investigación se realiza en torno a la
Línea  de  investigación,  desarrollo  e
innovación  definidas  en  el   GATIE-
Gabinete  de  Tecnología  e  Innovación
Educativa: Educación a distancia/ Gestión
y Administración [5].  
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Objetivos
El  proyecto  de  investigación  que  se
presenta tiene los siguientes objetivos:
 Objetivo  General:  Generar  un
marco  de  referencia  en  torno  a  la
formulación, gestión e implementación de
carreras de pregrado, grado y posgrados
de  Educación  a  distancia  en  el  SIED
UNSJ.
 Objetivos específicos:
- Describir el estado institucional de
las  unidades  académicas  para  la
implementación de carreras  en el  marco
del SIED UNSJ.
- Identificar  las  necesidades  de
creación y/o modificación de normativas,
recursos y procesos para la formulación,
gestión  e  implantación  de  carreras  a
distancias.  
- Generar  mecanismos  operativos  que
faciliten  la  articulación  de  las  Unidades
Académicas con el área EAD del SIED. 
- Definir  los procesos implicados en la
formulación, gestión e implementación de
una carrera en el marco del SIED UNSJ.
Metodología 
Se  lleva  cabo  una  investigación
cualitativa de tipo proyectiva, dado que se
busca  encontrar  soluciones  a  los
problemas  en  torno  a  la  formulación,
gestión e implementación de carreras en
el  marco  del  SIED UNSJ.  Este  tipo  de
investigación implica explorar, describir y
proponer acciones. Se aplica un diseño de
investigación de fuente mixta -de campo
y  documental-.  La  investigación
documental  se  realizará  a  través  de  la
consulta  de  la  documentación
institucional de la unidad académica que
dé cuenta de las políticas y mecanismos
operativos  referidos a la  temática objeto
de  estudio.  La  investigación  de  campo
implica  el  relevamiento  de  los  procesos
de formulación, gestión e implementación
de carreras que se realizan actualmente en
cada uno de los lugares  -departamentos,
sección alumnos, secretarias, etc. 
Resultados
Se  desarrollaron  satisfactoriamente  las
siguientes  actividades  previstas  con
importantes  acciones  de  trasferencia,
citadas a continuación: 
1.Búsqueda  y  revisión  documental
relacionada  con  la  formulación  de
carreras  a  distancia, en  normativas  de
CONEAU, del Ministerio de educación
y de otras Universidades.
2.Análisis  de  las  normativas  y
ordenanzas  definidas  en  el  marco  del
SIED UNSJ 
3.Relevamiento y sistematización del
estado  Institucional  -actores,  procesos,
normativas,  recursos-  de  la  Unidad
académica definida como caso base, en
relación  con  las  dimensiones  definidas
en  SIED  UNSJ:  Pedagógico-didáctica,
Tecnológico-comunicacional,  Gestión
administrativa,  Seguimiento  y
evaluación y Formación y actualización.
4. Desarrollado  un  marco  de
referencia,  en el  marco de una tesis  de
Maestría,  para  la  implementación  de
Learning  Analytic  en  educación
superior.  Los  resultados  de  esta
investigación,  aspiran  a  promover  la
cultura del análisis del aprendizaje en la
institución  educativa  de  la  UNSJ  de
manera  eminentemente  práctica  y
concreta.
5. Identificación, análisis y creación/
modificación  de  las  normativas  propias
de  la  Unidad  Académica  que  tienen
incumbencia en la formulación, gestión e
implementación de carreras a distancia   
  6.Identificación y modelado de los
procesos  implicados  en la  formulación,
gestión e implementación de las carreras
a  distancia.  Generación  del  Mapa  de
Procesos y Manuel de Procedimientos.
7.Elaboración  de  mecanismos
operativos que faciliten la articulación de
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la Unidad Académica con el  Área EAD
de la Universidad 
8.  Acciones  de  transferencia  de  los
resultados del proyecto a las autoridades
del SIED.
 Acciones de transferencia a la UNSJ:    
  -Participación  en  la  Comisión  de
elaboración del SIED UNSJ [4]
-Presentación del Plan de emergencia
sanitaria  para  abordar  la  virtualización
de las carreras de la UNSJ. El equipo del
proyecto,  que  se  encontraba  trabajando
en  la  comisión  designada  para  la
elaboración  del  SIED,  realizó  la
presentación  de un plan  de emergencia
ante la situación de pandemia presentada
en marzo 2020. Lo cual representó una
acción  de  transferencia  de  gran
importancia  desde  el  proyecto  de
investigación  que  acompañó  todas  las
actividades  del  plan  ejecutado  en  el
2020.    Se  mencionan  las  actividades
principales  realizadas  en  el  marco  del
Plan  de  emergencia  propuesto  por  el
equipo del proyecto 
*Capacitación  de  docentes  en  el
diseño  y  utilización  de  aulas  virtuales
como  espacio  virtual  de  intercambio  y
circulación  de  información  entre
docentes  y  estudiantes,  dentro  de  la/s
plataforma/s educativa/s de la UNSJ. 
*Asignación  de  aulas  virtuales  para
las distintas cátedras de las carreras de la
Universidad en el nuevo Entorno Virtual
de Aprendizaje (EVA) desarrollado en la
versión actualizada de Moodle (Versión
3.6)  www.campusvirtual.unsj.edu.ar .
Este  entorno  fue  configurado  el  año
anterior,  pero  carecía  de  mecanismos
operativos,  para  lo  cual  el  equipo  del
proyecto realizo importantes aportes.
*Generación  de  mecanismos  que
posibiliten/ garanticen la habilitación de
las  aulas,  y  el  alta  de  docentes  y
estudiantes, de las aulas virtuales creadas
en el nuevo EVA. 
*Creación  de  un  portal  informativo,
para  docentes  y  estudiantes
www.sied.unsj.edu.ar
*Propuesta  al  Área  de  Educación  a
Distancia  de  mecanismos  adecuados
para acompañar a las y los docentes, en
los  procesos  de  diseño  y  desarrollo  de
las  aulas  virtuales,  en  el  uso  de  las
herramientas  y  recursos  disponibles  en
las  distintas  plataformas,  asesoramiento
o en la elaboración de guiones de clase,
y en la selección de bibliografía digital.
*Propuesta  al  Área  de  Educación  a
Distancia  de  mecanismos  adecuados
para acompañar los estudiantes, a fin de
que sean capacitados en el uso del aula
de apoyo a la presencialidad, de manera
virtual,  a  través  de  los  sistemas  de
tutorías  y/o  video  tutoriales  de  las
herramientas  y  recursos  disponibles  en
entorno virtual.
*El equipo del proyecto participó en
la  elaboración  del  PlanVES  [6].  La
Resolución  de  participación  de  los
integrantes del proyecto está en trámite.
En el marco de este Plan, las actividades
más relevantes propuestas por el equipo
del proyecto, para desarrollar en el 2021
son:
1-Elaboración  de  los  instrumentos
para  que  las  Unidades  Académicas
puedan, en cada una de las carreras que
incluyen horas no presenciales, chequear
cada  uno  de  los  componentes  que
solicita  la  normativa  del  Ministerio  de
Educación  Nº  2641/17  ME  y  se  dé
cumplimiento al Art 3º., de la respuesta
de validación de CONEAU[1].  
2-Elaboración del Mapa de Procesos
y Manual de procedimiento para el SIED
UNSJ . Toda institución de prestigio en
la enseñanza universitaria, debe trabajar
firmemente en la excelencia, la sociedad
lo reclama. Como única alternativa para
lograr  ese  cometido,  más  allá  de  los
valores  educativos  que  exhibe,  la
capacidad  y  el  compromiso  de  los
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recursos  humanos  utilizados  en  el
proceso de enseñanza – aprendizaje,  se
hace  necesario  la  adecuación  de  la
gestión  organizacional,  su  desarrollo  y
control  como  una  manera  de  avanzar
sistemáticamente  hacia  la  calidad  a
través  de  un  proceso  permanente  de
mejora continua. En este sentido, desde
el  presente  proyecto  se  dio  inicio  al
proceso de desarrollo de un Manual de
Procedimientos del SIED UNSJ, que en
su primera etapa, plantea el objetivo del
diseño,  redacción,  actualización  e
implementación de Procedimientos para
todas las dimensiones del SIED UNSJ. 
La  tarea  consiste  en  el  diseño  en
algunos casos y el rediseño en otros, de
los  procedimientos  que  describen  los
innumerables procesos en la complejidad
del  servicio  que  el  SIED  UNSJ  debe
brindar a las carreras futuras de grado y
posgrado de la UNSJ, como así también
a la asistencia a la opción pedagógica de
presencialidad,  que  en  el  marco  de  la
presente  coyuntura  tiene  un  nivel  de
requerimiento nunca antes observado. El
presente  manual  de  procedimientos,  se
está  desarrollando  siguiendo
lineamientos  técnico-operativos
generales del Estandart Internacional del
grupo  de  Normas   ISO  9000,  para  el
desarrollo de un Sistema de Gestión de
la Calidad, porque se pretende que este
Manual pueda ser la base documental de
un futuro proceso de certificación. 
El Manual de Procedimientos que se





- Formularios y plantillas
- Anexos
Para el  modelado de procesos se  ha
elegido el Lenguaje estandarizado BPM
(Business  Process  Management,
utilizando el software Bizagi.
Formación de Recursos Humanos
El   proyecto  marco  de  este  trabajo
promueve la capacitación y actualización
permanente  de los  miembros  del  equipo
de investigación y a la consolidación del
grupo  de  investigadores  en  la  temática
bajo estudio. Se destaca la sig. formación:
-Tesis  de  Maestría  en  Informática  de
Alejandra Orellana “Marco de Referencia
para  la  implementación  de  Learning
Analytic en educación superior”
-  2  Becas  SIED  de  Estudiantes
avanzados:  Salas,  Jimena;  Dipane  ,
Miguel Angel.
-5 Pasantías en el equipo del SIED UNSJ:
Molina, Andres; Peralta, Maria L; 
Moreno,Nahuel;  Ruggieri,  Pietro;
Radicetti, Lucia
-Adscripta Egresada: Lic. Valeria Mallea.
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Título de la tesis: “Marco de Referencia para la implementación de Learning 
Analytic en educación superior”
Tesista: Alejandra Orellana Vassallo
Título alcanzado: Magister en Informática-Universidad Nacional de San Juan
Fecha de la defensa: 16-septiembre-2020
Director: Mag. Rosa María Pósito 
Co-director: Mag.  Liliana Mirna González
 Gabinete de Tecnología e Innovación Educativa -GATIE- y Departamento Informática Facultad de Ciencias
Exactas, Físicas y Naturales –  UNSJ Área de Educación a Distancia - SIED UNSJ 
Av. Ignacio de la Roza 590 (O). Complejo Universitario "Islas Malvinas". Rivadavia, San Juan, Teléfonos:
4234129, Fax 0264-4234980 aoalitaorellana@gmail.com
 Resumen
El presente trabajo de tesis ha incursionado en el campo de la analítica del aprendizaje, en inglés,
Learning Analytic (LA) un campo aun en desarrollo que se ocupa de la interpretación de un amplio
rango  de  datos  educativos producidos  durante  el  proceso  de  enseñanza-aprendizaje  por  los
estudiantes para  orientar  su progreso.  Se abordó la  problemática  de satisfacer  la  necesidad del
docente de medir, recolectar, visualizar e interpretar estos datos.  Los resultados obtenidos son de
carácter  eminentemente  práctico,  pues  se  ha  propuesto  una  taxonomía  de métricas  para  medir
ciertos aspectos del proceso enseñanza-aprendizaje, se ha identificado y generado buenas prácticas
sobre  el  uso  de  herramientas  analíticas  asociadas  a  cada  métrica,  herramientas  de  limpieza  y
transformación de datos como así también herramientas de visualización de los mismos, obteniendo
un  prototipo:  un  “dashboard  docente”.  Estos  resultados,  en  conjunto,  conforman  el  marco  de
referencia que aspira contribuir a mejorar la calidad educativa.
Palabras clave: Analítica del aprendizaje, Learning Analytic, métricas de seguimiento, cultura
del análisis del aprendizaje.
Contexto 
La tesis se presenta como uno de los resultados de la línea de investigación dentro del proyecto de
investigación “Marco de referencia para  la formulación, gestión e implementación de carreras a
distancia según el SIED UNSJ.”  Inserto como proyecto de investigación del GATIE - Gabinete de
Tecnología  e  Innovación Educativa-  y  del  Departamento  de Informática,  ambas unidades  de la
Facultad de Ciencias Exactas de la UNSJ. Los resultados tienen una transferencia inmediata en el
Área de Educación a distancia del SIED UNSJ. 
Línea de Investigación 
Este trabajo de tesis ha seguido la línea de investigación, de LA, un campo aun en desarrollo que se
ocupa de la interpretación de un amplio rango de datos educativos producidos y recogidos para
orientar el progreso de los estudiantes.
En educación, el término LA, se acuñó por primera vez en el año 2000 en un artículo sobre e-
learning escrito  por Mitchel  J,  Costello  S.,[1]  y  se  extendió  a  partir  del  año 2005 gracias  a  la
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compañía  Blackboard  que  se  dedicó  en  especial  a  proporcionar  a  instituciones  educativas  de
entornos de aprendizaje, los LMS (Learning Management System). De acuerdo a Santamaría G. F
[2], además de estar enfocada en el aprendizaje, es una disciplina que interactúa con otras de gran
relevancia como la minería de datos educativos, en inglés: Educational Data Mining, (EDM), la
inteligencia  empresarial  (BI),  el  análisis  de  redes  sociales,  en  inglés:  Social  Network Analysis
(SNA) y lo relativo a Machine Learning (ML).
De acuerdo a  Suthers  y  Rosen [3]  el  aprendizaje  y la  creación  de  conocimiento  a  menudo se
distribuyen en múltiples  medios  y sitios en entornos en red,  de modo que los rastros de dicha
actividad pueden fragmentarse en múltiples registros y pueden no coincidir  con las necesidades
analíticas. A medida que las herramientas y recursos de aprendizaje se están moviendo cada vez
más en la nube, el desafío es cómo integrar estos datos sin procesar, provenientes de múltiples
fuentes, para crear un conjunto de datos educativos útiles que refleje las actividades distribuidas.
Éste es un gran desafío que se le presenta al docente: la recolección e interpretación de los datos
educativos  fragmentados  y dispersos.  A su vez Dietz-Uhler  y  Hurn,  [4]  expresan:  “LA es  una
disciplina emergente relacionada con el desarrollo de métodos para explorar una serie de datos
procedentes de ecosistemas educativos,  con el uso posterior de los resultados del análisis para
entender mejor al alumnado, sus comportamientos y así mejorar el diseño de los entornos en los
que  aprenden.   Estos  postulados  conforman  el  desafío  de  aplicar  métodos,  técnicas  y  buenas
prácticas en el aula para alcanzar la mejor innovación educativa”.
Bibliografía: 
[1] Mitchell, J., & Costello, S. (2000). International e-VET market research report: A report on
international market research for Australian VET online products and services. Sydney, Australia:
John Mitchell & Associates and Education Image.
[2]  Santamaría  Glez,  F.  (2013).  Análisis  del  aprendizaje:  práctica  emergente  para  un  diseño
instruccional  en  un  mundo  de  datos  interconectados. TEXTOS  Revista  Internacional  de
Aprendizaje y CiberSociedad, 17.
[3] Suthers, D. & Rosen, D. (2011).  A unified framework for multi-level analysis of distributed
learning.  In:  Proceedings  of  the  1st  International  Conference  on  Learning  Analytics  and
Knowledge. (pp. 64-74). NY, USA: ACM New York.
[4]-Dietz-Uhler, B., & Hurn, J. E. (2013). Using learning analytics to predict (and improve) student
success: A faculty perspective. Journal of interactive online learning, 12(1), 17-26.
XXIII Workshop de Investigadores en Ciencias de la Computación 952
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
MATERIALES EDUCATIVOS DIGITALES PARA LA CONSTRUCCIÓN DE
CONOCIMIENTOS EN LA UNIVERSIDAD
 González, Liliana Mirna, lilianamirna@gmail.co  m  
Universidad Nacional de San Juan 
Facultad de Ciencias Exactas, Físicas y Naturales
Gabinete de Tecnología e Innovación Educativa.
Dpto. de Informática
 Cuadros Patricia, pcuadrosan@hotmail.com
Universidad Nacional de San Juan 
Facultad de Ingeniería. Dpto. de Matemáticas
 Pontoriero Francisco  ruffopontoriero@gmail.com 
Universidad Nacional de San Juan 
Facultad de Ciencias Exactas, Físicas y Naturales
Gabinete de Tecnología e Innovación Educativa.
Dpto. de Informática
 Gallardo Vanesa  vanesagallardol@gmail.com
Universidad Nacional de San Juan 
Facultad de Ciencias Exactas, Físicas y Naturales
Gabinete de Tecnología e Innovación Educativa.
Dpto. de Geofísica y Astronomía y Dpto. de Geología 
Resumen
Los jóvenes tienen en las yemas de los dedos las
tecnologías;  ellas  atraviesan  sus  modos  de
pensar,  aprender  y  conocer,  de  ahí  porque
debemos identificar y reconocer las tendencias
culturales. 
Maggio (2012), es necesario reconocer el valor
de los “usos culturales y formas cognitivas del
mismo modo como deberíamos tener en cuenta
los  estilos  cognitivos  propios  de  los  sujetos
culturales que son nuestros alumnos” (p.153)
Cabe preguntarnos, ¿Qué materiales educativos
digitales  prefieren  lo  hipertextual,  el  texto
plano, lo multimedial?
¿Cuándo utilizamos tecnologías  priorizamos el
“efecto de la tecnología”? 
La oralidad y la  escritura han sido y seguirán
prevaleciendo como las formas de narrar.  Así lo
visual, lo audiovisual, el sonido y otras formas
de  representación  van  imprimiendo  su  sello
como complementos de lo oral y lo escrito. 
Con el  avance  de  las  tecnologías,  el  lenguaje
multimedial  trae  consigo  un  nuevo  tipo  de
narración,  aquella  en la  que se interrelacionan
distintos  medios  como  el  vídeo,  el  texto,  la
fotografía,  la  infografía,  la  animación  y  la
ilustración; son las nuevas narrativas digitales. 
La  situación  de  pandemia  ha  acelerado  la
necesidad  del  diseño  e  implementación  de
materiales  educativos  digitales.  A  su  vez  ha
contribuido a consolidar la opción pedagógica a
distancia.  
Palabras  clave:  MATERIALES-
EDUCATIVOS-  DIGITALES-  EFECTOS-
COGNICIÓN- UNIVERSIDAD
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Contexto
El  Proyecto  mencionado  –en  proceso  de
evaluación por CICITCA- tiene como objetivo
principal generar conocimientos que aporten a la
problemática:  qué  efectos  cognitivos  dejan  en
alumnos universitarios los materiales educativos
digitales.  Se  encuentra  enmarcado  en  el
“Gabinete  de  Tecnología  e  Innovación
Educativa  creado  por  Resolución  03/18,
dependiente  de  Decanato  de  la  Facultad  de
Ciencias  Exactas,  Físicas  y  Naturales.  El
Gabinete se constituye en un espacio académico
y de investigación cuyo es generar estrategias,
metodologías,  medios  y materiales,  así  como
instrumentos tecnológicos, que contribuyan a la
inserción  de innovaciones  tecnológicas  en pos
de la mejora de los procesos educativos  de la
Facultad  de  Ciencias  Exactas,  Físicas  y
Naturales y de la Facultad de Ingeniería de la
Universidad Nacional de San Juan
1. Introducción
La intencionalidad pedagógica de las prácticas
de  enseñanza  es  el  eje  vertebrador  de  los
procesos  de  aprendizajes  que  desarrollan  los
alumnos.  El  docente  es  quién  define  cómo
desarrollar  e  implementar  las  prácticas  de
enseñanza  contemplando  la  realidad  socio-
educativa, el contexto socio-histórico en el que
se da la interacción entre los componentes del
triángulo  interactivo
–docente/alumnos/contenidos-
El alumno realiza los procesos de construcción
de conocimiento mediados por la ayuda, guía y
orientación  del  docente  y  de  sus  compañeros.
Estos procesos están mediados por la acción del
docente, de otros alumnos, el contenido y -en la
actualidad,  en  muchos  casos-  por  las  nuevas
tecnologías.  La  concepción  constructivista
considera que los procesos de construcción de
conocimientos no se realizan en el vacío sino en
un contexto socio-cultural determinado y en un
tiempo  particular,  orientado  por  objetivos
plasmados en un diseño educativo. 
Salomon,  Perkins  y  Globerson  (1992)
distinguen dos tipos de efectos cognitivos:
los  efectos  que  se  obtienen  en
conjunción  CON  la  tecnología  en  el
curso de la colaboración intelectual con
ella,  y  los  efectos  procedentes  DE  la
tecnología,  en  términos  del  residuo
cognitivo  transferible  dejado  por  la
colaboración, tras la forma de un mayor
dominio  de  habilidades  y  estrategias.
(1992:7)
Siguiendo  a  los  autores  mencionados,  los
efectos CON la tecnología “influyen en lo que
los  alumnos  hacen,  en la  calidad  y cuando lo
hacen”.  En  cambio,  refieren  a  efectos  DE  la
tecnología cuando se dan cambios duraderos en
las  capacidades  cognitivas  generales  de  los
alumnos como resultado de haber operado con
tecnologías;  cambios  en  el  “dominio  del
conocimiento,  de  la  habilidad,  o  bien  de  la
profundidad  de  la  comprensión”  después  de
dejar  el  uso  de  la  tecnología.  (Salomon  et
al,1992:8)
El conocimiento es el resultado de un proceso
permanente  de  construcción  a  través  de  la
interacción y del diálogo con “otros”, mediado
por materiales educativos digitales y situado en
un  contexto  socio-histórico.  El  aprendizaje
colaborativo  da sustento  a  la  interacción entre
los diferentes elementos del Triángulo didáctico
mediado por las tecnologías.
El sistema educativo ha privilegiado la oralidad
y la escritura en sus formas de narrar.  Así lo
visual, lo audiovisual, el sonido y otras formas
de  representación  se  fueron  incorporando
paulatinamente como complementos de lo oral y
lo escrito. 
En la actualidad con el avance de las tecnologías
en  sus  diferentes  formatos  y  soportes,  el
lenguaje multimedial trae consigo un nuevo tipo
de  narración,  aquella  en  la  que  se
interrelacionan distintos medios como el vídeo,
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el texto, la fotografía, la infografía, la animación
y  la  ilustración;  son  las nuevas  narrativas
digitales. 
La  lógica  de  la  narración  unidireccional  fue
tomando otros formatos, aunque persiste, dando
lugar  a  la  lógica  de  lo  hipertextual  y  lo
multimedial y así a la hipermedia.
Ambrosino (2017) expresa:
Las narraciones establecen un contexto las
mismas  nos  otorgan  una  estructura  que
posibilita  construir  una  trama  más
elaborada.  […]  son  fundamentalmente  un
lenguaje que se construye a partir de relatos
que ofrecen significación y realización. Se
refieren  al  tejido  de  la  acción  e
intencionalidad docente.  […]…la narrativa
es la que otorga sentido y significación al
contenido,  la  sociabilidad  y  estructura  los
escenarios  de  aprendizaje  para  la
construcción de conocimiento. 
Teniendo en cuentas  estas  conceptualizaciones
nos  propusimos  llevar  adelante  una
investigación  de  “diseño”  que  nos  permitió
construir  materiales  educativos  digitales  que
orientan  a  nuestros  alumnos  a  desarrollar
conocimiento  como  sujetos  culturales  en  un
paradigma socio-tecnológico.
2. Líneas de  Investigación,  Desarrollo  e
Innovación
 Efectos  cognitivos  que  dejan  los
materiales  educativos  digitales  en  estudiantes
universitarios 
3. Resultados Obtenidos / Esperados 
Objetivos
- Generar conocimientos acerca de qué efectos
cognitivos  dejan en alumnos universitarios  los
materiales educativos digitales.
Objetivos específicos
 Identificar características de macro y micro
narrativas  como  materiales  educativos
digitales en carreras universitarias. 
 Diseñar materiales educativos digitales y e-
actividades  que  favorezcan  la  construcción
de  conocimiento  para  diferentes  áreas
disciplinares.  
Resultados Obtenidos
En el marco de una investigación de “diseño”
se  logró  construir  narrativas  que  orienten  a
nuestros  alumnos  a  desarrollar  conocimiento
como sujetos culturales.
 Diseño  e  Implementación  de  Materiales
Educativos
- Acerca  de  la  Ética  y  la  Moral:
Exelearning. 
- Derivada  de  un  cociente:  El  video
elaborado  explica  cómo  derivar  funciones
que involucren un cociente  entre  funciones.
https://www.youtube.com/watch?
v=PRxl7K7OtLo
- Proceso  de  Transformación  de
conocimientos.  El  video  elaborado  explica
conceptos,  relaciones  de  conceptos  y
ejemplifica. 
- Función  Diferenciable.  Cálculo  II
https://youtu.be/uyS9zufCPkI
- Función  Diferenciable.  Ejercicios.
Cálculo II  https://youtu.be/Z0JZ7VzJzFk
- Derivada  de  un  producto:  El  video
elaborado  explica  cómo  derivar  funciones
que involucren un producto entre funciones.
https://www.youtube.com/watch?
v=BiZgyaKok_o
- Tecnologías y algo más: texto plano acerca
de conceptos generales del tema  para un
“Curso de capacitación de Diseño Básico
de  Aula  Virtuales  en Moodle”.  SIED-
UNSJ 
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- Tecnología:  El  video  elaborado  explica




 Entono tecno-pedagógico: 
- Aspectos  Profesionales  y  Sociales.
Licenciatura  en  Ciencias  de  la
Computación.  FCEFyN.  SIED  UNSJ
https://campusvirtual.unsj.edu.ar/course/vi
ew.php?id=6
- Ciencia,  Tecnología  y  Sociedad.
Licenciatura  en  Sistemas  de  la
Información.  FCEFyN.  SIED  UNSJ
https://campusvirtual.unsj.edu.ar/course/vi
ew.php?id=7
 Datos  preliminares  encuesta  a
estudiantes
Encuesta  a  los  alumnos  de  la  asignatura
cálculo  II  –  especialidades  Ing.  Industrial  –
Ing. Química – Ing. en Alimentos – Año 2020. 
- Claridad  y  comprensión  del  material
educativo  (videos,  documentos,
ejercitación)
- Los materiales multimedia favorecieron
la construcción de conocimientos.
4. Formación de Recursos Humanos
El  equipo  de  trabajo  está  conformado  de  la
siguiente manera: 
 Directora: González, Liliana Mirna 
 Co-directora: Ureta Laura
 Investigadores:  Pontoriero,  Francisco,
Cuadros Patricia, Margarit Viviana, Gallardo
Vanesa,  Marcovecchio,  María  J.,  Rossetti
Beiram, Gabriela.
Se propone volcar los resultados en actividades
de Postgrado, tales como:
 Diseño e implementación de la Diplomatura
“Educación  y  nuevas  tecnologías  en
tiempos  de  convergencia  tecnológica”.
Aprobada por Ordenanza Nº 5 CD-FCEFN,
Prof.  Responsable:  Mgter  Liliana  Mirna
González. 
 Co-dirección/Asesoramiento  de  Tesis  de
Maestría  en  Informática.  F.C.E.FyN de  la
UNSJ.
 Docente  de  la  Maestría  en  Informática.
F.C.E.FyN de la UNSJ. Materia: Educación
y Tecnologías.
 BECARIOS
Puigdengolas  Márquez,  Fabricio  Agustín
Facultad de Ingeniería. Universidad Nacional
de  San  Juan.  Tareas  de  investigación  y
desarrollo.  Co-director  o  co-tutor:  Cuadros,
Patricia Del Valle 
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NetOS-Lab: Laboratorio portátil de Redes y Sistemas Operativos
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Las  redes  de  computadores  tienen  un  gran
impacto  en  el  mundo  profesional,  el
conocimiento  y  el  esparcimiento  a  nivel
mundial.  En el ámbito laboral, por ejemplo, la
finalidad principal para la creación de una red
de  computadoras  es  compartir  los  recursos  e
información  a  distancia,  asegurando  la
confiabilidad y la disponibilidad de la misma. 
En  la  actualidad  la  complejidad  y
heterogeneidad  que  presentan  las  redes  de
computadoras,  e Internet  mismo,  requieren  de
profesionales  cada vez capacitados  en todo lo
referido  a  estas  temáticas  para  poder
administrarlas  correctamente,  diagnosticar  y
reparar sus fallos.
Nuestra  principal  motivación  es  desarrollar
herramientas que ayuden a formar profesionales
aptos  para  dicho  mundo  laboral,  como  así
también,  dejarlas  disponibles  de  forma  libre
para  su  uso  y  aportes  en  futuras  mejoras  y/o
actualizaciones. 
En este sentido, NetOS-Lab es una herramienta
con  fines  educativos  que  permitirá  ensayar
servicios de red (DNS, VPN, SMTP, firewall,
etc.)  y  simular  distintos  aspectos  de  Sistemas
Operativos  de  Red,  como  planificación  de
procesos y gestión de memoria.  
Palabras  claves: Redes  de  computadoras,
Virtualización,  Simuladores,  Educación,
Laboratorios portátiles.
CONTEXTO
Esta  propuesta  se  desarrolla  dentro  del
Laboratorio  de  Redes  de  Computadoras  del
Departamento de Informática de la Facultad de
Ciencias  Físico,  Matemáticas  y  Naturales
(UNSL).
Actualmente  este  proyecto  ha  sido  pre-
seleccionado  junto  a  otros  cinco  en  la
convocatoria  Programa de Diseño de Material
Didáctico Digital para la Innovación Educativa
de  la  Universidad  Nacional  de  San  Luis.  El
objetivo de dicho programa es la formulación
de proyectos innovadores en el área educativa y
se destinarán fondos para subsidiar la ejecución
de los mismos.
1. INTRODUCCIÓN
En la actualidad, nuestra sociedad experimenta
Internet  a  través  del  uso del  protocolo World
Wide Web, los correos electrónicos, programas
que permiten compartir información, etc., sin la
necesidad  de  conocer  cómo  es  que  estas
aplicaciones funcionan realmente. Sin embargo,
a medida que avanzamos en el  estudio de las
redes  de  datos,  se  vuelve  cada  vez  más
importante conocer cómo un servicio de red es
capaz  de  transmitir  e  interpretar  los  mensajes
enviados y recibidos a través de la red.
Un aspecto fundamental para todo estudiante de
las  Tecnologías  de  la  Información  y  la
Comunicación  (TIC)  es  la  posibilidad  de
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configurar y probar el correcto funcionamiento
de  los  servicios  más  comunes  utilizados  en
Internet. Realizar estas pruebas en un ambiente
seguro,  donde  se  pueda  volver  a  una
configuración inicial y estable es un objetivo de
toda cátedra dedicada a la puesta a punto de los
servicios de red.
Estos objetivos pueden ser logrados mediante el
uso  de  técnicas  de  virtualización,  las  cuales
permiten a diversas aplicaciones  ejecutarse en
una red virtual  exactamente  igual  que en una
red  física.   Otra  ventaja  de  los  entornos  de
trabajos  virtualizados  es  la  posibilidad  de
realizar  diversas  pruebas  de  configuración  y
ejecución  de  comandos  o  de  aplicaciones
pudiendo guardar el estado actual y recuperar el
trabajo realizado luego de un tiempo.
Por otra parte, contar con una herramienta que
se  pueda  personalizar  agregando  aplicaciones
didácticas  o  cualquier  servicio  necesario
durante  el  desarrollo  de  los  prácticos  es  una
mejora  sustancial  para  el  dictado  de  toda
materia.
En  base  a  lo  mencionado  anteriormente  se
propone la creación de NetOS-Lab (Laboratorio
portátil  de Redes y Sistemas Operativos),  una
herramienta  didáctica  fundamental  para  el
desarrollo de las prácticas en las materias afines
a  los  Servicios  en  SO  de  Redes  y  Sistemas
Operativos  de  Red,  buscando  ayudar  a  los
profesores  y  estudiantes  en  el  proceso  de
enseñanza-aprendizaje  fundamentalmente  no
presencial.
El objetivo principal de este proyecto consiste
en construir una herramienta de software libre,
autocontenida,  personalizable  y  portátil  que
incorpore  funcionalidades  tales  como:  diseño
de  diversas  topologías  de  red  LAN,  MAN  o
WAN de manera gráfica; despliegue de redes y
host virtuales para ensayos de servicios de red
como  HTTP,  DNS,  SMTP,  entre  otros  [1];
simulación  de  planificación  de  procesos  y  de
gestión de memoria  principal  y secundaria  en
Sistemas Operativos [2]; otras funcionalidades
afines a los Sistemas Operativos cuya práctica
sea  difícil  de  llevar  a  cabo  en  ambientes  no
simulados. 
NetOS-Lab  surge  como  una  integración  de
varios  trabajos  finales  y  de  aplicación  de
alumnos de la carrera Tecnicatura Universitaria
en  Redes,  el  cual  está  en  constante
actualización  buscando  mejorar  dicha
herramienta en base a nuevas necesidades.
Los trabajos finales conforman la arquitectura
de  NetOS-Lab  formada  por  3  módulos
independientes y bien diferenciados:  LPR_1.0
[3], el cual hace uso de la plataforma docker [4]
y  el  sistema  operativo  GNU/Linux  para
virtualizar  servicios de red pertenecientes a la
capa de aplicación pero con una topología de
red  fija  y  predefinida;  EliaNS  [5],  una
herramienta basada en kivaNS [6] que permite
desplegar  gráficamente  diversas  topologías  de
red;  y  el  módulo  de  herramientas  didácticas
conformado por dos aplicaciones: una diseñada
para configurar y visualizar la planificación de
procesos  dependiendo  del  algoritmo
seleccionado [7] y otra basada en Proyecto2SO
[8], la cual visualiza la gestión de la memoria
principal y secundaria teniendo en cuenta algún
algoritmo  de  reemplazo  de  páginas.  Los
módulos  mencionados  y  la   arquitectura   de
NetOS-Lab se muestran en la figura 1.
Figura 1: Arquitectura de NetOS-Lab
En  la  próxima   sección  presentamos  las  dos
líneas diferentes de trabajo e investigación. 
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2. LÍNEAS DE INVESTIGACIÓN,
DESARROLLO E INNOVACIÓN
La motivación del presente trabajo surge de las
siguientes situaciones:
- Imposibilidad  de  acceso  presencial  al
laboratorio de redes de la UNSL, debido
a la pandemia durante el año 2020.
- Dificultad de crear más de una red física
con los recursos disponibles en el hogar
de los estudiantes.
- Ausencia  de  un  software  para  simular
redes  y  servicios  de  capa  7  al  mismo
tiempo.
- Alto  costo  económico  para  desplegar
topologías de redes en nubes públicas.
- Necesidad  de  enseñar  instalación  y
configuración  de servicios  en   Sistema
Operativos Posix. 
- Dificultad en la enseñanza de conceptos
teóricos, como planificación de procesos
o gestión de memoria,  cuya práctica es
compleja por ser mecanismos ocultados
por el sistema operativo a los usuarios.
En  base  a  estas  realidades  surgieron  dos
diferentes  líneas  de  trabajo,  Virtualización de
recursos  para  ensayar  servicios  de  red  y
Creación de  herramientas  didácticas  para  la
comprensión  de  conceptos  de  Sistemas
Operativos.  A  continuación  se  describen
algunos aspectos fundamentales de cada una de
ellas:
● Virtualización:  Cuando  hablamos  de
virtualización hacemos referencia al proceso
de  reemplazar  dispositivos  físicos  por
dispositivos  virtuales  disponibles  mediante
el uso de un software. Se pueden virtualizar
servidores,  estaciones  de  trabajo,  redes  y
aplicaciones.  Para  ello,  el  software  de
virtualización administra los recursos físicos
de  esa  máquina:  memoria,  CPU,
almacenamiento y ancho de banda de la red,
entre los aspectos más relevantes. Junto con
la disminución del uso de equipos físicos, la
virtualización  trae  como  beneficios  la
reducción  de  costos  de  mantenimiento  y
consumo  energético.  Esto  deriva  una
consolidación de servidores, optimizando el
uso  del  espacio  físico  y  posibilitando  el
despliegue  de  servicios  de  capa  7  sin
diferencia  alguna  con  ambientes  reales.
Existen varias técnicas de virtualización [9],
siendo las más utilizadas: Paravirtualización,
Nivel de SO, Virtualización completa, Nivel
de  Kernel,  entre  otros.  En  la  figura  2  se
pueden observar  los  tipos  y tecnologías  de
virtualización y el  lugar que ocupa NetOS-
Lab  dentro de esta clasificación.
● Herramientas  didácticas: Las  herramientas
didácticas  que forman parte  de NetOS-Lab
se centran en el uso de simuladores [10], los
cuales  permiten  configurar  y  ejecutar
algoritmos  de  planificación  de  procesos  y
administrar  la  memoria  principal  como
secundaria  de  cualquier  sistema  operativo.
En  base  a  varias  encuestas,  y  exámenes
realizados a los estudiantes por parte de la
cátedra,  se  puede  observar  que  el  uso  de
estos  simuladores  presenta  mejoras  en  la
calidad  formativa  del  futuro  profesional,
optimizando  su  capacitación,  permitiéndole
poner en práctica los conocimientos teóricos,
comprendiendo  el  funcionamiento  de  un
sistema de interés,  generando capacidad de
análisis, y evaluando diferentes escenarios.
Figura 2: Tipos de virtualización
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Ambas  líneas  de  investigación  están  en
continuo  desarrollo  dado  que  tienen  como
objetivo  final  formar  un  único  proyecto
integrador  a  ser  usado  en  las  prácticas  del
laboratorio de redes. 
3. RESULTADOS
OBTENIDOS/ESPERADOS
Los  resultados  obtenidos  y/o  esperados  de
nuestro  trabajo  se visualiza  en la  figura 3,  la
cual muestra los distintos estadíos del proyecto,
desde los inicios hasta la versión actual. 
La  figura 3 (A) representa  la  primera  versión
del trabajo, denominado LPR 1.0. Este primer
prototipo  desarrollado  está  compuesto  por  el
sistema  operativo  GNU/Linux  distribución
Ubuntu 18.04 y la herramienta de virtualización
docker. LPR 1.0 permite, en base a una única
topología  de  red,  crear  maquinas  clientes  y
servidores, en las cuales se pueden configurar,
iniciar,  detener  y pausar diversos servicios de
red  como  así  también,  verificar  el  correcto
funcionamiento de cada uno de ellos. La figura
3  (B) muestra  la  incorporación,  al  prototipo
anterior,  del  módulo  llamado  EliaNS  y  la
actualización  del  sistema  operativo  a  la
distribución  Ubuntu  20.04.  Estas
modificaciones  forman  el  segundo  prototipo
creado  denominado  LPR  2.0,  cuyo  principal
aporte  es la  ejecución de los servicios  de red
mencionados anteriormente pero para cualquier
topología de red creada de manera gráfica con
la herramienta EliaNS. Finalmente, en la figura
3 (C) se detalla el trabajo que se está llevando a
cabo  actualmente  correspondiente  a  la
incorporación  de  las  herramientas  de
simulación de procesos, de  gestión de memoria
y  de  mecanismos  de  automatización,
conformando NetOS-Lab.  
Figura 3: Evolución de NetOS-Lab.
Por lo tanto,  se espera obtener  dos resultados
finales:
1) La construcción de una herramienta de
software libre, autocontenida y portátil
que  integre funcionalidades  como:
creación de servicios de red, simulación
de planificación  de  procesos  y  gestión
de  memoria  en  Sistemas  Operativos,
entre otras. 
Al ser de software libre, la herramienta
tendrá  libre  acceso  y  uso.  Quedará
disponible  a  toda  la  comunidad,
permitiendo aporte de mejoras por parte
de cualquier  estudiante  o desarrollador
que lo desee.
Al  ser  autocontenida,  la  herramienta
permitirá  la  ejecución  de  todas  sus
funcionalidades,  sin  necesidad  de
acceso a Internet o instalar o actualizar
software  alguno  en  la  computadora
donde se ejecutará.
Al ser portátil, la herramienta permitirá
ser ejecutada en cualquier computadora,
guardar  su  estado  actual  en  un
dispositivo USB y continuar trabajando
más adelante  en otra computadora.
2)  Mejoras en el  proceso de enseñanza /
aprendizaje  fundamentalmente  en
ambientes no presenciales. 
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Los resultados  parciales obtenidos hasta el
momento  se  consideran  satisfactorios  y  es
por  ello  que  estas  líneas  de  investigación
están  en  constante  desarrollo  y
actualización,  teniendo  en  cuenta  que  las
necesidades  pedagógicas  y  tecnologías
futuras pueden ir cambiando.
4. FORMACIÓN DE RECURSOS
HUMANOS
Los  resultados  obtenidos  respecto  a  la
formación  de  recursos  humanos  son  hasta  el
momento el desarrollo de tres trabajos de fin de
carrera  correspondientes  a  la  carrera
Tecnicatura  Universitaria  en  Redes  de
Computadoras.
Con  el  Programa  de  Diseño  de  Material
Didáctico Digital de la UNSL se espera formar
recursos  humanos  en  la  orquestación  y
automatización  de  servicios  para  construir
NetOS-Lab y sus actualizaciones.
5. BIBLIOGRAFÍA
[1]  Kurose,  James  F.,  Ross,  Keith  W.  Redes  de
computadores:  un  enfoque  descendente  basado  en
Internet 2da. Edición ISBN: 8478290613. 2004.
[2]  Tanenbaum,  Andrew  S.  Sistemas  operativos
modernos.  Pearson  Educación,  2003.  ISBN:
9786074420463.
[3]  Virtualización en la  educación:  Laboratorio Portátil
de  Redes.  Barrionuevo  Mercedes,  Gil  Cristian,
Giribaldi  Matías,  Suarez  Christopher,  Taffernaberry
Carlos. ISBN: 978-950-34-1539-9. Páginas: 465-474.
XXIII  Congreso  Argentino  de  Ciencias  de  la
Computación (La Plata). 2017
[4]  Docker  Enterprise  Edition.  Web  site:
https://www.docker.com/
[5] LPR_2.0: mejoras a un ambiente de aprendizaje de
servicios  de  red.  Yrigaray  Elian,  Barrionuevo
Mercedes, Taffernaberry Carlos. ISBN: 978-987-733-
196-7. Páginas: 105-114. XIV Congreso Nacional de
Tecnología en Educación y Educación en Tecnología
(TE&ET). 2019.
[6] KivaNS. Web site: http://www.aurova.ua.es/kiva/
[7] Una herramienta de simulación para la planificación
de procesos.  Barrionuevo,  Mercedes,  Piccoli,  María
Fabiana,  Apolloni,  Rubén.
http://sedici.unlp.edu.ar/handle/10915/26781
[8]  Proyecto2SO.  Simulación  de  Paginación  y
Segmentación.  Web  site:
https://github.com/randymorales/Proyecto2-SO
[9]  Fernando  Rodríguez-Haro,  Felix  Freitag,  Leandro
Navarro,  A  summary  of  virtualization  techniques,
Procedia  Technology,  Volume 3,  2012,  Pages  267-
272, ISSN 2212-0173.
[10] SiSO: Un Simulador integral del Sistema Operativo.
Barrionuevo  Mercedes,  Apolloni  Rubén,  Piccoli
María Fabiana. 2010. http://sedici.unlp.edu.ar/handle/
10915/19640
XXIII Workshop de Investigadores en Ciencias de la Computación 962
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Realidad virtual, aprendizaje inmersivo y realidad aumentada:
Casos de Estudio en Carreras de Ingeniería 
Santiago Pérez, Ana Muñoz, Maria Eugenia Stefanoni, Daniela Carbonari
CeReCoN (Centro de Investigación y Desarrollo en Computación y Neuroingeniería) 
Facultad Regional Mendoza, Universidad Tecnológica Nacional 
Rodriguez 273, Mendoza, Argentina - 0261-5244576 
 (santiagocp, maria.stefanoni,dcarbonari)@frm.utn.edu.ar;
Ana Muñoz
Instituto Francés de Investigación en Ciencias y Tecnologías Digitales INRIA Chile 
Av. Apoquindo 2827, piso 12, Las Condes, Región Metropolitana Chile - +56 2 2584 7277
ana.munoz@inria.cl
RESUMEN
La realidad virtual es una experiencia
simulada,  similar,  o  completamente
diferente, al mundo real. Puede usarse en
aplicaciones  de  entretenimiento,
educativos, o industriales. En el contexto
de  la  realidad  virtual,  la  inmersión  se
produce  cuando  el  usuario,  en  distintos
grados de profundidad, se olvida de que
está en un mundo artificial. Mientras que
la  realidad  aumentada  ofrece  una
percepción  e  interacción  con  el  mundo
real,  brindando  al  usuario  un  escenario
real,  aumentado  con  información
adicional  generada por computación.  De
este modo, la realidad física se combina
con elementos virtuales, disponiéndose de
una  realidad  mixta  en  tiempo  real.  Este
trabajo  tiene  como objeto  presentar  una
línea de investigación en el marco de la
realidad virtual, el aprendizaje inmersivo
y la realidad aumentada. Para tal fin, es de
gran  importancia   efectuar  un  estudio,
análisis y evaluación del estado del arte y
de casos  de  implementación de realidad
virtual,  niveles  de  inmersión  y  realidad
aumentada,  pero  específicamente  en  los
procesos de enseñanza-aprendizaje de los
estudiantes  universitarios  de  ingeniería,
con énfasis en aquellos que propician un
mayor  nivel  de  inmersión  y  realidad
aumentada. Y para contraste, se realizará
un  relevamiento  con  las
implementaciones  de  estos  aspectos  en
Cátedras  seleccionadas  al  efecto,  de  las
Carreras de Ingeniería en Electrónica y de
Ingeniería en Sistemas de Información, de
la  UTN  Regional  Mendoza.  Como
resultado  de  una  compilación  y  estudio
preliminar  previo  sobre  la  temática,  se
considera  que  hay muchas  posibilidades
de  aplicaciones  en  esta  línea  de
investigación,  en  ambientes
universitarios, con recursos y plataformas
de libre disponibilidad, especialmente en
el  caso  de  las  Cátedras  que  hacen  uso
intensivo de prácticas de taller.
Los  integrantes  del  Proyecto  tienen
formación de posgrado, han dirigido tesis
de  posgrado  y/o  han  formado  parte  de
grupos  y  proyectos  de  Investigación  en
Educación.
Palabras  clave:  realidad  virtual,
aprendizaje  inmersivo,  realidad
aumentada, 
CONTEXTO
 La línea de investigación está inserta
en el ámbito del Centro UTN CeReCoN
(Centro de Investigación y Desarrollo en
Computación  y  Neuroingeniería),  de  la
Facultad  Regional  Mendoza,  de  la
Universidad Tecnológica Nacional, y del
Instituto  Francés  de  Investigación  en
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Se  conoce  con  el  nombre  de  Realidad
Virtual (VR, Virtual Reality) al uso de la
modelación  y  la  simulación  por
computadora, para que una persona pueda
interactuar  con  un  entorno  visual  o
sensorial  tridimensional  artificial  (3-D).
Los  usos  avanzados  de  realidad  virtual
sumergen al usuario en un ambiente que
simula  la  realidad  mediante  el  uso  de
complejos  dispositivos  electrónicos,
eventualmente interactivos, que envían y
reciben  información.  Por  ejemplo,  un
usuario  que  lleva  un  casco  con  una
pantalla  estereoscópica  podría  ver
imágenes  animadas  de  un  entorno
simulado, que captan los movimientos del
usuario y ajustan la vista en la pantalla en
consecuencia,  generalmente,  en  tiempo
real,  o  podría  recorrer  un  conjunto
simulado  de  habitaciones,
experimentando  puntos  de  vista  y
perspectivas  cambiantes,  que  están
convincentemente  relacionados  con  sus
propios  giros  y  pasos  de  cabeza.  El
usuario podría incluso tomar y manipular
objetos que ve en el entorno virtual.
Jaron Lanier (EEUU), es quien introdujo
la expresión “realidad virtual” en 1987 y
su  investigación  e  ingeniería  contribuyó
con varias innovaciones y productos a la
naciente industria de la realidad virtual. 
La realidad virtual y la inmersión
“El  concepto  de  inmersión  consiste  en
lograr la percepción de estar físicamente
presente  en un mundo no físico,  ya sea
que se trate de la réplica de un contexto
realista  (como  visitar  una  plataforma
petrolera),  o  bien  una  experiencia  que
rompe las reglas o estructuras cotidianas
de la realidad física (volar en un entorno
fantasioso)” (Crespo, et al.; 2013). 
Cada  una  de  las  experiencias  de  VR
presentan  distintos  niveles  de
involucramiento  dentro  de  esa  realidad
virtual,  y  es  por  ello  que  se  identifican
tres tipos de realidad virtual dependiendo
del nivel de inmersión y consciencia del
usuario: de baja inmersión, semiinmersiva
y altamente inmersiva. 
La  realidad  virtual  con  bajo  nivel  de
inmersión  es  cuando  se  presenta  un
entorno  virtual  en  tercera  dimensión,  a
través de un monitor de computadora y la
interacción de los usuarios es a través de
dispositivos como el teclado, el mouse o
un  joystick.  Mientras  que  es
semiinmersiva, si el entorno virtual 3D se
despliega  en  una  gran  pantalla,  y  el
usuario  puede  visualizar  el  entorno  a
través  de  lentes  3D.  También  se  suele
hablar  de  sistemas  semi-inmersivos  o
inmersivos  de  proyección  caracterizados
por ser 4 pantallas en forma de cubo, las
cuales  rodean  al  observador,  el  usuario
usa lentes y un dispositivo de seguimiento
de movimientos de la cabeza. Este tipo de
sistemas son usados principalmente para
visualizaciones, donde se requiere que el
usuario  se  mantenga  en  contacto  con
elementos del mundo real. Finalmente, se
habla  de  realidad  virtual  altamente
inmersiva, si el usuario interactúa con el
entorno  virtual  a  través  dispositivos
especiales,  que le permiten experimentar
esa  realidad  virtual:  guantes,  lentes  o
cascos, botas, y todo tipo de sensores que
permiten que el usuario perciba “estar” en
esa realidad virtual.
La realidad aumentada
La  Realidad  Aumentada,  (AR,
Augmented  Reality)  superpone  a  una
imagen  real,  obtenida  a  través  de  una
pantalla,  imágenes,  modelos  3D  u  otro
tipo  de  información  generada
computacionalmente.
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Otros  autores  definen  el  concepto  con
más  precisión.  Por  ejemplo,  De  Pedro
(2011)  explica  la  AR  como  «aquella
tecnología  capaz  de  complementar  la
percepción  e  interacción  con  el  mundo
real,  brindando  al  usuario  un  escenario
real aumentado con información adicional
generada por ordenador. De este modo, la
realidad física se combina con elementos
virtuales  disponiéndose  de  una  realidad
mixta  en  tiempo  real».  Se  observan  los
conceptos de interacción,  realidad mixta
y tiempo real.
Esto hace a la AR una tecnología con un
potencial enorme, y la convierte en una de
las  principales  para  los  próximos  años.
Sus características principales son:
- Permite  la  combinación  del  mundo
real y el mundo virtual,
- Es interactiva en tiempo real,
- Depende del contexto, y
- Utiliza las tres dimensiones.
En  el  mundo  de  la  educación  y  la
formación  es  probablemente  donde  la
realidad  aumentada  cobra  su  máximo
sentido. Con la AR se puede visualizar lo
que  un  capacitador  o  docente  está
explicando,  de  manera  directa.  Por
ejemplo,  se podría contemplar  el  cuerpo
humano  y  sus  diferentes  capas  en  una
clase  de  anatomía,  o  las  partes  más
internas de un motor de combustión. 
La realidad mixta
La realidad mixta MR (Mixed Reality) es
una mezcla entre la realidad virtual y la
aumentada.  La VR permite  la inmersión
en  mundos  completamente  digitales,
mientras  que  la  AR  permite  gestionar
objetos digitales en entornos reales.
Existen  5  principales  diferencias  entre
ellas: 
1. La VR es una realidad distinta y la AR
no.  La  VR  "traslada"  al  usuario  a  una
realidad  diferente  de la  suya.  La AR se
aprovecha  del  entorno  más  cercano  del
usuario para ofrecerle información digital
sobre el mundo real, complementando lo
que percibe a través de sus sentidos.
2. La realidad virtual requiere siempre de
un dispositivo. La tecnología sobre la que
se basa la VR es la antigua metodología
de  la  estereoscopia,   ofreciendo  así  una
sensación tridimensional.  Se requiere un
dispositivo  que  aísle  visualmente  al
usuario  del  mundo  real.  La  AR  no
necesita de un dispositivo llevado por el
usuario.  En  ocasiones  puede  ser  el
teléfono móvil o una pantalla interactiva
los que ofrezcan la posibilidad de iniciar
la realidad aumentada en el lugar donde
se encuentre el usuario.
3.  La realidad  aumentada  ha encontrado
usos más diversos. La AR ha encontrado
aplicaciones en campos como el deporte,
la  medicina  y  la  información.  En  el
campo  médico,  permite  por  ejemplo
visualizar  los  vasos  sanguíneos,
proyectándolos sobre la piel para facilitar
el  trabajo  del  personal  sanitario.  La AR
tiene además usos educativos: WordLens
reconoce mediante la cámara del móvil un
texto para traducirlo al idioma requerido
por el usuario.
4.  La  realidad  virtual  es  ahora  más
compleja  que  la  aumentada…  pero  la
tendencia  se  invertirá.  La  VR  está
limitada  actualmente  por  el  dispositivo
que  requiere  para  la  inmersión  del
usuario, que aún está en desarrollo.
La realidad virtual en la capacitación
Un área importante de aplicación para los
sistemas  de  realidad  virtual  siempre  ha
sido la capacitación para actividades de la
vida real. El atractivo de simulaciones es
que pueden proporcionar  una  formación
igual  o  casi  igual  a  la  práctica  con
sistemas reales, pero a un costo reducido
y  con  mayor  seguridad.  Este  fue
particularmente el caso del entrenamiento
militar  y  la  primera  aplicación
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significativa  de  Simuladores  fue  la
formación de pilotos durante la Segunda
Guerra  Mundial.  Los  simuladores  de
vuelo  se  basan  en  la  retroalimentación
visual y de movimiento, para aumentar la
sensación de volar sentado en un sistema
mecánico cerrado en el suelo.
Estas  tecnologías  son  obviamente
prometedoras, aunque no se puede perder
de vista que es diferente la aplicación de
las  innovaciones  tecnológicas  en  el
entorno real de los ambientes educativos.
Sin  embargo,  el  elemento  motivacional,
tan  importante  en  la  educación  parece
garantizado,  como  dice  Reinoso  (2012):
«numerosas  han sido las investigaciones
que  sugieren  que  la  AR  refuerza  el
aprendizaje  e  incrementa  la  motivación
por aprender».
En  lo  que  hace  a  educación,  nuestro
interés  está  focalizado  hacia  las
aplicaciones  en  los  procesos  de
enseñanza-aprendizaje  universitaria  de
ingeniería. 
2. OBJETIVOS
El objetivo de la investigación es estudiar,
analizar  y  evaluar  el  estado  del  arte  de
estos aspectos temáticos de virtualidad, y
contrastar  con   la  tipología  de  las
actividades  que  se  realizan  en  centros
educativos  universitarios,
fundamentalmente  de  la  UTN,
conociendo las  tecnologías  virtuales  que
utilizan,  y  el  software  y  la  metodología
aplicada, todo ello en orden a analizar las
experiencias relevantes en este campo
3. METODOLOGÍA
A partir  de la  experiencia  preliminar  de
compilación  de  trabajos  afines,  se  sabe
que  hay  una  gran  cantidad  de  ellos
referidos  a  realidad  virtual,  niveles  de
inmersión y realidad aumentada,  pero el
número disminuye drásticamente cuando
se habla específicamente de su aplicación
en el ambiente universitario de ingeniería.
Por otro lado, hay abundante bibliografía
que  aún  en  estos  casos  adolece  de
estudios  de  investigación  sobre  la
idoneidad  de  estas  tecnologías  en  la
educación,  las  metodologías  que  se  han
seguido,  los  resultados  obtenidos  de
estudios cuantitativos y cualitativos, y las
conclusiones basadas en fuentes primarias
sobre el objeto de estudio.
Se pretende una investigación documental
en  la  línea  de  Arias  (2006)  como
«proceso  basado  en  la  búsqueda,
recuperación,  análisis,  crítica  e
interpretación  de  datos  secundarios,  es
decir,  los  obtenidos  y  registrados  por
otros  investigadores  en  fuentes
documentales:  impresas,  audiovisuales  o
electrónicas».
Posteriormente,  se  pretende  hacer  un
trabajo  similar,  exploratorio,  en  algunas
Cátedras Universitarias de Ingeniería,  de
las Carreras de Ingeniería en Electrónica
y  de  Ingeniería  en  Sistemas  de
Información,  de  la  Universidad
Tecnológica  Nacional,  para  evaluar  el
estado  actual  de  aplicación  de  estas
tecnologías,  para  ponerlas  en  valor
respecto a otros contextos de aplicación.
4. ESTADO DE AVANCE
La realidad virtual, entendida como las
aplicaciones que sumergen al  usuario en
un  entorno  que  simula  la  realidad
mediante  el  uso  de  dispositivos
interactivos,  que  envían  y  reciben
información,  han  tenido  un  gran
desarrollo con los modernos dispositivos
que  hacen  uso  de  las  capacidades  de
cómputo actuales.
La realidad  virtual  inmersiva,  aquella
que permite  que el usuario perciba estar
dentro de ella  sin la  interrupción de los
estímulos  externos,  ha  demostrado  ser
una  potente  herramienta  para  las
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capacitaciones  laborales,  especialmente
en entornos riesgosos, como por ejemplo
la  fuerza  aérea  donde  se  entrena  a  los
pilotos, o en medicina donde los médicos
pueden practicar operaciones complicadas
para  poder  prever  posibles
complicaciones,  que  de  otro  modo  se
verían en el momento de la cirugía.
Estas  situaciones,  unido  a  nuestro
conocimiento de la aplicación de realidad
virtual en niveles previos al universitario,
nos  orientaron  para  realizar  una
compilación  y  revisión  preliminar
bibliográfica,  en  busca  de  casos  de
implementación  de  la  realidad  virtual
altamente  inmersiva  en  carreras  de
ingeniería (Stefanoni y otros 2020). Este
estudio  nos  ha  mostrado  un  aspecto  no
esperado:  no  son  tan  numerosas  las
implementaciones  en  carreras  de
ingeniería,  aunque  los  casos  analizados
han sido enriquecedores, por su capacidad
de  potenciar  el  proceso  de  enseñanza
aprendizaje  de  los  estudiantes  de
ingeniería  (Díaz  y  otros  2018;  Piscitelli
2017).
5. ESTADO DEL ARTE
Díaz y otros describen la Realidad Virtual
en el ámbito educativo soportado por las
tecnologías  móviles.  Indican  que  la
tendencia va en aumento con el desarrollo
tecnológico,  el  abaratamiento  de  los
dispositivos visuales y la universalización
del  smartphone,  y  concluyen  que  su
integración  en  la  educación  debe  ser
objeto  de  estudio.  Esta  afirmación  está
basada  en  una  revisión  bibliográfica,
donde  encuentran  que  desde  el  2015
existe  un  gran  interés  en  el  tema,  y
clasificaron la producción científica en el
área  de  la  siguiente  manera:  educación
primaria,  secundaria,  museística  y
universitaria.  Encontraron  que  la  mayor
producción  se  encuentra  en  la  etapa  de
educación  primaria  y  secundaria  por  lo
que  en  la  educación  universitaria  existe
muy poca producción. Concluyen que la
Realidad Virtual abre la puerta a nuevas
posibilidades  educativas  y  a  un
aprendizaje  experiencial  y  significativo
desde las siguientes tres características: 
-  Facilidad  para  el  aprendizaje  desde  el
constructivismo. 
-  Proporcionar  formas  alternativas  de
aprendizaje. 
-  Posibilitar  la  colaboración  entre
estudiantes más allá del espacio físico. 
Mientras que Pisticelli presenta el estado
del arte con el  propósito de evaluar una
serie de proyectos de realidad aumentada
y  realidad  virtual  en  términos  de  la
reducción  de  materiales  utilizados  y  el
uso de estos en sus formas más eficaces.
Analiza  treinta  iniciativas  de  realidad
virtual  y  realidad  aumentada  en  la
educación, y concluyen que  en la mayor
parte de los casos el  valor agregado del
proyecto  se  relaciona  con  el  acceso  a
contenidos  y  experiencias  que  de  otro
modo  estarían  negados  para  el  usuario.
Sin embargo, se plantean la interrogante
del valor instrumental  de las soluciones:
al  igual  que  la  visita  a  una  biblioteca
análoga  no  garantiza  el  involucramiento
alumno-docente  ni  el  aprendizaje
significativo,  la  inclusión  de  realidad
virtual  o  realidad  aumentada  en  la
experiencia  educativa  no  garantiza  el
interés,  la  motivación  o  la  comprensión
del contenido, a menos que estos recursos
se  utilicen  en  un  entorno  educativo
adecuado. 
6. FORMACIÓN DE RECURSOS
HUMANOS
El equipo de trabajo está integrado por
docentes  investigadores,  becarios
graduados  y  alumnos  del  Centro  UTN
CeReCoN  (Centro  de  Investigación  y
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Desarrollo  en  Computación  y
Neuroingeniería) de la Facultad Regional
Mendoza de la Universidad Tecnológica
Nacional,  y  docentes-investigadores  del
Instituto  Francés  de  Investigación  en
Ciencias y Tecnologías Digitales INRIA,
Chile. Entre estos se encuentra una tesista
de  Maestría,  que  presentará  su  tesis  de
Maestría  afín  a  este  proyecto.  Las
actividades se llevan a cabo en el ámbito
de las instalaciones de dichos entes, que
cuentan con sus propias áreas de trabajo.
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Resumen
La  línea  de  investigación  se  centra  en  la
aplicación  de  la  Analítica  del  Aprendizaje
asociado al Diseño de Aprendizaje en cursos de
e-learning. 
La  Minería  de  Datos  Educativos  propone
métodos para extraer  información útil  a partir
de  los  datos  generados  en  los  entornos
educativos. Como nuevas disciplinas surgen   la
Analítica  del  Aprendizaje  y  el  Diseño  de
Aprendizaje,  las que conducen a nuevas ideas
sobre  el  comportamiento  de  los  alumnos,
interacciones  y  rutas  de  aprendizaje.  La
información  que  se  puede  obtener  puede  ser
insumo  para  tomar  decisiones  sobre  las
prácticas educativas. 
Se  presentan  los  interrogantes  para  llevar  a
cabo la aplicación de Analítica del Aprendizaje
sobre  un  curso  desarrollado  a  distancia  con
técnicas  de  Diseño  del  Aprendizaje  en  el
contexto de la Universidad de Morón.
Palabras  clave:  Minería  de  datos  Educativa,
Analítica  del  Aprendizaje,  Diseños  de
Aprendizaje.
Contexto
La línea de investigación que se reporta en este
artículo  es  financiada  parcialmente  por  un
proyecto de investigación titulado “Aplicación
de Analítica del Aprendizaje sobre un curso a
distancia  desarrollado  con técnicas  de  Diseño
del  Aprendizaje”  (Código  80020190300011
UM) de la Secretaría de Ciencia y Tecnología
de la Universidad de Morón.
Introducción
En nuestra institución el desarrollo de la opción
pedagógico-didáctica  a  distancia  se  viene
realizando a través de un esfuerzo sostenido a
lo  largo  del  tiempo,  alineada  con  los  valores
institucionales  y  acorde  a  sus  posibilidades
reales  de  expansión  [1].  La  Universidad  de
Morón  cuenta  con  un  sistema  de  gestión  del
conocimiento  (Learning  Management  System,
LMS),  también  llamados  Virtual  Learning
Enviroment  (VLE)  o  Entornos  Virtuales  de
Aprendizaje  (EVA) [2],  que  ofrece  carreras  a
distancia  como  también  diversos  cursos  de
capacitación. La plataforma utilizada desde sus
comienzos para su gestión fue Moodle.  A partir
del  año  2018  se  incorporó  como  apoyo  a  la
presencialidad  la  plataforma  Blackboard  [3]
para los primeros años. A raíz del surgimiento
de la pandemia generada por el SAR-COV2 se
implementó  para  toda  la  comunidad  (clases,
administrativos,  etc.).  Estas  plataformas
generan datos, los que se pueden utilizar para
mejorar dichos entornos.  
La minería de datos (en inglés Data Mining o
DM) es una subdisciplina de la informática que
permite  descubrir  información  nueva  y
potencialmente  útil  en  grandes  cantidades  de
datos  [4].  En la  última  década,  la  DM se  ha
aplicado en el ámbito educativo y esto dio lugar
a  la  aparición  de  la  Minería  de  Datos
Educativos (en inglés, Educational Data Mining
o EDM) la cual propone métodos para extraer
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información útil a partir de los datos generados
en los entornos educativos [5]. 
La  Sociedad  Internacional  de  Minería  de
Datos Educativos define EDM de la siguiente
manera:  “La  Minería  de  Datos  Educativos  es
una  disciplina  emergente,  preocupada  por
desarrollar  métodos  para  explorar  los  tipos
únicos  de  datos  que  provienen  de  entornos
educativos,  y  usar  esos  métodos  para
comprender  mejor  a  los  estudiantes  y  los
entornos que ellos aprenden” [6].
Los  datos  que  ofrecen  las  plataformas  de
aprendizaje posibilitan la búsqueda de patrones,
dando lugar a una analítica del aprendizaje que
supone un paso más allá de la recolección, ya
que sirve para analizar e interpretar esos datos.
Se  usan  técnicas  pedagógicas  y  algoritmos
propios de la Minería de Datos, con la finalidad
de obtener información para mejorar la práctica
educativa,  optimizando  el  rendimiento  de
alumnos  y  profesores,  así  como  el  modelo
educativo.
En  los  últimos  diez  años,  se  gestó  la
Analítica  del  Aprendizaje  como  un  campo
separado. Se debe a la tendencia creciente en la
digitalización en el campo de la educación, la
aparición  de  entornos  de  aprendizaje
distribuidos  y  la  mayor  participación  en  las
experiencias de aprendizaje en línea [7].
   La  Analítica  del  Aprendizaje,  o  Learning
Analytics  (LA),  es  la  denominación  de  esta
reciente disciplina con potencial transformador
(relacionado con el aprendizaje personalizado y
adaptativo)  y  con  incidencia  en  todas  las
disciplinas  educativas,  particularmente  en  e-
Learning [8]. Esta disciplina ha evolucionado y
persigue los siguientes objetivos: 
 explicar  comportamientos  de  aprendizaje
inesperados, 
 identificar patrones de aprendizaje exitosos,
 detectar  conceptos  erróneos  y  esfuerzos
fuera de lugar, 
 introducir intervenciones apropiadas y
 aumentar  la  conciencia  de  los  usuarios
sobre sus propias acciones y progreso [7].
Para  que  los  sistemas  de  análisis  de
aprendizaje  orientados al  estudiante funcionen
de  manera  efectiva,  deben  integrarse  con
enfoques  pedagógicos  y  con  el  diseño  de
aprendizaje.  El  Diseño  de  Aprendizaje  es  el
proceso  en  el  cual  se  realizan  las  siguientes
actividades: 
1 definir las tareas, 
2 proporcionar  los  contextos  y  recursos
para realizar dichas tareas, 
3 apoyar al alumno durante el desempeño
de la tarea y 
4 proporcionar retroalimentación sobre los
resultados.
Estas son las actividades que se deben llevar a
cabo en cualquier proceso de aprendizaje. 
A esta secuencia de actividades, se le llama
“Diseño de Aprendizaje” [8]. La investigación
se ha centrado en “conceptualizar los principios
del diseño del aprendizaje,  sin evaluar  lo  que
sucede después del proceso de diseño” [9].
 En la literatura existente se observa que la
Analítica  del  Aprendizaje  es  un  campo
interdisciplinario  que  abarca  métodos  y
enfoques de diversas disciplinas, pero carece de
un modelo consolidado para sistematizar cómo
se  fusionan  esas  disciplinas.  Además,  se
evidencia  la  ausencia  de  investigaciones  para
medir qué decisiones de Diseño de Aprendizaje
estimulan entornos de aprendizaje  productivos
y  cuáles  generan  conocimientos  de  diseño
procesables [10]. 
Líneas de Investigación, Desarrollo e 
Innovación
Dentro  del  campo  de  la  Minería  de  datos
educativos,  Analítica  del  Aprendizaje,  y
Diseños  de  Aprendizaje,  orientamos  los
esfuerzos  en  responder  a  estas  preguntas  de
investigación:
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PI  1:  ¿Cuál  fue  el  impacto  originado  al
abordar  el  e-learning  en  el  año  2020  en  el
dictado  de  las  clases  de  los  docentes  de  la
Universidad de Morón?
PI  2:  ¿Qué  se  debe  tener  en  cuenta  al
realizar  el  diseño  de  un  curso  a  dictarse  a
distancia,  para  que  éste  pueda  ofrecer  datos
valiosos recuperables a través de los LMS? 
PI 3: ¿Qué se debe tener en cuenta cuando
utilizamos datos de los estudiantes para que no
se viole la privacidad del usuario?
PI  4:  Una vez  realizado  el  análisis  de  los
datos,  luego  de  aplicar  LA,  los  resultados
obtenidos,  ¿contribuyen  a  los  resultados
esperados?
Para  dar  respuesta  a  las  preguntas  de
investigación  planteadas  nos  proponemos  el
siguiente plan de trabajo:
1) Elaboración del estado de arte de la Minería
de  Datos  Educacional  y  Analítica  del
Aprendizaje.
2) Elaboración del estado del arte del Diseño
de Aprendizaje aplicado al e-Learning.
3) Construir un instrumento de recolección de
datos.
4) Analizar el conjunto de datos que proveen
las  plataformas  existentes  en  nuestra
institución.
5) Proporcionar una metodología para diseñar
un  proyecto  de  curso  virtual,  evaluarlo  y
seguir su realización.
6) Aplicar técnicas de EDM y LA.
7) Aplicación de los resultados del punto 5 al
curso elegido.
8) Puesta en marcha del curso y evaluación.
La construcción del estado de arte sobre
Minería de Datos Educacional, y Analítica del
Aprendizaje y  Diseño de Aprendizaje aplicado
al e-Learning (puntos 1 y2 del plan de trabajo)
se  desarrollará  mediante  el  método  de
investigación, mapeo sistemático de la literatura
(en inglés, Systematic Mapped Study) [11].  
Para el diseño del instrumento de recolección
de  datos  (punto  3  del  plan  de  trabajo)  se
aplicará las directrices del proceso de encuesta
propuesto en [12].
   Para el proceso de minería de datos (punto 6
del plan de trabajo) se aplicará el proceso KDD
(en inglés Knowledge Discovery in Databases)
“Descubrimiento de conocimiento en bases de
datos” [4].
Objetivos y Resultados Esperados
En esta  línea  de investigación  en progreso se
han  logrado  una  serie  de  resultados que  se
detallan a continuación:
a) Proyectos de Investigación: ha finalizado el
PIO/17-01-MP-001 titulado: ¨Aplicación de
tecnologías  inteligentes  de  explotación  de
información para el análisis  de perfiles  de
tesistas de grado de carreras informáticas de
la  UM” (período 2017-2019).  Proyecto  en
ejecución titulado: “Aplicación de Analítica
del Aprendizaje sobre un curso a distancia
desarrollado  con  técnicas  de  Diseño  del
Aprendizaje”  (Código  80020190300011
UM) (período 2020-2022).
b) Resultados Académicos, se ha logrado una
tesis de grado.
c) Producción Científica:  se ha presentado la
línea de investigación en eventos científicos
de  alcance  nacional  (TE&ET1ediciones
2018  y  2019,  CACIC2 ediciones  2018  y
2019 y en el ámbito internacional, JENUI3
2018  e  InNGENIO4 2019).  Además,  se
logró una publicación en Springer.
d) Formación  en  investigación:  el  grupo  de
investigación se encuentra en un proceso de
aprendizaje  constante  de  métodos  de
investigación  de  ingeniería  de  software
1  Congreso de “Tecnología en Educación” y “Educación en
Tecnología” (TE&ET). 
2  Congreso  Argentino  de  Ciencias  de  la  Computación
(CACIC).
3  Jornadas sobre la Enseñanza Universitaria de la Informática
(JENUI 2018). Link: http://jenui2018.uoc.edu/
4 Congreso  Latinoamericano  de  Ingeniería.  Link:
http://fundacioniai.org/ingenio/
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experimental, revisiones sistemáticas [11] y
encuestas [12], Además, se experimenta con
procesos, técnicas y algoritmos de DM.
El  grupo  de  investigación  se  plantea  como
próximos objetivos: 
   Analizar  los  resultados  del  SMS  con  el
propósito  de  identificar  las  contribuciones
realizadas  sobre  Analítica  del  Aprendizaje  y
Diseños de Aprendizaje aplicadas a cursos de e-
Learning en la educación superior.
   Avanzar con el diseño de la encuesta para la
recolección de los  datos  que dará respuesta  a
nuestra pregunta de investigación: ¿Cuál fue el
impacto originado al abordar el e-learning en
el año 2020 en el dictado de las clases de los
docentes de la Universidad de Morón?
   Presentar  los  avances  realizados  en
InNGENIO 2021, TEyET 2021 y CACIC 2021.
Formación de Recursos Humanos
El  grupo  se  encuentra  conformado  por  un
Director, un Co-Director, dos tesistas de grado,
y  dos  docentes-investigadores  en  proceso  de
formación.
Se  estiman  dos  tesis  de  la  carrera
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Selección de un Entorno de Desarrollo Integrado de Robótica Educativa para la 
aplicación de una secuencia didáctica propuesta para el aprendizaje de 
conceptos de programación 
 
 Martín LOBOS1, Silvia BAST1, Gustavo ASTUDILLO1,  
1 Departamento de Matemática/FCEyN/UNLPam 






Como parte del trabajo del proyecto de 
investigación “Incorporación de Estrategias 
innovadoras en los Procesos de Enseñanza y de 
Aprendizajes de Informática” en los años 2019 
y 2020, nos hemos propuesto identificar, 
categorizar y evaluar distintos Entornos de 
Desarrollo Integrado (EDI) para la enseñanza 
de la robótica educativa y el aprendizaje de las 
nociones básicas de programación, con el 
objetivo final, de seleccionar el que mejor se 
adapte a las exigencias establecidas por el 
cuerpo docente que se desempeña en el Taller 
de Introducción a la Programación (TIP). El 
mencionado taller se lleva a cabo todos los 
años en el marco de los cursos de ambientación 
para ingresantes 
Para lograr tal objetivo, se llevó adelante la 
búsqueda de los EDI en distintos repositorios, 
para someterlos posteriormente a un proceso 
de medición y evaluación de calidad, haciendo 
uso de la estrategia denominada Goal-Oriented 
Context-Aware Measurement and Evaluation 
(GOCAME) y de estándares internacionales 
ISO 25010:2011. 
 
Palabras clave: entorno de desarrollo 




El grupo de investigación GrIDIE1 (Grupo 
de Investigación y Desarrollo en Innovación 
                                                 
1 Facultad de Ciencias Exactas y Naturales 
UNLPam 
Educativa) enfoca, desde 2005, su 
investigación en tecnologías informáticas 
aplicadas en educación. Desde 2018, el grupo 
impulsa dos proyectos de investigación: 
“Aprendizaje de las ciencias con tecnologías 
educativas” e “Incorporación de estrategias 
innovadoras en los procesos de enseñanza y de 
aprendizajes de informática”. Este último 
cuenta con cuatro líneas de investigación: (i) la 
medición y evaluación de EDIs para robótica 
educativa, (ii) la definición de criterios de 
evaluación que permitan identificar las 
posibilidades de la programación tangible para 
el aprendizaje de nociones básicas de 
programación, (iii) la revisión/evaluación de 
propuestas didácticas para la 
enseñanza/aprendizaje de la programación en 
función de su enfoque pedagógico/didáctico, y 
(iv) la implementación de una propuesta 
didáctica para el aprendizaje de la 
programación en el ámbito Universitario. 
Los proyectos se desarrollan y son 
financiados por la Facultad de Ciencias 
Exactas y Naturales - UNLPam y fueron 




En este trabajo presentamos los avances 
realizados en 2019 y 2020 en la línea de 
investigación de medición y evaluación de 
EDIs para robótica educativa. 
 
El Taller de Introducción a la 
Programación (TIP) 
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La asignatura Introducción a la 
Computación (IC), es, en la mayoría de los 
casos, el primer contacto de los estudiantes con 
los conceptos de programación. Por tal razón, 
los integrantes de la cátedra IC en colaboración 
con el grupo de investigación GrIDIE, vienen 
impulsando, desde 2010, distintas propuestas 
para ingresantes y estudiantes que cursarán la 
asignatura.  
Las actividades incluidas en el TIP fueron 
diseñadas para desarrollarse durante el período 
de ambientación universitaria que se lleva a 
cabo, las semanas previas al inicio del primer 
cuatrimestre, de forma semipresencial.  
El TIP se desarrolla sobre el entorno virtual 
de enseñanza aprendizaje (EVEA) Moodle y 
presenta una impronta lúdica (Deterding, 
Khaled, Nacke, & Dixon, 2011), Kapp (2012), 
Astudillo et al, 2016). Sus actividades se 
estructuran por niveles, de forma tal que, los 
desafíos y propuestas del nivel siguiente se 
ponen visibles una vez que el estudiante ha 
completado el nivel anterior. 
La primera semana se desarrolla de forma 
virtual asincrónica, focalizando en la 
construcción del concepto de algoritmo y 
secuencia. En la etapa presencial se trabaja 
haciendo uso de un EDI de robótica, para 
fortalecer el concepto de secuencia, e 
incorporar los conceptos de alternativa 
condicional, repetición y nociones de 
variables. El objetivo principal del taller es que 
los estudiantes logren apropiarse de los 
principales conceptos haciendo uso de la 
programación en bloques, para luego poder 
transferir  los mismos al contexto de la cursada 




La secuencia didáctica que se aplica en el 
TIP 
La propuesta diseñada desde el grupo de 
investigación hace uso de la robótica educativa 
y se sustenta en los principios del 
construccionismo (Papert, 1990), el buen 
aprendizaje (Pozo, 2008) y aprendizaje basado 
en problemas (Barrows, 1986).  
                                                 
2 Visualino (http://www.visualino.net/index.es.html) 
Para la especificación de la secuencia fue 
necesaria la definición de kit (sensores y 
actuadores), la selección de un EDI, un 
simulador (para tareas extra-clase) y de un 
conjunto de ejercicios y problemas que hacen 
uso de los mismos. La secuencia abarca los 
conceptos de estructuras de control (secuencia, 
repetición y selección) y la noción de variable. 
Asimismo, se desarrollaron un conjunto de 
concept cards que complementan la secuencia 
en busca de la transferencia de los aprendizajes 
a partir del planteo de problemas. 
 
Robótica Educativa 
La presente investigación comienza a partir 
de la decisión de incluir robótica educativa en 
el TIP, la cual, fue tomada teniendo en cuenta 
que los robots resultan la conexión ideal entre 
la programación con una impronta lúdica y la 
representación de las instrucciones en un 
contexto real. Tal como afirma Vaillant (2013) 
“La robótica forma parte de un enfoque 
pedagógico centrado en el alumno, que le 
permite construir objetos tangibles de su 
propio diseño y con sentido para él.” (p. 38). 
Para Monsalves González (2011) y Ruiz-
Velasco (2007) se trata de una disciplina que 
tiene como objetivo generar entornos de 
aprendizaje heurístico poniendo el foco en la 
participación activa, donde los aprendizajes se 
construyen a partir de la experiencia del 
estudiante durante el proceso de armado y 
programación de los robots.  
El primer EDI de robótica que se aplicó en 
la etapa presencial del TIP fue Visualino2, 
junto con un simulador on-line denominado 
TinKerCad3. Si bien Visualino permitía el 
desarrollo de las actividades del taller, 
presentaba algunas debilidades tales como: 
condiciona la propuesta didáctica al grupo de 
sensores y actuadores que propone, falta de 
inclusión de extensiones, y la forma en la que 
construye el código fuente. 
Para subsanar esas desventajas se realizó 
una búsqueda que se fue ampliando y definió 
la pregunta que guía la investigación ¿Qué 
EDIs, para robótica educativa, cuentan con la 
3 TinKerCad (https://www.tinkercad.com/) 
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mayor flexibilidad para adaptarse a la 
propuesta didáctica? 
De la búsqueda de EDIs de robótica que se 
ajustaran de la mejor manera a la secuencia 
didáctica propuesta, surgió una amplia oferta 
de entornos basados en Google Blockly que se 
presentaron como posibles candidatos. Frente 
a esta oferta, se comenzó el análisis para 
seleccionar el EDI más adecuado a través de 
metodologías de evaluación de calidad para 
productos de software. 
El proceso de búsqueda, medición y 
evaluación 
La búsqueda y los EDI seleccionados. 
La búsqueda de los EDI comenzó en 
repositorios tales como Github en proyectos 
derivados, similares o relacionados a los 
entornos ya conocidos (Visualino y Mixly). 
Para la selección de EDIs a evaluar se tuvo en 
cuenta como criterios iniciales la posibilidad 
de trabajar con placas Arduino UNO ya que es 
el Hardware utilizado para el taller. También, 
la utilización de Google Blockly para la 
programación en bloques por la familiaridad 
con las actividades ya desarrolladas para el 
TIP. 
En total se encontraron diecisiete (17) EDIs, 
pero teniendo en cuenta los criterios 
mencionados anteriormente se seleccionaron 









8. Facilino (Offline) 
9. Facilino (Online) 
 
Evaluación de Calidad de los EDIs 
Dado que los EDIs son desarrollos de 
software, debe usarse una metodología de 
evaluación de calidad para tales productos, 
aplicando criterios establecidos por estándares 
internacionales, tal como la ISO 25010:2011 
(International & Organization for 
Standardization, 2011). 
Según David Garvin (Garvin, 1984) la 
calidad es un concepto complejo y 
multifacético. Tal como afirman (Pfleeger & 
Kitchenham, 1996) para poder medir la calidad 
habitualmente se construyen modelos que 
relacionan las características de la calidad, 
descomponiendo cada una de ellas en diversos 
factores o relacionándolas de forma jerárquica.  
En este caso, el modelo de calidad está 
representado por una estructura jerárquica que 
define un conjunto de características y las 
relaciones entre ellas y proporciona las bases 
para especificar los requerimientos y 
evaluarlos. 
Se aplica el proceso de medición que 
propone la estrategia denominada Goal-
Oriented Context-Aware Measurement and 
Evaluation (GOCAME) (Olsina et al., 2008) 
que usa el marco conceptual denominado 
Contextual-Information Need, Concept model, 
Attribute, Metric and Indicator (C-INCAMI), 
que sigue el proceso que se especifica a 
continuación. 
Para comenzar, se establece la necesidad de 
información, y a partir de la misma se definen 
los requerimientos, generando el modelo de 
calidad que tomará sus bases del estándar ISO 
25010:2011(International & Organization for 
Standardization, 2011), al que se agregan un 
conjunto de subconceptos y atributos que 
surgen de los requerimientos, establecidos por 
el grupo de investigación. Seguidamente, para 
cada uno de los atributos del modelo se definen 
las métricas, que se aplican en el proceso de 
medición.  
Luego se lleva a cabo el proceso de 
medición aplicando las métricas definidas para 
cada atributo.  
Posteriormente, se definen los indicadores, 
y se aplican en el proceso de evaluación. Los 
mismos ofrecen información contextualizada 
para la toma de decisiones.  
Finalmente, se analizan los resultados y se 
realizan las recomendaciones de acuerdo a la 
necesidad de información establecida al inicio 
del proceso. 
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2. LÍNEAS DE 
INVESTIGACIÓN, DESARROLLO 
E INNOVACIÓN 
Este proyecto se desarrolla bajo la hipótesis 
de que es posible definir estrategias 
innovadoras para la enseñanza y el aprendizaje 
de temas de Ciencias de la Computación, 
utilizando TIC, que impacten positivamente en 
la motivación de los estudiantes y en los 
diseños didácticos de los docentes. 
Esto implica, por una parte, indagar y 
evaluar distintas tecnologías que permitan 
innovar y que faciliten el diseño de actividades 
y recursos educativos; y por otro, identificar 
las bases pedagógico-didácticas que sustenten 
y den sentido a la innovación. 
Se trabaja actualmente en la definición de 
criterios de evaluación que permitan identificar 
las posibilidades de la programación tangible 
para el aprendizaje de nociones básicas de 
programación, la revisión desde propuestas 
didácticas para enseñanza de la programación 
con el fin de identificar las bases pedagógicas 
que las sustentan, la implementación y 
evaluación de una propuesta de enseñanza de 
la programación basada en la didáctica por 
indagación y la resolución de problemas y tal 
como se detalla en el presente artículo en un 
proceso de medición y evaluación de la calidad 
de EDIs que permitan la implementación de 
actividades con robótica educativa. 
3. RESULTADOS 
OBTENIDOS/ESPERADOS 
Durante los años 2019-2020 se realizaron 
los siguientes avances: 
El relevamiento de 17 EDIs candidatos que 
aplican para el aprendizaje de la programación 
y robótica educativa.  
El análisis de los EDIs candidatos y la 
selección de 9 para su evaluación.  
Se definió un modelo de calidad y se 
desarrollaron las métricas que se aplicarán en 
el proceso de medición.  
En cuanto a los trabajos futuros: 
Se espera completar las mediciones, definir 
los indicadores, realizar el proceso de 
evaluación y finalmente seleccionar el EDI 
más acorde a la secuencia didáctica. 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
En este proyecto participan un investigador 
formado y tres investigadores en formación. 
Dos de ellos avanzando sobre sus tesis de 
doctorado y un tercero en su tesis para alcanzar 
el grado de magíster. 
El proyecto cuenta con tres graduados que 
se inician en la investigación. Uno de ellos 
definiendo su proyecto de trabajo final de 
especialización, para ser presentado para su 
aprobación en el primer trimestre de 2021. 
Otro de los graduados se encuentra 
desarrollando su trabajo en el marco de una 
beca Estímulo a las Vocaciones Científicas- 
Convocatoria 2019, cuyo desarrollo 
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La  constante  evolución  de  las  nuevas
Tecnologías  de  la  Información  y
Comunicación (TIC) en las últimas décadas,
ha  impulsado  en  forma  significativa  la
utilización  de  herramientas  y  recursos
digitales  en  la  resolución  de  problemas  de
distintos  campos  del  conocimiento.   En  el
ámbito educativo  facilita la modificación de
las  prácticas  docentes  propiciando contextos
de aprendizajes más ricos e interactivos.  Esto
nos ha motivado a continuar avanzando en el
desarrollo  de  herramientas  basadas  en
software  libre,   además  de  la  utilización  de
aplicaciones de Realidad Aumentada (RA) y
Realidad Virtual  (RV). El objetivo principal
es  fortalecer  los  procesos  colaborativos  de
enseñanza  y  aprendizaje   en  los  distintos
ámbitos, tratando de lograr el acercamiento de
la  universidad  al  medio.  En  este  trabajo  se
presentan  los  avances   alcanzados  hasta  el
momento  en  las  principales  líneas  de
investigación.
Palabras  Claves: Tecnologías  digitales,
Realidad  Aumentada  y  Realidad  Virtual,
Juegos educativos,  Aplicación web, Grafos.
Contexto
Las  líneas  de  investigación  pertenecen  al
Proyecto  de  Investigación  04/F016:
“Computación  Aplicada  a  las  Ciencias  y
Educación”  de  la  Facultad  de  Informática
(FAIF),  Universidad  Nacional  del  Comahue
(UNCo).  Participan  docentes  y  estudiantes
avanzados  de la  carrera  de Licenciatura  en
Ciencias de la Computación (FAIF), docentes
de  la  Facultad  de  Ingeniería  (FI)  e
investigadores de la Universidad Católica de
Brasilia (UCB), Brasil.
1. Introducción
El  grupo  de  investigación  viene  desde
proyectos  anteriores  trabajando  en  el
desarrollo y uso de  herramientas   digitales.
Particularmente  el  año  2020  mostró  la
importancia de tener docentes formados en el
uso  de  TIC,  además  de  contar  con
infraestructura  tecnológica  adecuada  para  la
formación  en  estos  nuevos  escenarios
digitales.  En la  actualidad  se cuenta con un
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gran  número  de  herramientas  y  recursos
educativos  abiertos,  que  han  posibilitado
enriquecer  los  materiales  que  los  docentes
elaboran o seleccionan para llevar adelante su
práctica  pedagógica.  En  este  sentido  las
capacitaciones realizadas a docentes del nivel
secundario  de  diferentes  establecimientos
educativos  localizados  en  las  provincias  de
Neuquén y Río Negro, mostraron el potencial
que ofrecen los materiales educativos lúdicos
para favorecer la motivación, colaboración y
participación  de  estudiantes  en  la
construcción de sus aprendizajes. Se presentó
la  experiencia  y  resultados  obtenidos  al
trabajar  con  competencias  de  juegos
educativos  en  el    XV  Congreso  de
Tecnología  en  Educación  y  Educación  en
Tecnología (TE&ET) realizado en la Facultad
de Informática de la Universidad Nacional del
Comahue entre los días 6 y 7 de julio de 2020,
Neuquén [1].
Adicionalmente,  siguiendo  con  la  línea  de
investigación “Desarrollo y Uso de Recursos
TIC”  se  propuso  el  desarrollo  de  una
herramienta web interactiva, que favorezca la
experimentación,  para  ser  utilizada  en  la
enseñanza y  aprendizaje  de  algoritmos sobre
grafos, principalmente para estudiantes de la
licenciatura en  Ciencias de la Computación.
La  teoría  de  grafos  y  sus  innumeras
aplicaciones  forman  parte  hoy  en  día  de
diversos  estudios   de  matemática   discreta,
informática,  investigación  operativa  y  de
diversas  especialidades  de  ingeniería.  Los
algoritmos  de  grafos  resultan  especialmente
útiles  para  hallar  soluciones  a  numerosos
problemas de la  vida real.  Los grafos y sus
algoritmos  son  de  naturaleza  visual  y
dinámica,  motivo  por  el  cual  un  entorno
gráfico  y  dinámico  representa  una  gran
ayuda   en   la   comprensión  del
funcionamiento de estos algoritmos [2]. Se ha
realizado  un  breve  análisis  sobre  las
características de algunas  herramientas para
grafos,  tales  como:  IAGraph  [3],  VisuAlgo
[4],  Data  Structure  Visualizations  [5]  y
Algorithm Visualizer [6] entre otras. Si bien
todas permiten la visualización de grafos y la
aplicación  de  algoritmos  sobre  estos,
presentan diferencias respecto a la forma del
ingreso  de los  datos  de entrada.  IAGraph y
VisuAlgo  disponen  de  un  editor  visual  de
grafos,  lo  que  facilita  un  modelado  más
intuitivo  y  fácil.  Sin  embargo,  algunas
requieren  de  instalación  previa  de  ciertos
programas o paquetes para su funcionamiento.
Es  recomendable   que  todo  software
educativo  sea  de  fácil  acceso  y  puesta  en
marcha,  como  así  también  utilizable  en
distintas plataformas. Por ejemplo VisuAlgo,
Algorithm  Visualizer  y  Data  Structure
Visualizations  cumplen  con  tales
requerimientos,  dado  que  son  aplicaciones
web  que  solo  requieren  un  navegador  web
para funcionar. Estas, además se destacan por
permitir la visualización de la ejecución de los
algoritmos  y  sus  resultados.  Esto  facilita  la
comprensión  de  su  funcionamiento  y  el
análisis  de  los  valores  obtenidos.  Por  otro
lado, Algorithm Visualizer a diferencia de las
otras  herramientas,  no  limita  al  usuario  a
experimentar  con  un  conjunto  limitado  de
algoritmos, ya que posee un editor de código
fuente  que  permite  al  usuario  escribir  sus
propios  algoritmos.  Para  el  desarrollo  e
implementación  de  la  herramienta  propuesta
se utilizó  una arquitectura  cliente-servidor  y
diferentes tecnologías de código libre.   Para
mostrar  sus  funcionalidades  se  presenta  un
caso de aplicación del algoritmo de PageRank
[7].  Este  estudio  dio  origen  al  trabajo
publicado en el  XV Congreso TE&ET 2020
[8].
Por otra parte, en la línea de investigación de
“Realidad Aumentada y Realidad Virtual” se
continúa con el uso y desarrollo de recursos
digitales más visuales e interactivos aplicados
a  distintas  áreas.  La  Psicoprofilaxis
Quirúrgica  es  una  técnica  psicoterapéutica
que  tiene  como  finalidad,  preparar
emocionalmente al paciente y su familia para
afrontar  una intervención  quirúrgica  con los
recursos  adecuados  para  evitar  que  se
convierta en una experiencia traumática. Las
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tareas  que se realizan  abarcan desde ofrecer
información  y  contención,  además  de
favorecer  el  apoyo  entre  los  pacientes  y  el
equipo de salud [9]. En el área de pediatría del
Hospital  Castro  Rendón  de  la  ciudad  de
Neuquén,  desde  la  década  del  80,  en forma
semanal  e  ininterrumpida,  esta  tarea  está  a
cargo de un grupo conformado por personal
del  hospital  mencionado  y  voluntarios
conocidos como “Cuentacuentos”,  los cuales
a  través  de  la  narración  de  un  cuento,  que
incluye  los  procedimientos,  algunos
dolorosos,  que  debe  soportar  el  pequeño
paciente,  se  les  trata  de  brindar  una
aproximación  de  lo  que  sucederá,  lo  que
ayuda  a  liberar  tensiones  y  angustias.  Estos
encuentros  son  posibles  sólo  para  los
pacientes  que  pueden  movilizarse  hacia  el
hospital,  pero para los casos donde estos no
pueden  concurrir,  la  situación  para  ellos  se
torna más traumática. En función de esto, se
propuso  la  elaboración  de  un  cuento
aumentado  que  incorpore  las  tecnologías
informáticas RA y RV para poder acercar el
hospital a la comunidad. 
2. Líneas de Investigación y
Desarrollo
Se está trabajando en las siguientes  líneas de
investigación: “Uso y Desarrollo de Recursos
TIC”,  “Realidad  Aumentada  y  Realidad
Virtual”.  Estas  están  interrelacionadas,
persiguiendo como propósito general acercar
la Universidad al medio. 
3. Resultados Obtenidos/Esperados
A continuación se mencionan los avances de
los  resultados  obtenidos  hasta  el  momento.
En  la  línea  “Uso  y  Desarrollo  de  Recursos
TIC”.  Con  participación  de  docentes  del
departamento  de  Programación  y  del
departamento de Computación Aplicada de la
FAIF  se  desarrolló  un  taller  denominado
“Herramientas para la producción de recursos
digitales”  destinado  a  la  capacitación  de
docentes del nivel medio para la creación de
materiales educativos lúdicos. Para estructurar
la capacitación se trabajó con una propuesta
metodológica   en  la  cual  se  combinaron
instancias  de  trabajo  colaborativo  y
competitivo.  Inicialmente  se  realizaron
encuestas  a  los  docentes  para  determinar  el
nivel  de  conocimiento  y  manejo  de  las
herramientas TIC,  principalmente  respecto a
la utilización de  herramientas de edición de
imagen,  y  de  herramientas  que  soportan
colaboración.  En  la  capacitación  se  trabajó
con  tecnologías  emergentes  RA  y  RV,
códigos QR, repositorios libres,  derechos de
autor,  entre  otras,   y  las  herramientas  de
software libre para diseño Gimp e Inkscape.
Para el  diseño del juego se especificó  para
cada  institución  el  uso  por  lo  menos  de  5
áreas  temáticas.  Se  dispuso  también  que
debería  haber   un  mínimo  de  15  preguntas
contemplando  diferentes  niveles  de
complejidad. La condición inicial fue que las
preguntas sean desarrolladas por los alumnos,
además  deberían  ser  verificadas  y  validadas
por sus respectivos docentes de acuerdo a los
temas definidos. Se utilizó  la generación de
códigos QR en las distintas partes del juego, y
en  las  respuestas  válidas.  Los  docentes
participaron en una instancia de competencia
desarrollada  en  el  marco  del  evento
PROGRAMATE organizado por la  Facultad
de Informática en Octubre del año  2019 y fue
dirigido a estudiantes del nivel medio. En la
competencia se organizó el tiempo de entrega
del  juego,  sus  características,  diseño  y
estructura.  Las  premiaciones  consideraron el
diseño  más  motivador,  mejor  producción  y
mejor  diseño  educativo.  La  elección  del
diseño  más  motivador  se  basó  en  las
estrategias  y  reglas  que  resultaran  más
atractivas para los estudiantes. En el caso de
mejor producción se consideró la calidad del
diseño gráfico, y por último, respecto al mejor
diseño educativo se tuvo en cuenta al  juego
más  didáctico  y  que  incorporara  más
conocimiento  de  las  áreas  involucradas.
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Como  conclusión  la  experiencia  fue  muy
positiva,  permitiendo  a  los  docentes
incorporar  los  conocimientos  de  las
tecnologías  informáticas  y  a  los  estudiantes
fortalecer  el  conocimiento  de los contenidos
en las distintas disciplinas y áreas. Dio origen
al trabajo publicado en [1,12]. 
Continuando con la  línea “Uso y Desarrollo
de Recursos TIC”, se presentó una propuesta
para  el  desarrollo  de  una  herramienta  web
para ser utilizada en el aprendizaje de grafos,
principalmente  para  estudiantes  de  las
carreras de Ciencias de la Computación. Este
software ha sido diseñado teniendo en cuenta
la  comparativa  realizada  sobre  las
herramientas  mencionadas  anteriormente.
Consiste en una aplicación web basada en una
arquitectura cliente-servidor, compuesta de un
editor  visual  de  grafos  y  de  un  editor  de
código fuente con el  que es posible  escribir
algoritmos  que  se  ejecutarán  sobre  el  grafo
modelado,  y  cuyos  resultados  pueden  ser
visualizados  sobre  el  mismo.  Una
particularidad  de  esta  herramienta  es  que
otorga  al  usuario  la  libertad  de   elegir  el
lenguaje de programación con el cual escribir
sus  algoritmos  e  incluye  algunos  ya
implementados,  listos  para  su  ejecución.  La
finalidad  de  la  herramienta  propuesta  es
apoyar  y  fortalecer  el  aprendizaje  del
funcionamiento  de  los  algoritmos  sobre
grafos,  y  está  dirigida  principalmente  a
estudiantes de las carreras en de Ciencias de
la  Computación.  Para  mostrar  sus
funcionalidades  se  presentó  un  caso  de
aplicación  del  algoritmo  de  Pagerank  [7].
Algoritmo creado por Google para establecer
un ranking de importancia de las páginas web
en base  a  la  estructura  de grafo  de  la  web.
Este estudio dio origen al trabajo presentado
en el Congreso TE&ET 2020 [8].
Combinar  las  ventajas  asociadas  a  los
aprendizajes  cooperativo  y  competitivo  es
todo  un  desafío,  que  también  puede  ser
beneficioso en la enseñanza y aprendizaje de
la programación. En este contexto de Covid-
19, los torneos de programación surgen como
un recurso didáctico capaz de promover una
motivación positiva y mejorar el rendimiento
académico  en  el  área  de  programación.  Un
estudio realizado entre los años 2014 y 2017
en  el  marco  de  una  tesis  doctoral  de  una
integrante  del  grupo  de  investigación:
“Propuestas de torneos en los niveles medio y
universitario en el ámbito de la enseñanza de
la programación: análisis de su impacto en la
motivación y el rendimiento académico de los
estudiantes”,  donde se  realizaron  diferentes
torneos  de  programación  en  los  niveles
secundario  y  universitario,  facilitó  la
generación  de   contribuciones  teóricas  y
metodológicas  relacionadas  a  su  uso  en
contextos  educativos.  La  administración  de
diferentes encuestas y aplicación de métodos
estadísticos  permitió  conocer  indicadores  de
aspectos  motivacionales  y  del  uso  de
estrategias de aprendizaje, que tienen relación
con  los  torneos  y  su  impacto,  tanto  en  el
aprendizaje  de  programación  como  en  el
rendimiento  académico.  Se  presentan  los
indicadores  que  hacen  referencia
principalmente  al  trabajo  cooperativo.   Este
estudio dio origen al trabajo publicado en la
revista TE&ET 2021 [10].
De acuerdo a lo mencionado anteriormente y
utilizando las tecnologías emergentes de RA y
RV se  realizó  el  cuento  aumentado  titulado
“Una Aventura  Distinta”  [11].  La  secuencia
narrativa de este cuento, se ha inspirado en las
indicaciones que los profesionales (Pediatras,
Cirujanos y Psicólogos) del Hospital  Castro
Rendón  de la ciudad de Neuquén, presentan
ante las familias de los pacientes pediátricos
que van a ser operados. Esta primera versión
del cuento es digital,  y está  acompañada de
dos  aplicaciones:  una  empleando  tecnología
RA y otra empleando RV. Para el desarrollo
de las mismas se realizaron visitas al hospital
para  entrevistar  al  personal  médico  y  se
realizaron  grabaciones  360°  de  diferentes
áreas  del  hospital  (quirófano,  sala  de
preparación del paciente, sala de padres, entre
otras).  La  aplicación  RV  se  está
desarrollando  en  el  marco  de  una  tesis  de
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Licenciatura  en Ciencias  de la  Computación
de  una   integrante  del  proyecto.  En  este
contexto de pandemia, este cuento resulta un
aporte  valioso  y  motivador,  mediante  los
recursos tecnológicos  desarrollados se ayuda
a  que  pacientes  y  sus  familiares  puedan
familiarizarse  con  las  instalaciones  del
hospital,  personal  médico  y  procedimientos
que se llevarán a cabo. Se ofrece un campo
referencial, donde es posible identificarse con
los personajes,  con las emociones  generadas
por  el  cuento  y  así  al  transitar  una  ficción
cercana a la realidad,  puedan volver de otra
manera  a  la  difícil  situación  que  deben
atravesar.  Este  estudio  dio  origen  a  la
publicación del libro [11].
4. Formación de Recursos Humanos
El  grupo de investigación viene trabajando y
formándose en  proyectos anteriores a través
de  la  realización  de  cursos  de  postgrado,
extensión,  entre  otros.  Se  encuentran  en
desarrollo dos tesis de grado de la carrera de
Licenciatura en Ciencias de la Computación.
Dos docentes investigadores  realizaron todos
los  cursos  de  las  maestrías:  “Tecnología
Aplicada  en  Educación”,  UNLP,  y
“Enseñanza  de  las  Ciencias  Exactas  y
Naturales”,  UNCo. Ambas se encuentran  en
etapa de tesis.
5. Bibliografía
[1] Martínez  Carod,  N.,  Fracchia,  C.  C.
(2020).  Competencia  y  creatividad:  una
experiencia  en  la  elaboración  de  Juegos  de
mesa en colegios secundarios. XV Congreso
Nacional  de  Tecnología  en  Educación  y
Educación  en  Tecnología  (TE&ET  2020),
REDUNCI,  ISBN:  978-987-604-553-7,   pp.
75-83.  
[2] Sánchez, M. A., (2017) Visualización de
datos  utilizando  grafos:  ejemplos  de
aplicación, Revista CEA, vol. 1, N°1.
[3] Nuñez,  J.  C.  D.,  (2012),
“IAGraph:“Aplicación  Integral  de  Grafos:





[4] Halim, S., Halim, F., “VisuAlgo”, (2011),
Visualización  de  estructuras  de  datos  y
algoritmos  mediante  animación.  Nacional
University  of  Singapore  (NUS).
https://visualgo.net/es.  [Consultado:  29-abr-
2020].
[5] Galles  D.,  (2011).  Data  Structure
Visualization.  Computer  Science,  University
of  San  Francisco:
https://www.cs.usfca.edu/~galles/visualizatio
n/Algorithms.html.  [Consultado:  29-abr-
2020].
[6] “Algorithm  Visualizer”,  Algorithm
Visualizer.  [Offline].  https://algorithm-
visualizer.org/. [Consultado: 25-feb-2021].
[7] Page,  L.  ,  Brin  S.  ,  Motwani,  R.,  y
Winograd, T. ,(1998), “The PageRank citation
ranking: Bringing order to the Web”, en 7th
International  World  Wide  Web  Conference,
Brisbane, Australia,  pp. 161–172.
[8] Mamani,  N.,  Martins,  A.,  (2020).
“Propuesta  de  una  herramienta  web  para  el
aprendizaje  de  grafos:  aplicación  del
algoritmo  de  PageRank  TE&ET  2020.  XV
Congreso  de  Tecnología  en  Educación  y
Educación  en  Tecnología  –  REDUNCI,
ISBN: 978-987-604-553-7,  pp. 66-74.
[9] Mandelbaum,  S.  (2011).  Psicoprofilaxis
Quirúrgica  en  la  actualidad.  Congreso  del
Centenario  de  la  Sociedad  Argentina  de
Pediatría.
[10] Fracchia, C. C., Bramardi, S., (2021). 
Torneos de programación: combinando los 
aprendizajes competitivo y cooperativo. 
Revista Iberoamericana de Tecnología en 
Educación y Educación en Tecnología 
(TE&ET), (27), e6. 
https://doi.org/10.24215/18509959.27.e6.
[11] Álvarez, A. L., Fracchia, C. C., Alonso, A.,
Una  aventura  distinta.  Editorial  EDUCO
Universidad  Nacional  del  Comahue  Neuquén
2020.   ISBN:978-987-604-560-5
XXIII Workshop de Investigadores en Ciencias de la Computación 982
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
http://rdi.uncoma.edu.ar//handle/123456789/1603
5.
[12] Fracchia C., A. Martins, Realidad Aumentada
en la  Enseñanza Primaria:  Diseño de Juegos de
Mesa  para  las   Áreas  Ciencias  Sociales  y
Matemáticas, (2017),  III Congreso Internacional
de  Investigación y Docencia  de la Creatividad.
ISBN:  978-84-697-5239-5,  Universidad  de
Granada, España. 
XXIII Workshop de Investigadores en Ciencias de la Computación 983
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Tecnologías Emergentes
Claudia Russo1, Mónica Sarobe1, Hugo Ramón1, Carlos Di Cicco1, Mariana Adó1, Tamara Ahmad1,
Leonardo Esnaola1, Paula Lencina1, Pablo Luengo1, María Rosana Piergallini1,
Marina Rodríguez1, Eliana Serrano1. Sandra Serafino1, Lucas Benjamín Cicerchia1, Javier Charne1
Gabriel Pérez1, Marcelo Guiguet1, Damián Montes de Oca1, Sebastián Adorno1
Instituto de Investigación y Transferencia en Tecnología (ITT), UNNOBA-CIC.
Sarmiento N° 1169, 2do Piso, Junín (B) – Te: (236) 4477-050 INT 11610.
{claudia.russo, monica.sarobe, hugo.ramon,  carlos.dicicco, mariana.ado, tamara.ahmad,
leonardo.esnaola, paula.lencina, pablo.luengo, rosana.piergallini,




En  pos  del  bienestar  general,  el  desarrollo
humano  se  ve  modelado  por  innovaciones
tecnológicas  que  inciden  directa  e
indirectamente  en  la  forma  de  vida.  Las
Tecnologías  Emergentes crecen  de  manera
acelerada permitiendo avances en el campo de
la comunicación, la medicina,  la agricultura,
el comercio y la educación; entre tantos otros.
En  el  ámbito  educativo  particularmente,  las
Tecnologías  Emergentes han  generado  un
nuevo escenario para el desarrollo del proceso
de  enseñanza-aprendizaje,  facilitando
posibilidades  múltiples  y  planteando nuevos
desafíos  en  todos  los  niveles  de  formación.
Actualmente, el espacio de educación formal
trasciende el  aula,  gracias a la existencia de
múltiples  herramientas  disponibles  tanto  en
dispositivos  móviles  como en computadoras
ocasionando  la  necesidad  de  repensar  la
educación.  Asimismo,  las  Tecnologías
Emergentes también  permiten  generar
indicadores  dinámicos  que  proporcionan
nuevas  métricas  para el  análisis  del  proceso
de aprendizaje y la gestión educativa.
El presente artículo sintetiza el plan de trabajo
2021 del  ITT-UNNOBA-CIC en  relación  al
desarrollo  e  impacto  de  las  Tecnologías
Emergentes al  servicio  de  la  Educación,
guardando  un  especial  hincapié  en  la
accesibilidad  a entornos  virtuales  de
enseñanza-aprendizaje  (EVEA),  la
inteligencia  artificial  y la  informática  en
salud.
Palabras  claves: Tecnologías  emergentes;
Educación;  Accesibilidad  web;  Brecha
digital;  Entornos  Virtuales  de  Enseñanza-
Aprendizaje;  Inteligencia  artificial;  Salud;
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Las  líneas  de  investigación  a  describir  se
enmarcan  en  el  proyecto  de  investigación:
Informática  y  Tecnologías  Emergentes,  con
lugar  de  trabajo  en  el  Instituto  de
Investigación y Transferencia  en Tecnología
(ITT),  presentado  en  la  convocatoria  de
Subsidios a la Investigación Bianuales (SIB)
2019, aprobado y financiado por la Secretaría
de Investigación de la Universidad Nacional
del Noroeste de la Provincia de Buenos Aires
(UNNOBA). Su objetivo es estudiar cómo la
informática  impacta  en  el  desarrollo  de
tecnologías  emergentes  a  fin  de  analizar,
definir  y  crear  herramientas  y  estrategias
innovadoras,  capaces  de incidir en  el
desarrollo de la sociedad.
1. Introducción
Desde hace una década, la UNNOBA trabaja
en la consecución de mejoras en la calidad de
los  métodos  y  las  técnicas  de  enseñanza-
aprendizaje.  En  este  sentido,  la  institución
transita un profundo proceso en el que intenta
definir una metodología que permita explotar
el potencial de las herramientas informáticas
aplicadas  al  campo  educativo  en  pos  de
reducir la brecha digital, tanto para el público
general  como  para  las  personas  con
discapacidad.
La  introducción  de  las  TIC  en  las
universidades  y  la  implementación  de  los
EVEA,  abrió  una  amplia  variedad  de
posibilidades de acceso al conocimiento para
una gran cantidad de personas; sin embargo,
paralelamente,  aumentó la  brecha digital.  El
presente  trabajo  se  enmarca  en  un  proyecto
mayor que tiene como finalidad investigar de
qué  manera  la  informática  impacta  en  el
desarrollo  de  Tecnologías  Emergentes. Para
ello se propone analizar, definir y desarrollar
herramientas  y  estrategias  innovadoras  que
repercutan responsablemente en el desarrollo
de la sociedad.
2. Líneas de investigación y desarrollo
El  equipo  de  trabajo  se  centra  en  las
Tecnologías Emergentes a partir de seis líneas
de investigación:
Línea  1. Definición  de  indicadores  para
evaluar la calidad de cursos virtuales.
Línea 2.  Accesibilidad en entornos virtuales
de enseñanza-aprendizaje y su impacto en la
brecha digital.
Línea 3.  Inteligencia artificial aplicada a la
enseñanza de la Programación.
Línea  4.  Aplicaciones  de  realidad  virtual,
realidad  aumentada  y  estrategias  de
gamificación  en  propuestas  pedagógicas  a
distancia.
Línea 5.  Informática en Salud preventiva en
Centros de Atención Primaria.
Línea 6. Tecnología GPS aplicada al deporte.
Línea  7.  Estrategias  de  optimización  de
performance en sistemas de almacenamiento
definido por software.
Línea 8. Procesamiento de imágenes aplicada
al diagnóstico por imágenes y agronomía.
Dentro  de  la  línea  1,  Definición  de
indicadores para evaluar la calidad de cursos
virtuales,  se  ha  creado  un  modelo  para  la
evaluación  de  la  calidad  de  los  cursos  con
horas  virtualizadas.  El  trabajo  fue  realizado
atendiendo a la necesidad de evaluar cómo se
desarrolla  el  sector  e-Learning  a  nivel
mundial  y  poniendo  particular  atención  en
medir  aquellas  variables  que  influyen
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directamente sobre el proceso de enseñanza-
aprendizaje.
Para  ello  se  tuvieron en  cuenta  los  factores
que  afectan  a  la  gestión  educativa
construyendo  una  mirada  global  de  su
calidad.  Estos  factores  fueron  entendidos
como el conjunto de variables que influyen en
la  calidad  de  la  educación  superior  y
operacionalizados en  dimensiones.  A su vez,
el  término  dimensión fue  definido  como
“cada  uno  de  los  elementos  macros  que
permiten delimitar el conjunto en evaluación,
es  decir,  el  sistema  educativo  virtual
implementado  a  través  de  la  plataforma
Educación  Digital de  UNNOBA,  un  EVEA
basado  en  Moodle” [1].  Constituido  por
cuatro  dimensiones  observadas  y  medidas
mediante ocho, diez, cuatro y tres indicadores
respectivamente,  el  modelo  de  evaluación
propuesto  fue  administrado  por  la  red  de
tutores  de Educación Digital  UNNOBA que
recorrió  las  aulas  virtuales  al  finalizar  el
primer  y  el  segundo  cuatrimestre  del  año
2020. Estas mediciones permiten realizar un
análisis  comparativo de la calidad de dichas
aulas  en  ambas  instancias  y  corroborar  la
virtud  anticipatoria  e  innovadora  de  los
indicadores.
En  la  línea  2,  Accesibilidad  en  entornos
virtuales de enseñanza-aprendizaje (EVEA) y
su  impacto  en  la  brecha  digital,  se  han
definido  lineamientos  de  un  modelo
institucional favorable a la implantación en la
UNNOBA de propuestas educativas formales
accesibles. Esto se ha logrado a partir de una
evaluación  conforme  a  la  metodología
ESVIAL y a un hacer accesible el sitio web
de  Educación  Digital  UNNOBA,
considerando  siempre  la  normativa  vigente.
Se  define a  las  personas  con  discapacidad
como  aquellos  “grupos  tradicionalmente
nominados  como  lisiados,  impedidos,
minusválidos,  deficientes,  discapacitados  o
personas  con  discapacidad,  según  diversos
momentos  históricos  y  perspectivas  teóricas
de  análisis” [2].  Asimismo,  se  precisa la
accesibilidad web (AW) como la “posibilidad
de  que  la  información  de  la  página  web
pueda  ser  comprendida  y  consultada  por
personas  con  discapacidad  y  por  usuarios
que  posean  diversas  configuraciones  en  su
equipamiento o en sus programas” [3].
La línea 3, Inteligencia artificial aplicada a la
enseñanza de la Programación, se centra en
el  desarrollo  de  un  método  que,  empleando
técnicas  de  Procesamiento  de  Lenguaje
Natural (PLN)  conjuntamente  con  otras
herramientas y métodos propios del desarrollo
de algoritmos, permite guiar al estudiante en
la tarea de programación. El PLN es un área
de  investigación  importante  dentro  de  la
Inteligencia Artificial (IA) [4]. Se define a la
IA  como  una  rama  de  las  Ciencias  de  la
Computación  que  se  ocupa  de  simular  las
capacidades  de  inteligencia  del  cerebro
humano  mediante  métodos,  técnicas  y
herramientas  destinadas  a  modelizar  y
resolver  problemas  siguiendo  un  proceder
acorde  a  los  sujetos  cognoscentes.  En  este
sentido, la IA es una “ciencia que se orienta a
la búsqueda de la comprensión profunda de
la  inteligencia,  teniendo  en  cuenta  la
delimitación de la misma, sus posibilidades y
caracterizándose como un desafío de enorme
complejidad” [5]. El método propuesto parte
de enunciados escritos en lenguaje natural y
pretende  asistir  a  los  estudiantes  en  el
reconocimiento de las estructuras de datos y
de control necesarias para conseguir obtener
una  especificación  concreta,  escrita  en
pseudocódigo,  que  resuelva  el  problema
presentado.  En  este  proceso  los  estudiantes
deberán  aplicar  las  buenas  prácticas  de
programación que se procuran enseñar.
En  la  línea  4,  Aplicaciones  de  realidad
virtual,  realidad aumentada y estrategias de
gamificación  en  propuestas  pedagógicas  a
distancia,  se  propone analizar  las  diferentes
herramientas  de  realidad  virtual  (RV)  y
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aumentada (RA) e incorporarlas en el dictado
de  cursos  a  distancia,  acompañadas  de  una
adecuada  fundamentación  que  brinde  marco
pedagógico.  En  esta  misma  línea  de
investigación, se sugiere estudiar las técnicas
y  los  elementos  utilizados  actualmente  para
favorecer  dinámicas  de  juego  dentro  de
propuestas  educativas  con  el  objetivo  de
fortalecer  los  procesos  de  enseñanza  y
aprendizaje,  haciendo  uso  del  juego  como
estrategia  motivacional  que  permita
enriquecer  los  espacios  educativos.  Las
neurociencias  han  demostrado  que  el  juego
puede ser utilizado como un recurso de gran
utilidad para el aprendizaje a cualquier edad,
en  tanto  propicia  las  formas  diferentes  de
aprender y compromete distintos factores que
reportan beneficios en lo personal y lo social
y, por ende, beneficios a nivel educativo [6].
Por  esta  razón,  se  propone  aplicar  la
gamificación,  es  decir,  la  “metodología
emergente  que  consiste  en  utilizar  juegos  o
mecánicas de juego en contextos no lúdicos,
proporcionando en educación  la  motivación
de  los  alumnos” [7], como  estrategia  para
enriquecer el aprendizaje.
La línea  5,  Informática  en Salud preventiva
en Centros de Atención Primaria, se ocupa de
evaluar  el  uso  de  las  Tecnologías  de  la
Información  y  Comunicación  (TIC)  en  la
Atención Primaria de la Salud dentro de los
Centros  de  Atención  Primaria  de  Salud
(CAPS).  En  1978  se  definió  la Atención
Primaria de Salud (APS) como “la asistencia
sanitaria  esencial  basada  en  métodos  y
tecnologías  prácticos,  científicamente
fundados y socialmente aceptables, puesta al
alcance de todos los individuos y familias de
la  comunidad  mediante  su  plena
participación y a un costo que la comunidad y
el país puedan soportar, en todas y cada una
de las etapas de su desarrollo con un espíritu
de autorresponsabilidad y autodeterminación.
La atención primaria forma parte integrante
tanto del sistema nacional de salud, del que
constituye  la  función  central  y  el  núcleo
principal,  como  del  desarrollo  social  y
económico  global  de  la  comunidad.” [8].
Desde entonces la Organización Mundial  de
la  Salud  (OMS)  considera  a  la  Atención
Primaria en Salud como una estrategia clave
para  alcanzar  los  objetivos  de  equidad  y
acceso  universal  a  los  servicios  de  salud  y
reconoce el potencial que las TIC para lograr
una mayor eficacia de los servicios de salud y
un  mejor  acceso  a  la  atención  médica. En
vinculación  con  el  Instituto  Académico  de
Desarrollo Humano (IADH) de la UNNOBA,
el ITT se propuso lograr un uso más eficiente
de  los bienes  y servicios  sociales,  así  como
también  adecuar  la  organización  y  los
recursos de los CAPS a las necesidades de su
comunidad.
La  línea  6,  Tecnología  GPS  aplicada  al
deporte,  procura generar  un  sistema  de
entrenamiento que permitiese el seguimiento
de  aspectos  del  rendimiento  físico  del
deportista en un contexto real,  facilitando la
mejora  de  la  práctica  deportiva  mediante  el
análisis científico de los datos obtenidos. Con
tal objetivo, el ITT-UNNOBA se ha asociado
con  la  empresa  Silamberts  SRL  para
desarrollar un prototipo económico de GPS –
accesible  para  las  instituciones  deportivas  y
profesionales– que permita recopilar los datos
necesarios en el cálculo de los parámetros de
rendimiento  físico  de  un  deportista.  El
desarrollo de esta nanotecnología cuenta con
el  financiamiento  tanto  de  la  universidad
como de  la  Fundación Dr.  Manuel  Sadosky
[9].
La  línea  7,  Estrategias  de  optimización  de
performance en sistemas de almacenamiento
definido  por  software,  se  ocupa  de  estudiar
los  principales  sistemas  de  almacenamiento
distribuido  basados  en  software  libre,
procurando  analizar  su  desempeño  frente  a
diversos  requerimientos,  como  son  mayor
cantidad  y  simultaneidad  de  clientes
conectados,  número  creciente  de   datos
accedidos  de  manera  concurrente,  usuarios
distribuidos  geográficamente,  tiempos  de
respuesta  más  acotados,  throughput  que  se
amplía de forma exponencial y todo esto con
capacidad  para  recuperarse  ante  fallas  que
deben  suponerse  la  regla  más  que  la
excepción.
En la Definición de la Línea 8, Procesamiento
de  imágenes  aplicada  al  diagnóstico  por
imágenes y agronomía, donde se trabaja en la
resolución de problemáticas  de detección de
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patologías  en  imágenes  de  cardiología  y  se
comenzará  a  trabajar  con  imágenes  de
microscopía  con  el  fin  de  aportar  un  valor
agregado a los laboratorios de la universidad,
ambas  con  la  participación  de  Becarios
doctorales  que  trabajan  en  la  temática.
Además,  sumado  a  ello  se  continuará
trabajando en el  procesamiento de imágenes
ligado  a  la  agronomía,  por  un  lado  en  el
desarrollo  de  un  prototipo  de  sensado  de
limones para una máquina cosechadora [10].
Y  por  otro  en  el  desarrollo  de  un  sistema
ciberfísico para una plataforma de sensado a
campo  que  permita  obtener  imágenes  que
luego  serán  procesadas  para  obtener
información  del  cultivo,  trabajo  del  cual  se
desprende una beca doctoral. Y por último el
proccesamiento  de  imágenes  satelitales  de
campos cultivados en la región del noroeste
de la provincia de buenos aires, con el fin de
aportar  información  relevante  a  los
productores  agrícolas[11],  y  de  la  que  se
desprenden  dos  doctorados.  Todas  estas
temáticas se abordan desde el procesamiento
digital  de  imágenes  acompañado  además  de
técnicas de inteligencia artificial.
3. Resultados obtenidos/esperados
Dentro  de  la  línea  1,  Definición  de
indicadores para evaluar la calidad de cursos
virtuales, se espera que tras concluir el primer
cuatrimestre  del  2021  pueda  realizarse  un
análisis  comparativo  de  los  datos  obtenidos
durante la primera mitad de los ciclos lectivos
2020 y 2021. Asimismo, podrán compararse
los  resultados  de  la  segunda  mitad  de  los
ciclos  2020  y  2021  al  finalizar  el  año,
logrando confirmar o rectificar los resultados
antes  obtenidos. Esto  permitirá  ratificar  o
desestimar  el  carácter  transformativo  del
modelo  de  evaluación  creado  para  medir  la
calidad del  e-Learning. Hasta el momento el
modelo ha funcionado como una herramienta
capaz  de  guiar  al docente  en  la  mejora
permanente del diseño de su aula virtual. Su
mayor virtud es hacer eficiente la evaluación
de la calidad del aula virtual cuantificando sus
características,  mediante  los  valores
específicos  asignados  a  cada  indicador,  y
cualificándolas,  gracias  a  la  valoración
general  de  cada  una  de  las  cuatro
dimensiones.  Por  otro  lado,  se  estima  la
posibilidad de que los estudiantes accedan a
esta  herramienta  en forma de encuesta  final
del  curso,  permitiéndoles  brindar  una
devolución  detallada  y  sistematizada  de  su
experiencia  en  el  entorno  de  enseñanza-
aprendizaje. De esa manera se capitalizaría la
comunicación estudiante-docente a través de
un  censado  estudiantil  permanente  sobre  la
calidad de las aulas virtuales.
En  la  línea  2,  Accesibilidad  en  entornos
virtuales de enseñanza-aprendizaje (EVEA) y
su impacto en la brecha digital, se espera: (a)
analizar  el  marco  y  el  contexto  para  la
implementación  de  un  proyecto  educativo
accesible  e  inclusivo  en  la  UNNOBA;  (b)
evaluar  las  competencias  e  idoneidad  del
personal  docente  responsable  de  la  acción
formativa, como así también la accesibilidad
de  los  programas  curriculares;  (c)  describir
los  recursos  técnicos  disponibles,  las
condiciones  de infraestructura  y las  barreras
existentes para la impartición de la formación
accesible; (d) caracterizar el perfil del grupo
objetivo  de  estudiantes  en  función  de
variables demográficas, sociales y culturales,
como así también de sus estilos y preferencias
de  aprendizaje;  y  (e)  definir  los  modelos
didácticos,  sus  objetivos  y  las  actividades  a
realizar  durante  la  enseñanza  aplicando
principios  de  accesibilidad.  Para  ello  se
trabajará en la confección de los cuestionarios
auto administrados que se usarán para evaluar
las competencias docentes y el perfil de los y
las  estudiantes.  También  se  describirán  en
función  de  la  información  recopilada  los
recursos  técnicos  disponibles  y  las
condiciones  de  infraestructura  y  barreras
existentes para la impartición de la formación
accesible.
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Particularmente,  para hacer accesible el sitio
web  de  Educación  Digital  UNNOBA
considerando la normativa vigente, se espera:
(a) profundizar el estudio del estado del arte y
la  legislación  actual  en  relación  a  la
accesibilidad  web;  (b)  buscar,  comparar  y
seleccionar distintas herramientas gratuitas y
pagas  que  permitan  evaluar  la  accesibilidad
de un sitio web; y (c) documentar el trabajo
de  implementación  de  mejoras,  para  que  el
sitio  siga  creciendo  de  forma  accesible  en
base  al  estudio  realizado.  Para  lograrlo  se
compararán  y  evaluarán  distintas
herramientas  de  revisión  automática  y
manual, gratuitas y pagas, online e instalables
que permitan analizar la accesibilidad del sitio
web  de  Educación  Digital  UNNOBA.  Se
pondrá especial énfasis en aquellas que sean
Open  Source  y  no  instalables.  Una  vez
analizadas  y  seleccionadas  las  herramientas,
se evaluará el nivel de accesibilidad del sitio
conforme  las  metodologías  y  normas
vigentes, se realizará un diagnóstico en base
al  análisis  efectuado,  se  implantarán  las
mejoras propuestas en el análisis efectuado y
se documentará el proceso de trabajo llevado
a  cabo  durante  la  implementación  de  estas
mejoras.  El  enfoque  de  la  investigación  es
básicamente  cuantitativo  por  lo  que  se
recolectarán datos respecto del cumplimiento
de  la  Accesibilidad  Web en  el  sitio  de
Educación  Digital  para  posteriormente  ser
analizados.
En la línea 3,  Inteligencia artificial  se espera
desarrollar  una  aplicación  que,  a  través  del
uso de técnicas de IA, asista al estudiante en
el  desarrollo  de  algoritmos  partiendo  de
enunciados escritos en lenguaje natural.
En  la  línea  4,  Aplicaciones  de  realidad
virtual,  realidad aumentada y estrategias de
gamificación  en  propuestas  pedagógicas  a
distancia,  se  espera  la  realidad  virtual,  la
realidad  aumentada  y  la  gamificación,  sean
alternativas  reales  y  concretas  de  las  cuales
puedan  valerse  los  docentes  a  la  hora  de
formular propuestas, involucrando un rol más
activo  de  los  estudiantes  e  invitando  a
desarrollar  las  diferentes  competencias
propiciadas.  Tras  la  definición  de
identificadores  que  permitan  medir  la
incidencia  de  la  implementación  de  estas
tecnologías  en  propuestas  pedagógicas  a
distancia,  se  podrá  realizar  un  análisis  de
resultados.
En la línea 5, Informática en Salud preventiva
en Centros de Atención Primaria, se espera
que el uso de las TICs como herramienta de
apoyo de los Centros de Atención Primaria de
Salud (CAPS) facilite: (a) la identificación de
pacientes  por  afección  y  clasificación  de
riesgo,  (b)  la  planificación  de  la  atención
médica, (c) el seguimiento activo atento a las
necesidades de cada una de las personas, (d)
la  generación  de  un  mapa  de  salud  que
permita  visualizar  la  distribución  geográfica
de los diferentes tipos de afecciones y (e) la
evaluación/involución  del  tipo  de  patologías
detectadas en el tiempo para generar acciones
de prevención.
En  la  línea  6,  Tecnología  GPS  aplicada  al
deporte,  se  espera  obtener  una  segunda
versión  del  prototipo  con  sensor  cardíaco
incorporado  que  permita  la  medición  del
pulso cardíaco  y transferencia  de datos  a  la
nube, en tiempo real para una rápida toma de
decisiones.  Otro  punto  a  desarrollar  es  la
definición de pruebas adicionales que validen
los  prototipos  en  diferentes  entornos  y
condiciones,  y  con  la  retroalimentación  de
deportistas,  directores  técnicos  y  médicos
especialistas, entre otros.
Finalmente,  en  la  línea  7,  Estrategias  de
optimización de performance en sistemas de
almacenamiento  definido  por  software,  se
implementó  un  cluster  de  almacenamiento
basado en Ceph [11] sobre hardware físico, se
definieron estrategias  de almacenamiento  de
acuerdo  a  diferentes  patrones  de  acceso,  se
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estudió la incidencia de capas de caché y su
impacto  en  la  performance  general  del
sistema.  Se espera poder definir esquemas de
configuración que resulten óptimos para cada
patrón  de  acceso  definido,  y  se  espera
establecer  valores  de  rendimiento  base  que
puedan utilizarse a modo de referencia  para
realizar  monitoreos  continuos  y  evaluar  los
ajustes futuros sobre parámetros que afectan
la performance.
En  el  caso  de  la  línea  8,  Procesamiento  de
imágenes  aplicada  al  diagnóstico  por
imágenes  y  agronomía,  se  espera  continuar
consolidando  el  equipo  de  trabajo  en  las
diferentes  temáticas  abordadas.  Continuar
avanzando  en  lo  que  a  procesamiento  de
imágenes  en  el  área  de  diagnóstico  por
imágenes e incursionar en lo que a imágenes
de  microscopía  refiere,  de  las  cuales  se
desprenderán dos doctorados en la  temática.
Se  espera  además,  terminar  el  prototipo  de
sensado de limones con el fin de llevarlo a la
máquina  cosechadora  para  que  pueda  ser
probado en campo en busca de mejoras y con
el objetivo de una versión final del producto.
En cuanto a las imágenes agrícolas, se espera
continuar  trabajando  en  los  sistemas
ciberfísico en la búsqueda de una arquitectura
de  sistema  que  sea  óptima  para  la
problemática  abordada  e  implementando
nuevas  técnicas  de  procesamiento  de
imágenes  esperando  mejorar  los  resultados
obtenidos  hasta  el  momento,  que  redundará
en futuras nuevas publicaciones. Y por último
en  cuanto  al  área  de  imágenes  satelitales
lograr  concluir  con  los  doctorados  en  los
cuales  se  está  trabajando  y  que  permitan
brindar un valor agregado al  sector.  Una de
estas  tesis  se  desarrolla  de manera  conjunta
con  investigadores  de  la  Universidad
Nacional de La Plata.
4. Formación de recursos humanos
El  equipo  de  trabajo  está  compuesto  por
docentes  e  investigadores  formados  y  en
formación  pertenecientes  a  la  Universidad
Nacional  del  Noroeste  de  la  Provincia  de
Buenos Aires,  quienes  durante  el  transcurso
del 2020 dirigieron becas CIN, becas CIC y
diversas tesinas de grado. Entre estas últimas
se  destaca  la  basada  en  el  uso  de  redes
neuronales convolucionales para la detección
de  objetos  de  interés  en  imágenes,  cual
trabajo final a defender entre abril y mayo del
corriente  año. Asimismo,  el  director  de esta
tesina  de  grado  se  encuentra  pronto  a  la
conclusión y defensa de su tesis doctoral. Por
otro  lado,  en  agosto  y  septiembre  de  2020
respectivamente,  dos  investigadores  de  este
equipo  defendieron  sus  tesis  de  maestría
obteniendo  el  título  de  Magíster  en
Tecnologías aplicadas a Educación otorgado
por la Universidad Nacional de La Plata. A su
vez, otras tres integrantes se hallan próximas
a  finalizar  la  Maestría  en  Educación  en
Entornos Virtuales  (Universidad Nacional de
la  Patagonia  Austral),  la Maestría  en
Ingeniería  en  Calidad (Universidad
Tecnológica  Nacional)  y  la  Maestría
Internacional  en  Bioinformática (Esneca
Business  School).  Sumado  a  ello,  2
integrantes  se  encuentran  en  proceso  de
finalización de doctorados y se incorporan 3
becarios doctorales con becas UNNOBA, CIC
y  CONICET.  Por  último,  tanto  la
presentación  a  congresos  como  CLEI  /
LACLO  2021  y  CACIC  2021  como  la
realización de múltiples cursos de posgrado y
actualización  profesional  aseguran  una
formación  permanente  que  repercute  en  el
dictado  de  materias  en  carreras  de  grado,
ofertas  de  posgrado  y  cursos  de  extensión
universitaria.
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RESUMEN
Ante la necesidad de actualizar las estrategias
utilizadas  en la  enseñanza  de  nivel  superior
que permitan la transmisión del conocimiento,
se analiza diseñar una aplicación que permita
la conversión de un lenguaje formal basado en
gramática libre de contexto hacia un diagrama
gráfico.  En  la  presente  investigación  se
procederá a la construcción de diagramas de
clases,  permitiendo  la  confección  de  los
mismos por parte de estudiantes universitarios
con disminución visual.  Esto  constituye  una
primera  etapa  con miras  a  la  generación  de
módulos  destinados  a  abarcar  diferentes
diagramas UML.
Palabras  clave: UML,  aplicación,
disminución visual.
CONTEXTO
El presente trabajo se realiza en el Área de
Investigación del Departamento de Ingeniería
en  Sistemas  de  Información  de  la  Facultad
Regional  Córdoba  de  la  Universidad
Tecnológica Nacional. 
1. INTRODUCCIÓN
El avance de las herramientas didácticas para
considerar  a  estudiantes  con  capacidades
heterogéneas ha sido tenida en cuenta por las
instituciones.  Los  esfuerzos  actuales
realizados  por  parte  de  las  mismas  con
respecto a la flexibilidad de las herramientas
pedagógicas de enseñanza para así beneficiar
a  personas  con  capacidades  heterogéneas
existen, pero en su mayoría están enfocadas a
la  educación  preescolar,  primaria  y
secundaria, no así en  niveles superiores [1].
En  este  escenario,  Aquino,  García  &
Izquierdo, en su investigación revelaron que
el grado de visión es un factor relevante en la
trayectoria  académica  de  estudiantes  con
disminución visual, así como la necesidad de
apoyos  institucionales  en  tres  categorías:
accesibilidad arquitectónica, tecnológica y de
personal especializado [2].
En el caso específico del diseño de diagramas
UML,  se  han  encontrado  en  el  mercado
diferentes  aplicaciones  que  realizan  la
traducción de texto a diagramas gráficos [3]
similares  al  planteado en el  presente trabajo
de campo. Sin embargo, no se han observado
herramientas  enfocadas  para  estudiantes  con
capacidad visual disminuida, ni aquellas que
realicen  la  conversión  inversa,  es  decir,  de
diagrama a texto.
La aplicación  va  a  permitir  la  generación  y
lectura de los elementos que forman parte del
lenguaje de modelado UML 2.0. 
2. OBJETIVOS Y LÍNEAS DE
INVESTIGACIÓN Y DESARROLLO
El  proyecto  se  inscribe  dentro  de  los
lineamientos de investigación en  Ciencias de
la Computación y la Informática.
El  objetivo de este proyecto de investigación
es: “La producción de una herramienta de so-
ftware que permita la conversión de una técni-
ca estándar a un modelado gráfico”.
3. MATERIALES Y MÉTODOS
Para la construcción del prototipo de software
se  emplearon  tecnologías  web.  Como  base
arquitectónica se utilizó la estructura provista
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por el framework Angular [4], pero debido a
la subutilización de las herramientas provistas
por  dicho  framework,  se  prevé  migrar  a  la
librería  ReactJS  [5].  Dicha  librería
implementa  patrones  que  nos  permitieron
construir  dicho prototipo teniendo en cuenta
la calidad del sistema. Se  tuvieron en cuenta
características  como  la  extensión,  la
flexibilidad  y  la  comprensión  de  los
componentes  de  software.  En  un  nivel  más
bajo de abstracción, se implementó el patrón
de  diseño  “Strategy”,  el  cual  permite  la
mantenibilidad de la lógica involucrada en la
interpretación  sintáctica  y generación de los
modelos  gráficos.  De  tal  forma  que,  si  se
considera  otro  algoritmo,  el  mismo  podrá
incorporarse al  flujo de control del  software
sin involucrar cambios significativos.
En  referencia  a  la  sintaxis  perteneciente  al
lenguaje  textual  estructurado,  se  definió  su
gramática,  parsers,  semántica  y  gestión  de
notificación  de  errores  por  medio  de  la
herramienta ohmjs [6].
Para  adaptar  la  ejecución  del  software  a  un
entorno  de  escritorio  se  utilizó  la  librería
ElectronJS  [7].  Dicha  librería  permite  la
generación  de  artefactos  ejecutables
pertenecientes  a  los  sistemas  operativos
utilizados por la industria (Linux, Windows y
Mac OS).
4. RESULTADOS Y AVANCES
Lo logrado hasta  el  momento  constituye  un
prototipo.  El  mismo  permite  reducir  la
incertidumbre  propia  al  desarrollo  de  una
aplicación,  la  visualización  de  las  bondades
de  esta  herramienta  y  su  impacto  en  el
desarrollo  de  las  estrategias  pedagógicas
llevadas  a  cabo por  las  materias  afines  a  la
programación y diseño de software.
Se estima en un futuro la implementación de
una transformación inversa,  es  decir  aquella
que  tiene como entrada un diagrama gráfico,
generando  como  salida  una  descripción
textual  formalizada.    Además,  también  se
establecen  para  las  futuras  iteraciones  la
adaptabilidad  de la interfaz de usuario [8] y
la  generación  y  lecturas  de  varios  tipos  de
diagramas UML.
A  medida  que  se  vayan  concretando  los
distintos  módulos,  estarán  disponibles  para
que la comunidad pueda probarla y enviar sus
sugerencias  de  manera  que  se  optimice  la
herramienta concebida.
Al plantear como objetivo la generación de un
grafo conexo por parte de un estudiante con
disminución  visual,  una  de  las  ideas  que
surgen  es  establecer  como punto  de  partida
algo que sea familiar para el mismo, y luego
formular  un  sistema  de  transformación  para
obtener como resultado el gráfico deseado. 
Una  de  las  herramientas  más  usadas  en  la
transferencia  de  conocimientos  por  parte  de
este grupo poblacional es el uso de texto, ya
sea por medio del lenguaje Braille o mediante
el uso del teclado y lector de pantalla. 
Así  surge  la  iniciativa  de  implementar  una
aplicación que mediante el ingreso de un texto
con  sintaxis  definida  permita  la  generación
del grafo deseado. Ver Figura 1.
Figura 1.  Esquema general del sistema.
Un primer aspecto a considerar es la sintaxis
del  lenguaje  perteneciente  al  texto
estructurado  utilizado  como  entrada  del
procesamiento. El mismo puede ser definido
utilizando  un  número  de  tokens  escaso
(siendo  un  token  un  componente  léxico
formado  por  una  cadena  de  caracteres  que
tiene significado coherente en cierto lenguaje)
ya que, al generarse un diagrama estructurado,
la cantidad de relaciones  propiedades de los
nodos  son  limitados.  Esto  tiene  como
consecuencia  una  reducción  de  la  curva  de
aprendizaje  involucrada  a  la  hora  de
memorizar la sintaxis de dicho lenguaje. 
Cuando  se  considera  la  lectura  de  texto
digitalizado, de las herramientas utilizadas, se
destaca  el  uso  de  lectores  de  pantalla.  El
mismo  posee  un  sintetizador  de  voz
encargado  de  la  generación  de  los  sonidos
propios  de  un  idioma  previamente
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configurado.  Dichos  sintetizadores  no  son
infalibles  y  suelen  fallar  a  la  hora  de
pronunciar  palabras  pertenecientes  a  una
lengua foránea, por lo que es necesario como
requisito  que  los  tokens  pertenecientes  al
lenguaje estructurado estén en una lengua de
común uso en la región considerada, para que
de esta manera el  sintetizador  de voz pueda
pronunciarlos  sin  dificultad  permitiendo  su
interpretación  de  manera  inequívoca.  Por  el
momento se tuvo en cuenta sólo el español ya
que es la lengua madre perteneciente a nuestra
región. 
Cuando se diseñan diagramas como artefactos
del  proceso  de  modelación  de  software,  los
mismos pueden ser muy sencillos con pocos
componentes y adornos, hasta muy complejos
dependiendo de los objetivos propios que se
quieran  alcanzar  y  de  la  complejidad
inherente del sistema en construcción. Como
consecuencia,  dicha  variación  en  la
complejidad  de  las  abstracciones  debe  ser
soportada  por  el  lenguaje  requerido  como
entrada del sistema, es decir se debe permitir
la  generación  de  bocetos  rápidos  hasta  la
confección de modelos complejos y extensos,
teniendo en cuenta en el último caso aspectos
tales como la navegabilidad y la reducción en
la carga de la memoria a corto plazo, etc. 
Para definir  el  lenguaje formal  se construyó
una gramática libre de contexto, la cual posee
reglas  de  producción  de  la  forma  V  → w,
donde V es un símbolo no terminal y w es una
cadena de terminales o no terminales. Dicha
gramática se puede observar en la figura 2. 
Figura 2.  Fragmento gramática libre de contexto de
estructura de diagrama de clases.
Una vez introducido el lenguaje formal en la
aplicación,  la  misma  generará  el  diagrama
requerido, como se muestra en la figura 3.
Figura  3.   Diagrama  de  clases  generado  por  la
aplicación.
5. FORMACIÓN DE RECURSOS HUMANOS
El  equipo  de  trabajo   está  conformado  por
docentes-investigadores  pertenecientes  a  la
carrera de grado de Ingeniería en Sistemas de
Información.
El  grupo está  compuesto  por una Directora,
tres ingenieras  investigadoras  de apoyo,  una
ingeniera  y  dos  estudiantes  aspirantes  a
incorporarse a la carrera de investigador.
Este  proyecto  contribuirá  a  la  formación  y
crecimiento de la  carrera de investigador  de
los integrantes del mismo.
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Resumen
El  Pensamiento  Computacional   es  definido
como  un   proceso  mental  utilizado  para
formular  problemas  y soluciones  de  manera
que  puedan  ser  llevadas  adelante  por  un
agente de proceso de información. Estudios y
tendencias a nivel mundial dan cuenta de la
importancia  de  incorporar  y  desarrollar  el
Pensamiento  Computacional  (PC)  en  el
sistema educativo obligatorio.  El  PC define
un  proceso  de  resolución  de  problemas
fortaleciendo  capacidades  de  organización
lógica,  abstracción,  secuenciamiento,
verificación de errores, entre otras. 
Por  otro  lado,  los  Trastornos  del  Espectro
Autista  (TEA)  se  definen  como  una
disfunción  neurológica  del  desarrollo  que
afecta principalmente capacidades sociales  y
ejecutivas.   La  función  ejecutiva  puede  ser
definida como el proceso que interviene en el
control  y  monitoreo  de  los  pensamientos  y
acciones,  tomando  dentro  de  esto  la
planeación, autorregulación, organización del
pensamiento, flexibilidad cognitiva, detección
y  corrección  de  errores,  inhibición  y
resistencia a la interferencia.
En  este  artículo   se  presenta  una  línea  de
investigación  cuyo  objetivo  es  analizar,
diseñar  e  implementar  actividades  de
aprendizaje para  niños  con TEA destinadas a
mejorar de sus funciones ejecutivas a través
del desarrollo de sus habilidades de  PC.  Se
tiene  planificado  la  implementación  de  un
framework  colaborativo  para  la  creación  de
estas actividades. Este framework deberá ser
lo  suficientemente  flexible  como  para
permitir  adaptar  actividades  según  las
capacidades de cada niño/a con TEA.
Contexto
En el marco del Proyecto de Investigación y
Desarrollo  (PID 2018) "La construcción del
pensamiento  computacional:  estudio  del
impacto  desde  la  formación  de  formadores"
aprobado  por  el  Ministerio  de  Ciencia  y
Tecnología de Córdoba se realizaron acciones
en  pos  de  caracterizar  la  construcción  del
Pensamiento Computacional y contribuir a la
formación  docente  continua  y  el  impacto
sobre  sus  prácticas.  La  enseñanza  de  las
Ciencias  de  la  Computación  promueve  la
construcción del Pensamiento Computacional
(PC)  e implica el desarrollo de capacidades y
competencias  útiles  para  la  búsqueda  de
soluciones  a  diversos  tipo  de  problemas.
Estudios  y  tendencias  a  nivel  mundial  dan
cuenta  de  la  importancia  de  introducir  y
desarrollar  el  PC  en  el  sistema  educativo
obligatorio [1]. 
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En  esta  misma  línea  de  investigación  fue
presentado  el  programa  “Estudios
Interdisciplinarios en Evaluación de Procesos
de Software  y sus  aportes  al  Desarrollo  del
Pensamiento  Computacional  en  Prácticas
Educativas  de  Ciencias  Naturales”
(convocatoria  de  Proyectos  y  Programas  de
Investigación   PPI  2020-2022  Universidad
Nacional de Río Cuarto).  En ese programa se
incluyó  el  proyecto  “El  pensamiento
computacional  y  las  prácticas  docentes  en
ciencias”.
1. Introducción
El  Pensamiento  Computacional   es  definido
como  un   proceso  mental  utilizado  para
formular  problemas  y soluciones  de  manera
que  puedan  ser  llevadas  adelante  por  un
agente  de  proceso  de  información  [3].
Estudios  y  tendencias  a  nivel  mundial  dan
cuenta  de  la  importancia  de  introducir  y
desarrollar  el  Pensamiento  Computacional
(PC) en el  sistema educativo  obligatorio  [2,
3]. Estonia, Reino Unido, Finlandia, Francia y
Australia han sido pioneros en esta decisión.
Incluso en algunas regiones de España y de
otros  países  europeos  están  siendo
introducidos  en  la  actualidad.  También  en
países de América Latina  como Costa Rica,
Perú, Colombia y República Dominicana, en
otros  países  de  la  región  se  ha  situado  el
debate, se han generado diversas propuestas y
se  han  incluido  las  Ciencias  de  la
Computación en sus sistemas educativos. En
la Argentina, muy recientemente, el Consejo
Federal de Educación, por resolución CFE No
343/18 de fecha  12 de septiembre  de 2018,
aprueba  los  NAP  (Núcleos  de  aprendizaje
prioritarios  para  educación  digital,
programación y robótica) y establece que las
jurisdicciones  llevarán  adelante  su
implementación  e  inclusión  en  sus
documentos curriculares. 
La Asociación de Docentes en Ciencias de la
Computación  (CSTA)  y  la  Sociedad
Internacional  para  la  Tecnología  en
Educación  (ISTE)  plantean  una  definición
abierta,  enumerando  algunas  de  las
características principales del PC que conjuga
tanto  habilidades  cognitivas  como
actitudinales.    El  PC define un proceso de
resolución de problemas [4] que incluyen las
siguientes características:
● Formulación de problemas de manera
que permitan utilizar computadoras y
otras herramientas para solucionarlos.
●  Organización y análisis de  datos de
manera lógica.
●   Representación  de  datos  mediante
abstracciones,  como  modelos  y
simulaciones.
●  Automatización  de  soluciones
mediante  pensamiento  algorítmico
(pasos ordenados).
● Identificación,  análisis  e
implementación  de  soluciones
eficientes  con  un  orden  de  pasos  y
recursos. 
● Generalización  y  transferencia  del
proceso de resolución de problemas.
Estas  habilidades  se  apoyan  y  acrecientan
mediante  una  serie  de  actitudes  que  son
dimensiones  esenciales  del  PC.  Estas
disposiciones incluyen:
● Confianza  en  el  manejo  de  la
complejidad.
● Persistencia en el trabajo con problemas
difíciles.
● Tolerancia a la ambigüedad.
● Habilidad para lidiar con problemas no
estructurados.
● Habilidad  para  comunicarse  y  trabajar
con  otros  para  alcanzar  una  meta  o
solución común.
Por otro lado, el trastorno del espectro autista
(TEA)  es  un  trastorno  neurobiológico  del
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desarrollo, que se manifiesta durante los tres
primeros  años  de  vida  y  que  perdura  a  lo
largo  de  todo  el  ciclo  vital.  Según  Martos
Pérez  [11]  el  trastorno  se  precipita  tras  un
periodo  de  aparente  normalidad,  que  se
extiende aproximadamente hasta el  final  del
primer año de vida. A partir de aquí emergen
una  serie  de  manifestaciones  características
que  evocan  una  especie  de  regresión  en  el
desarrollo.   Esto se produce en el  momento
evolutivo que tiene lugar la construcción de
las  funciones  psicológicas  superiores
elementales  que  son  la  base  para  la
apropiación  del  conocimiento  y  la  cultura
humana. Los niños con autismo plantean un
reto  para  sus  familias  y  requieren  una
atención especial por parte de las personas de
su entorno, por lo cual además de abordar los
déficit  inherentes  a  dicho  trastorno  deben
hacer  frente  a  otras  dificultades  que
generalmente aparecen asociadas al  autismo.
Como alteraciones del sueño problemas en la
alimentación, escasez de juego y las limitadas
habilidades de la autonomía personal. 
Algunas características en niños con TEA son
deficiencias persistentes en la comunicación y
en  interacción  sociales  junto  a  patrones
restrictivos y repetitivos de comportamiento,
intereses o actividades. Los niños con autismo
de  distintas  edades  y  niveles  cognitivos
pueden  mostrar  alteraciones  en  el
funcionamiento  ejecutivo  [7,12]  que  afectan
al  uso  de  habilidades  de  planificación,
flexibilidad  e  inhibición  de  respuestas.
Algunas  dificultades   vinculadas   con  el
déficit ejecutivo son:
● Anticipar situaciones.
● Organizar,  secuenciar  y/o  mantener
información.
● Producir  conductas  con  una  meta
definida..
● Iniciar  una  actividad  sin  ayuda
(dependencia ambiental).
● Monitorear la propia ejecución de una
tarea o actividad (tiempo, atención).
● Autocorregir errores.
● Generar diferentes soluciones para un
mismo problema.
● Generalizar lo aprendido.
● Autorregular las emociones.
● Cambiar  el  foco  de  atención  de  un
estímulo a otro.
El desarrollo  y potenciación de  habilidades
de  PC  [5,  6]  en  niños  diagnosticados  con
TEA puede contribuir   al  fortalecimiento de
las capacidades ejecutivas en estos propias de
estos  casos.   En  este  sentido   es  posible
mencionar  algunas  experiencias  como [8,  9,
10]  en  donde  a  través  de  un  ambiente  de
aprendizaje  basado   en  juegos  se  busca
potenciar  habilidades  sociales  en  grupos  de
niños  que   trabajando  en  equipo  resuelven
problemas de programación simples.  En [9]
por  ejemplo  se  describe  la  experiencia
desarrollada en un workshop de programación
de juegos para niños-adolescentes con TEA.
Las  líneas  de  trabajo  propuestas  en  este
artículo  están  direccionadas  potenciar
habilidades  de  PC  en  niños  con  TEA  en
beneficio  de   sus  funciones  ejecutivas.   Se
tiene  planificado  el  desarrollo  de  un
framework  informático  mediante  el  cual  se
puedan  desarrollar  actividades  específicas
para  niños  con  TEA  potenciando  sus
habilidades de PC
2. Línea  de  Investigación  y
Desarrollo 
La  propuesta  de  trabajo  presentada  en  este
artículo  tiene  como  objetivos:  estudiar,
analizar,  diseñar  e  implementar  actividades
orientadas a potenciar las habilidades de PC
en  niños  con  TEA  con  el  objetivo  de
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contribuir  al  beneficio  de  sus  capacidades
ejecutivas y sociales. 
Se tiene previsto trabajar con las habilidades
de  PC   vinculadas  en   resolución  de
problemas,  secuenciamiento,  abstracción  y
testing.   Se  plantea  el  desarrollo  de  un
framework  informático  que  permita  la
definición  de  actividades  específicas
utilizando pictogramas.  Los pictogramas son
recursos muy utilizados por los profesionales
abocados a la educación de niños con TEA.
Del  mismo  modo,  los   dispositivos
tecnológicos  tales  como  celulares,  tablets,
notebooks son, en general, amigables para los
niños/as con TEA. 
El framework proveerá  una estructura sobre
la  cual  un profesional  o  la  propia familia  a
cargo  de  un  niño  con  TEA  podrá  definir
determinado tipo de actividades. Por ejemplo,
vinculado  a  las  habilidades  de  PC  de
resolución  de  problemas,  secuenciamiento  y
abstracción  se  podrán   establecer  las
condiciones iniciales,  el objetivo final de la
tarea y  las acciones (pictogramas) para llevar
adelante el proceso. El niño  deberá ordenar
(programar) y ejecutar el la solución.  
Los  lineamientos  de  la  propuesta  fueron
definidos  por  un  grupo interdisciplinario  de
profesionales  conformado  por  psicólogos,
psicopedagogos,  acompañantes  terapéuticos,
maestros,  profesores  y  profesionales
informáticos.  
3. Resultados Obtenidos/Esperados
Durante 2019 y 2020, se lograron importantes
avances en la investigación propuesta,  hacia
el  cumplimiento  del  objetivo  general
planteado.  Se  divulgaron  resultados  en
eventos  científicos  nacionales  e
internacionales,  compartiendo  e
intercambiando  con  otros  investigadores,  en
torno  a  la  apropiación  de  habilidades  de
pensamiento computacional y la modificación
de  sus  prácticas  docentes,  por  parte  de
docentes  de  primaria  a  partir  de  propuestas
formativas  recibidas.  Se  consolidó  la
conformación de un equipo de investigación
integrado  por  docentes  investigadores  con
trayectoria  en  didáctica  de  las  ciencias,  de
Computación,  Matemática  y  Física,  Fac  Cs
Exactas, UNRC.  
Como  resultado  de  este  trabajo  se  espera
contribuir  a  la  mejora  de  las  funciones
ejecutivas en niños con TEA potenciando sus
habilidades de PC. El objetivo a corto plazo
es  el  desarrollo  de  un  framework  Open
Source en donde profesionales y niños puedan
trabajar y compartir recursos con otros niños
con las mismas problemáticas. 
4. Formación  de  recursos
humanos
Durante  el  2020  una  estudiante  de
Licenciatura en Ciencias  de la  Computación
comenzó  a  desarrollar  su  trabajo  de  tesis
dentro de la línea de investigación propuesta
en este trabajo. Actualmente se ha comenzado
a implementar un prototipo de framework el
cual  está siendo evaluado  por el  equipo de
trabajo interdisciplinario.
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Resumen
Introducción: Actualmente nos encontramos involucrados en ambientes donde los dispositivos
ubicuos forman parte de nuestra vida cotidiana y de nuestras tareas diarias. De forma permanente
estamos interactuando con dichos dispositivos y más aún, con los servicios que ellos nos brindan.
En casi todos los casos, los dispositivos ubicuos no proporcionan servicios de forma aislada, sino que
deben cooperar con otros dispositivos. Objetivo: El objetivo principal de esta investigación es el
de definir un mecanismo de coordinación de dispositivos ubicuos que garantice su interoperabilidad
independientemente del modelo y fabricante del mismo; utilizando los estándares de SOA y de
coreograf́ıas para la composición de servicios. Metodoloǵıa: Se ha utilizado como metodoloǵıa
de investigación design science, ya que es la que mejor se adapta a la naturaleza del problema,
planteando como uno de sus lineamientos la construcción de artefactos y su posterior evaluación.
Resultados: Se ha obtenido un framework de coordinación de dispositivos a través de la utilización
de coreograf́ıas, que funciona de manera correcta y dando soporte a las caracteŕısticas distintivas
de los dispositivos ubicuos. La solución planteada es simple, interoperable y extensible.
1. Introducción
Dispositivos ubicuos son aquellos dispositivos electrónicos que tienen capacidad de procesamiento
y comunicación, y pueden ser encontrados en cualquier lugar: la oficina, el auto, la casa, o la misma
ropa con la que vestimos [1].
La computación ubicua es un paradigma tecnológico que pretende que las computadoras no se
perciban como objetos diferenciados; aśı como también, que su utilización sea lo más transparente y
cómoda posible para las personas, en las diversas situaciones en que existe interacción [1].
Los avances tecnológicos (especialmente de hardware y comunicaciones) han permitido que los dis-
positivos ubicuos sean al mismo tiempo generadores y consumidores de servicios; es decir, de acuerdo
a las capacidades del dispositivo, éste pueda no solo obtener, sino también ofrecer su funcionalidad;
lo que se traduce en un ambiente de cooperación entre dispositivos, permitiendo componer funcio-
nalidades más complejas. Por composición, entendemos la forma en que los dispositivos ubicuos se
pueden combinar para realizar una tarea determinada. La composición implica que los dispositivos
deben comunicarse entre ellos con la finalidad de obtener un servicio con valor agregado, lo que a
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su vez conlleva desaf́ıos tales como: tolerancia a fallas, escaso nivel de procesamiento, problemas de
conectividad, por mencionar algunos ejemplos [2].
Si bien hoy en d́ıa podemos decir que distintos dispositivos se pueden comunicar entre ellos, com-
partiendo de alguna manera sus servicios, generalmente lo realizan a partir de protocolos propietarios
y sin seguir definiciones estándar, provocando que otros dispositivos no puedan ser integrados para la
comunicación. Esto representa una importante limitación en la composición de dispositivos ubicuos [2].
La composición de dispositivos ubicuos presenta desaf́ıos adicionales tales como: la heterogeneidad
de los mismos, las contingencias de los dispositivos, y la personalización de los mismos (ej: provisión
de servicios de acuerdo a las preferencias del usuario). Dado que los dispositivos ubicuos poseen limi-
taciones de recursos (ej. poca memoria y bateŕıa), se deben hacer consideraciones especiales respecto
a la eficiencia y rendimiento de la composición de dispositivos. Todas estas dificultades hacen que la
composición de dispositivos ubicuos constituya un área de investigación importante, donde los avances
no son claros al d́ıa de hoy [2].
Esta situación nos motivó a plantear una propuesta que aglutine las especificaciones y estanda-
rizaciones existentes en SOA para la coordinación de dispositivos ubicuos. Si pensamos que cada
dispositivo ubicuo es proveedor o consumidor de un servicio, encaja perfectamente en la arquitectura
de servicios.
Para poder llevar adelante este tipo de investigación, y de acuerdo a la naturaleza misma de la
solución que intentamos encontrar, nos basamos en la metodoloǵıa de investigación Design Science, ya
que la misma se basa en la construcción y evaluación de un artefacto con la intención de dar solución
a problemas debidamente identificados [3].
En este caso, nuestro objetivo principal es la definición de un mecanismo de coordinación de
dispositivos ubicuos que garantice su interoperabilidad independientemente del modelo y fabricante
del mismo; utilizando los estándares de SOA y de coreograf́ıas para la composición de serivicos. Para
poder alcanzar este objetivo principal hemos planteado otros objetivos más espećıficos, de los cuales
se desprende la principal contribución de este trabajo de Tesis.
La contribución consiste entonces, en la construcción de un framework de ejecución de coreograf́ıas
en ambientes pervasivos a través de la utilización de dispositivos ubicuos. Este framework, por lo tanto,
al estar basado en SOA es estandarizado, lo que conlleva a que se evite el problema en la heterogeneidad
de dispositivos, además de permitir la utilización de caracteŕısticas más avanzadas (dependiendo de la
potencia y capacidad que posea el dispositivo) como es el caso de WS-Transaction, WS-Security, etc.
Además, permitirá la interconectividad entre dispositivos ubicuos y servidores arbitrarios para llevar
adelante la composición.
2. Motivación
Los mecanismos de composición de servicios, como las orquestaciones y coreograf́ıas, son aspectos
bien conocidos en SOA (Service Oriented Architecture) que permiten construir sistemas de negocio
complejos y aplicaciones a partir de una gran cantidad de servicios heterogéneos, simples y distribuidos.
Estos conceptos podŕıan ser aplicables a ambientes ubicuos, en especial las coreograf́ıas, las cuales
pueden fácilmente interpretarse en términos de dispositivos y ambientes ubicuos. Sin embargo, en
determinados ambientes donde los servicios son dinámicos, móviles, menos fiables y dependientes
del dispositivo, los mecanismos de composición establecidos para servicios web no son directamente
aplicables [16].
Adicionalmente, la composición de múltiples dispositivos ubicuos presenta nuevos desaf́ıos que no
son compatibles con la composición de servicios web. En particular, los mecanismos de composición
en ambientes masivos 1 necesitan hacer frente a distintas contingencias que pueden ocurrir con estos
elementos, aśı como también contemplar la heterogeneidad de los mismos. Estos dispositivos tienen
distintas limitantes como son la cantidad de memoria disponible, la durabilidad de la bateŕıa, la
disponibilidad de acuerdo a la red del lugar donde se encuentren en un momento determinado, etc.
1Por ejemplo el de dispositivos móviles
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En ambientes ubicuos, la disponibilidad y confiabilidad de los dispositivos no puede ser garantizada.
No obstante, a pesar de todas las dificultades, existen ventajas que podŕıa brindar la adaptación de
los conceptos de SOA para la composición de dispositivos ubicuos, como son la estandarización tanto
de los protocolos como de los mecanismos de comunicación entre los dispositivos, y la compatibilidad
con otras plataformas de servicios ya existentes.
Las similaridades entre la composición de servicios web y la coordinación de dispositivos ubicuos
es sorprendente. Si pensamos que cada dispositivo ubicuo en un ambiente pervasivo 2 es proveedor, o,
consumidor de un servicio, la coordinación de dispositivos encaja perfectamente con la composición de
servicios. Es también sorprendente que esta similitud no haya sido apenas explorada con anterioridad,
salvo en el trabajo de Sheng [2] se hace mención a ello.
A finales de la década de los 80 y principios de los 90, Mark Weiser introdujo el término de
computación ubicua (también utilizó el acrónimo “ubicomp”) [1]. La teoŕıa de Weiser postula que la
computación ubicua tiene como propósito mejorar el uso de las computadoras, haciéndolas disponibles
en el entorno f́ısico, a través de una multiplicidad de elementos. El problema de esta teoŕıa fue que los
protocolos de comunicación existentes, no se alineaban con ella y debieron ser mejorados, en especial
para permitir la movilidad de los dispositivos [1].
Se han realizado diversos proyectos de entornos ubicuos como Aura [4] de la Universidad de
Carnegie Mellon, cuyo objetivo principal es el de proveer a cada usuario con un halo invisible de
servicios de información, más allá del lugar que se encuentre; Gaia [5] de la Universidad de Illinois
donde se plantean que los espacios f́ısicos se convierten en espacios activos a partir de la utilización de
dispositivos ubicuos y proponen un sistema operativo para manejar todos estos elementos en conjunto;
Oxigen [6] perteneciente al MIT (Massachusetts Institute of Technology) donde se trabaja para que
los dispositivos sean incorporados en la vida humana y cotidiana de manera natural e imperceptible.
Si bien estos proyectos han sido un avance para la integración de los dispositivos, no se ha logrado
hacer que los mismos trabajen de forma independiente y colaborativa para la obtención o realización
de una tarea espećıfica, sin necesidad de ser coordinados a través de un nodo central.
Para la coordinación de dispositivos (o sistemas) ubicuos existen algunos mecanismos, como por
ejemplo los frameworks de desarrollo. Si bien estos frameworks han presentado un avance respecto de
la integración de los dispositivos ubicuos con otros elementos de computación, no son suficientes para
que los mismos puedan interactuar de manera independiente.
Existen actualmente también trabajos de investigación relacionados con la coordinación de dispo-
sitivos ubicuos en ambientes pervasivos, aunque los mismos no han logrado trabajar sobre el tema de
esta tesis en profundidad.
Todas estas caracteŕısticas hacen que la composición de dispositivos ubicuos se configure en un
área de investigación muy importante donde los avances han sido limitados al d́ıa de hoy.
3. Metodoloǵıa de Investigación
La computación orientada a servicios, y en particular los servicios web, proporcionan mecanismos
para la composición de servicios. Las orquestaciones, por ejemplo, son mecanismos bien conocidos
que permiten construir sistemas de negocio complejos a partir de una gran cantidad de servicios
heterogéneos, simples y distribuidos.
Nuestro principal objetivo de investigación es Definir un mecanismo de coordinación de dispositivos
ubicuos que garantice su interoperabilidad independientemente del modelo y fabricante del mismo;
utilizando los estándares de SOA y de coreograf́ıas para la composición de servicios. Si pensamos
que cada dispositivo ubicuo en un ambiente pervasivo es proveedor, o consumidor de un servicio,
la coordinación de dispositivos parece encajar perfectamente con la composición de servicios. Sin
embargo, en contextos tales como el de Internet de las cosas (IoT de las siglas del inglés Internet of
2Ambientes pervasivos son entornos poblados por varios dispositivos (sensores, actuadores, etc) y aplicaciones de
software integrados de forma transparente [1]
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Things), donde los servicios son dinámicos, móviles, menos fiables y dependientes del dispositivo, los
mecanismos de composición establecidos para servicios web no son directamente aplicables [16].
Por otra parte, la composición en ambientes pervasivos, como es el caso de las redes de sensores,
dispositivos wearables, etc., necesita hacer frente a las distintas contingencias que pueden ocurrir
con estos elementos, sin descuidar la heterogeneidad de los mismos. No debemos olvidar, que los
dispositivos en mención tienen distintas limitantes como son la cantidad de memoria disponible, la
durabilidad de la bateŕıa, la disponibilidad de acuerdo a la red del lugar donde se encuentre en un
momento determinado. Por tanto, en ambientes pervasivos, la disponibilidad y confiabilidad de los
dispositivos no puede ser garantizada.
Si bien las semejanzas entre la tecnoloǵıa SOA y su aplicabilidad a sistemas ubicuos es muy im-
portante, como mencionábamos, la mera traslación de los conceptos no alcanza. Para ello es necesario
adaptar los conceptos de SOA para poder dar lugar a soportar las caracteŕısticas propias de los dis-
positivos ubicuos. Es sorprendente que esta similitud no haya sido apenas explorada con anterioridad.
Únicamente en el trabajo de Sheng [2] se hace mención a la necesidad de más investigación en esta área.
En miras de alcanzar este propósito, nos hemos planteado las siguientes preguntas de investigación:
1. ¿Es SOA capaz de actuar como mecanismo de coordinación de sistemas ubicuos?.
2. ¿Es posible desarrollar un framework que permita incorporar SOA a dispositivos ubicuos?.
3. ¿Es posible demostrar la aplicabilidad de SOA en ambientes ubicuos mediante una prueba de
concepto?.
De acuerdo a la naturaleza del problema y en base al objetivo planteado en el presente trabajo de
investigación, la metodoloǵıa seleccionada para llevar adelante el proyecto es “Design Science”. Design
Science crea y evalúa artefactos de tecnoloǵıas de la información con la intención de dar solución
a problemas debidamente identificados, tal como es expresado en [3]. Los artefactos que se crean o
evalúan a partir de Design Science van desde software, lógica formal y matemática rigurosa, hasta
descripciones informales en lenguaje natural.
En la Figura 1 podemos apreciar las fases que plantea la metodoloǵıa Design Science asociados a
las preguntas de investigación planteadas.
Figura 1: Metodoloǵıa de investigación
4. Contribución
La principal contribución de este trabajo es el framework de ejecución de coreograf́ıas, incluyendo
a los dispositivos ubicuos como parte importante de él, funciona de manera correcta y dando soporte
a las caracteŕısticas propias de los dispositivos ubicuos. La solución planteada es simple, interoperable
y extensible. Hemos logrado trasladar, a un espacio o entorno donde las soluciones realizadas eran ad-
hoc, conceptos de una teoŕıa que exist́ıa únicamente en SOA, cuyo propósito es el de realizar sistemas
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interoperables de forma estandarizada y transparente. Esto permite que los dispositivos ubicuos puedan
cooperar a la hora de realizar sus tareas con ordenadores, teléfonos móviles, etc. que implementen la
interfaz de SOA de forma transparente.
El framework de ejecución de coreograf́ıas3 se construyó en base a los lenguajes de programación
PHP y C++. Estos lenguajes fueron seleccionados en función de los dispositivos que se utilizaron
para la prueba de concepto. La base de la ejecución de coreograf́ıas se centra en una serie de clases
que, en principio, leen la descripción en WS-CDL (del inglés Web Service Choreography Description
Language) de la coreograf́ıa, y en base al dispositivo que lo ejecuta; determina en primer lugar en qué
posición de la ejecución de la coreograf́ıa se encuentra para luego poder determinar cuál o cuáles son
los pasos siguientes en la ejecución. Una vez determinados los pasos que se deben ejecutar, se hacen
las invocaciones a otros dispositivos, teniendo en cuenta las actividades descriptas en la definición de
la coreograf́ıa en el lenguaje WS-CDL. Esta ejecución se hace de manera controlada, en el sentido
de examinar que no se produzcan contingencias provenientes de las caracteŕısticas de los dispositivos
(desapariciones, latencia en la respuesta por falta de capacidad de procesamiento, etc.). En base a esta
verificación se realizan las tareas correctivas correspondientes, según se han expresado en la definición
de la coreograf́ıa. La estructura de ejecución del framework la podemos apreciar en la Figura 2. Alĺı se
presentan los pasos que se llevan adelante dentro o desde un dispositivo que compone la coreograf́ıa,
donde en primer lugar se determina cuál o cuáles son los pasos siguientes y los va ejecutando según
corresponda. Como vemos la secuencia de ejecución es simple, clara y aplicable a cualquier dispositivo.
Para comprender mejor la estructura del framework desarrollado, mostraremos como ejemplo, un
código escrito en el lenguaje de especificación de coreograf́ıas WS-CDL donde se aprecia la interacción
entre dos dispositivos que forman parte de la coreograf́ıa 4. Desde el primer dispositivo denominado
VehiculoAccidentadoRole se produce una comunicación con otro dispositivo BalizaRole, éste último a
su vez se relaciona con otro dispositivo CentralBalizaRole. Esta coordinación se pueden apreciar en
las dos interacciones definidas. Si observamos en la Figura 2, el paso Determinar siguiente hace la
tarea de fijarse en la definición XML de la coreograf́ıa a qué dispositivo debe llamar, en el ejemplo
que mostramos debeŕıa leer la interacción que corresponde y fijarse cuál es el dispositivo que figura
como toRole; si esto fuese el caso de la primer interacción del listado, debeŕıa invocar o coordinar con
el dispositivo que se denomina BalizaRole.
< i n t e r a c t i o n name=” repor ta rAcc idente ” operat ion=” in fo rmar Inc idente ” >
<pa r t i c i p a t e r e l a t i onsh ipType=” tn s :Veh i cu l o Ba l i z a ” fromRole=” tns :Vehicu loAcc identadoRole ” toRole=”
tn s :Ba l i z aRo l e ” />
<exchange ac t i on=” reques t ” name=” in fo rmar Inc idente ” informationType=” tns : av i so Inc identeType ”>
<send va r i ab l e=” cd l : g e tVa r i a b l e ( tns :Datos Inc idente , VehiculoAccidentadoRole ) ”/>
<r e c e i v e va r i ab l e=” cd l : g e tVa r i a b l e ( tns :Datos Inc idente , Bal i zaRole ) ”/>
</exchange>
</ i n t e r a c t i o n>
< i n t e r a c t i o n name=” pub l i ca rAcc idente ” operat ion=” pub l i c a r I n c i d en t e ”>
<pa r t i c i p a t e r e l a t i onsh ipType=” tn s :Ba l i z a Cen t r a lBa l i z a ” fromRole=” tn s :Ba l i z aRo l e ” toRole=”
tn s :Cen t r a lBa l i z a sRo l e ” />
<exchange ac t i on=” reques t ” name=” in fo rmar Inc idente ” informationType=” tns : av i so Inc identeType ”>
<send va r i ab l e=” cd l : g e tVa r i a b l e ( tns :Datos Inc idente , Bal i zaRole ) ”/>
<r e c e i v e va r i ab l e=” cd l : g e tVa r i a b l e ( tns :Datos Inc idente , Cent ra lBa l i za sRo le ) ”/>
</exchange>
</ i n t e r a c t i o n>
A continuación mostramos cómo se implementan los pasos de la ejecución de la coreograf́ıa, des-
criptos en la figura 2, pero ya en el código propiamente dicho. En la figura 3 se pueden apreciar los
diagramas de clases en C++; éstas clases son las encargadas de llevar adelante la ejecución de la co-
reograf́ıa. En este diagrama podemos apreciar también que se encuentran ya implementadas las clases
que dan manejo a una transacción dentro de la ejecución.
Para poder hacer uso del framework para un caso espećıfico se deben incluir las libreŕıas que imple-
mentan las clases dentro del código espećıfico de la coreograf́ıa que se desea llevar adelante. Además,
se deben generar clases que heredan de las clases preexistentes en el framework. A continuación se
muestra un template de una clase que implemente y haga uso del framework. Más espećıficamente,
3El código fuente del framework desarrollado, puede ser accedido a través de esta dirección: https://github.com/
GRISE-UPM/ml_server_rest.
4Solamente se muestra un trozo de la totalidad de la especificación XML, a los fines prácticos
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Figura 2: Diagrama de arquitectura de ejecución
Figura 3: Diagrama de clases para ejecución de coreograf́ıas
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Se deben incluir las libreŕıas connection y RESTWebServer, y se deben implementar las clases cons-
tructoras, iniciarlas y ejecutarlas. En este caso mostramos el código que implementa el dispositivo
BalizaRole, el cual es parte de las interacciones mostradas en la definición previa.
#include ”ClaseX . h”
#include <connect ion . h>
#include <RESTWebServer . h>
Bal izaRole : : Ba l i zaRole ( ) : choreographyServ ice ( ) {
c h o r a c t r o l e = ”Bal izaRole ” ;
return ;
}
int Bal izaRole : : i n i c i a r ( ) {
return choreographyServ ice : : i n i c i a r ( ) ;
}
void Bal izaRole : : e j e cu t a r ( ) {
i f ( strcmp (method , ” in fo rmar Inc idente ” ) == 0){
i f ( this−> verb != ’O’ ){
pServer−>enviarRespuestaHTTP (”405 Method not al lowed ” , ”” ) ;
return ;
}
St r ing re spues ta = this−>i n f o rmar Inc idente (method , da to s Inc idente ) ;
s t r cpy ( sRespuesta , ”{\” r e su l t ado \”:\” ” ) ;
s t r c a t ( sRespuesta , r e spues ta . c s t r ( ) ) ;
s t r c a t ( sRespuesta , ”\” ,\” token \” : ” ) ;
s t r c a t ( sRespuesta , token ) ;
s t r c a t ( sRespuesta , ”}” ) ;
pServer−>enviarRespuestaHTTP (”200 OK” , sRespuesta ) ;
// LLamo a que se e j e c u t e l o que tenga que s e g u i r de l a c o r e o g r a f i a
choreographyServ ice : : e j e cu t a r ( ) ;
}
}
El template mostrado corresponde a la programación en lenguaje C++; no obstante, la progra-
mación en PHP es muy similar a la presentada, incluso al ser un lenguaje de más alto nivel, su
implementación es mucho más simple.
Para validar la funcionalidad del framework de coordinación, se ha seleccionado una prueba de
concepto basada en un escenario de trabajo espećıfico; no obstante, creemos que esta solución podŕıa
ser extrapolada hacia prácticamente cualquier ambiente de trabajo.
Se planteó un ambiente inteligente relacionado directamente con los problemas referentes al tráfico
vehicular a lo largo de las autopistas, rutas o carreteras. Simulamos veh́ıculos que transitan por una
carretera, los cuales se comunican con balizas distribuidas a lo largo de la v́ıa. Esta comunicación
puede ser bi direccional, cuando el veh́ıculo informa de un problema encontrado o bien que la baliza
da aviso de posibles problemas a lo largo de la carretera. A su vez las balizas pueden comunicarse con
centrales de coordinación o de emergencia según corresponda. Una aplicación real de este escenario
podŕıa ser que un ómnibus con pasajeros se traslada desde una ciudad a otra a través de una carretera
normal (con dos carriles), el conductor del veh́ıculo cuenta con un sensor que detecta la posibilidad
de que esté por sufrir un ataque card́ıaco, o más aún, que ya lo esté sufriendo en ese momento (este
dispositivo puede ser una placa de desarrollo Arduino). A partir de ese instante, el veh́ıculo le avisa
al conductor (ya sea visualmente como auditivamente), a su vez intenta comunicarse con una baliza
(la cual puede ser representada por una placa Arduino) de la carretera para que la ayuda llegue lo
antes posible al lugar del evento. También podŕıa disparar alertas a los veh́ıculos cercanos, para que
los mismos puedan tomar acciones preventivas, además de avisar al pasaje del ómnibus y detener la
marcha en caso de ser necesario.
Los dispositivos utilizado para la construcción de la prueba de concepto son los siguientes: Equipo
servidor, Equipo Laptop, Equipo RaspberryPi B+ y Placas de desarrollo Arduino Mega 2560 y Arduino
Nano V3.
El diagrama de secuencia de la Fig. 4 representa la ejecución de la coreograf́ıa, en base a la prueba de
concepto definida. Esta figura se genera automáticamente desde el mismo framework ya que por cada
ejecución que se hace de un caso de prueba, se genera un código de identificación único que es informado
en la ejecución para luego poder obtener el gráfico correspondiente. En el diagrama se pueden observar,
como etiquetas en la secuencia de mensajes, el formato de información que viaja desde un dispositivo
hacia otro, el cual está definido dentro de la definición de la coreograf́ıa realizada en WS-CDL. De
acuerdo al extracto en XML que mostramos previamente, las dos interacciones que alĺı presentamos
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se ven representadas en este diagrama como las interacciones marcadas con las numeraciones 1, 2, 3,
7 y 10 respectivamente.
Figura 4: Diagrama de secuencia de ejecución de la coreograf́ıa
Este escenario que se plantea puede ser fácilmente abstráıdo a otras situaciones como puede ser
un sistema de alarma hogareño, coordinación de una flota de distribución de mercadeŕıa, provisión de
servicios a pasajeros en tránsito dentro de un aeropuerto, etc.
5. Conclusiones y Trabajo Futuro
La solución planteada, esto es, la utilización del estándar WSCDL de coreograf́ıas para SOA, junto
con el framework desarrollado, ha resuelto satisfactoriamente el problema planteado.
El principal problema que la presente tesis ha afrontado, el cual está descrito en detalle en la
Sección de Planteamiento del problema, consist́ıa en que la composición de dispositivos se realizaba a
través de protocolos propietarios y sin seguir definiciones estándares. Esto ha provocado que disposi-
tivos de distintos proveedores no puedan ser utilizados en una composición, presentando limitaciones
importantes a la hora de realizar composiciones con estos dispositivos.
La solución planteada permite realizar composiciones con dispositivos ubicuos de una manera
abierta, basada en estándares y escalable. Esto implica que diversos dispositivos, de diversos fabrican-
tes, y con distintas capacidades, pueden ser incorporados fácilmente al framework y, por consiguiente,
participar en coreograf́ıas con otros dispositivos de forma sencilla.
El framework desarrollado no posee gran complejidad. Es bastante simple desde el punto de vista
de diseño, y no demasiado exigente en términos de procesamiento y memoria. Por ello, creemos que
la solución planteada puede aplicarse en sectores comerciales como, por ejemplo, el de sistemas de
seguridad hogareña, donde se podŕıa utilizar el framework desarrollado para implementar sistemas
más sofisticados que los actuales, con la posibilidad de manejar una mayor cantidad de dispositivos,
realizando tareas más complejas que la generación de una simple señal de activación, como ocurre hoy
en d́ıa. Otro sector en donde podŕıa aplicarse el framework desarrollado es en la atención domiciliaria
de pacientes con enfermedades que deban ser monitorizados a distancia, incluso con posibilidad de
poder aplicar medicación en caso de ser necesario.
La solución planteada también es aplicable a IoT, donde los dispositivos no solamente estaŕıan
conectados entre śı, sino que también podŕıan utilizar otros protocolos de comunicación más allá de
TCP/IP.
La solución propuesta permite, adicionalmente que los dispositivos ubicuos pueden interactuar no
sólo con otros dispositivos ubicuos, sino también con aplicaciones basadas en SOA. De esta manera,
los dispositivos pueden ser integrados en sistemas existentes ampliando enormemente sus capacidades.
Finalmente, la solución propuesta no es, ni mucho menos, completa. Es posible, y deseable, realizar
toda una serie de mejoras y ampliaciones que describimos en a continuación.
De la mano con los hallazgos alcanzados, se han abierto tanto nuevas ĺıneas de investigación como
también posibilidades de producción de software de uso industrial. A continuación reportamos las
futuras opciones de investigación y desarrollo que esta tesis ha propiciado.
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5.1. Ĺıneas futuras de investigación
Descubrimiento de servicios: Durante la presente investigación se ha trabajado sobre servicios
y dispositivos ubicuos estáticos, es decir, preestablecidos dentro de la coreograf́ıa y presentes
en la red de comunicaciones antes del inicio de cualquier interacción. Resultaŕıa una ĺınea de
investigación muy interesante la de poder coordinar a través de coreograf́ıas dispositivos ubicuos
descubiertos “on the fly”.
Introducción de capas de seguridad: Una ĺınea de investigación que también resultaŕıa en un
notable progreso a este trabajo de tesis es la relacionada con la introducción dentro del framework
de coordinación de las capas de seguridad existentes en servicios web como es el caso de WS-
SECURITY. La inclusión de esta capa de seguridad significa un desaf́ıo importante ya que se
debe estudiar de qué manera es posible incorporarla dentro de dispositivos con poca capacidad
de procesamiento y escasa memoria.
Implementación de transacciones de acuerdo a estándares: Otra ĺınea de investigación, relacio-
nada en cierta forma con la anterior, es la de implementar la totalidad de los estándares de
transacciones disponibles en SOA dentro del framework de coordinación propuesto en esta te-
sis. En esta investigación se realizó la implementación de una transacción distribuida, pero sin
ajustarse en su totalidad a los estándares WS-TRANSACTION y WS-COORDINATION.
Convergencia con microservicios: Hemos mencionado durante la sección de Discusión que existe
una relación bastante estrecha entre esta tesis y la tecnoloǵıa de microservicios. En microservicios
se discute sobre la forma en que se pueden coordinar los servicios para llevar adelante tareas en
conjunto, donde una de las formas presentadas es la de coreograf́ıas. Por lo tanto, una futura
ĺınea de investigación consistiŕıa en la convergencia entre los conceptos emanados de este trabajo
de Tesis y la tecnoloǵıa de microservicios.
Convergencia con IoT: Como hemos indicado en la sección de Discusión, IoT utiliza únicamente
el protocolo TCP/IP para la interconectividad de los distintos componentes. También hemos
mencionado que es una limitación que no se ha afrontado en el framework desarrollado en esta
tesis. Por lo tanto, una futura ĺınea de investigación consistiŕıa en la convergencia entre ambas
tecnoloǵıas ampliándolas a la utilización de otros protocolos como puede ser Bluetooth o RFID,
por mencionar dos ejemplos destacados.
5.2. Ĺıneas futuras de desarrollo
Implementación del framwork de ejecución de coreograf́ıas sobre dispositivos ubicuos con calidad
industrial: Para poder llevar adelante la investigación fue necesario implementar un framework de
coordinación de dispositivos ubicuos tal y como exige la metodoloǵıa de “Design science” elegida.
Si bien ello fue suficiente para los fines de la presente investigación, el prototipo desarrollado no
alcanza la calidad necesaria para ser aplicado efectivamente sobre problemas de coordinación de
dispositivos ubicuos en la industria.
Aunque śı deja las bases sentadas para que el desarrollo siga evolucionando hasta poder producir
un framework sólido y de caracteŕısticas industriales para que el mismo pueda ser utilizado en
entornos reales.
Ampliación de las pilas de protocolos: El objetivo en este caso seŕıa mejorar la conectividad de
los dispositivos que forman parte de una coreograf́ıa. Para ello se debeŕıa extender el framework
para utilizar otros protocolos de comunicaciones, como puede ser el caso de la utilización de
protocolos Bluetooth, RFID, etc. Esta mejora permitiŕıa ejecutar coreograf́ıas no sólo con una
mejor diversidad de dispositivos ubicuos sino también probablemente de forma más versátil,
aprovechando las posibilidades que dichos protocolos ofrecen, ej: la comunicación a través de
redes de sensores.
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Resumen 
La industria del software requiere de productos y servicios de alta calidad, puede lograrse mediante 
la aplicación de modelos y metodologías de calidad reconocidos internacionalmente. Sin embargo, 
estos modelos en pequeñas y medianas empresas (PYMES) son muy difíciles de implementar ya que 
ello implica una gran inversión en dinero, tiempo y recursos. 
Por ello, resulta necesario establecer estrategias que permitan la automatización del ciclo de desarrollo 
de software, de forma tal de promover la reducción de costos y la eficiencia en los procesos de 
obtención de productos finales. En este caso, la filosofía ágil resulta ser el enfoque más adecuado 
para los entornos de desarrollo actuales, y se posicionan como alternativa a los procesos de desarrollo 
con alto costo en documentación y procesos excesivamente prolongados. 
Con el objetivo de facilitar la adopción de prácticas ágiles en las PYMES, promoviendo el 
aseguramiento de la calidad de los procesos de desarrollo de software, se presenta Agile Quality 
Framework (AQF), un framework cuya propuesta integra el diseño y desarrollo de un modelo que 
permita evaluar la calidad en procesos ágiles de software, y una plataforma que permitirá el 
seguimiento de proyectos de software ágiles junto a la evaluación sistemática de calidad del proceso 
de desarrollo. 
AQF surge, como una plataforma que contribuye con los equipos de desarrollo de software a partir 
de la evaluación de calidad en proyectos ágiles, considerando como objeto de la medición al proceso 
de desarrollo independientemente del enfoque ágil seleccionado. 
 
Palabras Claves: Calidad de Software; Procesos ágiles de Desarrollo de Software; Evaluación de Calidad 
 
1. Introducción 
La mejora e innovación de los procesos de software, con el objetivo de incrementar la calidad 
de sus productos y servicios, se ha convertido, en los últimos años, en el elemento diferenciador que 
las empresas necesitan para mejorar sus niveles de competitividad en la Industria del Software. Sin 
embargo, diversos estudios coinciden en la dificultad de las PYMES (Mas., Amengual., 2005)( Pasini, 
Esponda, Bertone & Pesado, 2008) (Pflegger, 2002) para implementar programas de Mejoras de 
Proceso de Software (Software Process Improvement - SPI), fundamentalmente porque la aplicación 
de estos modelos resulta costosa en términos económicos y de esfuerzo, pues requieren una gran 
inversión en dinero, tiempo y recursos, sus recomendaciones son complejas de aplicar y el retorno de 
la inversión se produce a muy largo plazo (Garzás, Fernández & Piattini, 2009). De esta forma, los 
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parámetros de tiempos de desarrollo y costo de soluciones afectarán directamente al trabajo que se 
realice, siendo la calidad la primera variable de ajuste disponible. 
Dado que la calidad del producto de software desarrollado está estrechamente relacionada 
con la calidad del proceso utilizado, las PyMEs necesitan implementar proyectos para la mejora de 
sus procesos que le permitan incrementar la calidad de sus productos. De esta forma, analizando la 
situación de la Industria del Software en el NEA (Región Nordeste de Argentina) respecto a la 
adopción del ciclo de vida que guíe los procesos de desarrollo de las empresas, surge la necesidad de 
proporcionar un marco de trabajo que permita evaluar la calidad cuando optan por trabajar con 
enfoques ágiles (Acuña, Cuenca Pletsch, Tomaselli, Pinto & Tortosa; 2015). 
Habiendo realizado un análisis de la literatura disponible se observa que, en su mayoría, los 
estudios se centran en analizar la implementación de prácticas ágiles, sin evaluar la relación entre el 
proceso de desarrollo de software y la calidad. Así, y teniendo en cuenta las particularidades de 
organizaciones tipo PYMES, resultados de estudios previos realizados (Rujana, Romero Franco, 
Tortosa, Tomaselli, & Pinto, 2016), demuestran la ausencia de estrategias que permitan a las empresas 
integrar agilidad a sus ciclos de desarrollo sin dejar de lado aspectos relacionados a la calidad de 
software.  
En términos prácticos, si bien existen numerosos estudios que demuestran una creciente 
adopción de estos enfoques en empresas de software (Version One 12th Annual State of Agile™ 
Report, 2018), el rápido crecimiento de la agilidad ha generado confusión, malas interpretaciones e 
incluso efectos negativos en el desarrollo de algunos proyectos de software (Bollati, V. A., Gaona, 
G., Pletsch, L. C., Gonnet, S., & Leone, H., 2017). Este escenario implica, por lo tanto, la búsqueda 
de estrategias que permitan no solo guiar a las empresas en la adopción de las prácticas ágiles sino 
también en cuestiones relacionadas a la gestión de la calidad que contribuyan en la generación de 
valor en la producción de software. 
En este sentido, y como primera alternativa, se ha implementado y validado un marco de 
trabajo que permite evaluar la calidad cuando se opta por trabajar con procesos ágiles de desarrollo 
de software. Dicho framework se denomina AQF (Agile Quality Framework) y su versión actual está 
formada por un modelo, QuAM (Quality Agile Model), compuesto por métricas, atributos y criterios 
que permiten medir los niveles de calidad asociados a las prácticas ágiles, y por QuAGI (Quality 
AGIle), una herramienta de software que brinda soporte a dicho modelo a través de la automatización 
del seguimiento de proyectos y la visualización de diferentes informes (Pinto, Acuña, Tortosa & 
Cabas Geat; 2018).  
Cabe destacar que este desarrollo constituye uno de los objetivos de la tesis doctoral 
denominada “Framework para la evaluación de calidad de procesos ágiles”, realizada en el marco del 
proyecto “Evaluación de Calidad en Procesos Ágiles de Desarrollo de Software”, financiado por la 
UTN y ejecutado en el Centro de Investigación aplicada en TICS (CInApTIC) de la Facultad Regional 
Resistencia, con el código IAI4445TC. 
1.1. Hipótesis y Objetivos de la Tesis 
Se ha definido para la tesis la Hipótesis de investigación como sigue:  
“Será factible mejorar la calidad de los procesos de desarrollo de software guiados por 
prácticas ágiles a través de la evaluación automática de la calidad de dichos procesos utilizando un 
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framework compuesto por un modelo de calidad y una herramienta que automatice la gestión de 
dicho modelo” 
El Objetivo General de esta tesis doctoral ha consistido en: “Proponer un framework que 
facilite el seguimiento de proyectos y la evaluación de calidad de procesos en empresas PYMES que 
implementen prácticas ágiles en el desarrollo de software”.  
Para conseguirlo, se establecieron los siguientes objetivos específicos: 
1. Realizar un estudio de trabajos previos relacionados a modelos de calidad y herramientas de 
software aplicables a procesos ágiles en contextos de empresas PYMES. 
2. Proponer un modelo de evaluación de calidad sobre procesos de desarrollo de software 
guiados por prácticas ágiles, en base a la definición de un conjunto de componentes. 
3. Diseñar e implementar herramientas de software que soporten la gestión de componentes del 
modelo de calidad e integren un framework que evaluar la calidad en procesos ágiles. 
4. Analizar y estudiar el comportamiento del framework propuesto utilizando un método de 
validación sobre entornos reales de producción de software. 
1.2. Enfoque Metodológico 
Teniendo en cuenta las características de esta tesis, luego de analizar modelos tradicionales y 
otros más específicos, el método de investigación que se ha seguido constituyó una adaptación del 
propuesto por Marcos y Marcos (Marcos, E., & Marcos, A., 1999) para la investigación en Ingeniería 
del Software. El método genérico es un método general de trabajo, basado en los pasos a seguir, según 
Bunge (Bunge, M, 1989) en cada investigación científica. Aunque estos pasos se basan en el método 
deductivo hipotético, debido a su generalidad, son aplicables, con ciertas modificaciones, a cualquier 
tipo de investigación e incluso a la resolución de cualquier tipo de problema que intentemos resolver. 
 Particularmente, durante la tesis las fases de Resolución y Validación se han llevado a cabo 
siguiendo la teoría de la Ingeniería de Software Empírica, es decir la rama de la Ingeniería de Software 
que se basa en la experimentación como método para corresponder ideas o teorías con la realidad, la 
cual refiere a mostrar con hechos las especulaciones, suposiciones y creencias sobre la construcción 
de software (Wohlin, C et al, 2000). Por un lado, la Resolución comprende todas las actividades que 
conducen a lograr el producto final que, para la tesis, ha significado la obtención del framework AQF. 
Y por otro lado la Validación implica el proceso del estudio, análisis y observación de la 
implementación del framework sobre proyectos ágiles reales. 
 Tanto para el proceso de Resolución como el de Validación, se han utilizado dos de las 
técnicas más relevantes de la Ingeniería de Software Empírica: la encuesta y el estudio de casos. 
Las encuestas se han realizado sobre una muestra representativa de la población, y luego los 
resultados han sido generalizados al resto de la población. Su utilización ha permitido obtener datos, 
primero para el diagnóstico de la situación actual y a posteriori para el estudio de la reacción de la 
población analizada al implementar el framework AQF en sus proyectos. 
 Durante la etapa de Validación se han realizado estudios de casos, un instrumento adecuado 
para muchos tipos de investigación de ingeniería de software, ya que los objetos de estudio (en este 
caso proyectos ágiles de software), son fenómenos contemporáneos, que son difíciles de estudiar de 
forma aislada (Kitchenham, B., Pickard, L., & Pfleeger, S. L., 1995) Este método ha permitido la 
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observación de diversas variables y su comportamiento en cada uno de los equipos donde se han 
puesto los proyectos ágiles bajo evaluación del framework AQF. 
Cabe destacar también que los estudios de caso no se realizaron en simultáneo, por lo que el 
carácter iterativo del proceso de Validación ha permitido que los resultados de cada uno de los 
estudios de casos sirvan como punto de control de lo realizado hasta el momento, pudiendo realizar 
los ajustes que se consideren necesario tanto sobre el modelo como sobre la herramienta que 
conforman el framework AQF para un próximo estudio. 
2. AQF: Desarrollo de la propuesta 
El aporte significativo de AQF se centra en que el nivel de calidad de un proyecto ágil no sea 
definido únicamente a través de un valor numérico, sino que sea el resultado también de la evaluación 
de otros aspectos, en base al contexto en el que se desarrolla el proceso y los factores que lo impactan. 
Aquí, es necesario aclarar que, cuando se hace referencia al término “Proyecto Ágil”, se 
incluye a aquéllos que implementan prácticas ágiles para el proceso de desarrollo del producto 
software en base a cualquier enfoque tal como Scrum, Kanban, Lean o híbridos. 
El framework AQF está compuesto por: 
 Un modelo de calidad, denominado QuAM (Quality Agile Model) que consta de: 
o Una estructura formal definida en función a componentes, atributos, métricas y 
criterios relacionados entre sí. 
o Una estrategia de medición que establece el nivel de calidad asociado a cada 
componente. 
 Una herramienta de software, QuAGI (Quality AGIle) que da soporte al modelo, 
constituyendo un medio para su validación, y se compone de: 
o Una arquitectura que define cada uno de los componentes que forman la herramienta. 
o Una representación lógica que permite implementar el proceso de medición sobre 
cada uno de los componentes del modelo QuAM. 
o Un conjunto de interfaces que facilitan la interacción de actores externos (tales como 
administrador del proyecto, equipo de desarrollo, etc) con la herramienta. 
 
2.1. QuAM: El modelo de calidad 
QuAM (Quality Agile Model), es un modelo conceptual cuyo objetivo es describir el 
conjunto de componentes que influye en la calidad de proyectos ágiles junto a un procedimiento de 
evaluación de calidad que los integra. QuAM permite asociar los resultados de la medición con un 
perfil de calidad asociado al proyecto ágil evaluado (Pinto, Acuña, Cuenca Pletsch; 2016). El modelo 
QuAM surge de un relevamiento sistemático de la literatura y del análisis del contexto actual a partir 
del relevamiento de información realizado en la Industria del software en el nordeste argentino (NEA) 
del cual se han obtenido factores de relevancia que fueron incluidos al esquema de componentes de 
QuAM. Tal como se observa en la Figura 1, la estructura del modelo incluye 4 componentes, 
formados por atributos, cada uno de los cuales se mide a través de métricas directas e indirectas. 
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Figura 1. Componentes y atributos del modelo de calidad QuAM 
 
Sin embargo, para la evaluación de calidad de proyectos ágiles que propone AQF no basta 
con la definición de un modelo, sino que resulta necesario automatizar la gestión de los componentes 
de QuAM a partir de una herramienta que permita el seguimiento de proyectos acompañado por la 
obtención de informes parciales respecto de la calidad del proceso ágil que lo caracteriza. Por ello, a 
fin de complementar el framework AQF, durante la tesis se abordó el desarrollo de QuAGI, una 
aplicación web que permite la gestión de los componentes de QuAM a través de la medición y 
obtención automática de los valores correspondientes a cada una de las métricas a lo largo del proceso 
de desarrollo. El objetivo central de esta herramienta es permitir el seguimiento online de proyectos 
basados en prácticas ágiles junto a la posibilidad de realizar evaluaciones continuas respecto al nivel 
de calidad que se esté logrando en el proceso. 
2.2. QuAGI: Plataforma web para seguimiento de proyectos ágiles 
QuAGI fue diseñada como una aplicación web escalable de forma tal que, permita añadir 
nuevas funcionalidades de manera rápida y sencilla a partir de reportes de feedback que surjan luego 
de escenarios de validación que se describirán en el capítulo siguiente de esta tesis.  
Por lo tanto, QuAGI permite administrar proyectos ágiles, realizar el seguimiento de cada 
uno de ellos, obtener diversos informes y constituye una herramienta de comunicación interna entre 
los integrantes del equipo. Por último, da soporte a los procesos de toma de decisiones asistiendo a 
los responsables mediante reportes que informen sobre evaluación de calidad del proyecto y 
recomendaciones de ajustes para la mejora continua (Pinto, Tortosa, Cabas Geat, Ibáñez & Acuña; 
2018). 
La arquitectura propuesta para QuAGI consiste en una plataforma basada en componentes 
reutilizables, permitiendo así que las aplicaciones que se integren a la plataforma hagan uso de dichos 
componentes. Tal como se observa en la Figura 2, cada uno de los componentes de QuAGI representa 
una vista particular de su arquitectura, y esta configuración propuesta permite asegurar el 
mantenimiento de la trazabilidad entre los diferentes artefactos desarrollados, la reutilización de estos 
y el mejor control de su evolución a la hora de incorporar nuevas funcionalidades. 
XXIII Workshop de Investigadores en Ciencias de la Computación 1017
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
 
Figura 2. Arquitectura conceptual de QuAGI 
Considerando que existen actualmente en el mercado muchas herramientas que permiten 
gestionar proyectos de software (por ejemplo, Trello, Taiga.io, Jira, etc), QuAGI, a diferencia de las 
existentes, además forma parte del framework AQF, por lo que no solo permite el seguimiento online 
de los proyectos de software, sino que también da soporte a lo establecido en un modelo de calidad 
propio y permite, entonces, realizar evaluación de calidad del proyecto en cuestión. Así, actualmente 
QuAGI permite: Configuración inicial del proyecto ágil, Gestión del Product Backlog, Evaluación de 
calidad y Emisión de reportes. 
Cabe destacar que QuAGI almacena constantemente la interacción de los usuarios con la 
herramienta; por lo que, cuando se requiere conocer sobre el nivel de calidad del proyecto, QuAGI 
recupera dicha información, realiza las mediciones de todos los componentes, definidos por QuAM, 
y obtiene la evaluación de forma automática. Una de las contribuciones más importantes derivadas 
de esta tesis se enfoca en la posibilidad de incorporar, al seguimiento de proyectos ágiles, el proceso 
de evaluación de calidad asociado al ciclo de desarrollo que se pretende gestionar. 
Finalmente, resulta importante destacar que, como resultado del desarrollo de esta plataforma 
web QuAGI la misma ha sido registrada, durante el desarrollo de la tesis, como Obra Inédita de 
Software ante la Dirección Nacional de Derecho de Autor dependiente del Ministerio de Justicia y 
Derechos Humanos de la República Argentina1. 
2.3. Valor agregado de AQF 
La propuesta del framework AQF se destaca por ciertos aspectos que no solo benefician a la 
calidad de los procesos de desarrollo, sino que, asimismo, ayudan a tomar decisiones que añaden 
valor agregado a los proyectos de software. 
o Propuesta integral 
Un aspecto clave de AQF, es que representa una propuesta que integra el seguimiento 
de un proyecto de software y la evaluación de calidad del proceso ágil asociado, en 
una única plataforma.  
                                                          
1 El Registro se ha publicado en el Boletín Oficial del Poder Ejecutivo Nacional el 25 de junio de 2019, con el 
Número RE-2019-57162220-APN-DNDA-#MJ 
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A diferencia de trabajos relacionados, que se enfocan unilateralmente en algunos 
aspectos del ciclo de desarrollo de software, AQF observa el proceso ágil desde 4 
factores: producción de entregables, equipo de trabajo, comunicación con el cliente 
y gestión de requerimientos, coincidiendo con los valores de la filosofía ágil en la 
gestión de proyectos. AQF, obtiene una visión integral de la implementación del 
proceso ágil, a lo largo de todo el ciclo de desarrollo, reforzando la información de 
la evaluación de calidad obtenida con informes útiles para la toma de decisiones. 
 
o Procedimiento de Evaluación 
AQF ofrece la definición detallada de un procedimiento de evaluación integral, que 
basándose en QuAM, permite comprender el significado del nivel de calidad del 
proceso ágil asociado a su capacidad de producción de entregables del equipo, a la 
evaluación del equipo de trabajo, a la comunicación con el cliente y a la gestión de 
requerimientos. De hecho, el aspecto diferenciador de este procedimiento de 
evaluación es que la calidad de un proyecto ágil no es un valor binario, sino que 
puede darse en un espectro de valores que seguramente estén condicionados por 
condiciones del contexto donde el proyecto se lleva a cabo. 
 
o Visibilidad del trabajo de equipo 
Otro beneficio de AQF, frente a otras propuestas disponibles en la literatura, es que 
ofrece mayor visibilidad del trabajo asignado al equipo. Esta característica exalta uno 
de los principios ágiles: la transparencia, haciendo hincapié en la importancia del 
acceso y conocimiento sobre la información que se maneja de cada proyecto. QuAGI 
propone, entonces, una visión holista de cada proyecto, mostrando, no solamente la 
actividad y quién tiene asignado cada tarea, sino promoviendo que cada integrante 
del equipo conozca todo el trabajo no finalizado en el que está participando. 
 
o Gestión del conocimiento 
AQF, a partir de la interacción de usuarios con QuAGI, permite generar 
conocimiento útil que se transformarán, luego, en lecciones aprendidas para toma de 
decisiones en proyectos actuales y futuros proyectos ágiles. A partir de los datos y de 
las evidencias generadas por el uso de QuAGI, se podrían analizar indicadores que 
permitan exponer las bondades y debilidades de los elementos intervinientes en los 
procesos ágiles de desarrollo de software de los proyectos evaluados. Este aporte de 
conocimiento permite el monitoreo y evaluación de los logros obtenidos por la 
ejecución de determinadas prácticas ágiles; fomentando la creación de una cultura 
orientada al autoaprendizaje y socialización, para permitir que las buenas prácticas y 
las lecciones aprendidas sean de total conocimiento de los participantes en la mejora 
continua de los procesos de desarrollo de software. 
 
3. Resultados obtenidos 
Para validar la propuesta presentada en la tesis, se ha elegido trabajar con estudios de caso 
para que la validación de la propuesta se realice sobre entornos reales de proyectos ágiles en 
ejecución, de forma tal de obtener retroalimentación de los potenciales usuarios de QuAGI y al mismo 
tiempo poner en práctica toda la definición del método de evaluación propuesto por QuAM, lo que 
en sí mismo ya es un mecanismo de mejora. Además, los estudios de casos son una herramienta 
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empírica que provee de cierto grado de libertad para definir contextos que puedan adecuarse a las 
necesidades de validación que fueran surgiendo. 
Se han ejecutado 3 estudios de casos para validar QuAGI a partir del seguimiento de 
proyectos ágiles reales y su evaluación de calidad en base a los componentes establecidos por QuAM2.  
A modo de resumen, se destaca que en el estudio de caso N° 1 se llevó adelante la validación 
de la herramienta en un primer sprint de proyectos ágiles en 20 equipos de desarrollo de empresas 
PYMES de software. En función al uso de la herramienta QuAGI se realizó una encuesta a los equipos 
de forma tal de validar la estructura de QuAM analizando la utilidad de cada componente en la 
evaluación de calidad de procesos ágiles. Del estudio se concluyó que un 70% de los equipos 
participantes consideran útil la herramienta QuAGI para la evaluación de calidad de procesos ágiles 
gracias a que facilita el seguimiento de la estructura del modelo tal como se define en QuAM. En el 
caso del 30% que consideró de poca o nula ayuda utilizar QuAGI, se pudo relevar que se debió a la 
falta de informes representativos del proceso asociado al trabajo en equipo, factor fundamental para 
el éxito de proyectos ágiles de acuerdo con su perspectiva. 
Los resultados del estudio de caso N° 1 dieron lugar al diseño del estudio de caso N° 2, el 
cual tuvo por objetivo validar la información que QuAGI ofrece para mejorar la calidad de trabajo en 
equipo en proyectos ágiles. El estudio de caso N° 2 estuvo constituido por 90 personas pertenecientes 
a 20 equipos, y se enfocó en los resultados proporcionados por el componente N° 2 de QuAM 
“Evaluación del trabajo en equipo”. Los resultados que se lograron, luego de analizar los informes 
proporcionados por QuAGI y recomendaciones realizadas durante reuniones posteriores a la 
implementación, fueron muy superiores a los obtenidos en un primer control sin aplicar las mejoras 
indicadas por la herramienta. No solo se observaron mejoras a nivel del trabajo en equipo, sino que 
esto impactó favorablemente a los demás componentes considerados al evaluar la calidad del proceso 
asociado al proyecto ágil correspondiente. La experiencia aportó además mejoras que eran necesarias 
a nivel de interfaz para continuar añadiendo valor a QuAGI como herramienta de seguimiento. 
Finalmente, se diseñó un nuevo estudio de caso que facilite la validación integral de QuAGI 
teniendo en cuenta la evaluación de todos los componentes de QuAM. El estudio de caso N° 3 se 
caracterizó por analizar el rendimiento completo de QuAGI en equipos sin experiencia previa con 
otras herramientas de seguimiento en proyectos ágiles. Además, se incluyó en el estudio el análisis 
de la calidad de proyectos ágiles en equipos que utilizaron otra herramienta diferente con el objetivo 
de comparar resultados. Durante la experiencia se realizaron observaciones en forma gradual y en 
diferentes momentos acordados desde el inicio, registrándose cada caso para su posterior análisis. 
Concluyendo el estudio de caso, los resultados que se obtuvieron, han sido mucho mejores para la 
calidad de los procesos en los equipos que utilizaron QuAGI en sus proyectos ágiles no solo a nivel 
de gestión sino también relacionados a curva de aprendizaje, experiencia de usuario y utilidad. 
Además, el proceso de validación de la propuesta de la tesis ha permitido obtener 
conclusiones y adquirir experiencias de las que se desprenden ciertas lecciones aprendidas. En primer 
lugar, luego de haberse ejecutado todos los estudios de caso se destaca cómo las recomendaciones 
ofrecidas por QuAGI en conjunto con el seguimiento de los componentes definidos en QuAM permite 
mejorar notoriamente la calidad de los procesos ágiles de cada proyecto. Del análisis se destaca 
                                                          
2 Y las características y particularidades de cada caso se detallan en profundidad en la tesis disponible en 
http://sedici.unlp.edu.ar/handle/10915/109769 
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también que los participantes subrayan entre los beneficios de QuAGI que sea una herramienta fácil 
de usar, útil y, sobre todo, manifiestan intención de usarla en el futuro pues la información obtenida 
resulta de vital importancia para el éxito de sus proyectos. Todo esto no hubiera sido posible sin 
analizar la aplicabilidad real de la evaluación de calidad de proyectos ágiles mediante el estudio de 
componentes definidos en QuAM y el seguimiento automático a través de QuAGI, logrado gracias al 
proceso de ejecución de estudios de casos. 
En segundo lugar, la realización de esta experiencia de validación ha permitido, además, 
analizar el grado de adecuación, completitud y corrección de los resultados en los informes de calidad 
aportados por QuAGI; logrando modificaciones que aporten valor en cada instancia de validación y 
favorezca la obtención de la mejor versión de la herramienta.   
Y, por último, pero no menos importante, el estudio de casos sobre proyectos ágiles reales ha 
posibilitado obtener realimentación de los participantes que aplicaron el modelo y usaron la 
herramienta. Esto no solo colaboró con mejoras a nivel de interfaz y usabilidad de la herramienta 
QuAGI, sino que también permitió añadir valor a través de mejoras en la configuración de los 
componentes de QuAM. 
 
4. Conclusiones y Trabajos Futuros 
La tesis doctoral que se presenta en este artículo tiene como objetivo principal el diseño, 
desarrollo e implementación del framework, AQF, para la evaluación de calidad en procesos ágiles 
de desarrollo de software. 
El trabajo de esta tesis ha permitido integrar en AQF la presentación de un nuevo Modelo de 
Calidad, QuAM; y la implementación de una herramienta de software, QuAGI, que da soporte 
automático a lo establecido en QuAM. Y, mejor aún, la propuesta ha sido adaptada, en base a estudios 
de casos de validación, para que pueda utilizarse en entornos reales de producción con proyectos de 
software cuyo desarrollo es guiado por prácticas ágiles. 
Como trabajos futuros se pretende llevar a cabo más casos de estudio que permitan lograr la 
versión que se adecúe, en mayor medida, a la realidad de las PyMES, incorporando sus prácticas más 
comunes y permitiendo obtener el nivel de calidad más representativo a cada proyecto ágil que se 
evalúe a través de AQF. Además, resulta necesario incorporar al estudio de validación el resto de los 
componentes para analizar el funcionamiento integral del framework. 
Además, a pedido de las empresas, se continuará expandiendo AQF mediante la 
incorporación de un Asistente Virtual que actúe en función a eventos, libere de trabajo de 
monitorización a los Administradores de Proyecto y de soporte a la toma de decisiones de directivos 
de las empresas. 
Finalmente, cabe destacar que, como resultado de realización de la tesis, se han generado 2 
proyectos de investigación, “Evaluación del impacto de las emociones en la calidad de software desde 
el punto de vista del usuario”, y otro, denominado “iQuAGI: Un enfoque inteligente para la 
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Resumen La realidad aumentada permite la adición de elementos digitales sobre la visión natural de
las personas. La tesis aquí resumida se enfoca en desarrollar una arquitectura que permita la
integración de realidad aumentada basada en imágenes arbitrarias y la realidad aumentada basada en
rostros de forma escalable. Se estudiaron los procesos involucrados y los algoritmos necesarios para
solventar cuellos de botella. Los resultados obtenidos sugirieron la utilización de múltiples bucles con
esquemas de ejecución asíncrono y paralelos así como al algoritmo de búsqueda aproximada de
vecinos más cercanos HNSW como el más apropiado para este contexto particular.
Palabras Claves: Realidad Aumentada; Reconocimiento Facial; Escalabilidad; Arquitectura
de Integración; Inferencia biométrica; Approximate Nearest Neighbor Search
1. Temas de investigación
La Realidad Aumentada (RA) se encuentra inmersa en lo que se ha llamado el
continuo de la virtualidad, introducido por (Milgram y Kishino 1994). Este continuo que se
extiende desde el ambiente real que nos rodea hasta un ambiente completamente virtual,
artificial. La RA consiste en la creación de un entorno en el que la información y los objetos
virtuales se fusionan con la realidad, ofreciendo al usuario una experiencia enriquecida,
incrementando su percepción natural. La RA puede ser usada para expandir nuestros sentidos,
define una visión directa o indirecta de un entorno físico del mundo real, cuyos elementos se
combinan con elementos virtuales, como pueden ser textos, imágenes, audio o videos para la
creación de una realidad mixta en tiempo real (Abásolo Guerrero et al. 2011).
Una aplicación de RA, en la mayoría de los casos, está conformada mínimamente por un
conjunto de cuatro elementos básicos que necesitan estar vinculados de cierta manera para
que la aplicación logre su cometido. Los elementos en cuestión son:
- Un elemento que capture las imágenes de la realidad
- Un elemento sobre el que proyectar la integración de las imágenes reales con los
contenidos virtuales.
- Una arquitectura de software, embebida o no en un marco de trabajo
- Un disparador o elemento que actúe como desencadenante de RA.
RA basada en imágenes
En particular, la RA basada en el reconocimiento de imágenes planas consiste en utilizar
como disparador y anclaje al mundo físico, una imagen plana arbitraria que puede ser
detectada, permitiendo la incorporación de información virtual de forma espacial y
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contextualmente coherente con la realidad. A diferencia de las imágenes denominadas
marcadores, que poseen un patrón geométrico dominante para facilitar su detección y un
código visual embebido para diferenciar uno de otro, la imagen arbitraria puede ser entendida
como una fotografía, que captura y representa la realidad de un instante congelado en el
tiempo. Si bien la realidad física que nos rodea se encuentra en continuo cambio, muchos de
estos cambios son lo suficientemente graduales como para considerarlos constantes durante el
tiempo de vida útil de una determinada aplicación que utilice esta tecnología.
Escalabilidad y búsqueda de imágenes
La escalabilidad en términos de RA puede naturalmente relacionarse a múltiples aspectos de
su ejecución. La acepción utilizada en el contexto particular del trabajo de tesis, hace
referencia específicamente a la cantidad de objetivos de aumentación que una arquitectura, u
aplicación que la utilice, pueda contener y aumentar. En este sentido no se considera la
cantidad de objetivos (imágenes o rostros) que se estén aumentando en simultáneo sobre un
mismo cuadro de vídeo o imagen, sino al tamaño del repositorio de objetivos que un software
puede reconocer y aumentar individualmente, sin depender de procesamiento externo.
Detección y reconocimiento de rostros e inferencia biométrica
La detección de rostros en tiempo real en un flujo de vídeo, aunque aún un área de
investigación activa, resulta posible y aplicable desde los aportes introducidos por el famoso
trabajo de Viola y Jones (Viola y Jones 2001). Siguiendo la tendencia general en el área de
visión de computador, en los años posteriores muchos otros mecanismos basados en
características (usualmente llamadas con el término en inglés, features) complejas o esquemas
de aprendizaje de máquina simples se han propuesto, no sólo para aumentar el desempeño
sino para incrementar el rango de ángulos y de variación lumínica aceptables, como los
presentados en (Jegou, Douze, y Schmid 2008; Wang, Han, y Yan 2009; Waring y Liu 2005;
Wu y Nevatia 2007). En la actualidad, el problema de la detección de rostros es abordado
mayormente mediante la aplicación de técnicas avanzadas de aprendizaje de máquina como
presenta (Dantone et al. 2012), en particular destacan las redes neuronales convolucionales y
sus arquitecturas derivadas como presentan (Girshick 2015; Li et al. 2015).
Por su parte, la inferencia de parámetros biométricos a partir de imágenes es un campo con
numerosas especializaciones. En particular, para en la detección de emociones a través del
rostro encontramos un gran número de técnicas tanto a nivel experimental como a nivel
productivo. (Corneanu et al. 2016) nos ofrece una extensiva introducción y recorrido por los
más importantes aportes hasta la actualidad a la vez que (Valstar et al. 2017) describe los
esfuerzos por definir un marco de trabajo y evaluación estandarizado mediante las
competencias FERA (Facial Expression Recognition and Analysis).
2. Motivación y objetivos
Tanto la RA basada en imágenes arbitrarias como el reconocimiento facial son
utilizados por un número de sistemas, aplicaciones o frameworks en diversos campos de
aplicación. Sin embargo, no existen en la actualidad frameworks cuyas arquitecturas integren
la capacidad de reconocer imágenes y rostros de manera simultánea y escalable, es decir con
un número elevado de objetivos a aumentar. A su vez, ningún framework integra la capacidad
de efectuar inferencia biométrica de información a partir de las imágenes percibidas, en
particular la de rostros humanos.
Se planteó como objeto principal del trabajo de tesis el diseñar una arquitectura escalable de
RA basada en el reconocimiento visual monocular de imágenes y rostros humanos, con
capacidad de inferencia de datos biométricos, que no haga uso de servicios externos para su
etapa de explotación.
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En este orden se plantearon como objetivos particulares:
• Establecer los procesos y sus pasos necesarios para efectuar aumentación de imágenes,
detección y reconocimiento de rostros e inferencia de información biométrica.
• Analizar comparativamente la complejidad computacional teórica y la carga de
procesamiento empírica de cada paso de los procesos de RA, considerando en particular
distintas variaciones de algoritmos disponibles para la búsqueda y descripción de POI.
• Diseñar una arquitectura que integre los procesos descritos, contemplando la ejecución
paralela y/o asíncrona, identificando el o los pasos que resulten en el principal cuello de
botella con respecto a la escalabilidad.
• Analizar comparativamente la velocidad y precisión de los algoritmos aplicables para
aliviar o solventar el o los cuellos de botella detectados.
• Diseñar criterios de evaluación y conjuntos (sets) de datos de prueba para los algoritmos
aplicables a los cuellos de botella que sean representativos del dominio de explotación
propuesto.
• Incorporar al diseño un mecanismo de integración abierto que facilite el agregado futuro
de algoritmos de inferencia biométrica adicionales en la arquitectura propuesta.
Mientras que no se busca competir con sistemas existentes en términos del refinamiento y
calidad que estos han logrado con años de desarrollo continuo, se desarrollo una integración
de las tecnologías propuestas con una escalabilidad superadora.
3. Aportes y Conclusiones
El trabajo de tesis propone una arquitectura escalable que integra la RA basada en
imágenes arbitrarias con la detección y reconocimiento de rostros humanos junto con la
inferencia de datos biométricos a partir de ellos.
Partiendo desde la definición de los procesos para RA basada en imágenes y rostros, se
determina cuáles son los pasos necesarios para lograr respectivamente y se estudia la
complejidad computacional teórica de cada uno junto con la distribución de carga de
procesamiento relativa. Estableciendo el algoritmo ORB o la combinación de ORB y FREAK
como alternativas viables para la detección y descripción de POI en imágenes, se identifican
los pasos de búsqueda de correspondencias entre descriptores, tanto de imágenes (POI) como
de rostros como los cuellos de botella de cada proceso. Se selecciona para la descripción de
rostros algoritmos de redes neuronales convolucionales entrenadas con el error por tripletas
que producen descriptores continuos de 128 dimensiones y se establece que este paso debe ser
implementado de forma asíncrona debido a su tiempo de ejecución.
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Figura 1: Diagrama conceptual de la arquitectura propuesta. Los recuadros de línea punteada
delimitan cada uno de los 4 bucles.
Se presenta el diseño de una arquitectura integrada, compuesta por cuatro bucles en un flujo
de ejecución alternante con derivación de tareas asíncronas en un esquema de ejecución
paralelo para las tareas de descripción de rostros e inferencia de información biométrica,
como se aprecia en la figura 1. Los algoritmos seleccionados permiten considerar el cuello de
botella de cada proceso integrado como un mismo problema el cual se propone aliviar con el
uso de algoritmos de búsqueda ANN.
Para lograr la escalabilidad de la arquitectura integrada, se realizan una serie de experimentos
para analizar comparativamente la velocidad, precisión y estabilidad de distintos algoritmos
de búsqueda ANN, estableciendo un marco de evaluación y conjuntos de datos específicos
para el contexto de la RA basada en imágenes y reconocimiento de rostros. En la figura 2 se
observa particularmente la medida de queries (operaciones de búsqueda) por segundo de cada
algoritmo de acuerdo a su precisión (recall). Se establece y valida la superioridad del
algoritmo HNSW para la tarea en este contexto particular, difiriendo de los resultados
provistos por otros autores para contextos generales.
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Figura 2: Gráficos de cantidad de operaciones por segundo según precisión (recall) para
múltiples algoritmos de búsqueda ANN probados. Mientras más arriba a la derecha mejor es
el algoritmo.
También se obtiene como aporte secundario un nuevo esquema de evaluación de algoritmos
de búsqueda de vecinos más cercanos aproximados específico para el contexto de la RA. El
mismo, implica la evaluación de esta familia de algoritmos utilizando sets de datos donde la
variación entre los elementos query y los elementos de entrenamiento, base u originales sea
reducida. Se establece un porcentaje de variación de entre el 5% y el 15% de acuerdo al tipo
función de distancia utilizada pero se recomienda ajustar estos valores según el algoritmo
específico que genera los elementos. Con estos sets de datos se propone un esquema donde
los algoritmos de búsqueda de ANN sean comparados por su recall en los dos primeros
vecinos.
Se crea un prototipo demostrador experimental que implementa la arquitectura propuesta en
C++, compatible con cualquier plataforma para la que se lo compile. La misma optimiza la
utilización de múltiples hilos de procesamiento y permite la posibilidad de integración con
sistemas de más alto nivel para la generación y explotación de aplicaciones de RA. En la
misma se implementa una interfaz abstracta que permite la incorporación dinámica de
algoritmos de inferencia biométrica que serán automáticamente ejecutados de manera paralela
y asíncrona.
Contexto
La tesis para el doctorado en Ciencias Informáticas de la Facultad de Informática de la UNLP
se radicó en el Grupo de Realidad Aumentada Aplicada (GRAA) del Departamento de
Ingenierıa de la UNLaM, fue desarrollada en el marco del proyecto PROINCE C-231. La
dirección estuvo a cargo de Jorge Ierache (GRAA, UNLaM) y la co-direccion de Maria Jose
Abasolo (LIDI, UNLP).
Futuros trabajos
Si bien el marco de evaluación de algoritmos de ANN para el contexto de la RA propuesto
predice con mayor precisión el desempeño de los algoritmos, se requiere continuar sobre esta
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línea para establecer condiciones aún más específicas y con el fin de desarrollar una métrica
de comparación concreta más precisa.
Se plantea abordar la compilación cruzada del prototipo de implementación a plataformas
ARM, así como la integración con sistemas de alto nivel, específicamente el motor de
gráficos Unity3D.
También se plantea la integración continua de algoritmos de inferencia de datos biométricos a
medida que sean desarrollados y publicados por sus respectivos autores.
Finalmente se planea, continuando con la línea de investigación bajo el marco del proyecto
PROINCE C-231 Comandos de Voz y Reconocimiento Facial para Aplicaciones de Realidad
Aumentada, el desarrollo de un prototipo demostrador en el contexto de la emergentología.
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El plan de trabajo se enmarca en las investigaciones que se desarrollan en el Proyecto 11–F023, ’Metodologías, 
Técnicas y Herramientas de Ingeniería de Software en Escenarios Híbridos. Mejora de Proceso’. El trabajo se realiza 
en el marco del Doctorado en Ciencias Informáticas de la Facultad de Informática de la UNLP. 
La tesista contó con una beca Doctoral CONICET. Al mismo tiempo, esta línea de I+D forma parte de la agenda de 
cooperación con la Universidad de Zaragoza, específicamente con el Grupo de Informática Gráfica Avanzada GIGA 
Affective Lab, con el que se realizan acciones conjuntas sobre nuevos paradigmas de interacción persona-ordenador 




El área de interacción persona–ordenador ha despertado el interés de los investigadores y convoca la mirada de 
diferentes disciplinas tales como la Psicología Cognitiva, la Educación, la Comunicación, el Diseño, y las Ciencias 
de la Computación. Se encuentra en continua evolución, teniendo como una de sus metas buscar las mejores 
alternativas para la interacción entre las personas y los entornos digitales (Artola, Sanz, Baldassarri, y cols., 2016). 
Así, las interfaces de líneas de comando (Command Line Interface-CLI), dieron paso a las interfaces gráficas de 
usuario (Graphical User Interface-GUI) y hoy día ya se habla de un conjunto de paradigmas y estilos de interacción 
que han sido agrupados dentro de la categoría de Interfaces Naturales (Natural User Interface-NUI). Las ideas de 
Weiser (1999) sobre la Computación Ubicua, las de Ishii y Ullmer (1997) sobre la Interacción Tangible (IT) y el 
surgimiento de las NUI han dado lugar a que el usuario pueda controlar una aplicación de cualquier tipo, a través de 
una interfaz invisible que resulte intuitiva, fácil de aprender y que permite ser accedida a través de la voz, gestos, 
movimientos corporales, o movimientos de objetos del entorno que son interpretados como comandos de entrada 
para la aplicación (Diego-Mendoza, Márquez-Domínguez, y Sabino-Moxo, 2014).  
Esta tesis propone ser un aporte al área específica de interacción persona–ordenador, y en particular para la 
investigación y prácticas vinculadas a sistemas basados en interacción tangible, considerando específicamente sus 
posibilidades para escenarios educativos. 
El término Interfaz de Usuario Tangible fue acuñado por Hiroshi Ishii, científico y programador, director del proyecto 
’Bits Tangibles’ (Tangible Bits), en funcionamiento desde el año 1995, en el Massachussets Institute of Technology 
(MIT). En 1995, junto a Fitzmaurice (Fitzmaurice, Ishii, y Buxton, 1995) introdujeron la noción de una interfaz 
aprehensible. Unos años más tarde, en 1997, Ishii y sus estudiantes presentaron una visión más completa en su trabajo 
Tangible Bits (Ishii y Ullmer, 1997). El proyecto Tangible Bits busca volver tangible la información digital, 
asociando los bits con objetos físicos cotidianos y superficies arquitectónicas. El objetivo del proyecto consiste en 
reducir la brecha existente entre las personas, la información digital y el entorno, así como abordar las nociones de 
centro y periferia en las actividades humanas. El resultado es un nuevo tipo de interfaz que se encarna en el ambiente 
(Ishii y Ullmer, 1997). 
Las interfaces basadas en IT permiten que, a través del uso de objetos cotidianos, se interactúe con una aplicación 
informática. Estas interfaces hacen hincapié en la percepción multisensorial y en volver tangible la información 
digital. 
A lo largo de los años, diferentes marcos de diseño se han aplicado al desarrollo de sistemas basados en IT. De esta 
forma se ha ido abriendo la puerta a nuevas formas de relacionarlos con los procesos de enseñanza y aprendizaje 
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(Marshall, Price, y Rogers, 2003; Price, 2008). Las teorías del aprendizaje cognitivistas y constructivistas permiten 
dar un sustento y un valor a la IT en escenarios educativos. Esta justificación abarca conceptos teóricos y prácticas 
de participación, de exploración y construcción de modelos, la actividad colaborativa entre estudiantes, entre otros. 
Entre los diversos argumentos que se han planteado se puede nombrar: la generación de metáforas (Antle, Droumeva, 
y Corness, 2008; Bakker, Antle, y Van Den Hoven, 2012), la posibilidad de centrar la atención en la tarea (Marshall, 
2007), la inclusión de un canal adicional (táctil) para transmitir/percibir información (Dillenbourg, 2016), el 
razonamiento del mundo a través del descubrimiento y la participación (Zuckerman y cols., 2005; Marshall, 2007), 
la mejora de la memoria a través de la acción física, la incitación a la interacción social y a la colaboración 
(Hornecker, 2002), por mencionar algunos. El aprendizaje mediado por objetos tangibles además tiene el potencial 
para permitir que los niños combinen y recombinen lo conocido y familiar en formas nuevas y desconocidas (Antle, 
2007; Antle y Wise, 2013; Price, 2008; Manches, O’Malley, y Benford, 2010; Price, Rogers, Scaife, Stanton, y Neale, 
2003; Marshall, 2007; Martinez-Maldonado y cols., 2013) 
Un gran potencial de la IT en el ámbito educativo puede encontrarse en las tabletops. Estas arquitecturas son 
superficies horizontales (mesas) aumentadas computacionalmente que permiten apoyar objetos físicos. Sus 
principales beneficios se encuentran relacionados con la motivación, el disfrute, el aprendizaje, el involucramiento, 
la tangibilidad, la multimodalidad y la posibilidad de realizar y enriquecer tareas colaborativas. Desde sus inicios se 
han realizado numerosas experiencias que muestran buenos resultados en diversos dominios. 
La creación de aplicaciones basadas en IT enfrentan al momento múltiples desafíos. Uno de estos desafíos es facilitar 
la participación de expertos no técnicos en el desarrollo de este tipo de aplicaciones. Es así, que han comenzado a 
gestarse herramientas que facilitan el proceso de creación de actividades basadas en IT para usuarios sin 
conocimientos en programación, de manera tal de que puedan tomar decisiones de diseño vinculadas a las 
interacciones entre objetos físicos e información digital. Estas herramientas varían en sus objetivos, en el grupo 
destinatario y en las posibilidades que ofrece cada una. Este escenario ha dado pie a una de las motivaciones 
principales de este trabajo. Así, esta tesis se enfoca en el área de la Interacción Tangible aplicada al escenario 
educativo, y en particular en poder acercar estas tecnologías a los docentes para el diseño de actividades educativas 
basadas en IT. 
Las motivaciones que impulsan este trabajo se vinculan entonces con: 
● La importancia de los sistemas IT, como eslabón evolutivo en el campo de la interacción persona-ordenador, y 
sus posibilidades ya evidenciadas en situaciones educativas, lo que invita a profundizar la investigación en el 
área. 
● La necesidad de involucrar aún más a los expertos en el dominio en el contexto de creación de actividades basada 
en IT. 
● La creencia de que una herramienta de autor, que se oriente al diseño y desarrollo de actividades IT, 
especialmente educativas, constituye un aporte a la comunidad y al área, ya que posibilita que los expertos en el 




Este trabajo ha tenido como objetivo investigar sobre la Interacción Tangible en el escenario educativo y desarrollar 
tecnología basada en esta forma de interacción para su aplicación en procesos de enseñanza y aprendizaje.  
 
Para tal fin, se elaboraron una serie de objetivos específicos que se listan a continuación: 
 
1. Estudiar el concepto de IT, sus características, y marcos teóricos y descriptivos existentes, en general y en 
relación al ámbito educativo. 
2. Componer un estado del arte en relación a las interfaces de interacción tangible en el escenario educativo. 
Estudiar buenas prácticas por parte de diseñadores y docentes que estén trabajando en esta temática. 
3. Diseñar y desarrollar una herramienta de autor que permita la construcción de actividades educativas digitales 
basadas en el paradigma de interacción tangible. 
4. Generar un estudio de caso que permita relevar las opiniones y aceptación de los docentes en el uso de este tipo 
de herramienta de autor. 
5. Analizar los resultados obtenidos del estudio de caso, de manera tal de lograr el uso efectivo de la herramienta 
de autor en escenarios educativos específicos, mediante un plan de difusión que se conformará como parte de 
este trabajo. 
 
Para guiar esta investigación se plantearon doce (12) preguntas de investigación: 
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 P1.  ¿En qué contexto surge la propuesta de IT? 
 P2.  ¿Cuáles son las principales motivaciones para el desarrollo de la IT? 
 P3.  ¿Cómo propone la relación entre el mundo físico y el mundo digital? 
 P4.  ¿Qué relaciones se establecen entre objetos físicos y digitales en los diferentes marcos conceptuales de IT? 
 P5.  ¿Cuáles son los marcos que orientan diseño aplicaciones basadas IT? 
 P6.  ¿Cuáles son los marcos teóricos que vinculan la IT con el área educativa? 
 P7.  ¿Qué aportes realiza la IT en los procesos de enseñar y aprender? 
 P8.  ¿Qué tipos de experiencias educativas se están desarrollando con IT, y en particular, sobre tabletops? 
 P9.  ¿Qué consideraciones son necesarias al momento de diseñar y desarrollar aplicaciones basadas en IT, y en 
particular sobre tabletops? 
 P10.  ¿Qué herramientas se encuentran disponibles para que personas no expertas puedan desarrollar 
aplicaciones basadas en IT? 
 P11.  ¿Cuáles son las necesidades aún no atendidas por este tipo de herramientas para el desarrollo de 
actividades educativas basadas en IT? 





A continuación se mencionan los aportes relacionados a los objetivos específicos planteados. 
 
1. Estudiar el concepto de IT, sus características, y marcos teóricos y descriptivos existentes, en general y en 
relación al ámbito educativo. 
 
● Se realizó una indagación sobre diferentes paradigmas IPO. Se puso mayor énfasis en el estudio de la IT, por ser 
el tema de interés en este trabajo. Se recuperaron conceptos e ideas clave que han motivado el surgimiento de la 
IT y su evolución. 
● Se abordó el estudio de 20 marcos que proponen categorías, pautas y orientaciones de diseño de aplicaciones 
basadas en este paradigma, y que permiten definir a la IT y analizarla desde diversos puntos de vista. Se 
presentaron estos marcos agrupados por diferentes categorías. A partir del análisis se generó un mapa conceptual 
que busca organizar lo presentado por diferentes autores de referencia en el área. El mapa y la categorización 
propuesta resultan en un aporte. 
 
2. Componer un estado del arte en relación a las interfaces de interacción tangible en el escenario educativo. 
Estudiar buenas prácticas por parte de diseñadores y docentes que estén trabajando en esta temática. 
 
● Se elaboró un estado del arte, a partir de un proceso de revisión sistemática de bibliografía, recuperando 
experiencias de actividades basadas en IT sobre tabletops de los últimos 10 años. Esta revisión permitió conocer 
distintos dominios en los cuales la IT se ha aplicado y los beneficios encontrados en cada una, destacándose 
algunas buenas prácticas encontradas. Se analizó así un total de 63 experiencias que, en general, han demostrado 
éxito al alcanzar los objetivos planteados por los investigadores de cada una. 
 
3. Diseñar y desarrollar una herramienta de autor que permita la construcción de actividades educativas digitales 
basadas en el paradigma de interacción tangible. 
 
● Se abordó un estudio que recupera un estado del arte de las herramientas para la creación de aplicaciones basadas 
en IT con la finalidad de conocer las características y descubrir vacancias en relación a los aspectos deseados. 
Se consideraron 7 herramientas para su análisis siguiendo una serie de criterios retomados de (Tetteroo y cols., 
2013; Sanz, Artola, y cols., 2017). Entre las aplicaciones analizadas pudo notarse algunas vacancias relacionadas 
con el empaquetamiento de diferentes tipos de actividades secuenciadas en forma de proyecto y con la 
posibilidad de exportar las aplicaciones con estándares que faciliten su acceso y su reutilización por parte de la 
comunidad educativa.  
  
● Se presentó una descripción del diseño y el desarrollo de la herramienta de autor, EDIT, propuesta en el marco 
de esta tesis como uno de los principales aportes que realiza. La herramienta propone atender aspectos no 
abordados por las herramientas analizadas.  
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4. Generar un estudio de caso que permita relevar las opiniones y aceptación de los docentes en el uso de este tipo 
de herramienta de autor. 
 
5. Analizar los resultados obtenidos del estudio de caso, de manera tal de lograr el uso efectivo de la herramienta 
de autor en escenarios educativos específicos, mediante un plan de difusión que se conformará como parte de 
este trabajo. 
 
● Se llevó a cabo un estudio de caso para validar la aceptación de la EDIT por parte de los docentes, sus opiniones, 
percepciones y reflexiones acerca de la IT en contextos educativos. Se trabajó con una metodología, en la cual 
se invitó a docentes a utilizar EDIT. El objetivo del estudio fue analizar la aceptación de EDIT por parte de los 
docentes como una tecnología para la creación de actividades educativas basadas en IT. La aceptación de EDIT 
se estudió en base a una adaptación del Modelo de Aceptación de la Tecnología (TAM) realizada por Teo (2009). 
Se trabajó con una muestra de 38 docentes que se desempeñan en diversos niveles educativos. Los resultados 
mostraron una alta aceptación por parte de los docentes que participaron de las experiencias en relación a 





El presente trabajo ha tenido como objetivo investigar sobre la Interacción Tangible en el escenario educativo y 
desarrollar tecnología basada en esta forma de interacción para su aplicación en procesos de enseñanza y aprendizaje. 
Para tal fin, se elaboraron una serie de objetivos específicos, mencionados previamente. 
El primer objetivo se trabajó mediante una indagación acerca de los diferentes paradigmas de interacción, que han 
surgido a lo largo de la evolución de las interfaces. Se puso mayor énfasis en el estudio de la IT, por ser el tema de 
interés en este trabajo. Se realizó una introducción a la evolución de las interfaces, y luego, un estudio de diversos 
marcos que proponen categorías, pautas y orientaciones de diseño, y que permiten definir a la IT y analizarla desde 
diversos puntos de vista. El segundo objetivo se aborda con una revisión sistemática de bibliografía, recuperando 
experiencias de actividades basadas en IT sobre tabletops de los últimos 10 años. Esta revisión permite conocer 
distintos dominios en los cuales la IT se ha aplicado y los beneficios encontrados en cada una, destacándose algunas 
buenas prácticas encontradas. Para el tercer objetivo fue necesario realizar un estudio acerca del estado del arte de 
las herramientas de autor para la creación de aplicaciones basadas en IT. Esto tuvo como finalidad conocer las 
características de las herramientas desarrolladas y descubrir vacancias en relación a los aspectos deseados. En base a 
estas vacancias se diseñó y desarrolló una herramienta de autor, EDIT. Finalmente, se realizó un estudio de caso para 
validar la aceptación de EDIT por parte de los docentes, sus opiniones, percepciones y reflexiones acerca de la IT en 
contextos educativos. 
Las respuestas a las preguntas de investigación presentadas anteriormente permiten arribar a algunas conclusiones 
que se presentan a continuación. 
El surgimiento de la IT se relaciona con la evolución de las interfaces, que ha avanzado desde las basadas en comando 
(CLI), a las GUI, y luego a las naturales (NUI). Esta evolución ha motivado el auge de paradigmas de realidad híbrida 
o combinada. La IT nace del trabajo de Ishii y Ullmer (1997) y presenta sus bases en las tendencias de la Computación 
Ubicua y la RA. Promueve un importante cambio en el diseño de interfaces de usuario, y el modo de interactuar con 
sistemas informáticos. El objetivo de este nuevo tipo de interfaz fue potenciar la colaboración, el aprendizaje y la 
toma de decisiones a través de la tecnología digital, y aprovechar las habilidades naturales de los usuarios para 
manipular objetos y materiales físicos. 
La IT permite crear relaciones entre el mundo físico y el mundo digital que puede abordarse desde distintos puntos 
de vista, de acuerdo al marco conceptual que se utilice. Se observó que los primeros trabajos se han centrado en el 
desarrollo técnico, las descripciones taxonómicas y los marcos teóricos. Con el tiempo, se visualiza una tendencia a 
avanzar en el campo y la exploración de la aplicación de ideas teóricas en diseños concretos y estudios empíricos que 
investigan sistemáticamente los supuestos beneficios de tales diseños. Algunos de los marcos se relacionan con las 
interfaces tangibles para escenarios educativos, relacionándolos con otros previos, y proponiendo  categorías, pautas 
y orientaciones para el diseño de actividades educativas. Estos marcos atienden a las operaciones cognitivas 
involucradas, tipos de feedback según grupos destinatarios, objetivos que pueden alcanzarse, entre otros. A partir del 
análisis realizado, se generó un mapa conceptual que busca organizar todos los aportes realizados por diferentes 
autores de referencia en el área. Se distinguen 4 categorías de interés: la relación entre los objetos físicos y el entorno 
(Ullmer y Ishii, 2001; Shaer y cols., 2004), las relaciones entre objetos físicos e información digital (Shaer y cols., 
2004; Ullmer y Ishii, 2001; Van Den Hoven y Eggen, 2004; Koleva y cols., 2003), las conceptualización de la entrada 
y la salida (Fishkin, 2004), y los tipos de objetos físicos de acuerdo a su metáfora en el entorno digital (Underkoffler 
y Ishii, 1999; Holmquist y cols., 1999; Van Den Hoven y Eggen, 2004; Antle, 2007). Respecto al diseño de 
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aplicaciones basadas en IT, 7 de los marcos estudiados ofrece guías, heurísticas y/o buenas prácticas de diseño. Tal 
es el caso de (Dourish, 2001; Hornecker y Buur, 2006; Sharlin y cols., 2004; Jacob y cols., 2008; Rogers, Scaife, 
Harris, y cols., 2002; Benford y cols., 2005; Wensveen y cols., 2004). Algunos de ellos han considerado la relación 
acción/efecto, y han resultado de interés para la creación de la herramienta de autor propuesta en esta tesis. Se puso 
especial énfasis en la revisión de trabajos enfocados en aplicaciones basadas en IT para el área educativa, de acuerdo 
a las preguntas de investigación P6, p7, P8 y P9. Se analizaron y categorizaron 6 marcos que aportan fundamentos y 
guías de diseño para la integración de la IT en experiencias educativas.  
Las 63 experiencias educativas basadas en IT sobre tabletops estudiadas han demostrado éxito al alcanzar los 
objetivos planteados por los investigadores de cada una. Una de las conclusiones a las que se arribó, es que las 
aplicaciones abarcan dominios muy diversos como la Biología, la Química, la Programación, las Matemáticas, la 
Terapia ocupacional, las Artes, etc. Entre los resultados reportados por los autores de estos trabajos se manifiesta que 
han favorecido múltiples aspectos tales como la colaboración, la motivación, entre otros. Cada uno de estos aspectos 
fue fomentado a través de distintas actividades que fueron diseñadas en función de las metas planteadas (por ejemplo, 
el uso de objetos físicos específicos para fomentar la colaboración). Un aspecto a destacar es que el diseño y el 
desarrollo de estas experiencias, en muchos casos, involucraron la participación de los expertos en dominios 
específicos y a los usuarios finales, llevando adelante estrategias de diseño participativo. Esta situación ha llevado a 
investigar un conjunto de trabajos y proyectos en los que se proponen herramientas para la creación de aplicaciones 
IT, orientadas a usuarios sin conocimientos en programación (expertos en el dominio de la aplicación). 
Las herramientas de autor analizadas permitieron conocer su disponibilidad, tecnología subyacente, modo en el que 
permite la tarea de creación, y los aspectos de personalización que posibilita. Las principales vacancias observadas 
se relacionan con la posibilidad de crear proyectos que incluyan una secuencia de actividades, y exportar dichos 
proyectos siguiendo estándares para poder encontrarlos y compartirlos con la comunidad. 
A partir de los resultados del análisis de las herramientas de autor se realizó el aporte central de esta tesis que consiste 
en una herramienta de autor EDIT, que posibilita crear actividades educativas basadas en IT, secuenciadas según las 
necesidades del docente e integradas en un proyecto. EDIT fundamenta su diseño en varios de los marcos revisados 
y en modelos de herramientas de autor orientadas a la creación de materiales educativos. Para evaluar EDIT se 
consideró la aceptación de esta herramienta tecnológica por parte de los docentes como un indicador de su intención 
de uso. Al mismo tiempo, se analizaron las opiniones, percepciones y reflexiones de los docentes en relación a la IT 
en el campo educativo.  
Los resultados permitieron afirmar que los docentes intervinientes, se mostraron interesados y motivados por las 
posibilidades de la IT en sus contextos educativos. Además, como resultados de las sesiones del estudio de caso, los 
docentes muestran un alto nivel de aceptación de EDIT. Una conclusión de interés a la que se arriba es que los 
participantes requirieron de la visualización de ejemplos para poder imaginar sus propias actividades educativas con 
IT. Se encontró una tendencia a creer que las aplicaciones basadas en IT favorecen situaciones de aprendizaje con 
niños, y/o en el ámbito de educación especial y no tanto con adolescentes o adultos. En general, luego de conocer 
aplicaciones basadas en IT para adolescentes o adultos, se notó un cambio en la opinión de los docentes manifestando 
la necesidad de contar con ejemplos. Los docentes finalmente indicaron creer que esta tecnología puede aportar en 
escenarios educativos de nivel primario y secundario. Resulta una necesidad así, establecer un espacio donde los 
docentes puedan compartir aplicaciones IT creadas y al cual puedan acceder, tanto para reusar aplicaciones, pudiendo 
adaptarlas a sus contextos, como para encontrar inspiración para crear sus propias aplicaciones IT.  Además, entre 
los resultados obtenidos se puede mencionar que los docentes perciben a la IT como interesante, motivadora, y como 
un nuevo desafío en el diseño de actividades para sus ámbitos educativos. Otro aspecto que fue considerado por los 
docentes en el desarrollo de este tipo de actividades educativas fue la importancia de contemplar la dinámica de las 
actividades con IT cuando se trabaja con grupos numerosos. Para profundizar el estudio acerca de la opinión y 
percepción de la IT por parte de docentes, se realizó una encuesta a 12 docentes que participaron de un curso sobre 
interfaces de RA, RV e IT. Estos datos enriquecieron los resultados previos respecto al interés y motivación por las 
posibilidades de la IT en los contextos educativos. 
Finalmente se pudo concluir que todos los docentes valoraron a EDIT como un puente para el acercamiento de la IT 
a las aulas. 
De esta manera, se considera que esta tesis ha logrado abordar el total de las preguntas de investigación planteadas 
al inicio de este recorrido y constituye un aporte al área de Interacción Tangible, en particular aplicada en el ámbito 
de la educación. 
 
LÍNEAS DE TRABAJO FUTURO 
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Se planea evolucionar hacia la siguiente versión de EDIT incorporando nuevas plantillas que habiliten la creación de 
otros tipos de actividades basadas en IT. También se planea atender a las propuestas realizadas por los docentes 
participantes de las sesiones del estudio de caso, tales como incorporar más guías y ayudas, y generar algunas alertas 
adicionales en la plantilla de asociación, entre otras. 
Un aspecto central es la creación de un entorno o comunidad donde los docentes puedan compartir las aplicaciones 
IT, para fomentar la divulgación de esta tecnología. Al mismo tiempo, dejar disponible EDIT y su código fuente para 
socializar este proyecto y continuar con el objetivo de acercar la IT a los contextos educativos. En este sentido, cabe 
resaltar que la necesidad de contar con una tabletop se vuelve un aspecto de limitación en algunos casos, aunque en 
otros se ha visto predisposición y entusiasmo por construir una para la institución educativa. 
Una línea que se deja abierta para su profundización es la de integrar como parte de la herramienta EDIT diferentes 
niveles de usuarios y posibilitar para aquellos más expertos el diseño del comportamiento de objetos activos. 
Finalmente, se propone avanzar en las tareas de difusión de la IT para Educación, a través de talleres y espacios de 
divulgación. 
En relación a los aspectos teóricos, se abre la puerta para trabajar en la profundización de los marcos de diseño de 
aplicaciones IT, especialmente, relacionados con el ámbito educativo. Además, de considerarlos en el desarrollo de 
nuevas aplicaciones. 
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La presente tesis doctoral aborda la problemática de la incertidumbre existente en todo 
sistema de predicción, focalizando en el desarrollo de métodos de reducción de 
incertidumbre aplicados a la predicción de fenómenos naturales. Debido a que estos 
fenómenos suelen causar gran impacto en las comunidades, la flora y la fauna, el 
ecosistema, entre otros, los sistemas de predicción deben proporcionar respuesta en el 
menor tiempo posible. Por estos motivos, los métodos propuestos han sido desarrollados 
utilizando capacidades de alto rendimiento. El primer método desarrollado en esta tesis 
(ESS-IM), comenzó con el objetivo de lograr una mejora a una metodología previamente 
desarrollada denominada ESS (Sistema Estadístico Evolutivo). Específicamente se 
trabajó en el incremento del paralelismo de la metaheurística interna, incorporando una 
arquitectura basada en modelo de islas bajo un esquema de migración. Este desarrollo 
logró incrementar la capacidad de búsqueda de la metaheurística interna, impactando de 
forma directa en un incremento en la calidad de predicción del método. En la validación, 
ESS-IM fue aplicado en una serie de casos de quemas controladas e incendios forestales. 
Es importante destacar que, en forma conjunta al desarrollo de la tesis, se llevaron a cabo 
diferentes investigaciones complementarias, tales como: estudios de sintonización de 
parámetros, desarrollo de un sistema de generación de mapas de incendios forestales a 
partir de imágenes satelitales, diseño de una red inalámbrica de sensores como sistema de 
alerta temprana, entre otros. Finalmente, en la última etapa de la tesis, se implementó una 
versión híbrida basada en metaheurísticas evolutivas bajo una estrategia colaborativa 
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basada en islas. El método HESS-IM, se implementó de forma heterogénea (a nivel de 
hardware), logrando que los resultados obtenidos incrementen la calidad de predicción y 
eficiencia del método. 
 
Palabras clave: reducción de incertidumbre, paralelismo, computación de alto 
rendimiento, metaheurísticas evolutivas híbridas poblacionales. 
 
1. Introducción 
Los modelos se han convertido en uno de los principales instrumentos de la ciencia 
moderna, éstos suelen utilizarse en la representación de gran cantidad de sistemas físicos 
(Stanford University & Center for the Study of Language and Information (U.S.), 1997), 
inclusive en el ámbito de la ciencia ambiental para efectuar predicciones. La modelización 
puede ser vista como el establecimiento de relaciones semánticas entre la teoría y los 
fenómenos u objetos. Generalmente, los modelos representan alguna situación real, pero 
de manera incompleta e inexacta; esto permite realizar estudios de sistemas complejos de 
forma aproximada. Usualmente, los modelos deben ser alimentados con parámetros de 
entrada, los cuales brindan la información necesaria con la cual es posible determinar las 
condiciones iniciales del fenómeno bajo estudio, y de esta manera estimar sus posibles 
variaciones en el tiempo. Esto se conoce como “salida del modelo”, la cual representa la 
evolución del sistema a lo largo del tiempo. 
Cuando se lleva a cabo el estudio de un fenómeno complejo mediante la simplificación 
de la realidad, usando modelos, éstos pueden verse afectados debido a la calidad de la 
información con que dicho modelo es alimentado. Es decir, el mero hecho de simplificar 
un fenómeno físico para poder representarlo mediante un modelo implica pérdida de 
precisión, exactitud y certeza, respecto del comportamiento real del fenómeno. Si junto a 
esto se considera que dicho modelo “simplificado” es alimentado con información 
incompleta o de baja calidad, evidentemente tendremos resultados no del todo 
satisfactorios y distantes de la realidad. 
Esta problemática, que surge a partir de la falta de precisión o exactitud en los 
parámetros de entrada de un modelo, se conoce como incertidumbre. Como bien se 
menciona en (Ishigami & Homma, 1990): “cuando se analizan sistemas complejos, los 
resultados calculados incluyen incertidumbres debidas a los propios modelos 
informáticos, como así también a las existentes en los valores de las variables de entrada 
o los parámetros utilizados en el análisis. Debido a esto, es importante no solo cuantificar 
las incertidumbres de salida sino también identificar las variables de entrada dominantes 
que contribuyen a las incertidumbres de salida”.  
1.1. Motivación 
En base a esto, se puede decir que en cualquier ámbito donde se realice algún tipo de 
predicción existirá mayor o menor grado de incertidumbre (tanto se trate de un modelo 
económico, meteorológico o natural) y con ello el esfuerzo por intentar minimizar sus 
efectos negativos. Dicho en otras palabras, ante la presencia de incertidumbre (principal 
fuente de imprecisión en todo sistema de predicción), es necesario intentar eliminarla, o 
en el mejor de los casos lograr reducirla. En la literatura se utiliza el término Reducción 
de Incertidumbre o Métodos de Reducción de Incertidumbre para hacer referencia a 
aquellas técnicas o herramientas que de alguna manera permiten reducir los efectos 
causados por la falta de precisión en cualquier variable o factor de un sistema de 
predicción. El concepto de Método de Reducción de Incertidumbre (MRI o Uncertainty 
Reduction Method, URM) ha sido acuñado en el trabajo de Ishigami y Homma en 1990 
(Ishigami & Homma, 1990). 
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El concepto de MRI se utiliza en diversas áreas de la ciencia, algunos ejemplos son 
(Bartezzaghi, Verganti, & Zotteri, 1999; Hu, Mahadevan, & Ao, 2018; Kalyuzhnaya & 
Boukhanovsky, 2015; Li, Hamel, & Azarm, 2010; Purica & Bae, 2016; Qian, Li, & Yang, 
2013; Sano, Takeda, & Yamasaki, 2009; Taghribi & Sharifian, 2017). En el contexto de 
la presente tesis se ha definido un MRI de la siguiente manera: “sistema computacional 
cuyo objetivo consiste en mejorar la calidad de salida de un modelo determinado, de 
forma independiente a los datos con que éste haya sido alimentado”. Esto se logra 
mediante algún tipo de pre-procesamiento y/o pos-procesamiento de los datos de entrada 
y/o salida del modelo. Las funciones llevadas a cabo por un MRI no deben interferir con 
las operaciones internas del modelo bajo análisis, es decir, este último debe ser tratado 
como una caja negra. En este sentido podemos mencionar que la reducción de 
incertidumbre corresponde al proceso que permite minimizar los efectos negativos 
causados por la falta de precisión en las variables de entrada de un modelo determinado, 
permitiendo optimizar el funcionamiento de éste e impactando de forma positiva en la 
calidad de la salida del mismo.  La reducción de incertidumbre puede lograrse de 
diferentes maneras en función del fenómeno con el que se esté tratando, el modelo 
utilizado, la implementación realizada, etc. Por ejemplo, en la predicción meteorológica, 
la reducción de incertidumbre puede llevarse a cabo mediante la medición de variables 
atmosféricas en tiempo real (Doeswijk, 2007; Farguell et al., 2016). 
En esta tesis se abordó el desarrollo de métodos generales de reducción de 
incertidumbre que puedan ser aplicados en la predicción de diferentes fenómenos 
naturales. Puntualmente se utilizó como caso de estudio a los incendios forestales dado 
que para este tipo de fenómenos ha sido factible conseguir datos de casos de quemas, y 
además desde el contexto local, éste es uno de los fenómenos naturales que ocurren con 
mayor frecuencia. 
 
2. La problemática de los incendios forestales 
Cuando se habla de incendios forestales, comúnmente se connota con los aspectos 
negativos que éstos poseen. Sin embargo, éstos juegan un rol fundamental en los cambios 
naturales que ocurren en los ecosistemas de nuestro planeta. Los efectos del fuego, sobre 
bosques, praderas, etc., propician la diversidad de la vida vegetal y animal. Incluso ciertos 
tipos de plantas no tienen posibilidad de reproducirse sin el fuego. El fuego inicia 
procesos naturales que permiten convertir la materia orgánica en nutrientes que 
posteriormente la lluvia entrega al suelo, proporcionando un semillero fértil rejuvenecido 
para las plantas (Graham, 1999). Sin embargo, los incendios forestales fuera de control 
suelen generar grandes pérdidas y daños, destacándose entre ellos: pérdidas de vidas 
humanas, daños a la flora, la fauna y al suelo (Morgan et al., 2001). Las pérdidas 
económicas son difíciles de estimar debido a la gran cantidad de sectores que pueden 
verse afectados a corto, mediano o largo plazo, pero en general los recursos ambientales 
de toda zona afectada suelen ser considerablemente damnificados. 
Los incendios forestales afectan millones de hectáreas año tras año haciendo de estos 
fenómenos uno de los principales agentes de perturbación de los ecosistemas del planeta. 
En Argentina, según el último informe publicado por el Ministerio de Ambiente y 
Desarrollo Sustentable de la Presidencia de la Nación Argentina, año 2016 (Estadísticas 
de Incendios Forestales 2016, 2016), durante 2016 se consumieron 1.072.642 hectáreas. 
De este total un 54,74% corresponde a superficie de pastizal, un 28,04% de arbustal, un 
16,47% de bosque nativo y el resto corresponde a bosque cultivado y superficie sin 
determinar. Además, los incendios forestales ocurren con mayor frecuencia en época 
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estival, donde se incrementa la sequedad, las temperaturas y/o el viento, lo que en 
conjunto facilita la propagación del fuego destruyendo así extensas superficies.  
Debido a las pérdidas y daños que pueden producir, desde diferentes áreas de la ciencia 
se trabaja constantemente en el desarrollo de herramientas, sistemas, estrategias, etc., que 
permitan reducir los efectos negativos que éstos ocasionan. Entre estos se pueden 
encontrar: estrategias de evacuación, tecnologías para la extinción del fuego, cortafuegos, 
modelos de comportamiento, simuladores de incendios, sistemas de predicción, entre 
otros. Estas herramientas suelen utilizarse en distintas etapas del proceso de incendios 
forestales: prevención, predicción, detección y monitorización. 
 
3. Predicción de comportamiento de incendios forestales 
Tal como se mencionó previamente, en el contexto de esta tesis, se ha trabajado en el 
desarrollo de MRI aplicados a la predicción del comportamiento de los incendios 
forestales. Es decir, el proceso que consiste en intentar pronosticar el comportamiento de 
la propagación de un incendio forestal ya iniciado, con el objetivo de conocer las zonas 
que presentan mayor riesgo de ser alcanzadas por el fuego y tomar decisiones o medidas 
de acuerdo a ello. La simulación de la propagación de incendios forestales es una tarea 
difícil desde el punto de vista computacional, tanto por la complejidad involucrada en los 
modelos utilizados, como así también por la incertidumbre que afecta a este proceso. Más 
allá de la imprevisibilidad del comportamiento de los incendios forestales, la 
incertidumbre proviene de diferentes fuentes tales como: datos inexactos y/o faltantes, 
comprensión científica incompleta de la respuesta ecológica al fuego y de la respuesta del 
comportamiento del fuego a los tratamientos de mitigación, entre otros (Thompson & 
Calkin, 2011). 
El concepto general de predicción del comportamiento de incendios forestales consiste 
en un simulador de incendios (basado en algún modelo de comportamiento de incendios 
forestales), tratado como una caja negra, alimentado con ciertos parámetros de entrada 
(PE) que representan condiciones actuales del incendio, tales como: velocidad y dirección 
del viento, vegetación, características de la superficie, entre otros. El simulador necesita, 
además de los PE, la Línea de Fuego Real (LFR) del incendio en el instante de tiempo tn 
(LFRn). Una vez que el simulador es ejecutado, éste genera en su salida la predicción de 
la línea de fuego o Línea de Fuego Predicha (LFP) para el instante de tiempo posterior, 
tn+1. Por supuesto, se espera que dicha predicción tenga un alto grado de coincidencia con 
el estado real del incendio para dicho instante de tiempo (LFRn+1) de la mejor manera 
posible. Este enfoque también es conocido como predicción de un paso adelante (Nowak, 
2002). Sin embargo, debido a la complejidad e incertidumbre del modelo de 
comportamiento del fuego, la incertidumbre en los parámetros de entrada, y a que la 
predicción está basada en una única simulación, esta metodología no suele ofrecer una 
predicción lo suficientemente aproximada a la realidad como para ser considerada una 
herramienta confiable para la toma de decisiones. Algunos ejemplos de predicción clásica 
son (Andrews et al., 2008; DX, PR, & L, 1998; Finney, 1998; Heinsch & Andrews, 2010; 
Lopes, Cruz, & Viegas, 2002; Wallace, 1993). Las limitaciones presentes en el enfoque 
de predicción clásica han hecho evidente la necesidad de incorporar técnicas de reducción 
de incertidumbre que permitan mejorar el rendimiento (en calidad y tiempo de respuesta) 
de los sistemas de predicción actuales.  En este contexto, los desarrollos de los MRI 
cobran vital importancia ya que han demostrado, tras ser aplicados en diferentes áreas de 
la ciencia, efectividad a la hora de minimizar los efectos negativos causados por las 
diferentes incertidumbres permitiendo mejorar la calidad de salida de los modelos 
tratados. Además, debido a que estos sistemas suelen trabajar con grandes conjuntos de 
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datos sobre los cuales es necesario realizar complejas operaciones, éstos sistemas suelen 
requerir de sistemas de computación de alto rendimiento (Buyya, 1999), los cuales 
permiten reducir el tiempo de procesamiento al utilizar múltiples unidades de cómputo 
en simultáneo. 
4. Contribuciones de la tesis 
La presente tesis contribuye al desarrollo de métodos de reducción de incertidumbre 
capaces de asistir y participar en el proceso de resolución de problemas de alta magnitud 
y complejidad computacional, tal como la predicción y prevención de desastres naturales. 
Este tipo de problemas puede ser clasificado en la categoría de Grand Challenge Problems 
(Wilkinson & Allen, 1999), es decir, problemas de alta complejidad, y a la vez 
importantes (desde el punto de vista social y económico) donde se requieren varios 
órdenes de magnitud de recursos para resolverlos. 
Los métodos desarrollados, si bien han sido concebidos como generales (ya que 
podrían ser aplicados a diferentes fenómenos naturales con características de 
propagación), fueron validados tras su aplicación en la predicción del comportamiento de 
incendios forestales. Los métodos desarrollados pertenecen a la categoría de Métodos 
Guiados por Datos con Solución Múltiple Solapada (DDM-MOS, Data Driven Methods 
with Multiple Overlapping Solutions) (Germán. Bianchini, 2006), a la cual también 
pertenecen los métodos: S2F2M (Germán Bianchini, Denham, Cortés, Margalef, & Luque, 
2010), ESS (G. Bianchini, Caymes-Scutari, & Méndez-Garabetti, 2015) y ESSIM-DE 
(Tardivo, Caymes-Scutari, Méndez-Garabetti, & Bianchini, 2018). Es importante resaltar 
que esta tesis ha permitido incrementar dos de las características principales de este tipo 
de metodologías, a saber: a) la calidad de predicción, y b) el tiempo de respuesta, esto 
mediante la utilización de metaheurísticas híbridas paralelas (Alba, Luque, & 
Nesmachnow, 2013) en conjunto con técnicas de análisis estadístico y computación de 
alto rendimiento. 
Métodos desarrollados: 
 ESS-IM (M. Méndez-Garabetti, Bianchini, Caymes-Scutari, & Tardivo, 2016): 
Desarrollo del método de reducción de incertidumbre denominado Sistema Estadístico 
Evolutivo con Modelo de Islas (Evolutionary Statistical System with Island Model, 
ESS-IM). Este método ha sido aplicado a la predicción del comportamiento de 
incendios forestales, logrando incrementar considerablemente la calidad de 
predicción, respecto de metodologías previas. Dicha mejora es lograda mediante el 
incremento del paralelismo de la metaheurística interna. 
 HESS-IM (Miguel Méndez-Garabetti, Bianchini, Tardivo, Caymes Scutari, & Gil 
Costa, 2017): Desarrollo del método de reducción de incertidumbre denominado 
Sistema Estadístico Híbrido Evolutivo con Modelo de Islas (Hybrid Evolutionary 
Statistical System with Island Model, ESS-IM). Este desarrollo, también aplicado a la 
predicción del comportamiento de incendios forestales, ha permitido incrementar tanto 
la calidad de predicción como el tiempo de respuesta. Esto ha sido posible mediante la 
utilización de un esquema híbrido a nivel de la técnica de optimización basada en 
metaheurísticas, y uno heterogéneo a nivel de utilización de hardware. Para ello el 
método implementa un framework capaz de operar con diferentes metaheurísticas de 
forma colaborativa (conformando así una metaheurística híbrida) y el paralelismo 
necesario ha sido implementado basado en una arquitectura heterogénea CPU-GPU. 
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5. Sistema Estadístico Híbrido Evolutivo con Modelo de Islas (HESS-IM) 
HESS-IM es un método general de reducción de incertidumbre que ha sido planteado 
como un framework adaptativo para la implementación de técnicas de optimización 
colaborativa basada en diferentes metaheurísticas evolutivas poblacionales. De esta 
manera, HESS-IM permite vincular n metaheurísticas evolutivas para resolver de forma 
colaborativa la optimización de soluciones del método de predicción. HESS-IM 
implementa una metaheurísticas híbrida basada en tres metaheurísticas poblacionales 
evolutivas: a) Algoritmos Evolutivos, b) Evolución Diferencial y c) Optimización por 
Cúmulo de Partículas, bajo un esquema de colaboración basado en migraciones. Desde el 
punto de vista de paralelismo se utiliza MPI conjuntamente con CUDA (David B. Kirk, 
2013) para lograr reducir el tiempo de procesamiento.  
 
Figura 1 - HESS-IM: Sistema Estadístico Híbrido Evolutivo con Modelo de Islas. SI: 
simulador de incendios; MM: etapa metaheurística en master; MW: etapa metaheurística en 
worker (evaluación de fitness); EO: etapa de optimización; EE: etapa estadística; BKign: 
búsqueda de Kign; Kign: valor clave de ignición; FF: función de fitness; EC: etapa de 
calibración; EP: etapa de predicción; LFP: línea de fuego predicha; LFRx: línea de fuego 
real en tiempo x; VP: vector de parámetros de entrada; EEM: etapa estadística en proceso 
monitor; mp: mapa de probabilidad. 
 
La técnica de optimización de HESS-IM se implementa en un esquema de 
paralelización basado en islas con doble jerarquía master-worker. Este esquema permite 
a cada isla operar con una metaheurística diferente sobre el mismo espacio de búsqueda, 
intercambiando entre sí soluciones candidatas cada cierto intervalo de tiempo, o a 
demanda de determinados eventos. 
Un esquema general del funcionamiento de HESS-IM se observa en la Fig. 1. La 
cadena de predicción comienza en el proceso Monitor, éste envía a cada una de las n islas 
dos conjuntos de datos iniciales: a) conjunto de datos del incendio: un mapa con el frente 
de fuego real, intervalos de tiempo a considerar para cada paso de predicción, valores y 
rangos para cada parámetro de entrada del modelo, y b) conjunto de datos de las 
metaheurísticas: cantidad de islas, metaheurística que cada isla deberá utilizar, cantidad 
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de workers por isla, parámetros de migración, parámetros propios de cada metaheurística, 
etc. 
Dichos conjuntos de datos son recibidos por el proceso master de cada isla, donde se 
instancia la Etapa de Optimización EOmaster, que da inicio a la metaheurística requerida 
por el proceso monitor, ya sea: EA, DE o PSO.  Dicho procesamiento se realiza en la 
Etapa Metaheurística, la cual se encuentra dividida en dos subetapas: por un lado, la Etapa 
Metaheurística, del proceso master MM, y por el otro, la Etapa Metaheurística de los 
procesos workers MW. La etapa MM realiza diferentes operaciones dependiendo del 
momento en que se encuentre operando el método y en función de la metaheurística 
configurada en dicha isla. Sin embargo, existen ciertas funciones que todas las islas 
realizan en común tales como:  
 
1. Inicialización de la población: al inicio del proceso de predicción, esta etapa se encarga 
de inicializar la población de individuos y de enviar los mismos a los workers para que 
éstos sean tratados. 
2. Migración de individuos: mientras los workers procesan a los individuos, la etapa MM 
lleva a cabo la migración de individuos hacia las islas vecinas. La migración se realiza 
en función de la topología de comunicación y tipo de migración configurada. Esta 
última puede ser: a) con mayor frecuencia entre islas que operen con la misma 
metaheurística, o b) con un único valor de frecuencia para todas las islas. 
3. Evolución de la población: cuando se alcanza la cantidad máxima de iteraciones o el 
umbral de aptitud, dentro de cada iteración, se realiza la evolución de la población 
hacia la próxima generación evolutiva. 
4. Finalización y envío: cuando la población ha evolucionado, cumpliendo la condición 
de finalización, se envía, desde la etapa MM la población final de individuos hacia la 
Etapa de Calibración (ECmaster). 
Por su lado, los workers tienen como función principal evaluar la aptitud de cada 
individuo mediante la utilización del simulador de comportamiento de incendios 
forestales (SI). Dicho simulador está basado en el modelo definido por Rothermel 
(Rothermel, 1972) e implementado mediante la librería fireLib (Collin D. Bevins, 1996) 
para CPU y CUDA-FGM (Sousa, dos Reis, & Pereira, 2012) para GPU, la cual 
corresponde a una implementación de firelib para GPU (Kindratenko, Enos, & Shi, 2009; 
Tsutsui & Collet, 2013). 
El cálculo de la evaluación de aptitud en el instante ti necesita contar con la línea de 
fuego real del incendio (LFR) en ti-1 (es decir, LFRi-1) y los valores de los parámetros de 
entrada, los cuales se almacenan en los vectores de parámetros (VP) (los individuos de la 
población). La función de aptitud utilizada para determinar la calidad de cada individuo 
está basada en el índice de Jaccard (Real & Vargas, 1996). Esta función permite comparar 
el mapa simulado con el mapa real en ti (LFRi) y, en función de la diferencia entre los 
dos mapas, se determina el valor de aptitud para cada individuo. La Etapa de Calibración 
del proceso master (ECmaster) calcula un mapa de probabilidad en función de todos los 
individuos de la población final. Dicho mapa se utiliza para obtener el valor clave de 
ignición (Key Ignition Value, Kign), el cual representa el patrón de comportamiento del 
incendio y es obtenido en la etapa Búsqueda del Kign (BKign). 
Para cada instante de tiempo i, cada isla j genera un Kign(t_i,j) y un mapa de probabilidad 
mp(t_i,j), los cuales son enviados a la etapa de calibración del proceso monitor (ECMonitor). 
El primero es enviado a ECMonitor en ti+1 y el segundo a ECMonitor en ti. Éstos valores 
finalmente son ingresados en la etapa de predicción (EP) la cual realiza el cálculo de 
predicción (línea de fuego predicha, LFP) para el próximo instante de tiempo LFRi+1. 
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Debido a esto HESS-IM no genera predicción en el primer instante de tiempo, ya que en 
dicho momento se calcula el primer Kign. 
Es importante tener en cuenta que la hibridación tiene en consideración las diferentes 
velocidades de los algoritmos, con el propósito de que todas las metaheurísticas avancen 
al mismo tiempo. Se estudiaron configuraciones de cada metaheurística con el objetivo 
de garantizar dicho fin, aunque de igual manera los intercambios de información entre las 
islas se realizan de manera asincrónica, evitando de este modo cualquier problema por 
desacoplamiento de velocidades. 
6. Resultados obtenidos 
La hibridación implementada en HESS-IM utilizando tres metaheurísticas 
poblacionales evolutivas ha permitido mejorar el optimizador del método incrementando 
la calidad de predicción en una serie de 6 casos que quemas controladas y 3 incendios 
forestales reales. La hibridación se ve mejorada utilizando un esquema de migración 
basado en topología de anillo entre diferentes metaheurísticas utilizando una 
configuración de parámetros clásica. La metodología ha sido validada aplicando la misma 
sobre casos de quemas controladas como así también en casos de incendios forestales. La 
implementación CPU-GPU del método ha permitido mejorar también el rendimiento del 
método en términos de tiempo de ejecución, siendo este un factor de suma importancia 
en los sistemas abocados a resolver problemáticas con gran impacto social. 
7. Conclusiones y trabajo futuro 
En esta tesis se ha trabajado en el tratamiento de la reducción de incertidumbre en 
relación a los métodos de predicción y prevención de desastres naturales. Puntualmente 
se ha abordado como caso de estudio la problemática de los incendios forestales, uno de 
los más grandes problemas que afecta extensas regiones a lo largo del mundo y de nuestro 
país. El problema en cuestión ha sido tratado desde diferentes perspectivas. Por un lado, 
el enfoque principal de esta tesis consistió en el desarrollo de métodos de reducción de 
incertidumbre que puedan ser utilizados para predecir el comportamiento de este 
fenómeno. Y, por otro lado, se ha avanzado en otras aristas, como el diseño de un sistema 
integral de detección, alerta temprana y predicción de incendios forestales, el cual podría 
brindar asistencia en la lucha y mitigación de incendios, como así también en la 
prevención de los mismos. Este sistema integra los métodos propuestos, con el uso de 
redes inalámbricas de sensores y un sistema de generación automática de mapas 
alimentado por imágenes satelitales. Esta línea de trabajo podría hacer posible que este 
tipo de metodologías llegasen a ser implementadas y adoptadas por entes 
gubernamentales, permitiendo de esta manera minimizar los daños causados por este 
fenómeno (esta línea se encuentra dentro del plan de trabajo futuro). 
En la presente tesis se han propuesto y desarrollado dos métodos de reducción de 
incertidumbre capaces de asistir y participar en el proceso de resolución de problemas de 
alta magnitud y complejidad computacional, tal como la predicción y prevención de 
desastres naturales. En este sentido, los métodos desarrollados fueron: a) Sistema 
Estadístico Evolutivo con Modelo de Islas (ESS-IM)1, y b) Sistema Estadístico Híbrido 
Evolutivo con Modelo de Islas (HESS-IM), los cuales han logrado mejoras considerables 
en relación a la calidad de las predicciones generadas y así también en términos de tiempo 
de respuesta, inclusive tras su aplicación con incendios forestales de gran escala. 
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Fecha de exposición 




Esta tesis tiene por objetivo principal contribuir al área conformada por la Minería de datos y el Riesgo 
Financiero especialmente en el área de crédito, disponiendo de estrategias capaces de generar 
automáticamente reglas de clasificación difusas, resultando de suma utilidad en cualquier proceso de 
toma de decisiones.  El método desarrollado denominado FRvarPSO, es capaz de operar sobre atributos 
nominales y numéricos, para obtener reglas de clasificación difusas que combina una red neuronal 
competitiva con una técnica de optimización basada en un cúmulo de partículas de población variable. 
La función de aptitud que controla el movimiento de las partículas utiliza un criterio de votación que 
pondera, de manera difusa, la participación de los atributos numéricos.   La eficiencia y eficacia de este 
método se encuentran fuertemente condicionadas por la manera en que se determinen las funciones de 
pertenencia de cada uno de los conjuntos difusos, se consideran varias alternativas entre las que 
mencionamos particionando el rango de cada atributo numérico en intervalos de igual longitud, 
centrando, en cada uno de ellos, una función triangular con un solapamiento adecuado, utilizando el 
criterio del experto, y utilizando Fuzzy C-Means para la obtención de los conjuntos difusos.  Uno de los 
principales aportes es en el área del riesgo financiero, ya que asocia el peso de la regla difusa al riesgo 
que puede asumir el usuario en la interpretación de la regla.  Los resultados obtenidos fueron 
comparados con la versión anterior sobre 11 bases de datos del repositorio UCI y 3 bases de datos reales 
del sistema financiero ecuatoriano, una de las cuales es una cooperativa de ahorro y crédito y las dos 
restantes pertenecen a bancos encargados de dar crédito de consumo productivo, no productivo y 
microcrédito.   Los resultados obtenidos fueron satisfactorios.  
 
Palabras Claves: Riesgo, Reglas de Clasificación Difusas (Fuzzy Classification Rules), Optimización 
mediante Cúmulo de partículas tamaño variable (Variable Particle Swarm Optimization), Minería de datos. 
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En los últimos años gracias al avance de la tecnología, las organizaciones han almacenado gran cantidad 
de información. Esto las ha llevado a la necesidad de incorporar técnicas que permitan procesar y obtener 
información útil de los datos. El proceso de Extracción del Conocimiento, conocido como proceso de KDD 
(Knowledge Discovery in Databases), está formado por varias fases que van desde la recolección y 
transformación de los datos hasta la identificación e interpretación de patrones o relaciones subyacentes 
sumamente útiles en la toma de decisiones. 
 
Dentro del proceso de KDD, la Minería de Datos (Data Mining) es considerada la fase más importante, ya 
que agrupa a las técnicas capaces de modelizar la información disponible. A partir del uso o comprensión 
del modelo generado es posible extraer conocimiento. Este conocimiento que se genera resulta de gran 
interés para las organizaciones, debido a que constituye una herramienta sumamente importante para la 
toma de decisiones tácticas y estratégicas, lo cual se convierte en una ventaja competitiva. 
 
Según el tipo de tarea que se quiera resolver existe en la literatura una gran cantidad de técnicas 
disponibles entre las que podemos mencionar: las algebraicas y estadísticas, estocásticas y difusas, 
técnicas bayesianas, árboles de decisión, redes neuronales artificiales, máquinas de vectores de soporte 
y técnicas de optimización entre otras. Cada una de ellas tiene características diferentes. 
 
Para poder seleccionar el tipo de técnica es necesario conocer el problema que se va a resolver teniendo 
en cuenta que no todas ellas pueden operar con datos faltantes, outliers o datos en cualquier formato. 
Por otra parte, los problemas que se abordan pueden ser de diferente tipología como, por ejemplo: 
clasificación, categorización, regresión o agrupamiento. 
 
Una característica deseable de los modelos construidos con las técnicas de la Minería de Datos es que el 
conocimiento que se extrae se exprese en términos comprensibles.  En este sentido, las reglas de 
asociación son consideradas, por quienes deben tomar decisiones, como una de las formas más 
comprensibles que puede ser utilizada para representar el conocimiento, ya que tienen la capacidad de 
explicarse por sí mismas. Una regla de asociación es una expresión de la forma ”SI condic1 ENTONCES 
condic2” donde ambas condiciones son conjunciones de proposiciones de la forma (atributo=valor) cuyos 
atributos/variables pueden ser cuantitativas o cualitativas.  Por su estructura condicional, puede 
afirmarse que el objetivo principal de una regla es identificar relaciones entre los atributos. Cuando el 
conjunto de reglas de asociación presenta en el consecuente el mismo atributo, se dice que se trata de 
un conjunto de ”reglas de clasificación”. Si a esto se le suma que las reglas de clasificación empleen lógica 
difusa a través de conjuntos difusos para describir los valores de sus atributos, se obtienen ”Reglas de 
Clasificación Difusas”, facilitando aún más su comprensión, permitiendo además el manejo de la 
incertidumbre, aproximándonos cada vez más al razonamiento humano. Tal como se menciona en 
(Terano, Asai y Sugeno, 1992), ”cuanto más humano debe ser un sistema, más lógica difusa contendrá”.  
 
La utilización de la lógica difusa para la generación de las reglas ha permitido que los investigadores 
obtengan formas de mejorar el desempeño de las metaheurísticas, básicamente para acelerar la 
convergencia y obtener una mejor calidad en las soluciones planteadas. 
 
Las reglas de clasificación difusas son reglas que tienen sentencias lingüísticas que describen la manera 
en que los sistemas de inferencia difusa toman las decisiones sobre un conjunto de variables de entrada. 
Estas reglas de clasificación poseen un antecedente formado por variables nominales y/o condiciones 
difusas, y un consecuente conocido con anticipación denominado clase. 
 
El aporte central de esta tesis es la definición de un nuevo método capaz de generar un conjunto de reglas 
de clasificación difusas de fácil interpretación, baja cardinalidad y una buena precisión. Estas 
características ayudan a identificar y comprender las relaciones presentes en los datos facilitando de esta 
forma la toma de decisiones. 
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2. FRvarPSO 
 
El conocimiento que se genera utilizando técnicas de minería de datos resulta de gran interés para las 
organizaciones, ya que les va a permitir la toma de decisiones tácticas y estratégicas, lo que se convierte 
en una ventaja competitiva. Existe un conjunto de técnicas presentes en la minería de datos, cada una de 
ellas tiene características diferentes. Para poder seleccionar el tipo de técnica es fundamental tener 
conocimiento del problema que se va a resolver. En el estado del arte se pueden encontrar referencias 
que indican que se obtienen mejores resultados cuando se utilizan modelos híbridos, aquí se enmarca el 
modelo desarrollado. 
 
El nuevo método propuesto en esta investigación se denomina FRvarPSO (Fuzzy Rules variable Particle 
Swarm Oprmization), combina una red neuronal competitiva con una técnica de optimización basada en 
cúmulo de partículas de población variable para la obtención de reglas de clasificación difusas, capaces 
de operar sobre atributos nominales y numéricos. Los antecedentes de las reglas están formados por 
atributos nominales y/o condiciones difusas. La conformación de estas últimas requiere conocer el grado 
de pertenencia a los conjuntos difusos que definen a cada variable lingüística. Esta tesis propone tres 
alternativas distintas para resolver este punto. 
 
Con respecto a la forma de obtención de las reglas, el método propuesto utiliza un proceso iterativo por 
medio del cual se van cubriendo los ejemplos de una clase a la vez hasta lograr la cobertura deseada. Por 
lo tanto, el consecuente de la regla queda determinado por la clase seleccionada y es el antecedente el 
que se extrae a través de la técnica de optimización. 
 
Cada partícula de la población utiliza una representación de longitud fija, donde sólo se codifica el 
antecedente de la regla y dado el enfoque adoptado, se efectuará un proceso iterativo asociando todos 
los individuos de la población con una clase predeterminada. El hecho de que todos los individuos 
pertenezcan a la misma clase hace innecesaria la codificación del consecuente dentro de la partícula. 
 
El proceso de extracción de cada regla inicia con la generación del cúmulo. Las posiciones iniciales de las 
partículas tienen una gran incidencia en la capacidad exploratoria de cada una de ellas. Si se encuentran 
demasiado próximas, su conocimiento social puede provocar la convergencia prematura evitando que se 
alcancen buenas soluciones. Por otro lado, si inician muy lejos del óptimo se requerirán un mayor número 
de iteraciones o pasos de búsqueda para alcanzarlo. Por todo lo anterior, se decidió utilizar una red 
neuronal competitiva para identificar las zonas más prometedoras. Esta información fue utilizada para 
inicializar el cúmulo. 
 
En lo que se refiere al tamaño de la población, se optó por un cúmulo de tamaño variable con capacidad 
para incorporar individuos en las zonas menos pobladas. Como se dijo anteriormente, en PSO las 
partículas tienden a reunirse alrededor de las buenas posiciones encontradas por sus vecinos esto hace 
que el cúmulo pierda diversidad y varias zonas del espacio de búsqueda queden despobladas. La técnica 
para modificar el tamaño de la población trabaja sobre dos conceptos: por un lado, detecta las zonas 
densas y elimina individuos muy similares y por otro identifica las zonas muy despobladas y agrega 
partículas adecuadamente. Esto permite iniciar con pocos individuos e ir modificando el tamaño de la 
población durante el proceso iterativo de búsqueda. 
 
Volviendo a la representación de la partícula, a la información referida al movimiento del individuo se le 
agregan dos cuestiones referidas a la construcción del antecedente de la regla. En primer lugar, debe 
indicarse cuáles serán los atributos que formarán parte del antecedente y esto debe hacerse utilizando 
información binaria. Por otro lado, es preciso representar el grado de pertenencia de los atributos 
originalmente numéricos en cada conjunto difuso para conocer cómo operar con las correspondientes 
variables lingüísticas, a través de una representación difusa. 
 
Uno de los aportes de esta tesis radica en la definición de la función de aptitud o fitness de cada partícula 
basada en un ”Criterio de Votación” que pondera de manera difusa la participación de las condiciones 
difusas en la conformación del antecedente. Su valor se obtiene a partir de los grados de pertenencia de 
los ejemplos que cumplen con la regla y se utiliza para reforzar el movimiento de la partícula en la 
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dirección donde se encuentra el valor más alto. Con la utilización de PSO las partículas compiten entre 
ellas para encontrar a la mejor regla de la clase seleccionada. 
 
La eficiencia y eficacia de FRvarPSO se encuentran fuertemente condicionadas por la manera en que se 
determinen las funciones de pertenencia de los conjuntos difusos. En el marco de las investigaciones de 
esta tesis se han utilizado diferentes opciones. Uno de estas opciones fue particionar el rango de cada 
atributo numérico en intervalos de igual longitud, y centrando en cada uno de ellos una función triangular 
con un solapamiento adecuado. Otra de las formas para obtener los conjuntos difusos ha sido utilizando 
el método Fuzzy C-Means. Adicionalmente, se utilizó también como técnica el conocimiento de un experto 
para la definición de los conjuntos difusos, y su correspondiente valor de pertenencia. 
 
El desempeño del método propuesto FRvarPSO fue comparado con versiones previas del mismo como 
son SOM + PSO, SOM + varPSO (PSO con población variable), LVQ + PSO, así como otros métodos de 
extracción de reglas de clasificación como PART y C4.5. Adicionalmente se comparó FRvarPSO con las 
versiones SOM + PSO Difuso, SOM + varPSO Difuso, LVQ + PSO Difuso, que son las versiones anteriores a 
las que se les aplicó lógica difusa al momento de construir el antecedente junto con el criterio de votación 
utilizado en la función fitness. 
 
La medición se realizó sobre doce bases de datos del repositorio UCI (Machine Learning 
Repository). 
 
3. RIESGO  
 
Además del aporte en el área informática, se realizó una contribución significativa en el área de riesgo 
financiero ya que se probó el método propuesto FRvarPSO en tres casos reales en el área de crédito del 
Sistema Financiero del Ecuador asociadas al riesgo crediticio considerando un conjunto de variables micro 
y macroeconómicas. Dentro de las bases de datos del Sistema Financiero del Ecuador se contó con la 
información de una cooperativa de ahorro y crédito, y las otras dos bases de datos correspondieron a 
bancos que otorgan crédito de consumo productivo, no productivo y microcrédito, que se encuentran en 
el mercado por más de 25 años. 
 
FRvarPSO se empleó en bases de datos reales en el proceso de análisis para la concesión de crédito. Es 
importante remarcar la ardua tarea realizada en las tareas de limpieza y transformación de la información, 
antes de la aplicación de los métodos. Se analizó la función de distribución de cada atributo a fin de 
detectar valores anómalos, faltantes y/o fuera de rango. Se transformaron variables con la finalidad de 
tener indicadores aplicados al cliente como, por ejemplo: la capacidad de pago, la capacidad de 
endeudamiento y la calificación crediticia. Esta última tuvo un análisis particular, debido a que se disponía 
de información de las características generales del cliente, así como del comportamiento de los créditos 
otorgados en un horizonte de tiempo, con lo cual se obtuvo el nivel de morosidad. 
 
Otro de los aportes de esta tesis fue haber realizado una consideración especial en la morosidad del 
cliente teniendo en cuenta los días de vencimiento de la cartera otorgada; esto fue posible debido a que 
se tenía información del cliente en un horizonte de tiempo, una vez que el crédito se había concedido. De 
esta forma, se consideraron tres casos: la cartera vencida, la que no devenga intereses y la cartera 
castigada. 
 
Se verificó que con este análisis las reglas difusas obtenidas a través de FRvarPSO permiten que el oficial 
de crédito de respuesta al cliente en menor tiempo, y principalmente disminuya el riesgo que representa 
el otorgamiento de crédito para las instituciones financieras. Lo anterior fue posible, debido a que al 
aplicar una regla difusa se toma el menor grado de pertenencia promedio de las condiciones difusas que 
forman el antecedente de la regla, con lo que se tiene una métrica proporcional al riesgo de su aplicación. 
Con esta observación el oficial de crédito puede tomar la decisión de conceder el crédito incrementando 
la tasa de interés, las garantías y/o colaterales (activo), con la finalidad de disminuir el riesgo asociado. 
 
Los resultados obtenidos fueron comparados mediante tests de diferencia de medias, verificándose que 
los modelos difusos presentan en la mayor parte de los casos una precisión superior a la del método PART, 
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pero ligeramente mayor a la alcanzada por el método C4.5. Sin embargo, si se observa la cantidad de 
reglas generadas para alcanzar dicha precisión, los métodos difusos utilizan una cantidad promedio de 
reglas mucho menor, que las reglas de C4.5 y PART. Esto último ratifica el énfasis puesto en la sencillez 




En la figura 1 se ilustra un análisis comparativo de los resultados obtenidos al aplicar los métodos a las 12 
bases de datos del repositorio UCI así como a las 3 bases de datos reales del Sistema Financiero 
Ecuatoriano. Aquí se puede observar la relación que existe entre la precisión de cada uno de los métodos 
con la mejor solución encontrada. Dicho valor corresponde al cociente entre la precisión promedio 
obtenida por el método y la mejor precisión obtenida, es decir, la mayor precisión de la base de datos 





En la figura 2 se puede observar la relación que existe entre la cardinalidad (número de reglas) de cada 
uno de los métodos con la cardinalidad de la mejor solución encontrada. Dicha relación corresponde al 
cociente entre el promedio del valor del número de reglas difusas obtenidas por el método y la solución 
que tiene el menor número de reglas difusas de la base de datos analizada. Los resultados obtenidos 
permiten afirmar que el método propuesto es el que obtiene el menor número de reglas. 
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Figura 3:  Comparación de la Precisión y Cardinalidad de los métodos 
 
 
En las figuras 4, 5, 6 se puede observar claramente la relación que existe entre la precisión y el número 
de reglas de las tres bases de datos reales del Sistema Financiero Ecuatoriano utilizando FRvarPSO y 
generando los conjuntos difusos por medio de particiones equitativas, Fuzzy C-Means y con conocimiento 
del experto.  
 
XXIII Workshop de Investigadores en Ciencias de la Computación 1055
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Finalmente, como resultado, se puede indicar que al utilizar FRvarPSO y no contar con el criterio del 
experto para la determinación de las funciones de pertenencia y el conjunto difuso definido por ella, el 
utilizar FCM, da como resultado un conjunto de reglas difusas con mayor precisión, menor cardinalidad y 
fácil interpretación, que cuando se utilizan conjuntos equitativos. A base de los resultados obtenidos se 
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5. CONCLUSIONES Y TRABAJOS FUTUROS 
 
Uno de los objetivos de esta tesis es la revisión de los diferentes métodos que permiten la obtención de 
reglas de clasificación, presentando un nuevo método que encuentra una mejor solución comparado con 
otras técnicas. El método propuesto denominado FRvarPSO (Fuzzy Rules Variable Particle Swarm 
Optimization), permite la representación del conocimiento en términos difusos a través de reglas de 
clasificación difusas extraídas de un conjunto de datos de entrada.  
 
Las reglas de clasificación difusas obtenidas a través de FRvarPSO se caracterizan por tener cardinalidad 
baja y precisión adecuada, y especialmente por ser fáciles de interpretar gracias a la incorporación de la 
lógica difusa. Para conseguir esto se consideraron dos aspectos importantes; el primero tiene que ver con 
la capacidad del método de operar con variables lingüísticas y el segundo se relaciona con la inserción de 
información basada en grados de pertenencia tanto en la evaluación de la función fitness, así como en la 
manera en que se realiza la búsqueda por medio de la técnica de optimización. 
 
El método inicia con la determinación de los conjuntos difusos, y las funciones de pertenencia de cada 
variable difusa asociada a cada uno de ellos, es aquí donde radica la eficiencia y eficacia de este método. 
Para esto se utilizaron dos variantes.  La primera variante se encarga de particionar el rango de cada 
atributo numérico en intervalos de igual longitud centrando, en cada uno de ellos, una función triangular 
con un solapamiento adecuado. En este caso se consideraron particiones difusas uniformes con el mismo 
número de etiquetas para cada una de las variables y se definieron los conjuntos difusos de tal manera 
que el valor de una variable difusa sólo puede pertenecer a dos conjuntos de forma simultánea. En la 
segunda variante se mejora el proceso de obtención de los conjuntos difusos utilizando el algoritmo FCM 
con tres clusters, donde cada uno de ellos representaba un conjunto difuso. 
 
Posteriormente se utiliza una técnica de optimización de población variable varPSO la misma que emplea 
una red neuronal competitiva LVQ, con la finalidad de obtener las zonas más prometedoras para realizar 
de búsqueda. Esta información suministrada por dicha red es utilizada para inicializar el cúmulo. El 
método utiliza el grado de pertenencia de las variables difusas, incidiendo directamente a través de la 
técnica de optimización varPSO, en el vector velocidad que controla el movimiento de las partículas. 
Ninguna de las técnicas por separado logra obtener los resultados que se indican en esta investigación. 
Los resultados obtenidos permiten afirmar que el modelo híbrido propuesto FRvarPSO tiene un mejor 
desempeño que sus versiones anteriores a raíz de la incorporación de la lógica difusa. 
 
Una de las ventajas del método propuesto es que además de probarlo con bases de datos del repositorio 
UCI, se realizaron pruebas con base de datos reales pertenecientes a tres instituciones financieras. Aquí, 
para la determinación de los conjuntos difusos se utilizó el criterio de un experto en el área de crédito. 
Adicionalmente, se incorporó en el modelo no solo las variables del sujeto de crédito, si no también 
aquellas variables que hacen referencia a la economía del país en su conjunto, que son las variables 
macroeconómicas. Esto da una situación más real para la toma de decisiones, por parte del oficial de 
crédito en las instituciones financieras. 
 
En este caso FRvarPSO no solo va a influir en la determinación del scoring de crédito, permitiendo analizar 
el riesgo que representa para la institución financiera la concesión del crédito, si no que en el caso de que 
el análisis indique que el crédito debe ser negado, este dependiendo del peso que tiene la regla de 
clasificación difusa puede ser concedido incrementado garantías o aumentando la tasa de interés.  Todas 
estas características hacen que FRvarPSO sea una buena opción para análisis de riesgo crediticio.   Es 
importante indicar que actualmente FRvarPSO está siendo utilizado en instituciones financieras del 
Ecuador. 
 
FRvarPSO no solo obtiene un modelo más simple ya que utiliza menor cantidad de reglas que otros 
métodos, si no que presenta una buena precisión, y especialmente gracias a la incorporación de la lógica 
difusa mejora la interpretabilidad de la regla. Luego, este método aporta al área informática y se ha 
demostrado que también realiza aportes en el área de la economía, a través del análisis del riesgo 
crediticio, incorporando para ello variables macro económicas. 
 
XXIII Workshop de Investigadores en Ciencias de la Computación 1057
15 y 16 de abril de 2021 RedUNCI - UNdeC. ISBN: 978-987-24611-3-3
Es importante que en investigaciones futuras se consideren: 
 
Una optimización de la función de pertenencia. Dentro de esta una alternativa puede ser la utilización de 
algoritmos genéticos, o de la misma optimización por cúmulo de partículas, con la finalidad de identificar 
automáticamente los parámetros de dicha función, sin perder de lado el objetivo que es tener un conjunto 
de reglas reducidas, pero conservando la interpretabilidad con las variables lingüísticas.  
 
Un segundo aspecto que se debe considerar es la obtención de una nueva forma de representación de los 
atributos nominales, con el objetivo de reducir el tiempo computacional, y disminuir la longitud de la 
representación del antecedente dentro de cada partícula. 
 
Otra variante que se debe tener en cuenta es incorporar técnicas para el manejo del desbalance de las 
clases, ya que en el área de riesgo crediticio la clase que corresponde a los créditos otorgados es la que 
tiene la mayor cantidad de ejemplos. 
 
Es necesario incorporar al modelo la defuzificación de la variable de salida, siendo esta otra forma de 
interpretar el riesgo. Este valor crisp que se obtiene de la aplicación de las reglas de clasificación, va a 
indicar el porcentaje de riesgo que existe. En este caso para las reglas de clasificación aplicables a riesgo 
crediticio, se va a tener no solamente como salida la concesión o no del crédito, sino también el riesgo 
que implica el cliente, logrando disminuir considerablemente las consecuencias negativas para la 
institución financiera.  Este mismo criterio puede ser utilizado en otra área de riesgo como el operacional, 
liquidez entre otros en el área financiera.  Incluso el método propuesto puede utilizarse en otras 
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1. Introducción  
  
Por una parte, se halló evidencia de la escasa presencia del paradigma de aspectos en la industria, pero, 
por otro lado, también se observó que sus beneficios, largamente mencionados en la literatura, sí se 
pudieron alcanzar en aquellos casos en los que se utilizó la orientación a aspectos en el mundo real, más 
allá de los ámbitos académicos [1]. Al mismo tiempo, esa evidencia también mostró que las propuestas 
existentes son incompletas y muy pocas llegan a cubrir tan solo dos fases del ciclo de vida del desarrollo 
de software (en adelante, SDLC) [1]. Por esto es que surgió la motivación de elaborar una alternativa 
metodológica que permitiera su aplicación de inmediato en proyectos e iniciativas en el mundo real.  
 
Así, el objetivo de nuestro trabajo consistió en definir un proceso marco para las etapas tempranas del 
ciclo de vida del desarrollo de software, desde el modelo de negocios hasta la especificación completa de 
requisitos de software y empleando el paradigma de la orientación a aspectos. A la vez, se buscó propiciar 
el empleo en la industria de este paradigma para obtener sus beneficios, al aprovechar las herramientas y 
técnicas estándares disponibles actualmente en el mercado, mientras se siguen desarrollando otras 
específicas y alcanzan la madurez suficiente. Por tal razón, se decidió llamar a esta propuesta AOP4ST, 
sigla derivada de Aspect-Oriented Process for a Smooth Transition [2]. 
 
Se trata de un proceso marco, no específico, de modo de permitir su empleo con diferentes modelos del 
ciclo de vida del desarrollo de software a lo largo de sus etapas tempranas y hasta obtener una 
especificación de requisitos completa y coherente, incluyendo tres vistas: funcional, estática y de estados. 
Este proceso emplea herramientas y técnicas estándares, de amplia difusión en la industria, para facilitar 
su adopción inmediata y, también, utiliza notaciones estándares, para permitir elaborar modelos y 
especificaciones comprensibles y no ambiguas, que puedan contar con el soporte de las herramientas de 
software actualmente disponibles en el mercado. Se procura que esta alternativa sea completamente 
orientada a aspectos, que facilite la obtención de las incumbencias en forma progresiva a lo largo de todos 
los modelos y, al mismo tiempo, las mantenga siempre separadas y asegurando la trazabilidad 
bidireccional entre ellas. Estas incumbencias deben obtenerse en forma natural a lo largo de todos los 
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modelos, de manera de no afectar los objetivos propios de cada uno de ellos y, de este modo, potenciar los 
beneficios que se esperan en cada modelo mediante el empleo del paradigma de aspectos. 
 
En la sección 2 se presenta la motivación de este trabajo, incluyendo el estado de la cuestión y la 
problemática que se pretende resolver, en la sección 3 se describe la solución diseñada para dar solución a 
los inconvenientes mencionados y los aportes a la disciplina y, finalmente, la sección 4 presenta las líneas 




2.1. Estado de la cuestión 
 
A lo largo de la historia del desarrollo de software se produjeron numerosos cambios paradigmáticos que, 
paulatinamente, fueron adoptados por la industria, por ejemplo, la programación imperativa, la 
descomposición funcional, la orientación a objetos. Estos paradigmas nacieron en ambientes de 
investigación y desarrollo, para luego ser ofrecidos a través como productos de mercado [3]. 
 
La orientación a aspectos nació en 1996 con la propuesta de Gregor Kiczales, denominada Programación 
Orientada a Aspectos (Aspect-Oriented Programming, AOP) [4]. Su objetivo principal consistió en 
mejorar la división del código en módulos, para dar solución a los problemas de desparramo (scattering) 
y enredo (tangling) de las funciones que se encuentran diseminadas a lo largo de todo un sistema y 
entremezcladas con otras porciones de código. A estas funciones se las conoce como incumbencias 
transversales (crosscutting concerns) [5]. Con el paso del tiempo aparecieron el diseño orientado a 
aspectos, el análisis de sistemas orientado a aspectos y, finalmente, se denominó Desarrollo de Software 
Orientado a Aspectos (Aspect-Oriented Software Development) a su empleo en todas las fases del SDLC. 
Para el caso particular de la aplicación de la orientación a aspectos en las fases tempranas del SDLC, se 
emplea el nombre de “aspecto temprano” (early aspect), que es “una incumbencia que corta 
transversalmente una descomposición dominante de artefactos o módulos base derivados del criterio de 
separación dominante de incumbencias, en las primeras etapas del ciclo de vida del software” [6]. 
 
La separación de incumbencias es un principio muy importante de la ingeniería de software [7-9]. Esta 
posibilidad de contar con una mayor modularidad ofrece una serie de beneficios a lo largo de todas las 
fases del SDLC: comprensibilidad [10-17], reusabilidad [10-14] [17-18], mantenibilidad [10-11] [15-20], 
reducción de la complejidad [12] [21-25], capacidad de evolución [16] [25-27], extensibilidad [10] [17], 
flexibilidad [10] [28], reducción en los costos del desarrollo [20] [27], escalabilidad [25] [29], 
adaptabilidad [13], calidad [26], entre otros. 
 
Estas ventajas son alentadoras e, incluso, aplicables a todas las etapas del SDLC [30-32], pero su 
explotación en la industria todavía no se evidencia claramente. Aún no existen propuestas lo 
suficientemente maduras y con una presencia real en el mercado, a través de productos concretos y con 
soporte de parte de la industria [1]. Esta escasez de propuestas acarrea la falta de aplicación efectiva del 
paradigma de aspectos en aquel ámbito, aunque en algunas empresas puedan observarse 
implementaciones en las que se realiza la separación de algunas incumbencias transversales 
correspondientes a requisitos no funcionales (incumbencias asimétricas) y, en la mayoría de estos casos, 
sin emplear lenguajes orientados a aspectos [33]. 
 
Si bien en el ámbito académico existen numerosas propuestas, su implementación y aplicación están 
restringidas actualmente al ámbito privado [1]. Por ejemplo, el MIT había pronosticado en 2001 que la 
programación orientada a aspectos sería una de las diez tecnologías emergentes que cambiarían el mundo 
y, sin embargo, doce años después prácticamente todavía no se había adoptado [34]. En un estudio de 
Muñoz et al. [35] se menciona que, casi al momento de cumplirse la previsión del MIT, solamente se 
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había utilizado programación orientada a aspectos en el 0,5% de los proyectos escritos en Java, subidos al 
repositorio open source sourceforge.net, entre 2001 y 2008. Por lo tanto, la orientación a aspectos se 
presenta hoy más como un área de investigación, que necesita ser explotada con mayor profundidad [1]. 
Esta es la razón que motiva a buscar un enfoque que permita acelerar la adopción del paradigma en el 
ámbito industrial. 
 
2.2. Dificultades para aplicar las propuestas disponibles 
 
El empleo de la orientación a aspectos en proyectos reales en la industria, tal como se la encuentra 
disponible actualmente, llevaría a enfrentar algunos obstáculos, impedimentos y dificultades importantes: 
1. No existe una propuesta para el SDLC completo. Para cubrirlo totalmente deberían tomarse 
alternativas de diferentes autores [1] [36-38]. Pero este collage derivaría en un método heterogéneo y 
prácticamente inaplicable. Además, las alternativas actualmente ofrecidas y más difundidas no 
abarcan siquiera más de dos fases del SDLC [1].  
2. Las propuestas disponibles no cuentan con una difusión suficiente en la industria debido a que en 
muchos casos se emplean notaciones no estándares [1]; la mayor parte de las propuestas no cuentan 
con herramientas de modelado que las soporten o, si las poseen, no son asequibles en el mercado ni 
tienen el soporte técnico necesario [1] [39]; y, por todo esto, se puede concluir que no existe una 
masa crítica de profesionales formados que puedan incorporarse rápidamente a un equipo de 
proyecto.  
3. Si no hay aplicación en el mundo real, entonces no hay madurez suficiente en técnicas necesarias 
para conducir adecuadamente los proyectos. Por ejemplo, las técnicas de estimación requieren contar 
con una base estadística importante para poder asegurar un grado de certeza razonable en sus 
resultados [40]. 
4. La aceptación comercial o no de una técnica o producto gravita considerablemente en su posibilidad 
de uso en el mundo real. Un caso emblemático es el de las bases de datos orientadas a objetos [41], 
que nunca fueron adoptadas suficientemente por la industria y perteneciente a un paradigma 
ampliamente difundido y aceptado, no pasaron de ser materia de discusión e implementadas en 
algunos productos comerciales que no alcanzaron el éxito esperado. Y no hay suficiente evidencia de 
la aplicación de la orientación a aspectos en la industria [1]. 
 
3. Aporte a la disciplina 
 
3.1. Objetivos de la solución 
 
Los objetivos generales de nuestra tesis, junto con sus respectivos objetivos específicos, son: 
1. Describir un nuevo proceso marco para las etapas tempranas del SDLC, desde el modelo de 
negocios hasta la especificación de requisitos de software completa. 
a. Ofrecer un proceso marco, no específico y liviano, de modo que permita su empleo con 
diferentes modelos del SDLC. 
b. Cubrir las etapas tempranas del SDLC, desde el modelado de negocio hasta la obtención de una 
especificación de requisitos completa y coherente. 
c. Emplear herramientas y técnicas estándares, de amplia difusión en la industria, para facilitar su 
adopción inmediata. 
d. Emplear notaciones estándares, para lograr modelos y especificaciones comprensibles y no 
ambiguas, que puedan contar con soporte de herramientas de software disponibles en el 
mercado. 
2. Describir ese proceso marco para las etapas tempranas del SDLC empleando el paradigma de la 
orientación a aspectos. 
a. Ofrecer una alternativa que sea completamente orientada a aspectos. 
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b. Obtener las incumbencias en forma progresiva a lo largo de todos los modelos. 
c. Mantener la separación de incumbencias a lo largo de todos los modelos. 
d. Mantener la trazabilidad bidireccional de las incumbencias de punta a punta. 
e. Obtener las incumbencias en forma natural a lo largo de todos los modelos, de manera de no 
afectar la obtención de los objetivos de cada modelo. 
f. Potenciar los beneficios que se esperan de cada modelo mediante el empleo del paradigma de 
aspectos. 
 
3.2. Características de la solución 
 
La propuesta descripta en nuestra tesis doctoral consiste en la definición de un proceso marco genérico e 
independiente de los modelos del SDLC, que cubre las etapas tempranas de ese ciclo de vida con los 
siguientes modelos: de procesos de negocio, de requisitos de usuario y de requisitos de software; este 
último constituido por tres vistas: de procesos, estática y de estados. El modelo de procesos de negocio 
permite el gobierno de TI con soluciones de Arquitectura Empresarial; el de requisitos de usuario da 
soporte a las dos partes de la ingeniería de requisitos: el desarrollo y la administración de los requisitos, 
además de la gestión de la demanda para la etapa de mantenimiento; y el modelo de requisitos de 
software está constituido por tres vistas complementarias: de procesos, estática y de estados, lo que 
posibilita una definición completa de los requisitos de software (Figura 1). 
 
 
Figura 1. Esquema de AOP4ST: modelos y vistas. 
 
En AOP4ST las incumbencias se detectan en forma progresiva y se mantienen perfectamente separadas a 
lo largo de los diferentes niveles de abstracción, acrecentándose en número y aumentando en 
granularidad, además de mantener una trazabilidad bidireccional entre ellas. Esta trazabilidad 
bidireccional también se mantiene entre los elementos constitutivos de cada uno de los modelos. Se puso 
especial énfasis en el empleo de notaciones, herramientas y técnicas ampliamente difundidas en la 
industria [1]. Estas cuestiones permiten que se ponga el foco en los objetivos que se esperan en cada una 
de las fases del SDLC, con el objetivo de hacer software de calidad, y no distraerse con las exigencias que 
impone el paradigma de aspectos, sino que, por el contrario, este enfoque sea de verdadera ayuda y un 
instrumento para alcanzar aquel objetivo (Figura 2). 
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Figura 2. Esquema de AOP4ST: separación de incumbencias y trazabilidad. 
 
Igualmente, la orientación a aspectos exige realizar ciertas actividades para las que se propusieron 
herramientas y técnicas para reducir su impacto, a la vez que se diseñaron modelos específicos que, 
además de que se pueden generar en forma automática por medio de herramientas de software, permiten 
analizar la calidad de los modelos y aportar información de valor para la mejor toma de decisiones 
(Figura 3).  
 
 
Figura 3. Esquema de AOP4ST: modelos y mecanismos para la administración de los aspectos. 
Algunas características destacadas de AOP4ST hacen que ocupe una posición de privilegio en el 
concierto de las propuestas existentes para el empleo de la orientación a aspectos en el modelo de negocio 
(Figura 4) según el método de evaluación propuesto por Jalali [42]. 
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Figura 4. Ubicación de AOP4ST con respecto al resto de las propuestas de aspectos existentes para el modelo de negocio. 
Todos los modelos contemplan la detección, separación y encapsulamiento de las incumbencias, el 
establecimiento de las relaciones entre los elementos del mismo nivel de abstracción y con elementos del 
nivel superior, la posterior composición de las incumbencias y la resolución de conflictos tras la 
composición, además de prácticas de modelado recomendadas. Además cuenta con un conjunto de reglas 
de composición de incumbencias en el modelo de negocio; con el empleo de las técnicas de análisis de las 
relaciones de contribución positivas y negativas entre requisitos de usuario; con la administración de 
requisitos de software en su vista funcional que permite el empleo de diferentes técnicas de especificación 
(por ejemplo, casos de uso e historias de usuario); con las técnicas de composición de las clases 
minimizando los conflictos; y con la composición de las máquinas de estados a partir de la composición 




La investigación en el ámbito de la ingeniería de software exige el estudio empírico de los fenómenos que 
suceden en el mundo real, entre los que se encuentra el desarrollo de nuevos modelos de proceso [43], 
tema central de este trabajo. De los métodos de investigación empíricos que se emplean en la ingeniería 
de software fueron utilizados dos métodos cualitativos y uno cualicuantitativo: 
 
• Caso de estudio: en el que se evaluó la aplicación de AOP4ST en un proyecto real completo, pero 
un tiempo después de la culminación de ese proyecto (post-mortem análisis [44]). 
Este caso de aplicación fue el remodelado, usando AOP4ST, de todos los procesos del Laboratorio 
Hidalgo, de la provincia de Buenos Aires, que se habían llevado a cabo con el empleo de un enfoque 
orientado a objetos y con UML. Los modelos son complejos y, los más de ochenta procesos punta a 
punta modelados, describen los procesos de funcionamiento del laboratorio para el procesamiento de 
todas las determinaciones de análisis bioquímicos, tanto para los análisis corrientes como para los 
correspondientes a la investigación de nuevas drogas para laboratorios de Norteamérica. Los 
modelos originales fueron auditados por una empresa italiana, que debía asegurar el cumplimiento 
con las normas establecidas por la Food and Drug Administration (FDA) de los Estados Unidos. 
• Proyectos de investigación-acción: en la que investigadores y profesionales trabajaron en forma 
combinada utilizando las técnicas de AOP4ST en tres proyectos reales en la industria, aunque 
aplicándolas solo a algunos modelos de la propuesta. 
El primero de los casos fue el modelado de los procesos corporativos de la empresa Prosegur, en 
donde se detectaron, separaron, encapsularon y compusieron las incumbencias del modelo de 
negocio del área de Vigilancia en tres países de la compañía: España, Brasil y Argentina. A partir de 
estos procesos de negocio se detectaron los requisitos de usuario, tal como se propone en este 
trabajo, y, con ellos, se elaboraron los nuevos procesos corporativos y se estableció el alcance del 
software a adquirir para dar soporte a tales procesos. 
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El segundo caso correspondió al modelado de los procesos de la Dirección de Estadísticas e 
Investigaciones Económicas del Gobierno de la Provincia de Mendoza, ejecutado durante 2019, y en 
donde nuevamente se realizaron la detección, separación, encapsulamiento y composición de los 
procesos de negocio. 
El tercer proyecto en el que pudieron emplearse las ideas que se presentan en el capítulo dedicado al 
modelo de negocio de AOP4ST consistió en el modelado de los procesos internos de la empresa de 
gestión de transacciones bancarias Red Link, en Buenos Aires, proyecto iniciado a finales de 2019 y 
aún en marcha. 
• Investigación secundaria: se llevó a cabo un estudio de mapeo sistemático para validar las hipótesis 
de trabajo y aportar evidencia científica a las afirmaciones vertidas en la tesis, dado que las 
revisiones sistemáticas son uno de los bloques de construcción clave de la Ingeniería de Software 
Basada en Evidencia (EBSE) [43]. El protocolo de este estudio fue presentado en un evento en la 
Argentina en 2018 [45] y el mapeo sistemático fue publicado por la revista científica “Journal of 
King Saud University – Computer and Information Sciences” [1]. 
 
Adicionalmente, las diferentes ideas de AOP4ST fueron desarrolladas a lo largo de cinco proyectos de 
investigación consecutivos, en los que se produjo una veintena de publicaciones, la mayoría de ellas en 
congresos y revistas internacionales: 
 
Proyecto Institución Período Avances y publicaciones 
1 
“Procesos de desarrollo de 








Sentó las bases principales de un proceso 
marco de desarrollo de software que 
permita aprovechar los beneficios de la 
orientación a aspectos [46]. 
2 
“Detección temprana de aspectos 
en el modelado de negocios y el 
desarrollo de los requisitos” 
Instituto de 
investigacio
nes de la 
Facultad de 
Informática 










“Modelado de procesos de 




Abordó el modelo de negocio en AOP4ST 
[47-50] y se obtuvo la principal evidencia 
con un estudio de mapeo sistemático [1] 
[45]. 
4 
“Ingeniería de requisitos de 
usuario en AOP4ST” 
2018 a 
2020 
Se centró en el modelo de requisitos de 
usuario de AOP4ST [51-57]. 
5 
“Ingeniería de requisitos de 




Se está trabajando sobre los requisitos de 
software, con énfasis en la vista estática 
[58]. 
 
Las ideas de AOP4ST también fueron aceptadas y expuestas en el “Simposio de Tesis Doctorales del 
IEEE – 11 Congreso Colombiano de Computación (11 CCC)” llevado a cabo en Popayán, Colombia, en 
2016 [59], donde se recibieron opiniones muy enriquecedoras de parte del tribunal, que se plasmaron en 
la tesis. 
 
4. Líneas de investigación futuras 
 
Se considera de especial interés continuar las investigaciones sobre la detección de patrones, para el 
análisis de impacto ante cambios y para la resolución de conflictos. La evidencia obtenida de la aplicación 
de la orientación a aspectos en la industria también da cuenta de esta necesidad [1]. Sería oportuno dar un 
mayor tratamiento al modelo de requisitos de usuario, para abordar requisitos para sistemas más 
específicos. En nuestra tesis se trabajó sobre sistemas de propósito general, pero también se entiende que 
sería de mucho valor el considerar requisitos de sistemas de tiempo real, de uso intensivo de interfaz 
humano-computador, de computación paralela, de ingeniería, etc. 
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Un avance importante sería, también, el desarrollo de un soporte más específico de aplicaciones de 
software. Los lenguajes estándares empleados permitirán la interpretación de los diagramas, ya que en el 
modelo de negocio se utilizó BPMN que cuenta con BPEL WS-BPEL, y en el resto de los modelos se 
empleó el UML, que hace uso del OCL, también estándar, para su formalización. Además, se harían 
grandes aportes con la simulación para analizar la integridad de los modelos tras la composición, 
especialmente con los diagramas de comportamiento, como son los diagramas de procesos de negocio, los 
diagramas de actividades y de secuencias, que pueden obtenerse de las especificaciones estructuradas de 
los casos de uso, y los diagramas de estados, con la inclusión de variables de control para análisis de 
escenarios. También se observa necesario adaptar a este paradigma las técnicas de estimaciones de 
software existentes, evaluar el impacto en los roles de los integrantes de los equipos de proyecto a partir 
de las actividades que surgen del empleo de la orientación a aspectos, especialmente con el empleo de 
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