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ABSTRACT
T h i s  t h e s i s  i s  c once r ned  uui th demand a n a l y s i s  f o r  Korea in 
t he  c o n t e x t  o f  c o mp l e t e  sys t ems o f  demand e q u a t i o n s .  Tuuo br oad 
c a t e g o r i e s  o f  demand a n a l y s i s  -  s t a t i c  and dynami c  -  a r e  
c o n s i d e r e d .  T h i s  t h e s i s  i s  no t  o n l y  con c e r n ed  w i t h  e m p i r i c a l  
work  but  a l s o  w i t h  t he  i n u e s t i g a t i o n  o f  economi c  t h e o r y  
r e l a t i n g  t o  t he  s p e c i f i c a t i o n  o f  s t a t i c  and dynami c  demand 
sys t ems and a l s o  w i t h  t he  deue l opment  o f  s t a t i s t i c a l  t e c h n i q u e s  
r e l a t i n g  t o  e m p i r i c a l  demand a n a l y s i s .  The scope o f  t h i s  t h e s i s  
i s  o u t l i n e d  in t he  i n t r o d u c t o r y  c h a p t e r .  Ch a p t e r  2 s k e t c h e s  t he 
s t a t i c  t h e o r y  o f  demand,  and r e u i e w s  u a r i o u s  s p e c i f i c a t i o n s  of  
s t a t i c  demand sys t em.  S t a t i s t i c a l  t h e o r i e s  r e l a t i n g  t o  the 
e m p i r i c a l  ( s t a t i c )  demand model  a r e  c o n s i d e r e d  in Cha p t e r  3,  
wh i c h  i n c l u d e s  e s t i m a t i o n  and t e s t s  o f  h y p o t h e s i s .  In r e s p e c t  
o f  e s t i m a t i o n ,  a new a l g o r i t h m  of  e s t i m a t i o n  o f  a s y mme t r i c  
sys t em (based on a n a l y t i c  s o l u t i o n s  o f  t he  Lyapunou e q u a t i o n )  
i s  de ue l o ped ,  and t he  t e c h n i q u e  i s  s u b s e q u e n t l y  e x t e nd ed  t o  t he 
e s t i m a t i o n  o f  dynami c  demand sys t ems under  n o n l i n e a r  l on g  run 
e q u i l i b r i u m  c o n d i t i o n s  in Cha p t e r  7.  The use o f  s e p a r a t e  
i nduced t e s t s  o f  h y p o t h e s i s  i s  a l s o  c o n s i d e r e d  in Cha p t e r  3.
The a p p l i c a t i o n  o f  u a r i o u s  s t a t i c  demand sys t ems  t o  Korean 
q u a r t e r l y  hous eh o l d  e x p e n d i t u r e  d a t a  i s  c a r r i e d  ou t  in Cha p t e r  
4.  S t o c h a s t i c  d y n a m i s a t i o n  o f  t he  d i s t u r b a n c e s  o f  s t a t i c  demand 
sys t ems i s  a l s o  c o n s i d e r e d  in Cha p t e r  4.  Some a s p e c t s  of  
dynami c  demand t h e o r y  a r e  examined in Ch a p t e r  5.  A new 
s p e c i f i c a t i o n  o f  a dynami c  demand sys t em,  based on t he dynami c
e q u i l i b r i u m  assumpt ion,  is der iued in the con tex t  of  the 
Rotterdam model approx imat ion ,  and ap p l ie d  to the Korean data 
in the co n ju n c t io n  w i t h  dynamic demand a n a l y s i s .  Chapter 6 
examines the e f f e c t  of  m i s s p e c i f i c a t i o n  of  a demand system on 
t e s t s  of  demand r e s t r i c t i o n s , a n a l y t i c a l l y  as we l l  as us ing 
Monte Car lo s i m u l a t i o n .  Two s p e c i f i c  types of  m i s s p e c i f i c a t i o n , 
(one the in c l u s i o n  of  i r r e l e u a n t  e xp la na to ry  u a r i a b l e s ,  and the 
o ther  the omission of  the re l e u a n t  ex p la n a to r y  u a r i a b l e s )  are 
cons idered.  In Chapter 7, problems r e l a t i n g  to the e s t im a t i o n  
of dynamic demand system under long run e q u i l i b r i u m  c o n d i t i o n s  
are cons idered,  and a new a l g o r i t h m  f o r  ML e s t im a t io n  is 
deueloped and app l ied  to the examinat ion of  the long run demand 
p a t te rn s  in Korea. In the l a s t  chapter  of  the t h e s i s ,  a summary 
and conc lus ion are prou ided.
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CHAPTER 1
INTRODUCTION
1.1 Current Trends in Demand Rnalysis
For the las t  two decades, the scope of demand analysis 
has expanded g rea t ly  both em p i r i ca l l y  and t h e o r e t i c a l l y .  The 
expansion has mainly been due to the genera l isa t ion of demand 
theory,  the increasing va r ie ty  of spec i f i ca t i ons  of complete 
systems of demand equat ions, the deuelopment of econometric 
theory,  the a u a i l a b i l i t y  of data, and the improvement of the 
computing f a c i l i t i e s .  Rs pointed out by Deaton (1986, p .1768), 
" i t  is not possible to study appl ied demand analysis without 
keeping s t a t i s t i c s  and economic theory simul taneously in 
v iew."  Synthesising the re la ted economic and s t a t i s t i c a l  
theory, demand analysis is in a central  pos i t ion  in 
econometrics, as i t  is concerned wi th the model l ing of 
consumer behauiour and the construct ion of a theoret ica l  
framework for  tes t i ng  the empir ical  u a l i d i t y  of economic 
theory .
Nowadays, i t  is qui te normal to perform demand analysis 
in the context of the complete system of the demand equations.
[Chapter  1] 2
In a p p l ie d  demand a n a l y s i s ,  the complete system of  demand 
equa t ions p lays  an impor tant  r o l e ;  f o r  example, the 
system-wide m od e l l i n g  of  the consumer's a l l o c a t i o n  of  t o t a l  
expen d i tu re  ouer the goods, the q u a n t i f y i n g  of  the impact of  
changes in p r i c e s  and income ( t o t a l  e x p e n d i t u r e ) ,  the 
measurement of  w e l f a r e  gains or losses assoc ia ted w i t h  p o l i c y  
changes, and so on. Theor ies of  the fo rmat ion  and p r o p e r t i e s  
of  demand equa t ions are g e n e r a l l y  based on the c l a s s i c a l  
economic theory ,  such as the u t i l i t y  max im isat ion or cost  
( e x p e n d i t u re )  m in im is a t i o n .  Howeuer, a u a r i e t y  of  
s p e c i f i c a t i o n s  of  es t imab le  systems of  demand equat ions  haue 
been deueloped.  E a r l i e r  a t tempts to s p e c i f y  complete systems 
of  demand equa t ions were based on p a r t i c u l a r  types of  u t i l i t y  
f u n c t i o n s ,  such as the Stone-Geary and add i log  f u n c t i o n s ,  
which are de f ined  under separable and a d d i t i u e  p re fe rence  
s t r u c t u r e s .  Recent deuelopments in the s p e c i f i c a t i o n  of  
complete demand systems haue been more concerned w i t h  
d e r i u a t i o n  of  the f l e x i b l e  f u n c t i o n a l  forms of  demand 
equa t ions ,  us ing the uar ious  mathemat ical  approx imat ion 
methods and a l l o w i n g  non-separab le p re fe rence  s t r u c t u r e s .  The 
s p e c i f i c a t i o n  of  demand systems w i l l  be examined in Chapter 2
The p r o p e r t i e s  of  demand equa t ions der iued from the 
u t i l i t y  max im isat ion  or cost  m in im is a t i o n  p o s t u l a t e  the 
r e s t r i c t i o n s  to be imposed on the parameters of  complete 
demand systems. The r e s t r i c t i o n s  inc lude  adding up, 
homogenei ty,  symmetry and n e g a t i u i t y  c o n d i t i o n s .  Consequent ly 
the e s t im a t i o n  of  a demand system (o r  f l e x i b l e  f u n c t i o n a l  
form) g e n e r a l l y  inuo lues  the im p os i t i on  of r e s t r i c t i o n s  and
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t e s t s  of  the u a l i d i t y  of  the r e s t r i c t i o n s .  Since the 
deuelopment of  the SUR e s t im a t i o n  method by Z e l l n e r  (1962) ,  
demand equa t ions haue been j o i n t l y  es t imated sub jec t  to these 
r e s t r i c t i o n s  to increase the (a sym p to t i c )  e f f i c i e n c y  of the 
parameter es t ima tes .  For a demand system which is n o n l i n e a r  in 
parameters,  the n o n l in e a r  FIML method, based on the 
Gauss-Neuiton i t e r a t i u e  method, is used. The r e s t r i c t i o n s  are 
a lso j o i n t l y  t es ted .  The econometr ic  theory  used in the 
a p p l ie d  demand s t u d ie s  w i l l  be examined in Chapter 3.
Howeuer, in many e m p i r i c a l  s t u d i e s ,  demand r e s t r i c t i o n s  
are o f t e n  r e j e c t e d  by the data [ e . g . ,  Barten (1969) ,  Byron 
(1970) ,  Deaton (1972) ,  Chr is tensen ,  e t  o l . (1975) ,  Deaton and 
Muel lbauer  (1980b) ] .  fis l i s t e d  in Muel lbauer  (1982) ,  the 
su sp ic i ou s  source of  the r e j e c t i o n  of  demand r e s t r i c t i o n s  are 
r e l a t e d  to u i o l a t i o n s  of  s e p a r a b i l i t y ,  problems of  aggrega t ion 
ouer consumers and commodi t ies,  changing t a s te s ,  u n c e r t a i n t y  
about p r i c e  or budget changes, i n c o r r e c t  f u n c t i o n a l  form of  
demand equa t ions ,  ignorance of  d u r a b i l i t y  and h a b i t  fo rm a t io n ,  
and measurement e r r o r s .  Thus, a '‘' c a t c h - a l l ' 8' s o l u t i o n  f o r  the 
r e j e c t i o n  problem does not seem to e x i s t .
Much economic and econometr ic  research has been done to 
i d e n t i f y  the source of  the repeated r e j e c t i o n  of  demand 
r e s t r i c t i o n s  and to improue the c o m p a t i b i l i t y  of  demand theory 
w i th  the sample i n fo rm a t i o n .  For example, a t t e n t i o n  has been 
paid to the l o c a l  and g loba l  p r o p e r t i e s  of  f l e x i b l e  f u n c t i o n a l  
forms by mathemat ical  demand t h e o r i s t s  to ensure f l e x i b l e  
f u n c t i o n a l  forms haue the a b i l i t y  to mimic the p r o p e r t i e s  of
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actual  preferences [e .g . ,  Caues and Christensen (1980) and 
Barnett and Lee (1985)] .  Econometric issues, such as the 
problems of oue r - re jec t ion of demand r e s t r i c t i o n s , haue been 
addressed. Lai t inen (1978) a t t r i b u te d  the repeated re jec t i on  
of the homogeneity r e s t r i c t i o n  to the incorrect  use of the 
asymptotic 'X 2 test  instead of the exact Ho te l l ing  T2 test  and 
shouued that asymptotic 'X 2 tests are biased towards re jec t i on  
[see also Meisner (1979) and Bera, e t  o l . (1981)] .  To handle 
the ouer - re jec t ion problem, Byron and Rosalsky (1985) 
considered the app l ica t ion of Edgeworth small sample 
cor rec t ions to the 'X 2 tes ts .  Anderson and Blundel l  (1983,
1984) attempted to test  the u a l i d i t y  of demand r e s t r i c t i o n s  on 
the long run s t ruc ture  which stems from a general ised dynamic 
spec i f i ca t i on  of the demand system. Stapleton (1984) 
considered the problem of tests of the demand r e s t r i c t i o n s  in 
re la t i o n  to the e r ro r s - in -u a r ia b le  problem in demand systems, 
and f l t t f i e l d  (1985) considered the s imu l tane i ty  of demand 
systems.
The necessi ty for  the dynamic genera l isa t ion of demand 
theory has also been emphasised in the appl ied demand analysis 
during the las t  two decades. The re jec t i on  of s t a t i c  demand 
r e s t r i c t i o n s  has often been a t t r i b u te d  to the lack of dynamic 
features in the s t a t i c  demand theory [e .g . ,  Anderson and 
Blundel l  (1983, 1984) and Muellbauer and Pashardes (1982)] .
The dynamic genera l isa t ion of demand theory has been achieued 
in uarious ways; for  example, incorporat ing taste change and 
the habi t  formation hypothesis [Brown (1952), Peston (1967), 
Gorman (1967), Fisher and Shell  (1968), Von Weizsäcker (1971),
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Kre l le  (1973), Hammond (1976), E l -Saf ty  (1976a, 1976b), Pol iak 
(1976a), Muellbauer (1975), Kapteyn, e t  o l . (1980), and 
Spinnewyn (1981)] ,  intertemporal  theory [Diewert (1974b),
Lluch (1973) and Spinnewyn (1981)] ,  optimal control  theory 
[Lluch (1973, 1974) and K l j i n  (1977)] and ra t i ona l  expectat ion 
hypothesis in a l i f e  cycle context [ f l t t f i e l d  and Browing 
(1985)] .  Many dynamic demand systems were deriued on the basis 
of the aboue general ised demand theory and the related 
empir ical  studies are aua i lable.  For example, under the habi t  
formation hypothesis,  Pol iak and Wales (1969), Pol iak (1970), 
and Phl ips (1972) considered the dynamic spec i f i ca t i on  of the 
l i nea r  expenditure system, Manser (1976) spec i f ied  and 
estimated the dynamic t ranslog model, and Boyce (1975) 
estimated the dynamic Gorman polar form. Demand systems 
incorporat ing the intertemporal  theory haue been deriued by 
Lluch (1973) in the app l ica t ion  of optimal control  theory to 
the l i nea r  expenditure system, and by Muellbauer and Pashardes 
(1982) in the context of the dynamic uersion of the almost 
ideal demand system. Recently, f l t t f i e l d  and Browing (1985) 
deriued a demand system that e x p l i c i t l y  incorporates 
in te r  temporal theory wi th the r a t i o n a l i t y  hypothesis in a l i f e  
cycle context .
Apart from the dynamic genera l isa t ion,  the s t a t i c  demand 
system has been general ised by incorporat ing sociodemographic 
e f fec ts  [Pol iak and Wales (1980)] ,  the S-branch u t i l i t y  tree 
[Gorman (1971), Brown and Heien ( 1972) and Blackorby, e t  o l . 
(1978)] ,  and so on.
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Current  demand a n a l y s i s  couers a great  many o th er  areas,  
such as Engel curue a n a l y s i s  [Leser  (1963) ,  Gorman (1981) ,  
Bewley (1982a) and flasness and Rjzfdseth ( 1983) ] ,  the 
interdependence p re fe rence  hypo thes is  [ P o l i a k  (1976b) ,
Kapteyn, e t  o l . (1 9 8 0 ) ] ,  p r i c e  dependent p re ference hypo thes is  
[ P o l i a k  ( 1 9 7 7 ) ] ,  aggrega t ion ouer consumers [Deaton and 
Muel lbauer  (1980a, Chapter 6 ) ] ,  the im p os i t i on  of  cu ru a tu re  
c o n d i t i o n s  [Wales and Woodland (1983) and Dieuiert  and Wales 
(1 9 8 4 ) ] ,  and so on. The comparat iue study of  the e m p i r i c a l  
performance of d i f f e r e n t  demand systems is a lso an impor tan t  
area in ap p l i e d  demand s t u d ie s  [Park (1969) ,  Deaton (1974) ,  
The i l  (1975) ,  Kleumarken (1981) ,  and Beujley (1982b) ] .
In t h i s  t h e s i s ,  we do not in tend to deal w i t h  a l l  of  the 
problems ment ioned aboue. Obuious ly ,  the scope of  c u r r e n t  
demand a n a l y s i s  is too la rge  to couer in one t h e s i s ,  giuen the 
l i m i t e d  t ime and space and the lack  of  a u a i l a b l e  data.  The 
scope and s t r u c t u r e  of  t h i s  t h e s i s  w i l l  be o u t l i n e d  in the 
f o l l o w i n g  s e c t i o n .
1.2 The Scope and S t r u c t u r e  of  the Thesis
The main purpose of t h i s  study is to per form a demand 
a n a l y s i s  f o r  Korea in the con tex t  of  complete systems of  
demand equa t ions us ing q u a r t e r l y  household expend i tu re  data 
s e r i e s  couer ing the pe r iod  1965 -1981.  Broadly ,  two aspects of 
demand a n a l y s i s  are c a r r i e d  out in t h i s  s tudy;  one is 
concerned w i t h  a s t a t i c  demand model,  and the o ther  wi t h  a 
dynamic demand model, fls the Korean economy has changed
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r a p i d l y  du r ing  the l a s t  tuio decades, s t r u c t u r a l  changes in the 
demand p a t t e r n  can be obserued from the ac tua l  household 
expend i tu re  data.  Consequent ly,  the n e cess i t y  f o r  dynamic 
a n a l y s i s  a r i s e s  i n e u i t a b l y .  When us ing s t a t i c  a n a l y s i s ,  uie 
apply the l i n e a r  expend i tu re  system, the Rotterdam model, and 
the almost ideal  demand system, and compare t h e i r  per formance 
on the Korean data.  S toch as t i c  dynamisat ion of  the 
d i s tu rbances  of  demand systems are a lso  cons idered in the 
con text  of  s t a t i c  demand systems. For the purpose of 
( s t r u c t u r a l )  dynamic a n a l y s i s ,  uie de r iue  a f l e x i b l e  dynamic 
demand system, us ing the Rotterdam model ap prox im a t i on ,  in the 
con tex t  of  t a s te  change and the dynamic e q u i l i b r i u m  model. 
Fur thermore,  a neui a l g o r i t h m  f o r  e s t im a t io n  of  dynamic demand 
systems under long run e q u i l i b r i u m  c o n d i t i o n s  is  deueloped.  Rs 
an at tempt  to examine the o u e r - r e j e c t i o n  problem of  demand 
r e s t r  i c t  i ons , uie analyse the e f f e c t  of  model m i sspec i f i cat  i on 
on t e s t s  of  hypo thes i s ,  a n a l y t i c a l l y  as we l l  as us ing Monte 
Car lo s i m u l a t i o n s .  Th is  s tudy not on ly  c o n s i s t s  of  e m p i r i c a l  
mork but a lso deuelops the economic and s t a t i s t i c a l  theory 
r e l a t e d  to the demand models used.
The s t r u c t u r e  of  t h i s  t h e s is  is as f o l l o w s :
In Chapter 2, uie reuieui the s t a t i c  demand theory  and 
suruey the problems r e l a t i n g  to the s p e c i f i c a t i o n  and 
p r o p e r t i e s  of ca r ious  e x i s t i n g  complete demand systems: the 
l i n e a r  expend i tu re  system, the Rotterdam model ,  the t r a n s lo g  
model, and the almost ideal  demand system. The d i scuss io n  w i l l  
be con f ined  to the bas ic  problems as they r e l a t e  to the
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present  study.
Chapter 3 examines the s t a t i s t i c a l  problems r e l a t i ng  to 
the system-unde est imat ion of complete ( s t a t i c )  demand systems 
and t e s t s  of r e l a t ed  hypotheses in connection with the l i near  
and nonl inear  mul t i uar i a t e  model. The discussion mill  include 
issues on the r e s t r i c t e d  est imat ion of demand systems,  t e s t s  
of hypothesis ,  the s i ngu l a r i t y  of systems and the impl icat ions 
for r e s t r i c t e d  es t imat ion,  the est imat ion of systems of 
nonl inear  demand equat ions and problems in est imat ion and 
inference for systems of equat ions with autocor re l a t ed 
r e s i dua l s ,  fl new GLS type est imat ion procedure of the l i near  
symmetry r e s t r i c t e d  system wil l  be deueloped as par t  of t h i s  
chapter .  The r e su l t  is deriued from the solut ion of a Lyapunou 
equation,  based on the work of Bowden (1973) and Byron (1982).  
fls a complement to d i r ec t  *2 t e s t s  of demand r e s t r i c t i o n s , the 
use of the separate  induced t e s t  [Seber (1964b) and Sauin 
(1980, 1984)],  wi l l  be examined, and discussed in the context  
of t e s t s  of demand r e s t r i c t i o n s . fl condi t ion for the 
autoregress iue  er ror  process to be s t a t i onary  in a s ingular  
system wil l  be extended to the higher order flfl(p) case from 
Berndt and Sauin ' s  (1975) flR(1) case.
In Chapter 4, we analyse consumption pa t t e rns  in Korea in 
the context  of systems of s t a t i c  demand equations using 
quar te r ly  household expenditure data for the period 1966-1981. 
We wil l  apply three s t a t i c  demand systems,  the l i near  
expenditure system, the Rotterdam model and the almost ideal 
dmeand system, to the Korean data couering with uarious
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specifications of seasonal effects.  We perform a comparatiue 
study of the performance of uarious demand systems on the data 
and an analysis of the effects of commodity aggregation on the 
estimates and tests of hypothesis. In part icular,  we test and 
analyse the structural changes in consumption patterns in 
Korea ouer the sample period.
In Chapter 5, the dynamic generalisation of demand theory 
and specification of dynamic demand systems wi l l  be discussed 
in the context of the dynamic equilibrium assumption and the 
taste change hypothesis. The Rotterdam model approximation 
wil l  be applied to dynamic Marshallian demand functions to 
obtain an estimable specification of the dynamic demand 
equations. The s ta t is t ic a l  aspects of the estimation of 
(singular) demand systems wi l l  be considered and their  
empirical application to the Korean household expenditure data 
wil l  be discussed.
In Chapter 6, we examine the effect  of misspecification 
of demand systems on tests of hypothesis. We wi l l  consider two 
types of misspecification; one is the incorrect inclusion of 
irreleuant explanatory uariables, and the other is the 
omission of releuant explanatory uariables. The discussion 
wil l  be analytical in the context of testing the general 
l inear restr ict ions in a l inear multiuariate model. 
Experimental Monte Carlo simulation results wi l l  also be 
prouided.
In Chapter 7, we consider problems associated with
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e s t im a t io n  of  the dynamic ( s h o r t  run)  demand systems under 
long run e q u i l i b r i u m  c o n d i t i o n s .  R maximum l i k e l i h o o d  
procedure f o r  e s t i m a t i n g  the dynamic ( s h o r t  run )  demand system 
sub jec t  to the long run e q u i l i b r i u m  r e s t r i c t i o n s  from demand 
theory m i l l  be proposed.  This  procedure is based on an 
i t e r a t i u e  a l g o r i t h m  using the Lyapunou s o l u t i o n ,  fin e m p i r i c a l  
a p p l i c a t i o n  to the Korean household expend i tu re  data is 
p r o u i d e d .
F i n a l l y ,  a summary and conc lus ion  are giuen in Chapter 8.
CHAPTER 2
ECONOMIC THEORY FOR CONSUMER'S BEHAVIOUR AND SYSTEMS 
OF DEMAND EQUATIONS: A SURVEY
2.1 In t roduct ion
In th i s  chapter,  var ious spec i f i ca t ions  of a complete 
system of demand equations m i l l  be examined on the basis of 
s t a t i c  demand theory. In general,  a complete system of demand 
equat ions, or simply a demand system, is defined as a set of 
demand funct ions which are deriued from the postual tes of 
demand theory, such as u t i l i t y  maximisation or the cost 
(expendi ture) minimisat ion,  and are expressed in terms of 
present pr ices and to ta l  expenditure wi th the same funct ional  
form fo r  a l l  goods. Since the work of Stone (1954) on the 
est imat ion of the l i ne a r  expenditure system, there has been 
cont inuing research on a l t e rna t iue  spec i f i ca t ions  of demand 
systems [Deaton and Muellbauer (1980b)].  fi large number of 
excel len t  surueys of the theory of consumer behauiour and 
demand systems are already aua i lab le ;  notably,  Brouin and Deaton 
(1972), Phl ips (1974), Barten (1977), Deaton and Muellbauer 
(1980a), Bewley (1984) and Deaton (1986).
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Demand systems f a l l  i n t o  three major c a te g o r ie s :  (1)  
a r b i t r a r y  systems, (2)  exact  systems, and (3)  approximate 
systems [B a r n e t t  (1981 ,p . 4 3 ) ] .  fin a r b i t r a r y  demand system is 
de f ined  as one which is s p e c i f i e d  w i th ou t  being based on the 
consumer's o p t i m i s a t i o n  problem; the double l o g a r i t h m i c  (double 
lo g )  system f a l l s  in to  t h i s  ca tegory ,  being s p e c i f i e d  s imp ly  
f o r  the d i r e c t  computat ion of  p r i c e  and t o t a l  expend i tu re  
e l a s t i c i t i e s ,  fi demand system w i t h  express ions der iued  from 
the o p t i m i s a t i o n  of  a w e l l - d e f i n e d  o b j e c t i u e  f u n c t i o n  in terms 
of  the consumer's u t i l i t y  or  expend i tu re  ( c o s t )  f u n c t i o n  is  
c a l l e d  an e x a c t  demand system. The l i n e a r  expend i tu re  system 
is  an example of  such an exact  system. I f  the unknown demand 
f u n c t i o n  is approximated adequa te ly ,  the r e s u l t i n g  demand 
system is c a l l e d  an a p p r o x im a te  demand system. Giuen tha t  
the t r ue  forms of  u t i l i t y  and expend i tu re  f u n c t i o n s  are always 
unknown, recen t  deuelopments in s p e c i f i c a t i o n  of  demand 
systems haue emphasised approximate systems much more.
There may we l l  be innumerable ways of  gene ra t ing  
approximate demand systems. We can d i r e c t l y  approximate to an 
unknown demand f u n c t i o n  [ T h e i l ' s  (1965) Rotterdam model ] ,  or 
we can i n d i r e c t l y  de r iue  demand f u n c t i o n s  from approximate 
d i r e c t  and i n d i r e c t  u t i l i t y  f u n c t i o n s  or from approximate 
expend i tu re  f u n c t i o n  [ e . g . ,  Chr i s tensen ,  e t  a l / s  (1975) 
t r a n s lo g  model and Deaton and Mue l l bauer ' s  (1980b) f i lmost 
Ideal  Demand System],  fin approximate demand system is u s u a l l y  
der iued as a f i r s t  o rder  approx imat ion to the unknown demand 
f u n c t i o n s ,  or der iued from a second order  approx imat ion to the 
consumer's o b j e c t i u e  f u n c t i o n s  to ob ta in  g re a te r  f l e x i b i l i t y
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and a more informatiue parameterisation of the model. The 
principal examples of mathematical approximation methods are 
the di f ferent ia l  approximation method [Thei l ' s  (1965) Rotterdam 
model], the Taylor ser ies expansion [Christensen, e t  o l . ' s  
(1975) translog model], the Fourier series expansion [Gallant ' s  
(1981) Fourier f lexible system], and the Laurent expansion 
[Barnet t ' s  (1983a) Miniflex Laurent demand system]. Howeuer, 
uihile exact systems are globally integrable and sat i sfy the 
theoretical  res t r i c t ions  of demand theory, approximate system 
are not integrable,  (or are only locally integrable),  and hence 
they do not sat i sfy such res t r i c t ions  automatically.  The 
global propert ies of approximate demand systems are generally 
unknown and haue at t racted the at tentions of demand theoris ts  
[e .g. ,  see Caues and Christensen (1980) and Barnett and Lee 
(1985) for theoret ical  approach, and Wales (1977) and Byron 
(1984) for Monte Carlo study].
These are the general problems in the specif icat ion of 
demand systems, and will be discussed br ief ly in this chapter.  
First  we will consider the theory of demand and then we will 
examine the deriuation and properties of four demand systems; 
the l inear expenditure system (an exact demand system), the 
Rotterdam model, the translog model and the almost ideal 
demand system (three f lexible functional demand systems).
The scheme of the chapter is as follows: In Section 2, 
the theory of demand will  be sketched out, and in Section 3, 
implications of separable and homothetic u t i l i t y  functions 
will  be examined. We will  consider the l inear  expenditure
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system in Section 4, the Rotterdam model in Section 5, and 
f l e x i b l e  funct ional  demand systems (the t ranslog model and the 
almost ideal demand system) in Section 6. F in a l l y ,  concluding 
remarks m i l l  be prouided in Section 7.
2.2 The Theory of Demand
2.2.1 Preference Ordering and U t i l i t y
In c lass ica l  economics, the theory of consumer behauiour 
is deueloped by pos tu la t ing  a preference order ing for  each 
consumer, which is representable by a real -ualued " u t i l i t y "  
f u n c t i o n . 1 Each consumer is assumed to choose the most 
preferred bundle among a l l  auai lable bundles of goods to 
maximise a u t i l i t y  funct ion subject to the budget cons t ra in t .  
Accordingly,  we assume that there ex is ts  a real -ualued 
funct ion u(q) defined on the consumption set t) such that
u = u(q) (2.1)
for  any nonnegatiue consumption bundle q = ( q t ...... qm) '  e 0 of
a l l  auai lable m goods in market and u e R1, the real  number 
space, where a consumption set U) is a closed and conuex 
nonnegatiue orthant  in FSm. R funct ion u(q) in (2.1)  is ca l led 
the u t i l i t y  f u n c t i o n e d  i t s  image, a real  number u, is 
ca l led  the u t i l i t y  index or simply u t i l i t y ,  which r e f l e c t s  
the consumer's sa t i s fa c t io n  obtained from consuming q.
The theoret i ca l  foundations for  the existence and
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p r o p e r t i e s  of  u t i l i t y  f u n c t i o n s  are prouided by axioms, which 
p o s t u l a t e  th a t  the consumers  p re fe rence  ( t a s t e )  is represented  
by an o rd e r i n g  ( b i n a r y  r e l a t i o n )  on a consumpt ion set  Q 
s a t i s f y i n g  the r e l a t i o n s :  ( i )  completeness,  ( i i )  r e f l e x i u i t y ,  
( i i i )  t r a n s i t i u i t y , ( i u )  c o n t i n u i t y ,  (u)  s t rong  m o n o to n i c i t y ,  
( u i )  l o c a l  n o n s a t i a t i o n ,  and ( u i i )  s t r i c t  con ue x i t y .  f ixioms 
( i )  -  ( i i i )  are s u f f i c i e n t  f o r  the ex is tence  of  the u t i l i t y  
f u n c t i o n ,  and the axioms ( i u ) ,  (u)  and ( u i i )  c h a r a c t e r i s e  the 
u t i l i t y  f u n c t i o n  as a con t inuous ,  monotonic in c rea s in g ,  and 
s t r i c t l y  quas i -concaue f u n c t i o n  of  q e t l . 'We a lso assume tha t  
the u t i l i t y  f u n c t i o n  u = u(q)  is  tw ice  d i f f e r e n t i a b l e  wi t h  
respec t  to q ^ s  f o r  a l l  i = 1 , . . . , m .  [Comprehensi ue d i scuss i ons 
w i l l  be found in Par ian (1978, Chapter 3 ) ,  Deaton and 
Muel Ibauer  (1980a, Chapter 2 ) ,  and Phi i ps (1974, Chapter 1) .  For a 
more mathemat ical  d i s cus s ion  see Oebreu (1959, Chap t e r  4 ) . ]
2.2.2 U t i l i t y  Maxim isation and Marshaiiian Demand Functions
Since the u t i l i t y  f u n c t i o n  is assumed to be monotonic and 
inc reas ing  in q, the marginal  u t i l i t i e s ,  a u / a q / s ,  are always 
p o s i t i u e  f o r  a l l  goods. This  means tha t  the max im isa t ion  of  
the u t i l i t y  f u n c t i o n  cannot be achieued u n c o n d i t i o n a l l y  
w i t h o u t  r e s t r i c t i o n ,  so th a t  the consumer 's choice w i l l  be 
l i m i t l e s s  w i th o u t  hauing any c o n s t r a i n t  imposed on u t i l i t y  
max imisat ion [ T h e i l  (1975, p . 1 ) ] .  Howeuer, i t  is a l so  assumed 
tha t  each consumer always encounters a b u d g e t  c o n s t r a i n t  in 
the de c is ion  making process,  and u t i l i t y  max im isat ion is  then 
co ns t ra in ed .  Wr i t i ng  the budget c o n s t r a i n t  in uec to r  n o t a t i o n  
as
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p'q = H» ( 2 . 2 )
the consumer 's problem becomes
max u ( q , X ) = u ( q ) - X ( p ' q - p ) ,  ( 2 . 3 )
where p = ( p , , . . . , p m) '  is  an m x 1 uec to r  of  p r i c e s ,  p is the 
consumer's t o t a l  expend i tu re  and X is  a s c a la r  Lagrange 
mul t i p i i e r .
The f i r s t  o rder  c o n d i t i o n s  f o r  maximis ing ( 2 . 3 )  are
Uq = Xp ( 2 . 4 )
and
p 'q  = p, ( 2 . 5 )
where Uq = 8u/eq = [ d u / d q ^ . . . ,  du /aqm] ' .  Since the Hessian
m a t r i x ,  U = 32u /a q 3 q ' ,  is  nega t iue d e f i n i t e  from the s t r i c t  
q u a s i - c o n c a u i t y  of  u ( q ) ,  a g loba l  maximum of u(q)  can be 
achieued c o n d i t i o n a l  on the budget c o n s t r a i n t  [ T h e i l  (1975, 
p . 3 - 4 ) ] .  S o lu t io n s  of  ( 2 . 4 )  and ( 2 . 5 )  f o r  q and X lead to a 
set  of  m M a r s h a l l i a n  demand f u n c t i o n s
q = q ( p , p ) , ( 2 . 6 )
and the m a r g i n a l  u t i l i t y  o f  income
X = X ( p , p ) . ( 2 . 7 )
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The m M arsh a l l i a n  demand f u n c t i o n s  in ( 2 . 6 ) ,  which r e l a t e  the 
i n d i v i d u a l ' s  demand f o r  goods to the p r i c e s  of a l l  commodi t ies 
and t o t a l  expend i tu re  (o r  " i ncom e " ) ,  comprise of  a system of  
demand equa t ions .  From (2 .4 )  and the f a c t  tha t  au/aq;  > 0, 
A (p ,p )  in ( 2 . 7 )  is  a p o s i t i v e  s c a l a r - v a lu e d  f u n c t i o n  of  p and 
j j .  The p r o p e r t i e s  of  M a rsha l l i a n  demand f u n c t i o n s  w i l l  be 
d iscussed l a t e r  in t h i s  s ec t io n  in the con text  of  r e s t r i c t i o n s  
on demand systems.
2.2.3 The Indirect U tility  Function
The s u b s t i t u t i o n  of  M a rsh a l l i a n  demand f u n c t i o n s  ( 2 . 6 )  
i n to  the u t i l i t y  f u n c t i o n  ( 2 . 1 )  g ives  the maximum u t i l i t y  
a t t a i n a b l e  f o r  given p and p.  The r e s u l t i n g  u t i l i t y  f u n c t i o n  
can then be expressed in terms of p and p
u* = o ( p , p) ( 2 . 8 )
and is c a l l e d  the i n d i r e c t  u t i l i t y  f u n c t i o n . Th is  u t i l i t y  
f u n c t i o n  is  cont inuous at  a l l  p > 0 and p > 0; i t  is  
non inc reas ing  in p but nondecreasing in p, i t  i s  a l so  qu as i -  
convex in p, and is homogeneous of  degree 0 in ( p , p )  [see f o r  
d e t a i l s  Par ian (1978, p . 8 9 - 9 0 ) ] .
An impor tant  a p p l i c a t i o n  of  the i n d i r e c t  u t i l i t y  f u n c t i o n  
o (p ,p )  is Roy's i d e n t i t y
qs(p,p)  = -  [ dv( p , p) /epj  ] / [ av( p , p) /ap] ( 2 . 9 )
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f o r  a l l  i = 1.......m, which is  a use fu l  formula f o r  d e r i u a t i o n
of the Mashal l i an  demand f u n c t i o n s  q , ( p , j j ) ' s  from the i n d i r e c t  
u t i l i t y  f u n c t i o n  [Uar ian (1978 p . 93) ] .
2.2.4 Expenditure Minimisation and Hicksian Demand Functions
The d u a l  of  the consumer's u t i l i t y  max imisat ion problem 
is h i s  m in im is a t i o n  of  the cost  (o r  expend i tu re  p ' q )  of  a 
giuen leue l  of  u t i l i t y ,  u = u0 ; t ha t  i s ,
m in  p ' q  sub je c t  to u(q)  = uc . ( 2 .1 0 )
The demand f u n c t i o n s  ob ta ined from o p t i m i s a t i o n  of ( 2 .1 0)  can 
then be expressed in terms of  p and uQ
q° = h ( p , u 0 ) ( 2 .1 1 )
f o r  giuen p and u0 and are c a l l e d  H i c k s i a n  or c o m p e n s a te d  
demand f u n c t i o n s .  The minimum ex pend i tu re  a t t a i n e d  at  q = q° 
can be w r i t t e n  as
H* = p ' h ( p , u 0 ) = e ( p , u 0 ) , (2 .1 2 )
and is c a l l e d  the e x p e n d i t u r e  or  c o s t  f u n c t i o n .  The 
expend i tu re  f u n c t i o n ,  e ( p , u 0 ) ,  is nondecreasing,  homogeneous 
of degree one, concaue and con t inuous in p r i c e s  p. Moreouer, 
the expend i tu re  f u n c t i o n ,  e ( p , u 0) ,  is  the inuerse f u n c t i o n  of  
the i n d i r e c t  u t i l i t y  f u n c t i o n  v ( p , y ) ,  in the sense tha t  the 
e q u a l i t i es
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e[p, v(p,}j )] = }j (2.13)
and
* [p ,e (p ,u0)] = u0 (2.14)
hold [Parian (1978, p.91-92)] .
The Hicksian demand functions can be obtained direct ly  
from the part ial  deriuatiues of the expenditure function
q? = hj (p ,u0) = ae(p,u0) / a p j , (2.15)
for a l l  i = 1...... m. The relation (2.15) is called S h e p h a rd 's
lemma. There are important relations between Hicksian demand 
functions and Marshallian demand functions in that
hj (p ,u0) = q, [p ,e (p ,u0) ] ,  (2.16)
that is, the Hicksian demand function at u t i l i t y  u0 is the 
same as the Marshallian demand function at total expenditure 
e(p,u0), and
qi(p,p)  = h j [p ,v (p ,y ) ] ,  (2.17)
that is, the Marshallian demand function at total expenditure 
j j  is the same as the Hicksian demand function, at u t i l i t y  
v(p,p) [see Varian (1978, p.92)] .
The relations (2.16) and (2.17) ensure that at any giuen 
equilibrium position, the consumer's behauiour can be explained
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equally well by the assumption of u t i l i t y  maximisation or 
expenditure minimisation. Thus, the speci f icat ion of an 
expenditure function is equiualent to the speci f icat ion of a 
well-behaued u t i l i t y  function. Since the indirect u t i l i t y  
function is simply the inuerse of the expenditure function, 
the same dual i ty holds for the indirect u t i l i t y  function 
[Parian (1978, p.99)].  Therefore, speci f icat ions of demand 
functions deriued from direct and indirect u t i l i t y  functions 
and the expenditure function are theoret ica l ly equiualent.
2.2.5 The Fundamental M atrix  Equation and the S lutsky M atrix
fls Marshallian demand functions are deriued from 
maximisation of a u t i l i t y  function subject to the budget 
constraint,  thei r  properties also result  from the axioms on 
the consumer's preference ordering and relate to the budget 
constraint.  These properties take the form of mathematical 
res t r i c t ions  on the deriuatiues of the demand functions which 
can be obtained by to ta l l y  d i f fe ren t ia t ing  the f i r s t  order 
condit ions, (2.4) and (2.5),  as well as the solutions, (2.6) 
and (2.7).
Total d i f fe ren t ia t ion  of (2.4) and (2.5) giues the 
"fundamental matrix equation of the theory of consumer demand" 
[Barten (1964)]
u P i dq ■ 2 ’ 0 M dH 1
I p '  o  J -dA . 1 - q '  . . dP .
where U is the Hessian matrix such that U = 32u / 3 q 3 q ' .  Then,
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t o t a l  d i f f e r e n t i a t i o n  of  ( 2 . 6 )  and ( 2 . 7 )  giues
dq qp • dH '
d \ .
\
Cl
/<I3
✓<I . dp .
(2 .19)
uihere q = 3q/3p is an m x 1 uector,  \ P = 3X/3p an m x 1 uector,
qP = 3q/3p an m x m m a t r i x ,  and \  =3X/3p a s c a l a r .  S u b s t i t u t i o nr
of  (2 .1 9)  i n to  ( 2 .1 8 )  g iues the fundamental  m a t r i x  equat ion 
expressed in terms of  p a r t i a l  d e r i u a t i u e s  as
' U P qH qp = • 0 X I  '
. P ' 0 . I _Xu “ X p / . . 1 - q '  .
(2.20)
[ P h l i p s  (1974, p . 4 7 - 4 8 ) ] .  Then, us ing the inuers ion  r e s u l t  f o r  
a p a r t i t i o n e d  m a t r i x ,
r u p i ■’ = ( p ' l T ’ p ) ' 1 ' ( p yU ' ’ p ) U ' 1 -  LT’ p p ' t T 1 I T ’ p ■
p '  0 J p ' L T 1 1
the solut ions of (2 .2 0 )  are giuen by
i
qH = (p 'U- ’ p r ’ U-’ p, (2.21)
qP = x u ' 1-  x ( p ' i r 1p ) ' 1i r 1pp'U~1- ( p ' i r 1p ) i r 1pq' ( 2 . 2 2 )
= ( p 'U - ’ p ) ' 1 (2.23)
Xp = -  [ X ( p ' U ~ 1p ) ' 1U ' 1p + (p 'LT  1p ) ‘  1q ] , (2 .2 4 )
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which i m p l i es tha t
%  -  V 1p - (2 .2 5 )
qP = ( X U ' 1-  (tpH)qHqH" 3 -  qpq ' , (2 .2 6 )
X(j = X ( i p y ) ' 1 (2 .2? )
Xp = -  X[q^ + ( ipn) ' 1 q ] , ( 2 .28)
where <p is  the inuerse of  the income f l e x i b i l i  
of  the marginal  u t i l i t y  of  money and is giuen by
^ ( e l a s t i c i  t y )
ip = [a i n  X/a i n  p ] “ 1 = ( A / p H p ' l T  1p ) ” 1 (2 .2 9 )
[Brown and Deaton (1972, p .1161-1162) ] .  Equat ion 
(2 .26)  is  c a l l e d  the S l u t s k y  e q u a t i o n  and can
(2 .2 2 )  or 
be w r i t t e n  as
9p = K -  qMq ' , (2 .3 0 )
uihere K i s an m x m s u b s t  i  t u t  i o n  matr  i x,  c a l l e d  the S l u t s k y  
m a t r i x ,  such tha t
K = XU” ’ -  XCp'U- ’ p J - ’ U - ’ pp 'U” 1 = XU '1-  (<pH)q i iqLi" (2 .3 1 )
H H
and -q q '  is  the m a t r i x  of  income e f f e c t s . 2 Rearranging ( 2 . 3 0 ) ,r*
the S lu tsky  equat ion can be w r i t t e n  as
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X = qp + > ( 2 . 3 2 )
and the ( i , j ) ' t h  term of K is then
k , j = aqi / apj  + q j a q , / a H (2 .3 3 )
f o r  a l l  i , j  = 1 , . . . , m .  The k j j x s are c a l l e d  the S l u t s k y  
c o e f f i c i e n t s ,  w h i l e  the term aq-. /apj  is  c a l l e d  the 
u n c o m p e n s a te d  p r i c e  e f f e c t .  The S lu tsky  equat ion is 
un a f f ec ted  by t r a n s fo rm a t io n s  of  the u t i l i t y  f u n c t i o n  s ince  
the r i g h t  hand s ide of  ( 2 .31)  w i l l  be un a f f ec ted .
2 2 6  The S lu tsky Equation fo r  a Hicksian Demand Function
The S lu t sky  m a t r i x  can be ob ta ined by p a r t i a l  
d i f f e r e n t i a t i o n  of  H icks ian demand f u n c t i o n s  h (p ,u )  w i t h  
respec t  to p. P a r t i a l  d i f f e r e n t i a t i o n  of  equat ion (2 .1 6 )  w i t h  
respec t  to p j  giues
by the Enuelope theorem and Shephard's lemma ( 2 . 1 5 ) ,  so th a t
[Par ian  (1978, p . 9 6 ) ] .  Thus, the S lu t sk y  c o e f f i c i e n t s  k * j  can 
be thought  as the s u b s t i t u t i o n  e f f e c t  of  a change in p r i c e  p j  
on the demand f o r  good i w i t h  u t i l i t y  held cons tan t .  In t h i s  
sense, the S lu t sky  c o e f f i c i e n t s  k j j ' s  in (2 .33)  are a lso
ah, ( p , u 0) / a p j  = 3 q , / a p j  + q j 3 q s/a>a (2 .3 4 )
k j j = ah j ( p , u 0) /ap j ( 2 . 3 5 )
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called the s u b s t i t u t i o n  e f f e c t , or the compensated p r i c e  
e f f e c t .  The diagonal terms of K, k j j  for i = 1,.. .m, are 
called o w n - s u b s t i t u t i o n  ef fects,  uuhile the off-diagonals, 
k j j ,  i * j ,  are c r o s s - s u b s t i t u t i o n  ef fects.  Returning to 
equation (2.30), we can see that the uncompensated price 
effect ,  qP = [ aqj/ apj ], can be decomposed i n i t i a l l y  into two 
separate effects:  the subst i tut ion effect K = [ k j j ]  and the 
income effect q q/ = [ q j aq j /3>j ] -
r
7.7. 7 The R estric tions on a System o f Demand Equations
The properties of demand functions can be expressed in 
terms of the res t r ic t ions on a system of demand equations 
deriued from equations (2.21) to (2.31) [Phlips (1974, p.51-53)] .
Premult ipl icat ion of (2.21) by p'  giues the add ing -u p  
res t r ic t ion  that
p 'q H = 1. (2.36)
that is, the sum of the marginal propensities to consume is 
exactly equal to one.
Postmultiplying the transpose of (2.22) by p giues the 
' Cournot  a g g r e g a t i o n '  res t r ic t ion  that
qP p = -q. (2.37)
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Postmul t i p l y  i ng K in (2 .31)  by p, me haue the h o m o g e n e i t y  
r e s t r i c t i o n s
Kp = qPp + Hq^ = 0, (2 .3 8 )
s i nee
Kp = x i r ’ p -  A ( p ' i r 1p ) ' 1i r 1p ( p ' i r 1p)
= A l T ’ p-  AU~1p = 0. (2 .39 )
The homogenei ty r e s t r i c t i o n  can be w r i t t e n ,  in summation 
n o t a t i o n ,  as
Z"=1 P jSqi /ap j  + Haq i / 3H = 0. ( 2 .40)
f o r  each equat ion i = 1 , . . . m ,  and imp l ies  t ha t  each demand 
equat ion is homogeneous of  degree zero in income and p r i c e s ,  
so tha t  p r o p o r t i o n a l  changes in p r i c e s  and t o t a l  expend i tu re  
m i l l  leaue the le ue l  of  demand unchanged.
The sym m e try  r e s t r i c t i o n  on the S lu t s k y  m a t r i x  K, tha t  
i s ,  K = K ' , fo l l oms  d i r e c t l y  from the d e f i n i t i o n  of  K in 
( 2 . 3 1 ) ,  s ince U~1 and q q '  are symmetr ic.  Th is  imp l ies
r H
k j j = k j | .  (2 .41)
f o r  a l l  i , j  = 1 , . . . , m ,  mhere k ; j  is the S lu t s k y  c o e f f i c i e n t  
de f ined  in ( 2 . 3 3 ) .
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The n e g a t i v i t y  restr ict ion that the Slutsky matrix is 
negatiue semi-definite follows from concauity of the 
expenditure function e(p,u) ,  since
k j j  = ah j ( p ,u ) / ap j  = ae2( p ,u ) / ep j ap j  < 0.
[Parian (1978, p.99) ] .  fin implication of this restr ict ion is 
that a l l  own substitution effects kj j  are negatiue, since
Vi'Kvj = k ,, < 0  (2.42)
where t, j is an m x 1 unit uector hauing one at the i ' t h  position 
and zero elsewhere.
These are the fiue demand restrict ions that a demand 
system should satisfy.  Howeuer, i t  can easily be seen that the 
Cournot aggregation restr ict ion is automatically sat isf ied  
giuen the other rest r ic t ions , so that i t  is redundant and can 
be ignored [Phlips (1974, p .51)3.
2.2.8 Some in fo rm ative  Measurements and the Characterisation o f  
Goods
The marginal p ropens i ty  to consume a good i ( m p C j )  
or marginal budget share  of a good i is defined as
mpCj = pjaqj/ap = apjqi /ap, (2.43)
and the t o t a l  expenditure ( income) e l a s t i c i t y , , is
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giuen by the l o g a r i t h m i c  d e r i u a t i u e s  of  the M arsha l l i a n  demands 
e; = d i n  q j / a  I n  H = [ a q , / a H] [ p / q , ] ,  (2 .44)
f o r  i = 1 , . . . ,m.
fi good hauing a p o s i t i u e  mpc is  c a l l e d  a n o r m a l  good, 
w h i l e  a nega t iue mpc denotes an i n f e r i o r  good. C l a s s i f i e d  by 
t o t a l  expend i tu re  e l a s t i c i t y ,  a good hauing a t o t a l  expen d i tu re  
e l a s t i c i t y  g re a te r  than 1, so tha t  the marginal  p ro p e n s i t y  to 
consume is g re a te r  than i t s  auerage budget share,  is  c a l l e d  a 
l u x u r y  good, and o therw ise  is  c a l l e d  a n e c e s s i t y .
The u n c o m p e n s a te d  p r i c e  e l a s t i c i t i e s , e ^ ' s ,  are giuen 
by the l o g a r i t h m i c  d e r i u a t i u e s  of  the Marsha l l i a n  demands
e * j  = d i n  q j / a  I n  p j  = [ a q , / a p j ] [ p j / q , ] ,  (2 . 45 )
w h i l e  the c o m p e n s a t e d  p r i c e  e l a s t i c i t i e s , e * i j / s,  are 
giuen by
e’ j = k i j t p j / q j .  (2.46)
where k , j  i s  the ( i , j ) '  th element of  the S lu tsky  m a t r i x  K. From 
( 2 . 3 3 ) ,  i t  is  obuious tha t  the uncompensated p r i c e  e l a s t i c i t y ,  
e , j , can be expressed in terms of  the compensated p r i c e  
e l a s t i c i t y ,  e - j ,  and the t o t a l  expend i tu re  e l a s t i c i t y ,  e i ,  as
e i j  = e i j  “  e i u,j> (2 .4?)
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where Wj is the expenditure share for  a good j  [see Deaton and 
Muellbauer (1980a, p .62 ) ] .
These pr ice  e l a s t i c i t i e s  cannot determ i ne complementari ty, 
s u b s t i t u t a b i l i t y  or independence between goods, since i t  is 
qui te possible to haue both aq, /ap j  > 0 and aqj /ap; < 0 and in 
general ej j * ej  •, and e * j * e j , . Instead, the Slutsky coef f i ci ent 
k j j  must be used to i d e n t i f y  such r e l a t i o n s . 3 Recording to 
Hicks'  d e f i n i t i o n  [see Deaton and Muellbauer (1980,p .46) ] ,  any 
pai r  of commodities ( i , j )  fo r  which k j j  > 0 are ca l led  
s u b s t i t u t e s ,  whi le any pa i r  fo r  which k j j < 0 are complements. 
I f  k j j = 0, goods i and j  are ca l led in d e p e n d e n t*
2.3 Separable and Homothetic U t i l i t y  Functions
In th i s  sect ion,  we w i l l  reuiew separable and homothetic 
u t i l i t y  funct ions.  For a more deta i led  discussion on these 
subjects,  see Phi ips (1974, Chapter 3) or Deaton and Muellbauer 
(1980a, Chapter 5).
2 I t  Separable U tility
From the p rac t i ca l  point  of uiew, i t  is often more useful  
to hypothesise that a consumer's choice is dependent on 
groupwise preferences wi t hi n broad commodity groups rather  
than oueral l  preferences on ind iu idua l  commodities in one big 
grouping. For example, the choice between but ter  and margarine 
may be independent of that between T -sh i r t s  and blouses. Both 
but ter  and margarine (or T -sh i r t s  and blouses) can be
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ca te go r i sed  i n to  the same commodity group,  say food (o r  
c l o t h i n g )  and can be thought  of  as a s i n g l e  good. We assume 
tha t  a l l  m commodi t ies can be ca te go r i sed  in to  M broader 
commodity groups,  such as food,  housing,  c l o t h i n g ,  and so o n , 5 
and th a t  each commodity group has a s u b - u t i l i t y  f u n c t i o n  
de f ined  by goods w i t h i n  t ha t  group. I f  an o u e ra l l  u t i l i t y  
f u n c t i o n  can be expressed in terms of  these s u b - u t i l i t i e s ,  i t  
is  sa id  to be w e a k l y  s e p a r a b l e . Thus, a weakly separable 
u t i l i t y  f u n c t i o n  u(q)  can f o r m a l l y  be w r i t t e n  as
u(q)  = f [ u 1( q 1) , . . . ,uM(qM) ] , ( 3 . 1 )
where f i s  a d i f f e r e n t i a b l e  in c rea s ing  f u n c t i o n ,  w h i l e  
q 1, . . . ,  qM_1, and qM are the M commodity groups and uK( q K) is 
a s u b - u t i l i t y  f u n c t i o n  f o r  a group qK f o r  K = 1 , . . . , M .
The fundamental  i m p l i c a t i o n  of  weak s e p a r a b i l i t y  of  a 
u t i l i t y  f u n c t i o n  is  t h a t  the marginal  r a t e  of  s u b s t i t u t i o n  
between any two commodi t ies be long ing to the same group,  say 
6, is  independent of  the consumpt ion of  a commodity in any 
o ther  group,  t ha t  i s ,
a(u j / u j ) / a q k = 0 ( 3 . 2 )
f o r  a l l  i , j  e 6 and k i  6 [Gorman (1959) and P h l ip s  (1974, 
p . 6 9 ] .  S e p a r a b i l i t y  imp l ies  tha t  the max imisat ion of  the 
o u e r a l l  u t i l i t y  f u n c t i o n  u(q)  sub je c t  to the budget c o n s t a i n t  
( 2 . 2 )  reduces to
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max t ^Cq1) sub jec t  to p ! / q ! = p 1 ( 3 . 3 )
f o r  a l l  I = 1 , . . . , M ,  where p ^ q 1 = p 1 is the in t r a g ro up  budget 
c o n s t r a i n t ,  p 1 is  the t o t a l  expend i tu re  on group I and p1 is a 
u e c to r  of  p r i c e s  of goods w i t h i n  group I . 6 There fo re ,  demand 
f u n c t i o n s  w i t h i n  group I can be w r i t t e n  as a f u n c t i o n  of p 1 
and p r i c e s  p 1 on ly :
q 1 = q ( p 1, p ! ) .  ( 3 . 4 )
Howeuer, t h i s  does not mean tha t  demands in one group are 
independent  of  p r i c e s  of  goods in o t h e r  groups.  Since p r i c e s  
of  goods in o ther  groups a f f e c t  demands in the group through 
t h e i r  e f f e c t  on the group expend i tu re  p 1 , demand f u n c t i o n s  in 
( 3 . 4 )  possess a l l  the usual  p r o p e r t i e s  of demand f u n c t i o n s  
[ P h l i p s  (1974, p . 7 3 ) ] .  Howeuer, f o r  i e q1, j  e qJ , and q 1 * 
qJ , the uncompensated p r i c e  e f f e c t ,  a q i / a p j ,  and the 
s u b s t i t u t i o n  e f f e c t s ,  k j j ,  are j u s t
a q i / a p j  = /x I J [ aq j / a p 1 ] ( 3 . 5 )
and
k u  = C J [ a q j / a H] [ a q j / a p ] , ( 3 . 6 )
respec t  i ue ly ,  where * IJ = [ d p V a p j ]  and £IJ are common terms 
ap p l y in g  to a l l  goods in q1 and qJ [ P h l i p s  (1974 ,p . 74) and 
Deaton and Muel lbauer  (1980a, p . 1 2 8 ) ] .  Howeuer, w i t h i n  each 
group,  the general  S lu t sky  equat ion (2 .3 3 )  ho lds .
R u t i l i t y  f u n c t i o n  u(q)  is sa id  to be s t r o n g l y  s e p a r a t  l  e,
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i f  i t  can be w r i t t e n  as
u = f [ u 1 ( q 1) + u2 (q2 ) + . . .  + uM(qM) ] ( 3 . 7 )
so tha t  the u t i l i t y  f u n c t i o n  takes an e x p l i c i t l y  a d d i t i v e  form 
under some monotone t r a n s f o r m a t i o n . St rong s e p a r a b i l i t y  
assumes th a t  consumers'  p re fe rences  between groups are 
s t r i c t l y  independent of  each o th e r .  However, i n t e r a c t i o n s  
between commodi t ies w i t h i n  groups are assumed to ho ld .
fi u t i l i t y  f u n c t i o n  is sa id to be a d d i t i u e , i f  the q ! / s 
in ( 3 . 7 )  are i n d i v i d u a l  commodi t ies,  t h a t  i s ,  i f  the s t rong  
s e p a r a b i l i t y  is  p o in tw i s e .  The impor tan t  i m p l i c a t i o n  of 
a d d i t i v i t y  is th a t  the marginal  u t i l i t y  of  commodity i is 
independent of  the consumpt ion of  any o ther  commodity, t h a t
Thus, the uncompensated ( c ross )  p r i c e  e f f e c t  is  p r o p o r t i o n a l  
to the income d e r i v a t i v e s ,
where XJ = ( q j  + (paqj /ay) and <p = X / (e X /a j j ) ,  but the cross 
s u b s t i t u t i o n  e f f e c t  is given by
a2u / a q i a q j  = 0 f o r  i * j . ( 3 . 8 )
a q i / a p j  = -  * J ( a q , / a H) , ( 3 . 9 )
k i j  = -  <p[dq, / a ) a ] [ a q j / a j j j (3 . 10 )
and the own s u b s t i t u t i o n  e f f e c t  is
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ki ( = [(p/pi ] [aq, /ap][1 -  p ja q i / a H3 (3.11)
[Houthakker (1960, p.248)] .  The relation (3.9)  is the 
necessary and suff icient  condition for a u t i l i t y  function to 
be addi t iue.
2.3.2 Homothetic U t i l i t y  Functions
R u t i l i t y  function is said to be homothetic  i f  u(q) can 
be written, for an arbitrary scalar t > 0
where f is monotonic and u(q) is homogeneous of degree one; 
u(Tq) = Tu(q) [Deaton and Muellbauer (1980a, p .143)].  This 
means that u t i l i t y  obeys the equiualence of constant returns 
to scale and thus doubling quantities doubles u t i l i t y .
Homotheticity has an important implication for the form of the 
demand equations: demand functions deriued from a homothetic 
u t i l i t y  function can be written as
where $ } (p) is homogeneous of degree -1 in prices [Katzner 
(1970, p.76) and Phlips (1974, p.87) ] .  I t  is clear from (3.13)  
that the budget share is independent of total expenditure and 
al l  total expenditure e la s t ic i t ies  are unity since
u = F[u(q) ], (3.12)
q i “  ^ i  ( P 1 > P 2  > • • • > Pm )  H (3.13)
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e, = ( e q i / d p H i V q i  ) = $ 1 ( p ) [ $ j ( p ) ]" 1 = 1. ( 3 .14)
The Engel curue der i ve d  from a homothet ic  u t i l i t y  f u n c t i o n  is 
a s t r a i g h t  l i n e  through the o r i g i n .  The p r o p o s i t i o n  t h a t  a l l  
ex pend i tu re  e l a s t i c i t i e s  should be u n i t y  c o n t r a d i c t s  a l l  known 
household budget s t u d ie s  [ P h l i p s  (1974, p . 8 8 ) ] .
2.4 The L inear  Expendi ture System
The l i n e a r  expend i tu re  system (LES) is  an exact  demand 
system der iued  from the a d d i t i v e  Stone-Geary or K le in -Rub in  
u t i l i t y  f u n c t i o n  [ K l e i n  and Rubin (1948) and Stone ( 1 9 5 4 ) ] .  
The re fo re ,  the l i n e a r  expend i tu re  system a u t o m a t i c a l l y  
s a t i s f i e s  the r e s t r i c t i o n s  of  demand theory  as we l l  as those 
stemming from a d d i t i v i t y  of  the u t i l i t y  f u n c t i o n .
The u n d e r l y in g  Stone-Geary u t i l i t y  f u n c t i o n  is g iven by
w i t h  parameters y ; ' s  and p / s .  For ( 4 . 1 )  to act  as a u t i l i t y  
f u n c t i o n ,  i t  is  s u f f i c i e n t  to r e q u i r e  th a t  f o r  a l l  i = 1 , . . . , m ,
Then, the demand equa t ions are ob ta ined from the max imisa t ion 
of  the lo ga r i t hm  of  ( 4 . 1 )
u(q) = TTT=i(qi  -  y t ) pi ( 4 . 1 )
0 < ß i < 1 >  ZT=tPi  = 1, and y, < q, . ( 4 . 2 )
i n  u(q)  = Z " = i P i  l n  Cqt -  y t ) ( 4 . 3 )
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su b je c t  to the budget c o n s t r a i n t  p = Z j  = iP j9 j>  and are giuen 
by
p *qi = p syi  + M h -  Z j  = i P j y j ) .  ' = 1 . •  ••>">. ( 4 . 4 )
The marg inal  u t i l i t y  of  income is
^ = ( h “  Z % i P j y j )  1 - ( 4 . 5 )
The term p j y j  may be i n t e r p r e t e d  as the subs is tence le ue l  of  
expend i tu re  on good i ,  w h i l e  the sum of  Z j = i P j y j  ' s u s u a l l y  
i n t e r p r e t e d  as t o t a l  subs is tence  expen d i tu re ,  (p -  Z j = i P j y j )  
is  i n t e r p r e t e d  as supernumerary expend i tu re  and 
p , ( p  -  Z j = i Pj > j ) as supernumerary expend i tu re  spent on i ' t h  
good. S u b s t i t u t i o n  ( 4 . 4 )  d iu id e d  by p } in to  ( 4 . 1 )  leads to the 
i n d i r e c t  u t i l i t y  f u n c t i o n
= TTT..[(w - S " . i p j y j ) ( p i / p i ) i p , .  (4.6)
from which we can con f i rm  tha t  the demand f u n c t i o n  ( 4 . 4 )  can 
be ob ta ined us ing Roy's i d e n t i t y .
I t  i s  obuious from (4 .1 )  tha t  82u / a q i 8qj = 0 f o r  i * j ,  
s ince the u n d e r l y in g  u t i l i t y  f u n c t i o n  is a d d i t i u e .  The 
r e l a t i o n s  ( 3 . 9 )  to (3 .11)  in the p reu ious sec t io n  are 
s a t i s f i e d  by the demand f u n c t i o n s  in ( 4 . 4 ) ,  as is  demonstrated 
below. From (4 .4 )  and ( 4 . 5 ) ,  we haue
8 q i / 8 p  = ß i / P i , ( 4 . 7 )
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aqi / ap j  = - ( P i / P i b j  for i * j (4.8)
= - ( p i / p i ) [yi + 1/PiX] for i = j , (4.9)
and
k u  = C1/X)(pspj /p jpj ) for i * j (4.10)
= ( 1 / X) ( p , / p? ) (p , - 1 )  for i = j . (4.11)
From (4.10) ,  uie see that  symmetry r e s t i c t i o n s ,  kj j = k J , , for
i*j ,  are automat ical ly s a t i s f i e d .  In addi t ion,  from (4.7)  and 
(4.11) ,  the adding up and nega t iu i t y  r e s t i c t i o n s  are also 
s a t i s f i e d ,  prouiding the condi t ions in (4.2)  hold.  From (4.10) 
and (4.11) ,  i t  fol lows that  the homogeneity r e s t r i c t i o n s  are 
s a t i s f i e d ,  s ince for a l l  goods
Z j  = i Pj ^i j  = Z j i u P j C p i ß j A p i P j )  +Pi (Pi A p ? ) ( P i “ 1)
= (p i APi  ) Z  j ki Pj + Cpi/Xpi )Cpi-1)
-  ( ß i /Xpj )(1 p j ) + ( p }/Xp}) (pj 1) -  0.
Howeuer, the l i nea r  expendi ture system has the def ic iency 
that  complementarity is i nfeas ib le  since a l l  s ubs t i t u t i on  
e f f ec t s  are pos i t i ue .  Hence, a l l  goods are s ub s t i t u t e s  in the 
l i near  expendi ture system.
With the analogous concept of the t ranslog approximation 
in mind, the logari thm of the Stone-Geary u t i l i t y  funct ion 
(4.2)  can be regarded as a f i r s t  order Taylor s e r i e s  expansion
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of  lo g a r i t h m  of  any u t i l i t y  f u n c t i o n  around a uec to r  of  
subs is tence  q u a n t i t i e s  y j ' s  w i t h  the parameters
Pi d i n  u/a / n q j q I = y  I
( 4 .1 2 )
and I n  u ( y j )  = 0. Howeuer, de sp i te  the f a c t  tha t  the u t i l i t y  
f u n c t i o n  in ( 4 . 2 )  is a f i r s t  o rder  approx imat ion to any 
u t i l i t y  f u n c t i o n ,  the demand equat ions  in ( 4 . 4 )  cannot be 
regarded as an approx imat ion to general  demand equa t ions .  The 
reason is t h a t  an order  of  approx imat ion is l o s t  in the step 
from the u t i l i t y  f u n c t i o n  to the demand f u n c t i o n s  when s o l o i n g  
f i r s t  o rder  c o n d i t i o n s  ( 4 . 2 )  [see Deaton (1986, p .1 7 8 9 ) ] .  For 
approximate demand equa t ions to be f i r s t  o rder  ap prox imat i ons ,  
the u t i l i t y  f u n c t i o n  should be approximated at  l e a s t  up to the 
second o r d e r .  In t h i s  sense, the l i n e a r  expend i tu re  system is 
not  ' f l e x i b l e ' .  In f a c t ,  the l i n e a r  expend i tu re  system is 
o o e r - r e s t r i c t i u e  in the sense t h a t  i t  has too few parameters 
to g ioe i t  a reasonable f l e x i b i l i t y .  Deaton (1986, p .1788) 
p o in t s  out  t h a t  " t h e  l i n e a r  expend i tu re  system does l i t t l e  
more than f i t  b i u a r i a t e  reg ress ions  between i n d i u i d u a l  
expend i tu res  and t h e i r  t o t a l . "  Howeuer, the l i n e a r  expen d i tu re  
system can remain as an exact  demand system der iued from a 
s p e c i f i c  u t i l i t y  f u n c t i o n  ( 4 . 1 ) .
Moreouer,  demand equat ions in the l i n e a r  expend i tu re  
system are n o n l in e a r  in parameters,  y, and p , ,  so th a t  
e s t im a t io n  is c o m p u ta t i o n a l l y  expensiue,  as a n o n l in e a r  
procedure has to be adopted.  Two-step i t e r a t i u e  e s t im a t i o n
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procedures or the Gauss-Newton method are the most commonly 
used in empirical  such appl i ca t ion [see,  for example, Stone 
(1954),  Poliak and Wales (1969),  Parks (1969, 1971), Poliak 
and Wales (1978) and Kleumarken (1981)].  Houieuer, a d d i t i u i t y  
of the underlying u t i l i t y  funct ion,  i n f l e x i b i l i t y ,  
o u e r - r e s t r i c t i u e n e s s ,  nonl inear i t y  of the model, and the 
i na b i l i t y  to represent  complementarity are seuere cos t s  paid 
for the exactness of the l i nea r  expendi ture system.
2.5 The Rotterdam Model
The Rotterdam model is an approximate demand system, 
proposed by Theil (1965).  The model is a d i rec t  f i r s t  order 
approximation to any a r b i t r a r y  demand function based on the 
to t a l  d i f f e r e n t i a t i o n  of the demand funct ion q = q(p, j j) :
dq = q djj + qpdp. (5.1)
r
Tuio d i f f e r en t  uersions of the Rotterdam model are aua i l ab l e ;  
the r e l a t i u e  pr ice uersion and the absolute pr ice  uers ion.  The 
di f fe rence  between these two uersions l i e s  in the d i f f e r e n t  
s u bs t i t u t i ons  of qP into (5 .1) .  Subs t i tu t ion  of 
qP = [XU-1- (ipp)q q ' ]  -  q q'  y i e lds  the r e l a t i u e  pr ice
r H H
uersion,  whi ls t  using qP = K - q q'  y i e lds  the absolute pr iceH
uersion [see Theil (1975, Chapter 2) ] .  Howeuer, the absolute 
pr ice uersion of the Rotterdam model has aduantages ouer the 
r e l a t i u e  pr ice uersion.  For example, i t  is capable of 
es t imat ing the Slutsky matrix d i r e c t l y ,  and is l i nea r  in
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parameters to be estimated.  We mi l l  discuss the der iuat ion  of 
the r e l a t i u e  price uersion and then focus on the absolute 
price uersion and i ts  propert ies .
2.5.1 The Relative Price Version
Subst i tut ion of qP = [XU-1-  (<pp)q q ' ]  “ quq' ‘ nto ( 5 . 1 )
gi ues
dq = qHdH + [XIT 1-  ( lp>J)qHqH' -  q^q']  dp ( 5 . 2 )
= qH(d|j -  q'dp) + MJ"1dp -  (ipH)qH(qfJ' d p ) ,
inhere ip = ( X / p ) ( p ' l T  1p ) ' 1 is the inuerse of the income 
f l e x i b i l i t y  of the marginal u t i l i t y  of money. Since 
(<py)q = (X/X )X U ' 1p = XU"1 p from (2 .2 5 )  and ( 2 . 2 7 ) ,  ( 5 . 2 )
r* r r
can be wr i t ten as
dq = q [djj -  q'dp] + XU"1dp -  XU"1p[q 'dp] .  ( 5 . 3 )
H H
Then, using the r e la t io n  dx = x d l n  x and mul t ip ly ing  P i /p  on 
both sides of ( 5 . 3 ) ,  ( 5 . 3 )  can be expressed in terms of 
changes in logarithms, the i ' t h  equation being
w. d i n  q, = bjdM + Z! j = i Gi j [ d l n  Pj " ibk d i r t  pk ] ( 5 . 4 )
where bj is the marginal budget share of good i
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bj -  p } ( 3 q i / 3 } j )  -  w j e j , ( 5 . 5 )
and G j j  = X u ' j p i P j / p ,  u ' j is  the ( i , j ) ' t h  element of  the 
inuerse of  the Hessian U, w h i l e  e-, i s  the t o t a l  expend i tu re  
( income) e l a s t i c i t y  on good i .  The r a t e  of  change in rea l  
income ( t o t a l  exp en d i tu re )  f low dM is  de f i ne d  as
Equat ion ( 5 . 4 )  is the r e l a t i u e  p r i c e  ue rs ion  of the Rotterdam 
model and is  n o n l i n e a r  in parameters bj and G} j .
2.5.2 The Absolute Price Version
fls ment ioned,  the d e r i u a t i o n  of  the abso lu te  p r i c e  
uers ion  of  the Rotterdam model is  the same as tha t  of  the 
r e l a t i u e  p r i c e  uers ion  except  f o r  the s u b s t i t u t i o n  of  the 
S lu t sky  equa t ion ,  qP = K -  q q ' ,  i n t o  ( 5 . 1 ) .  R f t e r
H
s u b s t i t u t i o n ,  ( 5 . 1 )  can be w r i t t e n  as
so tha t  the i / th equat ion in ( 5 . 7 )  can be w r i t t e n  as
dqi = ( a q i / a H) [ d 1j  -  Z ü = ,q kdpk ] + Z j  = i k u dPj-  ( 5 -Q)
Again,  us ing the r e l a t i o n  dx = x d l n  x and m u l t i p l y i n g  P i / h on 
both s ides  of  ( 5 . 8 ) ,  we haue the ab so lu te  p r i c e  uers ion  of  the
dM = d i n  ja -  £ k=,iuk ö7/7 pk . ( 5 . 6 )
dq = q(jdH + (K -  qHq ' ) d p , ( 5 . 7 )
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Rotterdam model
u), d in  q( = b, dM + £ "  =,C, i ps (5.9)
where b-, and dM are defined as in (5.5)  and (5 .6 ) ,  and C} j are 
the Slutsky coefficients are expressed as compensated cross 
price e las t ic i t ies  weighted by expenditure shares such that,  
for al l  i and j ,
and the e?j are the compensated cross price e las t ic i t i es  
between goods i and j .  We haue deriued the absolute price 
uersion of the Rotterdam model as an approximation to a 
Marshallian demand function. Howeuer, i t  can also be deriued 
for a f i r s t  order approximation to a Hicksian demand function 
[Deaton (1986, p . 1789)J.
Total d i f ferent iat ion of the Hicksian demand function 
q, = hI (u0, p) giues
inhere k , j  is the ( i . j ) ' t h  Slutsky coeff icient.  Then, using the 
relation dx = x d / n x  and multiplying (5.11) by Pj/ j j .  we haue
w, d m  q, = (u0p i / M)(ah, /au0) din u0+ £ ™ =, C j , d m  p j , (5.12)
inhere C, j is defined as in (5.10) .  Total d i f ferent ia t ion  of
C i j  = k i  j P i P j / p  = ui i e * j , (5.10)
dq i = (3h/3u0)du0 + Z j  = t k u dPj< (5.11)
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the expenditure function p = c (uQ,p) giues
di n  u0 = (a i n  p/a i n  u0 ) ~ 1dM (5 .13)
where dM is defined as in ( 5 . 6 ) .  The f i r s t  term on r i gh t  hand 
side of (5 .12)  then becomes
(u0p i / p ) ( a h | / a u 0 ) (a  i n  ja/a / / 7  u0) ' 1dM 
= (u0p J/ | j ) ( q l / u 0 ) [a  i n  h j / a / / 7  u0 ] (a / / 7  p/a i n  u0 ) " 1dM 
= (pi q j / p ) ( a  I n  h , /  a I n  p)dM = ui} e , dM = bjdM, 
which proues that the equation (5 .12)  reduces to ( 5 . 9 ) .
The d iscrete analogue of the absolute uersion of 
Rotterdam model ( 5 . 9 ) ,  (hereaf te r  simply ca l led  the Rotterdam 
model),  at time t can be giuen by
ui?«A//?qi t  = b j AM + Z  j = i C, jA pj t (5 .14)
where A is log d i f ference  operator such that
A / /? X j t — / /? X j t  — / /7  X j j t — 1)
and w* t is giuen by
w• t = * [ w , t + wi ( t -1 ) ] . ( 5 .1 5)
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Since the model (5.14) is l i nea r  in co e f f i c i e n t s  and the 
explanatory uar iable are iden t i ca l  in each equation, OLS 
est imat ion produces maximum l i ke l i h o o d  est imates. Howeuer, 
since the Rotterdam model is not an exact demand system, these 
OLS estimates do not s a t i s f y  the r e s t r i c t i o n s  of demand theory 
automat ical ly .  The r e s t r i c t i o n s  haue to be imposed using a 
constrained uersion of Z e l l n e r ' s  (1962) i t e ra t i u e  SUR 
est imator,  to produce maximum l i ke l i ho od  est imates of the b } 's  
and C j j ' s .  [Fu l l  d e ta i l s  are giuen in Chapter 3 . ]
The r e s t r i c t i o n s  imposed on the Rotterdam model (5.9)  are 
as fol lows [Thei l  (1975, p .49]:
Rdding up: £ 7  = 1bj = 1 and (5.16)
£ 7 =1C} j = 0, fo r  a l l  j  = 1 , . . . ,m,
Homogeneity: £ j SlC, j  = 0, for  a l l  i = 1 , . . . ,m ,  (5.17)
Symmetry: C j j  = C j  s, fo r  a l l  i , j  = 1 , . . . ,m ,  (5.18)
Negat iu i ty :  The matr ix C = [ C j j ]  is negatiue (5.19)
s e m i - d e f i n i t e .
The adding-up r e s t r i c t i o n s  are automat ical ly  s a t i s f i e d  in 
est imat ion,  but the homogeneity and symmetry r e s t r i c t i o n s  need 
to be be imposed and tested.
The Rotterdam model is " f l e x i b l e ' 9' in the sense that i t  
has s u f f i c i e n t  parameters for  a f i r s t  order local
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ap p r ox i m a t i o n  to any demand function. It has the a bility to 
e stimate marginal budget shares and income comp en s a t e d  
substi t u t i o n  effects directly, as mell as identifying 
s u b s ti t u t e s  and complements. The estimate of the Slutsky 
m atrix can be obtained from the r e s t ri c t e d  e stimates under
(5.16) — (5.19). Howeuer, s a t i sfaction of these r e s t r i c t i o n s  
does not imply integrablity of the R otterdam m o d e l . 7 
Integrablity r equires much more seuere conditions. Voshih a r a  
(1969) and Barnett (1979) haue shown that the R o t t er d a m  model 
is integrable if and only if the un d e rl y i n g  utility function 
is of C o b b -D o u g l a s  fo r m . 0 This means that the u tility function 
und e rl y i n g  the R otterdam model must be a linear l o g a rithmic  
utility function which is not only additiue but homothetic. 
Therefore, if integrability is requ ir e d  o priori, the 
R o t t erdam model must be subject to a d d i tiuity and
h o m o t h e t i c i t y , so that the model is parallel with linear Engel 
curues passing the origin. This se r i ou s l y  damages the model's 
abilit i e s  as an arbitr a r y  first order ap p r ox i m a t i o n  and also 
destroys the flexibility of the model [Barnett (1979)3. 
Howeuer, as Barnett (1979) points out, the theoretical 
p r o p erties of the R otterdam model p rouided by the r e s t ri c t i o n s
(5. 1 6)  — (5.19) do not depend for their ualidity on
integrability of the system (5.9). The u s e f ulness of the 
R otterdam model as an approx i m a t i o n  to a true demand systems 
is not affected by the model's integrability [see also Barten 
(1977)]. Recently, Byron (1984) showed through a Monte Carlo 
s imulation that the R otterdam model is a fairly good 
a p p r oximation to demand systems, such as the linear 
e x p e nd i t u r e  system, the translog model and a demand system
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based on a quadratic u t i l i t y  function.
2.6 Flexible Functional Forms
We haue seen that the Rotterdam model is a direct f i r s t  
order approximation to an arbitrary demand system.
Rlternat iuely, i t  is also possible to approximate to the 
demand system through a second order approximation to a 
u t i l i t y  function or an expenditure (cost) function. For 
example, the t rans log  model [Christensen, et  a l . (1975)] is 
deriued from a second order approximation to a general, direct  
or indirect u t i l i t y  function. The til most Idea l  Demand 
System (RIDS) [Deaton and Muellbauer (1980b)] is deriued from 
a second order approximation to an expenditure function 
defined by the PI6L06 preference class. Such a procedure is 
called the f l e x i b l e  func t iona l  form approach.
Besides the translog model and the almost ideal demand 
system, there are many f lexible  functional forms auailable,  
for example, the generalised Leontief system, the generalised 
Cobb-Douglas system [Berndt, et  a l . (1977)], the generalised 
Box-Cox system [Berndt and Khaled (1979)], the Fourier 
f lexible  system [Gallant (1981)],  the generalised addilog 
system [Bewley (1982b)], the Flexible Laurent system [Barnett 
(1983a)], the Muntz-Szatz system [Barnett and Jonas (1983)],  
and so on. Howeuer, i t  is not intended to couer a l l  these 
systems but only to consider the two best known, the translog 
model and the almost ideal demand system. The reasons for 
choosing these two models for consideration are: f i r s t l y ,
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the re  are many em p i r i c a l  a p p l i c a t i o n s  of  these models;  
second ly ,  they are duals of  one another  in the sense tha t  the 
t r a n s l o g  model is  der iued from u t i l i t y  max im isa t ion ,  w h i l e  the 
almost  ideal  demand system is  der iued  from cost  m in i m i s a t i o n ;  
and t h i r d l y ,  tha t  d e r i u a t i o n s  of  o th er  f l e x i b l e  demand systems 
are not uery d i f f e r e n t  from those of  these two models.  We now 
presen t  a b r i e f  reuiew of  the f l e x i b l e  f u n c t i o n a l  form 
approach .
Formal l y ,  a f u n c t i o n a l  form S* (x )  is sa id  to be f l e x i b l e  
i f  i t  can p rou ide a second o rder  approx imat ion to an a r b i t r a r y  
tw ice  c o n t in u o u s ly  d i f f e r e n t i a b l e  f u n c t i o n  S(x)  at  any 
a r b i t r a r y  p o in t  x0 [D i ewert  (1982) ] .  f l  s e c o n d  o r d e r  ( l o c a l )  
a p p r o x i m a t i o n  S* to S at  the p o in t  x0 is de f ined  as one such 
th a t
[ S * ( x )  -  S( x ) ] / 1x -  x j | 2 0 ( 6 . 1 )
as x —> x0 [see Ba rne t t  ( 1 9 8 3 b ) ] . 9 In p r a c t i c e ,  f l e x i b l e  
f u n c t i o n  forms c o n s i s t e n t  w i t h  these d e f i n i t i o n s  can be 
ob ta ined  by mathemat ical  approx imat ion techn iques,  such as a 
Tay lo r  s e r i e s  expansion,  a F o u r i e r  s e r i e s  expansion,  a Laurent  
expansion,  the Muntz-Szatz theorem, and so on. The f l e x i b l e  
f u n c t i o n a l  forms in the t r a n s lo g  model and the almost  idea l  
demand system are based on second o rder  Tay lo r  s e r i e s  
expansions to u t i l i t y  and expend i tu re  f u n c t i o n s ,  r e s p e c t i u e l y .
Once the f l e x i b l e  f u n c t i o n a l  form of  the u t i l i t y  or 
expend i tu re  f u n c t i o n  is ob ta ined and i f  i t  is  c o n s i s t e n t  wi t h
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economic theory (e .g . ,  quasi-concauity of u t i l i t y  function,  
concauity and homogeneity for expenditure function), then 
demand functions can be deriued by Roy's identity or by 
Shephard's lemma. This is the usual technique in the f lexible  
functional form approach. Rs mentioned in Section 2.4, an 
order of approximation is lost by passing from the objectiue 
function to the demand system, so that a second order 
approximation should be attained for the objectiue function in 
order to guarantee a f i r s t  order approximation for the demand 
functions [see Deaton (1986, p.1789)].  In this sense, the 
translog model and the almost ideal demand system are f i rs t  
order f lexible  (approximate) demand systems consistent with 
demand theory.
The aduantages of using f lexible  functional forms are 
well documented in the l i te ra ture  [Wales (1977), Berndt, et  
al  . (1977), Christensen and Manser (1977), Caues and 
Christensen (1980), and Barnett and Lee (1985)].  In summary, 
the aduantages are the capabil i ty of prouiding a reasonable 
approximation to any unknown function at any base point 
without any information about the exact form of the underlying 
function and the possession of enough parameters for a 
reasonable approximation to be independent of the true 
functional form. Neuerthless, in application the performance 
of f lexible  forms has usually been poor and they often reject  
the restr ict ions of demand theory. Their local and global 
properties are generally unknown except in special cases 
[Caues and Christensen (1980), and Barnett and Lee (1985)].  R 
more detailed discussion of the translog demand system and the
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almost ideal  demand system now f o l l o w s .
2.6.1 The Translog Model
There are two uers ions  of  the t r a n s l o g  ( t r ansce nd en ta l  
l o g a r i t h m i c )  model:  one is der iued from an approx imat ion to a 
d i r e c t  u t i l i t y  f u n c t i o n  and the o ther  from an approx imat ion to 
the i n d i r e c t  u t i l i t y  f u n c t i o n .
The d i r e c t  t r a n s lo g  approximate demand f u n c t i o n  is 
der iued  from a second-order  Tay lo r  s e r i e s  expansion of  the 
l o g a r i t h m i c  of  r e c i p r o c a l  of  a general  d i r e c t  u t i l i t y  f u n c t i o n  
around a base p o in t  q = q which can be w r i t t e n  as
//? u (q )  = <*o + Z 7  = i<*i l n  q, + ^ Z T  = i Z j = i P i j  lnqi m  q j .  ( & - U
where ß j j  = ß j ,  f o r  a l l  i and j .  I f  we w r i t e  z t = I n  q } and 
^ ( z )  = I n  u ( q ) ,  the parameters ctof oe, and p , j  can be 
i n t e r p r e t e d  as
<*„ = f C z )  -  S i ( 3 ^ / a z , ) z ,  + i ^  j ( 3 2 ^ / 3 Z i 3 Z j ) z i Z j
cl ;  = a y / d Z ;  -  £  j ( 3 2? / 3 Z i 3 Z j ) Z j  ( 6 . 2 )
Pi  j  = a 2^ / 3 Z i 3 Z j ,
where ay/az-, and 3 2 < p / 3 Z i 3 Z j  are the f i r s t  and second 
d e r i u a t i u e s  of  4#(z ) eualuated at  an a r b i t r a r y  base p o in t  z-( = 
Zj (= I n  q } ) and Zj  = Z j ,  r e s p e c t i u e l y  [see Simmons and
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Weiserbs (1 9 7 9 ) ] .  The r e s u l t i n g  demand f u n c t i o n s  are giuen in 
budget share form by,
“>i = [<*i + Z "= i p i j  m  q j l / C o f »  + Z k = i ß m k ^ q k 3  (6 -3 )
where
an^ ßmk “  2Z j  = 1 P j  k ( 6 . 4 )
[ f o r  d e r i u a t i o n ,  see Chr is tensen ,  e t  o l .  ( 1 9 7 5 ) ] .  Since the 
demand equat ion are homogeneous of  degree zero in the 
parameters dj  and p , j ; i t  i s necessary to impose a 
n o r m a l i s a t i o n  c o n d i t i o n  such tha t
<*m = Z k  = i<*k = 1 . ( 6 . 5 )
The i n d i r e c t  t r a n s lo g  u t i l i t y  f u n c t i o n  is giuen by
i n  u ( P , H)= «(.+ £ 7 . , * ,  I n  ( p , / jj)
+ £ n j» iß i  j l n  ( PI / jj i (pi / h ) (6-6)
uihere the parameters oiot & - / s  and P i j ' s  are ob ta ined in a 
s i m i l a r  manner to ( 6 . 2 )  but  w i t h  Z; = I n  ( p i / j j ) .  From Roy's 
i d e n t i t y ,  the demand equa t ions can be expressed as
= [<*i+Z " = i ß i  J l n  ( p i / H ) ) / / [öm+Zk  = iß mk i n  ( p k/ ( j ) ] ,
f o r  i = 1 , . . . ,m, ( 6 . 7 )
where <*m and ßmk are de f ined  as ( 6 . 4 ) .  fl n o rm a l i s a t i o n  r u l e
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(6 .5 )  is  a lso r e q u i r e d  to i d e n t i f y  the parameters.
I t  has been c la imed tha t  the demand equa t ions de f ined  in
( 6 . 3 )  and ( 6 . 7 )  can be thought  as f i r s t  o rder  approx imat ions 
to any demand f u n c t i o n .  Howeuer, as McLaren (1982) p o in t s  ou t ,  
the obuious problem w i t h  the d i r e c t  t r a n s lo g  system is  th a t  
the share equa t ions in ( 6 . 3 )  are w r i t t e n  as f u n c t i o n s  of  the 
endogeneous u a r i a b l e s ,  c\-/s [Bewley (1 9 8 4 ) ] .  There is on ly  one 
exogeneous u a r i a b l e ,  the constan t  1. There fo re ,  maximum 
l i k e l i h o o d  e s t im a t io n  of  ( 6 . 3 )  leads to biased and 
i n c o n s i s t e n t  parameter es t ima tes .  Houieuer, t h i s  problem does 
not occur in the i n d i r e c t  t r a n s lo g  model.
I t  has a lso  been c la imed tha t  r e s t r i c t i o n s  of  demand 
theory  can be tes ted  d i r e c t l y  in terms of the parameters d-, 
and ß i j  in the d i r e c t  and i n d i r e c t  t r a n s lo g  demand f u n c t i o n s
( 6 . 3 )  and ( 6 . 7 ) .  Chr i s tensen ,  e t  o l . (1975) argue tha t  the 
symmetry of  the Hessian i s  eq u iu a le n t  to
Pi j  = P j i  - ' > j  -  1 - • • • .">• ( 6 . 8 )
Houieuer, the use of  a t e s t  of  ( 6 . 8 )  to suppor t  the symmetry 
r e s t r i c t i o n  is  m is lea d ing  in Chr i s tensen ,  e t  o l . (1975) ,  in 
tha t  r e j e c t i o n  of  ( 6 . 8 )  imp l ies  the r e j e c t i o n  of  symmetry of 
the s u b s t i t u t i o n  m a t r i x .  Simmons and Weiserbs (1979) show tha t  
symmetry r e s t r i c t i o n s  of  the s u b s t i t u t i o n  e f f e c t  can be 
expressed in terms of  p . j ' s  and ws' s  as
ß i j  ”  W; ßmj -  Wjpj m Pji  -  Wjßmi * Wißjm- ( 6 . 9 )
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It is clear that (6.8) implies (6.9) but (6.9) does not imply
( 6 . 8 )  . This means that if (6.8) is accepted, (6.9) can be 
accepted. Houieuer, reject ion of (6.8) cannot imply the 
reject ion of (6.9).  When (6.8) is rejected,  one should test  
expl ici t ly (6.9) for the symmetry of the subst i t u it ion matrix 
[McLaren (1982)]. Simmons and Weiserbs (1979) identify three 
di fferent  u t i l i t y  functions producing the same share equations 
as (6.6) and hauing the symmetric Hessian but they show that
(6.8) does not hold for the u t i l i t y  functions.
The global approximation properties of the translog 
system as a f lexible functional form are known only in some 
special cases, such as the homothetic u t i l i t y  function and 
some two or three good si tuat ions [Caues and Christensen 
(1980) and Barnett and Lee (1985)]. Caues and Christensen 
(1980) examined the regional propert ies of the translog and 
the generalised Leontief (GL) models for homothetic 
preferences with two and three goods and the nonhomothetic 
case with two goods, and found that the translog model has 
good regional propert ies when preferences are near homothetic 
and al l  subst i tut ion e l a s t i c i t i e s  between goods are near one. 
Recently, Barnett and Lee (1985) found that the translog model 
has an unpredictable regular region's  shape, location and size 
without prior knowledge of the model's parameters. [See also 
Wales' (197?) Monte Carlo study.] Thus, the case for the 
translog model as a second order approximation to an arbi t rary 
u t i l i t y  function is not total ly conuincing.
The indirect and direct  translog models are uery
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nonlinear in parameters, so that they are not p a r t i c u la r y  
a t t r a c t i v e  models for large demand systems. Empirical  
appl icat ions of the translog model to more than three 
commodity s i tuat ions  are rare .  For example, Christensen, e t  
o l . (1975) apply the translog model to Rmerican 3 commodity 
data,  Berndt,  e t  a l . (1977) to Canadian 3 commodity data,  
Simmons and Weiserbs (1979) to American 3 commodity data,  and 
McLaren (1982) to Austral ian 3 commodity data.
2.6.2 The A lm ost Ideal Demand System
Deaton and Muellbauer (1980b) derived the Almost Ideal  
Demand System (AIDS) from a f l e x i b l e  funct ional  form of the 
expenditure function defined by the PIGLOG preference class 
w i th
I n  c (u ,p )  = ( 1 - u ) / / ? a ( p )  + u //? b ( p ) . ( 6 .10)
where u is a given u t i l i t y  level  and a(p)  and b(p) can be 
regarded as the costs of subsistence and b l i s s .  For the 
expenditure function (6 .10)  to be f l e x i b l e ,  second order 
approximations to I n  a(p)  and I n  b(p) are chosen as
I n  a ( p) =tf0 + [ ;  = ,dk / / 7 p k + ZT = i y k i  I n  pk pv (6.11)
and
l n  b(p) = l n  a(p)  + p0 ITk=iPkpk (6 .12)
where c*k , pk , and ykv are parameters. For c (u ,p )  to be 
homogeneous of degree 1 in p, as required by demand theory,  i t
[Chapter Z] 5Z
is necessary that
(6.13)
and
(6.14)
The demand funct ions can be obtained d i r e c t l y  from (6.10) 
using Shephard' s lemma
and are then expressed with the budget shares as a funct ion of 
pr i ces  and u t i l i t y
where y 4 j = \ ( y \ j  + y * j ).  Since the expenditure funct ion is 
the inuerse of the indi rect  u t i l i t y  funct ion,  u in (6.10) can 
be wr i t t en as a funct ion p and jj by using (6.11) and (6.12) .  
Then, rearranging (6.10) and s u b s t i t u t i ng  into (6.16) ,  we haue 
demand funct ions in the almost ideal demand system expressed 
in budget share form*.
d i n  c ( u , p) / a / / 7  pi = Pi q j / c ( u , p )  = w,, (6.15)
h i  = ö i + Zj=i y i  j ln pj + ßi'jpolTr=iPkßk. (6.16)
Hi = <=<, + Z j  = i y i j ^ P j  + p i ^  ( h/ P o) . ( 6 . 1?)
where P0 is an oueral l  pr i ce  index such that
in ?0 = d0 +£k<*k In pk + %Zk£»yki  In pk In pt (6.18)
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which is, howeuer, well approximated by
l n  P* = £ " = ,uij i n  pj (6.19)
to auoid the nonlinearity due to (6.18) [see Deaton and 
Muellbauer (1980b, p .316)3.
The coefficients (y s j and p j ) in (6.17) are not direct ly  
related to the Slutsky matrix or the marginal budget shares. 
Each y j j  in (6.17) measures the change in the i ' th  budget 
share following a one percentage change in pj with p/P0 held 
constant, while p; represents ew;/ a //? p [Deaton and Muellbauer 
(1980b, p . 314) 3. Since 8W|/a//7 p -  apjqj/ap -  pjq,/ j j ;  that is, 
pi is the marginal budget share minus the auerage budget share 
of good i,  the coeff icient p| indicates whether a good is a 
luxury or necessity. I f  p} > 0, then good i is a luxury, 
because Wj increases with p ,  while if  pj < 0, then good i is a 
necessity. Consequently, the marginal budget share and the 
total expenditure e la s t ic i ty  of good i can be giuen as
respect i uely . The Slutsky coefficients ( C, j = k *, j p i p j / h ) can 
be expressed as
3 p i q i / a H = Pi +111; ( 6 . 20)
and
e i = ßi/ui-, +1, ( 6 . 2 1 )
C , J  =  y i  j  +  p i p j  ( h / p J  -  « » . S j  j  + u i . u f j , ( 6 . 22)
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uihere S j j  i s  a Kronecker d e l t a  [Deaton and Muel lbauer  (1980b, 
p .316)3 - The compensated p r i c e  e l a s t i c i t y ,  e * j ,  can then be 
ob ta ined as
e- j  = C| j / ui, . ( 6 . 2 3 )
Howeuer, the demand r e s t r i c t i o n s  ( o t h e r  than n e g a t i u i t y )  
can be imposed d i r e c t l y  on the c o e f f i c i e n t s ,  , p j ,  and y*f j . 
The r e s t r i c t i o n s  on the c o e f f i c i e n t s  of  the almost  idea l  
demand system (6 .17)  are as fo l l ou is :
Adding up: = 1, Z " = i P i = 0 and
Z ” =i y i j  = 0, f o r  a l l  j  = ( 6 . 2 4 )
Homogeneity:  y*,j = 0, f o r  a l l  i = 1 , . . . , m .  ( 6 . 2 5 )
Symmetry: y s j = y j  f , f o r  a l l  i , j  = 1 , . . . , m .  ( 6 .2 6 )
N e g a t i u i t y :  The m a t r i x  C = [ C j j ] i s nega t iue (6 .2 7 )
s e m i - d e f i n i t e
uihere C 5 j  is  de f i ned  as in ( 6 . 2 2 ) .  Thus, euen though the 
S lu t sky  c o e f f i c i e n t s  (6 .22)  uary ouer the sample space, the 
homogenei ty and symmetry r e s t r i c t i o n s  are l i n e a r  and cons tan t  
f o r  a l l  o b s e r u a t i o n s , as can be seen from (6 .25)  and ( 6 . 2 6 ) .  
Howeuer, the t e s t  of  n e g a t i u i t y  u a r i e s  wi t h  the data.
The almost ideal  demand system in (6 .17)  are f l e x i b l e  and 
giue an a r b i t r a r y  f i r s t  o rder  approx imat ion to any demand
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system, as the expend i tu re  f u n c t i o n  is  a second order  
approx imat ion .  Howeuer, t h e i r  g loba l  and re g io na l  p r o p e r t i e s  
s t i l l  remain unknown.
2.7 Concluding Remarks
In t h i s  chap te r ,  we presented an oueruiew of  demand 
theory  and the problems r e l a t i n g  to the s p e c i f i c a t i o n  and 
p r o p e r t i e s  of  e x i s t i n g  complete demand systems: the l i n e a r  
expend i tu re  system, the Rotterdam model ,  the t r a n s l o g  model ,  
and the almost  ideal  demand system. The d i scuss ion  in t h i s  
chapter  does not couer a l l  t o p i c s  in contemporary demand 
a n a l y s i s ;  i t  i s  con f ined  to the bas ic  problems u n d e r l y i n g  the 
present  s tudy .  One might  p o in t  out the omission of  impor tan t  
t o p i c s ,  such as Engel curue a n a l y s i s ,  aggrega t ion ouer 
consumers, the S-branch u t i l i t y ,  the g e n e r a l i s a t i o n s  of  the 
l i n e a r  expend i tu re  system, and so on. Howeuer, as such t o p i c s  
are not  d i r e c t l y  r e l a t e d  to our e m p i r i c a l  work,  we are fo rced  
to c u r t a i l  the d i scuss ion  at  t h i s  p o i n t .
The dynamic g e n e r a l i s a t i o n  of  demand theory and the 
s p e c i f i c a t i o n  of  dynamic demand systems w i l l  be discussed 
elsewhere ( i n  Chapter 5 ) .  F i n a l l y ,  the s t a t i s t i c a l  aspects of  
the e s t im a t i o n  of  demand systems cons idered in t h i s  chap te r  
and t h e i r  a p p l i c a t i o n  to Korean household expend i tu re  data 
w i l l  be d iscussed in Chapters 3 and 4, r e s p e c t i u e l y .
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FOOTNOTES:
1. The o ther  approach,  due to Samuelson (1947) ,  is  t ha t  of  
reuea led p re fe rence  theory ,  in which n e i t h e r  the u t i l i t y  
f u n c t i o n  nor the p re fe rence  o rd e r i n g  is  pre-assumed. This  
approach goes d i r e c t l y  to the demand f o r  commodi t ies,  but  w i l l  
not  be d iscussed in t h i s  chap te r .
2. Decomposing the m a t r i x  K i n to  two ma t r i ce s ,  XU"1 and
X (p 'U ” 1p ) ” 1U ' 1p p ' U " 1f XU” 1 = [ X u ' J] i s  c a l l e d  the s p e c i f i c
s u b s t i t u t i o n  e f f e c t  m a t r i x  and X (p 'U ” 1p ) " 1U~1p p ' U " 1=
[ — ( X/X ) (aq , /8 j j i ) (aq j / a p )  ] i s  c a l l e d  the g e n e r a l  s u b s t i t u t i o n  
*
e f f e c t  m a t r i x ,  where u , j  i s  the ( i , j ) / th term of U " 1 
[Houthakker  ( I 9 6 0 ) ] .
3. The m a t r i x  of  uncompensated p r i c e  e f f e c t s ,  qP = [ a q j / a p j ] ,  
is  not  n e c e s s a r i l y  symmetr ic.
4. A l t e r n a t i v e  d e f i n i t i o n s  f o r  these r e l a t i o n s  are expressed 
in terms of  the second order  d e r i u a t i u e s  of  u t i l i t y ,
U j j  = a2U j / a q i a q j .  That i s ,  i f  u u  > 0, the goods, i and j ,  
are c a l l e d  complements, i f  u } j  < 0, s u b s t i t u t e s ,  and i f  
U j j  = 0, independent goods [see P h l i p s  (1974, p . 7 7 - 7 8 ) ] .
5. The composi te commodity theorem as se r t s  tha t  i f  a group of  
p r i c e s  moue in p a r a l l e l ,  then the cor respond ing group of  
commodi t ies can be t r e a te d  as a s i n g l e  commodity [Deaton and 
Muel lbauer  (1980a, p . 1 2 1 ) ] .
6. Thus, the second stage of  two-stage budget ing is  both 
necessary and s u f f i c i e n t  f o r  weak s e p a r a b i l i t y .
7. Rs Barne t t  notes,  i t  has w id e ly  been asser ted t h a t  t e s t s  of  
the c l a s s i c a l  r e s t r i c t i o n s  w i t h  the Rotterdam model i m p l i c i t l y  
t e s t  f o r  the ex i s tenc e  of  a double log aggregate u t i l i t y  
f u n c t i o n  [see f o r  example Ph l i p s  (1974) and Chr is tensen e t  
a l .  ( 19 75 ) ] .
8. Voshihara (1969) uses the r e l a t i u e  p r i c e  uers ion  of  
Rotterdam model and B a r n e t t ' s  (1979) r e s u l t  is  based on the 
aggregate (ouer  consumers) Rotterdam model.
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9. Equat ion ( 6 . 1 )  can be w r i t t e n  as S * ( x ) - S ( x )  = o ( IIx—x0 II2 ) ,  
e q u i u a l e n t l y , which means t h a t  S * ( x ) - S ( x )  converges to zero 
f a s t e r  than l l x -x0 ||2 . D i f f e r e n t  d e f i n i t i o n s  are a u a i l a b l e  in 
Diewert  (1971) .  Ba rne t t  (1983) shows th a t  D i e w e r t ' s  (1971) 
d e f i n i t i o n  is  eq u iua len t  to ( 6 . 1 ) .
CHAPTER 3
STATISTICAL ASPECTS ON THE ESTIMATION OF COMPLETE 
SYSTEMS OF DEMAND EQUATIONS AND TESTS OF HYPOTHESES
3.1 I n t r o d u c t i o n
The o b je c t  of  t h i s  chapter  is to examine s t a t i s t i c a l  
problems r e l a t i n g  to the system-wide e s t im a t io n  of  complete 
( s t a t i c )  demand systems and t e s t s  of  r e l a t e d  hypotheses.  
S t a t i s t i c a l l y ,  demand systems are c h a ra c te r i s e d  by the 
m u l t i u a r i a t e  model,  as they t y p i c a l l y  haue i d e n t i c a l  
r eg resso rs  in each equa t ion .  Demand systems are a lso  
c h a r a c te r i s e d  by the r e s t r i c t i o n s  der iued  from demand the ory ,  
such as adding up, homogeni ty and symmetry c o n d i t i o n s ,  fi 
s l i g h t  co m p l i ca t io n  is tha t  the adding up c o n d i t i o n s  r e s u l t  in 
demand systems which are s i n g u l a r .
More s p e c i f i c a l l y ,  demand systems which are l i n e a r  in 
parameters,  such as the Rotterdam model or the almost  ideal  
demand system, can be expressed in the form of  the l i n e a r  
m u l t i u a r i a t e  model. Systems which are n o n l in e a r  in parameters,  
such as the l i n e a r  expend i tu re  system and the t r a n s lo g  model ,  
can be expressed in the form of  the n o n l i n e a r  m u l t i u a r i a t e  
model.  Consequent ly,  the e s t im a t io n  of  demand systems and 
t e s t s  of  r e l a t e d  hypotheses are c a r r i e d  out in the con tex t  of
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mult i u a r i a t e  analysis using OLS and r e s t r i c t e d  f i i t k i n  GLS 
methods in the app l ica t ion of SUR [Ze l l ne r  (1962), Byron 
(1968, 1970), Barten (1969), and Oeaton (1972)] .  For nonl inear 
mult iuar iate demand systems, i t e r a t i u e  step-wise procedures 
and nonl inear est imat ion techniques, such as the Newton- 
Raphson and Gauss-Newton methods are adopted.
In th i s  chapter, s t a t i s t i c a l  issues r e l a t i n g  to these 
problems w i l l  be surueyed and examined. Therefore, th is  
chapter contains many subjects already discussed in the 
l i t e r a t u r e ,  fo r  which i t  is intended to prouide summaries 
wi thout the encumbrance of deta i led  proofs.
R new GLS type est imat ion procedure for  the l inear  
symmetry r e s t r i c t e d  system w i l l  be deueloped. The resu l t  is 
deriued from the so lu t ion  of a Lyapunou equat ion, based on the 
work of Bowden (1973) and Byron (1982). fis a complement to 
d i rec t  *  tests of demand r e s t r i c t i o n s , the use of the 
separate induced test  [Seber (1964b) and Sauin (1980 ,1984)] ,  
w i l l  be examined.
The design of th i s  chapter is as fo l lows:  in Section 2, 
the s t a t i s t i c a l  model for  the est imat ion of l i nea r  systems of 
demand equations w i l l  be presented and aspects r e la t i n g  to 
unres t r ic ted  est imat ion w i l l  be discussed. Issues on the 
r e s t r i c te d  est imat ion of demand systems subject  to l i near  
r e s t r i c t i o n s  w i l l  fo l low in Section 3. Section 4 w i l l  discuss 
tests of hypothesis; in p a r t i c u la r ,  d i r ec t  tests of hypothesis 
and separate induced tests of indiu idual  hypotheses in the
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con tex t  of  s imul taneous t e s t s .  Sect ion 5 m i l l  cons ider  the 
s i n g u l a r i t y  of  demand systems and the i m p l i c a t i o n s  f o r  
e s t im a t i o n  sub je c t  to homogenei ty and symmetry r e s t r i c t i o n s .
In Sect ion 6, the e s t im a t i o n  of  symmetr ic systems, us ing the 
Lyapunou s o l u t i o n ,  w i l l  be deueloped.  In Sect ion 7, the 
e s t im a t i o n  of  systems of  n o n l i n e a r  equat ions  w i l l  be examined, 
w h i l e  in Sect ion 8, problems of  e s t im a t i o n  and in fe rence  f o r  
systems of  equa t ions w i t h  a u t o c o r r e l a t e d  r e s i d u a l s  w i l l  be 
d iscussed.  R c o n d i t i o n  f o r  the au to regres s iue  e r r o r  process to 
be s t a t i o n a r y  in a s i n g u l a r  system w i l l  be extended from 
Berndt  and Sa u in ' s  (1975) HR(1)  case to the h igher  o rder  RR(p) 
case. F i n a l l y ,  the chapter  w i l l  c lose  w i t h  some conc lud ing  
remarks in Sect ion 9.
3.2 U n r e s t r i c t e d  Es t imat ion  of  a Complete System of  Demand
Equat ions
In t h i s  s e c t i o n ,  we w i l l  present  the s t a t i s t i c a l  model 
f o r  u n r e s t r i c t e d  e s t im a t i o n  of  systems of  demand equa t ions 
which are l i n e a r  in c o e f f i c i e n t s ,  fl system of  m demand 
equa t ions ,  w i t h  i d e n t i c a l  exp lana to ry  u a r i a b le s  in each 
equa t ion ,  can be w r i t t e n  in the form of  the l i n e a r  
m u l t i u a r i a t e  model ,
V = XB + U, ( 2 . 1 )
where V = ( y i , . . . , y m) is  a T x m m a t r i x  of  m dependent 
u a r i a b l e s ,  X a T x k m a t r i x  of  k n o n - s to c h a s t i c  ex p la na to ry  
u a r i a b l e s 1 ( u s u a l l y  de f ined  in terms of  p r i c e s  and t o t a l
[Chapter  3] 61
e x p e n d i t u r e ) ,  w i t h  rank(X)  = k, B = ( ß t , . . . , ß m) an m x k 
m a t r i x  of  unknown c o e f f i c i e n t s ,  U = ( u , , . . . , u m) a T x m m a t r i x  
of  d i s tu rba nce s ,  and T is  the number of  o b s e r u a t i o n s . We 
assume tha t  each row of  U has an i d e n t i c a l l y  independent 
m u l t i u a r i a t e  normal d i s t r i b u t i o n  w i t h  E ( u > t ) = 0m'  and 
E ( u . t ' u . t ) = Z f o r  t = 1 , . . . , T ,  where u >t is the t ' t h  row of  
U, 0m is  an m x 1 n u l l  ue c to r .  E i s  an m x m p o s i t i u e  d e f i n i t e  
symmetr ic m a t r i x ,  termed the contemporaneous couar iance m a t r i x  
of  the d i s tu rba nce s ,  and is giuen by
1 1
' m 1
1 m
. . . . 6 ,
( 2 . 2 )
Thus, ECU) = 0 and E(ITU) = Z ,  and U -  N (0 ,£ ) .  We assume no 
s e r i a l  c o r r e l a t i o n  in each Uj and th a t  there e x i s t s  a f i n i t e  
nons ingu la r  k x k m a t r i x  Q such th a t  Q = I im-,-^^ X ' X / T .
Using the Kronecker product  and u e c t o r i s i n g  ( 2 . 1 ) ,  we can 
w r i t e  ( 2 . 1 )  in the f a m i l i a r  SUR form2
( l m ® X) ß + u = Zß + u ( 2 . 3 )
where y = uec(V) is a Tm x 1 u e c to r ,  Z = ( I m ® X) is a Tm x mk 
m a t r i x ,  and ß = uec(B) is  an mk x 1 u e c to r ,  u = uec(U) is  a Tm 
x 1 u e c to r ,  and I m is an i d e n t i t y  m a t r i x  of  o rder  m. From the 
assumpt ion of  m u l t i u a r i a t e  n o r m a l i t y  of  U, i t  f o l l o w s  t h a t  u ~ 
N( 0 , 0 ) ,  where Q = E (u u ' )  = Z ® I T .
[Chapter  3] 62
I t  i s  we l l  known tha t  in ( u n r e s t r i c t e d )  e s t im a t i o n  of  the 
l i n e a r  m u l t i u a r i a t e  model,  the OLS e s t im a to r  of  ß in ( 2 . 3 )  [ o r  
B in ( 2 . 1 ) ]  is  f u l l y  e f f i c i e n t ,  BLU, and i d e n t i c a l  to the GLS 
and maximum l i k e l i h o o d  (ML) e s t im a to r s .  The OLS e s t im a to r  of  ß 
in ( 2 . 3 )  is ob ta ined from the m in im is a t i o n  of  
u ' u  = (y -  Z ß ) ' ( y  -  Zß) w i t h  respec t  to ß, and is  giuen by
The 6LS and ML e s t im a to r s  are ob ta ined from the m in im is a t i o n
of  u ' ( 2 ~ 1 « I T)u = T tr  ( 2 ‘ 1ITU) and T ln I SI + u ' ( 2 ' 1 ® I T)u 
w i t h  respect  to ß, and are both giuen by
Note tha t  the hat " i n d i c a t e s  the u n r e s t r i c t e d  e s t im a t o r .
Howeuer, s ince  Z = I ® X, the GLS (o r  ML) e s t im a to r  of  ß 
becomes
Pols = ( Z ' Z ) ' 1Z 'y  = ( I  ® ( X ' X ) ‘ 1X ' ) y . ( 2 . 4 )
( 2 . 5 )
Pgls = (Z'CT’ Z r ’ Z'Q- ’ y ( 2 . 6 )
= ( E ' 1 « X ' X ) ‘ 1(E‘ 1 « X")  y
= ( I  ® ( X ' X ) ' 1XOy = Pols
[see Goldberger  (1970) and Breusch ( 1 9 7 8 ) ] .  Thus, the i d e n t i t y  
° f  Pols = Pgls = Pml ho lds .  There fo re ,  the re  is  no gain in 
e f f i c i e n c y  from j o i n t  e s t im a t i o n  of  the equa t ions .  S i m i l a r l y ,
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the BLU e s t im a to r  of  the c o e f f i c i e n t  m a t r i x  B in ( 2 . 1 )  is  
giuen by B0LS = ( X ' X ) - 1X'V.
Under the n o r m a l i t y  assumpt ion of  U, p0i_s ' n ( 2 . 4 )  is 
no rma l l y  d i s t r i b u t e d  w i t h  mean p and couar iance m a t r i x
cou(poLs) = 2 « ( X ' X ) ~ 1. ( 2 . 7 )
fin unbiased and c o n s i s t e n t  OLS e s t im a to r  of  the 
contemporaneous couar iance m a t r i x ,  £, i s  giuen by
Sols = O ' O / U - k )  = V'MxV / ( T - k ) ,  ( 2 . 8 )
where 0 is  the OLS r e s i d u a l  m a t r i x  giuen by 0 = V -  X§0LS. 
Howeuer, the ML e s t im a to r  of  E is giuen by
S „ L = O-U/T = V'MXV/T, ( 2 . 9 )
which is  a lso  c o n s i s t e n t  but b iased.  L a i t i n e n  (1978) has shown 
th a t  the s u f f i c i e n t  c o n d i t i o n  f o r  n o n s i n g u l a r i t y  of  t is  
t h a t  T-k ) m.
3.3 L inear  R e s t r i c t i o n s  and R e s t r i c t e d  Es t imat i on
In t h i s  s e c t i o n ,  we w i l l  cons ider  r e s t r i c t e d  e s t im a t i o n  
of  a system of  equa t ions giuen by ( 2 . 3 )  sub jec t  to s l i n e a r  
independent c o n s t r a i n t s ,
Rp = r , ( 3 . 1 )
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inhere R is an s x mk r e s t r i c t i o n  m a t r i x  w i t h  rank(R)  = s < mk 
and r  is  an s x 1 known constant  u e c to r .  Since the homogenei ty 
and symmetry r e s t r i c t i o n s  on the demand system are l i n e a r  in 
c o e f f i c i e n t s ,  they can be expressed as ( 3 . 1 ) .  For these two 
types of  r e s t r i c t i o n s  the constan t  uec to r  r  in ( 3 . 1 )  i s  a n u l l  
u e c t o r .
There are two spe c ia l  types of  r e s t r i c t i o n s  f o r  which
( 3 . 1 )  can be expressed in the m a t r i x  m u t i p i i c a t i u e  form. One 
is the un i fo rm mixed l i n e a r  r e s t r i c t i o n ,  the o ther  is  the 
un i fo rm w i t h i n  equat ion r e s t r i c t i o n .  I f  the r e s t r i c t i o n  m a t r i x  
R in ( 3 . 1 )  takes on a Kronecker product  form such th a t
R = (G'  ® F) f o r  s u i t a b l e  mat r i ces  F and G, the r e s t r i c t i o n s
( 3 . 1 )  are c a l l e d  un i fo rm mixed l i n e a r  r e s t r i c t i o n s  [see Berndt  
and Sauin (197?) and Bewley (1 9 8 3 ) ] .  These r e s t r i c t i o n s  ( 3 . 1 )  
can be expressed in terms of  the c o e f f i c i e n t  m a t r i x  B in ( 2 . 1 )  
as FBG = S, where S is such tha t  uec(S) = r  in ( 3 . 1 ) .  On the 
o th er  hand, un i form w i t h i n  equat ion r e s t r i c t i o n s  are de f i ne d  
as a spe c ia l  case of  un i fo rm mixed l i n e a r  r e s t r i c t i o n s  when G 
is an i d e n t i t y  m a t r i x .  In tha t  case, un i fo rm w i t h i n  equa t ion 
r e s t r i c t i o n s  can be expressed as Rp = ( I ® F)p = uec(S) or  as 
FB = S. The homogenei ty r e s t r i c t i o n s  in demand systems are 
imposed on the p r i c e  c o e f f i c i e n t s  w i t h i n  an equat ion and 
u n i f o r m l y  on a l l  equa t ions .  Thus, they f a l l  i n to  t h i s  category  
w i t h  G = I m and F = ( x m' , Q ) ,  when the f i r s t  m rows of  B r e f e r  
to p r i c e  c o e f f i c i e n t s  and is an m x 1 uec to r  of  u n i t  
element [Bera (1982) and Bewley (1 9 8 3 ) ] .  The adding up 
r e s t r i c t i o n  is  a lso  a spe c ia l  case of  a un i form mixed l i n e a r
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r e s t r i c t i o n ,  in which F is an m x m i d e n t i t y  m a t r i x  and 6 is 
an m x 1 uec to r  of  u n i t  e lements.  Howeuer, s ince symmetry 
r e s t r i c t i o n s  are imposed across equa t ions in a demand system, 
they can on ly  be expressed in the form of  ( 3 . 1 ) .
F u l l  e f f i c i e n c y  in r e s t r i c t e d  e s t im a t io n  of  the system 
(2 .3 )  su b je c t  to the r e s t r i c t i o n s  ( 3 . 1 )  is achieued by j o i n t  
e s t im a t i o n  of  the equa t ions ,  euen though the ex p la na to ry  
u a r i a b l e s  are the same in each equa t ion .  Thus, GLS (o r  ML) 
e s t im a t i o n  produces a f u l l y  e f f i c i e n t  r e s t r i c t e d  e s t im a to r  
[Byron (1970) and Deaton (1 9 7 2 ) ] .  The r e s t r i c t e d  GLS e s t im a t o r  
of  p in ( 2 . 3 )  is  ob ta ined from m in im is a t i o n  of  the Lagrange 
f u n c t i o n ,  u ' f S -1 ® I T)u + X ' ( R p - r ) ,  w i t h  respect  to p and X, 
where X is an s x  1 Lagrange m u l t i p l i e r  ue c to r .  The s o l u t i o n  is
pGLS = Pols  -  (S •  ( X ' X ) ' 1)R ' [R (2  « ( X' X) " 1)R' ] " 1
x(RßoLs ~ ^ ) » ( 3 . 2 )
and the GLS e s t im a to r  of  X is  giuen by
X0LS = -CR(2 « ( X ' X ) - 1) f T ] - 1( r  -  Rp0LS) ,  ( 3 . 3 )
where Pols i s  the u n r e s t r i c t e d  OLS e s t im a to r  of  p as in ( 2 . 4 ) .  
Note th a t  the t i l d e  ~ r e f e r s  to the r e s t r i c t e d  e s t im a t o r .
Under the r e s t r i c t i o n s  ( 3 . 1 ) ,  pGLS ‘ s f u l l y  e f f i c i e n t ,  
c o n s i s t e n t ,  and BLU f o r  p [see f o r  p roo f  Deaton ( 1 9 7 2 ) ] ;  
f u r the rm ore ,  E(XGLS) = 0S, where 0S is  an s x 1 n u l l  u e c to r .  
Under the n o r m a l i t y  assumpt ion,  pGLS and XGLS are no rma l l y  
d i s t r i b u t e d  wi t h  couar iance m at r i ce s ,
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cou(ßQLS) = (£ ® ( X ' X ) - 1) -  [£  ® ( X ' X ) - 1]R'
* [ R (£  ® ( X ' X ) - 1) R ' ] ‘ 1R[£ ® ( X ' X ) - 1] ( 3 . 4 )
and
COu(XGLS) = [R(£ « ( X ' X ) ' 1) R ' ] ' 1. ( 3 . 5 )
Howeuer, s ince Z i s  u s u a l l y  unknown in em p i r i c a l  
s i t u a t i o n s ,  the d i r e c t  a p p l i c a t i o n  of  ( 3 . 2 )  -  ( 3 . 5 )  is 
i n f e a s i b l e .  Hence, a c o n s i s t e n t  es t imate  of  2, 20ls ( o r  £ml )> 
ob ta ined by u n r e s t r i c t e d  OLS (o r  ML) e s t im a t i o n ,  is 
s u b s t i t u t e d  in the p lace of  Z in ( 3 . 2 )  -  ( 3 . 5 ) .  Th is  procedure 
r e f e r s  to the r e s t r i c t e d  Z e l l n e r ' s  two-stage e s t im a t i o n  (ZEF) 
[ Z e l l n e r  (1962) and Byron (1968, 1970) ] .  We s h a l l  denote the 
e s t im a to r s  of  p and X ob ta ined from t h i s  procedure by p2EF and
, A . A*
X2EF. Since £0ls ( ° r  ^ ml ) i s  a c o n s i s t e n t  es t imate  of  Z , p2EF 
is  a lso  c o n s i s t e n t ,  and p2EF and XZEF haue the same 
asympoto t ic  d i s t r i b u t i o n  as pGL5 and XGLS, r e s p e c t i u e l y . Thus, 
under ( 3 . 1 ) ,  p2EF and X2EF are a s y m p t o t i c a l l y  norma l l y  
d i s t r i b u t e d  w i t h  t h e i r  asympto t i c  couar iance ma t r i ces  giuen by 
( 3 . 4 )  and ( 3 . 5 ) ,  r e s p e c t i u e l y . In a d d i t i o n ,  they are 
a s y m p t o t i c a l l y  e f f i c i e n t  and unbiased.  The r e s t r i c t e d  
e s t im a to r  of  a couar iance m a t r i x ,  2, is
§2EF = U ' U / ( T - k ) , ( 3 . 6 )
where U is the r e s t r i c t e d  re s i d u a l  m a t r i x  formed us ing p2EF. 
2 2EF in ( 3 . 6 )  is c o n s i s t e n t  under the r e s t r i c t i o n s  ( 3 . 1 ) .
The r e s t r i c t e d  maximum l i k e l i h o o d  (MLR) es t im a to r s  of  p
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and Z are ob ta ined by maximis ing the j o i n t  l i k e l i h o o d  
f u n c t i o n ,
L(p,E) = (2 i. ) - " t / 2 | E | - t / 2 ^ / 7 - [ u ^ Z ' 1 « I t )u / 2 ] , (3.7)
on e q u i v a l e n t l y ,  by m in im is in g  T I n  IZ| + u ' ( Z " 1 » I T)u,  
su b jec t  to the r e s t i c t i o n s  ( 3 . 1 ) .  pML and XML are the same as 
in ( 3 . 2 )  and ( 3 . 3 ) ,  r e s p e c t i u e l y . On the o ther  hand, the 
r e s t r i c t e d  ML e s t im a to r  of  a couar iance m a t r i x ,  £, is  giuen as
2 ml = U 'U /T . ( 3 . 8 )
where U is the r e s t r i c t e d  r e s i d u a l  m a t r i x  formed w i t h  pML. 
C ompu ta t io na l l y ,  pML and 2Ml can be ob ta ined by i t e r a t i u e  
r e s t r i c t e d  Z e l l n e r  e s t im a t i o n  ( IZEF) procedure [Kmenta and 
G i l b e r t  ( 1 9 6 8 ) ] .  f i t  the k ' t h  i t e r a t i o n ,  2 ML in ( 3 . 8 )  is 
updated by the r e s t r i c t e d  es t imate  of  p, pML, formed in the 
( k - l ) ' t h  i t e r a t i o n .  The r e s t r i c t e d  es t ima te  pML is 
r e c a l c u l a t e d  w i t h  a newly updated couar iance es t im a te ,  2ML, 
and so on. The conuergence and equiua lence of the IZEF method 
to ML e s t im a t i o n  haue been shown by Kmenta and G i l b e r t  (1968) 
us ing a Monte Cai ro s im u la t i o n  on the u n r e s t r i c t e d  SUR model. 
A n a l y t i c a l  p roo fs  of conuergence are prouided by Oberhofer  and 
Kmenta (1974) ,  Dhrymes (1971) ,  and P h i l l i p s  (1976) [see a lso 
Mal inuaud (1980, Chapter 9 ) ] .
fl minor p o in t  is  tha t  pML is  not i d e n t i c a l  to p2EF 
because pML depends on an updated est imate  of  Z from i t e r a t i o n  
to i t e r a t i o n ,  w h i l e  p2EF is ob ta ined at  the f i r s t  i t e r a t i o n .
[Chapter  3] 63
Howeuer, pML has the same asympto t i c  d i s t r i b u t i o n  as pGLS, so
<v
tha t  p2 ef and Pml are a s y m p t o t i c a l l y  e q u iu a le n t .  Th is  im p l ie s  
th a t  the re is  no gain in asympto t i c  e f f i c i e n c y  through 
i t e r a t i o n . 3
Howeuer, an impor tant  ques t ion  in the p r a c t i c a l  use of  
these e s t im a to r s  is t h e i r  r e l a t i u e  performance in smal l  
samples. U n fo r t u n a t e l y ,  l i t t l e  is  known about t h e i r  exact  
d i s t r i b u t i o n s  in the general  c o n t e x t . *  Kmenta and G i l b e r t  
(1968) demonstrated in a Monte Car lo s im u la t i o n  w i t h  the 
u n r e s t r i c t e d  SUR model t h a t  the e f f i c i e n c y  of the ZEF can 
c a r r y  ouer to smal l  samples, and t h a t  the re is l i t t l e  
d i f f e r e n c e  in e f f i c i e n c y  between the ZEF and the ML ( IZEF) 
es t imates  in smal l  samples. Howeuer, Kleumarken (1975) found,  
in another  Monte Car lo  s im u la t i o n  us ing the r e s t r i c t e d  
Rotterdam model,  t h a t  the es t imates  of  couar iance m a t r i x  from 
the IZEF shows a h igher  p o s i t i u e  b ias  than the ZEF and he 
suggested (ad hoc) the use of  a smal l  sample c o r r e c t i o n  f a c t o r  
( T—k ) / [ T -  k + ( s /m ) ]  to reduce t h i s  b ias .
Higher order  approx imat ions  to the d i s t r i b u t i o n  of  the 
ZEF e s t im a to r  of  the SUR model haue been worked out by 
P h i l l i p s  (1977) and Rothenberg (1984a) us ing Edgeworth 
expansions.  They found th a t  the expansion of the d i s t r i b u t i o n  
of  the s tandard ised  ZEF e s t im a to r  is normal to o rder  T“ 3 / 2 , 
and th a t  c o r r e c t i n g  the uar iance of the l i m i t i n g  d i s t r i b u t i o n  
is a l l  t h a t  is  r e q u i r e d  to approximate to the normal 
d i s t r i b u t i o n .
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F i n a l l y ,  the r e s t r i c t e d  OLS e s t im a to r  of  p, p0LS, >s 
given by
Pols = Pols "  [ I .  ® ( X ' X ) ' 1] R ' [ R ( I .  ® ( X ' X ) ’ 1) R " ] - 1
x(Rp0Ls -  r ) . ( 3 . 9 )
Under general  r e s t r i c t i o n s  ( 3 . 1 ) ,  p0i_s >s c o n s i s t e n t  and 
unbiased,  but  is  n e i t h e r  f u l l y  e f f i c i e n t  nor i d e n t i c a l  to pGLS 
even w i t h  the i d e n t i c a l  reg resso rs .  However, su b je c t  to the 
un i fo rm w i t h i n - e q u a t i o n  and un i fo rm mixed l i n e a r  r e s t r i c t i o n s , 
p0L5 is  i d e n t i c a l  to the pGLS (and pML) and *s f u l l y  e f f i c i e n t  
[see f o r  proof  Deaton (1972) and Bewley ( 1 9 8 3 ) ] .  The re fo re ,  
the re  is  no gain in e f f i c i e n c y  from the j o i n t  e s t im a t i o n  of 
equa t ions and the i t e r a t i v e  es t imates  ( IZEF) are convergent  at  
the f i r s t  s tep .  This  procedure is a p p l i c a b l e  to  the e s t im a t i o n  
of  demand systems sub je c t  to homogenei ty o n l y . 5 Since p0LS in 
( 3 . 9 )  no longer  invo l ves  £, i t  i s  u n a f fec ted  by the 
s i n g u l a r i t y  of  £ [Deaton (1972, p . 4 0 3 ) ] .
3.4 Tests of  Hypothesis
Now, we cons ider  t e s t s  of  s l i n e a r  r e s t r i c t i o n s  given by
( 3 . 1 )  . For s i m p l i c i t y ,  we can set  the cons tan t  ve c to r  r  in
( 3 . 1 )  to be n u l l  w i th ou t  loss  of  g e n e r a l i t y .  Then, the n u l l  
hypo thes is  to be tes ted  can be w r i t t e n  as
H0 : Rp = 0S, ( 4 . 1 )
where R is of  the same form as ( 3 . 1 ) ,  p is de f ined  in (2 . 3 )
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and 0S is an s x 1 n u l l  ue c to r .  Thus, both the n u l l  hypo thes is  
to be tes ted  and the model on which t e s t s  are performed are 
l i n e a r  in the c o e f f i c i e n t  uec to r  p.
In a demand system w i t h  m equa t ions ,  such as the 
Rotterdam model and the almost  ideal  demand system, the re  are 
m(m-2)/2 in d e p e n d e n t  r e s t r i c t i o n s  to be t e s te d ,  tha t  i s ,
( m—1) homogenei ty and (m-1 ) (m-2 ) /2  symmetry r e s t r i c t i o n s  [see 
Sect ion 5 of  t h i s  Chap te r ] .  I t  is  a t r a d i t i o n  in demand 
a n a l y s i s  to t r e a t  these r e s t r i c t i o n s  as a s i n g l e  n u l l  
hypo thes is  and to t e s t  them by us ing one t e s t ,  f o r  example, X2 
t e s t .  Such a t e s t  procedure is c a l l e d  the d i r e c t  t e s t  [Sauin 
(1980) ]  and w i l l  be cons idered in the f i r s t  subsec t ion .  
Howeuer, s ince the H0 in ( 4 . 1 )  c o n s i s t s  of  s independent 
i n d i u i d u a l  hypotheses,  t e s t s  of  the H0 can a l so  be c a r r i e d  out 
by t e s t i n g  the i n d i u i d u a l  hypotheses s im u l t a n e o u s ly .  In o t h e r  
words,  we can se p a ra te ly  t e s t  the i n d i u i d u a l  n u l l  hypotheses 
in ( 4 . 1 )  and then i n f e r  the u a l i d i t y  of  the n u l l  hypo thes is  H0 
from the separate i n d i u i d u a l  t e s t s .  Th is  t e s t  procedure is 
c a l l e d  the separate induced t e s t  [Seber (1964b) and Sauin 
(1 9 8 0 ) ] ,  and w i l l  be d iscussed in the second subsec t ion .
J 4  / The Direct Test o f Hypothesis
We w i l l  cons ider  th ree  t e s t i n g  p r i n c i p l e s  f o r  the d i r e c t  
t e s t  of  the n u l l  hypo thes is  H0 in ( 4 . 1 ) ;  the Wald (W), 
l i k e l i h o o d  r a t i o  (LR),  and Lagrange m u l t i p l i e r  (LM) 
p r i n c i p l e s .  Byron (1968) i n i t i a l l y  i n t roduced the use of  t h i s  
t e rm ino logy  i n to  econometr ic  p r a c t i c e ,  and Berndt  and Sauin
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(1977) d iscussed in d e t a i l  t h e i r  a p p l i c a t i o n  to the t e s t i n g  of  
un i fo rm mixed l i n e a r  r e s t r i c t i o n s  as we l l  as to general  l i n e a r  
r e s t r i c t i o n s  in the con tex t  of  a l i n e a r  m u l t i u a r i a t e  model.
f i l though these three t e s t i n g  p r i n c i p l e s  are used to t e s t  
the same n u l l  hypo thes is  H0 , t h e i r  bas ic  approaches are 
somewhat d i f f e r e n t .  The Wald procedure t e s t s  whether the 
u n r e s t r i c t e d  es t imates  of  ß s a t i s f y  the n u l l  hypo thes is  H0 , 
tha t  i s ,  Rß = 0S. The LR procedure t e s t s  f o r  the e q u a l i t y  of  
the u n r e s t r i c t e d  and the r e s t r i c t e d  es t ima tes ,  th a t  i s ,  
ß = ß. F i n a l l y ,  the LM approach t e s t s  whether the Lagrange 
m u l t i p l i e r s  assoc ia ted  w i t h  the n u l l  hypothes is  are n e a r l y  
equal to zero under the n u l l  hypo thes is  H0 , th a t  i s ,  X = 0S 
[Seber (1964a, p . 2 6 4 ) ] .  Consequent ly ,  t h e i r  t e s t  s t a t i s t i c s  
haue d i f f e r e n t  d e f i n i t i o n s .
I f  we l e t  £ = Rß, t e s t i n g  the n u l l  hypo thes is  H0 : Rß = 0S 
is equ iua len t  to t e s t i n g  whether t is  equal to the n u l l  
ue c to r .  Taking t h i s  p o i n t ,  the Wald t e s t  s t a t i s t i c  is  giuen in 
a general  form
W = $ ' { co u  C O r ' t ,  ( 4 . 2 )
/V
where i  i s  an s x 1 uec to r  of  u n r e s t r i c t e d  es t imate  of  t ,  th a t  
i s ,   ^ = Rß, and c o u ( 0  i s an s x s couar iance m a t r i x  of  
Using the r e s u l t s  in the preu ious  s e c t i o n ,  we can then o b ta in  
the Wald s t a t i s t i c  ( 4 . 2 )  f o r  t e s t i n g  the H0 in ( 4 . 1 )  as
w = (Rß0LS) ' [ R ( 2  ® O T X ) ‘ 1) R ' ]  - 1 (RPols ) . ( 4 . 3 )
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since X = Rp0LS and the couariance of X is giuen by
cou(?) = [R(S ® ( X ' X ) " 1) R ' ] .  ( 4 . 4 )
Since {cou(£) l  is pos i t ive  d e f i n i t e ,  so is { c o u ( £ ) ) ~ \  
and there ex ists  an s x s nonsingular matrix H such that  
H'H = { c o u (£ ) } " 1. Thus, W in ( 4 . 3 )  can be wr i t ten  as W = <p'<p, 
where ip = H< is an s x 1 uector.  Under the nul l  hypothesis H0 
and the normal i ty condit ion,  i t  is c lear  that X ~ N[0S, cou(£) ] ,  
when Z  is known, so that ip ~ N (0 s , I s) .  Therefore,  i t  fol lows  
that W = ip'ip has an exact central  "X2 d is t r ib u t io n  with s 
degrees of freedom, when Z  is known. Hence, the confidence 
interual  for  the Wald test  is defined by the central  X 2 
d is t r ib u t io n  as
{W I W = $ ' ( c o v ( X ) ) ~ ' X  < -Xl (d) ) ,  ( 4 . 5 )
where xf(cO i s an a  X  c r i t i c a l  ualue of central  X 2 
d is t r ib u t io n  with s degrees of freedom. Geometrical ly,  the 
confidence region (4 .5 )  defines the e l l i p s o i d  on the ^-space
{ X i i ' i c o v C o r ' i /  -xl(cf) < n ,
which is i nscr i bed to the box defined as { t  j 11 < Uj , i =1 , .  . ,  s } , 
where w ; 's are the eigenualues of [ c o u (< ) ] ‘ 1/*s(c<) [Scheffe  
(1959, Rppendix I I I ) ] .
A
Howeuer, when Z  is unknown, a consistent  estimate 2ML
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giuen in ( 2 . 9 )  ( o r  t 0 L5  in ( 2 . 8 ) )  rep laces  Z in ( 4 . 4 ) ,  so tha t  
the Wald s t a t i s t i c  ( 4 . 3 )  becomes
H = ( R p 0 L s ) ' [ f i ( 2 ML « ( X ' X ) _1) R ' ] " 1(Rß0LS) • ( 4 -6 )
Then, W in ( 4 . 6 )  has an asympto t i c  c e n t r a l  X2 d i s t r i b u t i o n  
ui i th s degrees of  freedom under the n u l l  hypo thes is  H0 [see 
f o r  proof  Berndt  and Sauin (1977, p . 1 2 6 7 ) ] . 6
The LM t e s t  s t a t i s t i c  [ S i l u e y  (1959) and f i i t c h i n s o n  and 
S i l u e y  (1960)1,  to  t e s t  i f  X = 0S under H0 , is giuen by
LM = ( c o u ( X ) } '  1X , ( 4 . 7 )
where X is an s x 1 uec to r  of  the ML es t imates  of the Lagrange 
m u l t i p l i e r s  under the n u l l  hypo thes is  H0 and cou(X) is the 
couar iance m a t r i x  of  X. From ( 3 . 5 ) ,  the LM s t a t i s t i c  f o r  
t e s t i n g  H0 in ( 4 . 1 )  can be w r i t t e n  as
LM = X ' [R(S  0 ( X ' X ) " 1)FT ]X . ( 4 . 8 )
I f  we s u b s t i t u t e  XML (= XGLS) in ( 3 . 3 )  in ( 4 . 8 )  w i t h  r  = 0S, 
we can see tha t  LM in ( 4 . 8 )  reduces to W in ( 4 . 3 ) ,  when Z is  
known [Byron (1 9 7 0 ) ] .  Hence, the LM in ( 4 . 8 )  is a lso  e x a c t l y  
d i s t r i b u t e d  as a c e n t r a l  * 2 w i t h  s degrees of  freedom.
Howeuer, when Z is  unknown, the e q u a l i t y  between the LM 
and the Wald t e s t  s t a t i s t i c s  does not ho ld ,  s ince the LM 
s t a t i s t i c  and i t s  couar iance m a t r i x  are computed us ing £ML
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(giuen in ( 3 . 8 ) )  at  the convergence p o in t  of  the IZEF method. 
The re fo re ,  the LM t e s t  in ( 4 . 8 )  becomes
LM = X ' [R (S ml e ( X ' X ) - 1)Fr ]X.  ( 4 . 9 )
= (RPo l s ) ' , [ R ( 2 ml ® (X/ X ) - l ) R " ] ' 1(Rßous),
which a lso  has an aympto t i c  c e n t r a l  * 2 d i s t r i b u t i o n  w i t h  s 
degrees of  freedom under the n u l l  hypo thes is  H0 [see f o r  proof  
Berndt  and Sauin (1977, p .1267-1269) ] .
The LR t e s t  c r i t e r i o n  to t e s t  whether the u n r e s t r i c t e d  
es t imate  of  p is  s u f f i c i e n t l y  c lose to the r e s t r i c t e d  es t imate  
of  p is  giuen by
LR = -  2 In  A, ( 4 .10)
where A = L ( p ) / L ( p )  is  the W i l k s '  s t a t i s t i c ,  and L(p)  and L(p)  
are the maximum l i k e l i h o o d  values eva lua ted at  p = p and at  p 
= p, r e s p e c t i v e l y .
When 2 is known, L(p)  and L(p)  are given as 
L(ß) = (2u ) “ "t / 2 | Z | " t / 2  exp  { -T  t r  E“ 1U"U/2}
and
L(ß) = exp{-T Z ' 1CrU/2},
/N «V
where U and U are the u n r e s t r i c t e d  and r e s t r i c t e d  r e s i d u a l  
m at r i ces  from ML e s t i m a t i o n .  Hence, the LR s t a t i s t i c  becomes
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LR = T f r  £ ' 1(Ü'Ü - Ü'Ü), (4.11)
sinee A is giuen as
A = exp{-T trE‘ 1U/ Ö/2) /  {-T Z- 10 '0/2} ,  (4.12)
The r igh t  hand side of (4.11) can be wr i t t en as 
u ' ( Z ‘ 1 « I T)u -  u ' ( Z * 1 ® I t ) u 
= u ' ( I  « X(X'X)- 1 )R"[R(S « (X/ X ) ' 1)R/ ] ' 1R(I ® ( X ' X r V ) u ,  
since u ' ( Z " 1 ® I T)u = u ' ( E ' 1 ® Mx)u and
u'(2‘ 1 ® I T)u = u ' ( Z ' 1 ® Mx)u + u ' ( I  ® X(X'X)‘ 1 )R'
x[R(Z ® (X ' X) ' 1 )R ' ] ~1R( I ® (X'X)-1X')u
under the H0> and
rank{(£ ® X(X"X)"1)R"[R(E ® (X"X) " 1) R ' r 1R(£ ® (X"X)~nX")}
= rank{R(£ ® (X"X)‘ 1)R"[R(Z ® (X"X)_1) R ' ] ' 1}
= r ank{I s } = s .
Therefore,  using (17.40) in Pollock (1979, p. 319)7 , we can 
see that  the LR s t a t i s t i c  has an exact  cent ral  "X2 d i s t r i bu t i on  
with s degrees of freedom, when £ is known.
Howeuer, when £ is unknown, {-T t r  £~1Ü'U/2] in L(p) and
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{-T tr Z 1U^0 /2} in L(p) are concentrated out using their  
corresponding ML estimates. L(p) and L(p) are then giuen as
L(p)  -  ( 2 n ) - mT/2| gMLr T / 2 ^ / 7  { T2/ 2 }
and
L(p) = ( 2 h ) ‘ " t / 2 |Eh l | ' t / 2  exp {T2/ 2 }.
Hence, the Wilks' s ta t is t ic  A becomes the ratio of a 
generalised couariance of the restr icted residuals to that of 
the unrestricted residuals, that is,
A = { |ZML| / | 2 ML| } ' T /2 , (4.13)
so that the LR s ta t is t ic  becomes
LR = T In { ISMLI / | £ ml I }. (4.14)
The restr icted estimate of £, £ML, in (4.14) is obtained at 
the point of conuergence of the IZEF method. The LR s ta t is t ic  
in (4.14) has an aymptotic central "X2 distribution when £ is 
unknown [see Berndt and Sauin (1977, p .1266)].
Conuenient expressions for W in (4.6)  and LM in (4.9)  can 
be obtained from t r iu ia l  algebric manipulations on (4.6)  and 
(4 .9 ) ,  and are giuen by
w = T tr  2mu' 1(2ml -  2ml) (4.15)
and
LM -  T tr  £ml 1( £ Ml “ ^ m l ) (4.16)
[Chapter  3] 77
when 2ml and £ML are the u n r e s t r i c t e d  and r e s t r i c t e d  ML 
es t imates  of  £ giuen in ( 2 . 9 )  and ( 3 . 8 )  [Berndt  and Sauin 
( 1 9 7 7 ) ] .  Howeuer, i t  should be noted tha t  the r e l a t i o n s  in 
(4 .1 5 )  and (4 .16)  ho ld on ly  when £ML in W is ob ta ined  at  the 
f i r s t  step of  i t e r a t i o n  and £ML in LM is ob ta ined at 
conuergence of  the IZEF method. When £ is known, the W in 
( 4 . 3 )  and LM in ( 4 . 8 )  i d e n t i c a l l y  reduce to the LR s t a t i s t i c  
in (4 .11)  [see f o r  proof  Byron ( 1 9 7 0 ) ] ,  so tha t  the three 
t e s t s  are e x a c t l y  e q u i u a le n t .
Euen when £ is  unknown, the three t e s t s ,  Wald, LR and LM, 
are a s y m p t o t i c a l l y  (bu t  l o c a l l y )  e q u i u a le n t ,  hauing t e s t  
s t a t i s t i c s  i d e n t i c a l l y  d i s t r i b u t e d  as an aympto t i c  c e n t r a l  'X2 
w i t h  s degrees of  freedom [Berndt  and Sauin ( 1 9 7 7 ) ] .  Howeuer, 
the th ree  t e s t s  can y i e l d  c o n f l i c t i n g  in fe rences  when the same 
c r i t i c a l  ualue is used, s ince  the th ree  t e s t s  haue d i f f e r e n t  
s i ze s  [Rothenberg (1984b) ]  and there  e x i s t s  a sys temat i c  
numer ical  i n e q u a l i t y  between the t e s t  s t a t i s t i c s  such t h a t
W > LR > LM (4 .17)
[Bernd t  and Sauin (1977) and Breusch (1 9 7 9 ) ] .  The i n e q u a l i t y  
in (4 .1 7 )  ho lds whether the n u l l  or the a l t e r n a t i u e  hypo thes i s  
is  t r u e .  Recen t l y ,  Rothenberg (1984b) has shown th a t  to a 
second order  of  approx imat ion under lo ca l  a l t e r n a t i u e s , the LR 
t e s t  s t a t i s t i c  is  approximated by a s imple auerage of  the Wald 
s t a t i s t i c  and the LM s t a t i s t i c  [ P r o p o s i t i o n  1 in Rothenberg 
( 1984 b) ] .  Fur thermore,  when s > 1, t h a t  i s ,  when the n u l l
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hypo thes is  is m u l t i d i m e n s i o n a l ,  the three t e s t s  are not  
f u n c t i o n s  of  each o th e r ,  the power f u n c t i o n s  of  the three 
t e s t s  d i f f e r ,  and no one t e s t  is  u n i f o r m l y  more power fu l  than 
any o th e r .
Howeuer, in t e s t i n g  homogenei ty r e s t r i c t i o n s  in a demand 
system, the re  is  an exact  r e l a t i o n s h i p  between the th ree  t e s t  
s t a t i s t i c s  such t h a t 8
LM = W/(1 + W/T) (4 .1 8 )
LR = T I n  (1 + W/T) (4 .1 9 )
[see f o r  p roo f  Bera ( 1 9 8 2 ) ] .  Moreouer,  the Wald s t a t i s t i c  W in 
( 4 . 6 )  ( o r  in ( 4 . 1 5 ) )  has a d i s t r i b u t i o n  f u n c t i o n  p r o p o r t i o n a l  
to t h a t  of  H o t e l l i n g ' s  ge ne ra l i sed  T 2t euen in the s i t u a t i o n  
when Z i s  unknown, the p r o p o r t i o n a l  f a c t o r  be ing ( T - k ) / T  
[ H o t e l l i n g  (1931) and L a i t i n e n  (1 9 7 8 ) ] .  The re fo re ,  the th ree  
t e s t s  f o r  homogenei ty r e s t r i c t i o n s  on a demand system can be 
made exact  by us ing the T 2 c r i t e r i o n  and the r e l a t i o n s  (4 .1 8 )  
and ( 4 . 1 9 ) .  The th ree t e s t s  then haue the same power.
More s p e c i f i c a l l y ,  when t e s t i n g  (m-1) independent 
homogenei ty r e s t r i c t i o n s  in a demand system w i t h  m equa t ions  
and k reg ress o rs ,  the Wald t e s t  s t a t i s t i c  m u l t i p l i e d  by ( T - k ) / T
w* = [ ( T - k ) / T ] W  = (T -k )  t r  2 „ L' 1(2 ML -  £ML) ,
is  e x a c t l y  d i s t r i b u t e d  as T 1. Fur thermore,  T 2 i s  d i s t r i b u t e d
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as a mu l t ip le  (m—1 ) (T—k) / (N —(m—1)—k) of F-d i s t r  i but i on uiith 
(m-1) and (N- (m- l ) -k )  degrees of freedom, so that the c r i t i c a l  
region for  the Wald test  in (4.6)  can be determined by
zm = T(m-1)Fd [ (m -1 ) , (N - (m -1 ) -k ) ] / (N - ( in -1 ) -k ) ,  (4.20)
where Ftf[ (m-1) , (N- (m-1) -k ) ] is the a % c r i t i c a l  region of the
F-d i s t r  i but i on uii th (m-1) and (N-(m-1)-k)  degrees of freedom 
[La i t inen  (1978 ) ] .9
Recently, the problem of the u a l i d i t y  of asymptotic 
tes ts  in f i n i t e  sample s i tu a t io ns  has a t t rac ted  considerable 
a t ten t ion  in the demand l i t e r a t u r e .  Lai t inen (1978) and 
Meisner (1979) showed in a ser ies of s imulat ions that the Wald 
tes t  is biased toward re jec t ion  of the nu l l  hypothesis in 
small samples when asymptotic * 2 c r i t i c a l  ualues are used. The 
same resu l t s  were obserued by Bera, e t  o l . (1981) for  the LR 
and LM tes ts .  The authors commonly f ind  that the problem of 
ouer - re jec t ion  is more serious the la rger  the number of 
equations in the system. Howeuer, Lai t inen (1978) also showed 
that there is no small sample bias in the Wald test  fo r  
homogeneity r e s t r i c t i o n s  when using H o te l l i n g ' s  / " ^ c r i t i c a l  
ua lue.
Rs an attempt to correct  or reduce the bias of asymptotic 
tes ts  in small samples, the need for  size cor rec t ions of the 
* 2 tests has been suggested [e .g . ,  Rnderson (1958), Kleumarken 
(1975), Bohm, e t  a l . (1980), Wales (1984) and Byron and
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Rosalsky (1 9 8 5 ) ] .  I t  is  commonly accepted tha t  the exact  
d i s t r i b u t i o n s  of  the asympto t i c  t e s t  s t a t i t i c s  haue f a t t e r  
r i g h t  hand t a i l s  than a t rue  'X2 d i s t r i b u t i o n ,  and the exact  
d i s t r i b u t i o n s  may d i f f e r  from the X 2 by a s c a l a r  m u l t i p l e  
which can uary w i t h  s i ze  [Bohm, e t  a l . (1980, p . 1 3 2 ) ] .  The 
s i ze  c o r r e c t i o n  f a c t o r s  used in the demand s t u d ie s  are o f t e n  
a r b i t r a r y .  For example, Kleumarken (1975) ,  in an a d  hoc  
guess, used a c o r r e c t i o n  f a c t o r ,  [ T - k + s / ( m - 1 ) ] /T  f o r  the Wald 
t e s t ,  Bohm, e t  a l . (1980) used ( T - k ) / T  f o r  the Wald, LR, and 
LM t e s t s ,  and Wales (1984) used Anderson's (1958) c o r r e c t i o n  
f a c t o r 10 m od i f i ed  as
[ T - k - « m - s / m + 1 ) ] / T .  ( 4 .21)
f o r  the LR t e s t .  Recen t l y ,  Rothenberg (1984b) has der iued  s iz e  
c o r r e c t i o n s  f o r  the Wald, LR and LM t e s t s  us ing an second 
order  Edgeworth expansion [see P r o p o s i t i o n  2 in Rothenberg 
(1984b) and a lso  P h i l l i p s  (1 9 8 4 ) ] .  Byron and Rosalsky (1985) 
app l ied  the Edgeworth c o r r e c t i o n s  to the three asympto t i c  
t e s t s  f o r  symmetry r e s t r i c t i o n s  in a demand system, and found 
through Monte Car lo s i m u l a t i o n s  th a t  the Edgeworth c o r r e c t i o n s  
work reasonably  we l l  f o r  the moderate s i ze  system, such as 5, 
8, 11 equat ion systems, but  are not s a t i s f a c t o r y  f o r  the 
l a r g e r  system of  14 equa t ions .
To handle the problem of  o u e r - r e j e c t i o n  of  the Wald t e s t ,  
Deaton (1972) proposed a t e s t  based on
[ t r  Eh.r1(§h -  2 o l s ) / s ] / [  t r  2h., " 120LS/m(T -  k)  ] ,
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which he argues is approximately distributed as F[s,m(T-k)]  
under the null hypothesis, where £0LS is giuen in (2.8)  and Eh 
= lTU/(T-k) is formed at the h-th i teration of the IZEF 
procedure, fls an alternatiue,  Deaton also formed a s ta t is t ic  
which is asymptotically distributed as
Dh= (T -  k) t r  £h _ 1  1(2h ~ tr  Sh-i
Clearly, 0, = W* = W(T-k)/T, since £h_ = t 0 LS for h = 1. 
Bewley (1983) shows that as h approaches in f in i ty ,  the 
l imit ing ualue of Dh is
D* = L M * / (1 -  [LM V ( T  -  k)m]),
with LM* = LM(T-k)/T, and that the inequality W* ) Dh > LM* 
holds. Bewley (1983) also demonstrates in a Monte Carlo 
simulation that the performance of D2 is remarkably good, but 
D* is biased towards acceptance of the null hypothesis when 
testing symmetry restr ict ions.
J .4 2  The Separate Induced Test o f Hypothesis
In this subsection, we wil l  discuss problems of testing 
of indiuidual hypotheses in connection with the simultaneous 
test of multiple hypotheses. Rs the null hypothesis H0 in 
(4.1)  consists of s > 1 independent hypotheses, it  can be 
decomposed into s separate hypotheses, Ht , Hs . Each
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separate n u l l  hypothesi  s, H; , f o r  i = 1, . . , s ,  can be w r i t t e n  as
H , : 8 j = Riß = 0, (4 .2 2 )
where R; is an 1 x mk i ' t h  row uec to r  of  the r e s t r i c t i o n  
m a t r i x  R d e f i n i n g  each i ' t h  hypo thes i s .
Separate in fe rences  on the u a l i d i t y  of  each i n d i u i d u a l  
hypo thes i s ,  Hj ,  may be of  importance in s i t u a t i o n s  in which 
the d i r e c t  y? t e s t  r e j e c t s  the n u l l  hypo thes is  H0 . In these 
cases, one may want to f i n d  out why H0 is r e j e c t e d  and which 
i n d i u i d u a l  hypo thes is  is  r es p o n s ib le  f o r  the r e j e c t i o n  of  H0 . 
Byron (1970) suggests the use of  the t - r a t i o  of  the Lagrange 
m u l t i p l i e r  es t ima te  to i d e n t i f y  the source of  r e j e c t i o n  of  H0 , 
in which the t e s t  of  each separate hypo thes is  i s  d iscussed 
c o n d i t i o n a l l y  giuen tha t  the o th er  hypotheses are c o r r e c t .  
Deaton and Muel lbauer  (1980b) a lso  cons ider  t - r a t i o s  of  the 
sum of the u n r e s t r i c t e d  es t ima tes  of  p r i c e  c o e f f i c i e n t s  f o r  
each equat ion to check the u a l i d i t y  of  the i n d i u i d u a l  
homogenei ty r e s t r i c t i o n s  in the almost  ideal  demand system. 
Howeuer, the re  has been no sys tem at i c  a n a l y t i c  work f o r  the 
t e s t  of  separate i n d i u i d u a l  hypotheses in the con tex t  of  
demand systems.
In t e s t i n g  i n d i u i d u a l  hypotheses,  the separate t e s t  of  
each Hj in (4 .2 2 )  should bear upon the t e s t  of  H0 . I t  i s  
l o g i c a l l y  c e r t a i n  tha t  H0 is  t rue  i f  and on ly  i f  a l l  the 
separate hypotheses H j ' s  are t r ue ,  so tha t  H0 is accepted i f  
and on ly  i f  a l l  the H j ' s  are accepted.  There fo re ,  t e s t i n g
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i n d i u i d u a l  hypotheses H5' s  should be c a r r i e d  out  simul  taneous ly  
in o rder  th a t  i t  might  induce the t e s t  of  H0 . Such a procedure 
f o r  t e s t i n g  the separate hypotheses H} ' s  is termed the 
separate induced t e s t  [Seber (1964b) and Sauin (1980) ]  in the 
sense tha t  i t  induces a t e s t  o f H 0 . Procedures f o r  c o n s t r u c t  i ng 
s imula taneous con f idence i n t e r u a l s  are o f t en  c a l l e d  m u l t i p l e  
comparison procedures.  M i l l e r  (1966, 1977) p resen ts  an 
e x c e l l e n t  suruey of  induced t e s t s  and m u l t i p l e  comparison 
procedures.  A p p l i c a t i o n s  of  the separate induced t e s t s  in 
economet r ics  are d iscussed in Sauin (1980, 1984).
The Bonfer ron i  and Schef fe procedures haue been w ide ly  
used f o r  separate induced t e s t s  in the c o n s t r u c t i o n  of  
s imu l taneous con f idence i n t e r u a l s .  The i r  d e r i u a t i o n s ,  
p r o p e r t i e s  and r e l a t i o n s  w i t h  the d i r e c t  t e s t  are reuiewed by 
Sauin (1980) .  The re fo re ,  the present  d i scuss ion  w i l l  be b r i e f .  
Howeuer, the d i s t r i b u t i o n a l  p r o p e r t i e s  of  the t e s t  s t a t i s t i c s  
f o r  the i n d i u i d u a l  hypo thes is  in demand models,  such as 
i n d i u i d u a l  homogenei ty and symmetry r e s t r i c t i o n s , w i l l  be 
emphasised.
Tests of  separate hypotheses can a lso  be c o n s t ru c te d ,  
based on e i t h e r  the Wald, the LR, or the LM p r i n c i p l e  [Sauin 
( 1 9 8 4 ) ] .  For the Wald t e s t ,  we t e s t  i f  8-, is equal to zero,  
where Bj = Rjß0LS ‘ s the BLU es t imate  of  0-, in ( 4 . 2 2 ) .  For the 
LM t e s t ,  we t e s t  i f  \ t is  equal to zero,  where Xj is  the ML 
es t imate  Lagrage m u l t i p l i e r  cor respond ing to the separate n u l l  
hyp o thes is ,  Hj [Byron (1 9 7 0 ) ] .  The LR t e s t  s t a t i s t i c  of  the 
separate hypo thes is  H; can be giuen by L R ( H} ) = —2 / /? A( H s ) ,
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where A(H;) is Wilks' statistic for testing each H; . Note, 
each LR(Hj) has an asymptotic 'X2 distribution with 1 degree of 
freedom. Darroch and Siluey (1963) show that the LR statistic 
for the direct test of H0 can be expressed as the sum of the 
LR(Hi)'s,
LR(H0 ) = Z ?  = ,LR(Hi).
which can be used for identifing the source of rejection of H0 
by the direct LR test procedure.11 Howeuer, the LR separate 
tests may be computationally expensiue for the large s, since 
it requires the calculation of LR(Hj) for all i.
The Wald statistic forHj is a t-ratio of t(B} ) = Bi/eCö,), 
where 62 (B}) = R,(£ ® (X/X)"1)Rl/ is the scalar uariance of 8-,. 
When £ is known, t(Bj) is N[0,1] since 8-, is N[0,62(8j)] under 
the normality assumption and 6(B{) is a constant scalar. 
Howeuer, when £ is unknown, the exact distribution of t(B ) 
can be determined as Student's central t-distribution only for 
the case when the estimate of 62(8}) has an exact distribution 
proportional to * . Otherwise, we haue to rely on the 
asymptotic normality of the distribution of t(Bj).
For indiuidual homogeneity restrictions, the form of R; 
is R; = ej $ a', where e; is the i'th row uector of an m x m 
identity matrix, a'=(vm ',Q) and is an m x 1 uector of unit 
elements. Therefore, the estimate of the uariance of 8; is 
giuen by
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e2( 8j ) = ( ej ® a ' ) ( 2  ® (X / X) “ 1) ( e i ® a)
= [ a ' ( X , X ) " 1a ] [ e j 2 e i / ] = [ a ' ( X ' X ) ~ 1a]Sj  j ,
which is proport ional  to a * 2 (T_k) d i s t r i bu t i on  where £ is 
giuen by 20LS = ( T - k ) " 1U'U and 6,1 is the i ' t h  diagonal  term 
of £.  Therefore,  t ( 8?) has an exact central  t - d i s t r i b u t i o n  in 
test ing indiuidual  homogeneity r e s t r i c t i o n s .
Howeuer, for the indiuidual  symmetry hypothesis,  
ppq = pqp, for a l l  p, q = 1 , . . . , m ,  Rs can be wr i t t en  as 
Rj = ( 0 , . . , 0 , 1 , 0 , . . , 0 ,  - 1 , 0 , . . , 0 )  wi th a 1 on the 
[ ( p - 1 ) k + q ] ' th posi t ion and -1 on the [ ( q - 1 ) k + p ] yth posi t i on.  
Then, the est imate of uariance of Bj = ppq -  pqp is
62(B,) = R, (S 9 ( X  ^X) “ 1 )R j /
A A A
— ^pp^pp ^qq^pp q®p q >
where xpq and 6pq are the ( p , q) " th elements of matrices  
( X ' X ) ” 1 and £,  r e s p e c t i ue l y . Since 6pq = up' u q/ ( T - k )  (or  
Up^Uq/T),  where up is the residual  uector of the p ' th  
equation,  e2 (8 j ) is a l i near  combination of the quadrat ics of 
two d i f f e r e n t  normal ly d i s t r i but ed  uar iables,  up and uq, for  
which the exact d i s t r i bu t i on  is not known. Therefore,  we 
cannot claim exactness of the t - t e s t  for an indiuidual  
symmetry r e s t r i c t i o n ,  but can r e l y  on i ts  asymptotic 
normal i ty,  as e2( Bj ) is a consistent  est imate of e2( S j ) .
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The ML estimator of X, X = [R(£ ® (X'X)~1)FT] " 1Rp, is 
N(0S,[R(E ® (X/ X)‘ 1)R ' ] " 1) under the H0 when Z is known, so 
that the LM test s ta t is t ic  for H; giuen by a rat io of t (X; )  = 
Xj/eCXj) is then N(0,1),  where 62(X; ) is the scalar uariance 
of Xj obtained from the i ' th  diagonal term of [R(2 
®(X'X)~1)R ' ] ~1. Howeuer, when Z  is unknown and Z is used, the 
exact distribution of t(X-t ) cannot be identif ied,  since the 
distr ibution of the diagonal element of Ü“1 is not known.12 
Therefore, we rely on asymptotic normality for the 
distr ibut ion of t ( X j ).
Now, consider the construction of confidence interuals 
for testing the separate hypothesis, Hj, using the Bonferonni 
and the Scheffe procedures. F i rs t ,  to define notation, we let  
R, denote a confidence interual for testing Hj (i = 1 , . . . , s ) ,  
Ci  denotes a c r i t ica l  region for testing Hj, and d} = P ( C j )  is 
the significance leuel for testing H , . The same notation with 
the suff ix  o wi l l  be used for the simultaneous test of H0 . The 
simultaneous confidence interual for testing H0 is R0 = flf=1 
Rj and an ouerall significant leuel a 0 for the test of H0 is 
defined by 1 -  d0 = P( flf = t Rj ) .  We assume that the ouerall 
signi ficant leuel <*0 is giuen and fixed. Only the construction 
of a confidence interual for the Wald s ta t is t ic  wi l l  be 
considered, as the construction of the LM test interual is the 
similar to the Wald test.
The Bonferonni inequality
p(f l0 = n f =, fl.) > i - £?=> pov),
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(where f i j / is the complement of fi,, i . e . ,  U-/ = Cj) provides us 
with the boundary relation between o<0 and a / s  such that
d0 i  Z] ? = i d j . (4.23)
Hence, when a0 is fixed, i f  we set c*j = a for a l l  i = 1 , . . . , s ,  
we haue the lower bound of the a / s  such that a0/s  < a-t , since
(4.23) becomes c<0 < sa . Therefore, for a giuen ouerall  
significant leuel a0, we can test the Hj 's with signif icant  
leuel a t = d0/s .  fl test using this method is called a 
Bonferroni induced test.
The confidence interuals corresponding to each of the 
Bonferroni tests of the Wald type are:
R; = {Bj I B , -M(3 /2 , * )6 (B,  )< B, < 8} + M( a / 2 , v )6(B-,)} ,  ( 4 .2 4 )
for i = 1 , . . . , s ,  where h(d/2,v)  is the upper a/2 c r i t i c a l  
point either from the t -d istr ibution with » = T-k degrees of 
freedom or from the standard normal distribution for the 
asymptotic test.  We shall call  these B-interuals. Since a is 
the lower bound of the d ^ s ,  the B-interuals are the upper 
bound of the confidence interuals for a giuen a0 . The 
simultaneous confidence region induced by the B-interuals in
(4 .2 4 )  , denoted by Hf = 1 fi-,, is of the shape of a polyhedron. 
The Bonferroni separate induced tests accept H0 i f  and only i f  
al l  the separate hypotheses U / s  are accepted, that is, the 
simultaneous confidence polyhedron couers the origin.  Howeuer,
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the con f idence reg ion of  the d i r e c t  t e s t  is  of  the shape of  
e l l i p s i o d ,  so tha t  the re  can be c o n f l i c t i n g  r e s u l t s  between 
the d i r e c t  t e s t  and the Bonfe r ron i  separate t e s t s ,  as shown in 
F igure  1 in Sauin (1980) .
In the Schef fe procedure the c r i t i c a l  ua lue,  M ( * , 0 ,  is  
u n i f o r m l y  ob ta ined from the d i s t r i b u t i o n  of  the t e s t  
s t a t i s t i c s  f o r  the d i r e c t  t e s t  of  H0 . When the d i r e c t  t e s t  of  
H0 is an asypmto t i c  t e s t ,  M ( * , 0  i s  the square roo t  of  the 
upper c*0 p o in t  of  the d i s t r i b u t i o n .  Schef fe (1953) proued,  
in the con tex t  of  an F - t e s t ,  th a t  the set  of  i n d i u i d u a l  
con f idence i n t e r u a l s  is  the i n f i n i t y  of  or thogona l  p r o j e c t i o n s  
of  the e l l i p s o i d  ( the  con f idence reg ion  f o r  the d i r e c t  t e s t )  
on the co o rd in a te  axes and a l l  l i n e a r  combinat ions of  the 
co o rd in a te  a x e s . 1* Thus, the Schef fe i n t e r u a l s  haue the form:
f l i  = { Bi I ö j -M(c*o ,s )6(B;  K  Bj < B , +« (< *0 ,5 )6 (8 1 ) } ,  ( 4 . 25)
where M(d0 ,s )  is the square roo t  of  the upper c*0 p o in t  of  the 
'X 2 d i s t r i b u t i o n  w i t h  s degrees of  f reedom. This  i n t e r u a l  is  
c a l l e d  the S - i n t e r u a l  and has a computa t iona l  aduantage ouer 
the B - i n t e r u a l ,  s ince  i t  can be ob ta ined d i r e c t l y  from the 
c r i t i c a l  ualue of  the d i r e c t  t e s t .  The r e l a t i o n  between the 
d i r e c t  t e s t  of  H0 and the Schef fe induced te s t  is  tha t  the 
d i r e c t  t e s t  accepts H0 i f  and on ly  i f  a l l  the S - i n t e r u a l s  
couer the o r i g i n .
In co n c lu s io n ,  i t  should be noted tha t  the re  is no 
t h e o r t i c a l  ground in demand theory f o r  the u a l i d i t y  of  an
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indiuidual  r e s t r i c t i o n  by i t s e l f .  The demand r e s t r i c t i o n s  are 
pos tula ted co l l ec t i ue l y  under u t i l i t y  maximisation subject  to 
a budget cons t r a in t .  Therefore,  s t a t i s t i c a l  t e s t i ng  of an 
indiuidual  r e s t r i c t i o n  using separate  induced t e s t s  appears 
meaningless in an economic sense.  Howeuer, one should also 
note that  separate induced t e s t s  are not intended as t e s t s  of 
the u a l i d i t y  of each indiuidual  hypothesis ,  but r a the r  as a 
t es t  of the ua l i d i t y  of a set  of hypotheses.  There is no 
logical  disharmony between the d i rec t  t es t  and separate  
induced t e s t s .  Howeuer, i t  is not our intent ion to suggest  the 
use of the separate induced t e s t  as a s u b s t i t u t e  for ex i s t i ng  
d i r ec t  t e s t s .  Instead,  separate  induced t e s t s  can be used as a 
complement to d i rec t  t e s t s .  In empirical  s i t u a t i o n s  when 
demand r e s t r i c t i o n s  are r e j ec t ed  by d i r ec t  t e s t s ,  separate  
induced t e s t s  can be used to ident i fy which r e s t r i c t i o n s  are 
respons ible  for the r e j e c t i on .  What we suggest  in t h i s  
subsect ion is that  separate  induced t e s t s  in demand ana lys i s  
should be ca r r i ed  out with the B- in te rua l s  in (4.24) or the 
S- int erual  in (4.25) ,  so that  the s i zes  of t e s t s  are 
compatible with the s i ze  of d i rec t  t e s t ,  1-d0 .
3.5 The Est imation of Singular  Equation Systems
Singular i ty  in a system of equations occurs when the sum 
of the dependent uar i ables  at  each obseruat ion is equal to a 
l i near  combination of ce r t a in  explanatory uar i ables  in the 
system [Berndt and Sauin (1975, p.937)] .  Demand systems are 
usual ly s ingular  due to the adding up condi t ions .  If the 
dependent uar iables  are expendi tures,  t he i r  sum at each
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ob se rva t ion  is t o t a l  expen d i tu re ;  in the case of  share 
equa t i ons  the sum is  the constan t  term.
S in g u la r  systems are c h a ra c te r i s e d  by a l i n e a r  dependence 
of  the d is tu rbances  across the equa t ions .  Consequent l y,  the 
cova r iance  m a t r i x  of  d i s tu rbanc es  (£)  is s i n g u l a r ,  so the 
inverse of  Z does not e x i s t .  Hence, n e i t h e r  R i t k e n ' s  o b j e c t i v e  
f u n c t i o n  f o r  GLS e s t im a to r s ,  u ' ( E " 1 ® I T)u,  nor the l i k e l i h o o d  
f u n c t i o n  of  the d i s tu rba nce s ,  can be de f i ne d .  The s tandard 
t rea tment  of  the s i n g u l a r i t y  problem has been a g - i n v e r s e  
s o l u t i o n .  For example, Rao (1973) suggests the l i k e l i h o o d  
f u n c t i o n  w i t h  a ge ne ra l i sed  inverse of  the covar iance m a t r i x  
and Rnderson (1980) de r i v e s  the necessary c o n d i t i o n s  f o r  the 
maximum l i k e l i h o o d  e s t im a t i o n  of  s i n g u l a r  system us ing  Rao's 
l i k e l i h o o d  f u n c t i o n  and the Moore-Penrose g e ne ra l i s ed  inverse 
[see a lso  Khat r i  (1968) ,  T he i l  (1971) ,  and Po l lo ck  ( 1 9 7 9 ) ] .
However, i t  is  c l e a r  from the adding up c o n d i t i o n s  th a t  
a l l  the in fo rm a t io n  in one of  the equa t ions of  the system can 
be ob ta ined  from the o ther  equa t ions ,  so tha t  one of  the 
equat ions in the system is redundant .  Consequent ly,  the 
e l i m i n a t i o n  of  one equa t ion from the system does not  r e s u l t  in 
any loss  of  i n fo rm a t io n  on the complete system, Barten (1969) 
showed th a t  the ML es t imates  of  the c o e f f i c i e n t s  in the 
complete m equat ion system can be recovered from those of  the 
m-1 equa t ion subsystem, and tha t  the r e s u l t s  are i n v a r i a n t  to 
which equat ion is de le ted .  He shows th a t  the l i k e l i h o o d  
f u n c t i o n  of  the d i s tu rbances  in the reduced system,
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(2n) - ( m-  1 ) T / 2 I Z J ' ' " 2 exp  { - u m' ( Z „ ' 18 l T) u „ / 2 } ,-  1
can be air i t ten as
L = mT / 2 ( 2 n ) ~ ‘ 11T / 2 I £+ i i ' I " T /2 exp  { - u '  ( (S '  1 + i i '  )®I T ) u / 2 } ,
where Zm is  the couar iance m a t r i x  Z w i t h  the l a s t  row and 
column de le te d ,  um the d is tu rbance  uec to r  u w i t h  i t s  elements 
of  the m ' th  equat ion de le ted ,  and i = (1 /y ~m )( 1 , . . . , 1 ) '  an 
m x 1 column uec to r  of  u n i t  elements m u l t i p l i e d  by (1/y~m) 
[Bar t en  (1969, p . 2 4 - 2 7 ) ] .  In o ther  words, the l i k e l i h o o d  
f u n c t i o n  of um can be w r i t t e n  in terms of  the complete uec to r  
o f  d i s tu rba nce s ,  u, and the complete couar iance m a t r i x ,  Z t and 
i s  e n t i r e l y  independent of  the equat ion d e le te d .  Obu ious ly ,  
t h i s  imp l ies  th a t  the ML est imates  of  a s i n g u l a r  system are 
i n u a r i a n t  to the equat ion de le ted .
The equiua lence between the g - i nu e rse  approach and the 
method of  d e l e t i n g  one equat ion from the system has been 
proued by Powel l  (1969) f o r  f i i t k e n ' s  6LS e s t im a t i o n  procedure.  
He cons idered the m in im is a t i on  of the "pseudo f i i t ken  o b j e c t i u e  
f u n c t i o n " ,  which is de f ined  as u ' ( E  + ® I T)u,  w i t h  the 
Moore-Penrose gene ra l i se d  inuerse of  Z ( £* ) and showed th a t  
the r e l a t i o n
u ' ( Z + ® I T)u = uk ' ( 2 k- 1 ® I T) u k ( 5 . 1 )
ho lds f o r  k = 1 , . . . , m ,  where Zk is the m a t r i x  Z w i t h  the k ' t h
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column and roui deleted, and uk is the disturbance uector u 
with the k' th equation terms deleted [see also McGuire, e t  
o l . (1968)]. From (5 .1 ) ,  i t  is apparent that the g-inuerse 
approach reduces to GLS estimation on m-1 equations.
Now, we consider how the elimination of one equation from 
a demand system affects restr icted estimation of the 
coefficients under homogeneity and symmetry. To this end, we 
consider a system of l inear demand equations without a 
constant term15
V = Xn + Hy + U, (5.2)
where V is a T x m matrix of m dependent uariables, X is a T x 
m matrix of price uariables, p is a T x 1 uector of total  
expenditure uariable, n is an m x m price coefficient matrix 
on which homogeneity and symmetry restrict ions are imposed, y 
is an 1 x m total expenditure coefficient uector and U is a T 
x m disturbance matrix. We suppose that p in (5.2)  is defined 
as p = V\ due to the adding up condition, where \ is an m x 1 
unit uector.
Post multiplying on both sides of (5 .2 ) ,  we haue Vx = 
XIK + pyx + IK = )j, which necessarily requires that
FTx = 0m, yx = 1, and IK = 0T (5.3)
hold ident ical ly,  where 0k is a k x 1 null uector. The last  
condition IK = 0T in (5.3)  implies the singulari ty of the
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couar iance m a t r i x  of  d i s tu rb a n c e s .  P a r t i t i o n i n g  the system 
i n to  an m-1 equat ion subsystem toge the r  w i t h  the l a s t  
equa t ion ,  ( 5 . 2 )  becomes
v0 = M o  + K , .n . ,  + tay0 + U0 (5 .4 )
and
y « »  ~  ^ o ^ m .  nr» t
where V = [V0 :ym] ,  X = [ X 0 : x mJ .  U = [U0 : u J ,  y = [ y 0 : y j  and
n =
Howeuer, the c o n d i t i o n  IT-u = 0m in (5 . 3 )  imp l ies  tha t  i Tm> = -Ff0 v 
and iTmm= -T] m\ . The re fo re ,  the symmetry r e s t r i c t i o n  TT = W' 
which is  imposed on the subsystem (5 .4 )  can be expressed as
no = no '  and n . m = - x ' U 0 ' .  ( 5 . 5 )
The symmetry c o n d i t i o n  n t m = - \ ' W 0 '  in ( 5 . 5 )  can be w r i t t e n  
under the c o n d i t i o n  ITo = fT0 '  as
The c o n d i t i o n  (5 .6 )  is i d e n t i c a l  to the homogenei ty 
r e s t r i c t i o n s  on W. The re fo re ,  i t  has been proued tha t  the 
adding up and homogenei ty r e s t r i c t i o n s  are equ iua len t  under 
symmetry. Howeuer, s u b s t i t u t i n g  (5 . 6 )  i n to  ( 5 . 4 ) ,  we can w r i t e  
the subsystem (5 .4 )  as
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= XfT0 + jjy0 + U0, (5.7)
where X = (XQ -  xm x ' )  is the reduced X matrix whose column 
uectors are subtracted from the last column uector of X of 
order T x (m—1). Thus, the homogeneity restrict ion can be 
substituted out by transforming the explanatory uariables, so 
that unrestricted estimation of (5.7)  automatically produces 
homogeneity restricted estimates on the ful l  system. This 
confirms again that restr icted estimation subject to 
homogeneity is independent of the couariance matrix [see the 
discussion on Pols in Section 3 of this Chapter]. The 
restr icted estimates of the reduced system (5.7) subject to 
symmetry satisfy both the homogeneity and adding up conditions 
on the fu l l  system (5 .2 ) .
R more general approach to restricted estimation of a 
singular system can be found in Breusch (1978). He showed that 
any s < k(m-1) independent l inear restr ict ions on a singular 
system of m equations can be reformulated so as to apply to 
the coefficients of a (m-1) equation subsystem, prouided they 
are consistent with the adding-up conditions. Part i t ioning the 
coefficient matrix B in the model (2.1)  into B = [B,: pm] and 
the restr ict ion matrix R into R = [R,,R2] and let t ing  
p. = uec(B.),  we can decompose the restrict ion Rp= r in (3.1)  
as
r = Rp = R1 p, + R2pm• (5.8)
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The s u b s c r i p t  * r e f e r s  to the m-1 equa t ion subsystem and m to 
the l a s t  equa t ion in the system. I f  we assume tha t  the n ' t h  
ex p la n a to r y  u a r i a b l e  is equal to the sum of the dependent 
u a r i a b l e s  at  each ob se ru a t io n ,  uie can w r i t e  the adding up 
c o n d i t i o n  as Ek = en , where en is a u n i t  uec to r  w i t h  1 at  the 
n ' t h  p o s i t i o n  and 0 elsewhere.  The r e s t r i c t i o n s  in ( 5 . 8 )  can 
then be expressed as
r  = Rip.  + R2ßm = Riß.  + R2 [ e n -  U '  ® D p . ] ,  ( 5 . 9 )
s ince  the u e c t o r i s a t i o n  of  the adding up c o n d i t i o n
uec(Bx) = ( x '  ® I ) ue c (B )  = ( x '  ® I ) u e c [ B , :  pm] = en
imp l ie s  th a t  pm = en -  ( x '  ® I ) p , .  The re fo re ,  the r e s t r i c t i o n s  
Rp = r  can be r e f o rm u la te d  as
R.p* = r , , (5 .1 0 )
where R, = [R, -  R2 ( i "  ® I ) ]  and r ,  = r  -  R2em [see 
P r o p o s i t i o n  12 in Breusch (1 9 7 8 ) ] .  Breusch (1978) a lso  proued 
the inuar iance  of  the r e s t r i c t e d  ML and GLS es t imates  to the 
equa t ion de le ted  [see P r o p o s i t i o n  13 in Breusch (19 78 ) ] .
In t e s t i n g  r e s t r i c t i o n s , i t  is  impor tant  to deduce the 
c o r r e c t  number of  i n d e p e n d e n t  r e s t r  i c t  i on s . For a demand 
system wi t h  m equa t i ons ,  there are m(m-1)/2 symmetry and m 
homogenei ty r e s t r i c t i o n s . Howeuer, i t  is  obuious from (5 .5 )
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and ( 5 . 6 )  tha t  (m—1) symmetry r e s t r i c t i o n s  are redundant  under 
both adding up and homogenei ty r e s t r i c t i o n s , so tha t  the 
number of  independent symmetry r e s t r i c t i o n s  in the complete 
system reduces to (m-1) ( m - 2 ) / 2 , which is the number of  
symmetry r e s t r i c t i o n s  in the reduced subsystem. By s i m i l a r  
reason ing ,  the number of independent homogenei ty r e s t r i c t i o n s  
reduces to (m-1) under the adding up c o n d i t i o n s .  The re fo re ,  
the re  are m(m-1) /2 = (m-1) + (m-1) (m-2) / 2  independent 
r e s t r i c t i o n s  in an m equat ion demand system.
3.6 Es t im a t io n  of  Symmetric Systems us ing the Lyapunou
Equat ion
Bouiden (1973) and Byron (1982) showed tha t  the e s t im a t i o n  
of  the symmetry c o e f f i c i e n t  m a t r i x  in a l i n e a r  m u l t i u a r i a t e  
model is best  achieued by the s o l u t i o n  of  a Lyapunou equa t ion ,  
f i 'B + BR = C . 16 Byron (1982) demonstrated th a t  the e s t im a t i o n  
of  symmetr ic systems us ing the Lyapunou equa t ion is 
c o m p u t a t i o n a l l y  much more e f f i c i e n t  than r e s t r i c t e d  SUR 
e s t i m a t i o n ,  p a r t i c u l a r l y  f o r  l a rge  systems of  equa t ions .
Howeuer, de sp i te  the f a c t  th a t  the Lyapunou equa t ion is 
l i n e a r  in m a t r i x  terms, the s o l u t i o n  of a Lyapunou equa t ion is 
not  s t r a i g h t f o r w a r d ,  s ince m a t r i x  m u l t i p l i c a t i o n  is not  
commutat iue.  Hence, both Bowden (1973) and Byron (1982) r e l y  
on the numer ical  s o l u t i o n  of  the equat ion which s u f f e r s  from 
the disaduantage of  n e i t h e r  p ro u id in g  an a n a l y t i c  s o l u t i o n  f o r  
the r e s t r i c t e d  e s t im a to r  nor d i r e c t l y  computed s tandard 
e r r o r s .  In t h i s  s e c t i o n ,  i t  w i l l  be shown tha t  the s o l u t i o n  of
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the Lyapunou equation can be obtained analyt ical ly in terms of 
the uectorised matrix uariables.  The standard errors of the 
symmetry res t r ic ted estimator emerges di rect ly from the 
solution.  It will also be shown that the Lyapunou solution is 
identical to the symmetry res t r ic ted SUR estimator giuen in 
(3.2).  For i t s  mathematics, the approach in this  section owes 
much to Jameson (1968) and MacRae (1974).
For simplici ty of exposition,  let  us consider the 
estimation of a system of m l inear mult iuariate equations
V = XB + U (6.1)
with m regressors and T obseruations, subject to symmetry 
r es t r i c t ions  on the coefficient  matrix B, such that ß = B". We 
assume that Z = E(U'U) is known. The r es t r i c ted  GLS estimator 
of B in (6.1) subject to B = B' is then obtained as a solution 
for B which minimises the Lagrange function
L = t r  V U  + t r  A(B - B'),
where A is an m x m skew-symmetric matrix of the Lagrange 
mul t i p l i e r s . 17 Different iat ing the Lagrange function with 
respect to B and A, we haue the f i r s t  order conditions,
X'XBE'1 - X'VE"1 = (A - A')/2 (6.2)
and
B = B'. (6.3)
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Since A i s  skew-symmet r i c , we a l so  haue
A = -  A ' .  ( 6 . 4 )
The s o l u t i o n  of  the aboue f i r s t  o rder  c o n d i t i o n s  ( 6 . 2 )  -  ( 6 . 4 )  
u l t i m a t e l y  r e q u i r e s  the s o l u t i o n  of  the Lyapunou equa t ions .
From ( 6 . 4 ) ,  ( 6 . 2 )  can be w r i t t e n  as
A = X'XBE"1 -  X 'V Z "1, ( 6 . 5 )
o r ,  e q u i u a l e n t l y
B = ( X ' X ) " 1X'V + ( X ' X ) ~ 1A£. ( 6 . 6 )
So lu ing ( 6 . 4 )  and ( 6 . 5 ) ,  we haue a Lyapunou equa t ion f o r  B,
FTB + Bfi '  = C, ( 6 . 7 )
and s o l u i n g  ( 6 . 3 )  and ( 6 . 6 ) ,  we haue a Lyapunou equat ion f o r  A,
fl A + A fi = F, ( 6 . 8 )
where fi = X'XE, C = EX'V + V'XZ, F = X'XtET-  ß)X'X,  and
B = (X / X ) " 1X/ V is  the u n r e s t r i c t e d  OLS e s t im a t o r  of  B. We haue
two Lyapunou equa t ions  ( 6 . 7 )  and ( 6 . 8 ) ,  s o l u t i o n s  of which
determine s e p a r a te l y  the GLS e s t im a to r s  of  B and A,
r e s p e c t i u e l y . The Lyapunou equa t ions  cannot be solued d i r e c t l y
f o r  the m a t r i x  u a r i a b l e s  B and A, s ince  m a t r i x  m u l t i p l i c a t i o n
is not commutat iue,  but can be solued f o r  t h e i r  ue c to rs ,
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uec(B)  and uec(A) ,  by app l y ing  the uec opera to r  to both s ides  
o f  ( 6 . 7 )  and ( 6 . 8 ) .
Since uec(PQ) = ( I q ® P)uec(Q) = (Q' ® I p)uec(P)  f o r  
a p x n m a t r i x  P and an n x q m a t r i x  Q18, (6 .7 )  and ( 6 . 8 )  can 
be w r i t t e n  in terms of  uec(B) and uec(A) ,  r e s p e c t i u e l y , as
6 / uec(B) = uec(C) and Guec(A) = uec(F) ,  ( 6 . 9 )
where 6 = ( I m ® R + R ® I m) and I m is  an i d e n t i t y  m a t r i x  of  
o rder  m. The equa t ions in ( 6 . 9 )  haue a unique s o l u t i o n  f o r  
uec(B) and uec(A) ,  r e s p e c t i u e l y ,
uec(B) = G ' " 1uec(C) and uec(A) = G_1uec(F) ,  (6 .10)
i f  and on ly  i f  r a n k [ 6 / : u e c (B ) ] = r a n k [G : ue c (A ) ] = rank(G) and 
G i s  n o n s i n g u l a r . 19 Then, the e s t im a to r s  f o r  B and A can be 
ob ta ined from ( 6 . 1 0 ) .
Howeuer, giuen the equat ions  ( 6 . 5 )  and ( 6 . 6 ) ,  one of  two 
s o l u t i o n s  in (6 .10)  is  c o m p u ta t i o n a l l y  redundant ,  s ince  B can 
be ob ta ined by s u b s t i t u t i o n  of  A i n to  ( 6 . 6 ) ,  or u i ce  uersa.  
Th is  s u b s t i t u t i o n  reduces the computa t iona l  burden, as the 
t ranpose of  an mm x mm m a t r i x  G and the assoc ia ted m a t r i x  
m u l t i p l i c a t i o n  can be auoided.  Howeuer, s ince  R is an m x m 
m a t r i x ,  s o l u i n g  (6 .10 )  r e q u i r e s  the inue rs ion  of  an mm x mm 
m a t r i x  G, which w i l l  be c o m p u t a t i o n a l l y  t roublesome when m is 
la rge .  Seueral  approaches haue been suggested to f i n d  the 
inuerse of  G w i th ou t  d i r e c t  i n u e r s i o n . 20 The most a t t r a c t i u e
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and e a s i l y  ac ce ss ib le  method is Jameson's (1968) .  Let  V be an 
m x m m a t r i x  of  e igeneuec tors  of  fl and Dfl an m x m d iagonal  
m a t r i x  of  the e igenva lues of  fl. Since V " 1flU = Dft> so th a t  
( O ' 1 ® 0_1)G(U ® 0) = 0, where 0 = ( I m ® Dft + Dfl ® I m) is 
an mm x mm diagonal  m a t r i x ,  whose j ' t h  d iagonal  term in i ' t h  
d iagonal  b lock  m a t r i x  is d 5 + d j  and d j ' s  denote the 
e igenva lues of  fl, the inverse of  6 can be ob ta ined by
6 " 1 = (0 ® VjD’ U r 1 ® (T 1).  (6.11)
C l e a r l y ,  the inverse of  G us ing (6 .1 1 )  is much s im p le r  than 
the d i r e c t  i nverse of  the mm x mm m a t r i x  G i t s e l f ,  s ince  0 is 
d iagonal  and U is  an m x m m a t r i x .  Th is  procedure is ob v io us l y  
more c o m p u ta t i o n a l l y  e f f i c i e n t  than the r e s t r i c t e d  SUR 
e s t im a t i o n  procedure.
The covar iance  ma t r i ces  of  vec(A)  and vec(B) can be 
ob ta ined d i r e c t l y  from ( 6 . 1 0 ) .  0ec(A) can be w r i t t e n  as
vec(Ä)  = Wvec(B' -  B) (6 .12)
= W[(Q ® I B) v e c ( V ' )  -  ( I m ® Q)vec(V) ]
= W[Pmm( I m ® Q)PTmPmTvec(V) -  ( I m e Q)vec(V) ]
= W(Pmm -  ® Q)vec(V) ,
where W = G"1[ ( X ' X ) 0 ( X ' X ) ] , Q = ( X ' X ) " 1X ' , a n d  Pmm is  an mmxmm 
permuted i d e n t i t y  m a t r i x  which t rans fo rms vec(S) i n to  vec (S ' )
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f o r  an a r b i t r a i r y  m x m m a t r i x  S, s ince
( Q ® I m) =  Pmm( I m ® Q ) P l m  a n d P T m P m T = ^mT
[see MacRae (1974) and f lppendix 3 . 1 ] .  Apply ing the uec 
opera to r  to  (6 .6 )  and s u b s t i t u t i n g  (6 .12)  in to  i t ,  uec(B) can 
be w r i t t e n  as
uec(B) = uec(§)  + (£ ® ( X ' X ) -1 )uec(A)  (6 .13)
= uec(§)  + (Z ® ( X ' X ) - 1)W(Pmm- I mm) ( I m « Q)uec(V)
Since,  under the r e s t r i c t i o n  ß = B ' , ( 6 . 12)  and (6 .1 3 )  can be 
uir i t ten as
uec(A) = W(Pmm -  I mm) ( I m ® Q)uec(U) (6 .1 4 )
and
uec(B) = uec(B) + ( I m ® Q)uec(U)
+ (Z « ( X ' X ) - ’ )W(PMm-  I „ ) ( I .  ® Q)uec(U)
= oec(B) + t l „  + (2 ® ( X ' X ) ' 1 )W(P I mJ ]
x ( l „  8 Q)ue c(U) , (6 .1 5 )
we can see t h a t  E [uec(A) ]  = 0 and uec(B) is  an unbiased 
e s t im a to r  of  uec(B) .  Since E [uec(U)uec (U) ' ]  = Z ® I T and 
Q'Q = ( X ' X ) " 1, and from ( 6 . 1 4 ) ,  the couar iance m a t r i x  of  
uec(A) is giuen by
H ( P . . -  I . J ( S  ® ( X ' X ) ' 1) ( P mm ( 6 . 16)
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From ( 6 . 1 5 ) ,  the couar iance m a t r i x  of  uec(B) is giuen by
E ® ( X ' X ) _1+ (E ® ( X ' X ) - 1 )W(Pmm -  I mJ ( E  ® ( X ' X ) - 1) .  ( 6 . 1 7 )
Fur thermore,  using the r e l a t i o n s  ( i )  -  ( i u ) in Appendix 3 .1 ,  
i t  can be shown th a t  couar iance ma t r i ces  of  uec(A) and uec(B) 
reduce to more compact forms21
( I . .  -  P . J M  ( 6 . 1 6 ' )
and
(E *  E)G"1( I mm + Pmm) ( 6 . 1 ? ' )
(see f o r  proof  Rppendix 3 . 2 ) .
For the general  model V = XB + ZT + U, the same procedure 
w i t h  the m a t r i x  MZX r e p l a c i n g  X ( where Mz = I T -  Z ( Z ' Z ) " 1Z ' )  
can be a p p l ie d .  For example, the m a t r i x  A becomes A = (X'MZX)E, 
8 = ( X ' M z X r ’ X'Mj.V, C = EX'MZV + V'MZXE, F = X'MZX ( B ' -  B)X'MZX, 
and so on. The es t imate  of  T is  giuen by
f  = ( Z ' Z r ’ Z'V -  ( Z / Z ) ‘ 1Z / XB
w i th  the couar iance m a t r i x  of  u e c ( f ) ,
E ® ( Z ' Z ) * ’ + ( l m ® ( Z ' Z ) " ' Z ' X ) [ u a r ( u e c ( B ) ) ]
x ( 1 .  ® X ' Z ( Z ' Z ) ' 1) ,
where B i s  giuen by (X'MZX)" 'X 'MZV + (X'MZX)AE and cou{uec(B) }
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is giuen by ( 6 . 1 ? ' )  but  unth fi = (X'M2X)£ in G. For the 
e s t im a t i o n  of  a symmetr ic s i n g u l a r  system, uie e l i m i n a t e  one 
equa t ion ,  es t imate  the reduced system and apply the aboue 
r e s u l t  to the reduced system ( 5 . 7 ) .
The r e s t r i c t e d  SUR e s t im a to r  of  uec(B) is  giuen in ( 3 . 2 )  
w i t h  ß = uec(B) and the r e s t r i c t i o n  B = B'  t ransformed i n to  
Ruec(B) = 0, where R is a r e s t r i c t i o n  m a t r i x  of  order  
m(m-1)/2 x mm, and can be w r i t t e n  as
uec(B) = uec(B) -  (S « ( X ' X ) “ 1)R'X.  (6 .18)
X is the e s t im a to r  of  the Lagrange m u l t i p l i e r  uec to r  X 
assoc ia ted  w i t h  the symmetry r e s t r i c t i o n s  de f ined  by 
Ruec(B) = 0, and is giuen by
X = [R(Z e ( X ' X ) ~ 1) R ' ] " 1Ruec(§ ) , (6 .19)
and uec(B) = ß is  the u n r e s t r i c t e d  OLS e s t im a to r  of  uec(B) in 
( 2 . 4 ) .  Comparing (6 .19)  w i t h  the f i r s t  equat ion in ( 6 . 1 3 ) ,  we 
can see th a t  i t  is  s u f f i c i e n t  to show th a t  -R'X = uec(A) in 
order  to proue the i d e n t i t y  of  SUR e s t im a to r  in (6 .1 8)  and the 
s o l u t i o n  of the Lyapunou equat ion in ( 6 . 1 3 ) .
Using the permuta t ion i d e n t i t y  m a t r i x  Pmm, we can w r i t e  
the symmetry r e s t r i c t i o n ,  B = B ' ,  as
uec(AB) = ( I „ „ -  P„,m)uec(B)  = 0, ( 6 . 20)
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where AB = B -  B' .  Howeuer, s ince AB is skew-symmeric, 22 there 
are m(m-1)/2 d i s t i n c t  elements in AB. Therefore,  (6.20) can be 
wr i t t en  as
ueck(AB) = Kuec(AB) = K(Imm-  Pmm)uec(B) = 0, (6 . 20 ' )
where ueck is a uec operator  choosing the lower t r i angu l a r  
par t  of a skew-symmetric matrix with excluding the zero 
diagonal  terms and s tacking them in a uector  of order 
m(m-1)/2, and K is an m(m-1)/2 x mm matrix such that  
ueck(S) = Kuec(S) for an m x m skew-symmetric matrix S [see 
also Appendix 3 .1] .  From ( 6 . 20 ' ) ,  we can see that  the 
r e s t r i c t i o n  matrix R used in the SUR est imat ion procedure can 
be wr i t t en as
R = K( I mm-  Pmro).  ( 6 . 21)
From (6.21) and using the r e l a t i ons  ( u ) - ( u i i )  in Appendix 3.1,  
i t can be shown that
-  X = Kuec(A), (6.22)
where X is the es t imator  of the Lagrange mu l t i p l i e r  uector
defined in (6.19) .  Then, from (6.21) and (6.22) and using the
r e l a t i o n s  in Appendix 3.1,  i t  is eas i l y  shown that  
-R'X = uec(A). Therefore,  the i dent i ty  of (6.13) to (6.18) is 
proued.
The d i r ec t  use of the aboue r e s u l t s  for t e s t i ng  symmetry
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leads to some minor d i f f i c u l t i e s .  For example, the Lagrange 
m u l t i p l i e r  ( LM) t e s t ,  which is used to t e s t  whether A is  zero 
and is giuen by u e c (A ) ' { u a r ( u e c ( A ) ) } " 1u e c ( A ) , cannot be 
d e f in e d ,  s ince A is skew-symmetr ic and ( I mm-  Pmm) is s i n g u l a r ,  
so tha t  ua r iance m a t r i x  of  uec(A) in ( 6 . 1 6 ' )  i s  a l so  s i n g u l a r .  
Howeuer, t h i s  problem can s imply  be ouercome by t a k i n g  ueck(A) 
ins tead of  uec(A) in the express ion f o r  the LM t e s t  s t a t i s t i c .  
Th is  r e s u l t s  in t e s t  s t a t i s t i c
LM = ue c k (A ) ' ( u a r ( u e c k ( A ) ) } -1u e c k ( A ) . ( 6 . 2 3 )
The Wald s t a t i s t i c ,  which is used to t e s t  AB = 0, where 
AB = B -  B ' ,  i s  giuen by ueck(AB) ' { u a r (u e c k (A B ) }_1ueck(AB) but  
cannot be de f in e d ,  because AB is  skew-symmetr ic and the 
couar iance m a t r i x  of  uec(AB) is giuen by
( I mm-  Pmm) ( 2  *  ( X ' X ) - 1) ( I mm-  Pmm)
which is s i n g u l a r .  S i m i l a r l y ,  t a k i n g  ueck(AB) = Kuec(AB) 
ins tead of  uec(AB),  we haue the Wald t e s t  s t a t i s t i c
W = ueck(AB) ' { u a r (ueck (Aß) } ” 1ueck(AB) . ( 6 . 2 4 )
Howeuer, these two t e s t  s t a t i s t i c s ,  the LM in (6 .2 3)  and the W 
in ( 6 . 2 4 ) ,  can e u e n tu a l l y  be expressed as ( 4 . 9 )  and ( 4 . 6 ) ,  
r e s p e c t i u e l y , when 2 is unknown, and are a s y m p t o t i c a l l y  
d i s t r i b u t e d  as the c e n t r a l  'X2 w i t h  d im{ueck(A) }  = d im(ueck(AB) ) 
= m(m-1)/2 degrees of  f reedom.
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In summary, me haue shown th a t  the symmetry co n s t ra in e d  
SUR e s t im a t o r  can be ob ta ined as the s o l u t i o n  of  a Lyapunou 
equa t ion us ing the uec o p e ra to r ,  and tha t  s tandard e r r o r s  can 
be computed d i r e c t l y  us ing ( 6 . 1 ? ' ) .  The e s t im a t i o n  of  the 
Lagrange m u l t i p l i e r s  and t h e i r  s tandard e r r o r s  is a lso  
s t r a i g h t f o r w a r d . We haue a lso  shown tha t  the s o l u t i o n  of  the 
Lyapunou equa t ion is a l g e b r a i c a l l y  i d e n t i c a l  to the s tandard 
r e s t r i c t e d  SUR e s t im a to r .  This  solues a problem l e f t  
unresolued by Bowden (1973) and Byron (1982) .
3.? The Es t imat ion  of  Non l inear  Equat ion Systems
The e s t im a t i o n  of  a system of  n o n l in e a r  equa t ions  is  much 
more d i f f i c u l t  than tha t  of  l i n e a r  systems. In most n o n l i n e a r  
models,  exact  a l g e b r a i c  express ions  f o r  the c o e f f i c i e n t  
e s t im a to r s  are not a u a i l a b l e ,  and s t a t i s t i c a l  i n fe rence  is 
u s u a l l y  based on asympto t i c  r e s u l t s . 23 Euen i f  the e s t im a to r s  
can be der iued  a n a l y t i c a l l y ,  they may be too compl i ca ted f o r  
p r a c t i c a l  use. There fo re ,  the e s t im a t i o n  of  n o n l i n e a r  models 
u s u a l l y  depends on numer ical  s o l u t i o n s ,  computed by numer ical  
o p t i m i s a t i o n  procedures2* . In t h i s  s e c t i o n ,  we w i l l  reuiew 
b r i e f l y  numer ical  o p t i m i s a t i o n  procedures assoc ia ted  w i t h  the 
e s t im a t i o n  of  n o n l in e a r  equa t ion systems. For e x c e l l e n t  
surueys on the a p p l i c a t i o n  of  numer ical  o p t i m i s a t i o n  
procedures in economet r i cs ,  see, f o r  example, G o ld fe ld  and 
Quandt (1972) ,  Chambers (1973) ,  Mal inuaud (1980, Chapter 9) 
and Haruey (1981a, Chapter 4 ) .  For the n o n l in e a r  m u l t i u a r i a t e  
model, see G a l l an t  (1975a) ,  Ba rne t t  (1976) and G a l l a n t  and 
H o l l y  (1980) .
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fi system of  m n o n l in e a r  equa t ions can be w r i t t e n  as
y = f (X;ß)  + u, ( 7 .1 )
where y and u are de f ined  in ( 2 . 3 )  of  s ec t io n  2, f ( X; p ) is a 
n o n l i n e a r  ( u e c to r )  f u n c t i o n  in a p0 x 1 c o e f f i c i e n t  uec to r  p 
and X is a set  of  k0 reg resso rs  in the system. I f  we w r i t e  the 
i ' t h  equa t ion in ( 7 . 1 )  as y; = f , ( X, ; ß , )  + Uj ,  where f j ( X, ; ß 5) 
is  n o n l i n e a r  in a p; x 1 c o e f f i c i e n t  u e c to r ,  ß ; ,  X-, a set  of  
kj  ex p la na to ry  u a r i a b le s  f o r  the i ' t h  equa t ion ,  then f ( X; ß) in
( 7 . 1 )  can be w r i t t e n  as f ( X ; ß) = u e c [ f , ( X , ; ß , ) ........  fm(Xm;ßm) ]
w i t h  X = 117=1 Xj and ß = U 7 = i ß } . 23  We assume tha t  f ( X ; ß ) is 
con t inuous  in ( X; ß) ,  and the f i r s t  and second p a r t i a l  
d e r i u a t i u e s ,  a f ( X ; ß ) / a ß  and a 2 f ( X ; ß ) / a p a ß ' , e x i s t  and are 
con t inuous in ( X ; ß ) .  We a lso assume tha t  the d is tu rbanc es  u =
u e c ( u , , u 2 .......um) haue a m u l t i u a r i a t e  normal d i s t r i b u t i o n  w i t h
zero mean and couar iance m a t r i x  0 = Z ® I T , where Z  = E(ITU) 
w i t h  U = V -  F(X; ß) = V -  [ f t ( X, ;  ß , ) .........f m(Xm;ßm) ] .  The model
( 7 . 1 )  is a n o n l in e a r  m u l t i u a r i a t e  model which can represen t  
n o n l in e a r  demand systems, such as the l i n e a r  expend i tu re  
system and the t r a n s lo g  model.
The ML e s t im a t io n  of  ß and Z in ( 7 . 1 )  can be ob ta ined by 
m in im is i ng  the -2 log l i k e l i h o o d  f u n c t i o n
S(p,S)  = K+ T//7 m  + ( y - f ( X ; ß ) ) ' ( Z ! ~ 1® I T) ( y - f ( X ; p ) )  (7 .2 )
where k i s  q cons tan t .  Howeuer, to i l l u s t r a t e  the problem in 
general  terms,  cons ider  the m in im is a t i o n  of  a cont inuous
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s c a l a r  ualued f u n c t i o n  S(i|0 of  a q-d i mens i onal ue c to r  y u i i th 
respec t  to wh i l e  max imisat ion can s imply  be taken as the 
m in im is a t i o n  of  the negat iue o b j e c t i u e  f u n c t i o n ,  i . e . ,  —S( ^ ) .
I t  i s  assumed tha t  the f i r s t  p a r t i a l  d e r i u a t i u e s  
S^ (^)  = aS( \ji)/aH» (o f t e n  c a l l e d  the g r a d i e n t  ) ,  and the
Hessian S ^ ( \ { 0  = a2S(x|»)/ax|iax|»>' e x i s t  and are con t inuous  in y.
We assume th a t  is p o s i t i u e  d e f i n i t e  and no ns in g u la r .
In numer ical  o p t i m i s a t i o n  procedures,  the opt imal  
s o l u t i o n  of  the f i r s t  order  c o n d i t i o n s  f o r  m in im is in g  S(^)
Sy(i|0 = aS(*|0/aY = 0. ( 7 . 3 )
is u s u a l l y  solued by an i t e r a t i u e  technique .  The i t e r a t i o n  is  
c a r r i e d  out under a giuen a lg o r i t h m  and con t i nues ,  as long as 
i t  produces an improuement or  u n t i l  conuergence26 [Haruey 
(1981a, p . 1 1 9 ) ] .  There are a wide range of  i t e r a t i u e  
a l g o r i t h m s .  For example, s tepwise o p t i m i s a t i o n ,  the s teepest  
descent method, and the Newton-Raphson and Gauss-Newton 
methods [see f o r  d e t a i l s  Go ld fe ld  and Quandt (1972) ,  Mal inuaud 
(1980) and Haruey (1981a) ] .  The choice of  a l g o r i t h m  depends, 
to some e x te n t ,  on the type of  o b j e c t i u e  f u n c t i o n  S(^)  or  the 
f i r s t  o rder  c o n d i t i o n s ,  S^, to be solued in ( 7 . 3 ) .
For example, when the parameter ue c to r  y can be 
p a r t i t i o n e d  as Y = (^,, t |»2 ) and is l i n e a r  in f o r  giuen y2
(and a lso l i n e a r  in y 2 f ° p given \|>1) ,  the s o l u t i o n  y* = (*!>,*,
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ty2* )  of  ( 7 . 3 )  can be ob ta ined by an i t e r a t i v e  s tepwise 
o p t i m i s a t i o n  procedure.  That i s ,  a s o l u t i o n  f o r  ^  is ob ta ined  
by s o l o i n g  w i t h  a giuen ualue of  \|>2 , then a s o l u t i o n  f o r  \|>2
is  ob ta ined  by so lo i n g  w i t h  newly updated oalues of
Th is  i t e r a t i o e  process is con t inued  u n t i l  a c e r t a i n  
conoergence c r i t e r i o n  is met. Th is  procedure c o n s i s t s  of  
i t e r a t i o e  c o n d i t i o n a l  o p t i m i s a t i o n s  which search out the 
c o n d i t i o n a l  minimum of S(^ j  I Y j )  giuen = ij’ j ,  i * j ,  at  each 
i t e r a t i o n ,  and is shown to always conoerge to s o l u t i o n  of  the 
f i r s t  o rder  m in im is in g  c o n d i t i o n s  [see a proof  in Sargan 
(1964) and Oberhofer  and Kmenta ( 1 9 7 4 ) ] .  This procedure has 
been e x t e n s i o e l y  adopted in ML e s t im a t i o n  of  the l i n e a r  
expen d i tu re  system in demand s t u d ie s  [ e . g . ,  Stone (1954) and 
Parks (1969) ]  and in e s t im a t i n g  l i n e a r  models w i th  
a u to re g ress iue  d i s tu rbances  [ e . g . ,  the Cochran-Orcut t  
i t e r a t i o e  method] .  One p r a c t i c a l  d e f i c i e n c y  of  t h i s  procedure 
is t h a t  i t  does not  produce a o a l i d  cooar iance m a t r i x  of  the 
c o e f f i c i e n t  es t ima tes  [Parks ( 1 9 7 1 ) ] .
In gene ra l ,  most i t e r a t i o e  schemes used in numer ical  
o p t i m i s a t i o n  a l g o r i t h m s  are of  the form
t ( n+1) = Y(n) + P d ( 4 ( n ) ) ( 7 .4 )
where \j/(n) is  the c u r r e n t  approx i mat i on to the s o l u t i o n  at  the 
n ' t h  i t e r a t i o n ,  \|»(n4 l )  is the updated approx imat ion at  the 
( n + 1 ) ' t h  i t e r a t i o n ,  p is a s c a l a r  "'optimum'8' s t e p - l e n g t h ,  and 
d(i|0 is the d i r e c t i o n  oec to r  of  order  q [Bernd t ,  e t  a l .
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(1974) and Haruey (1981a, p .121)] .  D i f fe ren t  algor i thms haue 
d i f f e r e n t  mays of def in ing the d i rec t ion  uector d(4 ) .  For 
example, the steepest descent method def ines the d i re c t i on  
uector as d( )  = -S^, and the Nemton-Raphson method as
d ( ’f )  = - S „ - ' S r
The choice of the d i rec t i on  uector in the Nemton-Raphson 
method is based on a Taylor ser ies expansion of S(4 ) to the 
second order around the optimum 4 = 4 *,
S(4 ) = S(4 *)+ A^/ S^(^)*) + (%)A^/ S^^(^<t)A>|> (7.5)
uuhere A4 = 4 -  4 *. D i f f e r e n t i a t i n g  (7.5)  mith respect to 4 
y ie lds
V 4 )  = S^(4*) + (4 -  V ) ' S „ ( f ) .  (7.6)
Since = 0 must be s a t i s f i e d  at the optimum 4 = 4 “ , me can 
rearrange (7.6)  and the i t e r a t i u e  scheme becomes
4 (n+n = 4 <"> -  [ S ^ ( n ) ] " 1S^(n) (7.7)
mhere S ^ (n) and S^(n) are and eualuated at 4 = 4 ( n ) , 
r e sp e c t iu e ly . Thus, the d i rec t i on  uector is obtained as
dCf) = -S1(I1|,('C )'1 •
I f  S(4 ) is quadrat ic ( l i k e  the f l i tken object iue fuc t ion 
(y-Xß) ' 0 " 1(y-Xp) for  the l i nea r  model), the approximation
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( 7 . 5 )  is  exact  and the Newton-Raphson method ( 7 . 7 )  y i e l d s  the 
optimum in a s i n g l e  i t e r a t i o n .  Howeuer, when S(^)  i s  not 
q u a d r a t i c ,  so tha t  the approx imat ion ( 7 . 5 )  may be poor ,  and i f  
the i n i t i a l  ualues of  ^ are f a r  from the optimum, the 
Newton-Raphson method may euen d iue rge .  To reduce such 
i n s t a b i l i t y  in the a l g o r i t h m  and to speed up conuergence, the 
Neuuton-Raphson i t e r a t i u e  scheme (7 .7 )  is mod i f ied  by 
i n t r o d u c i n g  a u a r i a b l e  s tep l e n g th ,  p, i n to  the scheme
which is  c a l l e d  " t h e  extended Neuuton-Raphson method".  Rn 
op t ima l  step leng th  p* can be chosen so as to min imise S(^)
The extended Newton-Raphson method [ o r  the Neuuton-Raphson 
method] can be ap p l ie d  d i r e c t l y  to the j o i n t  ML e s t im a t io n  of  
both p and Z  in ( 7 . 1 )  by us ing ( 7 . 8 )  [ o r  ( 7 . 7 ) ]  w i t h  S(\{0 = 
S(p ,2 )  and \|> = ( p , £ ) .  Howeuer, in n o n l i n e a r  o p t i m i s a t i o n ,  the 
e s t im a t i o n  of  a la rge  number of  c o e f f i c i e n t s  may haue a heauy 
p e n a l t y  r e l a t i n g  to the inue rs ion  of  a la rg e  Hessian m a t r i x  at  
each i t e r a t i o n  and to the slowness or f a i l u r e  of  conuergence. 
To auoid such problems, s t ep -w ise  o p t i m i s a t i o n  procedures are 
o f t e n  incorpora ted  in the n o n l i n e a r  procedure f o r  ML 
e s t im a t i o n  of  p and Z .  Th is  reduces the number of  c o e f f i c i e n t s  
being est imated by the n o n l i n e a r  e s t im a t i o n  r o u t i n e  [Haruey 
(1981a, p . 1 3 7 ) ] .  In f a c t ,  at  each i t e r a t i o n ,  a couar iance 
m a t r i x  of  the d i s tu rba nc es  Z can be es t imated  c o n d i t i o n a l l y  on
(7 .8 )
w i t h  respec t  to p . 27
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the giuen ua lues of  p and then p can be es t imated 
c o n d i t i o n a l l y  on the updated ualues of  Z.  I t e r a t i o n  of  t h i s  
procedure e u e n t u a l l y  r e s u l t s  in ML es t imates  of  p and Z at  
conuergence [see Oberhofer  and Kmenta (1974) ,  P h i l l i p s  (1976) 
and Mal inuaud (1980, p . 3 5 7 ) ] .  The ML e s t im a to r  of  couar iance 
m a t r i x  Z c o n d i t i o n a l  on p is giuen by
t  = Ü ' 0 / T ,
as in ( 2 . 9 ) ,  where the r e s i d u a l  m a t r i x  U is  updated by the 
neuily es t imated  p a f t e r  each i t e r a t i o n ,  tha t  i s ,
U = V - F ( X ; p ( n ) ) a f t e r  the n ' t h  i t e r a t i o n .  C o n d i t i o n a l  on 
Z = t ,  S (p ,£ )  in ( 7 . 2 )  reduces to the f l i t ken  o b j e c t i u e  
f u n c t i o n , 28
S(p|S)  = u ( p ) ' ( 2 ~ 1 ® I T)u (p )  ( 7 . 9 )
where u(p)  = y -  f ( X ; p ) .  The re fo re ,  at  each i t e r a t i o n ,  
n o n l i n e a r  o p t i m i s a t i o n  r o u t i n e s  can be app l ied  on ly  to the ML 
e s t im a t i o n  of  p c o n d i t i o n a l  on Z = t ,  £ is  then updated by the 
newly es t imated  p, and so o n . 29
The g ra d ie n t  and the Hessian m a t r i x  of  ( 7 . 9 )  w i t h  respec t  
to p are giuen as
Sp = 2up/ 0 " 1u (7 .10 )
and
Spp = 2Uß 'Q '1Uß + 2 ( u p p ) /,[ I P ® 0 " 1u ] , ( 7 .11)
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inhere u^ = 3u/ap is a Tm x p0 m a t r i x ,  Ußß = (a 2u /ap3p/ ) is  a
(Tm x p0 ) x p0 m a t r i x 30 and I P is an i d e n t i t y  m a t r i x  of  o rder  
p0 . Hence, the extended Newton-Raphson i t e r a t i u e  scheme in 
( 7 . 8 )  becomes
p<n* 1 )  = p ( n ) _  p [ S ß ß ( n ) ] " 1Sp(n) ( 7 .1 2 )
where S ß (n)  and Sßß(n)  are Sß in (7 .10)  and Sßß in ( 7 .11)
eualuated at  p = p ( n ) . Howeuer, the extended Neiuton-Raphson 
procedure in (7 .12)  is r e l a t i u e l y  i n e f f i c i e n t ,  s ince i t  
i nuo lues con s iderab le  computat ion of a (Tm x p0 ) x p0 m a t r i x  
upp ' n Sßß* Such computa t iona l  e f f o r t  is absent in the
Gauss-Neuiton method, in which Ußß is  dropped from Sßß, so th a t
Spp may be approximated by Sßß *  2U ß ' fT 1Uß.
The Gauss-Newton method is based on a f i r s t  o rder  Tay lo r  
s e r i e s  expansion of  u(ß)  = y -  f ( X ; ß )  around ß = ß*
u(ß) = y -  f ( X; ß * ) -  (p* -  p ) 7Up(p*) (7 .1 3 )
Since u(p)  in (7 .13)  i s  l i n e a r  in ß, we ob ta in  the newly 
approximated S(p|S)  in ( 7 . 9 )  as a q u a d ra t i c  f u n c t i o n  in p wi t h  
upp = Q* The re fo re ,  Sßß in (7 .11)  can be approximated by
Sßß = 2Uß/ Q "1Uß. The i t e r a t i u e  scheme f o r  Gauss-Newton method 
is giuen by
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= p(n) -  p [üp/ 0 ' 1üß]~1[ u p ' f T 1u ] , (7.14)
where Uß'Q‘ 1Uß and Up'Q"1u are evaluated at p = p ( n ) . The
Gauss- Newton method has a computational aduantage ouer 
Newton-Raphson method, as i t  requi res only f i r s t  
de r i u a t i u e s . 3 1 P h i l l i p s  (1976) proued that ,  giuen a 
s u f f i c i e n t l y  large number of obseruations (T),  the est imates 
of p obtained by the Gauss-Newton method are the (quasi )  ML 
est imates of p on conuergence. He also proued that the 
i t e ra t i o n  (7.14) is numerical ly stable,  prouided the i n i t i a l  
ualues of p at the s ta r t  of the i t e ra t i o n  are s u f f i c i e n t l y  
close to the true p.
The s t a t i s t i c a l  p roper t ies of the nonl inear est imates 
obtained using the aboue procedure were inuest igated by 
Gal lant (1975a, 1975b), P h i l l i p s  (1976), Barnett (1976) and 
Malinuaud (1980) using large sample theory. Malinuaud (1980) 
showed that the est imates obtained by minimisat ion of (7.9)  
wi th respect to p are consistent  and asymptot ica l ly  e f f i c i e n t ,  
and that  i f  a consistent  est imate of 2 is used, y T ( p  -  p) is 
asymptot ica l ly  normal ly d i s t r i b u te d  wi th the asymptotic 
couariance of the est imates, [u^ 'CT1u^] ~1. Strong consistency
of the ML estimates of p (and 2) has been proued by Gal lant 
(1975b), Barnett (1976) and P h i l l i p s  (1976). Thus, in using 
Gauss-Newton methods, an est imator of the asymptotic 
couariance matr ix of p is d i r e c t l y  auai lable
uar(p) = [üp/ ft‘ 1Up]“ 1, (7.15)
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which is the w e ig h t in g  m a t r i x  computed in i t e r a t i o n .  St rong 
cons is tency  of  ua r (p )  in (7 .15)  has been shown in B a rne t t  
(1976) .
In r e s t r i c t e d  e s t im a t i o n  of  the n o n l in e a r  model ,  the 
r e s t r i c t i o n s  can s imply  be handled by s u b s t i t u t i o n  or by 
t r a n s fo rm a t io n  of  the parameters.  The re fo re ,  the re  is  no need 
to generate the r e s t r i c t i o n  m a t r i x .  The t h e o r e t i c a l  approach 
f o r  n o n l i n e a r  e s t im a t i o n  su b je c t  to r e s t r i c t i o n s  on parameters 
can be found in Ga l l an t  (1975b) .  S t a t i s t i c a l  t e s t s  f o r  
r e s t r i c t i o n s  on parameters were cons idered by G a l l a n t  and 
H o l l y  (1980) .  In t e s t i n g  the n u l l  hypo thes is  h(p)  = 0, where 
h(p)  is an s x 1 ue c to r  ualued f u n c t i o n  of p w i t h  Jacobian 
m a t r i x  H(p) = ah/ap,  the Wald t e s t  s t a t i s t i c  is  found to be
W = T [ h / ( p ) { H ( p ) [ u a r ( p ) ] H / ( p ) } ~ 1h ( p ) ] ,  ( 7 . 16)
the Lagrange m u l t i p l i e r  t e s t 32 is
LM = T [ S p ' [ u a r ( p ) ] S g ' ]  (7 .1 7 )
and the l i k e l i h o o d  r a t i o  t e s t  s t a t i s t i c  is
LR = -21 i n  [ S ( p ; £ ) / ( S ( p ; £ ) ] ,  ( 7 . 18)
which are a l l  a s y m p t o t i c a l l y  d i s t r i b u t e d  as "X2 w i th  s degrees 
of f reedom, where S^ is giuen in (7 .10)  [ G a l l a n t  and H o l l y
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(1980, p . 7 1 2 ) ] .
The e s t im a t i o n  of a s i n g u l a r  system of  n o n l in e a r  
equa t ions can be c a r r i e d  out analogous ly  to tha t  of  the l i n e a r  
system discussed in Sect ion 5. We e l i m i n a t e  one equa t ion from 
the system and then apply the n o n l i n e a r  e s t im a t io n  procedure 
to the reduced system. Howeuer, the re  may be an i d e n t i f i c a t i o n  
problem f o r  the c o e f f i c i e n t s  of  the f u l l  system, un less a l l  
the in fo rm a t io n  on the de le ted  equat ion is con ta ined  in the 
o ther  equa t ions .  For example, to meet such a requ i rement ,  
n o r m a l i s a t i o n  of  c o e f f i c i e n t s  is necessary when e s t i m a t i n g  the 
t r a n s lo g  model .  Howeuer, in the l i n e a r  expend i tu re  system, the 
adding up c o n d i t i o n s  are s u f f i c i e n t l y  i n fo rm a t iu e  f o r  the 
i d e n t i f i c a t i o n  of  a l l  the c o e f f i c i e n t s .  The inua r iance  of  the 
c o e f f i c i e n t  es t imates  to the equa t ion de le ted  from the system 
f o l l o w s  from the d i scuss io n  in Barten (1969) .
3.8 The Es t imat ion  of  Systems of  Equat ions w i t h  f l u t o c o r r e l a t e d  
E r ro rs
The n o n l i n e a r  e s t im a t i o n  procedure descr ibed in the 
preu ious  s e c t io n  can be extended to the e s t im a t io n  of  a system 
of equa t ions hauing a u t o c o r r e l a t e d  d is tu rbanc es  [Haruey 
(1981a, Chapter 6 . 8 ) ] .  Euen when the system is l i n e a r  in 
parameters,  the j o i n t  e s t im a t i o n  of  s t r u c t u r a l  and 
a u t o c o r r e l a t i o n  parameters reduces to a n o n l i n e a r  e s t im a t i o n  
p rob lem.
We cons ider  the case when the d i s t u rba nce  m a t r i x  in a
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system of  n o n l i n e a r  equa t ions ,  U = V -  F (X ;p ) ,  f o l l o w s  a 
uec to r  f iR(p) process
where E -  NID(Q,2E) is  a (T -p )  x m wh i te  no ise m a t r i x ,  4; is 
an m x m parameter m a t r i x  f o r  a l l  i = 1 , . . . , p ,  and minus 
in tege r  s u b s c r i p t s  denote the lag order  [see f o r  a more 
general  e x p o s i t i o n  of  the RRMR(p,q) process Haruey (1981a, 
Chapter 6 . 8 ) ] .  V e c t o r i s i n g  and re a r ra n g in g  ( 8 . 1 ) ,  we haue
e = e (p ,4 ,  , •••• 4 P)
= y -  f ( X ; p) -  ( 4 /  ® D u . ,  -  ...  - ( 4 /  ® I ) u . P (8 .2 )
where y, f ( X; p ) ,  p and X are de f ined  as in ( 7 . 1 ) ,  e = uec(E) 
w i th  E(e) = 0 and E ( e e ' )  = 0E = Z £ ® I , and the i d e n t i t y  
m a t r i x  I i s  of  order  ( T - p ) .  The j o i n t  ML es t imates  of  ß and
4 , ........ 4 P can be ob ta ined  by the Gauss-Newton procedure f o r
m in im is ing
w i th  respect  to p and 4, where 4 = ( 4 , .........4 P).  Then, l e t t i n g
a  = ( p ' , u e c ( 4 ) ' ) ' ,  we can apply the Gauss-Newton method (7 .14)
( 7 .1 4 ) .  Rn es t imate  of  the asymptot ic  couar iance mat r i x  of
U = U . ,4 ,  +. . .+ ü . p i p  + E, ( 8 . 1 )
S(p ,4 )  = e ( p , 4 ) / 0E~1e(p ,4 ) (8 .3 )
est imate  <*, a ,  is  giuen by
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Ruar(d)  = [ eö ' f )E~ 1 e^]  1 ( 8 . 4 )
fls d iscussed in Pagan and Byron (1977) ,  the t reatment  of  the 
p r e - p e r i o d  d i s tu rba nce s ,  U* = [ U j ,  UP] as f i x e d  terms or
as s t o c h a s t i c  ones is an impor tant  p r a c t i c a l  issue in 
e s t i m a t i o n ,  s ince the l i k e l i h o o d  f u n c t i o n  is d i f f e r e n t  in each 
case. I f  IT is assumed to be no n s to c h a s t i c ,  i t  can be excluded 
in the l i k e l i h o o d  f u n c t i o n ,  and the Gauss-Neuiton method 
d iscussed p r e c i o u s l y  can be used.
S t a t i o n a r i t y  of  the au to re g ress iue  e r r o r  process is an 
impor tan t  ques t ion  in any e m p i r i c a l  s tudy .  For RR( p ) in ( 8 . 1 )  
to be s t a t i o n a r y ,  i t  is s u f f i c i e n t  t h a t  the r o o t s  of 
de te rm inan ta l  po lynomia ls
IXpI -  X ^ 1* ,  -  . . .  -  4 P| = 0  ( 8 . 5 )
be a l l  l ess  than one in abso lu te  ualue [Haruey (1981b, p . 50- 
5 1 ) ] .  For the RR(1) process,  the r o o t s  of  the de te rm inan ta l  
equa t ion ( 8 . 5 )  can be ob ta ined  as the eigenualues of  . 
Howeuer, f o r  the h igh e r  o rder  f lR(p) process,  the s o l u t i o n  of 
( 8 . 5 )  f o r  X can be ex t reme ly  compl i ca ted .  Neuer th less ,  the 
s t a t i o n a r i t y  of  the h i gh e r  order  f lR(p) process can be checked 
from the e igenualues of  the com p an io n  m a t r i x  RP ai i th the form
4, Im 0 0 . 0 '
* 2 0 I. 0 . 0
* 3 0 0 I. . 0
i p - 1 0 0 0 . I.
ip 0 0 0 • o .
( 8 . 6 )
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That i s ,  i f  e igenualues of  the companion m a t r i x  flP in (8 . 6 )  
are a l l  l ess  than one in abso lu te  ualue,  the RR(p) process can 
be sa id  to be s t a t i o n a r y  [Chow (1975, p . 2 3 - 2 5 ) ] .
When a system is s i n g u l a r ,  so tha t  the e r r o r  process in 
( 8 . 1 )  is  sub jec t  to adding up c o n d i t i o n s  tha t  lh  = 0; then 
i j v  = k , \ ,  and E x  = 0, where k -{ x  is a cons tant  uec to r  f o r  
i = 1 , . . . , p ,  and the f u l l  c o e f f i c i e n t  mat r i ces  4 j ' s  in ( 8 . 1 )  
cannot be recouered from e s t im a t i o n  of  the reduced system. 
Berndt  and Sauin (1975) showed th a t  under the adding up 
c o n d i t i o n s ,  the f u l l - s y s t e m  f i r s t  o rder  au to re gres s iue  e r r o r  
process in d i s tu rbances
U = U_, üf, + E (8 . 7 )
reduces to
(Jim) = + E(m) (8.8)
in the reduced system. The s u p e r s c r i p t  (m) in d i c a te s  the 
system has the l a s t  equa t ion de le ted  and is de f ined  as an 
(m-1) x (m-1) m a t r i x  such tha t
5,  = 4 t -  y \ m ) x ' . ( 8 .9 )
w i th  the l a s t  row and column de le ted ,  w h i l e  is  the l a s t  
column of  Thus, the ( i , j ) ' t h  element i f j j  in in the
reduced system does not  r e f e r  to tha t  of  H' i j  ‘ n but  to
ij* j j  = i j i j j  -  H>i m • T h e re fo re ,  i t  is  imposs ib le  to recouer
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es t ima tes  of  the f u l l  m a t r i x  us ing es t imates  of  4, from the 
reduced system w i th o u t  some degree of  p r i o r  i n fo rm at ion  on 4, 
[Berndt  and Sauin (19 75 ) ] .  Howeuer, the ML es t imates of  the 
s t r u c t u r a l  parameters,  p and 2, of  the f u l l  system can be 
recouered from the es t imates  of  the reduced system and are 
i n u a r i a n t  to the equat ion de le te d .  Th is  r e s u l t  f o r  the RR(1) 
process can obu iou s ly  be ge ne ra l i se d  to the case of  the RR( p ) 
process.  Moreouer, i t  is obuious th a t  4j  = 0 does not imply 
4j  = 0, so tha t  s t a t i s t i c a l  i n fe rence  on 4-,, i n c l u d in g  a 
s i g n i f i c a n c e  t e s t  of  4 j ,  cannot be i n f e r r e d  from 4-, in the 
reduced sytem [Berndt  and Sauin ( 1 9 7 5 ) ] .
In e m p i r i c a l  s i t u a t i o n s ,  i t  i s  common to assume tha t  the 
d i s tu rbanc es  are s e r i a l l y  c o r r e l a t e d  w i t h i n  equat ion but not 
across equa t ions .  For example, the f i r s t  o rder  au to reg ress iue  
process f o r  the i ' t h  equat ion can be of  the form
u i t  = Y iU i t _ t + e i t  f o r  i = 1 , . . . , m ,  (8 .10)
but E( u i t U j t _, )  = 0 f o r  i * j .  Consequent ly,  the 
au to regres s i ue  c o e f f i c i e n t  m a t r i x  4,  in (8 . 7 )  is d iagon a l .  
Howeuer, when the system is s i n g u l a r ,  the c o e f f i c i e n t  m a t r i x  
4, i s  a l so sub jec t  to the adding up c o n d i t i o n  tha t  4 , *  = ic, 
[Berndt  and Sauin ( 1 9 7 5 ) ] .  The re fo re ,  4, should be equal to a 
s c a l a r  m a t r i x  ic 11 m when 4, is  d i ag on a l ,  where I m is an 
i d e n t i t y  m a t r i x  of  o rder  m. In o ther  words, a l l  in (8 .10)
are the same to k. , ,  which is  u n l i k e l y  in the con tex t  of  a 
demand system. Thus, the d i a g o n a l i t y  of  au to re gress iue  e r r o r  
s t r u c t u r e  may not be a sen s ib le  s p e c i f i c a t i o n  f o r  s i n g u l a r
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demand system [Deaton (1986, p . 1 782) ] .
Berndt  and Sauin (1975) showed tha t  s t a t i o n a r i t y  of  the 
RR(1)  process in a s i n g u l a r  system can be checked us ing the 
e igenualues of  the reduced au to re g ress i ue  c o e f f i c i e n t  m a t r i x  
They showed tha t  e igenualues of  such th a t  IXI -  4 , |  = 0
are a l so  those of  w i t h  the p o s s ib l e  except ion of  a m u l t i p l e
roo t  X = ic t , where k , i s  a constan t  such tha t  4,  \  = k ,v  
[Berndt  and Sauin (1975, p . 9 4 4 ) ] .  fi s i m i l a r  d i s cus s i on  can be 
deueloped f o r  the s t a t i o n a r i t y  of  a h i gher  order  f lR(p) process 
in a s i n g u l a r  system. I t  can be seen th a t  the e igenualues of  
the reduced companion m a t r i x  flP, de f ined  as in (8 . 6 )  w i t h  
4 , ' s  and I m rep laced  by the reduced c o e f f i c i e n t  mat r i ces  4j  
and I m_, ,  r e s p e c t i u e l y ,  are a lso  e igenualues of  the complete 
companion m a t r i x  flP. In t h i s  case, the re may be p m u l t i p l e  
e igenua lues.  R s imple t h e o r e t i c a l  e x p o s i t i o n  is giuen in 
Rppendix 3.3 f o r  an RR(2)  process w i t h  3 equat ion system. The 
r e s u l t  in Rppendix 3.3 can ob u iou s ly  ge n e ra l i s e  to the case of  
a r b i t r a r y  p and m.
3.9 Concluding Remarks
In t h i s  chap te r ,  we surueyed the s t a t i s t i c a l  problems 
r e l a t i n g  to the e s t im a t i o n  of  demand systems and t e s t s  of  
hypotheses.  Howeuer, many t o p i c s  haue been om i t te d .  Impor tant  
omiss ions inc lude the s imul taneous equat ion approach to demand 
systems [ R t t f i e l d  ( 1 9 8 5 ) ] ,  the e r r o r - i n - u a r i a b l e  problem in 
demand systems [S ta p l e t o n  ( 1 9 8 4 ) ] ,  the impos i t i on  of  n e g a t i u i t y  
r e s t r i c t i o n s  in the e s t i m a t i o n  of  demand systems [ e . g . ,  Wales
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and Woodland (1 9 8 3 ) ] ,  t e s t s  of  the n e g a t i v i t y  us ing the 
e igenvalues of the S lu t sky  m a t r i x  [ e . g . ,  Bohn, e t  a / .  (1980) 
and Bewley (1 9 8 2 ) ] ,  and so on. The scope of  demand a n a l y s i s  is 
becoming much too la rge  f o r  a one chapter  survey.
However, a d d i t i o n a l  s t a t i s t i c a l  problems w i l l  be 
considered in the subsequent chapte rs  as they a r i s e .  For 
example, t e s t s  of  s t r u c t u r a l  change in demand equa t ions w i l l  
be discussed in the next  chap te r ,  and the e s t im a t io n  of 
dynamic demand systems w i l l  be cons idered in Chapter 5.
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APPENDIX 3.1
MacRae (1974) defines a p ermuted identity mat r ix  as P pq 
of order pq, par t it i o n e d  into q rouis and p columns of 
s u b m at r i c e s  of order p x q, such that the (i,j)'th s u b m at r i x  
has unity as its ( j j ) /th element and zero elsewhere. This 
p e r muted identity matrix P pq transforms uec(S) to uec(S'), for 
a q x p matrix S in such a way that P pqu e c ( S q x p ) = u e c ( S ' p x q ). 
Some useful and important pro p er t i e s  of permuted identity 
m a t r i c e s  are
(i) Ppl = P|p = Ip. ( N )  (Ppq)'= Pqp- (iil) PpqPqp = Ipq,
with an identity matrix of order k, Ik , and for their use with 
K r o n ecker products
(iu) B r „s® R pxq = P p r (Rpxq ® B r „0 )P,p .
We use the terminology P pq for this permuted matrix instead of 
M a c Rae's original I ( p > q ) , to auoid confusion with the identity 
m atrix Ip q .
The operator ueck is defined as a uec operator c h o osing 
the lower triangular part of a s k e w -s y m m e t r i c  matrix ex c l ud i n g  
the zero diagonal terms and stacking them in a uector of order 
m(m-1)/2. Then, we can define an m(m- 1) / 2  x mm matrix mat r ix  K 
such that ueck(S) = Kuec(S) for an m x m s k e w -s y m m e t r i c  m atrix 
S, which transforms uec(S) to ueck(S). The expression of the 
m atrix K is not unique. For a 3 x 3 s k e w -s y m m e t r i c  matrix, K
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can be de f i ne d  as f o l l o w s :
K 3
0 % 0 
0 0 % 
0 0 0
-% o 0 
0 0 0 
0 0 %
0 0 0 '  
-% 0 0 
0 -%  0
Howeuer, the K m a t r i x  de f ined  as the aboue has the f o l l o w i n g  
impor tant  p r o p e r t i e s ;
( V )  KK'= (1 /2 )1  Mm. t ) / 2  , ( u i )  K/ K = ( 1 / 4 ) ( I „ -  Pmm),
and
( o i i )  uec(S) = 2K/ ueck(S) .
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RPPENDIX 3 . 2
1. The Couar iance ma t r i x  of  uec(A) .
W(Pmm-  ® (X^X) ‘ 1) (Pmm -  I mm)W" (R2.1)
= (I m m P.JW (R2.2)
Proof :  Expanding the term (Pmm-  I m„ ) ( S  ® ( X ' X ) ' 1) ( Pmm -  I mJ  
in (R2.1)  g i ues us
( P „ -  U . ) [ S  « ( X ' X ) - 1] ( P „  -  I mj
« (X'X) ' 1]PJ 1 mm -  Pmm[E ® (X ' x ) - 1j
-  [E ® (X 'X ) ' 1]Pm» + [E ® ( X ' X ) - 1]
[ (X 'X ) - 1 « E] -  [ (X ' X ) - 1 « 2]Pmm
-  [E « ( X ' X ) - 1]Pm« + [E ® (X'X) - 1]
[ ( X ' X ) ' 1 •  S K I . .  -• P««) -  [E « ( X ' X ) - 1] ( i mm
[ ( X 'X ) ’ 1 ® E -  E ® ( X ' X ) ' 1](Imm -  Pmm)
W 1( I „ m -  Pm« ) ,
since W = G"1 [ (X'X)  « ( X ' X ) ] ,  G = ( I « ( X ' X ) E  + (X ' X)E® I ) ,  and
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(X ' X) ’ 1 « Z + Z « (X 'X) " 1 
= [ ( X ' X ) ' 1 « (X/ X)_1] [ I  ® (X'X)Z + (X'X)E ® I ]
= [ ( X ' X ) ' 1 e (X ' X) ' 1 ]G = W 1.
Therefore,  (FI2.1) reduces to (A2.2) ,  since
W[ (X ' X ) ' 1 e Z -  Z ® ( X ' X ) ' 1] ( I -  P„JW'
= WW1( I -  Pmm)W' = ( I -  PBm)W 
and W = W'. Q.E.O.
2. The Couarionce matr i x of oec(B1
S ® ( X ' X ) - 1+ (Z ® ( X ' X ) - 1)W(Pmm -  I „ ) ( S  » ( X ' X ) - 1) (A2.3)
= ( E « Z ) G - , ( I , . * P J .  (A2.4)
Proof:  Wri te I = I mm. Since W = G~1[ (X'X)  ® (X'X) ]  and 
P..[S •  ( X ' X ) - 1] = PmmPmm[ ( X ' X ) " 1 » Z]P„m= [ ( X ' X ) - 1 ® Z]PBB, 
the r i g h t  hand term in (A2.3) can be wr i t t en  as
(Z ® (X ' X) - 1)G_1{ [ (X 'X)  ® ( X ' X ) ] [ ( X ' X ) - 1 « Z]Pmm
-  [ (X'X)  ® (X ' X) ] (Z  ® ( X ' X ) ' 1)}
= (S « ( X ' X ) - 1)G-1[ ( I ® fl)Pmm -  (ft •  I ) ] ,  (A2.5)
where fl = (X'X)E. Using the r e l a t i ons  ( i i i )  and ( i u )  in
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Appendix 3.1, we can wr i te  (A2.5) as
Z ® (X 'X) ‘ 1)G"1[Pm„(A « I )  -  (A « I ) ]
= (Z ® (X"X )-1)G-1(Pmm -  I ) [A ® I ]  (A2.6)
Then, from (A2.6) and pos tmu l t ip iy ing  I = G~1G on the f i r s t  
term in (A2.3),  (A2.3) can be w r i t t en  as
[Z ® (X 'X ) ' 1]G*1 [G + (pBm -  1 )(A ® 1)]
= [Z « (X 'X ) ' 1]G"1 [ I ® A + Pmm(A ® I )  ]
= [Z ® (X'X)~1]G~ 1 ( I « A)( I  + PmJ ,  (A2.7)
since G = I ® A + A ® I and P„m(A « I )  = ( I  ® A)Pmm. Howeaer,
since Z « (X'X)~1 = (Z ® Z ) ( I ® A"1), (A2.7) becomes
(Z ® Z ) ( I « A"1) ( I ® A + A « I ) - 1(I e A)( I + P mm)
= (Z « Z) [ ( I ® A"1) ( I ® A + A ® I ) ( I  ® A) ] ' 1 ( I + PmJ
= (Z « Z ) [ ( I  ® I + A e f l " 1 ) ( I  « A) ] " 1 ( I + PmJ
= (Z ® Z ) [ I ® A + A ® + PmJ
= (Z ® Z)G-’ ( I  + PnJ ,
which shows that (A2.3) = ( fl2 .4) .  Q.E.O.
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AP PENDI X  3 . 3
Consider the case of  the RR(2) e r r o r  process in a 
s i n g u l a r  system of  3 equa t ions ,
U =  U . , i  + U . 2 fl + E. (A3.1)
Then, the s t a t i o n a r i t y  of  the process (R3.1)  can be checked 
w i t h  e igenualues of  a companion m a t r i x  of  the form
R 2 - 4
n
(R3.2)
For th e  case m = 3 , the  c h a r a c t e r i s t i c equa t on
b y
lfi2 -  MJ = f i  1- * ¥12 Y13 1 0 0
Y21 H* 2 2 ~^ Hi2 3 0 1 0
¥31 Y32 ’»3 3 - * 0 0 1
i»i 1 1112 IT t 3 -X 0 0
v 2 1 TT22 1T23 0 -X 0
^ 3  1 ^ 3 2 H33 0 0 -X
Taking the f o l l o w i n g  procedure,
(1)  s u b t ra c t  the 3rd row from the 1st and 2nd rows,
(2)  s u b t r a c t  the 6th row from the 4th  and 5th rows,
(3)  add the 1st and 2nd columns to the 3rd column, 
(3)  add the 4th  and 5th columns to the 6th column,
we haue
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I R2“ XI 3 I 4 i 1 "4 i 3 - ^ 412-4 13 0 1 0 0
421-423 42 2“ 42 3~^ 0 0 1 0
431 432 K. , -X 0 0 1
"1 1 _1T 1 3“ ^ "  1 2-1T 1 3 0 -X 0 0
"21“ "23 'IT22_1T23-^ 0 0 --X 0
"3 1 " 3 2 *2 0 0 -X
s ince the adding up c o n d i t i o n s  imply tha t 4 , *  = *1 and
4 2 \  = K 2 , where ic 1 and ic2 are rea l ualued constan ts . Mouing
the 3rd column in to  the 5th column, so tha t  the 4th and 5th
columns become the 3rd and 4 th  columns, r e s p e c t i u e l y , and
s i m i l a r l y mouing the 3rd row i n to  the 5th row, we ob ta in
IR2—XI 3 I = : , , -If t 3-X 412-4 3 1 0 0 0
'h l -1 '23 422“ 423“ ^ 0 1 0 0
111 1 -1t 1 3- ^ 1 2“ 11 1 3 -X 0 0 0
"2 1 “ "23 ‘n22-1T23-^ 0 -X 0 0
43 1 432 0 0 ic i -X 1
"3 1 "32 0 0 *2 -X
= R2 ”  X I 2 L 1 2  ^ > (A3.
2 1
where R
2 1 " 3  1 
* 3 1
*  I 2 1 > [-1 2 “ ■ 0 0 o o ■
n o 0 0 0 0 .
T13 2 0 0 ' , and L 2 2 — K. 1 ~ X
f32 0 0 * 2
1
-X
Obu ious ly ,  fi2 is the companion m a t r i x  of  the RR(2) c o e f f i c i e n t  
m a t r i x  of  the reduced reduced system. Then, us ing the 
de terminant  of  the po r t io n ed  m a t r i x  [Dhrymes (1978,
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P r o p o s i t i o n  30, p . 4 5 7 ) ] ,  uie can see tha t
| ^ 2  “  ^ m |  =  | [- 2 2 I | (  0 2 -  M 2 )  “  L 1 2 L 2 2  1 L 2 1 I
= (X2 -  tc, X -  ic2 ) | ( f l 2 -  x i 2 ) I . (A3.4)
The re fo re ,  i t  has been shown th a t  e igenva lues of  the reduced 
companion m a t r i x  are a lso those of  the f u l l  companion m a t r i x .
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FOOTNOTES:
1. Recen t l y ,  f l t t f i e l d  (1985) t r e a te d  t o t a l  expend i tu re  as an 
endogenous u a r i a b l e ,  as i t  is  de f ined  as the sum of dependent 
u a r i a b l e s ,  and cons idered (2 . 1 )  as a s imul taneous equa t ion 
system.
2. The model ( 2 . 3 )  is a spec ia l  case of  the SUR model when the 
set  of  exp lana to ry  u a r i a b le s  are i d e n t i c a l  f o r  each equa t ion .
3. In e m p i r i c a l  demand s t u d ie s ,  the i t e r a t i u e  e s t im a t i o n  
procedure is o f t en  r e j e c t e d  on the bas is  of  the comput ing 
expense and th a t  the f i r s t  step ZEF is  a l ready  c o n s i s t e n t  and 
a s y m p t o t i c a l l y  e f f i c i e n t  [Bar ten  (1969) and Byron ( 1 9 7 0 ) ] .
4. For the u n r e s t r i c t e d  SUR model,  Z e l l n e r  (1963) der iued  the
A
exact  sampl ing d i s t r i b u t i o n  of  p2EF f o r  a s imple spe c ia l  case 
uihen m = 2 and the set  of  exp lana to ry  u a r i a b le s  f o r  each 
equat ion are o r th og ona l .  Kakwani (1967) showed tha t  the ZEF 
est imate  is unbiased,  prouided i t s  mean e x i s t s  and the 
d i s tu rbances  f o l l o w  a con t inuous symmetr ic p r o b a b i l i t y  law.
5. T e c h n i c a l l y ,  computat ion of  the r e s t r i c t e d  OLS is i d e n t i c a l  
to tha t  of  GLS but w i t h  Z  = I m [Oeaton (19 72 ) ] .
6. This  asympto t i c  d i s t r i b u t i o n a l  p ro p e r ty  holds euen i f  X 
inc ludes s t o c h a s t i c  u a r i a b l e s .
7. When c -  N(0,Ec ) and R is  symmetr ic ,  e' f ie -  * 2p i f  and on ly  
i f  £CR£CR2C = £ efl£e and r a n k ( £ cR£c) = p.
8. Euans and Sauin (1982) showed t ha t  the same r e l a t i o n s  ho ld  
in the con tex t  of  s i n g l e  equat ion f o r  a general  l i n e a r
r e s t r i c t i o n .
9. H o t e l l i n g  (1931) a lso  showed tha t  the d  X  c r i t i c a l  reg ion  
of T 2  d i s t r i b u t e d  s t a t i s t i c  can be determined by the beta
d i s t r i b u t i o n  as
T \  = (T -  k) (1  -  bd ) / b d ,
where brf is  the upper dt X  p o in t  of  the beta d i s t r i b u t i o n  wi t h
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parameters ( T - k - s + 1 ) / 2  and s /2  [see f o r  d e t a i l  H o t e l l i n g  
(1931, p . 376-377) and Wi lks (1962, p . 5 9 4 ) ] .
10. Rnderson's (1958, p. 208) c o r r e c t i o n  f a c t o r  is
[ T - k - « m - s t + 1 ) ] / T ,
where s, is the number of  zero r e s t r i c t i o n s  in each equa t ion,  
uihich ensures th a t  the approx imat ion is to order  1/T.  Wales 
(1984) s imply  aueraged out the r e s t r i c t i o n s  across equat ions 
in the sense th a t  s t is  rep laced by s/m.
11. From t h i s  e q u a l i t y ,  we can see th a t  there can be a 
c o n f l i c t  between the d i r e c t  LR t e s t  and the separate induced 
LR t e s t s ,  s ince the c r i t i c a l  ualues of  'X2 d i s t r i b u t i o n  is not 
a d d i t i u e  ouer degrees of  freedom. Darroch and S i l u e y  (1963) 
showed tha t  t h i s  e q u a l i t y  does not ho ld in smal l  samples, euen 
i f  H( ' s  are independent.
12. I t  is known that when 0 has a Wishart d is t r i b u t i o n ,  0 " 1 
has the inuerted Wishart d is t r i b u t i o n ,  when 2 = U 'U / (T -k )  is 
used. But the d is t r ib u t io n  of the diagonal element of 0 " 1 is 
not known.
13. I f  we regard the R-, as a one-d imensional  space de f ined  on 
the B; ax i s  in the B-space, R0 should be expressed as a 
Car tes ian  product  of  f l j ' s ,  th a t  i s ,  R0 = j j ? = i  R,- Howeuer, 
the fl; is  an s -d imens ional  subspace in the B-space, so tha t  
the express ion R0 = (1f = 1 R; f o r  R0 is a u t h e n t i c .  For example, 
when s = 2, Rj is  a band shaped subspace along w i t h  the B| 
ax i s  in the R2 space and R0 is the square of which s ides  are 
de f ined  by the R{ ' s .
14. The la rge  sample analogue of  the Bonfer ron i  and the 
Schef fe procedures is discussed in Sauin (1980) based on the 
Wald t e s t  of  H0 .
15. The Rotterdam model can be w r i t t e n  in t h i s  form, f o r  
example.
16. See the equat ion (4)  in Byron (1982) .
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17. The skew-symmetry of A is s t r i c t l y  required for the 
symmetric r e s t r i c t i o n  on B [Bowden (1973)].
18. See Theorem 1 in Neudecker (1969).
19. The nons ingular i ty  of 6 is guaranteed by the condi t ion 
that  dj + dj * 0, for a l l  i, j ,  where d j ' s  are the eigenualues 
of fl [Neudecker (1969)].  For the general i sed inuerse approach,  
see Hartwig (1975).
20. See, for example, Hartwig (1972,1975) and Jameson (1968).
21. The symmetry of ( 6 . 16 ' )  as well as that  of ( 6 . 17 ' )  can be 
shown using the i dent i ty  of (6.16) and ( 6 . 16 ' ) ,  and the 
ident i ty  of (6.17) and ( 6 . 1 7 ' ) ,  r e s p e c t i u e l y . The symmetry of 
W(Pmm - Imm) in (6.17) can eas i l y  be seen by uiewing the 
r e l a t i o n s  (6.16) and ( 6 . 1 6 ' ) .
22. AB is a nul l  matrix under the symmetry r e s t r i c t i o n .
23. We face the same s i t u a t i o n ,  when the nonl inear  
r e s t r i c t i o n s  are imposed on the l i near  model.
24. Numerical opt imisat ion procedures were o r i g i na l l y  designed 
to solue the opt imisat ion problem for which ana ly t i ca l  
so lu t ions  were d i f f i c u l t  or impossible to obtain.
25. Since one coe f f i c i en t  may appear in more than one 
equation,  pQ is not necessar i ly  equal to ^T=iPi  but p0 <
IET-i P i . For example, one parameter appears in two equat ions 
of the symmetry-rest icted demand system.
26. In p r ac t i c e ,  conuergence is often checked using the norm
( Y ( n + 1 , - Y l n , ) ' ( Y ( n + 1 ) - Y l n ) ) =  | | i | ;l n +  1 , - ^ ( n )  || < IC>
or,  a l t e r n a t i u e l y , by f inding whether S(^( n ) ) is close to 
S(i|i( n+1 ’ ) ui i th the norm
IS(*•) - S($) |  < k,
where ic i s a s u f f i c i e n t l y  small pos i t iue  sca la r  and ^ <n) is 
the current  approximation to the solut ion at the n ' t h
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i t e r a t i o n .  [Haruey (1981a, p . 123)]
27. The most common procedure to f i n d  the optimum p is  the 
q u a d ra t i c  search r o u t i n e  in which S( 4») is assumed to be a 
q u a d ra t i c  f u n c t i o n  of  p around p = p* and the i n t e r p o l a t i o n  
method is used to f i n d  the minimum p * . Since Y = ^ ( p )  from 
( 7 . 8 ) ,  S(^)  can a lso be expressed i m p l i c i t l y  as a f u n c t i o n  of 
p, tha t  i s ,  S(h») = S( 4>( p ) )  = G(p) ,  where G ( ' )  is a composi te 
f u n c t i o n  S ( t y ( * ) ) .  S u b s t i t u t i n g  three a r b i t r a r y  ualues of  p, 
say, {p0 , p t ,  p2 ) ( f o r  example, p0 = 0, p, = and p2 = \ )  in
G(p) ,  we haue three cor respond ing ualues of  S( 4») ,  say {S0 , S, ,  
S2 },  r e s p e c t i u e l y . Then, {S0 , S, ,  S2 } and {p 0 , p i ,  P2 ) may be 
used as data p o in t s  to f i t  a q u a d ra t i c  f u n c t i o n  from which the 
minimum to S may be i n t e r p o l a t e d .  The p cor respond ing to t h i s  
minimum is chosen to giue the opt imal  step le n g th .
28. This is  eq u iua len t  to concen t ra ted  l i k e l i h o o d  e s t im a t i o n  
which min imises the concen t ra ted l i k e l i h o o d  f u n c t i o n  of
L = l n  I ITUI .
29. S t r i c t l y  speaking,  the separa t i on  of p and £ in the 
i t e r a t i u e  scheme is  based on the b lock d i a g o n a l i t y  of  the 
in fo rm a t io n  m a t r i x .
30. In general  te rm ino logy ,
a V / a X  = a U / a X  ( 0  ® I n ) + a V / a X  ( U ® I m)
when U and 0 are the m a t r i x  f u n c t i o n  of  a m a t r i x  u a r i a b l e  X 
and i f  V = UU [Nel (1980, p.152,  ( 5 . 2 . 5 ) ) ] .  Since u is  a Tm x 
1 uec to r ,  Up is a Tm x p0 m a t r i x ,  and thus u^^ is a
(Tm x p0 ) x p0 m a t r i x .
31. For conuenience of  computat ion,  the f i r s t  d e r i u a t i u e s  
au/ap at p = p* can be c a l c u l a t e d  n u m e r i ca l l y  as
3u /3ß lß=ß* = [ u (p *  + h) -  u(p* -  h ) ] / 2 h
where h is a rea l  ualue s c a l a r  chosen so as to be smal l  enough 
f o r  the eualuated d e r i u a t i u e s  to be c lose to the t r ue  
d e r i u a t i u e s ,  f o r  example, h = 10"2p*.  This numer ical  
approx imat ion has the aduantage of  extreme s i m p l i c i t y  and
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appears to be f a i r l y  accurate in approx imat ing the t rue  
d e r i u a t i u e s .
32. This t e s t  s t a t i s t i c  is expressed as the form of  Rao's 
e f f i c i e n t  score t e s t  [ G a l l a n t  and H o l l y  (1980, p . 7 1 2 ) ] .
»
CHAPTER A
ESTIMATION OF STATIC DEMAND SYSTEMS FOR KOREA
4.1 In t r o d u c t i o n
The purpose of  t h i s  chapter  is to analyse consumpt ion 
p a t t e r n s  in Korea in the con text  of  system-ui ide mod e l l i n g  of 
s t a t i c  demand equa t ions us ing q u a r t e r l y  household expend i tu re  
data f o r  the per iod  1965-1981. This  chapter  c o n s i s t s  of  three 
major  e m p i r i c a l  s t u d ie s  uihich haue a l l  a r i sen  from the 
e s t im a t i o n  of  s t a t i c  demand systems. The f i r s t  is a comparat iue 
study of  the performance of  ua r ious  demand systems on the 
Korean data,  the second is an e m p i r i c a l  a n a l y s i s  of  e f f e c t s  of  
commodity aggrega t ion on es t imates  and t e s t s  of  hypo thes is ,  
and the t h i r d  inuolues the t e s t i n g  and a n a l y s i s  of  s t r u c t u r a l  
change in Korean consumpt ion p a t t e r n s  ouer the sample per iod .  
For these s t u d i e s ,  two data se ts  are used; one is an 
aggregated f i u e  commodity group data,  and the o ther  is  a 
d isaggregated  twelue commodity group data.
Giuen the great  u a r i e t y  of  s p e c i f i c a t i o n s  f o r  demand 
systems [see Chapter 2 ] ,  a comparat iue study of  t h e i r  
e m p i r i c a l  performance ouer a p a r t i c u l a r  data set  is ind ispen-
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s i b l e  i f  one is s e l e c t i n g  a system which exp la ins  the observed 
demand p a t te r n s  best .  To t h i s  end, we choose three d i f f e r e n t  
systems, the l i n e a r  expend i tu re  system expressed in terms of  
the expend i tu re  share (LES-W), the abso lu te  p r i c e  ve rs io n  of  
the Rotterdam model (RDflM), and the almost  ideal  demand system 
( R ID S ) .1 ’ 2 E a r l i e r  comparat ive s t u d ie s  on the e m p i r i c a l  
performance of  these systems i n d i c a t e  tha t  the Rotterdam model 
dominates the l i n e a r  expend i tu re  system [ e . g . ,  see Parks 
(1969) ,  Deaton (1974) ,  and The i l  ( 1 9 7 5 ) ] ,  wh i le  no s i g n i f i c a n t  
d i f f e r e n c e  in performance between the Rotterdam model and the 
almost ideal  demand system was observed [Bewley ( 1 9 8 2 b ) ] . 3 
However, as Barten (1977, p .45)  suggested,  the r e p e t i t i o n  of  
such a comparat ive s tudy is wo r th wh i le  f o r  o ther  data se t s .  
Th is  w i l l  now be done us ing Korean data.
Since the seasona l l y  unad justed q u a r t e r l y  data are used 
in t h i s  s tudy ,  the mode l l i ng  of  seasonal p a t t e rn s  in demand 
equat ions is a lso an impor tant  f e a tu r e  in the e s t im a t i o n  of  
such systems. The re fo re ,  the three demand systems in c o rp o ra te  
va r i ous  s p e c i f i c a t i o n s  of seasonal e f f e c t s ,  such as seasonal 
dummies, the i n t r o d u c t i o n  of vec to r  au to re g ress iv e  
d i s tu rbanc es ,  and dese ason a l i sa t ion  of  the q u a r t e r l y  data by 
app ly ing  f o u r t h  order  d i f f e r e n c e s  in the a p p l i c a t i o n  of  the 
Rotterdam model.  Consequent ly,  eleven d i f f e r e n t  v a r i a n t s  of  
the three demand systems are used f o r  the comparat ive s tudy .  
Comparisons are c a r r i e d  out not on ly  between d i f f e r e n t  demand 
systems but a lso between d i f f e r e n t  seasonal v a r i a n t s  of  the 
same demand systems. The s p e c i f i c a t i o n s  of the eleven models 
w i l l  be prov ided in Sect ion 2. In the i n t e r e s t s  of  economy,
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comparisons of the eleuen models w i l l  be performed us ing the 
aggregated f i u e  commodity group data.
Howeuer, s ince the f i ue commodity data set is used f o r  
comparison,  the aggrega t ion le ue l  chosen may e f f e c t  the 
es t imates and t e s t s  of  hypo thes is .  One can expect d i f f e r e n t  
r e s u l t s  in these areas,  when more d iaggrega ted data are used. 
Kleumarken/ s (1981) r e s u l t  i n d i c a te s  th a t  es t imates  of  t o t a l  
expend i tu re  and p r i c e  e l a s t i c i t i e s ,  as we l l  as goodness of  f i t  
of  models, are not independent of  the leue l  of  aggrega t ion of  
commodity groups.  To examine such e f f e c t s ,  we w i l l  
r e - e s t i m a t e ,  compare and analyse three  se lec ted  demand systems 
us ing the d isaggrega ted twelue commodity data se t .
When a model is f i t t e d  to t ime s e r i e s  data,  an impor tan t  
f e a tu re  is the s t r u c t u r a l  s t a b i l i t y  of  the es t imated model .  In 
the Korean case, which is one of  r a p id  change, the data couers 
the pe r iod  from 1965 to 1981, and a t t e n t i o n  should be focused 
on the s t a b i l i t y  of  the demand systems as we l l  as on the 
s t r u c t u r a l  change in the consumpt ion p a t t e r n s  ouer the sample 
pe r io d .  In t h i s  chap te r ,  we t e s t  and analyse the change in 
consumpt ion p a t t e r n s  ouer the sample per iod  in the con tex t  of  
s t a t i c  demand systems.
These are the main issues to be discussed in t h i s  
chap te r .  The a n a l y t i c a l  framework f o r  the s p e c i f i c a t i o n  of 
demand systems and the s t a t i s t i c a l  methods used in t h i s  
chapter  were discussed in Chapters 2 and 3, r e s p e c t i u e l y . The 
a d d i t i o n a l  s t a t i s t i c a l  issues necessary f o r  comparisons and
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tests of structural change wil l  be discussed in Section 4 and 
in part of Section 7.
The design of this chapter is as follows. In the 
following section, specifications for the eleuen models wi l l  
be prouided. The data and the seasonal and dynamic consumption 
patterns in Korea wi l l  be reuiewed in Section 3. In Section 4, 
the methodology necessary for the comparison of the empirical 
performance of the dif ferent demand systems wi l l  be discussed. 
The estimation results on the eleuen demand systems wil l  be 
presented in Section 5. In Section 6, an empirical analysis on 
the effect of aggregation wi l l  be giuen using the Rotterdam 
system. In Section 7, the euidence on structural change wi l l  
be examined. Final ly,  the chapter has some concluding remarks 
in Section 8.
4.2 The Models
42. /  B asic Demand System s in  E s tim a tion
fls seen in Chapter 2, the functional forms of the three 
demand systems to be considered in this study, the l inear  
expenditure system expressed in terms of expenditure share 
(LES-W), the absolute price uersion of the Rotterdam model 
(RDRM), and the almost ideal demand system (RIDS), are giuen, 
respectiuely, as
LES-W: Ul i «=(p i t / n .  )y i + Pi -  Pi Z  j = 1 Cp j , / h* ) y j  + u l t , (2.1)
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RDflM: uj i t A t //7 q j t = b j A t M t + £  j  =, C { jA , In p j  t + ui t , (2.2)
RIDS: ui,t = ei, + £ j s ,y, j InpJt+ p, ( Ht /P0t) + u , t) (2.3)
for i = 1 , . . . ,m ,  and t = 1 , . . . , T ,  where the notation is the 
same as in Chapter 2, but the time subscript is t and a 
disturbance term uit is introduced. No details on the demand 
systems wi l l  be discussed here, since their deriuation and 
properties were considered in Chapter 2.
42 .2  Specifications o f  Seasonal E ffects in Demand Systems
When quarterly data are used in estimation, one can 
remoue the seasonal uariation in the data by using a seasonal 
adjustment technique, and then estimate the demand systems 
using the adjusted data. Howeuer, it  has been argued that 
there exists a risk in that the seasonal adjustment procedure 
can introduce considerable distortions into data series 
[Haruey (1981b, p.177-178)],  and the use of seasonally 
adjusted data can produce systematic biases in the estimated 
models when data series are adjusted separately [Wallis (1974) 
and Deaton and Muellbauer (1980a, p.334)] .  Moreouer, there is 
no guarantee that the adjusted series are free from seasonal 
uariation [Haruey (1981b, p.177-178)].  Therefore, seasonally 
unadjusted data are used in this study. We incorporate the 
modelling of seasonal effects into the estimation of the 
demand sytem to distinguish the seasonal effects from the 
other systematic mouements in the demand equations.
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Assuming that seasonal effects are exogenously determined 
and fixed, me introduce seasonal dummy uariables Dj for the 
four quarters as explanatory uariables. For the demand systems 
with a constant term, such as LES-W and AIDS models, only the 
f i r s t  three seasonal dummies, Dj, j = 1,2,3, are introduced to 
auoid perfect c o l l in e a r i ty . Being tagged with 'SD', the 
resultant demand equations can be written as
LES-W-SD: uil t  = (p i t / n ,  )y i + Pi -  Pi j« i (p j  t/n» )7 j
+ Z j  = i Djt'Pj + U| t , ( 2 . 4 )
RDflH-SD: uj j t A //7 q s t = b j AM t + £  J- )Ci jA pj t
+ Z  j = iD j t <Pj + u i t , ( 2 . 5 )
nIDS-SD: Ul, t = Ol, + E  j= ty i  j in pj t  + Pi ( m. /P o. )
+ Z j = i O j t <Pj+Ui«. (2.6)
Since the introduction of the seasonal uariables into the 
Aotterdam model is equiualent to using a constant term, the 
estimates of coefficients bj 's  and E \ / s  in ADAM-SD wi l l  be 
identical to those resulting from the inclusion of a constant 
term.
Next, we consider what happens when we introduce a fourth 
order autoregressiue uector error process into the 
disturbances. We specify the error process of the disturbance 
matrix in the demand systems as
U = + E, (2.7)
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where £4. is an m x m coefficient matrix, U is a (T—4) x m 
disturbance matrix, U_+ is the matrix U consisting of the 
fourth order lagged elements of U, and E is a (T-4) x m white 
noise matrix [Haruey (1981b, p .172)].  This is a special case 
of an RR(4) process shown in (8.1)  in Chapter 3, with £, =
= 43 = 0. This approach is applied to the Rotterdam model and 
the almost ideal demand system. The resultant models are 
tagged with / RR(4)/ and are giuen as*
RDRM—RR(4): RDRM in (2.2)  with u>t = u>( t_^) i4 + e
( 2 . 8 )
RIDS—RR (4): RIDS in (2.3)  with u . t = u . ( t . 4 )Üf4 + e . t> (2.9)
where u . t , u>( t_ )^ and c . t in (2.8)  and (2.9)  refer to the 
t ' t h  row uectors of the matrices, U, U_4 and E.
The specification of the autoregressiue error process in 
(2.7)  may be too restr ict iue since the lower order 
autocorrelations in the disturbances are set to zero. To relax 
this restr ict ion in (2 .7 ) ,  we combine the f i r s t  order 
autoregressiue error process with (2.7)  in an additiue manner 
such that*
U = U . , * ,  + + E, (2.10)
where is an m x m coefficient matrix, and I L , is the f i r s t  
order lagged matrix of U. The error process (2.10) is also 
applied to the Rotterdam model and the almost ideal demand
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system, and the resultant models are tagged with ' f iR(1 ,4) ' ,  
RDRM-RR(1,4) :  RDRM in (2.2)  with
u.t = u. ( t _ , )* ,  + U . ( t . 4 ) ü;+ + c . t (2.11)
HIDS-RRC1.4): AIDS in (2.3)  with
U., = + u , ( t _ + ) $4  + e . t . (2.12)
In the application of the Rotterdam model to seasonally 
unadjusted quarterly data, we can deseasonalise the data by 
taking fourth order differences A* such that
A *  / / ?  X  j t  =  / / ?  X  j t  “  / / ?  X I  ( f  _ 4  )
instead of f i r s t  order differences At in (2.2)  [R t t f ie ld  and 
Browning (1985, p .4 1 ) ] . 5 The resultant uersion of the 
Rotterdam model is then tagged with 'D4' and written as
RDRM-D4: w j j tA4 ln qst= bjA*Mt+ £ j = }CjjA* In p j t + u it (2.13)
where wit in (2.2)  is now giuen by w j j t = ^[wit + wi ( t _* ) ] .  No 
seasonal effects are incorporated into the model (2.13).
We haue generated eight uariants of the three demand 
systems for modelling the seasonal effects.  When quarterly 
data are used, the estimation of systems without seasonal 
effects,  (2.1)  -  (2. 3) ,  may be unnecessary, since the models 
are l ike ly  to be dynamically misspecified. Howeuer, we include 
these models in our study to examine the ef fect  of dynamic
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misspecification of demand systems on tests of demand 
restrict ions as well as on the coeff icient estimates. I t  has 
been argued that the misspecification of the dynamic structure 
of demand systems may be responsible for the rejection of 
demand restrict ions [e .g . ,  Deaton and Muellbauer (1980b)], so 
that a comparison of their performance with the other seasonal 
effect uersions wi l l  be interesting. Moreouer, the demand 
systems (2.1)  -  (2.3)  are estimated in practice, since they 
are the maintained models in testing the significance of 
seasonal dummies and autoregressiue processes.
Hence, there are eleuen models inuolued in the study, two 
uersions of the l inear expenditure system, fiue uersions of 
the Rotterdam model, and four uersions of the almost ideal 
demand system. Howeuer, since the Rotterdam model and the 
almost ideal demand system require unrestricted estimation, as 
well as homogeneity and symmetry restricted estimation, the 
total number of models considered is 29.
When modelling the seasonal effect in a singular system, 
the choice between the seasonal dummy approach and 
autoregress i ue disturbance methods inuolues a number of 
serious issues. Rs discussed in Section 3.8, the fu l l  
coefficient matrix of the autoregressiue process in the 
singular system cannot be recouered from the estimates of the 
reduced system. Consequently, the seasonal effect in each 
demand equation cannot be identif ied from the estimation of 
models with autoregressiue disturbances. Moreouer, the 
estimation of autoregressiue error process models is much more
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computationally expensiue than seasonal dummy models. Euen 
when the system is l inear,  the introduction of the 
autoregressiue error process causes a nonlinear problem in 
estimation. Howeuer, introducing seasonal dummies into the 
model does not cause these problems and al l  the coeff icients  
of the seasonal effects can be recouered by linear estimation 
of the reduced system. Thus, if  they perform reasonably, 
seasonal dummies may be more desirable than autoregressiue 
coeff ic ients .
4.3 The Data
4 1  i  Household Expenditure Data and Consumer Price index
The series of household expenditure data in Korea were 
compiled from Toshi Kakye Yonbo [Annual Report on the Family 
Income and Expenditure Suruey], the National Bureau of 
Stat ist ics,  Seoul, Korea, indiuidual years, 1965 -  1981. I t  is 
reported that the household expenditure series are estimated 
from a sample suruey, which is conducted monthly using a 
family account-book method. Design of the sample suruey is 
based on a s t ra t i f i e d  two-phase sampling method couering a l l  
urban households in a l l  c i t ies  in Korea. Farmers', 
fishermen's, single person's, and foreigners' households are 
excluded from the suruey. The expenditure series are published 
in terms of the monthly sample mean of expenditure per 
household in a l l  c i t ies  and Seoul, with components of salary 
and wage earners' households (and others), on both quarterly 
and annual bases. Howeuer, we concentrated our attention on
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the " a l l  households in a l l  c i t i e s "  ca tegory .
For the c l a s s i f i c a t i o n  of  commodi t ies,  f i u e  major 
commodity groups,  (1)  food,  (2)  housing,  (3)  fue l  and l i g h t ,
(4)  c l o t h i n g ,  and (5)  m isce l laneous commodi t ies,  mere 
c o n s i s t e n t l y  taken f o r  the pe r iod  1965-1981. Homeuer, the 
h ighes t  leue l  of  d i sag gr ega t i on  mas 23 commodi t ies f o r  the 
per iod  of  1963-1971. This  mas a l t e r e d  to 35 commodi t ies f o r  
1972-1981.6 In order  tha t  the d isaggrega ted commodity s e r i e s  
be c o n s i s t e n t  ouer the sample pe r iod ,  the 35 commodity groups 
in 1972-1981 mere aggregated in to  23 commodity groups by 
a d d i t i o n .  Homeuer, s ince the ' r e n t a l  ualue of  omner-occupied 
hous ing '  is  doub le-counted in household income and housing 
expen d i tu re ,  th a t  i tem is excluded from both t o t a l  and housing 
expend i tu re  to c a l c u l a t e  the household 's  net  expend i ture  
s e r i e s . 7 Consequent ly ,  the most d isaggrega ted commodity 
grouping in t h i s  s tudy couers 22 commodi t ies.
In order  to min imise problems f o r  the e s t im a t io n  of  a 
la rge  demand system, such as the c o l l i n e a r i t y  betmeen p r i c e  
s e r i e s ,  l oss  of  degrees of  f reedom, and the costs of 
computat ion,  a medium-sized 12 commodity group mas generated 
f o r  the d isaggrega ted data.  The aggrega t ion and commodity 
groups are shomn in Table 4 .1 .
The consumer p r i c e  ind i ces  mere taken from Hankook 
Tongkye Yon-gam [ t h e  Korea S t a t i s t i c a l  Vearbook] ,  compi led by 
the Nat iona l  Bureau of S t a t i s t i c s ,  Seoul ,  Korea. The p r i c e  
se r i e s  couer a l l  urban areas in Korea, and the base is 1975.
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The classif icat ion of price series for the aggregated 
commodity groups is consistent with that of the expenditure 
series, but the classif icat ion for the disaggregated price 
group is euen more disaggregated than that of the expenditure 
series. Therefore, some price series are aggregated using the 
weighted mean method to be consistent with the expenditure 
series. The weights to be used for aggregation of price 
indices are presented in parentheses in Table 4.1.
fl complete l is t ing  of expenditure series and the consumer 
price series for the fiue and twelue commodity groups is giuen 
in Tables 4.R.1 -  4.R.4 of the Rppendix to this chapter.
43 .2  Preview o f  the Data and Consumption Patterns in Korea
When discussing consumption patterns in Korea, i t  is 
important to understand the country's natural conditions as 
well as the performance of the Korean economy ouer the last 
two decades. Rlthough they are not e xp l ic i t ly  inuolued in the 
specification of demand systems, these two features may be 
important factors shaping the t radit ional consumption patterns 
and the seasonal and dynamic influences in Korea.
Korea is a re lat iuely  small and densely populated 
country, with a total land area of about 99,000 square km. The 
population is about 38.72 mil l ion and the population density 
was 391 persons per square km in 1981. Rs i t  is geographically 
located in the continental climate zone of northeast Rsia, 
Korea has four uery distinctiue seasons ouer a year: moderate
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s p r i ng  and autumn, t r o p i c a l  Monsoon hot summer, and h a rsh l y  
co ld  w i n t e r .  Rbout 67% of the t o t a l  land is unproduct iue 
mountain s lopes,  and mineral  resources are uery l i m i t e d .
Such topog raph i ca l  and c l i m a t i c  c o n d i t i o n s  in f l u e n c e  the 
economic a c t i u i t y  in Korea. For example, a g r i c u l t u r e  is 
r e s t r i c t e d  by the co ld  w i n t e r s  and the l i m i t e d  c u l t i u a t e d  
area,  which is on ly  23% of the t o t a l  l and.  Manufactur ing 
in d u s t r y  in Korea had t r a d i t i o n a l l y  been p r i m i t i u e  u n t i l  the 
1950^s due to the s c a r c i t y  of  minera l  resources.  R g r i c u l t u r a l  
p r oduc t i on  c o n s i s t s  main ly  of  g ra in s ,  such as r i c e ,  b a r l e y ,  
and uegetab les ,  which can mos t l y  be c u l t i u a t e d  du r ing  the 
summer season. Stock farming is not popu la r  due to 
topog raph ica l  and c l i m a t i c  c o n d i t i o n s .  R f f ec ted  by such 
p roduc t ion  r e s t r i c t i o n s , food consumpt ion in Korea has 
t r a d i t i o n a l l y  con s is ted  of  g ra ins  and uegetab les ,  wh i l e  d a i r y  
p roducts  haue been regarded as lu xu ry  goods.
Seasonal t rends  in the consumpt ion p a t t e rn  in Korea can 
a lso be best  uiewed in the con tex t  of  i t s  c l i m a t i c  c o n d i t i o n s .  
The seasonal auerage expend i tu re  shares are giuen in Table 
4 .2 ,  from which we can see t h a t  the seasonal consumption 
p a t t e r n s  in Korea depend more or less  on temperature.  For 
example, the shares f o r  fue l  and l i g h t  and c l o t h i n g  a l l  
increase dur ing  the f i r s t  and f o u r t h  q u a r t e rs  which inc lude 
the co ld  w i n t e r ,  and d e c l i n e  dur ing  the second and t h i r d  
q u a r t e rs .  The la rge  share f o r  uegetable and f r u i t  consumpt ion 
dur ing  the f o u r t h  q u a r t e r  r e f l e c t s  the t r a d i t i o n a l  s torage 
purchases of uegetables f o r  the w i n t e r ,  w h i l e  the smal l  share
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of uegetab les and f r u i t  in the f i r s t  q u a r t e r  r e f l e c t s  the 
e f f e c t  of  s t o ck in g  as we l l  as the the lack  of  a u a i l a b i l i t y  of  
those p roducts  du r ing  the w i n t e r .  The share of educat ion 
appears to r e l a t e  to the academic ca lendar  which s t a r t s  in the 
f i r s t  and t h i r d  q u a r t e rs .  The share of  " o t h e r  hous ing" ,  which 
c o n s i s t s  l a r g e l y  of  household durab le  goods, shows an increase 
in the second q u a r t e r  du r ing  which the household seems to haue 
less pressure from expend i tu re  on the fue l  and educat ion 
s e c t o r s .
Ouer the l a s t  two decades, the Korean economy has 
exper ienced r a p id  growth and changes in the i n d u s t r i a l  
s t r u c t u r e .  L i ke the o ther  East Asian c o u n t r i e s ,  a g r i c u l t u r e  
was t r a d i t i o n a l l y  the major in d u s t r y  in Korea. Howeuer, giuen 
the poor endowment of  n a tu ra l  resources and the pressure from 
a la rge  p o p u la t i o n ,  the s t r a t e g y  f o r  deuelopment of  the 
economy in Korea has main ly  concen t ra ted on the expansion of 
the manufac tur ing  sec to rs  aiming at  e xp o r t .  The most impor tant  
i m p l i c a t i o n s  of  i n d u s t r i a l i s a t i o n  f o r  consumpt ion may be the 
change in income and changes in p r oduc t i on  and a u a i l a b i l i t y  of 
commodi t ies.  Ouer the sample pe r iod  1965-1981, the gross 
n a t io n a l  product  (6NP) f o r  Korea has main ta ined a geometr i c  
growth r a t e  of  9.2 X ,  and per c a p i t a  income has increased from 
US$491.4 in 1962 to US$1657.5 in 1982 in constan t  (1980) US 
d o l l a r s .  The share of  a g r i c u l t u r a l  p roduc t ion  in GNP has 
decreased from 37.6 X  in 1965 to 17.9 X  in 1981, w h i le  t h a t  of 
the manufac tu r ing sec to r  has increased from 19.9 X  in 1965 to 
31.1 X  in 1981.
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The oueral l  change in consumption ouer the sample period 
can be seen from Table 4 .3 ,  which presents the annual auerage 
shares of household expenditures for the f iue and twelue 
commodity group breakdowns ouer the sample period 1965 -  1981. 
Geometric means of annual changes of expenditure shares are 
also reported to help id en t i f y  the changing patterns.
Clear ly ,  there haue been some substant ia l  expenditure changes 
during the 1? year period.  In the aggregate f iue commodity 
grouping, the share for food declined s i g n i f i c a n t l y ,  whi le the 
shares for the housing and the aggregated miscellaneous 
sectors showed steady increases from mid—1970 and from the 
l a te  1960's,  re s p e c t iu e ly . The changes in expenditure on fuel  
and l ig h t  and clothes were steady ouer time with minor 
f l u c t a t i o n s .
In the twelue commodity grouping, the share of cereals  
declined d r a s t i c a l l y ,  while the shares for miscellaneous 
foods, rent ,  other housing, medical care,  and the 
t ransportat ion and communication sectors increased s teadi ly  
ouer the sample period.  These changes in consumption patterns  
can be expected, as household incomes increased with economic 
growth, and should be integrated into any model of Korean 
demand pat terns.
4.4 Methodology in Comparatiue Studies of Demand Systems
Rs Parks (1969) and Kleumarken (1981) haue mentioned,  
comparisons of the empirical  performances of d i f f e r e n t  demand
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systems present a number of d i f f i c u l t i e s .  The substant ial  
problem is that d i f f e r e n t  demand systems haue d i f f e r e n t  
funct ional  forms and d i f f e r e n t  dependent uar iables.  Hence, the 
demand systems haue d i f f e r e n t  stochast ic structures making 
inference d i f f i c u l t  [Parks (1969 ) ] .  Moreouer, the demand 
systems haue parameter sets which are r e s t r ic t e d  in d i f f e r e n t  
ways and haue d i f f e r e n t  i n t e r p r e t a t i o n s . For example, in the 
Rotterdam model, the dependent uar iables are defined as log 
changes in expenditure shares and the parameter estimates are 
d i r e c t l y  informatiue on the Slutsky matr ix.  On the other hand, 
in the almost ideal demand system, the dependent uar iables are 
expenditure shares and the parameter estimates are not 
d i r e c t l y  re la ted  to the Slutsky matr ix [Deaton and Muellbauer 
(1980b, p .31?)3 - In econometric language, such d i f f e r e n t  
demand systems are said to be non-nested, in the sense that  
nei ther  can be obtained as a special  case of the other.
Recent deuelopments of the Cox test  procedures [Cox 
(1961, 1962)] for non-nested models seem to prouide a solut ion  
for the choice between non-nested demand systems. Howeuer, the 
appl icat ion of the Cox-type test  is l im i te d  only to the case 
where the dependent uar iables are ident ica l  or when one can be 
expressed as a Box-Cox transformation of the other [ e . g . ,  see 
Pesaran (1974) ,  Deaton (1978) ,  Pesaran and Deaton (1978) ,  
Breusch and Pagan (1980) and Godfrey and Wickens (1981) ] .  
Pesaran and Deaton (1978) ,  in a general appl icat ion  of the Cox 
tes t ,  considered the case where the competing systems are of 
the form
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H0: y = fCpo;X) + u0 
and
Ht : y = gCpi;2) + ut ,
that is, where the dependent uariables in H0 and Ht are the 
same. Godfrey and Wickens (1981) considered a single equation 
case of testing l inear and log-l inear regressions such that
H 0 : y  =  Z ! i  = l P i ^ i  +  < E j = 1 ° * j ^ j  +  u o
and
Ht : ln y = Z  i«ißi ln x i + + u,.
that is, when the dependent uariable In y in is the Box-Cox 
transformation of y in H0, In y = y(A) = (y^ -  1 )/A with A =
0. Pesaran and Deaton's (1978) Cox test can be applied to 
testing the l inear expenditure system in share terms (LES-W) 
and the almost ideal demand system, since they haue the same 
dependent uariables, and also to testing between the l inear  
expenditure system and the Rotterdam model on the basis of 
Deaton's (1974) reparameterisation of the l inear expenditure 
system8 . Howeuer, i t  s t i l l  appears to be true that there is no 
standard rule for choosing between dif ferent  demand systems, 
unless there is an exact functional transformation between the 
dependent uariables of the competing systems. Conseqently, 
there is no stringent rule for comparing the performance of 
the Rotterdam model and the almost ideal demand system, since 
their dependent uariables are dif ferent and neither can be 
expressed as a function of the other [Deaton and Muellbauer 
(1980b, p.317)].
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Faced wi th such problems, empir ical  comparisons of demand 
systems haue been carr ied out on the basis of comparisons of 
goodness of f i t ,  using the adjusted R2 and the measure of 
informat ion inaccuracy [Thei l  (1971)] ,  the pred ic t iue  a b i l i t y ,  
and the randomness of res iduals in the estimated systems 
[ e . g ., Parks (1969), Voshihara (1969), Thei l  (1975),
Kleumarken (1981) and Bewley (1982b)].  I n t u i t i u e  comparisons 
of parameter est imates and the impl ied income (or to ta l  
expendi ture) and pr ice e l a s t i c i t i e s  of d i f f e r e n t  demand 
systems haue also been used [e .g .  Kleumarken (1981)].
When the competing systems haue d i f f e r e n t  dependent 
uar iables and d i f f e r e n t  funct ional  forms, the d i rec t  
comparison of R "s is s t a t i s t i c a l l y  meaningless, since th e i r  
res iduals are estimated from d i f f e r e n t  stochast ic  s t ructures 
[Parks (1969, p .646)] .  Instead, Thei l  (1971) suggested the use 
of the measure of auerage informat ion inaccuracy, which is 
defined as
I «  =  S i  = i u) i t  l n  («Ui t / ü i « ) ,
where wi t  is the predicted ualue of the auerage budget share. 
I t  is common to use the ar i thmet ic  means of I t for  the whole 
sample period such that I = or var ious  subsamples
[Parks (1969), Thei l  (1975), Kleumarken (1981) and Bewley 
(1982b)].
Checking the randomness of res idua ls plays an important
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role in comparing the performance of demand systems. I f  a
model is reasonably specified, the residuals should be 
approximately random. Therefore, the departure of residuals 
from randomness is regarded as an indication of specification 
error in the model [Haruey (1981a, p.148)].  The Durbin-Watson 
s ta t is t ic  ( DW) is extensiuely used for checking the randomness 
of residuals as well as for testing the misspecification of 
the model, filthough this s ta t is t ic  was or ig inal ly  constructed 
for testing a f i r s t  order autoregressiue process in the 
disturbances, the DU s ta t is t ic  appears to be sensitiue to 
structural change and to functional misspecification. When the 
model is f i t ted  using quarterly data, the randomness of 
residuals should be checked by the generalisation of 
Durbin-Watson s ta t is t ic  which is giuen by
DW4 = Z t  = s(üt -  ü , - +) 2/ £  t=1u ,2 , (4.2)
where ut is the residual at t .  The test procedure of using DW4 
in (4.2)  is essential ly the same as in the f i rs t -order  case 
[Wallis (1972)].  The upper and lower significance points for a 
bounds test based on DW4 are auailable in Wallis (1972), in 
which two tables are presented for DW4, depending on whether 
or not seasonal dummies are included in the model. Visual 
examination of plots of residuals or f i t ted  ualues can also be 
exploited in checking the randomness of residuals [e .g . ,  
Voshihara (1969)].
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4.5 Sta t ic  Demand Systems for Korea: Estimation and 
Performance
The aboue mentioned eleuen demand systems were estimated 
using the f iue commodity data set .  Since the f i r s t  four 
obseruations for 1965 are reserued for the lag s tructure ,  the 
sample couers the period 1966-1981, and the number of 
obseruations is 64.
Demand systems which are l in e a r  in c o e f f i c ie n ts  ( i . e . ,  
RDflM, RDRM-D4, RDRM-SD, RIDS, and RIDS-SD models) are 
estimated by OLS for the unrest r icted  model, and by r e s t r i c te d  
ML for the homogeneity and symmetry r e s t r i c t e d  models. The 
demand systems which are nonlinear in c o e f f i c ie n t s ,  such as 
two l in e a r  expenditure systems, LES-W and LES-W-SD, and the 
Rotterdam model with autoregressiue disturbances and the 
almost ideal demand system with autoregressiue disturbances,  
RDflM—RR( 4 ) ,  RDflM-RR( 1 , 4 ) ,  RIDS-RR(4), and RIDS-RRU ,4 ) ,  are 
estimated by the Gauss-Newton i t e r a t i u e  nonlinear optimisation  
procedure. No d i f f i c u l t y  was experienced in obtaining  
conuergence. The ML estimate of the couariance matrix was 
used. Parameter estimates for a l l  eleuen models are prouided 
but the discussion in this section mainly concentrates on 
comparisons of performance ouer the whole sample period using 
the c r i t e r i a  discussed in the preuious sect ion.
Coef f ic ient  estimates of the eleuen models are presented 
in Tables 4.4  -  4 .14.  For a l l  the uersions of the Rotterdam 
model and the almost ideal demand system, the unrestr icted
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estimates, and the homogeneity retr icted and homogeneity and 
symmetry restricted estimates of coefficients are presented, 
fisymptotic standard errors are giuen in parentheses for each 
coefficient.  For the conuenience of direct comparison between 
the models, the adjusted R2 / s, the auerage information 
inaccuracies, and Durbin-Watson s ta t is t ic s ,  DW and DW4, are 
presented separately in Tables 4.15, 4.16, 4.17, and 4.18, 
respectiuely. The results of testing the significance of 
seasonal dummy and autoregressiue error processes are 
summarised in Table 4.19. Maximum and minimum absolute ualues 
of the eigenualues of the companion matrix of coefficients of 
the autoregressiue error process are presented in Table 4.20. 
The results of direct and separate induced tests of the demand 
restr ict ions are presented in Tables 4.21 and 4.22, 
respectiuely. The Slutsky matrices implied by uersions of the 
l inear expenditure system and the almost ideal demand system 
are presented in Table 4.23. Howeuer, the Slutsky matrices in 
the Rotterdam model uersions relate direct ly to the price 
coefficients from the symmetry and homogeneity restricted 
models. Complementarity and subst i tutabi l i ty  relations between 
commodity groups indicated by the Slutsky matrix are 
summarised in Table 4.24. Final ly,  total expenditure and 
compensated own price e las t ic i t ies  are presented in Tables 
4.25 and 4.26, respectiuely.
45.1 Coefficient Estimates
Only passing reference to the coeff icient estimates of 
the models wi l l  be necessary here, since extensiue discussions
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on the estimated Slutsky matrices and total expenditure and 
price e las t ic i t ies  of the models mill  be prouided below. 
Therefore, in this subsection, we wi l l  concentrate on p e c u l ia r  
estimation results.
In LES-W and LES-W-SD models, the estimate of subsistence 
expenditure for the housing sector was negatiue and s i g n i f i ­
cantly dif ferent from zero, while subsistence expenditures on 
the clothing and the miscellaneous sectors were not s i g n i f i ­
cantly dif ferent from zero.9
In the Rotterdam model without seasonal effects (RDRM), 
the estimates of the marginal budget shares of the housing and 
miscellaneous sectors were negatiue but not signi f icant.  In 
other uersions of the Rotterdam model with seasonal effects,  
the estimated marginal budget shares were a l l  positiue and 
generally were highly signi f icant.  The significance of own and 
cross price responses and of seasonal effects wi l l  be examined 
below.
In the almost ideal demand system without seasonal 
effects,  i . e. ,  RIDS model, the income effects for the food and 
the fuel and l ight sectors were found to be s ta t i s t ic a l l y  
insignificant in the unrestricted model, while those for the 
fuel and l ight and the miscellaneous sectors were 
insignificant in the restricted models. The constant term for 
the miscellaneous sector was found to be insignificant in most 
of uersions of the almost ideal demand system.
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The estimates of c o e f f i c ie n ts  of the models general ly  
appeared to d i f f e r  with a l t e r n a t iu e  spe c i f ica t ions  of the 
seasonal e f f e c t .  This w i l l  be seen in d e ta i l  when the Slutsky  
matrix and the estimated e l a s t i c i t i e s  are discussed.
4 5 .2  Goodness o f  F i t
Comparing the adjusted R2 / s shown in Table 4 .15,  we can 
see that introduction of seasonal dummies and autoregressiue  
errors into the spe c i f ica t ion  of the demand systems improued 
goodness of f i t  in each case, as expected. Remarkably, the 
deseasonalised uersion of the Rotterdam model, RDRM-D4, 
yielded the closest f i t  for the housing and miscellaneous 
sectors among the f iue uersions of the Rotterdam model. No 
s ig n i f i c a n t  d i f ference  in goodness of f i t  between the seasonal 
dummy, the RR(4) and RR( 1 , 4 )  models was obserued. Comparing 
the l in e a r  expenditure systems and the almost ideal demand 
systems, a l l  the almost ideal demand systems were found to be 
superior to the l in e a r  expenditure systems. Note, there is no 
meaning in comparing the R2 's of the Rotterdam model with 
those of the almost ideal demand system and the l in ea r  
expenditure system.
On comparison of auerage information inaccuracies,  the 
demand systems without seasonal e f fe c ts  appeared to be 
i n f e r i o r  to the models with seasonal e f f e c ts .  The RID-SD model 
showed the best f i t  in a l l  subsamples, while the RDRM-SD and 
RDRM-D4 models were superior to the LES-W-SD model. In 
addit ion,  the e a r l i e r  subsample always showed the higher
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measure of information inaccuracy, which may be taken as 
euidence for the structural instabl i ty of models [see Section 
7 of this Chapter]. Rs expected, imposition of demand 
restr ict ions increases the measure of information inaccuracy. 
Unfortunately, auerage information inaccuracy measures for the 
autoregressiue error process uersions were not obtained.
4 5 .3  A u to c o rre la t io n  and Randomness o f  Residuals
Rs expected when using quarterly data, demand systems 
without seasonal effects exhibited strong positiue fourth 
order autocorrelation in their residuals. The Durbin-Watson 
DW4 sta t ist ics  in the LES-W, RDRM and RIDS models were uery 
low for a l l  demand equations [see Table 4.18] .  Howeuer, 
according to the DW tests [see Table 4.17] ,  significant  
positiue f i r s t  order autocorrelation was only seen in the fuel 
and l ight and the clothing sectors of the LES-W model.
Negatiue autocorrelation was obserued in the miscellaneous 
sector of the RDRM model.
Introducing seasonal dummy uariables improued the fourth 
order autocorrelation of residuals, but did not completely 
eliminate the autocorrelation in the demand systems. In the 
LES-W-SD model, a l l  the equations exhibited positiue fourth 
order autocorrelated residuals, while in the RDRM-SD and 
RIDS-SD models only the housing sector rejected fourth order 
autocorrelation in the residuals. On the other hand, no 
euidence of fourth order autocorrelation was seen in the 
RDRM-RR(4) ,  RDRM-RRC1,4),  RIDS-RR(4), and RIDS-RR(1,4) models.
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Thus, the RR(4) and RR(1,4) uersions appeared to be superior  
to the seasonal dummy uersions in terms of autocorre lat ion  
structure .  The deseasonalised RDRM-D4 model did not exh ib i t  
fourth order autocorrelat ion  and showed the best performance 
among the Rotterdam model uersions.
Howeuer, some demand systems appeared to suf fer  from 
f i r s t  order autocorrelated residuals a f t e r  introducing 
seasonal e f f e c ts ,  as is often encountered in econometrics. The 
fuel  and l i g h t  and the miscellaneous sectors in RDRM-D4 
exhibi ted some posit iue f i r s t  order au to co r re la t ion , whi le the 
clothing sector in RDRM-SD and the clothing and miscellaneous 
sectors in RDRM—RR(4)  also exhibi ted s l i g h t l y  negatiue f i r s t  
order a u to c o r r e la t io n .
In terms of randomness of the estimated residuals ,  the 
l i n e a r  expenditure systems were in f e r i o r  to e i ther  the 
Rotterdam models or the almost ideal demand systems. In fact ,  
randomness of residuals in the l in e a r  expenditure system was 
re jected by the bounds test  of the DW and DW4 s t a t i s t i c s .  
Roughly speaking, the Rotterdam models showed more randomness 
of residuals than the almost ideal demand systems, giuen that  
the bounds tests of the DW s t a t i s t i c s  in the almost ideal  
demand systems were less conclusiue than in the Rotterdam 
model. In general ,  randomness of residuals in the Rotterdam 
models and the almost ideal demand systems can be achieued by 
introducing RR( 1 , 4 )  process.
I t  has been argued in the l i t e r a t u r e  that the imposition
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of homogeneity restrict ions increases the autocorrelation in 
residuals, so that the rejection of homogeneity is often 
attributed to misspecification of the dynamic structure of the 
model [e .g . ,  Deaton and Muellbauer (1980b)]. In this study, a 
deterioration of autocorrelation in residuals can be seen only 
in the flIDS-SD model which is caused by imposing the symmetry 
restr ict ions,  but not by homogeneity.
Serial independence between residuals was also rejected 
by testing the significance of the coeff icient matrix of the 
autoregressiue error process.10 Table 4.19 shows l ikelihood 
rat io test results that the reduced coefficient matrices of 
autoregressiue error processes in the RDflM—RR(4),
RDRM—RR(1,4 ) ,  RIDS—RR(4) and RIDS—RR(1,4)  models were a l l  
signi f icantly d if ferent  from zero .11 From Table 4.19, it  can 
also be seen that the coefficient matrix of the seasonal dummy 
uariables were s igni f icantly  dif ferent  from zero in the 
LES-W-SD, RDRM-SD and RIDS-SD models. Therefore, i t  is again 
confirmed that the three demand systems without seasonal 
effects,  the LES, RDRM and RIDS models, suffer from 
misspecification in the dynamic structure.
The coefficient matrices ^  of the RR(4) and RR(1,4)  
processes estimated from the reduced demand systems are 
presented in Tables 4.9, 4.10, 4.13 and 4.14 for the 
RDRM-RR(4), RDRM- RR(1,4),  RIDS-RR(4) and RIDS-RR(1,4) models. 
Since al l  the coefficients of the fu l l  matrices are not 
recouerable from the reduced matrices , we considered two 
ways of eliminating one equation from the system. One is when
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the last equation (the miscellaneous sector) is deleted, and 
the other is when the f i r s t  equation (the food sector) is 
deleted. In both of RDRM—RR(4) and RIDS—RR(4) models, 
estimates of al l  the diagonal terms of mere positiue,  
whether the f i r s t  or the last equation mas deleted. When RR(1) 
specification mas added to flR(4), a l l  the diagonal terms of ^  
appeared to be negatiue in the RDRM—RR(1,4)  model, but al l  
mere positiue in the RI DS—RR (1,4) model, except for 
Homeuer, the diagonal terms of remained positiue, except 
for ^ 2 2  In the RDflM-RR(4). Homeuer, as discussed preuiously, 
in singular systems, the ( i , j ) / th element of i  is not 
associated with that of the fu l l  matrix £ but refers to = 
4 i j  -  4 i n » where n refers to the equation deleted from the 
system [see Section 3.8, and Berndt and Sauin (1975)].  
Therefore, such findings are not d irect ly related to the ful l  
matrices and .
The stationari ty  of the RR(4) and RR(1,4)  processes mas 
checked by the modulus of the eigenualues of the reduced 
companion matrices, Rt and R14 as giuen in (8.6)  in Chapter 3 
[see Section 3.8 and Rppendix 3.3 in Chapter 3]. Table 4.20 
presents the minimum and maximum absolute ualues of 
eigenualues of R* and R14, which confirm the stat ionari ty of 
the RR(4) and RR(1,4)  uersions of the Rotterdam model and the 
almost ideal demand system. Some of the eigenualues appeared 
to be complex which implies osci l latory mouement.
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45 .4  Seasonal Patterns in Dummy Variable Models
Seasonal p a t t e r n s  f o r  i n d i v i d u a l  commodi t ies were 
captured adequately  by the seasonal dummy v a r i a b l e s  in the 
RDRM-SD and RIDS-SD models. In p a r t i c u l a r ,  the seasonal dummy 
c o e f f i c i e n t s  in RDRM-SD e x h i b i t e d  p l a u s i b l e  p a t t e rn s  in Korean 
terms. For example, the demand equat ion f o r  food was found to 
have a s i g n i f i c a n t  nega t i ve  c o e f f i c i e n t  f o r  the f i r s t  q u a r t e r  
and a p o s i t i v e  c o e f f i c i e n t  f o r  the f o u r t h  q u a r t e r .  The demand 
equat ion f o r  housing had s i g n i f i c a n t  p o s i t i v e  c o e f f i c i e n t s  f o r  
the f i r s t  and second qu a r te rs  but  nega t i ve  f o r  the t h i r d  and 
f o u r t h  q u a r t e rs .  For the fue l  and l i g h t  and c l o t h i n g  s e c to r s ,  
the seasonal c o e f f i c i e n t s  were p o s i t i v e  f o r  the f i r s t  and 
f o u r t h  q u a r t e rs  but  nega t i ve  f o r  the second and t h i r d  
q u a r t e r s .  The misce l laneous sec to r  had seasonal c o e f f i c i e n t s  
which were s i g n i f i c a n t l y  p o s i t i v e  f o r  the f i r s t  and t h i r d  
q u a r t e r s ,  but nega t i ve  elsewhere.  R l l  these r e s u l t s  he ld  
i r r e s p e c t i v e  of  whether the model was u n r e s t r i c e d  or 
r e s t r i c t e d .
However, not  a l l  the seasonal c o e f f i c i e n t s  of  the RIDS-SD 
model co i nc i ded  w i t h  those of  the RDRM-SD model. For example, 
the second and t h i r d  q u a r t e r ' s  seasonal c o e f f i c i e n t s  f o r  the 
food se c to r  were nega t i ve  in RIDS-SD model wh i l e  they were 
p o s i t i v e  in RDRM-SD model. Such an in cons is tency  between the 
seasonal e f f e c t s  in the RIDS-SD and RDRM-SD models may be 
a t t r i b u t e d  to the ex i s tence  of a constant  term in the RIDS-SD 
model. From a c lose inspe c t i on  of  c o e f f i c i e n t  es t imates  f o r  
the seasonal dummy v a r i a b l e s  and the constant  term in RIDS-SD,
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we can see th a t  the seasonal dummy c o e f f i c i e n t s  in flIDS-SD 
ouershoot  in the equat ions w i t h  a nega t iue  es t imated i n t e r c e p t  
( l i k e  food and fue l  and l i g h t )  but  undershoot  in the equa t ions 
w i t h  a p o s i t i u e  i n t e r c e p t .  The seasonal  dummy c o e f f i c i e n t s  
which were i n s i g n i f i c a n t l y  p o s i t i u e  ( n e g a t iu e )  in the RDRM-SD 
model became s i g n i f i c a n t l y  nega t iue ( p o s i t i u e )  in the RIDS-SD 
model. Seasonal dummies in the LES-W-SD model worked out 
reasonably  we l l  f o r  the food sec to r  but  f a i l e d  to cap tu re  the 
expected seasonal mouement f o r  the o th er  commodi t ies.
4 5 5  Tests o f Demand Restrictions
The demand r e s t r i c t i o n s , homogenei ty and symmetry,  were 
tes ted  on uers ions  of  the Rotterdam model and almost  ideal  
demand system us ing the Wald, LR and LM t e s t  s t a t i s t i c s  as 
we l l  as by separate induced t e s t s .  Exact H o t e l l i n g ' s  T2 t e s t s  
were a lso  employed f o r  the d i r e c t  t e s t  of  homogenei ty.  The 
c r i t i c a l  ualue f o r  the T2 t e s t  was computed us ing the 
r e l a t i o n  in Footnote 9 of  Chapter 3 and the IMSL sub rou t in e  
MDBETI. Symmetry r e s t r i c t i o n s  were tes ted  su b je c t  to the 
impos i t i on  of  homogenei ty.  R l l  d i r e c t  t e s t s  were performed at  
the 5 % s i g n i f i c a n c e  l e u e l .  For separate induced t e s t s ,  the 
Bonfer ron i  and Schef fe t e s t s  were ap p l i e d  under Wald and LM 
procedures.  In the Bonfer ron i  t e s t ,  the s i ze  of a separate 
t e s t  of  an i n d i u i d u a l  r e s t r i c t i o n  was set  as d = 5%/s, where s 
is the number of  r e s t r i c t i o n s , and the c r i t i c a l  ualue f o r  
i n d i u i d u a l  separate t e s t s  was ob ta ined from d/2 % upper p o in t  
of  s tandard normal d i s t r i b u t i o n  by us ing the IMSL sub rou t ine  
MDNOR. Thus, the Bonfer ron i  procedure is a t w o - t a i l e d
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asymptotic standard normal test.  On the other hand, the 
c r i t ica l  ualue of the Scheffe test was taken as the square 
root of y? c r i t ica l  ualue for the direct test.  Separate 
induced tests were considered only for the demand systems 
which are l inear in coeff icients,  since the Wald and LM 
sta t ist ics  for indiuidual separate tests could not be obtained 
in the nonlinear estimation algorithm. Since the LR separate 
induced test requires estimation of the models restr icted by 
euery indiuidual restr ict ion,  it  was omitted for computational 
reasons.
The direct test results are summarised in Table 4.21. The 
cr i t ica l  ualues and results of the separate induced tests are 
presented in Table 4.22. Remarkably, the demand restrict ions  
were a l l  accepted in a l l  the uersions of the Rotterdam model, 
except for RDRM-D4. R minor confl ict  between Wald, LR and LM 
tests was shown in RDRM-SD when testing homogeneity and 
symmetry restrict ions together, in which the Wald test 
marginally rejected the rest r ic t ions , while the LR and LM 
tests accepted the rest r ic t ions . Howeuer, the confl ict  
disappeared in the test at 2.5 % significant leuel. The 
rejection of demand restr ict ions in the RDRM-D4 model was 
attributed to homogeneity restr ict ions which were rejected by 
al l  the asymptotic 'X2 tests as well as by the exact T2 test.  
This result may imply that using fourth order differences A* 
may not be adequate for the f in i te  approximation to the 
dif ferent ia l  uariables in the Rotterdam model. In uiew of the 
fact that the demand restr ict ions are deriued from 
dif ferent ia l  properties of stat ic demand functions and the
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homogenei ty r e s t r i c t i o n s  are assoc ia ted  w i t h  the consumers  
c u r re n t  budget c o n s t r a i n t ,  i t  is  i n t u i t i u e l y  p l a u s i b l e  t h a t  
the use of  A* could r e s u l t  in biased s lope es t imates ,  s ince  A4 
couers too wide an i n t e r u a l  f o r  an adequate approx ima t ion .  Our 
e m p i r i c a l  r e s u l t s  appear to fauour  the use of  f i r s t  
d i f f e r e n c e s  f o r  f i n i t e  approx imat ions  euen when q u a r t e r l y  data 
are used. 12
On the o th er  hand, in a l l  the uers ions  of  the almost  
ideal  demand system, homogenei ty r e s t r i c t i o n s  were r e j e c t e d  by 
a l l  the d i r e c t  t e s t s ,  w h i l e  symmetry r e s t r i c t i o n s  were 
accepted,  except in the case of  the RIDS-SD model. Since 
homogenei ty r e s t r i c t i o n s  were a lso  r e j e c t e d  by the exact  T2 
t e s t ,  the re is no need to cons ider  a smal l  sample c o r r e c t i o n  
f o r  the asympto t i c  t e s t s .  The i n t r o d u c t i o n  of  the 
au to re gres s i ue  e r r o r  process in to  the almost  ideal  demand 
system made the t e s t  s t a t i s t i c s  less  s i g n i f i c a n t ,  but  d i d  not  
s i g n i f i c a n t l y  improue the r e j e c t i o n  of  the homogenei ty 
r e s t r i c t i o n s  .
The r e s u l t s  of  the d i r e c t  t e s t s  were a l l  conf i rmed by the 
separate induced t e s t s .  Homogeneity r e s t r i c t i o n s  in the 
RDRM-D4, RIDS, RIDS-SD models and symmetry r e s t r i c t i o n s  in the 
RIDS-SD model were a lso r e j e c t e d  by the separate induced 
t e s t s .  On the o ther  hand, a l l  t  s t a t i s t i c s  f o r  t e s t i n g  the 
i n d i u i d u a l  r e s t r i c t i o n s  in RDRM, RDRM-SD were found to be 
i n s i g n i f i c a n t .  In the i d e n t i f i c a t i o n  of  which r e s t r i c t i o n s  
were re sp o n s ib le  f o r  the r e j e c t i o n ,  we can see th a t  i n d i u i d u a l  
homogenei ty r e s t r i c t i o n s  on the housing,  fu e l  and l i g h t ,  and
[Chapter 4] 167
the miscel laneous sec tor s  in the RDRM-D4 and RIDS-SD models 
and those on the food and the miscel laneous sector  in the RIDS 
model were re j ec t ed .  The r e j ec t ion  of symmetry in the RIDS-SD 
model appeared to be due to p 14 = p+1, the equal i ty  of cross 
s ubs t i t u t i on  e f f ec t s  between food and c lothing.  Remarkably, 
the RDRM-D4 and RIDS-SD gaue s imi l a r  r e s u l t s  for the Wald 
separate  t e s t s  on the indiuidual  homogeneity r e s t r i c t i o n s . The 
LM separate  t e s t s  were general ly s imi l a r  to the Wald t e s t s .  
Howeuer, one exception can be obserued in t e s t i ng  homogeneity 
on the fuel and l i gh t  sec tor  in the RDRM-D4 and RIDS-SD 
models, i . e . ,  the Wald t e s t  s i g n i f i c a n t l y  re j ec t ed  the 
r e s t r i c t i o n  while the LM type t e s t  did not .
The use of the S- interual  for t e s t i ng  both symmetry and 
homogeneity r e s t r i c t i o n s  appeared to be not a l l  cons i s t ent  
with the Bonferroni t e s t s ,  as i t s  c r i t i c a l  ualue was l arger  
than the Bonferroni c r i t i c a l  ualue.  To compare t he i r  
performance with the d i r ec t  t e s t ,  the Bonferroni t e s t s  were 
found more cons i s t ent  with the d i rec t  t e s t  than Schef fe ' s  
t e s t s .
45.6  The Slutsky Matrix, Complementarity and Substitutability
Using auerage expenditure shares for each commodity 
sec tor  [see Table 4 .3] ,  the Slutsky matr ices implied by the 
l i near  expendi ture systems and the almost ideal demand systems 
were computed from the compensated pr ice e l a s t i c i t i e s  weighted 
by the expendi ture shares,  so that  they are d i r ec t l y  
comparable with the Slutsky matrix est imated for the Rotterdam
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models [see Table 4 . 2 3 ] .  For uers ions  of  the almost ideal  
demand system, the S lu tsky  m a t r i x  was computed from the 
homogenei ty and symmetry r e s t r i c t e d  es t imates  of the p r i c e  
c o e f f i c i e n t s  to main ta in  the r e s t r i c t i o n s  on the m a t r i x . 13 The 
marginal  budget shares in the almost idea l  demand systems were 
computed and presented in the l a s t  column of  Table 4 .2 3 .2 .
In uiew of  the s ign of  the d iagonal  terms of  the 
est imated S lu t sky  m a t r i x ,  we can see t h a t  the necessary 
c o n d i t i o n  f o r  nega t iue s e m i - d e f i n i t e n e s s  of  the S lu t sky  m a t r i x  
was g e n e r a l l y  s a t i s f i e d  in a l l  the uers ions  of  the Rotterdam 
model and the almost  ideal~demand system, w i t h  the except ion 
of  the RIDS-SD m o d e l . 14 The own s u b s t i t u t i o n  e f f e c t  of  fue l  
and l i g h t  in the RIDS-SD model was found to be p o s i t i u e  and 
s i g n i f i c a n t .  Howeuer, in o ther  models,  p o s i t i u e  es t imates  of 
the own s u b s t i t u t i o n  e f f e c t  ( f o r  example, the misce l laneous  
sec to r  in RDRM-SD model) were not s i g n i f i c a n t l y  d i f f e r e n t  from 
zero.  No p o s i t i u e  es t imate  of  the own s u b s t i t u t i o n  e f f e c t  was 
found in the RDRM, RDRM-D4, RDRM—RR(4)  and RDRM—RR(1 ,4 )  
models.
Using H i c k s 7 d e f i n i t i o n ,  complementa r i ty  and 
s u b s t i t u t a b i l i t y  r e l a t i o n s h i p s  between commodity groups can be 
i d e n t i f i e d  by the s ign of the cross s u b s t i t u t i o n  e f f e c t  
between two goods, th a t  i s ,  by the s ign of the correspond i ng 
o f f - d i a g o n a l  term of  the Slusky m a t r i x .  I f  the es t imated  cross 
s u b s t i t u t i o n  e f f e c t  is  s i g n i f i c a n t l y  p o s i t i u e ,  the p a i r  of 
commodity groups can be sa id  to be s u b s t i t u t e s ,  wh i l e  i f  the 
est imated cross s u b s t i t u t i o n  e f f e c t  is  s i g n i f i c a n t l y  nega t iue ,
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the pai r  can be said to be complements. Any two commodity 
groups hauing th e i r  cross subst i tu t ion  e f fe c t  not 
s i g n i f i c a n t l y  d i f f e r e n t  from zero can be uiewed as independent 
goods [see Section 2 in Chapter 2 ] .  In LES—W and LES-W-SD, no 
complements were seen, as implied by the nature of the l in e a r  
expenditure system. The re la t ion s  obserued in uersions of the 
Rotterdam model and the almost ideal demand system are 
summarised in Table 4.24.  Roughly speaking, the same patterns  
of complementarity and s u b s t i t u t a b i l i t y  between commodity 
groups were seen in a l l  models. S t r i k i n g l y ,  the RDRM-D4, 
RDRM-SD, RDRM—RR(1 ,4 )  and fl IDS—RR(4)  models showed exact ly the 
same sign pattern of cross subst i tu t ion  e f fe c ts ,  and the RDRM 
and RDRM—RR(4) as well  as the RIDS-SD and fl IDS—RR(1 ,4 )  also 
showed s im i la r  patterns with only one exception.  Thus, the 
i d e n t i f i c a t i o n  of complementarity,  s u b s t i t u t a b i l i t y ,  and 
independent re la t ion s  appeared to be insensi t iue to the 
speci f ic a t ion  of the model.
The food and fuel and l i g h t  sectors were found to be 
subst i tutes in a l l  the models, and the fuel and l ig h t  and the 
miscellaneous sectors were shown to be complements, except in 
the case of the RIDS and RIDS-SD models. The cross 
subst i tu t ion  e f fe c t  between the fuel and l i g h t  and the 
clothing sectors was found to be negatiue in a l l  models. 
Howeuer, the fuel and l ig h t  and the clothing sectors emerged 
as complements only in the RIDS models. The clothing and 
miscellaneous sectors were independent in a l l  models, except 
the RIDS—RR(1 ,4 )  in which they were complements.
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45.7 Total Expenditure Elasticities
Total expenditure e las t ic i t ies  were computed using 
marginal budget shares obtained from the unrestricted and 
restricted models and the auerage budget share for each 
sector15 [see for the results Table 4.25].  Estimates of total  
expenditure e las t ic i t ies  were, howeuer, found to be sensitiue 
to the specification of the demand sytems, the modelling of 
seasonal effects,  and the imposition of demand res t r ic t ions . 
For example, the total expenditure e las t ic i t ies  of the food 
and housing sectors were found to uary with the specification 
of demand systems, the e las t ic i t ies  of the housing and the 
fuel and l ight sectors were found to uary with the modelling 
of seasonal effects in the category of the Rotterdam model, 
and the e las t ic i ty  of fuel and l ight was found to uary with 
the imposition of demand restr ict ions in the seasonal effect  
uersion of the almost ideal demand system.
More speci f ical ly ,  the total expenditure e las t ic i ty  of 
the food sector was found to be signi f icant ly  greater than 
unity in RDRM, and not signi f icant ly  dif ferent from unity in 
RDRM-SD, RDRM—RR(4),  RDRM—RR(1,4) and the unrestricted RIDS 
model. I t  was found to be signi f icant ly  less than unity in the 
RDRM-D4 model, other uersions of the almost ideal demand 
system and the l inear expenditure systems. Thus, the food 
sector was classif ied as a luxury in the original and seasonal 
effect uersions of the Rotterdam model, but as a necessity in 
RDRM-D4 and al l  the uersions of the l inear expenditure system 
and the almost ideal demand system, except for the
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u n r e s t r i c t e d  RIDS model.
Roughly speaking,  the oppos i te  s i t u a t i o n  occurred f o r  the 
t o t a l  expend i tu re  e l a s t i c i t y  of  the housing s e c to r .  In a l l  
ue rs ions  of  the l i n e a r  expend i tu re  system and the almost  ideal  
demand system as we l l  as in the RDRM-D4 model,  the housing 
sec to r  was e s ta b l i s h e d  as a l u x u r y ,  as the est imated t o t a l  
expend i tu re  e l a s t i c i t y  was g re a te r  than u n i t y ;  howeuer, i t  
emerged as a n e cess i t y  in the RDRM, RDRM—RR(4)  and 
RDRM—RR(1 ,4 )  models.  Moreouer,  in RDRM and RDRM—RR( 4 ) ,  housing 
appeared to be i n e l a s t i c  to the t o t a l  expend i tu re  as the 
es t imated e l a s t i c i t i e s  were not s i g n i f i c a n t l y  d i f f e r e n t  from 
z e r o .
The fue l  and l i g h t  sec to r  was c l a s s i f i e d  as a n e ce ss i t y  
in the RDRM-D4, RIDS-SD, RIDS—RR(4) and RIDS—RR(1 ,4 )  models,  
but  as l u x u ry  in RDRM, RDRM-SD, RDRM—RR( 4 ) ,  RDRM—RR(1 ,4 )  and 
RIDS. The im p os i t i on  of  demand r e s t r i c t i o n s  appeared to 
increase the t o t a l  expend i tu re  e l a s t i c i t i e s  of fue l  and l i g h t  
in a l l  the models, p a r t i c u l a r l y ,  in RDRM-D4 and seasonal 
e f f e c t  ue rs ions  of  the almost ideal  demand system.
The c l o t h i n g  sec to r  was c l a s s i f i e d  as a lu xur y  in a l l  
models, as the t o t a l  expend i tu re  e l a s t i c i t y  was always g re a te r  
than u n i t y ,  whether the models were r e s t r i c t e d  or 
u n r e s t r i c t e d .
The t o t a l  expend i tu re  e l a s t i c i t y  of  the m isce l laneous 
sec to r  appeared to be equal to or g re a te r  than u n i t y
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throughout  the l i n e a r  expend i tu re  systems and the seasonal  
e f f e c t  ue rs ions  of  the Rotterdam model and the almost  ideal  
demand system, so tha t  the misce l laneous  sec to r  might be 
regarded as a lu x u r y .
45.8 Compensated Own Price Elast /c itie s
The compensated own p r i c e  e l a s t i c i t i e s  were computed from 
the diagonal  terms of  the S lu tsky  mat r i ces  us ing the auerage 
expend i tu re  shares,  and are presented in Table 4 .26.  Rl though 
the compensated own p r i c e  e l a s t i c i t i e s  a lso appeared to uary 
w i th  the s p e c i f i c a t i o n  of  the demand system and the mod e l l i n g  
of  seasonal e f f e c t s ,  the re  were common f i n d i n g s  in a l l  
ue rs ions  of  the models.  The housing sec to r  was found to be 
e l a s t i c  to own p r i c e  changes, wh i l e  o ther  sec to rs  were no t .
The compensated own p r i c e  e l a s t i c i t y  of  the food s e c to r  
was nega t iue and s i g n i f i c a n t ,  except in the case of the 
RIDS-SD model.  The p r i c e  e l a s t i c i t y  f o r  the fue l  and l i g h t  
sec to r  was s i g n i f i c a n t l y  d i f f e r e n t  from zero on ly  f o r  RDRM-SD, 
but was not s i g n i f i c a n t l y  d i f f e r e n t  from zero in o ther  cases. 
Howeuer, in a l l  ue rs ions  of  the almost ideal  demand system, 
the compensated own p r i c e  e l a s t i c i t y  of  the fue l  and l i g h t  
sec to r  was p o s i t i u e .  Comparing the t - r a t i o s  of i n d i u i d u a l  
p r i c e  e l a s t i c i t i e s ,  we see t h a t ,  except f o r  the RIDS-SD model,  
the p o s i t i u e  p r i c e  e l a s t i c i t i e s  were not s i g n i f i c a n t l y  
d i f f e r e n t  from zero.  Own p r i c e  e l a s t i c i t y  of  the c l o t h i n g  
sec to r  was s i g n i f i c a n t l y  d i f f e r e n t  from zero in RDRM-D4 and in 
a l l  ue rs ions  of  the almost ideal  demand system. The
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compensated own p r i c e  e l a s t i c i t y ,  f o r  the m isce l laneous 
s e c to r ,  was s i g n i f i c a n t l y  d i f f e r e n t  from zero on ly  in 
RDRM-flR(4), but was found to be p o s i t i u e ,  but not s i g n i f i c a n t ,  
in RDRM-SD and RIDS-SD.
4 5 .9  Conclusions
Rn impor tant  task in conc lud ing  t h i s  sec t i on  is to 
determine which of  the eleuen models per forms best  and is  the 
most a p p ro p r i a t e  f o r  e x p l a i n i n g  demand p a t t e r n s  in Korea. 
Howeuer, as exper ienced in o ther  s tu d ie s  [ e . g . ,  Kleumarken 
( 1 9 8 1 ) ] ,  the rank ing  process of our eleuen demand models 
inuo lues t r a d e - o f f s  between models,  s ince the rank ings  d i f f e r  
w i t h  the c r i t e r i a  used. For example, the RIDS-SD model 
per forms best  in terms of goodness of f i t ,  the RDRM-D4 best  
achieues randomness of r e s i d u a l s ,  and so on. Neuer th less ,  a 
few conc lus ions  emerge.
I t  i s  apparent  th a t  demand systems w i t h o u t  seasonal 
e f f e c t s  can be r e j e c t e d ,  s ince they e x i h i b i t e d  se r ious  f o u r t h  
order  a u t o c o r r e l a t i o n  in the es t imated r e s i d u a l s .  Of those 
demand systems w i th  seasonal e f f e c t s ,  models w i t h  
au to regres s i ue  e r r o r  processes were found to be s u p e r i o r  to 
those w i t h  seasonal dummy u a r i a b le s  in terms of the randomness 
of the est imated r e s i d u a l s .  The RDRM-D4, RDRM—RR(1 ,4 )  and 
RIDS—RR(1 ,4 )  models achieued the best  r e s u l t s  accord ing to 
t h i s  c r i t e r i o n .
The l i n e a r  expend i tu re  systems (LES-W and LES-W-SD) were
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i n f e r i o r  to the Rotterdam models and the almost ideal  demand 
systems in terms of  goodness of  f i t  and randomness of  
r e s i d u a l s  in terms of the seasonal e f f e c t  models. In a d d i t i o n ,  
the est imated c o e f f i c i e n t s  of  the l i n e a r  expend i tu re  systems 
mere unacceptable,  so th a t  me can r e j e c t  l i n e a r  expend i tu re  
system in fauour  of  more f l e x i b l e  demand systems. The 
r e j e c t i o n  of the l i n e a r  expend i tu re  system is not s u r p r i s i n g ,  
giuen th a t  i t  is  an o u e r - r e s t r i c t i u e  and underparameter ised 
model compared to the f l e x i b l e  systems.
I f  goodness of  f i t  mas taken as a c r i t e r i o n ,  ue rs ions  of 
the almost ideal  demand system mere s l i g h t l y  s u p e r i o r  to the 
Rotterdam model ue rs ions .  Homeuer, t h i s  s u p e r i o r i t y  of  the 
almost  ideal  demand system mas o f f s e t  by t h e i r  i n a b i l i t y  of  
ach ieu ing  c o m p a t i b i l i t y  of  demand theory  and the data.  The 
demand r e s t r i c t i o n s  mere r e j e c t e d  in a l l  ue rs ions  of  the 
almost  ideal  demand system, mhi le  they mere accepted in the 
seasonal e f f e c t  ue rs ions  of  the Rotterdam model.  S i m i l a r l y ,  
the s u p e r i o r i t y  of  the deseasonal ised Rotterdam model,
RDRM-D4, in terms of  randomness of r e s i d u a l s ,  mas a lso o f f s e t  
by i t s  r e j e c t i o n  of  demand r e s t r i c t i o n s .
Giuen these r e s u l t s ,  the Rotterdam models mi th seasonal 
e f f e c t s ,  such as RDRM-SD, RDRM—RR(4)  and RDRM—RR( 1 , 4 ) ,  can be 
taken as the most reasonable of  the eleuen demand systems. 
They achieued reasonable goodness of  f i t  and randomness of 
r e s i d u a l s .  In terms of  choice betmeen RDRM-SD and RDRM—RR(4) 
or RDRM—RR( 1 , 4 ) ,  me mere faced mi th a t rade o f f  betmeen 
i d e n t i f i c a t i o n  of  seasonal e f f e c t s  and randomness of
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r e s i d u a l s .  The RDflM-SD model was found to haue f o u r t h  o rder  
a u t o c o r r e l a t i o n  in the r e s i d u a l s ,  wh i l e  the RDRM-RR(4) and 
RDRM—RR(1 ,4 )  models e x h i b i t e d  no a u t o c o r r e l a t i o n . Howeuer, the 
RDRM-RR(4) and RDRM—RR(1 ,4 )  models s u f f e re d  from the 
i d e n t i f i c a t i o n  of  the au to regres s iue  c o e f f i c i e n t  ma t r i c e s .
Howeuer, there was one p e c u l i a r  r e s u l t  in the Rotterdam 
model ue rs ions ;  food was c l a s s i f i e d  as a lu xu ry  in the 
Rotterdam model ue rs ions ,  wh i l e  i t  was found to be a n e c e s s i t y  
elsewhere.  In gene ra l ,  the t o t a l  expend i tu re  and p r i c e  
e l a s t i c i t i e s  were found to be s e n s i t i u e  to the s p e c i f i c a t i o n  
of  demand systems as we l l  as the s p e c i f i c a t i o n  of  seasonal 
e f f e c t s .
M i s s p e c i f i c a t i o n  of the dynamic s t r u c t u r e  of the demand 
systems appeared to haue no e f f e c t  on the t e s t s  of 
r e s t r i c t i o n s , a l though i t  d id  a f f e c t  the es t imates of 
c o e f f i c i e n t s .  Our r e s u l t s  imply t ha t  the c o r r e c t  s p e c i f i c a t i o n  
of  dynamic s t r u c t u r e  of  demand systems may be less c r u c i a l  f o r  
the success of  t e s t s  of  demand r e s t r i c t i o n s  than the proper  
s p e c i f i c a t i o n  of  those systems. Our r e s u l t s  fauour  the use of 
the Rotterdam model to achieue the c o m p a t a b i l i t y  of  demand 
theory and data r a t h e r  than the almost ideal  demand system.
4.6 The Es t im at ion  of Demand Systems Using Disaggregated Data
The a n a l y s i s  of  the preu ious sec t i on  was con f ined  to the 
f i u e  commodity data se t .  Howeuer, t h i s  aggrega t ion to f i u e  
sec to rs  is not based on aggrega t ion theory ,  such as the
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s e p a r a b i l i t y  of  the commodity groups,  but mas p resc r ibed  by 
the c l a s s i f i c a t i o n  of the data s e r i e s .  This  s i t u a t i o n  is f a r  
from i d e a l ,  but must o f ten  be faced in p r a c t i c e .  In t h i s  
s e c t i o n ,  me increased the number of  equat ions to tmelue and 
examined the e f f e c t  of  commodity aggrega t ion on the es t imates .
The d isaggrega ted 12 commodity sec to r s  are shomn in Table 
4 .1 .  The food sec to r  cons is ted  of f ou r  subsecto rs ,  (1)  c e re a l ,  
(2)  f i s h  and meat, (3)  uegetable and f r u i t ,  and (4)  o ther  
foods i n c l u d in g  processed food and "meals amay from home". The 
housing sec to r  mas d isaggrega ted i n to  (5)  ren t  and (6)  o ther  
housing,  mhich inc ludes  household durab le  goods. Tmo se c to rs ,  
(7)  the fue l  and l i g h t "  and (8)  the c l o t h i n g  se c to r s ,  mere not 
d isaggrega ted .  The misce l laneous sec to r  mas d isaggregated in to  
fo u r  subsec to rs ,  (9)  medical  care,  (10) educat ion and 
r e c r e a t i o n ,  (11) t r a n s p o r t a t i o n  and communicat ion,  and (12) 
o ther  m isce l laneous .
N a t u r a l l y ,  me might  expect  th a t  the eleuen demand systems 
cons idered in the p reu ious sec t io n  mould per form d i f f e r e n t l y  
mi th  the d isaggrega ted data.  There fo re ,  a comparison of t h e i r  
performance on the tmelue commodity data set  m i l l  be 
necessary.  Homeuer, the increase in the number of equat ions 
leads to a s i g n i f i c a n t  increase in the number of  parameters to 
be es t imated ,  so th a t  a comparison of the eleuen models 
becomes d i f f i c u l t .  We s e l e c t  on ly  three demand l i n e a r  systems, 
the RDRM-D4, RDRM-SD, and RIDS-SD models f o r  comparison.
Table 4.27 presen ts  r e s u l t s  of  t e s t s  of  r e s t r i c t i o n s  on
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the three  demand system, fis in the f i u e  commodity case, the 
demand r e s t r i c t i o n s  were r e j e c t e d  in the RDRM-D4 and RIDS-SD 
models but  were accepted by the RDRM-SD model. Homogeneity 
r e s t r i c t i o n s  were r e j e c t e d  by the exact  T t e s t  in the RDRM-D4 
and RIDS-SD models.  Only RDRM-SD model achieued the 
c o m p a t i b i l i t y  w i t h  demand theory on d isaggrega ted twelue 
commodity data and thus was se l ec ted  f o r  f u r t h e r  a n a l y s i s .
Parameter e s t im a t io n  r e s u l t s  f o r  the RDRM-SD model are 
presented in Table 4 .28.  Randomness of  r e s i d u a l s  in the 
est imated twelue demand equa t ions were g e n e r a l l y  s a t i s f i e d ,  
w i t h  a few excep t ions .  The excep t ions were obserued in 
c e re a l s ,  c l o t h i n g ,  and the educat ion and r e c r e a t i o n  sec to r ,  
(which s u f f e r e d  s l i g h t l y  from nega t iue f i r s t  o rder  s e r i a l  
c o r r e l a t i o n ) .  Four th order  a u t o c o r r e l a t i o n  was found in the 
u n r e s t r i c t e d  equa t ions f o r  the fue l  and l i g h t  and the c l o t h i n g  
s e c t o r s . 16 The im pos i t i on  of  symmetry r e s t r i c t i o n s  appeared to 
in t roduce  f o u r t h  order  a u t o c o r r e l a t i o n  in the r e s i d u a l s  of  the 
cerea l  and t r a n s p o r t a t i o n  and communicat ion sec to rs .
Seaonal dummy u a r i a b le s  again model q u a r t e r l y  consumption 
p a t t e r n s  in the twelue commodity groups q u i t e  w e l l .  The fue l  
and l i g h t  and the c l o t h i n g  sec to rs  showed the same seasonal 
p a t t e rn s  e x h i b i t e d  in the f i u e  commodity case. R s i g n i f i c a n t  
p o s i t i u e  seasonal e f f e c t  was obserued in the cereal  sec to r  f o r  
the f o u r t h  q u a r t e r ,  f o r  the ren t  sec to r  in the f i r s t  q u a r t e r ,  
f o r  the " o t h e r  hous ing"  sec to r  in the second q u a r t e r ,  f o r  the 
medical  care sec to r  in the f i r s t  q u a r t e r ,  f o r  the educat ion 
and r e c r e a t i o n  sec to r  in the f i r s t  and t h i r d  q u a r t e rs ,  and f o r
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the misce l laneous  sec to r  in the f o u r t h  q u a r t e r .  S i g n i f i c a n t  
nega t iue e f f e c t s  mere found in the f i s h  and meat sec to r  in the 
second q u a r t e r ,  the uegetable and f r u i t  and the o th er  food 
se c t o rs  in the f i r s t  q u a r t e r ,  the ren t  sec to r  in the f o u r t h  
q u a r t e r ,  the o ther  housing sec to r  in the t h i r d  q u a r t e r ,  the 
medical  care sec to r  in the f o u r t h  q u a r t e r ,  and the educat ion 
and r e c r e a t i o n  sec to r  in the second and f o u r t h  q u a r t e rs .
To examine the e f f e c t  of  aggrega t ion on the es t imates  of 
the income responses,  me generated the marginal  budget shares 
of  the aggregated f i u e  commodity groups by adding those of the 
cor responding subgroups“ in the trnelue commodity groups and 
comparing them mi th those ob ta ined p r e u i o u s l y .  The tmo se r i e s  
of  marg inal  budget shares [see Table 4 .2 9 ]  demonstrate tha t  
the es t imates  of  the marginal  budget shares mere not s e r i o u s l y  
a f f e c t e d  by aggrega t ion .  Only the marg inal  budget share of  the 
fue l  and l i g h t  sec to r  mas found to be s i g n i f i c a n t l y  a f f e c te d  
in the r e s t r i c t e d  model.
The es t imated t o t a l  expend i tu re  e l a s t i c i t i e s  of  the 
trnelue groups are presented in Table 4 .30.  Rs in the case of 
the f i u e  goods, the c l o t h i n g  sec to r  mas c l a s s i f i e d  as a 
l u x u r y ,  and the fue l  and l i g h t  sec to r  mas found to be income 
( t o t a l  expen d i t u re )  i n e l a s t i c ,  fimong the food commodity 
s e c to r s ,  on ly  the cerea l  sec to r  mas c l a s s i f i e d  as a ne cess i t y ,  
mhi le  the o ther  food i tems mere c l a s s i f i e d  as l u x u r i e s .  In 
p a r t i c u l a r ,  the uegetable and f r u i t  se c to r  mas found to be 
h i g h l y  income e l a s t i c .  The ren t  sec to r  a lso appeared to be 
h i g h l y  income e l a s t i c ,  and the o ther  housing d isp layed  a
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u n i t a r y  income e l a s t i c i t y .  Among the misce l laneous s e c to r s ,  
on ly  "edu ca t ion  and r e c r e a t i o n "  was c l a s s i f i e d  as a l u x u r y ,  
wh i l e  the medical  care,  the t r a s p o r t a t i o n  and communicat ion,  
and the misce l laneous  sec to rs  were c l a s s i f i e d  as n e c e s s i t i e s .
The S lu t sky  m a t r i x  f o r  the d isaggrega ted data sub je c t  to 
homogenei ty and symmetry is giuen in Table 4.28.  The es t imates  
of the diagonal  terms of  the S lu tsky  m a t r i x  were a l l  nega t i ue ,  
so th a t  the necessary c o n d i t i o n s  f o r  n e g a t i u i t y  of  the S lu t s k y  
m a t r i x  were s a t i s f i e d .  E ight  d iagonal  terms of the m a t r i x  were 
found to be s t a t i s t i c a l l y  s i g n i f i c a n t .  R e c a l l i n g  the r e s u l t s  
of  the preu ious sec t io n  t ha t  one o f  the d iagonal  terms of  the 
S lu t sky  m a t r i x  in the RDAM-SD model ( the  misce l laneous  s e c t o r )  
was p o s i t i u e ,  we can see th a t  the n e g a t i u i t y  of  the S lu t sky  
m a t r i x  was improued by d is a g g re g a t i o n .
Howeuer, of  the 66 o f f - d i a g o n a l  terms in the S lu t sk y  
m a t r i x  on ly  s i x  were found to haue t - r a t i o s  g re a te r  than 2. 
St rong complementa r i ty  r e l a t i o n s  were found between the cerea l  
and the fue l  and l i g h t  s e c to rs ,  between the ren t  and the fue l  
and l i g h t  se c to r s ,  and between the educat ion and r e c r e a t i o n  
and the t r a s p o r t a t i o n  and communicat ion se c to r s .  On the o th er  
hand, s t rong  s u b s t i t u t a b i l i t y  were found between the uegetab le 
and f r u i t  and the medical  care s e c to rs ,  between the r e n t  and 
the medical  care se c to r s ,  and between the fu e l  and l i g h t  and 
the educat ion and r e c r e a t i o n  s e c to rs .  Other commodi t ies 
appeared to be independent goods, as t h e i r  es t imated cross 
s u b s t i t u t i o n  e f f e c t s  were not s i g n i f i c a n t l y  d i f f e r e n t  from
z e r o .
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fi c lose examinat ion of  the p r i c e  e l a s t i c i t i e s  of  the fue l  
and l i g h t  and c l o t h i n g  sec to r s  found in Table 4.30 w i t h  those 
ob ta ined in the preuious sec t io n  [see RDRM-SD in Table 4 .26 ]  
i n d i c a te s  th a t  some p r i c e  e l a s t i c i t i e s  were a f f e c t e d  by 
aggrega t ion .  The p r i c e  e l a s t i c i t y  of  the fue l  and l i g h t  and 
the c l o t h i n g  sec to rs  were est imated as - .51084 and - .97034 in 
the case of  the f i u e  commodi t ies,  but  as - .69646 and -1.02383 
in t h i s  s e c t i o n .  Rs to the compensated own p r i c e  e l a s t i c i t i e s  
of  the twelue commodity groups,  a l l  i tems in food and 
misce l laneous commodity groups were found to be p r i c e  
i n e l a s t i c ,  w h i l e  the re n t  and o ther  housing sec to r s  were found 
to be p r i c e  e l a s t i c .  Howeuer, from the in spe c t i on  of  t - r a t i o s  
of  the i n d i u i d u a l  e l a s t i c i t i e s ,  we can see th a t  the p r i c e  
e l a s t i c i t i e s  f o r  o ther  food,  c l o t h i n g ,  medical  care,  and the 
educat ion and r e c r e a t i o n  sec to rs  were not s i g n i f i c a n t l y  
d i f f e r e n t  from z e r o .
In summary, our e m p i r i c a l  r e s u l t s  imply th a t  the 
aggrega t ion leue l  of  the commodity groups does not a f f e c t  the 
t e s t s  of  demand r e s t r i c t i o n s . The RDRM-D4 and RIDS-SD models 
which r e j e c t e d  the demand r e s t r i c t i o n s  w i t h  the aggregated 
commodity group data a lso r e j e c t e d  the r e s t r i c t i o n s  w i th  the 
d isagregated data.  On the o ther  hand, the RDRM-SD model which 
accepted the demand r e s t r i c t i o n s  on the aggregated data 
appeared again accepted the r e s t r i c t i o n s  on the d isaggregated 
data.  Howeuer, the n e g a t i u i t y  of  the S lu tsky  m a t r i x  was 
improued by d i s a g g re g a t i o n .  I t  was a lso obserued th a t  the 
es t imates of  the marginal  budget shares and t o t a l  expend i ture
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and p r i c e  e l a s t i c i t i e s  can be a f f e c t e d  by the leue l  of  
a g g r e g a t i o n .
4 .7  S t r u c t u r a l  Change in Consumption Pa t t e rns  in Korea
The es t imates and d i scuss ion  in the l a s t  taio sec t io ns  
uiere based on the assumpt ion th a t  the c o e f f i c i e n t s  of  demand 
systems are constan t  ouer t ime.  No s t r u c t u r a l  change ouer the 
sample per iod  mas assumed or model led.  Such an assumpt ion 
about parameter  constancy may be too r e s t r i c t i u e  f o r  demand 
systems f i t t e d  to data c o l l e c t e d  from an economy exper i enc ing  
ra p id  change ouer t im e , '  as in the case of Korea. Consequent ly,  
the quest ion  of  the s t r u c t u r a l  s t a b i l i t y  of  the est imated 
demand systems should be examined.
Al though i t  is  of  importance f o r  c o r r e c t  s t a t i s t i c a l  
i n fe rence ,  the s t r u c t u r a l  s t a b i l i t y  of  es t imated demand 
systems has tended to be been ouer looked in e m p i r i c a l  demand 
a n a l y s i s .  Except ions can be seen in Byron and T e r r e l l  (1982) 
and Anderson and B lu nd e l l  ( 1 9 8 4 ) . 17 Aecen t l y ,  Byron (1984) 
emphasised the importance of  t e s t s  of  parameter contancy of 
demand systems in the a p p l i c a t i o n  of  the Aotterdam model to 
t ime s e r i e s  data [see a lso Ba rne t t  ( 1984 ) ] .  In t h i s  s e c t io n ,  
the Chow (1960) type p r e d i c t i o n  and parameter constancy t e s t s  
were employed f o r  t e s t i n g  the s t r u c t u r a l  and parameter 
s t a b i l i t y  of  three demand systems, namely the ADAM-SD,
ADAM-D4, and AIDS-SD.
The s imul taneous equat ion analogues of  the Chow
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p r e d i c t i o n  and parameter constancy t e s t s  mere der iued  by 
Rnderson and Mizon (1983) .  The l i k e l i h o o d  r a t i o  (LR) t e s t  
s t a t i s t i c  f o r  the p r e d i c t i o n  t e s t  is  of  the form
2 [ ( To/Ti  ) L \ -  L0 ] + mT0 I n (T0/ T , ) ,  ( 7 . 1 )
mhere the s u b s c r i p t  0 r e f e r s  to the whole sample of  s i z e  T0 , 
the s u b s c r i p t  1 to the subsample w i t h  the f i r s t  T, 
obse ru a t ions ;  w h i l e  L , ,  i = 0 ,1 ,  r e f e r s  to the ualue of  the 
log l i k e l i h o o d  f u n c t i o n ,  and m is the number of equa t ions  in 
the s y s te m .18’ 19 This  t e s t  is an asympto t i c  t e s t  and the t e s t  
c r i t e r i o n  is * 2 w i t h  m(T0 - T t ) degrees of  freedom. On the 
o ther  hand the LR s t a t i s t i c  f o r  t e s t i n g  parameter constancy is 
giuen by
- 2 ( L 0 -  L, -  L2 ) ,  ( 7 . 2 )
where the s u b s c r i p t  2 r e f e r s  to the second subsample w i t h  the 
T2 obserua t ions  [see Table 2 in Rnderson and Mizon ( 1 9 8 3 ) ] .  
The LR t e s t  s t a t i s t i c  in ( 7 . 2 )  is a s y m p t o t i c a l l y  d i s t r i b u t e d  
as 'X2 w i t h  p+m(m+1)/2 degrees of  f reedom, where p is the 
number of  parameters in the model. This  s t a t i s t i c  is used to 
t e s t  not  on ly  the constancy of  the s t r u c t u r a l  parameters,  p, 
but a l so  the constancy of  the e r r o r  couar iance m a t r i x ,  Z,  so 
th a t  the n u l l  hypothes is  is H0 : { p , = p2 } fl { Z } = £2} . 20
To apply these t e s t s ,  we s p l i t  the whole sample i n t o  two 
sub -pe r io ds ,  1966 -  1973 and 1974 -  1981. The number of  
obserua t ions  in the two subsamples is the same ( i . e .  32 ) .  The
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s e l e c t i o n  of  the s w i t c h p o in t  as the m id -p o in t  of the whole 
sample was a r b i t r a r y .  Howeuer, i f  we take the es t imates  of 
t o t a l  subs is tence expend i tu re  in LES-W-SD model as the 
b o r d e r l i n e  between the pouer ty  and non-pouer ty  l e u e l s  of  t o t a l  
exp en d i tu re ,  the s e l e c t i o n  of  the sw i tch  p o in t  can be 
p a r t i a l l y  j u s t i f i e d  in the sense th a t  the es t imated ualue of 
t o t a l  subs is tence  expend i tu re  50220.3 Won in LES-W-SD l i e s  
between the auerage t o t a l  ex pend i tu res ,  4739? Won in 1973 and 
58033 Won in 1974. The re fo re ,  the f i r s t  subsample couer ing the 
pe r iod  f o r  1966-1973 can be regarded as a sub-subs is tence 
per iod  r e l a t i u e  to the second subsample.
The r e s u l t s  of  the LR t e s t s  f o r  s t r u c t u r a l  s t a b i l i t y  are 
presented in Table 4 .31.  Tests were c a r r i e d  out f o r  the 
systems w i th  f i u e  and twelue goods as we l l  as f o r  the 
u n r e s t r i c t e d  and homogenei ty and symmetry r e s t r i c t e d  models. 
The n u l l  hypo thes is  of  s t r u c t u r a l  s t a b i l i t y  was r e j e c t e d  f o r  
a l l  models by the asympto t i c  * 2 c r i t e r i o n ,  except in the case 
of  the r e s t r i c t e d  f i u e  commodity RDRM-04 model.  R smal l  sample 
s i ze  adjustment  of  T0/ ( T 0- k )  was used, where k is the number 
of parameters in each e q u a t i o n . 21 The ad jus ted  * 2 c r i t i c a l  
ualues are shown in the l a s t  column in the t a b le .  Only the 
u n r e s t r i c t e d  RDRM-D4 model f o r  f i u e  commodity groups accepted 
the n u l l  hypo thes i s .
Parameter constancy in the two sub-samples was a lso 
r e j e c t e d  in a l l  models.  The r e s u l t s  are presented in Table 
4.32.  In t h i s  case, two smal l  sample s i ze  ad justments were 
cons idered;  one is as used in the preu ious t e s t  of  s t a b i l i t y ,
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and the other is the Wales' (1984) correct ion fac tor ,
To/ tTo-  k -  %((m-1) -  s / (m -1 ) +1)]
[see also Anderson (1958, p .208) ]  with s = ( m—1)k + m(m-1)/2.  
The adjusted c r i t i c a l  ualues are shown in the last  two columns 
of Table 4 .31.  Neuertheless, i t  appeared that the nul l  
hypothesis of parameter constancy is s t i l l  re jected for a l l  
models. Thus, from these resu l ts ,  we conclude that the systems 
estimated in preuious sections suf fer  from st ructura l  
i n s t a b i l i t y  and that there ex ists a s t ructura l  change in 
consumption patterns in Korea, at least  for the sample period 
1966-1981.
As the nul l  hypotheses of s t a b i l i t y  and parameter 
constancy is re jected by the data,  one could re-model the 
demand system, for example, by introducing s t ruc tura l  dummy 
uariables in the second subsample to reduce the i n s t a b i l i t y  of 
the estimated demand system. Howeuer, a more important task in 
such a s i tuat io n  may be to examine the changing patterns in 
consumption ouer the sample period,  since consumers' income 
and price responses haue probably changed. Therefore,  i t  would 
be more desirable to obserue the e f fe c t  of s t ructura l  change 
on slope c o e f f i c ie n ts  in demand systems ra ther  than on 
intercept term.
F i r s t ,  we examined the u a l i d i t y  of the demand 
r e s t r i c t i o n s , homogeneity and symmetry, on each subsample wi th 
the three demand systems; the ADAM-SD, ADAM-D4 and AIDS-SD
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models. The resul ts  with the f iue and twelue good data sets 
are presented in Table 4.33.  In the f iue good case, the 
homogeneity r e s t r i c t io n s  were accepted by the exact T test
in the RDRM-SD model but were re jected in both RDRM-D4 and
RIDS-SD models. Howeuer, with the twelue good data set ,  the
homogeneity r e s t r i c t io n s  were accepted by the exact T test
in both RDRM-SD and RIDS-SD models but re jected by the 
RDRM-D4 model. These resul ts  hold for both subsamples.
Howeuer, as the sample size in each subsample reduced to 32, 
the asymptotic * 2 tests c le a r ly  exhibi ted the small sample 
bias toward ouer - re ject ion  of the r e s t r i c t i o n s . For example, 
in the RDRM-SD model for twelue goods, the Wald and LR tests  
re jected homogeneity on the asymptotic *  tes ts ,  but the exact 
H o te l l in g 's  T2 test  accepted homogeneity in both subsamples. 
Therefore,  to account for the small sample bias in tests of 
symmetry, the same two small sample adjustments were 
considered as preuiously.  The adjusted c r i t i c a l  ualues of the 
y? s t a t i s t i c  are shown in the las t  two columns of Table 33. 
Rfter  adjustment, the symmetry r e s t r i c t io n s  which were 
re jected by the asymptotic tests on the f iue good data were 
accepted by the RIDS-SD model for both subsamples and by the 
RDRM-SD model for the second subsample. Howeuer, c o n f l i c t  
exists between the Wald, LR and LM tests in test ing  symmetry 
using the RDRM-D4 model on the f iue good data in the second 
subsample. Furthermore, the c o n f l i c t  between the three tests  
occurred more often in test ing  symmetry for the twelue goods 
in the second subsample. For example, in the second subsample 
of the twelue commodity data,  the symmetry r e s t r i c t i o n  was 
re jected by Wald test  in a l l  models, but was accepted by both
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LR and LM tests in the RDRM-SD model and only by LM test  in 
the RDRM-SD and RIDS-SD models.
Comparing the tes t  resu l ts  between the subsamples, the 
f i r s t  subsample appeared to haue less s i g n i f i c a n t  resu l ts  than 
the second, except fo r  the f iue  commodity the RID-SD model. I t  
was also obserued that tests of demand r e s t r i c t i o n s  on the 
subsamples produced less s i g n i f i c a n t  resu l ts  than those on the 
whole sample in the RDRM-D4 and RIDS-SD models for  f iue  
commodity groups. For example, the symmetry r e s t r i c t i o n s  in 
RIDS-SD wi th f iue  commodity groups were rejec ted on the whole 
sample, but i t  was accepted on both subsamples. This resu l t  
impl ies that tes t ing  the demand r e s t r i c t i o n s  is not 
independent of the sample interual  on which tests of demand 
r e s t r i c t i o n s  are performed. The sample interual  which suf fers  
less from s t ruc tu ra l  changes in demand pat terns may y ie ld  a 
more successful test  of ( s t a t i c )  demand r e s t r i c t i o n s .
General ly,  the RDRM-SD model achieued co m p a t ib i l i t y  wi th 
demand theory in the two subsamples bet ter  than the RDRM-D4 
and RIDS-SD models for  both data sets. Hence, the RDRM-SD 
model was again used for  comparison of the d i f ferences in 
consumption pat terns in the two sample periods. Parameter 
est imates for  the RDRM-SD model using the f iue  good data are 
giuen in Table 4.34 for  the f i r s t  subsample and in Table 4.35 
for  the second subsample. The resu l ts  using the twelue 
commodity data are giuen in Table 4.36 for  the f i r s t  subsample 
and in Table 4.3? for  the second subsample. The parameter 
estimates indicate c lear  d i f ferences in the consumption
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pattern for  the periods 1966-1973 and 1974-1981.
Using f iue  commodities, i t  was found that about 60% of 
consumer's marginal income was spent on food in the period for  
1966-1973, compared wi th 30% in 1974-1981. On the other hand, 
marginal budget shares for  a l l  other sectors increased from 
the f i r s t  sample period to the second. Most notably,  the 
marginal budget share for  the miscel laneous sector increased 
from 12% in 1966-1973 to 35% in 1974-1981. The changes in the 
marginal budget shares appeared to be larger  than those in the 
auerage budget shares, which are shown in Table 4.39.
The estimated to ta l  expenditure e l a s t i c i t i e s  display a 
pat tern s im i la r  to the marginal budget shares. In the period 
1966-1974, the food, housing and c lo th ing  sectors showed a 
tendency to be luxury goods, whi le the fuel  and l i g h t  and 
miscel laneous sectors were necessi t ies .  Howeuer, in the period 
1974-1981, the food sector became a necessi ty whi le the 
miscel laneous sector became a luxury.  The c lo th ing sector 
showed a greater tendency to be a luxury good in the period 
1974-1984 than in the period 1966-1973.
Comparisons of the pr ice c o e f f i c i e n t s  in the two 
subsamples reueal the diagonal terms of the Slutsky matr ix for  
the food and miscel laneous sectors were ( i n s i g n i f i c a n t l y )  
pos i t i ue  for  the period 1966-1973. On the other hand, a l l  the 
diagonal terms of the Slutsky matr ix were negatiue for  the 
period 1974-1981. The compensated own pr ice  e l a s t i c i t i e s ,  
which are shown in Table 4.38, indicate that the food,
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clothing22 and miscellaneous sectors mere inelast ic in both 
subsamples. While the housing sector mas highly price e las t ic  
in the f i r s t  subsample , i t  had unit e la s t ic i ty  in the second 
subsample. Fuel and l ight mas e last ic  in the period 1966-1973 
but inelast ic in the period 1974-1981.
Complementarity and subst i tu tab i l i ty  relat ions mere also 
found to change betmeen the tmo periods. In the period 
1966-1973, subst i tu tab i l i ty  mas displayed by the food and the 
fuel and l ight  sectors, the housing and the fuel and l ight  
sectors, and the housing and the miscellaneous sectors. 
Complementarity mas only obserued betmeen the fuel and l ight  
and miscellaneous sectors. Homeuer, in the period 1974-1981, 
only the food sector mas found to be a complement to the 
housing, clothing, and miscellaneous sectors. Homeuer, no 
signi f icant  subst i tu tab i l i ty  re lation mas found in the period 
1974-1981 betmeen the fiue aggregated sectors.
Signif icant changes in seasonal consumption patterns ouer 
the subsamples mere noticed in the food and miscellaneous 
sectors. In the unrestricted model, the second, thi rd and 
fourth quarters'  seasonal dummy coefficients for the food 
sector mere a l l  ( ins ign i f ic ant ly )  negatiue in the period 
1966-1973, but they mere a l l  positiue and signif icant in the 
period 1974-1981. Change in the seasonal pattern in the 
miscellaneous sector mas also obserued in the second and third  
quarters in the unrestricted model. Homeuer, the seasonal 
patterns in the housing, the fuel and l ight and the clothing 
sectors, mhich depend on cl imatic conditions, remained
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unchanged.
The twelue commodity r e s u l t s  were s i m i l a r  to those of the 
f i u e  commodi t ies.  The marginal  budget shares of fou r  food 
commodity groups,  the c e r e a l ,  meat and f i s h ,  uegetable and 
f r u i t ,  the o ther  food sec to r  and the r e n t  sec to r  were found to 
d e c l i n e .  The o ther  sec to r  shares were found to increase from 
1966-1973 to 1974-1981. From the comparisons of the t o t a l  
expend i tu re  e l a s t i c i t i e s  in Table 4 .40 ,  i t  can be seen tha t  
the c e r e a l ,  fue l  and l i g h t ,  and the t r a n s p o r t a t i o n  and 
communicat ion sec to rs  remained as n e c e s s i t i e s  in both samples, 
w h i l e  meat and f i s h ,  o ther  housing,  and the c l o t h i n g  sec to rs  
were l u x u r i e s .  The medical  care and the educat ion and 
r e c r e a t i o n  sec to rs  changed from n e c e s s i t i e s  to l u x u r i e s ,  wh i le  
mouement from lu x u ry  to ne cess i t y  was seen in the uegetable 
and f r u i t ,  m isce l laneous food,  and the r e n t  se c to r s .  The most 
s i g n i f i c a n t  change from lu xu ry  to n e c e s s i t y  was obserued in 
the ren t  ca tegory .  In the pe r iod  1966-1973, ren t  was 
c l a s s i f i e d  as the most l u x u r i o u s  good, but  in the per iod  
1974-1981, i t  was c l a s s i f i e d  as a n e c e s s i t y ,  or  euen as an 
i n f e r i o r  good in the r e s t r i c t e d  model.  Th is  r e s u l t  may r e f l e c t  
the f a c t  tha t  the poor paid more ren t  than the r i c h  in the 
pe r iod  1974-1981, as the r i c h  tended to possess t h e i r  own 
houses as income and supply of  housing increased w i t h  the 
deuelopment of  the Korean economy.
To d iscuss the p r i c e  c o e f f i c i e n t  es t ima tes  on the twelue 
commodity data set  f o r  the two subsamples,  the diagonal  terms 
of  the S lu tsky  m a t r i x  f o r  meat and f i s h ,  medical  care and the
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o ther  m isce l laneous sec to r s  in the pe r iod  1966-1973 were 
( i n s i g n i f i c a n t l y )  p o s i t i u e .  On the o ther  hand, no p o s i t i u e  
d iagonal  terms of the S lu tsky  m a t r i x  was obserued in the 
pe r iod  1974-1981. The compensated own p r i c e  e l a s t i c i t i e s ,  
giuen in Table 4 .41,  reueal  th a t  a l l  fou r  food sec to rs ,  
c l o t h i n g 23 , educa t ion ,  and the o ther  misce l laneous sec to rs  
were p r i c e  i n e l a s t i c  in both subsamples, w h i l e  ren t  and the 
fu e l  and l i g h t  sec to rs  were h i g h l y  e l a s t i c  in 1966-1973 but 
i n e l a s t i c  in 1974-1981. For the o ther  housing,  c l o t h i n g ,  
medical  care,  and the educat ion and r e c r e a t i o n  s e c to rs ,  the 
compensated own p r i c e  e l a s t i c i t y  was not s i g n i f i c a n t l y  
d i f f e r e n t  from zero in 1966-1973, but  became s i g n i f i c a n t l y  
d i f f e r e n t  from zero and nega t iue in 1974-1981. For the 
educat ion and r e c r e a t i o n  s e c to r ,  the compensated own p r i c e  
e l a s t i c i t y  was not s i g n i f i c a n t l y  d i f f e r e n t  from zero in e i t h e r  
p e r i o d .
Not a l l  the comp lementa r i ty  and s u b s t i t u t a b i l i t y  
r e l a t i o n s  c a r r i e d  ouer from the f i r s t  subsample pe r iod  to the 
second. There were 15 complementa r i t y  and 11 s u b s t i t u t a b i l i t y  
r e l a t i o n s  in 1966-1973 and on ly  9 complementa r i ty  and 9 
s u b s t i t u t a b i l i t y  r e l a t i o n s  in 1974-1981. Only two 
complementa r i ty  r e l a t i o n s  (between the o ther  food and the ren t  
se c to r s ,  and between the ren t  and the c l o t h i n g  s e c t o r s ) ,  and 
one s u b s t i t u t a b i l i t y  r e l a t i o n  (between the ren t  and the 
household durab le  s e c to r s )  c a r r i e d  ouer from the f i r s t  
subsample to the second. Reuersion from complementa r i ty  to 
s u b s t i t u t a b i l i t y  was obserued in seueral  sec to rs  ( the  
uegetable and f r u i t  and the fue l  and l i g h t  s e c to r s ,  the
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educat ion and r e c r e a t i o n  and the t r a n s p o r t a t i o n  and 
communicat ion s e c t o r s ) .
The seasonal dummy c o e f f i c i e n t s  on the twelue commodity 
data set  were constan t  on ly  f o r  the se c to r s  which are 
dependent on c l i m a t i c  c o n d i t i o n s  or the academic ca lendar ;  f o r  
example, the uegetab le and f r u i t ,  o th er  housing,  fu e l  and 
l i g h t ,  c l o t h i n g ,  and the educat ion and r e c r e a t i o n  se c to rs .  
Howeuer, the c e r e a l ,  meat and f i s h ,  o t h e r  food,  r e n t  and the 
medical  care sec to rs  e x i b i t e d  s i g n i f i c a n t  changes in seasonal 
p a t t e r n s .  In the pe r iod  f o r  1966-1973, the cerea l  and meat and 
f i s h  sec to r s  were found to haue a s i g n i f i c a n t  p o s i t i u e  
seasonal e f f e c t  f o r  the f i r s t  q u a r t e r .  On the o ther  hand, in 
1974-1981, the cerea l  sec to r  appeared to haue s i g n i f i c a n t  
p o s i t i u e  seasonal e f f e c t  f o r  the f o u r t h  q u a r t e r ,  and the meat 
and f i s h  sec to r  appeared to haue a p o s i t i u e  e f f e c t  in the 
t h i r d  q u a r t e r .  The seasonal e f f e c t s  on r e n t  were 
s i g n i f i c a n t l y  nega t iue  in the f o u r t h  q u a r t e r  and p o s i t i u e  in 
the f i r s t  and second q u a r t e r  f o r  1966-1973, but  they were 
i n s i g n i f i c a n t  in 1974-1981.
Thus, we haue seen th a t  consumers'  responses to changes 
in p r i c e  and t o t a l  expend i tu re  as we l l  as seasonal consumption 
p a t te rn s  in the pe r iod  1966-1973 were d i f f e r e n t  from 
1974-1981. The a n a l y s i s  of  demand p a t t e r n s  in Korea by 
e s t im a t in g  s t a t i c  demand systems wi t h  subsample data obu ious ly  
led to c l e a r  d i f f e r e n c e s  from the p reu ious r e s u l t s  using the 
complete sample. Examined c l o s e l y ,  the parameter  es t imates  
using the whole sample were found to l i e  between the
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corresponding estimates obtained from the f i rs t  and second 
subsamples. Howeuer, by the nature of the estimation 
procedure, the estimates obtained from the whole sample were 
not represented by the arithmetic auerages of the 
corresponding estimates of the two subsamples. The demand 
equations were found to f i t  the subsamples better than the 
whole sample, except in the case of the rent sector in the 
symmetry restricted model for the second subsample.
Our empirical results in this section strongly suggest 
that consumption patterns in Korea haue experienced 
significant structural changes ouer the last two decades.
4.8 Concluding Remarks
In this chapter, we haue analysed demand patterns in 
Korea in the context of stat ic demand theory. We applied three 
stat ic demand systems, the l inear expenditure system, the 
Rotterdam model and the almost ideal demand system, to 
quarterly household expenditure data with uarious 
specifications of the seasonal effects.  The performance of 
these systems was assessed on a pragmatic basis rather than 
using stringent s ta t is t ic a l  methods. Like the other 
comparatiue studies, the Rotterdam model appeared superior to 
the l inear expenditure system, and l i t t l e  difference between 
the Rotterdam model and the almost ideal demand system was 
obserued in terms of goodness of f i t  and randomness of the 
estimated residuals. Howeuer, the Rotterdam model exhibited 
more fauourable results than the almost ideal demand system in
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t e s t i n g  the demand r e s t r i c t i o n s  on the Korean data as we l l  as 
in mode l l i ng  seasonal e f f e c t s .  On the o ther  hand, the 
desea so na l i sa t ion  of q u a r t e r l y  data in the a p p l i c a t i o n  of the 
Rotterdam model appeared unsuccessful  in ach ieu ing the 
c o m p a t i b i l i t y  of  demand theory and sample in fo rm a t io n .
The parameter es t imates  appeared to uary not  on ly  w i t h  
the s p e c i f i c a t i o n  of  the demand system and the seasonal 
e f f e c t s  but  a lso  w i t h  the aggrega t ion leue l  of  the commodity 
groups.  In p a r t i c u l a r ,  the parameter es t imates were found to 
be s e n s i t i u e  to the s p e c i f i c a t i o n  of  dynamic s t r u c t u r e .  
Howeuer, t e s t s  of  the demand r e s t r i c t i o n s  were found to be 
una f fec ted  by the dynamic s p e c i f i c a t i o n  of models as we l l  as 
by the aggrega t ion leue l  chosen.
The r e s u l t s  from Sect ion 4.7 s t r o n g l y  suggest t h a t  
consumption p a t t e rn s  in Korea haue changed s i g n i f i c a n t l y  in 
the l a s t  two decades. The s t r u c t u r a l  s t a b i l i t y  of  the 
est imated s t a t i c  demand systems and the parameter  constancy 
hypothes is  were r e j e c t e d  by the data.  Consequent ly,  s t a t i c  
an a l ys is  r i s k s  igno r ing  s i g n i f i c a n t  dynamic changes in Korean 
consumption c h a r a c t e r i s t i c s . Howeuer, the analyses at tempted 
in Sect ion 4.7 can be uiewed as a p a r t i a l  t rea tment  of  the 
dynamics of change, in the con tex t  of  mode l l i ng  a s t a t i c  
demand system. In the subsequent chap te rs ,  the dynamic 
uers ions  of the Rotterdam model,  embedding the t a s te  change 
hypothes is ,  w i l l  be deueloped and ap p l ie d .
U n fo r t u n a t e l y ,  the re are a l i m i t e d  number of  demand
[Chapter 4] 194
studies in the context of complete demand systems for Korea. 
Only one demand study, to be found in Lluch, Powell and 
Will iams (1977) ,  has been published. In that case, the 
analysis was l im i ted  to the extended l in ea r  expenditure 
system. To the a u t h o r s  knowledge, no demand study on Korea 
has been carr ied out wi th the Rotterdam model or the almost 
ideal demand system. Therefore,  a comparison of our resu l ts ,  
wi th others,  is not possible.
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FOOTNOTES:
1. Rt the outset of this study, we attempted to estimate the 
direct and indirect translog demand systems but excluded them 
because the nonlinear estimation procedure conuerged to 
unacceptable ualues or fai led to achieue conuergence. Failure 
of conuergence on the translog model has been reported 
elsewhere [e .g . ,  McLaren (1982) and Kleumarken (1981)]. Rs 
seen in Section 2 .6.1,  most of the empirical work with the 
translog model has been done with three demand equation 
systems. In our experiments, the three equation system 
achieued conuergence, although the results are not presented 
here.
2. The l inear expenditure system in terms of expenditures was 
estimated, but was later  excluded, because its performance was 
sl ight ly inferior to that of LES-W.
3. Using the Swedish eight commodity data for the period 
1861-1955, Parks (1969) found that the Rotterdam model was 
superior to the indirect addilog model or the l inear  
expenditures system. R similar result was obserued by Theil 
(1975) using a Brit ish four commodity data set for the period 
1900-1938. Applying RDRM to a Brit ish nine commodity data set 
for the period 1900-1970, Deaton (1974) also found that the 
Rotterdam model dominated the direct addilog model, the l inear  
expenditure system, and the additiue uariant of the Rotterdam 
model. Bewley (1982b) compared the performance of the 
Rotterdam model, the almost ideal demand system and the 
generalised addilog model, using an Australian seuen commodity 
data set for the period 1959-60 to 1975-1976. The comparisons 
of Parks (1969), Voshihara (1969), Theil (1975), and Bewley 
(1982b)] were based on auerage information inaccuracy 
measures, while Deaton (1974) used the estimated likelihood 
function. Other comparatiue studies of the empirical 
performance of d if ferent  functional demand systems are 
auailable in Voshihara (1969) and Kleumarken (1981).
4. In econometrics, the notation 'RR(4)'  is usually used for 
the autoregressiue error process giuen as (8.1)  in Chapter 3, 
in which the lower order autoregressiue effects are not
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n e c e s s a r i l y  n u l l .  Howeuer, we adopt the n o t a t i o n  'R R(4 ) '  f o r  
the e r r o r  process in ( 2 . 7 )  f o r  conuenience of  p re s e n ta t io n  in 
t h i s  Chapter .
5. For examples of  the use of f o u r t h  o rder  d i f f e r e n c e s  in 
general  econometr ic  models, see Dauidson e t  al .  (1978) and 
Hendry and Richard (1983, p . 131 — 132).
6. The c l a s s i f i c a t i o n s  of both the aggregated and 
d isaggrega ted commodity groups were changed in 1982, and the 
s e r i e s  s ince then are not c o n s i s t e n t  w i t h  the preu ious s e r i e s ,  
so t h a t  the data a f t e r  1982 are not  inc luded in t h i s  s tudy.
7. The exc lus ion  of  r e n t a l  ualue of  owner-occupied housing 
from expend i tu re  f o l l o w s  from the d e f i n i t i o n  of the housing 
expend i tu re  group,  mod i f ied  in 1982.
8. Deaton (1974) reparamete r i sed  the l i n e a r  expend i tu re  system 
and the d i r e c t  ad d i log  model i n to  the con tex t  of  the Rotterdam 
model,  so th a t  they haue i d e n t i c a l  dependent u a r i a b le s  and 
t h i s  enables the p o s s i b i l i t y  of  a d i r e c t  comparison.
9. The same r e s u l t s  are obta ined from the e s t im a t i o n  of  the 
l i n e a r  expend i tu re  system in ex p en d i tu res ,  a l though they are 
not presented here.
10. Euen though the f u l l  c o e f f i c i e n t  m a t r i x  4 of au togress iue 
e r r o r  process cannot be recouered from the reduced c o e f f i c i e n t  
m a t r i x  4 in the s i n g u l a r  system, Berndt  and Sauin (1975) 
showed th a t  to t e s t  4 = 0 is s u f f i c i e n t  f o r  t e s t i n g  the s e r i a l  
independence of  r e s i d u a l s  [Berndt  and Sauin (1975, p.945)  ] .
11. Rs seen in Sect ion 3.8 ,  4 * 0  does not  n e c e s s a r i l y  imply 
th a t  4 * 0 .
12. In R t t f i e l d  and Browning (1985, p.43 and p .4 5 ) ,  the 
r a t i o n a l  expec t ion hypothes is  is a lso r e j e c t e d  in the use of 
deseasonal ised q u a r t e r l y  data.
13. The ( i , j ) ' t h  term of the S lu tsky  m a t r i x  impl ied by the 
almost ideal  demand system is ob ta ined as C, j = y i j  + p i ß j / / ?  
( p /P Q) + Wj Sj j  + uj jWj, where the n o t a t i o n  in (6 .22)  of  Chapter 
2 is used and the bar r e f e r s  to the sample mean. The sample
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mean PQ is obtained as P0 = <?*/7(£j = 1 ui j //? P j ) - The standard 
error of C;j is taken as that of y 8 j with the assumption that 
the auerage expenditure shares W;'s are fixed, and p}pj * 0 
[Deaton and Muellbauer (1980a, p.84) ] .
14. Negatiue semi-definiteness of the Slutsky matrix is 
usually checked with the necessary condition that diagonal 
terms of the matrix are equal to or less than zero. The 
fulf i lment of this necessary condition does not guarantee the 
negatiue semi-definiteness of the matrix. Howeuer, uiolation 
of this necessary condition affirms that the Slutsky matrix is 
not negatiue semi-definite, but can be indefinite or positiue 
semi-definite. The condition that the eigenualues of the 
Slutsky matrix are equal to or less than zero is also the 
necessary condition for negatiue semi-definiteness. Therefore, 
the same reasoning can be applied to the use of significance 
test of eigenualues of the Slutsky matrix for testing the 
negatiue semi-definiteness of the matrix [e .g . ,  Bohm, et o l . 
(1980) and Bewley (1982b)].
15. The total expenditure e las t ic i ty  is the marginal budget 
share diuided by the expenditure share, by def init ion.
Howeuer, the auerage expenditure share ouer the sample period 
is used here.
16. Since the number of explanatory uariables in each equation 
is seuenteen including the seasonal dummy uaraibles, the 
bounds for the Durbin-Watson s ta t is t ics ,  DW, are giuen as dt = 
1.016 and du = 2.276 with 65 obseruations. Howeuer, since the 
bounds for the DW4 s ta t is t ic  are not auailable for the case 
when k "  -  13, we approximate the bounds d4t = 1.429 and d4u = 
1.776 for k "  = 5 with 64 obseruations, where k ' ' is the 
number of explanatory uariables excluding the seasonal dummy 
uariables.
17. Byron and Terrel l  (1982) used the Wald type of Chow test 
for parameter constancy of the Rotterdam model applied to 
monthly Japanese data, and Anderson and Blundell (1984) used 
the Chow type prediction test for the structural s tab i l i ty  of
a dynamic uersion of the almost ideal demand system applied to 
quarterly U.K. data.
18. The null hypothesis for the Chow's prediction test can be
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wr i tten as
H 0 : { p , = ß 2 ) fl {2, = Z2) fl {ip = 0},
inhere p is a uector of structural parameters, Z the error 
co u a ri a n c e  matrix, and ip is an m T 2 x 1 uector of dummy 
uariable co e f fi c i e n t s  introduced into all m equations in the 
second sub-sa m p l e  [see the null hypothesis H } 8 (1 H| in 
finderson and Mizon (1983, p .10 and Table 2)].
19. The LR test statistic for the Chow type prediction test 
and the parameter c onstancy test can be written as
LR = T 0 in (\Z0\/\Z0\),
and the Wald and LM s tatistics can be giuen as
H = T 0 E (T o / T ,) tr(£ , ' % )  -*■]
and
LM = To[m - ( T 0/ T ,) tr (20" 1^.)].
inhere £, = 0,'0,/T, and 2 0 = 0 o '0o/ T o are the estimates of 
error c ouariance matrix from subsample 1 and the whole sample, 
respectiuely, Z0 is giuen as Z0 = ( T ,/ T 0 ) S t, Oj, i=1,0, refers 
to the residual matrix, and m is the number of equations in 
the system [see equations (4) - (5) in Rnderson and Mizon 
(1983)]. The Wald and LM s tatistics can be expressed in the 
usual forms
M = T 0 f r Z 0- 1( S 0 - Z0)
and
LM = T 0 trZ0 - 1(20 - £ 0 )
r e s e p e c t i u e l y . The three test statistics are a s y m ptotically 
d istributed under the null h ypothesis as * 2 with degrees of 
freedom m T 2 .
20. See the null h ypothesis H in Rnderson and Mizon (1983, 
p.9).
21. In this case, Wales' (1984) correction factor 
T o / [ T 0~ k - ^((m-1) - s/(m-1) +1)] [see Rnderson (1958, 
p .208)] cannot be applied as the number of r estrictions
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s = mT2 is too l a r ge .  Consequent l y,  the c a l c u l a t e d  c o r r e c t i o n  
f a c t o r  appears to be l ess than 1.
22. Rl though the est imated compensated own p r i c e  e l a s t i c i t y  of  
c l o t h i n g  is g r ea t e r  than one, i t s  t - r a t i o  i s i n s i g n i f i c a n t ,  so 
t ha t  the est imated e l a s t i c i t y  is not  s i g n i f i c a n t l y  d i f f e r e n t  
f rom zero.
23. See Footnote 22.
TAUES Di CHAPTER 4
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Table 4.1
Commodity Sectors and Aggregation
5 Commodity Sectors 12 Commodity Sectors 22 Commodity Sectors
1. Food and 1. Cereals <204.5) 1. Cereals <204.5)
Beverages <458.0) 2. Meat, D airy  Food and 
Fish <80.4)
2. Meat and Fish <65.4)
3. Mi Ik and Egg <15.0)
3. Vegetable and 4. F ru i ts  and
F r u i t  <72 .4) Vegetables <72.4)
4. Other Foods <100.7) 5. Condiments <40.6)
6. Processed Foods <16.3)
7. Beverages and 
Confectionery <22.4)
8. A lcoholic  Drinks <9 .3 )
9. Meals Outside <21.1)
2. Housing <110.1) 5. Rent Paid <49.3) 10. Rent Paid <49.3)
6. Other Housing <60 .8 ) 11. Other Housing <60.8)
3. Fuel and L ight <56.0) 7. Fuel and L ight <56 .0 ) 12. Fuel <41.0)
13. L ig h t and Other 
Fuel <15 .0 )
4. C lothing <92.5) 8. C lothing <92.5) 14. Clothes <54.2)
15. Other Clothing <38.3)
5. Miscellaneous <283.4) 9. Medical Care <49 .0 ) 16. Medical Care <49.0)
10. Education and 17. Education and
Recreations <99.0) S ta t io n ery  <78.4)  
18. Reading and
Recreations <20.6)
11. Transportation & 19. Transportation &
Communication <53 .3 ) Communication <53.3)
12. Mi seellaneous <82 .1 ) 20. Personal Care <28.2)
21. C ig a re tte  <52.6)
22. Mi see 11aneous <1.3)
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Table 4 .2
Average Expenditure Shares <by Season)
5 Aggregated Commodity Sectors
Quarter 1 2 3 4 5 Average Temperature
1 42.6 8 .0 7. 1 11.3 31.0 - 0 .6
2 44.9 9 .8 5 .7 10.8 28.8 16. 1
3 46.7 8 .8 5 .8 9 .5 29.2 21.7
4 48.2 7 .8 7 .3 11.1 25.5 5 .9
12 Disaggregated Commodity Sectors
Quarter 1 2 3 4 5 6 7 3 9 10 11 12
1 18.5 9 .4 5 .8 8 .9 2 .4 5 .6 7. 1 11.3 5. 1 11.1 5 .2 9 .6
2 18. 1 9 .0 7 .3 10.4 2 .6 7 .3 5 .7 10.8 5 .4 8 .4 5 .3 9 .7
3 17.1 9 .7 3 .6 11.2 2 .5 6 .4 5 .3 9 .5 5 .4 9 .6 5 .5 8 .8
4 18.3 9 .6 9. 1 11.3 2 .3 5 .5 7 .3 11.1 4 .8 6 .7 5 .0 9 .0
Note: Average temperature is taken from ‘Hankook Tong-key Von-bo'(Korean  
S t a t is t ic a l  Vear Book], 1981, Seoul, Korea.
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Table 4 .3
flnnuaI Expenditure Shares < in $ )  
5 Aggregated Commodity Sectors
Vear 1 2 3 4 5
65 63.6 3 .7 6 .5 7 .2 19.1
66 56.9 3 .8 7 .3 9. 1 23.0
67 51.2 5.4 6 .8 11.9 24.7
68 48.3 5 .7 5 .9 12.3 27.8
69 46.9 6 .7 5 .8 12.3 28.3
70 46.7 5 .9 6 .4 11.6 29.5
71 47.6 5 .7 6 .3 10.9 29.4
72 47.8 5 .5 5 .9 9 .9 30.9
73 48.2 5 .8 5 .7 10.6 29.7
74 49.8 6 .2 6 .4 9 .7 23.0
75 48.8 7 .6 6 .0 9 . 8 27.8
76 48.2 8. 1 5 .4 10.0 28.3
77 48.1 9. 1 5 .8 10.7 26.3
73 45.9 10.6 5 .7 11.4 26.5
79 42 .8 10.7 5 .8 12.0 28.7
80 43.2 9 .4 7 .3 10.9 29.2
81 43.2 9 .0 8 .0 9 .7 30.2
w 45.7 8 .6 6 .5 10.7 28.5
IJL) - 2 . 3 9 5.71 1.30 1.90 2.90
P 95.0 98.3 104. 1 100. 1 96.9
12 Disaggregated Commodity Sectors
Vear 1 2 3 4 5 6 7 8 9 10 11 12
65 38.2 9 .0 8 .6 7 .8 1.4 2 .3 6 .5 7 .2 1.2 6 .5 2 .2 9. 1
66 31.1 9. 1 9 .0 7 .8 1.3 2 .5 7 .3 9. 1 1.5 7 .5 3. 1 10.9
67 23.4 9 .5 9 .9 8.4 1.6 3 .8 6 .8 11.9 2 .0 8 .0 3 .6 11.1
68 21 .6 10.4 9 .2 7. 1 1.6 4 .0 5 .9 12.3 3 .3 10.2 4 .2 10. 1
69 21.1 10.0 7 .7 8 .0 1.6 5. 1 5 .8 12.3 3 .4 9 .3 4 .9 10.6
70 20.0 9 .6 8 .7 8 .3 1.7 4 .2 6.4 11.6 3 .5 9 .7 5 .5 10.7
71 20.5 10.0 8 .0 9. 1 1.8 3 .8 6 .3 10.9 3 .0 10.2 5 .0 11.2
72 23.5 9.0 6 .7 8 .6 1.7 3 .3 5 .9 9 .9 3. 1 11.6 5 .3 10.9
73 21.6 9 .7 7 .8 9. 1 1.9 3 .9 5 .7 10.6 3. 1 11.8 4 .9 9.9
74 22.6 8 .7 7 .9 10.5 2 .2 3 .9 6.4 9 .7 3 .0 9 .7 5 .0 10.3
75 22.6 8 .2 7 .5 10.5 1.8 5 .9 6 .0 9 .8 4.4 9 .2 4 .6 9 .6
76 21 .9 8 .7 7 .0 10.5 2. 1 6 .0 5 .4 10.0 4 .9 9 .3 4.4 9.7
77 20.2 9. 1 8 .2 10.6 2 .4 6 .7 5 .8 10.7 4 .3 8 .8 5. 1 7.7
78 16.6 9 .9 7 .8 11.6 2.4 8. 1 5 .7 11.4 5. 1 8. 1 5 .0 8.2
79 14.7 9 .8 7 .4 11.0 2 .9 7 .8 5 .8 12.0 6 .0 8 .8 5 .3 8 .6
80 14.7 9 .6 7 .9 11.1 3 .0 6 .4 7 .3 10.9 6 .3 3. 1 5 .8 9.0
81 14.8 9 .5 7 .8 11.1 2 .8 6 .2 8 .0 9 .7 6 .7 8.3 6 .0 9.2
m - 5 . 8 .39 - .6 1 2 .2 4 .3 6 .4 1.3 1.9 11.1 1.5 6 .3 . 10
w 18.0 9.4 7 .6 10.4 2 .5 6 .2 6 .5 10.7 5 .2 9 .0 5 .3 9.3
Mote : w =
UJ =
P =
the geometric mean of  annual change ra tes  of  expenditure share,  
the average of  expenditure shares over the sample per iod,  
the average of  p r ice  indices over the sample per iod.
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Table 4.4 
LES-W Mode 1a
1 2 3 4 5
ßi .31853 . 14741 .06064 .13287 .34055
<.0235) <.0080) <.0061) <.0063) <.0176)
>i 152.529 -17.885 10. 160 5.759 17.988
<22.427) <4.950) <3.576) <4.737) <15.537)
a Estimated total subsistence expenditure at average price level is 49665.8 Won
Table 4.5 
LES-W-SD Mode 1a
1 2 3 4 5
ßi .33731 .13829 .06618 .13779 .32043
<.0136) <.0054) <.0049) <.0054) <.0125)
Vi 167.947 -22.556 10.277 3.055 4.583
<14.381) <2.664) <2.681) <3.216) <9.855)
Dl -6.8579 .9650 .2801 .3973 5.2155
<6621) <.3284) <.2733) <.3341) <.7603)
Ü2 -6.1394 2.8597 -1.0342 .2609 4.0530
<.6687) <.3303) <.2762) <.3355) <.7656)
03 -4.2872 1.8134 -1.3497 -.8078 4.6313
<.6579) <.3273) <.2731) <.3327) <.7573 )
a Estimated total subsistence expenditure at average price level is 50220.3 Won.
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T ab le  4 .6  
RDflM Model
T ab le  4 .6 .1  U n r e s t r i c t e d  RDfiM Model
cfftiF  i d fn F ? d ttiF 3 d t n F j d W 5 dPf
1 - .2 4 0 8 6
( .1 2 1 3 )
- .4 2 0 0 1
< .2632)
.26895
< .0970)
.07773
< .2618)
.15417 
< .1935)
.76793 
< .0586)
2 - .0 5 8 3 9
< .0453)
- .  10698 
<.0984 )
.00823
< .0363)
.07233
< .0979)
.13925 
< .0723)
- .0 1 0 9 7  
< .0219)
3 .13232 
< .0392)
- .0 6 1 8 3
< .0850)
- .0 2 5 2 9
< .0313)
.07746
< .0846)
- .1 5 0 0 6  
< .0625)
.11784 
< .0189)
4 .05049
< .0450)
- .0 3 9 3 0
< .0977)
- .0 2 1 0 8
< .0360)
- .0 4 0 2 8
< .0972)
.02588
< .0718)
.14594 
< .0218)
5 .11644 
< .1090)
.62812
< .2365)
- .2 3 0 8 1
< .0871)
- .1 8 7 2 4  
< .2352)
- .  16924 
< .1739)
- .0 2 0 7 4
< .0527)
T ab le  4. 6 .2  Homogeneity R e s t r i c t e d  RDflM Model
d / n F f d /t iP 2 d fn F 3 dfr>F4 d t n P s d t l
1 - .2 6 1 4 4
< .1219)
- .2 8 8 1 4
< .2464)
.21665
< .0896)
. 16891 
< .2558)
. 16402 
< .1960)
.74796
<.0574)
2 - .0 5 1 3 9
< .0455)
- .1 5 1 8 3  
< .0919)
.02601
< .0334)
.04132
< .0954)
.13589 
< .0731)
- .0 0 4 1 8
< .0214)
3 .12880 
< .0390)
- .0 3 9 2 5
< .0788)
- .0 3 4 2 5
< .0286)
.09307
< .0818)
- .1 4 8 3 7  
< .0627)
.11443 
< .0184)
4 .0473? 
< 0 4 4 7 )
- .0 1 9 2 9
< .0904)
- .0 2 9 0 1
< .0329)
- .0 2 6 4 4  
<.0939 )
.02738
< .0719)
.14291 
< .0211)
5 .13667 
< .1098)
.49851
< .2220)
- .1 7 9 4 0  
< .0807)
- .2 7 6 8 5
< .2304)
- .  17892 
< .1766)
- .0 0 1 1 2
< .0517)
T ab le  4 .6 .3  Homogeneity and Symmetry R e s t r i c t e d  RDflM Model
d fr)P  f d fn P 2 d/rtF 3 d f / i F f d / f j F j d t l
1 - .2 9 4 3 6
< .1175)
- .0 6 4 6 9
< .0440)
. 14740 
< .0350)
.06075
< .0423)
. 15090 
< .1081)
.73152
< .0539)
2 - .0 6 4 6 9
< .0440)
- .1 7 0 3 3  
< .0721)
.02430
< .0308)
.05350
< .0567)
.15722 
< .0635)
- .0 0 4 6 8
<.0212)
3 . 14740 
< .0350)
.02430 
< .0308)
- .0 1 6 6 7
< .0262)
- .0 0 3 7 1
< .0267)
- .1 5 1 3 1  
< .0441)
.11953 
< .0177)
4 .06075
< .0423)
.05350
< .0567)
- .0 0 3 7 1
< .0267)
- .1 1 8 3 2
< .0700)
.00779
< .0653)
. 14660 
< .0208)
5 . 15090 
< .1081)
.15722 
< 0 6 3 5 )
- .1 5 1 3 1  
< .0441)
.00779
< .0653)
- .  16461 
< .1438)
.00702
< .0494)
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T ab le  4 .7  
RDRM-D4 Model
T ab le  4 .7 .1  U n r e s t r i c t e d  RDRM-D4 Model
d / f l P f d fn P 2 d /n P 2 d / n P 4 d In P 5 d f f
1 - .2 1 6 5 8
< .0342)
- .  16521 
< .0733)
.05157
< .0317)
. 15550 
< .0615)
. 12545 
<.0564 )
.38483
< .0248)
2 .06406
< .0191)
- .2 6 9 2 4
< .0410)
.03693
< .0177)
.07740
< .0 3 4 3 )
.04463
< .0315)
. 17480 
< .0139)
3 .03285
< .0113)
.10538 
< .0243)
- .0 2 1 8 2
< .0105)
- .0 2 8 8 4  
<.0203 )
- .0 5 5 1 1
<.0187)
.01088
< .0082)
4 .03524
< .0157)
.08745
< .0338)
.00257
< .0146)
- .1 1 2 6 3
< .0 2 8 3 )
- .0 2 4 1 3
<.0260)
.16851 
< .0114)
5 .08444
< .0299)
.24162
< .0643)
- .0 6 9 2 4
< .0278)
- .0 9 1 4 3
< .0 5 3 9 )
- .0 9 0 8 3
< .0494)
.26098
< .0218)
T ab le  4. 7 .2  Homogeneity R e s t r i c t e d  RDRM-D4 Model
d f t i P f d /n P 2 d /t jF s d f n P 4 d fn P 5 d f l
1 - .2 1 6 6 5
< 0 3 5 6 )
- .0 7 1 9 1  
<.0636 )
.01854
< .0295)
. 16631 
< .0 6 3 8 )
.10371 
< .0579)
.35062
< 0 2 0 7 )
2 .06400
< .0212)
- .  18173 
< .0380)
.00595
< .0176)
.08754
< .0 3 8 1 )
.02424 
< .0346)
. 14271 
< .0124)
3 .03289
< .0131)
.04395
< .0233)
- .0 0 0 0 8
< .0108)
- .0 3 5 9 6
< .0234)
- .0 4 0 8 0
< 0 2 1 2 )
.03341
< .0076)
4 .03522
< 0 1 5 9 )
.10923 
<.0284 )
- .0 0 5 1 4
< .0132)
- .1 1 0 1 0
< .0285)
- .0 2 9 2 0
< .0259)
.16052 
< .0093)
5 .08454 
< .0335)
.10046 
< 0 5 9 9 )
- .0 1 9 2 7
< .0277)
- .1 0 7 7 8  
< .0 6 0 0 )
- .0 5 7 9 4
< .0545)
.31274
< .0195)
Tab le  4 .7 .3  Homogeneity and Symmetry R e s t r i c t e d  RDRM-D4 Mode I
d / /} P f d / / jP 2 d / /7 f2 dfnP4 d / / j P j d d
1 - .  19946 
< .0334)
.05541
< 0 1 8 8 )
.02909
< .0118)
.03749
< .0145)
.07746
< .0330)
.33198
< .0192)
2 .05541 
< .0188)
- .  19606 
< 0 2 9 7 )
.01469
< .0130)
.09713
< .0218)
.02883 
< .0288)
. 14325 
< 0 1 1 8 )
3 .02909
< .0118)
.01469
< .0130)
- .0 0 3 3 2
< .0107)
- .0 0 8 7 4
< .0108)
- .0 3 1 7 1
< .0162)
.03794
< .0071)
4 .03749
< .0145)
.09713
< 0 2 1 8 )
- .0 0 8 7 4
< .0108)
- .0 9 5 8 3
< .0247)
- .0 3 0 0 5
< .0225)
.16273 
< .0088)
5 .07746
< .0330)
.02883 
< 0 2 8 8 )
- .0 3 1 7 1
< 0 1 6 2 )
- .0 3 0 0 5
< .0225)
- .0 4 4 5 4  
< .0499)
.32410
< .0180)
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Table 4 .3  
RDflM-SD Model
Table 4 .8 .1  U nres tr ic ted  RDftM-SD Model
dtnP f dftiP? dfnP$ d/tiP4 ä/nP5 dtl
1 - .09452
( .0 8 1 4 )
- .20416
<.1627)
. 11252 
<.0588)
.34105
<.1600)
. 14613 
<.1172)
.49910
<.0590)
2 .02781 
<.0352 )
- .17194  
<.0705)
.04465
<.0255)
.00394
<.0693)
.01142
<.0507)
.10524 
<.0256 )
3 .06782
<.0246)
.06581
<.0492)
-.04891
<.0178)
.05808 
<.0484)
- .08348
<.0354)
.03676
< .0178)
4 .02974
<.0405)
.03791
<.0811)
- .01832
<.0293)
- .15473  
<.0797)
- .01839
< .0584)
.13242 
<.0294)
5 -.03085  
<.0690)
.27238
<.1380)
- .08994
<.0499)
- .24833  
<.1357)
- .05568
< .0994)
.22647
< .0501)
Dl D2 d4
1 -.07126
<.0075)
- .00160
<.0063)
.00395
<.0065)
.01469
<.0085)
■ . ..............
2 .00733
<.0033)
.02020
<.0030)
- .00598
<.0028)
- .01150
<.0037)
3 .00002
<.0023)
- .01476
<.0021)
-.00504
<.0020)
.01384
<.0026)
4 .00884 
< 0 0 3 7 )
.00403
<.0034)
- .00786
<.0032)
.01171
<.0042)
5 .05457
< 0 0 6 4 )
- .00786
<.0058)
.01492
<.0055)
- .02874
<.0072)
Table 4 .8 .2  Homogeneity R estr ic ted  RDflM-SD Model
d fn F f dt/jP2 dftiP3 dfnP4 dfnP5 dtl
1 - .  13441 
<.0819)
- .34225
<.1543)
. 15150 
<.0578)
.21264
<.1532)
. 11252 
<.1201)
.50141
<.0611)
2 .03896
<.0348)
- .13335  
<.0655)
.03376
<.0245)
.03982
<.0651)
.02081
<.0510)
.10460 
<.0259)
3 .05996
<.0243)
.03860 
<.0457)
- .04123
<.0171)
.03277 
<.0454 )
- .09010
< .0356)
.03721 
<.0181)
4 .04615
<.0404)
.09470
<.0761)
- .03436
<.0285)
- .  10192 
<.0755)
- .00457
< .0592)
.13147 
<.0301)
5 -.01066
<.0680)
.34230 
<.1280)
- .10968  
<.0480)
- .  18331 
<.1272)
- .03866
<.0997)
.22530
<.0507)
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Table 4 .8 .2  (continued)
Dl d2 03 d4
1 -.06063
(.0058 )
.00347
(.0050 )
.01199 
(.0054 )
.02296 
(.0 07 8 )
2 .00486
(.0025 )
.01738
(.0021 )
-.00823
(.0023 )
-.01381
(.0033 )
3 .00212
(.0017 )
-.01278
(.0015 )
-.00345
(.0016 )
.01547
(.0023 )
4 .00447
(.0 02 9 )
-.00011
(.0025 )
-.01116
(.0027 )
.00831
(.0038 )
5 .04919
(.0 04 8 )
-.01296
(.0042 )
.01085
(.0045 )
-.03293
(.0064 )
Table 4 .8 .3  Homogeneity and Symmetry Restricted RDfltl-SD Model
d in F f dIrtP-2 dhiP3 d h iF j dfnP5 dtl
1 - .  16866 
<0314 )
.02724
(.0341 )
.07128
(.0224 )
.05841
(.0384 )
.01174
(.0678 )
.44932
(.0584 )
2 .02724 
(.0341 )
- .  18719 
(.0 59 5 )
.04381
(.0211 )
.06286
(.0504 )
.05328 
(.0442 )
.10850 
(.0257 )
3 .07128
(.0224 )
.04381
(.0 21 1 )
-.03330
(.0166 )
-.00618
(.0231 )
-.07561
(.0267 )
.04396
(.0176 )
4 .05841
(.0384 )
.06286
(.0504 )
-.00618
(.0231 )
-.10362  
(.0666 )
-.01147
(.0515 )
.14380 
(.0292 )
5 .01174
(.0678 )
.05328
(.0442 )
-.07561
(.0267 )
-.01147
(.0515 )
.02205
(.0852 )
.25442
(.0484 )
Dl d2 °3 d4
1 -.06037 .01071 .01252 .02940
(.0061 ) (.0052 ) (.0055 ) (.0076 )
2 .00495 .01681 -.00795 -.01434
(.0025 ) (.0021 ) (.0023 ) (.0033 )
3 .00200 -.01289 -.00386 .01496
(.0017 ) (.0015 ) (.0016 ) (.0023 )
4 .00465 -.00043 -.01171 .00690
(.0029 ) (.0025 ) (.0027 ) (.0037 )
5 .04877 -.01421 .01101 -.03692
(.0050 ) (.0043 ) (.0046 ) (.0063 )
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Table 4 .9  
RDRM-RR(4) Model
Table 4 .9 .1  Unrestricted RDRM-RR(4) Model
d /fiF f d/nP2 d/nP2 d/t}P4 d/nP5 dTf
1 -.21762
(.0639)
-.07272
(.1332)
.09946
(.0513)
.07467 
( .1427)
.25436
(.0767)
.51449
(.0471 )
2 .01234
(.0380)
-.25312
(.0858)
.05718
(.0320)
-.03166
(.0854)
.11207 
(.0523)
.04770
(.0268 )
3 .06198
(.0229)
.07478
(.0486)
-.04016
(.0186)
.10852 
( .0511)
-.13880  
(.0285)
.06244
(.0165 )
4 .03017
(.0312)
.05574 
( .0687)
-.02243
(.0258)
-.06344
(.0684 )
-.03975
(.0424)
.12092 
( .0216)
5 .11313
(.0578)
.19532 
(.1205)
-.09405  
( .0464)
-.08809  
( .1296)
-.18787  
( .0690)
.25445
(.0428)
RR<4) Coeffic ient Estimates when the f i f t h  equation is deleted
u K - 4 ) u2 ( -4 )• u3 ( -4 )
u4 ( - 4 )
1 .89590
(.0746)
.34852 
( .2449)
.34878 
( .3028)
-.40152
(.2175)
2 -.04309
(.0442)
.20572 
(.1277 )
-.59930  
( .1606)
.22594 
( .1125)
3 .02725
(.0269)
.07939
(.0876)
.82990
(.1078)
.13275 
( .0777)
4 .03920
(.0366)
.21487 
( .1122)
.46102
(.1392 )
.55875
(.0988)
RR(4) Coef f ic ie n t Estimates when the F irs t  Equation is Deleted
u2 ( -4 ) u3 ( -4 ) u4( - 4 ) u5 ( -4 )
2 .24879 
( .1222)
-.55623
(.1518)
.26904
(.1141 )
.04309
(.0442)
3 .05214
(.0826)
.80266
(.1043)
. 10549 
( .0784)
-.02725
(.0269)
4 .17568 
( .1066)
.42183
(.1332)
.51955 
( .0999)
-.03920  
( .0366)
5 .07078 
( .2087 )
- .  12113 
( .2649)
.40334 
( .1985)
.91926
(.0672)
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Table 4 .9 .2  Homogene i ty Res t r ie  ted RDflM-RR < 4 ) (lode I
dftrFf dft7F2 d/f}Fs d friF j d//7Fs dd
1 -.2303? -.11995 . 11613 -.00786 .24204 .52177
(.0627 ) <.1245) <.0502) <.1270) < -  )a < 0 47 8 )
2 .01817 -.20911 .04027 .0292? . 12141 .03798
(.0389 ) <.0792) <.0299) <.0813) <.0536) <.026?)
3 .05949 .04965 -.03021 .06689 - .  14582 .06806
<.0234) <.0465) <.0184) <.0474) <.0297) <.0169)
4 .02589 .07241 -.03120 -.03329 -.03380 .11319
< 0 31 5 ) <.0631) <.0240) <.0638) <.0431) <.0213)
5 . 12682 .20700 -.09498 -.05501 -.18383 .25900
< -  )a <.1112) <.0450) <.1137) <.0682) <.0431)
RR<4) C o effic ien t Estimates when the F ifth  Equation is Deleted
u 1<-4) u2<-4 ) u3<-4) u4<-4)
1 .88912 .37276 .29737 -.35503
< 0 75 2 ) <.2515) <.3041) <.2181)
2 -.03399 . 18188 -.54850 . 18169
<.0447) <.1308) <.1615) <.1126)
3 .02118 .09646 .79782 . 16023
<.027?) <.0903) <.1092) <.0779)
4 .04689 . 18723 .48667 .53745
<.0369) <.1131) <.1382) <.0973)
RR<4) C o effic ien t Estimates when the F irs t  Equation is Deleted
u2<-4 ) u3<-4) u4<_4) u5<-4)
2 .21589 -.51451 .21569 .03400
<.1249) <.1534) <.1137) <.0447)
3 .07526 .77663 .13905 -.02118
<.0861) <.1053) <.0792) <.0277)
4 .14035 .43979 .49055 -.04689
<.1079) <.1323) <.0985) <.0369)
5 .08489 - .  11012 .39884 .92320
<.2151) <.2637) <.1991) <.0673)
a Standard e rro r cannot be obtained in the case when the f i r s t  or f i f t h  equation 
is deleted in the estimation of a reduced system.
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Table 4 .9 .3  Homogeneity  and Symme try  Res t r ic  ted RDRM-flR < 4 ) Mode I
dfriF  f dfnF'2 d/tiFg d fn F j d trF 5 dtf
1 -.24270 -.00687 .07698 .01827 . 15431 .49717
(.0625) <.0375) <.0217) <.0303) < -  )a <.0420)
2 -.00637 -.24943 .06260 .05568 . 13802 .03154
<.0375) <.0668) <.0247) <.0501) <.0466) <.0255)
3 .07698 .06260 -.02765 -.00249 - .  10945 .08316
<.0217) <.0247) <.0186) <.0209) <.0246) <.0166)
4 .01327 .05568 -.00249 -.01884 -.05262 .12082
<.0303) <.0501) <.0209) <.0573) <.0396) <.0207)
5 .15431 .13801 -.10945 -.05262 -.13026 .26731
< -  )a <.0466) <.0246) <.0396) <.0639) <.0378)
RR(4) Coeffic ient Estimates when the F i f th  Equation is Deleted
u 1<-4) u2<-4 ) u3<-4 ) u4< -4 )
1 .88577 .41590 .46290 -.44695
<.0755) <.2546) <.3021) <.2144)
2 -.03451 . 14146 -.53940 .15743
<.0446) <.1328) <.1623) <.1125)
3 .02052 .12192 .75847 .18963
<.0284) <.0919) <.1098) <.0777)
4 .04340 .17776 .45850 .56210
<.0366) <.1152) <. 1389) <.0974)
RR<4) Coeffic ient Estimates when the F irs t  Equation is Deleted
u2<-4) u3<-4) u4<-4) u5<-4)
2 .17598 -.50488 .19193 .03451
<.1264) <.1545 ) <.1128) < 0446 )
3 . 10139 .73794 . 16911 -.02052
<.0874) <.1053) <.0784) <.0284 )
4 .13436 .41510 .51870 -.04340
<.1097) <.1331) <.0979) <.0366)
5 .05814 -.22529 .45298 .91518
<.2153) <.2614) <.1921) <.0672)
a See foonote <a) in Table 4 .9 .2 .
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Table 4.10  
RDRM-RR< 1,4) Model
Table 4.10.1 Unrestricted RDfiM-fiR(1,4) Model
d /flF f dfnF? dinF3 d fn F j d /t iF j dtf
1 -.20633
(.0596)
-.04132
<.1274)
.05333
<.0477)
.03150
<.1323)
.20169
<.0767)
.48351
<.0429)
2 .04480
(.0325)
-.27405
<.0692)
.06637
<.0254)
-.00756
<.0677)
.10072 
<.0453)
.08511
<.0225)
3 .05944 
<.0199)
.04611
<.0417)
-.03841
<.0158)
.09462
<.0429)
- .  12313 
<.0264)
.04958
<.0139)
4 .03435
<.0252)
.10711 
<.0537)
-.01253
<.0197)
-.08432
<.0517)
-.05516
<.0348)
. 14334 
<.0177)
5 .06774
(.0511)
.16213 
<.1092)
-.06876
<.0407)
-.03424  
<. 1092)
-.12413  
<.0685)
.23846
<.0363)
RR< 1j,4 ) Coeffic ient Estimates when the F i f th  Equation is Deleted
u 1<-1) u2 < -1 ) u3 < -1) u4< -1 ) u 1<-4) u2<-4) u3<-4) u4<-4)
1 -.28975  
<.1097)
-.43097  
< 2900 )
-.92511
<4061 )
-.21953
<.2856)
.62273
<.1307)
.13764 
<.2720)
.51118
<.3342)
-.53979
<.2531)
2 -.11135
<.0556)
-.42469
<.1443)
-.10512  
<.2053)
-.03211
<.1424)
-.10008  
<.0661)
-.00837
<.1365)
-.78974
<.1709)
.04831
<.1265)
3 .11821
<.0357)
-.07982  
<.0932)
-.14187  
<.1312)
-.03246
<.0913)
.06143
<.0422)
.21068
<.0874)
.67231
<.1076)
. 19611 
<.0802)
4 -.08150
< 0437 )
.21395 
<.1125)
.50197
<.1586)
-.38021
<.1103)
-.00736
<.0517)
.07344
<.1067)
.50022
<.1327)
.38988
<.0988)
RR< 1,4 )  Coeffic ient Estimates when the F irs t  Equation is Deleted
u2< -1 ) u3< -1 ) u4< -1 ) u5< -1 ) u2<-4) u3<-4) u4<-4) u5<-4)
2 -.31332
<.1251)
.00624
<.1880)
.07925
<.1225)
.11134
<.0556)
.09171
<.1276)
-.68966
<.1703)
. 14839 
<.1187)
.10006 
<.0661)
3 - .  19803 
<.0809)
-.26008
<.1191)
- .  15067 
<.0778)
-.11822
<.0357)
. 14925 
<.0821)
.61088
<.1084)
. 13468 
<.0762)
-.06143  
<.0422)
4 .29546
<.0978)
.58347
<.1451)
-.29870
<.0952)
.08149
<.0437)
.08079
<.0995)
.50757
<.1327)
.39723
<.0931)
.00735
<.0517)
5 .35716 
<.2155)
.30579
<.3158)
.29994
<.2087)
-.36439
<.0943)
. 16332 
<.2179)
-.31726
<.2391)
.48221
<.2058)
.57672
<.1119)
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Table 4 .10 .2  Homogeneity Restricted RDRM-RR(1,4) Model
dfnF f dftiP? d//jP31 dftiFj d/nPj dd
1 -.20343 -.04376
(.0603 ) ( .1168)
.05323
(.0451)
-.00022
(.1236)
.19418 .48196
( -  )a (.0427)
2 .03570 -.22238
(.0334) ( .0633)
.04681
(.0235)
.03259
(.0659)
.10727 .07051
(.0469) (.0216)
3 .06089 .02311
(.0203 ) ( .0389)
-.02978
(.0149)
.07105
(.0395)
-.12528 .05440
(.0273) ( .0135)
4 .02715 .12220
(.0252 ) ( .0481)
-.01929
(.0179)
-.07651
(.0493)
-.05355 .13717
(.0351) (.0171)
5 .07969 .12083
( -  )a ( .0993)
-.05097
(.0379)
-.02691
(.1046)
-.12263 .25596
(.0689) (.0358)
RR< 1,4 )  C oeffic ien t Estimates when the F i f th  Equation is Deleted
u 1(-1 ) u2 ( - 1 )  u3 ( - 1 ) u4 ( - 1) u 1 (-4 ) u2 ( -4 )  u3 ( -4 ) u4(_4 )
1 -.30266  
( .1074)
-.47798 -1.02588
(.2916 ) ( .4013 )
-.28306
(.2837)
.59515 
( .  1294)
.14538 .49444
(.2709) (.3249)
-.53694
(.2459)
2 -.09624
(.0558)
-.37593 -.05208
(.1491 ) ( .2085 )
.01515
(.1452)
-.07222
(.0670)
-.00752 -.70347
(.1393) ( .1685)
.05010
(.1265)
3 .11981
(.0354)
-.08653 -.14584
(.0946 ) ( .1317)
-.03024
(.0916)
.05632 
( .0420)
.22657 .64833
(.0879) ( .1055)
.20943
(.0789)
4 -.07689
(.0431)
.22511 .51320
(.1139 ) ( .1584 )
-.36969
(.1104)
.00048 
( .0514)
.06500 .52142
(.1070) ( .1284)
.39040 
(.0976)
RR< 1,4 )  C oeffic ien t Estimates when the F irs t  Equation is Deleted
u2 ( - 1 ) u3 ( - 1 ) u4 ( - 1 ) u5 ( - 1 ) u2 ( -4 ) u3 ( -4 )  u4 ( -4 ) u5 ( -4 )
2 -.27969
(.1301)
.04416 .11139
(.1904 ) ( .1247)
.09624
(.0558)
.06470
(.1305)
-.63125 .12232
(.1703) (.1133)
.07222
(.0670)
3 -.20634  
( .0827)
-.26565 -.15005
(.1190 ) ( .0779 )
-.11981
(.0354)
. 17025 
( .0830)
.59201 .15311
(.1076) (.0749)
-.05632
(.0420)
4 .30200
(.0996 )
.59009 -.29280
(.1447 ) ( .0953)
.07689
(.0431)
.06453 
(.1001)
.52095 .33993
(.1301) ( .0919)
-.00048  
( .0514)
5 .35936
(.2195)
.35463 .31186
(.3131 ) ( .2084 )
-.35598
(.0928)
.15029 
(.2192)
-.38100 .46674
(.2846) ( .2020)
.57972
(.1114)
a See foonote (a )  in Table 4 .9 .2 .
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Table 4 .10 .3  Homogeneity and Symmetry Restricted RDRM-RR<1,4) Model
dffiFf dfrtF-? d/nF$ dfnF4 dhiP5 dtf
1 -.19804  
<.0600 > < .
02231
0326)
.06203
<.0191)
.02431
<.0253)
.08938 .46515
< -  )a <.0384)
2 .02231
(.0326) <.
27447
0504)
.05221
<.0203)
.10443 
<.0379)
.09552 .06795
<.0412) <.0214)
3 .06203
(.0191) <.
05221
0203)
-.02420
<.0150)
-.00107
<.0154)
-.08897 .06257
<.0217) <.0133)
4 .02431
< 0253 ) <.
10443
0379)
-.00107
<.0154)
-.08213
<.0423)
-.04555 .14830
<.0327) <.0165)
5 .08938
< -  )a <.
09552
0412)
-.08898
<.0217)
-.04555
<.0327)
-.05037 .25602
<.0649) <.0337)
RR< 1,4 )  C oeffic ien t Estimates when the F i f th  Equation is Deleted
u 1<-1) ^ < - 1 ) u3< -1 ) u4 < -1) u 1<-4) u2<-4) u3<-4) u4<-4)
1 -.33451
<.1090)
-.41522
< 2919 )
-1.05742
<.4063)
-.26016
<.2808)
.56889
<.1290)
.13578 .65604
<.2712) <.3170)
-.53245
<.2423)
2 -.08628
< 0578 )
-.32980
<.1526)
.03329
<.2164)
.06879 
<. 1465)
-.05721
< 0681 )
-.03232 -.67365
<.1412) <.1686)
.04689
<.1269)
3 .11058 
<.0356)
-.12589  
<.0953)
-.19030  
<.1337 )
-.08213
<.0904)
.04548
<.0420)
.23364 .60955
<.0877) <.1033)
.20325
<.0784)
4 -.06386  
<.0447)
.23719
<.1179)
.51041
<.1660)
-.35385
<.1141)
.00453
<.0531)
.08799 .47765
<.1092) <.1298)
.42425
<.0987)
RR< 1,4 )  C oeffic ien t Estimates when the F irs t  Equation is Deleted
u2< -1 ) u3< -1 ) u4< -1 ) u5< -1 ) u2<-4) u3<-4) u4<-4 ) u5<-4)
2 -.24352
<.1313)
.11957 
<.1955)
.15507 
<.1244)
.08628 
<.0578)
.02490
<.1301)
-.61644 .10411
<.1697) <.1206)
.05721
<.0681)
3 -.23647
<.0826)
-.30089
<.1201)
-.19272  
<.0767)
-.11058
<.0356)
. 18815 
<.0817)
.56407 .15777
<.1045) <.0755)
-.04548
<.0420)
4 .30104
<.1021)
.57426
<.1499)
-.29000
<.0975)
.06386
<.0447)
.08346
<.1011)
.47312 .41971
<.1310) <.0946)
-.00453
<.0531)
5 .25965 
<.2174)
.32993
<.3152)
.25328
<.2045)
-.37406
<.0949)
.13661 
<.2161)
-.50787 .41976
<.2802) <.2011)
.56170
<.1115)
a See foonote <a) in Table 4 .9 .2 .
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Table 4.11 
AIDS Model
Table 4 .11.1  U n re s tr ic te d  AIDS Model
Z/jF? fnF2 fnF3 fnP4 t n P 5 fn f i/F C
1 .04914
(.057? )
-.52468
(.1581 )
.08368
(.0688 )
.23162
(.1059 )
.02199 
( .  1298)
.02819 
(.0434 )
.93703
(.1904 )
2 .02473
(.0270 )
-.09411
(.0741 )
.01803
(.0323 )
.03498
(.0497 )
.00818
(.0 6 0 8 )
.05364
(.0204 )
-.22733
(.0 89 3 )
3 -.01897
(.0206 )
-.00419
(.0565 )
.04636
(.0246 )
.00728
(.0378 )
-.02530 
(.0464 )
-.01586
(.0155 )
. 13851 
(.0 63 0 )
4 -.02318
(.0191 )
.05962
(.0524 )
-.01890
(.0223 )
-.01139
(.0351 )
-.01534
(.0 4 3 0 )
.07026
(.0144 )
-.30603
(.0631 )
5 -.03173
(.0432 )
.56335
(.1185 )
-.12917 
(.0516 )
-.26248
(.0794 )
.01046
(.0 9 7 3 )
-.13624 
(.0325 )
.45787 
(.1427 )
Table 4 .11 .2  Homogeneity R e s tr ic te d  AIDS Model
ffiF f inF2 fnFs i/iF4 fn p /F C
1 .00971
(.0 62 9 )
-.09488
(.1238 )
-.08229
(.0594 )
.28028
(.1 16 7 )
-.11282
(.1 3 8 6 )
-.09675
(.0319 )
1.09083
(.2065 )
2 .02240
(.0 26 6 )
-.06867
(.0524 )
.00821
(.0251 )
.03736
(.0494 )
.00020
(.0 5 8 7 )
.04625
(.0135 )
-.21822
(.0874 )
3 -.01749
(.0203 )
-.02030
(.0399 )
.05258
(.0191 )
.00545
(.0376 )
-.02025 
(.0 4 4 7 )
-.01118
(.0103 )
.13275 
(.0666 )
4 -.02580
(.0189 )
.08817
(.0371 )
-.02992
(.0178 )
-.00816
(.0350 )
-.02429
(.0 4 1 6 )
.06197
(.0096 )
-.29587
(.0 62 0 )
5 .01117
(.0518 )
.09568
(.1019 )
.05143
(.0 48 9 )
-.31543
(.0 96 1 )
. 15715 
(.1 1 4 1 )
-.00029
(.0263 )
.29051
(.1 70 1 )
Table 4 .11 .3  Homogeneity and Symmetry R e s tr ic te d  AIDS Model
fnP f inF2 * f * 3 fnP4 tnP$r in  f i /F C
1 .00499 
(.0348 )
.02645 
(.0 18 9 )
-.01394
(.0126 )
-.01199
(.0131 )
-.00551
(.0 3 6 0 )
- .  10188 
(.0290 )
1. 12624 
(.1 88 5 )
2 .02645
(.0189 )
-.08774
(.0 27 4 )
-.00401
(.0148 )
.09897
(.0185 )
-.03367
(.0 35 8 )
.04665
(.0 12 7 )
-.22141
(.0821 )
3 -.01394
(.0126 )
-.00401 
(.0148 )
.06243
(.0 13 0 )
-.02760
(.0111 )
-.01688
(.0 2 0 4 )
-.01417
(.0097 )
. 15242 
(.0628 )
4 -.01199
(.0131 )
.09897
(.0 18 5 )
-.02760
(.0111 )
.00685
(.0201 )
-.06623
(.0 26 7 )
.05713 
(.0087 )
-.26507
(.0566 )
5 -.00551
(.0360 )
-.03367
(.0358 )
-.01688
(.0204 )
-.06623
(.0 26 7 )
.12230 
(.0 6 5 9 )
.01222
(.0 24 7 )
.20782
(.1601 )
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Table 4.12 
ft IDS-SD Model
Table 4 .12 .1  U n re s tr ic te d fl 1DS-SD Model
/n F r fnF? *nf>3 fnF4 fnF5 fn f i /F C
1 .08063
(.0322 )
-.31198
<.0912)
.03752
<.0383)
.22691
<.0591)
-.10207 
<.0733)
- .  10734 
<.0279)
1.52562
<.1214)
2 .02454 
<.0138)
- . 204?9 
<.0390)
.02364
<.0164)
.06495
<.0253)
.04485
<.0313)
.12772 
<.0119)
-.54045
<.0519)
3 -.01909 
<.0112)
.07341
<.0318)
.04842
<.0134)
-.02377
< 0 20 6 )
-.05020
<.0256)
-.05923
<.0097)
.31626 
< .0423 )
4 -.02259
(.0154 )
.05389 
<.0437)
-.01217
<.0183)
-.02082
<.0283)
-.01401
<.0351)
.08500 
<.0134)
-.37491
<.0531)
5 -.06350
(.0290 )
.38946
<.0820)
-.09741
<.0344)
-.24727
<.0531)
. 12144 
<.0659)
-.04614
<.0251)
.07348
<.1091)
"
D1 °2 d3
1 -.06428
<.0056)
-.05475
<.0059)
-.03635
<.0058)
2 .01159
(.0024 )
.03284 
<.0025)
.02256 
< .0025)
3 -.00043 
< 0 02 0 )
-.01634
< 0 02 1 )
-.01868
<.0020)
4 .00898
< 0 02 ? )
.01030
< 0 02 8 )
-.00220
<.0028)
5 .04415
<.0050)
.02796
<.0053)
.03466
<.0052)
Table 4 .12 .2  Homogeneity R e s tr ic te d  fl 1DS-SD Mode 1
f/iF f ffTF2 fnP4 fnF5 fn f i /F C
1 .06590
<.0344)
-.09600
<.0671)
-.03783
<.0328)
.24237
<.0635)
-.17445
<.0753)
-.17815 
<.0187)
1.6612?
<.1229)
2 .01455
<.0162)
-.05825
<.0316)
- .02748 
<.0155)
.07543
<.0299)
-.00426
<.0355)
.07967 
< .0083 )
- .44841 
<.0579)
3 -.01295
<.0124)
-.01666
<.0241)
.07984
<.0118)
-.03022
<.0228)
-.02002
<.0271)
-.02970
<.0067)
.25969
<.0442)
4 -.02594
<.0156)
.10302 
<.0303)
-.02931
<0148 )
-.01730
<.0287)
-.03048
<.0340)
.06889 
<.0035)
-.34406
<.0555)
5 - .0415? 
<0345 )
.06788
<.0674)
.01478 
< .0329 )
-.27028
<.0638)
.22919
<.0756)
.05929
<.0188)
-.12849 
<.1233)
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Table 4 .12 .2 (continued)
D1 d2 °3
1 -.06875 -.06081 -.04222
(.0059) (.0061) (.0059)
2 .00856 .02873 .01857
(.0028) (.0029) (.0028)
3 .00143 -.01382 -.01623
(.0021) (.0022) (.0021)
4 .00796 .00892 -.00353
(.0026) (.0027) (.0027)
5 .05079 .03697 .04340
(.0059) (.0061) (.0059)
Table 4 .12 .3  Homogeneity and Symmetry Restricted R1DS-SD Model
fr tF f f/rPg f/iF4 frtP5 fn  fx/F C
1 .06191
(.0239)
.01992
(.0142)
-.01250
(.0087)
-.01311
(.0116)
-.05621
(.0283)
- .  16743 
( .0189)
1.59424 
( .  1245)
2 .01992
(.0142)
-.06055
(.0232)
-.02381
(.0109)
.09533
(.0171)
-.03089
(.0300)
.07575
(.0083)
-.42319
(.0543)
3 -.01250
(.0087)
-.02381
(.0109)
.07950
(.0092)
-.02606
(.0101)
-.01712
(.0162)
-.03182
(.0063)
.27375
(.0416)
4 -.01311
(.0116)
.09533
(.0171)
-.02606
(.0101)
.01844
(.0195)
-.07459
(.0240)
.05991
(.0079)
-.28557
(.0521)
5 -.05621
(.0283)
-.03089
(.0300)
-.01712
(.0162)
-.07459
(.0240)
.17882 
(.0558)
.06360
(.0182)
-.15923  
(.1196)
°1 02 °3
1 -.06699 -.06012 -.04242
(.0072) (.0073) (.0071)
2 .00821 .02844 .01832
(.0028) (.0029) (.0028)
3 .00121 -.01414 -.01643
(.0021) (.0022) (.0021)
4 .00704 .00810 -.00421
(.0028) (.0029) (.0028)
5 .05053 .03773 .04473
(.0065) (.0067) (.0065)
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Table 4.13  
fllDS-RR<4) Model
Table 4 .13.1 Unrestricted RIDS-RR<4) Model
fnFf inP2 fnPs / /tF4 fn fx/F C
1 .00242
(.0368)
- .  16001 
<.0784)
.03831
<.0345)
.03287
<.0644)
.05247
<.0621)
-.08511
<.0281)
1.17703 
<.1319)
2 .01641
(.0188)
-.15165  
<.0434)
.04464
<.0184)
.00444
<.0337)
.04892
<.0345)
.09348
<.0149)
-.35149
<.0683)
3 .01207
<.0125)
.05384
<.0281)
.03465
<.0123)
.01764 
<.0222)
-.09570  
<.0223)
-.05685  
<.0098)
.32517
<.0453)
4 .01015
(.0146)
.08837 
<.0349)
-.02569
<.0152)
-.00642
<.0254)
-.07386
<.0282)
.04823
<.0119)
-.17109  
<.0536)
5 -.04105
<.0314)
.16944 
<.0694)
-.09192
<.0301)
-.04851
<.0562)
.06817
<.0547)
.00025
<.0246)
.02037
<.1144)
RR<4) C oeffic ient Estimates when the F i f th  Equation is Deleted
u 1<-4) u2<-4) u3<-4) u4<-4)
1 .67452
<.0969)
.05072
<.2767)
.43124
<.3233)
-.91044
<.2619)
2 -.01931
<.0490)
.31451
<.1341)
-.73347
<.1559)
.20200
<.1281)
3 .04524 
<.0353)
.01726
<.1008)
.80932
<.1185)
.24727
<.0956)
4 .07423
<.0428)
.24987 
<.1205)
.27207
<.1391)
.62252
<.1141)
AR<4> C oeffic ien t Estimates when the F irs t  Equation is Deleted
u2< -4 ) u3< -4 ) u4<_4) u5<-4)
2 .33380
<.1185)
-.71420
<.1518)
.22134
<.1180)
.01932
<.0490)
3 -.02798
< 0 89 8 )
.76410 
<.1161)
.20203
<.0898)
-.04525
<.0353)
4 . 17562 
<.1071)
. 19782 
<.1366)
.54830 
<.1059)
-.07423
<.0428)
5 .14242 
<.2098)
-.00437
<.2691)
.61326
<.2077)
.77468
<.0833)
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Table 4 .13 .2  Homogeneity Restricted RIDS-RR<4) Model
f t iF f fnF2 fnF3 f t iF j i f * 5 fn  f i /F C
1 -.01434
(.0371)
-.06217
<.0617)
.01117
<.0308)
.01264
<.0649)
.05271 
< -  )°
-.10438  
<.0202)
1. 14470 
<.1292)
2 .01188
(.0200)
-.05580
<.0334)
.01381
<.0167)
-.00017
<.0355)
.03028
<.0366)
.05110
<.0112)
-.25220
<.0716)
3 .01668
(.0136)
-.00455  
<.0230)
.05439
<.0115)
.02261
<.0240)
-.08914
<.0239)
-.03597
<.0075)
.29442
<.0478)
4 .00898
<.0145)
.10625 
<.0244)
-.03048
<.0127)
-.00605
<.0254)
-.07871
<.0277)
.03530
<.0080)
-.12415  
<.0514)
5 -.02320  
< -  )a
.01627
<.0553)
-.04889
<.0277)
-.02903
<.0590)
.08485 
<.0571)
.05396
<.0183)
-.06277
<.1171)
RR<4) Coeffic ient Estimates when the F i f th  Equation is Deleted
u 1<-4> u2<-4) u3<-4) u4<_4)
1 .69068
<.0888)
-.06600
<.2790)
.42532
<.3266)
-.92223
<.2588)
2 .01119
< 0 46 8 )
.29740
<.1430)
-.72594
<.1668)
. 18100 
<.1341)
3 .03105
<.0338)
.04430
<.1062)
.79926
<.1246)
.26573
<.0982)
4 .08710
<.0374)
.28298
<.1173)
.26695
<.1378)
.62813
<.1103)
RR(4 ) C oeffic ient Estimates when the F irs t  Equation is Deleted
u2<-4) u3<-4) u4<-4) u5<-4)
2 .28620
<.1295)
-.73714
<.1632)
.16981 
<.1266)
-.01119  
<.0468 )
3 .01325
<.0969)
.76821
<.1222)
.23468
<.0941)
-.03105
<.0338)
4 . 19587 
<.1076)
. 17984 
<.1357)
.54103
<.1046)
-.08710
<.0374)
5 .26135
<.2238)
.05445 
<.2813)
.66738 
<.2169)
.82002
<.0788)
a See foonote <a) in Table 4 .9 .2 .
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Table 4 .13 .3  Homogeneity and Symmetry Restricted RIDS-RR(4) Model
/ / j f f fnF2 W 3 fnP4 * t * 5 fn f i /F C
1 .02568
(.0307)
.00113
(.0172)
.00630 
( .0120)
-.00986  
( .0113)
-.02325  
( -  )a
- .  10731 
( .0191 )
1. 16650 
( .  1220)
2 .00113
(.0172)
-.10850  
( .0245 )
.00819
(.0125)
.07849
(.0171)
.02069
(.0299)
.05565
(.0105 )
-.28400
(.0671)
3 .00630
(.0120)
.00819
(.0125)
.06282
(.0107)
-.02023
(.0101)
-.05709  
(.0168)
-.03582
(.0072 )
.29493
(.0455)
4 -.00986
(.0113)
.07849
(.0171)
-.02023
(.0101)
.00694 
( .0195)
-.05534  
(.0224)
.03728
(.0076 )
-.13730  
(.0489)
5 -.02325  
( -  )a
.02069
(.0299)
-.05709
(.0168)
-.05534
(.0224)
.11499 
(.0522 )
.05020
(.0174 )
-.04015
(.1107)
RR<4 ) Coeffic ient Estimates when the F i f th  Equation is Deleted
u 1(-4 ) u2 ( -4 ) u3 ( -4 ) u4 (_4)
1 .67269
(.0926)
-.08474
(.2880 )
.45892
(.3244)
-.85924
(.2618)
2 .01880
(.0501)
.33067
(.1515 )
-.67050
(.1713)
. 17822 
( .1399)
3 .01402
(.0357)
-.03059
(.1107)
.75012
(.1270)
.24990
(.1015)
4 .08431
(.0392)
.25690
(.1211 )
.24934
(.1375)
.62768
(.1110)
RR(4) Coeffic ient Estimates when the F irs t  Equation is Deleted
u2 ( -4 ) u3 ( -4 ) u4 ( -4 ) u5 ( -4 )
2 .31183
(.1352)
-.68931
(.1683 )
. 15945 
( .1314)
-.01879
(.0501)
3 -.04458
(.0996)
.73610 
( .1251 )
.23587
(.0963)
-.01403
(.0357)
4 .17257 
(.1087)
.16502 
( .1354 )
.54338
(.1045)
-.08430
(.0392)
5 .31762
(.2223)
.00197
(.2750 )
.59321
(.2143)
.78980
(.0805)
a See foonote ( a )  in  T ab le  4 . 9 . 2 .
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Table 4.14 
RIDS-RR(1,4) Model
Table 4.14.1 Unrestricted RIDS-RR(1,4) Model
fnFf f/}P2 fnFs i/ iF j in fi/F C
1 .02570 -.09923 .00934 .00681 .02486 -.09224 1.21362
(.0314) (.0702) (.0299) (.0587) (.0590) (.0261) (.1224)
2 .00621 -.20219 .04610 .03214 .07618 .10240 -.38542
(.0179) (.0420) (.0176) (.0332) (.0365) (.0149) (.0699)
3 .00769 .06123 .03550 -.00629 -.07000 -.06551 .35210
(.0119) (.0269) (.0115) (.0240) (.0223) (.0096) (.0451)
4 .02851 .05460 -.03712 .06511 -.11730 .04087 - .  12982
(.0169) (.0377) (.0166) (.0324) (.0326) (.0137) (.0632)
5 -.06810 .18561 -.05382 -.09780 .08627 .01447 -.05548
(.0294) (.0656) (.0288) (.0529) (.0568) (.0240) (.1140)
RR( 1, 4 ) C oeffic ient Estimates when the F i f th  Equation is Deleted
u 1(-1 ) u2 ( - 1 ) u3 ( - 1 ) ^ ( - 1 ) u 1(-4 ) u2 ( -4 ) u3 (-4  ) u4 (-4  )
1 -.19244 -.05510 -.87679 -.52380 .44194 .29945 .96421 -.35596
(.1006) (.2471) (.3205) (.2225) (.1004) (.2792) (.3194) (.2360)
2 .02140 .00990 .47743 . 15314 .04493 .11632 -.39943 .02167
(.0560) (.1340 ) (.1738) (.1215) (.0555) (.1518) (.1790) ( .  1294)
3 .12305 .04631 .05591 .06671 .10367 .06921 .65140 .23003
(.0406) (.1021 ) (.1345) (.0937) (.0408) (.1144) (.1318) (.0990)
4 .00500 .15449 .43701 .12873 .10775 . 15196 .34486 .50930
(.0509) (.1245) (.1597) (.1131) (.0510) (.1427) (.1586) (.1191)
RR< 1,4 )  C oeffic ient Estimates when the F irs t  Equation is Deleted
u2 ( - 1 ) u3 (— 1 ) ^ ( - 1 ) u5 ( - 1) u2 ( -4 ) u3 ( -4 ) u4( - 4 ) ^ ( - 4 )
2 -.01148 .45609 . 13178 -.02138 .07136 -.94433 -.02329 -.04493
(.1278) (.1850) (.1219) (.0560) (.1417) (.1892) (.1191) (.0555)
3 -.07674 -.06715 -.05635 -.12306 -.03446 .54772 .17636 - .  10367
(.0984) (.1425) (.0922) (.0406) (.1087) (.1416) (.0922) (.0408)
4 .14950 .43205 .12375 -.00499 .04420 .23713 .40154 -.10775
(.1191) (.1706) (.1127) (.0509) (.1338) (.1709) (.1093) (.0510)
5 -.19862 - .  13668 . 13215 -.04303 .06144 -.36280 .74332 .69827
(.2252) (.3201) (.2094) (.0949) (.2524) (.3259) (.2087) (.0952)
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Table 4 .14 .2  Homogeneity R e s tr ic te d  RIDS-RR(1,4) Model
//if? fnf2 ftif4 fn fi/F C
1 .01900
(.0328 )
-.01851 
(.0 52 4 )
-.01020 
(.0284 )
.01692
(.0574 )
-.00721
( -  >a
-.12399 
(.0189)
1.27024 
(.1216 )
2 -.01527
(.0208)
-.06720
(.0 32 7 )
.03662
(.0168 )
-.02566
(.0 35 4 )
.07151
(.0375 )
.05794
(.0118 )
-.29584
(.0758 )
3 .01705
(.0136 )
-.02600
(.0 23 1 )
.04820
(.0115 )
.01651
(.0 25 5 )
-.05576
(.0254 )
-.04087
(.0078)
.32525
(.0502 )
4 .02097
(.0165 )
.09958
(.0272 )
-.03268
(.0142 )
.02507
(.0297 )
-.11294
(.0312 )
.02818 
(.0093 )
-.07888 
(.0595 )
5 -.04175 
( -  )a
.01212
(.0 51 1 )
-.04194
(.0 27 5 )
-.03284
(.0566 )
. 10441 
(.0593 )
.07874
(.0182 )
-.22080
(.1168 )
RR(1,4) C o e ff ic ie n t  Estim ates when the F i f t h  Equation is  Deleted
u 1 (-1 ) £ ro i u3 ( - 1 ) u4 ( - 1 ) u 1 (-4 ) u2 ( -4 ) u3 ( - 4 ) u4 (_4)
1 -.13672 
(.0819 )
.02031
(.2 4 7 3 )
-.97182
(.3 26 5 )
-.55001
(.2294 )
.51225
(.0896 )
.49295
(.2531 )
1.03784
(.3362 )
-.71557
(.2272 )
2 .10018 
(.0458 )
. 14662 
(.1 41 5 )
.29527
(.1848 )
.16499 
(.1 28 7 )
.03193
(.0515 )
.15938 
(.1439 )
-.92538 
(.1911 )
. 10621 
(.1273 )
3 .07411
(.0331 )
-.07638
(.1 05 9 )
.13495 
(.1393 )
.03988
(.0980 )
.10638 
(.0379 )
.04863
(.1073 )
.59940
(.1406 )
.25400
(.0957 )
4 .03868
(.0386 )
.17939 
(.1 19 0 )
.32990
(.1565 )
.09789
(.1109 )
.10775 
(.0439 )
.21196
(.1211 )
.30383 
(.1605 )
.56597 
(.1093 )
RR( 1,4 )  C o e ff ic ie n t  Estim ates when the F ir s t  Equation is  Deleted
u2 ( -1 ) u3 ( - 1) u4 ( - 1 ) u5 ( - 1 ) u2 ( -4 ) u3 ( -4 ) u4 (_4 ) u5 (-4 )
2 .04645
(.1416 )
.19505 
(.1 8 6 8 )
.06478
(.1 25 7 )
- .  10020 
(.0458 )
.12749 
(.1435 )
-.9573
(.2038 )
.0743
(.1282 )
-.03194
(.0515 )
3 -.15050 
(.1075 )
.06087
(.1 4 2 0 )
-.03422
(.0954 )
-.07410
(.0331 )
-.05827
(.1084)
.4925
(.1515 )
. 1471 
(.0957 )
-.10687 
(.0379)
4 . 14071 
(.1203 )
.29121
(.1 5 9 0 )
.05921
(.1085 )
-.03868
(.0386 )
. 10422 
(.1220 )
. 1961 
( .  1734)
.4582
(.1084 )
- .  10775 
(.0439 )
5 -.19370 
(.2471 )
.28800
(.3 25 6 )
.32352
(.2208 )
.07626
(.0775 )
- .  15416
(.2533 )
-.2569
(.3528 )
.5482
(.2218 )
.75881
(.0868)
a See foonote <a) in  Table 4 .9 .2 .
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Table 4 .14 .3  Homogeneity and Symmetry Restricted RIDS-flR<1,4) Model
ffiF f / /jF2 fnF4 fn f i /F C
1 .02470
(.0281)
-.00064  
( .0164)
.00175
(.0121)
.01120
(.0134)
-.03701 
( -  )a
- .  12010 
(.0192)
1.24619
(.1205)
2 -.00064  
( .0164)
-.11541
(.0245)
.00392
(.0123)
.06597
(.0165)
.04616
(.0319)
.05223
(.0114)
-.25879
(.0730)
3 .00175
(.0121)
.00392
(.0123)
.07144
(.0100)
-.03328
(.0110)
-.03883
(.0180)
-.02993
(.0077)
.25383
(.0493)
4 .01120
(.0134)
.06597
(.0165)
-.03828
(.0110)
.04912
(.0191)
-.08801
(.0227)
.02939
(.0089)
-.08729
(.0566)
5 -.03701  
( -  )a
.04616
(.0319)
-.03883
(.0180)
-.03801
(.0227)
.11769 
( .0554)
.06336
(.0162)
-.15399  
(.1043)
RR(1,4) C oeffic ien t Estimates when the F i f th  Equation is Deleted
u 1(-1 ) u2 ( - 1 ) u3 ( -1 ) u4 ( - 1) u 1(-4 ) u2 ( -4 ) u3 ( -4 ) u4(_4 )
1 - .  12141 
( .0737)
.11228 
( .2427 )
-.96600
(.3107)
-.53388
(.2295)
.46912
(.0939)
.49337
(.2396)
1.11011
(.3080)
-.70021
(.2099)
2 .13541 
( .0439)
.12513 
( .1392)
.20178 
( .  1680 )
.20101
(.1295)
.08324 
( .0531)
.41600
(.1324)
-.87707
(.1744)
.26379
(.1179)
3 .02133
(.0298)
-.07584
(.1059)
.28475
(.1249)
.03236
(.0990)
.07459
(.0390)
-.19020  
(.0970)
.59767
(.1318)
.07372
(.0893)
4 .05592
(.0348)
.15348 
( .1161)
.23759
(.1433)
.11891
(.1096)
.12806 
( .0448)
.27003
(.1149)
.27037
(.1494)
.64982 
( .0998)
RR( 1,4 )  C oeffic ient Estimates when the F irs t  Equation is Deleted
u2 ( - 1 ) u3 ( - 1 ) u4 ( - 1 ) u5 ( - 1 ) u2 f -4 ) u3 ( -4 ) u4(_4 ) u5 ( - 4 )
2 .16117 
( .1404)
.49114 
( .1828)
. 17710 
( .1345)
-.10213  
( .0520)
.12225 
( .1498)
-.75500
(.1967)
-.10324  
( .1152)
-.07934
(.0553)
3 -.21423
(.1080)
-.10369  
( .1417)
-.08689
(.1045)
-.07247
(.0389)
-.04989
(.1150)
.41127
(.1493)
.22956
(.0906)
-.06688  
(.0415)
4 . 13516 
( .1175)
.30621
(.1538)
.10650 
( .1160)
-.04830
(.0421)
.10264 
( .1251)
.20172
(.1646)
.45615
(.0994)
-.12992  
(.0456)
5 -.31715
(.2373)
-.10376  
( .3077)
.13352 
(.2269 )
.01530
(.0828)
.08923
(.2513)
-.39529
(.3272)
.66853
(.1967)
.76142
(.0877)
a See foonote (a )  in Table 4 .9 .2 .
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Table 4. 15
C o effic ien t of Determination: The Adjusted R2
Model
Commodity sector
1 2 3 4 5
LES-W .2756 .5699 .0063 .2113 -.1628
LES-W-SD .7505 .7986 .4051 .3530 .3453
Unrestricted Model
ADAM .7686 .0096 .4528 .4056 .1149
RDAM-D4 .8659 .6765 .3940 .8096 .8071
RDAM-SD .9159 .5208 .3268 .6185 .7143
RDRM-RRC4) .9154 .3321 .7558 .6862 .6711
RDAM-RRC1,4 ) .9253 .4503 .8286 .8008 .7435
AIDS .4954 .6494 . 1341 .4564 .4539
AIDS-SD .8370 .9059 .7331 .6330 .7460
AIDS-RRC4) .8205 .8697 .6746 .6630 .7489
AIDS-AR<1,4) .8752 .8860 .6990 .6898 .7740
Homogeneity Restricted Model
RDRM .7664 .0052 .4494 .4092 . 1034
RDAM-D4 .8607 .6231 .2153 .8465 .7808
RDAM-SD .9099 .5066 .8215 .6001 .7071
RDRM-RRC4) .9134 .2987 .7480 .6817 .6703
RDAM-ARC1,4) .9250 .4227 .8262 .7961 .7426
AIDS .3793 .6431 . 1319 .4513 . 1888
AIDS-SD .8102 .8669 .6706 .6194 .6318
AIDS-ARC4) .8125 .8460 .6289 .6636 .7197
AIDS-RRC1,4) .8649 .8636 .6569 .6886 .7419
Homogeneity and Symmetry Restricted Model
RDAM .7598 .0041 .4430 .3919 .0668
RDAM-D4 .8466 .6223 . 1813 .8459 .7694
RDAM-SD .9003 .4980 .8182 .5935 .6830
RDRM-ARC4) .9112 .2729 .7379 .6686 .6668
RDAM-ARC 1 ,4) .9230 .3983 .8225 .7814 .7397
AIDS .2895 .6332 .1190 .4349 .0847
AIDS-SD .7134 .8619 .6688 .5760 .5449
AIDS-ARC4) .8058 .8306 .6050 . 6598 . 7230
AIDS-ARC 1,4) .8569 .8536 .6260 .6819 .7520
[Chapter 225
Table 4. 16
Average Inform ation Inaccuracies x 10”^
Time Period
i luue i
66-81 66-69 70-73 74-77 78-81
LES-U 56.01 89.85 38.84 43.99 51.36
LES-W-SD 29.62 56.96 26.80 10.50 24.22
U n res tric ted  Model
RDAM 57.35 80.91 34.31 52.24 63.42
RDAM-D4 22.99 56.87 15.83 11.52 9 .85
RDAM-SD 19.28 31.98 21.54 9. 12 15.26
AIDS 36. 15 47.88 22.29 32.63 41.78
AIDS-SD 12.64 20.68 13.95 7 .40 8 .53
Homogeneity R e s tric te d  Model 
RDAM 60.70 92.34 34.64 55. 10 62.70
RDAM-D4 26.76 62.36 13. 17 10.97 17.76
RDAM-SD 20.23 34.33 21.87 8 .79 16.82
AIDS 41.31 57.11 25.86 38.09 44. 17
AIDS-SD 16.08 24.11 17.73 8.69 13.80
Homogeneity and Symmetry R es tric ted  Model 
RDAM 62 .16  95.27 35.39 57.97 62.08
RDAM-D4 27. 13 64.07 18.44 11.61 16.72
RDAM-SD 21.38 38.67 21. 17 10.07 16.70
AIDS 44.68 65.37 29.75 41.56 42.04
AIDS-SD 18.91 30.95 22.00 9 .53 13. 16
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Table 4.17
Durbin-Watson DfJs ta t is t ic 0
Model
Commodity sector
1 2 3 4 5
LES-W 1.918 1.412 1.229 1.198 1.711
LES-W-SD 1. 148 .815 .570 .986 .590
Unrestricted Model
RDRM 2.366 2.038 1.879 2.585 3.045
RDRM-D4 1.741 1.824 1.320 1.804 1.360
RDftM-SD 2.243 2.674 2.211 2.797 2.511
RDRM-RR<4) 2.372 2.291 2. 146 2.842 2.730
RDRM-RR<1,4) 2. 195 1.980 2. 149 2.043 2. 130
RIDS 1.833 1.557 1.593 1.906 2.223
RIDS-SD 1.625 2.096 1.360 1.902 1.367
RIDS-RR<4) 1.750 1.811 1.604 1.733 1.650
RIDS-RRC1,4) 1.956 1.886 1.670 1.618 1.943
Homogeneity  Res t r ic  ted Mode 1
RDRM 2.376 2.090 1.894 2.586 3.051
RDRM-D4 1.850 1.452 1.105 1.765 1.413
RDRM-SD 2.331 2.628 2. 150 2.794 2.554
RDRM-RR(4) 2.338 2. 199 2.111 2.790 2.757
RDRM-RR<1,4) 2. 184 1.910 2. 133 2.025 2. 160
RIDS 1.970 1.506 1.569 1.862 2.081
RIDS-SD 1.624 1.375 1.242 1.772 1.081
RIDS-RRC4) 1.752 1.415 1.386 1.772 1.607
RIDS-RR<1,4) 1.923 1.630 1.514 1.719 2.034
Homogeneity and Symmetry Restricted Model
RDRM 2.383 2.059 1.852 2.643 3.081
RDRM-D4 1.876 1.440 1.063 1.741 1.459
RDRM-SD 2.351 2.656 2. 137 2.761 2.599
RDRM-RRC4) 2.376 2. 157 2.061 2.759 2.759
RDRM-RR<1,4) 2. 147 1.910 2.054 2.097 2. 135
RIDS 1.756 1.512 1.612 1.800 1.917
RIDS-SD 1.060 1.298 1.240 1.563 .867
RIDS-flR<4) 1.757 1.385 1.403 1.738 1.596
RIDS-RR<1,4) 1.958 1.757 1.486 1.720 1.997
a C r it ic a l points of OfJs ta t is t ic  a t 5 SS, when n = 65:
d/ = 1.438, du = 1.767, for LES-W with k ' = 5.
= 1.404, du = 1.805, for RDRM, RDRM-D4, RDRM-RR<4>, RDRM--RR( 1 ,4 ),
RIDS, RIDS-RR<4>, RIDS-flR<1,4) w i th k ’ =
d/ = 1.336, du = 1.882, for LES-W--SD with k ' = 8.
dj = 1.301, du = 1.923, for RDRM-!3D and RIDS-SD with k* = 9
The c r it ic a l  points of / # / s ta t is t ic s  a t 5 $ for k' e 11,20] and n e 16,2001 are 
avaiable in Steifst fa7/ Tab fes tor Students, Department of S ta tis t ic s ,  
fiustra Iian  NationaI U n ivers ity .
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Table 4.18
Durbin Watson DfJ4 test statistic0
Model
Commodity sector
1 2 3 4 5
LES-W .237 .572 .524 .802 .321
LES-W-SD .781 1.299 .935 .967 .637
Unrestricted Model
RDfiM .558 1.318 .729 .745 .549
RDRM-D4 1.794 2.547 2.271 2.096 2.032
RDfiM-SD 1.031 1.941 1.182 1.127 1.086
RDftM-fiR<4) 1.709 1.820 1.708 1.759 1.828
RDRM-RR<1,4> 1.630 1.875 1.923 1.548 1.703
RIDS .475 .612 .444 .747 .781
RIDS-SD 1.109 2.082 1. 139 1. 189 1.223
fllDS-flR<4) 1.593 1.864 1.659 1.786 1.705
fllDS-flR(1,4) 1.668 1.732 1.752 1.865 1.793
Homogeneity Restricted Model
RDfiM .517 1.242 .687 .743 .507
RDRM-D4 1.842 2.497 2. 155 2.046 2.064
RDfiM-SD .951 1.926 1.205 1.123 1.030
RDfiM-fiR<4) 1.718 1.849 1.672 1.748 1.814
RDflM-fiR<1,4) 1.611 1.900 1.896 1.561 1.688
filDS .384 .645 .473 .746 .574
filDS-SD 1.126 1.806 1.266 1.128 1.079
filDS-flR<4) 1.653 1.880 1.686 1.807 1.692
fllDS-fiR<1,4) 1.609 1.754 1.795 1.826 1.772
Homogeneity and Symmetry Restricted Model
RDfiM .516 1.283 .664 .694 .471
RDfiM-D4 1.959 2.478 2.109 2.074 2.081
RDfiM-SD 1.009 1.916 1.233 1.075 1.090
RDfiM-fiR<4) 1.756 1.805 1.580 1.656 1.805
RDfiM-fiR<1,4) 1.683 1.785 1.807 1.573 1.629
ft IDS .312 .659 .454 .683 .413
flIDS-SD .706 1.777 1.275 .970 .766
fllDS-fiR<4) 1.743 1.800 1.742 1.770 1.652
fllDS-fiR<1,4) 1.693 1.606 1.642 1.979 1.650
a Since critical points of 0U4 statistic for k' >5 and k'' >5 are not avaiable, 
critical points for k’ = 5 and k'' = 5  when n = 64 are taken for approximates. 
Note that k' is the number of regressors excluding the constant in the model 
without the seasonal dummy, and k‘' is the number of regressors excluding the 
constant and the seasonal dummies in the model with seasonal dummies.
Critical points at 5 $ for model without seasonal dummy variable:
14/ = 1.337, >14u - 1.664, for k' = 5
Critical points at 5 ft for model with seasonal dummy variable:
14/ = 1.429, 14u = 1.776, for k'* =5.
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Table 4. 19
Tests of S ignificance of Seasonal Dummies and fiR Structures0
Zero
R estric tion
on
Mode I
LR testing s ta t is t ic (5$ * 2-  
C.U. )
Unrest. H only H 8c S
SeasonaI 
Dummy
LES-W-SD 121.59
(26 .30 )
RDRM-SD 216.47 211.92 208.26
RIDS-SD 199.80 183.94 164.89
RR(4 )
RDRM-RRC4) 166.56 166.22 162.73
(26 .30 )
RIDS-RR(4) 168.22 178.01 179.68
RR(1,4)
RDRM-RR(1,4) 244.76 244.63 240.85
(46 .19 )
RIDS-RR(1,4) 210.05 219.47 222.83
RR( 1) subject to RR(1,4) 
RDflM-flR<1,4) 78.20 78.41 78. 12
(26 .30 )
RIDS-RR(1,4) 41.83 41.46 43. 15
°  Test s ta t is t ic s  are shwon to be invariant to the equation deleted.
Table 4.20
Maximum and Minimum Absolute Ualues of the Eigenvalues of the Reduced Companion 
M atrix of the Rutoregressive Error Process0
Model Maximum Mini mum
RDRM-RR(4) Unrest .9 7 3 3 .6 08 5
H only .9 7 3 2 .6 3 1 8
H & S .9 7 3 2 .6481
RDRM-RR(1 ,4 ) Unrest .9761 .5 8 2 2
H only .9 80 7 .5 90 4
H 8c S .9 8 3 9 .5 95 7
R ID S -flR (4 ) Unrest .9 6 7 2 .5651
H only .9 6 4 3 .5 5 0 7
H 8c S .9 6 9 2 .5 28 9
A ID S -fiR (1 ,4 ) Unrest .9 84 9 .4041
H only .9691 .5 1 5 9
H 8c S .9 5 4 0 .4 52 4
°  The eigenvalues are shown to be invariant to the equation deleted.
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Table 4.21
Direct Tests of Demand Restrictions
Model R e s tr i-  Testing s ta t is t ic  a C.U. of T2
c t  io n U LR LM T2 a t  5  8
RDfiM H 3 . 8 0 6 3 . 6 9 5 3 . 5 8 9 3 . 4 4 3 ( 1 0 . 7 3 7 )
S 5 .  183 5 . 0 6 0 4 . 9 4 1 -
H & S 9 . 1 1 0 8 . 7 5 5 8 . 4 1 9 -
RDRM-D4 H 5 0 . 4 9 4 3 7 . 0 8 3 2 8 . 0 2 9 4 5 . 6 8 5 ( 1 0 . 7 3 7 )
S 6 . 4 2 9 6 .  169 5 . 9 2 3 -
H 8c S 5 8 . 4 2 3 4 3 . 2 5 2 3 3 . 0 6 5 -
RDRM-SD H 8 . 8 0 7 8 . 2 4 4 7 . 7 2 7 7 . 4 0 9 ( 1 0 . 8 4 2 )
S 9 . 0 8 7 8 . 7 2 6 8 . 3 8 8 -
H & S 1 8 .3 9 6 1 6 .9 6 9 1 5 .6 9 3 -
RDRM-RR<4> H 4 . 2 0 0 4 . 0 3 7 3 . 8 8 1 -
S 8 . 7 6 6 8 . 5 5 6 8 . 3 5 2 -
H 8c S 1 3 .0 4 7 1 2 .5 9 3 1 2 .1 6 3 -
R D R M - f lR (1 ,4 ) H 3 . 9 4 3 3 . 8 2 1 3 . 7 0 3 -
S 9 .  157 8 . 8 5 0 8 . 5 5 6 -
H 8c S 1 3 .2 7 8 1 2 .6 7 1 1 2 .1 0 3 -
RIDS H 3 6 . 1 0 6 2 8 . 6 3 0 2 3 . 0 8 4 3 2 . 1 5 7 ( 1 0 . 7 3 7 )
S 1 1 .0 4 8 1 0 .3 3 4 9 . 6 8 5 -
H & S 4 9 . 8 6 9 3 8 . 9 6 4 3 0 . 9 9 5 -
R ID S -S D H 6 4 . 6 9 3 4 4 . 7 0 7 3 2 . 1 7 2 5 4 . 5 8 4 ( 1 0 . 8 1 4 )
S 3 6 . 4 6 3 2 9 . 4 7 2 2 4 . 2 3 2 -
H 8c S 1 0 3 .5 4 9 7 4 . 1 7 9 5 5 .  137 -
R ID S - R R ( 4 ) H 2 1 . 7 6 2 1 8 .8 3 8 1 6 .4 2 0 -
S 9 . 5 0 4 8 . 9 8 4 8 . 4 9 4 -
H 8c S 3 2 . 9 3 3 2 7 . 8 2 2 2 3 . 7 6 3 -
R 1 D S - R R ( 1 ,4 ) H 2 2 . 6 1 8 1 9 .2 0 9 1 6 .3 9 6 -
S 7 . 9 0 9 7 . 2 9 2 6 . 6 9 6 -
H 8c S 3 1 . 8 0 7 2 6 .5 0 1 2 2 . 3 1 0 -
a C r i t ic a l  Ualue of a2 a t 5 9.492 for homogeneity re s tr ic t io n s  (H), 12.596 for
symmetry re s trc it io n s  (S), 18.311 for both re s trc it io n s  <H & S).
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Table 4.22
Separate Induced Tests of Demand R estrictions  
Table 4.22.1
Bonferroni and Scheffe Confidence In terva ls  a t 5ß Level
Confidence Hypothesis to be tested
interval H only S only H & S
Bonferroni 2.848 2.995 3. 164
Scheffe 3.081 3.549 4.279
Table 4 .22 .2
The Wald-Type Separate Tests ( t - r a t io s )
1ndividua1 
R estriction
Model
RDRM RDRM-D4 RDRM-SD RIDS RIDS-SD
1ndivudua1 Symme try
$12 = I32 1 -1 .328 -2 .754 -1 .287 -2.824 -2 .738
$ 13 = $31 1.251 .516 .645 1.223 1.075
(314 = |341 .101 1.773 1.737 2.059 3.218
015 = $51 .207 .793 1.467 .442 -.4 97
$23 = $32 .788 -2 .092 -.3 84 .365 -1 .288
$24 = $42 .809 - .  193 -.3 17 -.318 . 188
$25 = $52 -1 .916 -2 .545 -1 .679 -3.184 -3 .162
$34 = $43 1.019 -1 . 147 1.336 .573 -.3 93
$35 = $53 .731 .371 . 102 1.273 .872
$45 = $54 .848 1.018 1.492 2.224 2.884
1ndividua1 Homogeneity
m u  = ° -1 .280 -2 .130 1.943 -3.235 -2.444
Z $ 2 j = 0 1.177 -3 .457 -1 .333 -.474 -4 .248
I $ 3 j  = 0 -.6 8 3 3.908 1.347 .399 3.478
Z $4 j = 0 -.5 2 8 -1 .150 -1 .692 -.755 -1 .432
I 0 5 j  *  0 1.383 3.499 -1 . 199 4.305 4.008
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Table 4 .2 2 .3
The LM-Type Separate Test ( t - r a t i o s )  a
1n d iv idua1 
R e s tr ic t io n
Model
RDRM RDRM-D4 RDRM-SD RIDS RIDS-SD
1n d iv idua1 Symme t ry
C
M
c
i
iiCM - .7 4 1 -.6 4 1 -1 .8 0 1.094 2.016
$ 13 = $31 .469 - .  167 .238 .935 2.818
$14 = $41 .367 .637 - .  169 2.678 4.707
$23 = $32 . 191 - .8 2 6 - .3 8 9 - .6 1 9 -1 .5 9 0
$24 = $42 1.272 - .3 9 2 .717 .028 -1 .3 9 3
$34 = $43 1.186 - .2 5 8 1.278 1.006 1.041
1ndiu idua1 Homogenei ty
I $ 1 j  = 0 - .6 9 3 -1 .7 4 5 1.740 -3 .4 0 8 -2 .0 2 3
I $ 2 j  = 0 .352 -3 .2 4 9 - .8 6 6 -1 .9 1 0 -3 .6 0 3
Z $ 3 j  = 0 - .5 2 9 .933 .296 - .9 7 2 - .6 3 0
Z $ 4 j  = 0 - .5 9 3 -1 .2 6 4 - .9 9 8 -2 .1 5 4 -2 .4 3 6
a T - ra t io s  of Lagrange m u l t ip l ie r  estimates are obtained from the reduced 
subsystem with  the f i f t h  equation deleted .
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Table 4.23
The Slutsky M atrix Implied by the LES and AIDS Models 
Table 4 .23.1  L.E .S . Model
Model
Commodity sector
1 2 3 4 5
LES-U
1 -.16394 .03546 .01459 .03196 .08193
2 .03546 -.09492 .00675 .01479 .03791
3 .01459 .00675 -.04302 .00609 .01560
4 .03196 .01479 .00609 -.08702 .03417
5 .08193 .03791 .01560 .03417 - .  16961
LES-U-SD
1 -.17071 .03562 .01705 .03549 .08254
2 .03562 -.09100 .00699 .01455 .03384
3 .01705 .00699 -.04720 .00696 .01619
4 .03549 .01455 .00696 -.09073 .03372
5 .08254 .03384 .01619 .03372 -.16630
Table 4 .23 .2  A .I.D .S . model0
Model & 
Equation
Commodity sector Margina I
1 2 3 4 5
budget
share
AIDS
1 - .  17722 .03543 .02505 -.00017 .11686 .35551
<.0347) <.0189) <.0125) <.0131) <.0359) <.0290)
2 .03548 - .  15234 -.00262 . 12509 -.00561 . 13244
<.0189) <.0274) <.0148) <.0185) <.0353) <.0127)
3 .02505 -.00262 .00277 -.02579 .00059 .05102
<.0125) <.0148) <.0130) <.0111) <.0204) <.0097)
4 -.00017 . 12509 -.02579 -.06775 -.03137 .16397
<.0131) <.0185) <.0111) <.0200) <.0267) <.0037)
5 .11686 -.00561 .00059 -.03137 -.08046 .29706
<.0359) <.0358) <.0204) <.0267) <.0659) (.0247 )
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Table 4 .23 .2  (continued)
flIDS-SD
1 -.00810
(.0239)
-.02145
(.0142)
.05118 
(.0087 )
-.02802
(.0116)
.00639
(.0283)
.28996
(.0189)
2 -.02145
(.0142)
-.10251 
(.0232)
-.03354
(.0109)
.13334 
( .0171)
.02417
(.0300)
. 16154 
( .0083)
3 .05118
(.0087)
-.03354
(.0109)
.02500
(.0092)
-.03122
(.0101)
-.01141
(.0162)
.03337
(.0063)
4 -.02802
(.0116)
.13334 
( .0171)
-.03122
(.0101)
-.05413
(.0195)
-.01996
(.0240)
.16670 
( .0079)
5 .00639
(.0283)
.02417
(.0300)
-.01141
(.0162)
-.01996
(.0240)
.00082
(.0558)
.34844 
(.0182)
fllDS-ftR<4>
1 - .  14931 
( .0307)
.00242 
( .0172)
.06055
(.0120)
.01356
(.0112)
.07280 
( -  )b
.35008 
( .0191)
2 .00242
(.0172)
- .  16725 
( .0245)
.00111
(.0125)
. 10084 
( .0171)
.06288
(.0299)
. 14144 
(.0105)
3 .06055
(.0120)
.00111
(.0125)
.01005
(.0107)
-.02176
(.0100)
-.04995
(.0168)
.02937
(.0072)
4 .01356
(.0112)
.10084 
(.0171)
-.02176
(.0100)
-.07961
(.0194)
-.01303
(.0224)
.14407 
(.0076)
5 .07281 
( -  )b
.06288
(.0299)
-.04995
(.0168)
-.01303
(.0224)
-.07270
(.0522)
.33504
(.0173)
AIDS-flR(1,4) 
1 -.13181 
( .0281)
-.00131
(.0164)
.05441
(.0121)
.03761
(.0134)
.04109 
( -  )b
.33729
(.0192)
2 -.00131
(.0164)
-.17647  
( .0245)
-.00043
(.0123)
.08490 
( .0164)
.09331
(.0319)
.13807 
(.0113)
3 .05441 
( .0121)
-.00043
(.0123)
.01620
(.0100)
-.03691
(.0110)
-.03327
(.0180)
.03526
(.0077)
4 .03761
(.0134)
.08490
(.0164)
-.03691
(.0110)
-.04077
(.0191)
-.04482  
(.0227)
. 13618 
(.0088)
5 .04109 
( -  )b
.09331
(.0319)
-.03327
(.0180)
-.04482
(.0227)
-.05632
(.0554)
.35320
(.0162)
a Standard errors of the substitution e ffec ts  are simply taken as those of 
coeffic ien ts , y ^ 's ,  of the AIDS system with the assumption that auerage 
expenditure shares are f ix e d . 
b See footnote (a )  in Table 4 .9 .2 .
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Table 4.24
Summary of Comp lernentary, Substitute and Independent Relations in the 5 Commodity 
Mode Is
Table 4 .24.1  By Sign of Cross Substitution Effect
RDfiM RDfiM-
D4
RDfiM-
SD
RDfiM-
AR(4)
RDflM- 
flR< 1,4>
RIDS AIDS-
SD
AIDS- 
fiR<4 )
filDS- 
flR< 1,4>
FD:HS < -) <+> (+> <-> (+> <+) C-) <+) < - )
FD:FL <+) <+> <+> (+ ) (+> < + ) <+) <+) <+>
FD:CL <+> <+> <+> (+> <+) ( - ) <-> <+> C+>
FD:NS <+> <+) <+) <+> (+ ) <+) (+ ) <+> (+ )
HS:FL <+) <+) <+) <+) <+) < -) <-> <+) ( - )
HS:CL <+> <+) <+) <+) <+) <+) <+> <+) <+)
HS:NS <+) <+> <+) <+) <+) < -) <+) <+) <+)
FL:CL < -) ( - ) < -) < -) ( - ) < -) < -) < -) <->
FL:NS <-> <-> < -) < -) C-) < -) < -) <-> ( - )
CL: MS <+) ( - ) ( - ) < -) ( - ) < -) < -) ( - ) < - )
Table 4.24.1  By C lass ifications a f te r  Test of Significance of 
E ffect
Cross Subs t i tu tion
RDfiM RDflM-
D4
RDflM-
SD
RDflM- 
fiR<4 >
RDfiM- 
fiR( 1,4)
AIDS fllDS-
SD
fllDS-
fiR<4>
filDS- 
flR< 1,4>
FD:HS i s i i i s j i i
FD:FL s s s s s s s s s
FD:CL i s i i i i c i s
FD:MS 1 s i X X s ' X X
HS:FL i i s s s i c j i
HS:CL i s i i s s s s s
HS:MS s ' i s s < ' s s
FL:CL i i i i i c c c c
FL: MS c c c c c * ' c c
CL: MS i i i i i i i * c
Note: i = independence, s = s u b s t i tu ta b i l i ty ,  c = complementarity.
x = not id e n ti f ia b le ,  as standard errors of the cross substitution e f fe c t
cannot be obtained in estimation of the reduced system. See footnote (a )  
in Table 4 .9 .2 .
FD = foods, HS = housing, FL = fuel and l ig h t,  CL = clothing,
NS = miscellaneous commodity sector.
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Table 4.25
Total Expenditure E la s t ic i ty
Commodity sector
Mode I ---------------------------------------------------------------------
1 2 3 4 5
LES-W .69641 1.71819 .93025 1.24425 1.19557
LES-U-SD
ROAM
.73747 1.61188 1.01523 1.29033 1.12493
Unrestr'ed 1.57894 -.12786 1.80772 1.36665 -.07231
<.1282) (.2555) (.2904) (.2033) (.1849)
Restricted 1.59934 -.05455 1.83365 1.37233 .02465
RDRM-D4
(.1179) (.2476 ) ( .2714) (.1945) ( .  1733)
Unrestr'ed .84136 2.03744 .16690 1.57800 .91622
(.0543) (.1618) (.1261) (.1071) (.0764 )
Restricted .72582 1.66.970 .58202 1.52387 1.13782
RDRM-SD
(.0419) (.1371) (.1083) (.0823) (.0632 )
Unrestr'ed 1.09119 1.22666 .56392 1.24004 .79507
(.1291) (.2980) (.2737) (.2754) (.1758)
Restricted .98236 1.26466 .67437 1.34661 .89319
RDflM-RR<4)
(.1278) (.2996) (.2708) (.2735) (.1701)
Unrestr' ed 1.12484 .55598 .95786 1.13235 .89330
( .  1031) (.3123) (.2537) (.2021) (.1501)
Restricted 1.08697 .36762 1.27571 1. 13141 .93844
RDfln-RR(1,4)
( .0919) (.2977) (.2540) ( .  1939 ) (.1327)
Unrestr'ed 1.05711 .99203 .76058 1.34230 .83716
(.0938) (.2617) (.2143) (.1660) (.1275)
Restricted 1.01697 .79213 .95985 1.33884 .89881
RIDS
(.0840) (.2497) (.2040) (.1545) (.1181)
Unrestr'ed 1.06163 1.62522 .75670 1.65795 .52170
(.0949) (.2372) (.2379) (.1347) (.1142)
Restricted .77726 1.54374 .78263 1.53546 1.04290
RIDS-SD
(.0634) (.1477) (.1486) (.0817) (.0866)
Unrestr'ed .76532 2.48868 .09138 1.79598 .83802
(.0610) (.1391) (.1494) (.1252) (.0882)
Restricted .63394 1.88293 .51187 1.56102 1.22328
RIDS-RR(4)
(.0413) (.0963) (.0973) (.0743) (.0638)
Unrestr'ed .81392 2.08959 .12789 1.45165 1.00088
(.0614) (.1738) (.1497) (.1116) (.0862)
Restricted .76539 1.64865 .45050 1.34911 1. 17624
RIDS-flR(1,4)
(.0418) (.1224) (.1100) (.0711) (.0609)
Unrestr'ed .79833 2.19356 -.00495 1.38272 1.05080
(.0570) (.1740) (.1476) (.1286) (.0844 )
Restricted .73742 1.60937 .54086 1.27522 1.23999
(.0420) (.1323) (.1180) (.0829) (.0569 )
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Table 4.26
Compensated Own Price E la s t ic i ty
Model
Commodity sector
1 2 3 4 5
LES-U -.35843 -1.10637 -.65996 -.81486 -.59545
LES-W-SD -.37322 -1.06074 -.72400 -.84962 -.58381
RDflM -.64357
<.2569)
-1.98534  
<.8407)
-.25573
<.4016)
-1 .  10800 
<.6553)
-.57790  
<.5050)
RDRM-D4 -.43608
(.0730)
-2.28524
<.3461)
-.05093
<.1635)
-.89739
<.2312)
-.15637  
<.1752)
RDfiM-SD -.36875
<.1781)
-2.13185  
<.6931)
-.51034
<.2545)
-.97034
<.6238)
.07741
<.2993)
RDRM-RR<4 ) -.53062
<.1368)
-2.90731
<.7790)
-.42416
<.2859)
-.17643  
<.5370)
-.45730
<.2245)
RDRM-RR<1,4) -.43298
<.1312)
-3.19917  
<.5872)
-.37124
<.2304)
-.76910  
<.3958)
-.17683  
<.2277)
RIDS -.38747
<.0760)
-1.77567
<.3195)
.04247
<.1999)
-.63447
<.1878)
-.28247
<.2314)
RIDS-SD -.01772
<.0523)
-1.19488
<.2708)
.38348 
<.1419)
-.50691  
<.1824 )
.00288 
<.1959)
RIDS-RR<4) -.32645
<.0671)
-1.94944
<.2857)
.15413 
<.1646)
-.74551  
<.1821)
-.25523
<.1834)
RIDS-RR<1,4) -.28818
<.0615)
-2.05692
<.2856)
.24845
<.1533)
-.38182
<.1790)
-.19771  
<.1946)
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Table 4.27
Test of Demand R estrictions <12 Sectors)
Model R estri­
ction
Testing s ta t is t ic s  a 
U LR LM T2
C.U. of T2 
a t 5 S
RDRM-D4 H 118.808 66.768 41.169 94.292 <28.017)
S 92.633 79.710 69.438 -
H & S 217.035 146.479 107.759 -
RDRM-SD H 13.947 12.599 11.419 10.183 <29.047)
S 61.468 55.231 49.949 -
H & S 76.635 67.829 60.347 -
RIDS-SD. H 152.377 77.961 45.070 111.902 <28.017)
S 176.244 133.889 106.184 -
H 8c S 338.835 211.850 146.543 -
a C r it ic a l values of x2 a t 5 19.681 for homogeneity re s tric tio n s  <H),
73.308 for symmetry res trc it io n  < S), 
85.961 for both re s tric tio n s  (H & S).
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Table 4.28
RDRM-SD Model <12 Sectors)
Table 4.28.1 Unres tr ic te d RDfiM-SD Model <12 Sectors)
d fnFf dftiF? dft}P3 d fn F j df,rP5 dfnPß dfnP7
1 -.06775
(.0464)
-.06910
<.0670)
.01676
<.0161)
.04899
<.0489)
-.02944
<.0724)
.07917
<.1163)
.01162
<.0519)
2 .04402
(.0203 )
-.09083  
<.0293)
.00337
<.0071)
.01538
<.0214)
-.02119
<.0316)
- .  19435 
<.0508)
.04846
<.0226)
3 .00867 
( .0397)
.05052
<.0573)
-.05180
<.0138)
-.05891
<.0419)
-.04172
<.0620)
-.02728
<.0995)
.00369
<.0444)
4 .00704
(.0308)
.04933
<.0445)
.01731
<.0107)
-.07581
<.0325)
-.05776  
<.0481)
-.04031
<.0772)
.07755
<.0344)
5 .01386
(.0143)
-.02212
<.0207)
.00610
<.0050)
.00245
<.0151)
-.05265
<.0224)
-.00867
<.0359)
.04331
<.0160)
6 -.00536  
( .0211 )
.00465
<.0305)
-.00281
<.0073)
.04767
<.0223)
.01734
<.0330)
-.06354
<.0529)
.00786
<.0236)
? .04595
<.0173)
.01998
<.0249)
.00393
<.0060)
.01331
<.0182)
.03976
<.0269)
-.00407
<.0432)
-.04938
<.0193)
8 .00206 
<.0291)
.00157 
<.0420)
.00528 
<.0101)
-.00036
<.0307)
-.00331
<.0454)
.05326
<.0729)
-.02778
<.0325)
9 -.00720  
<.0129)
.02262
<.0186)
-.00967  
<.0045)
.01660
<.0136)
.01323
<.0201)
.02810
<.0322)
-.02952
<.0144)
10 -.01481
< 0 31 5 )
.01752
<.0455)
.00667
<.0110)
-.02153
<.0332)
.03402 
<.0492)
-.01293
<.0789)
-.01116
<.0352)
11 -.00318
<0 11 8 )
-.01096
<.0171)
-.00150
<.0041)
.00988
<.0125)
.03351
<.0185)
.00091
<.0296)
-.00214
< 0132 )
12 -.02332
<.0287)
.02684
<.0414)
.00635
<.0100)
.00235 
<.0303 )
.06819
<.0448)
.18970 
<.0719)
-.07251
<.0321)
d/nP3 d/flPg dfnFfo d ftiF ff d //iF  f2 dtl
1 .10204 - .  15398 -.03672 -.01925 .05096 .01953
<.1632) <.0869) <.0727) <.0329) <.0595) <.0511)
2 .16474 .02932 .01499 .00880 -.03426 . 14269
<.0713) <.0379) <.0318) <.0144) <.0260) <.0223)
3 .18561 .03766 .08051 .05239 -.04021 .17664
<.1396) <.0743) <.0622) <.0282) <.0509) <.0437)
4 .10599 -.03074 .04944 .01683 -.01871 .17499
<.1084) <.0577) <.0483) <.0219) <.0395) <.0339)
5 .02547 -.03914 -.00800 -.00073 .02781 .05545
<.0504) <.0268) <.0225) <.0102) <.0184) <.0158)
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Table 4 .28.1  ( continued)
6 -.08534
( . 0742)
.02650 
( . 0395)
-.00163
( . 0331)
-.02440
( . 0150)
.03514
( . 0271)
.05571
( . 0232)
7 .05370 
( . 0607)
-.03021 
( . 0323)
-.05163
( . 0270)
-.00138
( . 0122)
.00367 
( . 0221 )
.03438
( . 0190)
8 -.18970 
( . 1023)
.07464
( . 0545)
-.01965
( . 0456)
-.00404
( . 0206)
-.01143
( . 0373)
. 12733 
( . 0320)
9 -.01924
( . 0453)
-.01716
( . 0241)
-.01331
( . 0202)
.00191
( . 0091)
.01464
( . 0165)
.03108
( . 0142)
10 -.06335
( . 1108)
.02808
( . 0590)
-.02811
( . 0494)
.00626 
( . 0224)
.00969 
( . 0404)
.11088 
(.0347  )
11 -.08230
( . 0416)
.02425
( . 0222)
.02107
( . 0185)
-.03143
( . 0034)
.01093
( . 0152 )
.03450
( . 0130)
12 - .  19761 
( . 1009)
.05077
( . 0537)
-.00696
( . 0450)
-.00446
( . 0204)
-.04824 
( . 0368 )
.03682
( . 0316)
Dl D2 °3 d4 R2 DU 0144
1 .00372
( . 0065)
-.00540
( . 0069)
-.00381 
( . 0054)
.01893
( . 0078)
.5007 2.818 1.575
2 .00102
( . 0028)
-.00558
( . 0030)
.00146
( . 0023)
-.00510
( . 0034)
.7589 2.456 1.935
3 - .04580 
( . 0056)
.00439
( . 0059)
.00710
( . 0046)
-.00222
( . 0066)
.8747 2.328 1.841
4 -.02817
( . 0043)
.00617
( . 0046)
.00104
( . 0036)
-.00158
( . 0051)
.8489 2.590 1.652
5 .00466
( . 0020)
.00132
( . 0021)
-.00123
( . 0017)
-.00410
( . 0024)
.3123 2.002 1.915
6 .00385
( . 0030)
.01880
( . 0032)
-.00498 
( .0024 )
-.00802 
( .0035 )
.7000 2.377 1.934
7 .00125
( . 0024)
-.01393
( . 0026)
-.00529
( . 0020)
.01357
( . 0029)
.8654 1.985 1.385
8 .00780
( . 0041)
.00417
( . 0044)
- .00737 
( . 0034)
.01411
( . 0049)
.6901 2.775 1.126
9 .00646
( . 0018)
.00285 
( . 0019)
.00073
( . 0015)
-.00434
( . 0022)
.4200 2.557 2.049
10 .04166
( . 0044)
- .02433 
( . 0047)
.01217 
( .0036 )
-.02601 
( .0053 )
.8829 2.806 2.098
11 .00215
( . 0017)
.00419 
( . 0018)
.00298
( . 0014)
-.00222
( . 0020)
.5197 2.343 1.439
12 .00139
( . 0048 )
.00734
( . 0040)
-.00280 
( . 0043)
.00698 
( . 0033)
.3883 2.370 1.844
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Table 4 .28 .2  Homogeneity Restricted RDRM-SD Model <12 Sectors)
d/rtFf dfnF2 dfnFg dftTpj d /f jF j dfnFß df/}F?
1 -.06390
(.0459)
-.05937
<.0646)
.01595
<.0161)
.05188 
<.0487)
-.01620
<.0682)
.08257
<.1163)
.00183
<.0436)
2 .04469
<.0200)
-.08915
<.0281)
.00323
<.0070)
.01588
<.0212)
-.01889
<.0297)
-.19376  
<.0507)
.04676
<.0212)
3 -.00284
<.0403)
.02148
<.0566)
-.04937
<.0141)
-.06754
<.0427)
-.08125
<.0597)
-.03742
<.1020)
.03295
<.0426)
4 .00125
<.0308)
.03472
<.0433)
.01853
<.0108)
-.08015
<.0327)
-.07764
<.0457)
-.04541
<.0730)
.09227 
<.0325)
5 .01458
<.0142)
-.02033
<.0199)
.00595
<.0050)
.00298
<.0150)
-.05021
<.0210)
-.00805  
<.0359)
.04150
<.0150)
6 -.00282
<.0209)
.01105
<.0294)
-.00335
<.0073)
.04957 
<.0222)
.02606
<.0311)
-.06131
<.0530)
.00140
<.0221)
7 .04346
<.0172)
.01369
<.0241)
.00446
<.0060)
.01144
<.0182)
.03120
<.0255)
-.00626
<.0435)
-.04305
<.0131)
8 .00897
<.0293)
.01899
<.0411)
-.00383
<.0103)
.00481
<.0310)
.02040
<.0434)
.05934
<.0741)
-.04533
<.0309)
9 -.00726
<.0127)
.02247
<.0179)
-.00966
<.0045)
.01656
<.0135)
.01303
<.0189)
.02805
<.0322)
-.02937
<.0134)
10 -.01194
<.0312)
.02476
<.0439)
.00606
<.0109)
-.01933
<.0331)
.04388
<.0463)
-.01040  
<.0790 )
-.01846
<.0330)
11 -.00139
<.0118)
-.00645
<.0165)
-.00188
<.0041)
.01122
<.0125)
.03966
<.0175)
.00249
<.0298)
-.00669
<.0124)
12 -.02281
<.0283)
.02813
<.0398)
.00624
<.0099)
.00273
<.0301)
.06996
<.0421)
.19016 
<.0718)
-.07382
<.0300)
dffiFg dftlFg d/t}Ff0 dffiF f f dfnF f2 dff
1 .13801 
<.1488)
-.15354  
<.0871)
-.02382
<.0687)
-.02120
<.0328)
.04781
<.0594)
.01903
<.0512)
2 .17096 
<.0648)
.02940
<.0379)
.01722
<.0299)
.00346
<.0143)
-.03481
<.0259)
. 14260 
<.0223)
3 .07820
<.1304)
.03634
<.0763)
.04200
<.0602)
.05823
<.0288)
-.03073  
<.0520)
.17814 
<.0449)
4 .05196
<.0997)
-.03140
<.0583)
.03007 
<.0460)
.01977 
<.0220)
-.01397
<.0398)
.17574 
<.0343)
5 .03212
<.0459)
-.03905
<.0268)
-.00562
<.0212)
-.00109
<.0101)
.02723
<.0183)
.05536
<.0158)
6 -.06165
<.0678)
.02679
<.0397)
.00687
<.0313)
-.02569  
<.0150)
.03307
<.0271)
.05538
<.0234)
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Table 4 .28 .2  (continued)
7 .03043
(.0556)
-.03050
(.0325)
-.05997
(.0257)
-.00061
(.0122)
.00572
(.0222)
.03470
(.0191)
8 -.12527  
( .0947)
.07543 
( .0554)
.00345 
(.0437)
-.00755
(.0209)
-.01709
(.0378)
. 12643 
(.0326)
9 -.01978
(.0412)
-.01716
(.0241)
-.01351
(.0190)
.00194
(.0091)
.01469
(.0164)
.03109
(.0142)
10 -.03657
(.1010 )
.02341
(.0591 )
-.01851
(.0467)
.00481
(.0223)
.00733
(.0403)
.11051
(.0343)
11 -.06560
(.0381)
.02445
(.0223)
.02706
(.0176)
-.03234
(.0084)
.00946
(.0152)
.03427
(.0131)
12 - .  19281 
( .0918)
.05083
(.0537)
-.00524
(.0424)
-.00473  
( .0202)
-.04866
(.0366)
.03675
(.0316)
D1 d2 d3 d4 R2 DU DU4
1 .00139
(.0048)
-.00826
(.0044)
-.00559
(.0042)
.01690
(.0068)
.4984 2.833 1.556
2 .00062
(.0021)
-.00607
(.0019)
.00116
(.0018)
-.00545  
(.0029 )
.7587 2.456 1.944
3 -.03885  
( .0042)
.01294
(.0038)
.01241
(.0037)
.00383
(.0059)
.8679 2.403 1.747
4 -.02467
(.0032)
.01047
(.0029)
.00371
(.0028)
.00147
(.0045)
.8454 2.590 1.619
5 .00423
(.0015)
.00079
(.0014)
-.00155
(.0013)
-.00447
(.0021)
.3112 1.997 1.912
6 .00232
(.0022)
.01692 
( .0020)
-.00615
(.0019)
-.00936
(.0031)
.6971 2.360 1.939
7 .00276
(.0018)
-.01208
(.0016)
-.00414
(.0016)
.01488
(.0025)
.8636 1.994 1.448
8 .00363 
( .0031)
-.00095  
( .0028)
-.01056
(.0027)
.01047
(.0043)
.6788 2.760 1.154
9 .00650
(.0013)
.00289 
(.0012)
.00076
(.0012)
-.00431 
(.0019)
.4200 2.556 2.049
10 .03993
(.0033)
-.02646
(.0030)
.01084
(.0028)
-.02752
(.0046)
.8822 2.810 2. 109
11 .00107
(.0012)
.00286
(.0011)
.00215
(.0011)
-.00317
(.0017)
.5126 2.331 1.404
12 .00108
(.0030)
.00695
(.0027)
-.00304
(.0026)
.00671
(.0042)
.3882 2.371 1.838
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Table 4 .23 .3  Homogeneity and Symmetry Restricted RDRM-SD Model <12 Sectors)
dfnFf dfnF? d/nFg dfnF4 d(nF5 df,iF6 d/siFp
1 -.09704
<.0395)
.03306
<.0182)
.01308
<.0142)
-.01784
<.0233)
.01356
<.0113)
.00539 
<.0187)
.03219
<.0145)
2 .03306
<.0132)
-.07797
<.0252)
.00665
<.0069)
.01480
<.0176)
-.01555
<.0135)
-.02634
<.0213)
.02098
<.0146)
3 .01303
<.0142)
.00665
<.0069)
-.04373
<.0131)
.01326
<.0101)
.00625 
<.0046)
-.00208
<.0070)
.00488
<.0055)
4 -.01784
<.0233)
.01480
<.0176)
.01326
<.0101)
-.03707
<.0237)
.01061
<.0116)
.03704
<.0190)
.01135
<.0140)
5 .01356
<.0113)
-.01555
<.0135)
.00625
<.0046)
.01061
<.0116)
-.04546  
<.0166)
-.00570  
<.0186)
.03669
<.0105)
6 .00539 
<.0187)
-.02634
<.0213)
-.00208
<.0070)
.03704
<.0190)
-.00570  
<.0186)
-.10002  
<.0414)
.01837
<.0169)
7 .03219
<.0145)
.02098
<.0146)
.00488
<.0055)
.01135
<.0140)
.03669
<.0105)
.01837
<.0169)
-.04527
<.0159)
8 .02474
<.0249)
.03107
<.0286)
.00497
<.0097)
-.01721
<.0253)
.01580
< 0 26 1 )
.01451
<.0440)
.00342
<.0224)
9 -.00313
<.0121)
.01964
<.0137)
-.00847  
<.0044)
.00438
<.0122)
-.03400
<.0126)
.01174
<.0201)
-.01395  
<.0106)
10 -.01798
<.0261)
.00153
<.0216)
.00411
<.0101)
-.02295
<.0237)
-.01025
<.0149)
.03196
<.0240)
-.05504
<.0170)
11 .00695
<.0107)
-.00504  
<.0098)
.00002 
<.0040)
.00602
<.0099)
-.00522
<.0071)
-.01456
<.0115)
.00375
<.0079)
12 .00702 
<.0233)
-.00284
<.0208)
.00607 
<.0094 )
-.00240
<.0211)
.03328
<.0129)
.02969
<.0210)
-.01238
<.0151)
dfr>Fs dftiFg dinPfQ dftiFff dfttF f2 d?1
1 .02474
<.0249)
-.00313
<.0121)
-.01798
<.0261)
.00695
<.0107)
.00702
<.0233)
.00183
<.0449)
2 .03107
<.0286)
.01964
<.0137)
.00153
<.0216)
-.00504
<.0098)
-.00234
<.0208)
. 13741 
<.0214)
3 .00497
<.0097)
-.00847  
<.0044)
.00411
(.0101)
.00002
<.0040)
.00607
<.0094)
.17702 
<.0375)
4 -.01721
<.0253)
.00438 
<.0122)
-.02295
<.0237)
.00602 
<.0099)
-.00240
<.0211)
.13687 
<.0306)
5 .01580
<.0261)
-.03400
<.0126)
-.01025
<.0149)
-.00522
<.0071)
.03328
<.0129)
.05434
<.0141)
6 .01451
<.0440)
.01174
<.0201)
.03196
<.0240)
-.01456
<.0115)
.02969
<.0210)
.06709
<0217)
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Table 4 .28 .3  (continued)
7 .00342 
( .0224)
-.01895
(.0106)
-.05504
(.0170)
.00375 
( .0079)
-.01238
(.0151)
.02894
(.0174)
8 -.10955  
( .0722)
.03811
(.0264)
.03195
(.0331)
-.00964  
( .0152)
-.02816  
( .0297)
.14628 
(.0298)
9 .03811
(.0264 )
-.03294
(.0194)
.00077
(.0156)
.00999 
(.0075)
.01285
(.0132)
.03942
(.0137)
10 .03195
(.0331 )
.00077
(.0156)
-.01549
(.0369)
.02895
(.0119)
.02245
(.0238)
.10293 
(.0305)
11 -.00964
(.0152)
.00999
(.0075)
.02895
(.0119)
-.02752
(.0077)
.00632
(.0106)
.04304
(.0121)
12 -.02816
(.0297)
.01285
(.0132)
.02245
(.0238)
.00632
(.0106)
-.07189
(.0305)
.06479 
(.0283)
° i 02 °3 d4 R2 DU DU4
1 -.00073
(.0047)
-.01167
(.0042)
-.00798  
( .0042)
.01952
(.0060)
.4065 2.874 1.293
2 .00032
(.0022)
-.00403
(.0020)
.00228
(.0019)
-.00215  
(.0028 )
.7034 2.700 1.937
3 -.03712
(.0041)
.01458
(.0035)
.01224 
(.0036)
.00433
(.0050)
.8457 2.284 1.620
4 -.02470
(.0033)
.01271
(.0029)
.00490 
( .0029)
.00747
(.0041)
.8124 2.697 1.433
5 .00417
(.0014)
.00089 
( .0013)
-.00160
(.0012)
-.00409
(.0018)
.3000 1.997 1.932
6 ,00287
(.0021)
.01680
(.0020)
-.00577
(.0019)
-.01147
(.0029)
.6747 2.425 1.848
7 .00206
(.0017)
-.01258
(.0015)
-.00400
(.0015)
.01594 
(.0023)
.8580 2.006 1.292
8 .00437
(.0030)
-.00235
(.0027)
-.01177
(.0027)
.00673
(.0039)
.6543 2.738 1.010
9 .00629 
( .0014)
.00268
(.0012)
.00109
(.0012)
-.00568
(.0018)
.3319 2.673 2.060
10 .03940
(.0032)
-.02510
(.0029)
.01264
(.0029)
-.02642
(.0041)
.8685 2.882 2. 125
11 .00080
(.0012)
.00284
(.0011)
.00224 
( .0011)
-.00455
(.0016)
.4412 2.445 1.249
12 .00229
(.0030)
.00523
(.0027)
-.00426
(.0027)
.00036
(.0038)
.2779 2.428 1.631
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Table 4.29
Comparison between the Marginal Budget Shares Obtained from figgregated <5) and 
Disaggregated (12) Sectors
Commodity 
sector
Unrestricted Restricted
Aggregated Disaggregated figgregated Disaggregated
Food .49910 .51385 .44932 .45313
Housing .10524 .11116 .10850 . 12143
Fuel & Light .03676 .03438 .04396 .02894
Clothing . 13242 .12733 . 14380 .14628
Mi see Ilaneous .22647 .21328 .25442 .25023
Table 4.30
Total Expenditure and Compensated Own Price Elasticities: 
RDfiM-SD <12 Sectors)
Comensated Total expenditure elasticity
own price ---------------------------
elasticity Unrestricted Restricted
Cerea 1 s -.53911 .10850 .01016
(.2194) (.2839) (.0249)
Meat 8c Fish -.32947 1.51793 1.46181
(.2681) (.2372) (.2277)
Uegetable -.63290 2.29403 2.29896
8i Fruits (.1701) (.5675) (.4370)
Other Foods -.35305 1.66657 1.30352
(.2733) (.3229) (.2914)
Rent -1.89417 2.31042 2.26417
(.6917) (.6583) (.5875)
Other -1.61323 .89855 1.08210
Housing (.6677) (.3742) (.3500)
Fuel & -.69646 .52892 .44523
Light (.2446) (.2923) (.2677)
Clothing -1.02383 1.19000 1.36710
(.6743) (.2991) (.2785)
Medica 1 Care -.63346 .59769 .75808
(.3731) (.2731) (.2635)
Education 8c -.17404 1.24584 1.15708
Cu 1ture (.4146) (.3899) (.3427)
Trasportat'n -.52923 .66346 .82769
8c Communicat’n (.1481) (.2500) (.2327)
Mi seellaneous -.77301 .39591 .69667
(.3280) (.3398) (.3043)
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Table 4.31
Test of Structural S ta b i1ity , 1966-1973 us 1974-1981 <LR Test)
Mode 1
LR test s ta t is t ic C ri t i ca 1 value a t 5:?
Llnres t ' ed Res t r  i c ted 
mode 1 mode 1
Asymptotic 
*2 <df)
Adjusted with  
T /<T -k )
5 Sectors 155.40 <128)
RDflM-SD 242.88 212. 15 226.04
RDRM-D4 167.21 151.80 191.27
RID-SD 230.72 268.98 226.04
12 Sectors 396.75 (352)
RDflM-SD 1059.48 895.58 846.40
RDAM-D4 1063.33 837.99 668.21
flIDS-SD 1165. 12 993.62 846.40
Table 4.32
Test o f Parameter Constancy, 1966-1973 vs 1974-1981 (LR Test)
LR test s ta t is t ic C r it ic a l value a t 5$
Model Unrest'ed 
model
Restricted
model
Asymptotic 
a2 <df)
Adius ted 
ja , |b
5 Sectors
RDAM-SD 168.03 158.54 67.05 (50 ) 83.89 98. 13
RDAM-D4 101.12 74.32 48.61 (34 ) 56.01 59.83
AIDS-SD 220.06 216. 10 67.50 (209) 83.89 98. 13
12 Sectors
RDAM-SD 861.90 641.86 291.10 (253) 454.40 621.01
RDAM-D4 768.41 478.36 243.73 (209) 346.63 410.49
AIDS-SD 1000. 15 727.35 291.10 (253) 454.40 621.01
a The correction factor is T /{T -k -l(m -1  )-s/(m -1 )+11/2} with s = <m-1 )k+m<m-1 > /2 . 
b The correction factor is T /(T -k ) .
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Table 4.33
Comparison of Tests of Demand R estrictions between Two Subsamples for the Periods 
1966-1973 and 1974-1981
Table 4 .33.1  Aggregated 5 Sectors
Model R es tri­
c tion
Testing s ta t is t ic Rdjusted a2 C .U .a >b
U LR LM T2 <5 $ C .U . ) lc 1 ld
< 1966 -1973)
RDRM-SD H 2 .4 1 2 .3 3 2 .2 4 1.64 < 1 3 .4 1 )
S 6 .9 9 6 .3 8 5 .8 4 19.90 18.32
H 8c S 9 .81 8 .71 7 .7 6 2 8 .2 4 2 6 .6 3
RDRM-D4 H 3 4 .6 0 2 3 .2 4 16.35 2 7 .9 0  < 1 2 .6 4 )
S 5 .9 9 5 .6 3 5 .31 16.62 15.50
H 8i S 4 3 .0 6 2 8 .8 7 2 0 .2 3 2 3 .6 7 2 2 .5 4
RID-SD H 3 9 .3 0 2 5 .6 4 17.64 2 7 .0 2  < 1 3 .4 1 )
S 2 2 .3 8 17.33 13.74 19.90 18.32
H 8c S 6 4 .7 9 4 2 .9 6 3 0 .0 6 2 8 .2 4 2 6 .6 3
< 1974-1981)
RDRM-SD H 3 . 13 2 .9 9 2 .8 6 2 . 16 < 1 3 .4 1 )
S 17.47 14.76 12.63 19.90 18.32
H 8c S 2 0 .5 4 17.75 15.42 2 8 .2 4 2 6 .6 3
RDRM-D4 H 3 2 .7 5 2 2 .5 5 16. 19 26 .61  < 1 2 .6 4 )
S 23. 18 18.61 15.29 16.62 15.50
H 8c S 5 6 .9 7 4 1 .1 6 30 .31 2 3 .6 7 2 2 .5 4
fl 1DS-SD H 2 8 .4 9 2 0 .3 8 15.07 19.59 < 1 3 .4 1 )
S 17.33 14.77 12.75 19.90 18.32
H & S 4 8 .9 7 35. 14 2 6 .4 6 2 8 .2 4 2 6 .6 3
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Table 4 .33 .2  D isaggregated 12 Sectors
Mode I R e s tr i­
c t io n
Testing  s t a t i s t i c fld jus ted *2 c . u . a >e
U LR LM T2 <5 ft C .U .) l c l id
<1966-1973)
RDflM-SD H 32.51 22.23 15.87 14.68 <155.23)
S 147. 18 91.80 63.57 203.99 156.59
H & S 177.74 114.03 73.56 229.23 183.33
RDAM-D4 H 131.43 51.34 25.03 76.31 <72.04)
S 261.27 131.61 83. 10 151.35 123.47
H & S 422.78 182.96 103.06 171.92 144.78
RIDS-SD H 141.66 54. 12 26. 10 66.40 <155.23)
S 272.47 137.55 84. 10 203.99 156.59
H & S 436.37 191.68 105.84 229.23 183.33
<1974-1981)
RDflM-SD H 128.96 51.70 25.64 60.45 <155.23)
S 198.42 121.04 82.35 203.99 156.59
H 8, S 327.33 172.73 106.26 229.23 183.38
RDAM-D4 H 123.49 50.59 25.41 73.32 <72.04)
S 559.10 198.54 103.95 151.35 123.47
H 8c S 716.89 249.13 124. 18 171.92 144.78
flIDS-SD H 304.39 75.33 28.96 142.92 <155.23)
S 565.91 211.39 114.83 203.99 156.59
H 8, S 906.56 286.73 138.69 229.23 183.33
a C r i t ic a l  va lues a t 5 ft are ad jus ted .
b The unadjusted a2 c r i t i c a l  va lues are 9.49 fo r  te s t in g  H, 12.60 fo r  te s t in g  S, 
and 18.31 fo r  H & S.
c The c o rre c tio n  fa c to r  is  T /{T -k-[<m -1 )-s /<m -1  )+11/2} where s is  the number o f 
r e s t r ic t io n s .
^ The c o rre c tio n  fa c to r  is  T /(T -k> .
e The unadjusted c r i t i c a l  va lues are 19.68 fo r  te s t in g  H, 73.31 fo r  te s t in g  S,
and 85.96 fo r  H & S.
[Chapter 248
Table 4.34
RDRM-SD Model <5 Sectors), 1966-1973
Table 4.34.1 Unrestricted RDRM-SD Model (5 Sectors), 1966-1973
dfnF f dfnF'2 d/ziF^ d f/iF j df,iF5 dff
1 .06984 - .  53624 .46950 .33810 .11413 .61011
(.1152) (.2627) (.1735) (.2843) (.1770) (.0771)
2 -.00937 -.22246 .10735 .03760 .07341 .08978
(.0661) (.1508) (.0996) (.1632) (.1017) (.0443)
3 .10770 . 15041 -.10483 .01730 -.12526 .03895
(.0271) (.0619) (.0409) (.0670) (.0417) (.0182)
4 .01953 .00626 -.01354 -.18671 .06399 . 14019
( .  0734 ) ( .1674) (.1105) (.1811) (.1128) (.0491)
5 - .  13720 .60202 -.45848 -.20629 -.12623 .12093
(.0913) (.2083) (.1376) (.2254) (.1404) (.0611)
D1 d2 03 d4 R2 DU DU4
1 -.05401
(.0135)
-.00446
(.0104)
-.00593  
(.0080)
-.00066
(.0144)
.9465 2.461 1.463
2 .00550
(.0078)
.01694
(.0060)
-.00391
(.0046)
-.01577
(.0083)
.4674 2.809 2.107
3 .00053
(.0032)
-.01363
(.0025)
-.00835
(.0019)
.01475
(.0034)
.9068 2.733 1.442
4 .01029 
(.0036 )
.00104
(.0066)
-.00506
(.0051)
.00487
(.0092)
.4657 2.688 1.150
5 .03770
(.0107)
.00012
(.0083)
.02329
(.0063)
-.00320
(.0114)
.7220 2.743 1.180
Table 4 .34 .2  Homogeneity  Res t r ic  ted RDRM-SD Mode 1 (5 Sec to rs ), 1966-1973
d fn F i dfnF? dfnF2 d fn F j dft^F5 dff
1 .06431
(.1178)
-.55698
(.2683)
.45533 
( .  1772)
.06020
(.1732)
-.02284
(.1399)
.64701
(.0726)
2 -.00970
(.0661)
-.22183
(.1505)
.10778 
( .0994)
.04613
(.0972)
.07761
(.0785)
.08865 
( .0407)
3 .10715 
(.0272)
. 14835 
( .0620)
- .  10624 
( .0410)
-.01036
(.0400)
- .  13889 
(.0323)
.04262
(.0168)
4 .02087
(.0736)
.01130
(.1676)
-.01010
(.1107)
-.11930
(.1082)
.09722
(.0874)
.13124 
( .0453)
5 -.18262  
( .0936)
.61917
(.2132)
-.44677
(.1408)
.02332 
(.1376)
-.01310
( .1111)
.09049
(.0576)
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Table 4 .3 4 .2  (con tinued)
° i d2 °3 d4 R2 014 0144
1 -.04054
(.0079)
.00512
(.0070)
-.00061
(.0068)
.01044
(.0114)
.9440 2.380 1.534
2 .00508
(.0044)
.01665
(.0039)
-.00407
(.0031)
-.01611
(.0064)
.4673 2.806 2.112
3 .00187
(.0018)
-.01268
(.0016)
-.00782
(.0023)
.01586
(.0026)
.9060 2.702 1.461
4 .00702
(.0049)
-.00129
(.0044)
-.00636
(.0036)
.00218
(.0071)
.4620 2.662 1.131
5 .02657
(.0063)
-.00780
(.0056)
.01886
(.0065)
-.01236
(.0091)
.7076 2.699 1.275
Table 4 .3 4 .3  Homogeneity and Symmetry R e s tr ic te d  RDftfl- 
1966-1973
■SO Model (5 S ecto rs  ),
d/ttP f dfnPg d h  tP$ dftiP4 dfrP5 dtl
1 .02185
(.1246)
-.01412
(.0639)
. 10777 
(.0265)
.00899
(.0667)
-.12449 
(.0968)
.59274
(.0736)
2 -.01412
(.0639)
-.33639 
(.1071)
. 17078 
(.0497)
.04959
(.0811)
.13015 
(.0653)
.09737
(.0392)
3 .10777 
(.0266)
. 17078 
(.0497)
- .  11690 
(.0365)
-.01857
(.0357)
-.14308 
(.0311)
.04166
(.0165)
4 .00899
(.0667)
.04959
(.0811)
-.01857
(.0357)
-.13393 
(.1012)
.09393
(.0727)
. 12625 
(.0425)
5 - .  12449 
(.0968)
.13015
(.0653)
-.14308 
(.0311)
.09393
(.0727)
.04350
(.1065)
. 14198 
(.0581)
Dl 02 d3 d4 R2 014 0144
1 -.04438
(.0082)
.00038
(.0066)
-.00157
(.0071)
.02474
(.0099)
.9345 2. 126 1.581
2 .00596
(.0044)
.01713
(.0037)
-.00359
(.0041)
-.01856
(.0056)
.4496 2.853 2. 122
3 .00178
(.0018)
-.01286
(.0016)
-.00794
(.0021)
.01626
(.0025)
.9056 2.715 1.443
4 .00715
(.0048)
-.00146
(.0039)
-.00650
(.0043)
.00294
(.0058)
.4605 2.718 1.123
5 .02949
(.0066)
-.00318
(.0054)
.01960
(.0057)
-.02538
(.0080)
.6494 2.391 1.297
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Table 4.35
RDflM-SD Model <5 Sectors), 1974-1981
Table 4 .35.1  Unrestricted RDflM-SD Model <5 Sectors), 1974-1981
dftlF f dinF-2 d/fiFj df/iF4 dfnPs dd
1 -.30994
<.0582)
-.03360
<.1251)
-.00865
<.0371)
-.20244
<.1671)
.49092
<.1071)
.29176
<.0576)
2 .07503
(.0286 )
- .  19855 
<.0616)
.02995
<.0182)
.07254 
<.0822)
-.06518
<.0527)
.11384 
<.0283)
3 .01693
(.0357 )
.02504
<.0767)
-.01759
<.0227)
.05802
<.1024)
-.01930
<.0656)
.07310 
<.0353)
4 frQ 770. W —* f 1 Am
(.0278 )
nsoos
• wwww
<.0597)
-.00025
<.0177)
.02484
<.0797)
- .  18608 
<.0511)
.16749 
<.0274)
5 .12025 
(.0463 )
. 15376 
<.0994)
-.00345
<.0295)
.04704
<.1328)
-.22036
<.0851)
.35382
<.0457)
D1 d2 °3 d4 R2 DU DU4
1 -.07893
<.0055)
.02383
<.0063)
.03148
<.0059)
.03656
<.0076)
.9809 1.993 1.148
2 .00969
<.0027)
.02409
<.0035)
-.00954
<.0029)
-.01106
<.0038)
.8589 2.075 2. 101
3 .00042
<.0034)
-.01848
<.0041)
-.00249
<.0038)
.01197
<.0047)
.8810 2.218 1.327
4 .00599
<.0026)
.00053
<.0029)
-.01710
(.0033 )
.01021
<.0036)
.9400 2.398 2.037
5 .06283
<.0044)
-.02997
<.0050)
-.00234
<.0045)
-.04768
<.0061)
.9630 1.779 1.452
Table 4 .35 .2  Homogeneity Restricted RDflM-SO Model (5 Sectors), 1974-1981
df/iFf dfnP‘2 d/tiF^ dfrP4 dfnP5 dd
1 -.29360
<.0511)
-.01190
<.1200)
-.00656
<.0371)
-.17102  
<.1588)
.48308
<.1068)
.30458
<.0534)
2 .09713
<.0260)
- .  16918 
< 0610 )
.03278
<.0189)
.11507 
<.0807)
-.07579
<.0543)
. 13118 
<.0271)
3 .00075
<.0316)
.00354
<.0741)
-.01966
<.0229)
.02690
<.0981)
-.01153
<.0660)
.06041
<.0330)
4 .10039 
<.0243)
.05690
<.0569)
.00009
<0176 )
.02998
<0754 )
-.18736  
<.0507)
. 16958 
<.0253)
5 .09533
<.0412)
. 12064 
<.0967)
-.00665
<.0299)
-.00093
<.1280)
-.20839
<.0860)
.33425
<.0430)
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Table 4 .3 5 .2  (continued)
°\ d2 d3 04 R2 DP DP4
1 -.08111
(.0 04 1 )
.02091
(.0038 )
.02860 
(.0032)
.03359
(.0 05 7 )
.9807 1.970 1.156
2 .00675
(.0021 )
.02013
(.0019 )
-.01344
(.0027 )
-.01508
(.0029 )
.8478 2. 128 2.045
3 .00258
(.0 02 5 )
-.01558
(.0031 )
.00036
(.0029 )
.01491
(.0035 )
.8777 2.223 1.333
4 .00563
(.0019 )
.00005
(.0018 )
-.01757
(.0015 )
.00972
(.0 02 7 )
.9400 2.402 2.044
5 .06615
(.0 03 3 )
-.02551
(.0029 )
.00205
(.0032 )
-.04315
(.0046 )
.9616 1.766 1.483
Table 4 .3 5 .3  Homogeneity and Symmetry Restricted RDflM-SD Model (5  
1974-1981
Sectors ),
df/iFf dftiPg dfrtf's dd
1 -.24087
(.0 52 3 )
.06677
(.0252 )
-.01697
(.0234 )
.06961
(.0247 )
. 12147
(.0432 )
.26505
(.0526 )
2 .06677
(.0252 )
-.15653  
(.0432)
.02598
(.0183 )
.05211 
(.0376 )
.01167
(.0441 )
.12917 
(.0281 )
3 -.01697
(.0234 )
.02598
(.0183 )
-.02557
(.0193 )
-.00272
(.0161 )
.01928
(.0257 )
.05487
(.0300 )
4 .06961
(.0 24 7 )
.05211
(.0376 )
-.00272
(.0161 )
-.05798  
(.0527 )
-.06102
(.0409 )
. 17531 
(.0262 )
5 . 12147 
(.0432 )
.01167
(.0441)
.01928
(.0257 )
-.06102
(.0 40 9 )
-.09140
(.0767 )
.37560
(.0423 )
Dl 02 d3 d4 R2 DP DP4
1 -.07804
(.0046 )
.02170
(.0042 )
.02866
(.0039 )
.03533
(.0060 )
.9734 2.351 1.194
2 .00614
(.0 02 1 )
.02010
(.0025)
-.01268
(.0 01 9 )
-.01441
(.0030 )
.8335 2.215 2.006
3 .00239 
(.0 02 4 )
-.01549
(.0022)
.00094
(.0037 )
.01564
(.0033 )
.8759 2.223 1.277
4 .00466
(.0 02 1 )
-.00011
(.0019)
-.01706
(.0020 )
.00988
(.0028 )
.9280 2.701 1.718
5 .06485
(.0 03 4 )
-.02620
(.0031)
.00013
(.0032 )
-.04644
(.0047 )
.9557 1.647 1.606
[ Chapt er  4] 252
Table 4.36
RDRM-SD Model <12 S ec to rs ), 1966-1973
Table 4 .36 .1  U n res triced  RDftM-SD Model <12 S ec to rs ), 1966-1973
d ft iF f dfnF2 dffiP3 d / f jF j d /n F 5 dfnPß d/fTFp
1 -.05726
<.0626)
-.09227
<.0859)
.03618
<.0159)
.04844
<.0859)
.00208
<.0845)
.25873
<.1386)
.08766
<.1250)
2 .05627
< 0 29 0 )
-.00559
<.0398)
-.00292
<.0074)
.05553
<.0398)
-.08409
<.0392)
-.25711
<.0642)
. 15713 
<.0579)
3 .06204
<.0668)
.10931 
<.0916)
-.06125
<.0170)
.04396
<.0916)
-.15020 
<.0902)
-.06495
<.1479)
.20147
<.1334)
4 .02920
<.0418)
.12277 
<.0574)
.02951
<.0106)
-.12370 
<.0574)
-.10708 
<.0565)
-.04092
<.0927)
.05815
<.0836)
5 .04510
<.0231)
-.05587
<.0317)
.00775
<.0059)
.06711
<.0317)
-.10151 
<.0312)
-.08541
<.0512)
.14852 
<.0462)
6 -.00182
<.0400)
-.11571
<.0549)
-.00402
<.0102)
.01135
<.0548)
.06482
<.0540)
-.12572 
< 0 88 6 )
-.04418
<.0799)
7 .06652
<.0204)
.07813
<.0280)
.01133
<.0052)
.05625
<.0280)
.08667
<.0276)
,01836
<.0452)
14274
<.0408)
8 .00045
<.0522)
-.00688
< 0 7 1 7 )
-.00206
<.0133)
- .  13413 
<.0717)
-.00802
<.0706)
.08226
<.1157)
.01390
<.1043)
9 -.04307 
<.0207)
-.00319
< 0 2 8 5 )
-.01154
<.0053)
.00405
<.0285)
.00124
<.0280)
-.02353
<.0460)
-.01652
<.0414)
10 -.07566
<.0556)
.08136
<.0763)
-.00114
<.0141)
.00326
<.0762)
.04611
<.0751)
- .  12725 
<.1231)
-.16207 
<.1110)
11 -.00516
<.0146)
-.06354
<.0201)
.00023
<.0037)
.02609
<.0201)
.04501
<.0198)
-.01694
<.0324)
-.03908
<.0292)
12 -.07660
<.0440)
-.04853
<.0604)
-.00208
<.0112)
-.05820
<.0604)
.20498
<.0595)
.38247
<.0975)
-.26224
<.0880)
d /n F s d /n F g dfnPfi7 d f n F f f dfnPf2 dtf
1 -.27947
<.2132)
-.00291
<.1540)
-.08398 
<.1250)
-.02114
<.0401)
-.12854 
<.0852)
.09712
<.0531)
2 .00947
<.0988)
-.05438
<.0713)
-.02375
<.0579)
-.01375
<.0186)
-.01892
<.0395)
.17267 
<.0246)
3 .51446
<.2275)
-.07463
<.1643)
.06529
<.1334)
.07280
<.0428)
.02918
<.0909)
.18470 
<.0567)
4 -.00803
<.1425)
.07345
<.1029)
.02815
<.0836)
-.01466
<.0268)
.01406
<.0570)
. 17212 
<.0355)
5 .19186 
< 0 78 7 )
-.13400 
<.0569)
-.05515
<.0462)
.01215
<.0148)
.13858 
<.0315)
.07090
<.0196)
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Table 4 .36 .1  (continued)
6 -.07549 -.01993 -.00090 -.00994 .05959 .05267
(.1 36 2 ) (.0984 ) (.0798 ) (.0256 ) (.0 54 4 ) (.0339 )
? .05751 -.05845 -.04768 -.01462 -.00952 .03112
(.0 6 9 6 ) (.0502 ) (.0408 ) (.0131 ) (.0278 ) (.0173 )
8 -.14336 .04437 .22484 .03283 -.17202 . 13604
(.1 7 7 9 ) (.1285 ) (.1043 ) (.0334 ) (.0 71 1 ) (.0443 )
9 .12090 .01968 .01285 -.00426 .04318 -.00903
(.0 70 7 ) (.0510 ) (.0414 ) (.0133 ) (.0 28 3 ) (.0176 )
10 -.21635 .08775 -.18466 .01221 .03208 .07149
(.1 89 3 ) (.1367 ) (.1110 ) (.0356 ) (.0 75 7 ) (.0472 )
11 -.01314 .04001 -.00399 -.04057 .04500 .02525
(.0 4 9 9 ) (.0360 ) (.0292 ) (.0094 ) (.0199 ) (.0124 )
12 -.15836 .07903 .06899 -.01106 -.03266 -.00505
(.1 50 0 ) (.1 08 3 ) (.0879 ) (.0282 ) (.0 60 0 ) (.0374 )
D1 d2 °3 d4 R2 DP DU4
1 .02416
(.0 0 9 2 )
-.00545
(.0090 )
-.00798
(.0070 )
.00581
(.0117 )
.6608 2.769 2.027
2 .00873 
(.0 04 3 )
-.00119
(.0 04 2 )
-.00213
(.0032 )
-.00210
(.0054 )
.8709 2.476 1.772
3 -.05793
(.0 0 9 8 )
-.00564
(.0096 )
.00232
(.0075 )
-.01812
(.0124 )
.9129 2.560 1.530
4 -.02937
(.0 06 1 )
.00652
(.0060 )
-.00239
(.0047 )
.01234
(.0078 )
.9348 2.825 2.039
5 .00065 
(.0 03 4 )
.00291
(.0 03 3 )
-.00102
(.0 02 6 )
-.01419
(.0043 )
.7066 2.608 2.040
6 .00680
(.0 05 9 )
.02288
(.0058 )
.00454
(.0045 )
-.00442
(.0075 )
.6975 2.826 2. 130
7 -.00083
(.0 03 0 )
-.01726
(.0 02 9 )
-.00974
(.0 02 3 )
.01386
(.0038 )
.9266 2.397 1.373
8 .01067
(.0 07 7 )
-.00741
(.0075 )
-.00743
(.0058 )
-.00046
(.0097 )
.6234 2.479 1.362
9 .00008
(.0030 )
.00226
(.0030 )
.00150
(.0023 )
-.00408
(.0039 )
.4989 2.574 2.202
10 .04438
(.0 08 1 )
-.01214
(.0080 )
.01713
(.0062 )
.00108
(.0104 )
.8477 2.423 1.734
11 -.00299
(.0 0 2 1 )
.00799
(.0 02 1 )
.00573
(.0016 )
-.00043
(.0027 )
.8416 2. 161 2.063
12 -.00434
(.0 06 5 )
.00651 
(.0 06 3 )
-.00053
(.0049 )
.01071
(.0082 )
.6359 2. 183 1.691
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Table 4 .3 6 .2  Homogeneity Restricted RDftM-SD Model (12 Sectors), 1966-1973
d //jP r ditTF-2 dff}Fs d ft iF j d fnPs dtfiFfi d /fiP 2
1 -.05987
(.0 6 3 1 )
-.07579
(.0840 )
.03394
(.0158 )
.05375
(.0864 )
-.00352  
(.0 85 0 )
.27858
(.1375 )
.10879 
(.1231 )
2 .05422
(.0 29 7 )
.00732
(.0396 )
-.00468
(.0074 )
.05969
(.0 40 7 )
-.08848
(.0401 )
-.24155
(.0648 )
.17368 
(.0580 )
3 .07045
(.0 7 2 2 )
.05633
(.0962 )
-.05403
(.0181 )
.02689
(.0989 )
- .  13220 
(.0974 )
-.12880  
(.1575 )
.13352 
(.1410 )
4 .02989
(.0 41 8 )
.11845 
(.0557 )
.03010
(.0105 )
-.12509  
(.0573 )
-.10561  
(.0564 )
-.04612
(.0912 )
.05262
(.0817 )
5 .04711
(.0 24 0 )
-.06856
(.0320 )
.00947
(.0060 )
.06302
(.0329 )
-.09720
(.0324 )
-.10071  
(.0524 )
.13223 
(.0 46 9 )
6 -.00477
(.0 41 1 )
-.09714
(.0547 )
-.00655
(.0103 )
.01733
(.0563 )
.05851 
(.0554 )
-.10335  
(.0896 )
-.02036
(.0802 )
7 .06766
(.0 20 7 )
.07092
(.0276 )
.01231
(.0052 )
.05392
(.0284 )
.08912
(.0280 )
.00967 
(.0452 )
-.15199  
(.0405 )
8 -.00031
(.0 5 2 2 )
-.00208
(.0695 )
-.00271
(.0131 )
- .  13258 
(.0715 )
-.00966
(.0704 )
.08805
(.1138 )
.02007
(.1019 )
9 -.04195
(.0 2 1 0 )
-.01026
(.0280 )
-.01057
(.0053 )
.00177
(.0288 )
.00364
(.0284 )
-.03206
(.0459 )
-.02559
(.0 41 1 )
10 -.08134
(.0 5 8 6 )
.11711
(.0780 )
-.00601
(.0147 )
.01477 
(.0802 )
.03397
(.0789 )
-.08417
(.1277 )
-.11622
(.1143 )
11 -.00545
(.0 1 4 7 )
-.06169
(.0195 )
-.00002
(.0037 )
.02668
(.0201 )
.04438
(.0197 )
-.01471
(.0319 )
-.03671
(.0286 )
12 -.07564
(.0 4 4 1 )
-.05460
(.0587 )
-.00125
(.0110 )
-.06016
(.0 60 4 )
.20704
(.0 59 4 )
.37515
(.0961 )
-.27003
(.0860 )
d/nPs dfnFg dfnP  fQ df/tP  f f d ftiF  f2 dtl
1 -.16585  
(.1 55 5 )
.01556
(.1535)
-.04636
(.1164 )
-.02139
(.0404 )
-.11734
(.0848 )
.08512
(.0512 )
2 .09848
(.0 7 3 3 )
-.03991
(.0724 )
.00533
(.0549 )
-.01395
(.0191 )
-.01014
(.0400 )
.16327 
(.0242 )
3 .14914 
(.1 78 1 )
- .  13401 
(.1758 )
-.05406
(.1333 )
.07361
(.0463 )
-.00685  
(.0971 )
.22329 
(.0587 )
4 -.03779
(.1 03 1 )
.06861
(.1018 )
.01843
(.0772 )
-.01459
(.0268 )
.01112
(.0562 )
.17526 
(.0340 )
5 .10432 
(.0 59 2 )
-.14823  
(.0585 )
-.08375
(.0443 )
.01234
(.0154 )
.12995 
(.0323 )
.08015
(.0195 )
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Table 4 .36.2  ( continued)
6 .05253
( . 1013)
.00087
( . 1000)
.04092
( . 0758)
-.01022
( . 0263)
.07221
( . 0552)
.03915
( . 0334)
7 .00778
( . 0511 )
-.06653
( . 0505)
-.06393 
( . 0383)
-.01451
( . 0133)
-.01442
( . 0279)
.03638
( . 0168)
8 -.11022
( . 1287)
.04976
( . 1271)
.23566
( . 0964)
.03276
( . 0335)
-.16875 
( . 0702)
.13254 
( . 0424)
9 .07213
( . 0519)
.01176
( . 0512)
-.00308
( . 0388)
-.00415
( . 0135)
.03837
( . 0283)
-.00388
( . 0171)
10 .03014
( . 1444)
.12782 
( . 1426)
- .  10413 
( . 1081)
.01167
( . 0376)
.05639
( . 0787)
.04546
( . 0476)
11 -.00039
( . 0361)
.04208
( . 0357)
.00017
( . 0270)
-.04060
( . 0094)
.04625
( . 0197)
.02390
( . 0119)
12 -.20026
( . 1086)
.07221
( . 1073)
.05530
( . 0814)
-.01097
( . 0283)
-.03679
( . 0592)
-.00062
( . 0358)
Dl 02 °3 04 R2 DU DU4
1 .01842 
( . 0054)
-.01064
( . 0060)
-.01174
( . 0050)
.00021
( . 0092)
.6543 2.848 1.983
2 .00423
( . 0026)
-.00525
( . 0029)
-.00508
( . 0024)
-.00649
( . 0043)
.8633 2.575 1.735
3 -.03949
( . 0062)
.01105
( . 0069)
.01440
( . 0058)
-.00011
( . 0105)
.8977 2.562 1.669
4 -.02787
( . 0036)
.00788
( . 0040)
-.00141
( . 0033)
.01381
( . 0061)
.9346 2.810 2.066
5 .00507
( . 0021)
.00691
( . 0023)
.00188
( . 0019)
-.00988
( . 0035)
.6821 2.641 2.031
6 .00034
( . 0035)
.01703
( . 0039)
.00031
( . 0033)
-.01074
( . 0060)
.6795 2.745 2.248
7 .00168
( . 0018)
-.01499
( . 0020)
-.00810
( . 0017)
.01631 
( . 0030)
.9241 2.406 1.429
8 .00900
( . 0045)
-.00892
( . 0050)
-.00852
( . 0042)
-.00210
( . 0076)
.6226 2.454 1.394
9 .00254
( . 0018)
.00449
( . 0020)
.00312
( . 0017)
-.00168
( . 0031)
.4828 2.514 2.206
10 .03195
( . 0050)
-.02340
( . 0056)
.00893
( . 0047)
-.01107
( . 0085)
.8303 2.412 1.670
11 -.00364
( . 0013)
.00741
( . 0014)
.00531
( . 0012)
-.00106
( . 0021)
.8409 2 . 185 2.074
12 -.00223 
( . 0038)
.00842
( . 0042)
.00086
( . 0035)
.01278
( . 0064)
.6339 2.227 1.654
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Table 4 .36 .3  Homogeneity and Symmetry Restricted RDRM-SD Model <12 Sectors), 
1966-1973
dfriP-2 dfrtFg dft>F4 dfnP5 dfnP6 dfnP-p
1 -.05145
(.0471 )
.05009
<.0258)
.02306
<.0145)
.02590
<.0323)
.02714
<.0136)
.02887
<.0354)
.05848
<.0183)
2 .05009
<.0258)
.00858
<.0333)
-.00010
<.0080)
.03249
<.0268)
-.07714
<.0139)
-.09527
<.0305)
.08039
<.0211)
3 .02306
<.0145)
-.00010  
<.0080 )
-.05408
<.0161)
.02575
<.0109)
.01064
<.0049)
.00017
<.0101)
.01229
<.0042)
4 .02590
<.0323)
.03249
<.0268)
.02575
<.0109)
-.05306
<.0443)
.04838
<.0157)
-.01135
<.0341)
.03554
<.0205)
5 .02714
<.0136)
-.07714
<.0139)
.01064
<.0049)
.04838
<.0157)
-.10048  
<.0133)
-.06817
<.0188)
.12183 
<.0149)
6 .02887
<.0354)
-.09527
<.0305)
.00017
< 0101 )
-.01135
<.0341)
-.06817
<.0188)
-.05893
<.0526)
.06835
<.0259)
7 .05848
<.0183)
.08039
<.0211)
.01229
<.0042)
.03554
<.0205)
.12183 
<.0149)
.06835
<.0259)
-.22323
<.0273)
8 -.02140
<.0409)
.04849
<.0433)
-.00589
<.0109)
-.07349
<.0469)
.05439 
<.0269 )
.06326
<.0608)
-.02518
<.0358)
9 -.03788
<.0178)
.02760
<.0185)
-.00824
<.0046)
-.03601
<.0225)
-.06988  
<.0138)
-.04226
<.0243)
-.01760
<.0187)
10 -.03461
<.0417)
.02310
<.0336)
.00110
<.0143)
.00514
<.0434)
-.07031
<.0194)
.04512
<.0409)
-.06363
<.0274)
11 .01754
<.0139)
-.04451
<.0133)
.00232
<.0041)
-.01786
<.0150)
-.00108
<.0073)
-.00036
<.0155)
-.01699
<.0115)
12 -.08575
<.0409)
-.05372
<.0402)
-.00702
<.0131)
.01857
<.0396)
.12467 
<.0178)
.07057
<.0386)
-.03026
<.0263)
dftiFg d/ftFg dfnFw d in F u dfnPf2 dd
1 -.02140 -.03788 -.03461 .01754 -.08575 .05635
<.0409) <.0178) <.0417) <.0139) <.0409) <.0478)
2 .04849 .02760 .02310 -.04451 -.05372 .16098
<.0433) <.0185) <.0336) <.0133) <.0402) <.0258)
3 -.00589 -.00824 .00110 .00232 -.00702 .21645
<.0109) < 0 04 6 ) <.0143) <.0041) <.0131) <.0482)
4 -.07349 -.03601 .00514 -.01786 .01857 .17630
<.0469) <.0225) <.0434) <.0150) <.0396) <.0354)
5 .05439 -.06988 -.07031 -.00108 .12467 .07757
<.0269) <.0138) <.0194) <.0073) <.0178) <.0168)
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Table 4 .3 6 .3  (con tinued)
6 .06326 -.04226 .04512 -.00036 .07057 .06260
(.0608) (.0243) (.0409) (.0155) (.0386) (.0336)
7 -.02518 -.01760 -.06363 -.01699 -.03026 .02539
(.0358) (.0187) (.0274) (.0115) (.0263) (.0169)
8 - .  17090 .09540 .14950 .02792 - .  14210 . 11565
(.1023) (.0327) (.0615) (.0219) (.0528) (.0393)
9 .09540 .05293 .01283 -.00454 .02763 -.00305
(.0327) (.0272) (.0261) (.0093) (.0205) (.0180)
10 . 14950 .01283 -.11064 .05327 -.01088 .06644
(.0615) (.0261) (.0688) (.0183) (.0507) (.0450)
11 .02792 -.00454 .05327 -.04887 .03315 .03489
(.0219) (.0093) (.0183) (.0099) (.0187) (.0135)
12 - .  14210 .02763 -.01088 .03315 .05515 .01043
(.0528) (.0205) (.0507) (.0187) (.0725) (.0424)
Dl d2 d3 04 R2 DU DU4
1 .01730
(.0054)
-.01541
(.0047)
-.01257
(.0046)
-.00136
(.0068)
.5684 2.665 1.760
2 .00317
(.0029)
-.00662
(.0028)
-.00613
(.0027)
-.00137
(.0037)
.7956 2.507 2.207
3 -.03752
(.0061)
.00799
(.0050)
.01335
(.0052)
.00788
(.0070)
.8720 2. 163 1.542
4 -.02570
(.0040)
.00802
(.0036)
-.00045
(.0035)
.01278
(.0050)
.9019 2.519 2.116
5 .00526
(.0020)
.00653
(.0018)
.00152
(.0017)
-.00742
(.0025)
.6400 2.445 1.795
6 -.00011
(.0036)
.02015
(.0034)
.00080
(.0032)
-.01499
(.0048)
.5864 2.494 2.255
7 .00092
(.0019)
-.01644
(.0019)
-.00877
(.0017)
.02007
(.0026)
.9086 2.541 1.568
8 .00869 
(.0044)
-.00893
(.0043)
-.01028
(.0040)
.00244
(.0057)
.5843 2.658 1.248
9 .00156 
(.0020)
.00421
(.0019)
.00270
(.0018)
-.00153
(.0026)
.2475 2.299 2. 168
10 .02995
(.0053)
-.01934
(.0050)
.01217
(.0046)
-.01636
(.0065)
.7736 2.378 2.008
11 -.00362
(.0015)
.00684
(.0014)
.00517
(.0013)
-.00378
(.0019)
.7447 2.009 1.788
12 .00011
(.0047)
.01298
(.0047)
.00249
(.0043)
.00364
(.0061)
.2847 2. 144 2.225
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Table 4.3?
RDRM-SD Model <12 Sectors), 1974-1981
Table 4.37.1 Unrestriced RDflM-SD Model <12 Sectors), 1974-1981
d /n F f dinP2 d ftiF 'i df/tP# dftip's dtnP6 dftiF-p
1 -.05149
<.0373)
.04942
<.0668)
-.00471
<.0195)
.00152
<.0389)
- .  18070 
<.1141)
-.06352
<.1196)
.03371
<.0405)
2 .00319
<.0169)
-.08665
<.0303)
.01756
<.0088)
-.00240
<.0177)
-.00376
<.0517)
-.03159
<.0542)
.00930
<.0184)
3 -.01369
<.0320)
-.12047 
<.0573)
-.03872 
<.016?)
-.02996
<0334)
.1127? 
<.0978)
-.07914
<.1025)
-.05211
<.0348)
4 -.03855
<.0299)
.12719 
<.0535)
-.02756
<.0156)
.00452
<.0312)
.13953 
<.0914)
.03547
<.0958)
-.01527
<.0325)
5 .00660
<.00?2)
-.00200
<.0130)
-.00131
<.0038)
.01299 
<.0076)
.01623
<.0221)
-.02728
<.0232)
.00543
<.0079)
6 -.01717
<.0174)
.05683
<.0311)
.02158
<.0091)
.02628 
<.0181)
-.10195 
<.0531)
-.01088 
<.0557)
.0168?
<.0189)
7 .03313
<.0197)
.03934
<.0354)
-.02232
<.0103)
-.03838
<.0206)
-.02739
<.0604)
.01466
<.0633)
-.03291
<.0215)
8 .02474
<.0185)
-.0042?
<.0332)
.02822
<.0097)
.00822
<.0193)
.03533
<.0566)
.04006
<.0593)
.01040
<.0201)
9 .01538
<0122)
-.00448
<0218)
-.00684
<.0064)
.00000 
<.012?)
-.00846
<.0372)
.07556
<.0390)
.00498
<.0132)
10 .01259
<.0216)
-.05985
<.0387)
.02763
<.0113)
.01382
<.0225)
. 13815 
<.0660)
.19321 
<.0692)
.03349
<.0235)
11 -.00132
<.0101)
-.00466
<.0181)
-.00158
<.0053)
-.00177
<.0105)
-.03602
<.0309)
-.03337
<.0324)
.00523
<.0110)
12 .02659
<.0214)
.00961
<.0383)
.00805
<.0112)
.0051?
<.0223)
-.07872
<.0654)
-.11319
<.0685)
-.01911
<.0232)
dfnFs dfnFg dfnP fö d fn F ff dfnP f2 dH
1 .48446
<.2062)
-.15411 
<.0627)
. 10398 
<.0621)
-.01405
<.0328)
.00661
<.0556)
.08705
<.0618)
2 .01155
<.0935)
.05304 
<.0284 )
.00621
<.0282)
-.00358
<.0149)
-.02070
<.0252)
.10249 
<.0280)
3 -.27276
<.1768)
.14386 
<.0537)
.10908 
<.0533)
.09277 
<.0282)
.01936 
<.047?)
.04782 
<.0530)
4 .08548
<.1651)
-.09933
<.0502)
.03036
<.0497)
-.00498
<0263)
-.03168
<.0445)
.07057
<0495)
5 .04159
<.0400)
-.01006
<.0122)
.00588
<0121)
-.00367
<0064)
-.01834
<.0108)
.00429
<.0120)
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Table 4.37.1  (continued)
6 -.07851 .03168 -.03538 -.03361 .03448 .09839
(.0960 ) (.0292 ) (.0289 ) (.0 15 3 ) (.0259 ) (.0287 )
7 .00454 .00391 -.08951 .03502 .02810 .04997
(.1091 ) (.0332 ) (.0329 ) (.0174 ) (.0294 ) (.0327)
8 - .  14480 .03775 -.07697 -.02989 -.00787 . 17186
(.1023 ) (.0311 ) (.0308 ) (.0163 ) (.0276 ) (.0306 )
9 -.15761 -.02357 -.01755 .01152 .04805 .08643
(.0673 ) (.0 20 5 ) (.0203 ) (.0107 ) (.0 18 1 ) (.0202 )
10 -.28005 -.07909 .04276 -.05523 .07465 .16434
(.1193 ) (.0363 ) (.0359 ) (.0 19 0 ) (.0322 ) (.0357 )
11 .06117 .01842 -.02707 -.02548 -.01054 .03850
(.0558 ) (.0170 ) (.0168 ) (.0089 ) (.0151 ) (.0167 )
12 .24495 .07751 -.05179 .03118 - .  12213 .07829
(.1181 ) (.0359 ) (.0356 ) (.0 18 8 ) (.0 31 9 ) (.0354 )
Dl °2 °3 d4 R2 DU DU4
1 -.02087
(.0075)
-.02600
(.0099 )
-.01220
(.0081 )
.01315
(.0 09 6 )
.8779 2. 195 1.496
2 -.00030
(.0034 )
-.00074
(.0045 )
.01046
(.0037 )
-.00075
(.0 04 4 )
.9087 2.971 2.340
3 -.03568
(.0064)
.03169
(.0085 )
.01456 
(.0070 )
.01638
(.0083 )
.9512 2.422 2.481
4 -.03391
(.0060)
-.00101
(.0 07 9 )
.00555
(.0 06 5 )
-.00849
(.0 07 7 )
.9059 2.070 2.366
5 .00018
(.0015 )
-.00113
(.0019 )
-.00169
(.0016 )
-.00133
(.0 01 9 )
.2478 2. 137 1.635
6 .00617
(.0035)
.02336
(.0046 )
-.00527
(.0 03 8 )
-.00815
(.0045 )
.8999 2. 167 1.739
7 .00594
(.0040)
-.01088
(.0052 )
.00104
(.0043 )
.01720
(.0051 )
.9355 2.220 1.874
8 .00833
(.0037 )
.00608 
(.0049 )
-.01543
(.0040 )
.01449
(.0048 )
.9529 2. 101 2.121
9 .01351
(.0024)
.00770
(.0032 )
.00122
(.0026 )
-.00560
(.0031 )
.7823 2.628 1.823
10 .04465
(.0043)
-.03054
(.0057 )
.01124
(.0047 )
-.03820
(.0056 )
.9807 2.005 1.429
11 .00737
(.0020)
.00252
(.0027 )
.00294
(.0022 )
-.00199
(.0026 )
.7197 2.891 2.459
12 .00462
(.0043)
-.00105
(.0057 )
-.01241
(.0046 )
.00327
(.0055 )
.8018 1.261 2.444
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Table 4 .37 .2  Homogeneity Restricted RDfitl-SD Mode! <12 Sectors), 1974-1981
d / / i f f dftlF? dfflFg d//}P4 dhiP5 dfnPff d/fiFp
1 -.06211
<.0373)
.00995
<.0610)
-.00453
<.0200)
-.02040
<.0360)
-.26773
<.0946)
-.05071
<.1223)
.03402
<.0416)
2 .00585
<.0166)
-.07677
<.0272)
.01752
<.0089)
.00309
<.0160)
.01301
<.0421)
-.03479
<.0545)
.00922
<.0185)
3 -.00721
<.0316)
-.09635
<.0517)
-.03882
<.0169)
-.01657
<.0305)
.16595 
<.0801)
-.08697
<.1035)
-.05230
<.0352)
4 -.04886
<.0302)
.08882
<.0495)
-.02739
<.0162)
-.01679
<.0291)
.05495
<.0767)
.04792 
<.0991)
-.01496
<.0337)
5 .00529
< 0071 )
-.00687
<.0117)
-.00129
<.0038)
.01028
<.0069)
.00550
<.0181)
-.02570
<.0234)
.00546
<.0080)
6 -.01266
<.0173)
.07362
<.0283)
.02150
<.0093)
.03560
<.0167)
-.06494  
<.0438)
-.01633
<.0567)
.01674
<.0193)
7 .03574
<.0194)
.04902
<.0317)
-.02237
<.0104)
-.03300
<.0187)
-.00604
<.0491)
.01151
<.0634)
-.03298
<.0216)
8 .02871
<.0183)
.01052
<.0299)
.02815
<.0098)
.01643
<.0176)
.06794
<.0464)
.03526
<.0600)
.01028
<.0204)
9 .01855
<.0121)
.00731
<.0198)
-.00689
<.0065)
.00654
<.0117)
.01751
<.0307)
.07174
<.0397)
.00489
<.0135)
10 .00946
<.0212)
-.07146
<.0347)
.02768
<.0113)
.00737
<.0204)
.11256 
<.0537)
.19697 
<.0694)
.03359
<.0236)
11 .00155
<.0101)
.00599
<.0165)
-.00162
<.0054)
.00415
<.0097)
-.01253
<.0256)
-.03682
<.0331)
.00514
<.0113)
12 .02568
<.0208)
.00622
<.0341)
.00806
<.0112)
.00329
<.0201)
-.08619
<.0529)
-.11209
<.0683)
-.01909
<.0232)
d/siFg dff}Fg dfnFw d fn P ff d//7p f2 dH
1 .38847
<.1974)
-.12993  
<.0614)
.07011
<.0578)
.00411
<.0305)
.02875
<.0543)
.05942
<.0595)
2 .03557
<.0879)
.04699
< 0 27 4 )
.01468
< 0258 )
-.00813
<.0136)
-.02623
<.0242)
. 10940 
< 0265 )
3 -.21410
<.1671)
. 12908 
<.0520)
. 12978 
<.0489)
.08167
<.0258)
.00583 
<.0460)
.06470
<.0504)
4 -.00781
<.1599)
-.07583
<.0497)
-.00256
<.0468)
.01268
<.0247)
-.01017
<.0440)
.04372
<.0482)
5 .02976
<.0377)
-.00708
<.0117)
.00170
<.0111)
-.00144
<.0058)
-.01561
<.0104)
.00088
<.0114)
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Table 4 .37.2  ( continued)
6 -.03768
( . 0915)
.02139
( . 0285)
-.02098
( . 0268)
-.04134
( . 0141)
.02507
( . 0252)
.11014
( . 0276)
7 .02810
( . 1024)
-.00202
( . 0319)
-.08120
( . 0300)
.03057
( . 0158)
.02267
( . 0282)
.05675
( . 0309)
8 -.10884 
( . 0969)
.02869
( . 0301)
-.06428
( . 0284)
-.03670
( . 0150)
-.01616
( . 0266)
. 18221 
( . 0292)
9 -.12396 
( . 0641)
-.03079
( . 0199)
-.00744
( . 0188)
.00610
( . 0099)
.04145
( . 0176)
.09468
( . 0193)
10 -.30827
( . 1121)
-.07198
( . 0349)
.03280
( . 0328)
-.04989
( . 0173)
.08116
( . 0303)
. 15622 
( . 0338)
11 .08708
( . 0535)
.01189
( . 0166)
-.01793
( . 0157)
-.03038
( . 0083)
-.01651
( . 0147)
.04596
( . 0161)
12 .23671
( . 1103)
.07959
( . 0343)
-.05470
( . 0323)
.03274
( . 0170)
-.12023 
( . 0303)
.07592
( . 0332)
Dl d2 °3 d4 R2 014 0144
1 -.01274
( . 0042)
-.01414
( . 0038)
-.00329
( . 0044)
.02332
( . 0057)
.8714 2 . 124 1.425
2 -.00234
( . 0019)
-.00371
( . 0017)
.00823
( . 0020)
-.00330
( . 0026)
.9072 2.971 2.247
3 -.04066
( . 0035)
.02445
( . 0032)
.00911
( . 0037)
.01017
( . 0049)
.9498 2.356 2.527
4 -.02600
( . 0034)
.01052
( . 0031)
.01421
( . 0036)
.00139
( . 0047)
.8987 2.082 2 . 163
5 .00118
( . 0008)
.00033
( . 0007)
-.00059
( . 0008)
-.00008
( . 0011)
.2319 2.026 1.785
6 .00271
( . 0019)
.01831
( . 0018)
-.00906
( . 0020)
-.01248
( . 0027)
.8955 2 . 188 1.869
7 .00395
( . 0022)
-.01379
( . 0020)
-.00115
( . 0023)
.01471
( . 0030)
.9348 2 . 195 1.832
8 .00528
( . 0020)
.00164
( . 0019)
-.01877
( . 0022)
.01068
( . 0028)
.9515 2.093 2.012
9 .01108
( . 0014)
.00416
( . 0012)
-.00144
( . 0014)
-.00863
( . 0019)
.7727 2.507 1.859
10 .04704
( . 0024)
-.02705
( . 0022)
.01386
( . 0025)
-.03521
( . 0033)
.9805 2.009 1.473
11 .00518
( . 0011)
-.00068
( . 0010)
.00053
( . 0012)
-.00473
( . 0016)
.7051 2.877 2.509
12 .00532
( . 0023)
-.00004
( . 0021)
-.01164
( . 0025)
.00415
( . 0032)
.8016 1.258 2.473
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Table 4 .3 7 .3  Homogeneity and Symmetry R estricted RDRM-SD Model <12 S e c to rs ),1974-IQS 1
d ftiF f dftyP-2 dftlFg d /flF j dfnP$ dfnP# dfnF-p
1 -.08169
(.0 33 7 )
-.00994
<.0156)
-.00067
<.0173)
-.02288
< 0 22 1 )
.00185
<.0065)
-.00718
<.0171)
.03569
<.0160)
2 -.00994
<.0156)
-.02665
<.0207)
.01778
<.0081)
.00226
<.0135)
.00822
<.0101)
.02096
<.0192)
.00864 
<.0145)
3 -.00067
<.0173)
.01778
<.0081)
-.01816
<.0168)
-.02041
<.0127)
-.00718
<.0039)
.01021
<.0089)
-.02455
<.0085)
4 -.02288
<.0221)
.00226
<.0135)
-.02041
<.0127)
-.02435
<.0252)
.01252
<.0020)
.02418
<.0130)
-.02952
<.0130)
5 .00185
<.0065)
.00822
<.0101)
-.00718
<.0039)
.01252
<.0020)
-.01332
<.0089)
-.05910
<.0102)
-.00477
<.0064)
6 -.00718
<.0171)
.02096 
<.0192)
.01021
<.0089)
.02418
<.0130)
-.05910
<.0102)
-.08241
<.0294)
-.00430
<.0153)
7 .03569
<.0160)
.00864
<.0145)
-.02455
<.0085)
-.02952
<.0130)
-.00477
<.0064)
-.00430
<.0153)
-.03137
<.0170)
8 .01831
<.0155)
-.00765
<.0206)
.01568
<.0098)
.00950
<.0107)
.08081
<.0147)
.04503
<.0248)
.01000
<.0211)
9 .01659
<.0123)
.02952
<.0148)
-.00934
<.0042)
.01296
<.0096)
-.00981
<.0072)
.04552
<.0157)
-.00140
<.0123)
10 .01454
<.0209)
-.02007
<.0175)
.01590
<.0100)
.02189
<.0162)
.00289
<.0083)
.02546
<.0197)
-.01312
<.0157)
11 .00889
<.0099)
-.00311
<.0092)
.00637
<.0049)
.01670
<.0084)
.01395
<.0042)
-.02237
<.0112)
.03324
<.0085)
12 .02648
<.0179)
-.01997
<.0138)
.01436
<.0087)
-.00285
<.0147)
-.02607
<.0068)
.00399
<.0161)
.02146
<.0133)
dftlFg dfnFg dfnFjQ d ftiF ff dtnPf2 dd
1 .01831
<.0155)
.01659
<.0123)
.01454
<.0209)
.00889
<.0099)
.02648
<.0179)
.01317
<.0504)
2 -.00765
<.0206)
.02952
<.0148)
-.02007
<.0175)
-.00311
<.0092)
-.01997
<.0138)
.10965 
<.0231)
3 .01568
<.0098)
-.00934  
<.0042)
.01590
<.0100)
.00637 
<.0049)
.01436
<.0087)
.11466 
<.0442)
4 .00950
<.0107)
.01296
<.0096)
.02189
<.0162)
.01670 
<.0084)
-.00285
<.0147)
.04031
<.0375)
5 .08081
<.0147)
-.00981
<.0072)
.00289
<.0083)
.01395
<.0042)
-.02607  
<.0068)
-.00717
<.0112)
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Table 4 .37.3  ( continued)
6 .04503 .04552 .02546 -.02237 .00399 .08903
( . 0248) ( . 0157) ( . 0197) ( . 0112) ( . 0161) ( . 0254)
7 .01000 -.00140 -.01312 .03324 .02146 .05832
( . 0211) ( . 0123) ( . 0157) ( . 0085) ( . 0133) ( . 0266)
8 -.16294 -.01303 .02308 -.01272 -.00608 .18470
( . 0396) ( . 0208) ( . 0222) ( . 0093) ( . 0158) ( . 0279)
9 -.01303 -.05860 -.03948 .00345 .02362 .08302
( . 0208) ( . 0187) ( . 0151) ( . 0083) ( . 0114) ( . 0180)
10 .02308 -.03948 -.02590 -.02181 .01662 .11756
( . 0222) ( . 0151) ( . 0271) ( . 0106) ( . 0170) ( . 0311)
11 -.01272 .00345 -.02181 -.03552 .01293 .07107
( . 0093) ( . 0083) ( . 0106) ( . 0080) ( . 0087) ( . 0146)
12 -.00608 .02362 .01662 .01293 -.06449 . 11566
( . 0153) ( . 0114) ( . 0170) ( . 0087) ( . 0196) ( . 0272)
D1 02 d3 d4 R2 DU DU4
1 -.01306
( . 0044)
-.00940
( . 0042)
-.00621
( . 0042)
.03176
( . 0058)
.7866 1.957 1.697
2 -.00332
( . 0019)
-.00374
( . 0018)
.00873
( . 0018)
-.00314
( . 0025)
.8862 3.023 2 . 175
3 -.03861
( . 0033)
.02252
( . 0036)
.01053
( . 0036)
.00301
( . 0051)
.9059 2.611 2 . 132
4 -.02561
( . 0033)
.01262
( . 0031)
.01433
( . 0031)
.00377
( . 0042)
.8632 2.615 2.548
5 .00041
( . 0009)
-.00044
( . 0008)
-.00057
( . 0009)
-.00010
( . 0012)
-.2446 2.579 1.585
6 .00318
( . 0020)
.01801
( . 0018)
-.00863
( . 0020)
-.01099
( . 0027)
.8549 1.893 1.810
7 .00355
( . 0021)
-.01463
( . 0021)
-.00027
( . 0021)
.01455
( . 0029)
.9203 2 . 159 1.430
3 .00465
( . 0023)
.00025
( . 0020)
-.01740
( . 0021)
.00974
( . 0030)
.9156 2.577 1.327
9 .01141
( . 0015)
.00327
( . 0014)
-.00147
( . 0014)
-.00939
( . 0020)
.7042 2.612 1.942
10 .04504
( . 0027)
-.02931
( . 0025)
.01325
( . 0025)
-.03450
( . 0034)
.9682 2 . 141 1.300
11 .00596
( . 0012)
.00023
( . 0012)
-.00121
( . 0012)
-.00635
( . 0016)
.5763 2.373 2.729
12 .00640
( . 0024)
.00062 
( . 0022)
-.01108
( . 0022)
.00165
( . 0030)
.7345 1.829 1.709
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Table 4.38
Comaparison of Compensated Own Price E la s t ic it ie s  between Two Subsamples fo r the 
Periods 1966-1973 and 1974-1981 <5 Sectors)
1966-1973 1974-1981
1 .04506 -.53562
(.2570 ) (.1163 )
2 -5.92236 -1.69222
(1 .8856) (.4670 )
3 -1.90391 -.38742
(.5945 ) (.2924 )
4 -1.21204 -.54544
(.9158 ) (.4958 )
5 . 15189 -.32104
(.3719 ) (.2687 )
Table 4.39
Comparison of Total Expenditure E la s t ic it ie s  be tween Two SubsampI es for the Periods 
1966-1973 and 1974-1981 (figgregated 5 Sectors)
Average Total expendenditure e la s t ic ity
budge t -----------------------------------------------------------------------------------
share Unrestricted model Restricted model
66-73 74-81 66-73 74-81 66-73 74-81
1 .4849 .4497 1.25822 .64879 1.22240 .58939
(.1 59 0 ) (.1281 ) (.1518 ) (.1 17 0 )
2 .0568 .0925 1.58063 1.23070 1.71426 1.39643
(.7 79 9 ) (.3059 (.6 9 0 1 )) (.3 03 8 )
3 .0614 .0660 .63436 1.10758 .67850 .83136
(.2 96 4 ) (.5348 ) (.2687 ) (.4 5 4 5 )
4 .1105 . 1063 1.26869 1.57564 1. 14253 1.64920
(.4443 ) (.2578 ) (.3846 ) (.2465 )
5 .2864 .2855 .42242 1.23930 .49574 1.31559
(.2 13 3 ) (.1601 ) (.2029 ) (.1 48 2 )
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Table 4.40
Comparison of Total Expenditure E la s t ic it ie s  between two Subsamples for the Periods 
1966-1973 and 1974-1981 (12 Sectors)
Average
budget
share
Total expendenditure e la s t ic ity
Unrestricted model Restricted model
66-73 74-81 66-73 74-81 66-73 74-81
1 .2221 1690 .43728 .51509 .25371 . 10751
(.2391 ) (.3659 ) (.2152 ) (.2982 )
2 .0967 0939 1.78563 1.09148 1.66474 1.16773
(.2 54 4 ) (.2982 ) (.2668 ) (.2460 )
3 .0817 0770 2.26071 .62104 2.64933 1.48910
(.6940 ) (.6883 ) (.5900 ) (.5740 )
4 .0845 1098 2.03692 .64271 2.08639 .36712
(.4201 ) (.4508 ) (.4189 ) (.3 41 5 )
5 .0170 0261 4. 17118 .16437 4.56294 -.27271
(1 .1529) (.4598 ) (.9882 ) (.4291 )
6 .0397 0665 1.32670 1.47955 1.57683 1.33880
(.8539 ) (.4316 ) (.8463 ) (.3820 )
7 .0614 .0660 .50684 .75712 .41352 .88364
(.2818 ) (.4955 ) (.2752 ) (.4030 )
8 .1105 . 1063 1.23113 1.61675 1.04661 1.73754
(.4009 ) (.2879 ) (.3557 ) (.2625 )
9 .0300 .0566 .30100 1.52703 .10167 1.55512
(.5867 ) (.3569 ) (.6000 ) (.3180 )
10 . 1023 .0857 .69883 1.91762 .64946 1.37176
(.4614 ) (.4166 ) (.4399 ) (.3629 )
11 .0479 .0537 .52714 .71695 .72839 1.32346
(.2589 ) (.3110 ) (.2818 ) (.2 71 9 )
12 . 1063 .0894 -.04751 .87573 .09812 1.29374
(.3518 ) (.3960 ) (.3989 ) (.3043 )
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Table 4.41
Comparison of Compensated Own P rice  E l a s t i c i t i e s  between Two Subsamples fo r the 
Periods 1966-1973 and 1974-1981 (12 S ec to rs )
Sector 1966-1973 1974-1981
1 -.23165 -.48337
(.2121) (.2290)
2 .08873 -.28381
(.3444) (.2204)
3 -.66193 -.23584
(.1971) (.2182)
4 -.62793 -.22177
(.5243) (.2295)
5 -5.91059 -.51034
(.7824) (.3410)
6 -1.48438 -1.23925
(1.3249) (.4421)
7 -3.63567 -.47530
(.4528) (.2576)
8 -1.54661 -1.53283
(.9258) (.3725)
9 1.76433 -1.03534
(.9067) (.3304 )
10 -1.08155 -.30222
(.6725) (.3162)
11 -1.02025 -.66145
(.2067) (.1490)
12 .51881 -.72136
(.6820) (.2192)
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Appendix
Quarterlu Consumer Price Index and Household Expenditure Surveu Data for 
1965-1931.
Table 4 .R .1
Consumer Price Index, Aggregated 5 Sectors <1975 = 100.0)
Quarter Food
<1>
Housing 
<2) ‘
Fuel & 
Light <3)
Clothing
<4>
Mi seel 1. 
(5 )
651 23.2 31.7 27.8 34.9 29.8
652 24. 1 33.9 27.8 35. 1 30.8
653 24.7 34.4 28.5 35.4 30.8
654 23.3 35.9 29. 1 37.6 31.5
661 24.4 37.4 30.9 38.9 32.4
662 25.5 39.6 33.5 39.2 35.2
663 26. 1 41.4 34.4 40.4 35.8
664 26.3 45.7 38.2 43. 1 35.6
671 26.5 47. 1 38.3 44.7 36.2
672 28.2 48.5 38.0 44.8 37.5
673 28.0 50.3 41.4 45.2 38.0
674 28.4 51.6 43. 1 47. 1 41.0
681 29.6 52.4 43.2 48.3 42.7
682 30.0 53. 1 42.0 48. 1 44.3
683 30.2 54.3 42.8 48.5 44.8
684 32.3 55.4 45.9 49.6 45. 1
691 33.9 55.8 46.0 50.9 46.6
692 34.3 56.7 46.0 52.4 48.2
693 35. 1 56.9 46. 1 52.5 49.5
694 38.4 57.8 46.9 53.0 52.5
701 41.4 59.8 49.0 54.4 53.4
702 43.0 60.9 49.4 54.7 54.7
703 42.6 62.7 49.6 55. 1 55.5
704 45. 1 64.0 52.2 56.3 58.5
711 51.0 64.6 52.4 56.8 59.8
712 50.4 65.3 52.6 57.7 60.9
713 51.9 66.8 54.2 58.8 61.6
714 51.3 69.2 57.7 61.0 62.9
721 55. 1 71.2 58.5 62. 1 66.0
722 58. 1 71.8 58.2 63.3 68.6
723 60.7 73.2 59.5 64.4 68.8
724 57.9 73.4 62.5 65.2 69.0
731 57.8 73.6 62.8 67.5 68.4
732 58.7 74.4 62.5 69.9 67.9
733 59.7 76.4 62.3 71.8 68. 1
734 61.6 77.8 64.9 76.8 69.0
741 70.4 81.9 74.3 82. 1 76.4
742 73.5 85.7 90.2 87.9 81.5
743 78.6 89.2 91.7 89.3 82.9
744 80.9 90.9 92.0 90.4 85.7
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Table 4.ft.1 (continued)
751 38.9 96.0 93.0 92.2 88.9
752 96.5 99. 1 102. 1 99.3 97.0
753 104.8 101.6 102.2 103.0 104.2
754 109.8 103.3 102.4 105.5 109.6
761 111.5 106. 1 102.7 107. 1 113.3
762 115.6 110. 1 104.0 111.7 116. 1
763 123.1 113.0 105. 1 115.0 116.8
764 121.2 115.4 105. 1 118.5 117.0
771 125.0 118.2 117.0 121.0 120.2
772 128.3 120. 1 123.0 124.9 123.8
773 136.5 120.4 122.6 126.3 124. 1
774 136. 1 124.0 126.0 129.3 126. 1
781 144. 1 127.3 153.6 133.6 130.6
782 148.0 132.3 153.6 138.7 135.4
783 157.3 137.0 153.7 141.7 139.3
784 163.6 140.7 153.8 147.8 141.0
791 169.4 147.4 154.2 156. 1 149.2
792 175.0 163.5 194.2 171.8 162.4
793 174. 1 175.5 210. 1 183.8 169. 1
794 179.8 183.5 210.8 194. 1 175.2
801 200.7 195.5 214.1 206.1 196.9
802 212. 1 210.4 256.4 222.6 213.3
803 220.7 217.0 277.4 234.6 225.6
804 250.9 221.2 281.4 240.8 231.9
811 273.7 225.3 285.3 247.9 241.8
812 281.0 233.5 326.0 259.8 256.6
813 296.5 241.1 354.3 267.4 265.9
814 290.4 244.7 369.3 274.3 268.9
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Table 4 . ft .2
Monthly Average o f Household Expenditure by L eve l, Aggregated 5 Sectors <Won>
Quarter Total
expenditure
Food
<1>
Housing 
( 2 )
Fuel & 
L ig h t (3 )
C loth ing
(4 )
Misee 11. 
<5)
651 7860. 4790. 250. 600. 490. 1730.
652 7900. 5100. 320. 470. 550. 1460.
653 9080. 5860. 350. 480. 660. 1730.
654 10090. 6450. 370. 710. 810. 1750.
661 9840. 5440. 310. 820. 830. 2440.
662 10300. 5840. 530. 660. 930. 2340.
663 11930. 6800. 470. 710. 1160. 2790.
664 14330. 8320. 460. 1180. 1280. 3090.
671 16140. 8230. 590. 1260. 1890. 4170.
672 16060. 7650. 1070. 1080. 1990. 4270.
673 16740. 8150. 990. 1070. 2070. 4460.
674 21660. 12120. 1180. 1360. 2440. 4560.
681 20290. 9620. 1500. 1400. 2300. 5470.
682 19540. 9040. 1170. 1090. 2500. 5740.
683 19890. 9180. 1030. 940. 2450. 6290.
684 21620. 11470. 910. 1400. 2720. 5120.
691 20500. 9650. 1130. 1490. 2570. 5660.
692 21280. 9810. 1470. 1140. 2820. 6040.
693 22960. 10390. 1910. 1000. 2520. 7140.
694 26250. 12810. 1560. 1690. 3270. 6920.
701 24470. 11190. 1310. 1890. 2930. 7150.
702 24360. 11320. 1680. 1450. 2740. 7170.
703 25700. 11770. 1620. 1360. 2660. 8290.
704 29430. 14220. 1530. 1950. 3700. 8030.
711 28650. 13310. 1290. 2110. 3290. 8650.
712 29170. 13420. 2130. 1860. 3070. 8690.
713 29250. 13790. 1690. 1490. 3170. 9110.
714 33290. 16810. 1710. 2150. 3630. 8990.
721 31180. 14590. 1370. 2110. 3460. 9650.
722 31270. 15020. 1730. 1860. 3050. 9610.
723 33700. 16280. 2040. 1790. 3170. 10420.
724 35180. 16950. 2060. 1940. 3300. 10930.
731 33680. 15780. 1810. 1940. 3950. 10200.
732 34290. 16040. 2250. 1850. 3740. 10410.
733 35170. 16840. 2230. 1840. 3310. 10950.
734 39050. 19880. 1960. 2480. 4050. 10680.
741 39300. 18700. 2080. 2510. 3760. 12250.
742 41140. 19820. 3050. 2570. 3990. 11710.
743 43950. 21750. 2910. 2550. 4130. 12610.
744 49710. 26420. 2680. 3480. 4940. 12190.
751 52090. 23260. 3360. 3790. 5670. 16010.
752 54310. 25310. 5120. 3070. 5790. 15020.
753 60390. 30100. 4680. 3210. 4950. 17450.
754 66470. 35050. 4670. 3970. 6370. 16410.
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Table 4 .A.2  (continued)
761 68230. 30240. 5300. 4330. 7000. 21360.
762 69060. 32670. 6510. 3360. 7090. 19430.
763 72280. 35700. 5990. 3180. 6330. 21080.
764 81080. 41400. 5770. 4790. 8760. 20360.
771 76130. 33590. 5720. 5070. 8060. 23690.
772 77090. 36280. 7890. 4110. 8170. 20640.
773 83680. 41590. 8150. 4150. 8260. 21530.
774 98160. 49630. 8770. 6090. 11310. 22360.
781 95270. 41260. 9550. 6510. 10920. 27030.
782 103270. 46190. 11790. 5930. 11690. 27670.
783 114460. 53830. 11980. 5410. 11800. 31440.
784 134900. 64140. 13950. 7820. 16490. 32500.
791 137835. 54619. 14889. 7690. 17346. 43291.
792 139953. 59021. 16801. 6436. 16878. 40817.
793 145553. 64427. 16042. 8216. 14859. 42009.
794 167146. 74605. 15390. 11964. 21854. 43333.
801 169630. 66390. 14993. 12952. 20841. 54454.
802 167445. 70698. 18387. 9659. 18730. 49971.
803 180842. 80954. 17332. 11850. 16980. 53726.
804 199166. 91945. 16609. 17734. 21493. 51385.
811 204706. 80572. 17216. 17007. 21918. 67993.
812 199351. 85904. 20990. 13029. 19388. 60040.
813 221135. 98250. 20188. 16323. 18372. 68002.
814 235903. 107077. 18909. 22120. 23912. 63885.
[Chapte r  t^]
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Table 4 .0 .3
Consumer P rice  Index, Disggregated 12 Sectors <1975 = 100.0)
Quar­
te r
Cerea1 
<1>
Meat 
8c Fish  
<2)
F r u i t  
& Ueg. 
<3>
Other
Food
( 4 )
Rent
( 5 )
Other 
Housing 
( 6 )
Fuel 
& L ight  
<7)
Clothing
( 8 )
651 20 .5 22 .2 35.0 24 .7 26 .2 40.5 27.8 34 .9
652 20 .9 23.5 40 .0 25.2 29.9 41.3 27.8 35. 1
653 21 .8 25 .3 36 .8 26. 1 31 .2 41.3 28.5 35.4
654 20 .2 25.4 27.7 27 .9 33 .0 42. 1 29. 1 37 .6
661 20 .4 25. 1 34 .4 29 .2 35 .0 43.0 30.9 38 .9
662 21 .3 25 .7 35.2 31.7 38 .9 43.7 33.5 39.2
663 22 .7 28.0 30 .6 31 .5 41 .3 44.8 34.4 40.4
664 22 .5 29 .7 36.8 29 .3 50 .6 45.2 38.2 43. 1
671 21 .5 30. 1 41 .7 29 .0 51.4 47.4 38 .3 44.7
672 24 .3 29 .9 40 .3 29.9 54. 1 47 .9 38.0 44 .8
673 23 .7 33 .2 38.4 29.8 57 .7 48 .3 41.4 45 .2
674 23 .2 34 .8 41 .3 30. 1 57 .7 49.7 43. 1 47. 1
681 24 .2 35 .4 43.8 31 .9 57 .7 51 .0 43.2 48 .3
682 24 .9 37 .2 39.4 32 .6 57 .7 51.5 42 .0 48. 1
683 25 .6 38 .6 35 .8 32 .8 58. 1 55 .4 42 .8 48 .5
684 29 .0 39 .0 34. 1 33 .0 59 .6 56.0 45.9 49 .6
691 30 .8 38 .9 36 .5 33 .6 59 .8 56.7 46 .0 50 .9
692 30 .4 39.4 40.7 34 .2 61 .3 57. 1 46 .0 52.4
693 2 9 .9 41 .7 44 .0 35.7 61 .3 56 .9 46. 1 52 .5
694 31 .4 42 .9 53 .4 41 .5 62 .2 57.5 46.9 53 .0
701 33 .5 44 .2 63 .7 43.4 62 .8 59.6 49.0 54 .4
702 34.4 47. 1 66 .8 45. 1 64 .4 60. 1 49 .4 54 .7
703 35 .5 48. 1 54 .3 46 .9 67 .3 60.4 49 .6 55. 1
704 37 .4 49 .7 64 .7 45 .6 69 .2 61 .0 52 .2 56 .3
711 39 .9 52 .6 91 .8 47 .9 69 .8 61.5 52.4 56 .8
712 42 .9 55 .4 69. 1 50 .5 70 .7 61.9 52 .6 57 .7
713 44 .0 56 .5 75 .2 50. 1 73 .2 62.4 54 .2 58 .8
714 48 .3 56 .6 53 .7 51 .2 76 .5 64.0 57 .7 61 .0
721 55 .4 56 .3 53 .9 53 .5 77 .7 65 .7 58 .5 62. 1
722 58 .8 57 .9 61 .4 54 .3 77 .8 66.6 58.2 63 .3
723 58 .7 59.3 76.4 55 .7 79 .2 67.5 59 .5 64.4
724 57 .2 58 .3 63 .5 54 .8 79 .8 67.2 62 .5 65 .2
731 57 .3 59 .9 60 .2 54 .8 79 .9 67.3 62 .8 67 .5
732 56 .2 63 .3 65 .0 55 .6 80 .7 68.2 62 .5 69 .9
733 54 .3 65. 1 74 .4 56 .4 82 .0 71.1 62 .3 71 .8
734 55 .9 68 .5 79. 1 55 .5 82 .7 73.9 64.9 76.8
741 62 .6 74 .5 100.8 63 .8 84 .6 81.0 74 .3 82. 1
742 66 .8 81 .6 87 .0 73 .6 86 .9 86.9 90.2 87 .9
743 73 .5 80.4 97 .8 77.0 91 .9 88.5 91.7 89 .3
744 80 .4 82 .9 80 .7 81 .6 93 .7 89 .6 92 .0 90.4
751 90. 1 89 .3 83 .2 90. 1 95 .5 96.4 93.0 92 .2
752 97 .5 97. 1 91.1 97 .8 99 .2 98.9 102.1 99 .3
753 104.2 103.4 108.4 104.4 101.7 101.6 102.2 103.0
754 108. 1 110.2 117.0 107.8 103.6 103.0 102.4 105.5
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Table R . I .3  (continued)
Quar­
te r
Cerea1 
(1 )
heat 
& Fish 
(2 )
Fru i t 
& Ueg. 
(3 )
Other
Food
(4 )
Rent
(5 )
Other 
Housing 
(6 )
Fuel 
& Light 
(7 )
Clothing
(8 )
761 108.8 121.2 106. 1 112.3 106.7 105.7 102.7 107. 1
762 112.0 131.9 108.7 114.7 111.4 109.0 104.0 111. 7
763 123.8 134.6 118.4 115.7 117.0 109.9 105. 1 115. 0
764 121.9 138. 1 109.5 114.9 120.5 111.4 105. 1 118. 5
771 121.2 147.3 121.1 117.6 124. 1 113.4 117.0 121. 0
772 123.3 158.8 118.4 121.1 126.7 114.7 123.0 124. 9
773 126.7 167.2 147.3 124.2 133.2 111.1 122.6 126. 3
774 123. 1 171.1 149.0 125.3 139. 1 111.8 126.0 129. 3
781 127.7 189.7 161.1 128.6 143.2 114.3 153.6 133. 6
782 129.6 192.9 164.3 137.8 148.9 118.8 153.6 138. 7
783 134.3 198.9 192.2 148.2 157.7 120. 1 153.7 141 7
784 134.6 205.9 184.0 174.2 159.2 125.7 153.8 147..8
791 143.9 210.0 181.3 180.4 164.6 133.4 154.2 156 . 1
792 149.2 223.9 178.4 185.9 181.8 148.5 194.2 171 .8
793 150.9 228.6 180.4 173.4 199.0 156.3 210. 1 183 .8
794 158.0 231.3 205.9 164.2 211.6 160.6 210.8 194 . 1
801 168.3 253.4 263.4 179.8 222.4 173.7 214.1 206 . 1
802 171.4 274.7 265.6 206.5 234.6 190.6 256.4 222 .6
803 179.0 289.5 260.0 222.5 248.3 191.6 277.4 234 .6
804 215.8 319.5 301.9 230.8 256.0 192.9 281.4 240 .8
811 224.7 340.3 367. 1 253.0 260.3 196.7 285.3 247 .9
812 229.3 366.5 358.0 262.3 265.3 207.7 326.0 259 .8
813 249. 1 386.6 367.5 270.2 271.3 216.5 354.3 267 .4
814 237.3 383.9 345.5 284.2 275.7 219.5 369.3 274 .3
Table 4 .ft.3 (continued)
Consumer Price Index, Disggregated 12 Sectors (1975 = 100.0)
Quar­
te r
tied i ca 1 
Care 
(9 )
Educa­
tion
(10 )
Transp. 
& Comm. 
(11 )
hi seel 1. 
(12 )
651 31.4 24. 1 22.2 53.8
652 31.6 25.9 22.2 54.1
653 32.3 25.8 22.2 54.2
654 32.8 25.9 24.6 54.4
661 34.6 27.2 26.9 54.9
662 36.5 29.4 32.3 55.2
663 38.5 29. 1 34.8 55.3
664 39.3 28.0 34.8 55.5
671 40. 1 28.3 34.8 56.0
672 41.3 30.9 34.8 57. 1
673 42.2 31.5 34.8 58.8
674 42.6 32.6 40.0 63.3
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Table 4 . ft .3 (continued)
Consumer P rice  Index, Disggregated 12 Sectors (1975 = 100.0)
Quar­
te r
Medica 1 
Care 
( 9 )
Educa­
t ion
(1 0 )
Transp. 
8c Comm. 
(1 1 )
Mi seel 1. 
(1 2 )
681 43.4 33 .8 43.4 66.6
682 44 .9 36 .2 44 .8 66.9
683 46 .0 36 .3 44.8 67 .0
684 47.2 36 .3 44.8 67 .6
691 48 .8 36.8 44 .8 73.9
692 51 .6 38.8 44 .8 74 .8
693 53 .6 40.9 44 .9 75.2
694 54 .9 46.6 45 .2 75 .8
701 55 .6 46.4 46 .5 76 .8
702 55.9 48 .9 46 .5 77.3
703 57.0 49.6 48.1 77 .6
704 57 .7 50.9 59 .8 78. 1
711 58.7 52.4 59.8 79 .6
712 60 .2 53 .9 59 .8 80 .2
713 61.0 55. 1 59 .8 80.5
714 62.0 57 .6 59 .8 81.1
721 66 .7 60.6 65 .8 81 .3
722 68 .0 65.4 68 .8 81.4
723 68.2 65 .6 68.8 81.6
724 68. 1 65 .9 68 .8 81.9
731 68 .0 65 .7 68 .8 78.4
732 67 .6 66 .0 68 .8 75 .3
733 67 .5 66 .2 68 .8 76 .3
734 67.9 66 .5 68 .8 77 .0
741 70.4 73.4 83 .2 79 .8
742 79.2 79.0 89 .7 81 .3
743 83.4 80.8 90 .6 81.4
744 83 .9 86 .0 92 .3 81 .9
751 93 .9 89.6 92 .0 83 .5
752 98.9 94 .7 92 .0 102. 1
753 102.6 100.9 107.9 106.9
754 104.5 114.7 108. 1 107.6
761 105.4 122.6 108.4 109.7
762 106.9 128.9 108.4 111.1
763 107.0 128.9 108.4 113.3
764 106.9 129.2 108.4 114.0
771 107.7 136.0 111.4 114.2
772 110.5 145.7 111.4 113.2
773 113.4 146.0 111.3 112.4
774 113.8 146.5 119. 1 113.3
781 121.8 154.0 121.3 113.6
782 122.7 164. 1 126.8 114.0
783 122.7 164.8 146.3 113.7
784 124.6 167.0 146.3 115.9
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Table 4 .ft.3 (con tinued)
Quai— 
te r
Medica 1 
Care 
(9 )
Educa­
tio n
(10)
Transp. 
& Comm. 
(11)
Misee 11. 
(12)
791 140.0 178.8 146.3 120.5
792 149.6 193.9 168.2 128. 1
793 159.2 197.6 172.3 138.3
794 165.7 200.7 172.3 148.5
801 173. 1 219.4 233.7 160. 1
802 197.7 242.0 237. 1 172.5
803 207.2 245.3 249. 1 197.7
804 206.6 247.5 259.4 210.0
811 214.4 266.6 262.2 214.8
812 221.3 297.8 274.5 216.4
813 223.6 301.0 315.3 216.7
814 219.1 303.0 318.4 225.2
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Table 4 . A.4
Monthly Average o f Household Expenditure by Leve l, Disggregated 12 Sectors <Won)
Quai— Total Cerea1 Meat F ru it Other Rent Other Fuel
te r Expen- & Fish & Ueg. Food Housing 8c L ig h t
d itu re (1 ) (2 ) (3 ) <4> (5 ) <6) <7)
651 7860. 3250. 640. 450. 450. 120. 130. 600.
652 7900. 3380. 660. 570. 490. 110. 210. 470.
653 9080. 3400. 880. 950. 630. 120. 230. 480.
654 10090. 3300. 950. 1030. 1170. 140. 230. 710.
661 9840. 3390. 890. 530. 630. 140. 170. 820.
662 10300. 3510. 920. 710. 700. 150. 330. 660.
663 11930. 3700. 1050. 1160. 890. 150. 320. 710.
664 14330. 3810. 1350. 1780. 1380. 150. 310. 1130.
671 16140. 4370. 1540. 1150. 1170. 170. 420. 1260.
672 16060. 4230. 1330. 1070. 1020. 150. 920. 1080.
673 16740. 3920. 1540. 1480. 1210. 180. 810. 1070.
674 21660. 3970. 2290. 3310. 2550. 620. 560. 1360.
681 20290. 4210. 2210. 2030. 1170. 720. 780. 1400.
682 19540. 4300. 2040. 1360. 1340. 210. 960. 1090.
683 19890. 4110. 1740. 1940. 1390. 190. 840. 940.
684 21620. 4970. 2450. 2180. 1870. 210. 700. 1400.
691 20500. 5220. 2090. 1070. 1270. 380. 750. 1490.
692 21280. 4870. 1950. 1430. 1560. 400. 1070. 1140.
693 22960. 4310. 2360. 1920. 1800. 380. 1530. 1000.
694 26250. 4840. 2660. 2620. 2690. 290. 1270. 1690.
701 24470. 5770. 2330. 1440. 1650. 390. 920. 1890.
702 24360. 5090. 2330. 1880. 2020. 450. 1230. 1450.
703 25700. 4850. 2520. 2360. 2040. 450. 1170. 1360.
704 29430. 5130. 2800. 3320. 2970. 450. 1080. 1950.
711 28650. 6280. 2760. 1970. 2300. 470. 820. 2110.
712 29170. 5740. 2950. 2240. 2490. 630. 1500. 1860.
713 29250. 5870. 2800. 2450. 2670. 560. 1130. 1490.
714 33290. 6840. 3510. 2920. 3540. 550. 1160. 2150.
721 31180. 7650. 3070. 1460. 2410. 470. 900. 2110.
722 31270. 7830. 2710. 1940. 2540. 520. 1210. 1860.
723 33700. 7700. 2930. 2650. 3000. 590. 1450. 1790.
724 35180. 7680. 3130. 2770. 3370. 630. 1430. 1940.
731 33680. 7720. 3480. 2080. 2500. 630. 1180. 1940.
732 34290. 7490. 3420. 2270. 2860. 680. 1570. 1850.
733 35170. 7790. 3230. 2680. 3140. 690. 1540. 1840.
734 39050. 7670. 3700. 4120. 4390. 770. 1190. 2480.
741 39300. 9380. 3470. 2430. 3420. 820. 1260. 2510.
742 41140. 9380. 3300. 2910. 4230. 910. 2140. 2570.
743 43950. 9000. 4080. 3980. 4690. 1090. 1820. 2550.
744 49710. 11670. 4330. 4410. 6010. 1070. 1610. 3430.
751 52090. 11410. 4380. 2550. 4920. 970. 2390. 3790.
752 54310. 12410. 3990. 3360. 5550. 1020. 4100. 3070.
753 60390. 13150. 5240. 4770. 6940. 1040. 3640. 3210.
754 66470. 15720. 5500. 6700. 7130. 1120. 3550. 3970.
[Chapter  * ]
276
Table 4. A. 4 (continued)
Quar- Total Cerea1 Meat F ru it Other Rent Other Fuel
ter Expen- & Fish 8c Ueg. Food Housing & Light
d itu re (1 ) (2 ) (3 ) (4 ) (5 ) (6 ) (7 )
761 68230. 15190. 5680. 3360. 6010. 1400. 3900. 4330.
762 69060. 15280. 5560. 4610. 7220. 1490. 5020. 3360.
763 72280. 15100. 6640. 5820. 8140. 1600. 4390. 3180.
764 81080. 18090. 7430. 6640. 9240. 1510. 4260. 4790.
771 76130. 16300. 6460. 3750. 7080. 1750. 3970. 5070.
772 77090. 16170. 6470. 5250. 8390. 1950. 5940. 4110.
773 83630. 16650. 8110. 7320. 9510. 2020. 6130. 4150.
774 98160. 18670. 9300. 11150. 10510. 2230. 6540. 6090.
781 95270. 17860. 9510. 5150. 8740. 2480. 7070. 6510.
782 103270. 17390. 9660. 7840. 11300. 2520. 9270. 5930.
783 114460. 17430. 11850. 11140. 13410. 2720. 9260. 5410.
784 134900. 21500. 13210. 10820. 18610. 3230. 10720. 7820.
791 137835. 20489. 13707. 7418. 13005. 3753. 11136. 7690.
792 139953. 20060. 13346. 10092. 15523. 4438. 12363. 6436.
793 145553. 20024. 13782. 12103. 18518. 4304. 11738. 8216.
794 167146. 26090. 16830. 13908. 17777. 4637. 10753. 11964.
801 169630. 24117. 15717. 10598. 15958. 4848. 10145. 12952.
802 167445. 22966. 15464. 13649. 18619. 5232. 13155. 9659.
803 180842. 25118. 18417. 14929. 22490. 5378. 11954. 11850.
804 199166. 32953. 19046. 17338. 22608. 5731. 10878. 17734.
811 204706. 29450. 19128. 12396. 19598. 5666. 11550. 17007.
812 199351. 29130. 18532. 15189. 23053. 5894. 15096. 13029.
813 221135. 30885. 21864. 19461. 26040. 6151. 14037. 16323.
814 235903. 37856. 22660. 20035. 26526. 6109. 12800. 22120.
Table 4 .0 .4  (continued)
Monthly Average of Household Expenditure by Level, Disggregated 12 Sectors (Won)
Quar­
te r
Clothing
(8 )
Medica 1 
Care 
(9 )
Educa­
tion
(10 )
Transp. 
& Comm. 
(11 )
Mi seel 1. 
(12 )
651 490. 110. 750. 160. 710.
652 550. 100. 390. 190. 780.
653 660. 110. 610. 210. 800.
654 810. 110. 530. 220. 890.
661 830. 150. 960. 250. 1080.
662 930. 150. 630. 340. 1220.
663 1160. 200. 900. 420. 1270.
664 1280. 190. 970. 440. 1490.
671 1890. 320. 1730. 430. 1690.
672 1990. 330. 1160. 650. 2130.
673 2070. 400. 1400. 680. 1980.
674 2440. 330. 1390. 770. 2070.
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Table 4 .ft.4 (continued)
Quar- Clothing fled i ca I Educa- Transp. M i see 11.
te r
<8>
Care
<9>
tion
CIO)
& Comm. 
<11> (12 )
681 2300. 630. 2250. 760. 1830.
682 2500. 720. 2200. 880. 1940.
683 2450. 680. 2200. 880. 2530.
684 2720. 620. 1680. 930. 1890.
691 2570. 580. 2220. 830. 2030.
692 2820. 800. 1690. 1120. 2430.
693 2520. 950. 2450. 1230. 2510.
694 3270. 790. 2130. 1280. 2720.
701 2930. 830. 2750. 1080. 2490.
702 2740. 900. 2240. 1360. 2670.
703 2660. 1080. 2670. 1650. 2890.
704 3700. 880. 2450. 1650. 3050.
711 3290. 760. 3320. 1440. 3130.
712 3070. 960. 2790. 1490. 3450.
713 3170. 980. 3170. 1550. 3410.
714 3630. 930. 3010. 1580. 3470.
721 3460. 840. 3920. 1560. 3330.
722 3050. 1060. 3240. 1660. 3650.
723 3170. 1060. 4030. 1880. 3450.
724 3300. 1110. 4100. 1900. 3820.
731 3950. 1020. 4310. 1640. 3230.
732 3740. 1010. 4450. 1670. 3280.
733 3310. 1120. 4440. 1900. 3490.
734 4050. 1200. 3640. 1800. 4040.
741 3760. 1220. 4980. 1950. 4100.
742 3990. 1380. 3380. 2240. 4710.
743 4130. 1250. 4720. 2260. 4380.
744 4940. 1360. 3830. 2270. 4730.
751 5670. 2350. 6030. 2550. 5080.
752 5790. 2520. 4640. 2440. 5420.
753 4950. 2910. 5860. 3020. 5660.
754 6370. 2580. 4820. 2750. 6260.
761 7000. 3550. 8210. 3050. 6550.
762 7090. 3300. 6090. 3080. 6960.
763 6330. 3700. 7190. 3290. 6900.
764 8760. 3730. 5570. 3280. 7780.
771 8060. 3830. 8990. 3980. 6890.
772 8170. 4020. 6530. 4030. 6060.
773 8260. 3990. 7550. 4240. 5750.
774 11310. 4320. 6260. 4690. 7090.
781 10920. 4660. 9410. 4850. 8110.
782 11690. 5520. 8260. 5180. 8710.
783 11800. 6270. 10120. 6050. 9000.
784 16490. 6560. 8480. 6430. 11030.
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Table 4 .0 .4  (continued)
Quar­
te r
C loth ing
(8 )
Medica 1 
Care 
(9 )
Educa­
tio n
(1 0 )
Transp. 
& Comm. 
(1 1 )
11 i see 1 1. 
(1 2 )
791 17346. 8376. 14859. 7264. 12792.
792 16878. 9178. 11528. 7603. 12508.
793 14859. 8820. 14275. 7888. 11026.
794 21854. 9186. 11035. 3777. 14335.
801 20841. 10478. 17617. 9965. 16394.
802 18730. 10973. 13428. 9720. 15850.
803 16980. 11881. 15874. 11025. 14946.
804 21493. 11534. 11317. 10967. 17567.
811 21918. 13614. 22359. 12030. 19990.
812 19388. 13732. 15163. 11939. 19206.
813 18372. 14999. 20619. 13654. 18730.
814 23912. 14951. 13610. 13635. 21689.
CHAPTER 5
SPECIFICATION AND ESTIMATION OF DYNAMIC DEMAND 
SYSTEMS FOR KOREA
5.1 In t roduct ion
fln i m p l i c i t  assumption under lying s t a t i c  demand theory is 
that the consumer maximises u t i l i t y  and achieues equ i l ib r ium 
instantaneously whenever there is a pr ice or income change. 
S ta t i c  theory is also based on an assumption that consumer's 
preference is only dependent on current  consumption and is 
f ixed over time. However, i t  can be argued that these 
assumptions su f fe r  from a degree of the ' l ack  of rea l ism'  
[e .g . ,  see Pol iak (1970) and Phl ips (1974, p .149—151)] .  In the 
real  world, consumers may react wi th delay to changes in 
pr ices and income due to imperfect fo res igh t ,  t h e i r  
preferences (or tastes)  may change over time due to habi t  
formation and to social  contacts,  t h e i r  choice may be 
intertemporal  due to the d u r a b i l i t y  of goods, and so on. Such 
views on real ism were ca ta lys ts  for  the development of the 
sp ec i f i ca t ion  of dynamic demand systems from the s t a t i c  model. 
Moreover, many empir ical  studies wi th s t a t i c  demand systems 
have led to d isappoint ing resu l t s  because of the repeated
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r e j e c t i o n  of  s t a t i c  demand r e s t r i c t i o n s  and to the f r equen t  
presence of  s e r i a l l y  c o r r e l a t e d  r e s i d u a l s  which may be taken 
as euidence of  dynamic m i s s p e c i f i c a t i o n  in the model.  Recent 
s t u d ie s  by Anderson and B lu nd e l l  (1983, 1984) a lso  recognised 
tha t  the s t a t i c  demand system may be a p p ro p r i a t e  on ly  f o r  the 
exp lana t io n  of  the consumer 's long run s i t u a t i o n  r a t h e r  than 
h i s  sho r t  run behauiour .  They obserued tha t  s t a t i c  demand 
r e s t r i c t i o n s  are not  r e j e c t e d  on data w i t h  a long run 
s t r u c t u r e  der iued from dynamic s p e c i f i c a t i o n s  of  the almost 
ideal  demand system. The re fo re ,  because i t  can be argued tha t  
the consumer 's f u l l  s t a t i c  e q u i l i b r i u m  is d i f f i c u l t  to u e r i f y ,  
( p a r t i c u l a r l y  in the shor t  run s i t u a t i o n s ) ,  dynamic 
g e n e r a l i s a t i o n s  of  demand systems haue been performed in an 
at tempt  to examine the consumer 's dynamic and shor t  run 
behaui o u r . 1
In gene ra l ,  dynamics can be uiewed in two ways; ( i ) as 
the searching process f o r  e q u i l i b r i u m ,  and ( i i )  as the 
mouement of  e q u i l i b r i u m  from one pe r iod  to the nex t .  The 
d i s t i n c t i o n  between these two forms of dynamics is  impor tant  
f o r  understand ing the t reatment  of  e q u i l i b r i u m  in the dynamic 
model,  p a r t i c u l a r l y  r e l a t i n g  to the ex is tence  of  e q u i l i b r i u m  
in the sho r t  run.  Recording to the f i r s t  uiew, an e q u i l i b r i u m  
may not e x i s t  in the sho r t  run,  so tha t  the economy may be 
c o n s t a n t l y  a d j u s t i n g  towards e q u i l i b r i u m .  Howeuer, the second 
uiew, c h a r a c t e r i s e s  dynamics as a sequence of  the sh o r t  run 
e q u i l i b r i a  ouer t ime,  and preserues the ex is tence  of  
e q u i l i b r i u m  in the sho r t  run.  These two d i f f e r e n t  uiews 
u l t i m a t e l y  c a te g o r i s e  two groups of  dynamic models:  the f i r s t
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r e s u l t s  in the dynamic (o r  sho r t  run )  d i s e q u i l i b r i u m  model ,  
and the second r e s u l t s  in the dynamic e q u i l i b r i u m  model .
fin i m p l i c a t i o n  of  the f i r s t  uiew f o r  demand theory  is 
t h a t  consumers are out of  e q u i l i b r i u m  in the sho r t  run,  
responding to changes in p r i c e s  and income, and an e q u i l i b r i u m  
is  on ly  the consumers  long run o b j e c t i u e .  Thus, dynamic 
demand systems based on the f i r s t  uiew need not be 
t h e o r e t i c a l l y  p l a u s i b l e ,  i . e . ,  they can be i n c o n s i s t e n t  rni th 
u t i l i t y  max im isa t ion .  Only the imp l ied long run system should 
be t h e o r e t i c a l l y  p l a u s i b l e ,  s ince the e q u i l i b r i u m  r e f e r s  to 
the long run s i t u a t i o n .  I t  i s  o f t e n  assumed tha t  the long run 
s i t u a t i o n  can be exp la ined  by s t a t i c  (demand) e q u i l i b r i u m  
the ory .  Such a p o in t  has been adopted in the t r a d i t i o n  of  
economet r i cs  f o r  s p e c i f i c a t i o n  of  dynamic models; f o r  example, 
d i s t r i b u t e d  lag models a l l o w in g  f o r  the delayed response and 
au to re g ress iue  models a l l o w in g  f o r  p a r t i a l  adjustment  
processes.  Such dynamic demand systems w i l l  be r e f e r r e d  as 
dynamic d is e q u i l ib r iu m  demand systems. The dynamic demand 
system cons idered by Rnderson and B lu nd e l l  (1982, 1983, 1984) 
f a l l s  i n t o  t h i s  ca tego ry .
Howeuer, i t  i s  w ide ly  agreed in economic a n a l y s i s  tha t  
obserued data can be uiewed r e a l i s a t i o n s  of  e q u i l i b r i u m  [ e . g . ,  
Debreu, (1983, p . 2 1 ? ) ] .  I f  t h i s  en igmat i c  uiew on data is 
adopted as a s ta n dp o in t  in dynamic a n a l y s i s ,  the e m p i r i c a l  use 
of  the dynamic d i s e q u i l i b r i u m  model w i l l  face a se r io u s  
c o n t r a d i c t i o n  between the model and data used in the a n a l y s i s .  
That i s ,  the model employed is a d i s e q u i l i b r i u m  model w h i le
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data is uiewed as equi l ibr ium data.  Such a contradict ion ui i l l  
be resolued in the dynamic e q u i l ib r iu m  model which is 
formulated on the basis of the second uiew of dynamics. 
According to this uiew, equi l ibr ium can be achieued euen in 
the short run. Thus, the spe c i f ic a t ion  of a dynamic 
equi l ibr ium demand system re la tes  back to the theoret i ca l  
formulation of dynamic theory for consumer behauiour in the 
short run. In accordance with the existence of a short run 
equi l ibr ium,  i t  is usual ly assumed that there ex ists a dynamic 
(or short run) u t i l i t y  function representing the consumer's 
short run preferences.  The dynamic demand system is deriued 
from the solut ion maximising a dynamic u t i l i t y  function  
subject to a budget constra int .  Unl ike the dynamic 
disequi l ibr ium system, the dynamic equi l ibr ium demand system 
is th e o r e t i c a l l y  p laus ible by i t s e l f  and embodies short run 
equi l ibr ium condit ions.  The habit  formation model, in which 
consumer's short run preferences are assumed to be dependent 
on his past consumption experience (and thus changing ouer 
t ime) ,  c l e a r ly  f a l l s  into this category of a dynamic 
equi l ibr ium demand system.
What has been mentioned so far  is the main problem 
associated with the sp ec i f ica t ion  of dynamic demand systems. 
Dynamisation of the demand system may be carr ied out e i ther  
way. Howeuer, th is chapter w i l l  focus on the spe c i f ica t ion  of 
dynamic demand systems based on the second category,  i . e . ,  the 
dynamic equi l ibr ium demand system. The discussion on the 
dynamic d isequi l ibr ium demand system wi l l  be delayed u n t i l  
Chapter 7.
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The design of th i s  chapter is as fo l lows:  Section 2 
provides a b r i e f  reuietu of the treatment of dynamics in 
economic theory. In Section 3, the der iva t ion  and impl ica t ions 
of dynamic equ i l ib r ium demand systems w i l l  be considered on 
the basis of the taste change model. In sect ion 4, the 
sp ec i f i ca t ion  of dynamic equ i l ib r ium demand systems w i l l  be 
deueloped in the context of the Rotterdam model embodying a 
taste change hypothesis. In Section 5, some s t a t i s t i c a l  
aspects r e la t i n g  to the est imat ion of dynamic demand systems 
w i l l  be reviewed; and in Section 6, the dynamic uersion of the 
Rotterdam model w i l l  be appl ied to the f iue  commodity Korean 
data set.  F in a l l y ,  concluding remarks w i l l  be presented in 
Section 7.
5.2 Some Preminary Considerat ions2
Dynamisation of consumer demand theory has been achieued 
by separat ing consumers from the other market mechanisms, such 
as producers  behauiour and the pr ice  adjustment process to a 
market c lear ing equ i l ib r ium leue l .  Rs a r e s u l t ,  dynamic demand 
theory can be s im p l i f i e d  as pr ices are treated as giuen and 
the in terac t ion  wi th dynamics in the other markets can be 
ignored. Howeuer, general ideas on dynamics in economic theory 
also underly dynamic demand theory as wel l  as the 
sp ec i f i ca t ion  of dynamic demand systems. Therefore, i t  is 
worthwhi le to reuiew the treatment of dynamics in general 
economic theory.
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It cannot be disputed that equilibrium and dynamics are 
indissolubly related in the real world si tuat ion.  Neuerthless, 
as Dumenil and Leuy (1985, p . 340-341) point out, the 
implications of the theoretical  dependency between equilibrium 
and dynamics haue been ouerlooked in the exposition of much of 
economic theory. It is generally held that any dynamic process 
in an economy can be adapted to equilibrium theory with minor 
modifications [Dumenil and Leuy (1985)]. Hence, the 
formulation of the equilibrium model has been emphasised in 
classical  as well as neoclassical economic theory without 
incorporating dynamics.
More speci f ical ly,  in classical  economics, dynamics is 
uiewed as a disequilibrium si tuat ion which temporally occurs 
in the adjustment towards equilibrium; while equilibrium is 
uiewed as the asymptotic position of the adjustment process 
and as the long run (characterising) feature.  Rationali ty of 
the behauiour gouerning a dynamic adjustment process in 
classical  economics is often interpreted by the notion of 
period-after-period ' i n e r t i a ' ,  which means that period t 
inheri ts  from period t - 1 . In other words, information deriued 
from the preuious market and past experience determines the 
present operating mechanism for the dynamic process. Howeuer, 
dynamics remains as the disequilibrium si tuat ion in the short 
run. Stabi l i ty  of the dynamic process is a main concern in 
classical  dynamic analysis.  Such a uiew is represented in the 
Cobweb model for the market dynamic process, and is also 
clearly adopted in the specificat ion of dynamic disequilibrium 
demand system.
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In neoclassical economic theory, dynamics is also 
excluded in the formulation of general equilibrium theory by 
an assumption of the tatonnement process3 , which is somewhat 
unrealist ic in the real world [Dumenil and Leuy (1985)].  Thus 
the modelling of the economic system becomes purely stat ic  and 
timeless [Bannock, Baxter and Rees (1978, p.325-326)].  
Recording to the assumptions of a tatonnement process, an 
equilibrium is only achieued at prices and quantities  
determined by the market 'auctioneer' ,  and no transaction 
takes place unti l  the auction reaches the equilibrium leuel of 
prices and quantities [Takayama (1974, p .340)].  The so-called 
Walrasian equilibrium (by which it  is meant that an 
equilibrium is achieued by the tatonnement process) is a 
situation reached through a single transaction programmed by 
the tatonnement process. There is no room for disequilibrium 
in the general neoclassical model, since a l l  forms of 
disequilibrium are rejected by the tatonnement process 
[Dumenil and Leuy (1985)].  Thus, a Walrasian equilibrium has 
different features from the classical equilibrium which is the 
outcome of a disequilibrium adjustment process.
Such a difference between the classical and neoclassical 
approaches also relates to the uiews of those schools on the 
role of data in empirical analysis. In the classical uiew, the 
obserued data can represent a disequilibrium situation.  
Howeuer, in the neoclassical uiew, al l  data must be uiewed as 
an equilibrium situation, since a transaction occuring out of 
equilibrium is not theoretical ly possible. The specification
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of  dynamic e q u i l i b r i u m  demand systems is  in accordance w i t h  
the n e o c la s s i c a l  uieui.
Homeuer, in ne o c la s s i c a l  economics, the g e n e r a l i s a t i o n  of 
s t a t i c  theory  tends to in co rp o ra te  more general  assumpt ions on 
the i n d i v i d u a l ' s  behauiour .  For example, the consumer is  
assumed not on ly  to be a mage-earner but a lso a c a p i t a l i s t  
possessing assets ui i th inuoluement in the f i n a n c i a l  market .  
Such an assumpt ion c h a r a t e r i s e s  the s o - c a l l e d  in te r t e m p o ra l  
model f o r  consumer 's behauiour  [Deaton and Muel lbauer  (1980a) 
Chapter 4 and 13] .  Un l i ke  a pure mage-earner4 , a c a p i t a l i s t  
consumer mould expect a f u t u r e  change in income from h o ld in g  
or s e l l i n g  assets and delay h i s  c u r re n t  consumpt ion in o rder  
to consume more l a t e r .  His demand f o r  durab le  goods and s tocks 
of  ( i l l i q u i d )  assets i s  dependent on r a t e s  of  d e p r e c i a t i o n  and 
c u r r e n t  and expected f u t u r e  f i n a n c i a l  market deuelopments.
Such a consumer is  o f t e n  termed ' n o n - m y o p i c ' , in the sense 
th a t  he looks ahead to f u t u r e  e f f e c t s  mhen making h i s  present  
de c is i o n s .  The consumer 's choice is  determined by the 
maximisat ion of  an in te r t em po ra l  u t i l i t y  f u n c t i o n  su b je c t  to 
the ( l i f e - c y c l e )  meal th c o n s t r a i n t .  The in te r t em po ra l  u t i l i t y  
f u n c t i o n  is  g e n e r a l l y  expressed in terms of  present  and f u t u r e  
( l i f e - c y c l e )  purchase and s tock u a r i a b l e s ,  and the r e l e u a n t  
p r i c e s  are u s u a l l y  d iscounted by i n t e r e s t  r a t e s  to correspond 
to c o n t r a c t s  ne go t ia te d  at  the base pe r iod .
The in te r tempo ra l  model has a lso been e x t e n s iu e l y  
employed in dynamic demand s t u d ie s ,  p a r t i c u l a r l y , those 
concerned mi t h the demand f o r  durab le goods as mel l  as the
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r a t i o n a l  h a b i t  fo rmat ion  model [ P h l i p s  (1974) ,  Muel lbauer  
(1982) ,  and Muel lbauer  and Pashardes (19 82 ) ] .  f i lhough i t  
p rou ides  the r i g h t  d i r e c t i o n  f o r  t h e o r e t i c a l  a n a l y s i s  of  the 
demand f o r  durab le goods or s tocks  of  assets ,  i n te r t e m p o ra l  
models are not easy to use in e m p i r i c a l  uiork, due to the 
complex (and h i g h l y  n o n l i n e a r )  f u n c t i o n a l  forms of  the 
r e s u l t i n g  demand or  s tock equa t ions ,  and the absence of  data 
f o r  a n a l y s i s .  The data r e q u i r e d  in in te r t em po ra l  a n a l y s i s ,  
(such as s tocks  of  the assets ,  weal th  and i n d i u i d u a l  i n t e r e s t  
r a t e s )  are r a r e l y  a u a i l a b l e ,  and thus are o f ten  generated in 
an a r t i f i c a l  and r e s t r i c t i u e  manner in e m p i r i c a l  s t u d i e s .
L ik e  the dynamic e q u i l i b r i u m  model,  the in te r t e m p o ra l  
approach a lso a t tempts  to i n t e r p r e t  consumer behauiour  in the 
s ho r t  run as an e q u i l i b r i u m  s i t u a t i o n .  Howeuer, the 
e q u i l i b r i u m  in the i n t e r  temporal  model is  ob u iou s ly  d i f f e r e n t  
from the dynamic ( s h o r t  run )  e q u i l i b r i u m .  The former is 
b a s i c a l l y  sub jec t  of  f u t u r e  consumpt ion p lans ,  w h i l e  the 
l a t t e r  i s  sub jec t  to past  consumpt ion exper ience [ P h l i p s  
(1974) ,  p .2 3 6 ] .  Recen t l y ,  Spinnewyn (1981) and Muel lbauer  and 
Pashardes (1982) haue deueloped s imple in te r t em po ra l  models 
i n t e g r a t i n g  h a b i t  f o rm at i on  and the demand f o r  durab le  good s .5 
They d e f i n e  h a b i t  fo rm at ion  in in te r tempo ra l  terms us ing  the 
' r a t i o n a l '  h a b i t  f o rm a t io n ,  by argu ing t ha t  a ' r a t i o n a l '  
consumer takes i n to  account the e f f e c t  of  h i s  c u r re n t  
purchases on h is  f u t u r e  h a b i t  f o rm a t io n .  Th e i r  i n t e r p r e t a t i o n  
of  h a b i t  fo rmat ion  i s  fundamenta l ly  d i f f e r e n t  from the 
' c o n u e n t io n a l  dynamic'  h a b i t  fo rmat ion  hypo thes is  which 
d e f in e s  h a b i t  fo rm at ion  as an i n e r t i a  phenomenon.
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fin impor tant  recent  e u o l u t i o n  of  dynamic a n a l y s i s  in 
economic theory  is the a p p l i c a t i o n  of  opt imal  c o n t r o l  theory .  
Th is  th e o ry ,  which was o r i g i n a l l y  deueloped by mathemat ic ians 
inuo lued in space research in order  to solue the problem of 
choosing a t r a j e c t o r y  f o r  a rocke t  from a po in t  on e a r t h  to a 
p o i n t  on the moon, is ap p l ied  to dynamic economic theory  in an 
at tempt  to search f o r  optimum t ime path of  a dynamic process.  
Examples inc lude  the optimum growth path of  an economy or  the 
optimum growth of  the c a p i t a l  s tock of  an economy [Takayama 
(1974) ,  Chapter 8 ] .  The mathemat ical  method inuolued in the 
theory  i s  P o n t r y a g in ' s  max imisat ion p r i n c i p l e  in the 
Hami l ton ian  system f o r m u l a t i o n .  L luch (1974) ,  P h l i p s  (1974) 
and K l j i n  (1977) haue ap p l i e d  opt imal  c o n t r o l  theory  to the 
consumer 's in te r t em po ra l  model6 .
Giuen the l i m i t e d  amount of  data a u a i l a b l e  f o r  t h i s  
s tudy ,  the in te r tempo ra l  and optimum c o n t r o l  approaches cannot 
be a t tempted ,  and the sub je c t  w i l l  not  be pursued f u r t h e r .
5 .3  Dynamic E q u i l i b r i u m  Demand Systems
5 1 /  Taste Change and the Dynamic U t il ity  Function
fls d i scussed in Sect ion 1 of  t h i s  chap te r ,  the dynamic 
e q u i l i b r i u m  demand system r e f e r s  to the consumer 's e q u i l i b r i u m  
s i t u a t i o n  in the sho r t  run.  The re fo re ,  the system should be 
s p e c i f i e d  on the bas is  of  the economic theory  inuolued in the 
f o r m u l a t i o n  of the dynamic (o r  sho r t  run)  u t i l i t y  f u n c t i o n
[Chapter  5] 289
u n d e r l y i n g  a consumer's shor t  run behauiour .  By d e f i n i t i o n ,  
the dynamic u t i l i t y  f u n c t i o n  changes ouer t ime [ P h l i p s  (1974) 
p . 1 5 1 ] ,  so tha t  i t  can be expressed as a f u n c t i o n  of  t ime,  t ,  
such th a t
u t = u ( t )  and u ( t )  = 8ut / a t  *  0. ( 3 . 1 )
Howeuer, the s p e c i f i c a t i o n  of  the dynamic u t i l i t y  f u n c t i o n  is 
c a r r i e d  out in an i n d i r e c t  manner r a t h e r  than as an e x p l i c i t  
f u n c t i o n  of a t ime u a r i a b l e .  Th is  ensures tha t  the u t i l i t y  
f u n c t i o n  can be t h e o r e t i c a l l y  p l a u s i b l e  in r e l a t i o n  to the 
consumer 's sho r t  run e q u i l i b r i u m  behauiour .  I t  is  u s u a l l y  
assumed tha t  consumer 's p re fe rences  depend on ta s tes  t ha t  are 
changing ouer time. Hence, the dynamic u t i l i t y  f u n c t i o n  can be 
fo rmu la ted  in the manner of  a t as te  changing u t i l i t y  f u n c t i o n .
Fo l l ow ing  Gorman's (1967) n o t a t i o n ,  the sho r t  run u t i l i t y  
f u n c t i o n ,  a l l o w in g  f o r  t a s te  change, can be w r i t t e n  as
u t = u t [ q t , d( st ) ] ,  ( 3 .2 )
where q t is  an m x 1 commodity uec to r  in the c u r r e n t  pe r io d  t 
and of( st ) i s  a ue c to r  ualued f u n c t i o n  of  t a s te  parameters 
which are dependent on the predetermined " s t a t e  u a r i a b l e s " ,  
st . 7 The f u n c t i o n  c<(st ) i s  c a l l e d  the h a b i t  or  t a s te  f u n c t i o n .  
The u t i l i t y  f u n c t i o n  in ( 3 . 2 ) ,  being de f ined  on the Car tes ian 
product  of  the c u r r e n t  commodity s e t ,  = { q t } and the tas te  
parameter s e t ,  /?t = {c*t } ,  ( t h a t  i s ,  H)t X Rx , r a t h e r  than IQt 
a l o n e ) ,  is a ge ne ra l i sed  uers ion  of  the s t a t i c  u t i l i t y
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funct ion.  In our notat ion,  tue l e t  St = { 5t } be a set of s ta te  
uariables  inf luencing tastes in the current period.
Tujo d is t in c t  spe c i f ica t ions  of taste change are common in 
the l i t e r a t u r e ;  one is exogenous taste change tuhere the s ta te  
uar iab les ,  st 's ,  are exogenous; for example, dummy uar iab les ,  
time trends, and cl imate condit ions.  The other is the 
endogenous taste change s i tu a t io n ,  where the st 's are 
endogeneous uar iables [see Poliak (1978 ) ] .  In the dynamic 
case, the state uar iable  must be e x p l i c i t l y  time-dependent (or  
contain uar iables whose ualues change ouer time) such that s t 
= dst / d t  *  0, in order for the spec i f ic a t ion  of ( 3 . 2 )  to be 
consistent  wi th ( 3 . 1 ) .  For example, St = { t },  St = { q t _ , } ,  or 
St = ( Pt - i >  y t  - 1 ) could be s ta te  uar iables for dynamic u t i l i t y  
funct ion,  where t is a time trend. I t  wi l l  be seen in the next 
section that the constant term in the Rotterdam model re su l ts  
from the dynamic spec i f ic a t ion  of st = exp { t ) .
5 .J .2  The H ab it Form ation Model
In the special  case when the state uar iable is st = q t - k  
for k > 0, (when a consumer's tastes depend on consumption in 
a past per iod) ,  the resu l t ing  dynamic model is ca l led  the 
habit  formation model. I t  is common to set k = 1. The 
gouerning mechanism of the habit  formation model is the 
' i n e r t i a '  notion which means that behauiour in period t 
i nh er i ts  from experiences in period t - 1 . Stone (1954)  
or iginated  the idea of habit  formation, and there haue been a 
large number of empir ical  appl icat ions of the habit  formation
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model [ e . g . ,  Po l ia k  and Wales (1969) ,  Po l iak  (1970) ,  
Houthakker and Tay lo r  (1966) ,  P h l ip s  (1972, 1974), Boyce 
(1975) ,  Manser (1976) ,  Lamm (1982) and Okamura (1 9 8 3 ) ] .  The 
t h e o r e t i c a l  e x p o s i t i o n  of  the h a b i t  fo rmat ion  model is 
b a s i c a l l y  i d e n t i c a l  to tha t  of  the t a s te  change u t i l i t y  model 
giuen in ( 3 . 2 ) ;  the on ly  d i f f e r e n c e  is tha t  st = q t _k in the 
h a b i t  fo rmat ion model .
5.3.3 Maximisation o f Short Run U t il ity  and the Short Run Demand Function
Since t a s te  parameters are expressed as a f u n c t i o n  of  
s t a t e  u a r i a b l e s ,  the sho r t  run u t i l i t y  f u n c t i o n  in ( 3 . 2 )  can 
a lso be air i t ten as
u t = u t [ q t , s t ] .  ( 3 . 3 )
That i s ,  the sho r t  run u t i l i t y  f u n c t i o n  can be d i r e c t l y  
def ined on the Car tes ian p roduc t ,  (Qt * St . There is no loss  of 
g e n e r a l i t y  in ( 3 . 3 )  compared to ( 3 . 2 )  due to the I m p l i c i t  
Funct ion Theorem. Howeuer, the u t i l i t y  f u n c t i o n  expressed as 
(3 .3 )  has the aduantage of  d i r e c t l y  i n c o r p o r a t i n g  the e f f e c t  
of  s t a t e  u a r i a b le s  on p re fe rences w i th ou t  in uo lu in g  the 
s p e c i f i c a t i o n  of  a t a s te  f u n c t i o n .
In the dynamic f o r m u l a t i o n ,  the consumer is assumed to be 
myopic and pu re l y  a wage earner  and to p a r t i c i p a t e  in a 
com pe t i t i ue  labor  market .  In o ther  words, the consumer does 
not recognise the e f f e c t  of  the cu r re n t  expend i tu re  a l l o c a t i o n  
on f u t u r e  u t i l i t y  nor can he c o n t r o l  h i s  income by ho ld in g
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assets or by managing the labo r  market .  Thus, h i s  income (o r  
t o t a l  expen d i t u re )  is giuen and f i x e d .  The consumers  problem 
in the sho r t  run s imp ly  reduces to the max imisat ion of  a 
dynamic u t i l i t y  f u n c t i o n  (3 . 3 )  sub jec t  to the c u r re n t  budget 
c o n s t r a i n t ,
H« = p . 'q« .  0 . 4 )
c o n d i t i o n a l  on the predetermined s t a t e  u a r i a b l e s ,  St . The 
consumer's sho r t  run demand equa t ions can be ob ta ined from the 
max imisat ion of  a Lagrangian
L ( q t , s t , \ )  = u ( q , , s , )  -  Xt ( p t ' q t -  H t ) ,
and are giuen as
9t ~ qt ( P t * H t * s t ) ( 3 . 5 )
and the marg inal  u t i l i t y  of  income may be expressed as
X t = Xt ( p t , j j t , s t ) .  ( 3 . 6 )
This  r e s u l t s  from s o l o i n g  the f i r s t  o rder  c o n d i t i o n s ,
uq* -  X t p t ( 3 . 7 )
w i t h  the budget c o n s t r a i n t  ( 3 . 4 ) ,  where Uq^ is an m x 1 uec to r  
of  marginal  u t i l i t i e s .  I t  i s obuious tha t  the sho r t  run demand
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equations giuen in (3.5)  are the generalised form of the 
stat ic Marshallian demand functions, q = q(p,p).  For 
simplicity of notation, the subscript t mill  be dropped from 
here on.
5 .1 4 E qu ilib rium  Conditions on the S hort Run Demand System
Phiips (1974, p . 180—183) deriued the general demand 
restr icitons on a system of short run demand equations, and 
showed that the short run equilibrium restrict ions are the 
same as in stat ic demand theory. By total d i f ferent iat ion of 
(3.4)  and (3 .7 ) ,  me haue the fundamental matrix equation of 
the short run consumer
dq‘ = u P i -1 ' 0 XI -Uqo- dF 1
dX P '  0 J 1 -q'  0 dp
ds
where U is the Hessian matrix such that U = a2u/eqaq' and Uq8 
is an m x l matrix such that Uq8 = a2u/aqas'. Then, using 
partit ioned inuersion on (3 .8 ) ,  me obtain the part ial  
deriuatiues of q with respect to p, p, and s in a matrix form
qH = (p 'U - ’ p r ’U - y  (3.9)
qP = XU'1-  X( p ' U' ’p ) ' ’ U ' 1p p ' U " q  q' (3.10)r*
q. = -  [ U ' 1 -  U ' 1p(p/ U-1p ) - 1p/ U ' 1]U<, , .  (3.11)
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From (3.9)  and (3.10) ,  the Slutsky equation can al so be 
uir i t ten as
Thus, the d i f f e r e n t i a l  r e l a t i o n s  (3.9)  to (3.10) and the 
Slutsky matrix (3.12) are expressed in the same way as in 
s t a t i c  theory,  while only (3.11) is added in r e l a t i on  to 
consumer's short  run behauiour.  The t heore t i ca l  equi l ibr ium 
r e s t r i c t i o n s  on the short  run demand system can also be 
deriued in a s imi l a r  manner to that  of s t a t i c  theory from the 
r e l a t i ons  (3.9)  to (3.12) .
Premul t iplying of (3.9)  by p ' ,  we haue adding-up 
r e s t r i c t i o n s  on the marginal budget shares such that
Postmul t ipiying the t ranspose of (3.10) by p, the 'Cournot 
aggregat ion'  r e s t r i c t i o n  r e s u l t s
K = qP + qHq ' , (3.12)
(3.13)
Qp'P = -q- (3.14)
Next, postmul t i ply i ng K in (3.12) by p, uie haue the 
homogeneity r e s t r i c t i o n
Kp = 0. (3.15)
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Finally,  the symmetry and negatiuity res t r i c t ions  on the 
Slutsky matrix K follow di rect ly from (3.10). Thus, the usual 
r e s t r i c t ions  on s t a t i c  demand system - adding up, homogeneity 
and symmetry - s t i l l  hold and characterise the equilibrium 
conditions in the short run.
Furthermore, we note that only the adding-up r es t r i c t ions  
can be imposed on the parameters of the s tate  uariables in the 
short run demand system. From (3.10),  (3.11) and (3.12),  it 
can be seen that
q„ = - [ it 1 - (p 'ir 1 pr 1 ir 1 pp'ir1 ]uq.
= -X"1KUqs . (3.16)
Then, premultiplying p'  on (3.16) and in uiew of the 
homogeneity and symmetry res t r i c t ions ,  we haue
p 'q .  -  0. (3.17)
The res t r i c t ion  (3.17) is the adding up res t r i c t ions  on the 
dynamic specif icat ion of the short run demand equations.
5  J .5  Long Run Demand and the U tility  Function
We haue referred to dynamics in the dynamic equilibrium 
demand system as a sequence of short run equilibrium 
s i tuat ions .  If the sequence is conuergent and there exists  a 
unique l imi t  point,  the dynamic system is called ' s t a b l e '  and
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the system corresponding to the l imit  point is referred to as 
the long run demand system. Technically, the long run demand 
system is deriued by imposing steady state conditions on the 
short run system. The steady state condition is characterised 
by the situation that the state uariables no longer change 
ouer time, that is, s = dst /dt  = 0 for a l l  t .  Since the long 
run demand system is not deriued from the u t i l i t y  
maximisation, the implied system may be theoretical ly  
implausible, fls Poliak (1970) pointed out, the long run 
u t i l i t y  function, unlike the demand system, cannot be the 
l imi t  point obtained from the short run u t i l i t y  function by 
imposing steady state conditions. He argued that i f  we obtain 
the long run u t i l i t y  function by imposing the steady state 
condition on the short-run u t i l i t y  functions, we end up with a 
demand system different from the long run system implied from 
the short run. The existence of a u t i l i t y  function which can 
rat ional ise the long run system deriued from the short run has 
been a major concern of dynamic demand theorists [see Gorman 
(1967), Peston (1967), Von Weizsäcker (1971), Poliak (1976a), 
and El-Safty (1976a, 1976b)].
Von Weizsäcker (1971), based on the integrabi l i ty theorem 
and reuealed preference theory, showed the existence of the 
long run u t i l i t y  function from which the long run demand 
function can be deriued, prouiding that the long run Slutsky 
matrix is symmetric and negatiue def ini te.  Howeuer, Poliak 
(1976a) showed, in a paper cr i t i ca l  of Von Weizsäcker, that 
there exists a u t i l i t y  function which rationalises the long 
run demand functions i f  and only i f  they are the steady state
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solution to a system of short run demand functions generated 
by an additiue u t i l i t y  function. El-Safty (1976b) also claimed 
that Von Weizsacher's result is not ualid in general and 
showed that the long run demand functions can be rationalised 
by a u t i l i t y  function, dif ferent from the short run dynamic 
u t i l i t y  function, i f  and only i f  the dynamic u t i l i t y  function 
is such that past consumption of any good (or taste changes) 
is separable from a l l  other goods. Howeuer, from a completely 
dif ferent standpoint, Phlips (1974) argued that the long run 
u t i l i t y  functions are of the same form as the corresponding 
stat i c functions in the sense that long run implies fu l l  
adjustment just as in stat ic theory, and he concluded that 
whereas the short run u t i l i t y  function represents changes in 
tastes or preferences, the long run u t i l i t y  function 
represents an unchanging and therefore stat ic preference [see 
Phlips (1974, p .176-180)].
5.J.6 Examples o f  Empirical Dynamic Equilibrium Demand Systems
There haue been a wide range of applications of the 
dynamic equilibrium demand system in the context of the l inear  
expenditure system and the translog model, mostly using the 
habit formation approach. Poliak (1970) dynamised the l inear  
expenditure system, adopting the habit formation hypothesis.
He assumed that the subsitence expenditures, y / s ,  in the 
Stone-Geary u t i l i t y  function In u(q) = £ ,  = , p, in (q * -  y j ) 
l inear ly  depend on their own past consumption expenditure 
leuels such that
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y-, = y! + s j q j t | , (3.19)
f o r  a l l  i = 1 , . . . , m ,  where y* is i n t e r p r e t e d  as a 
" p h y s i o l o g i c a l l y  necessary"  component of  yj  and S{ q {  ^ as the
" p s y c h o l o g i c a l l y  necessary" component. The r e s u l t i n g  s ho r t  run 
demand f u n c t i o n s  are of  the form
qi = yT + siq; t t - Pi/Pi [n-ZPk(yk + ssqä t_,)], (3.20)
f o r  a l l  i = 1 , . . . ,m.
P h l ip s  (1972) der iued a d i f f e r e n t  dynamic uers ion  of  the 
l i n e a r  expend i tu re  system, in t r o d u c in g  s t a t e  u a r i a b l e s ,  S; " s ,  
which are assumed to change co n t in u o u s ly  ouer t ime accord ing  
to
s } — q j + S j s j ( 3 .21)
and to f o l l o w  the p a r t i a l  adjustment  process
s = ic( s * -  s) ( 3 .22)
in the shor t  run,  (where Si is a constant  r a t e  of  depreca t ion  
and ic is an adjustment  c o e f f i c i e n t ) .  The dynamic Stone-Geary 
u t i l i t y  f u n c t i o n  cons idered is of  the form
u(q)  = l i d ;  i n  (q;  -  y* -  p {s { ) .  The ualue of  s at  e q u i l i b r i u m  
is giuen by the s o l u t i o n  of  the steady s t a t e  c o n d i t i o n ,  s = 0, 
which r e s u l t s  in s* = S j ~1q } . f i t t e r  e l i m i n a t i o n  of  the
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unobseruable s t a t e  var i ab les  through some algebraic  
manipulat ion,  the r e su l t i ng  est imable equat ions are
9 • t = Kio +  ^j 19 1 t - 1  + K ^ A t P i t  + K i 3  A  t - 1 P i t - 1 (3.23)
from which the coe f f i c i e n t s  of the dynamic u t i l i t y  funct ion,  
8 } ,  d j , p i ,  and are obtained in the terms of the s t r u c t u r a l  
c oe f f i c i en t s
8 j  =  2 ( K i 2 + ^ i 3 ) / ( ^ i 2 “  ^ i 3  ) > 
i =  ( ^ i 2 “  *  i 3  )  /  (  1 + ^ i 1 )  >
p i  = 2 ( 1C i 2 + 1C i 3  )/(»C i 2  -  < 1 3 ) “ 2(1 -  1C i , ) / (  1 + K i t ) ,
Y*  =  ^ i o ( ^ . 2  “  i 3  ) /  (  1 + + t i 3 ) .
Manser (1976) dynamises the t ranslog demand system, 
speci fying the a / s  in (6.2)  in Section 2.6.1 to be
o<i = aj + d j q j (t _ , }, for i = 1 , . . . , m .  (3.24)
Then, the r e su l t i ng  budget share equations are
a* + d j q j t _, + Z  j = i P u  in ( p j t / p )  (3.25)
» K t )  =  -------------------------------------------------------------------------------------------------------------------------------------------------------------  •
= l ^ k  + Z k = 1 ^ k 9 k t - 1  + Z k = l Z j = l P k j  ^  ( P j  t / h  ^
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fissuming the t im e -u a ry i n g  i n d i r e c t  t r a n s lo g  u t i l i t y  
f u n c t i o n ,  Jorgenson and Lau (1979) cons ider  the dynamic 
i n d i r e c t  t r a n s lo g  system
°i  + £ j . l P . j / * ( P j < t > / F )  + ( 3 . 26)
W i ( t ) =
+ Zk=iZj = ipMj i n ( P j ( t ) /p)  + bMtt
f o r  a l l  i = 1 , . . . , m ,  where t is  t ime t ren d .  In t h i s  case, 
t a s te s  are assumed to be exogeneous. [See a lso Conrad and 
Jorgenson ( 1 9 7 9 ) . ]
The dynamic systems shown in the aboue may be reasonab le  
dynamic uers ions  of  t h e i r  cor respond ing s t a t i c  systems. In 
economet r i c  par lance ,  t h e i r  s t a t i c  co u n te rp a r t s  are nested in 
the dynamic systems when the dynamic parameters are zero.  
Howeuer, these dynamic systems haue not remedied the 
d isaduantages of  t h e i r  s t a t i c  cous ins ,  fls seen in Chapter 2, 
these two s t a t i c  models are not a t t r a c t i u e  f o r  e m p i r i c a l  
s t u d i e s ,  in tha t  the l i n e a r  expend i tu re  system is  
o u e r r e s t r i c t i u e  and the g loba l  p r o p e r t i e s  of  the t r a n s lo g  
model are unknown. Fur thermore,  these dynamic models are 
incapable of  t r a c i n g  interdependences between d i f f e r e n t  goods 
in d i f f e r e n t  pe r io ds .  The dynamic s p e c i f i c a t i o n s  giuen by 
( 3 . 1 9 ) ,  ( 3 . 2 1 ) ,  and (3 .24)  are s imp ly  r e l a t e d  to 
s ing le -commodi ty  dynamics, but ignore the e f f e c t  of  past  
consumpt ion of  a good on present  consumpt ion of o t h e r  goods.
I t  i s  q u i t e  po ss ib le  to imagine, tha t  a consumer 's past  t a s t e  
changes from g ra in s  to d a i r y  produc ts  induc ing the purchase of
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a r e f r i g e r a t o r ,  for example. In th is case, the past 
consumption of dai ry products may pos i t iue ly  a f fe c t  the 
current purchase of a r e f r i g e r a t o r . The i d e n t i f i c a t i o n  of such 
re la t ions  can be an important aspect of dynamic demand 
analysis and can only be possible through the system-unde 
dynamic spec i f ic a t ion  of the demand system. This w i l l  be 
formulated in the context of the dynamisation of the Rotterdam 
model in the fol lowing sect ion.
5.4 The Dynamic Rotterdam Model
5.41 Derivation o f the Dynamic Rotterdam Model
In th is sect ion,  a f l e x i b l e  funct ional  form of the 
dynamic demand equations giuen in ( 3 . 5 )  w i l l  be deriued in the 
context of the Rotterdam approximation. The procedure used in 
deriuing the s t a t i c  Rotterdam model w i l l  be applied to the 
dynamic demand equations in ( 3 . 5 ) ,  and the resu l t ing  system of 
dynamic demand equations w i l l  be termed the dynamic Rotterdam  
demand system, consequently. Euen though the der iuat ion  is 
rather  simple and the resu l t ing  system has many aduantages 
ouer the other ex is t ing  dynamic demand systems, there has been 
no attempt to make use of the Rotterdam d i f f e r e n t i a l  
approximation in the spe c i f ic a t ion  of estimable dynamic demand 
equations, which is surpris ing .
In a s im i la r  manner to the s t a t i c  Rotterdam model, a 
f i r s t  order approximated f l e x i b l e  funct ional  form of the 
dynamic demand equation can be obtained by to ta l
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d i f f e r e n t i a t i o n  of  the general  f u n a t i o n a l  form of  dynamic 
Marsh a l l i a n  demand equa t ions q = q ( p , p , s )  in ( 3 . 5 ) ;
dq = q dp + qPdp + qsds. ( 4 . 1 )
H
A f t e r  the s u b s t i t u t i o n  of  the S lu tsky  equa t ion,  qP = K -  q q / 
in ( 3 . 1 2 ) ,  i n to  ( 4 . 1 ) ,  me ob ta in  ( 4 . 1 )  as
dq = q dH + (K -  q q ' ) d p  + qsds. ( 4 . 2 )
H r1
Assuming th a t  the re are l s t a t e  u a r i a b le s  i n f l u e n c i n g  the 
consumer's c u r re n t  t a s te s ,  th a t  i s ,  St = { sA , k = 1 , . . . , l ) ,  
the i ' t h  equat ion in ( 4 . 2 )  can be w r i t t e n  as
dq, = (aq j / a H) [ d M -  £ kqkdpk ] + £  j k ,  j d p j  + Z £ f i k d s k , ( 4 . 3 )
f o r  i = 1 , . . . , m ,  where k u  is ( i , j ) ' t h  term of  the sh o r t  run 
S lu tsky  s u b s t i t u t i o n  m a t r i x ,  f ik = ( a q i / a s k ) is ( i , k ) ' t h  term 
of  the m a t r i x  qe and m is the number of  commodi t ies in the 
system. Using the r e l a t i o n  dx = x d l n x  and m u t i p l y i n g  p { / p  on 
both s ide of  ( 4 . 3 ) ,  we haue the Rotterdam dynamic demand 
equat ions as
m, dinq, = b,dM + £ “ * , 0 ,  d tfV/7 p,  + Z  £= tDi k <///? s k , ( 4 . 4 )
f o r  i , j  = 1 , . . . , m ,  mbere
dH = d i n  (j -  £ k=)u/k tfV/? pk , ( 4 . 5 )
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b; = p j ( 3q j / 3 h ) = wi e i> f o r  i = (4 . 6 )
c, J = k i jP i  Pj / h = f o r  i , j  = ( 4 . 7 )
and
O i k  =  f i k P i S k / ( j  = ( a q i / a S k ) p i S k / H ,  ( 4 . 8 )
= ui jT^j j ,  f o r  i = and k = 1 , . . . , l .
where r\ {k is the e l a s t i c i t y  of  a good i w i th  respec t  to change 
in the s t a t e  u a r i a b l e  s k . The rema in ing n o t a t i o n  is  the same 
as in the s t a t i c  Rotterdam model (see Sect ion 2 . 4 ) .  The 
c o e f f i c i e n t s ,  b j ' s  and C j j ' s ,  now correpond to the consumer's 
sho r t  run responses,  but  t h e i r  i n t e r p r e t a t i o n  is  i d e n t i c a l  to 
the s t a t i c  model.  In o ther  words, the b j ' s  r e f e r  to the shor t  
run marginal  p r o p e n s i t i e s  to consume, and Cj j ' s to the shor t  
run S lu tsky  m a t r i x .  In terms of  ( 4 . 8 ) ,  the dynamic parameter 
m a t r i x ,  D-.j is  the e l a s t i c i t y  of  good i to changes in the 
s t a t e  u a r i a b l e  s k expressed in terms of  budget shares.  
Obuious ly ,  the dynamic Rotterdam system giuen by ( 4 . 4 )  is the 
gene ra l i se d  uers ion of  the s t a t i c  Rotterdam system, in the 
sense tha t  the s t a t i c  system is nested in the dynamic system, 
as a sp e c ia l  case when Dik = 0.
The sho r t  run e q u i l i b r i u m  c o n d i t i o n s  are then 
c h a r a te r i s e d  by the f o l l o w i n g  r e s t r i c t i o n s  on the dynamic 
Rotterdam system:
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Adding up: ^ 7 =1bj = 1 and ( 4 . 9 )
Z T= i c i j  = 0, f o r  a l l  j  = 1 , . . . ,m,
Homogenei ty:  £ j  = 1C| j  = 0, f o r  a l l  i = 1 , . . . , m ,  ( 4 . 10)
Symmetry: Cjj = C j , ,  f o r  a l l  i , j  = 1 , . . . , m ,  ( 4 . 11)
N e g a t i u i t y :  The ma t r i x  C = [ C j j ] i s negat i ue ( 4 . 12)
sem i - de f  i n.i t e .
R e s t r i c t i o n s  on s t a t e  u a r i a b l e s :
Z 7 = i D . j  = 0, f o r  a l l  j  = 1 , . . . , l .  ( 4 . 13)
The f i r s t  f our  r e s t r i c t i o n s  ( 4 . 9 )  to (4 . 12)  are obu i ous l y  
i d e n t i c a l  to those of  the s t a t i c  model ,  wh i l e  the l a s t  ( 4 . 13)  
are j u s t  the adding up r e s t r i c t i o n s  on D j j  which are 
a u t o m a t i c a l l y  s a t i s f i e d  in e s t i ma t i o n .  C l e a r l y ,  the v a l i d i t y  
of  the dynamic ( s ho r t  run)  e q u i l i b r i u m  hypothes i s  can be 
t es ted using r e s t r i c t i o n s  ( 4 . 9 )  to (4 . 12)  on the dynamic 
Rot terdam demand system as s p e c i f i e d  in ( 4 . 4 ) .
The dynamic Rot terdam model ( 4 . 4 )  is l i n e a r  in parameters 
( l i k e  the s t a t i c  model )  and the e f f e c t  of  s t a t e  u a r i a b l e s  on 
shor t  run consumpt ion can be eualuated d i r e c t l y  in terms of  
e l a s t i c i t i e s  w i t h ou t  e x p l i c i t l y  s p e c i f y i n g  the t as t e  ( h a b i t )  
f u n c t i on s  ct (st ) .  Obuious l y ,  these f ea tu r es  giue the dynamic 
Rot terdam model aduantages ouer o ther  e x i s t i n g  dynamic demand 
systems.
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5.42 Selection o f State Variables and the Statistical Specification o f the 
Dynamic Rotterdam Mode/
The choice of the dynamic state uariables is 
fundamentally related to the specification of the dynamic 
demand equations in the context of (4.14) .  Changing the 
notation in (4 .4 ) ,  we can write the dynamic Rotterdam demand 
system as the l inear multiuariate model
V « X B + Z f \  (4.14)
while the stat ic  Rotterdam demand system is
V = X B (4.15)
where V = [w t •, din q t •, ] is a T x m matrix of dependent 
uariables, X = [ din pt ) , . . .  din ptm, dMt ] is a T x k matrix of 
the current price and total expenditure uariables,
Z = [ din st 1, . . . , din st t ] is a T x l matrix of state 
uariables, B is a k x m coefficient matrix for C;j and b , , and 
T is an l x m coeff icient matrix for D j j , with k = (m+1) and 
the number of obseruations T. Comparing (4,14) with (4.15) ,  we 
can see that the selected state uariables are included in the 
dynamic Rotterdam demand system as simple additional  
explanatory uariables.
I f  we assume that consumer's tastes are exogeneously 
determined and dependent only on time trends such that 
st = exp { t ) ,  where t is time trend uariable; then Dj din s in
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( 4 . 4 )  becomes
D j din  s = D j din exp ( t ) = D •, dt,  (4 .16)
which reduces to D; in d iscrete time since dt *  t -  ( t - 1 )  = 1. 
Thus, the model with the state uaraible s t = exp ( t )  reduces 
to the s t a t i c  Rotterdam model with a constant term. Note, this  
is often regarded as an ad hoc dynamic ( tas te  change) uersion 
of the Rotterdam model.
On the other hand, i f  we assume the habit  formation model 
and choose the lagged consumption as the dynamic uar iables  
such that St = {qt , q t _p}, where qt _j is an m x 1 uector  
of m goods consumed at the period t - i ,  then Z in (4 .14)  
becomes Z = {V , V_p} and the dynamic Rotterdam system 
( 4 .14)  reduces to the p ' t h  order autoregressiue RR(p) uersion 
of the s t a t i c  Rotterdam system ( 4 . 1 5 ) .
S im i l a r l y ,  i f  we assume a delayed response of consumption 
to changes in prices and income, then Z = {X , X_q} and 
the model (4 .1?)  reduces to a q ' th  order d is t r i bu ted  lag 
model. For a more general case, i f  we choose the dynamic state  
uariables as — {q t - 1 ,* * • ,  q t - p» P t - i » H t - i > * #*> Pt -q>Ht -q)> 
the dynamic Rotterdam system in (4.1?)  can be expressed in the 
form of a general ised autoregress iue-dis t r ibuted  lag model 
RD(p,q) such that
V = V T(L) + X B ( L ) . (4.1?)
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Note f l (L)  and B(L) are po lynomia ls  of  the lag op era to r  L ui i th 
order  p and q, r e p e c t i u e l y ,  such tha t
r ( L )  = T =, T j L ' (4 . 18 )
ui i th an m x m c o e f f i c i e n t  m a t r i x  Tj f o r  i = 1 , . . . , p  and
B(L) = Z j  = oS0 j L J (4 .1 9 )
ui i th a k 0 x m c o e f f i c i e n t  m a t r i x  B0j  i f o r  j  = 1 , . . . , q .  Thus, 
the dynamic Rotterdam demand system can be expressed as a 
general  dynamic u a r i a n t  of  the s t a t i c  model us ing dynamic 
s t a t e  u a r i a b l e s .
Giuen the dynamic demand system s p e c i f i e d  as ( 4 . 1 7 ) ,  uie 
can t e s t  the u a l i d i t y  of  ua r ious  dynamic s t a t e  u a r i a b l e s  in 
the con tex t  of  a t e s t  of  s p e c i f i c a t i o n  of  the dynamic l i n e a r  
m u l t i u a r i a t e  model.  Moreouer,  from the e s t im a t io n  of  the 
dynamic Rotterdam demand system, uie can s im u l tan eo us ly  
i d e n t i f y  the t ime-domained interdependence between the 
consumption of  d i f f e r e n t  goods in d i f f e r e n t  per iods  and the 
lagged reponse to changes in p r i c e s .  Thus, the dynamic 
Rotterdam demand system a l lows  a cons iderab le  g e n e r a l i t y  and 
f l e x i b i l i t y  in terms of  mode l l i ng  impact e f f e c t s  and sh o r t  run 
dynamic responses.
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5.5 S t a t i s t i c a l  fispects in the Est imation of Dynamic Oemand
Systems
Since the dynamic Rotterdam demand system deriued in the 
preuious sect ion and the short  run (demand) equi l ibr ium 
r e s t r i c t i o n s  are l i nea r  in c o e f f i c i e n t s ,  the est imat ion of the 
system and the t e s t s  of r e s t r i c t i o n s  can be ca r r i ed  out in the 
context  of the l i nea r  mul t i uar i a t e  model. The r e s u l t s  
discussed for the est imat ion of s t a t i c  system in Chapter 3 are 
al so appl icable  to the est imat ion of the dynamic demand 
system. Houieuer, when s t ochas t i c  uar i ab les ,  (such as lagged 
dependent uar i ab les  in the habi t  formation model),  are 
included as explanatory uar i ables  in the dynamic system 
(4.17) ,  the s t a t i s t i c a l  p roper t i e s  of the model change. For 
example, the un r e s t r i c t e d  OLS est imator  of the system is no 
longer the BLUE, and the exactness of the Wald t e s t  as a 
general i sed Ho t e l l i ng ' s  T 2  is no longer ual id .
fldding a T x m disturbance matrix U to (4.17) ,  l e t t i n g  W 
= [X: 2] and IT' = [B' :  V ' ] ,  we can wri te the dynamic Rotterdam 
model (4.17) as
V = XB + ZT + U
= WTJ + U, (5.1)
where W is a T x (k + l )  matrix of explanatory ua r i ab l e s ,  II is a 
(k+l) x m coe f f i c i en t  matrix.  We assume that  the di s turbance 
matrix U in (5.1)  has a mul t i uar i a t e  normal d i s t r i b u t i o n  wi th 
mean E(U) = 0 and couariance E(U'U) = Z .  flllowing for
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s t o c h a s t i c  exp lana to ry  u a r i a b l e s  in 2 (and thus in W), we 
assume the f o l l o w i n g  asympto t i c  p r o p e r t i e s
p i im T " 1[M'U]  = 0,
and
p l im T~1W'W = D,
where D is a f i n i t e  and nons ingu la r  m a t r i x ,  and
p l im r V U  = S (5 . 4 )
[see f o r  the assumpt ions Lemma 5 .5 .2  of  Anderson (1971, p .194 
in Chapter 5 ) ] .  The u n r e s t r i c t e d  ML e s t im a to r  of  tt = uec(IT) 
giuen as the OLS e s t im a to r
i  = uec(f t )  = [ I  0 (W"W)“ 1W ' ] u e c ( V ) . ( 5 . 5 )
is  no longer  an unbiased est imate  of  t t ,  s ince W inuo lues the 
s t o c h a s t i c  ex p la na to ry  u a r i a b le s  and so E[W'U] * 0. Howeuer, 
under the assumpt ions of ( 5 . 2 )  to ( 5 . 4 ) ,
p l im tt = p l im  [ I  0 (W'kl )- 1W' ]uec(V)
=  i t  + ( I 0 D "1) p l im ( I 0 U' )  uec(U)
=  tt , ( 5 . 6 )
(5 . 2 )
(5 .3 )
i . e . ,  tt in ( 5 . 5 )  is  a c o n s i s t e n t  e s t im a to r  of  t t ,  and 
/ H i  -  t t )  has l i m i t i n g  normal d i s t r i b u t i o n  w i t h  mean 0 and 
couar iance m a t r i x  Z 0 D " 1 [see f o r  assumpt ions and p roo f  
Anderson (1971, p .1 9 4 -2 0 3 ) ] .
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fis in the stat ic  model, the short run equilibrium 
(demand) restr ict ions -  homogeneity and symmetry -  can be 
expressed l inear ly as
C it = 0, (5.7)
uihere C is an s x m(k+l) restr ict ion matrix with rank(C) = s < 
m(k+l), 0 is an s x 1 zero uector, s is the number of 
independent rest r ic t ions . Therefore, the restr icted ML 
estimator of n = uec(II) subject to the short run equilibrium 
restrict ions in (5.7)  can be giuen as
i  = i  -  (2 ® (W'W)-1)C'[C(£ ® (H'M)"1) ^ ] “1^ .  (5.8)
The asymptotic couariance matrix is
couG) = (2 ® D"1) -  (2 ® D" 1 )C'[C(2 ® 0"1 )C' ] “ 1
xC(2 ® D '1). (5.9)
Since E[n] * i t ,  then E[u] = -n does not follow. Howeuer, under 
the assumptions (5.2)  -  (5.4)  as well as the restrict ions in 
(5 .7 ) ,  i t  follows from (5.6) that
pi i m i t  = i t ,
so that yT(ir -  i t )  has l imit ing normal distribution with mean 
0 and the asymptotic couariance matrix giuen by (5 .9 ) .
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For t e s t i n g  the r e s t r i c t i o n  Cu = 0 in ( 5 . 7 ) ,  the Wald,
LR, and LM t e s t  s t a t i s t i c s  are,
W = T tr  2 ' 1(E -  £),
LR = T l n  ( I Z I / I Z I ) ,
and
LM = T t r Z ' \ Z  -  £ ) .
They are a y m p t o t i c a l l y  eq u iu a le n t  and a y m p t o t i c a l l y  
d i s t r i b u t e d  as 'X w i t h  s degrees of  freedom under the n u l l  
hypo thes is  H0 , euen when Z co n ta in s  s t o c h a s t i c  u a r i a b l e s  [See 
f o r  p roo f  Berndt  and Sauin (1977, p .12 69 ) ] .  Howeuer, the 
exactness of  the Wald s t a t i s t i c  t e s t i n g  homogenei ty alone 
based on H o t e l l i n g ' s  ^ d i s t r i b u t i o n  cannot be c la imed when 
s t o c h a s t i c  u a r i a b l e s  are inc luded in W.
The dynamic Rotterdam demand system is a lso s i n g u l a r  due 
to the adding up c o n d i t i o n s .  Rs seen in the s ec t io n  3 .5 ,  the 
usual  s o l u t i o n  of  the s i n g u l a r i t y  problem is to e l i m i n a t e  one 
equa t ion from the system. Th is  s o l u t i o n  can a lso be a p p l ie d  to 
the e s t i m a t i o n  of  dynamic demand systems, and a l l  the 
parameters of  the f u l l  system can be recouered from the 
es t imates  of  the reduced system w i t h  one ex cep t ion ,  which 
occurs when Z con ta ins  both lagged dependent and independent  
u a r i a b l e s  of  the same o rders ,  f o r  example, when Z = { V _, , X _ n} .
Decomposing X in ( 5 . 1 )  in to  X = [ X0 : p]  and B
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conformably in to  B° and b such tha t  B' = [B0/ : b ' ] ,  the 
dynamic demand system ( 5 . 1 ) ,  when Z = {V_t ,X _ , } ,  can be 
w r i t t e n  as
V = X°B° + Hb° + X0. ^ 1 + H- i b 1 + V . t T + U. (5 .10)
where X° is a T x m m a t r i x  of  exogeneous u a r i a b le s  de f i ne d  by
the c u r re n t  p r i c e s  and y a T x 1 uec to r  de f ined  by t o t a l  
expend i tu re .  The adding up c o n d i t i o n  imp l ies  th a t  p = V*, 
inhere x = ( 1 , . . , 1 ) '  i s an m x 1 column uec to r  of  u n i t  
elements.  Thus, the adding up c o n d i t i o n s  w i t h  the lag ,
)j_, = V _ t v imp l ies  p e r f e c t  mul t i col  l  i near i t y  between jj_, and 
V_, in ( 5 . 1 0 ) .  The usual  s o l u t i o n  to auoid m u l t i c o l l i n e a r i t y  
in e s t im a t io n  of ( 5 .22)  is to e l i m i n a t e  or one of  
u a r i a b le s  in V_, from the set  of  ex p lana to ry  u a r i a b l e s  in the 
reduced system of  ( 5 . 2 2 ) .  Howeuer, the dynamic s i n g u l a r  system 
(5 .22)  is o b s e r u a t i o n a l l y  eq u iua len t  to
V = X°B° + Hb° + X°_ ,B1 + V _ , U b 1 + D  + U, (5 .11)
which is (5 .10)  w i t h  y_, e l im in a t e d .  I t  can be c l e a r l y  seen
from (5 .11)  tha t  the c o e f f i c i e n t s  b 1 and T in (5 .1 0)  cannot be 
i d e n t i f i e d  from e s t im a t i o n  of  the reduced system ( 5 . 1 1 ) .  
There fore ,  an i d e n t i f i c a t i o n  problem e x i s t s  f o r  the es t imated 
c o e f f i c i e n t s  of  the lagged u a r i a b l e s ,  when Z co n ta in s  both 
lagged dependent and independent u a r i a b le s  w i t h  the same order  
[ f inderson and B lu n d e l l  ( 1 9 8 2 ) ] .
When Z is chosen such th a t  Z = { V _ t } or Z = { X0 _ } ,  but
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not bo th,  (so t ha t  T is  square ) ,  the zero r e s t r i c t i o n s  on a l l  
o f f - d i a g o n a l  terms in T imply a zero c o e f f i c i e n t  m a t r i x  T due 
to adding up c o n d i t i o n  tha t  r \  = 0, where 0 is the zero column 
u e c to r .  The re fo re ,  i t  i s  not  s e n s ib le  to impose the 
d i a g o n a l i t y  of  T in the con tex t  of  the dynamic s i n g u l a r  
system, when T is square.  Thus, t h i s  s i n g u l a r i t y  r u l e s  out  the 
dynamisat ion of  demand systems on a s i g l e  equat ion bas is  as is 
embodied in the d i a g o n a l i t y  of  the dynamic c o e f f i c i e n t  m a t r i x ,  
so t h a t  a f l e x i b l e  s p e c i f i c a t i o n  of  the dynamic s t r u c t u r e  of 
demand systems is  a lso  re q u i r e d .
5.6 The E mpi r i ca l  A p p l i c a t i o n  of  the Dynamic Rotterdam Demand
System to Korean Data
In t h i s  s e c t i o n ,  we present  the r e s u l t s  of  e s t im a t i n g  and 
t e s t i n g  the dynamic Rotterdam demand system us ing q u a r t e r l y  
Korean household expend i tu re  data.  The data s e r i e s  used f o r  
e s t i m a t i n g  s t a t i c  demand systems in Chapter 4 were again 
employed here.  The data were seasona l l y  unad justed and couer 
the p e r io d  f o r  1965 to 1981, g i u i n g  a t o t a l  of  68 
o b s e r u a t i o n s . Since the f i r s t  obserua t ion  is used f o r  
d i f f e r e n c i n g  and the next  fou r  obserua t ions  are used by the 
lag s t r u c t u r e ,  on ly  63 obserua t ions  are a u a i l a b l e  f o r  
e s t i m a t i o n .  To achieue pa rame t r i c  parsimony and to auoid 
problems caused by the system-wide f l e x i b l e  dynamisat ion of 
the s y s t e m ^  (such as o u e r p a r a m e t e r i s a t i o n , m u l t i c o l l i n e a r i t y  
and the la rg e  red uc t io n  in degrees of  f reedom),  we ap p l ie d  the 
dynamic Rotterdam demand system to the f i u e  commodity data.  
Th is  data set  cons is ted  of  (1)  food,  (2)  housing,  (3)  fue l  and
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l i g h t ,  (4)  c l o t h i n g ,  and (5)  m isce l laneous c a te g o r i e s .
Before proceeding,  i t  i s  wo r th wh i le  to r e c a l l  from the 
r e s u l t s  of  the p reuious chapter  tha t  the s t a t i c  Rotterdam 
demand system s u f f e r e d  from s e r i a l  c o r r e l a t i o n  in the 
es t imated  r e s i d u a l s .  Since s e r i a l l y  c o r r e l a t e d  r e s i d u a l s  can 
i n d i c a t e  a s p e c i f i c a t i o n  e r r o r  of  the model (due p o s s i b l y  to 
the dynamic s p e c i f i c a t i o n  of  d i s t u r b a n c e s ,o r  the i n c o r r e c t  
s p e c i f i c a t i o n  of  the s t r u c t u r a l  dynamics or to the omiss ion of  
r e l e u a n t  ex p la na to ry  u a r i a b l e s ) ,  the ne cess i t y  of  
i n u e s t i g a t i n g  a dynamic demand system a r i s e s .
The f i r s t  c o n s id e r a t i o n  is  to s e l e c t  dynamic s t a t e  
u a r i a b l e s  which p l a u s i b l y  e xp la in  the consumer 's sh o r t  run 
behauiour .  To accord w i t h  uar ious  co n je c tu re s  on the 
consumer 's sho r t  run s i t u a t i o n ,  (such as h a b i t  f o rm a t io n ,  
s tock  ad jus tment ,  and delayed response to changes in p r i c e s  
and income), we cons ider  the i n t r o d u c t i o n  of  lagged 
consumpt ion l e u e l s  as we l l  as lagged p r i c e s  and t o t a l  
expend i tu re  as p o s s ib le  dynamic s t a t e  u a r i a b l e s .  To be 
c o n s i s t e n t  w i t h  the use of  q u a r t e r l y  data,  lags of  up to the 
f o u r t h  order  were used. Dummies u a r i a b le s  were a lso  
inco rp ora ted  in to  the system to cap ture r e g u l a r  seasonal  
mouements.
Since the se l ec ted  s t a t e  u a r i a b le s  are inco rp ora ted  in to  
the dynamic Rotterdam demand system as a d d i t i o n a l  ex p la na to ry  
u a r i a b l e s ,  the s e l e c t i o n  of  a p p ro p r i a t e  s t a t e  u a r i a b l e s  from 
among the aboue reduces to the s e l e c t i o n  of  the proper  dynamic
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spec i f i c a t i on  of demand system in the context  of the 
autoregress iue  d i s t r i bu t e d  lag model with fourth order lags.  
Thus, the se l ec t ion  of appropr iate  s t a t e  uar i ables  can be 
ca r r i ed  out by means of t e s t s  of the corresponding dynamic 
s pec i f i c a t i on  of the demand system.
In terms of nota t ion,  we r e f e r  to f l ( k , . . , l )  as the 
s t r u c t u r a l  autoregress iue  c o e f f i c i t e n t s ,  to D ( p , . . . q , )  as the 
d i s t r i bu t e d  lag s pec i f i c a t i on ,  and to fiD[(k, . . . , l ) , ( p , . . . , q ) ] 
as the autoregress iue  d i s t r i bu t e d  s pec i f i c a t i on ,  where numbers 
in the bracket  ( k , . . . , l )  r e f e r  to autoregress iue  lag 
s t r uc t u r e s  and those in ( p , . . . , q )  to the d i s t r i bu t e d  lag 
s t r uc t u r e .  For example, fl(1,4)  r e f e r s  to the autoregress iue  
dynamic system
v = XB0 + v _ , r ,  + v . 4r 4 ,
D(1,2)  r e f e r s  to the d i s t r i bu t e d  lag dynamic system
V =  X B 0 + X _ , B i  + X _ 2B 2 .
and R0[( 1 , 4 ) , ( 1 ) ]  r e f e r s  to the autoregress iue  d i s t r i bu t e d  lag 
dynamic system
v = x b 0 + x _ , b , + v _ , r , + v _ 4r 4 .
The most appropr ia te  methodology for determining the 
dynamic spec i f i c a t i on  of econometric models is a sequent ial  
t e s t i ng  procedure,  in which a uery general  dynamic s t ruc t u r e
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ui i th r e l a t i u e l y  h igher  order  of  lags is s p e c i f i e d  at  the 
ou tse t  and then seq uen t ia l  t e s t s  f o r  reduc ing the order  of  the 
dynamics are ap p l ie d  u n t i l  a s p e c i f i c  model is ob ta ined [see 
Mizon ( 1977) ] .  Howeuer, giuen the a u a i l a b l e  number of 
ob se rua t i ons ,  the i n c l u s i o n  of  a l l  the lagged dependent and 
independent u a r i a b l e s  up to the f o u r t h  order  r e s u l t s  in 
o u e r f i t t i n g  problems as uiel l  as the se r i ous  smal l  sample b ias  
of  the asympto t i c  t e s t s  towards to o u e r - r e j e c t i o n . To auoid 
such problems, uie f i r s t  tes ted  the u a l i d i t y  of  i n c l u s i o n  of 
each i n d i u i d u a l  lagged u a r i a b l e  aga ins t  the s t a t i c  model and 
app l ied  the seq ue n t ia l  t e s t i n g  procedure s e p a ra te ly  to 
au to re gress iue  and d i s t r i b u t e d  lag s t r u c t u r e s .  Then, we 
ap p l ied  the s eq ue n t ia l  t e s t i n g  procedure to the general  
dynamic s p e c i f i c a t i o n  w i t h  the se l ec ted  lagged u a r i a b le s  from 
the two i n i t i a l  search s teps .  The l i k e l i h o o d  r a t i o  (LR) t e s t s  
were performed on u n r e s t r i c t e d  models,  and t h e i r  r e s u l t s  are 
presented in three sub tab les  of  Table 5 .1 .  Anderson's smal l  
sample c o r r e c t i o n  was ap p l i e d  to the c r i t i c a l  ualues of 
asymptot i c  'X2 in the seq uen t ia l  t e s t ,  which are shown in the 
l a s t  column in the sub tab le .
From Table 5 . 1 . 1 ,  the e f f e c t  of  lagged p r i c e  and t o t a l  
expend i tu re  on c u r r e n t  consumpt ion was shown to d i m in is h  as 
the lag order  increased,  and the i n c l u s i o n  of  lagged dependent 
u a r i a b le s  of  the o rder  3 was found to be i n s i g n i f i c a n t .  In 
Table 5 . 1 .2 ,  the lag of  order  3 in the au to re gress iue  model 
and the lags of  o rder  3 and 4 in the d i s t r i b u t e d  lag model 
were found to be i n s i g n i f i c a n t ,  i f  Anderson's smal l  sample 
c o r r e c t i o n  was a p p l i e d .  Thus, i t  is  c l e a r  from these two
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in i t i a l  searches that the lagged dependent and independent 
uariables of order 3 can be omitted from the dynamic 
specification of the demand system.
Consequently, we started the sequential testing procedure 
with flD[ ( 1 , 2 , 4 ) , ( 1 , 2 , 4 ) ]  model, and present the test results 
in Table 5.1.3.  fit the f i r s t  stage, the omission of the lagged 
uariables, X_4 and V_2, in f l0[(1, 2 , 4 ) , ( 1 , 2 , 4 ) ]  model were 
insignificant,  so that the RD[(1, 2 , 4 ) , ( 1 , 2 , 4 ) ]  model reduced 
to the RD[(1, 4 ) , ( 1 , 2 ) ]  model. Rt the next stage, the 
RD[( 1 , 4 ) , ( 1 , 2 ) ]  model reduced to RD[( 1 , 4 ) , ( 1 ) ] ,  which f ina l ly  
reduces to the fl(1,4)  model, as the coefficient matrices for 
X _ 2 in RD[( 1 , 4 ) , ( 1 , 2 ) ]  model and for X_, in RD[( 1 ,4 ) , ( 1 )  ] 
model were also found to be insignif icantly dif ferent from 
zero. The stat ic  model was rejected in fauour of R(1,4)  model. 
Thus, through the sequential testing procedure, we ended up 
with the dynamic Rotterdam demand system as
v = xb0 + v_tr, + v_4r4,
which supports the habit formation and stock adjustment 
hypotheses for short run consumer behauiour.
Howeuer, in the diagnostic checking on the econometric 
model, the ual id i ty  of the economic theory on the estimated 
model is also important. Therefore, we included uarious 
plausible dynamic specifications of the demand system in the 
tests of short run dynamic equilibrium conditions in addition 
to the selected fl(1,4)  model. To incorporate lagged responses
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to changes in prices and income ( t o t a l  expenditure)  in the 
dynamic demand system, we also considered the RD[( 1 , 4 ) , ( 1 )  ] 
model and the f t D [ ( 4 ) , ( 1 ) ]  model ( in  which V_, is excluded to 
auoid the m u l t i c o l l i n e a r i t y  with X_t ) .  fl dynamic demand system 
inuoluing a single set of dynamic s ta te  uar iables ,  s im i l a r  to 
the R(1) ,  fl(4)  and DO)  models, were also employed to compare 
t h e i r  test  performance with the other models. Consequently,  
six dynamic models were used for tests of short run 
equi l ibr ium behauiour. Howeuer, as fl( 1 , 4 )  was chosen as the 
most su i tab le  dynamic Rotterdam demand system by the 
sequential  tests of dynamic s t ructure ,  the RD[( 1 , 4 ) , ( 1 ) ]  model 
may be an unnecessari ly ouer-parameterised model, whi le the 
f l (1) ,  R(4) and D(1) models may be underparameterised models. 
The model R D [ ( 4 ) , ( 1 ) ]  is non-nested in fl( 1 , 4 )  model. Thus, 
comparison of t h e i r  performance in test ing  short run 
equi l ibr ium condit ions may be an interest ing  feature in l ig h t  
of the e f fe c t  of model misspecif ica t ion  in test ing  hypotheses. 
The test  re su l ts ,  using the three usual X2 tests ,  Wald, LR and 
LM tests ,  are shown in Table 5 .2 .
The short run symmetry r e s t r i c t io n s  were accepted in a l l  
models, whi le the short run homogeneity r e s t r i c t io n s  were 
accepted in RD[( 1 , 4 ) , ( 1 ) ] ,  RD[( 4 ) , ( 1 ) ]  and R(4) models, but 
were re jected  in R(1 ,4)  and R(1) and DO)  models. No regular  
e f fe c t  of ouer- or under-parameterisation of the model with 
respect to R(1 ,4 )  model on the test ing  of short run 
r e s t r i c t io n s  was found. Howeuer, tests of the homogeneity 
r e s t r i c t io n s  appeared to uary with the d i f f e r e n t  dynamic state  
uariables included in the model. Rdding to R(1 ,4 )  model as
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mell omit t ing V., from fl(1,4)  s i g n i f i c a n t l y  improued the t es t  
of the homogeneity r e s t r i c t i o n s ,  while omit t ing V_4 from 
RD[(4) , (1)]  model caused the t e s t  to de t e r i o r a t e .  On the other 
hand, omission of V_, from RD[( 1 , 4 ) , ( 1 ) ]  model and that  of X_, 
from RD[(4) , (1)]  did not s i g n i f i c a n t l y  a f fec t  the t e s t  of the 
homogeneity r e s t r i c t i o n s . Compared with the r e s u l t s  when 
t e s t i ng  the s t a t i c  equi l ibr ium r e s t r i c t i o n s , only the fl(4) 
model showed a s l i g h t  improuement, the RD[( 1 , 4 ) , ( 1 ) ]  and 
RD[(4) , (1)]  models showed s imi l ar  t es t i ng  r e s u l t s ,  while the 
R(1,4) ,  fl(1) and D(1) models were worse.
Thus, in t e s t i ng  the short  run equi l ibr ium condi t ions ,  
fl(1,4)  model se l ec ted  by the sequent ial  t e s t i ng  procedure 
appeared incons i s tent  with the dynamic equi l ibr ium hypothesis ,  
while fl(4) and RD[( 1 , 4 ) , ( 1 ) ]  and RD[(4) , (1)]  models appeared 
cons i s t en t .  Consequently,  on the bas i s  of t he i r  compatabi l i ty 
with the dynamic equi l ibr ium hypothesis ,  the three models,
R(4) and RD[( 1 , 4 ) , ( 1 ) ]  and RD[(4) , (1)] ,  can be chosen as 
p l aus ib l e  dynamic demand systems.  Howeuer, the choice of fl(4) 
models bears a r i sk  of underparameter isat ion of the t rue 
dynamic model, while that  of RD[(1, 4 ) , ( 1 ) ]  model bears a r i sk  
of ouerparameter i sa t ion as well as the p o s s i b i l i t y  of the 
m u l t i co l l i n e a r i t y  between V_, and X_,. Consequently,  the 
RD[(4) , (1)]  model can be se lec ted the most p l aus ib l e  dynamic 
demand system on the bas i s  of the consistency of the model 
with the dynamic equi l ibr ium hypothesis .  The RD[(4) , (1)]  
model, howeuer, u a l i d i a t e s  habi t  formation on an annual basis  
and delayed responses to changes in pr ices  and to t a l  
expendi ture in the precious quar ter .
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In addi t ion,  in order to di scr iminate  between fl(1,4) and 
RD[(4) , (1)]  models, which are non-nested,  we computed Rkaike' s 
information c r i t e r i o n ,  giuen by
FIIC = -  2 ln(L)  + 2k,
where k is the to t a l  number of parameters and L is the 
l i ke l ihood,  and we also t es ted the s t r uc t u r a l  s t a b i l i t y  of the 
models. The fl(1,4)  has an flIC of 1667.98 and the f lD[(4), (1)]  
has an RIC of 1642.42, so that  the RD[(4) , (1)]  appeared to be 
the prefer red s pec i f i c a t i on ,  as i t  had a smal ler  RIC ualue.
The s t r uc t u r a l  s t a b i l i t y  of these two models are accepted by a 
Chow predic t ion t e s t .  When the sample is r e s t r i c t e d  by 
remouing the l a s t  8 obseruat ions ,  the appl ica t ion of the Chow 
t e s t  y i e lds  X2(32) t e s t  s t a t i s t i c s  of 40.24 for the fl(1,4)  
model and 42.28 for the RD[(4) , (1)]  model, giuen a c r i t i c a l  
ualue of 46.20 at  5%. Thus, the fl(1,4)  model was found to be 
s l i g h t  more s t ab l e  than flD[(4), (1)]  model. Resul ts of 
s ign i f i cance  t e s t s  on the coe f f i c i en t  mat r ices for V_4 and X_, 
in f lD[(4), (1)]  model are giuen at  the bottom of Table 5 .1.3.  
Both V_4 and X_, were found to be s i gn i f i c an t  in RD[(4) , (1)]  
model.
Next, to consider  the parameter es t imates  on the dynamic 
(shor t  run) Rotterdam demand systems,  we f i r s t  se l ec ted  the 
RD[(4) , (1)]  model as i t  was shown to be cons i s t ent  with the 
dynamic equi l ibr ium hypothesis ,  and we present  the r e s u l t s  in 
Table 5.3.  The es t imates  of the short  run Slutsky matrix and
[Chapter  5] 321
the marginal  budget shares appeared rough ly  i d e n t i c a l  to those 
of  the s t a t i c  model RDRM-SD in the p reuious chap te r .  Comparing 
the r e s u l t s  of  the r e s t r i c t e d  s t a t i c  and shor t  run models,  the 
sh o r t  run marg inal  budget shares f o r  the food and 
misce l laneous  sec to rs  appeared s l i g h t l y  l a r g e r  than the s t a t i c  
ones, uihi le those of  the housing,  fu e l  and l i g h t ,  and c l o t h i n g  
se c to r s  were s l i g h t l y  sma l le r  than the s t a t i c  ones. Rs in the 
s t a t i c  model,  the d iagonal  terms of  the sho r t  run S lu t sky  
m a t r i x  were not a l l  nega t iue ,  (a p o s i t i u e ,  but s i g n i f i c a n t  
s u b s t i t u t i o n  e f f e c t  was found in the m isce l laneous s e c t o r ) .  
Hence, the necessary c o n d i t i o n  f o r  concau i t y  of  the sh o r t  run 
u t i l i t y  f u n c t i o n  was not s i g n i f i c a n t l y  u i o l a t e d .  The food,  
housing,  and fue l  and l i g h t  sec to rs  were shown to haue more 
e l a s t i c  own s u b s t i t u t i o n  e f f e c t s  in the shor t  run,  w h i l e  the 
c l o t h i n g  and misce l laneous  sec to rs  were i n e l a s t i c  (as in the 
s t a t i c  model ) .  The sho r t  run s u b s t i t u t a b i l i t y  and 
complementa r i t y  r e l a t i o n s  were found to be i d e n t i c a l  to the 
r e l a t i o n s  obserued in the s t a t i c  model.
Tota l  ex pend i tu re  in the preu ious q u a r t e r  was shown to 
haue a s i g n i f i c a n t  nega t iue e f f e c t  on c u r re n t  consumpt ion of  
the food s e c t o r ,  but  a p o s i t i u e  e f f e c t  on th a t  of  the housing 
s e c to r .  The l a t t e r  r e s u l t  may r e f l e c t  the f a c t  tha t  the income 
e f f e c t  on the housing sec to r  is spread ouer t ime,  as the 
sec to r  inc ludes  some durab le  goods, such as f u r n i t u r e  and 
household equipment,  purchases which are p a r t i a l l y  due to 
sauing e f f e c t s .
From in sp e c t i o n  of  the e f f e c t  of  past  p r i c e  changes on
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c u r re n t  consumpt ion,  a l l  se c to r s ,  except  the fue l  and l i g h t  
s e c to r ,  rea c t  n e g a t i u e l y  to p reu ious qu a r te r  own p r i c e  
changes, fls to the cross e f f e c t ,  the housing sec to r  appeared 
to be p o s i t i u e l y  a f f e c t e d  by past  p r i c e  changes in the food 
and fue l  and l i g h t  s e c to r s ,  the c l o t h i n g  sec to r  to be 
n e g a t i u e l y  a f f e c t e d  by past  p r i c e  changes in the food s e c to r ,  
and the misce l laneous  sec to r  to be p o s t i u e l y  a f f e c t e d  by past  
p r i c e  changes in the c l o t h i n g  s e c to r .
The h a b i t  f o rm at i on  hypo thes i s ,  which we assume here is 
determined on an annual ba s is ,  was conf i rmed by the data f o r  
a l l  se c to r s ,  except  housing.  The f o u r t h  order  lagged 
consumpt ion terms f o r  food,  f ue l  and l i g h t ,  c l o t h i n g  and the 
misce l laneous group appeared to haue s i g n i f i c a n t  p o s i t i u e  
e f f e c t s  on c u r r e n t  own consumpt ion;  wh i l e  the housing sec to r  
had an i n s i g n i f i c a n t  nega t iue e f f e c t ,  (which may be due to the 
stock adjustment  process in th a t  s e c t o r ) .
fls to the interdependence of  s e c to r a l  consumpt ion between 
cu r re n t  and p reu ious  pe r io ds ;  c u r r e n t  consumpt ion of  food 
appeared to be n e g a t i u e l y  r e l a t e d  w i t h  consumpt ion in the 
c l o t h i n g  and misce l laneous  sec to rs  f o r  the same q u a r t e r  of  the 
preu ious year .  This  r e s u l t  may r e f l e c t  changing consumpt ion 
p a t te rn s  in Korea due to the d e c l i n i n g  share of  food 
expend i tu re  and the inc reas ing  c l o t h i n g  and misce l laneous  
expend i tu re  shares du r ing  the l a s t  two decades. The housing 
sec to r  was found to be n e g a t i u e l y  a f f e c t e d  by fue l  and l i g h t  
consumption but p o s i t i u e l y  by the preu ious y e a r ' s  c l o t h i n g  
consumpt ion;  w h i l e  the fue l  and l i g h t  sec to r  was found to be
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pos i t i ve l y  a f fec ted by consumption in the housing sec tor  
during the previous year.  The e f f ec t  of fourth order lagged 
consumption in other  sec tor s  on the miscel laneous category 
appeared to be i n s i gn i f i c an t .
To examine the e f f e c t s  of quar te r ly  f i r s t  order lagged 
consumption on cur rent  expendi ture mithin the framework of the 
stock adjustment and habi t  formation model, we also est imated 
the R(1,4) model and present  the r e s u l t s  in Table 5.4.  In the 
fl(1,4) model, the est imated Slutsky matrix and marginial  
budget shares and the lag s t r uc t u r e  coe f f i c i en t s  for model 
were almost ident ical  to those of the f l0[ (4) , (1) ]  model. The 
est imated own s ubs t i t u t i on  e f f ec t  of the miscel laneous sec tor  
was again shown to be pos i t ive  but i n s i gn i f i c an t ,  and the 
s ign i f i cance  and sign of terms in the est imated coe f f i c i en t  
matrix for Y_+ were the same to those in the RD[(4) , (1)]  model 
with a some minor except ions.
flll the diagonal terms of the est imated coe f f i c i en t  
matrix for Y. t in the R(1,4)  model were negat ive.  The negat ive 
es t imates  for the shor t  term lagged own dependent var i ables  
may r e f l e c t  the dominance of the stock demand and stock 
adjustment features  in the short  run ra ther  than the decl ining 
habi t  formation hypothesis .  Rs Wohlgenant and Hahn (1982, 
p.553) point  out ,  in the short  period ( e . g . ,  month and 
quar t e r ) ,  almost any commodity can be considered a durable 
which provides a stream of services  over time, and stock 
( inventory)  e f f ec t  may dominate the habi t  formation e f f e c t . 9 
The c lothing sec tor  showed the most s i gn i f i c an t  stock e f f ec t
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on a quarterly basis, while the housing sector showed 
insignificant stock effects.  Another plausible interpretation 
of the negatiue effect of f i r s t  order lagged own consumption 
may be seasonal consumption patterns. For example, the 
expenditure share of fuel and l ight (and clothing) increases 
in the f i r s t  quarter but decrease in the second quarter of the 
year.
Rs for the off-diagonal terms of the coefficient matrix 
for V_,; the expenditure on the housing sector is posiuely 
related to that on food in the preuious quarter, and the 
clothing and miscellaneous sectors are positiuely related with 
lagged consumption of the other sectors.
Thus, from estimation of RD[(4) , (1) ]  and R(1,4) models, 
we haue confirmed uarious conjectures on short run consumer 
behauiour; the presence of habit formation, stock adjustment, 
and delayed responses to changes in prices and total  
expenditure. Our empirical results imply that stock adjustment 
and delayed responses to changes in prices and total  
expenditure are the dominant features in short run consumer 
behauiour on a quarterly basis. Howeuer, habit formation was 
shown to be determined on an annual basis rather than quarter 
by quarter.
To incorporate these effects into a single dynamic demand 
system, we also estimated the RD[( 1 , 4 ) , ( 1 ) ]  model. Howeuer, 
since the results of RD[( 1 , 4 ) , ( 1 ) ]  model were found to be 
nearly identical to those of RD[(4) , (1) ]  and fl(1,4)  models,
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the d i scuss ion  of the f lD[ ( 1 , 4 ) , ( 1 ) ]  model i s  sk ipped.  For 
r e f e r e n c e , t h e  r e s u l t s  are presented in Table 5 .5 .  One t h i n g  to 
be noted in ana l ys ing  the r e s u l t s  from the RD[ ( 1 , 4 ) , ( 1 ) ]  model 
is tha t  s ince  the V_t and X_, mere inc luded  tog e the r  as 
ex p lana to ry  u a r i a b le s  in RD[( 1 , 4 ) , ( 1 ) ]  model ,  es t imates  of  
c o e f f i c i e n t  m a t r i x  f o r  V_, and the lagged t o t a l  expen d i tu re  in 
X_, cannot be i d e n t i f i e d ,  w h i l e  the o t h e r  s t r u c t u r a l  
c o e f f i c i e n t s  are.  There fo re ,  two se ts  of  es t ima tes  of 
c o e f f i c i e n t  m a t r i x  f o r  V_, and the lagged t o t a l  expen d i tu re  
mere presented in Table 5 .5 ;  one is from the d e l e t i o n  of  the 
l a s t  ( f i f t h )  equat ion from the system, the o th e r  from the 
d e l e t i o n  of  the f i r s t  equa t ion.
In conc lud ing  t h i s  s e c t i o n ,  i t  may be mor thmh i le  to 
summarise the aboue r e s u l t s  on an e q u a t i o n -b y -e q u a t i o n  bas is  
by b r i e f l y  reu iew ing  the dynamic p a t t e r n  of  the i n d i v i d u a l  
s e c to rs .  Such an equat ion by equat ion a n a l y s i s  of  dynamic 
p a t t e rn s  should be an u l t i m a t e  task in dynamic demand 
a n a l y s i s ,  toge the r  w i t h  a f i n a l  stage of  d i a g n o s t i c  checking 
of  the est imated models.
Rpart  from s tock adjustment  and h a b i t  f o rm a t io n ,  the 
predominant  dynamic f e a tu re  in the food s e c to r  mas i t s  
nega t iue (and s i g n i f i c a n t )  interdependence w i t h  the c l o t h i n g  
and misce l laneous sec to rs  at  the f o u r t h  lag .  These fe a tu re s  
may imply,  in dynamic sense, tha t  consumers in Korea increase 
the consumpt ion of c l o t h i n g  and misce l laneous  i tems at  the 
expense of  the food sec to r  on an annual b a s i s .  No s i g n i f i c a n t  
delayed response to changes in omn and o th e r  p r i c e s  mas seen
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in the food s e c to r ,  f i l l  the seasonal  dummies mere shown to be 
i n s i g n i f i c a n t ,  so tha t  no s i g n i f i c a n t  seasonal mouement mas 
obserued in the dynamic food demand equa t ion .
Euen w i t h  a f o u r t h  order  lag s t r u c t u r e ,  the housing 
s e c to r  d id  not  e x h i b i t  a h a b i t  fo rmat ion  p a t t e rn  but  d isp l ayed  
a s l i g h t  s tock ad justment  p a t t e r n ,  as the es t imated 
c o e f f i c i e n t  f o r  omn lagged consumpt ion at the f o u r t h  lag mas 
nega t iu e .  Moreouer,  the housing sec to r  e x h i b i t e d  a s i g n i f i c a n t  
p o s i t i u e  delayed response to t o t a l  ex pend i tu re .  Giuen th a t  the 
housing sec to r  inc ludes  some household durab le  goods, s tock 
demand as we l l  as s tock  ad justment  can be uiemed as the main 
dynamic f ea tu res  in the housing s e c to r .  In a d d i t i o n ,  the 
housing sec to r  e x h i b i t s  s i g n i f i c a n t  p o s i t i u e  delayed responses 
to o th e r  sec to r  p r i c e  changes, such as the food and fu e l  and 
l i g h t  se c to r s .  I t  a l so  e x h i b i t s  s i g n i f i c a n t  in te rdependencies  
w i t h  the fue l  and l i g h t  sec to r  and the c l o t h i n g  sec to r  at  the 
f o u r t h  lag and w i t h  the food sec to r  at  the f i r s t  l ag .  The 
seasonal  dummy f o r  the second q u a r t e r  mas s i g n i f i c a n t l y  
p o s i t i u e ,  as in the s t a t i c  model.
In the fue l  and l i g h t  s e c t o r ,  no s i g n i f i c a n t  dynamic 
f e a tu r e ,  apar t  from h a b i t  fo rmat ion  and s tock ad jus tment ,  mas 
obserued;  except f o r  an interdependence mi th the housing 
se c to r  at  the f o u r t h  lag .  Homeuer, r e g u l a r  seasonal mouements 
mere obserued to be s i g n i f i c a n t  from the c o e f f i c i e n t s  of  the 
seasonal  dummies. Th is  sec to r  appeared to r ea c t  p o s i t i u e l y  to 
omn lagged p r i c e  change, but the r e a c t i o n  mas not 
s t a t i s t i c a l l y  s i g n i f i c a n t .
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In the c l o t h i n g  s e c to r ,  s i g n i f i c a n t  delayed responses to 
own p r i c e  change, as we l l  as food s e c to r  p r i c e s  was obserued.  
A d d i t i o n a l l y ,  the c l o t h i n g  sec to r  e x h i b i t e d  s i g n i f i c a n t  
negat iue interdependence w i t h  the food se c to r  at  the f o u r t h  
lag ,  and p o s i t i u e  interdependence w i t h  the m isce l laneous 
sec to r  at  the f i r s t  l ag .  The i n t e r p r e t i o n  of  the 
i nterdependece w i t h  the food sec to r  at  the f o u r t h  lag cou ld  be 
the same as one giuen f o r  the food s e c t o r .  Howeuer, s ince  the 
m isce l laneous sec to r  a lso  e x h i b i t e d  a p o s i t i u e  interdependence 
w i t h  the c l o t h i n g  sec to r  at  the f i r s t  l a g ,  i t  cou ld be th a t  
the consumer increases the consumpt ion of  c l o t h i n g  at  the 
expense of  m isce l laneous i tems on a q u a r t e r l y  bas is ,  and u ice  
uersa.  Another dynamic f e a tu re  in the m isce l laneous  s e c to r  was 
the s i g n i f i c a n t  p o s i t i u e  delayed r e a c t i o n  to changes in 
c l o t h i n g  p r i c e s .  Howeuer, the m isce l laneous  sec to r  d i d  not  
show a s i g n i f i c a n t  response to own c u r r e n t  p r i c e  or one pe r io d  
lagged p r i c e .  Aegular  seasonal mouements in the m isce l laneous  
sec to rs  were found to be s i g n i f i c a n t .  S i g n i f i c a n t  euidence of  
s tock adjustment  and h a b i t  fo rmat ion  was a lso obserued in 
both the c l o t h i n g  and misce l laneous s e c to r s .
Thus the e m p i r i c a l  r e s u l t s  from the e s t im a t i o n  of  the 
dynamic Aotterdam system are not c o u n t e r - i n t u i t i u e . The 
performance of  the dynamic Aotterdam demand system on the 
Korean data was g e n e r a l l y  s a t i s f a c t o r y .  In p a r t i c u l a r ,  the 
f l e x i b l e  na ture  of  the dynamic system enables us analyze and 
q u a n t i f y  the complex dynamic fe a tu re s  between d i f f e r e n t  
commodity sec to rs  and at  d i f f e r e n t  lag le ng th s .
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5.7 Concluding Remarks
The necessi ty for  dynamisation of demand systems has long 
been recognised, p a r t i c u l a r l y  in the context of time ser ies 
data. Howeuer, giuen the lack of the dynamic features in 
economic theory, dynamisation of demand systems has been of ten 
carr ied out on the basis of dynamic d isequ i l ib r ium 
assumptions, f l l t e r n a t i u e l y , i t  has been confined to the case 
of add i t iue  preferences wi th uery r e s t r i c t i u e  habi t  formation 
assumptions. The main features of such dynamisations of demand 
systems are the abandonment of theore t i ca l  economic ra t i o na le  
for  the consumer's dynamic behauiour and the i n f l e x i b i l i t y  of 
the re su l t i ng  dynamic demand system in terms of impact and 
dynamic responses.
In th i s  chapter, we proposed a dynamic genera l isa t ion of 
the Rotterdam system to ouercome these problems in spec i f ing  
dynamic demand systems. The dynamic equ i l ib r ium assumption as 
wel l  as the taste change hypothesis were adopted for  the 
economic theo re t i ca l  framework to deriue the consumer's 
dynamic demand funct ions.  The f l e x i b l e  nature of the Rotterdam 
model approximation al lows a considerable degree of genera l i t y  
of the resu l t i ng  est imable dynamic demand equat ions. In 
p a r t i c u la r ,  giuen the independence of the funct ional  
sp ec i f i ca t ion  from the taste parameters and the f l e x i b i l i t y  in 
the nature of the dynamic response, state uar iables for  
def in ing taste parameter can be incorporated d i r e c t l y  in the 
dynamic demand equations without spec i fy ing taste funct ions.
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The f l e x i b i l i t y  of the dynamic demand system allouis d i r e c t  
est imat ion of the e f fec ts  of s tate uar iables,  such as 
interdependence between d i f f e r e n t  commodities in d i f f e r e n t  
time periods and delayed responses to pr ice and to ta l  
expenditure changes. I t  also al lows us to test  a host of 
nested hypotheses re la ted to the existence and nature of 
dynamic behauiour and the u a l i d i t y  of dynamic equ i l ib i rum 
hypotheses in conjuct ion wi th the s t ruc tu re  of the short  run 
Slutsky matr ix .  Moreouer, the dynamic Rotterdam system is a 
f i r s t  order approximation to any dynamic demand system 
admi t t ing non-separable dynamic preferences.
In the app l ica t ion to qua r ter ly  f iue  commodity Korean 
data, the dynamic Rotterdam demand system performed remarkably 
in model l ing changing consumption pat terns,  lagged resonses, 
habi t  format ion, as wel l  as the short run stock adjustment.
The u a l i d i t y  of the dynamic equ i l ib i rum hypothesis is not 
re jec ted by the data.
In concluding th i s  chapter, i t  should be noted that the 
dynamic demand system deriued from the taste change hypothesis 
does not embody a uarying c o e f f i c i e n t  model. In the taste 
change hypothesis, changing preferences are assumed to depend 
on taste parameters which are defined on dynamic state 
uar iables but do not necessar i ly  change ouer t ime. The dynamic 
demand system wi th uarying c o e f f i c i e n t s  may be worthwhi le for  
a fu ture  dynamic demand study, i f  the economic ra t iona le  for  
the (t ime-dominant) uarying nature of parameters of demand
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system is cons idered s u f f i c i e n t l y  s t ron g .  Howeuer, an 
e f f i c i e n t  comptut ing a l g o r i t h m  m i l l  be req u i red  be fore t h i s  
can be contemplated [Byron (19 84 ) ] .
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FOOTNOTES:
1. The dynamic demand system is often termed the short run 
demand system in the sense that i t  is designed to id e n t i f y  the 
consumers short run behauiour.
2. Discussion in the section is mostly based on reading 
Dumenil and Leuy (1985) ,  Varian (1978, Chapter 5 and 6 ) ,  
Takayama (1974) ,  Bannock, Baxter and Rees (1978) and Deaton 
and Muellbauer (1980, Chapter 4 and 13).
3. This u n r e a l i s t i c  assumption, suggested by Walras, assumes 
that a l l  the traders gather in the one place and that there  
exists  a 'market manager' who quotes a price for the commodity 
(say, i ) .  Each trader wr i tes the amount of that commodity that  
he wishes to buy or se l l  on a t i c k e t .  I f  there is an excess 
demand for i ,  the market manager raises the price of i ,  and i f  
there is an excess supply of i ,  he lowers the pr ice of i .  Each 
time he quotes a new prices,  the t i ck e ts  are again co l lected .  
This process continues u n t i l  the excess demand becomes zero,  
that is,  u n t i l  an equi l ibr ium price is ca l led .  Unt i l  then, no 
actual transact ion takes place.  This process is ca l led  the 
tatonnement process.
4. Wage-earners possess labour c a p a b i l i t y ,  receiue wages at  
the beginning of the period,  and spend these wages on goods 
auai lab le at the same time. Wage-earners do not make
intertemporal  choices.
5. They assume that an in ter  temporal u t i l i t y  function is 
separable ouer time.
6. See also Lluch (1973) for the extended l in ea r  expenditure  
system.
7. The preference ordering def ining such a u t i l i t y  funtion is 
"condi t ional"  on the predetermined state St . The word 
"condi t ional"  means that consumer's preferences depend on his 
tastes which are already establ ished by the predetermined 
state uar iables .  For d e ta i l s  of the condit ional  preference  
ordering,  see Katzner (1970, p.28)  and Poliak (1978) .
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8. The re q u i r e d  f l e x i b i l i t y  as we l l  as s i n g u l a r i t y  of  the 
demand system imp l ies  the system-wide s e l e c t i o n  of  dynamic 
s t a t e  u a r i a b le s  and thus system-wide dynamic s p e c i f i c a t i o n  of 
demand system, which r e s u l t s  in a la rge  increase in the number 
of  exp lana to ry  u a r i a b le s  and s i g n i f i c a n t  r edunc t ion  of 
a u a i l a b l e  degrees of  freedom f o r  a giuen sample s i ze  [see 
Sect ions 4 and 5 of  t h i s  Chap te r ] ,
9. The stock adjustment  f ea tu re  is tha t  the l a r g e r  the 
phys ica l  s tock ,  the sma l le r  w i l l  be the consumer's demand in 
the sh o r t  run.  Conuersely,  i f  h a b i t s  predominate,  the l a r g e r  
( p s y c h o l o g i c a l )  s tock of  h a b i t  and the g re a te r  w i l l  be the 
demand in the sho r t  run.
D i CIHlAIPTEK
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Table 5.1
Tests of Significance of Dynamic Structure (Taste Change C o e ff ic ien t)  
with the Unrestricted Model
Table 5 .1 .1  Tests of Significance of Coeffic ient of Individual Lagged
Explanatory and Dependent Uariables Against the S ta tic  Model
Nut 1 
Model
A lte r ­
native
Model
Zero
Restriction  
Imposed on
LR
Test
S ta t is t ic
C.U. 
of X2
a t 5 $ <df)
S ta tic D( 1) X_i 63.58 36.42 (24)
S ta tic D<2> X-2 47.09 36.42 (24)
S ta tic D<3) * -3 24.40 36.42 (24)
S ta tic D(4) X_4 31.64 36.42 (24)
S ta tic A< 1) V-1 79.42 31.41 (20)
S ta tic A(2) V-2 74.73 31.41 (20)
S ta tic A<3) V - 3 31.76 31.41 (20)
S ta tic A<4) V_4 70.68 31.41 (20)
Table 5 .1 .2  Tests of Significance of C oeffic ient of Individual Lagged Uariables 
in the General Dynamic Structure Model
Nul 1 
Model
A1terna- Zero
tive  Restriction
Mode 1 1mposed on
LR
Test
S ta t is t ic
C.U. 
of X2
a t  5 ü (d f )
Rdjusted 
C.U. 
at 5 $
Distributed Lag Model
D (2 ,3 ,4 ) D (1 ,2 ,3 ,4 ) X_i 83.76 36.42 (24) 77.78
D( 1 ,3 ,4 ) D (1 ,2 ,3 ,4 ) X-2 84.89 36.42 (24) 77.78
D( 1 ,2 ,4 ) D (1 ,2 ,3 ,4 ) X -3 48.75 36.42 (24) 77.78
D( 1 ,2 ,3 ) D (1 ,2 ,3 ,4 ) X_4 71.68 36.42 (24) 77.78
Autoregressive Lag of Dependent Uariables
A (2 ,3 ,4 ) A (1 ,2 ,3 ,4 ) V-1 94.84 31.41 (20) 67.08
fl( 1 ,3 ,4 ) R( 1 ,2 ,3 ,4 ) V-2 55.50 31.41 (20) 67.08
A(1,2 ,4 ) A d , 2 ,3 ,4 ) V -3 37.20 31.41 (20) 67.08
A(1,2 ,3 ) A d , 2 ,3 ,4 ) V -4 72.55 31.41 (20) 67.08
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Table 5 .1 .3  Tests of S ignificance of C oeffic ien ts  of Individual Lagged Explanatory 
and Dependent Uariables in the General Dynamic Structure Model
Mode 1
Zero
R e s t r ic t io n  
Imposed on
LR
Test
S t a t i s t i c
C.U.
o f
a t  5 8 ( d f )
Rdjusted  
C.U. 
a t  5 U
RDt< 1 , 2 , 4 ) ,  < 1 , 2 , 4 ) ] X_i 112.22 31 .41  <20) 86 .0 4
X_2 101.36 31 .41  <20) 86 .0 4
X-4 7 2 .0 9 31 .41  <20) 86 .04
V-1 9 6 .0 8 2 6 .3 0  <16) 7 3 .6 3
V-2 5 6 .4 6 2 6 .3 0  <16) 73 .6 3
V_4 8 7 .3 7 2 6 .3 0  <16) 73 .6 3
RDK 1 ,4 ) ,  < 1 ,2 )1 X_i 6 4 .5 4 31 .41  <20) 61 .3 8
X-2 6 2 .5 0 3 6 .4 2  <24) 7 0 .59
V - i 6 8 .0 2 2 6 .3 0  <16) 5 2 .5 9
V_4 7 4 .8 2 31 .41  <20) 61 .3 8
R D t (1 ,4 ) ,  <1)1 X-1 44 .01 31 .41  <20) 5 2 .0 7
V - i 6 1 .7 3 2 6 .3 0  <16) 44 . 18
V_4 6 0 .3 3 31 .41  <20) 5 2 .0 7
R< 1 ,4 ) V - i 74 .01 31 .41  <20) 46 .0 2
V-4 6 5 .3 5 31 .41  <20) 46 .02
V-1 & V_4 144.77 5 5 .7 5  <40) 77 .20
R D K 4 ) ,  < 1 )1 X-1 57 .91 3 6 .4 2  <24) 53 .9 9
V-4 6 3 .4 7 31 .41  <20) 47. 12
X _ i  & Y_4 127.05 6 0 .4 8  <44) 84 .67
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Table 5 .2
Tests of the Short Run Demand R estrictions
R es tric -
Mode1 tion
tested
Test s ta t is t ic
Paid LR LM
RDRM-SD-DC1>
H 16.540 14.687 13.101
S 10.671 10.273 9.898
H & S 28.261 24.960 22.212
RDRM-SD-fl(1)
H 15.561 13.906 12.479
S 6.208 5.990 5.783
H & S 22.056 19.896 18.030
RDfiM-SD-fl<4>
H 8.214 7.721 7.267
S 8.206 7.881 7.575
H & S 16.509 15.602 14.763
RDRM-SD-RD<4,1)
H 9.522 8.868 8.272
S 11.677 11.035 10.444
H 8, S 21.408 19.903 18.544
RDRM-SD-fi(1,4>
H 18.510 16.228 14.306
S 6.769 6.519 6.282
H & S 25.376 22.747 20.511
RDRM-SD-RD[<1 ,4> ,(1 )1
H 8.977 8.392 7.857
S 11.728 11.023 10.379
H 8c S 20.919 19.415 18.057
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Table 5 .3
RDflM-SD-R0<4,1) Model
Table 5 .3 .1  Unrestricted RDRM-SD-RD<4,1) Model
dfnPf dfr*F2 dftjFS d/ffP4 dfnF5 dH
1 - .  17991 
<.0676 >
-.04346
<.1425)
-.00445
<.0518)
.44025
<.1417)
.21877
<.0938)
.43134
<.0555)
2 .02582
<.0298)
-.25435
<.0627)
.05795
<.0228)
.03692
<.0624)
.02041
<.0413)
.11303
<.0244)
o .06884
< 0209 )
.07880
< 0440 )
-.04374
<.0160)
.02968
<.0438)
-.10254  
<.0290)
.03354
< 0171 )
4 .06382
<.0358)
-.04319
<.0755)
.00751
<.0275)
-.11038
<.0751)
-.05322
<.0497)
. 14247 
<.0294)
5 .02143
<0588 )
.26221
<.1237)
-.01726
< 0450 )
-.39647
<.1231)
-.08342
<.0815)
.27962
< 0 48 2 )
d ir tP l-f dfnF2- f dft tF3- } dffiF4- f d/fiF5_ f dH .f
1 -.10243
< 0658 )
.11168
<.1422)
.05132
<.0563)
-.37693
<.1602)
-.00322
<.1023)
-.09546
<.0575)
2 . 10154 
<.0290)
-.03744
<.0625)
.02974
<.0247)
.00444
<.0705)
-.04719
<.0450)
.08835
<.0209)
3 -.01613
<.0203)
-.04320
<.0439)
.03278
<.0174)
.03207 
<.0495)
.03084
<.0316)
-.01366
<.0147)
4 -.07795
<.0349)
.18686 
<.0753)
-.01275
<.0298)
- .  10320 
<.0848)
.05687
<.0542)
-.01057
<.0252)
5 .09496
<.0572)
-.21791
<.1235)
- .  10109 
<.0489)
.44363
<.1391)
-.03730
<.0889)
.03134
<.0413)
y t - 4 y 2 -4 y3-4 y4-4 y5-4
1 . 18597 -.30223 .20226 -.53914 - .  16180
<.0654) <.2251) <.3239) <.1727 ) <.1099)
2 .04246 .01125 -.43117 .15476 .01463
<.0288) <.0990) <.1425) <.0760) <.0484)
3 -.02860 .12896 .30748 .03421 -.01482
<.0202) <.0695) <.1000) <.0533) <.0339)
4 -.10917 -.03140 -.09862 .36882 -.08811
<0346 ) <.1192) <.1716) <.0914) <.0582)
5 -.09065 .19342 .02005 -.01865 .25010
< 0568 ) <.1955) <.2814) <.1500) <.0955)
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Table 5 .3 .1  (continued)
Dl d2 d3 d4 R2 DU DU4
1 -.03462
(.0122)
.00389
(.0089 )
.00698
(.0069 )
.01957
(.0105 )
.9590 2.615 1.651
2 .00240
(.0054 )
.01579
(.0039 )
-.00671
(.0030 )
-.01521
(.0046 )
.7590 2.539 1.809
3 -.00149
(.0038)
-.01339
(.0027 )
-.00477
(.0021 )
.01074
(.0032 )
.9118 2.548 1.894
4 .00302
(.0065 )
.00273
(.0047 )
-.00369
(.0037 )
.01174
(.0056 )
.7899 2.664 1.719
5 .03068
(.0106)
-.00903
(.0 07 7 )
.00819
(.0060 )
-.02684
(.0091 )
.8539 2.577 1.675
Table 5 .3 .2  Homogeneity Restricted RDRM-SD-RD(4,1 )  Model
dftiF f d?t\ dftiFS df/7F4 dft tF5 dd
1 -.22350
(.0689 )
-.22495
(.1302 )
.03681
(.0519 )
.25479
(.1284 )
.15684 
(.0954 )
.46881
(.0563 )
2 .03727
(.0294 )
-.20668
(.0555 )
.04711
(.0221 )
.08563
(.0547 )
.03668
(.0406 )
. 10319 
(.0240 )
3 .06571
(.0203 )
.06573
(.0384 )
-.04077
(.0153 )
.01633
(.0378 )
-.10700  
(.0281 )
.03624
(.0166 )
4 .07751
(.0353 )
.01382
(.0668 )
-.00546
(.0266 )
-.05211
(.0659 )
-.03376
(.0489 )
.13070 
(.0289 )
5 .04301
(.0579 )
.35208
(.1094 )
-.03769
(.0436 )
-.30464
(.1079 )
-.05276
(.0801 )
.26107
(.0473 )
d friF I. f d {tiF'2— f dffiFS- f d f t W - f d/tjfS.. f
1 -.11809
(.0689 )
.20978
(.1 44 0 )
-.01130
(.0533 )
- .  15859 
(.1429 )
.06776
(.1036 )
- .  10582 
(.0598 )
2 .10566 
(.0294 )
-.06321
(.0614 )
.04619
(.0227 )
-.05291
(.0609 )
-.06584
(.0442 )
.09107
(.0212 )
3 -.01726  
(.0203 )
-.03613
(.0424 )
.02827
(.0157 )
.04779
(.0421 )
.03595
(.0305 )
-.01440
(.0147 )
4 -.07303
(.0354 )
.15604 
(.0739 )
.00692
(.0274 )
-.17180  
(.0733 )
.03458
(.0531 )
-.00731
(.0256 )
5 . 10272 
(.0579 )
-.26648
(.1210 )
-.07008
(.0448 )
.33551
(.1201)
-.07245
(.0870 )
.03647
(.0418 )
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Table 5 .3 .2  (continued)
y t - 4 y ? -4 y3-4 y4-4 y 5 -4
1 .23174 - .  18416 . 19020 -.59288 -.24646
(.0662 ) (.2317 ) (.3406 ) (.1802 ) (.1103 )
2 .03043 -.01976 -.42801 .16888 .03687
(.0282 ) (.0988 ) (.1452 ) (.0768 ) (.0470 )
3 -.02531 . 13746 .30661 .03034 -.02092
(.0195 ) (.0682 ) (.1003 ) (.0 53 1 ) (.0325 )
4 -.12355 -.06850 -.09483 .38570 -.06151
(.0340 ) (.1189 ) (.1747 ) (.0924 ) (.0566 )
5 -.11332 .13496 .02602 .00796 .29202
(.0556 ) (.1947 ) (.2861 ) (.1514 ) (.0926 )
»1 °2 °3 04 R2 DU DU4
1 -.01867
(.0110 )
.00568
(.0093 )
.00707
(.0073 )
.01824
(.0111 )
.9547 2.633 1.651
2 -.00178
(.0047 )
.01533
(.0040 )
-.00673
(.0031 )
-.01486
(.0047 )
.7499 2.515 1.811
3 -.00034
(.0032 )
-.01326
(.0 02 7 )
-.00477  
(.0021 )
.01064
(.0 03 3 )
.9113 2.551 1.946
4 -.00199
(.0057 )
.00217
(.0 04 8 )
-.00372
(.0037 )
.01216
(.0057 )
.7821 2.613 1.719
5 .02278 
(.0093 )
-.00992  
(.0078 )
.00815
(.0061 )
-.02618
(.0093 )
.8489 2.636 1.713
Table 5 .3 .3  Homogeneity and Symmetry Restricted RDRM-SD-RD(4,1) Model
rfftiFf dfnF2 dfnP3 d/fiP4 dfr*P5 dH
1 -.20833
(.0652 )
.02682
(.0282 )
.05912
(.0184 )
.08392
(.0332 )
.03848
(.0564 )
.46675
(.0525 )
2 .02682
(.0282 )
-.22134
(.0514 )
.05071
(.0183 )
.06229
(.0441 )
.08152
(.0364 )
.10507 
(.0235 )
3 .05912
(.0184 )
.05071
(.0183 )
-.03892
(.0141 )
.00225
(.0214)
-.07316
(.0221 )
.03772
(.0161 )
4 .08392
(.0332 )
.06229
(.0441 )
.00225
(.0214 )
-.08371
(.0607 )
-.06475  
(.0440 )
.13185 
(.0278 )
5 .03848 
(.0564 )
.08152
(.0364 )
-.07316
(.0221 )
-.06475
(.0440 )
.01792
(.0720 )
.25861
(.0457 )
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Table 5 .3 .3  (continued)
d fn P f- f dffiF2- j dftiFS- f d //iF4- f dfnF5. r d ff .f
1 -.11406
(.0714)
. 16347 
( .1483)
-.01054
(.0555)
- .  10074 
( .1453)
.06818
(.1071)
-.12247  
(.0713)
2 . 10437 
(.0296)
-.06609
(.0619)
.04733
(.0230)
-.05084
(.0610)
-.07029
(.0445)
.09290
(.0214)
3 -.01331
(.0205)
-.03666
(.0427)
.02905
(.0159)
.04815
(.0420)
.03262
(.0308)
-.01290
(.0147)
4 -.07243
(.0356)
.14631 
( .0740)
.00681
(.0276)
- .  15967 
( .0734)
.03533
(.0535)
-.01101
(.0256)
5 .10044 
(.0615)
-.20704
(.1274)
-.07265
(.0477)
.26310
(.1252)
-.06583
(.0923)
.05348
(.0442)
y i - 4 y J -4 y4-4 y $ -4
1 .22020 -.22040 .20206 -.61480 -.22939
(.0656) (.2263) (.3473) (.1803) (.1133)
2 .02918 -.00536 -.44201 .15854 ~ 03876
(.0280) (.0980) (.1456) (.0767) (.0472)
3 -.02590 .14826 .29595 .02326 -.01945
(.0196) (.0674) (.1006 ) ( .0526) (.0325)
4 -.12721 -.07209 -.09475 .38571 -.05838
(.0336) (.1163) (.1749) (.0915) (.0569)
5 -.09627 .14960 .03875 .04729 .26846
(.0568) (.1959) (.2993) (.1565) (.0974)
Dl d2 d3 d4 R2 DW DW4
1 -.01845
(.0114)
.00615
(.0094 )
.00402
(.0074)
.02071
(.0113)
.9509 2.592 1.786
2 -.00208
(.0047)
.01476
(.0040)
-.00633
(.0031)
-.01419
(.0047)
.7448 2.540 1.830
3 -.00058
(.0033)
-.01367
(.0027)
-.00446
(.0021)
.01107
(.0032)
.9092 2.492 2.028
4 -.00199
(.0057)
.00219
(.0043)
-.00439
(.0037)
.01254
(.0057)
.7787 2.651 1.640
5 .02310
(.0098)
-.00943
(.0081)
.01116
(.0064)
-.03014
(.0097)
.8283 2.589 1.670
[ C h a p t e r  5] 3 + 1
Table 5 .4  RDRM-SD-fl< 1,4) Model
Table 5 .4 .1  Unrestricted RDRM-SD-fK 1 ,4) Model
d f/rF f d frP 2 dfrtF3 dfnP4 dftiFS dd
1 -.15561 
<.0757)
-.09946
<.1478)
-.01155
<.0530)
.37112
<.1348)
. 11049 
<.0993)
.46105
<.0505)
2 .00453
<.0320)
-.34065
<.0625)
.08319
<.0224)
.02611
<.0570)
.08221
<.0420)
. 14301 
<.0214)
3 .08207
<.0209)
.12997 
<.0408)
-.04532
<.0146)
.01234
<.0372)
-.09629
<.0274)
.02645
<.0139)
4 .09216
<.0356)
.06806
<.0694)
-.00797
<.0249)
- .  12817 
<.0633)
-.10272  
<.0467)
. 14213 
<.0237)
5 -.02315
<.0675)
.24208
<.1319)
-.01835
<.0473)
-.28141  
<. 1202)
.00630
<.0886)
.22736
<.0451)
y * - i y ? - t y J - r y * - r y 5 -1
1 -.16062 -.22451 -.32740 -.09543 .16439
<0639 ) <.2147) <.3673) <. 1756) <.1152)
2 .10887 -.16689 .33110 .09269 -.01909
<.0270) <.0908) <.1553) <.0743) <.0487)
3 .02748 -.04755 -.36609 -.01593 -.05636
<.0176) <.0592) <.1014) <.0485) <.0318)
4 -.01949 . 18717 -.05244 -.32759 .17367
<.0300) <.1009) <.1726) <.0825) <.0541)
5 .04376 .25178 .41483 .34626 -.26261
<.0570) <.1915) <.3278) <.1567) <.1027)
y f-4 y2-< yJ-4 y4-4 y5-4
1 .23013 -.22137 .51981 -.64576 -.11564
<.0726) <.2200) <.3296) <.1750) <.1162)
2 .04188 .08151 -.50089 .14727 -.06025
<.0307) <.0930) <.1394) <.0740) <.0491)
3 -.06548 .11869 .31666 .06272 -.01840
<.0200) <.0607) <.0910) <.0483) <.0321)
4 -.07579 -.01892 .13674 .29209 -.00810
<.0341) <.1034 ) <.1548) <.0822) <.0546)
5 - .  13073 .04010 -.47231 .14368 .20240
<.0648) <.1963) <.2941) <.1561) <.1037)
[Chapter 5] 3*2
Table 5 .4 .1  (con tinued )
D1 d2 03 d4 R2 DU DU4
1 -.02260
(.0 11 9 )
-.01056
(.0 09 5 )
.00280
(.0091 )
.00368
(.0108 )
.9572 2.396 1.570
2 .00111
(.0 05 0 )
.02261
(.0040 )
.00278
(.0039 )
-.01337
(.0045 )
.7677 2.236 2. 174
3 -.00289
(.0 03 3 )
-.00800
(.0 02 6 )
-.00837
(.0025 )
.01190
(.0030 )
.9265 2. 193 1.901
4 .01231
(.0 05 6 )
-.00227
(.0045 )
-.00783
(.0 04 3 )
.00248
(.0051 )
.8275 2.241 1.850
5 .01207
(.0 10 6 )
-.00178
(.0 08 5 )
.01062
(.0081 )
-.00469
(.0096 )
.8392 2. 159 1.690
Table 5 .4 .2  Homogenei t y  R e s tr ic te d  ROflM-SD-fl(1 ,4 )  Mode I
d/fiFf d/rtF2 d//iF3 dfrtF4 ditiF5 dt1
1 -.19769 
(.0740 )
-.21798
(.1 36 4 )
.01197
(.0528 )
. 30010 
(.1 3 2 5 )
. 10360 
(.1019 )
.46723
(.0 51 7 )
2 .03283
(.0325 )
-.26094 
(.0599 )
.06738
(.0232 )
.07388
(.0 58 2 )
.08685
(.0447 )
.13885 
(.0227 )
3 .06587
(.0209 )
.08434
(.0385 )
-.03627
(.0149 )
-.01500
(.0374 )
-.09894
(.0288 )
.02883
(.0146 )
4 .10755 
(.0344 )
.11141
(.0635 )
-.01657
(.0245 )
- .  10219 
(.0616 )
-.10019 
(.0474 )
.13986 
(.0240 )
5 -.00856
(.0 64 6 )
.28316
(.1191 )
-.02650
(.0461 )
-.25679
(.1 15 6 )
.00869
(.0889 )
.22522
(.0451 )
yf- f y?-f y3-f
1 -.14899 -.24859 - .  19446 -.09967 . 16107
(.0653 ) (.2 19 9 ) (.3696 ) (.1802 ) (.1182 )
2 .10105 -.15070 .24169 .09554 -.01685
(.0287 ) (.0965 ) (.1622 ) (.0791 ) (.0519 )
3 .03195 -.05682 -.31491 -.01756 -.05764
(.0184 ) (.0621 ) ( .  1044) (.0 50 9 ) (.0334 )
4 -.02375 .19598 - .  10106 -.32604 . 17488
(.0304 ) (.1023 ) (.1719 ) (.0838 ) (.0550 )
5 .03973 .26013 .36874 .34773 -.26145
(.0570 ) (.1920 ) (.3226 ) (.1573 ) (.1031 )
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Table 5 .4 .2  (continued)
y t -4 & - 4 y3-4 y4-4 fj5 - 4
1 .265?1 -.19890 .55577 -.66383 -.14995
(.0718 ) (.2255 ) (.3377 ) (.1793 ) (.1177 )
2 .01795 .06639 -.52508 .15942 -.03718
(.0315 ) (.0990 ) (.1482) (.078? ) (.0517 )
3 -.05178 .12734 .33050 .05577 -.03161
(.0203 ) (.0637 ) (.0954 ) (.0507 ) (.0333 )
4 -.08881 -.02714 . 12358 .29870 .00444
(.0334 ) (.1049 ) (.1570 ) (.0834 ) (.054?)
5 -.1430? .03231 -.48478 . 14994 .21429
(.0627 ) (.1968 ) (.294?) (.1 56 5 ) (.1027 )
D1 d2 °3 d4 R2 DU DU4
1 -.01356
(.0111 )
-.00296
(.0088 )
.01074
(.0082 )
.00544
(.0110 )
.9549 2.479 1.661
2 -.0049?
(.0049 )
.01750
(.0039 )
-.00256  
(.0036 )
-.01455
(.0048 )
.7363 2. 179 2.207
3 .00059 
(.0031)
-.0050?
(.0025 )
-.00532
(.0 02 3 )
.01257
(.0031 )
.9189 2.073 1.931
4 .00900
(.0052 )
-.00505
(.0 04 1 )
-.01074
(.0038 )
.00184
(.0051 )
.8219 2.279 1.861
5 .00893
(.0097 )
-.00441  
(.0077 )
.0078?
(.0 07 2 )
-.00530
(.0096 )
.8379 2. 192 1.717
Table 5 .4 .3  Homogeneity and Symmetry Restricted RDRf1-SD-fl< 1 ,4) Model
dZ/Tf? dfrtF2 dfnF3 dfnF4 dftiF5 dd
1 - .  16673 
(.0739 )
.01857
(.0314 )
.05484
(.0192 )
. 10850 
(.0326 )
-.01518
(.0640 )
.46698 
(.0466 )
2 .01857
(.0314 )
-.29816
(.0533 )
.06616
(.0189 )
.09675
(.0433 )
.11669 
(.0393 )
. 14013 
(.0220 )
3 .05484
(.0192 )
.06616
(.0189 )
-.03456
(.0140 )
-.01375
(.0197 )
-.07270
(.0229 )
.03050
(.0140 )
4 .10850 
(.0326 )
.09675
(.0433 )
-.01375
(.0197 )
-.09496
(.0552 )
-.09655
(.0424 )
. 14211 
(.0226 )
5 -.01518
(.0 64 0 )
.11669 
(.0393 )
-.07270
(.0229 )
-.09655
(.0424 )
.06774
(.0788 )
.22027
(.0409 )
[Chapt er  5] 3* *
Table 5 .4 .3  (continued)
y t - i y 3 - f y * - i yf-r
1 - .  15351 -.16296 -.33831 -.17718 .13437
(.0659 ) (.2248) (.3719) (.1830) (.1211)
2 . 10418 15822 .29017 .10942 -.02278
(.0285) (.0970) (.1604) (.0787) (.0516)
3 .03574 -.06086 -.28082 -.01125 -.06487
(.0183) (.0618) (.1017) (.0502) (.0333)
4 -.02305 .19243 -.09100 -.32302 .17446
(.0302) (.1015) (.1679) <.0831) (.0543)
5 .03665 .18960 .41996 .40204 -.22118
(.0577) (.1944) (.3225) (.1586) (.1044 )
y f -4 y? -4 y3-4 y * -4 y$-4
1 .23407 -.21252 .50882 -.65899 -.12577
(.0717 ) (.2194) (.3377) (.1789) (.1207)
2 .02231 .07511 -.53164 .16025 -.04821
(.0311) (.0978 ) (.1467) (.0781) (.0514)
3 -.05015 .13608 .31786 .05413 -.03903
(.0202) (.0626 ) (.0948) (.0503) (.0329)
4 -.08915 -.01994 .11848 .30268 .00267
(.0330) (.1017) (.1552) (.0820) (.0543)
5 -.11708 .02127 -.41351 . 14192 .21034
(.0624 ) (.1913 ) (.2940) (.1564) (.1039)
Dl d2 °3 R2 DU DU4
1 -.01217
(.0089 )
-.00166
(.0080 )
.00459
(.0111)
.01005
(.0111)
.9512 2.448 1.789
2 -.00558  
(.0048 )
.01719
(.0039 )
-.00128
(.0035)
-.01495
(.0048)
.7332 2. 176 2.248
3 -.00002
(.0031 )
-.00526
(.0025)
-.00456
(.0022)
.01261
(.0030)
.9177 2.117 1.983
4 .00874 
( .0051 )
-.00526
(.0040 )
-.01046
(.0037)
.00161
(.0050)
.8218 2.261 1.877
5 .00903
(.0097 )
-.00502
(.0077 )
.01171
(.0070)
-.00932  
( .0096)
.8271 2.282 1.691
[Chapt er  5] 3*5
Table 5.5
RDRM-SD-RD[(1,4),(1)] Model
Table 5 .5 .1  Unrestricted RDRM-SD-RD[ (1 ,4  ), ( 1) 1 Model
dfnP1 dinP2 dfnPS dfriP4 dfnP5 dtt
1 -.1708?  
(.0739)
-.11003
(.1550)
-.01229
(.0521)
.46576
(.1401)
. 1757? 
(.1015)
.44761
(.0570)
2 .01918 
<.0289)
-.28186
(.0605)
.06645
(.0203)
.04743
(.0547 )
.07568
(.0396)
. 12057 
( .0223)
3 .08570
(.0207)
.13279 
( .0434)
-.04816
(.0146)
.00908
(.0392 )
-.10004  
(.0284)
.01582
(.0160)
4 .08029
(.0326)
.00713
(.0684)
-.00074
(.0230)
-.12573  
( .0618)
-.10218  
(.0448)
. 14517 
( .0251)
5 -.01530
(.0623)
.25195
(.1307)
-.00527
(.0439)
-.39654
(.1181 )
-.04924
(.0856)
.27084
(.0481)
d ff}P f-f dlr*P2- } dftiPS- f d?/P4- f dfnP5- f
1 -.12019 .01095 .06950 -.26865 .06568
(.0751) (.1545) (.0565) (.1706) (.1132)
2 .11100 -.09061 .04311 -.04265 -.05628
(.0293) (.0603) (.0221) (.0666 ) (.0442)
3 .01849 .00527 .02442 -.00624 -.02612
(.0211) (.0433) (.0158) (.0478) (.0317)
4 -.08400 .18650 -.02075 -.08816 .07131
(.0332) (.0682) (.0249) (.0753) (.0499)
5 .07471 -.11211 -.11628 .40570 -.05458
(.0634) (.1303) (.0476) (.1439) (.0954)
y t - 4 y2-4 y3-4 y 4 -4 y5-4
1 .22228 -.27705 .33762 -.61671 -.11530
(.0720) (.2212) (.3303) (.1734) (.1221)
2 .02921 .01569 -.46142 .16506 .01057
(.0281) (.0864) (.1290) (.0677) (.047?)
3 -.06693 .09597 .28294 .0763? .00213
(.0202) (.0620) (.0926) (.0486) (.0342)
4 -.07519 -.00820 .02358 .30595 -.06788
(.0318) (.0976) ( .  1457) (.0765) (.0539)
5 -.10936 .17359 -.18272 .06933 . 17048
(.0607) (.1865) (.2786) (.1463) ( .  1030)
[Chapter  5] 3*6
Table 5 .5 .1  (co n tinu e d )
When the F i f t h  Equation is  Deleted
y t - i y ? - i y 3 - i y * - i
1 .07126 -.23920 -.25404 .02203 -.16439
(.1305 ) (.1 42 3 ) (.2883 ) (.4754 ) (.2325 )
2 .08435 .07622 -.31398 .05820 .00784
(.0510 ) (.0 55 6 ) (.1126 ) (.1857 ) (.0908 )
3 -.03479 .06468 -.01511 -.35323 .04565
(.0366 ) (.0 39 9 ) (.0808 ) (.1332 ) (.0651 )
4 .07802 -.13178 .20191 .03647 -.38697
(.0576 ) (.0 62 8 ) (.1 27 2 ) (.2098 ) (.1026 )
When the F ir s t  Equation is  Deleted
d ff.f s * - / y 3 - j y * - f y 5 - f
2 .16057 -.39020 -.01801 -.06838 -.07622
(.0290 ) (.0 92 4 ) (.1680 ) (.0818 ) (.0556 )
3 .02989 -.07979 -.41791 -.01903 -.06468
(.0208 ) (.0663 ) (.1205 ) (.0587 ) (.0399 )
4 -.05376 .33369 .16825 -.25520 . 13178
(.0328 ) (.1 04 4 ) (.1898 ) (.0924) (.0628 )
5 .03124 .15113 .00645 .26779 -.23008
(.0627 ) (.1 99 6 ) (.3627 ) (.1765 ) (.1200 )
D l 0 2 d4 R2 DW DW4
1 -.02856
(.0 12 8 )
-.00569
(.0 1 0 5 )
.01061
(.0 09 7 )
.01410
( . 0 1 1 1 )
.9612 2.466 1.603
2 -.00493
(.0050 )
.02246
(.0 0 4 1 )
.00138
(.0038 )
-.01681
(.0 04 3 )
.8205 1.938 2. 138
3 -.00494
(.0 03 6 )
-.00917
(.0 0 2 9 )
-.00901
(.0 02 7 )
.01255
(.0031 )
.9314 2. 142 1.942
4 .01415
(.0 05 6 )
-.00297
(.0 0 4 6 )
-.00803
(.0043 )
.00724 
(.0049 )
.8622 2.062 1.795
5 .02428
(.0103 )
-.00462
(.0 0 8 9 )
.00505 
(.0082 )
-.01708
(.0094 )
.8699 2. 176 1.753
[Chapt er  5] 3+7
Table 5 .5 .2  Homogeneity Restricted RDflM-SD-RDl < 1,4 ), < 1) ] Model
dftiF f d/nF2 d/fiFS d/fiF4 d/fiF5 dtf
1 -.20972
(.0736)
-.27680
<.1349)
.01708
<.0515)
.34815
<.1312)
. 12128 
<.1008)
.48068 
<.0563)
2 .02734
(.0281)
-.24685
<.0515)
.06029
<.0197)
.07211
<.0501)
.08712
<.0385)
.11363 
<.0215)
3 .07773
<.0204)
.09431
<.0374)
-.04138
<.0143)
-.01805
<.0364)
-.11261
<.0280)
.02345
<.0156)
4 .09604
< 0323 )
.07474
<.0592)
-.01264
<.0226)
-.07805
<.0576)
-.08008
<.0443)
.13176 
<.0247)
5 .00861
<.0612)
.35459
<.1121)
-.02334
<.0428)
-.32416
<.1091)
-.01570
<.0838)
.25048
<.0468)
d ftiF f-1 dfnF2-. f d //jF3- f d /n F 4 -f dfnF5- f
1 - .  14862 .06029 .02987 -.07127 . 14808
<.0761) <.1573) <.0546) <.1436) <.1087)
2 .11696 -.10096 .05143 -.08408 -.07358
<.0291) <.0601) <.0208) <.0549) <.0416)
3 .01193 .01665 .01528 .03931 -.00711
<.0211) <0 43 7 ) <.0151) <.0399) <.0302)
4 -.07248 . 16650 -.00469 - .  16817 .03790
<.0334) <.0691) <.0240) <.0631) <.0478)
5 .09221 - .  14248 -.09189 .28422 -.10529
< 0633 ) <.1308) <.0454) <.1194) <.0904)
y f -4 y?-4 y3-4 y * -4 y$-4
1 .26973 -.18456 .33573 -.66922 -.17824
<.0701) <.2231) <.3407) <.1768) <.1217)
2 .01926 -.00372 -.46102 . 17609 .02378
<.0268) <.0853) <.1302) <.0676) <.0465)
3 -.05598 .11730 .28250 .06425 -.01239
<.0195) <.0619) <.0945) <.0491) <.0338)
4 -.09443 -.04569 .02435 .32724 -.04237
< 0308 ) <.0980) <.1496) <.0777) <.0534)
5 - .  13857 .11667 - .  18155 . 10165 .20921
<.0583) <.1855) <.2832) <.1470) <.1012)
[ Chapt er  5] 3^8
Table 5 .5 .2  (continued)
When the F ifth  Equation is Deleted
yf-f y?-i y3-r yf-t
1 .07655 -.28995 -.25707 .13305 -.10149
(.1346 ) (.1444 ) (.2974 ) (.4870 ) (.2376 )
2 .08324 .08687 -.31334 .03490 -.00536
(.0514 ) (.0552 ) (.1136) (.1861 ) (.0908 )
3 -.03357 .05297 -.01580 -.32762 .06016
(.0373 ) (.0401 ) (.0825 ) (.1 35 1 ) (.0659 )
4 .07588 -.11120 .20314 -.00853 -.41247
(.0591 ) (.0634 ) (.1306 ) (.2139 ) (.1043 )
When the F irs t  Equation is Deleted
dhL / yi-1 y3-f y*-f P - 1
2 . 17011 -.40021 -.05196 -.09223 -.08687
(.0279 ) (.0928 ) (.1665 ) (.0794 ) (.0552 )
3 .01940 -.06877 -.38059 .00719 -.05297
(.0203 ) (.0674 ) (.1209 ) (.0577 ) (.0401 )
4 -.03533 .31434 .10267 -.30127 .11120
(.0321 ) (.1067 ) (.1913 ) (.0 91 3 ) (.0634 )
5 .05922 . 12176 -.09311 . 19785 -.26131
(.0607 ) (.2019 ) (.3622 ) ( .  1728) ( .  1201)
D1 o2 °3 d4 R2 DW DW4
1 -.01594
(.0115 )
-.00803
(.0 10 8 )
.01176
(.0100 )
.01328
(.0114 )
.9588 2.427 1.634
2 -.00758
(.0044 )
.02295
(.0041 )
.00114
(.0 03 8 )
-.01664
(.0044 )
.8172 1.932 2. 199
3 -.00203
(.0032 )
-.00971
(.0 03 0 )
-.00875
(.0028 )
.01236
(.0032 )
.9284 2.199 1.995
4 .00904
(.0050 )
-.00203
(.0047 )
-.00850
(.0044 )
.00757
(.0050 )
.8547 1.968 1.710
5 .01652
(.0096 )
-.00319
(.0 09 0 )
.00434 
(.0083 )
-.01657
(.0095 )
.8654 2.222 1.785
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Table 5 .5 .3  Homogeneity and Symmetry Restricted RDRM-SD-RDK 1,4),< 1 )] flodel
dftiFf dftTF2 d/tiFS dftiF4 dft}F5 dTf
1 -.16803  
(.0750)
.01528
<.0272)
.06416
<.0188)
.09673
<.0308)
-.00815
<.0631)
.48055 
<.0526)
2 .01528
(.0272)
-.27077
<.0456)
.06419
<.0166)
.07317
<.0376)
.11812
<.0346)
.11672 
<0210 )
3 .06416
<.0188)
.06419
<.0166)
-.03795
<.0133)
-.01334
<.0180)
-.07707
<.0219)
.02676
<.0152)
4 .09673 
( .0308)
.07317
<.0376)
-.01334
<.0180)
-.07513
< 0488 )
-.08143
<.0383)
.13160 
<.0233)
5 -.00815
<.0631)
.11812
<.0346)
-.07707
<.0219)
-.08143
<.0383)
.04852
<.0750)
.24437
<.0445)
dftlFf- f dfnF2- f dftiFS- f dfnF4- f dftiFS- f
1 -.12494  
<.0788)
.06399
<.1663)
.01341
<.0575)
-.00972
<.1503)
. 10861 
<.1126)
2 .11205 
<.0290)
-.10463  
<.0604)
.05269
<.0209)
-.09021
<.0549)
-.07130
<.0414)
3 .00631
<.0211)
.01270
<.0442)
.01689
<.0153)
.03179
<.0400)
-.00412
<.0300)
4 -.07236
<.0329)
.16674 
<.0690)
-.00461
<.0239)
-.16834  
<.0627)
.03819
<.0474)
5 .07895
<.0660)
-.13881 
<.1388)
-.07838
<.0480)
.23648
<.1258)
-.07138
<.0940)
y i - 4 y ? -4 yS-4 y4-4 y $ -4
1 .23156 - .  18842 .32135 -.67015 -.14817
<.0718) <.2208) <.3499) <.1815) <.1270)
2 .02131 .00843 -.47848 .17431 .01500
<.0265) <.0843) <.1297) <.0673) <.0463)
3 -.05319 .13041 .26392 .06223 -.02221
<.0195) <.0612) <.0947) <.0492) <.0337)
4 -.09423 -.04642 .02381 .32760 -.04198
<.0305) <.0950) <.1478) <.0765) <.0529)
5 -.10546 .09600 -.13261 . 10601 . 19736
<.0603) <.1858) <.2934) <.1527) <.1057)
[Chapter 5] 350
Table 5 .5 .3  (continued)
When the F i f th  Equation is Deleted
dft1 / yf-f y?-f y3~? y * - i
1 .05592 -.27170 - .  14609 -.12564 - .  17859
(.1396) (.1476) (.3121) (.4885) (.2482)
2 .07200 .10241 -.30809 .10041 .01024
(.0511) (.0544) (.1140) (.1827) (.0906)
3 -.04529 .06939 -.01202 -.25356 .07801
(.0374) (.0397) (.0832) (.1303) (.0659)
4 .07705 -.11273 .20143 -.01099 -.41289
(.0582) (.0621) (.1299) (.2054) (.1034)
When the F irs t  Equation is Deleted
dH-}r y?-i y3~ i y*-i y5~?
2 . 17441 -.41050 -.00200 -.09216 -.10241
(.0278) (.0932) (.1636) (.0788) (.0544)
3 .02410 -.08141 -.32294 .00862 -.06939
(.0203) (.0675) (.1162) (.0573) (.0397)
4 -.03568 .31417 .10174 -.30016 .11273
(.0319) (.1060) (.1845) (.0906) (.0621)
5 .05295 .05213 .07715 .29059 -.21264
(.0638) (.2111) (.3648) (.1792) ( .  1242)
D1 D2 °3 d4 R2 DW DW4
1 -.01386
(.0119)
-.00733
(.0113 )
.00273
(.0098)
.01674
(.0119)
.9537 2.403 1.732
2 -.00815
(.0044)
.02317
(.0041 )
.00249
(.0037)
-.01628
(.0044)
.8151 1.973 2.246
3 -.00268
(.0032)
-.00949
(.0030 )
-.00716
(.0026)
.01270
(.0032)
.9263 2.259 2.058
4 .00906
(.0050)
-.00206
(.0047 )
-.00851
(.0042)
.00749
(.0050)
.8547 1.965 1.710
5 .01563
(.0100)
-.00429
(.0095 )
.01045
(.0083)
-.02065
(.0100)
.8476 2.238 1.733
CHAPTER 6
THE EFFECT OF MODEL MISSPECIFICATION ON TESTS OF HYPOTHESIS
6.1 In t roduct ion
Giuen that the true spec i f i ca t i on  of a demand system is 
always unknown, the choice of a successful model is purely 
hypothet ica l .  For example, one expects that successful 
model l ing of the equ i l ib r ium demand system, whether s t a t i c  or 
dynamic, is accompanied by the acceptance of theoret i ca l  
equ i l ib r ium r e s t r i c t i o n s  on data, as wel l  as by the randomness 
of the res idua ls  of the estimated system. I t  has been 
conjectured in the l i t e r a t u r e  that the success of tests of 
equ i l i b r ium demand r e s t r i c t i o n s  can be a t t r i b u te d  to correc t  
sp ec i f i ca t i on  of the demand system, including spec i f i ca t i on  of 
i t s  dynamic s t ruc tu re  [ e .g . ,  see Deaton and Muellbauer (1980b) 
and finderson and Blundel l  (1982)] .  Howeuer, the empir ical  
experience of the las t  two chapters suggests that demand 
systems which achieued randomness of res iduals as wel l  as 
acceptable dynamics did not always resu l t  in successful tests 
of demand r e s t r i c t i o n s . [See, fo r  example, RDAM-D4 model in 
Chapter 4 and the dynamic RDRM-SD-fl(1,4) model in Chapter 5 . ]  
The conjecture that inua l id  spec i f i ca t ion  of the demand system 
negat ive ly  a f fe c ts  tests of r e s t r i c t i o n s  was not f u l l y
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ue r i f i ed .  Accordingly,  a more s t r i ngen t  s t a t i s t i c a l  ana lys i s  
of the e f f ec t s  of misspeci f i ca t ion on t e s t s  of equi l ibr ium 
r e s t r i c t i o n s  wil l  be necessary,  and wi l l  be done in t h i s  
chapter  for p a r t i c u l a r  types of misspec i f i ca t ion  of demand 
systems.
There are many poss ible  sources of misspeci f i ca t ion of 
econometric models. Examples include the use of incorrect  
funct ional  form, incorrect  spec i f i c a t i on  of s t r uc t u r a l  and 
s t ochas t i c  dynamic s t ruc t u r e  and incorrect  spec i f i ca t i on  of 
the er ror  couariance matrix.  Howeuer, the analys i s  in t h i s  
chapter  is focused on two p a r t i c u l a r  cases of the model 
mi s spec i f i c a t i on ; one is caused by the omission of re leuant  
explanatory uar i ab les ,  the other  is caused by inclusion of 
i r re leuant  uar i ab les .  These two types of mi sspeci f i ca t ion are 
p a r t i a l l y  r e l a t ed  to the use of incorrect  funct ional  form as 
well as to incorrect  spec i f i ca t i on  of dynamic s t ruc t u r e  of 
demand system in the context  of the Rotterdam demand system.
As deriued in the l a s t  chapter ,  the dynamic Rotterdam demand 
system nest s  i t s  s t a t i c  uersions as a special  case when the 
dynamic s t a t e  uar i ables  are omit ted.  Therefore,  we examine the 
s t a t i c  and dynamic Rotterdam demand systems for the 
conf l i c t i ng  r e s u l t s .
Consequently,  to i l l u s t r a t e  the problem associa ted with 
the inclusion of i r re leuant  explanatory uar i ab les ,  we f i r s t  
maintain the s t a t i c  system as t rue and the dynamic system as 
the i ncor rec t ly  spec i f i ed  model. Next, we maintain the dynamic 
system as t rue and the s t a t i c  system as mi sspec i f i ed , to
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i l l u s t r a t e  the case of  omission of  r e l eu an t  ex p la na to ry  
u a r i a b l e s .  These tuio types of  m i sspec i f i cat  i on are o f t e n  
termed the i n c o r r e c t  ou e rpar amete r i s a t ion  and 
unde rpa rame te r i s a t ion  of  the model.  Since both the s t a t i c  and 
dynamic Rotterdam demand systems are expressed in terms of  the 
l i n e a r  m u l t i u a r i a t e  model,  our t h e o r e t i c a l  d i scuss ion  m i l l  be 
c a r r i e d  out in the con tex t  of  t e s t s  of  general  l i n e a r  
r e s t r i c t i o n s  on the l i n e a r  m u l t i u a r i a t e  model. The t h e o r e t i c a l  
u a l i d i t y  of  demand r e s t r i c t i o n s  on the dynamic demand system 
was suppor ted by the r e s u l t s  in the l a s t  chapter  us ing the 
dynamic e q u i l i b r i u m  hypo thes i s .
The e f f e c t s  of  these two types of  m i s s p e c i f i c a t i o n s  on 
the e s t im a t i o n  of  parameters haue been examined in the 
l i t e r a t u r e  in the con tex t  of  the OLS [ T h e i l  (1957) and P. Rao 
(1972) ]  as w e l l  as the SUR e s t im a t io n  [Rao ( 1 9 7 4 ) ] . 2 Howeuer, 
l i t t l e  a t t e n t i o n  has been pa id on t h e i r  e f f e c t  on t e s t s  of 
hyp o thes is .  Bera and Byron (1983) discussed the e f f e c t  of  
model m i s s p e c i f i c a t i o n  on t e s t i n g  hypotheses,  in the con tex t  
of  a s i n g l e  equa t ion l i n e a r  approx imat ion to a n o n l i n e a r  
model.  They showed t h a t  ig no r in g  the remainder term in a 
l i n e a r  ap prox im at i on ,  which we can t h e r e f o r e  r e f e r  to as an 
un de rpa ram e te r i s a t io n  of  model,  leads to h igher  Type I e r r o r s  
and p o s s ib l y  a f f e c t s  the power of  the t e s t  [see a lso Sawyer 
and Rosalsky ( 1 9 8 4 ) ] .  R more thorough study on the e f f e c t  of  
m i s s p e c i f i c a t i o n  on t e s t s  of  hypothes is  has been done by White 
(1982) .  He der iued  a robus t  t e s t  to de tec t  model 
m i sspec i f i cat  i on , and showed th a t  the s tandard asympto t i c  'X 2 
tests are inual id under misspeci f icat ion. R simi lar conclusion
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w i l l  be found fo r  the underparameter ised case in t h i s  chap te r .  
Howeuer, the ouerparameter ised case was not cons idered in 
White (1 9 8 2 )1.
fi no tab le  study of  m i s s p e c i f i c a t i o n  a n a l y s i s  in the 
con tex t  of  demand models is K i e f e r  and MacKinnon (1 9 7 6 ) ' s  
Monte Car lo s im u la t i o n  which showed tha t  the use of  an 
i n c o r r e c t  f u n c t i o n a l  form of  the demand equa t ions would r e s u l t  
in a b iased es t imates  of  the demand system. Howeuer, no study 
has been done on the e f f e c t  of  the m i s s p e c i f i c a t i o n  of  demand 
system in t e s t i n g  e q u i l i b r i u m  r e s t r i c t i o n s .
The design of  t h i s  chapter  is as f o l l o w s :  in Sect ion 2, 
the e f f e c t  of  i n c l u s i o n  of  i r r e l e u a n t  exp lana to ry  u a r i a b le s  in 
a l i n e a r  m u l t i u a r i a t e  model on t e s t s  of  hypo thes is  w i l l  be 
examined. In Sect ion 3, the e f f e c t  of  omission of  re le u an t  
ex p la na to ry  u a r i a b le s  w i l l  a l so  be d iscussed a n a l y t i c a l l y .  
Exper imental  Monte Car lo s im u la t i o n  r e s u l t s  w i l l  be presented 
in Sect ion 4. fis a by -p rod uc t ,  a Monte Car lo  study on the
a
o u e r - r e j e c t i o n  of asympto t i c  *  t e s t s  under the c o r r e c t  
s p e c i f i c a t i o n  of  a dynamic demand system w i l l  a l so be 
presented.  F i n a l l y ,  Sect ion 5 draws some conc lus ions  from the 
a n a l y s i s  of  t h i s  chapte r .
6.2 E f f e c t  of Querparameter i s a t i o n  of  the Model: Some
R n a l y t i c a l  Remarks
For a n a l y s is  of  the e f f e c t  of  i n c l u s i o n  of  i r r e l e u a n t  
ex p la na to ry  u a r i a b l e s ,  we cons ider  the l i n e a r  m u l t i u a r i a t e
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model uiith m equations and N obseruat i ons, and maintain the 
true model as
V = XB + U, (2.1)
and the adopted model as
v = XB + zr + UF , ( 2 . 2 )
where V i s an N x m matrix of dependent uariables, X is an 
N x k matrix of non-stochastic explanatory uariables, B is 
a k x m coefficient matrix, and U is an N x m matrix of 
disturbances hauing a multiuariate normal distribution with 
E(U) = 0 and E(U'U) = E, Z is an N x l matrix of irreleuant 
explanatory uariables, T is an l x m coefficient matrix, and 
UF is an N x m matrix of incorrectly defined disturbances such 
that Up = U -  ZT. We allow stochastic uariables, such as 
lagged dependent uariables, in Z. We also assume that the 
estimation of (2.1)  and (2.2)  is subject to s l inear  
independent restr ict ions on B, but no restrict ion is imposed 
on the coefficient matrix T. The asymptotic assumptions are 
that
pi im r ’X'U = 0, (2.3)
pi im N‘ 1Z'U = 0, (2.4)
pi i m t r ’u'u = 2. (2.5)
From the true model, the ML estimators of B and £ are
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gjuen by
6t = ( X ' X ) ' 1X'V
and
= Ot 'Ot /N = V'MXV/N,
( 2 . 6 )
( 2 . 7 )
respect iue ly ,  where UT = MXV is the residual  matrix,
Mx = I N -  X ( X ' X ) " 1X ' ,  and s u f f i x  T re fe rs  to the true model. 
Then, ßT is an unbiased and consistent estimate of B in ( 2 , 1 ) ,  
and £t is a consistent estimate of £ under the assumptions 
( 2 . 3 )  and ( 2 . 5 ) .  The couariance matr ix of uec(BT) = pT is 
giuen by
cou(pT) = £ ® ( X ' X ) ‘ 1. ( 2 . 8 )
I f  uie l e t  W = [X:Z]  and II' = [B ' - .T ' l  and wr i te  the incorrect  
model ( 2 . 2 )  as
V = W IT + UF, ( 2 . 9 )
then the ML estimators of II and £ from the incorrect  model 
( 2 . 9 )  are giuen by
f t F =  ( W ' W ) - V V  ( 2 . 1 0 )
and
£ f = Op'Up/N = V'MhV/N, (2 .11 )
respect I uely,  where W is an N x ( k + l )  matr ix,  II a ( k + l )  x m 
c o e f f i c ie n t  matrix,  UF = MWV a matrix of residuals wi th
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Mw = I N -  W(W'W)“1W', and suff ix F refers to the incorrect 
model. Using the partit ioned inuerse of (W'W)“1, the estimator 
BF in ftF can be giuen as
Bp =  ( X ' M 2 X ) - 1X ' M 2 V ( 2 . 1 2 )
where Mz = I N -  2 ( 2 ' 2 ) " 12/ (see for proof Appendix 6.1) .  I t  is 
clear that BT * SF, unless X and 2 are orthogonal, i . e . ,  i f  
X'Z * 0. Howeuer, substituting (2.1)  into (2.12) ,  Bp can be 
written as
Sp = ( x ' m2x ) - 1x ' m2( xb + z r  + u)
= B + (X'M2X ) - 1X'M2U, (2.13)
since M2Z = 0. Therefore, i t  follows that ßF in (2.12) is 
consistent estimator of B under the assumptions (2.3) and 
(2.4)  and the assumption that there exists a f in i t e  matrix F 
such that plim N '1X'M2X = F. Unless Z contains stochastic 
uariables, BF in (2.12) is also unbiased, [see also Rao 
(1972)].
The unnecessary inclusion of irreleuant explanatory 
uariables leads to less e f f ic ient  estimate of B in (2 .1 ) .  For 
example, when Z is non-stochastic, the couariance matrix of 
uec(Bp) = pp is then giuen by
cou(pp) = 2 ® (X'MzX)"1, (2.14)
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s ince  cou [uec( f tF) ]  = E ® (W/ W)-1 us ing the p a r t i t i o n e d  inuerse 
of  (W'W)- 1 . Howeuer, i t  can be seen tha t
(X"M2X ) - 1 -  O T X ) - 1 = (X',X )_1X/ Z ( 2 / Mx2 ) " 12 / X(X/ X ) “ 1, ( 2 .15)
so tha t  (X'MzX)-1 -  ( X ' X ) -1 is p o s i t i u e  d e f i n i t e  un less Z is 
o r thogona l  to X (see f o r  proof  Appendix 6 . 2 ) .  The re fo re ,  i t  
f o l l o w s  tha t
cou(pF) -  cou( pT) = E ® [(X'Mzx r 1 -  ( X " X ) " 1 ] ( 2 .16)
is  a lso  p o s i t i u e  d e f i n i t e ,  imp ly ing  tha t  SF is less e f f i c i e n t  
than Bt [see a lso Rao (1 9 7 2 ) ] .
From the f a c t  tha t
M„ = Mx -  MXZ(Z'MXZ ) - 12'MX> (2 .17)
= Mz -  M2X(X'M2X ) " 1X'M2>
(see f o r  proof  Appendix 6 . 3 ) ,  i t  f o l l o w s  tha t  X/ Mw = Z'MW = 0 
and MWX = MWZ = 0. Hence, EF in (2 .11)  can be w r i t t e n  as
t F = (XB + U) 'MH (XB + U)/N = U/ MWU/N, (2 .18)
a f t e r  the s u b s t i t u t i o n  of  ( 2 . 1 )  in to  ( 2 . 1 1 ) .  This  shows th a t  
t F is  a l so a c o n s i s t e n t  e s t im a to r  of  E, tha t  i s ,
pi  i m t F = E (2 .19)
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under the assumpt ions ( 2 . 3 ) ,  ( 2 . 4 )  and ( 2 . 5 ) .  Homeuer, s ince  
Mx -  Mw is p o s i t i u e  d e f i n i t e  from ( 2 . 1 7 ) ,
t y -  = V ' (MX -  M„)V/N
is a l so  p o s i t i u e  d e f i n i t e .  Consequent ly,  we can expect ,  in the 
smal l  sample s i t u a t i o n ,  t T -  ZF is  p o s i t i u e  d e f i n i t e .  Euen i f  
X and 2 are o r th og ona l ,  (2 .17)  becomes
Mw = Mx -  Z ( Z ' Z ) ' 1Z ' ,  (2 .2 0 )
so th a t  Mx -  Mw is s t i l l  p o s i t i u e  d e f i n i t e .
I f  s independent l i n e a r  r e s t r i c t i o n s  are imposed on the 
c o e f f i c i e n t  m a t r i x  B in the t rue  model ( 2 . 1 ) ,  they can be 
expressed as
Rp = 0, (2 .2 1 )
where p = uec(B) and R is  an s x mk m a t r i x  w i t h  rank(R)  = s. 
Fur thermore,  i f  the same r e s t r i c t i o n s  are imposed on the 
i n c o r r e c t  model ( 2 . 2 ) ,  they can e q u i u a l e n t l y  be expressed as
C tt = 0, (2 .22 )
where C i s an s x m(k+l )  m a t r i x  w i th  rank(C) = s, tt = uec(I l )  
such t ha t  i r '= ( p / , y / , . . .  , p « ' , y m ' )  and y = u e c ( D ,  and p / s  
and y j ' s  are the c o e f f i c i e n t  uecto rs  in B and f  f o r  the i ' t h
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equa t ion ,  r e s p e c t i u e l y . Howeuer, s ince we assume th a t  no 
r e s t r i c t i o n  is imposed on the c o e f f i c i e n t  m a t r i x  T, the 
equ iua lence between the express ions in (2 .21)  and (2 .2 2 )  can 
be e s ta b l i s h e d  by d e f i n i n g  an mk x m(k+q) s e l e c t i o n  m a t r i x  C1f 
which s e l e c t s  p from u, such tha t
p = 0,11. ( 2 .2 3 )
Then, the r e s t r i c t i o n  m a t r i x  C in (2 .22)  can be w r i t t e n  as
C = R C , , (2 .2 4 )
s ince  Rp = R C , it = Cu = 0 (see Rppendix 6 . 4 ) .  S i m i l a r  
d i s t r i b u t i o n a l  r e s u l t s  f o r  the u n r e s t r i c t e d  e s t im a to r s  of  p 
and E can a lso be der iued  f o r  the r e s t r i c t e d  e s t im a to r s  of  p 
and E. For example, the r e s t r i c t e d  e s t im a to r  of  p from the 
i n c o r r e c t  model, pF, is c o n s i s t e n t  under the r e s t r i c t i o n s  
( 2 . 2 1 ) ,  and unbiased i f  X and Z are o r th og ona l .  Howeuer, 
d i r e c t  a l g e b r a i c  comparison of  the r e s t r i c t e d  e s t im a to r s  of  
couar iance m a t r i x ,  E, ob ta ined  from the t rue  model and 
i n c o r r e c t  model is imposs ib le ,  s ince t h e i r  s tandard forms are
E = U'U/N,
where U is  giuen as UT = V -  XBT f o r  the t rue  model wh i l e  
UF = V -  XBF -  2 f F f o r  the i n c o r r e c t  model, and the a l g e b r a i c  
forms of  the r e s t r i c t e d  es t im a to r s  of  B and T, BT and BF, (%, 
can on ly  be giuen in u e c t o r i s e d  form, such as uec(BT) and 
uec(BF) ,  u e c ( f F).
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The Wald, LR and LM t e s t i n g  procedure are w id e ly  used f o r  
t e s t i n g  the r e s t r i c t i o n s  ( 2 . 2 1 ) .  Howeuer, the d i r e c t  a l g e b ra i c  
comparison between the LR and LM te s t  s t a t i s t i c s  ob ta ined from 
the t r u e  model and the i n c o r r e c t  model is imposs ib le ,  s ince 
the LR and LM te s t  s t a t i s t i c s  con ta in  the r e s t r i c t e d  es t imates  
of  £. The re fo re ,  we con f i ne  our a n a l y t i c a l  e x p o s i t i o n  to the 
Wald s t a t i s t i c  as t h i s  on ly  r e q u i r e s  the u n r e s t r i c t e d  
es t imates  of  p and £.
The Wald t e s t  s t a t i s t i c  ob ta ined from the t rue  model 
( 2 . 1 )  f o r  t e s t i n g  (2 .21)  can be w r i t t e n  as
WT = pT'R ' {R  ( t j  •  ( X ' X ) " 1 ) R ' } "  1 Rf3T > (2 .25)
and is a s y m p t o t i c a l l y  d i s t r i b u t e d  as * 2 w i t h  s degrees of 
f reedom. When £ is known, ST in (2 .25 )  is  rep laced by £ and 
the r e s u l t a n t  Wald t e s t  s t a t i s t i c  is then e x a c t l y  d i s t r i b u t e d  
as * 2 w i t h  s degrees of  freedom [see Sect ion 3 A ] .  On the 
o th er  hand, the Wald s t a t i s t i c  obta ined from the in c o r r e c t  
model ( 2 . 2 )  is giuen by
WF = i F' C ' ( C ( 2 F ® (W'WTMcy } ‘ 1C ;F (2 .26)
when u F = uec( f lF) = ( I  ® (W'W)~1W' ) y . Howeuer, pF and C[£ ® 
(W/ W)~1]C/ in (2 .26 )  can be w r i t t e n  as pF = C,tif and
C[£ ® (W^WJ’ MC" = R[£ ® (X'M2X ) “ 1 ]R (2 .27)
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(see Appendix 6.4) .  The Wald s t a t i s t i c  in (2.26) can be 
wr i t t en as
WF = V C / R ' f R M E  ® (W'W)“ 1)C1/ R ' } - 1RC1; F
= pF'R'{R(£ ® (X"M2X)~1 )R"}" 1RpF. (2.28)
The Wald s t a t i s t i c  WF in (2.28) is the reduced form of (2 .26) ,  
which is used to only the r e s t r i c t i o n  Rp = 0 in (2.21) .
The e f f ec t  of t h i s  type of misspec i f i ca t ion  on the t e s t  
of hypothesis  a r i s e s  from the presence in the t e s t  s t a t i s t i c  
of WF instead of WT in (2.22) .  To analyse t h i s  we wil l  f i r s t  
consider  the e f f ec t  on Type I er ror  and then examine the 
e f f ec t  on power.
After s ubs t i t u t i on  of pF = ( I m ® (X'M2X)~1X/ M2)y into 
(2.28) ,  where y = uec(V), the Wald s t a t i s t i c  WF can be wr i t t en  
as
WF = y ' ( I ® M2X(X/ M2X)-1)R'{R(Ef ® (X'M2X)"1) R ' ) ' 1R 
x(I ® (X'M2X ) ' 1X'H2)y. (2.29)
Under the null  hypothesis H0 : Rp = 0, WF becomes
WF = u ' ( I ® M2X(X/ H2X)-1)R/ {R(Sf ® (X/ M2X)-1)R’' } ' 1R 
x( I e (X'M2X)‘ 1X'M2)u. (2.30)
using the fact  that  M2Z is a nul l  matr ix,  where u = uec(U). 
Since piim pF = p from (2.12) and plim 2F = £ from (2.18) ,  i t
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is e a s i l y  seen tha t
/NFUßp -  p) = R[ I  ® N - 1 (X"MZX J - 1 ] [ ( 1  ® X'M2 ) / / N ] u (2 .3 1 )
has a l i m i t i n g  normal d i s t r i b u t i o n  w i t h  mean uec to r  zero and 
couar iance m a t r i x  {R(£ ® F“ 1)R/ } under the assumpt ion th a t  
there e x i s t s  a f i n i t e  m a t r i x  F such tha t
p i im N~1X'MZX = F.
The re fo re ,  i t  can be shown th a t  WF a lso  has a l i m i t i n g  X2 
d i s t r i b u t i o n ,  under the n u l l  hypo thes is  H0 : Rp = 0, w i t h  s 
degrees of  freedom [Berndt  and Sauin (1977, p .1270-1271 ) ] .  
Consequent ly,  WF is  a s y m p o t o t i c a l l y  unbiased under the n u l l  
hypothes is  H0 , whether Z is  s t o c h a s t i c  or n o n - s t o c h a s t i c .  
Howeuer, in the smal l  sample s i t u a t i o n ,  i t  is h i g h l y  po ss ib le  
tha t  £ -  t F is  p o s i t i u e  d e f i n i t e ,  which c i rcumstances
{R(2f « (X'M2X ) ' 1) R ' } ' 1 -  (R(E ® (X'M2X ) - 1) R ' } - 1 (2 .32)
is  p o s i t i u e  d e f i n i t e ,  so tha t  WF may be biased towards 
o u e r - r e j e c t i o n  in smal l  samples .3 There fo re ,  we can expect  
th a t  the i n c l u s i o n  of  i r r e l e u a n t  ex p lana to ry  u a r i a b l e  a f f e c t s  
the s i ze  of  the t e s t  and leads to h igher  Type I e r r o r s .  
Howeuer, when £ is known and Z is n o n - s to c h a s t i c ,  t h i s  smal l  
sample b ias  d isappears ,  s ince 2F is rep laced w i t h  £ and WF 
becomes
WF ßp'R'fR (£ ® (X'MzXrMR'J- 'RpF
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uihich has the exact  * 2 d i s t r i b u t i o n  w i t h  s degrees of f reedom 
under the n u l l  hypo thes is .
The power of  the Wald t e s t  w i l l  not be a f f e c t e d  by the 
use of  WF, unless WF < WT . Consequent ly,  to analyse the e f f e c t  
of  m i s s p e c i f i c a t i o n  on the power of  the t e s t ,  i t  is  s u f f i c i e n t  
to compare WT in (2 .22)  and WF in ( 2 . 2 8 ) .  Since pT = ( I m ® 
( X ' X ) ~ 1X ' ) y  from the t rue  model, the ( t r u e )  Wald s t a t i s t i c  WT 
can be w r i t t e n  as
WT = y ' ( I  ® X(X/ X ) " 1)R/ {R(2t ® ( X ' X ) " 1) R ' J - ' R
x ( I  ®(X/ X ) " 1X/ )y .  ( 2 .3 3 )
From (2 .33)  and ( 2 . 2 9 ) ,  i t  c l e a r l y  f o l l o w s  tha t  WT * WF . 
Howeuer, the comparison of  WT and WF is not s t r a i g h t f o r w a r d ,  
s ince the d i f f e r e n c e  between them depends not on ly  on ( X ' X ) " 1 
and (X'MZX ) “ 1 but a lso  £7 and £F . From ( 2 . 1 7 ) ,  i t  ob u io u s ly  
f o l l o w s  th a t  t j  -  2 f is  p o s i t i u e  d e f i n i t e .  On the o ther  hand, 
(X'M2X)~1 -  ( X ' X ) -1 is  p o s i t i u e  d e f i n i t e ,  un less X and Z are 
o r th og ona l ,  s ince
(X'M2X ) - 1 = ( X ' X ) - 1 + (X / X ) - V Z ( Z ' M xZ ) - 1Z/ X(X/ X ) - 1 (2 .34)
and (X^X) “ 1X/ Z(Z/ MxZ ) " 1Z/ X(X/ X ) " 1 is p o s i t i u e  d e f i n i t e  (See 
f o r  d e t a i l s  Rppendix 6 . 2 ) .  Howeuer, due to the comp lex i t y  of  
the q u a d ra t i c  express ion of  WT and WF, the d i r e c t  a l g e b r a i c  
comparison of  ualues of  WT and WF appears imposs ible w i t h o u t  
a d d i t i o n a l  assumpt ions.
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I f  me assume th a t  X and Z are o r th og ona l ,  so t h a t  (X 'MZX) 
= (X 'X)  and pT = pF but £T -  t F is s t i l l  p o s i t i u e  d e f i n i t e  
from ( 2 . 2 0 ) ,  me can see th a t  WF > WT .* There fo re ,  the pomer of  
t e s t  is  not a f f e c t e d  by the i n c l u s i o n  of  the o r t h o g o n a l i t y  Z 
to X. In a d d i t i o n  to the o r t h o g o n a l i t y  of  X and Z, i f  me 
assume th a t  Z = Z 0 i s  knomn, me can see t h a t  WF = WT . Thus, 
mhen X and Z are o r th og ona l ,  the exact  "X2 t e s t  is  not  a f f e c t e d  
by o u e r p a r a m e t e r i s a t i o n . When X and Z are not o r t h o g o n a l ,  the 
comparison of  WF and WT is  less  co n c lu s iu e .  For example, mhen 
Z  i s  knomn and X and Z are not  o r th og ona l ,
[R(S ® ( X ' X ) ~ 1)FT ] " 1-  [R(E ® (X'MZX ) ' 1) R ' ] ’ 1 (2 .3 5 )
is  p o s i t i u e  d e f i n i t e  from ( 2 . 1 5 ) ,  so th a t  i t  can be expected 
th a t  WT > WF, i f  pF is c lose to pT . Homeuer, t h i s  r e s u l t  may 
be reuersed as the i n e q u a l i t y  betmeen WT and WF depends on the 
d i r e c t i o n  of  n o n - o r t h o g o n a l i t y  betmeen X and Z. Thus, me 
cannot exlude the p o s s i b l i t y  t h a t  the pomer of  the t e s t  is  
a f f e c t e d  by the i n c l u s i o n  of  i r r e l e u a n t  exp lana to ry  u a r i a b l e s  
mhich are not  or thogonal  to X.
6.3 E f f e c t  of  Underparamete r i sa t ion of the Model: Some
R n a l y t i c a l  Remarks
We cons ider  the underparameter ised case mhich occurs mhen 
the re l e u a n t  exp lana to ry  u a r i a b le s  are omi t ted  from the model.  
For t h i s  a n a l y s i s ,  me assume tha t  the t rue  model is
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v = XB + zr + u = wn + u, (3.1)
but  the m i s s p e c i f i e d  model
V = XB + UF, (3 .2 )
is i n c o r r e c t l y  adopted in e s t im a t i o n .  The n o t a t i o n  and 
assumpt ions on U are the same as giuen in the preu ious 
s e c t i o n ,  but  Z is now a set  of  i n c o r r e c t l y  omi t ted  exp lana to r y  
u a r i a b l e s ,  T is assumed to be a non-zero c o e f f i c i e n t  m a t r i x ,  
and UF is an N x m m a t r i x  of  d i s tu rbances  i n c o r r e c t l y  de f ined  
such tha t  Up = U + ZT and E(UF) = ZT. For the asymptot i c  
p r o p e r t i e s  of  ( 3 . 1 )  and ( 3 . 2 ) ,  me assume th a t  p l im N ' 1X'U = 0, 
p l im  N ^ Z 'U  = 0, and p l im N“ 1U/ U = Z, as in ( 2 . 3 )  to (2 .5 )  in 
the preu ious s e c t i o n .
The ML e s t im a to r s  of  B and Z ob ta ined from the i n c o r r e c t  
model ( 3 . 2 )  are giuen by
S F = ( X ' X r ’ X' Y ( 3 . 3 )
and
t F = O p ' U p / N  = V ' H k V / N , ( 3 . 4 )
r e s p e c t i u e l y , where UF = MXV i s  the u n r e s t r i c t e d r e s id u a l
m a t r i x ,  f i t t e r  s u b s t i t u t i o n  of  the t r ue  V in ( 3 . 1 )  
Bp can be w r i t t e n  as
in to  ( 3 . 3 ) ,
Sp = ( X ' x ) “ V ( x b  + z r  + U)
= B + ( X ' X ) ' V z r  + ( X ' X J - ’ X ' U , ( 3 . 5 )
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luh i ch i mpl i es that
E(Bf ) * B, unless X'2 = 0 ( 3 . 6 )
and
plim Bf = B, unless plim N“ 1X'Z = 0. ( 3 . 7 )
Thus, Bf is biased and inconsistent ,  unless X and Z are 
orthogonal . Sinee
plim £F = £ + plim N’ V 'Z 'M x Z r  * £, ( 3 . 8 )
under the assumptions ( 2 . 3 )  -  ( 2 . 5 ) ,  t F is also inconsistent ,  
unless plim N " 1r / Z / Mx Z r  = 0. There ex ists an upward asymptotic 
bias in t F, since r ' Z ' M xZr is pos it iue s e m i - d e f i n i t e . In a 
small sample, since Mw -  Mx is negatiue d e f i n i t e  from ( 2 . 1 7 ) ,  
so is t T - t F = V' (MX -  MW)V/N. Howeuer, since the couariance 
matrix of ßT = uec(ÖT) from the true model ( 3 . 1 )  is giuen by 
cou(pT) = £ ® (X'MZX ) “ 1, while
cou(ßp) = £ ® ( X ' X ) " 1 (3 . 9 )
and ( X ' X ) " 1 -  (X^MzX)"1 is negatiue s e m i - d e f i n i t e , we
A A
an t ic ipa te  that ßF w i l l  haue smaller uariances than pT .
To s impl i fy  the analysis f i r s t  suppose that £ is known 
(£ = £ 0) .  Then, from a s im i la r  discussion to ( 2 . 2 8 ) ,  the Wald 
s t a t i s t i c  obtained from the true model (3 .1 )  for test ing  the 
r e s t r i c t i o n  H0 : Rp = 0 is giuen by
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WT° = pT' R ' { R ( 2 0 ® (X"M2X )“ 1)R"} " 1Rpj (3 .10)
and is exact ly d is t r ibu ted  as 'X2 uiith s degrees of freedom, 
when Z is non-stochast ic.  This holds euen uihen 2 is unknown or 
Z is stochast ic .
Howeuer, the Wald s t a t i s t i c  obtained from the incorrect  
model ( 3 . 2 )  for  test ing the r e s t r i c t i o n  H0 : Rp = 0 is giuen by
WF° = pF' R ' { R ( 2 0 ® ( X ' X ) ‘ 1) R ' } " 1RpF. (3 .11)
Since pF = p + ( I  ® ( X ' X ) ~ 1X ' ) u F where uF = uec(UF)
= ( I  ® Z)y + u, WF under the nul l  hypothesis H0 can be wr i t ten  
as
WF° = uF' ( I  ® X(X/ X ) " 1)R/ D0' 1R(I ® ( X ' X ) " 1X ' ) u F, (3 .12)
where D0 = {R( S0 ® (X / X ) " 1)R/ ) .  When Z is non-stochast ic and 
under the normal i ty assumption on U, uF has the m u l t iu a r ia te  
normal d is t r ib u t io n  with E(uF) = ( I  ® Z)y and 
E ( u f u f / ) = ( 2 0 ® I ) .  Therefore,  R(I ® ( X ' X ) " 1X ' ) u F also has a 
normal d is t r ib u t io n  with non-zero  mean R(I ® X ( X 'X ) “ 1X'Z)y  
and couariance D0 = {R(20 ® (X / X ) ‘ 1)R/ ) .  This implies that WF 
in (3 .1 1)  can be wr i t ten  as
WF = eF' {cou(cF) } " 1eF, (3 .13)
where eF = R(I ® (X / X ) “ 1X/ )uF and (cou(cF)} = D0 , so that  
under the nul l  hypothesis H0 , WF in (3 .11)  is exact ly  
dis t r ibu ted  as the non-centra l y? with s degrees of freedom
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and the n o n c e n t r a l i t y  parameter < = y ' ( I  ® Z^X(X^X)“ 1)D0_ 1 ( I ® 
( X ' X ) ~ 1X 'Z )y ,  when Z is  known and Z is  n o n - s t o c h a s t i c  [see 
G i r i  (1977, p .107 - 1 1 3 ) ] .  Since D is p o s i t i u e  d e f i n i t e ,  the 
n o n c e n t r a l i t y  parameter  ^ i s  s t r i c t l y  p o s i t i u e ,  un less X and Z 
are o r th og ona l .  I t  f o l l o w s  th a t  the c e n t r a l  'X 2  s t a t i s t i c  f o r  
t e s t i n g  H0 is  i n u a l i d  and tends to o u e r - r e j e c t  the n u l l  
hypo thes i s ,  H0 . Howeuer, when Z is o r thogona l  to X, the 
n o n c e n t r a l i t y  parameter < becomes zero,  so th a t  the c e n t r a l  'X 2 
t e s t  f o r  t e s t i n g  H0 is u a l i d .
When Z is  s t o c h a s t i c ,  uF a lso has the m u l t i u a r i a t e  normal 
d i s t r i b u t i o n  but  w i t h  E(uF) = ( I  ® p2)y and
E(uFuF' )  = E (u u ' )  + cou(z)  + 2 c o u ( z , u ) ,  ( 3 .14)
where ja2 = E(Z) ,  z = ( I  ® Z)y and E(uu/ ) = { Z  ® I ) .  I t  f o l l o w s  
t h a t  the couar iance m a t r i x  of  eF = R( I ® ( X ' X ) " 1X ' ) u F is not  D 
= {R(£0 ® (X / X ) " 1)R/ ) .  The re fo re ,  the Wald s t a t i s t i c  W°F in 
(3 .11)  cannot be expressed as ( 3 . 1 3 ) ,  and W°F is not  a u a l i d  
* 2 t e s t  of  the n u l l  hypothes is  when Z is s t o c h a s t i c .
When Z i s  unknown, Z 0 in D is  rep laced  by the es t imate  t F 
in ( 3 . 1 1 ) ,  the r e s u l t a n t  D m a t r i x  can be w r i t t e n  as 
0F = {R(£f 8 (X / X ) " 1)R'/ ) and the Wald s t a t i s t i c  as
WF = pF' R ' { R ( £ F ® ( X " X ) " 1)R/ } ‘ 1RpF. (3 .15)
Howeuer, s ince p l im t F *  Z from ( 3 . 8 ) ,  so t h a t  p l im ßF * D, WF 
in (3 .15 )  is no longer  d i s t r i b u t e d  as the no n -ce n t ra l  r 2 in
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e i t h e r  a smal l  sample or a s y m p t o t i c a l l y .  Howeuer, s ince  p l im
t F -  Z is  p o s i t i v e  s e m i - d e f i n i t e  from ( 3 . 8 ) ,  so tha t  ÖF -  D is
a lso  p o s i t i u e  s e m i - d e f i n i t e  and DF" 1 -  D-1 is nega t iue
s e m i - d e f i n i t e , we can expect t ha t  WF < WF° holds
a s y m p o t o t i c a l l y . What is c l e a r  is th a t  the c e n t r a l  X2 t e s t  of
H0 is  i n u a l i d  in f i n i t e s  sample as we l l  as a s y m p t o t i c a l l y ,
when r e l e u a n t  exp lana to ry  u a r i a b le s  are omi t ted .
The d is cus s ion  on the e f f e c t  of  un de rpa rame te r i s a t ion  of  
the model on the power of  the Wald t e s t  can be c a r r i e d  out 
analogously  to t h a t  in the ou erpar a m e te r i s a t ion  case. For 
example, i f  we wish to show th a t  the power of  the Wald t e s t  
w i l l  be not  a f f e c t e d  by the use of  WF, i t  is  s u f f i c i e n t  to 
show t h a t  WF < WT . When Z = Z Q is  known and Z is or thogona l  to 
X, i t  i s  obuious t h a t  WF = WT , s ince pT = pF and X'X = X'MZX. 
The re fo re ,  the exact  'X2 t e s t  is  not  a f f e c t e d  at  a l l  by the 
omission of  r e l e u a n t  exp lana to ry  u a r i a b le s  o r thogona l  to X. 
Howeuer, when Z is  unknown but Z is or thogonal  to X, i t  
f o l l o w s  th a t  WF < WT, s ince 2T -  t F is s t i l l  p o s i t i u e  d e f i n i t e  
from ( 2 . 1 5 ) ,  which imp l ies  th a t  the power of  t e s t  is weakened 
by the exc lus i on  of or thogonal  Z to X. When X and Z are not  
o r th og ona l ,  the comparison of  WF and WT is a lso less 
co n c lu s iu e ,  as in the ouerparameter ised case.
6.4 Monte Car lo S im u la t i on  and Resul ts
To examine the consequences of m i s s p e c i f i c a t i o n  of  demand 
systems on t e s t s  of  hypo thes is ,  we considered the e f f e c t  on 
the t e s t  of  homogenei ty as we l l  as the t e s t  of  both
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homogeneity and symmetry restr ict ions in the context of the 
stat ic  and the dynamic Rotterdam demand system. In the 
simulations below, we examine the performance of the 
asymptotic Wald, LR and LM test sta t ist ics  as well as that of 
the exact X2 test.  When considering homogeneity alone, 
Hotel l ing's generalised T 2 test is also considered. The 
standard algebraic expressions of the LR and LM test 
sta t ist ics  are giuen by
LR = N In ( | £ | / | £ | ) ,
and
LM = X'{R(£ ® (W'M)'1)R'}A,
where X is the Lagrangian mult ipl ier .  When the model is 
correctly specified, the LM and LR test sta t ist ics  are 
asymptotically equiualent to the Wald s ta t is t ic  and also 
aymptot i cally distributed as 'X 2 with s degrees of freedom 
under the null hypothesis (see for detai ls Section 3 .4 .1 ) .
When Z -  S0 is known, the LR and LM stat ist ics  are identical  
to the Wald s ta t is t ic ,  which reduces to N / r £ 0"1(£ -  2) ,  and 
has an exact * 2 distribution with s degrees of freedom under
Hq. For homogeneity restrict ions,  the LM and LR s ta t is t ic s  can
be expressed as function of the Wald s ta t is t ic  [see Bera 
(1982)],  so that they a l l  haue the same power. Howeuer, White 
(1982, p.8) showed that the asymptotic equiualence of the LR 
test to the Wald and LM tests breaks down when the models are 
misspecified.
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The design of the simulation is as follows. Dutch data 
for fiue commodities were obtained from data for 14 sectors 
with 31 obseruations [see, for details in the data, Theil 
(1975, p.264-265)].  The true parameters, pP and ZP, and the 
dependent uariables, VP, in the true model were generated by 
restr icted estimation under the true specification of the 
model, using the actual data. Multiuariate normal random 
numbers UP with zero mean and couariance matrix 2P were 
generated by a random number generator and added to yP to 
obtain the dependent uariable in simulation. To reduce the 
sampling errors in synthetic generation of UP, we tested that 
UP'UP/N is not s igni f icant ly  dif ferent  from £P on each 
repl icat ion,  using the LR test [see T. W. Anderson (1958, 
Chapter 10.8)] with a 5% significance leuel.  Those samples 
which did not satisfy the test were excluded from the 
experiments. To calculate power, the true parameters pP were 
perturbed in the manner of Bera, et o l . (1981, footnote 3),  
and the parameters under the alternatiue hypothesis 
H,: Rp * 0 were thus defined.
The theoretical exact 'X2 c r i t ica l  ualues were used to 
obtain the effect of misspecification on Type I errors.  
Howeuer, as for power, the empirical c r i t ica l  ualues, obtained 
from the computation of Type I errors and shown in the tables,  
were used to obtain the percentage of rejections of H0 under 
Ht . The number of replications is 500.
Our f i r s t  Monte Carlo simulation was to examine the 
ouer-re ject i on problem of the asymptotic 'X2 tests under the
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correct s p e c if i c a t i o n  of the dynamic demand system. If the 
demand system inuolues more expl an a t o r y  uariables, as in the 
dynamic case, there could be a d e t e rioration in the test of 
hyp o th e s i s  due to the resultant loss in degrees of freedom. 
Therefore, one can claim that the test of hypothesis may be 
m i s l e a d i n g l y  biased toward ouer -r e j e c t i o n  r e g a rdless of the 
u alidity of sp e c if i c a t i o n  of the model. This is highly likely, 
p a r t ic u l a r l y  in using the a s y m ptotic * 2 tests when the sample 
is small; as is clearly indicated in the static demand studies 
for larger systems [Laitinen (1978), Meisner (1979), and Bera 
et a/. (1981)]. Table 6.1 confirms the suspicion that the 
a s y m ptotic * 2 tests are biased towards o uer-rejection 
( increasingly with the number of the e xplanatory uariables), 
in spite of the correct s pecification of the model. Howeuer, 
no bias was found in exact tests, such as H otelling's T2 test 
for the h o m o ge n e i t y  r e s t ri c t i o n s  as well as the exact X 2 tests 
when Z is assumed to be known.
In the simu la t i o n s  of the incorrectly o u e r pa r a m e t e r i se d  
model, the original uersion of the R otterdam model is used to 
generate the data, and the following six m i s s pe c i f i e d  models 
were c o n s idered
(F1). R otterdam model with intercept (c).
(F2). R otterdam model with first order lagged independent 
uariables (X_,).
(F3). R otterdam model with second order lagged
[Chapter 6] 374
independent uariables (X_2).
(F4). Rotterdam model uiith f i r s t  order lagged dependent 
uariables ( V . , ) .
(F5). Rotterdam model with both f i r s t  order lagged
dependent and independent uariables (X_, and V_,) .
(F6). Model (F5) with intercepts (c, X_, and V_ , ) .
These models were designed to ascertain the effect of 
incorrect specification of the dynamic structure of the system 
when the true model is stat ic .
To gain an information on the degree of orthogonality 
between uariables (X) in the true model and the uariables 
incorrectly included (or omitted), we computed correction and 
moment matrices between X_, and X_2 and X(giuen in Table 6 .2) .  
X_2 shows less of a tendancy to orthogonalty with X than X. , .
The Monte Carlo simulation results for the aboue six 
ouerparameterised models are summarised in Table 6.3.1 and 
Table 6.3.2 when testing homogeneity and both symmetry and 
homogeneity. The results seem to be fa i r l y  straightforward and 
to confirm the analytical results of Section 2. The inclusion 
of irreleuant explanatory uariables appeared to cause the 
ouer-re ject i on in the asymptotic /X2 test for a l l  cases of the 
Wald, LR and LM tests. Type I error and the empirical c r i t ica l  
ualue steadily increased with the number of incorrectly
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inc luded ex p la na to ry  u a r i a b l e s .  The power of  the t e s t  appeared 
to d i m in i s h  in a l l  cases ( i n c r e a s i n g l y  so, w i t h  the 
o u e rp a ra m e te r i sa t io n  of  the model ) .
Howeuer, compared w i t h  the r e s u l t s  in Table 6.1 and Table 
6 .3 ,  f o r  example, DM1 and F1 as we l l  as DM2 and F2, we can see 
no e f f e c t s  from the m i s s p e c i f i c a t i o n  of the model. The type I 
e r r o r s  of  the ouerparameter ised models were shown to be almost  
i d e n t i c a l  to those ob ta ined when the model was c o r r e c t l y  
s p e c i f i e d .  This  r e s u l t  may imply tha t  the o u e r - r e j e c t i o n  
problem in ouerparameter ised models is a f i n i t e  sample problem 
due to the loss  of  degree of  freedom r a t h e r  than a r e s u l t  of  
the i n c o r r e c t  s p e c i f i c a t i o n  of  the model. Fur thermore,  i t  was 
conf i rmed t ha t  o u e r - r e j e c t i on b ias  d isappears  in the exact  "X2 
t e s t ,  where the t r u e  couar iance m a t r i x  £ P is used, as we l l  as 
in H o t e l l i n g ' s  T 2 s t a t i s t i c  f o r  t e s t i n g  homogenei ty.  Type I 
e r r o r s  of  the exact  * 2 t e s t  and H o t e l l i n g ' s  T 2 s t a t i s t i c  
appeared to be around 5 %, which is the s i g n i f i c a n t  leue l  set  
f o r  the t e s t ,  and thus type I e r r o r s  of  the exact  t e s t s  were 
not a f f e c t e d  by o u e r - s p e c i f i c a t i o n  of  the model.
Comparing models F2 and F3 in Table 6.3,  we can see tha t  
the o r t h o g o n a l t y  of  the i n c o r r e c t l y  inc luded u a r i a b le s  to the 
exp lana to ry  u a r i a b le s  X in the t rue  model do not s i g n i f i c a n t l y  
e f f e c t  type I e r r o r s .  Howeuer, power was d im in ished  more by 
in c lu d in g  X_, than X_2 . Note th a t  X . t is  more or thogonal  to X. 
I n c l u s i o n  of  the i n t e r c e p t  term, which has zero c o r r e l a t i o n  
w i t h  X, does not change the power of t e s t .
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In s im u la t i o n s  f o r  the i n c o r r e c t l y  underparameter ised 
models,  the f i r s t  o rder  d i s t r i b u t e d  lag model of  the Rotterdam 
system w i th  i n t e r c e p t  was taken as the t r ue  model, and the 
f o l l o w i n g  three  m is s p e c i f i e d  models were considered in order  
to a s c e r t a i n  the e f f e c t  of  omission of  re le u an t  e xp la na to ry  
u a r i a b l e s  from the model.
(F1) .  Rotterdam model w i t h  i n t e r c e p t ,  which i n c o r r e c t l y  
omi ts  the f i r s t  o rder  lagged independent u a r i a b l e s  
from the t rue  model .
(F2) .  Rotterdam model w i t h  the f i r s t  o rder  lagged
independent u a r i a b l e s ,  which i n c o r r e c t l y  omi ts  the 
i n t e r c e p t  from the t r ue  model.
(F3) .  S t a t i c  Rotterdam model,  which i n c o r r e c t l y  omi ts
both the f i r s t  o rder  lagged independent u a r i a b l e s  
and the i n t e r c e p t  from the t rue  model.
The m i s s p e c i f i e d  model F2 was designed to t e s t  the e f f e c t  of  
omission of  ex p la na to ry  u a r i a b le s  which are not o r thogona l  to 
X, and the model F1 to examine the e f f e c t  of  omission of 
u a r i a b le s  which are or thogonal  to X.
The r e s u l t s  of  the Monte Car lo s im u la t i o n s  f o r  the e f f e c t  
of  unde rpa rame te r i s a t ion  are summarised in Tables 6.4.1 and 
6 . 4 .2 .  The a n a l y t i c a l  r e s u l t s  o u t l i n e d  in the p reu ious s e c t io n  
tend to be conf i rmed in the s im u la t i o n s .  Omission of 
exp lana to ry  u a r i a b le s  or thogonal  to X does not appear to not
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a f f e c t  type I e r r o r  in the exact  c e n t r a l  X 2 t e s t  and 
H o t e l l i n g ' s  ge ne ra l i sed  T 2  t e s t ,  but  s l i g h t l y  decreases the 
power of  the exact  t e s t s .  Howeuer, omission of e xp la na to ry  
u a r i a b l e s  which are not or thogonal  to X s i g n i f i c a n t l y  
increased type I e r r o r  in the exact  t e s t s  and a lso increased 
the power of  the exact  t e s t s .  Th is  is expected due to the 
n o n c e n t r a l i t y  of  the X d i s t r i b u t i o n  of the t e s t  s t a t i s t i c s .
In the p rec ious  s e c t i o n ,  i t  has been argued t h a t  the 
asympto t i c  X 2 t e s t s  are i n u a l i d ,  s ince the es t imate  of  
couar iance m a t r i x  ob ta ined from the u n d e r - s p e c i f i c e d  model is  
i n c o n s i s t e n t .  Howeuer, the s im u la t i o n  r e s u l t s  w i t h  asympto t i c  
t e s t s  showed s i m i l a r  c h a r a c t e r i s t i c s  to the exact  t e s t s .  Type 
I e r r o r s  and the power of  the asympto t i c  X 2 t e s t s  were 
decreased by the omission of  exp lana to ry  u a r i a b le s  o r thogona l  
to X, but  were increased by the omission of  ex p la na to ry  
u a r i a b le s  which were not or thogonal  to X.
6.5 Concluding Remarks
In summary, we haue shown a n a l y t i c a l l y  tha t  the i n c l u s i o n  
of  i r r e l e u a n t  exp lana to ry  u a r i a b le s  in a demand system does 
not a f f e c t  type I e r r o r  in the exact  as we l l  as the asymp to t i c  
t e s t s  of  demand r e s t r i c t i o n s . Howeuer, from the Monte Car lo 
s im u la t i o n s ,  i t  was shown tha t  o u e r p a r a m e t e r i s a t i o n , whether 
i t  is  c o r r e c t l y  or i n c o r r e c t l y  s p e c i f i e d ,  caused a se r i o u s  
o u e r - r e j e c t i o n  of the demand r e s t r i c t i o n s . The o u e r - r e j e c t i o n  
in ouer -paramete r i sed  models appeared to be due to the f i n i t e  
sample problem caused by the loss  of  degrees of  freedom,
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r a t h e r  than to the e f f e c t  of  m i s s p e c i f i c a t i o n . Howeuer, as 
ment ioned,  the power of  the t e s t s  can d im in is h  due to 
o u e r p a r a m e t e r i s a t i o n .
On the o th er  hand, the omission of re le u an t  exp lana to ry  
u a r i a b l e s  has seuere e f f e c t s  on t e s t s  of  hypo thes is ,  un less 
the omi t ted  u a r i a b l e s  are or thogonal  to the inc luded 
u a r i a b l e s ,  s ince the c e n t r a l  * 2 t e s t s  are i n u a l i d .
Fur thermore,  the asympto t i c  * 2 t e s t  are i n u a l i d  due to the 
in cons i s tency  of  the es t imate  of  the re s i d u a l  couar iance 
m a t r i x ,  (euen when the omi t ted  u a r i a b le s  are or thogonal  to the 
inc luded u a r i a b l e s ) .
In con c lu s io n ,  i t  can be sa id  tha t  un de rpa ram ete r i sa t i on  
is less  d e s i r a b l e  than ou e rparamete r i s a t ion  in terms of  the 
consequences f o r  hypo thes is  t e s t i n g .  Howeuer, in us ing an 
ouerparameter ised model,  we haue to take account of  the smal l  
sample b ias  in the asympto t i c  /X2 t e s t s .  The smal l  sample 
c o r r e c t i o n  of  the asympto t i c  t e s t  s t a t i s t i c  may be the 
a p p ro p r i a t e  t reatment  f o r  t h i s  problem.
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APPENDIX 6.1
Par t  i t i on ft i n t o  8 and F .
When W is giuen as W = [X : Z ] ,  W'W can be w r i t t e n  as
W'W r x ' x  x ' z
Z'X Z'Z
(R1.1)
Then, us i ng the p a r t i t i o n e d  inuerse,  ( W' W) ' 1 can be expressed as
(X'M2X ) ' 1 - ( X ' M 2X ) ' 1X/ Z ( Z ' Z ) ' 1
- ( Z ' Z ) ' 1Z/ X(X'M2X ) ' 1 ( Z ' Z ) ' 1 + ( Z ' Z ) _1Z'X- 1 - 1
xtX 'MzXr ’ X'ZCZ'Z) ' 1
. ( 01 . 2 )
Or, s y mme t r i c a l l y ,  (W'W) ’ can be w r i t t e n  as
r ( X ' X ) ’ ’ + ( X ' X ) _1X'Z
x ( Z / MxZ ) ' 1Z^X(X/ X ) - 1
- ( X ' X ) ' 1X ' Z ( Z ' MxZ ) ~1
- ( Z ' M XZ ) ‘ 1Z/ X(X/ X) ‘  1
(Z 'MXZ) -  1
. ( A1 . 3 )
W'V can be w r i t t e n  as
W'V X'V
Z'V
( 01 . 4 )
Then, us i ng ( 0 1 . 2 ) ,  ( 01 . 3 )  and ( 0 1 . 4 ) ,  we can e a s i l y  see t ha t  
the e s t i ma t o r  B can be w r i t t e n  as
B = (X'MZX ) ' 1X'M2V 
= (X / X ) ' 1X' (Y -  Z f )
and f  as
f  = ( Z ' Z ) ' 1Z ' (Y -  XB),
= ( Z ' M x Z r ’ Z'MxY,
where M2 = I T -  Z ( Z " Z ) - 1 Z" and Mx = I T -  X ( X ' X ) ' 1X ' .
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Proof of
APPENDIX 6.2
(X'M2X)-1 = (X/X)'1+(X^X)'1X /Z(2/Mx2)'1Z'X(X'X)"1 . (A2.1)
Proof: Premultiplying (X'MZX) on both sides of (A2.1), me haue
I = (X/M2X)[(X'X)-1+(X/X)-1X /Z(2'MxZ)-1Z'X(X/X r 1], (A2.2)
so that the proof of (R2.1) is equiualent to that of (R2.2). 
Noui,
(X'M2X)[(X'X)-1+(X/X)‘ 1X'Z(Z'Mx2)-12'X(X'X)-1]
= (X'X - X'Z(Z'Z)_1Z'X)
*[(X'X)'1 + ( X ' X r 1X ' 2 ( Z ' M x Z r 1Z ,X ( X ' X r 1]
= I - X ' P 2X( X ' X ) ’ 1 + X'2 (2 ' M x 2 ) ' 12 ' X ( X ' X ) ' 1 
- X /P 2P x Z ( Z /M x Z ) ' 1Z /X ( X ' X ) ' 1 .
Houjeuer,
X ' P 2P x Z(Z " M x Z ) - 1Z /X ( X ' X ) - 1
= X " P Z (I - M x )Z(Z/M x Z ) ' 1Z /X ( X ^ X ) - 1
= X ' P 2Z ( Z /M x Z ) ' 1Z /X ( X " X ) - 1
- X ' Z ( Z ' Z ) - 1Z /M x Z ( Z /M x 2 ) ' 1Z /X ( X ^ X ) - 1
X''Z(Z-'MxZ)"1Z xX(X/X)"1 - X"Z(Z'Z)_1Z"X(X''X)_1
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= X /2(Z/Mx2)'1Z /X(X^X)'1 - X'P2X(X'X)-1 
Then, (82.2) becomes
I - X'P2X(X'X)-1 + X'2(2/Mx2)"12 /X(X/X)'1 
- X /P 2P xZ(Z/MxZ)-1Z'X(X'X)'1
= I - X'P2X(X'X)*1 + X /Z(Z/MxZ)'12 -'X(X'X)'1 
- [ X /Z(Z'MxZ)‘ 1Z /X(X'X)"1 - X /P 2X(X^X)"1]
=  I .
[ C h a p t e r  6 ] 382
APPENDIX 6 .3
When W = [ X ,  Z ] ,  Mw = I N -  W ( W ' W ) " 1W'  c a n  be w r i t t e n  a s
Mw = Mx -  Mx Z ( Z ' M x Z ) - ’ Z ' M x 
on
Mw = M2 -  M2 X ( X ' M 2 X ) - 1X ' M 2 .
P r o o f :  W r i t e  ( W ' W ) ' 1 as  
( W ' W ) ' 1 = W11
W2 ’
w 12
w 2 2
w h e r e
a n d
W11 = ( X ' M 2 X ) ' 1 i s  k x k ,
W12 = - ( X ' M 2 X ) ' ’ X ' Z ( Z ' Z ) " 1 i s  k x l ,
W21 =  - ( Z ' Z ) ' 1 Z ' X ( X ' M 2 x r 1 i s  l  x k ,
2 =  ( Z ' Z ) ’ 1 + ( Z y Z ) ' 1Z / X ( X / M2 X ) - 1X / Z ( Z / Z ) ’ 1 i s  l * l
T h e n ,  Pw = W( W' W] r v c a n
Ph =  [ X  Z ] w 11 W12
. w 21 W22
= [ X W 1 , +ZW21 XW12
= XW1 1 X / + 2W2 1 X '
X '
1 '
' X '
Z '
= X ( X / M2 X ) ' 1X /  -  P 2 X ( X / M2 X ) * 1X / -  X ( X ' M 2 X ) ' 1X ' P 2 
+ P 2 + P 2 X ( X ' M 2 X ) - 1X , P 2
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= M 2X(X'M2X ) ' 1X' + P 2 - (I - P 2 )X(X'M2X ) - 1X'P2 
= P 2 + M 2X(X'M z X ) ' V  - MzXCX'MzXJ-’X'Pz 
= P 2 + M 2X(X'M2X ) - 1X"M2 .
Therefore, Hw = IN - Pw becomes 
Mw = IN - P«
= IN - P 2 - M ZX(X'MZX ) ‘ 1X'MZ 
= M z - M 2X(X'M2X ) ' 1X'Mz .
If tue write W = [Z, X], then M m can be written as
M„ = M z - M ZX(X'MZX ) - 1X'MZ ,
since in this case, M 11, W 12, W2 1 , and W22 become
W ’1 = (Z'MxZ)'1 is l*i,
U 12 = - ( Z /M xZ ) " 1Z ,X ( X ,X ) ' 1 is lxk,
W21 = -(X'X)-1X-Z(Z',M xZ ) - 1 is k * l , 
and
W22 = (X'X)'1 + (X/X ) ' 1X'Z(Z/M xZ ) ' 1Z /X(X'X)’ 1 is k*k,
respectiuely.
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APPENDIX 6 . 4
Select ion Matr ix for p from IT such that p = C,!!
Consider the case of select ing  uec(B) from uec(TI) when TJ 
is giuen as IT = [B'  r ' ]  for c o e f f i c ie n t  matrices B(kxm) and 
r ( l x m ) .  In general ,  the select ion matrix C, such that p = C ^  
can be defined by
C, -  I m •  [ I k : 0 ] ,  (A4.1)
uihere I m and I k : are the id en t i t y  matrices of order m and k, 
respect iuely and 0 is an kxi zero matr ix.  For example, uuhen k 
= 3, m = 2 and 1 = 2 ,  ß can be selected from uec(n) in such a 
may that ,
[ P n l =
P 1 2
P 1 3
P2 1
P2 2
„P2 3 .
1 0 0 0 0 
0 1 0  0 0 
0 0 1 0  0
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0
1 0 0 0 0 
0 1 0  0 0 
0 0 1 0  0 p2 1 
ß 2 2
P 2 3
y2 1
y 22
In th is  case, Cj is defined by C, = I 2 ® [ I 3 : 0] 
I f  (W'W) - 1  can be par t i t ion ed  as
Pi 1 
P12  
P13
y 11
y 12
(W'W) - 1 r w11
m 2 1
(A4.2)
where W11 is kxk, W12 is kx i ,  W21 is a ixk matr ix,  and W11
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1*1, then
11C, [E ® ( r w ) " 1] C, '  = Z 9 w 
fo r  an mxm matr ix Z, since 
C, [S 8 (H'W) '1] c /
= [ I .  8 ( I k : 0 ) ] [Z 8 (W'W)-1] [ l m 8 ( I k: 0 ) ] '
Z 8 ( I k : 0)(W'W) - 1 I k
O'
Z 8 ( I k : 0) W1’ W12
w21 w22
H k
0'
E 8 [ W11 W12 ] I k
O'
Z 8 W1 1
Thus, i t  can eas i l y  be seen that
C[Z 8 (W'W)-’ ]C' = R[Z e (X'M2X ) * ’ ]R' ,
when ( k ' W ) ' 1 is giuen as (R4.1) and C = RC1( since 
W11 = (X'M2X ) ' 1in (R1.2) in Appendix 6.1 and
CtZ 8 ( W' Wr ’ JC'
= RC, [Z e (W'W)~1]C, 'R '
= R[Z 8 W11]R' = R[Z 8 (X'H2X)‘ 1]R' .
(R4.3)
(R4.4)
Moreover, i f  we premu l t ip ly  C, on the r e s t r i c t e d  est imator  of 
n,  we haue p as
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P = C 1 IT
= C, it -  C, (Z ® (W'W)” 1 )C ' [C(S  ® (W'WJ’ M C ' ] ’ 1^
= p -  Ct (S ® (W'W)“ 1 )Ct / R/ [RC, (S ® (W/ W)"1)C1/ R/ ] “ 1RC1tt
= p -  [2 ® (X 'M zX) "1]R ' [R (S  ® (X^M2X ) ” 1) R ' ] ‘ 1Rp,
which is a lso  the r e s t r i c t e d  e s t im a to r  of  p under the 
r e s t i c t i o n  Rp = 0, when the model is giuen as ( 2 . 2 ) .
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FOOTNOTES:
1. See Rssumption R3 in White (1982, p.3-4) .
2. In summary, it  has been shown that omission of releuant 
uariables results in biased and inconsistent estimates in both 
the OLS and SUR estimations unless the omitted uariables and 
the explanatory uariables of the estimated model are not 
orthogonal. When irreleuant uariables are included, the 
resultant estimation of the model produces unbiased but 
inef f icient estimates of the true model and has higher mean 
sqare errors. The bias of the SUR estimator is larger than the 
bias of the ordinary least square estimator. The SUR 
estimation procedure leads to less ef f ic ient  estimates than 
the ordinary least sqares when the contemporaneous correlation 
in the error terms is caused by misspecification of the model. 
The true eff iciency of these estimates is not reflected in the 
computed standard errors. He also shows that the SUR procedure 
is more sensitiue than the ordinary least squares, when the 
releuant uariables are omitted.
3. Note that
piim{R(£F ® (X'M2X)~1)R ' } ‘ 1 -  {R(£ ® (X'M2X)~1)R ' } " 1 
is the zero matrix under the assumptions (2.3) to (2 .5 ) .
4. The positiue definiteness of R -  B implies that B"1 -  R‘ 1 
is positiue def inite [See Dhryme (1978,p.494)].
TABLES ON COMPTER i
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Table 6.1 Comparison of Type I errors under the True Specifications of Models:
Mode Is :
S ta t ic .  V = XB.
DM1. V = XB + c 
DM2. V = XB + X .jT
DM3: V = XB + X_jT + c, where c is intercept term.
Table 6 .1 .1  Homogeneity and Symmetry
Comparison of Type I errors ( in  $ ).
Mode I W LR LM * 2
S ta tic 26.4 16.2 7.6 4.6
DM1 30.4 19.6 9.0 5.6
DM2 50.2 39.0 26.0 6.6
DM3 57.0 44.0 30.2 6.4
Comparison of Empirical CU C*2 = 18 .31 >.
Model U LR LM * 2
S ta tic 32. 17 25. 15 20.23 17.94
DM1 32.56 26. 15 20.97 18.64
DM2 40.81 30.81 24.36 19. 16
DM3 43.96 32.55 25.64 19. 15
Table 6 .1 .2  Homogeneity  QnIu
Comparison of Type I errors ( in  8 ).
Mode I U LR LM a2 T2
S ta tic 22.0 14.0 8.0 5.2 5.6
DM1 23.4 16.2 10.6 5.4 6.0
DM2 33.4 25.8 17.8 6.4 4.6
DM3 38.6 29.8 21.6 6.4 5.4
Comparison of Empirical CU
Mode I U LR LM a2 T2 j 2 o  t
S ta tic 16.55 13.26 10.79 9.74 13.35 12.80
DM1 17.96 14. 17 11.37 9.71 13.91 12.98
DM2 23.87 17.56 13.29 9.96 14.32 14.67
DM3 27.04 19.28 14.22 10.07 15.32 15. 12
a- j 2o is the theoretical c r i t ic a l value of H ote ll ing 's genera 1ised
T2 d is tr ib u tio n .
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Table 6 .2  In f or ma tion  on Or thoqonaIity be tween Exp I ana tory Oariab I es
Correlation c o e ffic ie n t between X and X_^
x-rs
X’s .39 .55 .40 . 18 . 18 .06
.20 .38 .30 . 19 .33 . 15
.23 .32 .2? .27 .08 .30
.26 .21 .54 .06 .36 .20
.28 .42 .58 .02 .24 .04
. 19 10 . 10 .25 .24 . 16
C orrelation c o e ffic ie n t between X and X_2
X-2 s
-.0 2 .11 .04 .04 -.0 5 .30
.01 .04 . 12 .00 -.0 4 . 19
X’s .23 .23 .20 .22 .06 . 15
.24 . 18 .24 .04 .07 . 12
- .0 3 .07 . 15 .33 - .  10 .24
.50 .34 .46 .29 .52 -.0 1
Ualue of X*X_i
318.86 392.10 379.52 267.18 252.16 16.49
139.40 246.17 266.77 259.13 413.29 16. 12
229.26 288.67 331.63 488.92 143. 16 45.53
389.74 283.94 977.53 170.13 934.42 48.47
396.00 532.61 1002.30 53.33 605.29 9.97
28.76 -9 .36 11.52 59.38 49.20 6 65
Ualue of X‘X_2
-5 .00 84.64 32.61 53.77 -72 . 15 43.86
3.68 26.59 102.13 -1 .70 -47.81 19.59
216.41 207.00 247.82 334.99 100. 15 21.27
350.93 243.06 433.67 110.65 181.68 28.66
-41.98 36.27 255.02 808.00 -250.74 52.34
62.26 36.93 62.32 58.43 105.30 3.51
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Table 6 .3  E ffec t  of Ooerparameterization of the Model 
True Model: V = XB + U
False Models: FI:
F2:
F3:
F4:
F5:
F6:
XB
XB
XB
XB
XB
XB
c + UF, 
x_ , r  + UFJ 
X - z r + U FJ
v . , r  + uF, 
v- , r i + x- ,r2
v - , r ,  + x . , r 2
F 5 
C +
where c is  in te rcep t  term.
Table 6 .3 .1  Homogenei tu and Summetru
Comparison of Type I e r ro r s  ( in  K)
Model 14 LR LM *2
True 26.4 16.2 7.6 4.6
FI 30.4 19.6 9.0 5.6
F2 55.0 40.6 27.2 6.6
F3 55.6 42.8 27.0 3.4
F4 44.8 32.6 20.2 6.0
F5 75.2 63.4 49.4 5.6
F6 79.4 72.0 56.4 3.6
Comparison of Empirical CU's <*2 = 18.31)
Model U LR LM *2
True 32. 17 25. 15 20.23 17.94
FI 32.37 26.11 20.97 18.69
F2 47.86 34.49 26.00 18.77
F3 46.53 33.09 25.41 17.54
F4 39.07 29.36 23.57 19.02
F5 60.35 41.86 36.53 18.77
F6 67.01 43.87 32.41 17.27
Comparison of Powers <in $)
Model 14 LR LM *2
True 49.4 44.4 40.0 67.8
FI 49.0 43.6 39.6 64.0
F2 12.0 11.0 9.6 64.8
F3 21.8 20.0 15.2 78.4
F4 31.2 28.6 21.4 40.8
F5 18.4 15.0 9.6 19.6
F6 17.2 17.0 11.6 27.0
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Table 6 .3 .2  Homogenei tu On Iu
Comparison of Type I errors ( in
Mode 1 W LR LM * 2 T2
True 22.0 14.0 8.0 5.2 5.6
FI 23.4 16.2 10.6 5.4 6.0
F2 38.6 30.0 20.6 5.2 4.6
F3 40.0 30.2 20.6 4.0 3.0
F4 32.2 24.0 14.0 5.0 4.6
F5 54.0 47.2 36.0 5.2 4.0
F6 53.2 51.6 42.0 4.0 4.0
Comparison of Empirical CU's ( * 2 = 9 .49 )
Model 14 LR LM * 2 T2 T2o
True 16.55 13.26 10.79 9.74 13.35 12.80
F 1 17.96 14. 17 11.37 9.71 13.91 12.98
F2 24.72 17.88 13.34 9.50 14.49 15. 12
F3 23.40 17. 16 12.95 8.63 13.72 15. 12
F4 20.35 15.53 12. 12 9.43 13.56 13.95
F5 34.27 22.86 16.00 9.52 15.99 17.09
F6 37. 15 21.17 16.60 8.87 16. 10 18.09
Comparison of Powers ( in  $ ).
Model 14 LR LM * 2 T2
True 65.2 65.2 65.2 73.6 65.2
F 1 61.2 61.2 61.2 71.8 61.2
F2 22.8 22.8 22.8 62.0 22.8
F3 35.2 35.2 35.2 79.0 35.2
F4 48.4 48.4 48.4 60.8 48.4
F5 24.4 24.4 24.4 30.2 24.4
F6 25.0 25.0 25.0 32.0 25.0
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Table 6 .4  Underparameterized Case
True Model: V = XB + X_, T + c + U, where c is intercept term.
False Models: F l: Y = XB + c + UF,
F2: V = XB + X_, r  + UF, 
F3: V = XB + UF.
Table 6 .4 .1  Homogenei tu and Summetru
Comparison of Type I errors ( in  $ ).
Model U LR LM * 2
True 57.0 44.0 30.2 6.4
FI 82.4 70.4 49.4 89.2
F2 48.2 36.4 24.8 6 .8
F3 82.0 68.6 48.8 91.4
Comparison of Empirical cu (a2 = 18.31).
Model U LR LM a2
True 43.96 32.55 25.64 19. 15
F 1 50.24 35.63 27. 10 46.99
F2 39.49 29.53 24. 16 19. 16
F3 47.97 35.30 27.26 49.07
Comparison of Powers ( in  $ ).
Model W LR LM a2
True 16.4 15.0 13.2 59.2
FI 38.8 34.8 31.0 88.0
F2 13.6 15.0 12.2 51.8
F3 42.2 34.8 26.6 82.6
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Table 6 .4 .2  Homogeneitq  On I u
Comparison o f Type I e rro rs  <in %)
Model W LR LM * 2 T2
True 38 .6 29.8 21.6 6 .4 5 .4
F 1 85 .0 76.0 62.2 96.2 45.6
F2 31.6 24 .6 18.0 6 .2 5 .0
F3 83 .0 73.6 61.2 96.0 47.8
Comparison o f Empirical CO
Model U LR LM * 2 T2 T20
True 27.04 19.28 14.22 10.07 15.32 15. 12
F 1 34. 16 22.81 15.97 39. 19 26.29 13. 18
F2 23.43 17.31 13. 15 10.37 14.06 14.67
F3 32. 13 21.84 15.51 39.08 25.71 12.98
Comparison o f Powers <in ft)
Model U LR LM * 2 T2
True 14.0 14.0 14.0 54.0 14.0
FI 49 .8 49.8 49.8 91.8 49.8
F2 13.0 13.0 13.0 45.4 13.0
F3 54.4 54.4 54.4 90.4 54.4
CHAPTER 7
ESTIMATION OF SHORT RUN DEMAND SYSTEMS UNDER 
LONG RUN EQUILIBRIUM CONDITIONS
7.1 In t roduct ion
In th i s  chapter,  we m i l l  consider problems associated 
wi th the est imat ion of the dynamic (short  run) demand system 
under long run equ i l ib r ium condi t ions.  Adopting the dynamic 
d isequ i l ib r ium  hypothesis that equ i l ib r ium is a s i t u a t i o n  in 
the long run rather  than in the short run [ c . f . ,  Sections 5.1 
and 5 .2 ] ,  we assume that consumers are out of equ i l ib r ium in 
the short  run, but behaue so as to achieue equ i l ib r ium in the 
long run. The impl icat ion of th i s  assumption for  the 
est imat ion of dynamic demand system is that the impact (short  
run) responses in the dynamic demand system do not necessar i ly 
s a t i s f y  the equ i l ib r ium cond i t ions.  Howeuer, the long run 
s t ruc tu re  impl ied by the dynamic demand system, (which are 
usual ly  deriued by imposing steady state cond i t ions) ,  is bound 
to s a t i s f y  the equ i l ib r ium condi t ions deriued from u t i l i t y  
maximisation, such as the homogeneity and symmetry 
r e s t r i c t i o n s . Thus, the dynamic demand system to be considered 
in th i s  chapter corresponds to the dynamic d ise q u i l ib r iu m  
model subject  to long run equ i l ib r ium condi t ions [ c . f . ,  
Sections 5.1 and 5.2] .  Consequently, unl ike the dynamic
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e q u i l i b r i u m  demand system [ c . f . ,  Chapter 5 ] ,  the r e s t r i c t i o n s  
imposed on the dynamic demand sytem are not the dynamic 
e q u i l i b r i u m  r e s t r i c t i o n s  imposed on the impact m u l t i p l i e r  
m a t r i x  in the dynamic system, but those needed to ensure t h a t  
the imp l ied long run e q u i l i b r i u m  m u l t i p l i e r s  s a t i s f y  the 
e q u i l i b r i u m  c o n d i t i o n s .
Howeuer, euen when the dynamic demand system is  l i n e a r  in 
c o e f f i c i e n t s ,  e s t im a t io n  sub je c t  to the long run e q u i l i b r i u m  
c o n d i t i o n s  is not  s t r a i g h t f o r w a r d . The d i f f i c u l t i e s  are due to 
the f a c t  th a t  the imp l ied long run response c o e f f i c i e n t s  are 
expressed n o n l i n e a r l y  in terms of  the impact and dynamic 
m u l t i p l i e r s .  In p a r t i c u l a r ,  when the dynamic demand system 
inuo lues lagged dependent u a r i a b l e s ,  the symmetry r e s t r i c t i o n s  
on the long run e q u i l i b r i u m  response m a t r i x  are n o n l i n e a r  
express ions .  The re fo re ,  the e s t im a t io n  of  the r e s t r i c t e d  
dynamic demand system reduces to a n o n l in e a r  e s t im a t i o n  
p rob lem.
Rs an at tempt  to auoid t h i s  no n l in e a r  problem in the 
e s t im a t i o n  of  a dynamic demand system sub jec t  to long run 
e q u i l i b r i u m  c o n d i t i o n s ,  Bewley (1979) and Anderson and 
B lu n d e l l  (1982) proposed a r e p a ra m e te r i s a t io n  of the dynamic 
system which a l lows  the long run c o e f f i c i e n t  m a t r i x  to be 
inc luded as a s t r u c t u r a l  c o e f f i c i e n t  m a t r i x  in the dynamic 
system which enables the e q u i l i b r i u m  m u l t i p l i e r  m a t r i x  to be 
est imated d i r e c t l y . 1 Howeuer, in t h i s  chap te r ,  i t  w i l l  be 
shown th a t  i t  is  po ss ib le  to es t imate  dynamic system su b je c t  
to the long run equil ibrium conditions without
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r e p a r a m e t e r i s a t i o n . Fur thermore,  a maximum l i k e l i h o o d  (ML) 
type e s t im a t i o n  procedure m i l l  be der iued d i r e c t l y  from t r ace  
m in im is a t i o n  sub je c t  to long run e q u i l i b r i u m  r e s t r i c t i o n s  
expressed in terms of  impact and dynamic m u l t i p l i e r s .  Due to 
the n o n l i n e a r  na ture  of  the long run symmetry r e s t r i c t i o n ,  an 
i t e r a t i u e  procedure m i l l  be e x p l o i t e d ,  based on the s o l u t i o n  
of the Lyapunou equat ion [see Sect ion 3 . 6 ] .  The methodology 
in t roduced in t h i s  chapter  is d i f f e r e n t  from Bemley's and 
Rnderson and B l u n d e l l ' s ,  in the sense tha t  me do not need to 
reparamete r i se  the dynamic model in e s t im a t i o n ,  but me 
es t imate  the dynamic demand system d i r e c t l y  sub jec t  to the 
long run e q u i l i b r i u m  c o n d i t i o n s  m i thou t  changing the o r i g i n a l  
form of  the dynamic demand system.
The design of  t h i s  chapter  is as f o l l o m s :  in Sect ion 2, 
me cons ider  ML e s t im a t io n  f o r  the dynamic demand system 
su b jec t  to long run e q u i l i b r i u m  c o n d i t i o n s ,  under tmo s imple 
dynamic s i t u a t i o n s ;  one is  the s t r u c t u r a l  au togress iue  case, 
and the o ther  is  the d i s t r i b u t e d  lag case. In Sect ion 3, the 
a p p l i c a t i o n  of  the e s t im a t i o n  procedure to a s i n g u l a r  system 
m i l l  be cons idered.  In Sect ion 4, the e m p i r i c a l  a p p l i c a t i o n  of 
ML e s t im a t i o n  of  a dynamic demand system under the long run 
e q u i l i b r i u m  c o n d i t i o n  to q u a r t e r l y  Korean data m i l l  be 
examined. F i n a l l y ,  some conc lud ing remarks m i l l  be presented 
in Sect ion 5.
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7.2 The Es t im a t io n  of  Short  Run Demand Systems Subject  to Long 
Run E q u i l i b r i u m  Cond i t ions
We cons ider  a case when demand r e l a t i o n s  at a long run 
e q u i l i b r i u m  are giuen by a system of m l i n e a r  equa t ions ,
V = ZIP, ( 2 . 1 )
where V is  a T x m m a t r i x  of  dependent u a r i a b l e s ,  Z a T x k 
m a t r i x  of  no ns to cha s t i c  exp lana to ry  u a r i a b l e s ,  and IP a k x m 
c o e f f i c i e n t  m a t r i x  of  e q u i l i b r i u m  response w i th  m equat ions  
and T o b s e r u a t i o n s . In a demand system, Z can be p a r t i t i o n e d  
in to  X and W, i . e . ,  Z = [X:W],  where X is a T x m m a t r i x  of  
ex p la na to ry  u a r i a b le s  de f ined  by p r i c e s  and W is a T x (k-m) 
m a t r i x  of  o ther  exp la n to r y  u a r i a b l e s ,  such as the t o t a l  
expend i tu re  u a r i a b l e ,  i n t e r c e p t ,  and seasonal dummies. The 
c o e f f i c i e n t  m a t r i x  II* in ( 2 . 1 )  is conformably p a r t i t i o n e d  as 
I P '  = [ B * ' :  T * '  ] ,  so th a t  ( 2 . 1 )  can be w r i t t e n  as
v = xb* + w r * .  ( 2 . 2 )
The Rotterdam demand system and the almost ideal  demand system 
can be w r i t t e n  in the form of ( 2 . 1 )  or ( 2 . 2 ) ,  and the 
e q u i l i b r i u m  c o n d i t i o n s ,  such as the homogenei ty and symmetry 
r e s t r i c t i o n s  der iued from s t a t i c  demand th e o ry i 2 , are expressed 
in terms of  B* on ly ;  t h a t  i s ,
i / B* = 0
and (2 .3 )
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B* = B * ' ,
r e s p e c t i u e l y . We w i l l  adopt these two r e s t r i c t i o n s  [ i n  ( 2 . 3 ) ]  
as the e q u i l i b r i u m  r e s t r i c t i o n s  imposed on the long run demand 
system ( 2 . 1 )  and ( 2 . 2 ) .
For a giuen long run e q u i l i b r i u m  r e l a t i o n  ( 2 . 1 )  and 
( 2 . 2 ) ,  we cons ider  a case where the dynamic ( s h o r t  run )  demand 
system is  giuen by a s imple au to re gres s i ue  d i s t r i b u t e d  lag 
model
V = Z170 + V_,C + Z _, IT t + U, ( 2 . 4 )
where U is  a T x m d i s tu rbanc e  m a t r i x  w i t h  zero mean and 
couar iance Z,  w h i l e  the s u b s c r i p t  -1 denotes a set  of  f i r s t  
o rder  lagged u a r i a b l e s .  The c o e f f i c i e n t  m a t r i x  IT0 in ( 2 . 4 )  is  
o f t en  termed the impact response;  II, is  the lagged response,  
and C is  the adjustment  m u l t i p l i e r  m a t r i x .  A f t e r  the steady 
s t a t e  c o n d i t i o n s ,  i . e . ,  V = V_, and 2 = 2 ar e imposed, the 
sho r t  run demand system (2 .4 )  reduces to ( 2 . 1 )  or  ( 2 . 2 )  w i t h  
the long run e q u i l i b r i u m  response II* = ( IT0+TT i ) ( I - C ) " 1.
For s i m p l i c i t y ,  we w i l l  d i scuss  two s t r a i g h t f o r w a r d  
cases, which are nested w i t h i n  ( 2 . 4 ) ;  one is when TT1 = 0, and 
the o ther  is when C = 0. In the former case, ( 2 . 4 )  reduces to 
the p a r t i a l  ( s t o c k )  adjustment  model, and in the l a t t e r  case, 
( 2 . 4 )  reduces to a s imple f i n i t e  d i s t r i b u t e d  lag model.  The 
e s t im a t io n  of  ( 2 . 4 )  is the extens ion and combinat ion of  these
two cases.
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When ü t = 0, the dynamic ( s h o r t  run)  demand system ( 2 . 4 )  
can be w r i t t e n  as
V = ZJI0 + V_,C + U (2 .5 )
=  x b  + wr  + V _ , C  + U.
Under the steady s t a t e  c o n d i t i o n  such tha t  V = V_1 = V*, ( 2 . 5 )  
reduces to the long run system (2 .2 )  but w i t h  B* = B( I —C) “ 1,
T*= r ( I —C) “ 1, i f  ( I —C) ” 1 e x i s t s .  The re fo re ,  the the long run 
e q u i l i b r i u m  r e s t r i c t i o n s  in ( 2 . 3 )  can be expressed in terms of 
B and C as f o l l o w s ;
i ' B *  = 0 <=> i ' B ( I - C ) ' 1 = 0 and ( 2 . 6 . 1 )
B* = B* '  o  B( I —C) ~1= ( I - C ' ) " 1B ' .  ( 2 . 6 . 2 )
Howeuer, p o s t m u l t i p i y i n g  ( I - C )  on ( 2 . 6 . 1 )  and ( 2 . 6 . 2 )  and 
p r e m u l t i p l y i n g  ( I - C ' )  on ( 2 . 6 . 2 ) ,  we can express the 
r e s t r i c t i o n s  in ( 2 . 6 . 1 )  and ( 2 . 6 . 2 )  on the shor t  run demand 
system f o r  the long e q u i l i b r i u m  as
i ' B  = 0, f o r  homogenei ty and ( 2 . 7 . 1 )
( I - C ' ) B  = B ' ( I - C ) ,  f o r  symmetry. ( 2 . 7 . 2 )
The r e s t r i c t i o n s  in ( 2 . 7 . 1 )  and ( 2 . 7 . 2 )  are eq u iua len t  to 
( 2 . 6 . 1 )  and ( 2 . 6 . 2 ) ,  r e s p e c t i u e l y ,  and are to be imposed on
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the sh o r t  run demand system (2 .5 )  f o r  i t s  imp l ied long run 
s t r u c t u r e  to be c o n s i s t e n t  ai i th the e q u i l i b r i u m  c o n d i t i o n s .
Howeuer, from ( 2 . 6 . 1 )  and ( 2 . 7 . 1 ) ,  i t  is obuious th a t  i f  
homogenei ty is  s a t i s f i e d  on the sho r t  run e f f e c t ,  B, i t  is  
n e c e s s a r i l y  s a t i s f i e d  on the long run e f f e c t ,
B* = B ( I - C ) " 1. Hence, the e s t im a t io n  of  ( 2 . 5 )  under the sho r t  
run homogenei ty r e s t r i c t i o n  ( 2 . 7 . 1 )  is equ iua len t  to th a t  
under long run homogeniety ( 2 . 6 . 1 ) .  Thus, s ince the long run 
r e s t r i c t i o n s  can be expressed l i n e a r l y  in terms of  B, 
e s t im a t io n  of  the sho r t  run demand system under the long run 
homogenei ty r e s t r i c t i o n s  can be c a r r i e d  out in the con tex t  of  
the l i n e a r l y  r e s t r i c t e d  SUR re g re ss io n ,  and usual  asympto t i c  
* 2- t e s t s ,  such as Wald, LR and LM apply .
Howeuer, e s t im a t io n  of  the sho r t  run demand system ( 2 . 5 )  
under the long run symmetry r e s t r i c t i o n  is not 
s t r a i g h t f o r w a r d . The long run symmetr ic r e s t r i c t i o n  in ( 2 . 6 . 2 )  
or ( 2 . 7 . 2 )  is not l i n e a r  in B and C, so tha t  the e s t im a t i o n  of  
( 2 . 5 )  sub je c t  to long run symmetry becomes a n o n l in e a r  
e s t im a t i o n  problem. To t a c k le  t h i s ,  we cons ider  t r ace  
m in im is a t i o n  of  sub jec t  to the r e s t r i c t i o n  ( 2 . 7 . 2 ) .
The Lagrange f u n c t i o n  to be minimised is
L = trZ~'  U'U + tr G [ ( I - C ' ) B  -  B ' (  1 - 0 ] ,  ( 2 . 8 )
where G is an m x m skew-symmetr ic m a t r i x  of  Lagrage 
m u l t i p l i e r s . 3 S o lu t io n s  f o r  B, T, and C from the f i r s t  o rder  
c o n d i t i o n s  produce the cor responding r e s t r i c t e d  GLS (ML under
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the n o r ma l i t y  assumpt ions)  es t i ma t o r  sub j ec t  to ( 2 . 7 . 2 ) .  Using 
the ma t r i x  d i f f e r e n t i a t i o n ,  the f i r s t  order  c o n d i t i o n s  f o r  the 
m i n i m i s a t i o n  of  ( 2 . 8 )  are obta i ned as
[ - x ' v  + x ' x b  + x ' wP  + x ' v _ , c ] s ~ 1 - ^ ( i  -  c ) ( g -  6 0  = 0 ,  ( 2 . 9 )  
[ - v . / v  + v . / v . , c  + v . 1 / XB + v . / w r ] E " 1 -  %b ( g -  g o  = 0 ,  ( 2 . 1 0 )
[ - w ' v  + w ' wr  + w ' xb  + w ' v . , c ] S ” 1 = 0 ,  ( 2 . 1 1 )
( I  -  COB -  B ' ( I  -  C) = 0, ( 2 . 12 )
and from the skew-symmetry of  G,
6 = - S ' .  ( 2 . 13 )
From ( 2 . 1 1 ) ,  we haue
f  =  ( M ' H ) " 1 W/ [ V  -  XB -  V _ ! C ] , ( 2 . 1 4 )
Using (2 . 13 )  and a f t e r  s u b s t i t u t i o n  of  ( 2 . 14)  i n t o  ( 2 . 9 ) ,  me 
haue
B = (X'MhX ) " 1X'Mm[V -  V_,C]  + (X'MhXJ’ U I  -  C]GS. ( 2 . 15 )  
S u b s t i t u t i n g  (2 . 14)  i n t o  ( 2 . 1 0 ) ,
C =  ( V . / M wV . J - ' V . / M J V  -  X B ]  + ( V . / M w V . J - ' B G S . ( 2 . 16 )
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Note t h a t  equa t ions ( 2 . 1 2 ) ,  (2 .15)  and (2 .16)  are not l i n e a r  in 
the m a t r i x  u a r i a b l e s ,  B, C, and 6. Thus the f i r s t  order  
c o n d i t i o n s  are in the form of a s imul taneous no n l in ea r  m a t r i x  
equat ion system. R n a l y t i c a l  s o l u t i o n  appears imposs ib le,  
t h e r e f o r e ,  we r e l y  on a numer ical  s o l u t i o n ,  which can be 
ob ta ined by i t e r a t i o n  on equat ions ( 2 . 1 2 ) —(2 .1 6 ) .
fi t each i t e r a t i o n ,  l i n e a r i s e d  c o n d i t i o n a l  s o l u t i o n s  are 
c a l c u l a t e d  f o r  giuen ualues of o ther  u a r i a b le s .  For example, i f  
B is regarded as a f i x e d  ua lue,  ( 2 .12)  can be expressed 
l i n e a r l y  in term of C alone and (2 .15)  becomes a l i n e a r  f u c t i o n  
of 6. Hence, s o l u t i o n s  f o r  C and 6 f o r  a giuen B can be 
ob ta ined by l i n e a r i s e d  system of equat ions ( 2 . 1 2 ) ,  (2 .13)  and 
( 2 . 1 5 ) .  Then, a c o n d i t i o n a l  s o l u t i o n  C f o r  giuen B can be 
ob ta ined from ( 2 . 1 6 ) ,  once a s o l u t i o n  G is ob ta ined.  R s o l u t i o n  
Lagrange m u l t i p l i e r  m a t r i x  G f o r  a giuen B can be ob ta ined by 
s o l u i n g  a Lyapunou equa t ion .  That i s ,  so lu i n g  (2 .12)  and (2 .16)  
f o r  a giuen B and ta k in g  account of  ( 2 . 1 3 ) ,  we haue a Lyapunou 
equat ion f o r  G,
R(B)G(B) + G(B) f i (B) '  = F ( B ) , ( 2 . 1?)
where
f l ( B)  = [ B ' ( Y _ / H WY _ , ) - 1B ] - 1£, (2 .18 )
F( B ) =  [ B ' ( Y _ / M mY _ , ) - 1B ] - 1[K -  r ]  
X [ B ' ( Y V M wY . l ) - 1B ] - \ (2 .19)
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and
K = K(ß) = B"[ I - (V_1'MWV_1) " 1V_1'Mw(V-XB)]. (2.20)
Similarly,  for a giuen C and G, a conditional solution 
for B can be obtained using (2.15).  Soluing (2.12) and (2.14),  
we haue a Lyapunou equation for G, for a giuen C,
fi(C)G(C) + G(C)fl(C)/ = F(C), (2.21)
where
fl(C) = [(I - C')(X'MhX)"1(I - C)]-1Z, (2.22)
FCC) =[(I - C')(X'M„X)-1(I -  C)]-1[K - K' ]
x [ ( I -C' )(X/ MWX)~1(I-C)]~1, (2.23)
and
K = K(C) = (Y - V_1C)'MWX(X'MWX)_1(I -  C). (2.24)
Each i terat ion consists of several steps to find these 
conditional solutions,  the steps are as follows:
Step 1. We solue a Lyapunou equation (2.17) for a giuen B 
and obtain G(B).
Step 2. We update C by subst i tut ing G(B) into (2.16) and
/V /V
update T with the new C.
Step 3. We solue a Lyapunou equation (2.21) with 
updated C and obtain G(C).
We update B by subst i tut ing G(C) into (2.15) and 
update f with the new B. Then, we return to Step 1.
Step 4.
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I t e r a t i o n  is con t inued u n t i l  the conuergence c r i t e r i o n  is 
s a t i s f i e d ;  f o r  example, G(B) is  s u f f i c i e n t l y  c lose to 6(C) .
The conuergence of such an i t e r a t i u e  procedure has been prouen 
by Sargan (1964) and Oberhofer  and Kmenta (1974) .  The 
est imated ualues of  B, C and G ob ta ined at  conuergence are the 
ML es t ima tes  which a s y m p t o t i c a l l y  e f f i c i e n t  and c o n s i s t e n t  
under the r e g u l a r  c o n d i t i o n s  [ c . f . ,  Sect ion 3 . 7 ] .
The asympto t i c  couar iance m a t r i x  of  the es t imates  can be 
ob ta ined by t a k in g  the inuerse of  the in fo rmat ion  m a t r i x  0. 
Houieuer, s ince  G is  skew-symmetr ic,  the second d e r i u a t i u e  
m a t r i x  of  the l i k e l i h o o d  f u n c t i o n  w i t h  respect  to uec(G) 
produces a s i n g u l a r  i n fo rm a t io n  m a t r i x .  The re fo re ,  the 
i n fo rm a t io n  m a t r i x  is ob ta ined by p a r t i a l  deua t iues of  ueck(G) 
ins tead of  uec(G).  For d e t a i l e d  d i scuss ion  and d e r i u a t i o n ,  see 
Appendix 7 .1 .  The couar iance mat r i ces  of the es t imates are 
giuen by
cou(ueck(G) ) = {R[2 ® D" ( Q"Q) ” 1D] R' } ~ 1, (2 .2 5 )
and
c o u { u e c ( p ' , c ' , y ' ) }  = Z ® (Q/ Q ) " 1 + [£ ® (Q/ Q)“ 1D]R/
x { R[ E ® 0 ' (Q 'Q) - 1D ] R ' } " 1R[2 ® D ' ( Q ' Q ) ' 1] ,  (2 . 26 )
where p = uec(B) ,  c = uec(C),  y  = uec(T) ,  Q = [ X , V _ , , 2 ] ,
D' = [ ( I  -  C ' ) ,  B^, 0 ] ,  R is an m(m-1)/2 x mm m a t r i x  de f i ne d  as 
R = K(I  -  Pmm) to e l i m i n a t e  the s i n g u l a r i t y  of  the in fo rm a t io n  
m a t r i x  due to the skew-symmetry of  G, and Pmm is a permuted
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i d e n t i t y  m a t r i x  [see a lso f ippendix 3.1 in Chapter 3 . ] .
Howeuer, when the dynamic demand system has a d i s t r i b u t e d  
lag form, the problem is much s im p le r ,  because the 
r e s t r i c t i o n s  f o r  a long run e q u i l i b r i u m  are l i n e a r  on the 
c o e f f i c i e n t  ma t r i ces  of  the dynamic demand system. The dynamic 
demand demand system of the f i n i t e  d i s t r i b u t e d  lag model (when 
C = 0 in ( 2 . 5 ) )  can be w r i t t e n  as
V = ZTI0 + Z_ t IT, + U (2 .2 7 )
= x b0 + wr + x _ , b 1 + w . 1r 1 + u.
Imposing steady s t a t e  c o n d i t i o n s  such as Z = Z_, = Z * , th a t  
i s ,  X = X_, = X* and W = W_, = W*; we haue the long run
e q u i l i b r i u m  response,  II* = TT + n t , and so B* = B0 + Bt and T*
= T + T , .  The r e s t r i c t i o n s  in ( 2 . 3 )  can then be expressed in 
terms of  B and Bt , as f o l l o w s ,
i / B* = 0 <=> i ' ( B 0 + B, )  = 0 ( 2 . 2 8 . 1 )
B* = B* / ^  B0 + Bt = B0 '  + B / .  ( 2 . 2 8 . 2 )
From ( 2 . 2 8 . 1 )  and ( 2 . 2 8 . 2 ) ,  we can see th a t  the long run
homogenei ty and symmetry r e s t r i c t i o n s  imposed on a dynamic 
demand system w i th  d i s t r i b u t e d  lags can be expressed l i n e a r l y  
in terms of  the impact and delayed response c o e f f i c i e n t s .  
The re fo re ,  we can apply the s tandard r e s t r i c t e d  SUR e s t im a t i o n  
procedure to a u e c to r i s e d  uers ion of  ( 2 .27)  to ob ta in
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r e s t r i c t e d  es t imates  of  the c o e f f i c i e n t s .
tt =  Ti + ( E  ® ( Q ' Q ) - 1) R ' [ R ( Z  ® ( Q ' Q ) - 1R ' ] R ^  ,
where n = ( I ® (Q 'Q) " 1Q/ )uec(V) is  an u n r e s t r i c t e d  es t imate  of  
i t ,  and i t s  couar iance m a t r i x  giuen by
( Z  ® ( Q " Q ) - 1 ) - ( Z  ® ( Q " Q ) " 1) R " [ R ( Z  ® ( Q ' Q ) ~ 1) F T ] " 1
x R(E®(Q/ Q ) " 1) .  ( 2 .2 9 )
Since the long run c o e f f i c i e n t  m a t r i x  is s imply  the sum 
of B0 and B, ,  tha t  i s ,  B* = B0 + B, ,  i t s  ua r iance can be 
ob ta ined from the r e l a t i o n ,
u a r ( p i j )  = u a r ( p ! j ) + u a r ( p , j ) + 2 c o u ( p ! j , p | j ) ,  (2 .3 0 )
where p j / s  are the i j ' t h  element of  the cor respond ing B ' s .  
u a r ( ß j j ) ,  u a r ( p i j ) ,  and cou( p j j , ß i j ) can d i r e c t l y  be ob ta ined  
from ( 2 . 2 9 ) .
7.3 The Es t imat i on  of  S in gu la r  Systems
The usual  s o l u t i o n  of  the s i n g u l a r i t y  problem, which is 
to e l i m i n a t e  one equat ion from the system, can be ap p l i e d  
d i r e c t l y  to the dynamic ( d i s t r i b u t e d  lag )  demand system, s ince 
the long run e q u i l i b r i u m  r e s t r i c t i o n s  are l i n e a r .
Howeuer, in the case of  e s t im a t io n  of the au to re g ress iu e
model of the singular system, the application of the results
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of  the p rev ious  sec t i on  is not s t r a i g h t f o r w a r d , because of  the 
n o n l i n e a r  na ture of  the long run symmetry r e s t r i c t i o n s  and the 
ex i s te nce  of  lagged dependent v a r i a b l e s  in the model .  These 
two problems can be solved by r e f o r m u l a t i n g  the reduced 
subsystem in the manner suggested by Breusch (1978) f o r  lagged 
dependent v a r i a b l e s  in the dynamic model. McKenzie (1979) 
showed th a t  under the adding up c o n d i t i o n s ,  the long run 
e q u i l i b r i u m  responses der i ved  from the re fo rm u la te d  ( reduced)  
subsystem are i d e n t i c a l  to the cor respond ing submatr ix  der i ved  
from the f u l l  system. In what f o l l o w s ,  we w i l l  rev iew t h e i r  
r e s u l t s  and then de r i v e  the r e f o r m u l a t i o n  of  the long run 
e q u i l i b r i u m  r e s t r i c t i o n s  f o r  the reduced subsytem.
Now, we cons ider  the f i r s t  order  au to re g re ss i ve  dynamic 
system,
V = XB + + V„,C + U, ( 3 . 1 )
which is a spec ia l  case of  ( 2 . 5 ) ,  where W c o n s i s t s  of  p a lone.  
By the adding up c o n d i t i o n ,  p is u s u a l l y  de f ined  as the sum of 
the dependent v a r i a b l e s  at  each ob se rva t io n ,  i . e . ,
p = V X
where \  = ( 1 , . . , 1 ) '  i s  an m x 1 column vec to r  of  u n i t  
e lements,  f i f t e r  e l i m i n a t i o n  of the l a s t  ( m ' t h )  equa t i on ,  the 
reduced subsystem can be w r i t t e n  as
v *  = X ° B 0 + x " ß ra. + n y *  + v ! , C 0 + y ! , c m. + U° ( 3 . 2 )
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and the e l imimated m ' th  equat ion as
y” = x V m  + + nym + v ! , c . m + y ! , c mm + i T .  (3.3)
The u a r i a b l e  and c o e f f i c i e n t  mat r i ces  in (3 . 1 )  are p a r t i t i o n e d  
conformably as
V = [ V ° : y m] ,  X = [ X ° : x m] ,  U = [ i f i u " ] ,  ( 3 . 4 )
C
D II C
D
0 P.-' , y  = [ y * : y m] ,  and C = c 'o w . m
E
C
D
. Pm m. m^ . m.
The adding up c o n d i t i o n s  on the c o e f f i c i e n t  m a t r i x  imply
P . m = “^o1, Qfid Pmm ~ "ßm .  ^> (3 .5)
y* = 1 -  y ° v , ( 3 . 6 )
C.m= “Co1' ar,d Cmm = “ Cm # X  . ( 3 . 7 )
Homeuer, i f  me s u b s t i t u t e  the adding up c o n d i t i o n  at  the 
lag ,  i . e . ,  y T , = h - i “  V_ , i ,  in ( 3 . 2 ) ,  me can a lso s u b s t i t u t e  
out the lagged ualues of  the e l im in a te d  dependent u a r i a b l e ,  
y " , ,  and the reduce system (3 .2 )  can be m r i t t e n  as
V = X B0 + xmpm>+ py0 + V_, ( C0 -  ^c^, . ) + j j . jCn,. + U . ( 3 . 8 )
[Breusch (1 9 7 8 ) ] .  Then, ( 3 . 8 )  is the model in mhich the
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s i n g u l a r i t y  problem has been remoued and can be used f o r  
e s t i m a t i o n .  Breusch (1978) showed the the e igenualues of 
(C0- i c m>) are i d e n t i c a l  to those of  C w i t h  the except ion of a 
zero e igenualue which is due to the adding up c o n d i t i o n s  on C. 
I t  i s  obuious th a t  es t imates of  a l l  c o e f f i c i e n t s  in the 
o r i g i n a l  m equat ion system can be recouered us ing the adding 
up c o n d i t i o n s  ( 3 . 5 )  -  ( 3 . 7 ) .
The long run e q u i l i b r i u m  responses ob ta ined from the 
reduced subsystem (3 .8 )  are then giuen as
B 0
Pm.
[ I  -  (C0-wCM. ) ] - 1 ( 3 .9 )
and
dHo = ( y 0 + cm. ) [ I  -  (C0- x c m. ) ] - \  (3 .10)
Using p a r t i t i o n e d  m a t r i x  a lgebra ,  McKenzie (1979) showed th a t  
D0 and d 0 are i d e n t i c a l  to the cor respond ing submat r ix  of  the
r
long run e q u i l i b r i u m  responses der iued from the f u l l  m 
equat ion system ( 3 . 1 ) ,
D = B(I  -  c r1 and du = y ( I  -  C ) * \  (3 .11)
r e s p e c t i u e l y . [ D e t a i l s  of  the proof  are sketched in Appendix 
7 . 2 . ]  The long run e f f e c t s  a lso  s a t i s f y  the adding up 
c o n s t r a i n t s  (see Appendix 7 . 3 ) ,
D^  = B ( I - C ) ' \  = 0 and d .  = y ( I  -  C ) ' \  = 1 (3 .12)
r
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The re fo re ,  the long run e f f e c t  f o r  the e l im in a te d  equa t ion can 
be der iued  the subsystem, ( 3 . 8 ) ,  and the add'ng up c o n d i t i o n s ,  
( 3 . 1 2 ) .
Noui, me cons ider  horn the long run e q u i l i b r i u m  r e s t r i c t i o n  
( 2 . 7 . 2 ) ,  ( I - C y )B = B/ ( I - C ) ,  can be re fo rmu la ted  f o r  the 
reduced subsystem ( 3 . 1 3 ) .  From ( 3 . 4 ) ,  ( 3 . 5 )  and ( 3 . 7 ) ,  B and 
( I - C )  can be w r i t t e n  as
CD II CD 0
1 CD 0 <r
> and ( I  -  C) = 0
C
J10
o
1
*—
■t
"0
0
3
1
"C
D
3 Cm. C m X
There fo re ,  the r i g h t  hand s ide of  the r e s t r i c t i o n  ( 2 . 7 . 2 )  can 
be wr i t te n  as
( I - C ' ) B  = I -C » ' -Cm. l Bo -B0v (3 .1 4)
. » ' C o '  ^+Cm _x P-. “ Pm . \
= B0-C0 'B 0- c m/ ß m. ~B0\ + C0 B0t+Cm . p m. -1
. T* C0 B0 + Pm>+Cm ^ p m x C0 B0t  ß m .  ^ . vPm . x .
and the l e f t  hand s ide of  tha t  as
B ' ( I - C )  = B o '  - P . / 1 I - C 0 - C 0 \GQQ_10
O
Q
\1 - C m . 1 + C m . x .
Bo B0 C0 ßm % Cm % B0 C0\ + j3m> . Cm.1,
. ~ v  B0 +v B0 C0+pffl>vcm_ - x  B0 C0 . v C m # x
Equat ing (3 .14)  and ( 3 . 1 5 ) ,  me haue the f o l l o w i n g  fou r
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r e l a t i o n s  f o r  the long run symmetry r e s t r i c t i o n s  ( 2 . 7 . 2 ) ,
B o - C o  B 0 c m, ß m . -  B 0 B 0 C0 p m . cm. (3 .1 6 )
-B0\ + C0/ B0X^ Cm / p m  . *  = B0 ' C 0 X +  p m . /  + Pm . ' Cm . *  ( 3 . 1 7 )
v ' C 0 ' B 0 +pm . + C m . -Upm . = "X '  B 0 '  + X 7 B 0 '  C 0 + pm . * C m . ( 3 . 1 8 )
x B0 B0\ Pm . x Cm.T'Pm.1' ~ x B0 C0V Pm.1, (3 .1 9 )
From ( 3 . 1 6 ) ,  ( 3 .17)  becomes
P«. = - * ' B 0 , (3 .20)
and s u b s t i t u t i n g  (3 .20 )  in to  ( 3 . 1 6 ) ,  (3 .16 )  becomes
[ I - ( C 0- * C m. ) ] ' B 0 = B0y [ I -  (C0-xCm. ) J .  (3 .2 1 )
I t  can e a s i l y  be seen th a t  (3 .18 )  and (3 .19)  are a u t o m a t i c a l l y  
s a t i s f i e d  under (3 .20)  and ( 3 . 2 1 ) ,  and are t h e r e fo r e  
redun da n t .
Thus, we haue two r e s t r i c t i o n s  f o r  long run symmetry, 
( 3 .20)  and ( 3 . 2 1 ) ,  on the reduced m-1 subsystem. The 
r e s t r i c t i o n  (3 .21)  is equ iua len t  to tha t  imposing the symmetry 
on ( 3 . 8 ) .  Howeuer, (3 .20)  is the a d d i t i o n a l  r e s t r i c t i o n  which 
r e f l e c t s  the e l i m i n a t i o n  of the m ' th  equat ion from the system. 
Note th a t  a f t e r  e l i m i n a t i n g  one equa t ion,  the m at r i ces  are no 
longer  square.  Howeuer, we can see tha t  ( 3 .20)  is eq u iu a le n t
[Chapter  7] 413
to the homogenei ty r e s t r i c t i o n  on B. This r e f l e c t s  the 
wel l -known f a c t  tha t  the adding up c o n d i t i o n s  are eq u iu a le n t  
to the homogenei ty r e s t r i c t i o n  under symmetry.
The re fo re ,  the e s t im a t io n  of  the subsystem (3 .8 )  under 
long run symmetry should be c a r r i e d  out sub jec t  to (3 .20)  and 
(3 .2 1)  s im u l t an eo us ly .  Howeuer, s ince the r e s t r i c t i o n s  in 
(3 .20)  are l i n e a r ,  we can s u b s t i t u t e  them out and r e f o rm u la te  
the subsystem. S u b s t i t u t i n g  (3 .20)  i n to  ( 3 . 8 ) ,  the subsystem 
can be w r i t t e n  as
V° = (X ° -  x M B ö + Hyo+ V ! , ( C 0- . c m>  H_ , c m:+ i f  ( 3 .2 2 )
= XB0 + Hy c+ v ! , ( C 0- v c „ . ) +  U*
where X = (X0 -  i s  the reduced X m a t r i x  whose column
uec to rs  are those sub t r ac ted  from the l a s t  column uec to r  of  X. 
Then, the approach p r e c i o u s l y  discussed can be app l ied  to the 
reduced subsystem ( 3 . 2 2 ) ,  r e f e r r i n g  B0 to B, (C0- \ c m.)  to C, 
( y 0 , cm.)  to T , and so on .
7.4 Em pi r i c a l  Resul ts
Using q u a r t e r l y  f i u e  commodity Korean data,  couer ing the 
pe r iod  1965 to 1981 and c o n s i s t i n g  of  the food, housing,  fue l  
and l i g h t ,  c l o t h i n g ,  and misce l laneous s e c to rs ,  we ap p l ied  the 
ML e s t im a t i o n  procedure der iued in Sect ion 2 to the f o l l o w i n g  
fou r  dynamic ( s h o r t  run)  demand systems of  the Rotterdam 
model :
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0(1)  = D i s t r i b u t e d  Lag Model w i t h  f i r s t  order  
lagged independent u a r i a b l e s .
0 ( 1 , 2 )  = D i s t r i b u t e d  Lag Model w i t h  f i r s t  and
second order  lagged independent u a r i a b l e s .
f l (1)  = f i u to reg ress iue  Model w i t h  f i r s t  order  
lagged dependent u a r i a b l e s .
f l (4)  = f i u to reg ress iue  Model w i t h  f o u r t h  order  
lagged dependent u a r i a b l e s .
The choice of  these fou r  dynamic demand system is somewhat 
a r b i t r a r y .  Howeuer, from the r e s u l t s  of  the d i a g n o s t i c  
checking procedures c a r r i e d  out in Chapter 5 [see Table 5 . 1 ] ,  
we haue seen th a t  these fou r  dynamic systems represented 
consumers'  sho r t  run behauiour ,  best  based on the q u a r t e r l y  
data s e r i e s .  Because of  the complex na ture of  the comput ing 
procedure,  the more general  s p e c i f i c a t i o n s  of  dynamic demand 
systems, such as the fiD[ ( 4 ) , ( 1 ) ]  and RD[( 1 , 4 ) , ( 1 ) ]  models, 
cons idered in Chapter 5, were not examined f u r t h e r  here.
The r e s u l t s  of  t e s t i n g  the long run e q u i l i b r i u m  
r e s t r i c t i o n s  are summarised in Table 7.1 toge the r  w i t h  the 
r e s u l t s  of  t e s t i n g  the sho r t  run e q u i l i b r i u m  r e s t r i c t i o n s  on 
the dynamic systems. Test s t a t i s t i c s  f o r  the long run 
homogenei ty r e s t r i c t i o n s  on f i (1)  and f i (4)  models were found to 
be the same, s ince the long and sho r t  run homogenei ty
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r e s t r i c t i o n s  are i d e n t i c a l  in those models. Consequent ly ,  the 
f lR(4) model appeared to r e j e c t  long run homogenei ty,  as i t  d id  
the sh o r t  run r e s t r i c t i o n .  Howeuer, in the d i s t r i b u t e d  lag 
dynamic demand systems, such as the D(1) and D(1 ,2 )  models,  
the homogenei ty r e s t r i c t i o n s  on the imp l ied long run responses 
appeared to be accepted,  w h i l e  the homogenei ty r e s t r i c t i o n s  on 
the ( s h o r t  run)  impact responses were r e j e c t e d .  In a l l  the 
aboue models,  the t e s t  r e s u l t s  of  the long run symmetry 
r e s t r i c t i o n s  were found to be less  s i g n i f i c a n t  tha t  those of  
the sho r t  run symmetry r e s t r i c t i o n s , and were accepted.  
Moreouer,  the t e s t i n g  r e s u l t s  of  the long run demand 
r e s t r i c t i o n s  were a lso less  s i g n i f i c a n t  than the t e s t  r e s u l t s  
on the s t a t i c  system.
Parameter e s t im a t io n  r e s u l t s  of  the aboue fou r  models are 
presented in Tables 7.2,  7 .3,  7 .4 ,  and 7.5,  r e s p e c t i u e l y . Each 
t a b le  c o n s i s t s  of  three sub tab les ,  f o r  the u n r e s t r i c t e d  and 
r e s t r i c t e d  models sub jec t  to the long run homogenei ty and 
symmetry r e s t r i c t i o n s . Impact reponses e x h i b i t e d  by the aboue 
fou r  dynamic models were found to be s i m i l a r  to those ob ta ined 
f o r  the s t a t i c  model. Consequent ly,  we w i l l  not d i scuss  the 
r e s u l t s  on the impact responses.  Howeuer, the imp l ied long run 
responses from the r e s t r i c t e d  models were found to haue 
d i f f e r e n t  phases from the s t a t i c  models.
In a l l  fou r  models, the long run marginal  budget share of 
the food sec to r  was found to be sma l le r  than the s ho r t  run 
impact reponse to income. Howeuer, the long run marginal  
budget shares of  the housing and misce l laneous s ec to rs  were
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i n u a r i a b l y  h i gher  than sho r t  run impact responses.  Thus, the 
food se c to r  was c l a s s i f i e d  as the ne cess i t y  in the long run,  
as the es t imated  long run marginal  budget share was less than 
the auerage budget share;  wh i l e  i t  was c l a s s i f i e d  as a luxury  
in the s t a t i c  and dynamic e q u i l i b r i u m  models. The housing and 
c l o t h i n g  s ec to rs  were a lso c l a s s i f i e d  as l u x u r i e s  in terms of 
long run responses,  as in the s t a t i c  model.
Cons ider ing the long run s u b s t i t u t i o n  e f f e c t ,  a l l  the 
d iagonal  terms of  the S lu tsky  m a t r i x  appeared negat iue in the 
f i (4)  model .  On the o ther  hand, in the 0(1)  and D(1 ,2 )  models, 
the long run own s u b s t i t u t i o n  e f f e c t  of  the fue l  and l i g h t  
se c to r  was found to be p o s i t i u e  and s i g n i f i c a n t ,  wh i l e  in the 
D(1 ,2 )  and R(1) models, the long run own s u b s t i t u t i o n  e f f e c t  
of  the m isce l laneous sec to r  was p o s i t i u e ,  as in the s t a t i c  
model.  In the D(1)  and f l (4)  model,  the food and housing 
se c to rs  appeared to be more own p r i c e  e l a s t i c  in the long run 
than in the sho r t  run.
For long run s u b s t i t u t a b i l i t y  and complementar i t y  
r e l a t i o n s ,  the fue l  and l i g h t  and the misce l laneous sec to rs  
appeared to be long run s u b s t i t u t e s ,  but the o ther  p a i r s  of  
sec to rs  were i n s i g n i f i c a n t .
7.5 Concluding Remarks
In t h i s  chap te r ,  we proposed a maximum l i k e l i h o o d  
procedure f o r  e s t im a t i n g  the dynamic ( s h o r t  run)  demand system 
sub jec t  to the long run e q u i l i b r i u m  r e s t r i c t i o n s  from demand
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theory .  Since the long run symmetry r e s t r i c t i o n s  on the 
au tog ress iue  dynamic demand system are expressed as n o n l i n e a r  
m a t r i x  equa t ions ,  an i t e r a t i u e  e s t im a t i o n  procedure us ing the 
Lyapunou equat ion s o l u t i o n  mas proposed.
In the a p p l i c a t i o n  to q u a r t e r l y  Korean da ta,  the long run 
e q u i l i b r i u m  r e s t r i c t i o n s  appeared to be less compatable w i t h  
data than the sho r t  run dynamic e q u i l i b r i u m  r e s t r i c t i o n s . The 
est imated  long run response were shown to be d i f f e r e n t  from 
the s t a t i c  and the shor t  run e q u i l i b r i u m  demand systems.
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APPENDIX 7.1
D e r iu a t i o n  of  the Couariance Mat r i ces  of  the Est imates us ing 
the I n fo rm a t i o n  M a t r i x .
Since uie assume tha t  U ~ N ( 0 , £ ) ,  the log l i k e l i h o o d  
f u n c t i o n  is giuen by
L ( B , C , r , E )  = - (mT/2 )  In (2 n ) - ( T / 2 )  In |E  - % f r Z - 1i r U  ( f l l . 1 )
Here, me assume th a t  Z i s  knomn. The ML est imates  are 
i d e n t i c a l  to the 6LS es t imates  and are c o n s is t e n t  and 
a s y m p t o t i c a l l y  e f f i c i e n t .  The asympto t i c  couar iance m a t r i x  of  
the r e s t r i c t e d  ML es t imates  sub jec t  to the r e s t r i c t i o n  ( I - C ' ) B  
= B 'CI -C)  can be ob ta ined as 8~1, the inuerse of the 
in fo rm a t io n  m a t r i x  8 mhich is minus exp ec ta t i on  of  the second 
d e r i u a t i u e s  m a t r i x ,  - E [ a 2L / a 8 a 8 ' ] ,  of
L = - ( 1 / 2 )  tr £ - 1U'U + tr  G [ ( I - C ' ) B  -  B ' ( I - C ) ] ,  (R1.2)
mi th  respec t  to 8, mhere 8 is giuen as 8 '  = [ u e c ( B ) ' , ue c (C ) / , 
u e c ( D ' , uec (G) ' ] .  The s o l u t i o n  to the max imisat ion of (R1.2)  
is obu iou s ly  i d e n t i c a l  to the r e s t r i c t e d  one der iued from the 
m in im is a t i o n  of  ( 2 . 8 ) .  V e c t o r i s i n g  the u a r i a b l e  m at r i ce s ,  p = 
uec(B) ,  c = uec(C),  y = u e c ( D ,  and g = uec(G),  the f i r s t  
d e r i u a t i u e s  of  L mi th respect  to p, c, y,  and g, are giuen by
aL /a p  = uecCX'VS'1) -  ( E " 1®X/ X)p -  (E‘ 1®X/ W)y 
-  (E~1®X'V_ j ) c  + u e c [ ( I —C)(G^—6 ) ] , ( f l l .3)
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aL / ac = uec(V_, / VZ"1) -  (E~1®V_, ' V. , )c -  ( S ' 1«V. , 'X)ß
-  ( E ' 1®V./W)y + uec[B(G'-G) ],  (R1 .4)
aL/ay = uec(W/ VZ-1) -  ( E ' 1®W'W)y -  (E‘ 1® W'X)p
-  (E’ 1«W'V_t )c,  (fl1.5)
aL/ag = uec[B'  -  B/ C -  B - C'B], ( fl 1 .6)
I t  is easy to proue that  E[aL/ap] = 0, E[aL/ac] = 0,E[aL/ay] = 
0, and E[aL/ag] = 0 at  the point  ( ß , c , y , g )  = ( ß , c , y , g ) ,  s ince 
E(G) = 0 under the r e s t r i c t i o n s  ( I -C' )B=B' ( I -C) . Using a 
permuted ident i ty  matrix Pm m _ such tha t ,  uec(FT )=Pm„uec(R) for 
an m x m matrix fl [MacRae (1974)],  we can uirite the terms 
uec[ ( I -C)(G' -G)] in (f l l .3) ,  uec[B(G'-G)] in (R1.4),  and
(R1.6),  r e spec t ive ly ,
vec[( I -C)(G' -G)]  = - [ I  « ( I - C) ] ( I - P mJ g ,  or,  (R1.7)
= - U - P . « ) g  + (G' « I -  G « I )c .  (fil .8) 
vec[B(G'-G) ] = -  [I e B] ( I —Pmm) g , or,  ( f i l .9)
= (G ® I -  G' ®I ) p .  (fil .10)
uec[B' -B'c-B-c 'B]  = P „ ß - ß - P „ ( I «C ' ) ß+ ( I ®C' )ß ,  (R1.11)
= Pmolß-ß-(I®B')c+Pmm(I®B')c. ( f l l . 1 2 )
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Using (R1.7) -  ( R1.12), me haue the second p a r t i a l  der iuat iues 
of L wi th respect to p, c, y,
32L/3p3p'= - ( E ' 1 ® X'X),
a2L/acap'= ~(E"1 ® V_, 'X) - (G '  ® I-G ® I ) ,
32L/ayap'  = - ( S ' 1 ® H'X),
a2L/agap'= -  ( I  -  P „ J [ I  ® ( I - C ' ) ] ,
a2L/3p3c/ = - (E ‘ 1 ® X'V_,) -  (G ® I -G'  ® I ) ,
32L/acac'= - ( E ‘ 1 « V . / V . , ) ,
a2L/ay3c'= ~(E"1 « M'V_, ) ,
a2L/agac'= - ( I - P mJ ( I  « B ' ) ,
a2L/ap3y'= - ( S ' 1 « X'W),
32L/ac3y'= - ( S ' 1 ® V_,'W),
32L/3yay'= - (E ‘ 1 ® W'W),
32L/agay'= 0,
a2L/apag'= - [ I  ® ( I - C ) ] ( I - P „ ) ,
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a2L /a cag '=  - ( I  ® B ) ( I - P mm),
a2L /aya g / = 0, and a2L /agag'= 0.
Since E( G) = 0 under the r e s t r i c t i o n s , the in fo rmat ion  m a t r i x  
a = - E [ a 2L /a8a8/ ] c a l c u l a t e d  at  the p o in t  ( p , c , y , g )  = 
( p , c , y , g )  becomes
E " 1®X'X E " 1«X 'V_ , E - ’ sX^W [ I ® ( I - C ) ] ( I - P ram)'
E ' 1®V_, 'X E ' 1® V . / V . , E" '®V_, ' U ( I ® B ) ( I - P „ )
E ' 1®W'X E ' 1«W'V-1 E_1®W'W 0
( I - P . . )
x [ I ® ( I - C ' ) ]
a - p „ ) ( i ® B ' ) 0 0
L e t t i n g  Q = [ X , V _ , , Z ] ,  D' = [ ( I - C ' ) ,  B ' , 0 ] ,  uie can w r i t e  a as
a ( p , c , y , g ) ’ 1® Q'Q ( I  e D ) ( I - P mmy
. ( I - P — ) ( I  •  O' )  0
Howeuer, s ince ( I - P mm) is s i n g u l a r ,  t h i s  in fo rm a t io n  m a t r i x  a 
is  a l so  s i n g u l a r .  There fo re ,  a ' 1 cannot e x i s t  and s o l u t i o n  may 
be u ia  the g - i nu e rse  approach. Howeuer, t h i s  s i n g u l a r i t y  is 
caused by the skew-symmetry of  0, th a t  i s ,  G = -G/ . The 
diagonal  elements of G are zero and i t s  upper t r i a n g u l a r  
elements equal minus the lower t r i a n g u l a r  elements.  There are 
on ly  m(m-1)/2 independent elements among mm elements in G. fis 
d i scussed in Sec t ion 2 .6 ,  t h i s  problem can be t r e a te d  by t a k i n g  
the ueck op era to r  on G r a t h e r  tha t  the uec o p e ra to r .  D e f i n i n g  K
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as a m(m-1)/2 x mm m a t r i x  such th a t  ueck(f l )  = Kuec(R) f o r  a m 
m skew symmetr ic m a t r i x  fl, we can s e l e c t  the lower d iagonal  
terms of  6 such tha t  X = ueck(G) = Kuec(G). Submatr ices 
co r respond ing to ( I®D)( I - P mm) and ( I —Pmm) ( I ® D) in &(p,c ,  
become, r e p e c t i u e l y ,
[ I  ® D K I - P . J K '  and K( I - P mm) [ I ® D/ ] .
L e t t i n g  R = K( I —Pmm),  the i n fo rm a t io n  m a t r i x  f o r  p, c, y, and 
X, 80( p , c , y , X )  can be w r i t t e n  as,
80( p , c , y , X ) ' S ' 1® Q'Q ( I  ® D)R' l  , 
. R( I ® O' )  0
in which the s i n g u l a r i t y  of  8 ( p , c , y , g )  is remoued and the 
inuerse of  80 ( p , c , y , X )  p rou ide the asymptot ic  couar iance 
m a t r i x  of  p , c , y , and X .
W r i t i n g  80 and using the inuerse of  a
p a r t i t i o n e d  m a t r i x ,  we haue
cou(A) = fl22 = [R( I  ® D ' ) ( E  ® ( Q ' Q ) ' 1) ( I  ® D ) R ' ] ' 1 
= [R(E ® D ' ( Q ' Q ) - 1 D ) R ' ] * 1
c o u [ ( p '  ,c' ,y' )' ] = R’ 1
= EeCQ'Q) '1 + (Z ®(QxQ ) ' 1) ( l 8 0 ) R / [R(E®D/ (Q/ Q ) - 1D ) R ' ] ' 1
X
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* R(I«D')[E ® (Q'Q)" 1 ]
= Z ® (Q ' Q ) * 1 + (S 8 (Q'Q)_1D)R'[R(E ® D ' ( Q ' Q ) * 1D ) R ' r 1 
x R[S® D'( Q'Q)* 1].
Q.E.D.
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APPENDIX 7 . 2
Using a parti tioned matrix, write the inuerse of (I -  C)
as E,
(I -  C)-1 = E = [ E11 E12 1 ,
E21 E22 .
Then, the submatrices of E can be written as
( R2.1)
E11 = (I-C0) - ’ (I-C0vE22c„ . ( I - C J - 1) (A2.2)
E12 = - ( I - C J - ’C^E22 (R2.3)
E21 = E22cm.(I-C0) ' 1 (02.4)
E22 = ip"1 = {1+ c„.* +cm# ( I- C0)" 1C01.} (02.5)
Since (I-C)v=v implies ( I - C ) " \ = \  [ ( see  Appendix 7.3) ,  we haue 
the relat ions
E12 = ( I-E11K and E22 = 1 -  E2 \ .  (R2.6)
Since <p i s a scalar,  from (A2.5) and (A2.6),  <p can be obtained 
as
Ip = 1 + cm _ ( I “C0 ) ~ 1 x . (02.7)
Write 0 = B(I-C)"1, the tong run ef fect  of X, as
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D = ' □ , , D , 2 • (A2.8)
. ^2 1 ^22.
Sine B ( I - C ) " 1 = ' Bo r*0
CQ1 I f  E11 E121 (R2.9)
P-. "Pm . kJ l  E21 E 22
= B0E11-B0vE2 1 B0E12-B0^E22
. Pm. E11 - ß m.^E21 ßm. E12 -Pm.vE22 .
Dt1 and D2 i , in which we are on ly  i n t e r e s t e d ,  can be w r i t t e n  
as,
0 , ,  = B0 ( E11-  vE21) and 02) = ß „ . ( E 11 -  vE21) .  (A2.10)
Houteuer, (E11 -  vE21) can be w r i t t e n  as 
(E 11 -  vE21) = ( I - C J ' 1 -  [ ( I - C 0 ) - 1C0 + I ] v (p -1c „ . ( I - C 0 ) - 1
= ( I - C J - 1-  ( I - C 0 ) ~ 1vip~1cm. ( I -C J ~ 1, ( f l2.11)
s i nee
( I - C J - 1C0+I
= ( I - C 0 ) - 1C0- ( I - C 0 ) - 1+ ( I - C 0 ) - 1+I
= - a - c j - ’ u - c j + u - c j - ’ +i
= - I  + ( I - C 0 ) -  1 + I = ( I - C J - 1.
[Chapter 7] 426
Then, using Proposit ion 33, p.459 in Dhrymes 
see that (R2.11) becomes
(E 11 -  xE21) = [ I  -  (C0 + v ^ 1cm. ) ] - 1,
implying that
Dm  = B0 [ I -  (C0 + v(p“ 1cm. ) ] ' 1. 
and
0 2 | = ß » . [ I  -  (Co +
The long run e f fe c t  of p can then be wr i t ten
d = [yo--yJ E11 E12l = [ y 0E1
. E21 E22
= (y 0(E11-vE21)
w(VILxJI
(VI
r~L
U0
We are also interested in d, = y0(E
uir i t ten as
(1978) ,  we can
( A 2 . 1 2 )
( R 2 .13)
(A2.14)
as
E12+ymE22 ]
) ,  which can be
di = y0H  -  (C0 + vip'1c „ . ) ] ' 1. (R2.15)
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APPENDIX 7
Ct = 0  ^ ( I  -  C) x = x 
$( i  -  c ) - i d  -  O x  = ( i
^ ( I — C) 1 x = x . 
Therefore,
y ( I  -  C ) - \
and
B( I -  C ) " \
.3
- C ) " \
=  y v  =  1 
= Bx = 0.
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Footnotes:
1. The r e p a ra m e te r i s a t i o n  of  a dynamic system f o r  d i r e c t  
e s t im a t i o n  of  the long run responses was achieued by Bewley 
(1979) in the con tex t  of  the p o r t f o l i o  model w i th  a general  
p a r t i a l  s tock adjustment  model and a general  l i n e a r  dynamic 
system, fi s i m i l a r  approach was app l ied  to a general  dynamic 
s p e c i f i c a t i o n  of  a s i n g u l a r  equat ion system by Anderson and 
B l u n d e l l .  One of  the main p o in t s  in such an approach is the 
o b s e r u a t i o n a l l y  equ iua len t  r e p a ra m e te r i s a t io n  of the general  
dynamic model to achieue d i r e c t  e s t im a t io n  of  the e q u i l i b r i u m  
response.  The aduantage of  the rep a ra m e te r i s a t io n  approach is 
tha t  the long run e q u i l i b r i u m  r e s t r i c t i o n s  can be d i r e c t l y  
and l i n e a r l y  imposed on the c o e f f i c i e n t  m a t r i x  f o r  subsequent 
e s t i m a t i o n .
2. We assume th a t  the long run e q u i l i b r i u m  s i t u a t i o n  can be 
descr ibed by the s t a t i c  demand theory [ P h l i p s  (1974, p .180) 
and Anderson and B lu nd e l l  (1983, 1984) ] .
3. See Footnote 17 in Chapter 3.
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Table ?.1
Comparison of Tests of the Short Run (SR) and Long Run (LR) Demand R estrictions
Homogeneity  Only
Model
Test S ta t is t ic
Wald LR LM T2 <58 CU)
S ta tic 8.807 8.244 7.727 7.409 (10.842)
RDflM-SD-D<1> SR 16.540 14.687 13.101 12.340 (11.039)
LR 7.002 6.640 6.302 5.224 (11.039)
RDfiM-SD-D(1 ,2 ) SR 16.855 14.936 13.298 10.969 (11 .303)
LR 2.088 2.054 2.021 1.359 (11.303)
RDflM-SD-fl< 1) SR 15.561 13.906 12.479 11.856 (11.003)
LR — 13.906 — —
RDRM-SD-fl<4) SR 8.214 7.721 7.267 6.259 (11.003)
LR — 7.721 — —
Asymptotic CU 1(58): *24 = 9.492.
Symmetry Only
Test S ta t is t ic
Model
Wald LR LM
S ta tic 9.087 8.726 8.383
RDAM-SD-D< 1 ) SR 10.671 10.273 9.898
LR 7.975 7.691 7.422
RDAM-SD-D<1,2) SR 10.036 9.702 9.383
LR 6.496 6.281 6.076
RDAM-SD-A< 1) SR 6.208 5.990 5.733
LR — 4.635 —
RDRM-SD-A(4 ) SR 3.206 7.881 7.575
LR — 5.804 —
Rsymptotic CU (58 ): = 12.596.
[ Chapt er  7] 1-3 1
Table 7.1 (continued)
Homogeneity and Symmetry
Model
Test S ta t is t ic
Wald LR LM
S ta tic 18.396 16.969 15.693
RDfiM-SD-D(1) SR 28.261 24.960 22.212
LR 15.284 14.331 13.453
RDRM-SD-D(1,2) SR 27.441 24.638 22.243
LR 8.613 8.335 8.068
RDflM-SD-H(1 ) SR 22.056 19.896 18.030
LR — 18,541 —
RDfiM-SD-fl<4) SR 16.509 15.602 14.763
LR — 13.525 —
Asymptotic CU (51?): *2 10 = 18.311.
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Table 7 .2  
RDRM-SD-D<1) Model
Table 7 .2 .1  Unrestricted RDRM-SD-D<1) Model
d ftiF f dfnF2 d/nFS dfnF4 d!nF5 dtl
1 -.07020
< 0724 )
-.06449  
<.1535)
.06109
<.0534)
.51234
<.1574)
.20909
<.1073)
.43231 
<.0578)
2 .01320
<.0309)
-.20823
<.0655)
.04577 
<.0228)
.03745
< 0672 )
.03005 
<.0458)
.09990
<.0247)
3 .06142 
<.0216)
.08119
<0 45 8 )
-.04986  
<0 15 9 )
.01732
<.0470)
-.10002  
< 0320 )
.03365 
<.0172)
4 .03807
<.0389)
-.02676
<.0826)
-.01295  
<.0287 )
-.17528  
<.0847 )
-.03475  
<.0577)
.13852 
<.0311)
5 -.04249
<.0597)
.21329
<.1266)
-.04406  
<.0440 )
-.39183
<.1298)
-.10437  
<.0885)
.29562
<.0476)
d f / iF f - f d //jF 2 . f d/nFSL / dhtF4_ / d/tiFS. f dd- f
1 -.09250  
<.0740)
.06752
<.1596)
. 12050 
<.0565)
-.53632  
<.1662)
-.04990
<.1135)
-.09776
<.0536)
2 .09418
<.0316)
-.04571
<.0682)
.01523
<.0241)
-.00394  
<.0710)
-.04476  
<.0484)
.09775
<.0229)
3 -.01616
<.0221)
-.03397
<.0477)
.04115
<.0169)
.03036
<.0496)
.04162
<.0339)
-.01257
<.0160)
4 -.08309  
<.0398)
.14125 
<.0859)
-.03067  
<.0304 )
-.01292
<.0894)
.07451
<.0610)
-.01003
<.0289)
5 .09757
<.0610)
-.12903  
<.1316)
-.14621  
<.0466)
.52282
<.1370)
-.02147
<.0936)
.02260
<.0442)
Dl d2 d3 04 R2 DU DU4
1 -.06105
<.0090)
-.00275  
<.0070)
.01071
<.0069)
.02686 
<.0080)
.9452 2.328 1.051
2 -.00314
<.0038)
.02245 
<.0030)
-.00349
<.0029)
-.01606  
<.0034)
.6969 2.512 1.872
3 .00106
<.0027)
-.01582  
<.0021)
-.00779  
<.0021)
.01488
<.0024)
.8899 2.436 1.555
4 .01080
<.0048)
.00609
<.0038)
-.00908
<.0037)
.01214
<.0043)
.7105 2.690 1. 153
5 .05233
<.0074)
-.00997  
<.0058)
.00965 
<.0057)
-.03782
<.0066)
.8242 2.574 1.266
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Table 7 .2 .2  Long Run Homogeneity Restricted RDRM-SD-D(1) Model
dftiFI d/tiP2 d//iP2 dirP4 d/rd'J dft
1 -.08594
(.0710)
- .  10868 
( .1483)
.07448 
( .0520)
.48244 
( .1552)
.20861
(.1073)
.43234 
(.0578 )
2 .01988
(.0303)
- .  18945 
(.0633)
.04008 
(.0222)
.05015
(.0662 )
.03026
(.0458)
.09989
(.0247 )
3 .05411
(.0212)
.06064 
( .0443)
-.04364
(.0155)
.00342
(.0463)
-.10025  
( .0320)
.03366
(.0172 )
4 .05035 
( .0382)
.00772
(.0798)
-.02340
(.0280)
-.15196  
( .0835)
-.03438
(.0577)
.13850 
( .0311 )
5 -.03840  
( .0585)
.22978
(.1223)
-.04754
(.0429)
-.38406
(.1279 )
- .  10424 
( .0885)
.29561
(.0476 )
dfnFf.f dfr>F2- } dfriP4- / dft}F5- f dtl-j
1 -.11178
(.0720)
.02647
(.1554)
. 13018 
(.0559)
-.56140
(.1647)
-.05439
(.1134)
-.09610
(.0536)
2 .10237 
( .0307)
-.02827
(.0663)
.01111 
(.0239)
.00672
(.0703)
-.04286  
( .0484)
.09705 
( .0229 )
3 -.02513
(.0215)
-.05305
(.0464)
.04565
(.0167)
.01870
(.0492)
.03953 
( .0339)
-.01180
(.0160)
4 -.06804
(.0387)
.17326 
(.0836)
-.03822
(.0301)
.00665
(.0886)
.07801 
( .0610 )
-.01132
(.0288 )
5 .10258 
( .0593)
-.11842
(.1281)
-.14873  
(.0461)
.52933
(.1358)
-.02030
(.0935)
.02217
(.0442 )
D1 d2 °3 04 R2 DU DU4
1 -.05614
(.0078 )
.00273
(.0050)
.01555 
(.0054)
.03123
(.0070)
.9442 2.348 1.012
2 -.00522
(.0033)
.02012
(.0022)
-.00555
(.0023)
-.01791
(.0030)
.6909 2.484 1.824
3 .00335 
( .0023)
-.01328
(.0015)
-.00554  
(.0016)
.01691
(.0021)
.8846 2.352 1.571
4 .00697 
( .0042)
.00182
(.0027)
-.01285  
(.0029)
.00873
(.0038)
. 6985 2.666 1.181
5 .05105 
(.0064 )
-.01139  
(.0042)
.00840 
(.0044)
-.03896
(.0058)
.8239 2.581 1.254
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Table 7 .2 .2  (continued)
Long Run E ffect Derived from Long Run Homogeneity Restricted D<1) Model.
P1 P2 P3 P4 P5
1 - .  19773 
( .0953)
-.08221 
( .1808)
.20467 
( .0677)
-.07396
(.1729 )
. 15423 
(.1426)
.33624 
(.0750)
2 . 12226 
( .0407)
-.21773
(.0772)
.05120
(.0289)
.05687
(.0738)
-.01260  
(.0609 )
. 19694 
(.0320)
0 .02898
(.0285)
.00760
(.0540)
.00201
(.0202)
.02212
(.0516)
-.06071
(.0426)
.02136
(.0224)
4 -.01770
(.0513)
. 18098 
( .0973)
-.06161
(.0364)
-.14530  
(.0930 )
.04363 
(.0767)
. 12718 
( .0403)
5 .06418
(.0785)
.11136
(.1491)
-.19627  
(.0558)
.14527 
( .1426)
-.12454  
( .1176)
.31778
(.0619)
Table 7 .2 .3  Long Run Homogeneity and Symmetry Restricted RDRM-SD--D (1) Model
dfnFf dit}F2 ddiPS ddjPJ dftiP5 dd
1 -.11097
(.0724)
-.03866
(.1295)
.00666
(.0453)
.50022 
( .  1420)
. 17041 
( .0938)
.40747
(.0573)
2 .01227
(.0301)
-.20764
(.0626)
.04100
(.0215)
.06557
(.0643)
.03884
(.0443)
. 10341 
( .0249)
3 .06840 
( .0210)
.08125 
(.0395 )
-.03859
(.0153)
-.02037
(.0433)
-.11119
(.0298)
.03065
(.0171)
4 .04673 
( .0330)
-.02986
(.0734)
-.00779
(.0264)
-.13770  
( .0820)
-.01464
(.0560 )
.14335 
( .0309)
5 -.01643
(.0593)
.19491 
( .1064)
-.00128
(.0382)
-.40772
(.1167)
-.08343
(.0853)
.31012
(.0465)
d d jP f- f d//}P2- f dfnPS- f d ffiF 4 -1 dtf}P5- f d d .f
1 - .  15308 
( .0723)
. 14623 
(.1290)
.05156
(.0461)
-.52095
(.1442)
-.05142
(.0969)
- .  14025 
( .0529)
2 .09529
(.0304)
-.05109  
(.0652)
.01013 
(.0226)
.02424
(.0671)
-.02861
(.0464)
.09810
(.0230)
3 -.01018
(.0213)
-.03013
(.0403)
.05439
(.0169)
-.00992
(.0448)
.01634
(.0311)
-.00930
(.0162)
4 -.06746  
( .0384)
.11967 
(.0749)
-.02250
(.0282)
.01793
(.0877)
.09562 
( .0567)
-.00033  
( .0288)
5 .13542 
( .0591)
-.18468  
( .1070)
-.09357
(.0394)
.48870 
( .1199)
-.03193
(.0889)
.05173
(.0430)
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Table 7 .2 .3  (con tinued)
D1 d2 °3 d4 R2 DM DU4
1 -.05094 .00363 .01691 .03592 .9395 2.297 .943
(.0079) (.0053) (.0056) (.0069)
2 -.00507 .02017 -.00565 -.01815 .6889 2.473 1.826
(.0034) (.0022) (.0023) (.0030)
3 .00262 -.01342 -.00551 .01682 .8810 2.309 1.631
(.0024) (.0016) (.0017) (.0021)
4 .00602 .00167 -.01328 .00741 .6915 2.691 1.166
(.0043) (.0023) (.0030) (.0037)
5 .04738 -.01205 .00752 -.04200 .8137 2.516 1.194
(.0064) (.0043) (.0045) (.0056)
Long Run E ffec t Derived from Long Run Symmetry R es tr ic te d  0 (1 ) Model
P1 F52 P3 P4 P5
1 -.26405 .10757 .05822 -.02073 .11899 .26723
(.09191) (.0392) (.0264) (.0484) (.0766) (.0697)
2 .10757 -.25873 .05112 .08981 .01024 .20151
(.0392) (.0723) (.0251) (.0610) (.0545) (.0323)
3 .05822 .05112 .01579 -.03029 -.09485 .02135
(.0264) (.0251) (.0198) (.0286) (.0313) (.0215)
4 -.02073 .08981 -.03029 -.11977 .03098 .14802
(.0484) (.0610) (.0236) (.0804) (.0635) (.0387)
5 .11899 .01024 -.09485 .08098 -.11536 .36190
(.0766) (.0545) (.0319) (.0635) (.1019) (.0570)
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Table 7 .3  
RDRM-SD-D<1,2)
Table 7 .3 .1  Unres t r i c  ted RÜAM-SD-D <1f 2 > Mode I
d fn P f dfnP2 dfnP3 dfnP4 d!nP5 d tl
1 -.07260 
<.0729)
.04354 
<.1647)
.02249 
<.0596)
.38968 
<.1667)
.25130
<.1063)
.42061
<.0563)
2 r-o -*■
CO CO 
O
 C -J
o
 oN-'*
-.22545
<.0643)
.06053
< 0 23 3 )
-.00033
<.0651)
.00207
<.0417)
.11613
<.0220)
3 .04959 
(.0211 )
.02955
<.0478)
-.02803
<.0173)
.048S9 
<.0484 )
-.03995
<.0310)
.03731
<.0163)
4 .07046
<.0343)
-.02600
<.0776)
-.02715
<.0231)
-.08121
<.0785)
-.06987
<.0503)
. 13420 
<.0265)
5 -.05052
<.0626)
. 17837 
<. 1416)
-.02784
<.0513)
-.35703
<.1433)
-.09405
<.0918)
.29170
<.0434)
d/nP2„ 1 d // iP 3 .1 dfnP 4- i dfnPS- / dd- /
1 -.09435
<.0722)
.17220 
<.1678)
.09595
<.0553)
-.33380
<.1796)
-.00263
<.1124)
-.11385
<.0570)
2 .11872 
<.0232)
-.04679 
<.0655)
.00933
<.0216)
-.00409
<.0701)
-.04073 
<.0439)
. 10531 
<.0222)
3 -.01490
<.0209)
-.08750
<.0487)
.04286
<.0161)
.02193
<.0521)
.04071
<.0326)
-.00838
<.0165)
4 -.09973
<.0340)
.11659 
<.0790)
-.00025
<.0261)
-.18816 
<.0846)
.05050
<.0529)
-.00152
<.0268)
5 .09076
<.0621)
-.15449 
<.1443)
-.14739 
<.0476)
.50411
<.1544)
-.04736 
<.0966)
.01845
<.0490)
d / t i P f - 2 d f n P 2 - 2 d h t P 3 - 2 d f / iP 4 - 2 d / f lP S - 2 d t f - 2
1 .00965 
<.0716)
- .  19913 
<.1728)
.02932 
< 0574 )
-.26136
<.1639)
.00456 
<.1168)
.02035 
<.0543)
2 -.05689 
<.0279)
.14640 
< 0 67 5 )
-.05525
<.0224)
.04024 
<.0640)
-.01757
<.0456)
-.08520 
<.0212)
3 -.05449 
<.0208)
.05504
<.0501)
.00628
<.0167)
-.02654
<.0476)
.04746 
<.0339)
.01204
<.0157)
4 .08319 
<. 0337 )
-.07015
<.0814)
.00488
<.0271)
.31272 
<.0772)
-.09611
<.0550)
.04446
<.0256)
5 .01854
<.0615)
.06783
<.1485)
.01428
<.0494)
-.06506 
<.1409)
.06165
<.1004)
.00835
<.0467)
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Table 7 .3 .1  (co n tinu e d )
D1 Ü2  D3  D4 R2 DU DU4
1 -.05938 -.00196 .01271 .03625
(.0093 ) (.0092 ) (.0078 ) (.0092 )
.9508 2.312 1.207
2 .03156 -.00700 -.01902 .00081
(.0036 ) (.0 03 6 ) (.0 03 0 ) (.0036 )
.7722 2.446 1.857
3 -.01643 -.00441 .01451 .00179
(.0027 ) (.0027 ) (.0023 ) (.0027 )
.9066 2 . 2 2 1 1.535
4 .00546 -.00158 -.01036 .00814
(.0 04 4 ) (.0043 ) (.0037 ) (.0043 )
.8006 2.620 1.355
5 .05131 -.01159 .00906 -.03987
(.0080 ) (.0079 ) (.0 06 7 ) (.0079 )
.8282 2.620 1.326
Table 7 .3 .2  Long Run Homogeneity R e s tr ic te d  RDRM-SD-D(1,2 )  Model
d/nP f  d/ziP^ dfrtP^ d f/fF j dfnP5 dtt
1 -.07905 .03348 .02642
(.0708 ) (.1 62 4 ) (.0587 )
.37539 
(.1622 )
.25478
(.1065 )
.42075
(.0563 )
2 .01086 -.21332 .05579
(.0276 ) (.0 63 4 ) (.0229 )
.01690
(.0633 )
-.00152
(.0416 )
.11601
( . 0 2 2 0 )
3 .04481 .02212 -.02513
(.0 20 5 ) (.0471 ) (.0170 )
.03833 
(.0471 )
-.08774
(.0309 )
.03742
(.0163 )
4 .07282 -.02232 -.02859
(.0333 ) (.0765 ) (.0 27 6 )
-.07597
(.0764 )
-.07096
(.0502 )
. 13415 
(.0265)
5 -.04944 .18004 -.02849
(.0608 ) (.1 39 7 ) (.0505 )
-.35465
(.1395 )
-.09455
(.0916 )
.29167
(.0484 )
dfrtF f- f dfnP2- f df/iP3L  / d/f}F4- f dfnF5- f d tt-f
1 -.09933 
(.0712 )
. 16251 
(.1653 )
.09744 
(.0552 )
-.33111
(.1795 )
-.00001
(.1122 )
-.11453
(.0569)
2 . 12412 
(.0278 )
-.03511
(.0647 )
.00754
(.0215 )
-.00733
(.0701 )
-.04388 
(.0433 )
.10612 
(.0222 )
0 -.01822 
(.0207 )
-.09467
(.0481 )
.04396
(.0160 )
.02392
(.0521 )
.04265
(.0325 )
-.00888 
(.0165)
4 -.09808
(.0335 )
. 12014 
(.0781 )
-.00079 
(.0260 )
-.18914 
(.0845)
.04954
(.0528 )
-.00127
(.0268 )
5 .09150
(.0612 )
- .  15288 
(.1425 )
- .  14814 
(.0474 )
.50366
(.1543 )
-.04830
(.0965 )
.01856
(.0489)
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Table 7 .3 .2  (con tinued)
d f / i P f - 2 d f f jF 2 -2 d f t} F 3 - 2 d f n F 4 - 2 d / t iF d - 2 d d - 2
1 .00274 
<.0691)
-.20332 
(.1724)
.03278 
(.0569)
-.27582
(.1592)
.00311
(.1167)
.01999 
(.0543)
2 -.04856
(.0270)
.15145 
(.0673)
-.05883
(.0222)
.05769
(.0622)
-.01581 
(.0456)
-.08476
(.0212)
3 -.05959
(.0201)
.05195 
(.0500 )
.00847
(.0165)
-.03724
(.0462)
.04638 
(.0339)
.01177
(.0157)
4 .08573
(.0325)
-.06861
(.0812)
.00379 
(.0268)
.31802
(.0750)
-.09558 
(.0550)
.04460 
(.0256)
5 .01969
(.0594)
.06853
(.1482)
.01378 
(.0489)
-.06265
(.1369)
.06189
(.1004)
.00841
(.0467)
D1 °2 03 d4 R2 DU DU4
1 -.00019 .01448 .03802 -.05756 .9507 2.316 1.195
(.0079) (.0062) (.0079) (.0080)
2 .02942 -.00913 -.02116 -.00138 .7674 2.436 1.844
(.0031) (.0024) (.0031) (.0031)
0 -.01512 -.00310 .01582 .00314 .9053 2. 174 1.559
(.0023) (.0018) (.0023) (.0023)
4 -.00223 -.01101 .00749 .00480 .8003 2.606 1.350
(.0037) (.0029) (.0037) (.0037)
5 -.01188 .00877 -.04017 .05101 .8282 2.622 1.325
(.0068) (.0053) (.0068) (.0068)
Long Run E ffec t Derived from Long Run Homogeneity R e s tr ic te d  D(1,2 )  Model
PI P2 P3 P4 P5
1 -.17564 -.00732 .15664 -.23155 .25787 .32621
(.1144) (.2227) (.0941) (.2049) (.1750) (.0886)
2 .08642 -.09698 .00450 .06727 -.06121 .13737
(.0447) (.0869) (.0367) (.0800) (.0683) (.0346)
3 -.03300 -.02060 .02730 .02501 .00129 .04031
(.0332) (.0646) (.0273) (.0595) (.0508) (.0257)
4 .06047 .02921 -.02559 .05291 -.11699 .17748
(.0539) (.1049) (.0443) (.0965) (.0824) (.0417)
5 .06175 .09569 -.16285 .08637 -.08095 .31864
(.0983) (.1915) (.0809) (.1762) (.1505) (.0762)
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Table 7 .3 .3  Long Run Homogeneity and Symmetry Restricted RDfiM-SD-D(1,2) Model
dftlF f d//jF2 d//jF2 d//iF4 dftiF5 >Jt1
1 -.07034  
( .0731)
. 08269 
( .1496)
-.03125
(.0518)
.38908
(.1463 )
. 15489 
(.0948 )
.41933 
( .0562)
2 .00468 
( .0278)
-.21896
(.0632)
.05866 
( .0222)
.01404
(.0620)
.01583
(.0405)
.11676 
(.0221)
3 .04941
(.0203)
.03343
(.0437)
-.02287
(.0170)
.02410
(.0429 )
-.03997
(.0289)
.03466 
(.0160)
4 .06145
(.0327)
-.02422  
( .0712)
-.02320  
( .0256)
-.03002  
( .0717)
-.05396  
(.0487)
.13312 
(.0259)
5 -.04520
(.0626)
.12706 
( .1293)
.01866
(.0453)
-.34720
(.1260 )
-.02679  
(.0879)
.29613
(.0481)
J fn F f- f d fn F 2 -f d//7F2- f dftiF4- f d/tiFS. 1 dhLf
1 - .  10975 
( .0725)
.21902 
( .  1442)
.05439
(.0509)
-.22131
(.1790 )
-.00052  
(.1060)
- .  12262 
(.0556)
2 .12004 
(.0278)
-.03976  
( .0639)
.00764
(.0212)
-.01456
(.0699)
-.03337
(.0432)
. 10682 
( .0224)
3 -.01123
(.0204)
-.08183
(.0431)
.04760
(.0159)
.01325
(.0513)
.03372
(.0318)
-.01114
(.0159)
4 -.10446  
( .0330)
.11834 
( .0704)
-.00033  
(.0246)
- .  19813 
( .0839)
.05810 
( .0509)
-.00325
(.0259)
5 .10540 
(.0623)
-.21577
(.1250)
-.10930  
(.0444)
.42076 
( .1535 )
-.05793
(.0950)
.03019
(.0476)
dftiF I-? d/f}F2-2 d/rtF3-2 d frF 4 -2 d fn F 5 -2 dd-2
1 .00503
(.0710)
-.23102  
( .  1630)
-.03773
(.0476)
- .  13420 
( .1372)
-.06896  
(.1041)
-.01543
(.0527)
2 -.05404
(.0270)
.15459 
( .0673)
-.05501
(.0211)
.04017
(.0590)
.00004 
(.0449)
-.08339
(.0213)
3 -.05273
(.0198)
.05970
(.0482)
.01305
(.0163)
-.05104
(.0415)
.03547
(.0310)
.01313
(.0155)
4 .07657
(.0319)
-.05448
(.0783)
.00984
(.0247)
.29527
(.0721)
-.08079
(.0508)
.04454
(.0247)
5 .02521
(.0610)
.07122 
( .  1435)
.06986
(.0421)
-.15021  
( .1215)
. 11424 
( .0952)
.04115
(.0453)
[Chapter 7] 440
Table 7 .3 .3  (con tinued)
Dl d2 °3 d4 R2 DU DU4
1 -.05444 
(.0080)
.00560
(.0077)
.012S5
(.0063)
.04053
(.0075)
.9467 2.300 1.230
2 -.00137
(.0031)
.02919
(.0031)
-.00900
(.0024)
-.02137
(.0031)
.7656 2.417 1.843
3 .00289
(.0023)
-.01555
(.0023)
-.00318
(.0018)
.01610
(.0022)
.9041 2. 193 1.540
4 .00518 
<.0037)
-.00246 
(.0036 )
-.01079
(.0029)
.00746
(.0035)
.7988 2.637 1.317
5 .04773
(.0068)
-.01677
(.0066)
.01012
(.0054)
-.04280
(.0065)
.8165 2.591 1.382
Long Run E ffec t Derived from Long Run Symmetry R e s tr ic te d  D (1,2) Model.
P1 P2 P3 P4 P5
1 -.17506 
(.1156)
.07068
(.0437)
-.01460
(.0312)
.03357 
(.0506)
.08541
(.1005)
.28129
(.0763)
2 .07068 
(.0437)
- .  10414 
(.0808)
.01130
(.0314)
.03965 
(.0648)
-.01750
(.0628)
. 14019 
(.0346)
3 -.01460
(.0312)
.01130
(.0314)
.03778
(.0262)
-.01370
(.0331)
-.02078
(.0393)
.03665
(.0227)
4 .03357 
(.0506)
.03965
(.0648)
-.01370
(.0331)
.01713
(.0812)
-.07665
(.0696)
.17440
(.0373)
5 .08541
(.1005)
-.01750
(.0628)
-.02078
(.0393)
-.07665
(.0696)
.02952
(.1280)
.36747
(.0659)
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Table 7.4  
RDRM-SD-fl( 1) Model
Table 7 .4 .1  Unrestricted RDRM-SD-fi( 1) Model
dffiF t d//jF2 d/fiFS d/nF4 dfnF5 dd
1 -.02624
(.0771)
-.11861
(.1632)
.06261 
( .0553)
.37052 
( .1528)
.04879 
(.1116)
.48778
(.0545)
2 .01787
(.0319)
-.28281
(.0675)
.05703
(.0229)
.02329
(.0632)
.05804
(.0462)
.11503 
( .0226)
3 .06181 
(.0217)
.12844 
( .0460)
-.05063
(.0156)
.00259
(.0431)
-.07736
(.0315)
.02904
(.0154)
4 .06058
(.0350)
.06996
(.0742)
-.01779
(.0251)
-.16313  
( .0694)
-.06329  
(.0507 )
.14322 
(.0248)
5 -.11403  
(.0632)
.20302
(.1338)
-.05122
(.0454)
-.23327
(.1253)
.03382
(.0915)
.22494
(.0447)
yt-i y3-i y * - i y 5 - f
1 - .  16289 
(.0722)
-.30762  
( .2477)
-.93041
(.3524)
-.02707
(.2012)
.15304 
(.1149)
— —
2 . 10681 
( .0299)
-.21119  
( .1025)
.14480 
( .1458)
.09499 
( .0832)
.07782
(.0475)
3 .02787
(.0203)
-.01182
(.0698)
-.23620  
(.0993)
-.02688
(.0567)
-.09781
(.0324)
4 -.01103
(.0328)
.21735 
( .1125)
.13731 
( .1601)
-.37010
(.0914)
. 16136 
(.0522)
5 .03924
(.0592)
.31328
(.2030)
.83452
(.2889)
.32906
(.1649)
-.29441
(.0942)
D1 d2 03 d4 R2 DM DM4
1 -.04207
(.0112)
-.02079
(.0097)
-.00369  
(.0092)
.01353 
(.0088)
.9413 2. 132 1.039
2 -.00328
(.0046)
.02834
(.0040)
.00299
(.0033)
-.01627
(.0037)
.6950 2.253 2.003
3 .00143
(.0031)
-.00877
(.0027)
-.01096
(.0026)
.01550 
(.0025)
.8949 2.074 1.443
4 .01702
(.0051)
-.00332
(.0044)
-.00847  
(.0042 )
.00649 
(.0040 )
.7787 2.219 1.263
5 .02690
(.0092)
.00453
(.0079)
.02013
(.0075)
-.01924  
(.0072 )
.8138 1.949 1.289
[ C h a p t e r  7] 4+2
Table 7 .4 .2  Long Run (and Short Run) Homogeneity Restricted RDflh-SD-fi<1) Model
dftiFf dfnF2 dinF3 dfnF4 d!nF5 d?1
1 -.07130
(.0751)
-.29377
(.1485)
. 10824 
( .0524)
.23306
(.1432)
.02378
(.1112)
.49329 
(.0545)
2 .03479 
( .0311)
-.21704
(.0614)
.03990
(.0217)
.07491
(.0593)
.06744
(.0460)
. 11296 
(.0225)
3 .05314
(.0212)
.09474
(.0418)
-.04185
(.0148)
-.02386
(.0404)
-.08218
(.0313)
.03010
(.0154)
4 .07578
(.0341)
.12902 
( .0674)
-.03317  
(.0238)
-.11677  
( .0651)
-.05485
(.0505)
. 14136 
(.0247)
5 -.09241
(.0616)
.28704
(.1217)
-.07311  
(.0430 )
-.16733  
( .1174)
.04582
(.0911)
.22229 
(.0447)
yf-t y?-? yJ-t y5-i
1 -.13836 -.37544 -.89322 -.01687 .17037
(.0715) (.2463) (.3521) (.2012) (.1147)
2 .09760 -.18572 .13083 .09116 -0 7 1 3 1
(.0296) (.1019) (.1457) (.0832) (.0474)
3 .03259 -.02487 -.22905 -.02492 -.09447
(.0202) (.0694) (.0992) (.0567) (.0323)
4 -.01930 .24022 . 12476 -.37354 .15552
(.0325) (.1119) ( .  1600) (.0914) (.0521)
5 .02747 .34581 .86667 .32416 -.30272
(.0587) (.2019) (.2886) (.1649) (.0940)
Dl 02 d3 04 R2 014 0144
1 -.03294
(.0106)
-.00797
(.0083)
.00738
(.0081 )
.02122
(.0083)
.9351 2.248 .959
2 -.00670
(.0044)
.02353
(.0034)
-.00117
(.0034 )
-.01916
(.0034)
.6684 2.201 2.008
3 .00313
(.0030)
-.00630  
(.0023)
-.00883  
( .0023 )
.01698
(.0023)
.8897 2.009 1.476
4 .01394 
(.0048)
-.00764
(.0038)
-.01220
(.0037 )
.00389 
(.0038)
.7658 2.257 1.219
5 .02252
(.0087)
-.00162
(.0068)
.01482 
( .0067 )
-.02293  
(.0068)
.8071 1.984 1.220
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Table 7 .4 .3  Long Run Homogeneity and Symmetry R estricted RDRI1-SD-R<1> Model
dinFt dftiF2 dtfiFS d/fiF4 d/nF5 dti
1 -.08055 -.03137 .05925 .09269 -.04200 .46369
(.0791) <. 1073) <.0382) <.1178) <.0949) <.2737)
2 .02565 -.24560 .05524 .06992 .09390 .11324
(.0321) <.0608) <.0202) <.0546) <.0445 ) <.1101)
3 .05901 .05917 -.03315 -.02258 -.06245 .03699
(.0207) <.0299) <0147) <.0327) <.0282) <.0738)
4 .08125 .11201 -.01825 -.11818 -.05673 . 14774
(.0344) <.0589 ) <0221) <0619) <.0488) <.1189)
5 -.08619 .10589 -.06313 -.02183 .06542 .23333
(.0632) <.0887) <.0353) <.0952) <.0860) <.1034)
When the F if th  Equation is Deleted a
y i - i y? -f y3 -t y * - i dd-f
1 -.32802 -.65837 -1.20728 -.23576 . 17993
(.0555) <.1376) <.3184) <.4219) <.1229)
2 .04287 -.22278 .09442 .02832 .06095
<.0234 ) <.0554) <.1294) <.1715) <.0496)
3 .13085 .08554 -.11327 .07763 .14339
(.0154) <.0372) <.0861) <.1152) <.0535)
4 -.16629 .11075 -.00509 -.52522 .14889
<.0249) <.0600) <.1392) <.1848) <.0535)
When the F irs t  Equation is Deleted a
y ? - i y3 -f y * - i y5 -f d!1-j
2 -.26558 .05210 -.01435 -.04331 .10389
(.0234) <.1156) <.1549) <.0963) <.0310)
3 -.04527 -.24392 -.05317 - . 13107 .03429
<0155) <.0769) <.1038) <.0644) <.0207)
4 .27706 .16158 -.35879 .16606 -.01737
<.0250) <.1242) <.1666) <.1041) <.0334)
5 .36425 .91016 .33432 -.32056 .02738
<.0444 ) <.2234) <.3003) <.1875) <.0604 )
a C oeffic ients  of y ? - f , y2-p y3- p y4_ < arid y5_ f and c o e ffic ie n t of d ti-1 re fe r
<C0 -  icm > 's and cm in equation <3.8) in Section 7 .3 , respective ly .
[ C h a p t e r  ?]
Table 7 .4 .3  (continued)
Dl d2 °3 d4 R2 DU DU4
1 -.02898
( .0111)
-.00762  
(.0089 )
.00691
(.0085 )
.02439 
(.0087 )
.9313 2.267 1.032
2 -.00751
(.0046 )
.02392
(.0036 )
-.00140
(.0035 )
-.01955
(.0036 )
.6633 2.276 1.969
3 .00249
(.0030 )
-.00635  
(.0024 )
-.00891
(.0023 )
.01637
(.0024 )
.8872 2.011 1.556
4 .01357
(.0049 )
-.00744  
(.0039 )
-.01265  
(.0037 )
.00335 
(.0038 )
. 7643 2.224 1.213
5 .02044
(.0088 )
-.00250
(.0070 )
.01604
(.0067 )
-.02455
(.0069 )
.7994 2.065 1.257
Long Run E ffec t Derived from Long Run Symmetry Restricted fl(1 ) Model.
P1 P2 P3 P4 P5
1 - .  12469 .02247 .04485 .06835 -.01097
2 .02247 - .  19530 .04473 .05666 .07144
3 .04485 .04473 -.02201 -.01353 -.05405
4 .06835 .05666 -.01353 -.08078 -.03068
5 -.01097 .07144 -.05405 -.03068 .02424
Dl D2 D3 D4
1 .36168 -.00954 .01416 .01193 -.02049
2 .16414 .01874 -.00143 -.01442 -.00661
3 .01321 -.00556 -.00714 .01498 .00006
4 .16693 -.00246 -.00992 -.00020 .01065
5 .29404 -.00117 .00432 -.01228 .01637
[ C h a p t e r  7] <H5
Table 7 .5  
RDRM-SD-fi(4)
Table 7 .5 .1  U n re s tr ic te d  RDfiM-SD-fl(4> Model
d ft lP f d/nP2 d/fTPS dlnP4 dfnP 5 d J
1 -.22383
(.0729 )
- .  13479 
(.1442 )
.02081
(.0548 )
.32502
(.1366 )
.19546 
(.0990 )
.47288 
(.0526 )
2 .04406
(.0341 )
-.23796
(.0674 )
.06287
(.0256 )
.02354
(.0639 )
.01105
(.0463 )
.12735 
(.0 24 6 )
3 .06655 
(.0228 )
.06901 
(.0450 )
-.04897
(.0171 )
.06554
(.0427 )
-.09305
(.0309 )
.03064 
(.0164 )
4 .05328
(.0384 )
.01116
(.0760 )
.00689
(.0289 )
-.11221
(.0 72 0 )
-.04745
(.0 52 2 )
. 14714 
(.0 27 7 )
5 .05994
(.0656 )
.29259
(.1299 )
-.04161
(.0494 )
-.30189
(.1231 )
-.06602
(.0 89 2 )
.22198 
(.0473 )
y t - 4 y ? -4 y $ -4 y4 -4 y $ -4
1 .22392 -.20722 -,29680 -,63871 -.22379
(.0694 ) (.2341 ) (.3296 ) (.1 82 3 ) (.1 09 7 )
2 .03782 .06427 -.46064 .16786 .00388
(.0325 ) (.1 09 4 ) (.1541 ) (.0855 ) (.0 51 3 )
3 -.02925 .11777 .44287 .02317 -.03720
(.0217 ) (.0731 ) (.1029 ) (.0571 ) (.0 34 2 )
4 -.09214 -.02362 -.03749 .36920 -.06858
(.0366 ) (.1233 ) (.1737 ) (.0 96 3 ) (.0573 )
5 -.14034 .04879 -.24154 .07848 .32570
(.0 62 5 ) (.2 10 8 ) (.2969 ) (.1 64 7 ) (.0 98 8 )
D 1 02 0 3 d4 R2 DU DU4
1 -.03832
(.0108 )
.00427
(.0086 )
.00419
(.0065 )
.00790 
(.0105)
.9503 2.565 1.849
2 .01318
(.0051 )
.01335
(.0040 )
-.00755 
(.0030 )
-.01081
(.0049 )
.6701 2.654 1.965
3 -.00222
(.0034 )
-.01074
(.0027 )
-.00177
(.0020 )
.00758
(.0033 )
.3908 2.558 1.379
4 .00249
(.0057 )
.00237 
(.0045 )
-.00392 
(.0034 )
.00857
(.0055 )
.7480 2.836 1.757
5 .02487
(.0093 )
-.00926 
(.0077 )
.00904
(.0059 )
-.01324
(.0095 )
.8096 2.652 1.779
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Table 7 .5 .2  Long Run and Short Run Homogeneity R es tr ic te d  RDRM-SD-fl<4) Model
dftiFf dfnF2 d/tiFS dfrtF4 d!f}F5 d d
1 -.25297 
<.0702 >
-.21988 
<.1324)
.03827 
<.0536)
.25726
<.1288)
.17732 
<.0983)
.47412 
<.0525)
2 .05945 
<.0328)
-.19305 
<.0619)
.05366 
<.0250)
.05931 
<.0602)
.02063
<.0460)
.12670 
<.0246)
3 .05713
<.0219)
.04149
<.0413)
-.04332 
<.0167)
.04363
<.0402)
-.09892 
<.0307)
.03105
<.0164)
4 .06737 
<.0370)
.05230
<.0697)
-.00155
<.0282)
-.07945
<.0679)
-.03867
<.0518)
. 14654 
<.0277)
5 .06903
<.0632)
.31913 
<.1193)
-.04706 
<.0482)
-.28075
<.1160)
-.06036 
<.0885)
.22159
<.0473)
y i - 4 i/2-4 1/3-4 y 4 -4 y5 -4
1 .24766 -.19461 .32620 -.64841 -.23962
<.0676) <.2339) <.3290) <.1827) <.1091)
2 .02529 .05762 -.47616 .17298 .01223
<.0316) <.1094) <.1539) <.0854) <.0510)
3 -.02158 .12185 .45238 .02003 -.04232
<.0211) <.0730) <.1027) <.0570) <.0341)
4 -.10362 -.02972 -.05170 .37389 -.06093
<.0356) <.1232) <. 1734) <.0962) <.0575)
5 - .  14775 .04486 -.25071 .08150 .33064
<.0609) <.2107) <.2964 ) <.1646) <.0983)
°1 d2 °3 d4 R2 DU DW4
1 -.02903
<.0089)
.01032
<.0075)
.00884 
<.0057)
.01056
<.0104)
.9486 2.627 1.896
2 .00828
<.0041)
.01015
<.0035)
-.01000
<.0027)
-.01222 
<.0048)
.6553 2.594 2.010
3 .00079
<.0028)
-.00878 
<.0024)
-.00026 
<.0018)
.00844
<.0032)
.8867 2.454 1.935
4 -.00200
<.0047)
-.00055
<.0040)
-.00617
<.0030)
.00729
<.0055)
.7406 2.834 1.777
5 .02197 
<.0080 )
-.01114
<.0068)
.00759
<.0051)
-.01407 
<.0093)
.8088 2.672 1.792
[ C h a p t e r  7] <H7
Table 7 .5 .3  Long Run Homogeneity and Symmetry Restricted RDRM-SD-fl(4) Model
d fn F f dftrP2 d//}P3 d//iP4 dinP5
1 -.23268
(.0600)
-.01523
(.0281)
.08694 
(.0563)
.04084 
(.1903)
.11957 
(.0419)
.48289 
( .2236)
2 .04884 
( .0316)
-.21928
(.0567)
.04286
(.0178)
.08129
(.0328)
.04631 
(.0376)
.12367 
(.1105)
3 .05156
(.0172)
.07512
(.0111)
-.04009  
( .0141)
-.00176
(.0426)
-.08483
(.0148)
.03067
(.0714)
4 .07545
(.0235)
.04675
(.0386)
.00536
(.0150)
-.07413
(.0609)
-.05341
(.0313)
.15003 
( .1221)
5 .05683
(.0555)
.11268 
( .0297)
-.09510
(.0421)
-.04627
(.1722)
-.02809
(.0580)
.21276
(.0996)
When the F i f th  Equation is Deleted
y t -4 y?-4 y3-4 y4-4 dtl-4
1 .45522
(.0410)
-.04170
(.1138)
.50479
(.2768)
-.38707
(.3587)
-.23127
(.1098)
2 .01783 
( .0239)
.05156 
( .0575)
-.49867
(.1328)
.14112 
( .  1736)
.01388
(.0519)
3 .01482
(.0153)
.14528 
( .0367)
.45969 
(.0882 )
.04559
(.1134)
-.03697
(.0336)
4 -.04247
(.0236)
.04731
(.0639)
.01717
(.1429)
.45369
(.1925)
-.06495  
(.0581)
Dl d2 °3 d4 R2 DW DW4
1 -.03074
(.0084)
.01123
(.0068)
.00713
(.0053)
.01263
(.0102)
.9443 2.564 1.937
2 .00869
(.0042)
.00973
(.0035)
-.00984  
( .0027)
-.01187
(.0049)
.6514 2.599 2.010
3 .00064
(.0027)
-.00907
(.0023)
-.00061
(.0017)
.00958 
(.0032)
.8840 2.444 1.881
4 -.00215
(.0046)
-.00065
(.0037)
-.00609
(.0030)
.00676
(.0055)
.7400 2.828 1.785
5 .02358
(.0074)
-.01124
(.0062)
.00937
(.0051)
-.01712  
(.0092 )
.7907 2.702 1.734
[Chapt er  ?] +48
Table 7 .5 .3  (continued)
Long Run E ffec t Derived from Long Run Symmetry R estricted fl<4) Model
P1 P2 P3 P4 P5
1 -.46054 .01573 .10207 .17848 .16052
2 .01573 -.26069 .07478 .06412 .10607
3 .10207 .07478 -.05072 .00675 -.13287
4 . 17848 .06412 .00675 -.14380 -.10552
5 . 16052 . 10607 -.13287 -.10552 -.03178
V - D1 D2 D3 D4
1 .39862 .00867 .01958 .03172 -.05620
2 . 14668 .01668 -.00974 -.01821 .00737
3 .05045 -.01213 -.00436 .01445 .00172
4 . 13903 -.00080 -.01365 .00879 .00113
4 .26526 -.01241 .00818 -.03675 .04598
CHAPTER 8
CONCLUSIONS
The conc lus ion  of  t h i s  t h e s i s  has three aspects:  the 
f i r s t  r e s u l t s  from the e m p i r i c a l  a n a l y s i s  of  demand p a t te rn s  
in Korea, the second couers some i m p l i c a t i o n s  of  our em p i r i c a l  
a n a l y s i s  on car ious  economic hypo thes is  and econometr ic  
methods, and the t h i r d  draws a t t e n t i o n  to areas f o r  f u r t h e r  
r e s e a r c h .
In t h i s  t h e s i s ,  we haue performed a demand a n a l y s i s  f o r  
Korea in the con tex t  of  s t a t i c  and dynamic demand systems. The 
n e c e s s i c i t y  f o r  a dynamic demand a n a l y s i s  on Korea arose from 
an i n t u i t i o n  on household behauiour  and from the e s t im a t io n  
r e s u l t s  on the s t a t i c  demand systems. In the a p p l i c a t i o n  to 
q u a r t e r l y  household expend i tu re  data,  s t a t i c  demand systems 
e x h i b i t e d  s e r i a l  c o r r e l a t i o n  in the r e s i d u a l s  euen a f t e r  the 
i n t r o d u c t i o n  of  seasonal dummies. Moreouer,  they r e j e c t e d  both 
s t r u c t u r a l  s t a b i l i t y  and parameter constancy hypotheses.
Two dynamic approaches were cons idered ;  one is based on 
s t o c h a s t i c  dynamisat ion of  the d i s tu rba nce  uec to r  in the 
s t a t i c  system, and the o ther  on the s t r u c t u r a l  dynamisat ion of
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the demand system. The former approach mas achieued in the 
context of s t a t i c  demand systems by introducing an 
autoregressiue error process into the disturbance terms in the 
s t a t i c  Rotterdam model and the almost ideal demand system; 
while the la ter  was achieued by the st ructural  dynamic 
general isation of the demand system. Two dis t inct  uiews on 
dynamics were incorporated into the dynamic general isation of 
the Rotterdam model; the dynamic equilibrium assumption and 
the dynamic disequilibrium assumption. R flexible dynamic 
demand system to represent the f i r s t  uiew has been deriued 
under the Rotterdam approximation. For a dynamic demand system 
embedding the second uiew, maximum likelihood estimation 
subject to the long run equilibrium conditions was applied 
using the Lyapunou equation solution.
In terms of empirical performance of the s t a t i c  demand 
systems, the Rotterdam model and the almost ideal demand 
system appeared superior to the l inear expenditure system 
because of their  f l ex ib i l i t y .  Furthermore, the Rotterdam model 
appeared superior to the almost ideal demand system in 
achieuing compatability of demand theory and data. The 
parameter estimates of the demand systems were found to uary 
with the specificat ion of the demand systems, the modelling of 
seasonal effects,  and the leuel of commodity aggregation.
Perhaps the major point emerging from this study is that 
the prior information postulated by the economic demand theory 
is informatiue on (and consistent with) the sample information
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in the Korean demand data set.  In the context of the 
Rotterdam model, the s t a t i c  demand r e s t r i c t i o n s  mere not 
rejected by the data on e i the r  the s t a t i c  model or the long 
run s t ruc tu re  in the dynamic frameuiork. Moreouer, nei ther  mere 
the dynamic (short  run) equ i l ib r ium demand r e s t r i c t i o n s  
rejected in the dynamic equ i l ib r ium context .
The s t ruc tua l  s t a b i l i t y  of the estimated demand system 
appeared to be an important fac tor  in terms of the success of 
the tests of the demand r e s t r i c t i o n s . In the ( s t a t i c )  almost 
ideal demand system, the demand r e s t r i c t i o n s  mere accepted 
when appl ied_to the subset of the sample exh ib i t in g  less 
s i g n i f i c a n t  s t ruc tu ra l  changes, whi le they mere re jected on 
the whole sample.  Howeuer, n e i t h e r  the dynamic s p e c i f i c a t i o n  
of s tochast ic  s t ruc ture  of the s t a t i c  demand system nor the 
aggregation leuel of commodity groups had serious e f fec ts  on 
the tests of the demand r e s t r i c t i o n s .
The d i rec t  tests and the separated induced tests produced 
ident ica l  inferences in tes t ing the demand r e s t r i c t i o n s . The 
use of the separate induced test  as a complement to d i re c t  /X2 
tests of demand r e s t r i c t i o n s  is recommended as a means of 
i de n t i f y ing  the source of any re jec t ion .
St ruc tu ra l  change in consumption pat terns in Korea mas 
id e n t i f i e d  in both s t a t i c  and dynamic demand systems. Howeuer, 
in the app l ica t ion  of the dynamic demand system, trend 
e f fec ts ;  such as changing consumption pat terns,  lagged
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responses,  h a b i t  forming p a t t e r n s ,  and sho r t  run s tock  
ad justment ,  were cap tured.  The r e s u l t s  are not 
c o u n t e r - i n t u i t i u e . The stock ad justment  process was the 
predominant  dynamic f ea tu re  on a q u a r t e r l y  bas is ,  w h i l e  h a b i t  
fo rmat ion  predominates on an annual bas is  (except  f o r  the 
housing s e c t o r ) .  The long run demand c h a r a c t e r i s t i c s  der iued 
from the dynamic demand system appeared to d i f f e r  from the 
s t a t i c  and sho r t  run f e a tu re s .
From an a n a l y s i s  of  the e f f e c t s  of  m i s s p e c i f i c a t i o n  on 
t e s t s  of  the demand r e s t r i c t i o n s ,  i t  was shown t h a t ,  in the 
s i t u a t i o n  when re l eu an t  exp lana to ry  u a r i a b l e s  are o m i t t e d ,  the 
asymptot ic  c e n t r a l  'X 2 t e s t s  are i n u a l i d  due to the 
in cons is t ency  of  the es t imate  of the r e s i d u a l  couar iance 
m a t r i x .  Howeuer, when the model is i n c o r r e c t l y  
ouerparameter i zed,  the asymptot ic  c e n t r a l  'X2 t e s t s  remain 
u a l i d ,  but may cause ser ious  o u e r - r e j e c t i o n  of  c o r r e c t  
r e s t r i c t i o n s  due to the loss in degrees of  freedom.
In t h i s  s tudy ,  the dynamic a n a l y s i s  was based on a 
f l e x i b l e  form of  M a rsha l l i a n  demand equa t ions ,  de r iued under 
the Rotterdam approx imat ion ,  fi p o t e n t i a l  area f o r  f u t u r e  
dynamic demand a n a l y s i s  is the area of  t r ue  cost  of  l i u i n g  
in d i ce s ,  i n c o r p o r a t i n g  the methodology of  f l e x i b l e  f u n c t i o n a l  
systems from cost  m in im iz a t i o n ;  f o r  example, using the RIDS 
model. The in te r t em po ra l  approach cou ld a lso be combined w i t h  
the f l e x i b l e  dynamic demand systems approach used here.  R 
dynamic demand system w i th  uary ing  c o e f f i c i e n t s  may a lso  be
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worthwhile for future study, if the economic rat ionale for the 
uarying nature of parameters of a demand system is considered 
suff ic ient ly  strong.
The size of the auailable data set limited the scope of 
this study, the dynamic analysis was confined to a fiue 
commodity data set .  Dynamic analysis for a more disaggregated 
data will be feasible when longer series become auailable.
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