Finite 1-safe Petri nets, also called net systems, are natural models of asynchronous concurrency. The event structure of a net system describes all its possible executions and their concurrent nature: two events may be causally ordered, occur in parallel or be conflicting. Monadic second order logic (MSO) can be used to specify behavioural properties of net systems. Thiagarajan's conjecture states that MSO is decidable if and only if the net system is grid-free. The present paper gives a positive answer to this conjecture.
Rabin did establish that the monadic second order (MSO) theory of the infinite binary tree is decidable. As a consequence, for every finite state transition system, the monadic second order theory of its computation tree is decidable. It is natural to try to extend this last result to the concurrent setting, where the need for formal methods is even stronger than in the sequential setting.
In the concurrent setting, a natural model for concurrency are 1-safe Petri nets, or simply net systems as called in [6] . The canonical structure describing all possible executions of a net system is its event structure: the elements are all prime Mazurkiewicz traces on the set of transitions of the system, equipped with the prefix and conflict relation.
Rabin's decidability result does not extend to all net systems: the MSO theory of the event structure of a net system is in general undecidable, even for very simple systems with three transitions [4] . Some special cases are known to be decidable: when set quantification is restricted to conflict-free set of events [3] , or when the event structure is induced by a connectedly communicating set of processes [4] .
Rephrased in terms of net systems, the connectedly communicating hypothesis imposes that sequences of transitions which occur in parallel and are eventually synchronized have bounded length. Precisely, there exists a bound k such that for every traces α, β, β ′ , γ on the alphabet of transitions, if αββ ′ γ is prime and if β and β ′ are independent from each other then both β and β ′ have length ≤ k. The event structure of a connectedly communicating set of processes system has a decidable MSO theory [4] . This implies that the controller synthesis problem is decidable for the corresponding distributed games.
The connectedly communicating hypothesis can be relaxed to a weaker version: there exists a bound k such that for every traces α, β, β ′ , γ on the alphabet of transitions, if αββ ′ γ is prime and if β and β ′ are independent from each other then at least one of the two traces β or β ′ has length ≤ k. A net system satisfying this relaxed hypothesis is said to be grid-free.
The undecidable example presented in [4] is not grid-free and [6] shows that gridfreeness is actually a necessary hypothesis for the MSO theory of (the event structure of) a net system to be decidable.
Thiagarajan conjectured that grid-freeness is also a sufficient condition to get decidability [4, 6] . The present paper proves that Thiagarajan's conjecture holds.
The paper is organised as follows. First we define another structure, called the transition structure, whose MSO theory effectively includes the MSO theory of the event structure (Section 4). Next we show that the quotient of the transition structure by a suitably chosen equivalence relation ≡ * is a tree (Section 4.2). Then we introduce a few technical tools: the dissimilarity between two traces, the depth of a prime prefix of a trace and the span of a letter in a trace. We use these tools to prove that the equivalences classes of ≡ * have bounded size and that the transition structure is a context-free graph. Using Muller and Schupp's theorem we conclude that these graphs have a decidable MSO theory.
1. Preliminaries 1.1. Basics. We recall basic notions of set theory used in this paper. Let A be a set and
• an equivalence relation if it is reflexive, symmetric and transitive. If ≡ is symmetric, the smallest equivalence relation containing ≡ is denoted ≡ * and defined for every a, b ∈ A by (a ≡ * b) ⇐⇒ (∃n ≥ 0, ∃a 0 , . . . , a n ∈ A, a = a 0 ≡ a 1 ≡ · · · ≡ a n = b) .
1.2. Mazurkiewicz traces. The theory of Mazurkiewicz traces is extensively developed in [1] . Here we only fix notations and recall the notions of traces, prime traces and views, and list a few elementary properties of traces that we will use throughout the paper.
We fix an alphabet Σ and a binary relation I ⊆ Σ × Σ called the independency relation, which is symmetric and satisfies: ∀a ∈ Σ, ¬(a I a) .
For α, β ∈ Σ * , we denote Alphabet(α) the set of letters of α and we write α I β whenever Alphabet(α) × Alphabet(β) ⊆ I.
A Mazurkiewicz trace on (Σ, I) is an equivalence class of words for the smallest equivalence relation ∼ I on Σ * such that: ∀α, β ∈ Σ * , ∀a, b ∈ Σ, ((a I b) =⇒ (αabβ ∼ I αbaβ)) .
In the sequel, a Mazurkiewicz trace is simply called a trace and the set of traces is denoted Σ * ∼ I . A word in a trace is called a linearization of the trace. The empty trace denoted ǫ is the singleton which contains only the empty word. All words of a trace α have the same alphabet and length, denoted respectively Alphabet(α) and |α|.
The concatenation on words naturally extends to traces, given two traces α, β ∈ Σ * ∼ , we denote αβ the trace obtained by concatenation of all words in α with all words in β. Also the notion of prefix extends to traces. A trace α is a prefix of a trace β, denoted α ≤ β if there exists a trace α ′ such that αα ′ = β. The strict prefix relation is denoted <. The order ≤ is also called the causality relation [2] .
A letter a is maximal in a trace α if there exists a linearization of α whose last letter is a. For every trace α, the set of maximal letters of α is denoted max(α).
When concatenating two traces α, α ′ , the maximal letters of the product αα ′ are those maximal in α ′ plus those maximal in α which can commute with all letters in α ′ : Lemma 1.1 (Maximal letters of a concatenation). For every traces α and α ′ ,
Of particular importance is the notion of ≤-maximal prefix of a trace and views. Their definition relies on the following lemma Lemma 1.4 (Prime prefixes). Let γ be a trace and α, β two prime prefixes of γ. Then
For every letter c of γ, the set of prime prefixes of γ with last letter c is not empty. Consider the set of prime prefixes of γ ordered by the partial prefix order ≤. Every maximum γ ′ of this set satisfies last(γ ′ ) ∈ max(γ).
Proof. The proof is by induction on |γ|. Let α ′ and β ′ such that γ = αα ′ and γ = ββ ′ .
As a preliminary, we consider the case where max(α ′ )∩max(β ′ ) = ∅. Let c be a letter in this intersection. We factorize α ′ and β ′ as α ′ = α ′′ c and β ′ = β ′′ c. Then αα ′′ c = γ = ββ ′′ c and by cancellation, αα ′′ = ββ ′′ and we can apply the induction hypothesis to γ ′ = αα ′′ = ββ ′′ and get (α ≤ β ∨ β ≤ α).
Since {a, b} ⊆ Alphabet(γ) then γ = ǫ and there exists c ∈ max(γ). According to Lemma 1.1 applied to αα ′ and ββ ′ ,
The case where c ∈ max(α ′ ) ∩ max(β ′ ) has already been discussed. In the remaining case, since α and β are prime, then max(α) = {a} and max(β) = {b}. As a consequence,
because a = c I α ′ thus a I d but ¬(a I b) by hypothesis. Since ββ ′ = αα ′ and d ∈ max(α ′ ) then d ∈ max(ββ ′ ). According to (1.2), d ∈ max(β) = {b}. Thus d ∈ max(β ′ ) according to Lemma 1.1 applied to ββ ′ . Since d ∈ max(α ′ ) as well then d ∈ max(α ′ ) ∩ max(β ′ ) = ∅, a case already discussed.
We prove the second statement. Let c be a letter of γ. We show by induction on |γ| that γ has a prime prefix with last letter c. If γ has a maximal letter = c, we apply the induction hypothesis to γ ′ such that γ = γ ′ c. Otherwise γ itself is prime with maximal letter c.
We prove the third statement. Let γ ′ be a maximal prime prefix of γ, we show that last(γ ′ ) ∈ max(γ). Let γ ′′ such that γ = γ ′ γ ′′ . We show γ ′′ I last(γ ′ ). Let c be a letter of γ ′ and γ ′′′ a prime prefix of γ ′′ with last letter c (which exists according to supra). Then γ ′ γ ′′′ is prime (cf Lemma 1.1) and γ ′ γ ′′′ ≤ γ ′ γ ′′ = γ. This contradicts the maximality of γ ′ . Thus γ ′′ I last(γ ′ ) and since γ = γ ′ γ ′′ then by Lemma 1.1 again, last(γ ′ ) ∈ max(γ).
We can now proceed with the definition of the view. These notions are illustrated on Fig. 1 . We will make use of the following elementary properties of prime traces. Lemma 1.6 (Prime prefixes). Let α be a trace. ii) α has exactly |α| prime prefixes. Let a 1 . . . a |α| ∈ A * a linearization of α. The |α| prime prefixes of α are (∂ a i (a 1 · · · a i )) i∈1...|α| . There are as many occurences of a i in ∂ a i (a 1 · · · a i ) than in a 1 · · · a i . iii) Let β be a trace. Then α ≤ β if and only if every prime prefix of α is a prefix of β. iv) Let β, β ′ , γ be traces such that αβ ≤ γ, αβ ′ ≤ γ and β I β ′ . Then αββ ′ ≤ γ. v) A suffix of a prime trace is prime. vi) Let a ∈ Σ be a letter. Then ∂ a (αa) is the unique prime trace β such that (β ≤ αa) and ¬(β ≤ α). vii) Let γ and γ ′ two traces with the same maximal actions. Then γα is prime if and only if γ ′ α is prime. viii) Let a be a letter and α ′ such that ∂ a (αa) = α ′ a. Every prime prefix γ of α such that ¬(last(γ) I a) is a prefix of α ′ . Conversely, for every prime prefix γ ′ of α ′ there is a prime prefix γ of α such that γ ′ ≤ γ and ¬(last(γ) I a). ix) Let β be a non-empty trace and a ∈ Alphabet(α) and b ∈ Alphabet(β). Assume
Proof. Proof of i ). Assume α is prime and let β, β ′ such that α ≤ ββ ′ and last(α) I β ′ . We show by induction on β ′ that α ≤ β. If β ′ is empty, this is obvious. Let b a letter. Assume
thus, according to Lemma 1.1, b ∈ max(α ′ ) and by cancellation α ≤ ββ ′ , we conclude using the induction hypothesis.
Proof of ii ). Let a 1 . . . a |α| ∈ A * a linearization of α. We show that every prime prefix β of α = a 1 · · · a n is either ∂ an (a 1 · · · a n ) or a prefix of a 1 a 2 · · · a n−1 , denote this property ( †). The proof of ( †) is by induction on |β|. Let b = last(β) and β ′ such that α = ββ ′ . According to Lemma 1.1, either a n ∈ max(β ′ ) or (a n = b) ∧ (b I β ′ ). In the first case, since ββ ′ = α = a 1 a 2 · · · a n−1 a n then by cancellation β ≤ a 1 a 2 · · · a n−1 . In the second case, since ∂ an (a 1 · · · a n ) ≤ α = ββ ′ then according to i ), ∂ an (a 1 · · · a n ) ≤ β and since last(β) = a n then β = ∂ an (a 1 · · · a n ) by definition of ∂. Thus ( †) holds.
Using ( †), an easy induction shows that every prime prefix of α is one of the traces (∂ a i (a 1 · · · a i )) i∈1...n . Since all those traces are different (those with the same last letter are strictly ordered) then i → ∂ a i (a 1 · · · a i ) is a bijection between 1 . . . |α| and the set of prime prefixes of α.
Proof of iii ). The direct implication is obvious. The proof of the converse implication is by induction on |α| + |β|. Assume that every prime prefix of α = a 1 . . . a n is a prefix of β. The case where α is prime, which includes the case n = 1, is obvious. If n > 1, we use the induction hypothesis on α ′ = a 1 . . . a n−1 which implies α ′ ≤ β hence there exists β ′ such that β = α ′ β ′ . The number of occurence of a n is greater in β than in α and strictly greater in α than in α ′ . Since β = α ′ β ′ then there is at least one occurence of a n in β ′ thus there exists β 1 , β 2 such that β = α ′ β 1 a n β 2 . Choosing β 1 of minimal length, we can assume a n ∈ Alphabet(β 1 ). Then α ′ a n = α ≤ β = α ′ β 1 a n β 2 . By cancellation, a n ≤ β 1 a n β 2 . Since a n ∈ Alphabet(β 1 ) then by definition of traces, a n I β 1 . Hence β = α ′ a n β 1 β 2 = αβ 1 β 2 . Thus α ≤ β.
Proof of iv ). Let β, β ′ , γ be traces such that αβ ≤ γ, αβ ′ ≤ γ and β I β ′ . We prove that αββ ′ ≤ γ. Assume first α is empty. Since β I β ′ , according to i ), every prime prefix of ββ ′ is either a prime prefix of β or β ′ . In both cases it is a prime prefix of γ. We conclude with iii ) that ββ ′ ≤ γ. The general case where α = ǫ follows using cancellation of α from γ.
Property v ) is immediate from Lemma 1.1.
We prove vi ). Remark first that ∂ a (αa) ≤ αa by definition of ∂ and ¬(∂ a (αa) ≤ α) because there is one more occurence of a in ∂ a (αa) than in α.
Let β be a prime trace and a ∈ Σ a letter such that β ≤ αa and ¬(β ≤ α). Let β ′ such that ββ ′ = αa. According to Lemma 1.1, (a ∈ max(β ′ )) or ((a I β ′ ) ∧ (a = last(β)). The case a ∈ max(β ′ ) implies β ≤ α by cancellation, which is ruled out by hypothesis. Thus (a I β ′ ) and a = last(β). Since a I β ′ then there is the same number of occurences of a in β and ∂ a (αa). Since a = last(β) then according to ii ), β = ∂ a (αa).
Property vii ) is obvious if α = ǫ. Otherwise, according to Lemma 1.1, γα is prime iff α is prime and none of the maximal actions of γ commute with α, a property which depends only on α and max(γ).
We prove viii ), starting with the first statement: every prime prefix γ of α such that ¬(last(γ)Ia) is a prefix of α ′ . Since both α ′ a and γ are prime prefixes of α and ¬(last(γ)Ia), we can apply Lemma 1.6 which implies that (α ′ a ≤ γ ∨γ ≤ α ′ a). But α ′ a ≤ γ is not possible because the number of a is the same in α ′ a than in αa thus strictly more than in γ since γ ≤ α. Hence γ is a prime prefix of α ′ a. We prove the second statement: for every prime prefix γ ′ of α ′ there is a prime prefix γ of α such that γ ′ ≤ γ and ¬(last(γ) I a). Let P be the set of prime prefixes γ of α ′ such that γ ′ ≤ γ. We pick γ ∈ P which is maximal for the prefix order ≤ (since this order is partial, there may several maxima). We show that last(γ) ∈ last(α ′ ) (actually γ is even a maximal prime prefix of α ′ ). Since γ ≤ α ′ , there exists γ ′′ such that α ′ = γγ ′′ . We show γ ′′ I last(γ). Let b a letter of γ ′′ which does not commute with last(γ). Let γ ′′′ be the ≤-maximal prime prefix of γ ′′ with last letter b. By maximality of γ, γγ ′′′ is not prime. Thus by Lemma 1.1, last(γ) I γ ′′′ and in particular last(γ) I b. This proves γ ′′ I last(γ). By Lemma 1.1 applied to α ′ = γγ ′′ , we get last(γ) ∈ max(α ′ ). As a consequence, ¬(last(γ) I a) otherwise α ′ a would not be prime (cf Lemma 1.1).
1.4.
Compatible and conflicting traces. In this section we discuss the notions of compatible and conflicting traces and introduce the notions of longest common prefix and least common extension. Definition 1.7 (Compatible and conflicting traces). Two traces α, β are compatible, denoted α || β, if they have a common extension:
. Two traces α, β ∈ Σ * ∼ I which are not compatible are said to be conflicting, denoted (α ♯ β). Two compatible traces have a longest common prefix. Lemma 1.8 (Longest common prefix). Let α, β be two compatible traces. The set of traces which are a prefix of both α and β has a global maximum for the prefix order ≤, called the longest common prefix of α and β. This is the unique trace γ such that there exists traces α ′ , β ′ which satisfy:
Proof. The proof is by induction on |α| + |β| The case where (α I β), which includes |α| + |β| = 0, is trivial: according to (i )) in Lemma 1.6, there is no prime prefix common to both α and β, thus the only prefix common to both α and β is the empty trace.
In the remaining case, ¬(α I β). Let a a letter of α and b a letter of β such that ¬(a I b) and α 0 , β 0 some prime prefixes of α and β such that last(α 0 ) = a and last(β 0 ) = b. Then, according to Lemma 1.4, α 0 ≤ β 0 or β 0 ≤ α 0 . Assume w.l.o.g. that α 0 ≤ β 0 (the other case is symmetric). Then α 0 is a common prefix to both α and β. Let α 1 , β 1 such that α = α 0 α 1 and β = α 0 β 1 . We apply the induction hypothesis to α 1 and β 1 : let γ 1 be the longest common prefix of α 1 and β 1 . Let α 2 I β 2 such that α 1 = γ 1 α 2 and β 1 = γ 1 β 2 .
We show the first statement: α 0 γ 1 is a global ≤-maximum in the set of prefixes common to both α and β. Let γ be a prime prefix common to both α and β i.e. (γ ≤ α 0 γ 1 α 2 ∧ γ ≤ α 0 γ 1 β 2 ). According to vi ) in Lemma 1.6, applied inductively, since γ ≤ α 0 γ 1 α 2 then γ ≤ α 0 γ 1 or last(γ) is a letter of α 2 . And by symmetry, γ ≤ α 0 γ 1 or last(γ) is a letter of β 2 . Since α 2 I β 2 then γ ≤ α 0 γ 1 . Thus every prime prefix common to both α and β is a prefix of α 0 γ 1 . According to iii ), it holds as well for prefixes which are not prime, thus α 0 γ 1 is a global ≤-maximum in the set of prefixes common to both α and β.
We show the second statement. Let γ, α ′ , β ′ such that α = γα ′ and β = γβ ′ and α ′ I β ′ . We show that γ = α 0 γ 1 . According to supra γ ≤ α 0 γ 1 thus there exists γ ′ such that γγ ′ = α 0 γ 1 . Then γα ′ = α = γγ ′ α 1 thus by cancellation α ′ = γ ′ α 1 and symetrically β ′ = γ ′ β 1 . Since α ′ I β ′ then γ ′ I γ ′ i.e. γ ′ is the empty trace and γ = α 0 γ 1 .
After having defined the notion of longest common prefix, we define the notion of least common extension. Lemma 1.9 (Least common extension). Let α be a trace and A = {α 1 , . . . , α n } a set of prefixes of α. A trace α ′ such that ∀i ∈ 1 . . . n, α i ≤ α ′ is called a common extension of A. The set of common extensions of A has a global minimum for the prefix order ≤, called the least common extension of A and denoted lce(A). The set of prime prefixes of lce(A) is exactly the set of prime prefix of elements in A.
Proof. By induction on |α| + n. The case |α| = 0 is trivial. Let a ∈ Σ be a letter and A = {α 1 , . . . , α n } a set of prefixes of αa.
Assume first that all traces in A are prime. Let B ⊆ A the set of prime traces γ ∈ A such that γ ≤ αa and ¬(γ ≤ α).
In case B = ∅ then we conclude by applying the induction hypothesis to A.
In case B = ∅, then according to vi ) in Lemma 1.6, B is the singleton {∂ a (α)}. Say w.l.o.g. that α n = ∂ a (α). We define a candidate γ ′ to be the least common extension of A. We apply the inductive hypothesis to A \ {α n }, let β = lce(A \ {α n }). Let γ be the longest common prefix of β and α n . According to Lemma 1.8, the suffixes β ′ , α ′ n such that β = γβ ′ and α n = γα ′ n satisfy
Thus γ ′′ is a prefix of every common extension of A. This holds for every prime prefix γ ′′ of γ ′ thus according to iii ) in Lemma 1.6, γ ′ as well is a prefix of every common extension of A. Thus γ ′ is ≤-minimal among common extensions of A. This terminates the proof in case all traces in A are prime.
In the general case, let A ′ be the set of all prime prefixes of traces in A. Let γ = lce(A ′ ). According to iii ) in Lemma 1.6, every trace of A is a prefix of γ thus γ is a common extension of A. Since every common extension of A is a common extension of A ′ then by ≤-minimality of lce(A ′ ) then γ is ≤-minimal among common extensions of A.
Net systems.
Net systems are a model of asynchronous concurrent systems with finitely many states, equivalent to finite 1-safe Petri nets. We use definitions and notations from [6] . Definition 1.10 (Net system). A net system is a structure N = (S, Σ, F, M in ) where
• S and Σ are finite disjoint sets of places and actions, respectively,
• and M in ⊆ S is the initial marking.
We denote, for every v ∈ S ∪ Σ, and La * = L then the language L(ǫ+c 0 +c 0 c 2 d * ) is enough to enumerate all firing traces at M in . The prime firing traces are those containing a firing sequence in L(ǫ + bc 0 + bc 0 c 2 d * ), for example the traces ac 0 c 1 = c 0 ac 1 and abc 0 c 2 d are prime but abac 0 c 2 d = abc 0 c 2 da is not.
In this case we define the marking M · a = (M \ • a) ∪ a • and we write M a −→ N (M · a). A firing sequence at a marking M ⊆ S is a word a 1 · · · a n ∈ Σ * such that there exists a sequence of markings M 0 , M 1 , . . . , M n such that M = M 0 and for every i ∈ 0 . . . n − 1,
The set Σ of actions is equipped with the independency relation defined ∀a, b ∈ Σ by
This independency relation is used to define the set Σ * ∼ I of traces on Σ. We are especially interested in:
The order in which independent actions are fired is irrelevant with respect to the resulting marking, thus: Lemma 1.13. Let M be a marking. Two firing sequences at M which are ∼ I -equivalent lead to the same marking. As a consequence all words in a firing trace at M are firing sequences at M leading to the same marking.
The notion of firing trace is used implicitely in [6] in the definition of the event structure associated to a net system. These notions are illustrated on Fig. 2 . • and two binary operators: the causality relation ≤ and the conflict relation ♯. The event structure of N can be used as a model of the monadic second order logic (MSO) with signature ((lastis a ) a∈Σ , ≤, ♯). Part of the event structure of the net system depicted on Fig. 2 is represented on Fig. 3 . On this simple example, some nodes have infinitely many suffixes, even when restricting the prefix relation to its minimal set of generators. For this reason, tools such as Courcelle's theorem cannot be applied in a straightforward way.
The ♯ binary operator is somewhat useless with respect to the expressivity of the logic: as noticed in [6] , the operator ♯ it is MSO-definable in ES N in the smaller signature ((lastis a ) a∈Σ , ≤). Proof. The converse implication is a consequence of Lemma 1.4.
The proof of the direct implication is by induction on |α| + |β|. The case where α or β is empty is trivial since the empty trace is compatible with every trace. Let a be a letter and assume (αa)♯β. In case α♯β then we conclude with the induction hypothesis. Assume otherwise and let γ = lce({α, β}). Let α ′ a trace such that α ′ a = ∂ a (αa).
Assume first that α ′ a ≤ γa. According to ii ) in Lemma 1.6, every prime prefix of αa is either α ′ a ≤ γa or a prime prefix of α ≤ lce(α, β) = γ ≤ γa. Thus according to iii ) in Lemma 1.6, γa is a common extension of both αa and β, a contradiction with the hypothesis (αa)♯β.
Assume now that for every prime prefix δ of γ, (δ ≤ α ∨ last(δ) I a). We show that it implies α ′ a ≤ γa, which was already ruled out by contradiction. Let γ ′ a = ∂ a (γa). We show that α ′ = γ ′ . According to iii ) in Lemma 1.6, it is equivalent to showing that 1) every prime prefix of α ′ is a prefix of γ ′ and 2) every prime prefix of γ ′ is a prefix of α ′ . We prove 1). Let δ be a prime prefix of α ′ . According to viii ) in Lemma 1.6, there is a prime prefix
According to Lemma 1.4, and by maximality of γ ′ a, δ < γ ′ a thus δ ≤ γ ′ , hence 1). We prove 2). Let δ ′′ be a prime prefix of γ ′ . Let γ ′′ be a maximal prime prefix of γ ′ such that δ ′′ ≤ γ ′′ . Since γ ′′ is maximal and γ ′ and since Let γ ′ be a prime prefix of α ′ a. According to viii ) in Lemma 1.6 there is a prime prefix γ ′′ of α such that γ ′ ≤ γ ′′ and ¬(last(γ ′′ ) I a). Then according to Lemma 1.4 
Then We show that it leads to a contradiction. Let T 1 (resp. T 2 ) be the set of prime prefixes of α ′ (resp. γ ′′ ). We show T 1 = T 2 . We show M 1 = M 2 . Using the notations T 1 , T 2 According to viii ) in Lemma 1.6, Let P 1 be the set of primes prefixes of α ′ . Let T 2 be the set of primes prefixes of α whose last letter does not commute with a.
Let γ ′′′ be a prime trace. According to viii ) in Lemma 1.6, γ ′′′ ∈ M 1 iff γ ′′′ is ≤-maximal among prime prefixes of γ whose last letter does not commute with a. By hypothesis, and since α ≤ γ, this is equivalent to γ ′′′ being ≤-maximal among prime prefixes of α whose last letter does not commute with a. According to viii ) in Lemma 1.6, this is equivalent to γ ′′′ ∈ M 2 . Since M 1 = M 2 then according to iii ) in Lemma 1.6, γ ′′ = α ′ hence α ′ a = γ ′′ a ≤ γa, a case already ruled out above.
We are left with the case where there is a prime prefix γ ′ of γ such that ¬(γ ′ ≤ α)∧¬(last(γ ′ )Ia). Since γ = lce(α, β) then according to the second statement in Lemma 1.9, γ ′ ≤ β. Is it possible that γ ′ ≤ α ′ a? No, because ¬(last(γ ′ ) I a) thus according to vi ) in Lemma 1.6 that would imply γ ′ ≤ α ′ ≤ α. Is it possible that α ′ a ≤ γ ′ ? No, because then α ′ a ≤ γa, a case already ruled out above. Finally, α ′ a ≤ αa and γ ′ ≤ β are two prime prefixes satisfying the conditions of the lemma.
As a consequence, the operator ♯ does not contribute to the expressivity of the logic: Proof. According to Lemma 1.14, for every α, β ∈ ES N ,
Thiagarajan's conjecture
The class of grid-free net systems is of special interest [6] .
Definition 2.1 (Grid-freeness). A fork in a net system N is a pair of traces (β, β ′ ) such that β I β ′ and there exists traces α, γ such that αββ ′ γ ∈ ES N . The length of the fork is min |β|, |β ′ | .
The net system N is grid-free if the length of its forks is uniformly bounded by some integer.
The following conjecture was formulated in [6] .
Conjecture 1. (Thiagarajan) . Let N be a net system. The MSO theory of the event structure of N is decidable if and only if N is grid-free.
One of the implication of the conjecture was proved in [6] .
Theorem 2.2.
[6] If a net system is not grid-free then the MSO theory of its event structure is undecidable.
This paper provides a proof of the converse implication.
Theorem 2.3. Thiagarajan's conjecture holds: if a net system is grid-free then the MSO theory of its event structure is decidable.
The proof of this theorem is provided at the end of Section 5. Before that, in Section 3 we introduce the notions of depth and dissimilarity of traces and in Section 4 we introduce an object called the transition structure, which is tightly linked to the event structure.
Remark that our running example of net system (see Fig. 2 ) is grid-free. Indeed, the set of prime firing traces is generated by the regular language (a + b + c 0 c 1 ) * (ǫ + bc 0 + bc 0 c 2 d * ).
In the corresponding traces, the only forks are of type (a n , c 0 ) thus have length 1.
We terminate this section with a discussion on possible definitions of grid-freeness. The definition of grid-freeness we provide (Definition 2.1) is simple and convenient for our purpose but differs from the original definition given in [6] , which is stated as a property of the event structure. The same paper provides a characterization of grid-freeness in terms of firing traces and reachable markings [6, Corollary 5]:
Definition 2.4 (Grid-freeness 2). A net system N is not grid-free iff there exists a reachable marking M and three firing sequences β, β ′ , γ at M such that:
β, β ′ and γ are prime . Proof. Assume that the conditions of Definition 2.4 are met. Let α such that M in α − → M . We show that for every n ∈ N, α(ββ ′ ) n γ ∈ ES N . According to iii ) of Lemma 1.6 ββ ′ ≤ γ thus there exists γ ′ such that γ = ββ ′ γ ′ . Since ββ ′ γ ′ is prime and ββ ′ and (ββ ′ ) n+1 have the same maximal actions then according to property vii ) of Lemma 1.6, (ββ ′ ) n+1 γ ′ = (ββ ′ ) n γ is prime as well. Since M in · α = M and β and β ′ are loops on M and γ is a firing trace at M then α(ββ ′ ) n γ is a firing trace at M in . Thus α(ββ ′ ) n γ ∈ ES N . Hence (β n , (β ′ ) n ) is a fork of length ≥ n.
Conversely let (δ, δ ′ ) be a fork of length ≥ 1 + |Σ|2 |S| . By definition of a fork, there exists α, γ ′ such that αδδ ′ γ ′ ∈ ES N . We show that there is a marking L and some traces
Since αδδ ′ γ ′ ∈ ES N then δ is a firing trace at L, thus every prime prefix of δ as well. According to ii ) in Lemma 1.6, δ has ≥ 1 + |Σ|2 |S| prime prefixes. Thus δ has two distinct prime prefixes with the same last letter reaching the same marking from L. According to Lemma 1.4, one of these markings is a prefix of the other. Thus δ can be factored as δ = β 1 ββ 3 such that β = ǫ; both β 1 and β 1 β are prime; and L · β 1 = L · β 1 β. Symmetrically, δ ′ can be factored as δ
Since both β 1 and β ′ 1 are firing traces at L and since β 1 I β ′ 1 then β 1 β ′ 1 is a firing trace at L. We show that (2.4) holds for
All three conditions of Definition 2.4 are satisfied, because of (2.4) and moreover the three traces β, β ′ and γ are prime because they are suffixes of prime traces β 1 β, β ′ 1 β ′ and αββ ′ γ ′ (cf v ) in Lemma 1.6) . As a byproduct of the proof we obtain Corollary 2.6. A net system N is grid-free if and only if it all its forks have length ≤ |Σ|2 |S| .
Depth and dissimilarity of traces
In this section we introduce the notions of depth of a prime prefix of a trace and dissimilarity of a trace from another trace. A technical lemma (Lemma 3.3) gives a uniform upper bound on the number of traces which are both of the same size and not much dissimilar from another trace. This bound is a crucial tool for proving the decidability of the MSO theory of grid-free net systems. Definition 3.1 (Depth). Let α be a trace and α ′ be a prime prefix of α. A prime path from α ′ to α is a sequence α 1 , . . . , α n of prime prefixes of α such that α ′ = α 1 < α 2 < . . . < α n ≤ α. The depth of α ′ in α is the maximal length of a prime path from α ′ to α.
Dissimilarity measures how much a trace is different from another trace. 
with the convention max ∅ = 0.
For every trace α, the number of traces with length |α| with a fixed dissimilarity from α can be bounded, independently of |α|. Lemma 3.3. Let α be a trace and c 2 be an integer. Let B be the set of traces of same length than α and whose dissimilarity from α is ≤ d. There exists a trace γ such that:
• γ is a common prefix to all traces in B; and • |γ| ≥ |α| − d|Σ| . As a consequence |B| ≤ |Σ| d|Σ| .
Proof. Let C be the set of prime prefixes of α of depth > d in α. Let γ = lce(C) be the least common extension of C, as defined in Lemma 1.9. We first show that |γ| ≥ |α| − d|Σ| .
(3.1)
For every letter a and positive integer d ′ , there is at most one prime prefix of α whose depth is d ′ and whose maximal letter is a. The reason is that two prime prefixes of α with the same maximal letter are strictly ordered by ≤ (cf. Lemma 1.4) thus one has strictly lower depth in α than the other. Thus there are at most d|Σ| prime prefixes of |α| of depth ≤ d.
Since α has |α| prime prefixes in total (cf. ii ) in Lemma 1.6), there are at least |α| − d|Σ| prime prefixes of |α| of depth > d thus |C| ≥ |α| − d|Σ|. By definition of the least common extension, all elements of C are prime prefixes of γ thus according to ii ) in Lemma 1.6 again, |γ| ≥ |C| ≥ |α| − d|Σ| i.e. (3.1) holds. We show that:
By definition of the dissimilarity, every trace in C is a prefix of β. Then by definition of the least common extension, γ ≤ β. Since β ∈ B then |β| = |α| and we get (3.2).
According to (3.1) and (3.2), |B| ≤ |Σ| d|Σ| .
The transition structure
In this section we define the transition structure associated with a net system N , which is a directed graph with Σ-labelled edges. Like the event structure, the vertices of the transition structure are firing traces of N at the initial marking. The crucial difference between both structures is that the event structure only contains the prime firing traces (i.e. ES N ) while the transition structure contains all prefixes, prime or not, of these prime firing traces. Formally, the set of vertices of the transition structure of a net system N is the set of prefixes of prime firing traces:
The edges of the transition structure of N are presented as the collection of binary operators (→ a ) a∈Σ defined as follows. For ∀α, β ∈ TS N and a ∈ Σ, (α → a β) ⇐⇒ (β = αa) .
The transition structure of N can be used as a model of the monadic second order logic (MSO) with signature ((→ a ) a∈Σ ).
Part of the transition structure of our running example (cf Fig. 2) is represented on Fig. 4 . A crucial difference with the event structure is that the transition structure has bounded tree-width and as seen later it is actually context-free. Proof. According to Corollary 1.15, we can assume that φ does not use the ♯ operator. The first difference between the event and transition structures is their domain: TS N contains not only ES N but also all the prefixes of traces in ES N and conversely ES N contains exactly the prime elements of TS N . For this reason, when translation φ into φ ′ , existential operators have to be restricted to quantification on prime traces. For every α ∈ TS N , the set of maximal actions of α is
As a consequence, whether a trace α ∈ TS N is prime can be expressed by the following formula:
The transformation of φ into φ ′ recursively substitutes to every first-order existential formula ∃x · φ(x) the formula ∃x · Prime(x) ∧ φ(x) and to every second-order existential formula ∃X · φ(X) the formula ∃X · (∀x · x ∈ X =⇒ Prime(x)) ∧ φ(X) .
Second, the transformation of φ into φ ′ substitutes every use of unary operators (lastis a ) a∈Σ by an equivalent formula of (TS N , (→ a ) a∈Σ ): every occurence of lastis a (x) is replaced by (∃y · y → a x).
Third, the transformation of φ into φ ′ substitutes to every use of ≤, say x ≤ y, a formula stating the existence of a path from x to y in (TS N , (→ a ) a∈Σ ), or equivalently the existence of a subset of TS N containing y and whose every element different from x has a predecessor. Formally, x ≤ y is replaced by
Using these three substitutions, the proof of the lemma is straightforward.
Remark that the transformations used in the proof are not valid in ES N augmented with (→ a ) a∈Σ . The reason is that in general a prime trace has no prime predecessor by any → a . For example if Σ = {a, b, c} and a I b but ¬(a I c) and ¬(b I c) then abc is prime and it has two prime prefixes: a and b. In the transition structure, ab → c abc but in the event structure abc has no predecessor by → c .
A consequence of the lemma is:
Let N be a net system. If the MSO theory of its transition structure is decidable then the MSO theory of its event structure is decidable.
Thus, to complete the proof of Thiagarajan's conjecture, it is enough to prove that the MSO theory of the transition structure of a grid-free net system is decidable, which we do in the next section. Before that, we reveal the tree-like structure of the transition system.
4.2.
Tree-decomposition of the transition structure. The transition structure has a natural tree-like structure. Nodes of the tree are equivalence classes of an equivalence relation ≡ * on TS N defined as follows.
First, the reflexive and symmetric relation ≡ is defined ∀α, β ∈ TS N by (α ≡ β) iff (|α| = |β|) and (∃γ ∈ TS N , α ≤ γ and β ≤ γ)) .
The smallest equivalence relation containing ≡ is denoted ≡ * . The following definition and lemma reveal the tree-like structure of TS N . Proof. Let T be this quotient. We prove first that T is a directed acyclic graph (DAG) with root {ǫ}. Since the length of traces strictly increases along every edge of (TS N , →), then (TS N , →) is a DAG. Since TS N is prefix-closed, then every trace in TS N is reachable from ǫ in the graph (TS N , →) thus (TS N , →) is a rooted DAG with root ǫ. Since all traces of an ≡ * -class have the same length then the quotient T is a rooted DAG as well, with root {ǫ}.
To show that T is a tree, it is thus enough to show that every vertex of T has at most one predecessor, i.e. for every u, u ′ , v, v ′ ∈ TS N ,
Let a and a ′ two letters such that v = ua
. . = |v n | = |v ′ | > 0 thus we can select for every i ∈ 1 . . . n a maximal letter a i of v i and factorize v i as v i = w i a i . Then Denote ≈ * the smallest equivalence relation containing ≈. This relation is coarser than ≡ * . Since α ≡ β then |α| = |β| thus |α ′ | = |α| − |γ| = |β| − |γ| = |β ′ |. Let n = |α ′ | = |β ′ | and a 1 , b 1 , a 2 , b 2 , . . . , a n , b n ∈ Σ be some letters such that α ′ = a 1 a 2 · · · a n and β ′ = b 1 b 2 · · · b n . For i ∈ 0 . . . n, let w i = γ ′ a 1 a 2 . . . a n−i b 1 b 2 . . . b i . We show that for every i ∈ 0 . . . n − 1,
First, according to (4.5), for every i ∈ 0 . . . n, w i ∈ TS N . Since γ ′ α ′ ≤ γ and γ ′ β ′ ≤ γ then by (4.5),
Second, fix i ∈ 0 . . . n − 1 and let γ i = γ ′ a 1 a 2 . . . a n−i−1 b 1 b 2 . . . b i . Then w i+1 = γ i b i+1 . According to (4.5), a n−i I(b 1 b 2 · · · b i ) thus w i = γ i a n−i . According to (4.5) again (a n−i Ib i+1 ) hence w i ≈ w i+1 . Finally, α = w 0 ≈ w 1 ≈ · · · ≈ w n = β thus α ≈ * β.
4.4.
A key lemma. The proof of MSO decidability on grid-free event structure relies on a key property: the dissimilarity of two ≡ * -equivalent traces is uniformly bounded. As a corollary, the transition structure of a grid-free net system has finite tree-width.
The bound is expressed using Ramsey numbers.
Definition 4.6 (Ramsey number). For every integers n, m we denote R(n, m) the smallest integer such that every complete graph with R(n, m) vertices whose edges are labelled with m different colours has a monochromatic clique of size ≥ n. Such a number exists and is computable according to Ramsey theorem. In particular, in the sequel we denote
Lemma 4.7. Let γ, γ ′ ∈ TS N such that γ ≈ * γ ′ . Assume N is grid-free and let k ∈ N such that all forks of N have length < k. Then the dissimilarity of γ ′ from γ is strictly smaller than f (k) = (2|Σ| + 1) · k · R Σ + k|Σ| + 2.
The proof of Lemma 4.7 relies on the following properties of depth. ii) Let k be an integer. Assume depth γ (α) ≥ k · R Σ . Then there exists some prime prefixes β and δ of γ such that
iii) Let β ≤ δ ≤ γ such that depth δ (β) ≥ k. Assume moreover that N is grid-free and all forks of N have length < k. Then there are at most (k − 1)|Σ| prime prefixes of γ which are parallel to both β and δ. iv) There are at least (|γ| − |α| − depth γ (α)|Σ|) prime prefixes of γ which are parallel to α.
Proof. We prove i ). Let k = depth γa (α) and α ≤ α 0 < α 1 < . . . < α k ≤ γa be a prime path from α to γa. We show that depth γ (α) ≥ k − 1. In case k ≤ 1 this is trivial. In case α k ≤ γ the prime path (α i ) i∈0...k is also a prime path from α to γ thus depth γ (α) ≥ k. In the remaining case, k > 1 and ¬(α k ≤ γ). Since α k ≤ γa then α k = ∂ a (γa) thus a = last(α k ) according to vi ) in Lemma 1.
We conclude by symmetry.
We prove ii ). Let D = depth γ (α) ≥ k · R Σ . By definition of depth, there exists a prime path α = α 0 < . . . < α D ≤ γ. For every i ∈ 0 . . . D − 1, let α ′ i such that α i+1 = α i α ′ i and denote Σ i = Alphabet(α ′ i ). Remark that α i+1 = α i thus for every i ∈ 1 . . . D − 1,
We consider the complete undirected graph G with vertices 1 . . . R Σ and edges labelled by 2 Σ , defined as follows. For every 1 ≤ i < j ≤ R Σ there is an edge between vertex i and vertex j labelled with ki≤ℓ<kj Σ ℓ . Set
By definition of R Σ , we are ensured of the existence of a monochromatic clique of size ≥ L + 2 in G. Let i 0 < i 2 < . . . < i L < i L+1 be the vertices of this clique and B ⊆ Σ the common label of all edges of the clique. For every ℓ ∈ 0 . . . L, denote α ′′
We claim and prove that |α ′′ L | ≤ k · R Σ · |Σ| .
(4.13) The first step for proving (4.13) is to consider the undirected graph H B with vertices B and with an edge between a ∈ B and a ′ ∈ B whenever ¬(a I a ′ ). We claim and prove that H B is connected. Since B = Alphabet(α ′′ 0 ) (cf (4.12)) then α ′′ 0 has at least as many maximal letters as there are distinct connected components of H B . However, since α k·i 1 = α k·i 0 α ′′ 0 then α ′′ 0 is a suffix of α k·i 1 and since α k·i 1 is prime then α ′′ 0 is prime as well (cf v ) in Lemma 1.6). Thus H B has a single connected component i.e. it is connected.
We prove (4.13) by contradiction. Assume |α ′′ L | ≥ kR Σ |Σ| + 1. In this case, by the pigeonhole principle, there is a letter b which occurs at least kR Σ + 1 times in |α ′′ L |. And b ∈ B according to (4.12) . According to (4.10), α ′′ 0 = ∅ and since α k·i 1 = α k·i 0 α ′′ 0 (cf (4.11)) then last(α k·i 1 ) = last(α ′′ 0 ) ∈ B. Since H B is connected, and both b ∈ B and last(α k·i 1 ) ∈ B, there is an undirected path last(α
(4.14)
We claim and prove that there is a prime path π from α k·i 1 to ∂ b (α k·im ). The prime path is α k·i 1 
. This is well-defined since m ≤ 1 + |B| − 1 ≤ |Σ| = L . The equality α k·i 1 = ∂ b 1 (α k·i 1 ) holds because b 1 = last(α k·i 1 ). And the inequalities hold since for every ℓ ∈ 1 . . . m − 1,
We form a prime path from α to γ by concatenating three prime pathes:
• the prime path π from α k·i 1 to ∂ b (α k·im ),
• the prime path π ′ of length k · R Σ + 1 from
The length of this prime path is
This terminates the proof by contradiction that (4.13) holds. Now that (4.13) is proved, we set
and show that properties (4.6)-(4.9) do hold. Property (4.6) holds because
Property (4.9) holds because δ = βα ′′ L hence we can apply (4.13). We prove iii ). We first show: ( †) Let γ 1 < . . . < γ i ≤ γ be a sequence of prime prefixes of γ which are parallel to both β and δ. Then i < k.
Let β ′ be the longest common prefix of δ and γ i and let δ ′ , γ ′ such that δ ′ I γ ′ and δ = β ′ δ ′ and γ i = β ′ γ ′ . We prove that:
We prove (4.15). For every j ∈ 1 . . . k, β j ≤ δ = β ′ δ ′ . Since γ i is parallel to β then ¬(β ≤ γ i ). Since β ′ ≤ γ i then ¬(β ≤ β ′ ) and since β ≤ β j then ¬(β j ≤ β ′ ). Thus at least k prime prefixes of δ = β ′ δ ′ are not prefixes of β ′ hence |δ ′ | ≥ k (cf ii ) in Lemma 1.6). The proof of (4.16) is similar: for every j ∈ 1 . . . i, γ 1 ≤ γ j ≤ γ i = β ′ γ ′ . Since ¬(γ 1 ≤ δ = β ′ δ ′ ) then a fortiori ¬(γ j ≤ β ′ ). Thus at least i prime prefixes of β ′ γ ′ are not prefixes of β ′ hence |γ ′ | ≥ i.
We prove (4.17). By construction, δ ′ I γ ′ . Since γ ∈ TS N then there is γ ′′ ∈ ES N such that γ ≤ γ ′′ . Since β ′ δ ′ ≤ γ ≤ γ ′′ and β ′ γ ′ = γ i ≤ γ ≤ γ ′′ , then (δ ′ , γ ′ ) is a fork, of length ≥ min(i, k). By hypothesis all forks have length < k thus i < k, which terminates the proof of ( †).
By the pigeonhole principle, given (k − 1)|Σ| + 1 prime prefixes of γ at least k of these prefixes have the same last letter, and as a consequence they are totally ≤-ordered. Thus, according to ( †), at most (k − 1)|Σ| prime prefixes of γ are parallel to both α and β.
We prove iv ). A prime β prefix of γ which is not parallel to α satisfies either β ≤ α or α ≤ β, say in this second case that β is a continuation of α in γ. Denote d = depth γ (α). For every letter a ∈ Σ, the set of prime continuations of α in γ whose maximal letter is a are ≤-ordered. Thus by definition of the depth there are at most d of those. Thus in total there are at most d|Σ| prime continuations of α in γ. Finally, According to ii ) in Lemma 1.6, α has exactly |α| prime prefixes and γ has exactly |γ| prime prefixes. Thus in total γ has at least |γ| − |α| − d|Σ| prime prefixes parallel to α.
We can now proceed with the proof of Lemma 4.7.
Proof of Lemma 4.7. Assume that the dissimilarity of γ ′ from γ is ≥ f (k). Then we prove that N has a fork of length ≥ k. By definition of dissimilarity, γ has a prime prefix α ≤ γ such that depth γ (α) ≥ f (k) and such that ¬(α ≤ γ ′ ).
Since depth γ (α) ≥ k · R Σ , we can apply ii ) of Lemma 4.8 and get some prefixes β and δ of γ such that 
. By minimality of n and since β ≤ γ 0 then β ≤ γ n .
Thus there exists β ′ such that γ n = ββ ′ . We claim and prove that
Denote a = last(β). Since γ n ≈ γ n+1 there exists µ ∈ TS N and b, c ∈ Σ such that b I c and γ n = µb and γ n+1 = µc. Since ¬(β ≤ γ n+1 ) then ¬(β ≤ µ). But on the other hand β ≤ γ n = µb. Hence ¬(β ≤ γ ′ ) and β ≤ γ ′ b thus b = last(β) according to vi ) in Lemma 1.6. Hence ββ ′ = γ n = µb = µa. Thus a is a maximal letter of ββ ′ . Since a = last(β) then according to Lemma 1.1, a I β ′ (i.e. (4.23) holds) or a is a maximal letter of β ′ . But this second case leads to a contradiction: if a is a maximal letter of β ′ then, since ββ ′ = γ n = µa, we get by cancellation β ≤ µ and since µ ≤ γ n+1 , this contradicts the definition of n. Thus (4.23) holds.
Since β ≤ δ ≤ γ 0 then depth γ 0 (β) ≥ depth γ 0 (δ) hence, summarizing (4.19) and (4.23),
Since f (k) ≥ 2kR Σ , we can define
According to i ) in Lemma 4.8, the sequence (depth γ i (β)) i∈0...n varies by increments and decrements thus depth γ ℓ (β) = k · R Σ . (4.24) To get the contradiction, we consider the sets Z β (resp. Z δ ) of prime prefixes of γ ℓ which are parallel to β (resp. parallel to δ). According to iv ) in Lemma 4.8 applied to β and γ ℓ |Z β | ≥ (|γ ℓ | − |β| − depth γ ℓ (β) · |Σ|) . (4.25)
. According to (4.21), and since β ≤ δ, there are at most k · R Σ · |Σ| + 1 prime prefixes of δ which are not prime prefixes of β thus
Together with (4.25), we get:
According to (4.22), |Z α ∩ Z β | ≤ k|Σ|. Thus we get:
Since γ 0 ≈ * γ ℓ then |γ ℓ | = |γ 0 | = |γ|. And by definition of depth, |γ| − |δ| ≥ depth γ (δ). Thus |γ ℓ | = |γ| ≥ depth γ (δ) + |δ|. Injecting this in the inequality above, we get
According to (4.19) and (4.24), and since β ≤ δ we get
a contradiction. Thus the dissimilarity of γ ′ from γ is < f (k).
Corollary 4.9. The transition structure of a grid-free net system has finite tree-width.
Proof. Assume all forks in N have length < k. Lemma 4.7 bounds the dissimilarity of two traces in the same ≡ * -class to < f (k) = (2|Σ| + 1) · k · R Σ + k|Σ| + 2. In conjunction with the last statement of Lemma 3.3 this gives an upper-bound of |Σ| f (k)|Σ| on the size of an ≡ * -class. In conjunction with Lemma 4.4, it shows that (TS N , →) has finite tree-width.
The conclusion of [6] suggests to use Courcelle's theorem for infinite graphs in order to obtain decidability of MSO for grid-free net systems. However, we have not proved yet that TS N is MSO-definable (up to isomorphism) among the class of graphs with finite tree-width thus Corollary 4.9 seems too weak to get decidability.
In the next section, we use Lemma 4.7 to show that the transition structure of a grid-free net system is a context-free graph.
5.
Decidability of the MSO theory of grid-free net systems 5.1. Context-free graphs. Context-free graphs are well-known for being the transition graphs of pushdown automata. Muller and Schupp's proved that the MSO theory of a context-free graph is decidable [5] . In this section we prove that the transition structure of grid-free net systems is context-free. For that we use a definition of context-free graphs which is expressed in terms of the inherent structure of the graph, independently of the notion of pushdown automaton, like was originally done in [5, Definition 2.2]. The original definition of context-free graphs given in [5] assumes that the directed graph is connected, in the sense where from every vertex in V there is a path to every other vertex in V . As noticed in [5] , any rooted Σ-graph can be turned into a connected graph with a very similar structure by duplicating its alphabet into Σ ∪ Σ −1 and adding a backward edge (w, a −1 , v) along every existing edge (v, a, w).
In the context of this paper, we prefer keeping the alphabet unchanged and our definition of context-free graphs only assumes that every vertex is reachable from the root. This difference matters when defining the equivalent of Γ(v) in [5] , called an end-subgraph in the present paper. For our definition of end-subgraph to match the definition of Γ(v) in [5] , we consider an extended notion of reachability which includes reachability by undirected pathes.
Definition 5.2 (End-subgraphs). Let G = (V, E) be a rooted Σ-graph with root v 0 . For every vertex v ∈ V , the rank of v, denoted ||v||, is the minimal length of a path from v 0 to v. An undirected path of length n in G is a sequence of vertices v 0 , . . . , v n such that for every i ∈ 0 . . . n − 1, there is a letter a ∈ Σ such that
For every vertex v ∈ V , the end-subgraph rooted at v, denoted G v , is the set of vertices of G reachable from v by an undirected path using only vertices of rank ≥ ||v||.
End-isomorphisms are used to define which end-subgraphs are similar.
• Ψ is a bijection, • Ψ preserves labels: for every vertices u ′ , u ′′ ∈ G u and every letter a ∈ Σ,
• Ψ preserves the frontier points:
Our definition of a context-free graph is the analogous of the one of Muller and Schupp [5, Definition 2.2].
Definition 5.4 (Context-free graph). A rooted Σ-graph is context-free if it has finitely many end-subgraphs up to end-isomorphisms.
We make use of the following result [5, Theorem 4.4 ].
Theorem 5.5 (Muller and Schupp). The monadic second-order theory of a context-free graph is decidable.
5.2.
The transition structure of a grid-free net system is context-free. The core of our decidability result is the following theorem.
Theorem 5.6. Assume N is grid-free. Then (TS N , (→ a ) a∈Σ ) is a context-free graph.
Proof. Denote G the rooted Σ-graph with vertices TS N , with root ǫ and (→ a ) a∈Σ is the set of edges: (v, a, w) is an edge iff v → a w i.e. iff w = va.
Remark that the rank of a vertex α ∈ TS N of G (in the sense of Definition 5.2) is the length of α, i.e. ||α|| = |α|. With every linearization of α corresponds a (directed) path of length |α| from ǫ to α, the path adds one-by-one each letter of the linearization. Clearly there is no shorter undirected path from ǫ to α since for every edge (v, a, w), |w| = |v| + 1.
For every α ∈ TS n the end-subgraph rooted at α is denoted G α . Denote B the ≡ * -class of α. We claim and prove: every vertex in G α has a prefix in B.
(5.1)
Let β be a vertex of G α and π = (α = α 1 , . . . , α n = β) be an undirected path in G, such that ∀i ∈ 0 . . . n, ||α i || ≥ ||α|| i.e. |α i | ≥ |α|. We can project π into the quotient T of (TS N , →) by ≡ * , and obtain an undirected path π ′ in T . According to Lemma 4.4, T is a tree. The initial node of the path π ′ is the node B, whose ancestors are set of traces strictly shorter than α. Thus π ′ stays in the subtree rooted in B. Thus all vertices visited by π are reachable in (TS N , →) from a vertex ∈ B thus have a prefix in B.
For every α ∈ TS N we define its type T α as follows. Set f (k) = (2|Σ|+1)·k·R Σ +k|Σ|+2. According to Lemma 4.5 and Lemma 4.7, all traces in B have dissimilarity ≤ f (k) from α. According to Lemma 3.3, there is a prefix γ α ≤ α which is a common prefix to all traces in B and such that |γ α | ≥ |α| − f (k)|Σ|. According to (5.1) γ α is a prefix of every trace in G α .
(5.2)
For every trace β ∈ G α , denote γ −1 α (β) the suffix of β such that β = γ α γ −1 α (β). By ≤cancellation, γ −1 α (β) is uniquely defined. The set of traces obtained this way is denoted γ −1 α (B) = {γ −1 α (β) | β ∈ B} = β ′ ∈ A * ∼ I | γ α β ′ ∈ B . By definition of TS N , every trace β ∈ TS N is a firing trace at the initial marking M in , and the marking reached when firing β in M in is denoted (M in · β) . Definition 5.7. For every α ∈ TS N , the type T α of α is the pair (Σ α , φ α ) where:
• Σ α ⊆ 2 Σ is the set of maximal actions of γ α ,
Observe that φ α is well-defined because γ α (γ −1 α (B)) = B ⊆ TS N thus γ α β ′ is a firing trace at M in for every β ′ ∈ γ −1 α (B). Observe also that there at most 2 |Σ|+|S||Σ| f (k)|Σ| possible values for T α . The reason is |γ α | ≥ |α| − f (k)|Σ| thus γ −1 α (B) ⊆ Σ f (k)|Σ| . Now we show that for every α, α ′ ∈ TS n , if T α = T α ′ there is an end-isomorphism from G α to G α ′ . For that we claim and prove that Ψ α : G α → G α ′ defined by
is well-defined and is an end-isomorphism. We prove first that for every β ∈ G α ,
surjective and Ψ α ′ is injective and by symmetry Ψ α is a bijection. And Ψ α preserves labels according to (5.7) . And Ψ α is an end-isomorphism because, according to (5.5) ,
Finally there are at most 2 |Σ|+|S||Σ| f (k)|Σ| end-isomorphism classes of (G α ) α∈TS N thus G is context-free.
Remark that given the description of N , one can effectively compute an upper-bound k on the length of forks in N : according to Corollary 2.6, an upper-bound is |Σ|2 |S| . Thus an upper-bound on the number of isomorphism classes is 2 |Σ|+|S||Σ| |Σ| ( (2|Σ|+1)·|Σ|2 |S| ·R Σ +|Σ|2 |S| |Σ|+2 ) .
Muller and Schupp have described the construction of a canonical pushdown automaton generating a context-free graph [5, Lemma 2.3], which can be used to show:
Corollary 5.8. Given a grid-free net system N , one can effectively compute a pushdown automaton whose transition graph is isomorphic to (TS N , (→ a ) a∈Σ ).
5.3.
Proof of Thiagarajan's conjecture. We are ready to prove that the MSO theory of the event structure of a grid-free net system is decidable (Theorem 2.3).
Proof of Theorem 2.3. According to Theorem 5.6 the transition structure of N is contextfree thus according to Muller and Schupp decidability result (Theorem 5.5) the MSO theory of the transition structure is decidable. According to Corollary 4.2 the MSO theory of the event structure of N is decidable as well.
Conclusion
We have shown that the MSO theory of the event-structure of a grid-free net system, which gives a positive answer to Thiagarajan's conjecture [6] . A consequence is that controller synthesis is decidable for grid-free asynchronous automata, when controllers are allowed to use causal memory. The techniques of the present paper might be used to design even larger classes of automata with a decidable controller synthesis problem.
Another way of investigating the decidability boundaries of MSO on event-structures of distributed systems, is to consider variants of MSO. For exemple, MSO becomes decidable if second-order quantifiers are restricted to conflict-free sets [3] . The techniques of the present paper may be used to design more general decidable fragments.
