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1. Introduction and main results
In this article, let Σ be a ﬁxed C3 compact convex hypersurface in R2n , i.e., Σ is the boundary
of a compact and strictly convex region U in R2n . We denote the set of all such hypersurfaces by
H(2n). Without loss of generality, we suppose U contains the origin. We denote the set of all compact
convex hypersurfaces which are symmetric with respect to the origin by SH(2n), i.e., Σ = −Σ for
Σ ∈ SH(2n). We consider closed characteristics (τ , y) on Σ , which are solutions of the following
problem
{
y˙ = J NΣ(y),
y(τ ) = y(0), (1.1)
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In 0
)
, In is the identity matrix in Rn , τ > 0 and NΣ(y) is the outward normal vector
of Σ at y normalized by the condition NΣ(y) · y = 1. Here a · b denotes the standard inner product
of a,b ∈ R2n . A closed characteristic (τ , y) is prime if τ is the minimal period of y. Two closed
characteristics (τ , y) and (σ , z) are geometrically distinct if y(R) = z(R). We denote by J (Σ) and
J˜ (Σ) the set of all closed characteristics (τ , y) on Σ with τ being the minimal period of y and the
set of all geometrically distinct ones, respectively. Note that J (Σ) = {θ · y | θ ∈ S1, y is prime}, while
J˜ (Σ) = J (Σ)/S1, where the natural S1-action is deﬁned by θ · y(t) = y(t + τθ), ∀θ ∈ S1, t ∈ R. As
deﬁned in [7], a closed characteristic (τ , y) ∈ J (Σ) on Σ ∈ SH(2n) is symmetric if y(t) = −y(t + τ2 )
for all t ∈ R.
For the existence and multiplicity of geometrically distinct closed characteristics on convex com-
pact hypersurfaces in R2n we refer to [3,4,6,7,9–13,15] and references therein. Especially, for the
symmetric hypersurfaces, the main theorem in [7] of C. Liu, Y. Long and C. Zhu implies #J˜ (Σ) = n
for any Σ ∈ SH(2n). Note that we have the following example of weakly non-resonant ellipsoid: Let
r = (r1, . . . , rn) with ri > 0 for 1 i  n. Deﬁne
En(r) =
{
z = (x1, . . . , xn, y1, . . . , yn) ∈ R2n
∣∣∣ 1
2
n∑
i=1
x2i + y2i
r2i
= 1
}
,
where rir j /∈ Q whenever i = j. In this case, the corresponding Hamiltonian system is linear and all the
solutions can be computed explicitly. Thus it is easy to verify that #J˜ (En(r)) = n and all of them are
symmetric.
Motivated by these results, we prove the following result in this article:
Theorem 1.1. Suppose #J˜ (Σ) = n for some Σ ∈ SH(2n) and n = 2 or 3. Then any (τ , y) ∈ J (Σ) is sym-
metric.
The proof of the theorem is motivated by the methods in [9] and [13] by using the index iteration
theory and the equivariant Morse theory for closed characteristics.
In this article, let N, N0, Z, Q, R, and C denote the sets of natural integers, non-negative integers,
integers, rational numbers, real numbers, and complex numbers, respectively. Denote by a · b and |a|
the standard inner product and norm in R2n . Denote by 〈·,·〉 and ‖ · ‖ the standard L2-inner product
and L2-norm. For an S1-space X , we denote by XS1 the homotopy quotient of X module the S
1-
action, i.e., XS1 = S∞ ×S1 X . We deﬁne the functions
{ [a] = max{k ∈ Z | k a}, E(a) = min{k ∈ Z | k a},
ϕ(a) = E(a)− [a]. (1.2)
Specially, ϕ(a) = 0 if a ∈ Z, and ϕ(a) = 1 if a /∈ Z. In this article we use only Q-coeﬃcients for all
homological modules.
2. Variational structure for closed characteristics
In the rest of this article, we ﬁx a Σ ∈ H(2n) and assume the following condition on Σ :
(F) There exist only ﬁnitely many geometrically distinct closed characteristics {(τ j, y j)}1 jk on Σ .
In this section, we review brieﬂy the variational structure for closed characteristics.
Let τˆ = inf{τ j | 1  j  k}. Then by §2 of [13], for any a > τˆ , we can construct a function ϕa ∈
C∞(R,R+) which has 0 as its unique critical point in [0,+∞) such that ϕa is strictly convex for t  0.
Moreover, ϕ
′
a(t)
t is strictly decreasing for t > 0 together with limt→0+
ϕ′a(t)
t = 1 and ϕa(0) = 0 = ϕ′a(0).
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Ha(x) = aϕa( j(x)) and consider the ﬁxed period problem{
x˙(t) = J H ′a
(
x(t)
)
,
x(1) = x(0). (2.1)
Then Ha ∈ C3(R2n \ {0},R) ∩ C1(R2n,R) is strictly convex. Solutions of (2.1) are x ≡ 0 and x = ρ y(τ t)
with ϕ
′
a(ρ)
ρ = τa , where (τ , y) is a solution of (1.1). In particular, nonzero solutions of (2.1) are one to
one correspondent to solutions of (1.1) with period τ < a.
In the following, we use the Clarke–Ekeland dual action principle. As usual, let Ga be the Fenchel
transform of Ha deﬁned by Ga(y) = sup{x · y− Ha(x) | x ∈ R2n}. Then Ga ∈ C2(R2n \ {0},R)∩ C1(R2n,R)
is strictly convex. Let
L20
(
S1,R2n
)=
{
u ∈ L2([0,1],R2n) ∣∣∣
1∫
0
u(t)dt = 0
}
. (2.2)
Deﬁne a linear operator M : L20(S1,R2n) → L20(S1,R2n) by ddt Mu(t) = u(t),
∫ 1
0 Mu(t)dt = 0. The dual
action functional on L20(S
1, R2n) is deﬁned by
Ψa(u) =
1∫
0
(
1
2
Ju · Mu + Ga(− Ju)
)
dt. (2.3)
Then the functional Ψa ∈ C1,1(L20(S1,R2n),R) is bounded from below and satisﬁes the Palais–Smale
condition. Suppose x is a solution of (2.1). Then u = x˙ is a critical point of Ψa . Conversely, suppose u
is a critical point of Ψa . Then there exists a unique ξ ∈ R2n such that Mu − ξ is a solution of (2.1).
In particular, solutions of (2.1) are in one to one correspondence with critical points of Ψa . Moreover,
Ψa(u) < 0 for every critical point u = 0 of Ψa .
Suppose u is a nonzero critical point of Ψa . Then the formal Hessian of Ψa at u is deﬁned by
Qa(v, v) =
1∫
0
(
J v · Mv + G ′′a (− Ju) J v · J v
)
dt,
which deﬁnes an orthogonal splitting L20 = E−⊕ E0⊕ E+ of L20(S1,R2n) into negative, zero and positive
subspaces. The index of u is deﬁned by i(u) = dim E− and the nullity of u is deﬁned by ν(u) = dim E0.
Let u = x˙ be the critical point of Ψa such that x corresponds to the closed characteristic (τ , y) on Σ .
Then the index i(u) and the nullity ν(u) deﬁned above coincide with the Ekeland indices deﬁned by
I. Ekeland in [1] and [2]. Specially 1 ν(u) 2n − 1 always holds.
We have a natural S1-action on L20(S
1,R2n) deﬁned by θ · u(t) = u(θ + t) for all θ ∈ S1 and t ∈ R.
Clearly Ψa is S1-invariant. For any κ ∈ R, we denote by
Λκa =
{
u ∈ L20
(
S1,R2n
) ∣∣ Ψa(u) κ}. (2.4)
For a critical point u of Ψa , we denote by
Λa(u) = ΛΨa(u)a =
{
w ∈ L20
(
S1,R2n
) ∣∣ Ψa(w) Ψa(u)}. (2.5)
Clearly, both sets are S1-invariant. Since the S1-action preserves Ψa , if u is a critical point of Ψa , then
the whole orbit S1 · u is formed by critical points of Ψa . Denote by crit(Ψa) the set of critical points
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can make the following deﬁnition.
Deﬁnition 2.1. Suppose u is a nonzero critical point of Ψa and N is an S1-invariant open neighbor-
hood of S1 · u such that crit(Ψa) ∩ (Λa(u) ∩ N ) = S1 · u. Then the S1-critical modules of S1 · u are
deﬁned by
CS1,q
(
Ψa, S
1 · u)= Hq((Λa(u)∩ N )S1 , ((Λa(u) \ S1 · u)∩ N )S1).
We have the following proposition for critical modules.
Proposition 2.2. (See Proposition 3.2 of [13].) The critical module CS1,q(Ψa, S
1 · u) is independent of a in
the sense that if xi are solutions of (2.1) with Hamiltonian functions Hai (x) ≡ aiϕai ( j(x)) for i = 1 and 2
respectively such that both x1 and x2 correspond to the same closed characteristic (τ , y) on Σ . Then we have
CS1,q
(
Ψa1 , S
1 · x˙1
)∼= CS1,q(Ψa2 , S1 · x˙2), ∀q ∈ Z.
Now let u = 0 be a critical point of Ψa with multiplicity mul(u) =m, i.e., u corresponds to a closed
characteristic (mτ , y) ⊂ Σ with (τ , y) being prime. Hence u(t + 1m ) = u(t) holds for all t ∈ R. For any
p ∈ N, denote by up the unique critical point of Ψa corresponding to (pmτ , y). By §3 of [13], we can
construct a Zpm-invariant local characteristic manifold W (up) at up with dimension ν(up)−1 by using
a ﬁnite-dimensional reduction and Gromoll–Meyer theory. Then we have the following proposition.
Proposition 2.3. (See Proposition 3.10 of [13].) Let u = 0 be a critical point of Ψa with mul(u) = 1. Then for
all p ∈ N and q ∈ Z, we have
CS1,q
(
Ψa, S
1 · up)∼= (Hq−i(up)(W (up)∩Λa(up), (W (up) \ {up})∩Λa(up)))β(up)Zp , (2.6)
where β(up) = (−1)i(up)−i(u) . Thus
CS1,q
(
Ψa, S
1 · up)= 0, for q < i(up) or q > i(up)+ ν(up)− 1. (2.7)
We make the following deﬁnition.
Deﬁnition 2.4. Let u = 0 be a critical point of Ψa with mul(u) = 1. Then for all p ∈ N and l ∈ Z, let
kl,±1
(
up
)= dim(Hl(W (up)∩Λa(up), (W (up) \ {up})∩Λa(up)))±Zp ,
kl
(
up
)= dim(Hl(W (up)∩Λa(up), (W (up) \ {up})∩Λa(up)))β(up)Zp .
kl(up)s are called critical type numbers of up .
We have the following properties for critical type numbers.
Proposition 2.5. (See Proposition 3.13 of [13].) Let u = 0 be a critical point of Ψa withmul(u) = 1. Then there
exists a minimal K (u) ∈ 2N such that
ν
(
up+K (u)
)= ν(up), i(up+K (u))− i(up) ∈ 2Z,
and kl(up+K (u)) = kl(up) for all p ∈ N and l ∈ Z. We call K (u) the minimal period of critical modules of
iterations of the functional Ψa at u.
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m ∈ N. Let a > τ and choose ϕa as above. Determine ρ uniquely by ϕ
′
a(ρ)
ρ = τa . Let x = ρ y(τ t) and
u = x˙. Then we deﬁne the index i(ym) and nullity ν(ym) of (mτ , y) for m ∈ N by
i
(
ym
)= i(um), ν(ym)= ν(um).
These indices are independent of a when a tends to inﬁnity. Now the mean index of (τ , y) is deﬁned
by
iˆ(y) = lim
m→∞
i(ym)
m
. (2.8)
By Proposition 2.2, we deﬁne the critical type numbers kl(ym) of ym to be kl(um), where um is the
critical point of Ψa corresponding to ym . We also deﬁne K (y) = K (u). Then we have
Proposition 2.6. (See Proposition 2.6 of [14].) We have kl(ym) = 0 for l /∈ [0, ν(ym)− 1] and it can take only
values 0 or 1 when l = 0 or l = ν(ym)− 1. Moreover, the following properties hold:
(i) k0(ym) = 1 implies kl(ym) = 0 for 1 l ν(ym)− 1.
(ii) kν(ym)−1(ym) = 1 implies kl(ym) = 0 for 0 l ν(ym)− 2.
(iii) kl(ym) 1 for some 1 l ν(ym)− 2 implies k0(ym) = kν(ym)−1(ym) = 0.
(iv) If ν(ym) 3, then at most one of the kl(ym)s for 0 l ν(ym)− 1 can be nonzero.
For a closed characteristic (τ , y) on Σ , we deﬁne
χˆ (y) = 1
K (y)
∑
1mK (y)
0l2n−2
(−1)i(ym)+lkl
(
ym
)
. (2.9)
We have the following mean index identity for closed characteristics.
Theorem 2.7. (See Theorem 1.2 of [13].) Suppose Σ ∈ H(2n) satisﬁes #J˜ (Σ) < +∞. Denote all the geomet-
rically distinct closed characteristics by {(τ j, y j)}1 jk. Then the following identity holds
∑
1 jk
χˆ (y j)
iˆ(y j)
= 1
2
.
Recall that for a principal U (1)-bundle E → B , the Fadell–Rabinowitz index (cf. [5]) of E is deﬁned
to be sup{k | c1(E)k−1 = 0}, where c1(E) ∈ H2(B,Q) is the ﬁrst rational Chern class. For a U (1)-space,
i.e., a topological space X with a U (1)-action, the Fadell–Rabinowitz index is deﬁned to be the index
of the bundle X × S∞ → X ×U (1) S∞ , where S∞ → C P∞ is the universal U (1)-bundle.
As in [2, p. 199], choose some α ∈ (1,2) and associate with U a convex function H such that
H(λx) = λαH(x) for λ 0. Consider the ﬁxed period problem
{
x˙(t) = J H ′(x(t)),
x(1) = x(0). (2.10)
Deﬁne
L
α
α−1
0
(
S1,R2n
)=
{
u ∈ L αα−1 (S1,R2n) ∣∣∣
1∫
u dt = 0
}
. (2.11)0
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Φ(u) =
1∫
0
(
1
2
Ju · Mu + H∗(− Ju)
)
dt, ∀u ∈ L
α
α−1
0
(
S1,R2n
)
, (2.12)
where Mu is deﬁned as above and H∗ is the Fenchel transform of H .
For any κ ∈ R, we denote by
Φκ− = {u ∈ L αα−10 (S1,R2n) ∣∣Φ(u) < κ}. (2.13)
Then as in [2, p. 218], we deﬁne
ci = inf
{
δ ∈ R ∣∣ Iˆ(Φδ−) i}, (2.14)
where Iˆ is the Fadell–Rabinowitz index given above. Then by Proposition 3 in p. 218 of [2], we have
Proposition 2.8. Every ci is a critical value of Φ . If ci = c j for some i < j, then there are inﬁnitely many
geometrically distinct closed characteristics on Σ .
As in Deﬁnition 2.1, we deﬁne the following.
Deﬁnition 2.9. Suppose u is a nonzero critical point of Φ , and N is an S1-invariant open neighbor-
hood of S1 · u such that crit(Φ) ∩ (Λ(u) ∩ N ) = S1 · u. Then the S1-critical modules of S1 · u are
deﬁned by
CS1,q
(
Φ, S1 · u)= Hq((Λ(u)∩ N )S1 , ((Λ(u) \ S1 · u)∩ N )S1), (2.15)
where Λ(u) = {w ∈ L
α
α−1
0 (S
1,R2n) | Φ(w)Φ(u)}.
Comparing with Theorem 4 in p. 219 of [2], we have the following.
Proposition 2.10. (See Proposition 3.5 of [14].) For every i ∈ N, there exists a point u ∈ L
α
α−1
0 (S
1,R2n) such
that
Φ ′(u) = 0, Φ(u) = ci, (2.16)
CS1,2(i−1)
(
Φ, S1 · u) = 0. (2.17)
Proposition 2.11. (See Proposition 3.6 of [14].) Suppose u is the critical point of Φ found in Proposition 2.10.
Then we have
CS1,2(i−1)
(
Ψa, S
1 · ua
)∼= CS1,2(i−1)(Φ, S1 · u) = 0, (2.18)
where Ψa is given by (2.3) and ua ∈ L20(S1,R2n) is its critical point corresponding to u in the natural sense.
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In this section, we give the proof of the main theorem.
Theorem 3.1. (Cf. Theorem 15.1.1 of [8].) Suppose (τ , y) ∈ J (Σ). Then we have
i
(
ym
)≡ i(mτ , y) = i(y,m)− n, ν(ym)≡ ν(mτ , y) = ν(y,m), ∀m ∈ N, (3.1)
where i(y,m) and ν(y,m) are the Maslov-type index and nullity of (mτ , y) deﬁned by Conley, Zehnder and
Long (cf. §5.4 of [8]).
In the rest of this article, we ﬁx a Σ ∈ SH(2n).
We have the following property, cf. Lemma 4.2 of [7].
Lemma 3.2. Suppose (τ , y) ∈ J (Σ), then (τ ,−y) ∈ J (Σ) and either O(y) = O(−y) or O(y) ∩
O(−y) = ∅, where O(±y) = {±y(t) | t ∈ R}. Moreover, if O(y)∩ O(−y) = ∅, then we have
y(t) = −y
(
t + τ
2
)
, ∀t ∈ R.
As in [7], we call a closed characteristic (τ , y) on Σ ∈ SH(2n) symmetric if O(y) ∩ O(−y) = ∅,
non-symmetric if O(y) ∩ O(−y) = ∅. Thus if (τ , y) is non-symmetric, then (τ , y) and (τ ,−y) are
geometrically distinct; if (τ , y) is symmetric, then (τ , y) and (τ ,−y) are geometrically the same.
Lemma 3.3. Suppose Σ ∈ SH(2n) and (τ , y) ∈ J (Σ). Then we have
(
i
(
ym
)
, ν
(
ym
))= (i((−y)m), ν((−y)m)), Φ(um)= Φ((−u)m), ∀m ∈ N, (3.2)
CS1,q
(
Ψa, S
1 · um)∼= CS1,q(Ψa, S1 · (−u)m), ∀m ∈ N, ∀q ∈ Z, (3.3)
where we denote simply by (±u)m the critical point of Φ or Ψa corresponding to (±y)m.
Proof. Note that (3.2) was proved in [7]. Hence we only need to prove (3.3). Since Σ = −Σ , we
have Ha(x) = Ha(−x). Thus we have a natural Z2-action on L20(S1,R2n) deﬁned by v → −v and the
functional Ψa deﬁned in (2.3) is Z2-invariant. Hence (3.3) holds. 
Proof of Theorem 1.1. By the assumption (F) at the beginning of Section 2, we denote by
{(τ j, y j)}1 jk all the geometrically distinct closed characteristics on Σ , and by γ j ≡ γy j the as-
sociated symplectic path of (τ j, y j) on Σ for 1  j  k. Then by Lemma 15.2.4 of [8], there exist
P j ∈ Sp(2n) and M j ∈ Sp(2n − 2) such that
γ j(τ j) = P−1j
(
N1(1,1)  M j
)
P j, ∀1 j  k, (3.4)
where N1(1,b) =
( 1 b
0 1
)
for b ∈ R.
Firstly we consider the case n = 2. Suppose there are exactly two geometrically distinct closed
characteristics (τ1, y1) and (τ2, y2) on Σ ∈ SH(4). If (τ1, y1) is non-symmetric, we must have
(τ2, y2) = (τ1,−y1) by Lemma 3.2 since otherwise we would have at least 3 geometrically distinct
closed characteristics on Σ . Thus by Lemma 3.3, (2.8) and (2.9), we have
χˆ (y2) = χˆ (−y1) = χˆ (y1), iˆ(y2) = iˆ(−y1) = iˆ(y1). (3.5)
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1
2
= χˆ (y1)
iˆ(y1)
+ χˆ (y2)
iˆ(y2)
= 2χˆ (y1)
iˆ(y1)
. (3.6)
This implies iˆ(y1) = iˆ(y2) ∈ Q. On the other hand, by Theorem 1.4 of [13], we have iˆ(y1) /∈ Q and
iˆ(y2) /∈ Q. This contradiction proves Theorem 1.1 for the case n = 2.
Next we consider the case n = 3. Suppose there are exactly three geometrically distinct closed
characteristics (τ1, y1), (τ2, y2) and (τ3, y3) on Σ ∈ SH(6). If (τ1, y1) is non-symmetric, by
Lemma 3.2, we may assume (τ2, y2) = (τ1,−y1) and (τ3, y3) is symmetric, since otherwise we would
have at least 4 geometrically distinct closed characteristics on Σ . Thus by (3.5) and Theorem 2.7 we
have
1
2
= χˆ (y1)
iˆ(y1)
+ χˆ (y2)
iˆ(y2)
+ χˆ (y3)
iˆ(y3)
= 2χˆ (y1)
iˆ(y1)
+ χˆ (y3)
iˆ(y3)
. (3.7)
By Corollary 15.1.4 of [8], we have i(y j,1) 3 for 1 j  3. Note that e(γ j(τ j)) 6 for 1 j  k,
where e(M) is the total algebraic multiplicity of all eigenvalues of M on the unit circle U = {z ∈ C |
|z| = 1} in the complex plane C. Hence Theorem 10.2.4 of [8] yields
i(y j,m)+ ν(y j,m) i(y j,m + 1)− i(y j,1)+ e(γ j(τ j))2 − 1
 i(y j,m + 1)− 1, ∀m ∈ N, 1 j  3. (3.8)
Using the common index jump theorem (Theorems 4.3 and 4.4 of [9], Theorems 11.2.1 and 11.2.2
of [8]), we obtain some (T ,m1, . . . ,m3) ∈ N4 such that the following hold by (11.2.6), (11.2.7) and
(11.2.26) of [8]:
i(y j,2mj) 2T − e(γ j(τ j))2 , (3.9)
i(y j,2mj)+ ν(y j,2mj) 2T + e(γ j(τ j))2 − 1, (3.10)
i(y j,2mj +m) 2T + i(y j,1), ∀m 1. (3.11)
i(y j,2mj − 1)+ ν(y j,2mj − 1) = 2T −
(
i(y j,1)+ 2S+γ j(τ j)(1)− ν(y j,1)
)
, (3.12)
i(y j,2mj −m)+ ν(y j,2mj −m) 2T − i(y j,1)− 1, ∀m 2, (3.13)
where S+M(1) is the splitting number deﬁned in §9 of [8].
By [8, p. 340], we have
2S+γ j(τ j)(1)− ν(y j,1) = 2S+N1(1,1)(1)− ν1
(
N1(1,1)
)+ 2S+M j (1)− ν1(M j)
= 1+ 2S+M j (1)− ν1(M j)
−1, 1 j  3. (3.14)
In the last inequality, we have used the fact that the worst case for 2S+M j (1)− ν1(M j) happens if and
only if M j = N1(1,−1)2 which gives the lower bound −2.
By Theorem 1.1 of [14], there exist at least two geometrically distinct closed characteristics possess-
ing irrational mean indices on any Σ ∈ H(6) under the assumption (F). Thus we have the following
two cases:
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In this case, by Theorem 8.3.1, Corollary 8.3.2 of [8] and Theorem 3.1, iˆ(y j) /∈ Q implies M j ∈ Sp(4)
in (3.4) can be connected to R(θ j)  Q j within Ω0(M j) for some θ jπ /∈ Q and Q j ∈ Sp(2) for 1 j  3,
where R(θ) = ( cos θ − sin θ
sin θ cos θ
)
for θ ∈ R. Here we use notations from Deﬁnition 1.8.5 and Theorem 1.8.10
of [8]. Hence we have
2S+γ j(τ j)(1)− ν(y j,1) 0, 1 j  3. (3.15)
Thus (3.9)–(3.13) becomes
i(y j,2mj) 2T − 3, (3.16)
i(y j,2mj)+ ν(y j,2mj)− 1 2T + 1, (3.17)
i(y j,2mj +m) 2T + 3, ∀m 1, (3.18)
i(y j,2mj −m)+ ν(y j,2mj −m)− 1 2T − 4, ∀m 1. (3.19)
Note that by Theorem 3.1
i
(
ymj
)= i(y j,m)− 3, ∀m ∈ N, 1 j  3. (3.20)
Hence we have
CS1,2T−2l
(
Ψa, S
1 · umj
)= 0, ∀m = 2mj, 1 j  3, 1 l 3. (3.21)
In fact, by (3.18) and (3.20), we have i(umj ) = i(ymj )  2T for all m > 2mj and i(umj ) + ν(umj ) − 1 =
i(ymj )+ ν(ymj )− 1 2T − 7 for all m< 2mj . Thus (3.21) holds by Proposition 2.6.
By Propositions 2.10 and 2.11 we can ﬁnd p,q, r ∈ {1,2,3} such that
Φ ′
(
u
2mp
p
)= 0, Φ(u2mpp )= cT−2, CS1,2T−6(Ψa, S1 · u2mpp ) = 0, (3.22)
Φ ′
(
u
2mq
q
)= 0, Φ(u2mqq )= cT−1, CS1,2T−4(Ψa, S1 · u2mqq ) = 0, (3.23)
Φ ′
(
u2mrr
)= 0, Φ(u2mrr )= cT , CS1,2T−2(Ψa, S1 · u2mrr ) = 0, (3.24)
where we denote also by u
2mp
p , u
2mq
q and u
2mr
r the corresponding critical points of Φ and which will
not be confused. By Proposition 2.8 we have cT−2 < cT−1 < cT . Hence p,q, r are pairwise distinct. On
the other hand, by Lemma 3.3 we have Φ(u2m11 ) = Φ(u2m22 ), where we use m1 = m2 which follows
from Theorems 4.3 of [9]. This contradiction proves the theorem in Case 1.
Case 2. We have iˆ(y1) = iˆ(y2) /∈ Q and iˆ(y3) ∈ Q.
In this case, by (3.7) we have χˆ (y1) = χˆ (y2) = 0. Note that if M3 = N1(1,−1)2 and i(y3,1) = 3
does not hold, we still have (3.16)–(3.19), thus the proof of Case 1 remains valid and derives a contra-
diction. Hence we only need to consider the case M3 = N1(1,−1)2 and i(y3,1) = 3. By Theorem 8.3.1
of [8] and Theorem 3.1, we obtain
i
(
ym3
)=m(i(y3,1)+ 1)− 1− 3 = 4m − 4, ν(ym3 )= 3, ∀m ∈ N. (3.25)
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χˆ (y3) = 1
K (y3)
∑
1m2
0l2
(−1)i(ym3 )+lkl
(
ym3
)
= 1
2
(
k0(y3)− k1(y3)+ k2(y3)+ k0
(
y23
)− k1(y23)+ k2(y23))
 1. (3.26)
Now (3.7), (3.25) and (3.26) yield a contradiction:
1
2
= χˆ (y3)
iˆ(y3)
 1
4
,
which proves Theorem 1.1 in Case 2.
The proof of Theorem 1.1 is complete. 
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