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Abstract
Determinantal point processes (DPPs) have become a significant tool for rec-
ommendation systems, feature selection, or summary extraction, harnessing the
intrinsic ability of these probabilistic models to facilitate sample diversity. The
ability to sample from DPPs is paramount to the empirical investigation of these
models. Most exact samplers are variants of a spectral meta-algorithm due to
Hough, Krishnapur, Peres and Virág (henceforth HKPV, [1]), which is in general
time and resource intensive. For DPPs with symmetric kernels, scalable HKPV
samplers have been proposed that either first downsample the ground set of items,
or force the kernel to be low-rank, using e.g. Nyström-type decompositions.
In the present work, we contribute a radically different approach than HKPV. Ex-
ploiting the fact that many statistical and learning objectives can be effectively
accomplished by only sampling certain key observables of a DPP (so-called linear
statistics), we invoke an expression for the Laplace transform of such an observable
as a single determinant, which holds in complete generality. Combining traditional
low-rank approximation techniques with Laplace inversion algorithms from numer-
ical analysis, we show how to directly approximate the distribution function of a
linear statistic of a DPP. This distribution function can then be used in hypothesis
testing or to actually sample the linear statistic, as per requirement. Our approach is
scalable and applies to very general DPPs, beyond traditional symmetric kernels.
1 Introduction
Determinantal point processes (abbrv. DPPs) have recently emerged as a powerful modelling
paradigm in machine learning. DPPs were first formalized by Macchi [2], to model fermion beams in
quantum optics. Subsequently, such a determinantal structure was discovered in many fundamental
settings in statistical physics and probability, including, in particular, important models of random
matrix theory and associated particle systems. Viewed as a model for generating random subsets of
items, DPPs can in particular encode repulsive interaction between these items through a so-called
kernel matrix. Moreover, inference and sampling can be done in polynomial time [3]. When the task
at hand can be abstracted as selecting a small and diverse set of items of a large universal set, DPPs
thus appear as a natural tool. In machine learning, DPPs have been used in pose estimation in videos
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[4], recommendation systems [5], text summarization [3], coreset construction [6], feature selection
[7], etc. In all these applications, being able to sample from the learned DPP is essential.
Except for a few specialised kernels (e.g., uniform spanning trees [8]), the default exact sampler is a
spectral meta-algorithm due to Hough, Krishnapur, Peres and Virag (abbrv. HKPV, [1]). Sampling
from DPPs presents its own challenges, pertaining to the complicated algebraic structure inherent in
the model, which limits its tractability as a probabilistic object. In particular, the ambient dimension
as well as the inherent dimension of the model (which pertain to the sizes of the universal set and
the randomly selected subset, respectively) are usually very large in ML applications. This renders
spectral methods such as HKPV, that involve cubic cost manipulations of the DPP kernel, expensive
both in terms of time and resources. This has led to a vast body of work on scalable DPP sampling,
among which scalable approaches to HKPV through either low-rank approximations of the kernel
[9, 10, 11, 12], or by carefully downsampling the universal set [13, 14].
We first note that the practitioner may not be really interested in generating samples of the full random
subset X from the DPP as such, but only in obtaining samples of certain important linear statistics
Λ(Ψ) :=
∑
x∈X Ψ(x), for some complex-valued function Ψ over the universal set. A first example
arises when a DPP is used to subsample a large dataset {x1, . . . , xN} ⊂ X into a coreset [6, Section
2.2] for a given loss function L : X × Θ → R. This means that we look for a small subset X of
{x1, . . . , xN} and a set of weights ωx, x ∈ X, such that the weighted average of L(·, θ) over X is
close in relative error to the average loss over the whole dataset, either uniformly in θ or for some
fixed value of θ. Once the DPP is fixed, one is thus interested in the distribution of the linear statistics
Λ(ω·L(·, θ)) =
∑
x∈X ωxL(x, θ), one statistic per value of θ considered. A related case of interest
is the use of DPPs to select mini-batches in stochastic gradient algorithms [15]: there again, one is
not really interested in the DPP itself, but in the realization of the noisy gradient, another example of
linear statistic. Another use case for sampling a linear statistic, and a fortiori knowing the distribution
of that statistic, is to explore a DPP model. In text summarization [3] or recommendation systems [5],
once the kernel is learned in some nonparametric way, one may understand the model by looking at
the distribution of linear statistics such as, respectively, the number of characters in a DPP summary,
or the the total price of a DPP basket. Finally, in a hypothesis testing setup, it is usually very difficult
to compare distributions on subsets of a very large universal set, and it is natural that effective tests of
hypothesis be based on comparing the values of a summary statistic against a threshold. Further, the
determination of such thresholds involves estimating only some particular quantiles of the distribution
of the relevant summary statistic. In all these, sampling from the corresponding DPP is only a means
to obtain a sample of a statistic, which often turns out to be a linear statistic.
In this paper, we investigate a way to directly approximate the distribution function of a given linear
statistic of a DPP, and approximately sampling the linear statistic if desired, without ever sampling the
underlying DPP. After introducing DPPs and HKPV sampling in Section 2 and Laplace transforms
in Section 3, we contribute in Theorem 3.1 an expression for the Laplace transform of a linear
statistic of a DPP, in terms of finite Fredholm determinants. Our result extends the classical reference
[16] by removing all assumptions on K for finite DPPs; in particular, it is the first to encompass
attractive-repulsive non-symmetric DPPs [5]. In Section 4, drawing on an extensive repertoire of
numerical methods – to compute the determinants on one hand, and to invert the Laplace transform a
on the other – we put forward a methodology to approximate the cumulative distribution function
(CDF) of nonnegative linear statistics of DPPs. Sampling is then straightforward using the inverse
CDF approach [17]. In Section 5, we numerically investigate our approach, and we demonstrate
that it outperforms the natural alternative of first generating a random subset from the DPP and then
computing its corresponding linear statistic. Finally, in Section 6, we discuss possible extensions.
2 Determinantal point processes and their sampling
A DPP is a probabilistic model for selecting a random subset X of a bigger universal (or ground) set
Ξ = [N ] := {1, . . . , N}, parametrized by an N ×N matrix K.
Definition 1 (DPP). Let K be an N ×N complex matrix. We say that X ∼ DPP(K) if
P(A ⊆ X) = Det[KA], ∀A ⊆ Ξ, (1)
where KA is the submatrix of K corresponding to the rows and columns of K indexed by A.
Conditions must be put on the kernel matrix K to ensure that such a probability exists. For instance,
when K is Hermitian with eigenvalues in the interval [0, 1], existence follows from a classical
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HKPV
(
K)
1 Perform spectral decomposition K =
∑N
i=1 λiφiφ
T
i .
2 Draw N independent Bernoulli Bi ∼ Ber(λi). Set k ←
∑N
i=1Bi.
3 Initialise the kernel H←∑i∈I BiφiφTi and the set S ← ∅.
4 for i = 1, . . . , k,
5 Sample η from Ξ \ S with P(η = j) ∝ Hjj .
6 Update S ← S ∪ {η}.
7 Update H← H− (Hηη)−1[HΞηHTΞη].
8 return S.
Figure 1: The HKPV algorithm. KΞη stands for the ηth column of K.
theorem due to Macchi and Soshnikov [2, 18]. Alternately, if K has all its eigenvalues in the set
[0, 1), existence is equivalent to L = (I−K)−1K having nonnegative principal minors [2, 19, 20],
where I is the identity matrix on Ξ. In that case, one actually has a closed-form expression for the
likelihood
P(X = A) =
Det[LA]
Det[I + L]
, ∀A ⊆ Ξ. (2)
Definition 2 (L-ensemble). An L-ensemble with kernel L is a DPP satisfying (2).
2.1 Sampling from DPPs: the HKPV meta-algorithm
Whether DPPs are used as to extract summaries [3], select features [7], or recommend baskets [5],
sampling algorithms are needed. Sampling DPPs has indeed attracted considerable attention, from the
original HKPV algorithm [1] and its variants, see Section 2.2, to randomized numerical algebra [21]
and related coupling constructions [22], or MCMC approximate samplers [23, 24, 25, 26, 27, 28, 29].
While a handful of exotic DPPs are amenable to computationally cheap adhoc approaches (e.g.,
uniform spanning trees [8]), most exact samplers are related to the original HKPV [1], investigated
for finite Ξ in [3, 30]. An instance of the HKPV algorithm is given in Figure 1. In particular, a
careful implementation of HKPV [30, Section 2.4.4] has expected cost O(Nω +Nτ2) time, where
τ = Tr(K) = E|X| acts as a sort of intrinsic dimension, to which HKPV effectively reduces the
original dimension N = |Ξ|. Still, the bottleneck is usually the O(Nω) spectral decomposition of K.
In its dependence on spectral geometry, HKPV and its variants are primarily geared towards symmetric
(or at least, Hermitian) kernels. At a high level, it can be viewed as a randomly pivoted Cholesky
factorization [21]. There has been recent progress in extending this approach to LU decompositions,
yielding a O(N3) sampler capable of addressing non-symmetric kernels [21, Algorithms 1 and 4],
henceforth called the LU-based sampler. Both the LU-based sampler and HKPV become prohibitively
expensive as N grows, even disregarding storage constraints.
2.2 Scaling up HKPV to large universal sets
A lot of work has gone into bypassing the cost of the spectral decomposition of K in HKPV when
K is real symmetric, either through exploiting low-rank kernels [9, 10, 11, 12], or by carefully
downsampling the universal set [13, 14]. We focus here on low-rank kernels, as it is relevant in the
context of our proposed method. When the kernel is real symmetric and
K = BTB, where B is D ×N and D  N , (3)
Kulesza and Taskar [3] indeed show how the computational burden in HKPV can be kept down to
the eigendecomposition of the D ×D matrix BBT . They actually start from a decomposition of
L = (I−K)−1K, but the extension to K is straightforward. Neglecting for now the cost of obtaining
the decomposition (3), this yields a O(ND2τ) algorithm [30, Section 2.4.4], known as dual HKPV.
A popular decomposition like (3) for DPPs is Nyström’s [31, 12]. It consists in selecting a subset
Z ⊂ Ξ of cardinalityD, and setting B = SKZΞ, with KZΞ theD×N submatrix of K corresponding
to the rows indexed by Z and all columns, and S the square root of the pseudo-inverse of KZ . Dual
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HKPV with Nyström decomposition thus remains aO(ND2τ) algorithm [12]. In practice, the choice
of D and Z for kernel machines is the topic of a rich literature; see [32, 33] and pointers therein. One
example approach with strong theoretical backing in kernel regression is to set D sufficiently large
compared to the trace of K and sample Z without replacement from a multinomial distribution, with
weights given by so-called approximate ridge leverage scores, computable in time linear in N [34].
One important limitation of scalable approaches to HKPV is that all work so far has focused on
symmetric kernels K with eigenvalues in [0, 1), usually by parametrizing a positive semidefinite
symmetric L, which implicitly defines K = (I+L)−1L. But investigation on learning nonsymmetric
kernels has started, since they offer significantly more modelling power [20, 5]. In recommendation
systems, for instance, allowing the signs of Kij and Kji to differ favours the co-occurrence of items
i and j in DPP samples. Furthermore, many DPPs used as subsampling algorithms [7, 35] have
projection kernels, i.e. K has eigenvalues in {0, 1}, thus not fitting the requirement that the spectrum
of K lie in [0, 1). In this paper, we investigate a new scalable way to sample certain observables of
DPPs called linear statistics, where neither symmetry nor the eigenvalues of K play a role.
3 The Laplace transform and sampling
We refer to [36, Chapter 5] and [37] for general references on Laplace transforms in probability and
analysis, respectively. The Laplace transform of a non-negative random variable Y is the function
given, for s ≥ 0, by the formula LY (s) = E[e−sY ]. The restriction of non-negativity on Y and s
are for convergence purposes in the most general setting. If a real-valued random variable Y has
sufficiently light tails, then LY (s) is well-defined for all complex numbers s. The fact that the domain
of the Laplace transform can be extended to complex numbers will, in fact, be of crucial importance
for our algorithmic approach. Finally, under very general conditions, the Laplace transform of a
random variable uniquely identifies its distribution. The following will come in handy shortly.
Example 3.1. Let Zi ∼ Ber(pi) be independent. Then LZ1+···+Zk(s) =
∏k
i=1(1− (1− e−s)pi)).
3.1 The Laplace transform of linear statistics of a DPP
We provide here a closed form expression for the Laplace transform of a linear statistic of a DPP.
Similar expressions for DPPs on more general sets are known, involving Fredholm determinants (see,
e.g., [16]). In the setting of most crucial interest in ML, the universal set Ξ is finite, and we contribute
here a much simpler result on the Laplace transform of linear statistics of finite DPPs. This has two
advantages over the classical reference [16]. First, all relevant quantities are expressed here in terms
of usual determinants, which lets us use scalability techniques from the kernel machine literature.
Second, our result is applicable to a much more general class of kernels and linear statistics than [16],
including the nonsymmetric kernels of [20, 5]. We state this as:
Theorem 3.1. Let X ∼ DPP(K). We only assume that the probability measure on the subsets of
Ξ that satisfies (1) is well-defined; in particular no further assumptions on K are made vis-a-vis
symmetry or otherwise. Let also Ψ : Ξ 7→ C. Then, for any s ∈ C, the Laplace transform of the
linear statistic Λ(Ψ) :=
∑
x∈X Ψ(x) satisfies
LΛ(Ψ)(s) = Det[I−∆ΨK], where ∆Ψ = Diag[(1− exp(−sΨ(i)))i∈Ξ]. (4)
One immediately recovers some known facts on DPPs. For instance, if X ∼ DPP(K), A ⊆ Ξ, and
1A denotes the indicator of A, then a simple linear statistic is the number NA = Λ(1A) of points of
X that fall in A. Invoking Theorem 3.1, we get LNA(s) =
∏
λi∈Spec(KA)(1 − (1 − e−s)λi). We
then recognize the Laplace transform of Example 3.1, thus proving that NA is a sum of independent
Bernoullis with parameters λi ∈ Spec(KA). This is a non-trivial fact; see [1] for a derivation using
HKPV in the particular case of Hermitian kernels.
The proof of Theorem 3.1 is deferred to Appendix A. By a continuity argument, we reduce to L-
ensembles; see Definition 2. This is encapsulated in Lemma 3.2 below, which may be of independent
interest and is proved in Appendix B.
Lemma 3.2. Let X ∼ DPP(K), in the sense that (1) holds. Then there exists a sequence of DPPs
X on Ξ with kernels K, indexed by the parameter  ↓ 0, that are also L-ensembles (in the sense
that there exist matrices L such that (2) holds), and K → K in the Frobenius norm.
4
APPROXCDF
(
K, {t1, . . . , tT }, {σt1 , . . . , σtT }, {E1, . . . , ET })
1 for t ∈ {t1, . . . , tT },
2 Evaluate LY in (4) at the Et nodes on σt + iR presribed by DEHOOG.
3 Apply DEHOOG’s quadrature to (5). Store the result in Fˆt.
4 return (Fˆt)t∈{t1,...,tT }.
Figure 2: The pseudocode our approach. Keeping K low-rank (3) makes Step 2 cost O(EtND2).
3.2 Numerically inverting a Laplace transform
In Section 3.1, we identified the law of Y = |X ∩ A| = Λ(1A) by looking at the closed-form
Laplace transform of Y . For more sophisticated Laplace transforms, this kind of identification is not
possible. However, as long as the Laplace transform can be evaluated pointwise, one can evaluate
the distribution function F (t) = P(Y ≤ t) numerically. Indeed, it can be derived that for s > 0,∫
F (t)e−stdt = s−1LY (s), so that, for t ∈ R, one can approximate F (t) by inverting a Laplace
transform. Numerical inversion of Laplace transforms is a classical research topic; we refer to [38]
for a survey. Most methods start from the so-called Bromwich contour integral [38, Equation (4)]
F (t) =
∫
σ+iR
s−1LY (s)estds , (5)
where σ is any positive real number such that LY is analytic on Re(s) ≥ σ. Sophisticated choices for
σ and the discretization of (5) have given several inversion algorithms, among which an algorithm
by de Hoog, Knight, and Stokes (henceforth DEHOOG; [39]). DEHOOG forms a discrete sum
approximating (5) using the standard trapezoidal-rule with E of nodes, but then actually builds a
continued fraction expansion of the corresponding sum, and further uses acceleration techniques
to provide a fast and accurate estimate of the evaluation of that expansion. Neglecting the cost of
evaluating the integrand, the resulting algorithm is polynomial in the number of evaluations E, which
can usually be taken to be small [38]; in the tens for all experiments in Section 5.
DEHOOG has at least four advantages. First, in the absence of a conclusive theoretical comparison,
benchmarks and practice leads [38] to recommend DEHOOG whenever LY is expensive to evaluate
and E needs to be small, which is our case. Second, we have empirically found DEHOOG to be robust
to evaluation errors, which we will have to tolerate for large-scale examples where the kernel will be
approximated. Third, DEHOOG is available in the multi-precision arithmetic Python library mpmath
[40]. Fourth, while the mpmath implementation has a default rule of thumb to choose σ depending
on t, we can also keep σ fixed for different values of t, as long as LY is analytic on Re(s) ≥ σ. In
that case, the nodes at which LY needs to be evaluated in DEHOOG do not depend on t. We can thus
evaluate F in (5) at several values of t using the same set of (costly) evaluations of LY .
Once one has an approximate F , one has a convenient access to the distribution of Y , e.g., through
its quantiles. It is even possible to numerically solve F (t) = U for U ∼ U(0, 1) to obtain an
approximate sampler of Y [41]. On sampling with Laplace transforms, see also the rejection samplers
of [42, 43] and the direct mixture-of-exponentials approximation of the PDF of Y [44].
4 Our algorithm
For a DPP with kernel K and a linear statistic Y = Λ(Ψ) as in Theorem 3.1, we propose to recover
the CDF F of Y through de Hoog’s inversion applied to (4). The pseudocode in Figure 2 summarizes
how to evaluate F at T arbitrary points. Note how the loop can be parallelized, as we are perfoming
T independent numerical quadratures, with possibly different nodes. Additionally, the procedure
does not put any constraint on K and Ψ other than defining a valid Laplace transform LY in (4). With
the inversion done, one can further compute approximate quantiles or sample Y ; see Section 3.2.
4.1 Comparison with the direct approach
Say one is interested in the CDF of Y = Λ(Ψ) at T points {t1, . . . , tT }. Assume that HKPV can be
applied, say K is symmetric. We need to compare the cost of our approach to HKPV. Let us then use
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(
K, {t1, . . . , tT }, {σt1 , . . . , σtT }, {E1, . . . , ET })
1 for t ∈ {t1, . . . , tT },
2 For each quadrature node s ∈ σt + iR prescribed by DEHOOG,
3 Compute a low-rank approximation to ∆ΨK in (4).
4 Use that approximation to evaluate LY (s) as in (7).
5 Apply DEHOOG’s quadrature to (5). Store the result in Fˆt.
6 return (Fˆt)t∈{t1,...,tT }.
Figure 3: The pseudocode of a variant of our approach, where we take the low-rank approximation
into the loop. In practice, we use the approximate SVD of [45], which is quadratic in N .
HKPV to sample X1, . . . , XM i.i.d. from DPP(K) at cost O(Nω +MNτ2), with τ = Trace(K);
see Section 2.1. We then have M i.i.d. samples Yi =
∑
x∈Xi Ψ(x), leading to the empirical CDF
FˆM (t) =
1
M
∑M
i=1 1Yi≤t. The Dvoretzky-Kiefer-Wolfowitz inequality (DKW; [46]) further yields
a (1 − δ)-confidence band of half-width √log(2/δ)/2M around FˆM . In comparison, running
our algorithm in Figure 2 requires computing one N × N determinant per loop iteration and per
quadrature node in the discretization of the Bromwich integral (5). Assuming that the number of
nodes Ei = E is constant for all tis for simplicity, this gives a O(TENω + TC) time complexity,
where C = POLY(E) is the complexity of running DEHOOG’s quadrature once the integrand in (5)
has been evaluated at E nodes. Furthermore, likely at the cost of some numerical accuracy due to
not respecting the rule of thumb of mpmath, we can also keep σt = σ fixed across all values of t
and run DEHOOG; see Section 3.2. This allows to take Step 2 out of the loop in Figure 2, taking the
complexity down to O(ENω + TC). We used that reduction in all the experiments of Section 5.
Keeping in mind that E is typically in the tens in practice for DEHOOG, the cost of our approach is
comparable to HKPV whenever the O(Nω) cost of diagonalizing K dominates the cost of HKPV.
Thus, without any further structural assumption on K, our method only improves over HKPV in its
wider applicability. Our experiments in Section 5 further suggest that, for a similar cost, the result of
DEHOOG is closer to the actual F than the empirical cdf FˆM . However, in all rigour, we would need a
mathematical statement on the error of DEHOOG, in order to compare it to the DKW confidence band
around FˆM . We could not locate such a mathematical statement in the numerical analysis literature.
4.2 Scaling up to large universal sets
Besides wide applicability, our approach shines in its scalability. First, we inherit low-rank arguments
for HKPV. Indeed, whenever a decomposition K = BTB with B a D ×N matrix like (3) can make
HKPV more scalable, see Section 2.2, our method inherits the same scalability. Indeed, using the
spectrum trick Spec(PQ) \ {0} = Spec(QP) \ {0}, evaluating LY in (4) boils down to evaluating
Det[I−∆ΨK] = Det[I−∆ΨBTB] = Det[I−B∆ΨBT ]. (6)
Computing (6) takes O(ND2) flops. This compares favourably with the expected cost O(MND2τ)
of obtaining M samples through HKPV with the same low-rank approximation.
Second, our algorithm can actually benefit from more widely applicable low-rank decompositions
than HKPV, and thus provide a scalable alternative to the default LU -based sampler of [21] for
generic DPPs. For instance, even if K is not symmetric, we can still compute its SVD of rank D,
K ≈ UΣVH , with Σ a D ×D diagonal matrix with nonnegative entries, and D  N . Then, using
the same spectrum trick as for (6), we can write LY in (4) as
Det[I−∆ΨK] ≈ Det[I−∆ΨUΣVH ] = Det[I−Σ1/2VH∆ΨUΣ1/2], (7)
which evaluates in O(ND2) flops. The bottleneck is thus the SVD. When N is moderately large, we
can use, e.g., the randomized SVD of [45, Section 5.3], which requires O(N2 logD+D2N logN +
ND2) flops [45, Remark 5.6]. Overall, this provides a speedup over the O(N3) exact LU -based
sampler of [21]. Bigger speedups can naturally follow from other results on low-rank decompositions.
Third, we note that when evaluating LY (s) in (4), it is the rank of ∆ΨK that is the natural parameter,
not the rank of K. It can well be in applications that the former is much smaller, since the rank of
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∆Ψ is the support of Ψ. More generally, ∆Ψ could well have a lot of diagonal elements close to
zero, as in the application of Section 5 to recommendation systems: Ψ(i) is the price of item i in a
catalog Ξ, and the prices in the catalog concentrate towards zero. In Figure 3, we give a variant of our
algorithm that computes a low-rank approximation to ∆ΨK for each new point s where LY needs to
be evaluated. In practice, we use again the approximate SVD of [45]. On top of leveraging the lower
rank of ∆ΨK, the random projection in [45] now takes ∆Ψ into account, which intuitively should
further improve accuracy compared to, e.g., using the ridge leverage scores of K in Nyström [34].
5 Experiments
A synthetic symmetric kernel. We take N = 103, and draw a generic kernel of rank 100 as
K =
∑100
i=1 λiviv
T
i , where λi = 1/
√
i is a slowly decaying (deterministic) spectrum, and the vis are
drawn i.i.d. from the Haar measure on ON (R). Since the kernel rank is only a tenth of N , low-rank
approximations should intuitively be accurate. We consider an arbitrary linear statistic Ψ(i) = | cos i|.
In Figure 4, we show the approximate CDFs obtained at T = 50 equally spaced points. The blue
baseline is the empirical CDF obtained from 104 HKPV samples, using the implementation of DPPy
[47], with the DKW confidence band in shaded blue. In orange, we show the empirical CDF obtained
from 100 HKPV samples of DPP(BTB), where the D × N matrix B is obtained by a Nyström
approximation, using D columns sampled without replacement using the approximate ridge leverage
scores of [34], see Section 2.2. In the left panel of Figure 4, we take D = rk(K) = 100, while in the
right panel we take D = 200. In dashdotted green, we show the result of our algorithm from Figure 2
applied to the Nyström kernel BTB, with the same E = 41 evaluations of LY to estimate F (t) for
all ts. In other words, the abscissa σ of the Bromwich integral (5) is kept fixed, to the smallest value
proposed by mpmath for the input ts. Finally, in dashed purple, we show the variant from Figure 3,
with the same E = 55 evaluations of LY for all ts, thus needing E SVDs in total. Using the mpmath
default E = 41 nodes resulted in oscillatory behaviour in the right tail of Y . Since the resulting CDF
is expected to be non-decreasing, oscillations are necessarily due to approximation error, and we
slightly augmented the number of nodes to suppress the oscillations.
On the left panel, we observe that D = rk(K) is not enough for Nyström to be a close approximation
of the target CDF: for a third of the range, the Nyström confidence band does not intersect the
confidence band on the true CDF. The result of our algorithm from Figure 2 is a smoothed version of
the empirical Nyström CDF. This makes our green curve more compatible with the profile that we
guess in the blue band, but it is still as biased as Nyström. Among approximations of rankD = rk(K),
the clear winner is our algorithm from Figure 3, with the purple and blue curves superimposed.
While future research on low-rank approximations of complex symmetric (not Hermitian) matrices
may lower the cost of the purple curve and make it the default option, we want to further compare
Nyström and the cheapest version of our algorithm in green. On the right panel of Figure 4, we
increase the projected rank D to twice the rank of K, which makes the Nyström confidence band
include the blue confidence band. The Nyström empirical CDF remains however a poor approximation
to the underlying CDF, compared to the perfect fit of our algorithms in green and purple. Thus, for a
similar cost, the green curve is not only smoother than Nyström, but also more accurate.
Low-rank linear statistics. As noted in Section 4, our variant from Figure 3 can take advantage
from ∆ΨK being low-rank, even when K is not. To see this, we switch the linear statistic to
ψ(i) = 1/i, so that many terms in ∆Ψ are close to zero. The resulting figures are very similar to
Figure 4, and we defer them to Appendix C. As expected, Nyström and our algorithm from Figure 2
suffer from lowering D to rk(K)/2 = 50, while the purple curve of our variant from Figure 3 stays
close to the blue baseline, although not in the blue DKW confidence band.
To conclude the synthetic experiments, we always recommend our algorithm in Figure 2 over Nyström
to approximate a CDF, and we confirm that the variant in Figure 3 has the potential to further take
down the rank of the approximation, although two aspects call for further investigation: the cost of
the many SVDs and the best way to avoid oscillatory behaviour of the estimated CDF in the tail. We
observed very similar results on synthetic nonsymmetric kernels (not shown).
A non-symmetric kernel for a recommendation system. We borrow a setting from [5], where
the authors learn a nonsymmetric kernel from a large UK retail dataset, consisting in a list of 20 728
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Figure 4: Results of a synthetic experiment on symmetric kernels, with N = 103 and Ψ = | cos(·)|.
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Figure 5: Results of the UK retail experiment with N = 3941 and Ψ(i) the price of item i.
orders –an order is a set of items– from a catalog of around 4000 items. Samples from the learned DPP
can thus be seen as candidate orders, and the DPP is ultimately used in tasks such as recommendations
for basket completion. We took all parameters as in [5] and use the PyTorch code they provide for
preprocessing the dataset and learning L. We obtain an N ×N L-ensemble kernel L of rank less
than 100 with N = 3941 items. In particular, the learned kernel is constrained to have rank less than
100. We then compute K = (I + L)−1L, see Section 2. The resulting nonsymmetric K encodes both
negative and positive correlations, in the sense that Ki,jKj,i can be of any sign; see our Figure 5(a)
and [5]. However, sampling from DPP(K) is impractical: only the LU -based sampler of [21] applies,
and our Python implementation takes 70 seconds for a single DPP(K) sample on a modern laptop.
Assuming we are only interested in a linear statistic of the DPP, say the total price of the items in the
basket represented by a DPP sample, we can apply the variant of our algorithm in Figure 3. Using
again the same E = 41 quadrature nodes for all T = 100 price values, and D = 100, we obtain the
approximate CDF in Figure 5(b) in about 60 seconds, less than the time required for a single sample
of the LU -based sampler. For comparison, we show in blue the empirical CDF obtained from 100
samples of the LU -based sampler, obtained in about 2 hours. The range of the linear statistic is cut
to 200, since a handful of very expensive items make the right tail very long, but we observed no
oscillatory behaviour this time. Our algorithms thus unlock the exploration of generic DPP models.
6 Discussion
In terms of methodological flavour, our approach provides a bridge between numerical analysis and
probabilistic models. Natural avenues for further investigation include understanding the error of
numerical inversion of the Laplace transform (e.g., de Hoog’s method), for which, to our knowledge,
there are no theoretical guarantees in the numerical analysis literature. Another natural direction
would be extending our approach to DPPs on the continuum, which have attracted recent interest
as spatial statistical models [48], or as sampling tools for kernel quadrature [35]. A further natural
question would be to extend this approach to other probabilistic models that are of interest in ML,
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beyond the particular setting of DPPs. For starters, conditioning a DPP to contain exactly k points
leads to the popular k-DPPs [3], which are mixtures of DPPs. As such, their Laplace transform
is a linear combination of (many) determinants. Truncating the mixture to a tractable number of
components with big weights should naturally extend our approach.
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A Proof of Theorem 3.1
Proof of Theorem 3.1. We begin by invoking Lemma 3.2, which leads to the fact that any DPP
kernel K can be approximated by DPP kernels {K}↓0, possibly along a sequence, such that the
corresponding L-ensembles exist. This is equivalent to (I−K) being invertible, so that the matrices
L := (I−K)−1K are well defined. In the case of a symmetric kernel K, for example, such an
approximation can be obtained simply by thresholding the spectral decomposition of K from the
above at (1− ), so that Spec(K) ⊂ [0, 1− ], and K → K in Frobenius norm as  ↓ 0 . However,
such arguments are crucially dependent on the symmetry of the kernel. Given the general scope of
the present theorem, which aims to establish (4) as soon as the determinantal formulae (1) holds for
all the containment probabilities, this approximation requires more delicate consideration, and its
existence is established in complete generality in Lemma 3.2. Since both the left and right hand
sides of (4) are continuous in the kernel K, it suffices therefore to establish (4) for kernels with
well-defined L-ensembles: we may then invoke (4) for the kernels K and subsequently let  ↓ 0,
possibly along a sequence.
In view of the above discussion, for the rest of the proof we confine ourselves to the situation where
the DPP kernel K corresponds to a well-defined L-ensemble of kernel L = (I −K)−1K, which
we will exploit as an analytical tool. To this end, we first observe that if the realisation of the DPP
X equals a particular subset A ⊆ Ξ, the observed value of the linear statistic Λ(Ψ) is given by
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∑
i∈A Ψ(i). On the other hand, the probability of this event is given by
Det[LA]
Det[I+L] ; see (2). Together,
these two facts imply that for any t ∈ C, we have
LΛ(Ψ)(t) = E[exp(−tΛ(Ψ))] =
∑
A⊆Ξ
exp(−t
∑
i∈A
Ψ(i)) · Det[LA]
Det[I + L]
=
∑
A⊆Ξ
(∏
i∈A
exp(−tΨ(i))
)
· Det[LA]
Det[I + L]
.
However, setting DΨ to be the diagonal matrix DΨ = Diag[(exp(−tΨ(i)))i∈Ξ], we note that∏
i∈A exp(−tΨ(i)) = Det[(DΨ)A], so we may write(∏
i∈A
exp(−tΨ(i))
)
·Det[LA] = Det[(DΨ)A] ·Det[LA] = Det[(DΨ)ALA].
Since DΨ is a diagonal matrix, we additionally have (DΨ)ALA = (DΨL)A.
Combining all of the above, we may deduce that
LΛ(Ψ)(t) =
∑
A⊆Ξ
Det[(DΨL)A]
Det[I + L]
=
∑
A⊆Ξ Det[(DΨL)A]
Det[I + L]
.
But, for any Ξ×Ξ matrix M, we have∑A⊆Ξ Det[MA] = Det[I+M]. Applying this to M = DΨL,
it enables us to further deduce that
LΛ(Ψ)(t) =Det[I + DΨL]
Det[I + L]
=
Det[I + LDΨ]
Det[I + L]
(since Det[I + AB] = Det[I + BA])
=Det
[
(I + L)−1 + (I + L)−1LDΨ
]
=Det[(I−K) + KDΨ] (using K = (I + L)−1L)
=Det[I−K(I−DΨ)]
=Det[I− (I−DΨ)K] (since Det[I + AB] = Det[I + BA])
=Det[I−∆ΨK] (using the definition of ∆Ψ to write ∆Ψ = I−DΨ),
as desired. In the above derivation, we have made use of the fact that Det[I + AB] = Det[I + BA]
for any two matrices A and B for which the relevant matrix products are well-defined. This follows
from the well-known fact that, for any such matrices, we have Spec(AB)∪ {0} = Spec(BA)∪ {0}.
This completes the proof.

We now prove Lemma 3.2 which is a necessary ingredient for the proof of Theorem 3.1.
B Proof of Lemma 3.2
It is perhaps worthwhile to briefly discuss the context for the main ideas contained in the development
of Lemma 3.2. Our main goal is to use the likelihood formulae (2), which are only defined under
certain invertibility conditions on the kernel of the DPP, and then take limits. Accordingly, we need
to define approximating kernels (so that limits can be taken) which are also meaningful from the DPP
perspective (so that (2) holds true). In principle, we could take any reasonable approximation of the
original kernel K and try to establish that the equations given by (2) form a likelihood - i.e., they
are non-negative and sum up to 1 as A varies over the subsets of Ξ. However, the non-negativity of
the right hand side of (2) for an approximating kernel K can be non-trivial in general, particularly
beyond the symmetric situation when the illuminating spectral geometry of non-negative definite
matrices is no longer applicable.
This motivates us to take an indirect approach, by first defining the associated inclusion probabilities
for the approximating kernel in the form of a random experiment. This ensures that the stochastic
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constraints on the relevant determinants are satisfied - albeit for the inclusion probabilities (1). But
the inclusion probabilities yield the likelihood equations (2) via inclusion-exclusion relations and
determinant identities, as soon as the approximants satisfy the invertibility conditions which are easy
to check.
Proof. We first observe that, in order for a DPP satisfying (1) with kernel M to be an L-ensemble
with kernel L, it is enough that the matrix (I −M) is invertible. Indeed, this condition would
immediately allow us to define the corresponding matrix L(M) = (I−M)−1M. By the inclusion-
exclusion principle, the probabilities (P(Y = A))A⊆Ξ and (P(A ⊆ Y ))A⊆Ξ are in an invertible
linear relationship with each other. In particular, the deduction of the collection of equations (2) from
the collection of equations (1), as A varies over the subsets of Ξ, involves deterministic algebraic
identities involving linear combinations of determinants, that holds in complete generality without
any extra assumptions, as soon as the matrix L(M) as above is well-defined.
In view of the above discussion, in order to establish the present lemma, we need to devise random
subsets X that are DPPs (in the sense of (1)) such that the corresponding kernels K satisfy two
conditions : first, the matrix (I − K) is invertible, and secondly, K → K as matrices in the
Frobenius norm as  ↓ 0, possibly along a subsequence.
To this end, we will first define X in terms of a probability measure on subsets of Ξ, and show that it
is indeed a DPP in the sense of (1) for some kernel K. For any  > 0, we define the process X as
follows. First, we obtain a realisation of the process X , which is a subset of Ξ. Then, we retain each
element of this subset independently with probability (1 + )−1. This gives us a random subset X of
Ξ. To show that X as defined is indeed a DPP, we observe that, for any A ⊆ Ξ we have
P(A ⊆ X) =P({A ⊆ X} ∩ {each elements of A is retained})
=P(A ⊆ X) · P(each elements of A is retained)
=Det[KA] · (1 + )−|A|
=Det[((1 + )−1K)A].
Thus, the random subsets X of Ξ are indeed DPPs in the sense of (1) with kernels K = (1+ )−1K.
Clearly, as → 0, the matrices K converge in the Frobenius norm to the matrix K. This takes care
of the approximation property.
For the invertibility property, we notice that for the matrix (I −K) = (I − (1 + )−1K) to be
non-invertible, the matrix K must have (1 + ) as an eigenvalue. But the Ξ×Ξ matrix K has at most
|Ξ| eigenvalues, which means that apart from the possible exception of a finite number of values of ,
the matrices (I−K) must be invertible.
This completes the proof.

C An experiment on a low-rank linear statistic
We give here the results of an experiment described in Section 5 of the main paper, using the same
synthetic symmetric kernel as in Figure 4, but with Ψ(i) = 1/i. The results are shown in Figure 6 for
D = rk(K) = 100 (left) and D = rk(K)/2 = 50 (right).
On the left panel, all approximations are in the same ballpark. Our algorithm from Figure 2 is again
a smoother version of the Nyström empirical CDF. And as expected, our variant from Figure 3 is
the best fit among all approximations of rank D. One might even expect that our variant would fare
well with D smaller than the rank of K. The right panel confirms that: for D = rk(K)/2, Nyström
loses accuracy, which is partly recovered by our green curve, with E = 41 nodes and fixed σ. The
purple curve remains closer to the blue baseline than the other two approximations. Surprisingly,
we obtained the purple curve by taking E = 21 nodes and fixed σ: we actually had to divide the
default number of nodes of mpmath by 2 to suppress a small oscillation appearing on the purple curve
in the right tail of Y . Since CDFs are expected to be nondecreasing, an oscillation is necessarily
due to approximation error. Increasing the number of nodes by up to 20 nodes did not suppress the
oscillation.
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Figure 6: Results of a synthetic experiment on symmetric kernels, with N = 103 and g(i) = 1/i.
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