Abstract We study the existence and uniqueness of solutions of ∂tu − ∆u + u q = 0 (q > 1) in Ω×(0, ∞) where Ω ⊂ R N is a domain with a compact boundary, subject to the conditions u = f ≥ 0 on ∂Ω × (0, ∞) and the initial condition limt→0 u(x, t) = ∞. By means of Brezis' theory of maximal monotone operators in Hilbert spaces, we construct a minimal solution when f = 0, whatever is the regularity of the boundary of the domain. When ∂Ω satisfies the parabolic Wiener criterion and f is continuous, we construct a maximal solution and prove that it is the unique solution which blows-up at t = 0.
Introduction
Let Ω be a domain of R N (N ≥ 1) with a compact boundary, Q If no assumption of regularity is made on ∂Ω, the boundary data u = f cannot be prescribed in sense of continuous functions. However, the case f = 0 can be treated if the vanishing condition on ∂Ω × (0, ∞) is understood in the H 1 0 local sense. We construct a positive solution u Ω of (1.1 ) with f = 0 belonging to C(0, ∞;
(Ω)) thanks to Brezis results of contractions semigroups generated by subdifferential of proper convex functions in Hilbert spaces. We can also consider an internal increasing approximation of Ω by smooth bounded domains Ω n such that Ω = ∪ n Ω n . For each of these domains, there exists a maximal solution u Ω n of problem P Ω n ,0 . Furthermore the sequence {u Ω n } is increasing. The limit function u Ω := lim n→∞ u Ω n is the natural candidate to be the minimal positive solution of a solution of P Ω,0 . We prove that u Ω = u Ω . If ∂Ω satisfies the parabolic Wiener criterion [9] , there truly exist solutions of P Ω,0 . We construct a maximal solution u Ω of this problem. Our main result is the following:
Theorem 1. If ∂Ω is compact and satisfies the parabolic Wiener criterion, there holds
u Ω = u Ω .
In the last section, we consider the full problem P Ω,f . Under the same regularity and boundedness assumption on ∂Ω we construct a maximal solution u Ω,f and we prove Theorem 2. If ∂Ω is compact and satisfies the parabolic Wiener criterion, and if f ∈ C(0, ∞; ∂Ω) is nonnegative, u Ω,f is the only positive solution to problem P Ω,f .
These type of results are to be compared with the ones obtained by the same authors [1] in which paper the following problem is considered
lim dist (x,∂Ω)→0 u(x, t) = ∞ locally uniformly on (0, ∞)
u(x, 0) = f ∀x ∈ Ω.
(1.2)
In the above mentioned paper, it is proved two types of existence and uniqueness result with f ∈ L Our paper is organized as follows: 1-Introduction. 2-Minimal and maximal solutions. 3-Uniqueness of large solutions. 4-Bibliography.
Minimal and maximal solutions
Let q > 1 and Ω be a proper domain of R N , N > 1 with a non-empty compact boundary. We set Q Ω ∞ = Ω × (0, ∞) and consider the following problem
If there is no regularity assumption on ∂Ω, a natural way to consider the boundary condition is to impose u(., t) ∈ H 1 0 (Ω). The Hilbertian framework for this equation has been studied by Brezis in a key article [2] (see also the monography [3] for a full treatment of related questions) in considering the maximal monotone operator v → A(v) := −∆v + |v| q−1 v seen as the subdifferential of the proper lower semi-continuous function
In that case, the domain of
(Ω)}, and we endow D Ω (−∆, ) with the graph norm of the Laplacian in
Brezis' result is the following.
, and the following estimate holds
From this result, we have only to consider solutions of (2.1 ) with the above regularity.
Definition 2.2 We denote by
If Ω is not bounded it is usefull to introduce another class which takes into account the Dirichlet condition on ∂Ω: we assume that Ω c ⊂ B R0 , denote by Ω R = Ω ∩ B R (R ≥ R 0 ) and byH 
Proof. The proof being similar in the two cases, we assume Ω bounded. We first notice that u ∈ C(0, ∞;
and denote by u δ the extension of
Using the fact that P ′ δ u q ≥ u q δ , we derive from (2.6 )
in the sense that
. Letting δ → 0 and using Fatou's theorem implies that (2.7 ) holds with u δ replaced byũ.
a.e. in Ω. Letting τ ↓ 0 and using the continuity yields to (2.8 ). 
Proof.
Step 1-Construction of u Ω when Ω is bounded. For k ∈ N * we consider the solution v = v k (in the sense of Theorem 2.1 with the corresponding maximal operator in
(2.9)
When k → ∞, v k increases and converges to some u Ω . Because of (2.8 ) and the fact that Ω is bounded, u Ω (t, .) ∈ L 2 (Ω) for t > 0. It follows from the closedness of maximal
+ is a subsolution of (2.1 ) and belongs to C(τ, ∞; H 1 0 (Ω)). Since it vanishes at t = τ , it follows from Brezis' result that it is identically zero, thus u(x, t) ≤ u Ω (x, t − τ ) + ǫ. Letting ǫ, τ ↓ 0 implies the claim.
Step 2-Construction of u Ω when Ω is unbounded. We assume that ∂Ω ⊂ B R0 and for n > R 0 , we recall that Ω n = Ω ∩ B n . For k > 0, we denote by u Ωn the solution obtained in Step 1. Then u Ωn = lim k→∞ v n,k where v n,k is the solution, in the sense of maximal
It follows from Lemma 2.4 that the extensionṽ n,k by 0 of v n,k in Ω n+1 is a subsolution for the equation satisfied by v n+1,k , with a smaller initial data, thereforeṽ n,k ≤ v n+1,k . This impliesũ Ωn ≤ u Ωn+1 . Thus we define u Ω = lim n→∞ u Ωn . It follows from Lemma 2.5 and standard regularity results for parabolic equations that u = u Ω satisfies
by η 2 u Ωn where η ∈ C ∞ 0 (R N ) and integrating over Ω n , yields to
Thus, by Young's inequality,
If we assume that 0 ≤ η ≤ 1, η = 1 on B R (R > R 0 ) and η = 0 on B c 2R , we derive, for any 0 < τ < t,
(2.14)
From this follows, if n > 2R,
If we let n → ∞ we derive by Fatou's lemma
(2.16) For τ > 0 fixed, we multiply (2.13 ) by (t − τ )η 2 du Ωn /dt, integrate on (τ, t) × Ω n and get
we get, in assuming again n > 2R,
from which follows,
The right-hand side of (2.18 ) remains uniformly bounded by 8C(2R) 
Existence follows from Keller-Osserman's construction [5] , [8] , and the following scaling and blow-up estimates holds
and
we can always assume that their restrictions to ∂B R ×[0, T ] are integrable for the corresponding Hausdorff measure. Therefore Green's formula is valid, which implies
We let s ↓ τ and get
. Then we let R → ∞ and τ → 0 and obtain u(x, t) ≤ u Ω (x, t), which is the claim.
Corollary 2.7
Assume
Proof. The first assertion follows from the proof of Theorem 2.6. It implies
and u * Ω is a positive solution of (2.
and n →ṽ m,n is increasing; we denote byṽ m its limit as n → ∞. Since for any ζ ∈ C 2,1 0 ([0, ∞) × Ω) we have, for n large enough and s > 0, Because
it follows from Lebesgue's theorem that t →ṽ m (t, .) is continuous in L 2 (Ω) at t = 0. Furthermore, for any t > 0 and h ∈ (−t, t), we have from 2.4 ,
(2.24)
We can also construct a minimal solution with conditional initial blow-up in the following way. Assuming that Ω = ∪Ω m where Ω m are smooth bounded domains and Ω m ⊂ Ω m+1 . We denote by u m the solution of
Such a u m is the increasing limit as k → ∞ of the solutions u m,k of the same equation, with same boundary data and initial value equal to k. Since Ω m ⊂ Ω m+1 , u m < u m+1 . We extend u m by zero outside Ω m and the limit of the sequence {u m }, when m → ∞ is a positive solution of (2.5 ) in Q Ω ∞ . We denote it by u Ω . The next result is similar to Corollary 2.7, although the proof is much simpler. 
Next, if Ω is unbounded, Ω = ∪Ω n , with Ω n ⊂ Ω n+1 are bounded, we have
by Corollary 2.7 and Corollary 2.8. Since u Ω n = u Ω n from the first part of the proof, the result follows.
Remark. By construction u Ω is dominated by any positive solution of (2.12 ) which satisfies the initial blow-up condition locally uniformly in Ω. Therefore, u Ω = u Ω is the minimal solution with initial blow-up.
If Ω has the minimal regularity which allows the Dirichlet problem to be solved by any continuous function g given on ∂Ω × [0, ∞), we can consider another construction of the maximal solution of (2.1 ) in Q Ω ∞ . The needed assumption on ∂Ω is known as the parabolic Wiener criterion [9] (abr. PWC).
Definition 2.10 If ∂Ω is compact and satisfies PWC, we denote by
Theorem 2.11 Assume q > 1 and Ω satisfies PWC. Then J Q Ω ∞ admits a maximal element u Ω .
Proof.
Step 1-Construction. We shall directly assume that Ω is unbounded, the bounded case being a simple adaptation of our construction. We suppose Ω c ⊂ B R0 , and for n > R 0 set Ω n = Ω ∩ B n . The construction of u n is standard: for k ∈ N * we denote by v * k = v * n,k the solution of (2.9 ). Lemma 2.5 is valid for v * k . Notice that uniqueness follows from the maximum principle. When k → ∞ the sequence {v k } increases and converges to a solution u n of (2.12 ) in Q Ωn . Because the exterior boundary of Ω n is smooth, the standard equicontinuity of the sequence of solutions applies, thus u n (x, t) = 0 for all (x, t) s.t. |x| = n and t > 0. In order to see that u n (x, t) = 0 for all (x, t) s.t. x ∈ ∂Ω and t > 0, we see that u n (x, t) ≤ φ τ (x, t) on (τ, ∞) × Ω n , where
Such a solution exists because of PWC assumption. Since v * n,k is an increasing function of n (provided the solution is extended by 0 outside Ω n ) and k, there holdsũ n ≤ u n+1 in Ω n+1 .
If we set
u Ω = lim n→∞ũ n , then u Ω ≤ φ τ for any τ > 0. Clearly u Ω is a solution of (2.12 ) in Q Ω ∞ . This implies that u Ω is continuous up to ∂Ω × (0, ∞), with zero boundary value. Thus it belongs to J Q Ω ∞ .
Step 2-Comparison. In order to compare u Ω to any other u ∈ J Q Ω ∞ , for R > R 0 we set v R,τ (x, t) = u Ω (x, t − τ ) + W R (x), where W R is the maximal solution of (2.20 ) in B R . The function (u − v R,τ ) + is a subsolution of (2.12 ) in Ω ∩ B R × (τ, ∞). It vanishes in a neighborhood on ∂(Ω ∩ B R ) × (τ, ∞) and of Ω ∩ B R × {τ }. Thus it is identically zero. If we let R → ∞ in the inequality u ≤ v R,τ and τ → 0, we derive u ≤ u Ω , which is the claim.
Proposition 2.12 Under the assumptions of Theorem 2.11,
Proof. Case 1: Ω bounded. Let Ω n be a sequence of smooth domains such that
). By the maximum principle,
uniformly on Ω × [τ, t] for any t ≥ τ , whereũ n,τ is the extension of u n,τ by zero outside Ω n . Applying (2.15 ) and (2.19 ) with η = 1 toũ n,τ in Ω yields to
Letting n → ∞ and using (2.31 ) yields to
Case 2: Ω unbounded. We assume that Ω c ⊂ B R0 . We consider a sequence of smooth unbounded domains {Ω n } ⊂ Ω (n > 1) such that sup{dist (x, Ω c ) :
and ∪ n,m Ω n m = Ω. For τ > 0, let u = u m,n,τ be the solution of
By the maximum principle,
as n → 0. Next we extend u m,n,τ by zero in Ω \ Ω n and apply (2.15 )-(2.19 ) with η as in Theorem 2.6 and m > 2R. We get, with
38) and
We let successively m → ∞ and n → ∞ and derive by Fatou's lemma and (2.37 ) that inequalities (2.38 ) and (2.39 ) still hold with u Ω instead of u m,n,τ . If we denote byH 1 0 (Ω R ) the closure of the space of C ∞ (Ω R ) functions which vanish in a neighborhood on ∂Ω, then (2.38 ) is an estimate in L 2 (τ, t;
. Using (2.39 ) and equation (2.12 ) we conclude that u Ω ∈ I(Q Ω loc ∞ ). We end this section with a comparison result between u Ω and u Ω . uniformly on any compact subset of Ω.
We start with the following lemma Proof. By compactness, it is sufficient to prove the result when G = B ρ and
Letting R → ∞ and τ → 0,
For symmetry reasons, x → u B c ρ ′ (x, t) is radially increasing for any t > 0, thus, for any ρ < ρ ′ and T > 0, there exists C ρ,T > 0 such that
As an immediate consequence of Lemma 3.2 and (2.23 ), we obtain Proposition 3.3 Assume q > 1 and ∂Ω is compact. Then u Ω is a large solution.
We start with the following uniqueness result Proof. Without loss of generality, we can suppose that either Ω or Ω c is strictly starshaped with respect to 0. By Theorem 2.11, u Ω exists and, by (2.23 ) and Lemma 3.2, it is a large solution.
Clearly it is a large solution and it belongs to
where d H denotes the Hausdorff distance between compact sets. By assumption u Ω ∈ C([τ, ∞) × Ω) vanishes on [τ, ∞) × ∂Ω, thus, for any ǫ > 0, there exists k 0 > 1 such that for any
Since u k,τ + ǫ is a super solution in Q Ω k which dominates u Ω on [τ, 1] × ∂Ω k and at t = τ , it follows that u k,τ +ǫ ≥ u Ω in (τ, 1]×Ω k . Letting successively k → 1, τ → 0 and using the fact that ǫ is arbitrary, yields to u ≥ u Ω in (0, 1] × Ω and thus in Q Ω ∞ . If Ω c is starshaped, then the same construction holds provided we take k < 1 and use the fact that, for R > 0 large enough, u k,τ +ǫ+W R is a super solution in Q Ω k ∩BR which dominates u Ω on [τ, 1]×∂Ω k ∩B R and at t = τ . Letting successively R → ∞, k → 1, τ → 0 and ǫ → 0 yields to u ≥ u Ω As a consequence of Section 2, we have the more complete uniqueness theorem 
lim t→0 u(x, t) = ∞ locally uniformly on Ω.
(3.42)
Proof.
Step 1: Existence. It is a simple adaptation of the proof of Theorem 2.11. For k, τ > 0, we denote by u = u k,τ,f the solution of
u(x, τ ) = k on Ω.
(3.43)
Notice that u k,τ,f is bounded from above by u Ω (.,
v(x, τ ) = 0 on Ω.
(3.44)
If we let k → ∞ we obtain a solution u ∞,τ,f of the same problem except that the condition at t = τ becomes lim t→τ u(x, t) = ∞, locally uniformly for x ∈ Ω. Clearly u ∞,τ,f dominates in Ω × (τ, ∞) the restriction to this set of any u ∈ C(Ω × ∞)) ∩ C 2,1 (Q Ω ∞ ) solution of (3.42 ), in particular u Ω . Therefore u ∞,τ,f ≥ u ∞,τ ′ ,f in Ω × (τ, ∞) for any 0 < τ ′ < τ . When τ → 0, u ∞,τ,f converges to a function u f which satisfies the lateral boundary condition u Ω,f = f . Therefore u Ω,f satisfies (3.42 ).
Step 2: Uniqueness. Assume that there exists another positive function u := u f ∈ C(Ω × (0, ∞)) ∩ C v(x, τ ) = u f (x, τ ) on Ω.
(3.45)
Then v τ ≤ u f in Ω × (τ, ∞). In the same way, we construct a solution v :ṽ τ of the same problem (3.45 ) except that the condition at t = τ is now v(x, τ ) = u Ω,f (x, τ ) for all x ∈ Ω. Furthermore v τ ≤ṽ τ ≤ u Ω,f . Next we adapt a method introduced in [6] , [7] in a different context. We denote Z f = u Ω,f − u f and Z 0,τ =ṽ τ − v τ , (3.46) and, for (r, s) ∈ R . Therefore v 0 ≥ u Ω = u Ω = u Ω , by Proposition 2.9 and Theorem 2.13. Applying again Theorem 2.13 we derive that the right-hand side of (3.50 ) is zero, which yields to u Ω,f = u f
