D. Williams' path decomposition and Pitman's representation theorem for BES(3) are expressions of some deep relations between reflecting Brownian motion and the 3-dimensional Bessel process.
Introduction and main results

The main question addressed in this paper
Even for Y t = β t + ct, t 0, a Brownian motion with drift c, this problem is not so simple to solve; see [24] , for a solution in this case and some applications to the computation of the price of some exotic financial options. In that second case, the computation of the joint law of (S Y t , l 0 t (Y ), Y t ) is much more complicated than for the first case (see [9] , where this problem is considered but not solved).
As a third case study, we introduce, for δ > 1, the process ρ (δ) , defined as the unique adapted solution, taking values in R + , of the following equation (see e.g. [37] and [11] ): t is the local time of ρ (δ) at level 0, and (β t ) t 0 is a Brownian motion starting from 0. When δ = 2, ρ (δ) is a reflected Brownian motion (ρ (2) = |B|), and simple results are known about the joint law of the associated triplet, at least when considered at an independent exponential time (see Subsection 5.3; see also [45] ). In the case δ = 2, the process ρ (δ) behaves like a reflected Brownian motion, except when it reaches a new maximum. Hence, it may be called the (2 − δ)-perturbed reflected Brownian motion. It appears in particular in the study of windings of planar Brownian motion [2, 3, 31] and is linked to the µ-perturbed Brownian motion ) their right continuous inverses. Then, there exists a standard Brownian motion β such that (see e.g. [37] , Part I, §5, p. 28, identities (37) and (39) For more details on perturbed Brownian motions, perturbed reflected Brownian motions and perturbed Bessel processes, see e.g. [18] [19] [20] 36, 39] . We became all the more motivated by our initial question when looking again at two results we obtained previously (Theorems 1.1 and 1.2 below), while seeking for a better understanding of why certain functionals of the so-called µ-perturbed Brownian motion X µ are beta-distributed. These theorems exhibit some relationship between the reflected Brownian motion and the two-dimensional Bessel process, and, more generally, perturbed reflected Brownian motions and Bessel processes. 
holds, where (R (2) s ; s 0) denotes a two-dimensional Bessel process, starting from 0.
Warning. We immediately indicate that the identity in law (1.4) cannot hold between the two processes (R (2) t , t 0), and (S t − ρ t + l t , t 0), since, as is well-known, the first is recurrent, while the second satisfies S t − ρ t + l t l t , hence it is transient. Likewise, the left hand sides of both 2-dimensional processes (S t ; t 0) and ( ; t 0) cannot be equal in law as processes, since the first increasing process is singular, and the second is absolutely continuous. [8, Theorem 3] . For every fixed t > 0, we have: 5) where R (δ) is a δ-dimensional Bessel process issued from 0 (δ > 1).
Theorem 1.2
(S (δ) t , S (δ) t − ρ (δ) t + L (δ) t ) law = 1 2 t 0 ds R (δ) s , R (δ) t ,(1.
Notations
From now on, we shall work with a parameter δ > 1. Since Bessel processes of various dimensions play an important role in this paper, we shall use the notation P (δ) or E (δ) for the law (or the expectation) of (R s ) s 0 , a 
. Notice that ξ (δ) inherits the scaling property from the driving Brownian motion β in (1.3) .
Furthermore, G a denotes a gamma variable of parameter a, and G a,b a beta variable of parameters a and b:
In particular, G 1 is an exponential variable with mean 1 also denoted sometimes by e, and G 1,1 is a uniform variable on [0, 1], also denoted by U or V . We use the French abbreviations sh, ch, th and coth for hyperbolic functions. Furthermore, at the end of this paper, one will find a table which summarizes the different processes and corresponding notations we use, a table to which the reader could refer all along if necessary. (δ) . The joint law of (S
Main results
is given by:
e −l coth s (δ − 1) 
Our study of the perturbed Brownian motion ρ (δ) led us to new results about the perturbed Brownian motion X µ (see Section A.2 for details). 
More generally, we obtain the Fourier-Laplace transform (A.10) for the doubly-perturbed Brownian motion [9, 11] . There had been an attempt in that direction in [9] .
The rest of this paper is organised as follows:
• in Section 2, we explain how Theorem 1.2 is related to certain extensions of Lévy's arcsine and uniform laws, and we present our motivation for Theorem 1.3 and some interesting corollaries which we did not give in [8] ; • in Section 3, we give a characterization of the law of the triplet ξ (δ) t as the solution of an integro-differential equation involving the laws of the right hand side of Eq. (1.5) for Bessel processes with dimensions δ and δ + 1;
• the details of the proof of this characterization are given in Section 4;
• in Section 5, we use this characterization to obtain first the Laplace transform of ξ (δ) T , where T is an independent exponential variable, and then the law of ξ (δ) T , which we already presented briefly in the above Theorem 1.3; we give some explicit expressions for the laws of the variables we study; then, we explain the result thanks to a four-dimensional identity in law, the proof of which involves Markovian processes and is postponed to Appendix A;
• finally, in this appendix, we develop the proofs of Proposition 5.11 and of Eq. (5.19) in Proposition 5.12, and we explain further how this work is related to the joint law of the doubly perturbed Brownian motion, its maximum and its minimum at an independent exponential time (Proposition 1.5).
Our motivation for Theorems 1.2 and 1.3
2.1.
We now briefly explain how we found the relations (1.4) and (1.5) while seeking for some better understanding of certain extensions of Paul Lévy's arc sine and uniform laws (see the introduction of [8] for more details; see also [10, 51] ): where (b s ; s 1) denotes a standard Brownian bridge. These extensions, due to the second author (see [37] , [38] and [50] p. 102, formula (8.6)) are as follows: for any µ > 0,
where g = sup{t 1;
where l µ = l 0 (X µ ) is the local time of X µ def = |B| − µl 0 (B) at level 0, and whereT denotes the first hitting time of 1 by a Brownian motionB, independent of the Brownian motion B.
2.2.
Consequently, we were naturally interested in the law of the pair (l
). As we saw in the introduction, this pair may be represented in terms of the process ρ (δ) , so that 
( 2.2) 2.3. Before going on, we now present some variants and corollaries of our Theorems 1.1 and 1.2. We find these to be interesting remarks; furthermore, they should provide examples of weak Bessel processes, that is processes (Z t ; t 0) which are distributed as Bessel processes at any time t but not as processes. (Likewise, weak Brownian motions are constructed in [23] ; see [40] ).
(1) Thanks to Lévy's identity (1.1), one deduces:
In particular, the process (sup 0<r<s<t (B r + B t − B s ); t 0) which appears in [34] is distributed as . Changing B in −B, we recognize the score ξ 0 (t) of the Brownian motion B, which appears as the limit in distribution of the local score of a sequence of i.i.d. random variables (the local score is an important tool for DNA sequence analysis, see [17] ). This variable also appears for instance in the study of the simple random walk in random environment (see [26] where it is denoted W t with W = −B).
(2) Here, we fix t > 0. (B t − B t −s ) 0 s t is a Brownian motion, the identity (2.3) may be rewritten as:
(3) Thanks to the well-known Cameron-Martin relationship between Brownian motion and Brownian motion with drift, the result of Theorem 1.1 may be extended to some couples of diffusions, indexed by a parameter c ∈ R.
On one hand, we consider the bang-bang diffusion Y (c) , with parameter c, which is defined as the solution of (see [29] , [1] and [28] , Chapter VI.5):
We recall the extension of Lévy's representation of reflected Brownian motion by Fitzsimmons [22] , Graversen and Shiryaev [25] , Cherny and Shiryaev [13] :
where, in order to avoid confusion with other processes, we have denoted:
andL (c) denotes the local time at 0 of Y (c) . Of course, formula (2.5) immediately follows from Itô's formula and Skorokhod's lemma.
On the other hand, we introduce the 2-dimensional Bessel process, R (2,c) with "naïve" drift c (which plays some important role in [49] ), as the solution of:
Then, Theorem 1.1 may be extended as follows:
Theorem 2.2. For every c ∈ R and t > 0, the identity in law: 
A trivariate law
The following theorem characterizes the law of
. Note that, thanks to the scaling property:
, one has, with the notations introduced in the introduction:
Proof. The proof of Theorem 3.1 relies upon:
-the combination of Itô's formula together with the two following important lemmata, whose proofs are postponed to the next Section 4; -the fact that
according to (1.3 
3.2. A proof of Theorem 1.2 now follows easily from Theorem 3.1. We take f (s, z) = φ(s) exp(−bz) with φ ∈ C 1 (R + ), and we define
We note that both functions Φ (δ)
satisfy the same following equation:
This is obtained, for Φ (δ) t thanks to Theorem 3.1, and forΦ
t thanks to Itô's formula, since the Bessel process of dimension δ satisfies
where γ is a Brownian motion ( [47] , Chapter XI, Exercise 1.28, p. 451).
As a consequence of (3.4), we find:
In particular:
Remark 3.4. A variant of the above arguments shows that the law of ξ (δ)
1 is uniquely determined, via Eq. (3.1), in terms of the laws of (H 1 , R 1 , P (δ) ) and (H 1 , R 1 , P (δ+1) ), as asserted in Section 3.1 above.
Proofs and amplifications of Lemmata 3.2 and 3.3
The proofs rely upon some adequate extensions of the classical Ray-Knight theorems for Brownian local times, as well as on some time substitutions transforming squared Bessel processes into Bessel processes, and vice-versa. Here are the details. Other references on Ray-Knight theorems are [15, 16, 21, 27, 35] .
4.1.
We first recall the basic Ray-Knight theorems, which we present here (this is more convenient for our present purpose) for the local times of the reflecting Brownian motion (ρ t = |B t |; t 0); we denote these local times as (l x t (ρ); x 0, t 0); they are jointly continuous, and satisfy the density of occupation formula: 
4.2.
Here are the promised extensions of (RK1) and (RK2) to the local times of ρ (δ) . Denoting by l a t (ρ (δ) ) the local time of ρ (δ) at time t and level a, and by T −1 (X) the first hitting time of −1 by X, we obtain:
Thanks to [30, 41] 
Proof. We first make the obvious time-change on the left-hand side of (4.1) which we denote by I . Thus, this term takes the form (we drop the superscript δ here):
thanks to the second part of Theorem 4.1, and where Q d l is the law of the square of a d-dimensional Bessel process V , starting at l, killed at T 0 = inf{y; V y = 0}.
Using D. Williams' time reversal theorem (cf. [47] , Chapter IX, exercise 1.23, p. 451), the previous expression is equal to
where Λ l = sup{s; V s = l}. Using Fubini's theorem, and the inverse {J s = inf u s V u ; s 0} of {Λ l ; l 0}, we obtain:
and from [52] , Chapter XII, pp. 46-47 (see also [46, 48] ), we conclude
End of the proof of Lemma 3.3. From Proposition 4.2, we deduce:
Then we use the time-substitution [47, Chapter XI, Proposition 1.11, p. 416] (see also [5] ) transforming the square of the 2δ-dimensional Bessel process (R 2 x ; x 0) into a δ -dimensional Bessel process with 2δ = 2(δ − 1), i.e. δ = 1 + δ:
f (t,H t , R t ) dH t
by scaling. 
The law of the triplet ξ (δ)
T ), at an independent exponential time T
5.1.
We now explain, with the help of Theorem 3.1, how we deduce the law of ξ (δ) T , where T is an independent exponential time, which, by scaling, may be assumed to have parameter 
where the pair
variables of parameter d.
Proof. We prove the first equality in Proposition 5.1 applying Theorem 3.1 to f (s, z, l) = exp(−as − bz − cl).
To obtain the second equality, we use the following representation (see [43] ):
Remark 5.2. As a consequence of Theorem 1.2 and of the definition of (A δ−1 , B δ−1 ), we obtain some identities between the gamma and beta variables which appear in these identities in law. We may show they are in fact the consequence of the following identity, in the particular case a = δ−1 2 :
For more details about the pair (A 2d , B 2d ), see [43] .
In this section, we also note that the joint law of either side of (1.5) may be characterized explicitly as follows (see [43] ):
) be a pair of random variables which follows the common law of either side of (1.5) for t = 1. Then for every α 0 and β 0, one has:
Then, inverting the Laplace transform written in (5.1) with usual computations and the help of Lebedev [32] , we obtain the trivariate law of (S ,
Thanks to the scaling property, we deduce [32] :
Corollary 5.5.
For convenience, we now present the three 1-dimensional marginals.
Corollary 5.6.
S (δ) T
i.e.
P(S
where V , e and G δ−1 2 are independent variables, that is
where 2 F 1 (a, b; c; z) denotes the hypergeometric function (see [32] ). Consequently, we obtain:
5.3.
In the case δ = 2, we recover known results (see e.g. [6] , p. 333), and we note that these results may be deduced from the following four-variate law, which is obtained using, by now, classical excursion theoretic arguments.
We 
. The joint laws of (m T , L T ) and (M T , ρ T ) are given by:
See also, e.g. [47] , Chapter XII, Exercise 4.24, p. 510 (or [6] 
Remark 5.9. Note in particular that the variable L T coth(S T ) and the set {m T < M T } are not conditionally independent given the pair (S T , ρ T ).
5.4
. Now, we explain how Corollary 5.8 extends to the general case δ > 1, and yields a better understanding of formula (5.5). Let us introduce some notations: 
Let us notice first, that, in terms of perturbed Brownian motion (see Section 2.2), we have: As {m
T }, it is equivalent, but more convenient, to study the quadruplet (S 
Now, Proposition 5.10 appears as an immediate consequence of Proposition 5.11 and of formula (5.5). See Section A.1 for the proof of Proposition 5.11.
5.5.
We now present some explicit computations which we deduce from our preceding results.
Proposition 5.12. The law of the 4-tuple (S (δ)
T ), and
and, In fact this last result may be (partially) obtained using Lemma 4.5 of [7] , and following the method we develop in this paper.
Remark 5.13. We may write, thanks to (5.14):
.
(5.21)
Then, we can compute the right-hand side thanks to the form of the density (1.6) given in Theorem 1.3, and the left-hand side thanks to formula (5.16), jointly with the scaling property of perturbed Brownian motion. So, we may obtain interesting formulae which relate |B 1 |, X µ 1 and S µ 1 (see also remark (A.5)).
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Appendix A
A.1. Proof of Proposition 5.11
From now on, we fix positive measurable functions F , G, f and k. 
where L is the generator of the Markov process (θ τ µ u
Proof. First, we recall l µ = l 0 (X µ ) and l = l 0 (B) are the local times respectively of X µ and B at level 0.
from the change of variables t = A
The result follows, since µl τ
Markov process, to which we apply the general compensation formula (see [33] ). 
We assume Lemma A.3 for the moment. We recall the following consequence of the Ray-Knight Theorem 3.2 of [7] about the perturbed Brownian motion:
where (V x ; x T 0 ) is the square of a (2 − 2/µ)-dimensional Bessel process, starting at 1, and considered until T 0 , the first time it reaches 0. Thus, by scaling:
Classical computations on squares of Bessel processes (see [42] ) imply:
Comparing this formula, in the case δ = 2 to the known results in Corollary 5.8 and Lemma 5.7, we deduce: ; t 0), we have, for any t > 0:
where τ µ,u t is the inverse of l µ,u , the local time of the perturbed Brownian motion X µ at level u, and where E u means that the Brownian motion which appears in the definition of X µ starts at u.
We decompose the latter expectation in two terms corresponding with
}; on the latter set, we have:
, whereτ µ,u is the inverse of the local time at level u of a µ-procesŝ X µ =B − µl built from a Brownian motionB independent from F T 0 . Then, noticing that l µ,u
The second term of the right hand side of Eq. (A.5) is equal to:
w <u e −w/2 dw .
Since lim ε→0τ
µ,u ε = T u (X µ ), the first timeX µ reaches u, the above quantity converges, as t goes to 0, towards
by scaling.
By scaling again, the first term of the right member of (A.5) has the same limit as the following one, when t tends to 0:
t , where τ (1) is the inverse of the local time, at level 1, of the Brownian motion B starting at 1, we have:
Thanks to excursion theory, the first term in (A.7) converges to We first recall (see [9] ) that if, for α < 1 and β < 1, the (α, β)-doubly perturbed Brownian motion Y α,β is the unique solution of (with obvious notations): F ν (α, β, a, b, c) + F ν (β, α, −a, c, b) , (A . 3 Remark A.4. In particular, combining (A.11) (with ν = 1) and (A.12), thanks to some integrations by parts, we prove Proposition 1.5.
Remark A.5. In the particular case µ = 1, we recover from Proposition 1.5 the following results (see [12, 47] and [53] ): As an application, one can prove that the distribution function of the ratio
admits both the continuous integral and discrete representations (see [14] and [44] ): In the general case, one can prove from (1.8) that:
