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Abstrat
For plane vetor elds depending on three parameters we desribe an algorithm
to onstrut a urve in the parameter spae suh that to eah point of this urve
there belongs a vetor eld possessing a limit yle of multipliity three. One point
of this urve is related to the bifuration of a limit yle of multipliity three from
an equilibrium point. The underlying proedure is a ontinuation method.
1 Introdution
We onsider systems of two salar autonomous dierential equations
dx
dt
= P (x, y, λ),
dy
dt
= Q(x, y, λ) (1.1)
depending on a parameter vetor λ ∈ Rm in some region Ω of the phase plane. Under
ertain onditions, the phase portrait of system (1.1) in Ω is determined by the so-alled
singular trajetories, namely the equilibria, separatries and limit yles of (1.1) in Ω (see,
e.g., [1℄). The most diult problem in studying these singular trajetories is to loalize
multiple limit yles and to estimate the number of limit yles. This problem is still
unsolved even in the ase of polynomial systems
dx
dt
=
n∑
i+j=0
aijx
iyj,
dy
dt
=
n∑
i+j=0
bijx
iyj,
where aij and bij are real oeients, and it represents the seond part of the famous
16-th problem of D. Hilbert [4℄. As already D. Hilbert indiated, the investigation of the
dependene of limit yles on parameters should play a fundamental role in solving the
posed problem.
By our understanding, a omplete solution of Hilbert's 16-th problems should not only
give an upper estimate of the number of limit yles, it should also provide a onstrutive
method to loalize the limit yles. This is similar to the problem of estimating and
loalizing the real roots of a given polynomial in some interval.
Our main goal in this note is to ontribute to the onstrutive methods for estimating
the number of limit yles of some lasses of planar polynomial systems depending on
parameters.
1
2 Prelimineries
Let Ω be some onneted region in R2 and Λ a simply onneted region in Rm. We
onsider system (1.1) in Ω under the following smoothness assumption.
(A1). P and Q are n-times (n ≥ 1) ontinuously dierentiable with respet to x and y,
and ontinuously dierentiable with respet to λ for (x, y, λ) ∈ Ω× Λ.
System (1.1) denes the planar vetor eld f := (P,Q) on Ω. We denote f as smooth if
assumption (A1) is satised.
In what follows we reall the denitions of some basi tools of the qualitative theory of
autonomous dierential systems.
An isolated periodi solution (x, y) = (xp(t, λ), yp(t, λ)) of system (1.1) with nite minimal
period T (λ) > 0 is alled a limit yle. We set
Γ(λ) := {(x, y) ∈ R2 : x = xp(t, λ), y = yp(t, λ) , 0 ≤ t ≤ T (λ)}.
Let p0 be any point on Γ(λ), let Σ be a small segment (open onneted set) of the normal
to Γ(λ) through p0 ontaining p0 with the following properties:
(i) All trajetories of (1.1) whih meet Σ interset Σ transversally.
(ii) There is an open onneted subset Σ0 of Σ ontaining p0 suh that to eah point
q ∈ Σ0 there is a unique minimal positive number τ(q) ≈ T (λ) suh that the
trajetory of (1.1) starting for t = 0 at q intersets Σ for t = τ(q).
By this way we dene a map Π(λ, .) : Σ0 → Σ whih is alled the rst return map or
Poinaré map assoiated with Γ(λ). Obviously, p0 is a xed point of Π(λ, .).
The following properties of the Poinaré map are well known (see [3℄).
(i) Π(λ, .) is a dieomorphism with the same smoothness as the vetor eld f .
(ii)
Π(λ, p0) = p0, Π
′
ξ(λ, p0) = exp
{∫ T (λ)
0
divf(xp(t, λ), yp(t, λ), λ) dt
}
. (2.1)
Together with Π(λ, .) we introdue the displaement funtion δ(λ, .) : Σ0 → R by
δ(λ, ξ) := Π(λ, ξ)− ξ.
The multipliity of a limit yle is usually introdued by means of the Poinaré or of the
displaement funtion:
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Denition 2.1 Suppose hypothesis (A1) holds with n ≥ k ≥ 1. Γ(λ) is alled a limit
yle of multipliity 1 (or simple limit yle or hyperboli limit yle), if we have
δ(λ, p0) = 0, δ
′
ξ(λ, p0) 6= 0.
Γ(λ) is alled a limit yle of multipliity k, k ≥ 2, if it holds
δ(λ, p0) = δ
′
ξ(λ, p0) = 0, ...., δ
(k−1)
ξ (λ, p0) = 0, δ
(k)
ξ (λ, p0) 6= 0.
The importane of the onept of the multipliity of a limit yle is based on the fat
that under appropriate perturbations of (1.1), from a limit yle of multipliity k may
bifurate up to k simple limit yles [3, 5℄.
Analogously to the onept of a multiple limit yle, we introdue the onept of a multiple
equilibrium of fous type.
An equilibrium point (xe, ye) of system (1.1) is said to be an equilibrium of fous type, if
the eigenvalues of the Jaobian matrix J(λ) of the right hand side of (1.1) at (xe, ye) have
non-vanishing imaginary parts. In a neighborhood of an equilibrium point of fous type
we may also introdue the Poinaré map Π(λ, .) and the displaement funtion δ(λ, .).
If we assume that the origin is an equilibrium point of fous type and that the displaement
funtion δ an be represented in the form
δ(λ, ξ) =
n∑
i=1
αi(λ)ξ
i + o(ξn), (2.2)
and if we assume that for λ = λ0 the Jaobian matrix J(λ0) at the origin has non-vanishing
pure imaginary eigenvalues, then the origin is alled a fous of multipliity 1 if we have
α1(λ0) 6= 0. It is said to be a fous of multipliity k with 2k + 1 ≤ n, if it holds
α1(λ0) = α2(λ0) = ... = α2k−2(λ0) = 0, α2k−1(λ0) 6= 0.
Analogously to the perturbation of a multiple limit yle we have the fat that under
appropriate perturbations of (1.1), from a fous of multipliity k may bifurate up to k
simple limit yles [3, 5℄.
Finally, we introdue the so-alled Poinaré funtional, whih is a simple tool to establish
the absene of a periodi solution in some region D ⊂ Rn for an n-dimensional system of
autonomous dierential equations
dx
dt
= g(x), (2.3)
where g maps D into Rn.
3
Denition 2.2 Let G : D → R be a ontinuously dierentiable funtional and suh that
the salar produt of gradG and g does not hange sign in D and does not vanish on any
nontrivial losed orbit in D, then G is alled a Poinaré funtional to system (2.3).
The following result is well-known
Proposition 2.1 Suppose the funtion g maps D ontinuously into Rn and that there
is a Poinaré funtional G to system (2.3) in D. Then system (2.3) has no nontrivial
periodi solution in D.
3 Determining relations for a limit yle of
multipliity 3
In the sequel we reformulate the multipliity onditions in Denition 2.1 for a limit yle.
For this purpose we introdue the following notations.
H(x, y, λ) := P 2(x, y, λ) +Q2(x, y, λ),
H1(x, y, λ) := divf(x, y, λ) ≡
∂P
∂x
(x, y, λ) +
∂Q
∂y
(x, y, λ),
Hi(x, y, λ) =
∂
∂y
(
PHi−1
H
)
(x, y, λ)−
∂
∂x
(
QHi−1
H
)
(x, y, λ) for i = 2, 3.
Hˆi(t, λ) := Hi(xp(t, λ), yp(t, λ), λ) for i = 1, 2, 3,
h1(λ) =
∫ T (λ)
0
Hˆ1(t, λ)dt, h2(λ) =
∫ T (λ)
0
Hˆ2(t, λ)exp
(∫ t
0
Hˆ1(τ, λ)dτ
)
dt,
h3(λ) =
∫ T (λ)
0
Hˆ3(t, λ) exp
(
2
∫ t
0
Hˆ1(τ, λ)dτ
)
dt.
(3.1)
Taking into aount relation (2.1) we have the following lemma.
Lemma 3.1 Suppose assumption (A1) holds with n = 1. Then the limit yle Γ(λ) is
simple (or hyperboli) if and only if it holds
h1(λ) 6= 0.
Using this lemma and the introdued notations we get
Lemma 3.2 Suppose the assumption (A1) to be valid for n = 3. Let Γ(λ) be a limit yle
of system (1.1). Then it holds:
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(i) Γ(λ) has multipliity 2 if and only if
h1(λ) = 0, h2(λ) 6= 0.
(ii) Γ(λ) has multipliity 3 if and only if
h1(λ) = 0, h2(λ) = 0, h3(λ) 6= 0.
The following propositions essentially represent a reformulation of the lemmata 3.1 and
3.2.
Proposition 3.1 Suppose assumption (A1) is valid for n = 2. If the system
dx
dt
= P (x, y, λ),
dy
dt
= Q(x, y, λ),
dz
dt
= H1(x, y, λ),
dw1
dt
= ezH2(x, y, λ)
(3.2)
has no nontrivial periodi solution, then the multipliity of any limit yle of system (1.1)
is bounded by 2.
Proof. If we suppose that system (1.1) has no limit yle, then Proposition 3.1 is
obviously true. If we assume that system (1.1) has a limit yle (xp(t, λ), yp(t, λ)) with
period T (λ) suh that
z(T (λ))− z(0) =
∫ T (λ)
0
H1(t, λ)dt = h1(λ) 6= 0,
then this limit yle has multipliity 1 and Proposition 3.1 is valid.
The last possibility is that system (1.1) has a limit yle suh that h1(λ) = 0 and
w1(T (λ))− w1(0) =
∫ T (λ)
0
ez(t)H2(t, λ) dt = h2(λ) 6= 0,
then this limit yle has multipliity 2. This ompletes the proof of Proposition 3.1. 2
Proposition 3.2 Suppose assumption (A1) is valid for n = 3. If the system
dx
dt
= P (x, y, λ),
dy
dt
= Q(x, y, λ),
dz
dt
= H1(x, y, λ),
dw2
dt
= e2zH3(x, y, λ)
(3.3)
has no nontrivial periodi solution, then the multipliity of any limit yle of system (1.1)
is not larger than 3.
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Proof. If system (1.1) has no limit yle or only a simple limit yle, then Proposition
3.2 is obviously true. If we assume that system (1.1) has a limit yle suh that h1(λ) = 0
and
w2(T (λ))− w2(0) =
∫ T (λ)
0
e2z(t)H3(t, λ)dt = h3(λ) 6= 0,
then this limit yle has either multipliity 2 or multipliity 3. This ompletes the proof
of Proposition 3.2. 2
Remark 3.1 If we inrease the dierentiability of P and Q, then Proposition 3.2 exludes
also the existene of limit yles of multipliity larger than 3.
4 An algorithm to determine families of planar vetor
elds possessing a limit yle with multipliity 3
In this setion we onsider systems (1.1) depending on three parameters (m = 3). Our
goal is to desribe an algorithm yielding a nite set Λ3 of points in the three-dimensional
parameter spae Λ suh that to eah point of this set there orresponds a system (1.1)
with a limit yle of multipliity 3. We denote by K3 the urve dened by the set Λ3.
The rst step of our algorithm in onstruting suh a set onsists in nding a point λ0 ∈ Λ
whih orresponds to a system (1.1) having a fous of multipliity three. That means we
are looking for a point λ0 ∈ Λ whih orresponds to a system (1.1) having a degenerate
limit yle of multipliity 3 (vanishing amplitude). Taking into aount that the relation
α2i+1 = 0 implies α2i+2 = 0 for i = 0, 1, .... (see [3, 5℄) we onsider the equations
P (x, y, λ) = 0, Q(x, y, λ) = 0, α1(x, y, λ) = 0, α3(x, y.λ) = 0, α5(x, y, λ) = 0 (4.1)
to determine an equilibrium point (xe, ye) ∈ Ω and a parameter value λ0 ∈ Λ ⊂ R
3
suh that (xe, ye) is a fous of multipliity at least 3 of the orresponding system (1.1).
We assume that system (4.1) has suh a solution. Without loss of generality, we may
suppose that the orresponding equilibrium oinides with the origin. Then we hek,
whether α7(λ0) is dierent from zero in order to be able to say that the fous has exatly
multipliity 3.
In the next step we onsider the extended system (3.2) for λ near λ0. We assume that to
a given sequene of small positive numbers x1 < x2 < ... < xN << 1 there is a sequene of
parameter values λ1, λ2, ..., λN suh that system (3.2) has a limit yle Γ(λi) interseting
the positive x-axis in the point xi. That means that at least for λi near λ0 the set Λ3 an
6
be parameterized by the intersetion point of the orresponding limit yle Γ(λi) with the
positive x-axis and that this set is related to the bifuration of a limit yle of multipliity
3 from a fous of the same multipliity. In what follows we desribe an algorithm whih
omputes to given xi the orresponding value λi.
First we modify system (3.2) slightly. By means of the transformation t = T
2pi
τ = µτ with
µ = T
2pi
we introdue a new time τ suh that the primitive period of the limit yle Γ(λi)
is 2pi for any λi. But then we have to inlude the parameter µ into the set of parameters
to be determined. Using the new time τ , we get from (3.2) the system
dx
dτ
= µP (x, y, λ),
dy
dτ
= µQ(x, y, λ),
dz
dτ
= µH1(x, y, λ),
dw1
dτ
= µezH2(x, y, λ).
(4.2)
If we denote by
(x˜(τ, x0, 0, 0, 0, µ, λ), y˜(τ, x0, 0, 0, 0, µ, λ), z˜(τ, x0, 0, 0, 0, µ, λ), w˜1(τ, x0, 0, 0, 0, µ, λ))
the solution of system (4.2) satisfying
x˜(0, x0, 0, 0, 0, µ, λ) = x0, y˜(0, x0, 0, 0, 0, µ, λ) = 0,
z˜(0, x0, 0, 0, 0, µ, λ) = 0, w˜1(0, x0, 0, 0, 0, µ, λ) = 0,
then the system of equations whih determines the parameters λ and µ suh that system
(4.2) has a nontrivial periodi solution has the form
ϕ1(x0, λ, µ) ≡ x˜(2pi, x0, 0, 0, 0, µ, λ)− x0 = 0,
ϕ2(x0, λ, µ) ≡ y˜(2pi, x0, 0, 0, 0, µ, λ) = 0,
ϕ3(x0, λ, µ) ≡ z˜(2pi, x0, 0, 0, 0, µ, λ) = 0,
ϕ4(x0, λ, µ) ≡ w˜1(2pi, x0, 0, 0, 0, µ, λ) = 0.
(4.3)
Suppose we have determined to the sequene x1, ..., xi−1 the values µ
∗
1, ..., µ
∗
i−1, λ
∗
1, ..., λ
∗
i−1
approximating the orresponding values µ(x1), ..., µ(xi−1), and λ(x1), ..., λ(xi−1).
In order to determine to xi the orresponding approximating values (µ
∗
i , λ
∗
i ) we apply
Newton's method to system (4.3) yielding the sequene (µki , λ
k
i ) dened by
(
λk+1i
µk+1i
)
=
(
λki
µki
)
− J−1(xi)ϕ(xi, µ
k
i , λ
k
i ), k = 0, 1, ...
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where λ0i = λ
∗
i−1, µ
0
i = µ
∗
i−1,
J(xi) =


∂x˜
∂λ
(2pi, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1)
∂x˜
∂µ
(2pi, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1)
∂y˜
∂λ
(2pi, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1)
∂y˜
∂µ
(2pi, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1)
∂z˜
∂λ
(2pi, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1)
∂z˜
∂µ
(2pi, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1)
∂w˜1
∂λ
(2pi, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1)
∂w˜1
∂µ
(2pi, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1)

 .
Remark 4.1 Under the assumption that the Jaobian matrix J(xi) is invertible and that
the dierene |xi−xi−1| is suiently small for any i, the sequenes {µ
k
i }, {λ
k
i }, onverge
to µ∗i , λ
∗
i , respetively, as k tends to innity.
The entries of the matrix J an be alulated by solving the initial value problem
dx
dτ
= µP (x, y, λ),
dy
dτ
= µQ(x, y, λ),
dz
dτ
= µH1(x, y, λ),
dw1
dτ
= µezH2(x, y, λ),
d(∂x
∂λ
)
dτ
= µ
(
∂P
∂λ
+
∂P
∂x
∂x
∂λ
+
∂P
∂y
∂y
∂λ
)
,
d( ∂y
∂λ
)
dτ
= µ
(
∂Q
∂λ
+
∂Q
∂x
∂x
∂λ
+
∂Q
∂y
∂y
∂λ
)
,
d( ∂z
∂λ
)
dτ
= µ
(
∂H1
∂λ
+
∂H1
∂x
∂x
∂λ
+
∂H1
∂y
∂y
∂λ
)
,
d(∂w1
∂λ
)
dτ
= µ
(
∂(ezH2)
∂λ
+
∂(ezH2)
∂x
∂x
∂λ
+
∂(ezH2)
∂y
∂y
∂λ
+
∂(ezH2)
∂z
∂z
∂λ
)
,
d(∂x
∂µ
)
dτ
= P + µ
(
∂P
∂x
∂x
∂µ
+
∂P
∂y
∂y
∂µ
)
,
d( ∂y
∂µ
)
dτ
= Q+ µ
(
∂Q
∂x
∂x
∂µ
+
∂Q
∂y
∂y
∂µ
)
,
d( ∂z
∂µ
)
dτ
= H1 + µ
(
∂H1
∂x
∂x
∂µ
+
∂H1
∂y
∂y
∂µ
)
,
d(∂w1
∂µ
)
dτ
= ezH2 + µ
(
∂(ezH2)
∂x
∂x
∂µ
+
∂(ezH2)
∂y
∂y
∂µ
+
∂(ezH2)
∂z
∂z
∂µ
)
,
x(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) = xi, y(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) = 0,
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z(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) = 0, w1(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) = 0,
∂x
∂µ
(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) =
∂y
∂µ
(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) = 0,
∂z
∂µ
(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) =
∂w1
∂µ
(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) = 0,
∂x
∂λ
(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) =
∂y
∂λ
(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) = 0,
∂z
∂λ
(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) =
∂w1
∂λ
(0, xi, 0, 0, 0, µ
∗
i−1, λ
∗
i−1) = 0.
Remark 4.2 As we mentioned above, the presented variant of the proedure is based on
the assumption that the set Λ3 of parameter points an be parameterized by the x-oordinate
of the intersetion point of the orresponding limit yle Γ(λ) with the positive x-axis. If
this assumption is not longer fullled, we an reparametrize the remaining subset by one
of the omponents of the parameter vetor λ.
In the last step we show that the limit yle Γ(λi) of system (1.1) has multipliity not
greater than 3. For this purpose we onsider system (3.3) for λ = λi and onstrut a
Poinaré funtional G(x, y, z, w2, λi) for (x, y) in an annulus Ω(λi) ontaining the limit
yle Γ(λi) suh that system (3.3) has no periodi solution in Ω(λi). Thus, aording to
Proposition 3.2, the multipliity of Γ(λi) is exatly 3.
To onstrut the Poinaré funtional G we make the ansatz
G(x, y, z, w2, λi) := ψ(x, y, λi)e
2z + Cn+1(λi)w2, (4.4)
where ψ is the linear ombination of some base funtions ψj in Ω(λi)
ψ(x, y, λi) =
n∑
j=1
Cj(λi)ψj(x, y, λi), (4.5)
and Cn+1(λi) is some additional parameter. In ase that (1.1) is a polynomial system, we
an take monomials in x and y as base funtions ψj , j = 1, 2, ..., n. If we dierentiate the
funtional G along system (3.3) we get
dG
dt |(3.3)
= e2z
(
2ψ divf + ψxP + ψyQ+ Cn+1H3
)
, (4.6)
where H3 is dened in (3.1). If we are able to given λi to nd a funtion ψ(x, y, λi) and
a parameter funtion Cn+1(λi) suh that it holds in Ω(λi)
Φ(x, y, λi) := 2ψ divf + ψxP + ψyQ+ Cn+1H3 6= 0, (4.7)
then aording to Proposition 3.2 the limit yle Γ(λi) has multipliity 3.
We summarize this result in the following theorem.
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Theorem 4.1 Let the assumption (A1) be satised for n = 3. Furthermore, we suppose
that to given xi > 0, λi ∈ Λ3, system (3.2) has a limit yle Γ(λi) loated in the annulus
Ω(λi) and interseting the positive x-axis in the point (xi, 0) and that there are base fun-
tions ψj(x, y, λi), j = 1, ..., n, and oeient funtions Ck(λi), k = 1, ..., n + 1, suh that
for (x, y) ∈ Ω(λi) we have
Φ(x, y, λi) ≡2 divf(x, y, λi)
n∑
j=1
Cj(λi)ψj(x, y, λi) + P (x, y, λi)
n∑
j=1
Cj(λi)
∂ψj
∂x
(x, y, λi)
+Q(x, y, λi)
n∑
j=1
Cj(λi)
∂ψj
∂y
(x, y, λi) + Cn+1(λi)H3(x, y, λi) 6= 0.
(4.8)
Then the multipliity of the limit yle Γ(λi) of system (1.1) is exatly 3.
5 Appliation to a polynomial Liénard system with a
unique equilibrium point
We onsider the lass of Liénard systems
dx
dt
= y − (x7 − cx5 + bx3 − ax) ≡ P (x, y, λ),
dy
dt
= −x ≡ Q(x, y, λ) (5.1)
depending on the real parameter vetor λ = (a, b, c). Our goal is to determine a set of
parameter tuples {λi} by applying the proedure desribed above suh that the orre-
sponding system (5.1) has a limit yle of multipliity 3. The following lemma an be
easily veried.
Lemma 5.1 For any tuple (a, b, c) ∈ R3, the origin (0, 0) is the unique equilibrium point
of system (5.1) in any bounded part of the phase plane. For |a| < 2 it represents a fous
whih is exponentially attrating (repelling) for a > 0 (a < 0).
For a = 0, the origin is a weak fous whose Lyapunov numbers αi dened in (2.2) satisfy
α1 = α2 = 0, sign α3 = −sign b,
i.e., it is asymptotially stable for b > 0.
In ase α1 = α2 = α3 = 0 we have
α4 = 0, sign α5 = −sign c.
Supposing α1 = ... = α5 = 0, we have
α6 = 0, α7 6= 0.
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Using the notion of multipliity of an equilibrium point we get from Lemma 5.1 that in
ase a = b = c = 0 the origin is a fous of multipliity 3. Thus, we an use the parameter
tuple (0, 0, 0) as starting point for our proedure. As a result we get the following set of
parameter points {λi} (see Table 1) for whih system (4.2) has a limit yle Γ(λi) whose
multipliity is at least 3. We note that the limit yle Γ(λi) shrinks to the origin as
|λi| tends to zero, that means, there appears Hopf bifuration of a limit yle of higher
multipliity from the origin.
In the nal step we onstrut to eah λi an annulus Ω(λi) ontaining the limit yle Γ(λi)
and a Poinaré funtional G(x, y, z, w2, λi) aording to the ansatz (4.4) suh that the
ondition (4.8) is fullled.
First we onstrut an annulus Ωε(λi) ontaining the limit yle Γ(λi) and depending on
some parameter ε.
i x0 a b c µ
1 0.2 0.000035 0.003500 0.105000 1.000000
2 0.3 0.000399 0.017719 0.236250 1.000000
3 0.4 0.002240 0.056000 0.420000 1.000000
4 0.5 0.008545 0.136719 0.656250 1.000001
5 0.6 0.025515 0.283499 0.944999 1.000007
6 0.7 0.064336 0.525207 1.286239 1.000047
7 0.8 0.143327 0.895901 1.679930 1.000231
8 0.9 0.290354 1.434568 2.125885 1.000950
9 1 0.545023 2.183981 2.623400 1.003359
10 1.1 0.958499 3.186438 3.170108 1.010496
11 1.2 1.583387 4.469510 3.758703 1.029399
12 1.3 2.433288 6.005218 4.368477 1.073128
13 1.4 3.413452 7.654568 4.957041 1.154102
14 1.5 4.414707 9.299753 5.500792 1.270515
Table 1.
For this purpose we imbed system (5.1) into the system
dx
dt
= y− (x7− cix
5 + bix
3− aix)+ κx,
dy
dt
= −x+ κ
(
y− (x7− cix
5 + bix
3− aix)
)
, (5.2)
where the parameter κ stritly rotates the eld at (x, y) 6= (0, 0) and whih represents for
κ = 0 system (5.1) possessing the limit yle Γ(λi). Now we set κ = ±ε, where ε is a small
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positive number. Then system (5.2) has for κ = ε and κ = −ε the limit yle Γε(λi) and
Γ−ε(λi), respetively. Sine κ rotates the vetor eld, Γε(λi) and Γ−ε(λi) form an annulus
Ωε(λi) ontaining the limit yle Γ(λi). We use this annulus as an approximation of the
wanted annulus Ω(λi).
In the next step we onstrut a funtional Gε on the annulus Ωε(λi) aording to the
ansatz (4.4). The main term in the expression for Gε is the funtion ψ(x, y, λi) whih we
represent as a linear ombination (4.5) of the base funtions xkyl:
ψ(x, y, λi) =
∑
0≤k+l≤N
Ckl(λi)x
kyl. (5.3)
Substituting this relation into (4.8) we get
Φ(x, y, λi) ≡2 divf(x, y, λi)
∑
0≤k+l≤N
Ckl(λi)x
kyl
+ P (x, y, λi)
∑
1≤k+l≤N
k≥1 l≤N−1
k Ckl(λi)x
k−1yl
+Q(x, y, λi)
∑
1≤k+l≤N
l≥1 k≤N−1
l Ckl(λi)x
kyl−1 + CN+1(λi)H3(x, y, λi).
(5.4)
Our goal is to hoose the oeients Ckl(λi) and the oeient CN+1(λi) in (5.4) in suh
a way that the expression Φ(x, y, λi) does not vanish in Ωε(λi). This problem an be re-
dued to a linear programming problem as desribed in [2℄. If this problem has a solution,
then we take the annulus Ωε(λi) as the wanted annulus Ω(λi) and the funtional Gε as
Poinaré funtional G dened on Ω(λi). In ase that we annot nd oeients Ckl(λi)
suh that (4.8) holds, we derease the parameter ε or inrease the degree N and repeat
the programming proedure.
In what follows we onstrut the annulus Ω(λ7) and the Poinaré funtional G to the
parameter tuple λ7 in Table 1 belonging to x0 = 0.8. As annulus Ωε(λ7) we hoose the
region bounded by the limit yles Γε(λ7) and Γ−ε(λ7) of system (5.2) with ε = 0.03. As
base funtions we use monomials with maximal degree 4, i.e. N = 4 in (5.3). If we apply
the linear programming algorithm as desribed in [2℄, we get the following result
C00(λ7) = 1.242085, C10(λ7) = 0.909316, C01(λ7) = 0.909316, C20(λ7) = 1.818632,
C11(λ7) = 1.4134, C02(λ7) = 0.683876, C30(λ7) = 0.909316, C21(λ7) = 0.909316,
C12(λ7) = 0.909316, C03(λ7) = 0.909316, C40(λ7) = 0, C31(λ7) = 1.8186326,
C22(λ7) = 1.077677, C13(λ7) = 0, C04(λ7) = 1.818632, C5(λ7) = 0.885257,
where the oeient C5(λ7) multiplies the variable w2. With these oeients we have
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Φ(x, y, λ7) ≥ 0.0012 > 0 for (x, y) ∈ Ω(λ7).
Thus, the funtional
G(x, y, z, w2, λ7) = e
2z
∑
0≤k+l≤4
Ckl(λ7)x
kyl + C5(λ7)w2
is a Poinaré funtional in the annulus Ω(λ7) and we an onlude that Γ(λ7) is a limit
yle of multipliity 3 of system (5.1) with λ = λ7.
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