Introduction
Multiple sequence alignment (MSA) is a very useful tool in designing experiments for testing and modifying the function of specific proteins, in predicting their functions and structures, and in identifying new members of protein families. MSA of deoxyribonucleic acid (DNA), ribonucleic acid (RNA) and protein remains one of the most common and important tasks in Bioinformatics. Textbooks on the algorithms dedicated to sequence alignment appeared more than a decade ago, e.g. (Durbin et al., 1998) . Many critical overviews of the existing MSA have been investigated (Notredame, 2002; Kumar & Filipski, 2007) . Finding an optimal MSA of a given set of sequences has been identified as a nondeterministic polynomial-time (NP)-complete problem (Wang & Jiang, 1994) . The MSA solution, based on dynamic programming, requires O((2m) n ) time complexity; n being the number of sequences, and m the average sequence length. The memory complexity is O(m n ) (Carrillo & Lipman, 1988; Saitou & Nei, 1987) . Therefore, carrying out MSA by dynamic programming becomes practically intractable as the number of sequences increases. The dynamic programming algorithm used for optimal alignment of pairs of sequences can easily be extended to global alignment of three sequences. But for more than three sequences, only a small number of relatively short sequences may be analyzed because of the "curse of dimensionality". Despite the existence of many ready-made and operational systems such as MBEToolbox (Cai et al., 2006) , Probalign (Roshan & Livesay, 2006) , Mulan (Loots & Ovcharenko, 2007) , MSA is always an active area of research (Yue et al., 2009 ). Approximate methods are constantly investigated for global MSA. One class of these methods is the progressive global alignment. The method starts with an alignment of the most-alike sequences and then builds an alignment by adding more and more closely-alike sequences. Progressive alignment was first formulated in (Hogeweg & Hesper, 1984) . Progressive alignment, as implemented in some packages such as ClustalW, for instance, represents one the most popular methodology for MSA. However, in ClustalW, alignment is made by the explicit use of the sequences themselves, which certainly represents a heavy computational burden (Thompson et al., 1994) . Building on previous works such as (Azim et al., 2010; 2011) , and in order to reduce this computational effort, we represent the similarity between the sequences using a descriptor of the sequences instead of the sequences themselves. The main advantage of using the proposed descriptor resides in its short length, namely 20 for proteins and 4 for DNA, irrespective of the sequence length. Based on this idea, a novel descriptor-based progressive MSA, called DescPA, is formulated, and further improved through a 2-opt method resulting in DescPA2. This novel approach positively impacts the computation time for the MSA, as shown in the results. The chapter is organized as follows. In the next section, the description of protein MSA problem is highlighted. Section 3 briefly presents the DescPA steps as a novel methodology using the Hellinger distance and the computation of the probability density functions (PDF) of sequences. Section 4 reports further enhancements through DescPA2 based on a local search method, namely 2-opt. Section 5 reports the results for both DescPA and DescPA2 performance with respect to ClustalW. Finally, concluding remarks and further research are presented. the optimization method for that function. As a result, properly solving these three problems would require an understanding of all three fields mentioned above, which obviously lies far beyond our reach.
Proteins

Sequence choice issues
The global of MSA methods assume that we are dealing with a set of homologous sequences i.e., sequences sharing a common ancestor. Furthermore, with the exception of some methods (e.g. Morgenstern et al., 1996) , MSA solutions require the sequences to be related over their whole length (or at least most of it). When that condition is not met, one has to rely on the use of local MSA methods such as a sampler (Lawrence et al., 1993) , among others.
Objective or cost function issue
The objective or cost function is the mathematical formulation of a purely biological problem that lies in the definition of biological correctness. A mathematical function is used for measuring the biological quality of an alignment. This function is referred to as an objective or cost function since it defines the mathematical objective or cost of the search. Given a perfect function, the mathematically optimal alignment will also be biologically optimal. Unfortunately, this is rarely the case, and while the function defines a mathematical optimum, we rarely have a sound argument that this optimum will also be biologically optimal. As a result, an ideal objective or cost function for all situations does not exist, and every available scheme suffers from major drawbacks. Ideally, a perfect objective or cost function is to be available for every situation. In practice, this is not the case and the user is always left to make a decision when choosing the method that is most suitable to the problem (Durbin et al., 1998 ).
Optimization issue
The third main issue associated with MSAs is purely computational. If we assume that we have an adequate set of sequences and a biologically perfect objective function, there still remain the optimization of the objective or cost function. This task is far from being trivial. the computation of a mathematically optimal alignment is too complex a task for an exact method to be used (Wang & Jiang, 1994) . Even if we consider a function that consists of the maximization of the number of perfect identities within each column, the problem would still remain intractable for more than three sequences. Consequently, all the current implementations of multiple alignment algorithms are heuristics and that none of them guarantee a full optimization.
Existing MSA optimization algorithms
Algorithms that construct MSA require a cost function as a criterion for constructing an optimal alignment. There exist three categories of MSA optimization; exact, iterative and progressive (Saitou & Nei, 1987) . The exact method suffers from inexact sequence alignment (Wang & Li, 2004) . Commonly-used techniques remain the iterative and progressive techniques. Most progressive MSA methods heavily rely on dynamic programming to perform multiple alignments starting with the most closely-related sequences and then progressively adding other related sequences to the initial alignment. These methods have the advantage of being fast, simple as well as reasonably sensitive. Their main drawback is that they can be trapped in local minima that stems from the greedy nature of the algorithm (Thompson et al. 2005 ). The other major drawback is that any progressive MSA solution cannot be globally optimal, since it is heavily influenced by the initial choice. As a result, any error made at any stage in building the MSA, is propagated and builds up through to the final result. Finally, the performance gets worse when all the sequences in the set are rather distantly-related. Despite these limitations, progressive alignment methods are still efficient enough to be implemented on a large scale for hundreds to thousands of sequences. Hence our contribution to their enhancement.
Progressive strategy 2.3.1 Basic steps
The existence of several progressive programs and packages has broadened up the aligning techniques. The most popular progressive MSA implementation is represented in the ClustalW family (Higgins & Sharp, 1988; Thompson et al., 1994; . The guide tree in the basic progressive strategy is determined by an efficient clustering method such as neighbor-joining (Saitou & Nei, 1987) , or un-weighted average distance (Carrillo & Lipman, 1988) . The progressive strategy, also known as tree method, is one of the most widely used heuristic search for MSA. It combines pairwise alignments beginning with the most similar pair and progressing to the most distantly-related, which finally builds up an MSA solution. The basic progressive alignment strategy follows three steps, depicted in Fig. 1 For example, Figure 2 shows an alignment for three proteins sequences. 
Outline
Within the Clustal-like family, we propose a novel measurement method of the similarity between the sequences, which plays an important role in the building of the guide tree. This measurement is based on the calculation of the probability density function (PDF), also called descriptor or feature vector sequence. The descriptor reduces the dimension of the sequence and yields to a faster calculation of the distance matrix and also to the obtainment of a preliminary distance matrix without pairwise alignment in the first step.
For achieving this goal, we use a guide tree based on Hellinger distance. This latter is defined between the descriptors and measures the degree of similarity between the sequences.
DescPA steps
We briefly describe the basic steps of the proposed method, referred to as the descriptorbased progressive MSA (DescPA), outlined in Fig. 3 Figures 3 and 4 , the proposed algorithm consists of 3 phases similar to ClustalW. The main difference with ClustalW resides in the way in which the distance matrix is built, here based on Hellinger distance. Each sequence descriptor is described by its probability density function (PDF). The guide tree defines the order in which the sequences are aligned in the next stage. There are several methods for building trees, including distance matrix methods and parsimony methods. 
Mathematical tools
We need to define some of the basic mathematical tools, necessary for the development of our method. These methods include the Hellinger distance, the PDF calculation, and the scoring matrices.
Hellinger distance
The Hellinger distance is a metric quantity, meaning that it has the properties of nonnegativity, identity and symmetry in addition to obeying the triangle inequality. The properties of the Hellinger distance and several related distances are explored in (Donoho & Liu, 1988; Giet & Lubrano, 2008 ). This concept is used to provide a metric for the distance between two different discrete probability distributions P and Q, as follows:
Note that P and Q are described as N-tuples (vectors) of probabilities 
Computing the probability density functions (PDFs)
We can compute the Hellinger distance between two variables provided we have explicit knowledge of the probability distributions. Unfortunately, these probabilities are not known in general. Various methods are used to estimate the probability density functions (PDFs) from the observed data. In this paper, we calculate exact probability densities for each proteins sequence. Consider a series x i and y i of n simultaneous observations of two random variables X and Y. Since Hellinger distance is computed using discrete probabilities, we proceed as follows: 
Then the Hellinger distance between X and Y is estimated using Equation (1) above The descriptor is defined as follows:
Where prot is the set of proteins sequences. The proteins alphabet is given by the 20-character set { A R N D C Q E G H I L K M F P S T W Y V }. The descriptor is calculated for each protein sequence as the PDF of the sequence, obtained as follows:
where: len(S i ) is the length of the sequence, N i is the number of times character i appears in the sequence. i belongs to the proteins 20-character alphabet.
Scoring matrices (i) PAM vs. BLOSUM
Various scoring matrices exist. The main ones are the so-called PAM and BLOSUM (Wheeler, 2003) . The most widely used PAM matrix is PAM 250. It has been chosen because it is capable of accurately detecting similarities in the 30% range, that is, when the two proteins are up to 70% different from each other. If the goal is to know the widest possible range of proteins similar to the protein of interest, PAM 250 has been shown to be the most effective. It is also the best to use when the protein is unknown or may be a fragment of a larger protein. Based on an information-theoretic measure called relative entropy it has been shown that the following matrices are equivalent (Henikoff and Henikoff, 1992) :  PAM 250 is equivalent to BLOSUM45.  PAM 160 is equivalent to BLOSUM62.  PAM 120 is equivalent to BLOSUM80. Recall that PAM matrices are the result of computing the probability of one substitution per 100 amino acids, called the PAM1 matrix. Higher PAM matrices are derived by multiplying the PAM1 matrix by itself a defined number of times. Thus, the PAM250 matrix is derived by multiplying the PAM1 matrix against itself 250 times. Biologically, the PAM250 matrix means there have been 2.5 amino acid replacements at each site (Wheeler, 2003) . In the derivation of PAM matrices, sequences that were represented many times were not excluded from the calculation. During the construction of BLOSUM (Blocks Substitution Matrix) matrices, measures were taken to avoid biasing the matrices by removing frequently occurring and highly related sequences. Consequently, as the BLOSUM number decreases (i.e., BLOSUM80, BLOSUM60, BLOSUM50, BLOSUM30...), the ability to detect more distantly related sequences increases in a manner that parallels the effect of increasing the PAM distance (i.e., PAM 40, PAM160, PAM250...), (Altschul, 1991) .
(ii) Gonet matrix In addition to PAM250, we used Gonnet matrix. The Gonnet matrix is a scoring matrix based on alignment of the entire 1991 SwissProt database against itself (Gonnet et al., 1992) . A total of 1.7 × 106 matches were used from sequences differing by 6.4 to 100.0 PAM units. This matrix has broad but selective coverage of protein sequences, because SwissProt covers only selected families. This matrix is very useful because of the excellent annotation of proteins included in SwissProt (Wheeler, 2003) . A local search method is a good candidate for such an improvement. The resulting improved implementation is referred to as DescPA2. Iterative local search methods rely on algorithms that are able to produce a solution and to refine it, through a series of iterations until no improvement can be made (Wang & Li, 2004 ), e.g. genetic algorithms as local optimizers (Wang & Lefkowitz, 2005) . In our study we propose a local search, that starts from initial solution (i.e. alignment) and repeatedly tries to improve the current solution by local change. If, in the neighborhood of the current alignment a better alignment is found, then it replaces the current one and local search continues. The critical issue in the design of a neighborhood search approach is the choice of the neighborhood structure. In this work, the neighborhood of a solution is depends on the neighborhood () N  of the permutation  that is defined by the set of all possible permutations, obtained by exchanging 2 elements. The neighborhood structure () NP S of the solution is defined as:
Summarized calculations sub-steps
( 1,2,..., ) () ( ) i in NP S N    (6)
The 2-opt method 4.2.1 Outline of the method
The 2-opt method is a combinatorial optimization method originating in the late 1950's in conjunction with the traveling salesman problem (Johnson & McGeoch, 1997) . As an adaptation, we define the permutation solution's space corresponding to alignment solution's space. We define the function ( , ) SS     for each sequence S and permutation  as follows:
where '  is the first sorted elements (sub-permutation) of  , m is the dimension of  and l is length of the sequence S. Then by using the definition 7, we can associate permutation solution PS for each alignment solution AS.
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Example
Sequence Length Permutation
Sub permutation Sorted permutation ATCAA CGTAGTG TGATCT 5 7 6 ( 3 5 8 9 1 7 2 4 6) (6 7 4 9 1 3 5 2 8) (7 6 3 2 1 5 8 9 4) (3 5 8 9 1) (6 7 4 9 1 3 5) ( 7 6 3 2 1 5) ( 1 3 5 8 9) ( 1 3 4 5 6 7 9) (1 2 3 5 6 7) Alignment solution Permutation solution (structure )
( 3 5 8 9 1 7 2 4 6) (6 7 4 9 1 3 5 2 8) (7 6 3 2 1 5 8 9 4) Fig. 6 . Illustration of the definition of permutation using 3 sequences.
Results
ClustalW vs. DescPA results
We compare DescPA with ClustalW using 2 examples. Here, 4 and 9 proteins sequences are used with minimum lengths of 390, and 385 and maximum lengths of 456 and 457, respectively. For both examples, a comparison is made between the results obtained using pairwise (ClustalW) and Hellinger distances (DescPA). We implement the two guide trees using Matlab™ functions as described below. 
Data set used
The information concerning the data set taken from the database is summarized as follows (Bahr et al., 2001 ). , 'ScoringMatrix', { 'pam150 ',' pam200 ','  pam250'}) ; where TreePW is a guide tree built using pairwise distance.
(ii) Hellinger distance SolHD = multialign (seqs, TreeHD, ' ScoringMatrix', {'pam150 ',' pam200 ',' pam250'}); where TreeHD is a guide tree built using the proposed Hellinger distance matrix. Figures 9 to 11 show that using the proposed guide tree based on a Hellinger distance gives performance as good as ClustalW in 93% of the cases. To further improve these results, we introduce one iterated local search technique, referred to as 2-opt implemented in Section 5.2. Figures 12&13 show the improvement on the performance, over different examples of the datasets RV11. There is a clear improvement introduced by the 2-opt algorithm. In Figures  12&13 , SPW defines the scoring value got using ClustalW, Spro gives the scoring value for DescPA and 2-opti for DescPA2. Despite its simplicity of implementation, the 2-opt algorithm improves the solutions. The final alignments results of DescPA2 are better than those of DescPA and ClustalW. 
(iii) Results comparison
DescPA2: Improved results through 2-opt
Conclusion
We proposed a modified and hybrid progressive alignment strategy for protein sequence alignment composed of two variants. The first, implemented in DescPA, consists of the modification of the progressive alignment strategy by building a new guide tree based on a Hellinger distance definition. This distance is calculated over a sequences' descriptors; a descriptor being defined for each sequence by its probability density function (PDF). The main feature of this descriptor is its fixed short length (20 for proteins and 4 for DNA) for any sequence length, which mainly impacts positively the computation time for the MSA. The DescPA results of our testing on all the dataset show that the modified progressive alignment strategy is as good as that of ClustalW in 93% of the cases. The second variant, incorporated in DescPA2, is an improvement of the obtained solution using the iterated 2-opt local search. The improvement of the obtained solutions using DescPA2 implementation gives better solutions than DescPA and ClustalW alike -and in all studied cases. As shown, despite its simplicity of implementation, the 2-opt algorithm improves the solutions. However, further improvements are needed. We need, for instance to enhance the actual method to better search through the tree space. For example, we plan to compare DescPA2 with other MSA tools such as hidden Markov models.
