We discuss the application of Monte Carlo methods to the self-consistent calculation of a Ginzburg-Landau free energy functional for Lennard-Jones systems in three dimensions. Following this discussion, we demonstrate that the parameters in the coarse-grained free energy can be extracted from a multivariate distribution of energies and particle densities which, when suitably reweighted, permit one to extrapolate the results to other nearby points in the thermodynamic parameter space. For the purposes of illustration, both single-phase and liquid-gas coexistence are considered here with the aim of describing various regions of the phase diagram with a single function and, in doing so, providing a link between atomistic and mesoscopic length scales.
I. INTRODUCTION
A major goal of statistical physics is to develop a unified description of systems for which important phenomena occur over a wide range of length and time scales. Many approaches have been developed to link length scales, including, for example, density functional calculations and hybrid atomistic-continuum methods. [1] [2] [3] One important class of problems for which continuum approximations to microscopic models have been of great conceptual value is the kinetics of phase transitions, as described by nucleation and growth of a stable phase from a metastable phase or spinodal decomposition and ordering from an initially unstable phase. For these problems continuum models are usually couched in terms of semi-macroscopic order parameters ͑e.g., density, magnetization, etc.͒ which distinguish among constituent phases. An associated, phenomenological Ginzburg-Landau free energy functional is often employed to describe the energetics of these and other phenomena. We note that the Ginzburg-Landau free energy has been used extensively, for example, to model phase transitions in superconductors, 4 ferromagnets, alloys, superfluids, 5 and crystalline solids, 6 as well as in dynamic models of the nucleation and growth of metastable phases. 2 Thus it would clearly be of value to determine self-consistently the parameters which characterize this functional in terms of the underlying microscopic variables of a given model, thereby providing a link between length scales.
Substantial progress has, in fact, been made in recent years toward the self-consistent, coarse-grained description of model systems. In particular, results have been obtained for the critical properties of the nearest-neighbor, twodimensional ferromagnetic Ising model using an approach pioneered by Binder. 7 In his approach a system is subdivided into cells, each of linear size L, and the statistical properties of the cell spin configurations are monitored during the course of a Monte Carlo ͑MC͒ simulation. The distribution function P L (S) of the local order parameter S for a given cell is then tabulated and finite-size scaling ͑FSS͒ arguments are used to obtain the relevant critical properties. This work was subsequently extended 8 in a calculation of the two-point distribution function P L (S,SЈ) for the three-dimensional Ising ferromagnet, where S and SЈ are the order parameters for adjacent cells. An effective Ginzburg-Landau free energy functional F L (S,SЈ) was then obtained, using the assumption that P L ϰexp͓ϪF L (S, SЈ)͔. Clearly this is a ''simple'' example of a procedure to link disparate length scales, in that a free energy functional for a ͑coarse-graining͒ length scale L is determined from a microscopic Ising model whose length scale is the lattice spacing.
Bruce and Wilding 9,10 modified Binder's approach, simulating an entire system, as opposed to cells within a system, having a volume VϭL d ͓with either dϭ2 ͑Ref. 9͒ or dϭ3 ͑Ref. 10͔͒ in the grand canonical ensemble and, in addition, applied finite-size scaling ͑FSS͒ arguments to obtain, for example, the critical properties as a function of system size. With their approach they were able to obtain the probability distribution functions for the density and energy of a system of Lennard-Jones particles, when the volume, temperature, and chemical potential of the system are held fixed. In particular, they were able to determine with high accuracy the liquid-vapor coexistence curve and critical point properties of two-dimensional Lennard-Jones fluids. Wilding subsequently obtained similar properties for threedimensional Lennard-Jones fluids, with very high accuracy, 10 employing histogram reweighting methods 11 and the multicanonical ensemble technique 12 to further improve sampling and computational efficiency ͑see also Refs. 13-15͒. It should be noted, however, that with the exception of the work of Kaski, Binder, and Gunton 8 on the threedimensional Ising ferromagnet, none of the above authors attempted to analyze their results in terms of a GinzburgLandau description.
The purpose of this short paper, then, is to summarize the results obtained from applying MC methods to the calculation of the parameters in a coarse-grained free energy functional for a system described by an interatomic potential. For convenience, we have employed a Lennard-Jones potential, although the methodology summarized below is not restricted to this interaction, nor to other pair potentials. As indicated above, the determination of a free energy functional represents the important first step in constructing a self-consistent, coarse-grained picture derived from a corresponding atomistic description. For simplicity, our focus will be on both single-phase fluids and fluid-fluid coexistence, and so the fluid density is the relevant order parameter here. Planned extensions of our work to include, for example, crystal-fluid coexistence, and hence other order parameter͑s͒, will also be discussed.
II. MODEL
We consider a system of N particles contained in a threedimensional, periodic cubic simulation cell having a volume VϭL 3 . In this cell two particles separated by a distance r are assumed to interact via a pair potential, (r) having the standard Lennard-Jones form given by
where ⑀ and set the energy and length scales, respectively. The total energy, obtained by summing over all distinct pairs of particles, will be denoted by U. We note here that, although other truncated and smoothed potentials which approximate Eq. ͑1͒ are available, 13 we employ a truncated, unshifted version of Eq. ͑1͒ in this work ͑having a cutoff radius of r c ϭ2.5) in order to make a direct comparison with benchmarks in the literature. 10 Most of the calculations were performed with a 108 particle system using the Metropolis MC method, as adapted for use in the grand canonical ensemble ͑GCE͒ with a fixed volume, inverse temperature ͑T͒ ␤, and chemical potential .
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The GCE is particularly well-suited to the simulation of twophase equilibria since one has the freedom to ''tune'' to achieve coexistence. Further, consistent with other implementations, 10,15 only particle insertion and deletion steps were employed in our algorithm, particle displacements within the cell thereby resulting from a succession of such steps. As is customary, quantities are reported here in reduced units. Further, the thermodynamic potential needed in the Boltzmann weight is actually *ϵϪ3k B T ln͓⌳/͔ ͑⌳ is the thermal deBrogle wavelength͒.
14 For simplicity of notation, we will not distinguish hereafter between and *. For our simulations the equilibration time was approximately 2ϫ10 6 steps, where in one step an attempt is made to insert and to remove ͑usually distinct͒ particles, and production runs were approximately 10ϫ10 6 to 20ϫ10 6 steps in duration. Finally, we note that the relatively small system size used in this study is adequate for our purposes, being larger than any correlation length ͑as we are not too close to T c ), and we therefore do not describe below the results of FSS analyses wherein L is varied systematically.
The thermodynamic information for a system characterized by the parameter set ͑␤,͒ is embodied in the joint probability distribution for the ͑dimensionless͒ particle number density, ϭN 3 /V, and energy density, uϭU/(V⑀), given by P L (␤,) (,u) . This joint distribution is compiled in the form of a histogram during the course of a simulation by monitoring the fraction of time spent by the system in a series of sampled states. One can also obtain the probability distribution for the density, p L (␤,) () ͑hereafter called the density distribution͒, by integrating over all sampled energies to obtain,
so that the parameters in the effective Ginzburg-Landau free energy functional F L () can be calculated from the tabulated histogram.
More specifically, our approach permits us to determine a free energy function, rather than a functional, as we do not monitor spatial density variations that occur in a system. 16 As a consequence, we also omit the usual gradient energy term in the free energy. The relevant L-dependent parameters ͕C n ͖ (nϭ0,...,4) are obtained from a fit to the truncated power series expansion
where ␦ϭϪ͗͘ and ͗͘ denotes a grand canonical average.
Further, the variation of the free energy in nearby regions of the thermodynamic parameter space, characterized by ͑␤Ј,Ј͒, can be deduced by reweighting the full histogram since
where the proportionality constant is determined by the normalization condition
The limitations of this reweighting scheme are discussed in some detail elsewhere. 14,17 Consequently, it is also possible to find the phase boundary ϭ͑␤͒ describing, for example, liquid-vapor coexistence by varying Ј in Eq. ͑4͒ to obtain an ''equal weight'' density distribution subject to the associated constraint that
It should be recognized that the average density ͗͘, used in the upper limit to the integral in Eq. ͑6͒ and in the series expansion of the free energy functional in Eq. ͑3͒, is itself a function of temperature and chemical potential and can therefore be obtained from the first moment of the reweighted histogram.
III. RESULTS
The shapes of the histograms corresponding to the density distribution p L (␤Ј,Ј) (), both above and below the critical temperature T c , are exemplified by those shown in Fig.  1͑a͒ and 1͑b͒ . ͓The apparent critical temperature T L (T L Ϸ1.2 here͒ for a finite system differs from the true critical temperature T c of the infinite system. The latter value is T c ϭ1.1876(3) for the model studied here. 10 ͔ Above T c the distribution is unimodal whereas, below the transition temperature, it has a bimodal structure. In each regime it is possible to generate a series of histograms in a nearby region of the thermodynamic parameter space from a single, reweighted histogram compiled at a particular point ͑␤,͒.
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This capability is illustrated in Fig. 1͑a͒ where the reweighting scheme given in Eq. ͑4͒ is employed to generate the new histogram. As is evident from the figure, the agreement between the reweighted and actual histograms is good. We note that, as discussed in previous work, the principal limitation of histogram methods is that extrapolation in parameter space necessitates accurate statistics in the tails of the reference histogram. Therefore, better agreement between the reweighted and actual histogram can be achieved by increasing the length of the runs and/or using alternative expansion techniques. 17 In addition, as discussed above, one can use histogram reweighting below T c in order to delineate the liquid-vapor phase boundary by taking the chemical potential to be an adjustable field. The resulting phase boundary, obtained by varying the chemical potential according to Eq. ͑6͒, is shown in Fig. 2 . All these results are in agreement with those of Wilding. 10 For thermodynamic data obtained over a range of temperatures and chemical potentials, the parameter set ͕C n ͖ for the associated Ginzburg-Landau free energy function was calculated by fitting the appropriate histograms to the series expansion given in Eq. ͑3͒. A trivial factor of L d , guaranteeing extensivity, has been factored out of these coefficients leaving a nontrivial, implicit dependence on system size L. For concreteness, we consider a series of states over a range of temperature and chemical potential yielding the critical density c Ϸ0.32 above T c and two-phase fluid coexistence below T c . The corresponding particle density below T c follows approximately a law of rectilinear diameter. 18 This is in agreement with the more systematic study of Wilding.
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The dependence of the parameters on temperature for two of the even terms, C 2 and C 4 , is displayed in Fig. 3͑a͒ and ͑b͒, respectively. ͑It was found that the parameters for the odd terms, C 1 and C 3 , were quite small in magnitude, and that the value of C 2 is quite insensitive to the values of these odd terms. The values obtained for these parameters, along with C 0 , are presented in Table I .͒ As expected, C 2 increases monotonically with temperature, crossing zero near T c and reflecting the decrease in the width of the probability distribution with increasing temperature above T c . More specifically, since the fluctuation-dissipation theorem asserts
FIG. 1. Histograms of the density distribution p L
(␤Ј,Ј) () as a function of both above and below T c . ͑a͒ The unimodal distribution compiled at T ϭ1.3 and ϭϪ2.5106 ͑denoted by ͒ is reweighted to produce the distribution at Tϭ1.4 and ϭϪ2.2900 ͑denoted by ᭹͒. For comparison, the actual histogram, compiled in a separate simulation at Tϭ1.4 and ϭϪ2.2900 ͑denoted by ᭺͒ is also shown. ͑b͒ A series of reweighted histograms ͑ denotes Tϭ1.17 and ϭϪ2.83 and ᭝ denotes Tϭ1. 15 and ϭϪ2.89͒ generated from a single bimodal distribution compiled at T ϭ1.183 and ϭϪ2.789. that ͗ 2 ͘ϰ T ͑where T is the isothermal compressibility͒ and since the compressibility is well-described by a meanfield Curie-Weiss law, then it is expected that C 2 T/C 2max ϷA(TϪT co ) ͑A a constant and T co is the mean field critical temperature͒ for temperatures not too close to T c . 19 This is, indeed, the case, and one finds that Aϭ3.99Ϯ0.07 for C 2max ϭ0.67 for temperatures above T co . By contrast, the parameter C 4 jumps from relatively large values below T c to small, but nonzero, values above T c , another signature of the transition from a bimodal to a somewhat non-Gaussian, unimodal distribution. 20 This behavior is also evident upon examining the temperature dependence of the reduced fourth-order cumulant, defined by Figure 4 shows U L versus temperature for the data discussed above. The sharp decrease in U L with temperature permits an approximate determination of T c .
IV. CONCLUSIONS
In this work a self-consistent coarse-graining scheme has been used in conjunction with MC simulation to determine the parameters in a Ginzburg-Landau free energy function for a system described by a pair ͑i.e., Lennard-Jones͒ potential. The dependence of these parameters on temperature and chemical potential were obtained by reweighting multivariate histograms compiled in a single thermodynamic state. In this way a link is established between the atomistic and mesoscopic length scales. Finally, we note that in concurrent work not presented here, we have also calculated the dependence of both the one-and two-point density correlation functions on the order parameter using the aforementioned analysis suggested by Binder. This calculation can be used to obtain the gradient-energy term in the classic GinzburgLandau free energy.
The extension of these techniques to the case of solidliquid equilibrium presents some technical difficulties. First, as the nucleation of a stable phase in a metastable background is a rare event, the formation of solid nuclei will occur relatively infrequently, hindering transitions from the liquid to the solid. In addition, the variation of the solid density via a particle reservoir is problematic in that, for example, the incorporation of particles is usually not ener- FIG. 3 . The dependence of two of the Ginzburg-Landau free energy parameters, C 2 ͑a͒ and C 4 ͑b͒, respectively, on temperature. ͑The parameters are normalized by their respective maximum values.͒ Note the rather large jump in C 4 that is associated with a transition from a bimodal to a unimodal distribution. getically favorable at interstitial sites. Thus density variations normally occur at defect sites, suggesting that a biased particle insertion/deletion scheme may be advantageous here. Finally, various barriers exist to the formation of a crystalline state, even at relatively high particle densities. Here, again, it may be necessary to implement a biased sampling scheme, this time to promote crystallinity. This scheme would likely utilize functions of new order parameter͑s͒, such as the Fourier component͑s͒ of the particle density. A program to determine a free energy functional that properly represents solid-liquid equilibria is currently underway.
