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This paper contains a proof of y”‘*) correctness of the noncharacteristic Cauchy 
problem for nonstrictly hyperbolic equations with analytic coefficients under the 
condition that its characteristic roots are smooth and under some additional 
assumptions on the lower-order terms. There are two extreme cases: (1) x < r/r - 1. 
In this case condition (0.6) is “void,” and we do not require conditions on P, for 
s ( m. For this case, see (3,8]. (2) Case of constant multiplicity of characteristic 
roots and x= fco. In this case condition (0.6) implies conditions on P,, where 
s = m, m - I,..., m - r + 1, i.e., up to the same order as the necessary condition for 
Y-correctness [2]. Recall that in the case of equations with characteristics of 
constant multiplicity condition (0.6) (Levi’s condition in this case) for x = co is 
necessary ]2,4] and sufficient [ 11 for Cm-correctness. 
INTRODUCTION 
In this paper we obtain various sufficient conditions for the correctness of 
the noncharacteristic Cauchy .problem in Gevrey classes. In the case of 
equations with characteristics of constant multiplicity, this theorem was 
proved in [4]. 
The bibliography presented in this paper does not pretend to be complete. 
In the last decade there have appeared a number of papers, which deal with 
the correctness of the Cauchy problem for nonstrictly hyperbolic equations 
in Gevrey classes. Here we refer only to those papers which were directly 
used in the writing of this paper. 
We introduce the following notation: x = (x0, x’) = (x,, , x, ,..., x,) E R’ ’ ’ 
and <= (&,, l’) = (to, 4, ,..., {,) E R'+' are dual variables with 
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D = (D,, D’) = (Do, D, ,..., D,), Dj = -i a/ax,, a = (a,,, a’) = (a,, a, ,..., a,) 
is a multi-index, )a 1 = a0 + a, + . . . + a,, and 
If UC RI+‘, then 0 is the closure of U, L? is the interior of U, 
iJ: = (x E U, x0 > t} and .!I; = {x E U, x,, < t}, U, = (x E U, x,, = t). 
Let a be an open domain in R ‘+I, let G = (x E ~2, T- <x < T, }, where 
-co < T- < T, Q +co, and let r* = a,+. We denote by JJ”‘~‘(G), where 
n = 0, l,..., co and 1 < x < co, the class of functions U(X) such that there 
exist numbers C and R satisfying the inequalities 
sup 1 D%(x)\ < CR la’ 1 a lXia’ 
XEG 
for all a with a,, < n. 
We denote by rr$‘(G), where n = 0, l,..., co and 1 <x < co, the class of 
funtions u(x) such that for any compactum K @ G there exist numbers C and 
R satisfying the inequalities 
sup I D”u(x)l < CR’*’ I alXia’ 
XEK 
for all a with a,, < n. The class y,‘iL(G,) is defined analogously. 
Let P=P(x,D)=C ,11, Gm a,(x) Da be a differential operator with prin- 
cipal symbol PAX, 4) = ,&, =m (I a (x) <“. We will assume that P is hyper- 
bolic (relative to x0) in G, i.e., that 
Pm@, (1, o,..., 0)) 
does not vanish anywhere in G and that all the roots of the characteristic 
equation 
are real for x E G and r’ E R. We will also assume that G is a lens of spatial 
type, i.e., that there exists a sequence of relatively open (in G) sets G, @ G, 
UF G, = G, such that their relative (in G) boundaries C, belong to C’ and 
the outward normal n,(x) to Z, at each point x E Z, belongs to the 
connected component of {c E R I+ ‘, P,(x, r) # 0}, containing (1,0 ,..., 0). 
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We will be interested in all the lenses of spatial type 
G’ = (X E a’, T[ <x,, < T: ), where R’ is an open domain in R’+‘, 
T- < T: ( T: ( T, , r: = ai,, that are contained in G. 
DEFINITION 1 (see [3]). We say that the Cauchy problem for P is y”(x)- 
correct in G if the following conditions are satisfied for any lens of spatial 
type G’ c G: 
(i) For any f E y~~cx)(G’) and gj E y[,$(TY) (j = O,..., m - l), the 
problem 
Pu=f in G’ P-2) 
D{uJr,= g/y j = O,..., m - 1 (0.3) 
has a solution u E y;Ozm’x’(G’). 
(ii) If u E Cm(G’) is a solution of problem (0.2)-(0.3) with 
f = go= . . . =g,-,=O, then ur0. 
DEFINITION 2. We say that the Cauchy problem for P is locally yncx’- 
correct in G if the following conditions are satisfied for any lens of spatial 
type G’ c G. 
(i) For any f E $,“‘(G’) and gj E y/,X’,(P) (j = O,..., m - I), problem 
(0.2)-(0.3) has a solution u E y$*(x)(G”), where G” is a relative (in G’) 
neighborhood of TL depending on f and g, ,..., g,-, . 
(ii) If u E Cm(G’) is a solution of problem (0.2)-(0.3) with 
f = go = . . . cc g,-,=O, then uz0. 
Let all a, be analytic functions. Consider now an operator with smooth 
characteristic roots: 
P,(& 0 = GJtx> fi ItO - ni(x, <‘)I, 
i=I 
(0.4) 
where 1,(x, <‘) E yT, a,,(x) E f, a,(x) # 0 and, furthermore, we assume that 
a, E 1. Conversely, P is hyperbolic with respect to x, in G (see 121, 
Theorem 1) 3 Im Ai = 0. 
Let /I = (/3, ..., /3,) be a multi-index and pi E {O, 1 }. For ,L3 = (,8, ,..., p,) let 
us construct the following homogeneous function 
R&, 0 = n [to -4(x, <‘>I. (0.5) 
i=l 
ni+ I 
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We shall assume that for all i < r(1 - l/x) there holds a relationship 
pm-dx, 0 = ,& 43(x, 0&3(x, 0 P-6) 
where r is the maximal multiplicity of the roots in (0. l), and h,(x, 0 for all p 
is function analytic in x and homogeneous in < of order 0. 
We point out here that if one considers an operator of the form 
where Ai is the pseudodifferential operator with total symbol &, - Ai(x, l’), 
then for all its terms of lower order m - i (i < r), condition (0.6) holds. Thus 
Ai,oAi20 *** ‘/li,=Pm+b~i,, 
where i = (i , ,..., Q-arbitrary permutation of (l,..., m) and the lower-order 
terms bti, up to order m - r satisfy condition (0.6). 
1. STATEMENT OF THE THEOREMS AND REMARKS 
Let us formulate the main assertion of the present paper: 
THEOREM 1. Suppose that the following conditions hold: 
(i) P is hyperbolic in G relative to x0, and G is a lens of spatial type. 
(ii) (0.4) holds and &(x, r’) is an analytic function with respect to 
X0)...) x, . 
(iii) Condition (0.6) is true. 
Then problem (0.2)--(0.3) is locally yncx’ correct for n = 0, l,... . 
THEOREM 2. Suppose that the conditions of Theorem 1 hold and (i) 
r(1 - l/x) is not an integer. Then problem (0.2)-(0.3) is yntx’ correct for 
n = 0, l,... . 
Remark 1. We do not require in our theorems that I&(x, <‘)I < 00 for all 
<’ E R’. If we assume, for example, that 3 lim,,, xi(x, c’) G &(03, r’) and 
di(x, <‘) - A,(co, r’) E S with respect o x for all r E R’ (S-Schwarz space), 
then from Theorem 2 and this assumption, global correctness is implied for 
the strip x’ E R’, x,, < T. 
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Remark 2. For x < r/(r - l), condition (0.6) is “void.” For the case 
x < r/(r - 1) see [3,8]. In this case we do not require conditions on P,, 
s < m. 
Remark 3. For the case x = co, condition (0.6) implies conditions on P, 
where s = m, m = I,..., m - r + 1 (r-maximum multiplicity), i.e., up to the 
same order as the necessary condition for C03-correctness obtained by 
Flaschka and Strang [2]. Furthermore, for equations with characteristics of 
constant multiplicity, condition (0.6) coincides with Strang’s condition for 
Cm-correctness (in this case it is Levi’s condition). 
Remark 4. Condition (0.6) is the extreme condition because if 
i < r( 1 - l/x), then P,-i cannot be chosen arbitrarily in order to save yncx’- 
correctness even locally. It is always possible to construct an example in the 
class of equations with characteristics of constant multiplicity, and with an 
operator Q (deg Q = m - i) such that problem (0.2)-(0.3) for P + Q is not 
Y “(X)-correct, while problem (0.2)-(0.3) is y”(x) -correct for the operator P (see 
[51). 
Remark 5. In the case of equations with characteristics of constant 
multiplicity, condition (0.6) (Levi’s condition) for x = 03 is necessary 
(Ivrii [4], Strang [2]) and sufficient (Chazarain [ 11) for Coo-correctness. 
2. THE IDEA OF THE PROOF 
Instead of problem (0.2)-(0.3), we shall consider the problem 
pmv=fT (2.1) 
D$Jl,,o = 0, j = O,..., m - 1 (2.2) 
iff E yncxo’, where x0 < r/(r - l), and we shall consider the problem 
p,v =f,, (2.1’) 
Dj,vj,,, = 0, j = O,..., m - 1, (2.2’) 
with f, E y”(*o), if f & y”(ro’. Problem (2.1’~(2.2’) is y”‘“‘-correct for all 
x0 < r/(r - 1) if& E yncxO) (see [8]). 
Then we construct he consequence vk. We look for a solution of problem 
(0.2)-(0.3) of the form 
co 
u= c Vkr 
k=O 
(2.3) 
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where u0 is the solution of problem (2.1’)-(2.2’), and vk is the solution of the 
problem 
P,v,=(P,-P)v,-,+f,, 
Dj,&o = 0, j = O,..., m - 1, 
(2.4) 
(2.5) 
wheref = LXLfk,fk E Y n(Xo’, for all k and CkmzO fk convergence in yncx’. 
According to the remark made above, problem (2.4)-(2.5) has a solution 
for each n, and vk E yncxo) if vk-, E y”(ro). It remains now to prove only the 
convergence of the sum (2.3) in yncx). 
The proof of the convergence of (2.3) is carried out in the standard way 
(from the articles of Leray, see, for example, [6]). Proper energy norms are 
introduced. Garding’s inequality is proved for then and the evaluation of the 
right-hand side of (2.4) is provided through these norms. Then, formal power 
series constructed by means of energy norms correspond to each v, and 
problem (2.4~(2.5) is reduced to the corresponding problem for formal 
power series. For each N we take formal power series majoring the sum of 
formal series for vi . . . vN. The existence of a formal power serie independent 
of N majoring all those sums is then proved. It is clearly equivalent o the 
existence of a solution of problem (0.2)-(0.3) in the form (2.3), and the 
convergence (2.3) in y “‘X). We will prove these theorems for the case n = 0. 
3. LEMMAS 
Let us introduce the energy norms. By 1 v, t], we denote the norms in H, 
for geometrical variables with t fixed. 
Iv, tlf,, =j$ ID’OV, 4:-i, (VT tl:,, = Iv, 4. (3.1) 
Let us introduce energy norms Ek,,[v, t] for k = 0, l,..., r, c E R, by the 
formulas 
where Es is the pseudodifferential operator with total symbol R,(x, <). 
(3.2) 
LEMMA 3.1. Suppose that v is the solution of the problem 
AiV =f, vIGr=O’ 
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where Ai is the pseudodifSerentia1 operator with total symbol to - A,(x, r’). 
Then 
This is the Garding inequality for Ai. 
ProoJ See, for example, in [7]. 
LEMMA 3.2. For each k = l,..., r, u E R, 
&,o[v, tl < C f E,-, , a[~, ~1 dr. 
T 
This is the G&rding inequality for energy norms Ekqo[~, t]. 
(3.4) 
Proof: The proof follows easily from Lemma 3.1, if one notices that for 
each term RD in the sum Ek,o[~, t] there exists a coresponding term gh in 
E k-l,o[~, t], such that 
R~=AjOIT~. 
Further it remains to apply Lemma 3.1 using the fact that u has a zero of an 
appropriate order at t = T- . It follows from Lemma 3.1 that 
By summing up all x0 and adding to the right-hand side the missing g;, 
(which is possible), one obtains 
Ek&, t] = C(’ Ek-,,o[~, t] dr. 
T- 
The lemma is thus proved. 
In what follows we shall use T- = 0 for the sake of simplicity. 
Now we introduce some energy norms slightly distinct from EkSs[u, t], 
namely, E:,,[v, t] = E:,,[v, t] + ]u, tl~+,-k-,,m-k. Lemma 3.2 holds for 
these norms since for any term Q in ]u, tl~+s-k-l,m-k, there is a 
corresponding term Q in ]u, tl~+s-k,m-k+, such that either 
(i) Q = aQ/& or 
(ii) there exists i such that Q = aQ/~?x,. 
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In case (i), a/& is a hyperbolic operator and therefore it satisfies the classic 
Girding inequality. In the second case 
a 1 a a+-- - -T&g 
z= at ( 2 axi 1 ( i) 
=L,-L,, 
where L, and L, are also hyperbolic operators of the first order so that 
Girding’s inequality holds for them, that is, in both cases, 
This together with Lemma 3.2 completes the proof of the following lemma: 
LEMMA 3.2’. For each k = l,..., r, (T E R, 
&JV, t] = c J&,lu, T] dr. 
0 
This is the GArding inequality for energy norms Ek,o[v, t]. 
LEMMA 3.3. Let T(x, D) have symbol T(x, 0 such that 
T(x, t)= x (D&G <‘I R&G 0, 15l=k 
where rp,(x, {‘) are smooth for I/I’ 1 f 0 and homogeneous of degree d. Then 
Proof: 
(3.5) 
1 TV, t I0 = x qo(x, D’) R,(x, D)v, t 
15l=k lal 
< “Ek,o+d[v7 tl’ 




I a; R&G ‘i)lr=~ vr ti, < cEk,,,[v, tl 
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and from 
&&4 tl 2 C’ lb flo+m--r9 
for each k = 0, l,..., r. 
Let us introduce formal series of q for u,f, 
C’ > 0, 
Y,Jt, q) = 0, k = 2,..., r, (3.6) 
k = I,..., r. (3.7) 
a()=0 
Now we define vector-formal series with components (#, ,,.,, 9,) = d and 
vu, ,***, Y,.) = Y. It is easy to see that 
(3.8) 
uo=o 
where C,“=. a, q” < C,“. b, q” (a,, 6, > 0 for all a) if a, < b, for all a. 
LEMMA 3.4. Zf v is a solution of problem (2.1~(2.2), then 
40, v) Q C(v) I,’ .P#(r, v) dr + Cl(v) j; WG VI& (3l9) 
where P is a matrix 
‘Pkj= 1, k= l,j= l,... 
= 1, k=j+l 
= 0 in all other cases. 
Proof: All the inequalities, except he first one, are from Lemma 3.2. The 
first inequality follows from (0.7), from the fact that all the lower-order 
terms, up to degree m - r, satisfy condition (0.6), from Lemma 3.3 and from 
the inequality 
E”k,Jb tl b C’ 1% flo+m-r for k = 0, l,... . 
LEMMA 3.5. Zf #(t, q) is a vector formal series for v, x > r/(r - 1) and 
(0.6) holds, then 
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where .P{ is a vector with components 
(3.11) 
(3.12) 
0 in all other cases. 
ProoJ If x > r/(r - 1) and (0.6) holds, then at least P,-, satisfies (0.6). 
Recall that the case x < r/(r - 1) is well known since here Cauchy’s problem 
is well posed in f for all the lower-order terms (see [ 81). Furthermore, (3.11) 
follows strictly from (0.6) and (3.12) follows from the fact that for s > 1, 
IPm-sv, cl,., < c 
i 





r l-- <s<r c i X 
or 
s=r-q with qx < r. 
4. THE PROOFS OF THE THEOREMS 
It is possible now to introduce matrix 9”’ adding r - 1 zero columns to 
Y{. Then, from (3.9) and (3.10), we have that 
where tik are formal series vector for vk, and vk is a solution of problem 
(2.4)-(2.5), and ul, are formal series vector for fk. 
Introducing 
N N 
dNtt9 rt) = c ‘jkh t’), @&, q) = c ul,ttY a) 
k=O k=O 
(4.2) 
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and taking into account (3.9) and (4.1), we detain 
+ ‘3) j; %b rl) dr. (4.3) 
Now we define the operator A, acting on the formal power series by the 
formulas 
1, 5 a,q”= F -AL ,co (n!)*-’ v (O! = 1). n=O (4.4) 






T a,q” 55 2 (n+ l)ea,q”. 
“20 i7=0 
We now set 
V&Y 7) = qk4(~~ Ir) 4 w(v), 
where w(q) is holomorphic in the neighborhood of zero. 
Applying the operator A, to (4.6), we get 
where 
+ C(v) j' v(r) & 
0 
2qi = 1, 
1 
iQr l-- ( 1 X 










= 0 in all other cases. 
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In (31 it is proved that if 
where 9 is a matrix with condition 
ordYkj< j-k+ 1, (4.13) 
then for each t < t,, N= 0, l,..., the inequality 
%& ‘I) < &I> (4.14) 
holds, where o(q) is holomorphic in the neighborhood of q = 0. The 
existence of CFzO &(t, II) and u E y’(X) then follows. 
The proof of this fact can be shown in the following manner. Let us 
introduce 
k = l,..., r. 
The definition of tj?(q) is analogous. W(q) remains holomorphic in some 
neighborhood of zero. Because of condition (4.13), inequality (4.12) for @,v 
takes the form 
where the degree of Qki < 1. 
Now let us consider the following system: 
(4.17) 
This is a Cauchy-Kovalevsky-type system. The solution rp*(t, II) exists in a 
neighborhood of t = 0, q = 0. Hence 
h& VI + P*(t, rl) for all N = 0, l,..., (4.18) 
because of the positivity of all the coefficients for all the powers of q in C(F~) 
and WI). 
If r(1 - l/x) is an integer, then we get local uniqueness only because the 
solution cp(t, v) exists in a domain which depends on C(q) and on radius of 
convergence v(v). This follows directly from the Cauchy-Kovalevsky 
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theorem for (4.17). In the case of r( 1 - l/x) noninteger, the radius of 
convergence of q(t, q) could be determined easily. These cases actually 
correspond to the cases of x = r/(r- 1) and x < r/(r - 1) for a general 
nonstrictly hyperbolic equation with arbitrary lower-order terms (see [ 31). 
Remark. The condition of smoothness of the roots of characteristic 
polynomials could be removed. Instead, one can use the result of Ivrii [3]. In 
order to do this, the following condition should hold: 
(i) For any point (2, [) E G X (R’\{O}) there exists a neighborhood U 
(relative to G x R’) for which an expansion 
P&T 0 = a&> fi [&I - n/(xY <‘)I 
i=l 
is defined, so that the roots of the characteristic polynomial Li(x, 5’) satisfy 
for any a, /I, such that ]p] < 31, p,, + ]a’( < 1. Under this condition, if r> 3, 
then the Cauchy problem is well-posed in f for all x < r/(r - 1) for any 
lower-order terms. 
In the last case we may proceed with the same considerations as above, 
and we obtain the same theorems as before, with the condition of smoothness 
of the roots of the characteristic polynomial replaced by Ivrii’s condition (i) 
and the condition r > 3. 
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