Lower bounds on the proof-theoretic strength of the graph minor theorem were found over 30 years ago by Friedman, Robertson, and Seymour (1987) , but upper bounds have always been elusive. We present recently found upper bounds on the graph minor theorem and other theorems appearing in the Graph Minors series. Further, we give some ideas as to how the lower bounds on some of these theorems might be improved.
Introduction
Graph theory supplies many well-quasi-ordering theorems for proof theory to study. The best known of these is Kruskal's theorem, which as discovered independently by Schmidt (1979) and Friedman (published by Simpson (1985) ) possesses an unusually high proof-theoretic strength that lies above that of ATR 0 . This result was then extended by Friedman to extended Kruskal's theorem, a form of Kruskal's theorem that uses labelled trees for which the embedding has to obey a certain gap-condition, which was shown to have proof-theoretic strength just above even the theory of The starting point of this grand proof is the bounded graph minor theorem, i.e. the graph minor theorem restricted to those graphs of bounded "tree-width". The bounded graph minor theorem was connected to Friedman's extended Kruskal's theorem by Friedman, Robertson, and Seymour (1987) , and the two were even shown to be equivalent. This provided a natural example of a theorem of combinatorial mathematics that has extremely high proof-theoretic strength, and at the same time gave a lower bound on the graph minor theorem. While the precise prooftheoretic strength of the bounded graph minor theorem was established by Friedman, Robertson, and Seymour (1987) , the same was not the case for the full graph minor theorem, for which not even an upper bound was found, which no doubt was due to the fact that the proof's over 500 pages of complicated combinatorial arguments. In the following, we will thus outline how the graph minor theorem and other important theorems of the Graph Minors series, like the immersion theorem, can be proved in Π 2 Well-quasi-ordering theorems of the Graph
Minors series
The relations of minor and immersion can be understood as finding a certain expansion of one graph G 1 in another graph G 2 . All graphs in this paper are finite and without loops unless noted otherwise, and we denote the vertex set of a graph G by V (G) and its edge set by E(G). For the minor relation, define a minor-expansion of G 1 to be a function f : G 1 −→ G 2 so that v ∈ V (G 1 ) gets mapped to a connected subgraph f (v) ⊆ G 2 so that f (v) ∩ f (u) = ∅ if u = v, and each edge e ∈ E(G 1 ) gets mapped injectively to an edge f (e) ∈ E(G 2 ) so that if the endpoints of e are u and v, then f (e) connects vertices u ′ ∈ f (u) and v ′ ∈ f (v). If an expansion of G 1 is a subgraph of G 2 , G 1 is said to be a minor of G 2 , denoted G 1 ≤ G 2 . An immersion relation between graphs G 1 and G 2 is similarly witnessed by an immersion-expansion f : G 1 −→ G 2 so that vertices of G 1 are mapped injectively to vertices of G 2 , and so that an edge e with endpoints u and v is mapped to a path f (e) in G 2 between f (u) and f (v) so that for distinct edges e 1 , e 2 ∈ E(G 1 ) the paths f (e 1 ) and f (e 2 )
are edge-disjoint (but may intersect at vertices), i.e. E(f (e 1 )) ∩ E(f (e 2 )) = ∅. The graph minor and immersion theorem are then the following theorems.
Theorem 1 (Graph minor theorem, Robertson and Seymour (2004b) ). For every sequence G i : i ∈ N of graphs there are i < j so that G i is a minor of G j .
Theorem 2 (Immersion theorem, Robertson and Seymour (2010) ). For every se-quence G i : i ∈ N of graphs there are i < j so that there is an immersion of G i into G j .
The proof of the graph minor theorem can be divided into two major steps. First, the excluded minor theorem is proved, which takes up most of the Graph Minors series. The excluded minor theorem says that if one graph G does not contain
another graph H as a minor, then G has to have a certain structure, namely that it can be decomposed into parts which are connected in a tree-like shape and can almost be embedded into a surface into which H can not be embedded. This is then used as follows: In a proof of the graph minor theorem, for any sequence of graphs G 1 , G 2 , . . . one may assume that G 1 is not a minor of any G j , j > 1, as otherwise the graph minor theorem holds. Thus, it suffices to prove the graph minor theorem for any sequence of graphs possessing the structure obtained by applying the excluded minor theorem for G 1 , for any such G 1 . This means that it is enough to prove the graph minor theorem for graphs which consist of parts connected in a tree-like shape that are almost embeddable into some fixed surface, which is the second major step of the proof of the graph minor theorem.
The proof of the excluded minor theorem is not very complex from a metamathematical point of view. This is due to the fact that surfaces are uniquely determined by their fundamental polygons, and that graph embeddings on any surface can thus be represented by a natural number encoding a graph drawing with rational coordinates in this fundamental polygon. With this approach, the entire proof of the excluded minor theorem does not feature any infinite objects nor any infinite proof techniques, and it is straightforward to carry it out in ACA 0 , which will be our base theory in the following. The only papers of the Graph Minors series that use more advanced proof techniques are Graph Minors IV 1990a , VIII 1990b , XVIII 2003 , XIX 2004a , XX 2004b and XXIII 2010 Graph Minors IV 1990a proves in a sense an early version of the graph minor theorem for graphs with a certain structure as described above, namely the graph minor theorem for graphs that have bounded tree-width, a property which is defined in terms of tree-decompositions. A tree-decomposition of a graph G is essentially a decomposition of G into parts that are connected in a tree-like shape, i.e. a treedecomposition of G consists of a tree T and for every t ∈ V (T ) a subgraph G t of G so that
• t∈V (T ) G t = G, and
• if an edge e of T has endpoints t 1 and t 2 , and T 1 and T 2 are the two components of T obtained by removing e from T , then every path in G from some v ∈ t∈V (T 1 ) G t to some u ∈ t∈V (T 2 ) G t has to contain a vertex of
The width of such a tree-decomposition is then defined to be max t∈V (T ) |V (G t )| − 1.
The tree-width tw(G) of G is the minimum width of all its tree-decompositions, and the bounded graph minor theorem can be stated as follows.
Theorem 3 (Bounded graph minor theorem, Robertson and Seymour (1990a) ). Let n be a natural number, then in any sequence G i : i ∈ N of graphs so that tw(G i ) ≤ n for every i ∈ N, there are G i and G j with i < j so that G i is a minor of G j .
The bounded graph minor theorem has been analyzed from a metamathematical perspective by Friedman, Robertson, and Seymour (1987) , who determined that its proof-theoretic strength lies just above that of Π 1 1 -CA 0 . They observed that the bounded graph minor theorem can be proved for each individual tree-width in Π Friedman, Robertson, and Seymour (1987) further showed that the bounded graph minor theorem is equivalent to the planar graph minor theorem, i.e. the graph minor theorem for those graphs which can be drawn (or equivalently, embedded) in the plane.
Graph Minors VIII 1990b proves a generalization of the planar graph minor theorem. Define for every surface Σ the Σ-graph minor theorem:
Theorem 4 (Σ-graph minor theorem). For every sequence G i : i ∈ N . . . of graphs that can be drawn in Σ without crossings there are i < j so that G i ≤ G j .
If S 2 denotes the sphere, then the planar graph minor theorem is just the S 2 -graph minor theorem, since embeddability in the sphere and drawability in the plane are equivalent. Denote by ∀Σ-GMT the statement that the Σ-graph minor theorem holds for every surface Σ. It is shown in Graph Minors VIII that the Σ-graph minor theorem and ∀Σ-GMT are indeed true, and it can further be shown that both of these theorems are equivalent to the planar and hence also the bounded graph minor theorem. This is done by extending the proof that each instance of the bounded graph minor theorem is provable in Π 1 1 -CA 0 all the way into Graph Minors VII 1990b, so that it can be shown that for each surface Σ, the Σ-graph minor theorem is provable in Π 1 1 -CA 0 . An application of Π 1 1 -reflection for Π 1 1 -CA 0 then establishes the equivalence of ∀Σ-GMT and the planar graph minor theorem, and hence also that of ∀Σ-GMT and the bounded graph minor theorem. The results of Friedman, Robertson, and Seymour (1987) can thus be extended as follows, see Krombholz (2018) .
Theorem 5. The following are equivalent over ACA 0 :
• The well-orderedness of the ordinal ψ 0 (Ω ω ),
• the bounded graph minor theorem,
• the planar graph minor theorem,
• the Σ-graph minor theorem, for any surface Σ, and This generalization to hypergraphs can be stated as follows. For a vertex set V denote by K V the complete graph on V , i.e. the graph with vertex set V in which every two distinct vertices are connected by an edge. Then a collapse f of G 2 to G 1 is a function mapping vertices of G 1 to disjoint connected subgraphs of K V (G 2 ) and edges of G 1 injectively to edges of G 2 so that f (e) is incident with a vertex of f (v) whenever e is incident with v for all e ∈ E(G 1 ) and v ∈ V (G 1 ), and further that for every vertex v and every edge e v of f (v) with endpoints v 1 and v 2 , there must be an edge of G 2 that has among its endpoints the vertices v 1 and v 2 . Further, if Q is a well-quasi-order and the edges of G 1 and G 2 are labelled via functions φ 1 : E(G 1 ) −→ Q, φ 2 : E(G 2 ) −→ Q, then f is also required to respect the edge labels of G 1 and G 2 , in the sense that φ 1 (e) ≤ Q φ 2 (f (e)) has to hold for every edge e ∈ E(G 1 ). Then Graph Minors XXIII 2010 shows that the following generalization of the graph minor theorem holds.
Theorem 6. Let Q be a well-quasi-order. Then in every infinite sequence G i : i ∈ N of Q-edge-labelled hypergraphs there are j > i so that there is a collapse of G j to G i which respects the labels of G i and G j .
Further, Graph Minors XXIII 2010 also proves that similar labelled versions of the graph minor and immersion theorem hold. If Q is a well-quasi-order and φ 1 : E(G) −→ Q, φ 2 : E(G) −→ Q are labelling functions for the edges of G 1 and G 2 , then a minor relation G 1 ≤ G 2 via an expansion f is said to respect these labels if φ 1 (e) ≤ Q φ 2 (f (e)) for every edge e ∈ G 1 . Similarly, for vertex-labelling functions φ 1 : V (G) −→ Q, φ 2 : V (G) −→ Q the minor relation is said to respect the labels if
If φ 1 and φ 2 are vertex-labelling functions from a well-quasi-order Q of G 1 and G 2 respectively, say that an immersion f respects this labelling if
Then the labelled graph minor and immersion theorem are true as well.
Theorem 7 (Labelled graph minor theorem). Let Q be a well-quasi-order and let G i : i ∈ N be a sequence of Q-vertex-and edge-labelled graphs. Then there are i < j and a minor expansion f : G i −→ G j that respects the labels of G i and G j .
Theorem 8 (Labelled immersion theorem). Let Q be a well-quasi-order and let G i : i ∈ N be a sequence of Q-vertex-labelled graphs. Then there are i < j and an immersion expansion f : G i −→ G j that respects the labels of G i and G j .
In order to prove these theorems, Graph Minors XXIII 2010 requires another Π 1 2 -bar induction similar to that used in Graph Minors XIX 2004a. The bar induction of Graph Minors XIX 2004a is used when assuming that a certain class of graph embeddings is minimal with respect to certain properties, in order to prove that the above mentioned sequence of graphs embedded in a surface is good. As said above, the graphs themselves might not actually be completely embeddable in the surface, and so the non-embeddable parts are coded as labels from a well-quasiorder, to provide a (now labelled) graph that is completely embeddable into the surface. When assuming that the set of possible labels is a minimal well-quasi-order so that the set of corresponding graphs is a counterexample, one essentially performs a Π 1 2 -bar induction on a well-quasi-order.
Bar induction in the Graph Minors series
More precisely, in Graph Minors XIX 2004a two Π 1 2 -bar inductions and three ordinary Π 1 2 -inductions need to be performed. These inductions take the form of the assumption that there is no minimal bad counterexample to a version of the graph minor theorem. This version of the graph minor theorem is for graphs that are embedded in a fixed surface and have labels from well-quasi-orders on the edges. Further, the minor relation between these graphs is altered in such a way that edges incident with a cuff stay fixed on the surface under minor-expansions, and so that it respects the labels of the well-quasi-order. The minimal counterexample to the graph minor theorem for such graphs is then required to have as few handles, crosscaps, cuffs and edges around cuffs as possible, which correspond to the ordinary Π 1 2 -inductions mentioned above, since the well-quasi-orders for the edges are not required to be the same for "smaller" possible counterexamples.
The Π 1 2 -bar inductions then occur when requiring that the well-quasi-orders of the counterexample are also minimal with respect to the initial ideal ordering and socalled refinement relation. We present the bar induction corresponding to the initial ideal relation in greater detail to illustrate that it can deal with the induction principle actually performed in Graph Minors XIX 2004a; the relation corresponding to refinement can be handled analogously. As already noted, the counterexample to our version of the graph minor theorem is required to have labels from a well-quasiorder that is minimal with regard to the initial ideal relation. A well-quasi-order X is an initial ideal of another well-quasi-order X ′ , denoted X X ′ , if X ⊆ X ′ and if X is closed downward with regard to X ′ , that is if
Assuming that the counterexample has minimal well-quasi-orders with regard to this relation then corresponds to the induction scheme
This is different from the standard bar induction scheme, which postulates that
Further, it is not clear whether the induction scheme used in Graph Minors XIX 2004a is actually implied by the usual bar-induction scheme, and it does not seem to be the case that this initial ideal induction scheme has been considered before in the literature of reverse mathematics. Note also that due to the different kinds of quantifiers present in second order arithmetic, it may for instance occur that the initial ideal induction scheme quantifies over uncountably many predecessor objects while the ordinary bar induction scheme is constrained to only countably many predecessor objects. Inspecting the proofs of Graph Minors XIX 2004a further, it can however be discerned that a more restricted notion of initial ideal is sufficient to carry out the proofs. In the proofs of Graph Minors XIX 2004a, the minimality of the counterexample with regard to this initial ideal relation is only used when a whole segment above a certain element is "cut out" of the well-quasi-ordering, that is only the relation 1 defined by
is actually used in Graph Minors XIX 2004a. Defining a relation ≤ 1 (in other contexts known as the Smyth quasi-order) on the finite subsets [X] <ω of a wellquasi-ordered set X by {y 1 , . . . , y n } ≤ 1 {z 1 , . . . , z m } :⇔ ∀j ∈ {1, . . . , m}∃i ∈ {1, . . . , n}y i ≤ z j , and setting X z 1 ,...,zn := {x ∈ X : ∀i < n(x ≥ z i )} it can be shown that bar induction for ≤ 1 implies initial ideal induction for 1 :
Lemma 9. Assume that for every well-quasi-ordered set X * and every Π 1 2 -formula ϕ ′ (n) the ordinary bar induction scheme holds with regard to [X * ] <ω and ≤ 1 , i.e.
Then also the initial ideal induction scheme holds for every well-quasi-ordered set X and every Π 1 2 -formula ϕ(Y ) with regard to 1 , i.e.
Proof. Note that if X is well-quasi-ordered then ≤ 1 is well-founded on [X] <ω since a bad ≤ 1 -sequence in X would in particular induce a bad -sequence in X (see e.g. Forster (2003) ), which is in contradiction to the well-quasi-orderedness of X.
Now let X be well-quasi-ordered and let ⊤ be a new element so that ⊤ > x for all x ∈ X. DefineX := X ∪ {⊤}. The idea for showing that the initial ideal induction scheme holds given the ordinary induction scheme is to encode the predecessors of X with regard to 1 by finite subsets ofX, and to perform an ordinary bar induction
So assume that the usual bar induction scheme for Π 2 -formula, then we need to show that ≺ 1 -initial ideal induction over X holds for ϕ. Hence assume ϕ is progressive with respect to
Then we need to show that ϕ(X) holds. To do this, we define a formula ϕ ′ (i) so that ϕ ′ ({y 1 , . . . , y n }) essentially emulates ϕ({x ∈X : ∀j < n : x ≥ y j }), as follows:
By Σ 0 0 -comprehension a set Y satisfying the conditions in the antecedent always exists, and so ϕ ′ is in fact the intended statement. Note that ϕ ′ (i) is further still a Π 1 2 -formula, and that we can thus utilize our idea to employ Π 1 2 -bar induction for ϕ ′ in order to show that ϕ ′ ({⊤}) and hence ϕ(X) holds. To this end we need to prove the progressiveness of ϕ ′ . So assume (letting i, j be codes for finite subsets ofX) that ∀i < 1 jϕ ′ (i), then we need to show ϕ ′ (j).
For this, we first show that ∀i < 1 jϕ
..,xm,z 1 ,...,z k for some z 1 , . . . , z k , and trivially {x 1 , . . . , x m , z 1 , . . . , z k } < 1 {x 1 , . . . , x m }, where the inequality must be strict since X ′′ ≺ 1 X j . Let i = {x 1 , . . . , x m , z 1 , . . . , z k }. Then ϕ ′ (i) holds since we assumed ∀i < 1 jϕ ′ (i), and since X i = X ′′ we can infer that ϕ(X ′′ ) holds as well.
So we have shown that ∀X ′′ ≺ 1 X j ϕ(X ′′ ). Since ϕ was assumed to be progressive with regard to ≺ 1 , this gives ϕ(X j ) and therefore ϕ ′ (j). This is what we needed to show for ϕ ′ to be progressive. Since ϕ ′ is progressive we can apply Π 1 2 -bar induction on ϕ ′ to obtain ∀x ∈ [X] <ω ϕ ′ (x). This gives us in particular ϕ ′ ({⊤}), which in turn implies ϕ(X) and thus completes the proof.
In the above, finite sets of elements of X are used to code the appropriate subsets of X. For the bar induction corresponding to the refinement relation, a finite sequence of such finite sets is needed instead. The critical condition of the refinement relation says in a sense that the well-quasi-orders from which some of edges are allowed to be labelled can be arranged in such a way that some of those well-quasi-orders are initial ideals of others, and at most identical. More precisely, a sequence X 1 , . . . , X n is a refinement of a sequence X ′ 1 , . . . , X ′ m if n ≥ m and there is a function f : {1, . . . , n} −→ {1, . . . , m} with the property that X i X f (i) for all i ≤ n, so that additionally X i , X j ≺ X f (i) whenever f (i) = f (j) for i = j, and so that X i ≺ X f (i) for some i. As in the previous induction, the ≺-relations are not actually required in their full form and can be replaced by ≺ 1 relations, which enables us to perform a bar-induction in order to simulate the induction corresponding to the refinement relation. We write
To perform the bar-induction, we need a relation corresponding to ≺ 2 . As above, denote the set of finite subsets of a set Y by [Y ] <ω , and use ρ and σ as variables for such finite subsets. Define then on ([X] <ω ) <ω a relation < 2 by ρ 1 , . . . , ρ n < 2 σ 1 , . . . , σ m :⇔ ∃f : {1, . . . , n} −→ {1, . . . , m}(
In order to be able to carry out a bar-induction along this relation, we need to show that it is well-founded. This is done in the next lemma.
Lemma 10. Let X be a well-quasi-ordered set. Then ([X] <ω ) <ω is well-founded with regard to ≤ 2 .
Proof. Because X is well-quasi-ordered, [X] <ω is well-founded with regard to < 1 by the remarks in the proof of the above lemma. Our aim is to employ König's lemma in order to show that there can be no infinite descending
Thus if ρ 1 , . . . , ρ n < 2 σ 1 , . . . , σ m via f , we say that σ j branches into ρ i 1 , . . . , ρ im j if f −1 (j) = {i 1 , . . . , i m j } and ρ i 1 < 1 σ j (which is immediate if f −1 (j) consists of more than one element).
Now assume that there is a sequence s := ρ i 1 , . . . , ρ i n i
: i ∈ N so that s(i) > 2 s(i + 1) for all i, and let f i : {1, . . . , n i } −→ {1, . . . , n i−1 } i≥2 be the corresponding sequence of functions witnessing the < 2 relations. In order to avoid confusing duplicate elements that may appear multiple times in that sequence, we interpret each We now turn toward defining the tree we want to use König's lemma on. Let S = {ρ i k : i ∈ N ∧ k ≤ n i }, and for ρ, σ ∈ S define σ to be a successor of ρ if at some step in s an element underlying ρ branches into an element underlying σ. Note that due to the definition of < 2 every ρ can branch only once, and that it can only branch into finitely many successors. This successor relation thus defines a forest on S, which is infinite since s is an infinite descending sequence and in which every tree is finitely branching. Since this forest consists of n 1 and hence finitely many trees, one of these trees must be infinite as well. We can thus apply König's Lemma to this tree to obtain an infinite, strictly decreasing < 1 -sequence in [X] <ω , which is a contradiction since [X] <ω is well-founded by < 1 .
Similarly to ≺ 1 -initial ideal induction, we can now prove a lemma that shows that ordinary bar induction for ≤ 2 implies the induction scheme corresponding to refinement. This is made precise in the following lemma.
Lemma 11. Assume that for every well-quasi-ordered set X * and every Π 1 2 -formula ϕ ′ (n) the bar induction scheme holds with regard to ([X * ] <ω ) <ω and ≤ 2 , i.e. that
Then for every finite sequence of well-quasi-ordered sets X := X 1 , . . . , X n and every Π 1 2 -formula ϕ(Y ) the induction scheme corresponding to refinement
holds as well.
Proof. The proof is essentially the same as the one for Lemma 9.
This shows that the critical parts of Graph Minors XIX 2004a can be dealt with by a Π 1 2 -bar induction. A similar induction is performed in the proof of the immersion theorem in Graph Minors XXIII 2010 that can be dealt with by the same techniques. To give an overview, based on unpublished research we have the following placements of proof-theoretic strength: 
Possible lower bound improvements
To narrow down the corridor in which the proof-theoretic strength of the theorems considered above lies, one might try to increase their lower bounds. The immersion theorem with well-quasi-ordered labels seems to be particularly suited for such a task, since it almost imposes an approach similar to that of Friedman's extended Kruskal's theorem EKT 1985. There, a function is used to relate labelled trees ordered by embedding with gap-condition to ordinals from the ordinal notation system OT (Ω ω ). This ordinal notation system is used for the ordinal analysis of
, and derived from the set C 0 (Ω ω ) from Buchholz (1986) . In Simpson (1985) it is then shown that the above approach yields:
Similar to EKT , a principle GKT ω (Q), denoting generalized Kruskal's theorem with labels from ω and additional well-quasi-ordered labels from a well-quasi-order Q, can be defined as follows. First, the objects related to this principle are rooted trees T that have two labelling functions associated with them, one function l : V (T ) −→ ω and another function l Q : V (T ) −→ Q. They are ordered by embeddings f : T 1 −→ T 2 that satisfy the gap-condition
and additionally respect the labels from Q in the sense that • C ∩ Ω ω is closed under + and ω · ,
• w + α ∈ C whenever w ∈ W and α ∈ C ∩ Ω ω , and
• C ∩ α is closed under ψ n for all n ∈ N.
Then we can define ψ
We also write ψ m instead of ψ W m if no confusion is possible. The proof-theoretic ordinal of Π 1 1 -CA in terms of these collapsing functions is then ψ 0 (Ω ω · ε 0 ). Let w ′ := sup(W ). In the following we will always assume that ordinals are in normal form with regard to the ordinal notation system OT (Ω ω · W ) that corresponds to C 0 w ′ ; see Rathjen and Thompson (nodate) for details.
To define the ordinal related to a tree, we additionally assume that W has a special element w 0 so that w 0 < w for all w ∈ W \ {w 0 } (normally w 0 would correspond to 0, but we need it to be "less than" 0). We then define ψ m (w 0 ) := Ω m , and to simplify notation, we define further ψ m (w + α) := ψ m (w + α) for all w ∈ W \ {w 0 }.
A tree T can then be assigned an ordinal o(T ) from OT (Ω ω · W ) ∩ Ω ω as follows:
• If l Q (root(T )) ∈ W and root(T ) has no successor, then set o(T ) := ψ n (w),
where n = l(root(T )) and w = l Q (root(T )).
• If l Q (root(T )) ∈ W \ {w 0 } and root(T ) has one successor v, then set o(T ) := ψ n (w + o(T v )), where n = l(root(T )) and w = l Q (root(T )).
• If l Q (root(T )) = + and v 1 , v 2 are the successors of root(T ) ordered so that
• If l Q (root(T )) = ω · and v is the successor of root(T ), then set o(T ) := ω o(T v ) .
• If l Q (root(T )) = ψ and v is the successor of root(T ), then set o(
where n = l(root(T )).
• If none of these cases can be applied, T is not assigned an ordinal.
In the following we will restrict ourselves to trees that can be assigned an ordinal as above, and well-quasi-orders suitable for labelling those trees. Then it can be shown that:
Theorem 13 (Krombholz (2018) ). Let Q be a well-quasi-order and T 1 , T 2 be trees as above.
In particular, GKT ω (Q) implies the well-orderedness of OT (Ω ω · W Q ).
From which, letting GKT ω (∀Q) := ∀Q(W QO(Q) → GKT ω (Q)), follows immediately:
Then, observing that |Π
, we get stronger lower bounds on GKT ω (∀Q) (and in fact even GKT ω (ε 0 )).
This idea might possibly be leveraged in the following way, by extending it to theorems of the Graph Minors series. Recall that an immersion of one graph G 1 into another graph G 2 is an injective function f : G 1 −→ G 2 that maps vertices injectively to vertices and edges to edge-disjoint paths (the paths may intersect at vertices however). Given a labelled tree T as in the statement GKT ω (Q) with One can then relate an ordinal to G in the obvious way, by definining o(G) as follows:
• If the successor v of r is labelled from W and v has no successors, let o(G) :=
• If the successor v of r is labelled from W and v has a successor w, let o(G) := ψ l(v) (l Q ′ (v) + o(G w )).
• If the successor v of r is labelled with +, set o(G) := o(G w 1 ) + o(G w 2 ), where w 1 and w 2 are the successors of v so that o(G w 1 ) ≥ o(G w 2 ).
• If the successor v of r is labelled with ω · , set o(G) := ω o(G w ) , where w is the successor of v.
• If the successor v of r is labelled with ψ, set o(G) := ψ l(v) o(G w ), where w is the successor of v.
One could hope that o(G 1 ) ≤ o(G 2 ) whenever G 1 can be immersed into G 2 , but sadly this result has not been established yet. When doing the proof for labelled trees, an induction on the height of the tree with additional induction hypotheses is usually used. However, aside from mapping the vertex labelled with root in G 1 to the vertex labelled with root in G 2 , an immersion from G 1 into G 2 does not have to respect the "tree-structure" of G 1 , as illustrated in figure 1. The induction hypotheses necessary for proving o(G 1 ) ≤ o(G 2 ) can not always be used in such a case, which makes the proof that this holds (if it should indeed hold) a lot harder. It should be noted that the immersion relation between two such graphs corresponds to a root preserving embedding f between edge-labelled trees that is not order or infimum preserving (i.e. so that f maps vertices injectively to vertices and edges to paths that do not have to be disjoint), that however satisfies a different gap-condition, namely that for e ∈ E(G 2 ) it has to hold that l(e) ≥ e ′ ∈f −1 (e) l(e ′ ),
where f −1 (e) denotes the set of edges e ′ so that e is an edge of f (e ′ ).
While it is not clear whether this construction works with immersions due to the above, it should be noted that it does work when using directed graphs and immersions, i.e. so that edges are directed from u to v if u ≤ v and so that an immersion expansion maps edges to edge-disjoint directed paths. However, the immersion theorem is known to not hold for the class of all directed graphs in general, and it is currently an ongoing effort in graph theory to establish for which classes of directed graphs it does hold. Thus, it is an open question whether lower bounds like these can be established for a more natural class of directed graphs, and further whether these results can be extended to undirected immersions.
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