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Abstract. In this paper, we provide a generalization of the localization procedure
for monoidal categories developed in [12] by Kang-Kashiwara-Kim by introducing
the notions of braiders and a real commuting family of braiders. Let R be a quiver
Hecke algebra of arbitrary symmetrizable type and R-gmod the category of finite-
dimensional graded R-modules. For an element w of the Weyl group, Cw is the
subcategory of R-gmod which categorifies the quantum unipotent coordinate algebra
Aq(n(w)). We construct the localization C˜w of Cw by adding the inverses of simple
modules M(wΛi,Λi) which correspond to the frozen variables in the quantum cluster
algebra Aq(n(w)). The localization C˜w is left rigid and it is conjectured that C˜w is
rigid.
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Introduction
Khovanov-Lauda and Rouquier independently introduced a family of Z-graded as-
sociative algebras R(β) over a commutative ring k, called the quiver Hecke algebras,
in order to categorify the half of a quantum group Uq(g) ([18, 22]). For an R(β)-
module M and an R(γ)-module N , one can form an R(β + γ)-module M ◦N from the
R(β) ⊗ R(γ)-module M ⊗ N , called the convolution product, which yields monoidal
category structures on the direct sum R-proj of the categories of finitely generated
projective graded R(β)-modules and the direct sum R-gmod of the categories of finite
dimensional graded R(β)-modules. It turns out that the Grothendieck rings K(R-proj)
and K(R-gmod) are isomorphic to the half of quantum group U−q (g) and to its dual
U−q (g)
∗, respectively. Moreover, when g is symmetric and k is a field of characteris-
tic zero, the set of classes of indecomposable projective graded modules and the set
of classes of simple graded modules correspond to the lower and upper global basis,
respectively ([23, 25]).
The monoidal category R-gmod has an interesting connection with quantum affine
algebras via KLR-type quantum Schur-Weyl duality. In [12], a family of functors from
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R-gmod to the categories of finite-dimensional modules over quantum affine algebras
was introduced. Briefly speaking, for a given family of simple modules over the quan-
tum affine algebra that we are interested in, we have a procedure to obtain a quiver Γ
from the family and a functor F from RΓ-gmod to the category of modules over the
quantum affine algebra, where RΓ is the quiver Hecke algebra corresponding to the
symmetric Kac-Moody algebra associated with the underlying graph of the quiver Γ.
Among those functors, the case when the quantum affine algebra is of type A
(1)
N−1 and
the family is given as all the successive q±2-shifts of the first fundamental representa-
tion V (̟1), was studied in detail. In this case, the quiver Hecke algebra is of type A∞
which is denoted by RA∞ . Set A := RA∞-gmod. Then the functor F factors through
the quotient category A/SN , where SN denotes the kernel of the functor F . But still
there are rather big differences between the category A/SN and the full subcategory
consisting of images of F , denoted by C0
A
(1)
N−1
: there is an infinite family of simples in
A/SN which are isomorphic to the unit object (trivial representation) of C
0
A
(1)
N−1
under
F , and the latter is a rigid monoidal category, i.e., every object has left and right duals,
whereas the former is not. In an effort to obtain a more similar category to C0
A
(1)
N−1
, a
localization of the category A/SN by a commuting family of central objects was intro-
duced in [12]. More precisely, a monoidal category TN and a functor Φ : A/SN → TN
were constructed such that the functor F factors through Φ and the simple objects
in A/SN which correspond to the trivial representation under F become isomorphic
to the unit object in TN under Φ. Moreover it turned out that the category TN is a
rigid monoidal category. One of key observations was that the family considered above
forms a commuting family of central objects and this condition is enough to construct
a larger category on which all the objects in the family can be inverted. Note that
the construction in [12, Appendix A] was done in an abstract setting: i.e., for an arbi-
trary monoidal category T with a commuting family of central objects, one obtains a
localization of T with desired properties.
Since the application of the localization procedure to the category A/SN was quite
successful, it is natural to pursue further along this line with other monoidal categories
coming from R-gmod. For example, for each element w in the Weyl group of g, there is
an interesting monoidal subcategory Cw of R-gmod whose Grothendieck ring is isomor-
phic to the quantum unipotent coordinate ring Aq(n(w)). Moreover the category Cw
reflects the quantum cluster algebra structure on Aq(n(w)) in an essential way: i.e., all
the cluster monomials belong to the set of classes of simple modules in Cw ([14]). Note
that in the quantum cluster algebra Aq(n(w)), the frozen cluster variables are not in-
vertible, whereas there are several works considering the version of unipotent quantum
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coordinate ring with invertible frozen variables (for example, see [20, 21]). Hence it is
desirable to have a localization of the category Cw on which the modules corresponding
to the frozen variables are invertible. But the procedure in [12, Appendix A] is not
directly applicable to this case because the simple modules of Cw corresponding to the
frozen variables may not form a commuting family of central objects.
The first goal of this paper is to provide a generalization of the localization procedure
developed in [12], which is applicable to more general cases. We introduce a braider and
a real commuting family of braiders which generalize a central object and a commuting
family of central objects in a broad sense. Let T be a k-linear monoidal category with
the tensor product ⊗ and a unit object 1. A pair (C,RC) of an object C and a natural
transformation RC : (C⊗−)→ (−⊗C) in T is called a (left) braider of T , when RC is
compatible with the tensor product and the unit object (see (2.1)). Note that we do not
require that RC(X) are isomorphisms which means that C may not be central. We call
a family {(Ci, RCi)}i∈I of braiders in T a real commuting family if RCi(Ci) ∈ k
× idCi⊗Ci
and RCj (Ci) ◦RCi(Cj) ∈ k
× idCi⊗Cj , which is a key difference from a commuting family
of central objects. In the case of a commuting family of central objects, the morphisms
RCi(Ci) and RCj (Ci) ◦ RCi(Cj) should be the identities. This difference seems to be
small but important and essential (see Example 4.7). One of our main theorems is the
existence and the uniqueness of localization of the monoidal category T via the real
commuting family {(Ci, RCi)}i∈I of braiders (Theorem 2.7): there exists a monoidal
category T˜ and a monoidal functor Υ : T → T˜ such that the object Υ(Ci) is invertible
in T˜ and the morphisms Υ(RCi(X)) : Υ(Ci ⊗ X) → Υ(X ⊗ Ci) are isomorphisms in
T˜ for any i ∈ I and X ∈ T . Moreover, the pair (T˜ ,Υ) is universal (an initial object)
among those satisfying the above two conditions. A part of this paper is devoted to
define the compositions and the tensor products of morphisms in T˜ so that T˜ becomes a
monoidal category. Since our main motivation is to construct localizations of monoidal
categories arising from R-gmod, we also developed the localization for graded cases :
assume that T is a k-linear monoidal category with a decomposition T =
⊕
λ∈Λ Tλ for
some abelian group Λ such that 1 ∈ T0 and ⊗ induces a bifunctor Tλ × Tµ → Tλ+µ
for any λ, µ ∈ Λ. We further assume that there is an invertible central object q in
T0. Then we introduce a notion of graded braiders (C,RC , φ), which roughly means
that (C,RC) is a braider with an abelian group homomorphism φ : Λ → Z such that
RC(X) : C ⊗X → q
φ(λ) ⊗X ⊗ C for X ∈ Tλ. These are modelled on simple modules
in R-gmod and homogeneous homomorphisms between convolution products. Then
by a careful study on the degrees of morphisms, we obtain a localization of T with
analogous properties as ungraded cases.
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Our second goal is to apply the localization procedure we have developed to subcate-
gories of R-gmod. Assume that R is a quiver Hecke algebra of arbitrary symmetrizable
type. A distinguished feature of the monoidal category R-gmod is that every simple
object M admits a structure of a non-degenerate graded braider (M,RM , φ), which
is unique in some sense (Lemma 4.3). Thus one can consider various localizations of
subcategories of R-gmod. We are more interested in the cases that the real commuting
family of graded braiders in a subcategory C of R-gmod is originated from a family
of real simple modules admitting affinizations, because such a case enjoys more pleas-
ant properties out of R-matrices. For a quiver Hecke algebra of arbitrary type, the
notion of affinization was developed in [16] in order to define the R-matrices, which
is the distinguished nonzero homomorphism r
M,N
: qΛ(M,N)M ◦N → N ◦M for simple
R-modules M and N such that one of them admits an affinization. Let M be a real
simple R-module with an affinization. Then we investigate the non-degenerate graded
braider structure (M,RM , φ), which is closely related to the R-matrices. Proposition
4.4 tells that the morphism RM (N) for a simple module N is either zero or equal to
r
M,N
up to a constant multiple, and Lemma 4.6 gives a criterion to check when given
non-degenerate braiders (Sa, RSa , φ) form a real commuting family of graded braiders.
It is shown in Proposition 4.8 that if (Ca, RCa , φa)a∈A is a real commuting family of
non-degenerate graded braiders in C such that every Ca admits an affinization, then
the localization functor Φ : C → C˜ sends a simple S to a simple or zero.
Thus it is important to determine whether a given simple module admits an affiniza-
tions or not. Note that if the quiver Hecke algebra R is of symmetric type, then there is
a natural affinization for any module in R-gmod ([12]). But in general, finding affiniza-
tions of a given R-module is a nontrivial problem. In this paper, we prove that a special
family of simple modules, called the determinantial modules, admit affinizations (The-
orem 3.26). The determinantial module M(λ, µ) associated with a pair of weights λ, µ
in the Weyl group orbit of a dominant integral weight of g is a simple R-module corre-
sponding to the unipotent quantum minors D(λ, µ), which is a certain element in the
upper global basis ([15]). To prove existence of affinizations of determinantial modules,
we introduce and investigate the polynomials χi(M), ei(M) and e
∗
i (M) associated with
an R-module M (Definition 3.4). Note that ei(L̂) and e
∗
i (L̂) can be viewed as lifts of
εi(L) and ε
∗
i (L) when L̂ is an affinization of a simple module L. Then we consider the
determinantial module M(λ, µ; aΛ) using the cyclotomic quiver Hecke algebra R
aΛ
A over
the polynomial ring A = k[z], and prove that M(λ, µ; aΛ) is an affinization of M(λ, µ)
by studying the inductive formula for ei(M(λ,Λ; aΛ)) given in Proposition 3.25. Recall
that the ring Aq(n(w)) has a set of generators consisting of some unipotent quantum
minors. In particular, the determinantial modules {Ci := M(wΛi,Λi)}i∈I belong to the
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category Cw and they correspond to the frozen variables of the quantum cluster alge-
bra Aq(n(w)). Proposition 5.1 tells that {(Ci, RCi , φi)}i∈I is a real commuting family
of non-degenerate graded braiders in the category Cw, which actually are central in Cw
(Theorem 5.2). Thus there exists a localization C˜w of Cw by the family {(Ci, RCi, φi)}i∈I
with the canonical functor Φ: Cw → C˜w, which was one of our primary goals. It fol-
lows that the Grothendieck ring K(C˜w) is a localization of the quantum cluster algebra
Aq(n(w)) at the set of frozen variables.
In the remaining part of the paper, we investigate rigidity for the localization C˜w.
Surprisingly the localization C˜w is left rigid, i.e., every object of C˜w has a left dual,
and every simple objects of C˜w has a right dual. We conjecture that C˜w is rigid, i.e.,
every object of C˜w has left and right dual (Conjecture 5.12). We first show that every
simple object in C˜w has a right dual (Theorem 5.7) by using the T -system appeared
in [9, Proposition 3.2] crucially. Then, we use the localization R˜ of the whole category
R-gmod via the same family {(Ci, RCi , φi)}i∈I . Note that the generalization from the
central objects to the braiders is essential for the localization R˜, since the braiders
(Ci, RCi) are not central in R˜ anymore. There are some advantage of working on this
auxiliary category: every finite-dimensional quotient of the affinization of L(i) has a
left dual in the category R˜ (Theorem 4.12). Since any nonzero module in R-gmod is a
cokernel of a homomorphism between some direct sums of convolution products of such
quotients, it follows that every object in R˜ has a left dual. Moreover, those left duals
belong to the category C˜w (Theorem 5.8). We next prove that the functor C˜w → R˜
induced from the embedding Cw → R-gmod is actually an equivalence of categories
(Theorem 5.9), so that the left rigidity of C˜w follows. When g is of finite type and
w is the longest element w0, we prove that Conjecture 5.12 is true, i.e., C˜w0 is rigid
(Theorem 5.13). Moreover, the functor D−1 given by taking the left dual is 6-periodic
on the set of simple objects in this case (Proposition 5.14).
Finally we remark that the rigidity of the localization C˜w is closely related with the
twist automorphism on the coordinate ring C[Nw] of the unipotent cells and its quan-
tum analogues (see [2, 3, 4, 10, 8, 20]). The twist automorphism was introduced in
order to give formulas for the inverses of parameterizations of Lusztig’s totally positive
parts of unipotent subgroups and Schubert varieties ([2, 4]). When g is of symmetric
type, the additive categorification of the twist automorphism was given in [8] using
the Sykes’s functor Ωw on the Frobenius subcategory associated with w of the cate-
gory of representations of a preprojective algebra. It is well-known that the functor
Ωw is 6-periodic when g is of finite type and w is the longest element ([1, 6]). Thus
the twist automorphism also has a periodicity in those cases. In [20], Kimura-Oya
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constructed the quantum twist automorphism on the algebra Aq[N
w
− ] which is isomor-
phic to Q(q) ⊗Z[q±1] K(C˜w). They showed that the specialization at q = 1 recovers
the twist automorphism on C[Nw] and it is 6-periodic when g is of finite type and w
is the longest element. Moreover, it preserves the upper global basis. Based on these
properties, they asked whether the quantum twist automorphism can be categorified by
using finite-dimensional modules over quiver Hecke algebra or not ([20, Remark 7.27]).
The answer is affirmative, because the quantum twist automorphism corresponds to
the map induced from the left dual functor D−1 at the Grothendieck group level, up
to the antiautomorphism which fixes classes of simple objects (see the formula in [20,
Theorem 6.1]). In this sense, we may say that the duality functor on C˜w is a monoidal
categorification of the quantum twist automorphism in [20].
This paper is organized as follows: In Section 1, we recall quantum groups, quiver
Hecke algebras, the category Cw and some generalities on monoidal categories. In Sec-
tion 2, we develop the localization of monoidal categories via a real commuting family
of braiders. In Section 3, we recall the affinizations and R-matrices of quiver Hecke
algebras and prove the the determinantial modules admit affinizations. In Section 4.
we study the braiders in R-gmod and the localization of subcategories of R-gmod in
detail. In Section 5. we show that the localization C˜w of the category Cw is left rigid
and every simple objects in it has a right dual. In finite type g with the longest element
w0 case, we showed that C˜w0 is rigid and the duality functors are 6-periodic.
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1. Preliminaries
1.1. Quantum groups.
Let I be an index set. A Cartan datum (A,P,Π,Π∨, (·, ·)) consists of
(i) a free abelian group P, called the weight lattice,
(ii) Π = {αi | i ∈ I} ⊂ P, called the set of simple roots,
(iii) Π∨ = {hi | i ∈ I} ⊂ P
∨ := Hom(P,Z), called the set of simple coroots,
(iv) a Q-valued symmetric bilinear form (·, ·) on P,
which satisfy
(a) (αi, αi) ∈ 2Z>0 for i ∈ I,
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(b) 〈hi, λ〉 =
2(αi, λ)
(αi, αi)
for i ∈ I and λ ∈ P,
(c) A := (〈hi, αj〉)i,j∈I is a generalized Cartan matrix, i.e., 〈hi, αi〉 = 2 for any i ∈ I and
〈hi, αj〉 ∈ Z≤0 if i 6= j,
(d) Π is a linearly independent set,
(e) for each i ∈ I, there exists Λi ∈ P such that 〈hj ,Λi〉 = δij for any j ∈ I.
Let ∆ (resp. ∆+, ∆−) be the set of roots (resp. positive roots, negative roots). We set
P+ := {λ ∈ P | 〈hi, λ〉 ≥ 0 for i ∈ I}, Q =
⊕
i∈I Zαi, and Q+ =
∑
i∈I Z≥0αi, and write
ht(β) =
∑
i∈I ki for β =
∑
i∈I kiαi ∈ Q+. For i ∈ I, we define
si(λ) = λ− 〈hi, λ〉αi for λ ∈ P,
and W is the subgroup of Aut(P) generated by {si}i∈I . For w, v ∈ W, we write w ≥ v
if there exists a reduced expression of v which appears in a subexpression of a reduced
expression of w.
For λ, µ ∈ P, we write λ  µ if there exists a sequence of real positive roots βk
(1 ≤ k ≤ ℓ) such that λ = sβℓ · · · sβ1µ and (βk, sβk−1 · · · sβ1µ) > 0 for 1 ≤ k ≤ ℓ. Note
that, for Λ ∈ P+ and λ, µ ∈ WΛ, λ  µ holds if and only if there exist w, v ∈ W such
that λ = wΛ, µ = vΛ and v ≤ w.
Let Uq(g) be the quantum group associated with (A,P,Π,Π
∨, (·, ·)), which is an
associative algebra over Q(q) generated by ei, fi (i ∈ I) and q
h (h ∈ P∨) with certain
defining relations (see [7, Chap. 3] for details). Let ∗ be the Q(q)-antiautomorphism
of Uq(g) defined by
e∗i = ei, f
∗
i = fi, (q
h)
∗
= q−h.
We denote by U+q (g) (resp. U
−
q (g)) the subalgebra of Uq(g) generated by ei (resp. fi)
for i ∈ I. For n ∈ Z≥0 and i ∈ I, we set e
(n)
i := e
n
i /[n]i! and f
(n)
i := f
n
i /[n]i!, where
qi = q
(αi,αi)/2, [n]i =
qni − q
−n
i
qi − q
−1
i
and [n]i! =
n∏
k=1
[k]i.
Let U+
Z[q,q−1](g) (resp. U
−
Z[q,q−1](g)) be the Z[q, q
−1]-subalgebra of U−q (g) generated by
e
(n)
i (resp. f
(n)
i ) for i ∈ I and n ∈ Z≥0. The unipotent quantum coordinate ring is
defined by
Aq(n) =
⊕
β∈Q−
Aq(n)β, where Aq(n)β := HomQ(q)(U
+
q (g)−β,Q(q)),
which is isomorphic to U−q (g) as a Q(q)-algebra ([14, Lemma 8.2.2]).
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We define its Z[q, q−1]-form Aq(n)Z[q,q−1] by
Aq(n)Z[q,q−1] =
{
a ∈ Aq(n) | 〈a, U
+
Z[q,q−1](g)〉 ⊂ Z[q, q
−1]
}
.
1.2. Quiver Hecke algebras.
Let k be a field. For i, j ∈ I, we choose polynomials Qi,j(u, v) ∈ k[u, v] such that
(a) Qi,j(u, v) = Qj,i(v, u),
(b) it is of the form
Qi,j(u, v) =

∑
p(αi,αi)+q(αj ,αj)=−2(αi,αj)
ti,j;p,qu
pvq if i 6= j,
0 if i = j,
where ti,j;−aij ,0 ∈ k
×.
For β ∈ Q+ with ht(β) = n, we set
Iβ :=
{
ν = (ν1, . . . , νn) ∈ I
n
∣∣ n∑
k=1
ανk = β
}
,
on which the symmetric group Sn = 〈sk | k = 1, . . . , n−1〉 acts by place permutations.
Definition 1.1. For β ∈ Q+, the quiver Hecke algebra R(β) associated with A and
(Qi,j(u, v))i,j∈I is the k-algebra generated by
{e(ν) | ν ∈ Iβ}, {xk | 1 ≤ k ≤ n}, {τl | 1 ≤ l ≤ n− 1}
satisfying the following defining relations:
e(ν)e(ν ′) = δν,ν′e(ν),
∑
ν∈Iβ
e(ν) = 1, xke(ν) = e(ν)xk, xkxl = xlxk,
τle(ν) = e(sl(ν))τl, τkτl = τlτk if |k − l| > 1,
τ 2k e(ν) = Qνk,νk+1(xk, xk+1)e(ν),
(τkxl − xsk(l)τk)e(ν) =

−e(ν) if l = k and νk = νk+1,
e(ν) if l = k + 1 and νk = νk+1,
0 otherwise,
(τk+1τkτk+1 − τkτk+1τk)e(ν)
=
{
Q νk,νk+1(xk, xk+1, xk+2)e(ν) if νk = νk+2,
0 otherwise,
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where
Qi,j(u, v, w) =
Qi,j(u, v)−Qi,j(w, v)
u− w
∈ k[u, v, w].
The algebra R(β) has the Z-grading defined by
deg(e(ν)) = 0, deg(xke(ν)) = (ανk , ανk), deg(τle(ν)) = −(ανl , ανl+1).
Note that we have
τka(x)e(ν) = sk
(
a(x)
)
τke(ν) + δ(νk = νk+1)
(
∂ka(x)
)
e(ν)(1.1)
for a(x) ∈ k[x1, . . . , xn]. Here, δ(P ) = 1 if P is true and δ(P ) = 0 otherwise, and ∂k is
the difference operator
∂ka(x) =
ska(x)− a(x)
xk − xk+1
.
We denote by R(β)-Mod the category of graded R(β)-modules with degree pre-
serving homomorphisms. We set R(β)-gmod to be the full subcategory of R(β)-Mod
consisting of the modules which are finite-dimensional over k, and set R(β)-proj to
be the full subcategory of R(β)-Mod consisting of finitely generated projective graded
R(β)-modules. We set R-Mod :=
⊕
β∈Q+
R(β)-Mod, R-proj :=
⊕
β∈Q+
R(β)-proj, and
R-gmod :=
⊕
β∈Q+
R(β)-gmod. The trivial R(0)-module of degree 0 is denoted by 1.
For simplicity, we write “a module” instead of “a graded module”. We define the
grading shift functor q by (qM)k = Mk−1 for a graded module M =
⊕
k∈ZMk. For
M,N ∈ R(β)-Mod, HomR(β)(M,N) denotes the space of degree preserving module
homomorphisms. We define
HOMR(β)(M,N) :=
⊕
k∈Z
HomR(β)(q
kM,N),
and set deg(f) := k for f ∈ HomR(β)(q
kM,N). When M = N , we write ENDR(β)(M) =
HOMR(β)(M,M). We sometimes write R for R(β) in HOMR(β)(M,N) for simplicity.
For M ∈ R(β)-gmod, we set M⋆ := HOMk(M,k) with the R(β)-action given by
(r · f)(u) := f(ψ(r)u), for f ∈M⋆, r ∈ R(β) and u ∈ M ,
where ψ is the antiautomorphism of R(β) which fixes the generators. We say that M
is self-dual if M ≃M⋆.
Let e(β, β ′) :=
∑
ν∈Iβ ,ν′∈Iβ′ e(ν, ν
′), where e(ν, ν ′) is the idempotent corresponding to
the concatenation ν ∗ ν ′ of ν and ν ′. Then there is an injective ring homomorphism
R(β)⊗R(β ′)→ e(β, β ′)R(β + β ′)e(β, β ′)
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given by e(ν)⊗ e(ν ′) 7→ e(ν, ν ′), xke(β)⊗ 1 7→ xke(β, β
′), 1⊗ xke(β
′) 7→ xk+|β|e(β, β
′),
τke(β)⊗ 1 7→ τke(β, β
′) and 1⊗ τke(β
′) 7→ τk+|β|e(β, β
′). For a ∈ R(β) and a′ ∈ R(β ′),
the image of a⊗ a′ is sometimes denoted by a⊠ a′.
For M ∈ R(β)-Mod and N ∈ R(β ′)-Mod, we set
M ◦N :=R(β + β ′)e(β, β ′)⊗R(β)⊗R(β′) (M ⊗N).
For u ∈ M and v ∈ N , the image of u⊗ v by the map M ⊗N → M ◦N is sometimes
denoted by u⊠ v.
We denote by M ∇ N the head of M ◦N and by M ∆ N the socle of M ◦N . We
say that simple R-modules M and N strongly commute if M ◦N is simple. A simple
R-module L is real if L strongly commutes with itself. Note that if M and N strongly
commute, then M ◦N ≃ N ◦M up to a grading shift.
For i ∈ I and the functors Ei and Fi are defined by
Ei(M) = e(αi, β − αi)M and Fi(M) = R(αi)◦M for an R(β)-module M .
For i ∈ I and n ∈ Z>0, let L(i) be the simple R(αi)-module concentrated on degree 0
and P (in) the indecomposable projective R(nαi)-module whose head is isomorphic to
L(in) := q
n(n−1)
2
i L(i)
◦n. Then, for M ∈ R(β)-Mod, we define
F
(n)
i M := P (i
n)◦M, E(n)i M := HOMR(nαi)(P (i
n), e(nαi, β − nαi)M).
For i ∈ I and M ∈ R(β)-Mod, we define
wt(M) = −β, εi(M) = max{k ≥ 0 | E
k
i M 6= 0}, ϕi(M) = εi(M) + 〈hi,wt(M)〉.
We also can define E∗i , F
∗
i , ε
∗
i , etc in the same manner as above if we replace the roles
of e(αi, β − αi) and R(αi)◦− with the ones of e(β − αi, αi) and −◦R(αi).
We denote by K(R-proj) and K(R-gmod) the Grothendieck groups of R-proj and
R-gmod respectively.
Theorem 1.2 ([18, 19, 23]). There exist isomorphisms of Z[q, q−1]-bialgebras
K(R-proj) ≃ U−
Z[q,q−1](g) and K(R-gmod) ≃ Aq(n)Z[q,q−1].
For an R(β)-module M , we write
e(im11 , . . . , i
mt
t , ∗)M :=e(m1αi1, . . . , mtαit , β −
t∑
k=1
mkαik)M,
e(∗, im11 , . . . , i
mt
t )M :=e(β −
t∑
k=1
mkαik , m1αi1, . . . , mtαit)M.
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For a sequence (i1, . . . , im) in I such that (αik , αik+1) < 0 (1 ≤ k ≤ m − 1) and
αik 6= αik+2 (1 ≤ k ≤ m − 2), we denote by L(i1, . . . , im) the one-dimensional R(β)-
module (β =
∑m
k=1 αik) with a basis u on which R(β) acts by e(i1, . . . , im)u = u,
xku = 0, τku = 0.
1.3. Cyclotomic quiver Hecke algebras.
Let A =
⊕
n∈ZAn be a commutative graded k-algebra such that An = 0 for n < 0.
For β ∈ Q+, we define the graded algebra RA(β) by
RA(β) := A⊗k R(β).
Let Λ ∈ P+ and ti an indeterminate of degree (αi, αi) for i ∈ I. A polynomial f(ti) =∑n
k=0 ckt
k
i ∈ A[ti] is homogeneous of degree d if ck ∈ Ad−(αi,αi)k. We say that f(ti) is
quasi-monic if cn ∈ A
×
0 . In this case, we write
deg f(ti) = d and degti f(ti) = n.
We choose a family of polynomials aΛ :={aΛ,i(ti)}i∈I , where aΛ,i(ti) ∈ A[ti] is a quasi-
monic homogeneous polynomial with degti aΛ,i(ti) = 〈hi,Λ〉. Note that deg(aΛ,i(ti)) =
2(αi,Λ). Let λ ∈ Λ−Q+, and write β :=Λ−λ and n :=ht(β). We define the cyclotomic
quiver Hecke algebra
RaΛA (λ) :=
RA(β)∑
i∈I RA(β)aΛ,i(xne(β − αi, αi))RA(β)
.(1.2)
The algebra RaΛA (λ) is a finitely generated projective module over A by [11, Remark
4.20].
Let RaΛA (λ)-Mod be the category of graded R
aΛ
A (λ)-modules. We denote by R
aΛ
A (λ)
-proj and RaΛA (λ)-gmod the category of finitely generated projective graded R
aΛ
A (λ)-
modules and the category of graded RaΛA (λ)-modules which are finite-dimensional over
k, respectively. Their morphisms are homogeneous homomorphisms of degree zero. Set
RaΛA -proj :=
⊕
β∈Q+
RaΛA (Λ− β)-proj, R
aΛ
A -gmod :=
⊕
β∈Q+
RaΛA (Λ − β)-gmod, etc. We
define the functors
F aΛi : R
aΛ
A (λ)-Mod→ R
aΛ
A (λ− αi)-Mod,
EaΛi : R
aΛ
A (λ)-Mod→ R
aΛ
A (λ+ αi)-Mod
by F aΛi M = R
aΛ
A (λ − αi)e(αi, β) ⊗RaΛA (λ) M and E
aΛ
i M = e(αi, β − αi)M for M ∈
RaΛA (λ)-Mod. They give a categorification of the simple Uq(g)-module Vq(Λ) with high-
est weight Λ.
When A = k and aΛ,i(ti) = t
〈hi,Λ〉
i for i ∈ I, we simply write R
Λ(λ), FΛi , E
Λ
i instead
of RaΛA (λ), F
aΛ
i , E
aΛ
i respectively.
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Theorem 1.3 ([11, Theorem 6.2]). For Λ ∈ P+, there exist UZ[q,q−1](g)-module iso-
morphisms
K(RΛ-proj) ≃ VZ[q,q−1](Λ), K(R
Λ-gmod) ≃ VZ[q,q−1](Λ)
∨.
For n ∈ Z≥0, we define
F
aΛ (n)
i M =HOMRA(nαi)
(
PA(i
n), (F aΛi )
nM
)
,
E
aΛ (n)
i M =HOMRA(nαi)
(
PA(i
n), (EaΛi )
nM
)
,
which give exact functors:
F
aΛ (n)
i :R
aΛ
A (λ)-Mod→ R
aΛ
A (λ− nαi)-Mod,
E
aΛ (n)
i :R
aΛ
A (λ)-Mod→ R
aΛ
A (λ+ nαi)-Mod.
(1.3)
Then the following lemma is an easy consequence of the theory of sl2-categorification
due to Rouquier ([22]).
Proposition 1.4. Let Λ ∈ P+ and λ ∈ WΛ such that n := 〈hi, λ〉 ≥ 0. Then we have
category equivalences, quasi-inverse to each other:
RaΛA (λ)-Mod
F
aΛ (n)
i //
RaΛA (siλ)-Mod .
E
aΛ (n)
i
oo
In particular, we have Z
(
RaΛA (λ)
)
≃ Z
(
RaΛA (siλ)
)
. Here Z(R) denotes the center of an
algebra R.
Note that the last assertion follows from Z(R) ≃ End(idR-Mod).
1.4. The categories Cw.
In this subsection, we review briefly convex orders and the categories Cw [15, 24].
Definition 1.5.
(i) A preorder  on a set X is a binary relation on X satisfying
(a) x  x for any x ∈ X,
(b) if x  y and y  z for x, y, z ∈ X, then x  z.
(ii) We say that a preorder  on X is total if we have either x  y or y  x for any
x, y ∈ X.
(iii) For a preorder , we say that x and y are -equivalent if x  y and y  x. The
equivalence class for  is called -equivalence class.
(iv) For subsets A and B, we write A  B if a  b for any a ∈ A and b ∈ B.
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Definition 1.6. A face is a decomposition of a subset X of an R-vector space into
three disjoint subsets X = A− ⊔ A0 ⊔ A+ such that
(spanR≥0A+ + spanRA0) ∩ spanR≥0A− = {0},
(spanR≥0A− + spanRA0) ∩ spanR≥0A+ = {0},
where spanRS is the R-vector space spanned by S and spanR≥0S is the subset of spanRS
whose elements are linear combinations of S with non-negative coefficients.
We set spanR∅ = spanR≥0∅ = {0}.
Definition 1.7. Let V be an R-vector space and let X be a subset of V \ {0}.
(i) A convex preorder  on X is a total preorder on X such that, for any -
equivalence class C, the triple ({x ∈ X | x ≺ C}, C, {x ∈ X | x ≻ C}) is a
face.
(ii) A convex preorder  on X is called a convex order if every -equivalence class
is of the form X ∩ l for some line l in V through the origin.
For each reduced expression of w ∈ W, one can define a corresponding convex order
on ∆+ as follows.
Proposition 1.8 ([15, Proposition 1.24]). Let w = si1si2 · · · sil be a reduced expression
of w ∈ W. We set βk := si1 · · · sik−1(αik) so that ∆+ ∩w∆− = {β1, . . . , βl}. Then there
is a convex order  on ∆+ such that
β1 ≺ β2 ≺ · · · ≺ βl ≺ γ
for any γ ∈ ∆+ ∩ w∆+.
We fix a convex order  on ∆+ given in Proposition 1.8. Note that it can be extended
uniquely to the convex order on Z>0∆+ := {nγ | n ∈ Z>0, γ ∈ ∆+}, which means that
we write nβ  n′β ′ for β, β ′ ∈ ∆+ if β  β
′.
For M ∈ R(β)-Mod, we define
W(M) := {γ ∈ Q+ ∩ (β − Q+) | e(γ, β − γ)M 6= 0}.
Let L be a simple R(β)-module for β ∈ Q+. We say that L is -cuspidal if
(a) β ∈ Z>0∆+,
(b) W(L) ⊂ spanR≥0{γ ∈ ∆+ | γ  β}.
Theorem 1.9 ([15, Theorem 2.8]). For a simple R-module L, there exists a unique
sequence (L1, L2, . . . , Lh) of -cuspidal modules (up to isomorphisms) such that
(i) −wt(Lk) ≻ −wt(Lk+1) for k = 1, . . . , h− 1,
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(ii) L is isomorphic to the head of L1◦L2◦ · · · ◦Lh.
We set d(L) := (L1, . . . , Lh) in Theorem 1.9, which is called the -cuspidal de-
composition of L. We write d instead of d for simplicity when there is no afraid of
confusion.
For w ∈ W, we denote by Cw the full subcategory of R-gmod whose objectsM satisfy
W(M) ⊂ spanR≥0(∆+ ∩ w∆−).
Proposition 1.10 ([15, Proposition 2.18]). Let w = si1si2 · · · siℓ be a reduced expression
of w ∈ W, and βℓ = si1 · · · siℓ−1(αiℓ). We take a simple R-module L and set
d(L) := (L1, L2, . . . , Lh), γk :=−wt(Lk) for k = 1, . . . , h.
Then we have that L ∈ Cw if and only if βℓ  γ1.
By the construction and Proposition 1.10, Cw is the smallest monoidal abelian full
subcategory of R-gmod such that
(a) Cw is stable under the subquotients, extension, and grading shifts,
(b) Cw contains all the -cuspidal modules corresponding to βk = si1 · · · sik−1(αik) for
k = 1, . . . , ℓ.
It was proved in [14] that Cw gives a monoidal categorification of the quantum unipotent
coordinate algebra Aq(n(w
−1)) when it is of symmetric type.
1.5. Monoidal categories. We shall review monoidal categories and related notions.
We refer the reader to [12, Appendix A] and [17] for more details.
A monoidal category (or tensor category) is a datum consisting of
(a) a category T ,
(b) a bifunctor · ⊗ · : T × T → T ,
(c) an isomorphism a(X, Y, Z) : (X ⊗ Y )⊗ Z
∼
−→ X ⊗ (Y ⊗ Z) which is functorial in
X, Y, Z ∈ T ,
(d) an object 1 endowed with an isomorphism ǫ : 1⊗ 1 ∼−→1
such that
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(1) the diagram below commutes for all X, Y, Z,W ∈ T :
((X ⊗ Y )⊗ Z)⊗W
a(X,Y,Z)⊗W

a(X⊗Y,Z,W )
// (X ⊗ Y )⊗ (Z ⊗W )
a(X,Y,Z⊗W )

(X ⊗ (Y ⊗ Z))⊗W
a(X,Y⊗Z,W )

X ⊗ ((Y ⊗ Z)⊗W )
X⊗a(Y,Z,W )
// X ⊗ (Y ⊗ (Z ⊗W )).
(2) the functors T ∋ X 7→ 1⊗X ∈ T and T ∋ X 7→ X ⊗ 1 ∈ T are fully faithful.
We call 1 a unit object of T . We have canonical isomorphisms 1⊗X ≃ X ⊗ 1 ≃ X
for any X ∈ T . For n ∈ Z>0 and X ∈ T , we set X
⊗n = X ⊗ · · · ⊗X︸ ︷︷ ︸
n times
, and X⊗0 = 1.
For monoidal categories T and T ′, a functor F : T → T ′ is called a monoidal functor
if it is endowed with an isomorphism ξF : F (X⊗Y )
∼
−→ F (X)⊗F (Y ) which is functorial
in X, Y ∈ T such that the diagram
F ((X ⊗ Y )⊗ Z)
ξF (X⊗Y,Z)

F (a(X,Y,Z))
// F (X ⊗ (Y ⊗ Z))
ξF (X,Y⊗Z)

F (X ⊗ Y )⊗ F (Z)
ξF (X,Y )⊗F (Z)

F (X)⊗ F (Y ⊗ Z))
F (X)⊗ξF (Y⊗Z)

(F (X)⊗ F (Y ))⊗ F (Z)
a(F (X),F (Y ),F (Z))
// F (X)⊗ (F (Y )⊗ F (Z)).
commutes for all X, Y, Z ∈ T . We omit to write ξF for simplicity. A monoidal functor
F is called unital if (F (1), F (ǫ)) is a unit object. In this paper, we simply write a
“monoidal functor” for a unital monoidal functor.
We say that a monoidal category T is an additive (resp. abelian) monoidal category
if T is additive (resp. abelian) and the bifunctor · ⊗ · is bi-additive. Similarly, for a
commutative ring k, a monoidal category T is k-linear if T is k-linear and the bifunctor
· ⊗ · is k-bilinear.
An object X ∈ T is invertible if the functors T → T given by Z 7→ Z ⊗ X and
Z 7→ X ⊗ Z are equivalence of categories. If X is invertible, then one can find an
object Y and isomorphisms f : X ⊗ Y
∼
→ 1 and g : Y ⊗X
∼
→ 1 such that the diagrams
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below commute:
X ⊗ Y ⊗X
f⊗X
//
X⊗g

1⊗X

X ⊗ 1 // X,
Y ⊗X ⊗ Y
g⊗Y
//
Y⊗f

1⊗ Y

Y ⊗ 1 // Y.
The triple (Y, f, g) is unique up to a unique isomorphism. We write Y = X⊗−1.
Adjunctions.
Definition 1.11. Let X and Y be objects in a monoidal category T , and ε : X⊗Y → 1
and η : 1→ Y ⊗X morphisms in T .
(i) We say that (ε, η) is an adjunction if the following are satisfied:
(a) the composition X ≃ X ⊗ 1
X⊗η
−−−−→ X ⊗ Y ⊗ X
ε⊗X
−−−→ 1 ⊗ X ≃ X is the
identity of X,
(b) the composition Y ≃ 1⊗Y
η⊗Y
−−−→ Y ⊗X⊗Y
Y⊗ε
−−−→ Y ⊗1 ≃ Y is the identity
of Y .
(ii) The pair (ε, η) is a quasi-adjunction if the compositions X ⊗ 1
X⊗η
−−−−→ X ⊗ Y ⊗
X
ε⊗X
−−−→ 1⊗X and 1⊗ Y
η⊗Y
−−−→ Y ⊗X ⊗ Y
Y⊗ε
−−−→ Y ⊗ 1 are isomorphisms.
In the case when (ε, η) is an adjunction, we say that the pair (X, Y ) is called a dual
pair, or X is a left dual to Y and Y is a right dual to X . Note that a left dual (resp.
right dual) of an object is unique up to a unique isomorphism if it exists.
Definition 1.12. A monoidal category T is rigid if every object in T has left and right
duals.
Lemma 1.13. Let (X, Y ) be a dual pair in a monoidal category T . Then for Z,W ∈ T ,
there are isomorphisms
HomT (Z,W ⊗X) ≃ HomT (Z ⊗ Y,W ), HomT (X ⊗ Z,W ) ≃ HomT (Z, Y ⊗W ).
Lemma 1.14 ([12, Lemma A.2]). Let T be a monoidal category and ε : X ⊗Y → 1 be
a morphism in T . Then the following are equivalent.
(i) There exists a morphism η : 1→ Y ⊗X such that (ε, η) is an adjunction.
(ii) There exists a morphism η : 1→ Y ⊗X such that (ε, η) is a quasi-adjunction.
(iii) the map HomT (Z,W ⊗X) → HomT (Z ⊗ Y,W ) that associates f : Z → W ⊗X
the morphism Z ⊗ Y
f⊗Y
−−−→W ⊗X ⊗ Y
W⊗ε
−−−−→W is bijective for any Z,W ∈ T .
(iv) the map HomT (Z, Y ⊗W ) → HomT (X ⊗ Z,W ) that associates f : Z → Y ⊗W
the morphism X ⊗Z
X⊗f
−−−−→ X ⊗ Y ⊗W
ε⊗W
−−−−→ W is bijective for any Z,W ∈ T .
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Moreover if these equivalent conditions are satisfied, the morphism η in (i) is unique.
Lemma 1.15 ([12, Lemma A.3]). Let T be an abelian monoidal category such that ·⊗·
is exact. Let
0→ X ′
f
−→ X
f ′
−−→ X ′′ → 0 and 0→ Y ′′
g′
−−→ Y
g
−→ Y ′ −→ 0
be exact sequences and let
ε′ : X ′ ⊗ Y ′ → 1, ε : X ⊗ Y → 1, ε′′ : X ′′ ⊗ Y ′′ → 1,
η′ : 1→ Y ′ ⊗X ′, η : 1→ Y ⊗X, η′′ : 1→ Y ′′ ⊗X ′′
be morphisms such that the diagrams below commute up to constant multiples:
X ′ ⊗ Y
g
//
f

X ′ ⊗ Y ′
ε′

X ⊗ Y
ε // 1
X ⊗ Y ′′
g′
OO
f ′
// X ′′ ⊗ Y ′′,
ε′′
OO
Y ′ ⊗X ′
f
// Y ′ ⊗X
1
η′′

η′
OO
η
// Y ⊗X
f ′

g
OO
Y ′′ ⊗X ′′
g′
// Y ⊗X ′′.
If (ε′, η′) and (ε′′, η′′) are quasi-adjunctions, then (ε, η) is also a quasi-adjunction.
Commuting families. We now consider a family {Pi}i∈I of objects and a family of
isomorphisms {Bi,j : Pi ⊗ Pj
∼
−→ Pj ⊗ Pi}i,j∈I in a monoidal category T . We say that
({Pi}i∈I , {Bi,j}i,j∈I) is a commuting family if it satisfies the following:
(a) Bi,i = idPi⊗Pi for any i ∈ I,
(b) Bj,i ◦Bi,j = idPi⊗Pj for any i, j ∈ I,
(c) the isomorphisms Bi,j satisfy the Yang-Baxter equation, which means that the
following diagram commutes for any i, j, k ∈ I:
(1.4)
Pi ⊗ Pj ⊗ Pk
Bi,j⊗Pk
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥ Pi⊗Bj,k
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
Pj ⊗ Pi ⊗ Pk
Pj⊗Bi,k

Pi ⊗ Pk ⊗ Pj
Bi,k⊗Pj

Pj ⊗ Pk ⊗ Pi
Bj,k⊗Pi ))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
Pk ⊗ Pi ⊗ Pj
Pk⊗Bi,juu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
Pk ⊗ Pj ⊗ Pi .
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We set
Γ := Z⊕I and Γ≥0 := Z
⊕I
≥0.
For i ∈ I, let ei be the image of 1 under the canonical embedding Z֌ Γ to the i-th
component so that {ei | i ∈ I} is a basis of Γ. Then we have the following lemma.
Lemma 1.16 ([12, Section A.4]). Let ({Pi}i∈I , {Bi,j}i,j∈I) is a commuting family in a
monoidal category T . Then there exist
(a) an object P α for any α ∈ Γ≥0,
(b) an isomorphism ξα,β : P
α ⊗ P β ∼−→P α+β for any α, β ∈ Γ≥0
such that
(i) P 0 = 1 and P ei = Pi for i ∈ I,
(ii) the diagram
(1.5)
P α ⊗ P β ⊗ P γ
Pα⊗ξβ,γ

ξα,β⊗P
γ
// P α+β ⊗ P γ
ξα+β,γ

P α ⊗ P β+γ
ξα,β+γ // P α+β+γ
commutes for any α, β, γ ∈ Γ≥0,
(iii) the diagrams
(1.6)
P 0 ⊗ P 0
≀

ξ0,0 // P 0
≀

1⊗ 1
≃ // 1 ,
and
P ei ⊗ P ej
Bi,j

ξei,ej
))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
P ej ⊗ P ei
ξej ,ei // P ei+ej
commute for any i, j ∈ I.
Moreover, such a datum ({P α}α∈Γ≥0 , {ξα,β}α,β∈Γ≥0) is unique up to a unique isomor-
phism.
2. Localizations
A localization of a monoidal category using a commuting family of central objects
was explained in [12, Appendix A]. In this section, we shall generalize this localization
to a real commuting family of (graded) braiders.
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2.1. Real commuting family of braiders.
Definition 2.1.
(i) A left braider of a monoidal category T is a pair (C,RC) of an object C and a
morphism
RC(X) : C ⊗X −→ X ⊗ C
which is functorial in X ∈ T such that the following diagrams commutes:
(2.1)
C ⊗X ⊗ Y
RC(X)⊗Y //
RC(X⊗Y ) **❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
X ⊗ C ⊗ Y
X⊗RC(Y )

X ⊗ Y ⊗ C,
C ⊗ 1
RC(1) //
≃
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
1⊗ C
≀

C
(ii) Assume that T is a k-linear monoidal category. A left braider (C,RC) is called
real if RC(C) ∈ k
× idC⊗C.
Similarly we can define the notion of right braiders by reversing the order of tensor
products. Since we treat mainly left braiders in this paper, we simply say braiders for
left braiders in the sequel.
Note that, for f ∈ HomT (X, Y ), the diagram
(2.2)
C ⊗X
C⊗f
//
RC(X)

C ⊗ Y
RC(Y )

X ⊗ C
f⊗C
// Y ⊗ C
commutes since RC is a natural transformation between left and right tensoring with
C by the definition.
A braider (C,RC) is called a central object if RC(X) is an isomorphism for any
X ∈ T .
Let Tbr be the category of braiders in T . A morphism from (C,RC) to (C
′, RC′) in
Tbr is a morphism f ∈ HomT (C,C
′) such that the following diagram commutes for any
X ∈ T :
C ⊗X
f⊗X
//
RC(X)

C ′ ⊗X
RC′ (X)

X ⊗ C
X⊗f
// X ⊗ C ′.
For braiders (C1, RC1) and (C2, RC2) of T , let RC1⊗C2(X) be the composition
C1 ⊗ C2 ⊗X
RC2 (X)−−−−−→ C1 ⊗X ⊗ C2
RC1 (X)−−−−−→ X ⊗ C1 ⊗ C2
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for X ∈ T . Then, one can show that (C1⊗C2, RC1⊗C2) is also a braider of T . Thus the
category Tbr has a structure of a monoidal category, and there is a canonical faithful
monoidal functor Tbr → T . We regard an object of Tbr as an object of T if there is no
afraid of confusion.
The morphism RC1(C2) : C1 ⊗ C2 → C2 ⊗ C1 is a morphism of braiders because the
following diagram commutes:
C1 ⊗ C2 ⊗X
RC2 (X) //
RC1 (C2)

RC1 (C2⊗X)
❯❯❯
❯❯
**❯❯❯
❯❯
C1 ⊗X ⊗ C2
RC1 (X⊗C2)
❯❯❯
❯❯
**❯❯❯
❯❯
RC1 (X) // X ⊗ C1 ⊗ C2
RC1(C2)

C2 ⊗ C1 ⊗X
RC1 (X)
// C2 ⊗X ⊗ C1
RC2 (X)
// X ⊗ C2 ⊗ C1.
Let k be a commutative ring with unity, and let T be a k-linear monoidal category.
Definition 2.2 (cf. Example 4.7). Let I be an index set and let {(Ci, RCi)}i∈I be a
family of braider in T . We say that (Ci, RCi)i∈I is a real commuting family of braiders
if
(a) RCi(Ci) ∈ k
× idCi⊗Ci,
(b) RCj (Ci) ◦RCi(Cj) ∈ k
× idCi⊗Cj .
Note that the morphisms RCj (Ci) satisfy the Yang-Baxter equation (1.4).
Lemma 2.3. Let (Ci, RCi)i∈I be a real commuting family of braiders in T .
(i) Then there exists a family {ηij}i,j∈I of elements in k
× such that
RCi(Ci) = ηii idCi⊗Ci ,
RCj (Ci) ◦RCi(Cj) = ηijηji idCi⊗Cj
for all i, j ∈ I.
(ii) Let {ηij}i,j∈I be as in (i) and set Bij = η
−1
ij RCi(Cj). Then ({Ci}i∈I , {Bij}i,j∈I) is
a commuting family in the monoidal category Tbr.
Proof. (i) Write
RCi(Ci) = ci idCi⊗Ci ,
RCj (Ci) ◦RCi(Cj) = cij idCi⊗Cj
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with ci, cij ∈ k
×. Then we can check easily that cij idCi⊗Cj = cji idCi⊗Cj . Taking a
total order ≺ on I, we obtain the assertion by setting
ηij =

ci if i = j,
cij if i ≺ j,
1 if j ≺ i.
(ii) is obvious. 
Let (Ci, RCi)i∈I be a real commuting family of braiders in T . Thanks to Lemma
1.16 and Lemma 2.3, we can find
(a) a braider (Cα, RCα) for each α ∈ Γ≥0,
(b) an isomorphism ξα,β : C
α ⊗ Cβ
∼
−→ Cα+β for α, β ∈ Γ≥0
satisfying the conditions (i), (ii) and (iii) of Lemma 1.16. Here the right diagram in
(1.6) reads as: for i, j ∈ I,
Cei ⊗ Cej
ξei,ej

RCei (C
ej )
// Cej ⊗ Cei
ξej ,ei

Cei+ej
ηi,j id
C
ei+ej
// Cei+ej
commutes for ηi,j ∈ k
× as in Lemma 2.3 (i). Note that ξα,β is a morphism of braiders,
i.e. the diagram
(2.3)
Cα ⊗ Cβ ⊗X
ξα,β⊗X

Cα⊗R
Cβ
(X)
// Cα ⊗X ⊗ Cβ
RCα (X)⊗C
β
// X ⊗ Cα ⊗ Cβ
X⊗ξα,β

Cα+β ⊗X
R
Cα+β
(X)
// X ⊗ Cα+β.
commutes for X ∈ T .
We define
η(α, β) :=
∏
i,j∈I
η
aibj
i,j ∈ k
×(2.4)
for α =
∑
i∈I aiei and β =
∑
j∈I bjej in Γ. Note that, by the definition, η(α, 0) =
η(0, α) = 1 and
η(α, β + γ) = η(α, β) · η(α, γ) and η(α + β, γ) = η(α, γ) · η(β, γ)(2.5)
for α, β, γ ∈ Γ.
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Lemma 2.4. For α, β ∈ Γ≥0, we have a commutative diagram:
Cα ⊗ Cβ
ξα,β

RCα (C
β)
// Cβ ⊗ Cα
ξβ,α

Cα+β
η(α,β) id
Cα+β // Cα+β
Proof. For α =
∑
i∈I aiei, set |α| =
∑
i∈I ai. We shall show the assertion by induction
on |α|. It is trivial when either α = 0 or β = 0.
First we assume |α| > 1. Then write α = α′+α′′ with α′, α′′ 6= 0. Setting Cβ1,...,βn =
Cβ1 ⊗ · · · ⊗ Cβn, the assertion follows from the following commutative diagram:
Cα
′,α′′,β
R
Cα
′′ (β)
//
{{✇✇
✇✇
✇✇
✇✇
✇

Cα
′,β,α′′
R
Cα
′ (β)
//
zztt
tt
tt
tt
t
$$❏
❏❏
❏❏
❏❏
❏❏
Cβ,α
′,α′′
 ##●
●●
●●
●●
●●
Cα,β
##●
●●
●●
●●
●●
Cα
′,α′′+β

η(α′′ ,β)
// Cα
′,α′′+β
$$❏
❏❏
❏❏
❏❏
❏❏
Cα
′+β,α′′
zztt
tt
tt
tt
t
η(α′,β)
// Cα
′+β,α′′

Cβ,α
{{✇✇
✇✇
✇✇
✇✇
✇
Cα+β
η(α′′,β)
// Cα+β
η(α′,β)
// Cα+β
We next assume |α| = 1. If |β| = 1, then it’s done by the definition of ηi,j. When
|β| > 1, the assertion follows by arguing similarly by induction on |β|. 
2.2. Localizations.
Let (Ci, RCi)i∈I be a real commuting family of braiders in T . We define an order 
on Γ by
α  β for α, β ∈ Γ with β − α ∈ Γ≥0
Note that  is directed, i.e., for α, β ∈ Γ, there exists γ ∈ Γ such that α  γ and
β  γ. For α1, . . . , αk ∈ Γ, we set
Dα1,...,αk := {δ ∈ Γ | αi + δ ∈ Γ≥0 for any i = 1, . . . , k}.
For X, Y ∈ T and δ, δ′ ∈ Dα,β with δ  δ
′, we define the map
ζδ′,δ : HomT (C
δ+α ⊗X, Y ⊗ Cδ+β)→ HomT (C
δ′+α ⊗X, Y ⊗ Cδ
′+β)(2.6)
by sending f to ζδ′,δ(f) such that the following diagram commutes:
Cδ
′−δ ⊗ Cδ+α ⊗X
≀ξδ′−δ,δ+α

Cδ
′−δ⊗f
// Cδ
′−δ ⊗ Y ⊗ Cδ+β
R
Cδ
′−δ (Y )
// Y ⊗ Cδ
′−δ ⊗ Cδ+β
≀ ξδ′−δ,δ+β

Cδ
′+α ⊗X
ζδ′,δ(f) // Y ⊗ Cδ
′+β
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For δ, δ′, δ′′ ∈ Dα,β with δ  δ
′  δ′′, it follows from (1.5) and (2.3) that the following
diagram
Cδ
′′+α ⊗X
ζδ′′,δ(f)

Cδ
′′−δ′ ⊗ Cδ
′+α ⊗X
∼
ξδ′′−δ′,δ′+α
oo
ζδ′,δ(f)

Cδ
′′−δ′ ⊗ Cδ
′−δ ⊗ Cδ+α ⊗X
∼
ξδ′−δ,δ+α
oo
f

Cδ
′′−δ′ ⊗ Cδ
′−δ ⊗ Y ⊗ Cδ+β
R
Cδ
′−δ (Y )

Cδ
′′−δ′ ⊗ Y ⊗ Cδ
′+β
R
Cδ
′′−δ′ (Y )

Cδ
′′−δ′ ⊗ Y ⊗ Cδ
′−δ ⊗ Cδ+β
∼
ξδ′−δ,δ+β
oo
R
Cδ
′′−δ′ (Y )

Y ⊗ Cδ
′′+β Y ⊗ Cδ
′′−δ′ ⊗ Cδ
′+β
ξδ′′−δ′,δ′+β
oo Y ⊗ Cδ
′′−δ′ ⊗ Cδ
′−δ ⊗ Cδ+β
∼
ξδ′−δ,δ+β
oo
commutes, which implies that
ζδ′′,δ′ ◦ ζδ′,δ = ζδ′′,δ.
Thus, it becomes an inductive system (or direct system) on Dα,β.
We shall define a localization T˜ of T by (Ci, RCi)i∈I as follows. We set
Ob(T˜ ) := Ob(T )× Γ,
HomT˜ ((X,α), (Y, β)) := lim−→
δ∈Dα,β
Hδ((X,α), (Y, β)),
where
Hδ((X,α), (Y, β)) := HomT (C
δ+α ⊗X, Y ⊗ Cδ+β).
Here, the inductive limit is taken over the inductive system on Dα,β defined as above.
For f ∈ Hδ((X,α), (Y, β)) and g ∈ Hǫ((Y, β), (Z, γ)), we define
Ψδ,ǫ(f, g) := η(δ + β, β − γ) · Ψ˜δ,ǫ(f, g) ∈ Hδ+ǫ+β((X,α), (Z, γ)),
where η is given in (2.4) and Ψ˜δ,ǫ(f, g) is the morphism such that the following diagram
commutes:
Cǫ+β ⊗ Cδ+α ⊗X
≀ξǫ+β,δ+α

f
// Cǫ+β ⊗ Y ⊗ Cδ+β
g
// Z ⊗ Cǫ+γ ⊗ Cδ+β
≀ ξǫ+γ,δ+β

Cδ+ǫ+β+α ⊗X
Ψ˜δ,ǫ(f,g) // Z ⊗ Cδ+ǫ+β+γ.
We set
Cα1,...,αt := Cα1 ⊗ · · · ⊗ Cαt
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for α1, . . . αt ∈ Γ≥0. Then, for δ
′  δ and ǫ′  ǫ, one can show that the following
diagram commutes:
Cδ
′+ǫ′+β+α ⊗X
η(δ′−δ,ǫ+β)
//
p
''
Cδ
′+ǫ′+β+α ⊗X
q
ww
Cǫ
′−ǫ,δ′−δ,ǫ+β,δ+α ⊗X
R
Cδ
′−δ (C
ǫ+β)
//
a

≀
OO
Cǫ
′−ǫ,ǫ+β,δ′−δ,δ+α ⊗X
b

≀
OO
Z ⊗ Cǫ
′−ǫ,δ′−δ,ǫ+γ,δ+β
R
Cδ
′−δ (C
ǫ+γ)
//
≀

Z ⊗ Cǫ
′−ǫ,ǫ+γ,δ′−δ,δ+β
≀

Z ⊗ Cδ
′+ǫ′+β+γ
η(δ′−δ,ǫ+γ)
// Z ⊗ Cδ
′+ǫ′+β+γ,
where
a = RCǫ′−ǫ,δ′−δ(Z) ◦ g ◦ f, b = RCǫ′−ǫ(Z) ◦ g ◦RCδ′−δ(Y ) ◦ f,
p = ζδ′+ǫ′+β,δ+ǫ+β(Ψ˜δ,ǫ(f, g)), q = Ψ˜δ′,ǫ′(ζδ′,δ(f), ζǫ′,ǫ(g)),
and other vertical morphisms are given by ξ’s. Thus, by (2.5), we have
Ψδ′,ǫ′(ζδ′,δ(f), ζǫ′,ǫ(g)) = η(δ
′ + β, β − γ) · Ψ˜δ′,ǫ′(ζδ′,δ(f), ζǫ′,ǫ(g))
= η(δ + β, β − γ) · ζδ′+ǫ′+β,δ+ǫ+β(Ψ˜δ,ǫ(f, g))
= ζδ′+ǫ′+β,δ+ǫ+β(Ψδ,ǫ(f, g)),
which tells that the following diagram commutes:
Hδ((X,α), (Y, β))×Hǫ((Y, β), (Z, γ)) //

Hδ+ǫ+β((X,α), (Z, γ))

Hδ′((X,α), (Y, β))×Hǫ′((Y, β), (Z, γ)) // Hδ′+ǫ′+β((X,α), (Z, γ)),
where the horizontal maps are given by Ψ’s and the vertical maps are given by ζ ’s.
This yields the composition
HomT˜ ((X,α), (Y, β))×HomT˜ ((Y, β), (Z, γ))→ HomT˜ ((X,α), (Z, γ))
in T˜ . We can check also the associativity, and we conclude that T˜ is a category. Note
that the identity id ∈ EndT˜
(
(X,α)
)
is induced from the identity
idX ∈ HomT (X,X) = H−α((X,α), (X,α)).
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We shall define a bifunctor ⊗ on the category T˜ . For α, β ∈ Γ and X, Y ∈ T , we set
(X,α)⊗ (Y, β) := (X ⊗ Y, α + β).
To define a tensor of morphisms, for f ∈ Hδ((X,α), (X
′, α′)) and g ∈ Hǫ((Y, β), (Y
′, β ′))
we define
Tδ,ǫ(f, g) := η(ǫ, α− α
′)T˜δ,ǫ(f, g) ∈ Hδ+ǫ((X ⊗ Y, α + β), (X
′ ⊗ Y ′, α′ + β ′)),
where T˜δ,ǫ(f, g) is the morphism such that the following diagram commutes:
Cδ+α ⊗X ⊗ Cǫ+β ⊗ Y
f⊗g
// X ′ ⊗ Cδ+α
′
⊗ Y ′ ⊗ Cǫ+β
′
R
Cδ+α
′ (Y ′)

Cδ+α ⊗ Cǫ+β ⊗X ⊗ Y
R
Cǫ+β
(X)
OO
≀ξδ+α,ǫ+β

X ′ ⊗ Y ′ ⊗ Cδ+α
′
⊗ Cǫ+β
′
≀ ξδ+α′,ǫ+β′

Cδ+ǫ+α+β ⊗X ⊗ Y
T˜δ,ǫ(f,g) // X ′ ⊗ Y ′ ⊗ Cδ+ǫ+α
′+β′.
Then, for δ′  δ and ǫ′  ǫ, one can show that
ζδ′+ǫ,δ+ǫ(T˜δ,ǫ(f, g)) = T˜δ′,ǫ(ζδ′,δ(f), g),
and the following diagram commutes:
Cδ+ǫ
′+α+β ⊗X ⊗ Y
η(ǫ′−ǫ,δ+α)
//
r
''
Cδ+ǫ
′+α+β ⊗X ⊗ Y
s
ww
Cǫ
′−ǫ,δ+α,ǫ+β ⊗X ⊗ Y
R
Cǫ
′−ǫ (C
δ+α)
//
c

≀
OO
Cδ+α,ǫ
′−ǫ,ǫ+β ⊗X ⊗ Y
d

≀
OO
X ′ ⊗ Y ′ ⊗ Cǫ
′−ǫ,δ+α′,ǫ+β′
R
Cǫ
′−ǫ(C
δ+α′ )
//
≀

X ′ ⊗ Y ′ ⊗ Cδ+α
′,ǫ′−ǫ,ǫ+β′
≀

X ′ ⊗ Y ′ ⊗ Cδ+ǫ
′+α′+β′
η(ǫ′−ǫ,δ+α′)
// X ′ ⊗ Y ′ ⊗ Cδ+ǫ
′+α′+β′ ,
where
c = RCǫ′−ǫ,δ+α′ (Y
′) ◦RCǫ′−ǫ(X
′) ◦ (f ⊗ g) ◦RCǫ+β(X),
d = RCδ+α′,ǫ′−ǫ(Y
′) ◦ (f ⊗ g) ◦RCǫ′−ǫ,ǫ+β(X),
r = ζδ+ǫ′,δ+ǫ(T˜δ,ǫ(f, g)), s = T˜δ,ǫ′(f, ζǫ′,ǫ(g)),
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and other vertical morphisms are given by ξ’s. Thus, by (2.5), we have
Tδ′,ǫ′(ζδ′,δ(f), ζǫ′,ǫ(g))
= η(ǫ′, α− α′) · T˜δ′,ǫ′(ζδ′,δ(f), ζǫ′,ǫ(g))
= η(ǫ′, α− α′)η(ǫ′ − ǫ, δ + α)−1η(ǫ′ − ǫ, δ + α′) · ζδ′+ǫ′,δ+ǫ(T˜δ,ǫ(f, g))
= ζδ′+ǫ′,δ+ǫ(Tδ,ǫ(f, g)).
Therefore, for f ∈ HomT˜ ((X,α), (X
′, α′)) and g ∈ HomT˜ ((Y, β), (Y
′, β ′)), we have
the tensor product
f ⊗ g ∈ HomT˜ ((X,α)⊗ (Y, β), (X
′, α′)⊗ (Y ′, β ′))(2.7)
induced from Tδ,ǫ over the inductive system.
Proposition 2.5. Let fk ∈ Hδk((Xk, αk), (Yk, βk)) and gk ∈ Hǫk((Yk, βk), (Zk, γk)) for
k = 1, 2. Then, we have
Ψδ1+δ2,ǫ1+ǫ2(Tδ1,δ2(f1, f2), Tǫ1,ǫ2(g1, g2)) = Tδ1+ǫ1+β1,δ2+ǫ2+β2(Ψδ1,ǫ1(f1, g1),Ψδ2,ǫ2(f2, g2)).
Proof. By Lemma 2.4, we have the commutative diagram
Cǫ2+β2 ⊗ Cδ1+β1 ⊗ Y2
R
Cǫ2+β2
(Cδ1+β1)
//
ρ·R
Cδ1+β1
(Y2) ,,❳❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳
Cδ1+β1 ⊗ Cǫ2+β2 ⊗ Y2
R
Cδ1+β1
(Cǫ2+β2⊗Y2)

Cǫ2+β2 ⊗ Y2 ⊗ C
δ1+β1,
where ρ = η(δ1+ β1, ǫ2+ β2)η(ǫ2+ β2, δ1+ β1). Then, one can prove that the following
diagram commutes.
Cǫ1+β1,ǫ2+β2,δ1+α1,δ2+α2 ⊗X1 ⊗X2
a //
p

Cǫ1+β1,δ1+α1,ǫ2+β2,δ2+α2 ⊗X1 ⊗X2
q

Cǫ1+β1 ⊗ Y1 ⊗ C
ǫ2+β2,δ1+β1 ⊗ Y2 ⊗ C
δ2+β2 b //
ρ·R
Cδ1+β1
(Y2)

Cǫ1+β1 ⊗ Y1 ⊗ C
δ1+β1,ǫ2+β2 ⊗ Y2 ⊗ C
δ2+β2
R
Cδ1+β1
(Cǫ2+β2⊗Y2)rr❡❡❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡
g1⊗g2

Cǫ1+β1 ⊗ Y1 ⊗ C
ǫ2+β2 ⊗ Y2 ⊗ C
δ1+β1,δ2+β2
g1⊗g2

Z1 ⊗ C
ǫ1+γ1 ⊗ Z2 ⊗ C
ǫ2+γ2,δ1+β1,δ2+β2
R
Cǫ1+γ1
(Z2)

Z1 ⊗ C
ǫ1+γ1,δ1+β1 ⊗ Z2 ⊗ C
ǫ2+γ2,δ2+β2coo
R
Cǫ1+γ1,δ1+β1
(Z2)

Z1 ⊗ Z2 ⊗ C
ǫ1+γ1,ǫ2+γ2,δ1+β1,δ2+β2 Z1 ⊗ Z2 ⊗ C
ǫ1+γ1,δ1+β1,ǫ2+γ2,δ2+β2 ,
doo
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where
a = RCǫ2+β2 (C
δ1+α1), b = RCǫ2+β2 (C
δ1+β1),
c = RCδ1+β1 (Z2 ⊗ C
ǫ2+γ2), d = RCδ1+β1 (C
ǫ2+γ2),
p = RCǫ2+β2 (Y1) ◦ (f1 ⊗ f2) ◦RCδ2+α2 (X1), q = (f1 ⊗ f2) ◦RCǫ2+β2,δ2+α2 (X1).
We simply write
Ψ˜(T˜ , T˜ ) := Ψ˜δ1+δ2,ǫ1+ǫ2(T˜δ1,δ2(f1, f2), T˜ǫ1,ǫ2(g1, g2)),
T˜ (Ψ˜, Ψ˜) := T˜δ1+ǫ1+β1,δ2+ǫ2+β2(Ψ˜δ1,ǫ1(f1, g1), Ψ˜δ2,ǫ2(f2, g2)),
C˜ := Cδ1+δ2+ǫ1+ǫ2+β1+β2+α1+α2 .
Then, it follows from the above diagram that the following diagram commutes:
(2.8)
C˜ ⊗X1 ⊗X2
η(ǫ2+β2,δ1+α1) //
ρ·Ψ˜(T˜ ,T˜ )

C˜ ⊗X1 ⊗X2
T˜ (Ψ˜,Ψ˜)

Z1 ⊗ Z2 ⊗ C˜ Z1 ⊗ Z2 ⊗ C˜.
η(δ1+β1,ǫ2+γ2)oo
Since
Ψδ1+δ2,ǫ1+ǫ2(Tδ1,δ2(f1, f2), Tǫ1,ǫ2(g1, g2))
= η(δ1 + δ2 + β1 + β2, β1 + β2 − γ1 − γ2)η(δ2, α1 − β1)η(ǫ2, β1 − γ1)Ψ˜(T˜ , T˜ ),
Tδ1+ǫ1+β1,δ2+ǫ2+β2(Ψδ1,ǫ1(f1, g1),Ψδ2,ǫ2(f2, g2))
= η(δ2 + ǫ2 + β2, α1 − γ1)η(δ1 + β1, β1 − γ1)η(δ2 + β2, β2 − γ2)T˜ (Ψ˜, Ψ˜),
the assertion follows from (2.5) and (2.8). 
By Proposition 2.5, we conclude that the tensor product (2.7) is a bifunctor
HomT˜ ((X,α), (X
′, α′))×HomT˜ ((Y, β), (Y
′, β ′))
−→ HomT˜ ((X,α)⊗ (Y, β), (X
′, α′)⊗ (Y ′, β ′)).
Moreover, one can check that the composition of tensor products of morphisms satisfies
the associativity, which tells that T˜ is a monoidal category. Note that (1, 0) is a unit
of T˜ .
Let us define the functor Υ: T → T˜ by X 7→ (X, 0). It is easy to check that Υ is a
monoidal functor.
Proposition 2.6. Let (Ci, RCi)i∈I be a real commuting family of braiders in a monoidal
category T . Then there is a real commuting family of braiders (C˜i, RC˜i)i∈I in T˜ satisfy
the following properties:
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(i) for i ∈ I, Υ(Ci) is isomorphic to C˜i and it is invertible in (T˜ ) br,
(ii) for i ∈ I and X ∈ T , the diagram
Υ(Ci ⊗X)
∼ //
Υ(RCi (X))

C˜i ⊗Υ(X)
R
C˜i
(Υ(X))

Υ(X ⊗ Ci)
∼ // Υ(X)⊗ C˜i
commutes.
Proof. For α ∈ Γ, set C˜α = (1, α) ∈ T˜ . For Z = (X, β) ∈ T˜ , define RC˜α(Z) : C˜
α⊗Z →
Z ⊗ C˜α as the image of idX ∈ HomT (X,X) = H−α−β(C˜
α ⊗ Z,Z ⊗ C˜α) by the map
H−α−β(C˜
α⊗Z,Z⊗C˜α)→ HomT˜ (C˜
α⊗Z,Z⊗C˜α). We can easily check that (C˜α, RC˜α)
is a central braider and invertible in (T˜ )br.
Let us show that Υ(Cα) is isomorphic to C˜α for α ∈ Γ≥0.
Define f : (Cα, 0) → C˜α = (1, α) by idCα ∈ HomT (C
α, Cα) = H0
(
(Cα, 0), (1, α)
)
,
and g : C˜α = (1, α) → (Cα, 0) by idCα ∈ HomT (C
α, Cα) = H0
(
(1, α)(Cα, 0)
)
. Then
one can see easily that f and g are inverse to each other.
Hence (i) and (ii) follow. 
Theorem 2.7. Let (Ci, RCi)i∈I be a real commuting family of braiders in a monoidal
category T . There exist a monoidal category T˜ and a monoidal functor Υ: T → T˜
such that
(i) Υ(Ci) is invertible in T˜ for any i ∈ I.
(ii) for any i ∈ I and X ∈ T , Υ(RCi(X)) : Υ(Ci⊗X)→ Υ(X⊗Ci) is an isomorphism.
Moreover Υ satisfies the following universal property.
(iii) If there are another monoidal category T ′ and a monoidal functor Υ′ : T → T ′
such that the properties (i) and (ii) above hold for Υ′, then there exists a monoidal
functor F , which is unique up to a unique isomorphism, such that the diagram
T
Υ //
Υ′ ❅
❅❅
❅❅
❅❅
❅
T˜
F

T ′
commutes.
We denote by T [C⊗−1i | i ∈ I] the localization T˜ given in Theorem 2.7.
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Proof. Let T˜ and Υ: T → T˜ be the monoidal category and the functor that we have
constructed. Then it satisfies (i) and (ii) by Proposition 2.6.
Let us show (iii). Set C˜i = Υ
′(Ci). Then, it forms a commuting family of invert-
ible objects in T ′, and there exist a family {C˜α}α ∈ Γ and isomorphism ξ˜α,β : C˜
α ⊗
C˜β ∼−→ C˜α+β such that Υ′(Cα) ≃ C˜α for α ∈ Γ≥0.
Now let us define the functor F : T˜ → T˜ ′. Set F
(
(X,α)
)
= C˜α ⊗Υ′(X) for X ∈ T
and α ∈ Γ. Let (X,α), (Y, β) ∈ T˜ and δ ∈ Dα,β. For f ∈ Hδ((X,α), (Y, β)) =
HomT (C
δ+α ⊗ X, Y ⊗ Cδ+β), we define F (f) ∈ HomT˜ ′
(
F
(
(X,α)
)
, F
(
(Y, β)
))
by the
following commutative diagram
C˜δ ⊗ C˜α ⊗Υ(X)
C˜δ⊗F (f)
//
≀ ξ˜δ,α

C˜δ ⊗ C˜β ⊗Υ(Y )
∼
ξ˜δ,β
// C˜δ+β ⊗Υ(Y )
∼ // Υ(C˜δ+α ⊗ Y )
≀Υ(RCδ+β (Y ))

C˜δ+α ⊗Υ(X)
∼ // Υ(Cδ+α ⊗X)
Υ(f)
// Υ(Y ⊗ Cδ+β).
Then it is easy to see that F is a well defined functor and satisfies the desired properties.

Lemma 2.8. Let (Ci, RCi)i∈I be a real commuting family of braiders in a monoidal
category T , and assume that I is a finite set. Assume that α ∈ Γ satisfies α− ei ∈ Γ≥0
for any i ∈ I. Then T [(Cα)⊗−1] is equivalent to T [C⊗−1i | i ∈ I].
Proof. It is enough to show that T ′ := T [(Cα)⊗−1] satisfies properties (i), (ii) in The-
orem 2.7. It is obvious that (Cα)⊗−1 ⊗ Cα−ei is an inverse of Ci in T
′, and hence (i)
holds.
For any X ∈ T , the morphism RCα(X) =
(
RCα−ei (X)⊗ Ci
)
◦
(
Cα−ei ⊗ RCi(X)
)
is
invertible in T ′, and hence Cα−ei ⊗RCi(X) has a left inverse. Since C
α−ei is invertible,
RCi(X) has a left inverse. Similarly, RCi(X) has a right inverse. 
Proposition 2.9 (cf. [12, Proposition A.8]). Let (Ci, RCi)i∈I be a real commuting
family of braiders in a monoidal category T , and set T˜ := T [C⊗−1i | i ∈ I]. Assume
that
(a) T is an abelian category,
(b) ⊗ is exact.
Then T˜ is an abelian category in which ⊗ is exact, and the functor Υ : T → T˜ is
exact.
Proposition 2.10. Let (Ci, RCi)i∈I be a real commuting family of braiders in a
monoidal category T , and set T˜ := T [C⊗−1i | i ∈ I]. Assume that
(a) T is an abelian category,
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(b) ⊗ is exact.
Let T ′ be a full subcategory of T closed by taking subquotients, extensions, and contains
all the Ci’s, and let T˜
′ be the localization T ′[C⊗−1i | i ∈ I]. Then T˜
′ is a full subcategory
of T˜ closed by taking subquotients and extensions.
Proof. It is obvious that T˜ ′ is a full subcategory of T˜ closed by taking subquotients.
Let us show that T ′ is closed by extensions.
Let us denote by Φ: T → T˜ the canonical functor. Let 0 → X ′ → X → X ′′ → 0
be an exact sequence in T˜ such that X ′, X ′′ ∈ T˜ ′. We may assume that there exist
a sequence of morphisms Z ′
f
−→ Z
g
−→ Z ′′ in T with Z ′, Z ′′ ∈ T ′ and α ∈ Γ≥0 such
that Φ(Cα)◦−1 ⊗ Φ(Z ′) → Φ(Cα)◦−1 ⊗ Φ(Z) → Φ(Cα)◦−1 ⊗ Φ(Z ′′) is isomorphic to
X ′ → X → X ′′. Since 0→ ker(f)→ Z → Im(g)→ 0 is exact, Z belongs to T ′. Hence
X ≃ Φ(Cα)◦−1 ⊗ Φ(Z) belongs to T˜ ′. 
2.3. Graded cases. Let Λ be a Z-module. A k-linear monoidal category T is Λ-graded
if T has a decomposition T =
⊕
λ∈Λ Tλ such that 1 ∈ T0 and ⊗ induces a bifunctor
Tλ × Tµ → Tλ+µ for any λ, µ ∈ Λ.
Let T be a Λ-graded monoidal category, and let q be an invertible central braider
in T , which belongs to T0. We write q
n (n ∈ Z) for q⊗n for the sake of simplicity. A
graded braider is a triple (C,RC, φ) of an object C, an Z-linear map φ : Λ → Z and a
morphism
RC(X) : C ⊗X −→ q
φ(λ) ⊗X ⊗ C
which is functorial in X ∈ Tλ for λ ∈ Λ such that a graded version of (2.1) holds. That
means that the diagram
C ⊗X ⊗ Y
RC(X)⊗Y //
RC(X⊗Y ) **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
qφ(λ) ⊗X ⊗ C ⊗ Y
X⊗RC(Y )

qφ(λ+µ) ⊗X ⊗ Y ⊗ C
commutes for any X ∈ Tλ and Y ∈ Tµ.
In a similar manner, we can consider graded commuting family in a graded category
T . Let I be an index set, and set Γ = Z⊕I and Γ≥0 = Z
⊕I
≥0 . Let Pi be an object for
i ∈ I and Bi,j : Pi ⊗ Pj
∼
−→ qφi,j ⊗ Pj ⊗ Pi an isomorphism for i, j ∈ I. We say a triple
({Pi}i∈I , {Bi,j}i,j∈I , {φi,j}i,j∈I) a graded commuting family of T if it satisfies
(a) {φi,j}i,j∈I is a Z-valued skew-symmetric matrix,
(b) Bi,i = idPi⊗Pi for i ∈ I,
(c) Bj,i ◦Bi,j = idPi⊗Pj for i, j ∈ I,
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(d) a graded version of (1.4) holds, i.e., for i, j, k ∈ I,
(Bj,k ⊗ Pi) ◦ (Pj ⊗ Bi,k) ◦ (Bi,j ⊗ Pk) = (Pk ⊗ Bi,j) ◦ (Bi,k ⊗ Pj) ◦ (Pi ⊗ Bj,k).
Then we have a graded version of Lemma 1.16.
Lemma 2.11. Let ({Pi}i∈I , {Bi,j}i,j∈I, {φi,j}i,j∈I) be a graded commuting family in T ,
and let H: Γ ⊗ Γ → Z be a Z-bilinear map such that φi,j = H(ei, ej) − H(ej , ei) for
i, j ∈ I. Then there exist
(a) an object P α for any α ∈ Γ≥0,
(b) an isomorphism ξα,β : P
α ⊗ P β
∼
−→ qH(α,β) ⊗ P α+β for any α, β ∈ Γ≥0
such that
(i) P 0 = 1 and P ei = Pi for i ∈ I,
(ii) the diagram
P α ⊗ P β ⊗ P γ
Pα⊗ξβ,γ

ξα,β⊗P
γ
// qH(α,β) ⊗ P α+β ⊗ P γ
ξα+β,γ

qH(β,γ) ⊗ P α ⊗ P β+γ
ξα,β+γ // qH(α,β)+H(α,γ)+H(β,γ) ⊗ P α+β+γ
commutes for any α, β, γ ∈ Γ≥0,
(iii) the diagram
P 0 ⊗ P 0
≀

ξ0,0 // P 0
≀

1⊗ 1
≃ // 1 ,
P ei ⊗ P ej
Bi,j

ξei,ej
**❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱
qφi,j ⊗ P ej ⊗ P ei
ξej ,ei // qH(ei,ej) ⊗ P ei+ej
commutes for any i, j ∈ I.
Moreover, such a datum is unique up to a unique isomorphism.
We now consider a graded version of a real commuting family of braiders. Let
(Ci, RCi , φi) be a graded braider for i ∈ I. We say that (Ci, RCi , φi)i∈I is a real com-
muting family of graded braiders in T if
(a) Ci ∈ Tλi for some λi ∈ Λ, and φi(λi) = 0, φi(λj) + φj(λi) = 0,
(b) RCi(Ci) ∈ k
× idCi⊗Ci for i ∈ I,
(c) RCj (Ci) ◦RCi(Cj) ∈ k
× idCi⊗Cj for i, j ∈ I.
We choose a Z-bilinear map H: Γ ⊗ Γ → Z such that φi(λj) = H(ei, ej) − H(ej, ei)
for i, j ∈ I. Using the same argument of the proof of Lemma 2.3, by Lemma 2.11, we
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have Cα, ξα,β and η(α, β) as in Section 2.1. We define a Z-linear map
L: Γ→ Λ, ei 7→ λi for i ∈ I,
and a Z-bilinear map
φ : Γ× Λ→ Z, (ei, λ) 7→ φi(λ).
It is easy to check that
φ(α,L(β)) = H(α, β)−H(β, α) for α, β ∈ Γ.(2.9)
Note that the diagram below commutes:
Cα ⊗ Cβ
RCα (C
β)
//
ξα,β

qφ(α,L(β)) ⊗ Cβ ⊗ Cα
ξβ,α

qH(α,β) ⊗ Cα+β
η(α,β)id
// qφ(α,L(β))+H(β,α) ⊗ Cα+β
For X ∈ Tλ, Y ∈ Tµ and δ ∈ Dα,β, we set
Hgrδ ((X,α), (Y, β)) := HomT (C
δ+α ⊗X, qH(δ,β−α)+φ(δ+β,µ) ⊗ Y ⊗ Cδ+β).
For δ, δ′ ∈ Dα,β with δ  δ
′ and f ∈ Hgrδ ((X,α), (Y, β)), we define ζ
gr
δ′,δ(f) to be the
morphism such that the following diagram commutes:
Cδ
′−δ ⊗ Cδ+α ⊗X
≀ξδ′−δ,δ+α

Cδ
′−δ⊗f
// qH(δ,β−α)+φ(δ+β,µ) ⊗ Cδ
′−δ ⊗ Y ⊗ Cδ+β
R
Cδ
′−δ (Y )

qH(δ,β−α)+φ(δ
′+β,µ) ⊗ Y ⊗ Cδ
′−δ ⊗ Cδ+β
≀ ξδ′−δ,δ+β

qH(δ
′−δ,δ+α) ⊗ Cδ
′+α ⊗X
ζgr
δ′,δ
(f)
// qH(δ,β−α)+φ(δ
′+β,µ)+H(δ′−δ,δ+β) ⊗ Y ⊗ Cδ
′+β.
Since
H(δ, β − α) + φ(δ′ + β, µ) + H(δ′ − δ, δ + β)− H(δ′ − δ, δ + α)
= H(δ′, β − α) + φ(δ′ + β, µ),
we have the map
ζgrδ′,δ : H
gr
δ ((X,α), (Y, β))→ H
gr
δ′ ((X,α), (Y, β)).
One can show that ζgrδ′′,δ′ ◦ ζ
gr
δ′,δ = ζ
gr
δ′′,δ for δ  δ
′  δ′′, which tells that it becomes an
inductive system.
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As in Section 2.2, we now obtain the category T˜ defined by
Ob(T˜ ) := Ob(T )× Γ,
HomT˜ ((X,α), (Y, β)) := lim−→
δ∈Dα,β ,
λ+L(α)=µ+L(β)
Hgrδ ((X,α), (Y, β)),
where X ∈ Tλ and Y ∈ Tµ. By the construction, we have the decomposition
T˜ =
⊕
µ∈Λ
T˜µ, where T˜µ := {(X,α) | X ∈ Tλ, λ+ L(α) = µ}.
LetX ∈ Tλ, Y ∈ Tµ and Z ∈ Tν . For f ∈ H
gr
δ ((X,α), (Y, β)) and g ∈ H
gr
ǫ ((Y, β), (Z, γ)),
we define
Ψgrδ,ǫ(f, g) := η(δ + β, β − γ) · Ψ˜
gr
δ,ǫ(f, g),
where Ψ˜grδ,ǫ(f, g) is the morphism such that the following diagram commutes:
Cǫ+β ⊗ Cδ+α ⊗X
≀ξǫ+β,δ+α

f
// qa ⊗ Cǫ+β ⊗ Y ⊗ Cδ+β
g

qb ⊗ Z ⊗ Cǫ+γ ⊗ Cδ+β
≀ ξǫ+γ,δ+β

qH(ǫ+β,δ+α) ⊗ Cδ+ǫ+β+α ⊗X
Ψ˜gr
δ,ǫ
(f,g)
// qc ⊗ Z ⊗ Cδ+ǫ+β+γ,
where
a = H(δ, β − α) + φ(δ + β, µ), b = a +H(ǫ, γ − β) + φ(ǫ+ γ, ν),
c = b+H(ǫ+ γ, δ + β).
As L(β) + µ = L(γ) + ν, by (2.9), we obtain
φ(δ + β, µ) = H(δ + β, γ − β)− H(γ − β, δ + β) + φ(δ + β, ν).
This implies that
c = H(δ, β − α) + φ(δ + β, µ) + H(ǫ, γ − β) + φ(ǫ+ γ, ν) + H(ǫ+ γ, δ + β)
= H(δ + ǫ+ β, γ − α) + φ(δ + ǫ+ β + γ, ν) + H(ǫ+ β, δ + α),
which tells that
Ψgrδ,ǫ(f, g) ∈ H
gr
δ+ǫ+β((X,α), (Z, γ)).
Using the same argument as in Section 2.2, Ψgrδ,ǫ gives the composition in T˜ , which
means that T˜ is a category.
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We shall define a bifunctor ⊗ on the category T˜ as follows. For α, α′, β, β ′ ∈ Γ,
X ∈ Tλ, X
′ ∈ Tλ′ , Y ∈ Tµ and Y
′ ∈ Tµ′ , we define
(X,α)⊗ (Y, β) := (q−φ(β,λ)+H(α,β) ⊗X ⊗ Y, α+ β),
and, for f ∈ Hgrδ ((X,α), (X
′, α′)) and g ∈ Hgrǫ ((Y, β), (Y
′, β ′)), we define
T grδ,ǫ(f, g) := η(ǫ, α− α
′)T˜ grδ,ǫ(f, g),
where T˜ grδ,ǫ(f, g) is the morphism such that the following diagram commutes:
Cδ+α ⊗X ⊗ Cǫ+β ⊗ Y
f⊗g
// qb ⊗X ′ ⊗ Cδ+α
′
⊗ Y ′ ⊗ Cǫ+β
′
R
Cδ+α
′ (Y ′)

q−φ(ǫ+β,λ) ⊗ Cδ+α ⊗ Cǫ+β ⊗X ⊗ Y
R
Cǫ+β
(X)
OO
≀ξδ+α,ǫ+β

qc ⊗X ′ ⊗ Y ′ ⊗ Cδ+α
′
⊗ Cǫ+β
′
≀ ξδ+α′,ǫ+β′

qa ⊗ Cδ+ǫ+α+β ⊗X ⊗ Y
T˜ grδ,ǫ(f,g) // qd ⊗X ′ ⊗ Y ′ ⊗ Cδ+ǫ+α
′+β′,
where
a = −φ(ǫ+ β, λ) + H(δ + α, ǫ+ β),
b = H(δ, α′ − α) + φ(δ + α′, λ′) + H(ǫ, β ′ − β) + φ(ǫ+ β ′, µ′),
c = b+ φ(δ + α′, µ′), d = c+H(δ + α′, ǫ+ β ′).
By λ+ L(α) = λ′ + L(α′), we have
φ(ǫ+ β, λ) = φ(ǫ+ β ′, λ′)− φ(β ′, λ′) + φ(β, λ) + H(ǫ, α′ − α)−H(α′ − α, ǫ),
which implies that
d− a = H(δ + ǫ, α′ + β ′ − α− β) + φ(ǫ+ δ + α′ + β ′, λ′ + µ′)
− φ(β ′, λ′) + H(α′, β ′) + φ(β, λ)− H(α, β).
This tells that
T grδ,ǫ(f, g) ∈ H
gr
δ+ǫ((X ⊗ Y, α+ β), (X
′ ⊗ Y ′, α′ + β ′)).
By the same argument as in Section 2.2, one can show that T grδ,ǫ yields a bifunctor
HomT˜ ((X,α), (Y, β))×HomT˜ ((X
′, α′), (Y ′, β ′))
⊗
−→
HomT˜ ((X,α)⊗ (X
′, α′), (Y, β)⊗ (Y ′, β ′)),
which gives the following theorem.
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Theorem 2.12. T˜ becomes a monoidal category. Moreover, it satisfies the same con-
ditions as in Theorem 2.7.
We denote by T [C⊗−1i | i ∈ I] the localization T˜ in Theorem 2.12. Note that
(X,α + β) ≃ q−H(β,α) ⊗ (Cα ⊗X, β), (1, β)⊗ (1,−β) ≃ q−H(β,β)(1, 0)
for α ∈ Γ≥0 and β ∈ Γ. We now have a graded version of Proposition 2.9
Proposition 2.13. Let (Ci, RCi, φi)i∈I be a real commuting family of graded braiders
in a graded monoidal category T , and set T˜ := T [C⊗−1i | i ∈ I]. Assume that
(a) T is an abelian category,
(b) ⊗ is exact,
Then T˜ is an abelian category with exact ⊗, and the functor Υ: T → T˜ is exact.
3. Affinizations and R-matrices
3.1. Affinizations. Let R be a quiver Hecke algebra of arbitrary type. We recall the
notions of affinizations and R-matrices given in [16]. For β ∈ Q+ and i ∈ I, let
pi,β =
∑
ν∈Iβ
( ∏
a∈{1,...,ht(β)}, νa=i
xa
)
e(ν) ∈ R(β).(3.1)
Then pi,β belongs to the center of R(β). When there is no afraid of confusion, we
simply write pi for pi,β.
Definition 3.1. Let M be a simple R(β)-module. An affinization of M with degree
d
M̂
is an R(β)-module M̂ with an endomorphism z
M̂
of M̂ with degree d
M̂
∈ Z>0 and
an isomorphism M̂/z
M̂
M̂ ≃M such that
(i) M̂ is a finitely generated free module over the polynomial ring k[z
M̂
],
(ii) piM̂ 6= 0 for all i ∈ I.
Note that every affinization is essentially even, i.e. d
M̂
∈ 2Z>0 [16, Proposition 2.5].
Thus, from now on, we assume that every affinization is even.
Lemma 3.2 ([16, Lemma 2.7]). Let M̂ be an affinization of a simple R-module M .
Then we have
ENDRk[z
M̂
](β)(M̂) ≃ k[zM̂]id M̂.
In particular, pi|M̂ is a monomorphism.
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Lemma 3.3. Let i ∈ I and (M̂, z
M̂
) an affinization of a simple R(β)-module M . We
set m := εi(M) and m
′ := ε∗i (M). Then we have
(i) Em+1i M̂ ≃ 0 and E
(m)
i M̂ is an affinization of E
(m)
i M ,
(ii) E ∗ m
′+1
i M̂ ≃ 0 and E
∗ (m′)
i M̂ is an affinization of E
∗ (m′)
i M .
Proof. We shall only prove (i) since the case (ii) is similar. In the sequel, we ignore
grading shifts. Let d = deg z
M̂
. Applying the exact functor Em+1i to
0 −→ M̂
z
M̂−→ M̂ −→ M −→ 0,
we have an exact sequence
0 −→ Em+1i M̂
z
−→ Em+1i M̂ −→ 0.
Hence Nakayama’s lemma shows Em+1i M̂ ≃ 0. Applying the exact functor E
(m)
i to the
same exact sequence, we have an exact sequence
0 −→ qd M̂0
z
−→ M̂0 −→M0 −→ 0,
where M̂0 = E
(m)
i M̂, M0 = E
(m)
i M and z = E
(m)
i (zM̂).
Thus, it remains to show that pj,γ|M̂0 does not vanish for any j ∈ I, where γ =
β −mαi. We can regard M̂0 as a subspace of M̂ by
M̂0 ≃ {u ∈ e(mαi, β −mαi)M̂ | τku = 0 for 1 ≤ k < m}.
If j 6= i, then it is clear because pj,γ|M̂0 = pj,β|M̂0 is injective. Suppose that j = i.
Then, pi,β|M̂0 =
(
(x1 · · ·xm)pi,γ
)
|
M̂0
is injective. Hence pi,γ|M̂0 is also injective. 
In the sequel,
ti is an indeterminate of degree (αi, αi).(3.2)
Definition 3.4. Let i ∈ I and let M be an R(β)-module. We set m = εi(M), m
′ =
ε∗i (M) and n = ht(β). We define
χi(M)(ti) :=
(∑
ν∈Iβ
∏
νk=i
(ti − xk)e(ν)
)∣∣
M
∈ ENDR(M)[ti],
ei(M)(ti) := (ti − x1) · · · (ti − xm) |E(m)i M
∈ ENDR(E
(m)
i M)[ti],
e∗i (M)(ti) := (ti − xn−m′+1) · · · (ti − xn) |E∗ (m′)i M
∈ ENDR(E
∗ (m′)
i M)[ti].
Note that χi(M), ei(M) and e
∗
i (M) are homogeneous. If M is a simple module, then
χi(M), ei(M) and e
∗
i (M) are powers of ti. For an affinization M̂ of a simple module,
by Lemma 3.2 and Lemma 3.3, we have
χi(M̂), ei(M̂), e
∗
i (M̂) ∈ k[zM̂, ti].
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Lemma 3.5. Let γ ∈ Q+, m ∈ Z>0 and β = γ +mαi. Let M be a non-zero R(β)-
module such that εi(M) = m. Set B := ENDR(E
(m)
i M). Let f(ti) ∈ B[ti]. Then the
following conditions are equivalent:
(a) f(xk) = 0 in ENDk(E
m
i M) for any k such that 1 ≤ k ≤ m,
(b) f(xk) = 0 in ENDk(E
m
i M) for some k such that 1 ≤ k ≤ m,
(c) ei(M)(ti) divides f(ti), i.e., f(ti) ∈ B[ti] ei(M)(ti).
If we assume further that M is generated by e(mαi, γ)M = E
m
i M as an R(β)-module,
then the equivalent conditions above implies
(d) f(x1)|EiM = 0.
Proof. Set K =
{
a(x) ∈ ENDR(E
(m)
i M)[x1, . . . , xm] | a(x) kills E
m
i M
}
. Then K is
stable by sk since ϕk · a(x) ·ϕk = sk
(
a(x)
)
(see Lemma 3.10 below). It is stable also by
∂k by (1.1). Hence the equivalence of (a) and (b) is obvious. Assuming that f(x1) ∈ K,
let us prove f(ti) ∈ B[ti] ei(M).
It is easy to see ei(M)(x1) ∈ K. By dividing f(ti) by the monic polynomial ei(M)(ti)
of degree m, we may assume that f(ti) is a polynomial in ti of degree strictly less than
m. Write f(ti) =
∑n
j=0 ajt
j
i with 0 ≤ n < m and aj ∈ B. In order to see f(ti) = 0, it
is enough to show that an = 0. We have ∂n · · ·∂1f(x1) = (−1)
nan ∈ K. Hence an = 0.
Let us show (d). Set
e =
∑
ν∈Iγ ,ν1 6=i
e(ν) ∈ R(γ).
Then we have e(mαi, γ)M =
(
e(mαi)⊠ e
)
M . By the shuffle lemma, we have
R(β)e(mαi, γ) =
∑
w∈Sm,n
τw
(
R(mαi)⊠R(γ)
)
.
Here Sm,n = {w ∈ Sm+n | w(k) < w(k + 1) if 1 ≤ k < m+ n and k 6= m}. Hence
e(αi, β − αi)R(β)
(
e(mαi) ⊠ e
)
=
∑
w τwR(mαi) ⊠ R(γ)e, where w ranges over Sm,n
and w(m+ 1) 6= 1. It implies w(1) = 1. Hence we obtain
e(αi, β − αi)R(β)
(
e(mαi)⊠ e
)
⊂
(
R(αi)⊠ R(β − αi)
)
·
(
R(mαi)⊠R(γ)
)
.
Since we have a surjective map P (im)◦E(m)i M ։ M , we have
e(αi, β − αi)
(
P (im)◦E(m)i M
)
= e(αi, β − αi)R(β)
(
e(mαi)⊠ e
)(
P (im)⊠E
(m)
i M
)
⊂
(
R(αi)⊠ R(β − αi)
)(
P (im)⊠E
(m)
i M
)
.
Hence we obtain
e(αi, β − αi)M ⊂
(
R(αi)⊠ R(β − αi)
)
e(mαi, γ)M.
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Thus f(x1) kills e(αi, β − αi)M . 
Let z be an indeterminate of degree d ∈ Z>0 and we set
A := k[z].
Proposition 3.6. Let i ∈ I and m ∈ Z>0. We take a homogeneous monic polynomial
f(ti) ∈ A[ti] such that
(i) degti f(ti) = m,
(ii) f(0) 6= 0.
Then, there is an affinization M̂ of L(im) with χi(M̂) = f(ti).
Proof. Let RA be a quiver Hecke algebra over the polynomial ring A. We set Λ :=mΛi
and aΛ(ti) := f(ti). We now define
M̂ := F
aΛ (m)
i (A) ∈ R
aΛ
A (Λ−mαi)-Mod
and consider the endomorphism z ∈ ENDR(M̂) defined by u 7→ zu for u ∈ M̂. We shall
prove that (M̂, z) is an affinization of L(im).
Since the functor F
aΛ (m)
i gives an equivalence of the category of modules over R
aΛ
A (Λ−
mαi) and the one over R
aΛ
A (Λ) = A by Proposition 1.4, we have
(i) M̂ is a finitely generated projective module over RaΛA (Λ−mαi).
(ii) ENDRaΛA (Λ−mαi)
(M̂) ≃ A.
(iii) the exact sequence 0→ q2A
z
→ A→ k→ 0 gives the exact sequence
0→ q2 M̂
z
→ M̂→ L(im)→ 0.
By (i), M̂ is a finitely generated free module over A.
On the other hand, (ii) implies χi(M̂)(ti) ∈ A[ti] and we know that
(a) degti(f(ti)) = m = degti(χi(M̂)(ti)),
(b) f(xm)|M̂ = aΛ(xm)|M̂ = 0,
(c) f(ti) and χi(M̂)(ti) are monic.
Thus, Lemma 3.5 implies that
χi(M̂)(ti) = f(ti),
which tells, by the assumption,
pi|M̂ = (−1)
mχi(M̂)(0) = (−1)
mf(0) 6= 0.
Therefore, (M̂, z) is an affinization of L(im) with χi(M̂) = f(ti). 
Definition 3.7. For a homogeneous monic polynomial f(ti) ∈ A[ti] such that
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(i) degti f(ti) = m,
(ii) f(0) 6= 0,
we denote by W(i, f(ti)) the affinization of L(i
m) defined in Proposition 3.6.
Remark 3.8. Let k[x1, . . . , xm] be the faithful polynomial representation of R(mαi)
[18, Example 2.2]. Since P (im) is isomorphic to k[x1, . . . , xm] up to a grading shift,
one can show that
W(i, f(ti)) ≃ k[z, x1, . . . , xm]
/( m∑
j=1
k[z, x1, . . . , xm](ej(x)− aj(z))
)
up to a grading shift. Here ej(x) (1 ≤ j ≤ m) is the j-the elementary symmetric
polynomial in (x1, . . . , xm) and f(ti) =
∑m
j=0(−1)
jaj(z)t
m−j
i (aj(z) ∈ k[z]).
Lemma 3.9. Let A be a commutative k-algebra, i ∈ I and let M̂ be an RA(β)-module.
We set m := εi(M̂). Let h : ENDRA(M̂)→ ENDRA(E
(m)
i M̂) be the canonical map. Then
we have h(χi(M̂)) = ei(M̂)χi(E
(m)
i M̂) as elements of ENDRA(E
(m)
i M̂)[ti].
Similarly, setting and m′ := ε∗i (M) and h
∗ : ENDRA(M̂) → ENDRA(E
∗ (m′)
i M̂) the
canonical map, we have h∗
(
χi(M̂)
)
= χi(E
∗ (m′)
i M̂)e
∗
i (M̂).
Proof. Set γ = β −mαi and chi,β(ti) =
∑
ν∈Iβ
∏
νk=i
(ti − xk)e(ν) ∈ R(β)[ti]. Then we
have chi,β(ti)e(mαi, γ) = chi,mαi(ti)⊠ chi,γ(ti). Hence we have
chi,β(ti)
∣∣
E
(m)
i M̂
=
( m∏
k=1
(ti − xk)
)∣∣
E
(m)
i M̂
· chi,γ(ti)
∣∣
E
(m)
i M̂
= ei(M̂)χi(E
(m)
i M̂).
The case for E∗i can be proved similarly. 
3.2. R-matrices. Let β ∈ Q+ with m = ht(β). For k = 1, . . . , m− 1 and ν ∈ I
β, the
intertwiner ϕk is defined by
ϕke(ν) =
{
(τkxk − xkτk)e(ν) = (xk+1τk − τkxk+1)e(ν) if νk = νk+1,
τke(ν) otherwise.
Lemma 3.10 ([12, Lemma 1.5]).
(i) ϕ2ke(ν) = (Qνk,νk+1(xk, xk+1) + δνk,νk+1) e(ν).
(ii) {ϕk}k=1,...,m−1 satisfies the braid relation.
(iii) For a reduced expression w = si1 · · · sit ∈ Sm, we set ϕw := ϕi1 · · ·ϕit. Then ϕw
does not depend on the choice of reduced expression of w.
(iv) For w ∈ Sm and 1 ≤ k ≤ m, we have ϕwxk = xw(k)ϕw.
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(v) For w ∈ Sm and 1 ≤ k < m, if w(k + 1) = w(k) + 1, then ϕwτk = τw(k)ϕw.
For m,n ∈ Z≥0, we set w[m,n] to be the element of Sm+n such that
w[m,n](k) :=
{
k + n if 1 ≤ k ≤ m,
k −m if m < k ≤ m+ n.
Let β, γ ∈ Q+ and set m := ht(β) and n := ht(γ). For M ∈ R(β)-Mod and N ∈
R(γ)-Mod, the R(β)⊗R(γ)-linear mapM⊗N → N ◦M defined by u⊗v 7→ ϕw[n,m](v⊗
u) can be extended to an R(β + γ)-module homomorphism (up to a grading shift)
RM,N : M ◦N −→ N ◦M.
Let M̂ be an affinization of a simple R-moduleM , and let N be a non-zero R-module.
We define a homomorphism (up to a grading shift)
Rnorm
M̂,N
:= z
M̂
−sR
M̂,N : M̂◦N −→ N ◦ M̂,
where s is the largest integer such that R
M̂,N(M̂◦N) ⊂ zM̂
s(N ◦ M̂). We define
rM,N : M ◦N −→ N ◦M
to be the homomorphism (up to a grading shift) induced from Rnorm
M̂,N
by specializing at
z
M̂
= 0. By the definition, rM,N never vanishes. We now define
Λ(M,N) := deg(rM,N),
Λ˜(M,N) :=
1
2
(
Λ(M,N) + (wt(M),wt(N))
)
,
d(M,N) :=
1
2
(
Λ(M,N) + Λ(N,M)
)
.
Lemma 3.11. Let M be a simple R(α)-module and N a simple R(β)-module. Assume
that one of them is real simple and admits an affinization of degree d. Then one has
Λ˜(M,N), d(M,N) ∈
d
2
Z≥0.
Proof. We treat only the case when M is real and admits an affinization (M̂, z
M̂
).
Set m = |α| and n = |β|. For w ∈ Sr, choosing a reduced expression si1 · · · siℓ of w,
we write τw = τi1 · · · τiℓ .
Then, by [12, (1.17)], we have for u ∈ M̂ and v ∈ N
R
M̂,N(u⊠ v) ∈ τw[n,m]
 ∑
µ∈Iα,ν∈Iβ
∏
(i,j)∈B(ν,µ)
(xi − xj)e(ν, µ)
 v ⊠ u+ ∑
w≺w[n,m]
τw(N ⊠M),
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where B(ν, µ) = {(i, j) | 1 ≤ i ≤ n < j ≤ m+ n, νi = µj}. We have ∑
µ∈Iα,ν∈Iβ
∏
(i,j)∈B(ν,µ)
(xi − xj)e(ν, µ)
 v ⊠ u =
 ∑
µ∈Iα,ν∈Iβ
∏
(i,j)∈B(ν,µ)
(−xj)e(ν, µ)
 v ⊠ u
= ±v ⊠
(∏
i∈I
pi,α
) 2(β,Λi)
(αi,αi)u = cz
M̂
su
for some c ∈ k× and s ∈ Z≥0. Therefore, we obtain
R
M̂,N(u⊠ v) ∈ czM̂
sτw[n,m]e(β, α)(v ⊠ u) +
∑
w≺w[n,m]
τw(N ⊠M).
Thus we conclude
Rnorm
M̂,N
(u⊠ v) ∈ cz
M̂
aτw[n,m]e(β, α)(v ⊠ u) +
∑
w≺w[n,m]
τw(N ⊠M)
for some a ∈ Z≥0. Then we obtain
2Λ˜(M,N) = deg(Rnorm
M̂,N
) + (α, β)
= deg(z
M̂
aτw[n,m]e(β, α)) + (α, β)
= deg(z
M̂
a) ∈ dZ≥0.
Now let us show the case of d(M,N). By Proposition 3.13 (iii) below, we have
Rnorm
N,M̂
◦ Rnorm
M̂,N
= cz
M̂
s id
M̂◦N
for some c ∈ k× and s ∈ Z≥0. Then we have
2 d(M,N) = deg
(
Rnorm
N,M̂
◦ Rnorm
M̂,N
)
= deg(z
M̂
s) ∈ dZ≥0.

Corollary 3.12. Let M be a simple module. We assume that wt(M) 6= 0 and M is
real and admits an affinization. Then we have(
wt(M),wt(M)
)
> 0.
Proof. Since Λ(M,M) = 0, we have
0 ≤ 2Λ˜(M,M) =
(
wt(M),wt(M)
)
.
If
(
wt(M),wt(M)
)
= 0, then Λ˜(M,M) = 0 and one has
r
M,M
(u⊠ v) ∈ τw[n,n](v ⊗ u) +
∑
w<w[n,n]
τw(M ⊠M).
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Hence r
M,M
6∈ k idM◦M , which contradicts the fact that M ◦M is simple. 
Proposition 3.13 ([16, Proposition 2.10, Proposition 2.11]). Let M and N be simple
R-modules. Suppose that M is real and admits an affinization M̂.
(i) M ◦N has a simple head and a simple socle. Moreover, Im(rM,N) is equal to
M ∇N and N ∆M up to grading shifts.
(ii)
HOMR(M ◦N,M ◦N) = k idM◦N , HOMR(N ◦M,N ◦M) = k idN◦M ,
HOMR(M ◦N,N ◦M) = k rM,N , HOMR(N ◦M,M ◦N) = k rN,M .
(iii)
HOMRk[z
M̂
]
(M̂◦N, M̂◦N) = k[z
M̂
] id
M̂◦N , HOMRk[z
M̂
]
(N ◦ M̂, N ◦ M̂) = k[z
M̂
] idN◦ M̂,
HOMRk[z
M̂
]
(M̂◦N,N ◦ M̂) = k[z
M̂
] Rnorm
M̂,N
, HOMRk[z
M̂
]
(N ◦ M̂, M̂◦N) = k[z
M̂
] Rnorm
N,M̂
.
Now assume that N has an affinization (N̂, z
N̂
). Then similarly to the case of M ,
we can define Rnorm
M,N̂
. The proposition above implies that deg Rnorm
M̂,N
= degRnorm
M,N̂
, and
Rnorm
M̂,N
|z
M̂
=0 = R
norm
M,N̂
|z
N̂
=0 up to a constant multiple. Hence Λ(M,N) and rM,N (up
to a constant multiple) are well defined when either M or N admits an affinization.
Moreover, they do not depend on the choice of the affinization.
Lemma 3.14 – 3.21 below were proved when R is symmetric. However they still hold
also for non-symmetric case. Since the proofs are similar, we omit the proofs.
Lemma 3.14 ([14, Lemma 3.1.4]). Let M and N be self-dual simple R-modules. If
one of them is real and also admits an affinization, then qΛ˜(M,N)M ∇N is a self-dual
simple R-module.
Lemma 3.15 (cf. [15, Corollary 3.8]). Let M be a simple R-module. For i ∈ I, we
have
Λ(L(i),M) = (αi, αi)εi(M) + (αi,wt(M)),
Λ(M,L(i)) = (αi, αi)ε
∗
i (M) + (αi,wt(M)).
Lemma 3.16 ([14, Proposition 3.2.8 and 3.2.10]). Let M , N , N ′ and L be simple
modules. Assume that M is real and admits an affinization. Let N ◦N ′ ։ L be an
epimorphism. Then we have
(i) Λ(M,L) ≤ Λ(M,N) + Λ(M,N ′),
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(ii) if Λ(M,L) = Λ(M,N) +Λ(M,N ′), then the following diagram commutes up to a
constant multiple.
M ◦N ◦N ′
r
M,N
//

N ◦M ◦N ′
r
M,N ′
// N ◦N ′◦M

M ◦L
r
M,L
// L◦M.
Note that L ≃ N ∇N ′ if either N or N ′ is real and admits an affinization.
Lemma 3.17 ([14, Corollary 4.1.2]). Let M and N be simple R-modules such that M
and N do not strongly commute. Assume that either M or N is real and admits an
affinization. Then, in the Grothendieck group K(R-gmod), we can write
[M ◦N ] = [M ∇N ] + [M ∆N ] +
∑
k
[Sk]
for some simple R-modules Sk.
(i) If M is real and admits an affinization, then
Λ(M,M ∆N), Λ(M,Sk) < Λ(M,N) = Λ(M,M ∇N),
Λ(M ∇N,M), Λ(Sk,M) < Λ(N,M) = Λ(N ∇M,M).
In particular d(M,S) < d(M,N) for any simple subquotient S of M ◦N .
(ii) If N is real and admits an affinization, then
Λ(N,M ∇N), Λ(N, Sk) < Λ(N,M) = Λ(N,N ∇M),
Λ(M ∆N,N), Λ(Sk, N) < Λ(M,N) = Λ(M ∇N,N).
In particular d(S,N) < d(M,N) for any simple subquotient S of M ◦N .
Corollary 3.18. Let M be a real simple module which admits an affinization. Let X be
an R-module in R-gmod. Let n ∈ Z>0 and assume that any simple subquotient S of X
satisfies d(M,S) ≤ n. Then any simple subquotient S of M ◦X satisfies d(M,S) < n.
In particular, any simple subquotient of M◦n◦X strongly commutes with M .
Proof. We can reduce to the case where X is simple. Then the assertion follows from
Lemma 3.17. 
Lemma 3.19 ([14, Theorem 4.1.3]). Let M be a simple R-module, and let x be the
element of the Grothendieck group K(R-gmod) given by
x =
∑
b∈B(∞)
ab[Lb],
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where Lb is the self-dual simple module corresponding to b in the crystal B(∞) of U
−
q (g)
and ab ∈ Z[q, q
−1]. If
(a) M is real and admits an affinization,
(b) x[M ] = ql[M ]x for some l ∈ Z,
then we have, for b ∈ B(∞) with ab 6= 0,
(i) M strongly commutes with Lb,
(ii) Λ(M,Lb) = l.
Lemma 3.20 ([14, Corollary 4.1.4]). Let M and N be simple R-modules. Suppose that
(i) either M or N is real and admits an affinization,
(ii) [M ][N ] = ql[N ][M ] for some l ∈ Z in the Grothendieck group K(R-gmod).
Then, M and N strongly commute and Λ(M,N) = −Λ(N,M) = −l.
Lemma 3.21 ([13, Proposition 3.6, Corollary 3.7]). Let M be a simple R(β)-module.
Suppose that M is real and admits an affinization. Then we have the following.
(i) For a simple R(β + γ)-module L, the R(γ)-module HOMR(β+γ)(M ◦R(γ), L) is
either zero or has a simple socle.
(ii) The map N 7→ M ∇ N between the set of the isomorphism classes of simple
R-modules is injective.
Proposition 3.22. Let M , N and N ′ be simple R-modules. Suppose that M is real
and admits an affinization. If there exists non-zero homomorphism f ∈ HOMR(M ◦N,
N ′◦M), then N ≃ N ′ up to a grading shift.
Proof. Suppose that N 6≃ N ′. Since M is real, M ∇ N is simple and appears in
Im(f) ⊂ N ′◦M as a subquotient, which tells that M ∇N also appears in M ◦N ′ as a
subquotient. As N 6≃ N ′, Lemma 3.21 implies M ∇ N 6≃ M ∇ N ′. Thus, by Lemma
3.17, we have
Λ(M,N) = Λ(M,M ∇N) < Λ(M,N ′).
On the other hand, taking the dual of f , we have a non-zero homomorphism
f ⋆ : M ◦N ′ → N ◦M up to a grading shift. Thus, by the same argument as above,
we obtain
Λ(M,N ′) < Λ(M,N),
which is a contradiction. Therefore, N and N ′ are isomorphic to each other. 
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3.3. Determinantial modules.
Let A = ⊕n≥0An be a commutative positively graded algebra as in Section 1.3.
We assume A0 = k for simplicity. Let Λ ∈ P+. We take a family aΛ = {aΛ,i(ti)}
of parameters in Section 1.3 such that aΛ,i(ti) ∈ A[ti] is monic. Recall that R
aΛ
A (λ)
denotes the associated cyclotomic quiver Hecke algebra for λ ∈ P.
Let λ, µ ∈ WΛ and we choose w, v ∈ W such that λ = wΛ and µ = vΛ. Take
reduced expressions w = si1 · · · sil and v = sj1 · · · sjt, and set mk = 〈hik , sik+1 · · · silΛ〉
for k = 1, . . . l, and nk = 〈hjk , sjk+1 · · · sjtΛ〉 for k = 1, . . . , t. We define
M(λ,Λ; aΛ) := F
aΛ (m1)
i1
· · ·F
aΛ (ml)
il
A,
M(λ, µ; aΛ) := E
∗ (n1)
j1
· · ·E
∗ (nt)
jt M(λ,Λ; aΛ),
where A is regarded as the module over RΛA(Λ) ≃ A.
When A = k and aΛ = {aΛ,i(ti)} is given by aΛ,i(ti) = t
〈hi,Λ〉
i , we write M(λ,Λ) and
M(λ, µ) instead of M(λ,Λ; aΛ) and M(λ, µ; aΛ).
Proposition 3.23 ([11] and [15, Lemma 1.7, Proposition 4.2]). Let Λ ∈ P+, and
λ, µ ∈ WΛ with λ  µ.
(i) M(λ, µ; aΛ) is a finitely generated projective A-module.
(ii) M(λ, µ) is a real simple module.
(iii) If 〈hi, λ〉 ≤ 0 and siλ  µ, then
εi(M(λ, µ; aΛ)) = −〈hi, λ〉 and E
(−〈hi,λ〉)
i M(λ, µ; aΛ) ≃ M(siλ, µ; aΛ).
(iv) If 〈hi, µ〉 ≥ 0 and λ  siµ, then
ε∗i (M(λ, µ; aΛ)) = 〈hi, µ〉 and E
∗(〈hi,µ〉)
i M(λ, µ; aΛ) ≃ M(λ, siµ; aΛ).
Proof. (i) follows from [11] and (ii)–(iv) forM(λ, µ) follows from [15, Lemma 1.7, Propo-
sition 4.2]. (iii) and (iv) for M(λ, µ; aΛ) follows from the case M(λ, µ) by noticing that
k⊗A M(λ, µ; aΛ) ≃ M(λ, µ), and hence M(λ, µ; aΛ) ≃ 0 if and only if M(λ, µ) ≃ 0. 
Proposition 3.24 ([15, Corollary 4.7]). Let Λ ∈ P+.
(i) Let i ∈ I and v ∈ W such that vsi < v and n := 〈hi,Λ〉 > 0. Then M(vΛ, vsiΛ)
is a -cuspidal R(−nvαi)-module, where  is a convex order corresponding to a
reduced expression of v given in Proposition 1.8.
(ii) Let  be a convex order corresponding to a reduced expression w = si1 · · · siℓ of w ∈
W given in Proposition 1.8. Then the sequence obtained from (M(wℓΛ, wℓ−1Λ),
. . ., M(w1Λ, w0Λ)) by removing M(wkΛ, wk−1Λ) such that wkΛ = wk−1Λ, is a
-cuspidal decomposition of M(wΛ,Λ), where wk = si1 · · · sik for k = 1, . . . , ℓ.
LOCALIZATIONS FOR QUIVER HECKE ALGEBRAS 47
By Proposition 1.4, we have
ENDRaΛA
(M(λ,Λ; aΛ)) ≃ ENDRaΛA (Λ)(A) ≃ A.(3.3)
Hence χi(M(λ,Λ; aΛ)) and ei(M(λ,Λ; aΛ)) are regarded as elements of A[ti]. Note that,
by Lemma 3.9 and (3.3), if 〈hi, λ〉 ≤ 0, we have
χi(M(λ,Λ; aΛ)) = ei(M(λ,Λ; aΛ))χi(M(siλ,Λ; aΛ)) ∈ A[ti].(3.4)
For i ∈ I and µ ∈ WΛ, we set
Fi,µ(ti) := aΛ,i(ti) ·
( ∑
ν∈IΛ−µ
∏
1≤k≤n, νk 6=i
Qi,νk(ti, xk)e(ν)
)∣∣
M(µ,Λ;aΛ)
∈ A[ti].(3.5)
Here n = |Λ− µ|.
For i, j ∈ I such that i 6= j and µ ∈ WΛ such that n :=−〈hj , µ〉 ≥ 0, we set
qi,j, µ(ti) :=
( n∏
k=1
Qi,j(ti, xk)
)∣∣
e(jn,∗)M(µ,Λ;aΛ)
∈ A[ti].
Thanks to (3.3), Fi,µ(ti) and qi,j, ζ(ti) can be viewed as quasi-monic polynomials in
A[ti].
Proposition 3.25.
(i) For any µ ∈ WΛ, we have
Fi,µ(ti) = γ χi
(
M(µ,Λ; aΛ)
)
(ti) · χi
(
M(siµ,Λ; aΛ)
)
(ti)
for some γ ∈ k×.
(ii) For i, j ∈ I and λ ∈ WΛ such that λ ≺ siλ ≺ sjsiλ, set µ = siλ and ζ = sjµ.
Then we have
ei(M(λ,Λ; aΛ))(ti) =
γ qi,j,µ(ti)ei(M(siζ,Λ; aΛ))(ti) if 〈hi, ζ〉 ≥ 0,γ qi,j,µ(ti)
ei(M(ζ,Λ; aΛ))(ti)
if 〈hi, ζ〉 ≤ 0
for some γ ∈ k×.
Proof. For simplicity, we set
M(ξ) :=M(ξ,Λ; aΛ) and χi,ξ(ti) := χi(M(ξ))(ti), ei,ξ(ti) := ei(M(ξ))(ti),
for ξ ∈ WΛ.
Let us show (i) by induction on |Λ− µ|. If µ = Λ, it is trivial since χi
(
M(siΛ)
)
=
ei
(
M(siΛ)
)
= aΛ,i(ti) by Lemma 3.5. Assume that µ 6= Λ.
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If 〈hi, µ〉 < 0, then we have
Fi,µ(ti) = Fi,siµ(ti) = γχi
(
M(µ)
)
· χi
(
M(siµ)
)
for some γ ∈ k×,
where the last equality follows from induction hypothesis applied to siµ.
Hence we may assume that 〈hi, µ〉 ≥ 0. Set λ = siµ. Take j ∈ I such that 〈hj, µ〉 < 0,
and set ζ = sjµ. For such µ and λ, we shall show (i) and (ii). We set l := |〈hi, ζ〉|,
m := 〈hi, µ〉 and n := 〈hj, ζ〉.
Note that
χi,ζ(ti) = χi,µ(ti).(3.6)
By the definitions, ei,λ(ti) and qi,j,µ(ti) are quasi-monic, and
deg ei,λ(ti) = 2(αi, µ), deg qi,j,µ(ti) = 2(αi, µ− ζ).(3.7)
(Case 1): Assume that l = 〈hi, ζ〉 ≥ 0. Note that deg(ei,λ(ti)) = deg
(
qi,j,µ(ti)ei,siζ(ti)
)
by (3.7). Thus, by Lemma 3.5, in order to see (ii), it suffices to show that
qi,j,µ(xm)ei,siζ(xm)u = 0 for any u ∈ e(i
m, ∗)M(λ).
Let us first show
ei,siζ(x1)e(i, ∗)R
aΛ
A (ζ − αi) = 0.(3.8)
If l = 〈hi, ζ〉 = 0, then R
aΛ
A (ζ−αi) ≃ 0 and (3.8) holds. Assume 〈hi, ζ〉 > 0. Lemma 3.5
implies that ei,siζ(xl)e(i
l, ∗)M(siζ) = 0. Since M(siζ) is a unique indecomposable pro-
jective RaΛA (siζ)-module,
ei,siζ(xl)e(i
l, ∗)RaΛA (siζ) = 0.
On the other hand, we have by [22, Lemma 4.14]
E
aΛ (l−1)
i F
aΛ (l)
i R
aΛ
A (ζ) ≃ F
aΛ
i R
aΛ
A (ζ) ≃ R
aΛ
A (ζ − αi)
up to grading shifts. Since e(i, ∗)RaΛA (ζ−αi) is a direct summand of E
aΛ l
i F
aΛ l
i R
aΛ
A (ζ) ≃
e(il, ∗)RaΛA (siζ), we obtain (3.8).
Then, we have
ei,siζ(xm+n)e(i
m−1, jn, i, ∗)M(λ) = 0,
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because e(im−1, jn, i, ∗)M(λ) is an e(im−1, jn)⊠e(i, ∗)RaΛA (ζ−αi)e(i, ∗)-module. Hence,
for any u ∈ e(im, jn, ∗)M(λ), we have
0 = (τmτm+1 · · · τm+n−1)ei,siζ(xm+n)(τm+n−1 · · · τm+1τm)u
= ei,siζ(xm)
( n∏
k=1
Qi,j(xm, xm+k)
)
u
= ei,siζ(xm)qi,j,µ(xm)u.
Thus, we have proved (ii).
Let us show (i). By the induction hypothesis, we have Fi,ζ(ti) = γχi,ζ(ti)χi,siζ(ti) for
some γ ∈ k×. Since Fi,µ(ti) = qi,j,µ(ti)Fi,ζ(ti), we have, up to a constant multiple,
Fi,µ(ti) = qi,j,µ(ti)Fi,ζ(ti) = qi,j,µ(ti)χi,ζ(ti)χi,siζ(ti) = qi,j,µ(ti)χi,ζ(ti)ei,siζ(ti)χi,ζ(ti)
= ei,λ(ti)χi,µ(ti)χi,µ(ti) = χi,siµ(ti)χi,µ(ti).
Here the second equality follows from the induction hypothesis applied to ζ , and the
fourth equality follows from (ii) and (3.6).
(Case 2): We assume that 〈hi, ζ〉 < 0. Since e(i, ∗)M(µ) = 0, we have
0 = (τn · · · τ2τ1)(τ1τ2 · · · τn)v =
( n∏
k=1
Qi,j(xn+1, xk)
)
v = qi,j,µ(xn+1)v
for any v ∈ e(jn, i, ∗)M(µ). Hence we have qi,j,µ(x1)e(i, ∗)M(ζ) = 0.
Thus, Lemma 3.5 implies that
ei,ζ(ti) divides qi,j,µ(ti).(3.9)
We shall set
Si,µ(ti) :=
(
χi,µ(ti)
)2
.
Then (i) is equivalent to
Fi,µ(ti) = ei,λ(ti)Si,µ(ti).(3.10)
Now we have, by (3.6) and the induction hypothesis,
Fi,µ(ti) = qi,j,µ(ti)Fi,ζ(ti) = qi,j,µ(ti)χi,ζ(ti)χi,siζ(ti)
= qi,j,µ(ti)χi,ζ(ti)
2ei,ζ(ti)
−1 = qi,j,µ(ti)ei,ζ(ti)
−1Si,µ(ti).
(3.11)
Note that qi,j,µ(ti)ei,ζ(ti)
−1 belongs to A[ti] by (3.9).
We now shall use results of [11] with β = Λ− µ. 1
1 The convention of Fi, Ei in [11] is different from ours. The notation EiM is e(∗, i)M in [11] and
e(i, ∗)M in our paper, etc.
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In the diagram [11, (5.6)], K ′1, K
′
0 and F
Λ
i E
Λ
i R
Λ(β) in the first row vanish. Hence
the diagram reduces (under our notations) to
0 −→ q2(αi,µ)A[ti]⊗A R
aΛ
A (µ)
A
−−→ A[ti]⊗A R
aΛ
A (µ)
p
−→ e(i, ∗)RaΛA (µ− αi)e(i, ∗) −→ 0.
Here A is an RaΛA (µ)-bilinear map
2 and p is given by p(f(ti)⊗ a) = f(x1)e(i)⊠ a.
Under the notation in [11, (5.10)], ϕ0(ti) := A (1) commutes with R
aΛ
A (µ). Hence
ϕ0(ti) ∈ A[ti]. Since ϕ0(ti) is the image of A , we have ϕ0(x1)e(i, ∗)R
aΛ
A (µ−αi)e(i, ∗) =
0, which implies ϕ0(x1)e(i
〈hi,µ〉, ∗)RaΛA (siµ) = 0. Hence ei,siµ(ti) divides ϕ0(ti). Since
ϕ0(ti) is a quasi-monic polynomial in ti of degree 〈hi, µ〉 by [11, Proposition 5.3], ϕ0(ti)
coincides with ei,siµ(ti) up to constant multiples.
By [11, Lemma 5.5], we have
Fi,µ(ti) = γϕ0(ti)Si,µ(ti) + (a polynomial in ti of degree < degti Si,µ(ti)),
for some γ ∈ k×. Hence (3.11) implies that
ei,siµ(ti) = ϕ0(ti) = qi,j,µ(ti)ei,ζ(ti)
−1 up to a constant multiple,(3.12)
and Fi,µ(ti) = ei,siµ(ti)Si,µ(ti) up to a constant multiple. 
Let z be an indeterminate of degree d ∈ 2Z>0 such that 2(αi,Λ) ∈ dZ, and set
A = k[z].
We take a family aΛ = {aΛ,i(ti)} of parameters as in Section 1.3 such that aΛ,i(ti) ∈ A[ti]
is a monic polynomial and
aΛ,i(0) ∈ k
×z2(αi,Λ)/d.(3.13)
Then one can consider the cyclotomic quiver Hecke algebra and the modulesM(λ, µ; aΛ)
for λ, µ ∈ WΛ.
Theorem 3.26. For λ, µ ∈ WΛ with λ  µ, M(λ, µ; aΛ) is an affinization of M(λ, µ).
Proof. We shall first treat the case µ = Λ. We know already that M(λ,Λ; aΛ) is a
finitely generated projective A-module, and k ⊗A M(λ,Λ; aΛ) ≃ M(λ,Λ). Hence we
have an exact sequence
0→ qdM(λ,Λ; aΛ)
z
→ M(λ,Λ; aΛ)→ M(λ,Λ)→ 0.
The only remaining condition which we have to check is that pi|M(λ,Λ;aΛ) 6= 0.
We shall use induction on ht(Λ−λ). Since the case λ = Λ is trivial, we may assume
that λ 6= Λ. If there exists j ∈ I such that j 6= i and 〈hj , λ〉 < 0, then we have
2 The homomorphism A is denoted by A in [11].
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pi|M(λ,Λ;aΛ) = pi|M(sjλ,Λ;aΛ) does not vanish by the induction hypothesis applied to sjλ.
Hence, we may assume that 〈hi, λ〉 < 0. We have
pi|M(λ,Λ;aΛ) = ±χi
(
M(λ,Λ; aΛ)
)
(0).
By Proposition 3.25 (i), χi
(
M(λ,Λ; aΛ)
)
(ti) divides Fi,λ(ti). Hence we have
Fi,λ(0) ∈ kχi
(
M(λ,Λ; aΛ)
)
(0).
Hence it is enough to show that Fi,λ(0) does not vanish. We have Fi,λ(ti) = Fi,siλ(ti)
and Fi,siλ(0) is a product of ai,Λ(0), a power of χj(M(siλ,Λ; aΛ))(0) (j ∈ I) and an
element of k×. The induction hypothesis applied to siλ shows that they does not
vanish. Hence Fi,λ(0) does not vanish.
The case µ ≺ Λ follows from Lemma 3.3 applied to M(λ,Λ; aΛ). 
Proposition 3.27 (cf. [14, Proposition 10.2.3]). Let λ, µ ∈ P+, and s, s
′, t, t′ ∈ W such
that ℓ(s′s) = ℓ(s′) + ℓ(s), ℓ(t′t) = ℓ(t′) + ℓ(t), s′sλ  t′λ, and s′µ  t′tµ. Then we
obtain
(i) M(s′sλ, t′λ) and M(s′µ, t′tµ) strongly commute,
(ii) Λ(M(s′sλ, t′λ),M(s′µ, t′tµ)) = (s′sλ+ t′λ, t′tµ− s′µ),
(iii) Λ˜(M(s′sλ, t′λ),M(s′µ, t′tµ)) = (t′λ, t′tµ − s′µ),
(iv) Λ˜(M(s′µ, t′tµ),M(s′sλ, t′λ)) = (s′µ− t′tµ, s′sλ).
Proof. By [14, Proposition 9.1.6] (cf. [5, (10.2)]), we have
D(s′sλ, t′λ)D(s′µ, t′tµ) = q(s
′sλ+t′λ,s′µ−t′tµ)D(s′µ, t′tµ)D(s′sλ, t′λ).
Thus, the assertions follow from [M(λ, µ)] = D(λ, µ) ([15, Proposition 4.1]) and Lemma
3.20. 
4. Braiders in R-gmod
4.1. Non-degenerate braiders. Let R be a quiver Hecke algebra of arbitrary type.
Then any module has a structure of braiders in R-gmod.
Proposition 4.1. Let β ∈ Q+, and let M be a simple R(β)-module. We assume
that, for every i ∈ I, an (R(β + αi), R(αi))-bilinear homomorphism Ri : M ◦R(αi) →
qφiR(αi)◦M is given. Then, there exists a graded braider (M,RM , φ) in R-gmod such
that the morphism RM(R(αi)) : M ◦R(αi)→ qφ(αi)R(αi)◦M coincides with Ri for ev-
ery i ∈ I. Moreover, such a graded braider is unique up to an isomorphism.
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Proof. For α ∈ Q+ with n = ht(α), we set
R˜(α) := k[x±11 , . . . , x
±1
n ]⊗k[x1,...,xn] R(α).
The algebra structure of R˜(α) is given similarly to R(α) with the use of (1.1).
For i ∈ I, we set R˜i := Ri ⊗R(αi) R˜(αi) : M ◦R˜(αi) → R˜(αi)◦M . Then one has
R˜i = ciz
mi
i RM,R˜(αi) for some ci ∈ k and mi ∈ Z by Proposition 3.13 (iii). Here,
zi ∈ EndR˜(αi)(R˜(αi)) is the right multiplication by x1. For any γ ∈ Q+ with ht(γ) = m,
we define RM (R˜(γ)) by aγRM,R˜(γ), where
aγ =
∑
ν∈Iγ
(
n∏
k=1
cνkx
mνk
k e(ν)
)
∈ R˜(γ).
Since aγ belongs to the center of R˜(γ), RM(R˜(γ)) is an (R(β + γ), R(γ))-bilinear
homomorphism. Since it sends M ◦R(γ) to R(γ)◦M , we obtain an (R(β + γ), R(γ))-
bilinear homomorphism RM(R(γ)) : M ◦R(γ)→ R(γ)◦M . Thus, it is enough to define
RM(X) = RM(R(γ))⊗R(γ) X : M ◦X → X ◦M .
The uniqueness is obvious by the construction. 
Definition 4.2. LetM be a simple R-module. A graded braider (M,RM , φ) in R-gmod
is non-degenerate if RM(L(i)) : M ◦L(i) → qφ(αi)L(i)◦M is a non-zero homomor-
phism.
By Proposition 4.1 and the construction of a graded braider there, we have the
following uniqueness statement.
Lemma 4.3. Let M be a simple R-module. Then we have
(i) there exists a non-degenerate graded braider structure (M,R, φ),
(ii) if (M,R′, φ′) is another non-degenerate graded braider structure, then φ = φ′ and
there exists a group homomorphism c : Q→ k× such that R′(X) = c(β)R(X) for
any X ∈ R(β)-gmod.
For a non-degenerate graded braider (M,R, φ), one has
RM(R(αi)) = R
norm
M,R(αi)
up to a constant multiple.(4.1)
Note that we have
φ(αi) = −Λ(M,L(i)) for a non-degenerate graded braider (M,R, φ).(4.2)
Proposition 4.4. Let M be a simple module which is real and admits an affinization.
Let (M,RM , φ) be a non-degenerate graded braider in R-gmod. Let β ∈ Q+ and let N
be a simple R(β)-module. Then we have
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(i) Λ(M,N) ≤ −φ(β).
(ii) The morphism RM (N) : M ◦N → q
φ(β)N ◦M vanishes if Λ(M,N) < −φ(β), and
does not vanish if Λ(M,N) = −φ(β).
Proof. We argue by induction on |β|. If β = 0, then the assertion is trivial. If β 6= 0
take i ∈ I such that εi(N) 6= 0. Then set N0 = E˜i(N). Then we have N ≃ L(i) ∇N0.
By Lemma 3.16, we have
Λ(M,N) ≤ Λ(M,L(i)) + Λ(M,N0) ≤ −φ(αi)− φ(β − αi) = −φ(β).(4.3)
Hence we obtain (i).
Let us show (ii). If Λ(M,N) < −φ(β), then RM(N) = 0 since HOM(M ◦N,N ◦M) =
kr
M,N
is concentrated in degree Λ(M,N).
Assume that Λ(M,N) = −φ(β). Then Λ(M,N0) = −φ(β − αi) and Λ(M,N) =
Λ(M,L(i)) + Λ(M,N0) by (4.3). Hence RM(N0) is equal to rM,N0
up to a constant
multiple, and RM(N) = RM(N0)◦RM(L(i)) is equal to rM,N up to a constant multiple
by Lemma 3.16. 
Corollary 4.5. Let M be a simple module which is real and admits an affinization,
and let (M,RM , φ) be a non-degenerate graded braider in R-gmod. Let N , N
′ and L
be simple modules, and assume that there is an epimorphism N ◦N ′ ։ L. If RM(L)
is non-zero, then so are RM(N) and RM(N
′). Equivalently, if we have Λ
(
M,L
)
=
φ
(
wt(L)
)
, then φ
(
wt(N)
)
= Λ(M,N) and φ
(
wt(N ′)
)
= Λ(M,N ′).
Note that L ≃ N ∇N ′ when either N or N ′ is real and admits an affinization.
Proof. By Lemma 3.16, we have
Λ(M,N) + Λ(M,N ′) ≥ Λ
(
M,L
)
= φ
(
wt(N)
)
+ φ
(
wt(N ′)
)
≥ Λ(M,N) + Λ(M,N ′).
Hence we obtain φ
(
wt(N)
)
= Λ(M,N) and φ
(
wt(N ′)
)
= Λ(M,N ′). 
As seen below, the real commutativity of a family of non-degenerate graded braiders
can be checked easily.
Lemma 4.6. Let {Sa}a∈A be a family of simple modules, and assume that every Sa
is real and admits an affinization. Let (Sa, RSa , φa) be the associated non-degenerate
graded braiders. The family {(Sa, RSa , φa)}a∈A is a real commuting family of graded
braiders if and only if φa(wt(Sb)) + φb(wt(Sa)) = 0 for any a, b ∈ A.
Proof. Assume that φa(wt(Sb)) + φb(wt(Sa)) = 0 for any a, b ∈ A. Since 0 ≤
2 d(Sa, Sb) = Λ(Sa, Sb)+Λ(Sb, Sa) ≤ φa(wt(Sb))+φb(wt(Sa)) = 0, we have φa(wt(Sb)) =
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Λ(Sa, Sb) and d(Sa, Sb) = 0. Hence RSa(Sb) is an isomorphism for any a, b. Thus
{(Sa, RSa , φa)}a∈A is a real commuting family of graded braiders.
The converse can be proved similarly. 
Example 4.7. We shall provide an example of real simple modules C1, C2 where the
associated non-degenerate braiders form a real commuting family of braiders, but any
associated non-degenerate braiders (Ck, RCk , φk) (k = 1, 2) cannot satisfy RCk(Ck) =
idCk◦Ck (k = 1, 2) and RC2(C1) ◦RC1(C2) = idC1◦C2 at once. This is the reason why we
should employ (a), (b) in Definition 2.2 for the definition of real commuting family.
Take g = A2, I = {1, 2}, Q12(u, v) = c1u + c2v for c1, c2 ∈ k
×. Then Q12 = c1
and Q21 = c2. Let C1 = 〈12〉, C2 = 〈21〉. Here, the R(α1 + α2)-module C1 is the one-
dimensional vector space with a basis 〈12〉 on which R(α1 + α2) acts by e(1, 2)〈12〉 =
〈12〉, xk〈12〉 = 0 (k = 1, 2) and τ1〈12〉 = 0. The R(α1 + α2)-module C2 is similarly
defined.
Then RC1 is defined as follows for some constants a1, a2 ∈ k
×.(
RC1(L(1)z)
)
(〈12〉⊠ 1z)= z
−1a1ϕ2ϕ1(1z ⊠ 〈12〉) = z
−1a1τ2(τ1z + 1)(1z ⊠ 〈12〉)
= a1τ2τ1(1z ⊠ 〈12〉),(
RC1(L(2)z)
)
(〈12〉⊠ 2z)= a2ϕ2ϕ1(2z ⊠ 〈12〉) = a2(τ2(x2 − x3) + 1)τ1(2z ⊠ 〈12〉)
= a2(zτ2 + 1)τ1(2z ⊠ 〈12〉).
Similarly RC2 is defined for some constants b1, b2 ∈ k
×:(
RC2(L(1)z)
)
(〈21〉⊠ 1z) = b1(zτ2 + 1)τ1(1z ⊠ 〈21〉),(
RC2(L(2)z)
)
(〈21〉⊠ 2z) = b2τ2τ1(2z ⊠ 〈21〉).
By a calculation, we can see that
RC1(C1) = a1a2c1 idC1◦C1 ,
RC2(C2) = b1b2c2 idC2◦C2 ,
RC2(C1)RC1(C2) = −a1a2b1b2c1c2 idC1◦C2 .
4.2. Localization. Let C be a full subcategory of R-gmod satisfying
C contains 1 and is stable by taking subquotients, convolutions, grading
shifts.
(4.4)
Let {Ca}a∈A be a family of simple objects of C . Let (Ca, RCa , φa) be non-degenerate
graded braiders in R-gmod. Assume that every Ca admits affinization.
Assume that {(Ca, RCa , φa)}a∈A is a real commuting family of graded braiders.
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Set Γ = Z⊕A and Γ≥0 = Z
⊕A
≥0 , and for α ∈ Γ≥0, let C
α ∈ C be the object constructed
in Subsection 2.3. Let C˜ := C [C◦−1a | a ∈ A] be the localization of C . We still denote
by ◦ the tensor functor of C˜ . Let Φ: C → C˜ be the canonical functor. They enjoy
the following properties.
(a) C˜ is an abelian category and Φ is exact,
(b) C˜a := Φ(Ca) is an invertible central graded braider in C˜ .
We define C˜α in C˜ for α ∈ Γ such that C˜α+β ≃ C˜α ⊗ C˜β (up to a grading shift) for
α, β ∈ Γ and C˜α = Φ(Cα) for α ∈ Γ≥0. Then
(c) any object of C˜ is isomorphic to C˜α ⊗ Φ(X) for some X ∈ C and α ∈ Γ.
Proposition 4.8. Let Φ: C → C˜ be the canonical functor. Then we have the following
properties.
(i) Let S be a simple object of C . The object Φ(S) is a simple object of C˜ if
φa(wt(S)) = Λ(Ca, S) for any a ∈ A. Otherwise, Φ(S) vanishes.
(ii) Any object of C˜ has finite length.
(iii) For simple modules S, S ′ ∈ C such that Φ(S) ≃ Φ(S ′) 6≃ 0, we have S ≃ S ′.
Proof. In the course of the proof, we ignore grading shifts.
(i) Let S be a simple object of C such that φa(wt(S)) 6= Λ(Ca, S) for some a ∈ A.
Then RCa(S) : Ca◦S → S◦Ca vanishes. Hence Φ(idS) = 0 and Φ(S) ≃ 0.
Now assume that φa(wt(S)) = Λ(Ca, S) for any a ∈ A. Then RCα(S) does not vanish
for any α ∈ Γ≥0 by Proposition 4.4. It means that Φ(idS) does not vanish. Hence Φ(S)
does not vanish. Let us show that any subobject of Φ(S) is either zero or Φ(S). In
order to see this, it is enough to show that for any α ∈ Γ≥0 and a non-zero morphism
f : X → S◦Cα in C , the morphism Φ(f) : Φ(X) → Φ(S◦Cα) is an epimorphism.
The image f(X) contains S ∆ Cα. Hence X ′ → S ∆ Cα is an epimorphism where
X ′ = f−1(S ∆ Cα) ⊂ X . Hence Φ(X ′)→ Φ(S ∆ Cα) is an epimorphism. On the other
hand, we have φCα(wt(S)) = Λ(C
α, S), and hence S ∆ Cα coincides with the image of
RCα(S). Since Φ
(
RCα(S)
)
is an isomorphism, the morphism Φ(S ∆ Cα) → Φ(S◦Cα)
is an isomorphism. Hence Φ(X ′) → Φ(S◦Cα) is an epimorphism, which implies that
Φ(X)→ Φ(S◦Cα) is an epimorphism.
(ii) It is enough to show that Φ(X) has a finite length for any X ∈ C . Let 0 = X−1 ⊂
X0 ⊂ · · · ⊂ Xn = X be a composition series of X . Then (i) implies that Φ(Xk/Xk−1)
is simple or vanishes. Hence Φ(X) has a finite length.
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(iii) By Φ(S ′) 6≃ 0, (i) implies that φCα(wt(S
′)) = Λ(Cα, S
′). If Φ(S) ≃ Φ(S ′), then
there exist α ∈ Γ≥0 and a non-zero morphism C
α◦S → q−Λ(Cα,S
′)S ′◦Cα. Hence
Proposition 3.22 implies that S and S ′ are isomorphic. 
Proposition 4.9. Assume that A is a finite set. Let ZC (Ca | a ∈ A) be the full
subcategory of C consisting of objects X ∈ C such that RCa(X) is an isomorphism for
any a ∈ A. Assume that α ∈ Γ satisfies α−ea ∈ Γ≥0 for every a ∈ A, and set C = C
α.
(i) ZR-gmod(Ca | a ∈ A) contains 1 and is stable by taking subquotients, convolutions,
extensions, grading shifts.
(ii) For X ∈ C, X ∈ ZC (Ca | a ∈ A) if and only if RC(X) is an isomorphism.
(iii) Setting Z = ZC (Ca | a ∈ A), the functor Z[C
◦−1
a | a ∈ A] −→ C˜ = C [C
◦−1
a | a ∈
A] is an equivalence of categories.
Proof. (i) Let us show that if X ∈ ZR-gmod(Ca | a ∈ A), then any subobject Y of X
belongs to ZR-gmod(Ca | a ∈ A). For any a ∈ A, RCa(X) is a monomorphism. Hence
RCa(Y ) : Ca◦Y → Y ◦Ca is a monomorphism. Since Ca◦Y and Y ◦Ca have same
dimension, RCa(Y ) is an isomorphism. The other properties of ZR-gmod(Ca | a ∈ A)
can be proved similarly.
(ii) It is obvious that RC(X) is an isomorphism for any X ∈ Z. Conversely, assume
that RC(X) is an isomorphism. Then RC(X) =
(
RCα−ea (X)⊗Ca
)
◦
(
Cα−ea⊗RCa(X)
)
is injective, and hence RCa(X) is injective. Then we conclude that it is an isomorphism.
(iii) We shall show that Z[C⊗−1]→ C [C⊗−1] is essentially surjective (see Lemma 2.8).
It is enough to show that for any X ∈ C , Φ(X) ∈ C˜ is contained in the image
of Z[C⊗−1]. By Corollary 3.18, for n ≫ 0 , every simple subquotient of C◦n◦X
commutes with C. Hence, by replacing X with C◦n◦X , we may assume from the
beginning that every simple subquotient of X commutes with C. Then we have
ℓ(X) = ℓ(C◦n◦X) = ℓ(X ◦C◦n) for any n ∈ Z≥0. Here ℓ denote the length function.
Since Im
(
RC◦(m+n)(X)
)
= Im
(
RC◦m(ImRC◦n(X))
)
, ℓ
(
ImRC◦n(X)
)
is a decreasing se-
quence in n. Hence, by replacing X with Im
(
RC◦n(X)
)
for n ≫ 0, we may assume
from the beginning that ℓ
(
ImRC(X)
)
= ℓ(X) = ℓ(C◦X). Then we conclude that
RC(X) : C◦X → X ◦C is an isomorphism. 
Example 4.10. Take g = A2, I = {1, 2} and C = L(1). Set C˜ = R-gmod[C
◦−1]
and Φ: R-gmod −→ C˜ the canonical functor. Then Φ(L(2)) ≃ C◦−1◦Φ(L(1, 2)),
Φ(L(2, 1)) ≃ 0 because −1 = Λ(C,L(2, 1)) < φC(wt(L(2, 1)) = Λ(C,L(2))+Λ(C,L(1))
= 1. Hence any simple object in C˜ is isomorphic to L(1, 2)◦m◦C◦ n for some m ∈ Z≥0
and n ∈ Z.
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4.3. Left duals. In this subsection, we take β ∈ Q+, a simple R(β)-module C and a
real non-degenerate graded braider (C,R, φ). We assume that C has an affinization.
We shall consider the localization (R-gmod)˜ :=R-gmod[C◦−1].
Proposition 4.11. Let X and Y be simple R-modules. Let ε : X ◦Y ։ C be an
epimorphism. Then we have
(i) φ(wt(X)) = Λ(C,X), φ(wt(Y )) = Λ(C, Y ), and Λ(C,X) + Λ(X,C) = 0,
(ii) RC(X) is an isomorphism,
(iii) (C◦−1◦X, Y ) is a dual pair in (R-gmod)˜ .
Proof. Since φ
(
wt(C)
)
= Λ(C,C), Corollary 4.5 implies that φ
(
wt(X)
)
= Λ(C,X)
and φ
(
wt(Y )
)
= Λ(C, Y ). Since φ(wt(C)) = 0, one has Λ(C,X) + Λ(C, Y ) = 0.
Taking the dual of ε we have a monomorphism
η : C ֌ qnY ◦X
for some n ∈ Z. Then by [14, Lemma 3.1.5 (i)], the compositions
X ◦C
η
−→ qnX ◦Y ◦X
ε
−→ qnC◦X,(4.5)
C◦Y
η
−→ qnY ◦X ◦Y
ε
−→ qnY ◦C(4.6)
are non-zero. Hence, we have Λ(X,C) = −n and Λ(C, Y ) = −n. Hence Λ(C,X) +
Λ(X,C) = 0. Thus we obtain (i). Note that we have
n = φ(wt(X)) = −φ(wt(Y )).
(ii) follows from (i).
(iii) Set X˜ = C◦−1◦X ∈ (R-gmod)˜ . The isomorphism RC(X) : C◦X → q−nX ◦C in
(R-gmod)˜ induces X˜ ≃ qnX ◦C◦−1. Let
ε˜ := C◦−1 ◦ ε : X˜ ◦Y → 1 and η˜ := η◦C◦−1 : 1→ qnY ◦X ◦C−1 ≃ Y ◦X˜.
be morphisms in (R-gmod)˜
Note that
C◦1
C◦η˜
//
η

C◦Y ◦X˜
RC(Y )◦X˜

qnY ◦X
∼ // qnY ◦C◦X˜
commutes up to a constant multiple. Indeed, after convoluting C from the right, the
diagram commutes up to a constant multiple, which follows from RC(C) ∈ k
× idC◦C
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and the commutativity of the diagram below:
C◦1◦C
C◦η˜◦C
//
RC(1◦C)

C◦η
**
C◦Y ◦X˜◦C //
RC(Y )◦X˜◦C

C◦Y ◦X
RC(Y )◦X

Y ◦C◦X˜◦C
∼
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
Y ◦C◦X
RC(X)

1◦C◦C
η◦C
// Y ◦X ◦C.
Let us show that (ε˜, η˜) is a quasi-adjunction.
The composition
X ◦C
X◦η
−−−→ X ◦Y ◦X
ε◦X
−−−→ C◦X
is non-zero by [14, Lemma 3.1.5 (i)], and hence it is an isomorphism since C◦X and
X ◦C are simple by (ii). It implies that the composition
X˜ ◦1
X˜◦η˜
−−−→ X˜ ◦Y ◦X˜
ε˜◦X˜
−−−→ 1◦X˜
is an isomorphism.
Similarly, since C◦Y
η◦Y
−−−→ Y ◦X ◦Y Y ◦ε−−−→ Y ◦C does not vanish, Proposition 3.13
(ii) implies the composition is equal to RC(Y ) up to a constant multiple. Hence it is
an isomorphism in (R-gmod)˜ . Hence, the composition
1◦Y
η˜◦Y
−−−→ Y ◦X˜ ◦Y Y ◦ε˜−−−→ Y ◦1
is also an isomorphism. Indeed, it is enough to show that it is an isomorphism after
operating C◦∗, which follows from the following commutative diagram (up to constant
multiples).
C◦1◦Y
C◦η˜◦Y
//
≀

C◦Y ◦X˜ ◦Y
C◦Y ◦ε˜ //
RC(Y )◦X˜◦Y

C◦Y ◦1
RC(Y )◦1

qnY ◦C◦X˜ ◦Y
Y ◦C◦ε˜ //
≀

qnY ◦C◦1
≀

C◦Y
η◦Y
// qnY ◦X ◦Y
Y ◦ε // qnY ◦C.

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Let i ∈ I. Let z be an indeterminate of degree (αi, αi) and set L˜(i) = k[z]〈i〉z . Let
L˜(i) endow with the R(αi)-module structure by x1〈i〉z = z〈i〉z. Then (L˜(i), z) is an
affinization of L(i).
For ℓ ∈ Z>0, we set Lℓ(i) = L˜(i)/z
ℓL˜(i).
Theorem 4.12. Let i ∈ I and assume that ε∗i (C) = 1. For ℓ ∈ Z>0, we set Kℓ =
E∗i (C
◦ℓ). Then C◦−ℓ◦Kℓ is a left dual of Lℓ(i) in (R-gmod)˜ .
The rest of this subsection is devoted to the proof of this theorem. Set m = |β|.
For simplicity, we write
Lℓ := Lℓ(i) and Cℓ := C
◦ℓ.
Note that L1(i) = L(i). We write 〈i〉ℓ ∈ Lℓ for the image of 〈i〉z ∈ L˜(i). Hence
Lℓ = R(αi)〈i〉ℓ.
We have an epimorphism K1◦L1 ։ C. Hence, Proposition 4.11 implies that
C◦−1 ◦K1 is a left dual of L1. The same proposition implies φ
(
wt(L1)
)
= Λ(C,L1) =
−(wt(K1),wt(L1)) = −(β − αi, αi). Hence we obtain
φ(αi) = (β − αi, αi).(4.7)
Lemma 4.13. There exist a surjective R(ℓβ)-module homomorphism
εℓ : Kℓ◦Lℓ ։ Cℓ
and an injective R(ℓβ)-module homomorphism
η ℓ : Cℓ֌ q
ℓφ(αi)Lℓ◦Kℓ.
Proof. Since Cℓ is a simple module which satisfies ε
∗
i (Cℓ) = ℓ, we have
(xℓm)
ℓe(ℓβ − αi, i)Cℓ = 0
by Lemma 3.5 and e∗i (Cℓ)(t) = t
ℓ. Hence we obtain a non-zero morphism
εℓ : Kℓ◦Lℓ → Cℓ
by u⊠ (xk1〈i〉z) 7→ (xℓm)
ku for u ∈ e(∗, i)Cℓ. It is an epimorphism.
Recall that (M ◦N)⋆ ≃ q(wt(M),wt(N))N⋆◦M⋆ for R-modules M and N . Taking the
dual of Kℓ◦Lℓ ։ Cℓ, we have
(Cℓ)
⋆
֌ q(αi,ℓβ−αi)L⋆ℓ ◦(Kℓ)
⋆ ≃ q(αi,ℓβ−αi)−(ℓ−1)(αi,αi)Lℓ◦(Kℓ)⋆.
Since E∗i commutes with the duality ⋆, setting (Cℓ)
⋆ ≃ qaCℓ, we obtain
(Kℓ)
⋆ ≃
(
E∗i Cℓ
)⋆
≃ E∗i
(
(Cℓ)
⋆
)
≃ qaE∗i (Cℓ) ≃ q
aKℓ.
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Hence, we obtain
Cℓ֌ q
ℓ(β−αi,αi)Lℓ◦Kℓ = q
ℓφ(αi)Lℓ◦Kℓ.
Here the last equality follows from (4.7). 
We now define
K˜ℓ := (Cℓ)
◦(−1)◦Kℓ ∈ (R-gmod)˜ .
Note that
K˜ℓ ≃ q
−ℓφ(ℓβ−αi)Kℓ◦(Cℓ)
◦(−1) ≃ qℓφ(αi)Kℓ◦(Cℓ)
◦(−1).
Hence, Lemma 4.13 gives morphisms
(4.8) ε˜ℓ : K˜ℓ◦Lℓ ։ 1 and η˜ℓ : 1֌ Lℓ◦K˜ℓ.
We shall show that (ε˜ℓ, η˜ℓ) is a quasi-adjunction by induction on ℓ.
We know already that the assertion holds when ℓ = 1. Suppose that ℓ > 1 and
(εk, ηk) is a quasi-adjunction for k < ℓ.
Let us take a, b ∈ Z>0 such that ℓ = a + b. By the definition, we have the following
short exact sequences:
(4.9) 0 −→ q2bi La
zb
−−−→ Lℓ −→ Lb −→ 0,
Here, qi = q
(α,αi)/2, and q2bi La
zb
−−→ Lℓ is given by 〈i〉a 7→ z
b〈i〉ℓ.
For M ∈ R(β)-Mod and N ∈ R(γ)-Mod, there is a short exact sequence (see [18,
Proposition 2.18])
0 −→ M ◦(E∗iN) −→ E
∗
i (M ◦N) −→ q
−(αi,γ)(E∗iM)◦N −→ 0.
Applying this to M = Ca and N = Cb, we obtain the exact sequence
0 −→ Ca◦Kb
f
−−→ Kℓ
g
−−→ q−b(β,αi)Ka◦Cb −→ 0.(4.10)
By (4.7), we have
Ka◦Cb ≃ q−bφ(aβ−αi)Cb◦Ka = qb(β−αi,αi)Cb◦Ka
in (R-gmod)˜ , which yields an exact sequence in (R-gmod)˜ :
(4.11) 0 −→ Ca◦Kb −→ Kℓ −→ q
−b(αiαi)Cb◦Ka −→ 0.
From (4.11), we obtain an exact sequence in (R-gmod)˜
(4.12) 0 −→ K˜b −→ K˜ℓ −→ q
−2b
i K˜a −→ 0.
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In order to see that (εℓ, ηℓ) is a quasi-adjunction, we shall apply Lemma 1.15 to the
short exact sequences (4.9) and (4.12). Hence it is enough to show that the following
two diagrams in (R-gmod)˜ commute up to constant multiples:
K˜b◦Lℓ //

K˜b◦Lb
εb

K˜ℓ◦Lℓ
ε˜ℓ // 1
q2bi K˜ℓ◦La //
OO
K˜a◦La,
εa
OO(4.13)
and
Lℓ◦K˜b La◦K˜aoo
Lℓ◦K˜ℓ
OO

1
η˜ℓoo
η˜a
OO
η˜b

q−2bi Lb◦K˜ℓ Lb◦Lb .oo
(4.14)
Since the diagram (4.14) is the dual of (4.13) after the exchange of a and b, it is enough
to show the commutativity (up to constant multiples) of (4.13). Then it is reduced to
the commutativity (up to constant multiples) of the following two diagrams in R-gmod:
Ca◦Kb◦Lℓ //
f

Ca◦Kb◦Lb
εb

Kℓ◦Lℓ
εℓ // Cℓ
(4.15)
and
q2bi Kℓ◦La
g
//
zb

q−b(β−αi,αi)Ka◦Cb◦La
RCb (La)

Ka◦La◦Cb
εa

Kℓ◦Lℓ
εℓ // Cℓ.
(4.16)
Let us first show the commutativity of (4.15).
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The module Ca◦Kb◦Lℓ is generated by s := u⊠ v⊠ 〈i〉ℓ as an R(ℓβ)-module. Here,
u ∈ Ca and v ∈ e(∗, i)Cb. Then the element s is sent by Ca◦Kb◦Lℓ → Ca◦Kb◦Lb →
Cℓ as follows:
u⊠ v ⊠ 〈i〉ℓ 7−→ u⊠ (v ⊠ 〈i〉b) 7−→ u⊠ v.
On the other hand, by Ca◦Kb◦Lℓ → Kℓ◦Lℓ → Cℓ, the element s is sent as follows:
u⊠ v ⊠ 〈i〉ℓ 7−→ (u⊠ v)⊠ 〈i〉ℓ 7−→ u⊠ v.
Since these two images coincide, the diagram (4.15) commutes.
Now, let us show the commutativity (up to constant multiples) of (4.16).
To do it, we need an explicit construction of the morphism g. We regard E
∗(b)
i Cb as
the subspace
T :=
{
v ∈ e
(
b(β − αi), i
b
)
Cb |
(
e
(
b(β − αi)
)
)⊠ xk
)
v = 0 for 1 ≤ k ≤ b
}
⊂ Cb.
Then, we have an epimorphism
T ◦L(i)◦b ։ Cb
given by v ⊠ 〈i〉◦b 7→ v.
Note that Kℓ is generated (as an R(ℓβ − αi)-module) by Ca◦Kb ⊂ Kℓ and the ele-
ments
(
e(aβ−αi)⊠H
)
(u⊠v) with u ∈ e(∗, i)Ca and v ∈ T . Here H = τbm · · · τ1e(i, bβ)
∈ R(bβ + αi). Note that e(aβ − αi) ⊠ H ∈ R(ℓβ). Then g : Kℓ → q
−b(β,αi)Ka◦Cb is
given by
g(Ca◦Kb) = 0 and g
((
e(aβ − αi)⊠H
)
(u⊠ v)
)
= u⊠ v.
Let F := εℓ ◦ z
b and G := εa ◦ RCb(La) ◦ g be the two compositions q
2b
i Kℓ◦La → Cℓ
appearing in (4.16). Then it is easy to see that Ca◦Kb◦La ⊂ Kℓ◦La is sent to zero
by G, and F (Ca◦Kb◦La) = 0 follows from xbbme(∗, i)Cb = 0.
Hence in order to see the commutativity of (4.16), it is enough to show that F and G
send w :=
(
e(aβ−αi)⊠H
)
(u⊠v) to the same element in Cℓ up to a constant multiple.
Let us first calculate F (w). We have
F (w)= εℓ
((
e(aβ − αi)⊠H
)
(u⊠ v)⊠ zb〈i〉ℓ
)
= xbℓm
(
e(aβ − αi)⊠H
)
εℓ
(
(u⊠ v)⊠ 〈i〉ℓ
)
=
(
e(aβ − αi)⊠ x
b
bm+1
)(
e(aβ − αi)⊠H
)
(u⊠ v)
=
(
e(aβ − αi)⊠ (x
b
bm+1τbm · · · τ1)
)
(u⊠ v).
(4.17)
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Now, we shall calculate G(w), which is given by
G(w) = εa
(
u⊠ RCb(La)(v ⊠ 〈i〉a)
)
.(4.18)
Lemma 4.14. For v ∈ T , we have (up to a constant multiple)
RCb(L˜(i))(v ⊠ 〈i〉z) = x
b
bm+1τbm · · · τ1
(
〈i〉z ⊠ v
)
.
Proof. Since (C,RC, φ) is non-degenerate, we have RC(L˜(i)) = R
norm
C,L˜(i)
up to a con-
stant multiple. Since Λ(Cb, L(i)) = Λ(T, L(i)) + Λ(L(i)
◦b, L(i)), the epimorphism
T ◦L(i)◦b ։ Cb implies that the diagram
T ◦L(i)◦b◦L˜(i)
Rnorm
L(i)◦b,L˜(i)
//

T ◦L˜(i)◦L(i)◦b
Rnorm
T,L˜(i)
// L˜(i)◦T ◦L(i)◦b

C◦L˜(i)
Rnorm
C,L˜(i)
// L˜(i)◦C
(4.19)
commutes. We have
Rnorm
L(i)◦b,L˜(i)
(〈i〉)◦b ⊠ 〈i〉z) = RL(i)◦b,L˜(i)(〈i〉)
◦b
⊠ 〈i〉z) = ϕb · · ·ϕ1(〈i〉z ⊠ 〈i〉
◦b).
Now we shall show
ϕb · · ·ϕ1(〈i〉z ⊠ 〈i〉
◦b) = xbb+1τb · · · τ1(〈i〉z ⊠ 〈i〉
◦b)(4.20)
by induction on b. Assuming for b− 1, we have
ϕb · · ·ϕ1(〈i〉z ⊠ 〈i〉)
◦b) = ϕbx
b−1
b τb−1 · · · τ1(〈i〉z ⊠ 〈i〉
◦b)
= xb−1b+1ϕbτb−1 · · · τ1(〈i〉z ⊠ 〈i〉
◦b)
= xb−1b+1(xb+1τb − τbxb+1)τb−1 · · · τ1(〈i〉z ⊠ 〈i〉
◦b)
= xbb+1τbτb−1 · · · τ1(〈i〉z ⊠ 〈i〉
◦b).
Thus the induction proceeds, and we have obtained (4.20).
Hence we obtained
Rnorm
L(i)◦b,L˜(i)
(〈i〉)◦b ⊠ 〈i〉z) = x
b
b+1τbτb−1 · · · τ1(〈i〉z ⊠ 〈i〉
◦b).
On the other hand, since αi 6∈ W
∗(T ), we have by [15, Proposition 2.12]
Rnorm
T,L˜(i)
(y ⊠ 〈i〉z) = τb(m−1) · · · τ1(〈i〉z ⊠ y)
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for y ∈ T . Hence we have(
Rnorm
T,L˜(i)
◦L(i)◦b
)
◦
(
T ◦Rnorm
L(i)◦b,L˜(i)
)
(y ⊠ 〈i〉◦b ⊠ 〈i〉z)
=
(
Rnorm
T,L˜(i)
◦L(i)◦b
)(
y ⊠
(
xbb+1τm · · · τ1(〈i〉z ⊠ 〈i〉
◦b)
))
= xbbm+1τbm · · · τbm−b+1
((
Rnorm
T,L˜(i)
(y ⊠ 〈i〉z)
)
⊠ 〈i〉◦b
)
= xbbm+1τbm · · · τ1(〈i〉z ⊠ y ⊠ 〈i〉
◦b).
Together with the commutativity of diagram (4.19), we obtain the desired result. 
Now, we resume the calculation of G(w). By the lemma above, we obtain (up to a
constant multiple)
G(w) = εa
(
u⊠ (xbbm+1τbm · · · τ1)((〈i〉a ⊠ v)
)
=
(
e(aβ − αi)⊠ (x
b
bm+1τbm · · · τ1)
)((
εa(u⊠ 〈i〉a)
)
⊠ v
)
=
(
e(aβ − αi)⊠ (x
b
bm+1τbm · · · τ1)
)
(u⊠ v).
Comparing it with (4.17), we obtain F (w) = G(w) up to a constant multiple. Thus
the induction proceeds, and we conclude that (ε˜ℓ, η˜ℓ) is a quasi-adjunction for any ℓ.
It completes the proof of Theorem 4.12.
5. Localization of Cw
We fix an element w ∈ W throughout this section.
5.1. Graded braiders associated with a Weyl group element. For Λ ∈ P+, we
define
Cw,Λ :=M(wΛ,Λ).
If no confusion arises, we simply write CΛ for Cw,Λ. For i ∈ I, we simply set
Ci := CΛi .
Note that, for Λ =
∑n
k=1 Λik , CΛ is a self-dual real simple R-module which is isomorphic
to CΛi1 ◦CΛi2 ◦ · · · ◦CΛin up to a grading shift [15, Proposition 4.2]. We shall show that
Ci is a real graded braider in the category R-gmod with the non-degenerate graded
braider structure.
For i ∈ I, we set
λi :=
{
wΛi + Λi if wΛi 6= Λi,
0 if wΛi = Λi.
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Note that Ci ≃ 1 if and only if wΛi = Λi. By Lemma 3.15, we have
Λ(Ci, L(j)) = (αj , αj)ε
∗
j(Ci) + (αj, wΛi − Λi) = (λi, αj).(5.1)
Applying Lemma 4.3, we have the non-degenerate graded braider (Ci, RCi, φi) for
i ∈ I.
Proposition 5.1. The family (Ci, RCi , φi)i∈I is a real commuting family of graded
braiders in R-gmod with the non-degenerate graded braider structure and
φi(β) = −(λi, β) for any β ∈ Q.
Proof. The reality follows from Lemma 4.6 and (λi,wt(Cj)) + (λj ,wt(Ci)) = 0. 
Theorem 5.2. For i ∈ I and any R(β)-module N in Cw, RCi(N) is an isomorphism.
Proof. We take a reduced expression w = si1 · · · siℓ of w, and set w0 = id, wk =
si1 · · · sik , βk := wk−1αik and Sk := M(wkΛik , wk−1Λik) for k = 1, . . . , ℓ. Then Sk is
the cuspidal R(βk)-module corresponding to the positive root βk by Proposition 3.24.
Setting λ = Λi, µ = Λik , s
′ = wk, s = wkw, t
′ = id and t = wk−1 in Proposition 3.27,
we have that Ci and Sk strongly commute and
Λ(Ci, Sk) = (λi, βk) = −φi(βk).
Hence Proposition 4.4 implies that RCi(Sk) is an isomorphism. Let C be the full
subcategory of Cw consisting of objects M such that RCi(M) is an isomorphism. Then
C has the following proprieties:
(a) C is stable by taking extensions, kernels, cokernels, and convolutions,
(b) C contains all the Sk’s.
Since Cw is the smallest subcategory of Cw which has these properties, C = Cw. 
We set Γ := Z⊕I and define a Z-bilinear map H: Γ× Γ→ Z defined by
H(ei, ej) :=−Λ˜(Ci,Cj) = (Λi, wΛj − Λj).
Then, for i, j ∈ I, we have
φi(−wt(Cj)) = (wΛi + Λi, wΛj − Λj) = (Λi, wΛj)− (Λj, wΛi)
= H(ei, ej)−H(ej , ei).
Thanks to Theorem 2.12 and Proposition 5.1, we have the localization of Cw by the
non-degenerate graded braiders Ci, which we denote by
C˜w := Cw[C
◦−1
i | i ∈ I].
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By the choice above of H, for α =
∑
i∈I miei ∈ Γ≥0, we have
CΛ ≃ (1, α), C
−1
Λ ≃ q
H(α,α)(1,−α)
where Λ =
∑
i∈I miΛi by Lemma 3.14. Thus, for Λ =
∑
i∈I aiΛi ∈ P, we simply write
CΛ := (1,
∑
i∈I aiei) ∈ C˜w .
Therefore, there exists a monoidal functor Φ: Cw → C˜w such that
(i) the objects Φ(Ci) are invertible in C˜w,
(ii) Φ
(
RCΛ(X)
)
is an isomorphism for any Λ ∈ P+ and X ∈ Cw,
(iii) for any simple object S of Cw, the object Φ(S) is simple in C˜w,
(iv) every simple object of C˜w is isomorphic to CΛ ◦Φ(S) for some simple object S of
Cw and Λ ∈ P,
(v) for two simple objects S and S ′ in Cw and Λ,Λ
′ ∈ P, CΛ◦Φ(S) ≃ CΛ′ ◦Φ(S ′) in
C˜w if and only if q
H(Λ,µ)CΛ+µ◦S ≃ qH(Λ
′,µ)CΛ′+µ◦S ′ in Cw for some µ ∈ P such
that Λ + µ,Λ′ + µ ∈ P+,
(vi) the category C˜w is abelian and every objects has finite length.
Here, (iii)–(vi) follow from Proposition 4.8. The grading shift functor q and the con-
travariant functor M 7→M⋆ on Cw are extended to C˜w. Moreover we have
(M ◦N)⋆ ≃ q(wt(M),wt(N))N⋆◦M⋆ for M , N ∈ C˜w.
Since every simple object of C˜w is isomorphic to C
α ◦ Φ(S) for some simple module S
of Cw, one can prove the following.
Lemma 5.3. For any simple module M ∈ C˜w, there exists a unique n ∈ Z such that
qnM is self-dual.
Corollary 5.4. The Grothendieck ring K(C˜w) of C˜w is isomorphic to the left ring of
quotients of the ring K(Cw) with respect to the multiplicative subset
S :=
{
qk
∏
i∈I
[Ci]
ai
∣∣ k ∈ Z, (ai)i∈I ∈ ZI≥0}.
Proof. Note that the set S is a left denominator set in K(Cw) since [Ci] is q-commuting
with any class of simple object. Since S is invertible in K(C˜w), we have an algebra
map S−1K(Cw) → K(C˜w). It is evidently surjective. In order to see injectivity, it is
enough to show that the left multiplication on K(Cw) by [Ci] is injective. It is well
known. 
Remark 5.5. The ring Q(q1/2)⊗Z[q±1] K(C˜w), which is a localization of the quantum
cluster algebra Q(q1/2)⊗Z[q±1]K(Cw), is the subalgebra of the skew field of fractions K
of an initial quantum torus Q(q1/2)[X±1i | i ∈ J ] generated by all the cluster variables
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and the inverses of the frozen variables. Thus it is the quantum cluster algebra in the
sense of [5].
5.2. Rank-one case. Let us briefly describe the localization C˜w without proof when
g is of rank one. Set I = {i}. Let R˜ be the localization of R-gmod by L(i). Note that
R-gmod is a symmetric monoidal category, since RM,N (see Section 3.2) is always an
isomorphism. We have the decomposition
R˜ =
⊕
n∈Z
R˜0◦L(i)◦n.
Here R˜0 is the full subcategory of R˜ consisting of objects of weight 0. In another
words, it is the full subcategory consisting of the objects of the form M ◦L(i)◦−n for
n ∈ Z>0 and M ∈ R(nαi)-gmod. The monoidal category R˜0 is described as follows.
Let S be the ring of symmetric polynomials. Hence, S =
⊕
d∈Z≥0
Sd is positively
graded and
Sd = lim←−
n∈Z>0
k[x1, . . . , xn]
Sn
d ,
where k[x1, . . . , xn]
Sn
d is the space of symmetric polynomials of n variables with degree
d. Then
S = k[ek | k ∈ Z>0],
where ek is the elementary symmetric polynomial of degree k. Let us take the gener-
ating function
E(t) =
∞∑
k=0
ekt
k,
where e0 = 1.
The ring S has a well known structure of (co-commutative) Hopf algebra by the
coproduct defined by
∆(E(t)) = E(t)⊗ E(t).
Namely,
∆(en) =
n∑
k=0
ek ⊗ en−k.
Then its antipode S is given by
S
(
E(t)
)
= E(t)−1
and its counit is given by
ε(E(t)) = 1.
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Let us denote by S-gmod the category of graded S-modules which are finite-dimensional
over k. Then, S-gmod has a structure of monoidal category. Then, R˜0 is equivalent to
the category S-gmod as a monoidal category.
By this correspondence, the full subcategory R(nαi)-gmod ⊗ L(i)
◦−n ⊂ R˜0 is pre-
cisely equivalent to the full subcategory of S-gmod consisting of modules M such that
ek|M = 0 for k > n, namely k[x1, . . . , xn]
Sn-gmod. This equivalence is obtained by
the Morita equivalence through k[x1, . . . , xn]
Sn ≃ ENDR(nαi)
(
P (in)
)
. Here P (in) is a
unique indecomposable projective R(nαi)-module.
5.3. Left rigidity of C˜w.
First note the following lemma which immediately follows from Proposition 4.11.
Lemma 5.6. Let M be a simple module in Cw. Then M has a right dual (respectively,
left dual) in C˜w if and only if there exists a surjective homomorphism M ◦X ։ CΛ
(respectively, X ◦M ։ CΛ) for some module X in Cw and for some Λ ∈ P+.
We now consider duals of objects in the localization C˜w. For an object M in C˜w, we
denote by D(M) the right dual of M and by D−1(M) the left dual of M , if they exist.
Theorem 5.7. Every simple object M in C˜w has a right dual.
Proof. For simplicity, we ignore the grading in the course of the proof. We will proceed
by induction on l = ℓ(w). We take a reduced expression w = si1 · · · sil of w, and set
w0 = id and w<k+1 = w≤k = si1 · · · sik . Note that the full subcategory consisting of
objects in Cw which have right duals in C˜w is closed by taking the kernels, the cokernels
and the convolution products. Note also that any simple object is contained in the
smallest full subcategory of Cw which is closed by taking the kernels, the cokernels and
the convolution products and contains all the cuspidal modules Sk :=M(w≤kΛik , w<kΛik)
(1 ≤ k ≤ l). Hence it is enough to show that every Sk has a right dual.
For this, we shall show that, for any k, we can find an epimorphism Sk◦X → CΛ for
some X ∈ Cw and some Λ ∈ P+. We argue by induction on l.
Since there exists a surjective homomorphism
Sl◦M(w<lΛil,Λil)։ M(wΛil,Λil) = Cil
by [15, Proposition 4.6], the object Sl has a right dual in C˜w.
Now assume that k < l, and set w′ := w<l. Note that Sk ∈ Cw′. By the induction
hypothesis, there exist a simple module X ∈ Cw′ , ai ∈ Z≥0 (i ∈ I) and a surjective
homomorphism
Sk ◦X ։ ◦ i∈IM(w<lΛi,Λi)◦ai .
Hence it is enough to show that M(w<lΛi,Λi) has a right dual in C˜w for all i ∈ I.
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If i 6= il, then M(w<lΛi,Λi) = M(wΛi,Λi) = Ci.
Suppose that i = il. By the T-system ([14, Proposition 10.2.5 (i)]), we have
M(w<lΛil,Λil)◦M(wΛil, silΛil)։ ◦ j 6=ilM(wΛj,Λj)
◦−aj,il .
Note that the T-system ([9, Proposition 3.2], [14, Proposition 10.2.5 (i)]) also holds for
non-symmetric case if q is replaced by qi. Hence M(w<lΛil,Λil) has a right dual. 
We shall show that any object in C˜w has a left dual. By Proposition 5.1, there exists
a localization of R-gmod by the non-degenerate graded braiders Ci, which is denoted
by R˜; i.e.,
R˜ :=R-gmod[C◦−1i | i ∈ I].
Since Cw is a full subcategory of R-gmod, the canonical embedding Cw ֌ R-gmod
induces the fully faithful monoidal functor
ı : C˜w ֌ R˜
by the construction of localization. Moreover, the essential image is stable under taking
subquotients, extensions and grading shifts by (a graded version of) Proposition 2.10.
Set Iw := {i ∈ I | wΛi 6= Λi}. Note that Iw = {i1, . . . , il} for any reduced expression
w = si1 · · · sil of w.
Theorem 5.8. Assume that I = Iw.
(i) Every object in R˜ has a left dual.
(ii) Moreover, the left dual of any object in R˜ belongs to C˜w.
Proof. By Theorem 4.12 and ε∗i (Ci) = 1, Lℓ(i) has a left dual (C
◦ℓ
i )
◦−1◦E∗i (C
◦ℓ
i ) in R˜
for any i ∈ I and ℓ ∈ Z>0. Since E
∗
i (C
◦ℓ
i ) belongs to Cw, D
−1(Lℓ(i)) belongs to C˜w.
It suffices to show that any finite-dimensional R-module has a left dual which is
contained in C˜w. Let Q be a nonzero finite-dimensional R-module. Since the generators
xi act on any finite-dimensional R-module nilpotently, there exist R-modules P1 and
P2 which are direct sums of modules of the form Lℓ1(ν1)◦Lℓ2(ν2)◦ · · · ◦Lℓt(νt) such
that
P1
φ
−→ P2 −→ Q −→ 0
is exact. Since objects of the form Lℓ1(ν1)◦Lℓ2(ν2)◦ · · · ◦Lℓt(νt) have left duals in
C˜w, P1 and P2 have left duals D
−1(P1) and D
−1(P2) respectively in C˜w. Thus, the
cokernel Q also has a left dual in C˜w, which is isomorphic to the kernel of the morphism
D−1(φ) : D−1(P2)→ D
−1(P1). 
Theorem 5.9. The functor ı : C˜w −→ R˜ is an equivalence of categories.
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Proof. Let S be a simple object in R˜. By Theorem 5.8, the left dual D−1(S) belongs
to C˜w. Then D
−1(S) does not vanish. Let us take a simple quotient f : D−1(S) ։
M of D−1(S). Then M has a right dual D(M) in C˜w and we have a morphism
D(f) : D(M) → S. Let us show that D(f) is a monomorphism. Let N = ker(D(f)).
Then we have an exact sequence
0→ N
ψ
−−→ D(M)→ S.
Taking its left dual, we obtain
D
−1(S)։M
D−1(ψ)
−−−−−−→ D−1(N).
Since the composition vanishes, we obtain D−1(ψ) = 0. Hence ψ = 0. Thus we
conclude that D(f) is a monomorphism.
Since S is simple, D(f) is an isomorphism. Hence D(M) ≃ S, and hence S ∈ C˜w.
Thus, we have proved that any simple object of R˜ belongs to C˜w. Since C˜w is stable
by extension, we conclude that C˜w ≃ R˜. 
Corollary 5.10. Assume that I = Iw. Then X ∈ R-gmod belongs to Cw if and only
if RCi(X) is an isomorphism for any i ∈ I.
Proof. Assume that RCi(X) is an isomorphism for any i ∈ I. Let us show that X ∈ Cw.
Since it suffices that any simple subquotient of X belongs to Cw, we may assume
that X is simple from the beginning (see Proposition 4.9 (i)). There exists Z ∈ Cw and
Λ ∈ P+ such that X ≃ C−Λ◦Z in (R-gmod)˜ . We may assume that Z is simple. Then
Z ≃ CΛ◦X by Proposition 4.8 (iii). Hence we have W(X) ⊂ W(Z) ⊂ Q+ ∩ wQ−. 
Theorem 5.8 and Theorem 5.9 give the following.
Corollary 5.11. The category C˜w is left rigid, i.e., every object of C˜w has a left dual
in C˜w.
The following conjecture arises naturally from Corollary 5.11.
Conjecture 5.12. The category C˜w is rigid, i.e., every object of C˜w has left and right
duals.
In the case of the longest element w0 ∈ W, Conjecture 5.12 is true.
Theorem 5.13. We assume that the quiver Hecke algebra R is of finite type. Let w0
be the longest element of W. Then the category C˜w0 is rigid.
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Proof. Note that Cw0 = R-gmod in this case. Thanks to Corollary 5.11, it suffices to
show that every object has a right dual.
For β ∈ Q+ with m = ht(β), we have the automorphism of R(β) defined by
e(ν1, . . . , νm) 7→ e(νm, . . . , ν1),
xie(ν1, . . . , νm) 7→ xm−i+1e(νm, . . . , ν1),
τje(ν1, . . . , νm) 7→ −τm−je(νm, . . . , ν1),
which induces a covariant functor a : R-gmod → R-gmod such that a2 ≃ id and
a(M ◦N) ≃ a(N)◦a(M). For i ∈ I, let i∗ be an index such that αi∗ = −w0αi.
Set βi = Λi − w0Λi. Then module Ci is a unique (up to an isomorphism) simple
R(βi)-module satisfying the condition
ε∗j(Ci) = δj,i for any j ∈ I.
Since ε∗j(a(Ci)) = εj(Ci) = δj,i∗, and βi∗ = βi, we obtain
a(Ci) ≃ Ci∗ for i ∈ I.
Hence the functor a induces the functor a˜ : C˜w0 → C˜w0 which satisfies
a˜2 ≃ id and a˜(X ◦Y ) ≃ a˜(Y )◦ a˜(X) for X, Y ∈ C˜w0 .
It is now straightforward to check that a˜(D−1(a˜(X))) is a right dual of X . 
Proposition 5.14. Assume the conditions and notations in Theorem 5.13. Then, we
have isomorphisms (ignoring the grading shifts)
(D−1)3(L(i)) ≃ L(i∗)◦C−αi for any i ∈ I,
and
(D−1)6(M) ≃M ◦Cβ+w0β for any simple R(β)-module M .(5.2)
Proof. In the course of the proof, we ignore grading shifts. Since we have an epimor-
phism
M(w0Λi, siΛi)◦L(i)։ Ci,
we have
D
−1(L(i)) ≃ M(w0Λi, siΛi) ◦ C
◦−1
i .
Now by T-system ([14, Proposition 10.2.5]), we have an epimorphism
M(w0siΛi,Λi)◦M(w0Λi, siΛi)։ M(w0λ, λ).
Here λ = siΛi + Λi. Hence we have
D
−1
(
M(w0Λi, siΛi)
)
≃ M(w0siΛi,Λi)◦C−λ.
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Finally, the epimorphism
M(w0Λi, w0siΛi)◦M(w0siΛi,Λi)→ M(w0Λi,Λi)
gives
D
−1
(
M(w0siΛi,Λi)
)
≃ L(i∗)◦C−Λi .
Indeed, M(w0Λi, w0siΛi) ≃ L(i
∗) because w0siΛi − w0Λi = αi∗ .
Thus we obtain
(D−1)3(L(i)) ≃ (D−1)2
(
M(w0Λi, siΛi)◦C−Λi
)
≃ (D−1)
(
M(w0siΛi,Λi)◦C−λ
)
◦C−Λi
≃ L(i∗)◦C−Λi ◦Cλ◦C−Λi
≃ L(i∗)◦C−αi .
Then one has
(D−1)6(L(i)) ≃ (D−1)−3
(
L(i∗)◦C−αi
)
≃ L(i)◦C−αi∗ ◦Cαi
≃ L(i)◦Cw0αi+αi.
Hence we have obtained (5.2) for β ∈ Q+ such that |β| = 1. Let us show (5.2) by
induction on |β|. Assume that |β| > 1. Let M be a simple R(β)-module. Take i ∈ I
such that εi(M) > 0, and set M0 = E˜i(M). Then we have M ≃ L(i) ∇M0. Hence M
is the image of a non-zero homomorphism f : L(i)◦M0 →M0◦L(i). Note that such an
f is unique up to a constant multiple. Applying the exact functor (D−1)6, we conclude
that (D−1)6(M) is the image of a non-zero morphism
(D−1)6(f) : (D−1)6(M0)◦(D
−1)6(L(i))→ (D−1)6(L(i))◦(D−1)6(M0).
By the induction hypothesis, (D−1)6(f) is isomorphic to(
M0◦L(i)→ L(i)◦M0
)
◦Cβ+w0β.
Since it is non-zero, the uniqueness property of f implies that it is equal to f ◦Cβ+w0β
up to a constant multiple. Hence its image is isomorphic to M ◦Cβ+w0β. 
Conjecture 5.15. We can choose isomorphism (5.2) functorially in M ∈ C˜w0.
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