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A correspondence is established between measure-preserving, ergodic dynamics of a classical har-
monic oscillator and a quantum mechanical gauge theory on two-dimensional Minkowski space.
This correspondence is realized through an isometric embedding of the L2(µ) space on the circle
associated with the oscillator’s invariant measure, µ, into a Hilbert space H of sections of a C-line
bundle over Minkowski space. This bundle is equipped with a covariant derivative induced from
an SO+(1, 1) gauge field (connection 1-form) on the corresponding inertial frame bundle, satisfying
the Yang-Mills equations. Under this embedding, the Hamiltonian operator of a Lorentz-invariant
quantum system, constructed as a geometrical Laplace-type operator on bundle sections, pulls back
to the generator of the unitary group of Koopman operators governing the evolution of classical
observables of the harmonic oscillator, with Koopman eigenfunctions of zero, positive, and negative
eigenfrequency corresponding to quantum eigenstates of zero (“vacuum”), positive (“matter”), and
negative (“antimatter”) energy. The embedding also induces a pair of operators acting on classi-
cal observables of the harmonic oscillator, exhibiting canonical position–momentum commutation
relationships. These operators have the structure of order-1/2 fractional derivatives, and therefore
display a form of non-locality.
In a second part of this work, we study a quantum mechanical representation of the classical
harmonic oscillator using a one-parameter family of reproducing kernel Hilbert spaces, Kˆτ , associated
with the time-τ diffusion kernel of an order-1/2 fractional diffusion on the circle. As shown in
recent work, in addition to being Hilbert spaces with the reproducing property, these spaces are
unital Banach algebras of functions. It is found that the evolution of classical observables in these
spaces takes place via a strongly-continuous, unitary Koopman evolution group, which exhibits a
stronger form of classical–quantum consistency than the L2(µ) case. Specifically, for every real-
valued classical observable in Kˆτ , there exists a quantum mechanical observable, whose expectation
value is consistent with classical function evaluation. This allows for a description of classical state
space dynamics, classical statistics, and quantum statistics of the harmonic oscillator within a unified
framework.
I. INTRODUCTION AND STATEMENT OF
MAIN RESULTS
The classical harmonic oscillator, or circle rotation, is
arguably among the most widely encountered dynami-
cal systems in science, with a vast range of applications
in mechanics, wave propagation, signal processing, and
many other areas. From the point of view of ergodic
theory, it also provides one of the simplest non-trivial
examples of measure-preserving, ergodic dynamics, char-
acterized by a discrete spectrum of frequencies at integer
multiples of the oscillator’s natural frequency. In this
work, we establish a correspondence between this sim-
ple classical dynamical system and quantum dynamics
of a gauge field theory on two-dimensional Minkowski
space, having the proper orthochronous Lorentz group
SO+(1, 1) as the structure group. This correspondence
is realized through the operator-theoretic formulation of
ergodic theory [1, 2], which characterizes dynamical sys-
tems through the action of intrinsically linear evolution
operators, called Koopman operators [3, 4], acting on
appropriate linear spaces of observables by composition
with the dynamics. In particular, for a continuous-time,
measure-preserving, ergodic dynamical flow Φt : S → S
on a state space S, the Koopman operators U t : f 7→
f◦Φt act by unitary transformations on the L2(µ) Hilbert
space associated with the invariant measure µ, analo-
gously to the unitary Heisenberg operators of quantum
mechanics.
Analogies of this type have been at the focus of a num-
ber of recent studies on the connections between quantum
mechanics and operator-theoretic ergodic theory [5–13].
Among these is a scheme for sequential data assimilation
(filtering) of partially observed classical dynamical sys-
tems, which maps these systems into abstract quantum
systems by means of the Koopman formalism, and em-
ploys the density matrix formulation of quantum dynam-
ics and measurement to perform sequential statistical in-
ference for the evolution of observables [9, 13]. Building
on this framework, our goal is to explore the geometri-
cal and algebraic properties of a classical–quantum corre-
spondence in the specific case of the harmonic oscillator.
In particular, we seek to address the question: Can a
classical harmonic oscillator of fixed frequency (energy)
be naturally mapped into a quantum system with a geo-
metrical Hamiltonian operator?
Our approach is inspired by the following basic obser-
vations:
1. The Koopman eigenfrequency spectrum of a clas-
sical harmonic oscillator of frequency α consists of
all integer multiples αj = jα, j ∈ Z. In particular,
the spacing between two successive eigenfrequen-
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2cies is constant and equal to the natural frequency,
αj+1 − αj = α.
2. The energy spectrum of a non-relativistic quantum
harmonic oscillator of frequency α takes the form
Ej = (2j + 1)α/2, j ∈ N0 (in units with ~ = 1).
That is, similarly to the classical harmonic oscilla-
tor, Ej+1−Ej is equal to α, but the quantum har-
monic oscillator has a zero-point energy E0 = α/2,
and all energies are positive.
3. A pair of quantum harmonic oscillators, consisting
of one oscillator as above and another oscillator of
the same frequency α, but sign-inverted Hamilto-
nian, has energy spectrum Ej = jα, with j now
an arbitrary integer. Such a pair is therefore spec-
trally isomorphic to the Koopman group of a clas-
sical harmonic oscillator.
In what follows, we will see that such a pair of quantum
harmonic operators with oppositely-signed Hamiltonians
arises naturally as a coordinate representation of a con-
nection Laplacian of an SO+(1, 1) gauge theory on two-
dimensional Minkowski space, where wavefunctions cor-
respond to sections of a C-line bundle, and the positive
and negative parts of the energy spectrum can be inter-
preted as corresponding to “matter” and “antimatter”
states, respectively. Further, by mapping the eigenfunc-
tions of the Koopman operator for the harmonic oscil-
lator, which in this case coincide with Fourier functions
on the circle, to the Hermite eigenstates of the quantum
harmonic oscillator, with positive (negative) Koopman
eigenfrequencies corresponding to positive (negative) en-
ergies, we will construct an isometric embedding of the
L2(µ) space of classical observables of the harmonic os-
cillator to a natural Hilbert space of sections associated
with the gauge field theory.
This embedding allows one to pull back quan-
tum mechanical observables (self-adjoint operators) on
Minkowski space to operators on classical observables of
the harmonic oscillator. In particular, it is possible to
pull back the quantum mechanical position and momen-
tum operators, and we will see that the resulting oper-
ators take the form of fractional derivatives, exhibiting
canonical commutation relationships. These results are
summarized in the following two theorems.
Theorem 1 (Classical-quantum correspondence based
on L2(µ)). Given a rotation on the circle with frequency
α, there exists a smooth C-line bundle E → M over
two-dimensional Minkowski space M , equipped with an
SO+(1, 1) Yang-Mills connection, and a gauge-covariant
Hilbert space homomorphism U : L2(µ) → H, where µ
is the Haar probability measure on S1 and H a Hilbert
space of sections M → E, such that the following hold:
(i) The skew-adjoint generator V of the unitary Koop-
man evolution group on L2(µ) induced by the circle rota-
tion can be expressed as the pullback under U of a Hamil-
tonian operator H on H, i.e.,
V = iU∗HU
on C∞ functions. In particular, H has the structure of
a Lorentz-invariant, gauge-covariant Laplace-type opera-
tor, given by the sum
H = ∆ + v
of the connection Laplacian ∆ associated with the bundle
and a quadratic potential v taking negative (positive) val-
ues along timelike (spacelike) affine coordinates on M .
Moreover, up to multiplication by i, V and H have the
same spectra, consisting of integer multiples of the fre-
quency α.
(ii) For every τ > 0, there exists a continuous, injec-
tive map Ψτ : S
1 → Q(L2(µ)) from the circle into the
space Q(L2(µ)) of regular quantum states on L2(µ) (i.e.,
the set of positive, trace-class operators of unit trace),
which is compatible with the dynamical flow and the uni-
tary evolution Φ˜t : ρ 7→ U t∗ρU t on Q(L2(µ)) induced by
the Koopman group, in the sense that
Ψτ ◦ Φt = Φ˜t ◦Ψτ , ∀t ∈ R.
As a result, for every τ > 0, there exists an injective
map θ 7→ U∗Ψτ (θ)U from S1 into the space of quan-
tum states Q(H) associated with the gauge theory on
Minkowski space, mapping classical states (points in the
circle) to pure quantum states evolving periodically under
the unitary evolution Zt : ρ 7→ e−iHtρeiHt generated by
H.
(iii) For every τ > 0, there exists a continuous lin-
ear map Ωτ : A(L2(µ)) → CR(S1) from the Abelian Ba-
nach algebra A(L2(µ)) of bounded, self-adjoint operators
on L2(µ) (equipped with the operator norm and a sym-
metrized operator product for the multiplication opera-
tion) and the canonical Banach algebra CR(S1) of real-
valued continuous functions on the circle. This map is
compatible with the evolution U˜ t : A 7→ U tAU t∗ on
A(L2(µ)) induced by the Koopman group on L2(µ), i.e.,
Ωτ ◦ U˜ t = U t ◦ Ωτ , ∀t ∈ R.
As a result, A 7→ Ωτ (UAU∗) is a continuous linear map
from the space of bounded observables of the quantum sys-
tem on Minkowski space, A(H), to classical observables
in CR(S1), which is compatible with the unitary Koop-
man evolution f 7→ f ◦Φt on CR(S1) and the Heisenberg
evolution A 7→ eitHAe−itH on A(H).
Theorem 2 (Canonically commuting operators for the
circle rotation). With the notation of Theorem 1, the fol-
lowing hold:
(i) The two creation operators associated with the
timelike and spacelike degrees of freedom of H pull
back under U to densely defined operators A+− and
A++ on L
2(µ), which act as creation operators for
negative- (positive)-frequency Koopman eigenfunctions,
respectively. These operators and their corresponding
3annihilation operators, A− and A+, respectively, have
the structure of order-1/2 fractional differentiation op-
erators. Moreover, they induce number operators N− =
A+−A− and N+ = A
+
+A+, exhibiting canonical commu-
tation relationships, and leading to a decomposition of
the generator as a difference between the positive- and
negative-frequency number operators,
V = iα(−N− +N+).
(ii) The densely defined operators X˜± and P˜± on
L2(µ) with
X˜± =
1√
2α
(A± +A+±), P˜± = −i
√
α
2
(A± −A+±)
satisfy canonical position-momentum commutation rela-
tionships, i.e.,
[X˜−, X˜+] = [P˜−, P˜+] = 0, [X˜−, P˜−] = [X˜+, P˜+] = Id .
In particular, X˜− and P˜− (resp., X˜+ and P˜+) are pull-
backs under U of the position and momentum operators,
respectively, associated with the timelike (resp., spacelike)
degrees of freedom of H, and generate fractional diffu-
sion semigroups on L2(µ). Moreover, the pure quantum
states in Q(L2(µ)) associated with the Koopman eigen-
functions of the circle rotation satisfy canonical position-
momentum uncertainty relationships with respect to these
operators.
In Theorem 1, by gauge-covariance for U we mean that
under a gauge transformation this operator transforms
as U 7→ ΞU , where Ξ is a unitary multiplication oper-
ator on H that commutes with H. Moreover, by the
connection on E → M being an SO+(1, 1) Yang-Mills
connection, we mean that it is induced from a connec-
tion 1-form on an SO+(1, 1) frame bundle over M , whose
corresponding field strength (curvature tensor) satisfies
the Yang-Mills equations, though its Yang-Mills action
is infinite due to non-compactness of M . In particu-
lar, SO+(1, 1) is an Abelian group that may be identi-
fied with the universal covering group of U(1), so that
the gauge theory employed in this work can be thought
of as a two-dimensional analog of Maxwell electromag-
netism. In Theorem 1(ii, iii), the one-parameter families
of maps Ψτ and Ωτ are constructed using so-called fea-
ture maps [14] associated with the reproducing kernel
Hilbert spaces (RKHSs) Kτ of functions on the circle in-
duced by the canonical heat kernel at time parameter
τ . We recall that the time-τ heat kernel on the circle,
κτ : S
1 × S1 → R+, gives the transition probability for
the diffusion semigroup e−τL on L2(µ), where L is the
(positive-semidefinite) Laplace-Beltrami operator associ-
ated with the standard Riemannian metric on S1 [15].
Next, we study the action of the dynamics on a differ-
ent class of RKHSs, Kˆτ , τ > 0, which are associated with
order-1/2 fractional diffusions on the circle generated by
−L1/2. As shown in recent work [16], these spaces have
the distinguished property forming Banach algebras of
functions. For this reason, it is natural to refer to them
as reproducing kernel Hilbert algebras (RKHAs). As
with the canonical heat kernel κτ , the reproducing ker-
nel κˆτ : S
1 × S1 → R of Kˆτ is a smooth, translation-
invariant function for any τ > 0. In particular, while
a general RKHS of functions on S1 need not be invari-
ant under the circle rotation (so that one cannot speak
of a Koopman evolution group on an arbitrary RKHS),
by virtue of the translation invariance of κτ and κˆτ , the
spaces Kτ and Kˆτ are invariant under the dynamics, and
moreover the corresponding Koopman evolution groups
are unitary. In the case of Kˆτ , the fact that this space is
also a Banach algebra means that every element f ∈ Kˆτ
has a corresponding bounded multiplication operator on
Kˆτ multiplying by that function (which is not the case
for Kτ ). To our knowledge, the properties of Koopman
groups on the spaces Kˆτ have not been discussed else-
where in the literature, so this material (stated as Theo-
rem 7 in Section VI B) should be of independent interest.
For our purposes, a key property provided by the
RKHS structure of Kˆτ is that pointwise function eval-
uation can be carried out by bounded, and thus contin-
uous, linear functionals. This leads to a stronger form
of classical–quantum correspondence than Theorem 1,
which is compatible with the natural Banach algebra
homomorphism mapping real-valued functions in Kˆτ to
their corresponding self-adjoint multiplication operators.
As a result, the evolution of every classical observable in
Kˆτ under the circle rotation can be consistently mapped
into evolution of an observable of the quantum system
on Minkowski space.
Theorem 3 (Classical-quantum correspondence based
on Kˆτ ). Let κˆτ : S1 × S1 → R+ be the time τ > 0
transition probability kernel associated with the fractional
diffusion e−τL
1/2
, and Kˆτ be the corresponding RKHA.
Let also KˆR,τ be the RKHA formed by the real elements
of Kˆτ . Then, with the notation of Theorem 1, there exists
a unitary map Vˆτ : Kˆτ → L2(µ) such that the following
hold for every τ > 0:
(i) The Koopman operators U t induced by the circle
rotation act as a strongly-continuous, unitary evolution
group on Kˆτ .
(ii) For every τ > 0, there exists a continuous, injec-
tive map Ψˆτ : S
1 → Q(Kˆτ ) from the circle into the space
Q(Kˆτ ) of regular quantum states on Kˆτ (defined analo-
gously to Q(L2(µ))), which is compatible with the dynam-
ical flow and the unitary evolution Φˆt : ρ 7→ U t∗ρU t on
Q(Kˆτ ) induced by the Koopman group; that is,
Ψˆτ ◦ Φt = Φˆt ◦ Ψˆτ , ∀t ∈ R.
As a result, there exists an injective map θ 7→
Wˆ∗τ Ψˆτ (θ)Wˆτ , Wˆτ = UVˆτ , from S1 into the space of
quantum states Q(H) associated with the gauge theory on
4Minkowski space, mapping classical states to pure quan-
tum states evolving periodically under the Heisenberg evo-
lution group associated with H.
(iii) There exists a continuous linear map Ωˆτ :
A(Kˆτ ) → KˆR,τ , where A(Kˆτ ) is the Abelian Banach
algebra of bounded, self-adjoint operators on Kˆτ (de-
fined analogously to A(L2(µ))), such that Ωˆτ is compat-
ible with the Koopman group on Kˆτ and the evolution
U˜ t : A 7→ U tAU t∗ on A(Kˆτ ) induced by it, viz.
Ωˆτ ◦ U˜ t = U t ◦ Ωˆτ , ∀t ∈ R.
As a result, A 7→ Ωˆτ (WτAWτ ) is a continuous linear
map from the space A(H) of bounded quantum mechan-
ical observables of the quantum system on Minkowski
space to classical observables in Kˆτ,R.
(iv) The map Ωˆτ is a left inverse of the natural Banach
algebra homomorphism T : Kˆτ,R → A(Kˆτ ) mapping f ∈
Kˆτ,R to the bounded, self-adjoint multiplication operator
Tf : g 7→ fg. As a result, for every classical observable
f ∈ Kˆτ,R and state θ ∈ S1, pointwise evaluation can be
expressed as a quantum mechanical expectation value,
f(θ) = EρθTf := tr(ρθTf ), ρθ = Ψˆτ (θ).
Equivalently, f(θ) can be expressed as an expectation
value of the observable Af = WˆτTfWˆ∗τ of the quantum
system on Minkowski space (which is not necessarily a
multiplication operator), i.e.,
f(θ) = EσθAf , σθ = Wˆ∗τ ρθWˆτ .
(v) The correspondences in (iii) are compatible with
dynamical evolution, i.e.,
f(Φt(θ)) = EΦ˜t(ρθ)Tf = EZt(σθ)Af , ∀t ∈ R.
The plan of this paper is as follows. In Section II, we
outline aspects of the Koopman operator formalism for
the circle rotation on L2(µ), as well as the properties
of the heat kernel and corresponding RKHSs. In Sec-
tion III, we describe the construction of our SO+(1, 1)
gauge theory on two-dimensional Minkowski space, and
in Section IV develop its quantum formulation and corre-
spondence with the dynamics of the circle rotation. To-
gether, these sections constitute a proof of Theorem 1.
In Section V, we describe the construction of canonically
commuting ladder operators for the classical harmonic
oscillator, proving Theorem 2. In Section VI, we present
the Koopman operator formulation for the circle rota-
tion on the RKHAs associated with fractional diffusions
on the circle, as well as the classical–quantum correspon-
dence associated with these spaces, proving Theorem 3.
Concluding remarks are stated in Section VII. The paper
contains three appendices with definitions and techni-
cal results on fiber bundles (Appendix A), RKHS theory
(Appendix B), and fractional derivatives (Appendix C).
II. ERGODIC DYNAMICS OF THE CLASSICAL
HARMONIC OSCILLATOR
In this section, we introduce the Koopman opera-
tor formalism for the harmonic oscillator, including re-
cently proposed ladder-like operators acting on Koop-
man eigenspaces [10]. In addition, we define and outline
the basic properties of the heat kernel and corresponding
RKHSs which will be useful in establishing our classical–
quantum correspondence. Additional details on Koop-
man operator theory can be found in one of the many
references in the literature, e.g., Refs. [1, 2]. Aspects of
RKHS theory can also be found in many references, e.g.,
[14, 17, 18]. Appendix B 1 summarizes basic definitions
and results from RKHS theory that are pertinent to this
work.
A. Koopman operator formalism
We represent the dynamics of a classical harmonic os-
cillator of angular frequency α ∈ R by a translation map
Φt : S1 → S1, t ∈ R, on the circle S1, viz.
Φt(θ) = θ + αt mod 2pi.
As a concrete example, in Hamiltonian mechanics, S1
would be a subset of the cotangent bundle T ∗R '
R2 representing a constant-energy surface in position–
momentum coordinates, but in general we can consider
S1 as the state space of a classical dynamical system
without reference to an embedding. As is well known, Φt
has a unique Borel, ergodic, invariant probability mea-
sure µ (i.e., a Haar measure) corresponding to a normal-
ized arclength.
We use the notations Cr(S1), r ∈ N0, and Lp(µ),
p ≥ 1, to represent the Banach spaces of complex-
valued functions on S1 with r continuous derivatives,
and (equivalence classes of) of complex-valued functions
with µ-integrable p-th power, equipped with the stan-
dard norms, respectively. In the Hilbert space case,
L2(µ), we also use the notations 〈f, g〉µ =
∫
S1
f∗g dµ and
‖f‖µ =
√〈f, f〉
µ
for the corresponding inner product
and norm, respectively. Further, we abbreviate C0(S1)
by C(S1). We shall refer to elements of Cr(S1) and Lp(µ)
as classical observables.
In this setting, the Koopman group of evolution op-
erators is the strongly continuous group of isometries
U t : E → E , where E stands for either C(S1) or Lp(µ),
acting on classical observables by composition with the
dynamical flow map, i.e.,
U tf = f ◦ Φt, t ∈ R. (1)
We will mainly focus on the Koopman group on L2(µ),
which in addition to being isometric is unitary, U t∗ =
U t
−1
= U−t. By Stone’s theorem on strongly continuous
unitary evolution groups [19], U t : L2(µ) → L2(µ) is
5completely characterized by its generator ; the latter, is
a skew-adjoint, unbounded operator V : D(V ) → L2(µ)
with a dense domain D(V ) ⊂ L2(µ), acting on elements
in its domain according to the formula
V f = lim
t→0
U tf − f
t
,
and generating the Koopman operator at any time t ∈ R
by operator exponentiation,
U t = etV .
Ter Elst and Leman´czyk [20] have recently shown that
the space D(V )∩L∞(µ) is a Koopman-invariant algebra
on which V acts as a derivation. That is, for any two
elements f, g ∈ D(V ) ∩ L∞(µ), the pointwise product
fg also lies in this space, and the generator satisfies a
Leibniz rule,
V (fg) = (V f)g + f(V g). (2)
This is a manifestation of the fact that V behaves as a
differential operator on classical observables, which can
be viewed as an extension of the vector field ~V on S1
generating the flow Φt, and acting on continuously dif-
ferentiable functions as a derivative operator, ~V f = αf ′.
Consider now the continuous dual space C ′(S1) to
C(S1), equipped with the standard (operator) norm. It
is a standard result that C ′(S1) can be canonically iden-
tified with the Banach space M(S1) of complex Radon
measures on S1, equipped with the total variation (TV)
norm, through a linear isometry mapping m ∈M(S1) to
Jm ∈ C ′(S1) with Jmf =
∫
S1
f dm. The dynamics acts
onM(S1) through a group of isometries, Φt∗ :M(S1)→
M(S1), Φt∗m = m ◦ Φ−t, known as Perron-Frobenius or
transfer operators. Under the C ′(S1) ' M(S1) isomor-
phism, Φt∗ is identified with the transpose of the Koop-
man operator, U t′ : C ′(S1) → C ′(S1), U t′ϕ = ϕ ◦ U t;
specifically, U t′ϕm = ϕΦt∗m. It can be readily verified
that if m ∈ M(S1) has a density ρ = dm/dµ ∈ E rela-
tive to the invariant measure (where again E stands for
either C(S1) or Lp(µ)), then Φt∗m has density U
−tρ. In
particular, for ρ ∈ L2(µ), we have U−tρ = U t∗ρ, so we
may identify the transfer operator with the adjoint of the
Koopman operator.
In what follows, we shall be concerned with the action
of both the Koopman and transfer operators on spaces of
functions and measures on the circle, respectively, as well
as their induced action on operator algebras and their
duals. We will continue to overload notation and employ
the same symbol U t to represent the Koopman operator
acting on any of the Cr(S1) and Lp(µ) spaces (as well
as the RKHSs introduced below), as the particular in-
stance will be clear from the context. In addition, we
will sometimes consider spaces of real-valued continuous
functions, their duals, and real Radon measures, which
we will distinguish using the symbols CR(S1), C ′R(S
1),
andMR(S1), respectively. We also let P(S1) ⊂MR(S1)
be the space of Radon probability measures on the cir-
cle, equipped with the TV norm topology. Koopman and
transfer operators are then defined on these spaces analo-
gously to the complex case, and we again use the symbols
U t, U t′, and Φt∗, respectively, to represent them. We will
oftentimes refer to any such instance of U t and U t′/Φt∗
as “the” Koopman or transfer operator, respectively.
Before carrying on, we note a mathematical correspon-
dence between the operator-theoretic description of a
measure-preserving, classical dynamical system, such as
the harmonic oscillator studied here, and quantum me-
chanics. That is, −iV is a self-adjoint operator analo-
gous to the Hamiltonian H of a quantum system, and
the Koopman operator U t on L2(µ) is a unitary opera-
tor analogous to the Heisenberg evolution operator eitH
generated by H.
B. Koopman eigenfunctions
Next, we turn to the spectral characterization of the
unitary Koopman group on L2(µ) associated with the
classical harmonic oscillator. As can be readily veri-
fied, there is a smooth orthonormal basis {φj}∞j=−∞ of
L2(µ) consisting of Koopman eigenfunctions, satisfying
the equation
V φj = iαjφj ,
where αj = jα is an eigenfrequency equal to an integer
multiple of the oscillator’s frequency, and φj(θ) = e
ijθ is
equal to a Fourier function. Moreover, each φj is also an
eigenfunction of the Koopman operator U t correspond-
ing to the eigenvalue eiαt. The latter implies that we
can compute the dynamical evolution of any classical ob-
servable f ∈ L2(µ) by first expanding it in the Koopman
eigenfunction basis, f =
∑∞
j=−∞ cjφj , and then comput-
ing
U tf =
∞∑
j=−∞
eijαtcjφj ,
where the infinite sum over j converges in L2(µ) norm.
As with any measure-preserving, continuous-time dy-
namical system on a manifold, the Koopman eigenfre-
quencies and eigenfunctions have an important algebraic
group structure (which can be verified from the Leibniz
rule in (2)), namely, they are closed under addition and
multiplication, respectively, i.e.,
αj + αk = αj+k, φjφk = φj+k, ∀j, k ∈ Z.
For completeness, we note that the existence of a com-
plete basis of Koopman eigenfunctions is not generic
to arbitrary measure-preserving, ergodic dynamical sys-
tems, and in particular systems exhibiting mixing
(chaotic) behavior have a non-empty continuous Koop-
man spectrum with an associated subspace of L2(µ)
which does not admit a Koopman eigenfunction basis
[21].
6C. Ladder-like operators
We now draw another analogy between the operator-
theoretic description of the classical harmonic oscillator
and quantum mechanics (to our knowledge, first pointed
out by Mezic´ [10]), pertaining to ladder operators [22]. In
particular, consider the bounded operator L : L2(µ) →
L2(µ) which multiplies by the Koopman eigenfunction
φ−1, i.e., Lf = φ−1f . A direct calculation yields
[V,L] = −iαL (3)
on D(V ), which is analogous to the commutation relation
between the Hamiltonian and lowering operator of the
quantum harmonic oscillator, modulo the presence of the
imaginary number i in the right-hand side due to skew-
adjointness of V . Similarly, we have
[V,L∗] = iαL∗, (4)
so that L∗ behaves analogously to the raising operator in
the context of the quantum harmonic oscillator. Stated
explicitly, the last two equations imply
Lφj = φj−1, L∗φj = φj+1, (5)
respectively, which shows that L (L∗) lowers (raises) the
eigenfrequency of φj by a unit of α.
Despite these similarities with ladder operators of
quantum harmonic oscillators, it is important to note
that there is no analog of the ground state in this pic-
ture, and that Lφj and L
∗φj are equal to φj−1 and φj+1,
respectively, without the presence of j-dependent mul-
tiplication factors (cf. (57) ahead). The first of these
facts underpins the correspondence put forward in Sec-
tion IV C between the classical harmonic oscillator and a
relativistic oscillator, which naturally supports negative-
energy states. The latter fact implies that L and L∗
are bounded operators (unlike the ladder operators of
the quantum harmonic oscillator), and that L∗L is not
a number operator. In fact, it follows directly from (5)
that L is a unitary operator, and therefore
L∗L = LL∗ = Id . (6)
In Section V we will employ the correspondence estab-
lished in Section IV C to construct operators that, besides
satisfying the commutation relations in (3) and (4), they
also give rise to a number operator satisfying the appro-
priate commutation relations. These operators will turn
out to be fractional differentiation operators of order 1/2.
D. Heat kernel and the associated reproducing
kernel Hilbert spaces (RKHSs)
Let L˜ : C∞(S1) → L2(µ), be the canonical Laplace-
Beltrami operator on the circle, defined here as the op-
erator on L2(µ) with dense domain C∞(S1) such that
L˜f = −f ′′. It is a standard result from analysis on man-
ifolds [15] that L˜ is a positive-semidefinite, essentially
self-adjoint operator, having the Fourier functions φj as
its eigenfunctions,
L˜φj = j2φj , j ∈ Z.
The (unique) self-adjoint extension L : D(L) → L2(µ)
of L˜, whose domain D(L) is an order-2 Sobolev space,
generates a Markov diffusion semigroup {e−τL}τ≥0 on
L2(µ), called heat semigroup, such that, for any τ > 0,
e−τLf =
∫
S1
κτ (·, θ′)f(θ′) dµ(θ′).
Here, κτ : S
1×S1 → R+ is the time-τ heat kernel on the
circle—the smooth, strictly positive, bivariate function
given by
κτ (θ, θ
′) =
∞∑
j=−∞
e−j
2τφ∗j (θ)φj(θ
′)
= 1 +
∞∑
j=1
e−j
2τ cos(j(θ − θ′))
=
√
4piτ
∞∑
j=−∞
e−τ(θ−θ
′−2jpi)2 ,
(7)
where the sums over j ∈ Z converge in any Cr(S1) norm,
r ∈ N0. A continuous kernel admitting a uniformly con-
vergent eigenfunction expansion as in the first line of (7)
is known as a Mercer kernel.
The heat kernel on the circle has the property of be-
ing translation invariant, i.e., κτ (θ, θ
′) depends only on
the arclength distance between θ and θ′. As a result,
since Φt preserves arclength distances, κτ is also shift-
invariant under the circle rotation, κτ (Φ
t(θ),Φt(θ′)) =
κτ (θ, θ
′) for all t ∈ R and θ, θ′ ∈ S1. In addition, κτ
is strictly positive-definite, meaning that for any collec-
tion θ1, . . . , θN of distinct points in S
1, the N ×N kernel
matrix K = [κτ (θi, θj)]ij is strictly positive.
Associated with the heat kernel κτ is a reproducing
kernel Hilbert space (RKHS) of complex-valued functions
on S1; that is, a Hilbert space Kτ with inner prod-
uct 〈·, ·〉Kτ and corresponding norm ‖·‖Kτ , such that,
for every θ ∈ S1, (i) the kernel section κτ (θ, ·) lies in
Kτ ; and (ii) the evaluation functional Vθ : Kτ → C,
Vθf = f(θ) is bounded (and thus, continuous), and sat-
isfies Vθf = 〈κτ (θ, ·), f〉Kτ . The latter, is known as the
reproducing property, and leads to the inner product re-
lationships 〈κτ (θ, ·), κτ (θ′, ·)〉Kτ = κτ (θ, θ′) for the kernel
sections at any θ, θ′ ∈ S1.
It can be shown, e.g., using results in Refs. [14, 17],
that the Kτ are subspaces of C∞(S1), forming an in-
creasing sequence as τ decreases to 0. Moreover, for
every τ > 0, Kτ is a dense subspace of C(S1), and
for any r ∈ N0, the inclusion Kτ ↪→ Cr(S1) (and
thus Kτ ↪→ Lp(µ)) is bounded. It is a consequence of
7the continuity of κτ and density of Kτ in C(S1) that
Kτ : P(S1)→ Kτ , with
Kτ (m) =
∫
S1
κτ (θ, ·) dm(θ),
is an injective, continuous map from Radon probability
measures to RKHS functions on the circle. Such a map
is oftentimes referred to as an RKHS embedding of prob-
ability measures. Now, as can be verified by routine cal-
culations, the map δ : S1 → P(S1) sending θ ∈ S1 to the
Dirac measure δθ =: δ(θ) supported at θ is also injective
and continuous. As a result, the so-called feature map,
Fτ : S
1 → Kτ ,
Fτ = Kτ ◦ δ, Fτ (θ) = κτ (θ, ·), (8)
is an injective, continuous map, mapping points on the
circle to the RKHS functions given by the corresponding
kernel sections (also known as feature vectors). It also fol-
lows from the strict positive-definiteness of κτ that Fτ (θ)
and Fτ (θ
′) are linearly independent whenever θ and θ′ are
distinct, so that the image F(Kτ ) := Fτ (S1) ⊂ Kτ con-
tains only nonzero functions. See Lemmas 15 and 16 in
Appendix B 1 for further details.
A useful correspondence between the Hilbert spaces
Kτ and L2(µ) is provided by the integral operators Kτ :
L2(µ)→ Kτ ,
Kτf =
∫
S1
κτ (·, θ′)f(θ′) dµ(θ′),
which can be shown to be well-defined, compact integral
operators with dense range for any τ > 0. Moreover,
the adjoint K∗τ maps injectively f ∈ Kτ ⊂ C∞(S1) to
its corresponding L2(µ) equivalence class, so that K∗τ :
Kτ ↪→ L2(µ) is a compact embedding. It then follows
that e−τL = K∗τKτ , and that {φj,τ}j∈Z with
φj,τ = e
j2τ/2Kτφj = e
−j2τ/2φj
is an orthonormal basis of Kτ . As a result, we can char-
acterize Kτ as the space of smooth functions f : S1 →
C admitting (uniformly convergent) Fourier expansions
f(θ) =
∑∞
j=−∞ fˆjφj(θ), fˆj ∈ C, satisfying
∞∑
j=−∞
ej
2τ |fˆj |2 <∞. (9)
It is worthwhile noting that, besides K∗τ , another nat-
ural way of mapping functions in Kτ to L2(µ) elements
is through the unitary operator Vτ : Kτ → L2(µ) defined
uniquely by Vτφj,τ = φj , for all j ∈ Z. This operator can
also be defined in a basis-free manner through the polar
decomposition of the integral operator Kτ . Specifically,
Vτ is the unique operator from Kτ to L2(µ) such that
Kτ = V∗τ e−τL/2. (10)
III. GAUGE FIELD THEORY
In this section, we describe the construction of the
gauge field theory into which we will embed the classical
harmonic oscillator in Section IV. We will follow a geo-
metric approach [23–25], where the two key objects are
a principal bundle of the proper, orthochronous Lorentz
group over two-dimensional Minkowski space and an as-
sociated C-line bundle. The gauge field is then under-
stood as a connection 1-form on the principal bundle,
inducing a covariant derivative acting on sections of the
associated bundle. The space of sections is also endowed
with a Hilbert space structure, providing the founda-
tion for defining quantum mechanical observables as self-
adjoint operators. Among these, the Hamiltonian oper-
ator generates the quantum dynamics of the theory, and
will take the form of a connection Laplacian when ex-
pressed in terms of the covariant derivative.
In what follows, we will present the steps of this con-
struction sequentially, starting from the basic properties
of Minkowski space, and adding the necessary structure
to arrive at the connection 1-form and its associated co-
variant derivatives and curvature. Readers familiar with
gauge theory may wish to skip to Section III F, where
these objects are explicitly defined. Auxiliary results, as
well as an overview of basic concepts from fiber bundle
theory, are included in Appendix A. We refer the reader
to one of the many references in the literature (e.g., [23–
25]) for detailed expositions on these topics.
A. Notation
We will use the notation E
pi−→M to represent a smooth
fiber bundle with base space M , total space E, and pro-
jection map pi : E → M . Moreover, Γ(E) will denote
the space of smooth sections of E
pi−→ M . If E pi−→ M
is a vector bundle with real fibers, Ωk(M,E) will be the
space of sections of the vector bundle over M with total
space
∧k
T ∗M ⊗R E, where
∧k
T ∗M is the k-th exterior
power of the cotangent bundle T ∗M , and ⊗R the tensor
product of real vector bundles. If F is a vector space over
the real numbers, C∞(M,F ) and Ωk(M,F ) will denote
the space of smooth F -valued functions and k-forms on
M , respectively. Note that C∞(M,F ) = Ω0(M,F ) and
Ωk(M,F ) = Ωk(M,M×F ), where we view M×F as the
total space of the trivial bundle M ×F pi−→M with pi the
canonical projection map onto the first factor. We will
abbreviate Ωk(M,R) by Ωk(M). If E pi−→M has complex
fibers and F is a vector space over the complex num-
bers, Ωk(M,E) and Ωk(M,F ) are defined analogously to
the real case, replacing T ∗M by the complexified cotan-
gent bundle, T ∗CM and ⊗R by the tensor product ⊗C of
vector bundles over the complex numbers. We will use
Γc(E) ⊂ Γ(E) to denote the space of compactly sup-
ported sections of E
pi−→ M . When convenient, we will
use subscript notation to represent pointwise evaluation
8of sections; e.g., for a section s ∈ Γ(E) we set sm = s(m).
B. Minkowski space
We are interested in constructing a gauge theory over
two-dimensional Minkowski space, which has the struc-
ture of a metric affine space (M, ~M, η). Here, M is a two-
dimensional manifold, whose points represent events, ~M
is a two-dimensional vector space over the real numbers,
whose elements represent translations, acting on M freely
and transitively as an Abelian group, and η : ~M× ~M → R
is a symmetric, non-degenerate bilinear form with sig-
nature (−,+). In addition, ~M is equipped with a dis-
tinguished vector ~τ ∈ ~M with η(~τ , ~τ) < 0, providing a
notion of future direction.
Given any point m ∈ M , the tangent space TmM
can be canonically identified with ~M (through identifica-
tion of curves), and thus inherits a pseudo-Riemannian
metric tensor ηm : TmM × TmM → R from η, called
Minkowski metric. Moreover, for every point o ∈M and
basis { ~X0, ~X1} of ~M , there exists a Cartesian coordinate
chart, x : M → R2, such that x(m) = (x0, x1), where
x0 ~X0 + x
1 ~X1 = ~v, and ~v is the unique element of ~M
such that m = o+~v. Here, the notation o+~v represents
translation of the point o ∈M by the vector ~v ∈ ~M .
Given two points m1,m2 ∈ M , we will let −−−→m1m2 be
the unique translation in ~M such that m2 = m1 +
−−−→m1m2.
Moreover, we will denote the “inverse metric” to η, act-
ing on dual vectors, by η′, and use the same symbol to
represent the canonical lift of η′ to 2-forms. We also let
[ : ~M → ~M ′ and ] : ~M ′ → ~M be the Riemannian iso-
morphisms between vectors and dual vectors, where ~M ′
is the dual space to ~M , ~v[ = η(~v, ·), and w] = η′(w, ·).
A map a : M → M is said to be affine if there ex-
ists A ∈ GL( ~M) such that for all m ∈ M and ~v ∈ ~M ,
a(m + ~v) = a(m) + A~v. The linear map A may then be
identified with the pushforward map a∗ on tangent vec-
tors. The set of all affine maps a on M preserving η, i.e.,
η(~v1, ~v2) = η(A~v1, A~v2), for all ~v1, ~v2 ∈ ~M , forms a group
under composition of maps, called Poincare´ group. Note
that the Poincare´ group contains the translations ~M as
a subgroup, since for every ~v ∈ ~M the map a : M → M
with a(m) = m+~v is affine with A = Id. In what follows,
given a linear map A on ~M , A∗ will denote its adjoint
with respect to η, i.e., the unique linear map satisfying
η(~v1, A
∗~v2) = η(A~v1, ~v2).
Next, let ν ∈ Ω2(M) be the volume form associated
with η. Together, η and ν induce a Hodge star opera-
tor on forms, ? : Ωk(M) → Ω2−k(M), defined uniquely
through the requirement that v ∧ ?w = η′(v, w)ν for all
v, w ∈ Ωk(M). The Hodge star operator induces in turn
a map ⊥ : Γ(TM)→ Γ(TM) on vector fields, such that
X⊥f = (?df)X, ∀f ∈ C∞(M). (11)
Intuitively, X⊥ can be thought of as a directional deriva-
tive in a perpendicular direction to X, obtained by a
positive (“anticlockwise”) rotation with respect to the
orientation induced by ν. One can readily verify that ⊥
is compatible with the Poincare´ group; that is, for every
affine map a : M → M and vector field X ∈ Γ(TM),
(a∗X)⊥ = a∗(X⊥), where a∗ : Γ(TM) → Γ(TM) is the
pushforward map on vector fields associated with a. It
should be noted that the fact that M is two-dimensional
is important in the definition of ⊥, and thus will also
be important in our definition of a connection 1-form in
Section III F utilizing this map. In what follows, L2(ν)
will denote the Hilbert space of (equivalence classes of)
complex-valued functions on M , square-integrable with
respect to ν. This space is equipped with the inner prod-
uct 〈f1, f2〉ν =
∫
M
f∗1 f2 dν and the corresponding norm
‖f‖ν =
√〈f, f〉ν .
Due to the existence of global Cartesian coordinate
charts, M is diffeomorphic to R2, but note that the dif-
feomorphism is not canonical as it depends both on the
choice of the point o, which can be thought of as an ori-
gin, and the basis { ~X0, ~X1}. Nonzero vectors ~v ∈ ~M for
which η(~v,~v) is negative, zero, or positive will be said to
be timelike, null, or spacelike, respectively. Two time-
like vectors ~v1 and ~v2 with η(~v1, ~v2) < 0 are said to be
co-oriented. Timelike, null, spacelike, and co-oriented
elements of the tangent spaces TmM are defined analo-
gously.
Hereafter, we will let x be a Cartesian chart with
origin o and basis { ~X0, ~X1}, and further require that
{ ~X0, ~X1} be orthonormal, positive-oriented, and has ~X0
future-directed, i.e., η( ~X0, ~X0) = −1, η( ~X1, ~X1) = 1,
η( ~X0, ~X1) = 0, ν( ~X0, ~X1) = 1, and η(~τ , ~X0) < 0. We
will denote the dual basis vectors to ~Xi by Xˆ
i, where
~Xi · ~Xj = δij . For convenience, we will abbreviate the
coordinate vector fields ∂∂x0 and
∂
∂x1 on M by X0 and
X1, respectively. Note that because η does not have
(+,+) signature, the dual basis vectors are not all equal
to their Riemannian duals; in particular, Xˆ0 = −X[0 and
Xˆ1 = X[1. We also note the relationships X
⊥
0 = −X1
and X⊥1 = −X0, which indicate that {X⊥0,m, X⊥1,m} is a
negatively-oriented, past-directed, orthonormal basis of
TmM at every m ∈ M . For brevity, we shall refer to
any Cartesian chart with the properties listed above as
an inertial chart with origin o. Moreover, when there is
no risk of confusion about the choice of origin, we will
simply refer to x as an inertial chart.
C. Lorentz group
In what follows, we will construct principal and associ-
ated bundles over M having as their structure group the
proper, orthochronous Lorentz group, defined as the sub-
group G ⊂ GL( ~M), whose every element Λ satisfies the
conditions (i) η(Λ~v1,Λ~v2) = η(~v1, ~v2), for all ~v1, ~v2 ∈ ~M ;
(ii) det Λ = 1; η(~τ ,Λ~τ) < 0. The group G is a one-
9dimensional, connected, Abelian Lie group, and is iso-
morphic to the matrix group SO+(1, 1), consisting of the
real 2× 2 matrices
Λθ =
(
cosh θ sinh θ
sinh θ cosh θ
)
, θ ∈ R.
Specifically, given an inertial chart x : M → R2, each
element Λ ∈ G can be smoothly identified with a matrix
Λθ ∈ SO+(1, 1), with elements Xˆi · Λ ~Xj . Because G is
Abelian, this identification does not depend on the choice
of inertial chart x, leading to a canonical global coordi-
nate chart ϑ : G→ R such that ϑ(Λ) = θ if Λ is identified
with Λθ. We denote the corresponding coordinate basis
vector fields on G by Θ = ∂∂ϑ . The linear transformations
~x 7→ Λθ~x on R2 carried out by SO+(1, 1) are known as
squeeze mappings, or hyperbolic rotations. We shall de-
note the identity element of G by I. The action of G on
the translation ~M canonically extends to a linear action
on the tangent space TmM at every m ∈ M , which we
will also denote by Λ.
The Lie algebra of G, denoted by g, is isomorphic to
the Lie algebra so+(1, 1) of SO+(1, 1); the latter, consists
of the set of symmetric, real 2× 2 matrices
λθ =
(
0 θ
θ 0
)
, θ ∈ R,
where exp(λθ) = Λθ. In particular, if λ ∈ g is such that
Λ = exp(λ) and ϑ(Λ) = θ, then λ is identified with λθ.
Equivalently, λ is equal to θu, where u is the basis vector
of g equal to ΘI , and we can also write θ = u
′(λ), where
u′ = dϑI . By virtue of these facts, the ϑ chart has the
property
ϑ(ΛΛ′) = ϑ(Λ) + ϑ(Λ′), ∀Λ,Λ′ ∈ G. (12)
We equip g with a metric b : g×g→ R inherited from the
coordinate chart ϑ; specifically, b(u, u) = 1. Note that
this metric is canonical, in the sense of being independent
of the choice of inertial chart in the construction of ϑ.
As can be seen directly from (12), G and g are iso-
morphic as a Lie group and a Lie algebra to (R,+) and
(R, ·,+), respectively, i.e., the Abelian group and Lie al-
gebra of real numbers equipped with the standard addi-
tion and multiplication operations. As a result, we may
identify G with the universal covering group U(1) of uni-
tary maps on the complex plane.
We denote the left and right multiplication map by
Λ ∈ G by LΛ : G → G and RΛ : G → G, respectively;
that is, LΛΛ′ = ΛΛ′ and RΛΛ′ = Λ′Λ, for all Λ′ ∈ G.
Of course, since G is Abelian, the left and right multi-
plication maps coincide, LΛΛ′ = RΛΛ′, but we prefer to
keep these notions distinct so as to better delineate the
correspondence between the analysis that follows with
analogous constructions in the non-Abelian setting. It
should be noted that a fundamental difference between
Abelian and non-Abelian groups is that in the former
case the adjoint map ADΛ : G → G trivially reduces to
the identity for all Λ ∈ G, i.e., ADΛ Λ′ := ΛΛ′Λ−1 = Λ′.
Besides the left action on itself by multiplication, G has
a left, affine action LΛo : M → M on Minkowski space,
defined for a fixed origin o ∈ M as LΛo (m) = o + Λ−→om.
The map LΛo is known as a (proper, orthochronous)
Lorentz transformation. It can be readily verified that
for each o ∈ M , Λ 7→ LΛo defines a homomorphism of
G into the Poincare´ group of M . Moreover, for every
Λ ∈ G, the map x′ : M → R2 with x′ = x ◦ LΛo is
an inertial chart, with coordinate basis vectors X ′j =∑1
i=0XiΛ
−1,i
j , where Λ
−1,i
j = Xˆ
i · ~X ′j = dxi ·Λ−1Xj are
the matrix elements of the inverse transformation Λ−1 in
the x chart. See Lemma 10 in Appendix A 2 for further
details.
D. Inertial frame bundle
Given any m ∈ M , we let Pm be the set of future-
directed, positively-oriented, orthonormal frames (or-
dered bases) of TmM . That is, every element p ∈
PmM consists of an ordered pair (p0, p1) of tangent vec-
tors in TmM , satisfying η(τ, p0) < 0 (future direction),
ν(p0, p1) > 0 (positive orientation), and [η(pi, pj)]ij =
diag(−1, 1) (orthonormality). We will refer to every such
p as an inertial frame. On PmM , G has a free, transitive
right action, denoted p · Λ, where Λ ∈ G and
p · Λ = (Λ−1p0,Λ−1p1),
With some abuse of notation, when convenient, we will
useRΛ : P → P to denote the diffeomorphism induced by
right action by group element Λ ∈ G, i.e., RΛ(p) = p ·Λ.
The disjoint union P =
⊔
m∈M Pm, endowed with an
appropriate smooth manifold structure, then becomes
the total space of a principal G-bundle P
pi−→ M , where
the projection map pi maps p ∈ P to the underlying base
point m ∈ M . In differential geometry, such a bundle is
known as an oriented orthonormal frame bundle; here, we
will refer to P
pi−→ M as the principal bundle, or inertial
frame bundle, for brevity.
The kernel of the pushforward map pi∗p : TpP →
Tpi(p)M on tangent vectors is called the vertical sub-
space at p ∈ P , denoted VpP ⊂ TpP . A vector field
W ∈ Γ(TP ) is said to be vertical if Wp ∈ VpP for all
p ∈ P . Given any Lie algebra element λ ∈ g, we can
construct a vertical vector field Wλ ∈ Γ(TP ), such that
Wλf = lim
→0
f ◦Rexp(λ) − f

, ∀f ∈ C∞(P ).
Such a vector field is called fundamental. In fact, the set
of fundamental vector fields is in one-to-one correspon-
dence with g; that is, the map λ 7→ Wλ has a smooth
inverse. Moreover, at any point p ∈ P , the vertical sub-
space VpP is naturally isomorphic to g under the map
λ 7→Wλp . We also note the relationship
W θu = θWu, ∀θ ∈ R, (13)
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where u is the canonical unit basis vector of g from Sec-
tion III B.
Due to the existence of a global inertial coordinate
chart x for M , P
pi−→ M admits a global section σx :
M → P induced by the coordinate basis vectors, i.e.,
σx(m) = (X0, X1)m, pi ◦ σx = IdM . This section in-
duces in turn a global trivialization, i.e., a diffeomor-
phism ισx : M×G→ P , defined as ισx(m,Λ) = σx(m)·Λ.
Note that the inverse map ι−1σx satisfies ι
−1
σx (p) = (m,Λ),
where m = pi(p), and Λ is the unique element of G such
that σx(m) ·Λ = p. The uniqueness of Λ is a consequence
of the fact that the action of G on P is free. The map ι−1σx
induces in turn a map γσx : P → G from the principal
bundle into the structure group, such that Λ = γσx(p) is
the unique element of G satisfying ι−1σx (p) = (m,Λ). It is
then straightforward to verify that γσx is G-equivariant,
i.e.,
γσx ◦RΛ = LΛ ◦ γσx , ∀Λ ∈ G. (14)
Together, these results lead to the following commutative
diagram for any Λ ∈ G,
G P M ×G
G P M ×G
M
γσx ισx
LΛ
γσx
pi
RΛ
ισx
pi1
IdM ×RΛ
,
where pi1 denotes projection onto the first factor. It is
a direct consequence of Lemma 10 that for any Λ ∈ G,
the trivializing section σx′ : M → P associated with the
Lorentz-transformed chart x′ = x ◦ LΛo satisfies σx′ =
RΛ ◦ σx.
More generally, any local section σ : U → P (not nec-
essarily associated with an inertial chart as is σx) defined
on a smooth submanifold U ⊆ M induces a local trivi-
alization ισ : U × G → P and a map γσ : pi−1(U) → G,
with analogous properties to those of ισx and γσx , respec-
tively. By definition, every global section σ corresponds
to an assignment of an inertial frame of TM ; that is,
a positively-oriented pair (e0, e1) of smooth, orthonor-
mal vector fields in Γ(TM), of which e0 is timelike and
future-directed, such that (e0,m, e1,m) = σ(m) at every
m ∈ M . Note, however, that e0 and e1 may not be
coordinate vector fields; in particular, they may fail to
commute.
A coordinate-induced section σx also induces a global
coordinate chart y : P → R3 on the principal bun-
dle, given by y(p) = (y0, y1, y2) = (x0(m), x1(m), ϑ(Λ)),
where m = pi(p) and Λ = γσx(p). The corresponding co-
ordinate basis vector fields, Yj :=
∂
∂yj , j ∈ {0, 1, 2}, are
then lifts of X0, X1, and Θ, respectively, i.e., pi∗Y0 = X0,
pi∗Y1 = X1, and γσx∗Y2 = Θ. These vector fields are all
invariant under the G action on P , i.e., RΛ∗ Yj = Yj , and
Y2, in particular, is a fundamental field generated by Lie
algebra element u. See Lemma 11 in Appendix A 2 for
further details. The section σx also induces a metric ten-
sor η˜p : TpP ×TpP 7→ R, given as a pullback of the direct
sum metric η ⊕ b on M ×G under ι−1∗σx . This metric has
the matrix representation [η˜(Yi, Yj)]ij = diag(−1, 1, 1).
In gauge theory, a local section of the principal bundle
is known as a gauge, and oftentimes, the task is to recon-
struct global objects (e.g., connection 1-forms) from their
behavior on local sections, as well as to study the behav-
ior of these objects under gauge transformations (to be
discussed in Section III I). As noted above, in the context
of the present work, a gauge corresponds to a smooth
assignment of an orthonormal basis to tangent spaces
of Minkowski space, which can intuitively be thought of
as a local choice of inertial frame. Our task is then to
construct a gauge-covariant quantum mechanical system,
i.e., a system transforming naturally under changes of lo-
cal inertial frame.
E. Associated C-line bundle
Let GL(1,C) be the Lie group of invertible linear maps
on the complex plane, and gl(1,C) its associated Lie al-
gebra. The group GL(1,C) is canonically isomorphic
to the multiplicative group of nonzero complex num-
bers, so that w ∈ GL(1,C) acts linearly on z ∈ C
by multiplication, z 7→ wz. Meanwhile, the Lie alge-
bra gl(1,C) is canonically isomorphic to the vector space
of complex numbers, and we have the exponential map
exp : gl(1,C) → GL(1,C), where exp(θ) = eθ for any
θ ∈ gl(1,C). We equip C with the standard inner prod-
uct, 〈z1, z2〉C = z∗1z2.
To construct the C-line bundle associated with the
principal bundle from Section III D, we start from the
Lie algebra representation % : g→ gl(1,C), defined as
%(λ) = iαϑ(λ)/
√
2.
Here, α is a real parameter (which will be set in Sec-
tion IV C below equal to the frequency of the classical
oscillator from Section II), so that the representation %
is skew-adjoint,
%(λ)∗ = −%(λ) = %(−λ), ∀λ ∈ g.
Expressed in terms of matrices, % acts by extracting from
the hollow, symmetric matrix λθ representing λ the value
θ = dϑIλ in its off-diagonal elements, and multiplying
that value by the imaginary number iα/
√
2. The factor
of 1/
√
2 is introduced here for later convenience.
Using %, we then construct a group representation
ρ : G→ GL(1,C), making use of the fact that the expo-
nential map exp : g→ G for G is a actually a diffeomor-
phism, whose inverse, log : G→ g, allows one to recover
the unique Lie algebra element underlying a given group
element. Based on these facts, we define the unitary rep-
resentation
ρ = exp ◦% ◦ log, ran ρ = U(1),
11
where ρ(Λ) = eiαϑ(Λ)/
√
2, and the differential at the iden-
tity recovers %,
ρ∗,I = %.
Note that, unlike exp : g → G, the exponential map on
gl(1,C) is not injective, and therefore ρ is not a faithful
(injective) representation. In fact, viewed as a map from
G ' SO+(1, 1) to U(1), ρ becomes the universal covering
map for U(1).
The representation ρ induces a left action on C, de-
noted
LΛz ≡ Λ · z = ρ(Λ)z = eiαϑ(Λ)/
√
2z (15)
for any Λ ∈ G and z ∈ C. Together with the G action
on the total space P of the principal bundle, this action
induces an equivalence relation ∼ on P × C, whereby
(p, z) ∼ (p′, z′) if there exists Λ ∈ G such that (p′, z′) =
(p ·Λ,Λ−1 ·z). We then define E as the set of equivalence
classes in P × C under this equivalence relation. It can
be readily verified that the projection map piE : E →
M , sending equivalence class [p, z] ∈ E to pi(p), is well-
defined. Moreover, letting Em = pi
−1
E ({m}) denote the
fiber in E over m ∈M , and p an arbitrary point in Em,
it can be shown that the map εp : C→ Em with εp(z) =
[p, z] is a bijection, and the property −1
RΛ(p)
= LΛ
−1 ◦ ε−1p
holds (see Lemma 8 in Appendix A). The tuple E
piE−−→M
is therefore an associated vector bundle to P
pi−→ M over
the complex numbers, with typical fiber C. In particular,
for any p ∈ P and z, c ∈ C, the scalar multiplication
c[p, z] = [p, cz] and complex conjugation [p, z]∗ = [p, z∗]
are well defined operations.
Next, consider the space of smooth sections of E, Γ(E).
Using any global section σ : M → P from Section III D,
we can construct a trivialization of E
piE−−→M analogously
to that of the principal bundle, viz.
E M × C
M
pi
ισ,E
pi1
.
Here, ισ,E : M × C → E is the diffeomorphism with
ισ,E(m, z) = [σ(m), εσ(m)(z)] and inverse ι
−1
σ,E([p, z]) =
(pi(p), ε−1σ(pi(p))([p, z])). Moreover, σ induces a Hermitian
metric on E; that is, a smooth assignment m 7→ gm,
where m ∈ M and gm is a positive-definite sesquilinear
form on Em. Explicitly, given any m ∈ M and e1, e2 ∈
Em, we have
gm(e1, e2) = 〈εσ(m)(e1), εσ(m)(e2)〉C. (16)
The complex structure of E induces a complex struc-
ture J : Γ(E) → Γ(E) on sections, such that (Js)(m) =
(s(m))∗.
It can be verified that, due to the unitarity of ρ,
gm is independent of the choice of trivializing section
σ (see Lemma 9 in Appendix A), i.e., it is gauge-
invariant. We can therefore define a Hilbert space
H of sections of E (modulo sets of zero Riemannian
measure), equipped with the inner product 〈s1, s2〉H =∫
M
gm(s1(m), s2(m)) dν(m) and norm ‖s‖H =
√〈s, s〉H,
in a manner that does not depend on the choice of gauge.
We will employ this Hilbert space in Section IV A to de-
fine quantum mechanical observables as self-adjoint op-
erators acting on it.
The trivializing section σ also induces an isomorphism
ζσ : C
∞(M) → Γ(E) between smooth, complex-valued
functions on M and sections of Γ(E), such that
ζσf(m) = εσ(m)(f(m)), ζ
−1
σ s(m) = ε
−1
σ(m)(s(m)).
This extends in turn to a Hilbert space isomorphism be-
tween equivalence classes of functions in L2(ν) and sec-
tions in H, which is very convenient for calculational pur-
poses, and will also facilitate establishing the correspon-
dence with Koopman operator theory for the classical
harmonic oscillator. In gauge theory, pullbacks of sec-
tions of associated bundles, such as ζ−1σ s are known as
matter fields. As will be discussed in more detail in Sec-
tion III I, matter fields have the distinguished property
of being gauge-covariant, i.e., they transform naturally
under changes of section σ, and thus under changes of
inertial frame in the present context. In particular, this
is contrast to arbitrary C∞(M) functions which have no
natural transformation properties with respect to σ.
Before closing this section, we note another key prop-
erty of sections in Γ(E), namely, that they are in one-to-
one correspondence with G-equivariant, C-valued func-
tions on the principal bundle. In particular, a function
f ∈ C∞(P ) is said to be G-equivariant if f ◦RΛ = LΛ ◦f
for any Λ ∈ G. We denote the vector space of all such
functions by C∞G (P ). It can be verified that the map
β : C∞G (P ) → Γ(E) with βf(m) = [p, f(p)], where p is
an arbitrary element of pi−1(m), is well-defined, and pos-
sesses a smooth inverse given by β−1s(p) = ε−1p (s(pi(p))).
F. Connection 1-form and covariant derivative
We now have the necessary ingredients to construct
the connection 1-form on the principal bundle for our
gauge theory, as well as the induced gauge field on the
base space and covariant derivative on sections of the
associated bundle.
In the Abelian setting under study, a connection 1-
form on the principal bundle P
pi−→ M is a Lie-algebra-
valued 1-form ω ∈ Ω1(P, g), such that for every point
p ∈ P , group element Λ ∈ G, and fundamental vector
field Wλ ∈ Γ(TP ), the conditions
(ωWλ)p = λ, R
Λ∗ω = ω (17)
hold. That is, ω recovers the Lie algebra elements gen-
erating the fundamental vector fields, and is also G-
invariant. Note that the invariance condition (the sec-
ond equation in (17)) is specific to Abelian groups, and
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is replaced by a more general equivariance condition in
the non-Abelian setting; see (A2) in Appendix A. Given
a section σ : M → P , the pullback ωσ := σ∗ω of the
connection 1-form onto the base space M is known as a
gauge field. A connection 1-form endows the principal
bundle, as well as its associated bundles, with impor-
tant geometrical structure, including the assignment of
a horizontal distribution and a corresponding notion of
parallel transport of curves from the base space to the
total space. See Appendix A 1 and [23–25] for further
details on these topics.
For our purposes, a key implication of the connection
1-form is that it induces covariant derivative operators on
the principal bundle, as well as the Minkowski base space.
Specifically, associated with a given connection 1-form ω,
a vector field X ∈ Γ(TM), a vector field Y ∈ Γ(TP ), and
a section σ : M → P are:
1. An exterior covariant derivative DY : C∞(P ) →
C∞(P ), acting on C-valued functions on the
principal bundle and preserving the space of G-
equivariant functions C∞G (P );
2. A covariant derivative ∇X : Γ(E) → Γ(E), acting
on sections of the associated bundle;
3. A covariant derivative ∇σX : C∞(M) → C∞(M),
acting on C-valued functions on the base space.
Among these, the exterior covariant derivative of f ∈
C∞(P ) with respect to Y is given by
DY f = df · horY, (18)
where d : C∞(P ) → Ω1(P ) is the canonical exterior
derivative, and hor : Γ(TP ) → Γ(TP ) denotes the hori-
zontal projection map associated with ω:
horYp = Yp −W (ωY )pp . (19)
Setting Y to the horizontal lift of X on P (see Ap-
pendix A 1), the covariant derivative operators ∇X and
∇σX on base space are then obtained by means of the
following commutative diagram:
C∞G (P ) C
∞
G (P )
Γ(E) Γ(E)
C∞(M) C∞(M)
DY
β β
∇X
β−1
ζ−1σ
β−1
ζ−1σζσ
∇σX
ζσ
.
That is, we have
∇X = β ◦ DY ◦ β−1, ∇σX = ζ−1σ ◦ ∇X ◦ ζσ. (20)
It can be shown that the covariant derivative ∇σX takes
the form
∇σXf = df ·X + %(ωσX)f
= Xf + %(ωσX)f,
(21)
where %(ωσX) is a shorthand notation for the gl(1,C)-
valued function m 7→ %((ωσX)m) on M . This expres-
sion is particularly useful for calculational purposes as it
involves ordinary complex-valued functions on the base
space.
It is evident from (18) and (21) that a covariant
derivative deviates from the standard exterior derivative
through a “correction” that depends on the connection
1-form, and in the case of ∇σX , that correction presents
itself through the gauge field ωσ and Lie algebra represen-
tation %. It should be kept in mind that it is the triviality
of P
pi−→ M that allows us to work with globally defined
gauge fields. More generally, ωσ would only be defined
locally on the domain of definition of σ, and (21) would
be valid locally on the same domain with appropriate
compatibility conditions fulfilled in the overlap regions
between domains of different local sections.
To construct our connection 1-form ω, we begin by
fixing an inertial chart x : M → R2 with origin o ∈ M ,
and introducing a linear map  : TpP → TpP , p ∈ P , on
the tangent spaces of the principal bundle, characterized
uniquely through the relationships
Y 0,p = −Y1,p, Y 1,p = −Y0,p, Y 2,p = Y2,p, (22)
where Yj are the basis vector fields of the associated chart
y : P → R3 to x. That is, for any Y ∈ TpP we have
Y  =
2∑
j=0
(dyjp · Y )Y j,p,
and it can be verified that this definition is independent of
the choice of inertial chart x (see Lemma 12). Note that
pi∗,p(Y ) = (pi∗,pY )⊥, so that  can be interpreted as a
lift of the ⊥ operator from Section III B to the principal
bundle. In particular, the notation  is suggestive of the
fact that Y  has perpendicular components to Y in the
Y0 and Y1 directions, but the same component in the
Y2 direction, so that Y2 can be thought of as an axis of
symmetry remaining unchanged under .
Next, given the origin o ∈ M of the inertial chart x,
we consider the quadratic form h : M 7→ R, defined as
h(m) = η(−→om,−→om)/2. (23)
Explicitly, in terms of the coordinates x(m) =
(x0(m), x1(m)), we have
h(m) = [−(x0(m))2 + (x1(m))2]/2,
from which it follows that h(m) vanishes for points m
with null translations from o, and is negative (positive)
for points with timelike (spacelike) translations. With
the help of the map γσx : P → G associated with the
chart, we also introduce the function h˜x : P → R on the
principal bundle given by
h˜x(p) = h(pi(p)) + ϑ(γσx(p)).
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We then define the Lie-algebra-valued 1-form ω ∈
Ω1(P, g) with
(ωY )p = (Y
h˜x)pu, ∀Y ∈ Γ(TP ), ∀p ∈ P. (24)
One can then verify that ω satisfies (24), and is thus a
connection 1-form on the principal bundle (see Proposi-
tion 13 in Appendix A 2). Moreover, ω does not depend
on the choice of inertial chart x with origin o. As will be
discussed in more detail in Section III I, by virtue of these
facts, the corresponding operators ∇X and ∇σX in (21)
are G-covariant, Lorentz-invariant derivatives.
It is also straightforward to check that the action of ω
on the coordinate vector fields Yj of the chart y : P → R3
induced by x on the principal bundle takes the form
(ωY0)p = −y1(p)u, (ωY1)p = y0(p)u, (ωY2)p = u,
(25)
leading to the expression
horY = (dy0 · Y )Y0 + (dy1 · Y )Y1 (26)
+ ((dy0 · Y )y1 − (dy1 · Y )y0)Y2 (27)
for the associated horizontal projection map on vector
fields. Note that, in general, horY has a nonzero com-
ponent along the y2 coordinate, despite the fact that Y2
is a vertical vector field.
Next, pulling back ω to the base space along the section
σx yields the gauge field ω
σx , where
(ωσxX0)m = −x1(m)u, (ωσxX1)m = x0(m)u.
Correspondingly, the covariant derivative ∇σx on
complex-valued functions on Minkowski space is found
to satisfy
∇σxX0f = X0f − i
α√
2
x1f, ∇σxX1f = X1f + i
α√
2
x0f.
These relationships can be expressed in a coordinate-free
manner as
ωσxX = X⊥hu, ∇σx = d+ i α√
2
X⊥h,
where it is evident that ωσx (and thus ∇σx) is inde-
pendent of σx. Henceforth, we will use the notations
ωM ≡ ωσx and ∇M ≡ ∇σx to highlight that inde-
pendence. It can also be readily verified that for all
X ∈ Γ(TM) and s1, s2 ∈ Γ(E) the property
Xg(s1, s2) = g(∇Xs1, s2) + g(s1,∇Xs2)
holds, which implies that ∇X is a metric covariant
derivative. Moreover, ∇X is a formally skew-symmetric
operator with respect to the Hilbert space inner prod-
uct of H; that is, 〈∇Xs1, s2〉H = −〈s1,∇Xs2〉H for all
X ∈ Γ(TM) and compactly supported sections s1, s2 ∈
Γc(E). Using the notation ∇+X to represent the formal
adjoint of ∇X with respect to the 〈·, ·〉H inner product,
we have ∇+X = −∇X .
Before closing this section, we note that, by C∞(M)-
linearity of the dependence X 7→ ∇Xs, we can lift ∇X
to an operator ∇ : Γ(E) → Ω1(M,E) = Γ(T ∗CM ⊗C E),
such that
∇s ·X = ∇Xs. (28)
Note, in particular, that T ∗CM ⊗C E → M is isomorphic
as a bundle to the vector bundle Hom(TCM,E)→M of
bundle homomorphisms from TCM to E. Thus, ∇s can
act on a vector field X ∈ Γ(TCM), giving (28). Simi-
larly, the exterior covariant derivative DY on the prin-
cipal bundle lifts to an operator D : C∞(P ) → Ω1(P ),
and for any vector space F , we can define an exterior co-
variant derivative D : C∞(P, F )→ Ω1(P, F ) analogously
to (18). In what follows, for simplicity of notation we
will suppress C subscripts from TCM , T ∗CM , and ⊗C.
G. Laplacians on the associated bundle
We now describe the construction of the Laplace-type
operator which will play the role of a quantum mechani-
cal Hamiltonian operator acting on sections in Γ(E), and
discuss its relationship to the connection Laplacian in-
duced by the connection in Section III F.
First, given a vector field X ∈ Γ(TM), we introduce
the complex-conjugate adjoint covariant derivative ∇¯X :
Γ(E)→ Γ(E),
∇¯X = J ◦ ∇+X ◦ J = −J ◦ ∇X ◦ J,
where J : Γ(E) → Γ(E) is the complex structure on
sections. Given a trivializing section σ ∈ Γ(P ) of
the principal bundle, this operator has a representa-
tion ∇¯MX : C∞(M) → C∞(M) as a differential oper-
ator on complex-valued functions on M , where ∇¯MX =
ζ−1σ ◦ ∇¯X ◦ ζσ, and
∇¯MX f = df ·X + %(ωMX)∗f = df ·X − %(ωMX)f.
If, in particular, X0 and X1 are the coordinate vector
fields of an inertial chart x centered at o, we have
∇¯MX0f = X0f + i
α√
2
x1f, ∇¯MX1f = X1f − i
α√
2
x0f.
As with ∇X , ∇¯X can be extended to an operator ∇¯ :
Γ(E)→ Ω1(M,E) mapping sections to 1-forms.
Next, let ∇LC : Γ(TM) → Ω1(M) be the Levi-Civita
connection associated with the Minkowski metric η. To-
gether, ∇¯ and ∇LC induce a tensor covariant deriva-
tive on the tensor product bundle T ∗M ⊗ E, that is,
a covariant derivative operator ∇˜ : Γ(T ∗M ⊗ E) →
Ω1(M,T ∗M ⊗ E) = Γ(T ∗M ⊗ T ∗M ⊗ E), such that for
any two vector fields, X,Y ∈ Γ(TM) and any section
T ∈ Γ(T ∗M ⊗ E)
(∇˜XT )Y = ∇¯X(T · Y )− T (∇LCX Y ). (29)
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Note that this definition is consistent with the Leibniz
rule, ∇¯X(T ·Y ) = (∇˜XT )Y +T (∇LCX Y ). The composition
of ∇˜ and ∇ then leads to the second covariant derivative
H˜ : Γ(E) → Γ(T ∗M ⊗ T ∗M ⊗ E), where H˜ = ∇˜ ◦ ∇.
It follows from (29) that for any X,Y ∈ Γ(TM) and
s ∈ Γ(E), we have
H˜X,Y s ≡ (H˜s)(X,Y )
= (∇˜X∇s) · Y = ∇¯X∇Y s−∇∇LCX Y s.
Using Riemannian isomorphisms, we also define a second
covariant derivative H˜′ : Γ(E) → Γ(TM ⊗ TM∗ ⊗ E),
such that for any vector field X ∈ Γ(TM), 1-form w ∈
Γ(T ∗M), and section s ∈ Γ(E),
H˜′X,ws = H˜X,w]s.
Observe now that TM ⊗ TM∗ → M is isomorphic
as a bundle to the vector bundle End(TM) → M of
endomorphisms of the tangent bundle. In particular,
given s ∈ Γ(E) and m ∈ M , (H˜′s)m can be viewed
as a linear map L : TmM → TmM such that for any
vector field X ∈ Γ(TM) and 1-form w ∈ Γ(T ∗M),
wm(LXm) = (H˜
′
X,ws)m. We can therefore reduce H˜
′ to
an operator ∆˜ : Γ(E) → Γ(E) on sections by taking the
trace of (H˜′·)m at every point m ∈M , i.e.,
(∆˜s)m = tr(H˜
′s)m.
That is, in any orthonormal frame {X0, X1} of TM with
η(X0, X0) = −1 and η(X1, X1) = 1, we have
∆˜ = −
(
∇¯X0∇X0 −∇∇LCX0X0
)
+
(
∇¯X1∇X1 −∇∇LCX1X1
)
,
and if the Xi are coordinate vector fields associated with
an affine coordinate chart (as is nominally the case), the
covariant derivatives ∇LCXi vanish, leading to the sim-
pler expression
∆˜ = ∇¯X0∇X0 − ∇¯X1∇X1 . (30)
To characterize this operator more explicitly, it is
useful to consider its representation ∆˜M : C∞(M) →
C∞(M) on complex-valued functions on M induced by
the trivializing section σx, i.e., ∆˜
M = ζ−1σx ◦ ∆˜ ◦ ζσx . A
direct calculation then yields
∆˜M = −
(
−X20 +
α2
2
(x0)2
)
+
(
−X21 +
α2
2
(x1)2
)
.
(31)
Noticing that the coordinate vector fields X0 and X1 are
formally skew-symmetric as operators on functions, i.e.,
〈f1, Xjf2〉ν = −〈Xjf1, f2〉ν for all f1, f2 ∈ C∞c (M), it
follows from (31) that ∆˜M (and thus ∆˜) is formally sym-
metric, 〈f1, ∆˜Mf2〉ν = 〈∆˜Mf1, f2〉ν . Moreover, it is evi-
dent that, up to a proportionality factor of 1/2, ∆˜M has
the structure of the difference between the Hamiltonians
of two one-dimensional quantum harmonic oscillators of
frequency α, operating along the x0 and x1 coordinates,
respectively. We will pursue this correspondence further
in Section IV C, where we will use a (self-adjoint exten-
sion of) ∆˜/2 as the Hamiltonian of a quantum mechanical
theory with H as its Hilbert space.
For now, we express ∆˜ in an alternative form, which
also exemplifies its relationship with a harmonic oscil-
lator potential. For that, we introduce the connection
Laplacian ∆ : Γ(E) → Γ(E) on sections of the associ-
ated bundle. This operator is defined analogously to ∆˜
as
(∆s)m = tr(H
′s)m, ∀m ∈M,
where H′ : Γ(E) → Γ(TM ⊗ TM∗ ⊗ E) is obtained via
Riemannian isomorphisms from the operator H : Γ(E)→
Γ(TM∗ ⊗ TM∗ ⊗ E), H = ∇ˆ ◦ ∇. Here, ∇ˆ : Γ(T ∗M ⊗
E)→ Γ(T ∗M⊗T ∗M⊗E) is a tensor covariant derivative,
defined analogously to (29) as
(∇ˆXT )Y = ∇X(T · Y )− T (∇LCX Y ), ∀X,Y ∈ Γ(TM).
In other words, the difference between ∆ and ∆˜ is that
the former is constructed without using complex conju-
gation and adjoints.
A calculation analogous to that used to obtain (31)
then shows that the function Laplacian ∆M := ζ−1σx ◦∆ ◦
ζσx induced by σx is given by
∆M = −
(
−X20 −
α2
2
(x0)2
)
+
(
−X21 −
α2
2
(x1)2
)
.
(32)
Comparing (31) and (32), it then follows that
∆˜M = ∆M + α2(−(x0)2 + (x1)2),
or, equivalently,
∆˜ = ∆ + 2v, v = α2h, (33)
where h is the quadratic form from (23). Thus, if
∆/2 is interpreted as a “free-particle” Hamiltonian, then
∆˜/2 corresponds to the Hamiltonian for a particle in a
quadratic potential v, with frequency parameter α. Note
the distinguished role that the origin o of the coordinate
chart x plays in this definition, as it is the unique saddle
point of v.
H. Curvature and Yang-Mills equations
Thus far, we have identified a connection 1-form ω on
the inertial frame bundle P
pi−→M , which naturally leads
to geometrical Laplace-type operators having the struc-
ture of quantum mechanical Hamiltonians with quadratic
potentials. Yet, the specific choice of ω in (24) may ap-
pear somewhat ad hoc, especially given the fact that
the space of connections on a principal bundle is an
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infinite-dimensional (i.e., “large”) space. More specif-
ically, it can be shown that the space of connections,
C, of a general principal bundle P pi−→ M is an infinite-
dimensional affine space whose translation group is iso-
morphic to a vector bundle AdP
piAdP−−−−→M over M , with
typical fiber isomorphic to the Lie algebra g, known as
the adjoint bundle (see Appendix A 1). That is, the
difference ω − ω′ ∈ Ω1(P, g) between any two connec-
tions in C can be identified with a unique AdP -valued
1-form (equivalently, a section of TM∗⊗AdP ), and con-
versely, given any connection ω ∈ C any other connec-
tion can be reached by translating from ω by sections in
Ω1(M,AdP ).
For an Abelian structure group such as G ' SO+(1, 1)
studied here, AdP
piAdP−−−−→M is canonically isomorphic to
the trivial bundle M × g pi1−→M , so that every section in
Γ(AdP ) can be identified with a unique g-valued 1-form
on M . Correspondingly, we can express every element of
C as ωo + pi∗$, where ωo ∈ C is fixed connection 1-form
acting as the “origin”, and $ ∈ Ω1(M, g) is a Lie-algebra-
valued 1-form on the base space. For instance, choosing
ωo as the trivial connection with coordinate basis values
(cf. (25))
ωoY0 = ωoY1 = 0, ωoY2 = u,
and horizontal projection map (cf. (26))
horo Y = (dy
0 · Y )Y0 + (dy1 · Y )Y1,
we can express the connection 1-from from (24) as
ω = ωo + pi
∗$, $X = X⊥hu.
In gauge theories for fundamental physics, the prob-
lem of identifying gauge field configurations realized in
nature is approached through the Yang-Mills equations
[26] involving a field strength associated with the con-
nection 1-form. Given a connection 1-form ω ∈ C, the
field strength employed in Yang-Mills theory is a 2-form
Fω ∈ Ω2(M,AdP ), taking values in the adjoint bundle,
which can be constructed by pulling back the curvature
2-form associated with ω along trivializing sections of
the principal bundle. The latter, is defined as the Lie-
algebra-valued 2-form Ω ∈ Ω2(P, g), given by the exte-
rior covariant derivative of the connection 1-form; i.e.,
Ω = Dω, where
Ω(Y, Z) = dω(horY,horZ), Y, Z ∈ Γ(TP ).
Using ∇ : Ωk(M,AdP )→ Ωk+1(M,AdP ) to denote the
covariant derivative induced on the adjoint bundle by
ω (constructed analogously to the covariant derivative
on E
piE−−→ M from Sections III F and III G), the field
strength can be shown to satisfy the Bianchi identity,
∇Fω = 0. (34)
In Yang-Mills theory, Fω is further required to satisfy
∇ ? Fω = 0, (35)
where ? : Ωk(M,AdP ) → ΩdimM−k(M,AdP ) is the
Hodge star operator. Equation (35) is derived by extrem-
izing a quadratic functional of Fω known as the Yang-
Mills action. See Appendix A 1 e for further details, and
one of the many references in the literature [e.g., 25] for
a complete exposition of Yang-Mills theory.
In the general, non-Abelian, setting, (35) represents a
set of nonlinear partial differential equations, known as
Yang-Mills equations, whose rigorous characterization,
including existence of solutions, is a challenging open
problem (a Millennium Prize problem [27]). However, in
the present setting involving an Abelian gauge theory on
two-dimensional Minkowski space, (34) and (35) greatly
simplify to a linear, first-order differential equation for a
single Lie-algebra-valued function,
dfω = 0, fω ∈ C∞(M, g), (36)
such that Fω = ?fω. The reduction to (36) is a conse-
quence of the following three simplifications:
1. For an Abelian structure group such as G '
SO+(1, 1), the adjoint bundle AdP
piAdP−−−−→ M is
trivial and canonically isomorphic to M × g pi1−→M
(as already stated). As a result, we can canon-
ically identify Fω ∈ Ω2(M,AdP ) with a unique
Lie-algebra-valued 2-form F˜ω ∈ Ω2(M, g). More-
over, because the principal bundle P
pi−→ M over
Minkowski space is trivial, F˜ω is given by the pull-
back F˜ω = σ∗Ω of the curvature 2-form along any
global section σ ∈ Γ(P ).
2. For an Abelian structure group, the covariant
derivative on AdP reduces to a standard exterior
derivative (due to the triviality of the adjoint rep-
resentation of g; see Appendix A 1 d). Thus, (35)
reduces to the linear equation, d ? F˜ω = 0.
3. For a two-dimensional manifold M such as two-
dimensional Minkowski space, Fω is a top form,
and thus the Bianchi identity is trivially satisfied
by any element of Ω2(M, g) (even if it is not the
field strength induced by a connection). More-
over, ?F˜ω is equal to a Lie-algebra-valued function,
fω ∈ C∞(M, g), giving F˜ω = ?fω, since ?? = Id
for 2-forms in two dimensions. Equation (36) then
follows.
The simplified Yang-Mills equation in (36) can be
thought of as a two-dimensional analog of Maxwell’s
equations for electromagnetism. Since Minkowski space
is a connected manifold, the only solutions of this equa-
tion are constant functions, fω(m) = λ0, for some λ0 ∈ g.
To verify that the connection 1-form from (24) indeed
induces a constant fω, let y : P → R3 be a coordinate
chart on the principal bundle induced by an inertial chart
x : M → R2, and consider the matrix representation of
the curvature 2-form with respect to the corresponding
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coordinate vector fields Yj , i.e., Ω = [Ω(Yi, Yj)]. A direct
calculation yields
Ω =
 0 f 0−f 0 0
0 0 0
 ,
where f ∈ C∞(M, g) is a constant Lie-algebra-valued
function, equal to λ0 = 2u. As a result, F˜
ω = σ∗xΩ is
represented by the matrix
F := [F˜ω(Xi, Xj)] =
(
0 f
−f 0
)
,
from which we deduce that fω = ?F˜ω = f is a constant
function. We therefore conclude that the connection 1-
form employed in this work satisfies the Yang-Mills equa-
tions.
I. Gauge and Lorentz transformations
In this section, we examine the transformation prop-
erties of the gauge theory constructed above under two
types of geometrical transformations, namely gauge and
Lorentz transformations.
Starting from the former, a gauge transformation is
a principal-bundle isomorphism of P
pi−→ M ; that is, a
diffeomorphism ϕ : P → P satisfying pi ◦ ϕ = pi and
Ψ(p · Λ) = Ψ(p) · Λ for every p ∈ P and Λ ∈ G. These
properties are represented by the following commutative
diagram:
P P
P P
M
ϕ
RΛ
ϕ
pi
RΛ
pi
. (37)
The gauge group G of P pi−→ M is the group formed by
all such maps ϕ with composition of maps as the group
multiplication. In the present context, where P repre-
sents the collection of all inertial frames over M (see
Section III D), a gauge transformation can be thought
of as a change of inertial reference frame.
Every gauge transformation ϕ ∈ G induces a bundle
isomorphism of the associated bundle E
piE−−→M . Specif-
ically, there is a diffeomorphism ϕ∗ : E → E, defined
as ϕ∗([p, z]) = [ϕ(p), z], making the following diagram
commute:
E E
M
ϕ∗
piE
piE
.
Note that the well-definition of ϕ∗ as a map on G-
equivalence-classes in E depends on the G-equivariance
of ϕ.
Next, the map ϕ∗ induces a map ϕ˜∗ : Γ(E) → Γ(E),
acting on sections from the left,
ϕ˜∗s = ϕ∗ ◦ s. (38)
Given a section σ : M → P of the principal bundle,
ϕ˜∗ induces in turn a map ϕ˜σ∗ : C
∞(M) → C∞(M) on
C-valued functions on M such that
ϕ˜σ∗ = ζ
−1
σ ◦ ϕ˜∗ ◦ ζσ. (39)
Henceforth, we will abbreviate ϕ˜∗ and ϕ˜σ∗ by ϕ∗ and ϕ
σ
∗
for simplicity of notation. It can then be shown that for
any X ∈ Γ(TM), the covariant derivative ∇X is gauge-
covariant, i.e., ∇X ◦ ϕ∗ = ϕ∗ ◦ ∇X . The latter implies
that the Laplace-type operators ∆ and ∆¯ are also gauge-
covariant,
∆ ◦ ϕ∗ = ϕ∗ ◦∆, ∆¯ ◦ ϕ∗ = ϕ∗ ◦ ∆¯.
Similarly, the corresponding operators induced by the
section σ on C-valued functions on M satisfy ∇MX ◦ϕσ∗ =
ϕσ∗ ◦∇MX , ∆M ◦ϕσ∗ = ϕσ∗ ◦∆M , and ∆¯M ◦ϕσ∗ = ϕσ∗ ◦ ∆¯M ,
respectively.
The above highlight an important difference between
arbitrary complex-valued functions on M on one hand,
and sections s ∈ Γ(E) and their associated functions
sσ = ζ−1σ s on the other hand, namely, that the former
have no canonical behavior under gauge transformations
(as indicated by the commutative diagram in (37), where
there is no action on M), whereas the latter transform
non-trivially according to (38) and (39). In fact, as we
now discuss, gauge transformations characterize the be-
havior of gauge fields, matter fields, and other geometri-
cal objects defined on the base space M under changes of
section σ : M → P of the principal bundle, which in the
present context corresponds to a choice of inertial frame.
Intuitively, all matter fields sσ corresponding to the same
underlying section s represent the same intrinsic physi-
cal configuration, and it is precisely the transformation
properties in (39) that ensure the mutual consistency of
these representations.
To examine this in more detail, we introduce the
nonlinear adjoint bundle ADP
piADP−−−−→ M , which is a
fiber bundle over M associated to the principal bun-
dle, with typical fiber G (see Appendix A 1). The
gauge group G can then be identified with sections in
Γ(ADP ). In the present setting involving the Abelian
group G ' SO+(1, 1), ADP is a trivial bundle canoni-
cally isomorphic to M ×G, and every gauge transforma-
tion ϕ ∈ G ' Γ(ADP ) can be identified with a unique
G-valued function ξ on M , sometimes referred to as a
gauge map, such that ϕ(p) = p · ξ(pi(p)). Conversely,
every smooth function ξ : M → G induces a gauge trans-
formation ϕ defined by the same formula. It then fol-
lows from the definition of the left action in (15) that
the induced transformation ϕ∗ on the associated bundle
E
piE−−→M acts by multiplication by a spatially dependent
phase factor, viz.
ϕ∗e = eiαϑ(ξ(m))/
√
2e, m ∈M, e ∈ Em. (40)
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See Lemma 14 in Appendix A 2 for additional details.
Let now σ, σ′ : M → P be sections of the principal
bundle, and ξ : M → G the unique gauge map such that
σ′(m) = σ(m)·ξ(m) for all m ∈M (note that the unique-
ness of ξ is a consequence of the fact that the action of
G on P is free). Associated with ξ is a gauge transfor-
mation ϕ : P → P , constructed as described above, such
that σ′ = ϕ ◦σ. This transformation represents a change
of inertial frame from σ to σ′. Given a section s ∈ Γ(E),
it is a direct consequence of (40) (see also Lemma 14)
that the corresponding matter fields sσ, sσ
′ ∈ C∞(M)
transform according to
sσ
′
(m) = ϕ−1∗ s
σ(m) = e−iαϑ(ξ(m))/
√
2sσ(m). (41)
Equation 41 shows that matter fields transform in a con-
travariant (“inverse”) manner under the gauge transfor-
mation describing the change of section from σ to σ′.
This behavior is analogous to the transformation rule for
the components of vectors in Euclidean space under a
change of basis, which acts by the inverse of the trans-
formation of the basis vectors (the analogs of the iner-
tial frames studied here). As stated above, we view sσ
and sσ
′
as representations of the same intrinsic physical
configuration, i.e., the section s, which should transform
according to (41) for consistency.
It should be noted that the transformation in (41) is
analogous to the transformation of the quantum mechan-
ical wavefunction of a nonrelativistic charged particle
moving in an electromagnetic field under gauge trans-
formations of the scalar and vector potential [e.g., 22,
Section 2.6]. This should be of no surprise, since electro-
magnetism is a U(1) gauge theory, and the representation
ρ : G→ U(1) used to construct E piE−−→M acts as the uni-
versal cover of U(1).
Next, we turn to Lorentz transformations of the base
space, represented by the affine maps LΛo : M →M from
Section III B. Here, it is important that the origin o ∈M
is the same as in the definition of the connection 1-form
ω in Section III F. This type of transformation is distinct
from gauge transformations, in the sense that the lat-
ter describe how matter or gauge fields (e.g., sections in
H) present themselves under different choices of inertial
frame, whereas the former describe how the structure of
the theory itself (“physical laws”) depends on the choice
of inertial coordinate chart. Here, the key structural ob-
ject that could be potentially affected by the choice of in-
ertial chart is the connection 1-form. However, as shown
in Proposition 13, and already stated in Section III F,
ω is in fact independent of the choice of inertial chart,
so long as that chart is centered at o. Thus, the gauge
theory employed in this work is invariant under Lorentz
transformations with that point as the origin. Clearly,
due to the distinguished role that o plays, the theory is
not invariant under translations in the Poincare´ group.
IV. QUANTUM DYNAMICS
In this section, we construct a quantum mechanical
system associated with the gauge theory on Minkowski
space from Section III. Then, we describe an embedding
of the Koopman operator formulation of the classical har-
monic oscillator from Section II into the quantum system,
thereby proving Theorem 1(i). Our construction of the
quantum system on Minkowski space, will be based on
the standard density operator formulation of quantum
mechanics [e.g., 22]. This choice is in part motivated
from the fact that the density operator formalism pro-
vides a useful model for statistical inference in measure-
preserving deterministic systems [9]. In particular, here
we will not employ the canonical quantization approach
employed in the context of quantum field theory, whereby
one would treat solutions ∆˜s = 0 associated with the
Laplacian in (30) as being “classical”, and then promot-
ing each of the normal mode expansion coefficients of
these solutions to ladder operators for a quantum field.
Instead, we will treat a (self-adjoint extension of) ∆˜ di-
rectly as a quantum Hamiltonian without reference to
an underlying classical system. When there is no risk of
confusion with the usage of that term in other contexts,
we will refer to the quantum system on Minkowski space
as a quantum harmonic oscillator.
A. Quantum Dynamics on Minkowski space
Let S(M,E) be the Schwartz space of rapidly decreas-
ing sections in Γ(E), defined using any inertial chart
x : M → R2 and corresponding trivializing section
σx ∈ Γ(P ) as
S(M,E) = {s ∈ Γ(E) :
sup
m∈M
|x(m)α∂βx(m)(s◦ζ−1σx ◦x)| <∞,∀α, β ∈ Nn, n ∈ N0}.
The operator H˜ : S(M)→ H,
H˜ =
1
2
∆˜ =
1
2
∆ + v,
is then a symmetric operator with a dense domain
S(M) ⊂ H. Similarly, we let S(M) ⊂ L2(ν) be the
Schwartz space of complex-valued functions on M , and
H˜M : S(M) → L2(ν) be the densely defined, symmetric
operator equal to ∆˜M/2. As in Section III, we always
consider that x is centered at o ∈M , so that the various
coordinate-based formulas for covariant derivatives and
Laplace operators from Section III F apply.
It can then be readily verified from (30) and (31) that
H˜ is diagonalizable in an orthonormal basis of eigensec-
tions associated with tensor products of Hermite func-
tions in the x0 and x1 coordinates. Specifically, let
pj ∈ C∞(R) be the Hermite polynomial of degree j ∈ N0,
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and χj ∈ C∞(R) the Hermite function with
χj(z) =
1√
2jj!
(α
pi
)1/4
e−α
2z2/2pj(α
1/2z).
As is well known, the set {χj}∞j=0 is an orthonormal basis
of the Hilbert space L2(R) associated with the Lebesgue
measure on R, consisting of eigenfunctions of the quan-
tum harmonic oscillator Hamiltonian [22, 28]. That is,
H0χj = Ejχj , Ej = (2j + 1)α/2, j ∈ N0,
where H0 : S(R) → L2(R) is defined on the Schwartz
space S(R) as
H0f(z) =
1
2
f ′′(z) +
α2
2
z2f(z).
It then follows from (30) and the fact that L2(ν) =
L2(R) ⊗ L2(R) that the functions χjk = χj ⊗ χk form
an orthonormal basis {χjk}∞j,k=0 of L2(ν) consisting of
eigenfunctions of H˜M , corresponding to the eigenvalues
Ejk = (k − j)α.
Correspondingly, {ψjk}∞j,k=0, with ψjk = ζσχjk, is an
orthonormal basis of H consisting of eigensections of H˜
at the same corresponding eigenvalues Ejk.
Based on the above, we can conclude that H˜ is a
densely-defined, symmetric, diagonalizable operator, and
therefore has a unique self-adjoint extension H : D(H)→
H defined on the domain D(H) ⊃ S(M,E) with
D(H) =

∞∑
j,k=0
cjkψjk ∈ H :
∞∑
j,k=0
E2jk|cjk|2 <∞
 .
This operator acts as the Hamiltonian of a quantum sys-
tem, generating a strongly-continuous, unitary group of
Heisenberg evolution operators W t : H → H, given by
W t = eitH . (42)
Following the standard formulation of quantum mechan-
ics, we will consider the states of this quantum system
to be non-negative, trace-class operators on H with unit
trace. Specifically, the set of regular quantum states onH
is the closed, convex subset of the Banach space B1(H)
of trace-class operators on H, equipped with the trace
norm, ‖A‖1 = tr|A|, given by
Q(H) = {ρ ∈ B1(H) : ρ ≥ 0, tr ρ = 1}.
We recall that a state ρ ∈ Q(H) is said to be pure if there
exists s ∈ H such that ρ = 〈·, s〉Hs. That is, every pure
state is a rank-1, orthogonal projection on H, ρ2 = ρ,
and we have ‖ρ‖1 = ‖ρ‖ = 1, where ‖·‖ denotes the H-
operator norm. The states in Q(H) which are not pure
are said to be mixed.
The unitary evolution group W t acts on states inQ(H)
through the conjugation map Zt : Q(H) → Q(H), de-
fined as
Zt(ρ) = W t∗ρW t. (43)
As usual, the observables of the quantum system will be
the (bounded and unbounded) self-adjoint operators on
H. In what follows, we will typically restrict attention to
bounded observables in the set
A(H) = {A ∈ B(H) : A∗ = A},
where B(H) is the Banach space of bounded operators
on H, equipped with the operator norm, ‖·‖. It can be
readily verified that A(H) is closed under addition of
operators, scalar multiplication by real numbers, and the
multiplication operation
A ·B = B ·A = (AB +BA)/2.
Furthermore, we have ‖A · B‖ ≤ ‖A‖‖B‖, so that
A(H) has the structure of an Abelian Banach algebra
of quantum observables over the real numbers. On
A(H), the quantum system has an induced linear action
W˜ t : A(H)→ A(H),
W˜ tA = W tAW t∗, (44)
which preserves the operator norm. We also let A′(H)
be the the Banach space of continuous linear functionals
on A(H), equipped with the standard (operator) norm.
The space of quantum states Q(H) embeds naturally
into A′(H) through the continuous map ι : Q(H) →
A′(H), such that ι(ρ) := Eρ is equal to the quantum
mechanical expectation functional given by
EρA = tr(ρA). (45)
Note that the continuity of Eρ follows from the fact that
|EρA| ≤ ‖ρ‖1‖A‖ = ‖A‖.
In fact, it can be readily verified that ι is a contraction,
i.e., ‖ι(ρ)‖ ≤ ‖ρ‖1 = 1, where the equality is saturated
by pure states. We shall refer to the elements of A′(H)
as generalized quantum states.
Intuitively, A 7→ EρA can be thought of as “evalu-
ation” of the quantum mechanical observable A at the
state ρ. It follows directly from (43) and (44) that the
property EZt(ρ) = Eρ ◦ W˜ t holds for all t ∈ R. In other
words, the following diagram commutes,
Q(H) Q(H)
A′(H) A′(H),
Zt
ι ι
W˜ t′
where W˜ t′ : A′(H) → A′(H) is the composition map
by W˜ t, acting isometrically on A′(H) according to the
formula
W˜ t′J = J ◦ W˜ t. (46)
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This completes the construction of our quantum me-
chanical system on Minkowski space. It should be noted
that the dynamics of this system, generated by H, dif-
fer from a spherical quantum harmonic oscillator of fre-
quency α in two-dimensional Euclidean space in two key
ways, namely:
1. The energy levels Ejk range from −∞ to ∞, as
opposed to the Euclidean case, where the energy
levels are strictly positive, and have the ground-
state eigenvalue α.
2. The eigenspaces corresponding to any energy level
Ejk are infinite-dimensional, whereas eigenspaces
of the harmonic oscillator in Euclidean space are
all finite-dimensional.
The evolution group generated by H also has a fun-
damental difference from the Koopman operator group
U t for the classical harmonic oscillator generated by V .
That is, unlike U t, which is realized through the deter-
ministic flow Φt on the circle via (1), the Heisenberg op-
erators W t in (42) are not the realization of a flow on
Minkowski space, i.e., there exists no measurable flow
Φˆt : M → M such that W tf = f ◦ Φˆt. Indeed, a nec-
essary condition for that to happen is that H acts as a
derivation on an algebra of bounded sections contained in
D(H) [20, Theorem 1.1], and this is clearly not the case
since H is a second-order operator that does not obey a
Leibniz rule (cf. (2)).
Yet, as alluded to in Section I, the Koopman and
Heisenberg evolution groups studied here do have an im-
portant structural similarity, namely that, up to mul-
tiplication by i, the spectra {iαj = ijα}∞j=−∞ and
{Ejk = (k − j)α}∞j,k=0 of their generators, respectively,
are identical. In Section IV C ahead, we will take advan-
tage of this spectral equivalence to construct an isometric
embedding of the Hilbert space L2(µ) associated with the
classical harmonic oscillator into the Hilbert space of sec-
tions H that maps the generator V to the Hamiltonian
H. This construction will be based on a quantum me-
chanical representation of the periodic dynamics of the
circle rotation, which we describe next.
B. Quantum dynamics of the circle rotation
Following [9], we assign “quantum states” to the clas-
sical harmonic oscillator as positive, unit-trace operators
on L2(µ); that is, operators lying in the set
Q(L2(µ)) = {ρ ∈ B1(L2(µ)) : ρ ≥ 0, tr ρ = 1},
on which the Koopman group acts by the conjugation
map Φ˜t : Q(L2(µ))→ Q(L2(µ)),
Φ˜t(ρ) = U t∗ρU t.
Note that we use the symbol Φ˜t to indicate that the dy-
namics on the quantum statesQ(L2(µ)) is induced by the
classical flow Φt on the circle (cf. Zt from (43), where no
such correspondence exists).
Next, we assign quantum observables as self-adjoint
operators on L2(µ). Proceeding as in Section IV A, we
will focus on the space
A(L2(µ)) = {A ∈ B(L2(µ)) : A∗ = A}
of bounded self-adjoint operators, which becomes an
Abelian Banach algebra over the real numbers analo-
gously toA(H). We define the continuous dualA′(L2(µ))
of A(L2(µ)), as well as the expectation functionals Eρ ∈
A′(L2(µ)), evolution maps U˜ t : A(L2(µ)) → A(L2(µ)),
U˜ t′ : A′(L2(µ)) → A′(L2(µ)), and inclusion map ι :
Q(L2(µ))→ A′(L2(µ)) analogously to their counterparts
for A(H) and A′(H) in Section IV.
We now describe an embedding of the classical rotation
on the circle to the quantum system introduced above,
at the level of both states and observables. For that,
consider first the Abelian Banach algebra CR(S1) con-
sisting of continuous, real-valued functions on the circle,
equipped with the maximum norm. This algebra em-
beds homomorphically into A(L2(µ)) through the map-
ping T : CR(S1) → A(L2(µ)) that sends the continuous,
real-valued function f ∈ CR(S1) to the self-adjoint multi-
plication operator Tf := Tf ∈ A(L2(µ)) that multiplies
by that function, i.e., Tfg = fg for all g ∈ L2(µ). It is
then straightforward to verify that
U˜ t ◦ T = T ◦ U t, ∀t ∈ R, (47)
The above shows that continuous, real-valued classical
observables evolve consistently under the action of the
Koopman operator with their corresponding quantum
observables (multiplication operators in A(L2(µ))). Sim-
ilarly, the transpose map T ′ : A′(L2(µ))→ C ′R(S1), given
by T ′J = J ◦ T , satisfies
T ′ ◦ U˜ t′ = U t′ ◦ T ′, ∀t ∈ R. (48)
Clearly, one could carry out a similar construction for
the quantum system on Minkowski space M , replacing
CR(S1) with the Banach space of real-valued, compactly
supported functions on M . In the case of the circle ro-
tation, however, additional correspondences can be de-
rived with the help of the heat kernel (see Section II D),
namely:
Proposition 4. Let Fτ : S
1 → F(Kτ ) ⊂ Kτ be the
feature map associated with the heat kernel on the cir-
cle at time parameter τ > 0. Let also Π : C(S1) \
{0} → Q(L2(µ)) map the nonzero classical observable
f to the pure quantum state Π(f) = ρf given by ρf =
〈f, ·〉µf/‖f‖2µ. Then, the following hold for every τ > 0
and t ∈ R:
(i) Ψτ : S
1 → Q(L2(µ)), Ψτ = Π ◦ Fτ , is an injective,
continuous map with respect to the trace-norm topology
of Q(L2(µ)), and the following dynamical compatibility
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relationships hold:
Fτ ◦ Φt = U−t ◦ Fτ , Π ◦ U−t = Φt∗ ◦Π,
Ψτ ◦ Φt = Φ˜t ◦Ψτ .
(ii) The induced linear map Ωτ : A(L2(µ))→ CR(S1),
mapping quantum observable A to the classical observable
fA = ΩτA, with fA(θ) = EΨτ (θ)A is well-defined (i.e., fA
is a continuous, real-valued function), satisfying
Ωτ ◦ U˜ t = U t ◦ Ωτ .
(iii) The transpose map Ω′τ : C
′
R(S
1) → A′(L2(µ)),
defined as Ω′τJ = J ◦ Ωτ satisfies
U˜ t′ ◦ Ω′τ = Ω′τ ◦ U t′.
A proof of Proposition 4 is included in Appendix B 2.
Figure 1 depicts the quantum-classical relationships from
the proposition and (47), (48) in the form of commutative
diagrams. These diagrams indicate that the time-τ heat
kernel on the circle induces, through its corresponding
RKHS feature map (which underpins the maps Ψτ , Ωτ ,
and Ω′τ ) two types of classical–quantum correspondence
associated with the circle rotation, namely:
1. A continuous, one-to-one mapping of classical
states (points) in the circle and regular quantum
states on L2(µ), carried out by Ψτ , as well as a con-
tinuous one-to-one mapping with the larger space
of functionals in A′(L2(µ)), carried out by Ω′τ .
2. A continuous mapping of bounded quantum me-
chanical observables on L2(µ) to classical observ-
ables (continuous, real-valued functions) on the cir-
cle, carried out by Ωτ .
Moreover, both of these mappings are consistent (equiv-
ariant) with the classical and quantum dynamics, in the
sense of the commutative diagrams in Fig. 1. Together,
these facts prove the claims about Ψτ and Ωτ in Theo-
rem 1(ii, iii), respectively, and will be sufficient to com-
plete the proof of the theorem in Section IV C below.
We close this section by noting that, despite their
equivariance properties, the classical–quantum corre-
spondences identified thus far fail to preserve an impor-
tant structure of both the classical and quantum repre-
sentations of the circle rotation, namely the Abelian alge-
braic structure of classical observables in CR(S1) and con-
tinuous multiplication operators in A(L2(µ)). That is,
apart from special cases, starting from a classical observ-
able, mapping it to a multiplication operator in A(L2(µ))
via T , and mapping the result back to CR(S1) through
Ωτ does not recover the original observable. In other
words, Ωτ is not a left inverse of T , and similarly, Ω
′
τ is
not a right inverse of T ′. Had these properties been true,
Ωτ ◦U˜ t◦T would be equal to U t and T ′◦U˜ t′◦Ω′τ would be
equal to U t′ which would then imply that the evolution
of any classical observable in CR(S1) and Radon measure
in C ′R(S
1) can be respectively understood as the evolu-
tion of a quantum observable in A(L2(µ)) and a general-
ized quantum state in A′(L2(µ)). We will improve upon
this inconsistency in Section VI by considering quantum
states and algebras of quantum observables associated
with the RKHAs Kˆτ , as opposed to the L2(µ) space.
C. Isometric embedding
We now have the necessary ingredients to construct
an isometric embedding (Hilbert space homomorphism)
of the L2(µ) space associated with the invariant mea-
sure of the circle rotation into the Hilbert space H of
sections over Minkowski space, thereby inducing an em-
bedding of classical and quantum states of the circle ro-
tation into the states of the quantum harmonic oscillator
on Minkowski space, as well as a corresponding pullback
map from quantum observables of the latter system into
quantum and classical observables of the circle rotation.
We begin by introducing the following three Hilbert
subspaces of H,
H0 = span{ψ00},
H− = span{ψj0 : j > 0},
H+ = span{ψ0j : j > 0},
(49)
where overlines denote closure with respect to H norm.
Because they are spanned by distinct eigenfunctions of
H, these subspaces are mutually orthogonal, and each of
them is invariant under the Heisenberg operator W t for
all t ∈ R. Moreover, if a section s lies in H0, H−∩D(H),
or H+∩D(H), then 〈s,Hs〉H is zero, strictly negative, or
strictly positive, respectively. Due to that, we intuitively
interpret pure states ρ = 〈s, ·〉Hs with s in H0, H−, or
H+, as “vacuum”, “antimatter”, or “matter” states, re-
spectively. Defining H˜ = H0 ⊕ H− ⊕ H+, we note that
for pure states with s in the orthogonal complement of
H˜ in H, 〈s,Hs〉H is not sign-definite.
With these considerations in mind, and in analogy
with (49), we define the Hilbert subspaces of L2(µ) given
by
L20(µ) = span{φ0},
L2−(µ) = span{φj : j < 0},
L2+(µ) = span{φj : j > 0},
(50)
where φj are the Koopman eigenfunctions from Sec-
tion II B. These subspaces are all invariant under the
Koopman operator U t for any t ∈ R. Moreover, 〈f, V f〉µ
is zero, strictly negative, or strictly positive whenever f
lies in L20(µ), L
2
−(µ) ∩ D(V ), or L2+(µ) ∩ D(V ), so we
interpret the corresponding pure states ρ = 〈f, ·〉µf as
being zero-, negative-, or positive-frequency states, re-
spectively.
Motivated by the similarity between (49) and (50), we
define the linear operator U : L2(µ) → H, characterized
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S1 S1
P(S1) P(S1)
F(Kτ ) F(Kτ )
Q(L2(µ)) Q(L2(µ))
A′(L2(µ)) A′(L2(µ))
δ
Φt
δ
Φt∗
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FIG. 1. Commutative diagrams illustrating the correspondence between classical states/observables of the harmonic oscillator
and quantum states/observables on the L2(µ) space associated with the invariant measure. The diagram on the left shows how
classical states (points in the circle S1) embed injectively into Radon probability measures P(S1) via the map δ mapping into
Dirac measures, which in turn map injectively into nonzero RKHS functions under the embedding Kτ , and then into quantum
states and generalized quantum states on L2(µ) via the maps Π and ι, respectively. The composition Kτ ◦ δ corresponds to
the RKHS feature map Fτ (not shown). These embeddings are all equivariant with the dynamical evolution maps at each
level, as depicted in the diagram. The top diagram in the right shows the dynamical equivariance properties of the Banach
algebra homomorphism T , mapping real-valued continuous functions on S1 to bounded, self-adjoint multiplication operators
in A(L2(µ)). The middle diagram shows the equivariance properties of Ωτ : A(L2(µ)) → CR(S1), which is not an algebra
homomorphism. The bottom diagram shows the dynamical equivariance properties of the transpose map T ′ : A′(L2(µ)) →
C′R(S1).
completely through the relationships
Uφj =

ψ00, j = 0,
ψ−j,0, j < 0,
ψ0j , j > 0.
(51)
It then follows directly from its definition that U is an iso-
metric embedding of L2(µ) into H, i.e., it is an injective
operator satisfying
〈Uf1,Uf2〉H = 〈f1, f2〉µ, ∀f1, f2 ∈ L2(µ),
and U∗U is equal to the identity on L2(µ). Moreover,
U clearly maps L20(µ) to H0, L2−(µ) to H−, and L2+(µ)
to H+. In other words, U maps the zero-, negative-,
and positive-frequency states of the classical harmonic
oscillator map to the vacuum, matter, and antimatter
states of the quantum harmonic oscillator on Minkowski
space. The range of U is clearly equal to H˜, and as
a result UU∗ is equal to the identity operator on that
space.
The operator U provides the isometric embedding of
the Koopman operator formulation of the classical har-
monic oscillator into the quantum harmonic oscillator on
Minkowski space stated in Theorem 1. One of its key
properties is that for every j ∈ Z, Uφj is an eigenfunc-
tion of H at the same eigenvalue jα as the eigenfrequency
corresponding to φj . As a result, U pulls back the Hamil-
tonian H to the generator V ,
U∗HU = V/i,
and we have the dynamical correspondence
U∗eitHU = etV , ∀t ∈ R. (52)
It should also be noted that the dual operation, i.e., V 7→
UV U∗, maps the generator (up to multiplication by i) to
a projected Hamiltonian,
UV U∗ = iΠH˜HΠH˜,
where ΠH˜ : H → H is the orthogonal projection operator
mapping into H˜.
Turning now to the spaces A(L2(µ)) and A(H), U in-
duces a surjective linear map U˜ : A(H) → A(L2(µ)), an
isometry U˜+ : Q(L2(µ)) → Q(H), and a linear isometry
U˜ ′ : A′(L2(µ))→ A′(H), where
U˜A = U∗AU , U U˜+(ρ) = UρU∗, U˜ ′J = J ◦ U˜ .
It is then straightforward to verify using Proposition 4
and (52) that the equivariance properties
U˜ ◦W˜ t = U˜ t◦U˜ , U˜+◦Zt = Φ˜t◦Φ˜t, U˜ ′◦U˜ t′ = W˜ t′◦U˜ ′,
hold for every t ∈ R.
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FIG. 2. As in Fig. 1, but for commutative diagrams showing the relationships between the quantum formulations of the circle
rotation and the quantum harmonic oscillator on Minkowski space. Note that in the left-hand diagram we abuse notation,
using ι to denote the inclusion maps of both Q(L2(µ)) into A′(L2µ)) and Q(H) into A′(H).
The above, allow us to augment the commutative dia-
grams in Figure 1 to obtain the diagrams in Figure 2,
illustrating the combined relationships between states
and observables of the circle rotation (both classical and
quantum) and those of the quantum harmonic oscillator
on Minkowski space. The following proposition, which
can be deduced directly from these diagrams, shows that
there exist quantum states of the system on Minkowski
space for which the expectation value of any observable
evolves consistently as evaluation of a classical observable
of the circle rotation.
Proposition 5. For any θ ∈ S1 and τ > 0, let ρθ,τ ∈
Q(H) be the quantum state given by σθ,τ = U˜+(Ψτ (θ)).
Then, for any quantum mechanical observable A ∈ A(H)
and t ∈ R, the relationship
EZt(σθ,τ )A = fA,τ (Φ
t(θ))
holds, where fA,τ ∈ CR(S1) is the classical observable of
the circle rotation given by fA,τ = Ωτ (U˜(A)). In partic-
ular, t 7→ EZt(ρθ) is periodic with period 2pi/α.
It can be readily verified that ρθ,τ takes the form ρθ,τ =
〈ψθ,τ , ·〉Hψθ,τ/‖κτ (θ, ·)‖2µ, where ψθ,τ ∈ H is the section
(wavefunction) given by
ψθ,τ =
∞∑
j=0
e−j
2τ (φj(θ)ψj0 + φ
∗
j (θ)ψ0j). (53)
Figure 3 shows plots of the corresponding C-valued func-
tion ψσθ,τ = ζ
−1
σx ψθ,τ associated with an inertial coordi-
nate chart x = (x0, x1) centered at o. There, as θ in-
creases from 0 to pi, ψσθ,τ is seen to undergo an evolu-
tion from a real-valued, diffuse configuration supported
mainly in the x0, x1 ≥ 0 coordinate quadrant, to a fo-
cused configuration near the origin at θ = pi/2, and fi-
nally to a real-valued, diffuse configuration supported in
the x0, x1 ≤ 0 quadrant.
D. Gauge covariance
At this point, we have completed the proof of The-
orem 1 aside from the claimed gauge covariance of the
isometry U : L2(µ) → H. Specifically, the construc-
tion of U in Section IV C employed a particular basis
of H consisting of the eigensections ψjk, whose construc-
tion (in Section IV A) depended on a choice of section
σ : M → P of the principal bundle to map Hermite func-
tions into sections. Since every such choice σ corresponds
to a choice of inertial frame, and Minkowski space does
not have a preferred inertial frame, it is important that
the transformation imparted to U by passing from σ to
a different section, σ′ : M → P , be structure-preserving.
In particular, the operator Uσ′ : L2(µ) → H defined as
in (51), but using the H eigensections ψσ′,jk = ζσ′χjk
instead of ψjk, should be relatable to U by a unitary
map Ξ : H → H such that Uσ′ = ΞU (otherwise, Hilbert
space structure would not be preserved), and moreover
the dynamical correspondence in (52) should still hold
for Uσ′ .
To verify that this is indeed the case, let ϕ : P → P
be the unique gauge transformation such that σ′ = ϕ◦σ.
Then, by Lemma 8(i), ψσ′,jk(m) = e
iαϑ(ξ(m))/
√
2ψjk(m)
for aG-valued function ξ onM , so that Uσ′ = Ξ◦U , where
Ξ is the unitary multiplication operator onH by the func-
tion eiαϑ(ξ(·)). Moreover, again by Lemma 8(i), we have
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FIG. 3. Wavefunction ψσxθ,τ associated with the embedding of the classical states (points) on the circle to states of the quan-
tum harmonic oscillator on two-dimensional Minkowski space. Here, the wavefunction is shown as a function of the inertial
coordinates (x0, x1) of Minkowski space for τ = 10−3 and representative values of θ ∈ S1 in the range [0, pi], using an arbitrary
normalization with respect to L@(ν) norm.
ψσ′,jk = ϕ∗ ◦ ϕjk, and because the operator ϕ∗◦ com-
mutes with the Laplacian ∆¯ (see Section III I), it follows
that U∗σ′HUσ′ = U∗HU so that U∗σ′eitHUσ′ = U∗σeitHUσ.
We therefore conclude that the dynamical correspon-
dence in (52) holds for Uσ′ , completing the proof of The-
orem 1.
V. CANONICALLY COMMUTING
OPERATORS FOR THE CLASSICAL
HARMONIC OSCILLATOR
In this section, we employ the correspondence between
the circle rotation and quantum harmonic oscillator on
Minkowski space established in Section IV to construct
operators acting on classical observables (functions) on
the circle exhibiting canonical position–momentum com-
mutation relationships, as well as their corresponding
ladder operators. This construction will be carried out
using the isometry U : L2(µ)→ H from (51) to pull back
position, momentum, and ladder operators of the quan-
tum harmonic oscillator to densely defined operators on
L2(µ). These operators will automatically satisfy the ap-
propriate commutation relationships since U is a Hilbert
space homomorphism.
A. Ladder operators
As with the non-relativistic quantum harmonic oscilla-
tor, the quantum system on Minkowski space from Sec-
tion IV A admits canonically commuting position and
momentum operators with respect to any inertial chart
x = (x0, x1) : M → R2 (taken to be centered at o ∈M as
per our convention). These operators can be constructed
as usual by considering the one-parameter unitary groups
of operators X aj : H → H and Paj : H → H, with
j ∈ {0, 1} and a ∈ R, acting on sections s ∈ H by phase
multiplication and translation, respectively, i.e.,
X aj s(m) = eiax
j(m)s(m), Paj s(m) = s(m+ a ~Xj).
Note that X aj coincides with the action ϕ∗ on sections
associated with the gauge transformation ϕ : P → P
with ϕ(p) = p · ξ(pi(p)), ξ(m) = exp(√2axj(m)/α). We
then define the position operators Xˆj : D(Xˆj) → H,
D(Xˆj) ⊂ H, and momentum operators Pˆj : D(Pˆj)→ H,
D(Pˆj) ⊂ H, as the generators of these groups, respec-
tively, times a factor of 1/i introduced by convention to
render the generators self-adjoint. That is, we have
Xˆjs = i
−1 lim
a→0
(X aj s− s)/a,
Pˆjs = i
−1 lim
a→0
(Paj s− s)/a,
(54)
and the domains D(Xˆj) and D(Pˆj) are defined as the
dense subspaces of H where the respective limits in (54)
exist with respect to H norm. It then follows from these
definitions that Xˆj is a multiplication operator by the
coordinate function xj , i.e.,
Xˆjs = x
js,
while Pˆj is a differentiation operator that behaves as an
extension of the coordinate vector field Xj to smooth
sections in H,
Pˆjs = −iXjs = −i ds ·Xj , ∀s ∈ D(Pˆj) ∩ Γ(E).
24
Note now that the Schwartz space S(M,E) is invariant
under all of Xˆj and Pˆj , so we can consider the restricted
operators X˜j : S(M,E) → H and P˜j : S(M,E) → H,
where X˜j = Xˆj |S(M,E), P˜j = Pˆj |S(Γ,E), and ran X˜j , and
ran P˜j are both subspaces of S(M,E). It then follows di-
rectly from their definition that these operators obey the
canonical position–momentum commutation relations,
[X˜j , X˜k] = 0, [P˜j , P˜k] = 0, [X˜j , P˜k] = iδjk.
Moreover, associated with X˜j and P˜j are the ladder op-
erators
Aj =
√
α
2
X˜j +
i√
2α
P˜j , A
+
j =
√
α
2
X˜j − i√
2α
P˜j ,
and the number operators
Nj = A
+
j Aj .
These operators satisfy the standard commutation rela-
tions
[Nj , Ak] = −Ajδjk, [Nj , A+k ] = Ajδjk,
[Aj , Ak] = [A
+
j , A
+
k ] = [Nj , Nk] = 0,
(55)
and moreover we have
H˜ = α(−N0 +N1). (56)
The following are formulas for the action of these oper-
ators on the ψjk basis elements of H, which follow from
standard results on ladder operators [22]:
A0ψjk =
√
jψj−1,k, A+0 ψjk =
√
j + 1ψj+1,k,
A1ψjk =
√
kψj,k−1, A+1 ψjk =
√
k + 1ψj,k+1,
N0ψjk = jψjk, N1ψjk = kψjk.
(57)
We will now pull back the Aj , A
+
j , and Nj to operators
on classical observables of the circle rotation. For that,
let S(S1) = U∗S(M,E) be the image of the Schwartz
space of sections on Minkowski space under U∗. For
completeness, we note that S(S1) can be identified with a
Schwartz space of functions on the circle (see Ref. [29] for
definitions), which in this case coincides with C∞(S1) by
compactness of S1. However, here we will not be needing
that structure.
By construction, U maps S(S1) to S(M,E), and there-
fore the following are well-defined as densely-defined op-
erators from S(S1) ⊂ L2(µ) to L2(µ):
A− = U∗A0U , A+− = U∗A+0 U , N− = U∗N0U ,
A+ = U∗A1U , A++ = U∗A+1 U , N+ = U∗N1U .
(58)
It then follows from the fact that UU∗ is the identity on H˜
that these operators satisfy the canonical commutation
relationships for ladder operators analogously to (55),
viz.
[N−, A−] = −A−, [N−, A+−] = A+−,
[N+, A+] = −A+, [N+, A++] = A+,
[A−, A+] = [A+−, A
+
+] = [A−, A
+
+] = [A+, A
+
−] = 0,
[N−, N+] = 0.
Moreover, the generating vector field ~V of the classical
harmonic oscillator, acting on C∞(S1) functions, can be
expressed in terms of the number operators as (cf. (56))
~V = iα(−N− +N+) = iU∗H˜U . (59)
To characterize these operators more explicitly, con-
sider the order-r fractional derivative operator ∂r :
D(∂r) → L2(µ), r ≥ 0, associated with standard an-
gle coordinates on the circle (see Appendix C for an ex-
plicit definition and additional details). Let also Π− :
L2(µ) → L2(µ) and Π+ : L2(µ) → L2(µ) be the or-
thogonal projections mapping into L2−(µ) and L
2
+(µ), re-
spectively, and define the spectrally truncated derivative
operators ∂r− = ∂
rΠ− and ∂r+ = ∂
rΠ+, both of which are
defined on the same dense domain D(∂r) ⊃ S(S1) as ∂r.
It can be shown (see Proposition 19 in Appendix C) that
the ladder operators A± and A+± take the form
A− = i1/2L∗∂
1/2
− , A
+
− = i
1/2∂
1/2
− L,
A+ = i
−1/2L∂1/2+ , A
+
+ = i
−1/2∂1/2+ L
∗,
(60)
where L and L∗ are the ladder-like operators from Sec-
tion II C. Moreover, it can be readily verified that the
relationships
∂q−∂
r
− = ∂
q+r
− , ∂
q
+∂
r
+ = ∂
q+r
+ , ∂
r
− + ∂
r
+ = ∂
r
hold for every q, r ≥ 0, leading, in conjunction with (6),
to the formulas
N− = i∂−, N+ = −i∂+
for the number operators. Note that the expressions
above are consistent with (59), i.e.,
~V = α∂ = α(∂− + ∂+) = iα(−N− +N+). (61)
In summary, thus far we have seen that pulling back
the ladder operators for the quantum harmonic oscilla-
tor on Minkowski space under the Hilbert space homo-
morphism U leads to operators on classical observables
(C-valued functions) of the circle rotation which have
the structure of order-1/2 fractional derivatives, com-
posed with the ladder-like operators from Section II C.
By virtue of the structure-preserving properties of U , the
ladder operators for the circle rotation exhibit canoni-
cal commutation relationships, and lead to the decom-
position in (61) of the generator of the Koopman group
on L2(µ) through their corresponding number operators.
This completes the proof of Theorem 2(i).
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B. Position and momentum operators
Next, to construct “position” and “momentum” op-
erators for the circle rotation, we can simply pull back
the corresponding operators, Xˆj and Pˆj , respectively,
for the quantum harmonic oscillator on Minkowski space
using U . That is, we define Xˆ± : D(Xˆ±) → L2(µ),
Pˆ± : D(Pˆ±) → L2(µ), where D(Xˆ±) and D(Pˆ±) are the
dense subspaces of L2(µ) given by D(Xˆ−) = U∗D(Xˆ0),
D(Xˆ+) = U∗D(Xˆ1), D(Pˆ−) = U∗D(Pˆ0), D(Pˆ+) =
U∗D(Pˆ1), and
Xˆ− = U∗Xˆ0U , Xˆ+ = U∗Xˆ1U ,
Pˆ− = U∗Pˆ0U , Pˆ+ = U∗Pˆ1U .
Restricted to the Schwartz space S(S1), these operators
can be expressed in terms of the ladder operators from
Section V A, viz.,
X˜− =
1√
2α
(A− +A+−) =
i√
2α
(L∗∂1/2− + ∂
1/2
− L),
Pˆ− = −i
√
α
2
(A− −A+−) = −
√
α
2
(L∗∂1/2− − ∂1/2− L),
X˜+ =
1√
2α
(A+ +A
+
+) =
i√
2α
(L∂
1/2
+ + ∂
1/2
+ L
∗),
P˜+ = −i
√
α
2
(A+ −A++) = −
√
α
2
(L∂
1/2
+ − ∂1/2+ L∗),
(62)
where X˜− = Xˆ−|S(S1) and similarly for the other op-
erators. In particular, it follows immediately from the
commutation relationships for A± and A+± established
in Section V A that the operators introduced above ex-
hibit canonical position–momentum commutation rela-
tionships, i.e.,
[X˜±, X˜±] = 0, [P˜±, P˜±] = 0,
[X˜−, P˜−] = 1, [X˜+, P˜+] = 1,
[X˜−, P˜+] = 0, [X˜+, P˜−] = 0.
It is also worthwhile noting that X˜± and P˜± can be em-
ployed to define “kinetic energy” and “potential energy”
operators for the circle rotation, respectively,
K =
1
2
(−P˜ 2− + P˜ 2+), V =
α2
2
(−X˜2− + X˜2+).
One can then verify that, up to a multiplication factor of
1/2, K is equal to the pullback under U of the connection
Laplacian ∆ from Section III F, K = U∆U∗/2, while V
is equal to the pullback of the multiplication operator
on H that multiplies by the potential function v, i.e.,
V = U∗TvU .
Inspecting the formulas for X˜± and P˜± in (62), it is
evident that the position and momentum operators for
the circle rotation differ fundamentally from their coun-
terparts Xˆj and Pˆj for the quantum harmonic oscillator
since (i) unlike Xˆj and Pˆj , which are all local opera-
tors, Xˆ± and Pˆ± are all non-local; and (ii) unlike Xˆj ,
which are multiplication operators by the corresponding
coordinate functions xj , Xˆ± are not multiplication oper-
ators. Here, by an operator A on functions being local, we
mean that for a given function f ∈ D(A), the evaluation
of the function Af at each point on its domain of defi-
nition depends only on the values of f in an arbitrarily
small neighborhood of that point. Examples of operators
meeting this condition are multiplication operators and
derivative operators of integral order, such as Xˆj and Pˆj .
On the other hand, given a function f : S1 → C of appro-
priate smoothness, the result of the fractional derivative
∂1/2f(θ) depends on the behavior of f at distant points
from θ (see Appendix C), and as a result Xˆ± and Pˆ± are
non-local. In fact, the operators Xˆ± and Pˆ± generate
fractional diffusion semigroups on the circle.
Still, despite these differences, the fact that X˜± and
P˜± obey canonical commutation relationships means that
many results for the quantum harmonic oscillator which
are a consequence of these relationships carry over to
the circle rotation. As an example, we mention here
the position-momentum uncertainty relationships, which
hold for the X˜± and P˜± operators analogously to X˜j
and P˜j . That is, letting σjk = 〈ψjk, ·〉Hψjk be the pure
quantum state in Q(H) associated with eigensection ψjk,
it follows from standard results on quantum harmonic
oscillators (e.g., Refs. [22, 28]) that
varσj0 Xˆ
2
0 := Eσj0Xˆ20 − (Eσj0Xˆ0)2 =
1
α
(
j +
1
2
)
,
varσj0 Pˆ
2
0 := Eσj0 Pˆ 20 − (Eσj0 Pˆ0)2 = α
(
j +
1
2
)
,
and similarly that
varσ0j Xˆ
2
1 =
1
α
(
j +
1
2
)
, varσ0j Pˆ
2
1 = α
(
j +
1
2
)
,
leading to the position-momentum uncertainty relation-
ships
(varσj0 Xˆ
2
0 )(varσj0 Pˆ
2
0 ) = (varσ0j Xˆ
2
1 )(varσ0j Pˆ
2
1 )
=
(
j +
1
2
)2
. (63)
Correspondingly, for the quantum state ρj = 〈φj , ·〉µφj ∈
Q(L2(µ)) of the circle rotation with j ≤ 0, we have
varρj Xˆ− = varρj (U∗Xˆ0U) = varUρjU∗ Xˆ0 = varσ−j,0 Xˆ0,
and varρj Pˆ− = varσ−j,0 Pˆ0, while, for j > 0,
varρj Xˆ+ = varσ0j Xˆ1, varρj Pˆ+ = varσ0j Pˆ1,
leading to analogous uncertainty relationships to (63),
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i.e.,
(varρj Xˆ
2
−)(varρj Pˆ
2
−) =
(
j +
1
2
)2
, j ≤ 0,
(varρj Xˆ
2
+)(varρj Pˆ
2
+) =
(
j +
1
2
)2
, j > 0.
(64)
Note that in both (63) and (64) the ground states,
ψ00 and φ0, respectively, saturate the corresponding
Schr¨odinger uncertainty inequality [28]. With these re-
sults, we have completed the proof of Theorem 2.
VI. CLASSICAL AND QUANTUM DYNAMICS
ON REPRODUCING KERNEL HILBERT
ALGEBRAS (RKHAS)
What could be considered a shortcoming of the
classical–quantum correspondence results established
thus far is that the map Ωτ , mapping quantum observ-
ables in A(L2(µ)) to classical observables in CR(S1), is
not compatible with the natural Banach algebra homo-
morphism T : CR(S1) → A(L2(µ)) mapping continuous
functions to bounded multiplication operators on L2(µ).
To address this issue, in this section we shift attention
from the dynamics (either classical or quantum) induced
by the circle rotation on L2(µ), and consider instead the
dynamics on the RKHAs Kˆτ associated with order-1/2
fractional diffusions on the circle. After introducing the
basic properties of these spaces (Section VI A), we con-
sider aspects of classical and quantum dynamics (Sec-
tions VI B and VI C), including the classical–quantum
correspondence stated in Theorem 3. In particular, we
will see that the reproducing property of Kˆτ , which has
no counterpart in the L2(µ) setting, provides additional
structure ensuring that the analogous operator to Ωτ is
compatible with T .
A. RKHAs induced by fractional diffusions
Following [16], for any τ > 0, we consider the RKHS
Kˆτ on the circle associated with the reproducing kernel
κˆτ : S
1 × S1 → R+ (cf. 7),
κˆτ (θ, θ
′) =
∞∑
j=−∞
e−|j|τφ∗j (θ)φj(θ
′),
=
∞∑
j=−∞
e−|j|τeij(θ
′−θ)
=
sinh τ
cosh τ − cos(θ′ − θ) ,
(65)
where we recognize the |j| terms in e−|j|τ as the eigen-
values of the order-1/2 fractional Laplacian,
L1/2φj = |j|φj .
One can verify that the sum over j in (65) converges in
any Cr norm, r ∈ N0, to a smooth positive-definite kernel
on S1×S1, so that Kˆτ is an RKHS of smooth functions.
Moreover, κˆτ is translation-invariant, and exhibits the
analogous properties stated for the canonical heat kernel
in Lemmas 16 and 17. In particular, for every τ > 0,
the feature map Fˆτ : S
1 → Kˆτ with Fˆτ (θ) = κˆτ (θ, ·) is
continuous and injective, the image F(Kˆτ ) := Fˆτ (S1) ⊂
Kˆτ contains only nonzero functions, and Kˆτ lies dense in
C(S1). In addition, we have:
Proposition 6. For every τ > 0, the RKHS Kˆτ is a
unital Banach algebra of functions, i.e., there exists a
constant Cτ such that
‖fg‖Kˆτ ≤ Cτ‖f‖Kˆτ ‖g‖Kˆτ , ∀f, g ∈ Kˆτ .
Moreover, the space Kˆ∞ = ⋂∞j=1 Kˆj is a dense, unital
subalgebra of Kˆτ , i.e., fg ∈ Kˆ∞ for all f, g ∈ Kˆ∞.
Proposition 6 follows from results in Ref. [16]. While
we do not reproduce a proof here, it is worthwhile noting
that [16] relies heavily on the fact that the set of Fourier
functions φj is closed under multiplication, φjφk = φj+k,
and is bounded in C(S1) norm uniformly with respect to
j, ‖φj‖C(S1) = 1.
Remark. In the case of the RKHSs Kτ associated with
the standard heat kernel, Ref. [16] has only established a
weaker result than Proposition 6; namely, a Ho¨lder-like
inequality,
‖fg‖Kτ ≤ ‖f‖Kτ1 ‖g‖Kτ2 ,
1
τ
≥ 1
τ1
+
1
τ2
.
The failure of Kτ to obey a result analogous to Propo-
sition 6 can be traced to the quadratic increase of the
Laplacian eigenvalues j2, which imposes a stronger con-
straint on the decay of the expansion coefficients cj for
f =
∑∞
j=−∞ cjφj ∈ Kτ than f ∈ Kˆτ , where the eigenval-
ues |j| of L1/2 grow linearly with j. In effect, it appears
that the decay of the exponential terms e−|j|τ in (65)
is fast-enough for Kˆτ to contain only smooth functions,
yet slow-enough for it to be a Banach algebra. It should
be noted that while Kτ has not been shown to have the
structure of a Banach algebra, the space K∞ = ⋂∞j=1Kτ
is a unital algebra of functions.
B. Classical dynamics
We now turn attention to the properties of the Koop-
man operators U t acting on functions in Kˆτ . For that,
it is worthwhile to begin by noting that a general RKHS
need not be invariant under a dynamical flow Φt, even
if that flow is smooth. Intuitively, this is because mem-
bership of a function f in an RKHS imposes a stringent
condition on the expansion coefficients of f in a natural
orthonormal basis for the kernel (e.g., (9)), and as the dy-
namics can deform the level sets of functions, f ◦Φt need
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not satisfy those conditions. Nevertheless, the kernels
κˆτ possess an important special property, namely that
they admit the Mercer representation in (65) in terms of
Koopman eigenfunctions. This turns out to be sufficient
for f ◦ Φt, f ∈ Kˆτ , to lie in Kˆτ , so that one can define
groups of Koopman operators Kˆτ → Kˆτ , which turn out
to be strongly continuous and unitary. Below, we state
some of the properties of these groups in the form of a
theorem, as we have not seen them stated elsewhere in
the literature.
Theorem 7. Let Φt : S1 → S1 be the circle rotation
with frequency α, κˆτ : S
1 × S1 → R the fractional heat
kernel from (65) at time parameter τ > 0, and Kˆτ the
corresponding RKHA of C-valued functions. Define the
Sobolev-like space
Kˆ1τ =

∞∑
j=−∞
cjφj ∈ Kˆτ :
∞∑
j=−∞
|j|2e|j|τ |cj |2 <∞
 .
Then, the following hold for every τ > 0:
(i) For all t ∈ R, Kˆτ , and thus Kˆ∞, are invariant
under Φt.
(ii) The group of Koopman operators U t : Kˆτ → Kˆτ ,
with t ∈ R and U tf = f ◦ Φt, is a strongly continuous,
unitary group.
(iii) The skew-adjoint generator V : D(V ) → Kˆτ of
the Koopman group on Kˆτ has domain D(V ) = Kˆ1τ , and
acts as a derivation on Kˆ∞.
A proof of Theorem 7 can be found in Appendix B 3.
Note that the result in Claim (iii) that V acts as a deriva-
tion on Kˆ∞ is reminiscent of the result of ter Elst and
Leman´czyk [20] in the L2 setting, which was stated in
Section II A. It is also worthwhile noting that analogous
results to Theorem 7(i, ii) hold for the Koopman groups
on Kτ , and it can also be shown that the generators of
these groups have domain K1τ , defined analogously to Kˆ1τ .
However, our proof that V acts as a derivation on Kˆ∞
makes use of the Banach algebra structure of Kˆτ , so it
does not carry over in an obvious way to show that the
generator acts as a derivation on K∞ (even though that
space is invariant under U t).
C. Quantum dynamics and classical-quantum
correspondence
We now study the quantum dynamics of the circle
rotation associated with the RKHAs Kˆτ and its corre-
spondence with the classical dynamics described in Sec-
tion VI B. Starting with the basic definitions, as space
of classical observables we consider the RKHA Kˆτ,R con-
sisting of the real elements of Kˆτ for some τ > 0. Note
that Kˆτ,R is a dense subalgebra of the Banach algebra
CR(S1) of classical observables employed in Sections IV
and V, possessing the additional Hilbert space structure.
As spaces of regular quantum states, observables, and
generalized quantum states we consider Q(Kˆτ ), A(Kˆτ ),
and A′(Kˆτ ), respectively, defined analogously to their
counterparts Q(L2(µ)), A(L2(µ)), and A′(L2(µ)) from
Section IV B. The dynamics on these spaces are gov-
erned by unitary operators U t : Kˆτ,R → Kˆτ,R (the Koop-
man operators) and isometries Φˆt : Q(Kˆτ ) → Q(Kˆτ ),
Uˆ t : A(Kˆτ ) → A(Kˆτ ), and Uˆ t′ : A′(Kˆτ ) → A′(Kˆτ ),
defined analogously to Φ˜t : Q(L2(µ)) → Q(L2(µ)),
U˜ t : A(L2(µ)) → A(L2(µ)), and U˜ t′ : A′(L2(µ)) →
A′(L2(µ)), respectively.
Next, similarly to Kτ : P(S1) → Kτ and Π : C(S1) \
{0} → Q(L2(µ)), we define an RKHA embedding of
probability measures Kˆτ : P(S1)→ Kˆτ,R,
Kˆτ (m) =
∫
S1
κˆτ (θ, ·) dm(θ),
and a map Πˆτ : Kˆτ \ {0} → Q(Kˆτ ),
Πˆτ (f) =
〈f, ·〉Kˆτ f
‖f‖2Kˆτ
, (66)
mapping nonzero RKHA functions into pure quantum
states. The composition Ψˆτ = Πˆτ◦Fˆτ then maps classical
states in the circle to pure quantum states in Q(Kˆτ ).
Note that by the reproducing property of Kˆτ , 〈Fˆτ (θ), ·〉Kˆτ
is equal to the evaluation functional Vθ : Kˆτ → C at θ,
so that
Ψˆτ (θ) =
κˆτ (θ, ·)Vθ
κˆτ (θ, θ)
.
That is, Ψˆτ (θ) acts on functions in Kˆτ by “reading off”
their value at θ, and multiplying the result by the normal-
ized kernel section κˆτ (θ, ·)/κˆτ (θ, θ). Equipped with this
map, we define the linear operator Ωτ : A(Kˆτ ) → Kˆτ,R
mapping quantum mechanical observables in A(Kˆτ ) to
classical observables in Kˆτ,R according to the formula (cf.
Proposition 4(ii))
(ΩˆτA)(θ) = EΨˆτ (θ)A.
In addition, we have the transpose map Ωˆ′τ : Kˆ′τ,R →
A′(Kˆτ ), Ωˆ′τJ = J ◦ Ωˆτ , where we note that Ωˆ′τ can be
equivalently defined as a map on Kˆτ,R by the canonical
isomorphism between Hilbert spaces and their duals.
Defining, further, the unitary map Vˆτ : Kˆτ → L2(µ)
by polar decomposition of the integral operator Kˆτ :
L2(µ) → Kˆτ associated with κˆτ (cf. Vτ in (10)), we can
proceed as in Section IV C to construct an isometric em-
bedding Wˆτ : Kˆτ → H of the RKHA Kˆτ into the Hilbert
space H of sections on Minkowski space, as well as a
Banach algebra homomorphism Wˆτ : A(H) → A(Kˆτ ),
and linear isometries Wˆ+τ : Q(Kˆτ ) → Q(H) and Wˆ ′τ :
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S1 S1
P(S1) P(S1)
F(Kˆτ ) F(Kˆτ )
Q(Kˆτ ) Q(Kˆτ )
Q(H) Q(H)
A′(H) A′(H)
A′(Kˆτ ) A′(Kˆτ )
δ
Φt
δ
Φt∗
Ωˆ′τ
Kˆτ Kˆτ
Ωˆ′τ
Πˆτ
U−t
Πˆτ
Uˆ+
ι
Φˆt
ι
Uˆ+
ι
Zt
ι
W˜ t′
Wˆ′τ
Uˆt′
Wˆ′τ
Kˆτ,R Kˆτ,R
A(Kˆτ ) A(Kˆτ )
A(H) A(H)
Ut
Uˆt
Ωˆτ Ωˆτ
Wˆτ
W˜ t
Wˆτ
Kˆτ,R Kˆτ,R
T (Kˆτ ) T (Kˆτ )
AT (H) AT (H)
Ut
T
Wˆ+τ
Uˆt
Ωˆτ
W˜ t
Wˆτ
FIG. 4. As in Fig. 2, but for commutative diagrams showing the relationships between the classical/quantum dynamics
associated with the RKHAs Kˆτ on the circle and the quantum harmonic oscillator on Minkowski space. In the commutative
diagram in the bottom right, T (Kˆτ ) denotes the closed subalgebra of A(Kˆτ ) consisting of (bounded) multiplication operators
by functions in Kˆτ,R, and AT (H) the image of T (Kˆτ ) in A(H) under the map Wˆ+τ : A 7→ WˆτAWˆ∗τ . Note that such a diagram
cannot be drawn in the L2(µ) setting of Fig. 4.
A′(Kˆτ ) → A′(H). These maps have analogous proper-
ties to those established in the L2(µ) case, as depicted in
Figure 4 using commutative diagrams.
Several of these properties are stated as claims in Theo-
rem 3(i–iii), and we will not repeat their derivation as the
arguments are entirely analogous to those in Section IV.
Instead, we will focus on the properties of the classical–
quantum correspondence associated with Kˆτ which are
not present in the L2(µ) setting, namely Claims (iv,v) of
Theorem 3. To that end, observe that by (66), a quan-
tum mechanical observable A ∈ A(Kˆτ ) maps under Ωˆτ
to the classical observable fA ∈ Kˆτ,R given by
fA(θ) = (ΩˆτA)(θ) = tr(Ψˆτ (θ)A)
=
∑∞
j=−∞〈φˆj,τ , κˆτ (θ, ·)Vθ(Aφˆj,τ )〉Kˆτ
κˆτ (θ, θ)
=
∑∞
j=−∞(Vθφˆj,τ )∗(Vθ(Aφˆj,τ ))
κˆτ (θ, θ)
=
∑∞
j=−∞ φˆ
∗
j,τ (θ)(Aφˆj,τ )(θ)∑∞
k=−∞ φˆ
∗
k,τ (θ)φˆk,τ (θ)
.
As a result, whenever A is a multiplication operator, i.e.,
A : f 7→ gf for some g ∈ Kˆτ,R, we have (Aφˆj,τ )(θ) =
g(θ)φˆj,τ (θ), and the expression above simplifies to
fA(θ) = g(θ).
Because A was arbitrary, we deduce that Ωˆτ is com-
patible with the natural Banach algebra homomorphism
T : Kˆτ,R → A(Kˆτ ) mapping classical observables to
their corresponding multiplication operators. That is,
Ωˆτ ◦ T = IdKˆτ,R , as stated in Claim (iv) of Theorem 3.
The dynamical compatibility condition in Claim (v) then
follows directly from the definition of the operators in-
volved, and leads to an additional commutative diagram,
displayed in the bottom right of Fig. 4.
Figure 5 displays the evolution of the wavefunction
ψˆσxθ,τ on Minkowski space underlying the quantum state
σˆθ,τ = Wˆτ Ψˆτ (θ)Wˆ∗τ , defined analogously to ψσxθ,τ from
Section IV C. Here, we have ψˆσxθ,τ = ζ
−1
σx ψˆθ,τ , where
ψˆθ,τ ∈ H is the section given by (cf. (53))
ψˆθ,τ =
∞∑
j=0
e−|j|τ/2(φj(θ)ψj,0 + φ∗j (θ)ψ0j). (67)
Th evolution of ψˆσxθ,τ exhibits a qualitatively similar be-
havior to the evolution of ψσxθ,τ in Fig. 3, but with the
notable difference that (due to the slower decay of the ex-
ponential coefficients e−|j|τ/2 in (67) compared to e−j
2τ
in (53)) ψˆσxθ,τ develops smaller-scale oscillatory features
than ψσxθ,τ .
VII. CONCLUDING REMARKS
The classical–quantum correspondences described in
this paper, culminating with the RKHA-based formu-
lation in Section VI, provide a mutually consistent de-
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FIG. 5. As in Fig. 3, but for the wavefunction for the RKHA associated with the fractional diffusion on the circle. Notice the
smaller-scale oscillatory features developing due to the linear growth of the eigenvalues of L1/2, as opposed to the quadratic
growth of the eigenvalues of L.
scription of the dynamics of the circle rotation at three
levels, namely the dynamical flow Φt : S1 → S1 on
state space, the evolution of classical probability mea-
sures Φt∗ : P(S1) → P(S1), and the evolution of quan-
tum states Φˆt : Q(Kˆτ )→ Q(Kˆτ ) on a reproducing kernel
Hilbert space associated with fractional diffusions, having
the additional structure of a C∗-algebra. Furthermore,
these dynamics embed consistently into the evolution
Zt : Q(H) → Q(H) of quantum states associated with
an SO+(1, 1) gauge theory for the harmonic oscillator on
two-dimensional Minkowski space, whose dynamics are
generated by a Laplace-type operator acting on sections
of an associated C-line bundle over Minkowski space, in-
duced by a Lorentz-invariant connection satisfying the
Yang-Mills equations. In particular, the SO+(1, 1) ac-
tion on the associated bundle is through a unitary, U(1),
representation, so that the gauge theory employed in this
work can be thought of as a two-dimensional analog of
Maxwell electromagnetism. Using this correspondence,
we have constructed ladder operators acting on classical
observables of the circle rotation, which take the form of
order-1/2 fractional derivatives, factorizing the positive-
and negative- frequency components of the Koopman
generator through number operators.
The geometrical and algebraic structure of the
classical–quantum correspondences identified in this
work, occurring for a dynamical system as simple as the
circle rotation, motivates further study of the connections
between operator-theoretic ergodic theory, quantum me-
chanics, and gauge theory for more general systems, in-
cluding systems with quasiperiodic or mixing dynamics,
as well as systems with spatial structure (e.g., partial dif-
ferential equation models), where non-Abelian structure
groups may play a role.
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Appendix A: Fiber bundles and gauge theory
In this appendix, we collect various definitions and re-
sults on the theory of fiber bundles and gauge theory sup-
porting the analysis in the main text. We begin by con-
sidering standard results on general fiber bundles (Ap-
pendix A 1), and then restrict attention to the principal
and associated bundles over two-dimensional Minkowski
space studied in this work (Appendix A 2). For addi-
tional details on this material we refer the reader to one
of the many textbooks in the literature, e.g., Refs. [23–
25].
1. General fiber bundles
Throughout this section, G will be a smooth Lie group
with Lie algebra g, P
pi−→M a smooth principal G-bundle,
and E
piE−−→ M a smooth associated bundle with typical
fiber F . Moreover, Pm = pi
−1({m}) and Em = pi−1E ({m})
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will denote the fibers in P and E, respectively, over
m ∈ M . As in the main text, we will use the equiva-
lent notations RΛ(p) ≡ p ·Λ for the right action at p ∈ P
by group element Λ ∈ G, and similarly LΛ(f) ≡ Λ ·f will
represent the left action at f ∈ F .
a. Fiber-wise isomorphisms and metrics
In the main text, we make use of the results stated in
the following two lemmas.
Lemma 8. For any p ∈ P with pi(p) = m, the map
εp : F → Em, defined by εp(f) = [p, f ] is a bijection.
Moreover, for every Λ ∈ G, the property ε−1
RΛ(p)
= LΛ
−1 ◦
ε−1p holds.
Proof. Suppose that f˜ ∈ F is such that [p, f ] = [p, f˜ ].
Then, by definition of the [·, ·] equivalence classes, there
exists Λ ∈ G such that p·Λ = p and Λ−1·f = f˜ . However,
because the action of G on P is free, Λ is equal to the
identity element of G, and f˜ = f . If now p′ ∈ Pm and
f ′ ∈ F are such that [p, f ] = [p′, f ′], then there exists
a unique Λ′ ∈ G such that p′ = p · Λ′, and therefore
[p′, f ′] = [p · Λ′, f ′] = [p,Λ′ · f ′]. It then follows that
Λ · f ′ = f , meaning that there is a well defined map
from Em to F mapping [p
′, f ′] to the unique f such that
[p′, f ′] = [p, f ]. It is straightforward to verify that this
map is the inverse of εp, proving that εp is a bijection.
Next, for any e ∈ Em and p ∈ Pm, we have ε−1p e = f ,
where f is the unique element of F such that [p, f ] = e.
Thus, for any Λ ∈ G,
ε−1
RΛ(p)
(e) = ε−1
RΛ(p)
([p, f ]) = ε−1p·Λ([p · Λ,Λ−1 · f ])
= Λ−1 · f = LΛ−1(ε−1p (e)),
proving the second claim, and completing the proof of
the lemma.
Lemma 9. Suppose that E
piE−−→ M is a vector bundle,
whose typical fiber F is equipped with an inner prod-
uct 〈·, ·〉F , and G acts on F via a unitary represen-
tation ρ : G → U(F ). Then, the fiber-wise metric
gm : Em × Em → C, constructed analogously to (16)
using a local section σ : U → P whose domain U ⊆ M
contains m, is independent of the choice of σ.
Proof. Let σ˜ : U˜ → P be an arbitrary smooth section
whose domain U˜ contains m, and ισ˜,E : U˜ × F → E
be the associated trivializing map, constructed analo-
gously to ισ,E . We must show that for any e1, e2 ∈
Em, g˜m(e1, e2) := 〈εσ˜(m)(e1), εσ˜(m)(e2)〉F is equal to
gm(e1, e2) = 〈εσ(m)(e1), εσ(m)(e2)〉F . For that, observe
that g˜m(e1, e2) = 〈f˜1, f˜2〉F and gm(e1, e2) = 〈f1, f2〉F ,
where, by Lemma 8, f˜j and fj are unique elements in F
such that [σ˜(m), f˜j ] = [σ(m), fj ] = ej , j ∈ {1, 2}. Be-
cause G acts on P freely, there exists a unique Λ ∈ G
such that σ˜(m) = σ(m) · Λ, and thus
[σ˜(m), f˜j ] = [σ(m) · Λ, f˜j ] = [σ(m),Λ · f˜j ].
Using again Lemma 8 it follows that ρ(Λ)f˜j = Λ· f˜j = fj ,
and by unitarity of ρ(Λ),
g˜m(e1, e2) = 〈f˜1, f˜2〉F = 〈ρ(Λ)f˜1, ρ(Λ)f˜2〉F
= 〈f1, f2〉F = gm(e1, e2),
as claimed.
b. Connection 1-forms, covariant derivatives, and
curvature tensors
A connection 1-form on a principal bundle P
pi−→ M
with structure group G and Lie algebra g is a Lie-algebra-
valued 1-form ω ∈ Ω1(P, g), satisfying the following con-
ditions for every point p ∈ P , group element Λ ∈ G, Lie
algebra element λ ∈ g, and fundamental vector field Wλ,
and tangent vector W ∈ TpP :
ωWλp = λa, (A1)
(RΛ∗ω)pW = AdΛ−1 ωpW. (A2)
In (A2), RΛ∗ : Ω1(P, g) → Ω1(P, g) is the pullback map
on g-valued 1-forms associated with the right action RΛ :
P → P by group element Λ ∈ G, and AdΛ−1 : g → g is
the representative of Λ under the adjoint representation
of G. The latter, is equal to the pushforward map on
tangent vectors to G associated with the map ADΛ : G→
G, ADΛ−1 Λ
′ = ΛΛ′Λ−1, evaluated at the identity I; that
is, AdΛ−1 = ADΛ−1∗,I . If G is Abelian, ADΛ = IdG and
AdΛ = Idg for all Λ ∈ G, and (A2) reduces to the G-
invariance condition in (17).
Every such connection 1-form is equivalent to assigning
a horizontal distribution on TP ; that is, a smooth assign-
ment of a subspace HpP ⊆ TpP , called horizontal sub-
space, at every p ∈ P , such that HpP ⊕ VpP = TpP , and
the equivariance condition RΛ∗HpP = HRΛ(p)P holds for
every Λ ∈ G. In particular, at any p ∈ P , HpP is equal to
the kernel of ωp, and we have the vertical and horizontal
projection maps verp TpP → TpP and horp TpP → TpP ,
where ran verp = VpP , ran horp = HpP , and
verpX = W
ωpX , horpX = X − verpX.
The pointwise maps verp and horp naturally extend to
maps ver : Γ(E) → Γ(E) and hor : Γ(E) → Γ(E) on
sections, respectively; cf. (19).
The horizontal distribution also induces a notion of
parallel transport of curves on the base space M to curves
on the total space P . In particular, if C : (−1, 1) →
M is a smooth curve on the base space passing through
C(0) = m, then for every point p ∈ Ppi−1(m) there exists
a unique curve CPp : (−1, 1)→ P on the principal bundle,
such that (i) CPp (0) = p; (ii) pi ◦CPp = C; and (iii) for all
s ∈ (−1, 1), the tangent vector C˙Pp,p′ to CPp at p′ = CPp (s)
lies in Hp′P , and pi∗C˙Pp,p′ = C˙m′ , where C˙m′ ∈ Tm′M is
the tangent vector to C at m′ = pi(p′). Given a vector
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field X ∈ Γ(TM) with integral curve Cm : (−1, 1) →
M , m ∈ M , parameterized such that Cm(0) = m, the
assignment p 7→ C˙Pp,p ∈ TpP , p ∈ pi−1({m}), defines a
smooth vector field Y ∈ Γ(TP ) with Yp = C˙Pp,p, called
the horizontal lift of X. By construction, the vector field
Y is projectible under pi∗, satisfying pi∗Y = X. It should
be noted that analogous notions of horizontal subspace,
parallel transport, and horizontal lift of vector fields can
be defined for any associated bundle to P
pi−→M , but we
will not be needing these concepts here.
A covariant derivative, or connection, on a real vector
bundle E
piE−−→ M is a linear map ∇ : Γ(E) → Ω1(M,E)
satisfying the Leibniz rule:
∇(fs) = df ⊗ s+ f∇s, ∀f ∈ C∞(M), ∀s ∈ Γ(E).
If X ∈ Γ(TM) is a vector field, ∇ induces a linear map
∇X : Γ(E)→ Γ(E), also referred to as covariant deriva-
tive, given by ∇Xs = (∇s)(X). This map has the prop-
erties
∇fXs = f∇Xs,
∇X+Y s = ∇Xs+∇Y s,
∇X(fs) = X(f)s+ f∇Xs,
(A3)
for all f ∈ C∞(M), Y ∈ Γ(TM), and s ∈ Γ(E). It
is straightforward to verify that ∇X from (20) satisfies
these properties and is thus a covariant derivative opera-
tor. If E
piE−−→M is complex, then the covariant derivative
is constructed as above, but with X and Y taken to be
sections of the complexified tangent bundle TCM .
The covariant derivative ∇ : Γ(E) → Ω1(M,E) on
sections induces covariant derivatives ∇ : Ωk(M,E) →
Ωk+1(M,E) to k-forms with values in E. Specifically,
given s ∈ Ωk(M,E) and a collection X0, . . . , Xk of vector
fields in Γ(TM), we define
(∇s)(X0, . . . , Xk) ≡ ∇X0,...,Xks
k∑
j=0
(−1)j∇Xj (s(X0, . . . , Xˆj , . . . Xk))
+
∑
0≤j<l≤k
(−1)j+ls([Xj , Xl], X0, . . . , Xˆj , . . . ,
Xˆl, . . . , Xk),
(A4)
where [·, ·] is the Lie bracket of vector fields, and ˆ in-
dicates a missing term. It can then be verified that the
Leibniz rule
∇(w ∧ s) = dw ∧ s+ (−1)lw ∧∇s
holds for any s ∈ Ωk(M,E) and w ∈ Ωl(M).
If E
piE−−→ M is an associated vector bundle to a prin-
cipal bundle P
pi−→ M with typical fiber F , onto which
G acts linearly through a representation ρ : G→ GL(F )
(i.e., LΛ = ρ(Λ)), the definition for ∇ in (A4) is consis-
tent with first defining an exterior covariant derivative
D : ΩkG(P, F )→ ΩkG(P, F ) on G-equivariant, F -valued k-
forms on the principal bundle, and pulling back D to an
operator on E-valued k-forms on the base space, analo-
gously to the construction of ∇ : Γ(E)→ Ω1(M,E) from
D : C∞G (P, F )→ Ω1G(P, F ) in Section III F.
Unlike standard exterior derivatives, ∇2 and D2 are,
in general, nonzero operators, which play an important
role in defining notions of curvature for vector bundles
and principal bundles. Focusing, for now, on the vector
bundle E
piE−−→ M , it can be shown that ∇2 : Γ(E) →
Ω2(M,E) = Γ(
∧2
T ∗M⊗E), given according to (A4) by
∇2X,Y = ∇X∇Y −∇Y∇X −∇[X,Y ], X, Y ∈ Γ(TM),
acts as a multiplication operator by a 2-form taking val-
ues in the endomorphism bundle EndE →M of E. That
is, we have
∇2X,Y s = RX,Y s (A5)
for some R ∈ Ω2(M,EndE), and despite appearances,
∇2 is a zeroth-order differential operator since RX,Y is a
(1, 1) tensor. The tensor field R is called the curvature
tensor, or curvature endomorphism, associated with the
connection ∇. It can further be shown that R satisfies a
differential Bianchi identity,
∇R = 0,
where ∇ : Ω2(M,EndE) → Ω3(M,EndE) is a connec-
tion induced canonically from∇ : Ω2(M,E)→ Ω3(M,E)
on tensor bundles of E
piE−−→ M . If R vanishes, the con-
nection ∇ is said to be flat.
It should be noted that ∇2 is different from the second
covariant derivative H : Γ(TM)→ Γ(T ∗M⊗T ∗M⊗E) in
Section III G in that the former takes values in the prod-
uct bundle of E and the second exterior power of T ∗M
(consisting of antisymmetric (0, 2) tensors), whereas the
latter takes values in the product bundle of E and the
second tensor power of T ∗M (consisting of general (0, 2)
tensors). Nevertheless, the two operators are related, in
the sense that ∇2 represents the antisymmetric compo-
nent of H. Specifically, because the Levi-Civita connec-
tion is torsion-free, i.e.,
∇LCX Y −∇LCY X = [X,Y ], ∀X,Y ∈ Γ(TM),
it follows that
∇2X,Y = HX,Y − HY,X .
c. Adjoint bundles
First, we describe the nonlinear adjoint bundle
ADP
piADP−−−−→M associated to the principal bundle P pi−→
M . ADP
piADP−−−−→ M is defined as the fiber bundle over
M with typical fiber F = G, and left group action on
F given by Λ · f = ADΛ f , where Λ, f ∈ G. A section
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ς ∈ Γ(ADP ) defines a function ξ˜ : P → G such that ξ˜(p)
is the unique element of G satisfying ς(m) = [p, ξ˜(p)].
Moreover, for every Λ ∈ G, we have
[p, ξ˜(p)] = [p · Λ,Λ−1 · ξ˜(p)] = [p · Λ,ADΛ−1 ξ˜(p)].
Because [p·Λ,ADΛ−1 ξ˜(p)] = [p·Λ, ξ˜(p·Λ)], it follows that
ξ˜(p · Λ) = ADΛ−1 ξ˜(p), and thus Λ · ξ˜(p · Λ) = ξ˜(p) · Λ.
The latter relation implies in turn that ϕς : P → P
with ϕς(p) = p · ξ˜(p) satisfies the commutative diagram
in (37), and is thus a gauge transformation. Conversely,
starting from a gauge transformation ϕ : P → P , one can
construct a section ςϕ ∈ Γ(ADP ) by reversing the steps
leading to ϕς from ς, so that every gauge transformation
ϕ induces a section ςϕ. One can further verify that ς =
ςϕς and ϕ = ϕςϕ , so that the gauge group G can be
identified with Γ(ADP ).
If now e = [p, f ], with p ∈ P and f ∈ F , is a point on an
associated bundle E
piE−−→M to P pi−→M , lying above m =
pi(p) = piE(e), the action ϕ∗(e) of the pushforward map
ϕ∗ : E → E associated with the gauge transformation ϕ
is given by
ϕ∗(e) = [ϕ(p), f ] = [p · ξ˜(p), f ] = [p, ξ˜(p) · f ]. (A6)
Thus, if σ : U → P is a trivializing section defined on
U ⊆M , we have
ε−1σ(m)(ϕ∗(e)) = ξ˜(σ(m))ε
−1
σ(m)(e). (A7)
Note that if G is Abelian, ADΛ = Id, and every equiv-
alence class [p,Λ] ∈ ADP lying above a given point
m ∈ M is characterized by a unique group element
Λ ∈ G. As a result, ADP is canonically isomorphic
to M × G, and every section ς ∈ Γ(ADP ) induces a
function ξ : M → G such that ς(m) = [p, ξ(m)], where
p is an arbitrary point in Pm. In particular, the gauge
transformation ϕς : P → P associated with ς is given by
ϕς(p) = p · ξ(pi(p)), and (A7) becomes
ε−1σ(m)(ϕ∗(e)) = ξ(m)ε
−1
σ(m)(e).
We now consider the adjoint bundle AdP
piAdP−−−−→ M ,
which is a distinct bundle from ADP
piADP−−−−→ M , also
playing an important role in gauge theory. In particu-
lar, AdP
piAdP−−−−→ M is defined as the vector bundle over
M associated to P
pi−→ M with typical fiber equal to the
Lie algebra of G, F = g, and left action given by the
adjoint representation, LΛλ = AdΛ λ. This bundle is
useful for characterizing the space of connection 1-forms
on P , denoted by C. That is, it can be shown that C
is an infinite-dimensional affine space with translation
group isomorphic to Ω1(M,AdP ); the space of 1-forms
on the base space M with values in AdP . If the struc-
ture group G is Abelian, AdΛ = Id, and the equivalence
classes [p, λ] ∈ AdP are characterized by unique Lie al-
gebra elements λ ∈ g. It then follows that AdP is canon-
ically isomorphic to M × g (analogously to the isomor-
phism of ADP to M ×G), and that sections in Γ(AdP )
are canonically identified with g-valued functions on M
(analogously to the identification of sections in Γ(ADP )
with G-valued functions).
d. Curvature 2-forms and field strengths
In addition to characterizing the space of connections,
the adjoint bundle plays an important role in the context
of curvature, as we now describe. First, as already stated
in Section III H, the curvature 2-form associated with a
connection 1-form ω ∈ C is the Lie-algebra valued 2-form
Ω ∈ Ω2(P, g) given by the covariant exterior derivative
Ω = Dω. It can be shown that Ω obeys the structure
equation
Ω(Y, Z) = dω(Y, Z) + [ωY, ωZ], (A8)
where [·, ·] : g × g → g is the Lie algebra commutator.
This leads to the Bianchi identity,
DΩ = D2ω = 0, (A9)
which is a non-trivial result since, as noted in Ap-
pendix A 1 b, D2 is in general a nonzero operator. Equa-
tion (A8) manifestly exhibits the fact that Ω depends
nonlinearly on ω if G is non-Abelian, whereas in the
Abelian case that dependence is affine. By examining
pullbacks σ∗Ω ∈ C∞(U, g) along trivializing sections
σ : U ⊆ M → P of the principal bundle, Ω can be
identified with a 2-form Fω ∈ Ω2(M,AdP ) taking val-
ues in the adjoint bundle. The 2-form Fω is known as
the gauge field strength associated with ω.
Let now E
piE−−→ M be a vector bundle with typical
fiber F , acted upon by G through a representation ρ :
G → GL(F ). Let also % : g → gl(F ) be the Lie algebra
representation induced by ρ through its differential at
the identity, % = ρ∗,I . Then, if ∇ : Γ(E) → Ω1(M,E)
is the covariant derivative associated with ω, the Bianchi
identity in (A9) is equivalent to
∇Fω = 0,
and the corresponding curvature tensor R ∈
Ω2(M,EndE) from (A5) satisfies
(RX,Y s)m = [p, %(Ω(X,Y ))f ].
Here, m is a point in M , X,Y are vector fields in Γ(TM),
and s is a section in Γ(E) with s(m) = [p, f ]. Specializing
these results to the case of the adjoint bundle, E = AdP ,
% becomes the adjoint representation of g, and thus
(RX,Y s)m = [p, adΩ(X,Y ) f ].
Moreover, on the domain U ⊆M of any trivializing sec-
tion σ : M → P , we have (cf. (21))
∇σXf = df ·X+ adωσX f, f ∈ C∞(U, g), X ∈ Γ(TU).
From the last two equations, we deduce that if G is
Abelian (i.e., adλ = 0 for all λ ∈ g), then every con-
nection 1-form ω ∈ C induces a flat connection ∇ on the
adjoint bundle, which coincides with the standard exte-
rior derivative.
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e. Outline of Yang-Mills theory
In this section, we briefly outline the aspects of Yang-
Mills theory leading to the constructions in Section III H.
As in Appendix A 1 d, let ω ∈ C be a connection 1-form
on the principal bundle, and let AdP
piAdP−−−−→ M be the
adjoint bundle, equipped with the covariant derivative ∇
induced from ω. In Yang-Mills theory, it is assumed that
the base space manifold M is equipped with a Rieman-
nian or pseudo-Riemannian metric η with volume form
ν, and the Lie algebra g is similarly equipped with a non-
degenerate Ad-invariant sesquilinear form b : g × g → C
(cf. b from Section III B). Then, for every m ∈ M ,
one can define a sesquilinear form gm on AdPm anal-
ogously to (16), as well as pointwise sesquilinear forms
for k-forms in Ωk(M,AdP ) and corresponding norms;
the latter, denoted by ‖·‖m. The Hodge star operator
? : Ωk(M) → ΩdimM−k(M) also lifts canonically to an
operator ? : Ωk(M,AdP )→ ΩdimM−k(M,AdP ).
With these definitions, the Yang-Mills action associ-
ated with a connection ω is given by
SYM(ω) =
∫
M
‖Fω‖2m dν(m),
whenever the integral exists. One can verify that SYM is
gauge-invariant.
If M is compact, then SYM(ω) exists for all connections
in C. In the non-compact case, including the Minkowski
space studied here, the domain of definition of SYM is a
proper subset of C. The Yang-Mills condition states that
ω should be a critical point of this functional; that is, for
any section s ∈ Γ(AdP ),
d
dτ
SYM(ω + τs)
∣∣∣∣
τ=0
= 0.
This condition leads to the Yang-Mills equation,
∇ ? Fω = 0,
which represents a system of partial differential equations
for local gauge fields ωσ = σ∗ω associated with local
trivializing sections σ : U ⊆ M → P of the principal
bundle. Due to the nonlinear dependence of Ω on ω, these
equations are nonlinear if G is non-Abelian. Note that if
M is non-compact, a connection 1-form ω can satisfy the
Yang-Mills equation while having infinite action.
2. Fiber bundles over Minkowski space
We now restrict attention to the setting where P
pi−→
M and E
piE−−→ M are the principal and associated
bundles introduced in Section III over two-dimensional
Minkowski space, with structure group G ' SO+(1, 1).
We begin with three lemmas establishing basic proper-
ties of Cartesian charts on M , and their induced charts
on P .
Lemma 10. Let x : M → R2 be an inertial chart with
origin o and basis vector fields Xj, and y : P → R3 the
induced chart on the principal bundle. Let also LΛo be
a Lorentz transformation associated with group element
Λ ∈ G. Then, the following hold:
(i) x′ = x ◦ LΛo is an inertial chart, whose coordinates
and basis vector fields satisfy
x′i(m) = xi(LΛo (m)) =
1∑
j=0
Λijx
j(m),
X ′i =
1∑
i=0
XjΛ
−1,j
i,
respectively. Here, Λij are constant coefficients given by
Λij = dx
i · ΛXj = ~Xi · Λ ~Xj ,
and the Λ−1,j i are defined similarly with Λ replaced by
Λ−1.
(ii) The trivializing section σx′ : M → P and maps
ισx′ : M ×G→ P , γσx′ : P → G associated with x′ have
the equivariance properties
σx′ = R
Λ ◦ σx, ισx′ = RΛ ◦ ισx , γσx′ = LΛ
−1 ◦ γσx .
(iii) The coordinates and basis vector fields of the co-
ordinate chart y′ : P → R3 induced by x′ satisfy
y′i(p) =
1∑
j=0
Λijy
j(p), Y ′i =
1∑
j=0
YjΛ
−1,j
i, i ∈ {0, 1},
y′2(p) = y2(p)− ϑ(Λ), Y ′2 = Y2,
where ϑ : G → R is the coordinate chart on the gauge
group from Section III B.
Proof. (i) Let m ∈ M be arbitrary. Then, by definition
of the x chart, m = o+~v, where ~v =
∑1
j=0 x
j(m) ~Xj , and
LΛo (m) = o+
1∑
j=0
xj(m)Λ ~Xj = o+
1∑
j,k=0
~XkΛ
k
jx
j(m),
where Λkj = ~X
k · Λ ~Xj . Therefore,
x′i(m) = xi(LΛo (m)) =
1∑
j=0
Λijx
j(m),
which confirms the claimed relationship between the x′
and x coordinates. Moreover,
~v =
1∑
j=0
xj(m) ~Xj =
1∑
i,j=0
Λ−1,j ix′i(m) ~Xj
=
1∑
i=0
x′i(m)
 1∑
j=0
XjΛ
−1,j
i
 ,
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which implies that X ′i =
∑1
j=0XjΛ
−1,j
i, as claimed.
The equality of dxi ·ΛXj and Xˆi ·Λ ~Xj follows by defini-
tion of inertial charts.
(ii) The claim about σx′ follows directly from the fact
that for every m ∈M ,
σx′(m) = {X ′0,m, X ′1,m} = {Λ−1X0,m,Λ−1X1,m}
= σx(m) · Λ = RΛ(σx(m)).
Moreover, for every p ∈ P , we have ισx′ (p) =
(m, γσx′ (p)), where γσx′ (p) is the unique element ofG sat-
isfying σx′(m)·γσx′ (p) = p. But by the result just proved,
σx′(m) = σx(m) · Λ, and therefore σx(m) · Λγσx′ (p) = p.
The latter, implies that Λ·γσx′ (p) = γσx(p), leading to the
claim about γσx′ . To prove the claim about ισx′ , observe
that for every m ∈M and Λ˜ ∈ G,
ισx′ (m, Λ˜) = σx′(m) · Λ˜ = σx(m) · ΛΛ˜ = σx(m) · Λ˜Λ
= ισx(m, Λ˜) · Λ,
and the claim follows.
(iii) By definition of the y′ chart, for any p ∈ P we
have
y′(p) = (x′ ⊗ ϑ)ι−1σx′ (p) = (x′(pi(p)), ϑ(γσx′ (p))).
Therefore, for i ∈ {0, 1}, Claim (i) implies that
y′i(p) = x′i(pi(p)) =
1∑
j=0
Λijx
j(pi(p)) =
1∑
j=0
Λijy
j(p).
Moreover, it follows from Claim (ii) and (12) that
y′2(p) = ϑ(γσx′ (p)) = ϑ(Λ
−1γσx(p)))
= ϑ(Λ−1) + ϑ(γσx(p)) = −ϑ(Λ) + y2(p),
which proves the claimed relation between y′(p) and y(p).
Turning to the coordinate basis vector fields, for any f ∈
C∞(P ) we have
Y ′i,pf = ∂j(f ◦ y′,−1)y′(p) = ∂j(f ◦ y−1 ◦ y ◦ y′,−1)y′(p)
=
2∑
j=0
∂j(f ◦ y−1)y(p)∂i(yj ◦ y′,−1)y′(p)
=
2∑
j=0
(Yj,pf)∂i(y
j ◦ y′,−1)y′(p),
Thus, by the results just established,
∂i(y
j ◦ y′,−1)y′(p) =

Λ−1,j i, i, j ∈ {0, 1},
1, i = j = 2,
0, otherwise,
and we conclude that Y ′i,pf =
∑1
j=0 Yj,pfΛ
−1,j
i for i ∈
{0, 1}, and Y ′2,pf = Y2,p. This completes the proof of the
claim and the lemma.
Lemma 11. Let y : P → R3 be the coordinate chart
on the principal bundle induced by an inertial chart x :
M → R2, and let Yj and Xj be the associated coordinate
vector fields. Then, for any Λ ∈ G, the Yj are invariant
under the right action RΛ on the principal bundle, i.e.,
RΛ∗ Yj = Yj. Moreover, Y2 is a fundamental vector field
generated by the Lie algebra basis vector u, i.e., Y2 = W
u.
Proof. Let p = {p0, p1} ∈ P be a point on the principal
bundle lying above pi(p) = m, and p′ = RΛ
−1
(p). We
begin by observing that
y0(p′) = y0(p), y1(p′) = y1(p),
y2(p′) = y2(p)− ϑ(Λ). (A10)
Indeed, the first expression in the above follows immedi-
ately from the facts that pi(p′) = m and
y0(p′) = x0(pi(p′)) = x0(pi(p)) = y0(p).
The second expression follows similarly. Meanwhile, the
third expression follows from the G-equivariance of γσx ,
viz.
y2(p′) = ϑ(γσx(p
′)) = ϑ(γσx(R
Λ−1(p)))
= ϑ(LΛ
−1
(γσx(p))) = ϑ(Λ
−1) + ϑ(γσx(p))
= −ϑ(Λ) + y2(p),
where the first equality in the second line follows
from (12).
To prove that RΛ∗ Yj = Yj , we must show that for any
f ∈ C∞(P ), (RΛ∗ Yj)pf is equal to Yj,pf . We have,
(RΛ∗ Yj)pf = Yj,p′(f ◦RΛ) = ∂j(f ◦RΛ ◦ y−1)y(p′)
=
2∑
k=0
∂k(f ◦ y−1)y(p)∂j(yk ◦RΛ ◦ y−1)y(p′)
=
2∑
k=0
Yk,pf ∂j(y
k ◦RΛ ◦ y−1)y(p′),
and by (A10), ∂j(y
k ◦ RΛ ◦ y−1)y(p′) = δkj , leading to
(RΛ∗ Yj)pf = Yj,pf .
Finally, to verify that Y2 is the fundamental vector field
generated by u, it is enough to show that for all p ∈ P ,
dyj ·Wup = δj2. Indeed, it follows from (A10) that for
j ∈ {0, 1} and any  ∈ R, yj(Rexp(u)p) = yj(p), so that
dyjp ·Wup = lim
→0
yj(Rexp(u)(p))− yj(p)

= 0,
while y2(Rexp(u)p) = y2(p) + , so that
dy2p ·Wup = lim
→0
y2(Rexp(u)(p))− y2(p)

= 1,
proving the claim, and completing the proof of the
lemma.
35
Lemma 12. The  operator from (22) is (i) Lorentz-
invariant, i.e., independent of the choice of inertial chart
x with origin o ∈M ; and (ii) G-equivariant, in the sense
that (RΛ∗ Y )
 = RΛ∗ (Y
) for any Λ ∈ G, p ∈ P , and
Y ∈ TpP .
Proof. (i) Let x′ : M → R2 be an inertial chart centered
at o, and Λ the unique element of the structure group
G such that x′ = x ◦ LΛo . Let also y′ : P → R3 be
the associated coordinate chart on the principal bundle,
with coordinate vector fields Y ′j . For any p ∈ P , define
the operator   : TpP → TpP such that
Y ′ 0,p = −Y ′1,p, Y ′ 1,p = −Y ′0,p, Y ′ 2,p = Y ′2,p.
We must show that for any Y ∈ TpP , Y   = Y . For
that, observe first that  and   have the same matrix
elements in their respective defining bases, i.e.,
Aji := dy
j
p · Y i,p = dy′jp · Y ′ i,p ,
where
A = [Aji] =
 0 −1 0−1 0 0
0 0 1
 .
It then follows from these facts and Lemma 10(iii) that
Y   =
2∑
i=0
(dy′,ip · Y )Y  i,p =
2∑
i,j=0
(dy′,ip · Y )AjiY ′j,p
=
1∑
i,j=0
(dy′,ip · Y )AjiY ′j,p + (dy′,2p · Y )Y ′2,p
=
1∑
i,j,k,l=0
(dykp · Y )Λ−1,ljAjiΛikYl,p + (dy2p · Y )Y2,p
=
1∑
k,l=0
(dykp · Y )AlkYl,p + (dy2p · Y )Y2,p = Y ,
proving Claim (i).
(ii) By the RΛ∗ -invariance of the Yj established in
Lemma 11 and the pointwise definition of  in (22), it
follows that
(RΛ∗ Yj,p)
 = (Yj,RΛ(p))
 = Y 
j,RΛ(p)
.
Therefore, using again Lemma 11, we obtain
(RΛ∗ Y )
 =
2∑
j=0
(dyj
RΛ(p)
·RΛ∗ Y )Y j,RΛ(p)
=
2∑
j=0
(RΛ∗dyj
RΛ(p)
· Y )(RΛ∗ Yj,p)
=
2∑
j=0
(dyjp · Y )(RΛ∗ Yj,RΛ(p))
= RΛ∗ (Y
),
where the second-to-last line follows from the RΛ∗-
invariance of the dual vector fields dyj (which is in turn a
direct consequence of the RΛ∗ -invariance of the Yj). This
proves the claim and the lemma.
We now turn to the construction of the connection 1-
form on the principal bundle, described in Section III F.
Proposition 13. The 1-form ω ∈ Ω1(P, g) defined
in (24) satisfies (17), i.e., it is a connection 1-form on
the principal bundle P
pi−→ M . Moreover, ω does not de-
pend on the choice of inertial chart x : M → R2 with
origin o.
Proof. First, note that in the induced coordinate chart
y : P → R3 on the principal bundle, with y(p) =
(y0(p), y1(p), y2(p)) = (x0(pi(p)), x1(pi(p)), ϑ(γσx(p))),
the function h˜x has the representation
h˜x(p) =
−(y0(p))2 + (y1(p))2
2
+ y2(p).
As a result, Y0h˜x = −y0, Y1h˜x = y1, and Y2h˜x = 1, lead-
ing, in conjunction with (22) and (24), to (25). Moreover,
by (A10), for any Λ ∈ G and p ∈ P , we have
(h˜x ◦RΛ)(p) = h˜x(p) + ϑ(Λ). (A11)
That is, h˜x ◦ RΛ differs from h˜x by a constant on P ,
namely ϑ(Λ), so that Y (h˜x◦RΛ) = Y h˜x for any Y ∈ TpP .
Next, by (13), every fundamental vector field Wλ as-
sociated with λ ∈ g satisfies Wλ = Wϑ(λ)u = ϑ(λ)Wu =
ϑ(λ)Y2. Thus, by (25),
(ωWλ)p = ϑ(λ)(ωY2)p = ϑ(λ)u = λ,
proving the first condition in (17). To verify the sec-
ond condition, it must be shown that for every p ∈ P ,
Y ∈ TpP , and Λ ∈ G, (RΛ∗ω)pY = ωpY . Indeed, by
Lemma 11 and (A11), we obtain
(RΛ∗ω)pY = ωRΛ(p)R
Λ
∗pY = R
Λ
∗pY
h˜x = Y p (h˜x ◦RΛ)
= Y p h˜x = ωpY,
as claimed.
Next, to verify that ω is independent of the choice
of inertial chart x with origin o, note that (24) can be
equivalently expressed as
(ωY )p = (pi∗,pY )⊥hu+ (dy2 · Y )pY2,p(ϑ ◦ γσx).
So long as o is kept fixed, the first term in the right-hand
side is independent of x by the definition of h in (23)
and Poincare´ invariance of the ⊥ operator (see Sec-
tion III B). It thus suffices to show that the second term
is x-independent. For that, note that if x′ : M → R2 is
the inertial chart with x′ = x ◦ LΛ for some Λ ∈ G, then
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by Lemma 10, γσx′ = L
Λ−1 ◦ γσx and Y ′2 = Y2, so that
(dy′2 · Y )pY ′2,p(ϑ ◦ γσx′ )
= (dy2 · Y )pY2,p(ϑ ◦ LΛ−1 ◦ γσx)
= (dy2 · Y )pY2,p(ϑ ◦ γσx ◦RΛ
−1
)
= (dy2 · Y )pY2,p(ϑ ◦ γσx).
Note that to obtain the second-to-last line we used the
equivariance property of γσx in (14), and to obtain the
last line we made use of the fact that ϑ◦γσx ◦RΛ
−1
differs
from ϑ ◦ γσx by a constant shift of −ϑ(Λ) (in accordance
with (12)), which is annihilated upon application of the
tangent vector Y2,p. Since Y and p were arbitrary, this
shows that ω is independent of the inertial chart x with
origin o, completing the proof of the proposition.
As a final result in this appendix, we establish how
points on the associated vector bundle E
piE−−→ M trans-
form under gauge transformations.
Lemma 14. Let ϕ : P → P be a gauge transformation.
Then, for every point e ∈ Em in the associated bundle
lying above m ∈M , we have ϕ∗e = eiαϑ(ξ(m))/
√
2e, where
ϑ : G → R is the coordinate chart from (12), and ξ :
M → G the unique function satisfying ϕ(p) = p · ξ(pi(p)).
Moreover, if σ ∈ Γ(P ) is a section of the principal bundle,
the following hold:
(i) For any function f ∈ C∞(M), the corresponding
sections fσ = ζσf and fϕ◦σ = ζϕ◦σf satisfy fϕ◦σ = ϕ∗ ◦
fσ, and
fϕ◦σ(m) = eiαϑ(ξ(m))/
√
2fσ(m), ∀m ∈M.
(ii) For any section s ∈ Γ(E) of the associated bundle,
the corresponding C∞(M) functions (matter fields) sσ =
ζ−1σ s and s
ϕ◦σ = ζ−1ϕ◦σs satisfy s
ϕ◦σ = (ϕσ∗ )
−1 ◦ sσ, and
sϕ◦σ(m) = e−iαϑ(ξ(m))/
√
2sσ(m), ∀m ∈M.
Proof. First, the existence and uniqueness of ξ was estab-
lished in Appendix A 1. Let e = [p, z], where p ∈ Pm and
z ∈ C. To prove the claim about ϕ∗e, we use (A6) and
the fact that G acts on the fiber F = C by multiplication
according to (15), leading to
ϕ∗(e) = [p, ξ˜(p) · z] = [p, ξ(m) · z] = [p, eiαϑ(ξ(m))/
√
2z]
= eiαϑ(ξ(m))/
√
2[p, z] = eiαϑ(ξ(m))/
√
2e,
as claimed.
Next, to verify Claim (i), we have
fϕ◦σ(m) = ζϕ◦σf(m) = ε(ϕ◦σ)(m)(f(m))
= [(ϕ ◦ σ)(m), f(m)] = [σ(m) · ξ(m), f(m)]
= [σ(m), ξ(m) · f(m)] = eiαϑ(ξ(m))/
√
2fσ(m),
and the claim follows using the result about ϕ∗ just
proved. To verify Claim (ii), we employ the G-
equivariance of ε−1p from Lemma 8 to obtain
sϕ◦σ(m) = ε−1(ϕ◦σ)(m)(s(m)) = ε
−1
σ(m)·ξ(m)(s(m))
= ξ(m)−1 · ε−1σ(m)s(m) = ξ(m)−1 · sσ(m)
= e−iαϑ(ξ(m))/
√
2sσ(m).
The above, in conjunction with Claim (i), leads to
sϕ◦σ(m) = e−iαϑ(ξ(m))/
√
2ζ−1σ s(m)
= ζ−1σ (e
−iαϑ(ξ(·))/√2s)(m)
= (ζ−1σ ◦ ϕ−1∗ ◦ s)(m) = (ζ−1σ ◦ ϕ−1∗ ◦ ζσ)sσ(m)
= ((ϕσ∗ )
−1 ◦ sσ)(m),
and the claim follows.
Appendix B: Results from RKHS theory
1. Basic properties of the heat kernel on the circle
and the associated RKHSs
We begin by stating some commonly used terminology
in the theory of RKHSs on topological spaces. We will
only consider compact spaces, as our main interest here
is on RKHSs on the circle equipped with the standard-
metric topology.
Let then S be a compact topological space, and κ :
S ×S → C a Hermitian function, i.e., κ(θ, θ′) = κ(θ′, θ)∗
for all θ, θ′ ∈ S. The function κ is said to be positive-
definite if for any finite sequence θ1, . . . , θn ∈ S the ker-
nel matrix K = [κ(θi, θj)]ij is non-negative. By the
Moore-Aronszajn theorem [30], every positive-definite
Hermitian function is the reproducing kernel for a unique
RKHS K of complex-valued functions on S; that is, a
Hilbert space (K, 〈·, ·〉K) such that (i) the kernel sections
κ(θ, ·) lie in K for all θ ∈ S; and (ii) for every θ ∈ S, the
pointwise evaluation functional Vθ : K → C, Vθf = f(θ)
is continuous, and satisfies Vθf = 〈κ(θ, ·), f〉K. The lat-
ter relation is known as the reproducing property. In ad-
dition, the kernel κ is said to be [17, 31]:
• Strictly positive-definite if K is a strictly positive
matrix whenever the θ1, . . . , θn are all distinct;
• C-universal if κ is continuous, and K is a dense sub-
space of the space of complex-valued, continuous func-
tions on S, equipped with the uniform norm;
• Lp-universal if κ is bounded and Borel-measurable,
and K is a dense subspace of Lp(m) for any Borel prob-
ability measure m on S, where p ∈ [1,∞] and Lp(m) is
equipped with the standard norm;
• Characteristic if κ is bounded and Borel-measurable,
and the map m 7→ ∫
S
κ(·, θ) dµ(θ) is injective, where m
is any Borel probability measure on S.
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On a compact space, C-universality and Lp univer-
sality of a continuous kernel are equivalent notions [17].
Moreover, every C-universal kernel is strictly-positive
definite and characteristic, though the converses of these
statements are not true. In addition, we have:
Lemma 15. Let κ : S×S → C be a Hermitian positive-
definite kernel on a metric space S, K the corresponding
RKHS, and F : S → K the feature map such that F (θ) =
κ(θ, ·). Then, the following hold.
(i) F is continuous if and only if κ is continuous.
(ii) If κ is strictly positive-definite, then F is injective,
and F (θ) and F (θ′) are linearly independent whenever θ
and θ′ are distinct.
Proof. (i) The equivalence between continuity of ker-
nels and continuity of feature maps was proved in [14,
Lemma 2.1].
(ii) It is enough to show that F (θ) and F (θ′) are lin-
early independent for any two distinct points θ and θ′, for
this property implies injectivity of F . To prove the claim
by contradiction, suppose that there exist distinct points
θ, θ′ ∈ S1 such that F (θ) and F (θ′) are linearly depen-
dent. Then, there exist coefficients c, c′ ∈ C, at least one
of which is nonzero, such that cF (θ) + c′F (θ′) = 0, and
thus
c〈κ(θ, ·), F (θ)〉K + c′〈κ(θ, ·), F (θ′)〉K = 0,
c〈κ(θ′, ·), F (θ)〉K + c′〈κ(θ′, ·), F (θ′)〉K = 0.
Then, by the reproducing property,
〈κ(θ, ·), F (θ)〉K = 〈κ(θ, ·), κ(θ, ·)〉K = κ(θ, θ′),
and similarly
〈κ(θ, ·), F (θ′)〉K = κ(θ, θ′), 〈κ(θ′, ·), F (θ′)〉K = κ(θ′, θ′).
It then follows that the kernel matrix
K =
(
κ(θ, θ) κ(θ, θ′)
κ(θ′, θ) κ(θ′, θ′)
)
is a non-invertible kernel matrix associated with the dis-
tinct points θ and θ′, contradicting the fact that κ is
strictly positive-definite.
With these definitions and results in place, we state the
following lemma summarizing some of the basic proper-
ties of the heat kernel on the circle.
Lemma 16. For any τ > 0, the heat kernel κτ :
S1×S1 → R on the circle from (7) is a strictly positive-
definite, C-universal, Lp-universal, characteristic kernel.
Moreover, the feature map Fτ : S
1 → Kτ is an injective,
continuous map, mapping distinct points in S1 to linearly
independent functions in Kτ .
Proof. By compactness of S1 and continuity of κτ , that
κτ is L
p-universal, strictly positive, and characteristic
will follow if it can be shown that it is C-universal. In-
deed, by [32, Corollary 11], a translation-invariant ker-
nel κ : S1 × S1 → R of the form κ(θ, θ′) = κ˜(|θ − θ′|),
where κ˜ : [0, 2pi] → R is a continuous function, and |·|
denotes arclength distance, is C-universal if and only if
κ˜ admits the pointwise absolutely convergent Fourier ex-
pansion κ˜(θ) =
∑∞
j=0 κˆj cos(jθ), where the κˆj are strictly
positive. Clearly, the heat kernel κτ from (7) takes this
form for any τ > 0, and it therefore follows that it is
C-universal. The claim about injectivity and linear in-
dependence of Fτ applied to distinct points then follows
from Lemma 15.
Lemma 17. For every τ > 0, the L2(µ) norm of the
kernel section κτ (θ, ·) is independent of θ ∈ S1.
Proof. By shift-invariance of κτ and unitarity of the
Koopman group on L2(µ), for every t ∈ R we have
‖κτ (θ, ·)‖µ = ‖κτ (Φτ (θ),Φt(·))‖µ = ‖κτ (Φt(θ), ·) ◦ Φt‖µ
= ‖U tκτ (Φt(θ), ·)‖µ = ‖κτ (Φt(θ), ·)‖µ.
The claim then follows from the fact that for every θ, θ′ ∈
S1 there exists t ∈ R such that θ′ = Φt(θ).
2. Proof of Proposition 4
First, to show that Ψτ = Π ◦Fτ is injective, note that,
by Lemma 16, Fτ maps distinct points in S
1 to linearly
independent functions in F(Kτ ) ⊂ C(S1) \ {0}. More-
over, by definition, Π maps each (nonzero) function f
its domain to the rank-1 orthogonal projection opera-
tor on L2(µ) mapping onto span{f}. Since span{f} and
span{f ′} are distinct subspaces of L2(µ) whenever f, f ′
are linearly independent continuous functions, these two
facts together imply that Ψτ is injective.
To show that Ψτ is continuous, observe that
Ψτ (θ) = 〈Fτ (θ), ·〉µFτ (θ)/c,
where c := ‖κ(θ, ·)‖2µ is independent of θ by Lemma 17.
Then, for any θ, θ′, we have
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c‖Ψτ (θ)−Ψτ (θ′)‖1 = ‖〈Fτ (θ), ·〉µFτ (θ)− 〈Fτ (θ′), ·〉µFτ (θ′)‖1
= ‖〈Fτ (θ), ·〉µFτ (θ)− 〈Fτ (θ′), ·〉µFτ (θ) + 〈Fτ (θ′), ·〉µFτ (θ)− 〈Fτ (θ′), ·〉µFτ (θ′)‖1
≤ ‖〈Fτ (θ)− Fτ (θ′), ·〉µFτ (θ)‖1 + ‖〈Fτ (θ′), ·〉µ(Fτ (θ)− Fτ (θ′))‖1
= ‖Fτ (θ)− Fτ (θ′)‖µ(‖Fτ (θ)‖µ + ‖Fτ (θ′)‖µ)
≤ 2c1/2‖Fτ (θ)− Fτ (θ′)‖Kτ ,
and the continuity of Ψτ follows from continuity of Fτ (Lemma 16). Note that to obtain the equality in the second-
to-last line above we used the fact that the trace norm of a rank-1 operator 〈f, ·〉µg on L2(µ) is equal to ‖f‖µ‖g‖µ,
and the inequality in the last line follows from the fact that the L2(µ) norm is bounded above by the Kτ norm for
any τ > 0.
Next, to check that Fτ ◦ Φt = U−t ◦ Fτ , we compute
Fτ (Φ
t(θ)) = κτ (Φ
t(θ), ·) = κτ (θ,Φ−t(·))
= κτ (θ, ·) ◦ Φ−t = U−tκτ (θ, ·) = U−tFτ (θ),
verifying the claim. In addition, for any f ∈ C(S1)\{0},
we have
Φ˜t(Π(f)) = U t∗Π(f)U t =
〈f, U t(·)〉µU t∗f
‖f‖2µ
=
〈U−tf, ·〉µU−tf
‖U−tf‖2µ
= Π(U−tf),
showing that Π ◦ U−t = Φ˜t ◦ Π. That Ψτ ◦ Φt = Φ˜t ◦
Ψτ then follows from the fact that Ψτ = Π ◦ Fτ . This
completes the proof of Claim (i).
Turning now to the map Ωτ in Claim (ii), for any A ∈
A(L2(µ)),
(ΩτA)
∗ = tr((Ψτ (·))∗A∗) = tr(Ψτ (·)A) = ΩτA,
where the second-to-last equality follows from the fact
that for any θ ∈ S1, Ψτ (θ) is a density operator, and
thus self-adjoint. Moreover, for any θ, θ′ ∈ S1, we have
|ΩτA(θ)− ΩτA(θ′)| = |tr((Ψτ (θ)−Ψτ (θ′))A)|
≤ tr|(Ψτ (θ)−Ψτ (θ′))A|
≤ ‖Ψτ (θ)−Ψτ (θ′)‖1‖A‖,
and the continuity of Ωτ follows from the continuity of
Ψτ established in Claim (i). We therefore conclude that
Ωτ is well-defined as an operator mapping into CR(S1).
In addition, for any t ∈ R,
Ωτ (U˜
tA) = tr(Ψτ (·)U tAU t∗) = tr(U t∗Ψτ (·)U tA)
= tr(Φt∗(Ψτ (·))A) = tr(Ψτ (Φt(·))A)
= tr(Ψτ (·)A) ◦ Φt = U t tr(Ψτ (·)A)
= U t(ΩτA),
proving that Ωτ ◦ U˜ t = U t ◦Ωτ . This completes the proof
of Claim (ii).
Finally, Claim (iii) follows directly from the definition
of Ω′τ and Claim (ii).
3. Proof of Theorem 7
Starting from Claims (i) and (ii), it follows from
the Mercer representation of the kernel κˆτ in (65) that
{φˆj,τ}j∈Z with φˆj,τ = e−|j|τ/2φj is an orthonormal basis
of Kˆτ . Moreover, for every t ∈ R, φˆj,τ ◦Φt = eiαtφˆj,τ , so
that U t maps an orthonormal basis of Kˆτ to an orthonor-
mal basis. We therefore conclude that Kˆτ and, since τ is
arbitrary, Kˆ∞ are invariant under U t, proving Claim (i).
Similarly, U t : Kˆτ → Kˆτ is unitary since {U tφˆj,τ}j∈Z
is an orthonormal basis, and the strong continuity of
{U t}t∈R follows from the fact that t 7→ U tφˆj,τ = eiαjtφj,τ
is a continuous map.
Next, turning to Claim (iii), the basis elements φˆj,τ are
clearly eigenfunctions of the generator V : D(V ) → Kˆτ ,
i.e.,
V φˆj,τ = lim
t→0
U tφˆj,τ − φj,τ
t
= lim
t→0
eiαjt − 1
t
φˆj,τ = iαjφˆj,τ ,
where the first limit is taken with respect to Kˆτ norm.
Then, for every f =
∑∞
j=−∞ cj φˆj,τ ∈ Kˆ1τ and l ∈ N0, the
action of V on the partial sum fl =
∑l
j=−l cj φˆj,τ is given
by gl := V fl =
∑l
j=−l iαjcj φˆj,τ , and it follows from the
definition of Kˆ1τ that gl is a Cauchy sequence in Kˆτ . Thus,
Kˆ1τ is a subspace of D(V ). Now if f =
∑∞
j=−∞ cj φˆj,τ ∈
Kˆτ \ Kˆ1τ , for every C ≥ 0, there exists l0 ∈ N0 such
that, for all l ≥ l0,
∑l
j=−l|j|2|cj |2 ≥ C2. It therefore
follows that gl = V fl has norm ‖gl‖Kˆτ > αC, and thus
the sequence gl is unbounded. This shows that (Kˆ1τ )c ⊆
D(V )c, and therefore Kˆ1τ ⊇ D(V ). The latter, together
with the fact that Kˆ1τ ⊆ D(V ) just shown, implies that
Kˆ1τ = D(V ), as claimed.
What remains is to show that V acts on Kˆ∞ as a
derivation. For that, it needs to be shown that (i) Kˆ∞ is
invariant under V ; and (ii) the Leibniz rule holds, i.e.
V (fg) = (V f)g + f(V g), ∀f, g ∈ Kˆ∞. (B1)
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These claims will follow in turn from the following useful
lemma:
Lemma 18. For every τ > 0 and τ ′ > τ , Kˆτ ′ is a
subspace of Kˆ1τ . Moreover, the restriction of the gen-
erator V : D(V ) → Kˆτ to Kˆτ , viewed as an operator
V |Kˆτ′ : Kˆτ ′ → Kˆτ , is bounded.
A proof of Lemma 18 will be given below. Assuming,
for now, that it holds, let f =
∑∞
j=−∞ fˆjφj and g =∑∞
j=−∞ gˆjφj be arbitrary elements of Kˆ∞, and note that
the partial sums fl =
∑l
j=−l fˆjφj and gl =
∑l
j=−l gˆjφj
converge in any Kˆτ ′ norm. Moreover, because Kˆτ ′ is a
Banach algebra, as l → ∞, flgl converges in Kˆτ ′ norm
to fg. Choosing, in particular, τ ′ > τ , it follows from
Lemma 18 that V fl, V gl, and V (flgl) are Cauchy se-
quences in Kˆτ converging to V f , V g, and V (fg), respec-
tively. The Banach algebra property of Kˆτ then implies
that (V fl)gl and fl(V gl) are also Kˆτ Cauchy sequences,
converging to (V f)g and f(V g), respectively.
Now because τ was arbitrary, the convergence of V fl to
V f in Kˆτ norm implies that V f lies in Kˆτ for any τ > 0,
and therefore that Kˆ∞ is invariant under V . Moreover,
for any l ∈ N0,
V (flgl) = V
 l∑
j,k=−l
fˆj gˆkφjφk
 = V
 l∑
j,k=−l
fˆj gˆkφj+k

=
l∑
j,k=−l
iα(j + k)fˆj gˆkφj+k
=
l∑
j,k=−l
iαjfˆj gˆkφjφk +
l∑
j,k=−l
iαkfˆj gˆkφjφk
= (V fl)gl + fl(V gl),
and taking l→∞ limits in Kˆτ norm, we obtain
V (fl) = V
(
lim
l→∞
flgl
)
= lim
l→∞
V (flgl)
= lim
l→∞
(V fl)gl + lim
l→∞
fl(V gl)
= (V f)g + f(V g),
verifying (B1).
Finally, to prove Lemma 18, observe that Kˆτ ′ ⊂ Kˆτ
whenever τ ′ > τ , and every f ∈ Kˆτ ′ admits an expansion
f =
∑∞
j=−∞ cj φˆj,τ , where
∑∞
j=−∞ e
(τ ′−τ)|j||cj |2 < ∞.
Since e(τ
′−τ)|j| > C|j|2 for some constant C > 0 when-
ever τ ′ > τ , it follows that
∑∞
j=−∞|j|2|cj |2 < ∞,
which shows that Kˆτ ′ ⊆ Kˆ1τ . Similarly, defining fl =
∑l
j=−l cj φˆj,τ with cj as above, we have
‖V fl‖2Kˆτ =
l∑
j=−l
α2|j|2|cj |2
≤
l∑
j=−l
α2e(τ
′−τ)|j||cj |2/C = ‖fl‖2Kˆτ′α
2/C.
This shows that V |Kˆτ′ : Kˆτ ′ → Kˆτ is uniformly bounded
on the dense subspace of Kˆτ ′ consisting of finite sums of
the form
∑l
j=−l cj φˆj,τ , and is therefore bounded on the
whole of Kˆτ ′ .
Appendix C: Fractional derivatives
In this appendix, we provide definitions, and outline
the basic properties of fractional derivative operators on
functions on the circle. Additional details on these topics
can be found, e.g., in Refs. [33, 34].
To construct the fractional derivative operator ∂r of
order r ≥ 0, it is convenient to pass to a Fourier
representation using the Fourier analysis operator F :
L2(µ) → `2. The latter, is the unitary operator map-
ping f =
∑∞
j=−∞ cjφj ∈ L2(µ) to the `2 sequence
fˆ = Ff := (cj)j∈Z consisting of the expansion coefficients
of f in the Koopman eigenfunction basis {φj}∞j=−∞.
Note, in particular, that
cj = 〈φj , f〉µ = 1
2pi
∫ 2pi
0
e−ijθf(θ) dθ,
indicating that the elements of fˆ coincide with the stan-
dard Fourier expansion coefficients of f . Then, for any
r ≥ 0, we define
∂r : D(∂r)→ L2(µ), ∂r = F∗∂ˆrF, (C1)
where ∂ˆr : D(∂ˆr) → `2 is the multiplication operator
with dense domain
D(∂ˆr) =
(cj)j∈Z ∈ `2 :
∞∑
j=−∞
j2r|cj |2 <∞
 ⊆ `2,
defined as
∂ˆr(cj)j∈Z = ((ij)rcj)j∈Z.
The domain of ∂r is then the dense subspace D(∂r) of
L2(µ) given by
D(∂r) =

∞∑
j=−∞
cjφj ∈ L2(µ) :
∞∑
j=−∞
j2r|cj |2 <∞
 .
It follows directly from these definitions that if r is
a non-negative integer, ∂r from (C1) coincides with the
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weak derivative operator with respect to standard angle
coordinates θ on the circle. It can also be verified that
the restriction ∂r : W p,2(µ)→ L2(µ) of ∂r to the Sobolev
space W p,2(µ) ⊆ L2(µ) of order p = dre, where
W p,2(µ) =

∞∑
j=−∞
cjφj ∈ L2(µ) :
∞∑
j=−∞
j2p|cj |2 <∞
 ,
is a bounded operator. Here, W p,2(µ) is equipped with
the standard norm ‖f‖2Wp,2(µ) =
∑p
q=0
∑∞
j=−∞ j
2q|cj |2,
where f =
∑∞
j=−∞ cjφj .
To gain intuition on the behavior of ∂r in a point-
wise (as opposed to Fourier) representation, we state an
equivalent definition to (C1), given by the L2(µ) limit
∂rf = lim
a→0+
1
ar
Draf, f ∈ D(∂r), (C2)
where Draf is the Riemann difference of f ,
Draf(θ) =
∞∑
n=0
(−1)n
(
r
n
)
f(θ − an),(
r
n
)
=
r(r − 1) · · · (r − n+ 1)
n!
.
In the fractional calculus, the operator in (C2) is known
as the Liouville-Gru¨nwald, or Gru¨nwald-Letnikov deriva-
tive. From this definition, it is clear that whenever r is a
non-negative integer ∂rf(θ) depends on the behavior of
f in an infinitesimally small neighborhood of θ, for the
Riemann difference Dra contains finitely many terms. On
the other hand, for non-integer r, Dra contains infinitely
many terms, and ∂rf(θ) depends on the behavior of f on
distant points from θ. In other words, ∂r is a non-local
operator whenever r is not an integer.
With these definitions in place, we have the following:
Proposition 19. The ladder operators A± and A+±
from (58) satisfy (60).
Proof. We will prove the claim only for A− and A+−, as
the results for A+ and A
+
+ follow similarly. For that, note
first that the set{
. . . ,
φ−2√
2
,
φ−1√
1
, φ0,
φ1√
1
,
φ2√
2
, . . .
}
is an orthonormal basis of the Sobolev space W 1,2(µ). As
a result, because ∂1/2 : W 1,2 → L2(µ) is bounded, it is
enough to show that
U∗A0Uφj = i1/2L∗∂1/2− φj ,
U∗A+0 Uφj = i1/2∂1/2− Lφj ,
(C3)
for all j ∈ Z. Indeed, using (57), for any non-positive
integer j we obtain
U∗A0Uφj = U∗A0ψ−j,0 = U∗(
√
−jψ−j−1,0)
=
√
−jφj+1 = i1/2φ1(
√
ijφj)
= i1/2L∗∂1/2φj = i1/2L∗∂
1/2
− φj
and
U∗A+0 Uφj = U∗A+0 ψ−j,0 = U∗(
√
−j + 1ψ−j+1,0)
=
√
−j + 1φj−1 = i1/2
√
i(j − 1)φ−1φj
= i1/2∂1/2Lφj = i
1/2∂
1/2
− Lφj .
On the other hand, if j is positive,
U∗A0Uφj = U∗A0ψ0j = 0 = i1/2L∗∂1/2− φj
U∗A+0 Uφj = U∗A+0 ψ0j = U∗ψ1j = 0 = i1/2L∗∂1/2− φj .
We therefore conclude that (C3) holds, as claimed.
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