INTRODUCTION
Challenges, such as (i) large cooling energy consumption of high-heat-flux servers of datacenters, (ii) difficulty to manage air flow (and thus nonoptimal spatial layout of components within a blade server), (iii) high cost of air flow equipment, (iv) acoustical noise limitations, (v) dust, etc. justify the development for a new scalable and highly energy efficient datacenter infrastructure. As proven in the AQUASAR computer project, of which the LTCM lab was the partner that designed the split-flow cold plate and the MicroCool Division of Wolverine Tube Inc. was the plate's manufacturer (Ganapati, 2009; Meijer et al., 2009; Brunschwiler et al., 2010) , water has seen a significant advance in on-chip cooling of CPUs in datacenters. However, a driving force needs to be externally supplied in order to bring water to a microchannel cold plate placed on a microprocessor (for example, by a liquid water micropump inside each server and/or one for the water distribution system in the datacenter). Thus, this solution still has a relatively high system energy consumption due to the high pumping power and consequently, a high system cost, while such micropumps are also not readily available. Moreover, this technology introduces several other complications, e.g., corrosion, erosion, high risk of electronic damage in case of leakage, risk of microprocessor burnout in case of drivers' failure, and no local control of the water flow rate to inactive servers. Thus, while water cooling is a viable solution, here we wish to propose a passive two-phase cooling solution which circumvents such issues with air-cooled and water-cooled servers.
In the present paper, first of all, the principles of the thermosyphon loop and a brief state-of-the-art review on the thermosyphon cooling technology are described in Secs. 1 and 2. Section 3 describes the simulation code, its approach, inputs, outputs, the test case loop with the geometrical parameters of individual components, and the results of the thermosyphon simulations. In sequence, Sec. 4 provides a simplified thermoeconomic analysis of a passive two-phase thermosyphon applied to cool down a datacenter, highlighting some potential changes within a blade server, followed up by implementing a passive two-phase thermosyphon cooling technology. Finally, Sec. 5 summarizes the main results of this work together with the final remarks for future recommendations.
THERMOSYPHON COOLING LOOP

Principle
As mentioned in the previous section, a thermosyphon is a pumpless self-driven cooling system comprised of four main components: an evaporator, a condenser, a riser, and a downcomer, as shown in Fig. 1 . The condenser is placed above the evaporator, while the riser and downcomer connect them together, sustaining the circulation of the working fluid, presently a common refrigerant.
FIG. 1: Schematic of a thermosyphon loop.
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First, for the thermosyphon operation, the heat generated by the CPU is removed in the evaporation section where two-phase flow boiling is generated. The liquid and vapor mixture with a density of ρ th ascends through the riser and condenses back to all liquid in the condenser that is placed at the top. Then, due to gravity, the single-phase liquid with a density of ρ l > ρ th flows down through the downcomer and arrives back at the evaporator, creating the passive driving force for circulation, i.e., the so-called thermosyphon effect. The flow is self-sustained as long as the heat is delivered to the evaporator and it is removed at the condenser. In this way, the thermosyphon reaches an equilibrium state defined by the equality between the static and frictional pressure drops along the entire loop. One can classify a two-phase thermosyphon loop as a gravity-driven wickless loop heat pipe.
One needs to notice that the fluid flow rate in the thermosyphon adjusts itself according to the heat load applied to the evaporator. Hence, as this is a completely passive flow, significant reduction in energy consumption and consequently, considerable reduction in operating cost can be achieved, since the cooling system continuously operates at its maximum performance, without a pump or a fluid flow control system. Energy is, however, required to drive the coolant in the system's condenser to evacuate the heat to the environment or to a waste heat recovery system. Here another passive solution is possible as described herein. More details about the economic analysis of the thermosyphon datacenter on-chip cooling are provided in Sec. 4.
State-of-the-Art Review on Thermosyphon Cooling
The thermosyphon loop, for which a height difference between an evaporator and a condenser defines its driving force, represents a promising alternative for cooling of high-heat-flux servers of datacenters. Its noticeable advantages are a compact design (Beitelmal and Patel, 2002; Agostini and Habert, 2012) with possibly no fans and thus a reduction of noise emission (Beitelmal and Patel, 2002) , no power consumption and no driver to buy (since the thermosyphon is a pumpless cooling system), improved reliability (no moving parts), and finally a compelling operational cost savings (Mukherjee and Mudawar, 2003) . Considering the above-mentioned reasons, passive thermosyphon cooling systems have been extensively studied over the past several years. Among all, water was mostly used as a coolant, although R11 (Na et al., 2001) , FC72 (Beitelmal and Patel, 2002; Mukherjee and Mudawar, 2003) , PF5060 (Beitelmal and Patel, 2002) , methanol (Khrustalev, 2002; Kang et al., 2010; Kannan and Natarajan, 2010) , ethanol and acetone (Kannan and Natarajan, 2010) , as well as R134a (Agostini and Habert, 2012) have also been tested. Here, due to its high thermal conductivity, low frictional pressure drop, high bubble generation rate and good availability, the refrigerant R134a along with its substitution candidate, R1234ze (lower global warming potential), have been chosen as working fluids (rather than, for example, R236fa or R245fa, which exhibit too high pressure drop). With these two chosen fluids, the influence of the fluid properties on the thermosyphon thermohydraulic performance can be determined. Furthermore, Fig. 2 depicts a thermosyphon developed by ABB in collaboration with the LTCM lab for the cooling of a 15MWA power transformer (now a successful commercial product), with thermosyphon cooling loads up to 107 kW.
A significant amount of knowledge was acquired regarding the influence of filling ratio (Agostini and Habert, 2012; Chu et al., 1999; Na et al., 2001; Noie, 2005; Chang et al., 2010 , Kang et al., 2010 Kannan and Natarajan, 2010) and heat load (Agostini and Habert, 2012; Mukherjee and Mudawar, 2003; Ma et al., 1998; Chu et al., 1999; Chang et al., 2010; Kang et al., 2010) on the thermosyphon performance. For example, according to previous studies (Agostini and Habert, 2012; Mukherjee and Mudawar, 2003; Chu et al., 1999; Chang et al., 2010; Kang et al., 2010) , an increase in heat flux corresponds to a decrease in the overall system thermal resistance; i.e., an increase of the heat transfer performance of the entire system, which is directly associated with an increasing vapor quality (mass flow of vapor divided by total mass flow rate) at the evaporator exit (more available latent heat being used). However, Agostini and Habert (2012) also observed that above a certain limit of heat load the total thermal resistance of the thermosyphon may begin to increase due to an increase in the closed system's saturation pressure, causing a decrease in liquid thermal conductivity, latent heat of vaporization, and vapor-liquid density difference that is the "driver" of the flow.
Finally, on the other hand, a little is known regarding the effects of the thermosyphon/server inclination (Beitelmal and Patel, 2002) , coolant flow rate and its temperature (Agostini and Habert, 2012) , the evaporator cold plate design (Mukherjee and Mudawar, 2003; Kang et al., 2010) , its optimum surface (Chang et al., 2010) , the condenser size (Na et al., 2001) , the condenser air flow rate (Chu et al., 1999) (for an air-cooled datacenter), the approach temper- ature difference at the condenser, the riser and the downcomer diameters, and the working fluid. Also, the impact of thermosyphon height on its operation was not explored in detail in the previous studies, although its noticeable influence on the thermosyphon driving force was mentioned by Mukherjee and Mudawar (2003) . Thus, this study is especially focused on the effects of the thermosyphon height, the orientation of the thermosyphon/server, the riser and downcomer diameters, the working fluid, as well as the approach temperature difference at the condenser. The thermosyphon simulations are then followed by a thermoeconomic analysis of a non-air-cooled datacenter.
SIMULATIONS
This section describes the steady-state simulation code and its main assumptions (Sec. 3.1), inputs and outputs (Sec. 3.2), and the test case loop, including the geometrical parameters of individual components (Sec. 3.3). Finally, the simulation results of the proposed thermosyphon cooling loop are presented in Sec. 3.4. The present manuscript follows the simulation approach already presented in Marcinichen et al. (2014) .
Simulation Code
In order to simulate and evaluate the performance of the two-phase thermosyphon cooling cycle, a steady-state simulation code was implemented. The methods presented in Table 1 were used in the code. They were either developed or experimentally validated by the LTCM lab in the past decade. Some of the two-phase methods, such as the flowpattern-based microchannel flow boiling model, have been improved in-house since their original publication and the most up-to-date methods are used here.
As noted earlier, the density difference between the two-phase mixture in the riser and the liquid in the downcomer creates the static pressure imbalance and hence the driving force of the thermosyphon loop. Thus, in the present simulation code, the mass flow rate of the working fluid is adjusted iteratively to achieve equilibrium between the static and frictional pressure drops of the flow loop. Additionally, the mass flow rate of water (secondary fluid transporting Taitel et al. (1980) , Barnea et al. (1982) , Barnea (1986) , and Liu and Wang (2008) 5 Straight vertical pipes (downward) Adiabatic (SP) Pressure drop by Blasius (1913) and Azzi and Friedel (2005) 
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The main steps of the simulation loop are shown in Fig. 3 . First, the following input data are required: (i) the geometrical parameters of the ME and the condenser, (ii) the heat load on the ME, (iii) the evaporating (saturation) temperature and subcooling at the ME inlet, (iv) the inlet water temperature at the condenser (secondary fluid flowing in the annulus of this double-pipe heat exchanger), and (v) the geometry and direction of the pipes and elbows joining the components (riser and downcomer). Then, after providing the required degree of subcooling and vapor quality, respectively, at the inlet and outlet of the ME, the initial mass flow rate of working fluid is estimated and used to determine the pressure drop in the riser. In the next step, the condenser performance is evaluated with the calculation of approach temperature (temperature difference between inlet working fluid and outlet secondary fluid flow in the condenser) and the thermodynamic state of the working fluid at its outlet. A loop of convergence in the condenser is used to obtain the secondary fluid mass flow rate, which guarantees a heat transfer rate matching the heat load in the ME. In sequence, the single-phase liquid downcomer pressure drop is determined and the loop finishes with the performance characterization of the ME being obtained by means of another in-house code , here used as a black box.
Then the simulation code compares the overall static and frictional pressure drops [see Eq. (1)], and in case of different values according to an internally established criterion, a correction of the ME's outlet vapor quality, consequently, of the working fluid mass flow rate, is made based on a ratio of the frictional and static pressure drops [see Eq. (2)]. The simulation continues iteratively until the criterion of negligible pressure drop difference is reached.
Input Data
The inputs considered in the present study are listed in Table 2 , while the geometries of the condenser, microevaporator, riser, and downcomer are specified in the following section. In summary, the simulation outputs are: (i) the working fluid and secondary coolant mass flow rates, (ii) the microevaporator exit vapor quality, (iii) the subcooling at the condenser outlet, and (iv) the maximum junction temperature at the microevaporator base (i.e., the highest local temperature of the electronics on the silicon die). In order to ensure there is no dry-out condition, the critical heat flux (CHF) in the evaporation section is calculated at the operational conditions and is ascertained to be above the heat flux imposed. One needs to notice that in the present simulations the heat flux (80 W cm −2 ) is about 80% higher than that of microprocessors in current high-performance servers (such as in the Oracle T-Spark 3).
Case Study
A tube-in-tube counterflow heat exchanger, shown schematically in Fig. 4 , is used to extract heat from the thermosyphon loop. Several different condenser designs were examined in order to suit the required cooling capacity of 200 W. As a result, a customized 28-cm-long condenser, made of two copper tubes, has been chosen for these (cm) 5, 10, 15, and 20
FIG. 4:
Schematic of the tube-in-tube counterflow heat exchanger.
simulations. The outer tube is smooth, while the inner one is grooved. More details about the condenser geometrical characteristic are presented in Table 3 . The microevaporator is a copper multi-microchannel cooling element, shown schematically in Fig. 5 together with the nomenclature for its dimensions. Two microevaporator geometries were evaluated and are presented in Table 4 , among which ME1 represents the AQUASAR cooling element also tested by Costa-Patry (2011) . For the simulation, the thermal interface material (TIM) thickness, the electrical element material and thickness, as well as the inlet and outlet pressure drop coefficients were extracted from his thesis (Costa-Patry, 2011) to account for the inlet header and micro-orifices at the entrance of each microchannel and the two-phase outlet header, respectively. The heated area A h in both cases is considered equal to 2.5 cm 2 (13.5 mm in length and 18.5 mm in width). Additionally, ME2 was chosen to provide a higher cooling rate and higher CHF. Prior to the thermosyphon simulations, both microevaporators were examined using the LTCM in-house software for multi-microchannel flow boiling and liquid cooling , considering 2D heat spreading (Costa-Patry, 2011) . This evaluation confirmed that the temperatures at the junction (microprocessor) temperature remained below the limit of 85 • C (Madhour et al., 2011) for the expected range of heat load.
The riser and downcomer are segregated into two pipes in order to prevent flooding (Hirashima et al., 1994) . In this study, their lengths (equal to the thermosyphon height h th ) are varied from 5 to 20 cm with a step of 5 cm. This represents a range of heights feasible in many but not all servers, particularly blade servers and microservers that are mounted vertically. Table 5 lists three different inside diameters of the riser and downcomer chosen here to determine the diameter effect on the performance of the thermosyphon loop (see Sec. 3.4). The riser diameter was intentionally designed to be larger than the downcomer diameter (d i,riser > d i,downcomer ) to reduce its higher frictional pressure drop associated with the two-phase flow. Consequently, the flow direction within the loop is established so that the upflow takes place in the riser and then the single-phase liquid returns back to the evaporator through the downcomer. 
Results
The effects of the microevaporator's design and server orientation, riser and downcomer diameters, and thermosyphon height, as well as the influence of the working fluid on the thermohydraulic performance of the entire cooling loop are presented in this section. Figure 6 (a) shows that for the ME2, the CHF is higher in comparison to the AQUASAR copper cooling element (ME1), which is associated with the higher mass flow rate of working fluid (R134a here), as can be seen in Fig. 6(b) . Both microevaporators showed an increase of CHF and a decrease of outlet vapor quality when increasing the thermosyphon height, since the mass flow rate of the working fluid also increases. One needs to notice that even considering the smallest height of 5 cm, a server could be handled by ME2 for a heat dissipation of 250 W with a 2.5-cm 2 cold plate area (100 Wcm −2 ). For this geometry and heat flux, the limits of the thermosyphon are reached since critical heat flux would be hit.
On the other hand, the simulation results revealed a negligible effect of the thermosyphon height on the maximum chip temperature, which stayed at about 77
• C and 75.5
• C for ME1 and ME2, respectively. Thus, the thermal limit of 85
• C is easily respected, even using a coolant (saturation) temperature of 60 • C. (Lower saturation temperatures will provide even a lower maximum chip temperature.) Finally, to confirm that the thermosyphon cooling can be safely implemented within a datacenter, Fig. 7 shows a safety factor [Eq. (3)] as a function of the thermosyphon height. As one can notice, the safety factor (SF) always remains above 1.0, even for the thermosyphon height of 5 cm.
The next aspect of interest is the influence of the server/ME orientation (vertical upflow or horizontal microchannels) on the CHF and outlet vapor quality. As expected, Fig. 8 presents lower performance for vertical upflow, since a higher overall pressure drop is obtained due to the additional term associated with the gravitational effect (static pressure drop). Consequently, it results in a lower working fluid mass flow rate and lower/higher CHF/x out . The magnitude of the difference observed, however, can be considered negligible, and both configurations are judged reliable due to a SF always higher than 1.0. Figure 9 illustrates the results obtained for the three configurations listed in Table 5 . First, for all of them and the range of heights evaluated, the maximum temperature at the ME base stayed below the previously defined thermal limit. Moreover, the CHF is always higher than the q b , which guarantees a SF higher than 1.0. The only exception 
FIG. 8:
CHF and x out of R134a for horizontal and vertical (flow up) ME orientations considering ME1, and riser and downcomer inside diameters of 6.34 and 4.75 mm.
was configuration 2 with a thermosyphon height of 5 cm, for which superheated vapor was obtained at the outlet of the ME, and thus its safety factor was lower than 1.0. The latter is not shown in Fig. 9 since the simulation code stops if superheating conditions are reached in the ME. In the present simulations, regardless of the thermosyphon height, the secondary coolant mass flow rate, the subcooling at the outlet of condenser, and the condenser approach temperature converged, respectively, to values of 10.5 kg h −1 , 4 K, and 13.5 K. This is explainable due to the boundary conditions at the condenser, i.e., the effect of a higher height is to increase the working fluid mass flow rate but at the same time to decrease the inlet enthalpy at the condenser (decrease the inlet vapor quality). Thus, as the heat load and saturation temperature are constant, the opposite effects nearly compensate one another in an almost constant condenser's outlet condition.
FIG. 9:
CHF of R134a for ME1 with vertical upflow orientation while the riser and downcomer inside diameters vary as described above in the case study.
Changing the heat load on the server activates a potential controller that adjusts the secondary fluid mass flow rate to retain the ME outlet vapor quality at an established set point (i.e., adjusting system pressure). Figure 10 demonstrates the simulation results for the secondary coolant mass flow rate and condenser approach temperature as a function of the heat load in the server for 40% of ME outlet vapor quality. These simulations consider a thermosyphon height of 10 cm, ME1 with a vertical upward flow direction, R134a as working fluid, an inlet secondary coolant temperature of 20
• C, and the configuration 1 for the riser and downcomer. It can be seen that the subcooling stayed in a range from 4.5 to 12.5 K, and also that a large range of heat load can be safely transferred if the condenser is correctly sized. Moreover, designing and implementing such a controller can gain further significant improvement of the thermosyphon reliability. Additionally, using the coolant flow rate to control the outlet coolant temperature while keeping the system pressure in a desired range could be of interest for reliable heat recovery schemes.
FIG. 10:
Water mass flow rate and approach temperature versus heat load.
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The impact of working fluid on CHF and maximum chip temperature was studied, considering ME1 in a horizontal orientation and configuration 1 for the riser and downcomer. Figure 11 shows that for both working fluids, i.e., R134a and R1234ze, the SF was higher than 1.0 and the junction temperature was lower than 85
• C. The exception was for 5-cm height and working fluid R1234ze, when a superheated condition at the ME outlet was obtained, and thus it was not shown in the graph.
In Fig. 11 , it is seen that R134a provides a better thermal performance, since a lower maximum chip temperature was obtained. One can say that the lower chip temperature is mainly due to the higher thermal conductivity of the R134a, which implies a higher heat transfer coefficient. Also, CHFs for R134a are higher (∼10%). Both working fluids show a SF higher than 1.3 when considering a minimum height of 10 cm. In practice, one could redimension the system to make R1234ze work at all conditions, as could also be done for other lower pressure refrigerants.
THERMOECONOMIC ANALYSIS
This part presents an approximate analysis of the potential cost savings obtained if a thermosyphon cooling system was implemented within one rack of a datacenter instead of the usual air cooling system. The analysis will include an estimation of the payback period and an evaluation of the net benefit per year, considering both scenarios: with and without heat recovery. As every air cooling system is different, a generic system is used here to try to provide a "best" estimate. Needless to say, the cost of a thermosyphon cooling system is difficult to estimate with high accuracy, and "best estimates" are used here to try to quantify the cost and then economic savings from having no energy expense for the passive cooling system versus the energy-driven cooling system.
Thermoeconomic Considerations
As noted in Sec. 1, classical datacenter cooling systems [composed of computer room air conditioning (CRAC) units, i.e., chillers and circulating fans, false floor, and ceiling air ducts] are currently the most widely used cooling technology. Recently, however, there is a rapid move toward better practices to reduce the power usage effectiveness, which measures how efficiently power and cooling are delivered to the information technology (IT) equipment [PUE = (Ẇ IT +Ẇ cooling +Ẇ UPS +Ẇ lighting )/(Ẇ IT )]. Strategically, hot/cold aisle confinement, higher cold aisle temperature, minimized power conversions in UPS, free cooling, etc. can lead to a decrease of this indicator (in some cases) to values around 1.1, while the study of Green Grid (The Green Grid, 2009) obtained an average value of 2.03 considering 60 datacenters throughout the world in 2009.
FIG. 11:
CHF and maximum chip temperature when considering R134a and R1234ze for ME1 with horizontal orientation, and riser and downcomer inside diameters of 6.34 and 4.75 mm.
In order to further minimize the power usage effectiveness (PUE), an intermediate datacenter architecture solution is to bring the chilled water directly to the back doors of the racks, where it exchanges heat with air (air still remains the server coolant) blown over the chilled water coils. The latter makes the use of CRAC units unnecessary (though a water chiller is still required), as listed in Table 6 . The next logical step is then to bring the water inside the cabinet (racks) with the cooling performed directly to the chip level (with water becoming the coolant), which the present authors refer to as water on-chip cooling. Several datacenter manufacturers have started implementing this technology at large scale, so that the cooling power consumption decreases drastically by eliminating the air flow circulation and CRAC units. Due to the better cooling performance of water, the IT equipment density can consequently be increased together with the capability of the datacenter. Table 6 summarizes the current and envisioned datacenter cooling technologies. It first lists the main advantages of water cooling over the current air cooling technology (columns 2 to 3), where it is shown that water cooling succeeded in bringing the cooling directly to the chip level. Due to the numerous advantageous features of two-phase on-chip liquid pump cooling over water cooling (columns 3 to 4 in Table 6 ), it is then expected that two-phase on-chip liquid pump cooling will be the next long-term datacenter cooling solution. For the latter, the possibility to work with a relatively high coolant evaporation temperature (up to 60
• C if one desires while still maintaining the chip safely below 75-80
• C) makes the necessity of a chiller obsolete and opens the opportunity to heat recovery. Finally, an additional step toward an ideal and long-term cooling solution for datacenters is to remove all the moving parts (drivers) for reliability and power consumption issues (columns 4 to 5 in Table 6 ) by going to a twophase thermosyphon, where gravity together with the evaporation/condensation process circulates the flow of the coolant in the system. A completely passive system potentially can be reached by considering a thermosyphon at both the server and the rack levels. Such a double-thermosyphon system, illustrated in Fig. 12 , does not require pumps either at the blade or at the rack level. The compact architecture obtained (with an increased IT density and no drivers) is expected to be cheaper and more reliable than any existing datacenter cooling system.
Inherently, it appears that two-phase thermosyphon cooling is the most advanced and promising technology to replace air cooling worldwide. It is also potentially the cheapest one since no drivers or controllers or water chillers or air ducts or fans, etc. are required and there is the possibility of selling the recovered heat. The next part discusses the economic viability of a potential thermosyphon architecture.
Total cost, payback period, and net benefit per year. The purpose of this section is to evaluate economically the installation of a double-thermosyphon cooling system in a datacenter's rack (i.e., inside the blade and at the rack scale such as shown in Fig. 12 ). The economic analysis of an air-cooled datacenter is not in the scope of this study, which means that for comparisons with the present passive thermosyphon cooling solution, the investments for the air cooling system are considered null. However, investments for the passive thermosyphon cooling system and operating costs for both cooling systems are evaluated. The study considers one rack (four blade modules with 16 blades in each) with an architecture such as the one presented in Fig. 12 . This generic geometry is chosen here, as these blades are typically inserted vertically, which gives a higher height for operation of the thermosyphon within the blade. Many types of blade servers are currently in use, including those with microservers.
The authors understand that current designs of air cooling systems are not developed only at the cabinet scale; however, as this is the first-of-a-kind attempt to do such an analysis, it would be too ambitious to take the whole
FIG. 12:
Potential blade/cabinet architecture with double-thermosyphon on-chip cooling technology. datacenter as a reference here. Such local evaluation also confirms the practicability of thermosyphon cooling systems, since each rack within a datacenter would be a standalone unit from a cooling point of view, thus offering a high level of spatial manageability.
Each of the 64 blades in the rack is considered to be 40 cm high, 4 cm wide, and 45 cm deep and has two microprocessors (50 W per processor), each with an additional cooling load for the auxiliary electronics [60 W per auxiliary electronic (AE)], also cooled by the two-phase flow. The total heat load to be removed from the rack is thus 14.08 kW. An actual unit may still require one small fan for air cooling of the rest of the board's low-heat-dissipation components. It is here addressed with a variable considering the reduction of the server fan consumption compared to air cooling systems.
The capital expenses (CapEx) for the thermosyphon-cooled rack are for an alumina design, comprising the piping (blade thermosyphon piping of 5 mm diameter, rack piping of 10 mm diameter with its downcomers, and risers of 20 mm diameter), microevaporators, microcondensers, liquid accumulators, and one overhead water-cooled condenser. Additionally, air fans (with low power consumption) are still required inside the blades for the very-low-heatflux components, which are not reached by the piping network. However, these fans are not accounted for in the investments since they can be reused from the air cooling system.
The mass of aluminum required for the entire cabinet (rack and its blades), considering a piping thickness of 0.5 mm and an aluminum density of 2700 kg/m 3 , is calculated. Based on an aluminum price of $2.0/kg (Metal prices, 2014), the total mass and cost of piping are approximately estimated to be 40.3 kg and $81, respectively.
The required volume for the liquid accumulator in each blade (half of the total blade piping volume) is estimated to be 30 cm 3 . As a first approach, a pipe of 10 cm length with a diameter of 20 mm is considered. For the entire cabinet, the additional mass of aluminum would thus be 2.0 kg, leading to a negligible cost of $4; thus even multiplying by 10 to get a fabricated cost, this is still only $40.
Wolverine Tube Inc. provided an approximate estimate of the manufacturing cost (including aluminum price) for the 128 microevaporators and 64 microcondensers of 2 and 4 cm 2 , respectively, of heat exchange surface. The respective total costs are $3840 and $1920.
Finally, the overhead water-cooled condenser (see Fig. 12 ) is designed for a total heat load of 14.08 kW. For the present study, a coaxial coil (spiral tube) heat exchanger with water flowing in the annulus and the condensation of refrigerant in the inner tube was chosen. Two design cases were studied, which both consider the condensation of refrigerant R134a flowing in the inter-rack thermosyphon at a maximum temperature of 50
• C (p sat 13.2 bar), since the maximum temperature in the blade's piping is 60
• C (required to keep the microprocessors' temperatures below a given limit of 85
• C) (Madhour et al., 2011) . The vapor quality at the inlet of the overhead condenser on the refrigerant side was set to be 70% and the stream is assumed to be condensed to an exit temperature of 48
• C (i.e., 2 K subcooled).
For the first case, the water stream temperature to the overhead condenser was set to increase from 15 • C to 25 • C. For the second case, heat recovery is proposed, and thus the water stream is connected to a district heating network (DHN), which usually has supply and return temperatures of 45
• C and 35 • C. It is important to note that saturated CO 2 cooling could have been considered here for reuse in a CO 2 -based DHN.
Based on these thermodynamic conditions, the following parameters were determined: The results are presented in Table 7 for both design cases. It can be seen that when heat recovery is considered, the heat exchanger requires more area since the approach temperature is reduced compared to the case with no heat recovery.
For the heat exchanger cost (overhead condenser), a correlation [Eq. (4)] based on a statistical analysis of the equipment market is used. The coefficients k 1 , k 2 , and k 3 , given by Turton et al. (1998) for a spiral tube heat exchanger, are respectively 3.4088, 0.6, and 0.09944. The Chemical Engineering Plant Cost Index (CEPCI), which adjusts the cost from one reference period to another, are 389.5 and 691.9 (CEPCI, 2011), respectively, for the reference (I t,ref ) and current year (I t ). The cost obtained for both heat exchanger designs are calculated and the results are shown in Table 7 .
Cost
The annual operating expenses of a datacenter (OpEx) are distributed among three categories: the total electricity costs, network fees, and other expenses (management staff, maintenance, security, taxes, etc.). The last two categories are considered similar for air-cooled (AC) and thermosyphon-cooled (TC) datacenters. The differences in annual operating costs are thus due to the first category, i.e., the total electricity costs. In this category, the costs are shared by IT (servers), auxiliaries (UPS/PDU losses, lights), and cooling (chillers, CRAC unit fans). From this breakdown, only the cooling part varies considerably from air-cooled to thermosyphon-cooled systems. Additionally, a particularity of the power usage metering in a datacenter is that the server fan consumptions are accounted for in the IT, since it is the power which "enters" the blade. Therefore, the reduction of the server fan consumption when thermosyphon cooling is considered should also be taken into account. In the present study, this consumption is accounted for in the overall cooling load and not for the IT load of 14.08 kW, so that the latter is the same for air cooling and thermosyphon cooling systems.
Concerning air cooling systems, the cooling operating costs are calculated using Eq. (5) below, where the industrial electricity price (IEP) is assumed to be $0.10 kWh −1 (average typical value for USA and Europe) and the operating time (HO) is 8766 hours (full time operation). In order to account for seasonal variation in ambient outside temperature, which affects the CRAC units' performance, Koomey et al. (2008) advised considering a load factor of 95% for a high-density datacenter. They also suggested a cooling factor (i.e., required cooling power compared to IT load) of 65% and an auxiliaries factor (i.e., required auxiliaries power compared to IT load) of 35%, which means a PUE of 2 [(0.65 + 0.35 + 1)/1], remaining in accordance with the previously mentioned study of Green Grid (2009).
Finally, the server fan consumption (fan factor) is typically around 20% of the total server IT load, which was obtained by averaging values from Google, Sun, and IBM servers (Meisner, 2009 ). Thus, with the IT load value being the one discussed beforehand, i.e., 14.08 kW, the total air cooling operating costs are $9473/yr for this rack. 
Concerning the thermosyphon cooling system, the cost of the pumping power required for the water circulation on the coolant side of the overhead condenser is approximately $120/yr. (The calculation was based on a water system pressure drop of 2 bar, a pump isentropic efficiency of 50%, and an electricity price as aforementioned.) The pumping power cost for the remaining server fans is a variable calculated as a reduction compared to the air cooling system. When heat recovery is considered, the hot water produced is sold to a DHN. For this analysis, three different prices for the hot water (about 123.5 MWh/yr) are considered, i.e., 30, 50, and 70 $/MWh in order to take into account the enviroeconomic variation between regions.
The payback period (or rate of return) is a tool to easily assess how long an investment needs to pay for itself. In the case considered here, its value is calculated as in Eq. (6).
It is worth mentioning that the payback period does not take into account the time value of money (i.e., interest rate associated with a loan from the bank at the time of the investment). Thus, the annualized profit (or net benefit per year, NB) is the parameter chosen here to evaluate this time value. It is calculated with Eq. (7), which gives the net benefit per year ($/yr) of an annual benefit due to a capital investment at time t 0 and during the lifetime of the equipment (n = 4 years) with an interest rate of i (8%). Equation (8) is used to calculate the value of the annualization factor τ, which allows calculation of the annual expenditure (over the lifetime of the equipment) of an investment done at time t 0 .
NB = Benefit per year
Figures 13 and 14, respectively, present the payback period and annualized profit results as a function of the server fan consumption reduction from an air cooling to a thermosyphon cooling system. The plotted results consider cases without and with heat recovery (considering the different aforementioned selling prices of hot water). For a 90% server fan consumption reduction, the payback periods obtained are, respectively, 9.4, 10.9, 13.0, and 13.1 months for the three cases with heat recovery (hot water selling price of 70, 50, and 30 $/MWh) and the one with no heat recovery (see Fig. 13 ). This means that for a lifetime of the equipment of 4 years, all solutions are shown to be largely viable. It is also here emphasized that depending on the hot water selling price, the payback period can decrease considerably. The latter is mainly dependent on the cost of the overhead condenser (hence a cheaper overhead condenser will have a significant impact) and thus shows the benefit of choosing the heat recovery solution when thermosyphon cooling is envisaged. Figure 14 highlights the thermosyphon cooling system investment viability. If one considers a reduction in server fan consumption of 90%, the annualized profit values will respectively be $13,584, $11,116, $8647, and $6096 per year for the cases with heat recovery (hot water selling price of 70, 50, and 30 $/MWh), and with no heat recovery. In summary, when heat recovery and a hot water selling price of $70/MWh are considered, the annualized profit is multiplied by about 3.4.
The main advantage of the annualized profit as an economic indicator is that it takes into account the lifetime of the equipment. Thus, even if the cases with no heat recovery and with heat recovery for a hot water selling price of $30 MWh −1 (worst case) exhibit the same payback period for a 90% reduction of the server fan consumption, the heat recovery solution is still more attractive since its annualized profit is higher. The latter is due to the larger benefits obtained with the heat recovery solution, which becomes dominant once the payback period is reached.
Finally, the authors wish to mention that this is a first of a kind preliminary cost analysis concerning the application of a double-thermosyphon cooling system, and hence improvements in the system and in the cost analysis are still possible once better component cost estimates become available. Presently, at the scale of a rack, the analysis shows the economic viability of such a two-phase thermosyphon cooling solution. Effectively, the maximum payback period obtained was about 15.6 months (worst case). Additionally, the annualized profit was always positive, which is perceived as a sign of a viable solution.
CONCLUSIONS AND FUTURE RECOMMENDATIONS
A passive thermosyphon cooling system has been simulated under steady-state conditions to show its benefits and reliability in comparison to the current air cooling technology of high-heat-flux servers of datacenters.
Several different diameters of risers and downcomers, and ME geometries were evaluated in this study along with thermosyphon heights varying from 5 to 20 cm. In the end, a 10-cm-high thermosyphon was found to be the most advantageous system design with a minimum safety factor of 1.6 with respect to the critical heat flux. In terms of ME orientation, a negligible influence on the thermosyphon performance was observed, which was justified due to the small microprocessor length (negligible effect on the static pressure drop). Additionally, among the two fluids simulated, R134a had a slightly better performance. However, the environmentally friendly R1234ze also appears to be an excellent option.
The analyzed case study considered a tube-in-tube condenser to guarantee the necessary heat transfer rate. It was found to be very practical and controllable for the entire evaluated range of heat load and thermosyphon height. Furthermore, the improvement in performance and reliability of the passive cooling system might be obtained by implementing a potential controller of the approach temperature at the condenser in addition to the self-stabilizing mass flow rate of the working fluid.
Moreover, this study also shows the attractiveness of thermosyphon cooling for datacenters, since it was shown to be an economically viable solution even as a replacement of an already installed air cooling system. If the air cooling system investments are taken into account, thermosyphon cooling easily becomes the most profitable option. Additionally (it was not taken into account in the present study), the maintenance of air ducts and CRAC units requires manpower and costs, while the passive thermosyphon cooling system is essentially maintenance free. Two-phase thermosyphon cooling also allows one to considerably increase the IT density, which means a gain in IT capacity for the same datacenter size, and thus economic savings.
Finally, it is emphasized here that further work will include a validation of the simulation results with experimental data being currently acquired in the newly constructed in-house passive thermosyphon cooling system currently applied on a pseudoserver blade in the LTCM lab. Concerning the economic analysis of the thermosyphon cooling, the analysis at the datacenter scale and the introduction of different overhead condensers, such as more compact plate heat exchangers, are envisioned and will be tested in the LTCM lab.
