We give an exponential upper bound in p 4 on the size of any obstruction for path-width at most p. We give a doubly exponential upper bound in k 5 on the size of any obstruction for tree-width at most k. We also give an upper bound on the size of any intertwine of two given trees T and T $. The bound is exponential in O(m 2 log m) where m max( |V(T)|, |V(T $)| ). Finally, we give an upper bound on the size of any intertwine of two given planar graphs H and H$. This bound is triply exponential in O(m 5 ) where m max(|V(H)|, |V(H$)|). We introduce the concept of l-length of a family of graphs L. We prove constructively that, if a minor closed family L has finite p-length and has obstructions of path-width at most p, then L has a finite number of obstructions. Our proof gives a general upper bound, in terms p and the p-length, on the size of any obstruction for L. We obtain a second general upper bound for the case where the obstructions have bounded tree-width. We obtain our upper bounds on obstruction sizes by giving, for the considered family L and an appropriate integer l, an upper bound on the l-length of L and applying one of the two general bounds.
INTRODUCTION
An obstruction for a minor closed family of graphs L is a graph G that does not belong to L and is minor minimal with respect to this property, that is, every proper minor of G belongs to L. Each minor-closed family of graphs has by the graph minor theorem (GMT) [11] a finite set of obstructions. This is interesting from an algorithmic point of view, since every family of graphs with a finite obstruction set has a polynomial time recognition algorithm [13] . There are also a lot of other interesting algorithmic results for minor closed families of graphs, for instance [2, 5] .
that a family L is minor-closed one does not know how to construct the obstructions or bound the size of them. Of course, there are families L with arbitrarily large obstructions. So, a bound on the size of an obstruction must depend on some invariant of L other than its obstructions. We propose the length of pseudo minor orders as one such invariant.
For every n 0, we denote by [n] the set [1, ..., n] (with [0]=<). An s-graph is a pair (G, g) where G is a graph and g is a one-to-one function from [s] to a subset of the vertices of G, called the sources. For i # [s], the vertex g(i) is said to have source number i or to be the i source. An s-graph : is minor of an s-graph ; if we can obtain : by contracting edges in an s-subgraph of ;. (Contraction of edges between sources is not allowed; when an edge incident to a source is contracted the new vertex inherits the source number from the incident source.) We do not distinguish between isomorphic graphs for which an isomorphism respects the source numbers.
We define a binary operation Ä that glues together two given s-graphs by identifying sources with the same source number (in any pair of multiple edges that may appear one edge is deleted, that is, the resulting graph is one without multiple edges).
A pseudo minor order ( pmo) for L on the s-graphs is a quasi-order such that (1) respects L, that is, if :, ;, and # are s-graphs where : ;, then ;Ä # # L implies :Ä # # L; (2) is a pseudo minor order, that is, if : and ; are s-graphs where : is a minor of ;, then : ;. The length of a pmo is its maximum chain length. We will typically be interested in having a pmo of as low a length as possible for L on the s-graphs for each s # [l+1]; we, therefore, define the l-length of L to be the maximum over all s # [l+1] of the minimum length of a pmo for L on the s-graphs.
A graph G has tree-width at most k if there is a pair (X, T) where T is a tree and X is a function V(T) Ä 2 V(G) (X(t) is called the bag of t) such that those vertices t of T whose bags X(t) contain a given vertex of G induce a subtree of T, every pair of adjacent vertices of G shares membership of some bag X(t), every vertex of G is a member of some bag X(t), and |X(t)| k+1 for all t # V(t). Such a pair (X, T) is called a treedecomposition of G of width k. If e=(s, t) is an edge of T, then X(e) denotes the set X(s) & X(t). If T$ is a subtree of T, then X(T$) denotes the set 
X(s).
A linked tree-decomposition of a graph G is a tree-decomposition (X, T ) of G such that the following is satisfied for each pair of edges e, e$ of T: if |X(e)|= |X(e$)| =m, say, and |X( f )| m for each edge f of the unique path of T between e and e$, then there are m vertex disjoint paths of G between X(e) and X(e$). By a theorem of Thomas [15] , if a graph G has tree-width at most k then there is a linked tree-decomposition of width at most k of G.
The concepts of path-width, path-decomposition, and linked-path-decomposition are defined by restricting T to be a path in the above definition. It is known [10] that if a graph G has path-width at most k then there is a linked path-decomposition of width at most k of G. (We show this result for completeness. ) We develop two general upper bounds on the size of an obstruction for a minor-closed family L of graphs. The first general upper bound applies to families with obstructions of bounded path-width; if L is minor-closed, has p-size of any obstruction for L is at most exponential in O( p log c+ p 2 log p). The second general upper bound applies to families with obstructions of bounded tree-width; if L is minor-closed, has k-length at most c, and each obstruction for L has tree-width at most k, then the size of any obstruction for L is at most doubly exponential in O(k log c+k 2 log k). We will now give an intuitive description of the proof of the two general upper bounds. They both rely on the fact that, under the given conditions, the maximum path length in a linked path-decomposition or linked treedecomposition of an obstruction can be bounded. For linked path-decompositions this immediately gives a bound on the length of the whole path and the size of the obstruction. For linked tree-decompositions we first show that without loss of generality the tree can be assumed to have maximum degree three. This immediately gives an exponentially higher upper bound on the size of the whole tree and the size of the obstruction.
Assume that G is an obstruction for L and that G has tree-width (pathwidth) at most k. Let (X, T ) be any linked tree-decomposition (X, T ) of G of width at most k (it can be a path-decompositions). To see the relationship between tree-decomposition and sourced graphs it is interesting to note that for any edge e of G, if we let T 1 and T 2 be the two subtrees of T"e and let g be a 1 1 function from |X(e)| to X(e), then both : e =(G[X(T 1 )], g) and ; e =(G[X(T 2 )], g) are s-graphs for s= |X(e)|. More importantly, G=: e Ä ; e . We can use this to bound the maximum length of a path in T. Given a long path in T we can find edges and corresponding s-graphs : 1 , ..., : m , ; 1 , ..., ; m such that : i Ä ; i =G and : i is a minor of : j with fewer vertices than : j whenever i< j. Here m is an increasing function of the maximum path length in T. Since L has k-length at most c, there is a pmo for L with length c on the s-graphs. Since : i is a minor of : j whenever i< j, it follows that : 1 } } } : m . If m is greater than the length of then there are i< j such that : j : i and hence : i Ä ; j Â L. Since : i is a minor of : j with fewer vertices than : j , the graph : i Ä ; j is a proper minor of G. This is a contradiction and the bound follows.
For graphs of path-width at most p, we define a pmo on the s-graphs and give an upper bound on its length. This together with the first general upper bound implies an upper bound on the size of any obstruction for graphs of path-width at most p. The bound is exponential in p 4 . The idea behind the pmo is the following. Given an s-graph :, for any s-graph ; whether the graph : Ä ; has path-width at most p depends solely on the set of path-decompositions of :. Actually, as we now show, for each path-decomposition of : we need only to consider a path labeled with integers between 0 and k+1 and subsets of [s] . We replace each bag in the path-decomposition by the number of non-sources in the bad and a source bag containing the source numbers of the sources in the bag. We call labeled a path obtained in this way a path-encoding of :. Whether : :$ depends only on the set of path-encodings of path-decompositions of : and :$. The number of different sets of path-encodings for s-graphs can be bounded in terms of s and p. This gives a pmo with bounded length for the graphs of path-width at most p.
For tree-decompositions the situation is more complicated. For these we make the same replacement as above, but we only keep a subtree with at most s leaves that contains source bags with all source numbers (from [s]), and delete the rest of the tree. We call a tree-obtained in this way a tree-encoding of :. The number of different sets of tree-encodings for s-graphs can be bounded in terms of s and k. This gives a pmo with bounded length for the graphs of tree-width at most k.
For the family of graphs that do not contain two given graphs H and H$ as minors, we construct a pmo on the s-graphs and give an upper bound on its length. The idea behind this pmo is that whether or not : ; depends only on the set of subgraphs of H and H$ that are minors of : and ;, respectively. We use a bound from [3] on the path-width of any graph that does not contain a given tree T with m vertices as a minor. This together with our results gives an exponential upper bound in O(m 2 log m) on the size of any intertwine of two given trees T and T $ where m max(|V(T)|, |V(T$)|). Similarly, we use a bound from [9] on the tree-width of any graph that does not contain a given planar graph H with m vertices as a minor. This together with our results gives triply exponential upper bound in O(m 5 ) on the size of any intertwine of two planar graphs H and
Let L 1 and L 2 be two minor closed families of graphs. Note that both 
That is, if we can bound the size of any intertwine of G 1 and G 2 in terms of the size of G 1 and G 2 , then we can bound the size of any obstruction of L 1 _ L 2 in terms of the maximal size of any obstruction for L 1 or L 2 , as well. Also, our results enable us, given O 1 and O 2 , to compute a bound on the size of any obstruction for L 1 _ L 2 whenever L 1 and L 2 are families of planar graphs.
There are a number of results that bound the size of the obstructions for specific minor closed families of graphs. Bodendiek and Wagner gave a bound on the size of any obstruction for the graphs of genus at most k [4] . This bound was improved by Djidjev and Reif [6] . Gupta and Impagliazzo gave an m O(m 2 ) upper bound, for a special case of the problem we consider in this paper, on the size of a planar intertwine of two given planar graphs [7] . Their proof is completely different from the one presented in this paper. It extensively uses that the intertwine is planar and often uses a planar embedding of the intertwine. From results of Robertson and Seymour follows a general upper bound on the size of any intertwine [12] . The bound is however huge and no explicit formula has been derived [14] . It is easy to prove that K 3 is the only obstruction for tree-width at most 1 (i.e., trees) and that K 4 is the only obstruction for tree-width at most 2. In [1] , for graphs are explicitly given and proved to be the obstructions for tree-width at most 3.
In Section 2, we give some definitions and preliminary results concerning path-decompositions and tree-decompositions. In Section 3, we derive the two general upper bounds on obstruction size for minor-closed families of bounded length that have obstructions of bounded path-width and treewidth, respectively. In the following section, we derive the upper bound on the obstruction size for path-width at most p. In Section 5, we derive the upper bound on the obstruction size for tree-width at most k. Finally, in Section 6, we give upper bounds on the size of an intertwine.
PRELIMINARIES
We consider undirected and simple graphs. We denote the vertices of a graph G by V(G) and the edges by E(G). A graph H is a subgraph of a graph G if V(H) V(G) and E(H) E(G). If U is a subset of V(G), we denote by G[U] the graph obtained by removing from G all vertices not in U together with incident edges. A graph H is a minor of another graph G if H can be obtained from G by a sequence of deletions and contractions of edges, and deletion of isolated vertices. The graph H is a proper minor of G if H is a minor of G but not equal to G. A minor minimal graph in a set S of graphs is a graph G such that G is in S but no proper minor of G is. A family of graphs F is minor closed if G # F, and H being a minor of G implies that H # F. An obstruction for a minor closed family F of graphs is a graph G such that G is not in F but every minor closed family F of graphs is a graph G such that G is not in F but every proper minor of G is (and hence G is a minor minimal graph in the complement of F ). A path of length mP in a graph is a sequence of vertices v 0 , ..., v m such that v i and v i+1 are adjacent. Sometimes we view a path as the graph induced by the set of edges between consecutive vertices in the sequence. 
. We say that a tree is rooted and directed if there is exactly one vertex with outdegree 0, called the root, and all other vertices have a direct path to this vertex. Note, all vertices except the root have outdegree 1.
We allow the tree in a tree-decomposition to be rooted and directed. The family of partial k-trees is exactly the family of graphs of tree-width at most k (since we deal with simple graphs).
A quasi-order on a set S is a binary relation on S which is reflexive and transitive. A chain in a quasi-order on S is a sequence x 1 , ..., x l of element of S such that x 1 } } } x l and x i % x j whenever 1 j<i l. The length of a quasi-order is its maximum chain length.
Growing Tree-Decompositions and Path-Decompositions
Assume that G is an obstruction for a minor closed family L. If (X, T ) is a linked tree-decomposition of G, then we can construct minors of G as follows. Let e, e$ be a pair of edges of T such that |X(e)|= |X(e$)| =l and each edge e" on the path of T between e and e$ satisfies |X(e") l. Since (X, T ) is a linked tree-decomposition of G, there are l vertex disjoint paths between X(e) and X(e$). By contracting the edges of these paths we can obtain a minor of G. However, it will be essential for us that we obtain proper minors. For this reason, we will in this section introduce growing tree-decompositions. It will later turn out that, if (X, T ) is not only linked but also growing, then the minor obtained by contracting these paths is a proper minor. In this section, we define growing linked tree-decompositions, prove that any graph of tree-width at most k has a growing linked tree-decomposition of width k, and prove that any graph of path-width at most p has a growing linked path-decomposition of width p.
Let (X, T) be a tree-decomposition of G. If |X(e)| { |X(e$)|; or |X(e)| = |X(e$)| =m and for some edge f of the unique path of T between e and e$ we have |X( f )| <m, or there are m vertex disjoint paths of G between X(e) and X(e$), then we say that e and e$ are linked in (X, T ) (the graphs will be clear from the context).
If T is rooted and directed and t is a vertex of T, then the maximal subtree of T rooted at t is denoted by T t . A growing tree-decomposition is a tree-decomposition (X, T ) such that T is a rooted and directed tree where each vertex has indegree at most 2, and for each directed edge (t, t$) of T it holds that X(T t )/X(T t$ ).
Lemma 2.1. If G has tree-width at most k then there is a growing linked tree-decomposition of width at most k of G.
Proof. By the theorem of Thomas [15] , there is a linked tree-decomposition (X, T ) of width at most k of G. It is easy to show that we may without loss of generality, assume that each vertex of T has degree at most 3 (for a proof see Theorem (11.2) of [12] ).
We can without loss of generality assume that T is rooted and directed, and that every vertex of T has indegree at most 2. Assume that (X, T ) is a non-growing linked tree-decomposition of width at most k of G and assume also that T has a minimum number of vertices with respect to this property. Since (X, T ) is non-growing but T is rooted, directed, and each vertex of T has indegree at most 2, it follows that there is a directed edged (t, t$) of T such that X(T t )=X(T t$ ). Note that this implies that X(t$) X(t). We consider three cases. Let T $ be the directed and rooted tree obtained from T by deleting t$ and making t become the root. Let X$=X| V(T $) . Since X(t$) X(t), the pair (X$, T$) is a tree-decomposition of G. Moreover, since we only have deleted a leaf, it is linked.
Case 2. The vertex t$ is not the root and has indegree 1.
Let t" be the vertex such that there is a directed edge (t$, t"). Let T $ be the directed and rooted tree obtained by deleting t$ from T and adding a directed edge (t$, t"). Let X$=X| V(T $) . Since X(t$) X(t), the pair (X$, T $) is a tree-decomposition of G.
Observe that since X$(t, t")=X(t) & X(t"), we have, by the definition of a tree-decomposition, X$(t, t") X(t, t$) and X$(t, t") X(t$, t"). From this follows that any pair of edged of T is linked in (X$, T $). Since, moreover, X(t$) X(t), we get X$(t, t")=X(t$, t").
Let e be an edge of T $ such that |X$(e)| =|X$(t, t")| =m, say. Assume that for all edges f of the path of T $ between (t, t") and e, it holds that |X$( f )| m. Since (X, T ) is linked, X$(t, t") X(t, t$), and X$(t, t")= X(t$, t"), there are m vertex disjoint paths of G between X(t$, t") and X(e). It follows that the edges (t, t") and e are linked in (X$, T$). We conclude that (X$, T $) is linked.
Case 3. The vertex t$ has indegree 2. Let t" be vertex of T such that t"{t and there is a directed edge (t", t$). Let T $ be the tree obtained by deleting all vertices of T t" from T. Let X$=X| V(T $) . Since X(T t )=X(T t$ ), the pair (X$, T $) is a tree-decomposition of G. Since we only have deleted vertices, it is linked.
In all three cases the following hold. The pair (X$, T $) is a linked treedecomposition of G. No vertex has a larger bag than before. Moreover, the new tree T $ is rooted and directed, has indegree at most 2, and has fewer vertices than T. Hence, by the minimality of T, the pair (X$, T $) is a growing linked tree-decomposition of width at most k of G. K The following technical lemma will be used to prove that a graph of path-width at most p always has a growing linked path-decomposition of width p. Lemma 2.2. If (X, P) is a growing path-decomposition of an n vertex graph G, then P has at most 2n edges.
Proof. Let P=x 1 , ..., x s . Mark each edge (x i , x i+1 ) with + if there is some v # X(x i+1 )"X(x i ), and then mark each edge (x i , x i+1 ) with & if it is not marked + and there is some v # X(v i )"X(x i+1 ). By the definition of a path-decomposition each vertex v of G can contribute at most two marks. Since (X, P) is a growing path-decomposition, X(x i ){X(x i+1 ) for any i # [s&1]. That is, each edge must be marked. We conclude that P has at most 2n edges. K Analogously to the case of tree-width, any graph of path-width at most p has a linked path-decomposition of width p. This was originally proved in an unpublished manuscript, [10] . From this follows trivially the lemma below. We include a proof for completeness. Lemma 2.3. If G is an n vertex graph of path-width at most p then there is a growing linked path-decomposition of width at most p of G.
Proof. The general case where G may not be connected is easy to reduce to the case where G is connected. Hence, we may without loss of generality assume that G is connected. Let f be the function defined by
. For each path-decomposition (X, P), let h w (X, P) be the number of edges e of P such that |X(e)| =w and let h(X, P)= p w=0 f (w) h w (X, P). Note that f (i)>2nf (i+1). Let (X, P) be a growing path-decomposition of width at most p of G that maximize h(X, P) among all such. By Lemma 2.2, for growing path-decompositions (X, P) of width at most p of G, the value h(X, P) is bounded. From this follows that (X, P) exists.
We shall now prove that (X, P) is linked. Assume that (X, P) is not linked. Let e 1 and e 2 be two edges that are not linked in (X, P). Then the cardinality of X(e 1 ) equals that of X(e 2 ). Assume that X(e 1 ) as well as X(e 2 ) have cardinality l. Let Q 1 , ..., Q m be a maximal number of vertex disjoint paths between X(e 1 ) and X(e 2 ). Since e 1 and e 2 are not linked, we have m<l. Assume that P=x 1 , ..., x s , e 1 =(x 1 , x a+1 ), and e 2 =(x b , x b+1 ) where b>a. Let A 1 = i a X(x i ) and
. By the definition of a path-decomposition any path between A 1 and A 2 contains a vertex of X(e 1 ) and a vertex of X(e 2 ). That is, a set R separates A 1 and A 2 if and only if R separates X(e 1 ) and X(e 2 ). Hence, by Meneger's Theorem, we get that |S| =m. Let s i be the single vertex of S & V(Q i ). Let P 1 be the path y 1 , ..., y b and P 2 be the path z a+1 , ..., z s . Let
We will now prove that (X 1 , P 1 ) is a path-decomposition of G 1 . Since V(G 1 ) & A 2 S and (X, P) is a path-decomposition of G, we have by the construction of (X 1 , P 1 ) that (1) each vertex of G 1 is in some bag of (X 1 , P 1 ) and (2) if (u, v) is an edge of G 1 then u and v share membership of some bag of (X 1 , P 1 ). Assume that u is a vertex of G 1 and that
, the vertex u must be a member of S, say u=s r . Since s r # X 1 (
=S, and that Q r contains exactly one vertex of S it follows that Q r & G 2 is a path. Since both v and w are vertices of the path Q r & G 2 , it holds that X(x k ) and the path Q r & G 2 share a vertex. Hence, by the definition of X 1 we have s r # X 1 (x k ). This is a contradiction. It follows that for each vertex u of G 1 the vertices X i such that u # X i induce a subpath of P 1 . We conclude that (X 1 , P 1 ) is a path-decomposition of G 1 . It is straightforward to verify that (X 1 , P 1 ) has width at most p. Thus, (X 1 , P 1 ) is a path-decomposition of G 1 of width at most p. By symmetry, (X 2 , P 2 ) is a path-decomposition of G 2 of width at most p.
Let (X$, P$) be the pair where P$ is the path obtained by taking the union of P 1 and P 2 and the making y b and z a+1 adjacent and X$ is the function defined by
.
Since X(e 2 ) X(x b ) and X(e 1 ) X(x a+1 ), we have S X 1 ( y b ) and S X 2 (z a+1 ). This means that (X$, P$) is a path-decomposition of G.
Since e 1 and e 2 are not linked in (X, P), we have that if |X(
So by Lemma 2.2 and the property of f noted above, h(X$, P$)>h(X, P). However, this contradicts the choice of (X, T ). We conclude that (X, T ) is a linked path-decomposition of width at most p of G. K
GENERAL UPPER BOUNDS
In this section, we treat the two general upper bounds. In the first subsection, we develop a bound on the maximum path length in a growing linked tree-decomposition (which may be a path-decomposition) of an obstruction. In the second subsection, we use this bound to obtain the two general upper bounds.
The Maximum Path Length
In this subsection we will consider a fixed minor-closed family of graphs L, a fixed obstruction G for L, and a fixed growing linked tree-decomposition (X, T ) of width k of G (which may be a path-decomposition). We will moreover consider a fixed directed path P of T.
Note that l(x, k) is bounded by c O(k) . We will show that if L has k-length c, then the length of P is at most l(c, k). We will do this by showing that if P is longer, then there is a graph G$ which is a proper minor of G, but not a member of L. The existence of such a proper minor clearly contradicts the assumption that G is an obstruction for L, and so the bound follows.
For each edge e of P, we want to number the vertices of X(e) such that if e and e$ are linked, then there are vertex disjoint paths between e and e$ that join vertices with the same number. For each edge e, we will use a 1 1 numbering function f e : X(e) Ä |X(e)|. Note that as long as e and e$ are not linked, we are allowed to have f e (v){ f e$ (v).
Assume that P=e 1 , ..., e l . We can define the numbering functions inductively. The numbering function f e i is defined as follows. If there is no j such that j<i and e j and e i are linked, then f e i is defined as some, arbitrary oneto-one function from X(e i ) to |X(e i )|. If there is a j such that j<i and e j and e i are linked, then f e i is defined as follows. Without loss of generality assume that j is the greatest number such that j<i and e j and e i are linked. Let |X(e i )| =s and let P 1 , ..., P s be some arbitrary but fixed vertex disjoint paths between X(e j ) and X(e i ). For each v # X(e i ), if u is the vertex of X(e j ) joined to v by one of the paths P 1 , ..., P s , then define f e i (v)= f e j (u). As easily verified, these numbering functions have the desired property.
For each directed edge e=(t, t$) of P, let : e =(G e , g e ) and ; e =(H e , h e ) be the two s-graphs defined by:
We say that two such s-graphs : e and : e$ are well-linked if there are s vertex disjoint paths between the sources of : e and the sources of : e$ , where the paths join sources with the same number.
Lemma 3.1. Assume that e and e$ are two edges such that (1) they appear in this order on P and (2) : e and : e$ are well-linked. Then : e is a minor of : e$ with fewer vertices than : e .
Proof. Assume that : e and : e$ are s-graphs. Since e and e$ are welllinked, there are s vertex disjoint paths Q 1 , ..., Q s between the sources of : e and the sources of : e$ , where the paths join sources with the same number. By the definition of a tree-decomposition none of these paths can contains more than one vertex of X(e) or more than one vertex of X(e$), hence
Hence, by deleting all edges of
deleting all isolated vertices which then may appear, and contracting all edges of
in the s-graph : e$ , we obtain the s-graph : e . That is, : e is a minor of : e$ .
Since (X, T ) is growing, it follows that : e has fewer vertices than : e$ . K Lemma 3.2. If P has length l(c, k) then for some 0 s k+1, there is a sequence S of (c+1) edges of P such that (1) the edges appear in the same order in S and P and (2) for any two consecutive edges e and e$ in S, : e and : e$ are well-linked s-graphs.
Proof. Note, it is enough to find, for some 0 s k+1, a subpath P$ of P that satisfies the following property:
(1) for each edge e on the subpath |X(e)| s, and for (c+1) edges e on the subpath |X(e)| =s.
Assume the no subpath of P satisfies Property (1). Let l be the greatest number 0 such that there is a subpath P$ of P of length greater than k+1 i=l c(c+1) i&l where each edge of P$ satisfies |X(e)| l. Note that such a number l and subpath P$ always exists, since P has length at least 1+ k+1 i=0 c(c+1) i and each edge e of P satisfies |X(e)| 0. Assume l=k+1. Since k+1 i=k+1 c(c+1) i&k+1 =c, P$ satisfies the property (1) for s=k+1. This contradicts the assumption, we conclude that l<k+1.
Since P$ do not satisfy Property (1) for m=l there are at most c edges e of P$ such that |X(e)| =l. Hence, there are at most c+1 different maximal subpaths of P$ without an edge e such that |X(e)| =l. By a standard average argument, at least one such subpath contains more than
edges, where each edge satisfies |X(e)| l+1. But this contradicts the choice of l. This ends the proof. K Lemma 3.3. If L has k-length at most c, then the length of P is less than l(c, k).
Proof. We prove the lemma by contradiction. Assume that the length of P is at least l(c, k). By Lemma 3.2, for some 0 s k+1, there is a sequence S of (c+1) edges of P such that: (1) the edges appear in the same order in S and P and (2) for any two consecutive edges e and e$ in S, : e and : e$ are well-linked s-graphs.
Let be a pmo with length c for L on the s-graphs. By Lemma 3.1, if e precedes e$ in S then : e is a minor of : e$ and, hence, : e : e$ . Since the length of is c and S contains c+1 edges, it follows that there are two edges e, e$ of S such that e precedes e$ on P$ and : e$ : e . Hence : e Ä ; e$ Â L. Moreover, since by Lemma 3.1 : e has fewer vertices than : e$ , the graph : e Ä ; e$ is a proper minor of G. We conclude that the length of P is less than l(x, k). K
The Two General Upper Bounds
We are now ready to prove the two general upper bounds. The following is the fist general upper bound. Proof. By Lemma 2.3 there is a linked path-decomposition (X, P) of width k of G. By Lemma 3.3 each directed path of P has a length bounded by c O( p) .Since (X, P) is a path-decomposition of width p of G, G has at most ( p+1)c O( p) edges, so the theorem follows. K
The following is the second general upper bound.
Theorem 3.5. Let L be a minor-closed family of graphs of k-length at most c. Let G be an obstruction of L of tree-width at most k. Then G has at most 2 l(c, k) edges where l(c, k) is bounded by c O(k) .
Proof. By Lemma 2.1 there is a linked tree-decomposition (X, T ) of width k of G. By Lemma 3.3 no directed path of T has length more than l(c, k). Since all vertices of T have indegree at most 2, T has at most 2
vertices. Since (X, T ) is a tree-decomposition of width k of G, G has at most (k+1)2 l(c, k) edges, so the theorem follows. K
OBSTRUCTIONS FOR PATH-WIDTH AT MOST P
In this section, we have three main goals: to define a pmo for graphs of path-width at most p on the s-graphs, to bound the length of this pmo in order to obtain a bound on the p-length of path-width at most p, and to combine this with the first general upper bound into a bound on the obstruction size of path-width at most p.
First, we will define encodings of path-decompositions, which we call path-encodings. Second, a quasi-order will be defined on these pathencodings. Using this quasi-order a pmo for graphs of path-width at most k, denoted , is defined on the s-graphs. Finally, a bound on the length of the pmo is derived and the first general upper bound is applied. In the following section, we will extend our definitions and results in order to bound the obstruction size for tree-width at most k.
Let :=(F, f ), ;=(G, g), and #=(H, h) be three arbitrary s-graphs. To be able to conclude that is a pmo for path-width at most p on the s-graphs we must show that if ;Ä # has path-width at most p and : ;, then :Ä # has path-width at most p. By definition, if ; Ä # has path-width at most p, there is a path-decomposition (X, P) of ; Ä #. The path-decomposition (X, P) can be made into a path-decomposition (X G , P) of G by letting X G be the function defined by X G (P)=X(P) & V(G). Similarly, (X, P) can be made into a path-decomposition (X H , P) of H by letting X H be the function defined by X H (P)=X(P) & V(H). These two path-decompositions (X G , P) and (X H , P) can, in the natural way, be merged into a path decomposition of ; Ä #, that is, the original path-decomposition (X, P). Also, if there is some path-decomposition of F which is as easy as (X G , P) to merge (into a path-decomposition of width at most p) with any third path-decomposition, then : Ä# has path-width at most p.
The important observation here is the following. If for every path-decomposition (X G , P) of G there is a path-decomposition of F which is a easy as (X G , P) to merge with any third path-decomposition (into a pathdecomposition of width at most p), then it is safe to say that : ;. This is the approach we will use. However, since there are infinitely many pathdecompositions, we have to refine it to obtain a bound on the length of our pmo.
Our refinement can intuitively be thought of as using finitely many encodings of path-decompositions instead of path-decompositions. We will call these encodings path-encodings.
Two factors cause the existence of infinitely many path-decompositions. First, there are infinitely many possible bags. Second, the path of a pathdecomposition can be arbitrarily long. In the next subsection, pathencodings are introduced. They contain the useful information that path-decompositions do. Using path-encodings we will be able define in such a way that its length can be bound.
Path-Encodings
In this subsection we will make a series of definitions that will lead to path-encodings and a quasi-order on path-encodings. We will also try to give the intuition behind these definitions.
We avoid the first problem, that is, that there are infinitely many possible bags in a path-decomposition, by replacing each bag by a number and a set; the number of non-sources in the bag and a source bag containing all source numbers of the sources in the bag, respectively. Since we assume that the sources are the only vertices that appear in both of the graphs being glued together with Ä , this is enough information to determine whether two path-decompositions can be merged into a path-decomposition of the correct width. We wall the path-decomposition-like structure obtained by replacing bags in this way a profile. Since we will use profiles also for tree-encodings, we give a more general definition than that needed for the purposes of this section. We define a s-profile to be a triple (Y, Z, T ) where T is a tree, Z is a function from V(T ) to N, and Y is a function from V(T ) to 2 [s] . We, moreover, demand that, for any i # [s], the vertices t of T such that i # Y(t) induce a non-empty subtree of T. If T is a path, then we call (Y, Z, T ) a path s-profile.
The width of a profile (Y, Z, T ) is the maximum of Z(t)+ |Y(t)| &1 over all vertices t of T. If (X, P) is a path-decomposition of an s-graph (G, g) then the triple (Y, Z, P) defined by
and
is an s-profile which we call the (G, g) profile of (X, P). Note that if :=(G, g) is an s-graph and (X, P) is a path-decomposition of G, then Y(t) is the set of source numbers of sources of (G, g) belonging to X(t), and Z(t) is the number of non-sources of (G, g) belonging to X(t). Clearly, by using profiles instead of path-decompositions we have achieved
We will now pave the way for a solution of the second problem, that is, that the path in a path-decomposition can be arbitrarily long. We do this by introducing an equivalence relation t D , between profiles. That Et D E$ where E and E$ are path encodings should be interpreted as: E and E$ encode path-decompositions which are equally easy to merge with any third path-decomposition.
In Subsection 4.4, we actually solve the second problem by showing that (1) the path in what we will call a non-redundant path profile has bounded length, (2) in each equivalence class of t D there is at least one non-redundant path profile. From (1) we get a bound on the number of non-redundant path profiles. From (2) follows that it is a bound on the number of equivalence classes of t D . It will turn out that it is a bound on the length of the pmo for path-width at most p, as well.
Dominance
In this subsection, we develop the equivalence relation t D , mentioned above. Since we want to use this relation also for tree-encodings, we define t D for profiles.
To be able to define t D we first introduce subdivisions of profiles and a quasi-order D on profiles. That E D F should intuitively be interpreted as: if (X E , P E ) is a path-decomposition whose path-encoding is E and (X F , P F ) is a path-decomposition whose path-encoding is F, then any pathdecomposition which can be merged with (X F , P F ) can also be merged with (X E , P E ). The quasi-order D and the equivalence relation t D are defined below. We say that t$ is the vertex introduced in subdividing (Y, Z, K) into (Y$, Z$, K$). If there is a sequence of profiles E 1 , ..., E r such that E i+1 is obtained by sub-dividing E i then we also say that E r is a subdivision E 1 .
Remark. It is easily shown that the set of path-encoding (treeencodings) of width p of an s-graph : is closed under the subdivision operation.
A profile (Y, Z, K) is said to be directly dominated ( DD ) by another profile (Y$, Z$, K$) if there is an isomorphism f from K to K$ such that for each vertex t in K; Y$( f(t)) Y t and |Y(t)|ÂZ(t) |Y( f (t))| +Z$( f (t)). The isomorphism f is said to be an isomorphism of the direct dominance (Y, Z, K) DD (Y$, Z$, K$). Straightforward verification gives that DD is transitive. Two profiles that directly dominate each other are considered to be equal. A profile E is said to be dominated ( D ) by another profile F if there is a subdivision E$ of E and a subdivision F$ of F such that E$ is directly dominated by F$.
Let E 1 , ..., E r be a sequence of profiles where E 1 =(Y, Z, K) and E i+1 is a subdivision of E i with respect to (t i , t$ i ) and t i . Let F 1 =(Z$, Y$, K$) be a profile such that f 1 is an isomorphism from K to K$. Then the subdivision of F 1 with respect to ( f 1 (t 1 ), f 1 (t$ 1 )) and f 1 (t 1 ), call it F 2 , has a tree isomorphic to the tree of E 2 . Moreover, if E 1 DD F 1 and f 1 is an isomorphism of this direct dominance then E 2 DD F 2 . Assume that t is the vertex introduced in the subdivision E 1 to E 2 and that t$ is the vertex introduced in the subdivision F 1 to F 2 . The isomorphism induced by f 1 is the isomorphism from the tree of E 2 to the tree of F 2 defined as each x # V(K) is mapped to f 1 (x) and t is mapped to t$.
We can, naturally, continue this process recursively. For each 1 i r&1, let F i+1 be the subdivision of F i with respect to ( f i (t i ), f i (t$ i )) and f i (t i ) where for i 2 the isomorphism f i is the isomorphism from the tree of E i to the tree of F i induced by f i&1 . The profile F r is said to be a subdivision of F 1 according to the E 1 to E r scheme (the isomorphism f 1 is assumed to be clear from the context). Note, the profile E r has, obviously, a tree isomorphic to the tree of F r . Moreover, if E 1 DD F 1 and f 1 is an isomorphism of this direct dominance, then E r DD F r . Lemma 4.2. If E$ and E" are two subdivisions of a profile E, then there is a common subdivision F of E$ and E".
Proof. Let E=(Y, Z, T ), E$=(Y$, Z$, T $), and E"=(Y", Z", T "). Let m= |V(T $)|+ |V(T ")| &2 |V(T )|.
We prove the lemma by induction over m. If m=0 then E=E$ =E" and we can choose E as our F. Assume that m>0. It is clear that then T$ or T", say T $, contains a vertex t of degree 2 not contained in T with neighbors t$ and t" where t$ is a vertex of T and such that Y$(t)=Y$(t$) and Z$(t)=Z$(t$). Let T $$$ be the tree obtained by removing t together with incident edges from T and then making t$ and t" adjacent. Let Y$$$=Y$| V(T $$$) and Z$$$=Z$| V(T $$$) . Since t is not a vertex of T, the profile (Y$$$, Z$$$, T $$$) is a subdivision of E. Hence, by the induction hypothesis, there is a common subdivision F $ of E" and (Y$$$, Z$$$, T $$$). Let s be the neighbor of t$ on the path between t$ and t" of the tree of F$. Let F be the subdivision of F $ with respect to (s, t$) and t$. Since F$ is a subdivision of E", the tree-encoding F is a subdivision of E", as well. Using that F$ is a subdivision of (Y$$$, Z$$$, T $$$), the choice of t, and that F is the subdivision of F $ with respect to (s, t$) and t$, it is straightforward to verify that F is a subdivision of E$ . Hence F is a common subdivision of E$ and E". K Theorem 4.3. The relation D is a quasi-order.
Proof. It follows directly from its definition that D is reflexive. We shall now prove that D is transitive as well and, hence, a quasi-order. Assume that E D E$ and E$ D E". By definition there are subdivisions E 1 , E$ 1 , F $ 1 , and E 1 " of E, E$, F$, and E", respectively, such that E 1 DD E$ 1 and F$ 1 DD E 1 " . By the lemma above, there is a common subdivision E$ 1 to E$ 2 and F $ 1 . Let E 2 be a subdivision of E 1 according to the E$ 1 to E$ 2 scheme and E 2 " be a subdivision of E 1 " according to the F$ 1 to E$ 2 scheme. By the observation above E 2 DD E$ 2 and E$ 2 DD E 2 " . So, by the transitivity of DD we have E 2 DD E 2 " which imply E D E$ 2 . We conclude that D is transitive. K
We define t D as follows: Et D F if and only if E D F and F D E. The
D is a quasi-order implies that t D is a quasi-order implies that t D is an equivalence relation.
The PMO for Path-Width at Most p
In this subsection, we define a quasi-order and then prove that is a pmo for path-width at most p on the s-graphs.
For any s-graph :, let %(:) be the set of all path s-profiles E of width that most p such that F D E where F is some path-encoding of width at most p of :. Let be defined by : ; if and only if %( ;) %(:). It is clear that is a quasi-order. Our aim is to prove the following theorem. The validity of this theorem will follows immediately from Lemma 4.6, which says that respects path-width at most p, and Lemma 4.7, which says that is a pseudo minor order. Before proving that respects path-width at most p, we introduce the notion of mergeability and prove at technical lemma. Two path s-profiles (Y, Z, P) and (Y$, Z$, P$) are p-mergeable by f if f is an isomorphism from P to P$ satisfying: for each i #
[s], there is a t such that i # Y(t) & Y$( f (t)); and for each t # V(P), the number Z(t)+Z$( f (t))+ |Y(t) _ Y$( f (t))| is at
Lemma 4.5. Let :=(G, g) and ;=(H, h) be two s-graphs. If E is a path-encoding of :, F is a path-encoding of ;, and E and F are p-mergeable, then :Ä ; has path-width at most p.
Proof. Let (X G , P G ) be a path-decomposition of width at most p of G such that the : profile of (X G , P G ) is E. Let (X H , P H ) be a path-decomposition of width at most p of H such that the ; profile of (X H , P H ) is F. We may without loss of generality assume that P G =P H , and we call this path P. Let X be the function from V(P) to V(: Ä ;) defined X(u)= X G (u) _ X H (u). We want to show that (X, P) is a path-decomposition of width at most p of : Ä;.
Since each edge of :Ä ; either is an edge of G or an edge of H, every pair of adjacent vertices of : Ä ; shares membership of some bag X(u). Similarly, each vertex of : Ä ; is contained in some bag X(u). We shall now show that for each vertex v of : Ä ; the vertices u of P such that v # X(u) induce a subpath of P. For each vertex u of P, the cardinality of
| which is bounded by p+1, since E and F are p-mergeable. We conclude that (X, T ) is a path-decomposition of width at most p of :Ä ; and that : Ä; has path-width at most p. K We are now ready to prove that respects path-width at most p. Proof. Since : Ä ; has path-width at most p, there is a path-decomposition (X, P) of : Ä;. The pair (X G , P), where X G is the function from V(P)
, is a path-decomposition of width at most p of G. Similarly, the pair (X H , P), where X H is the function from
, is a path-decomposition of width at most p of H. Let E and F be the : profile of (X G , P) and the ; profile of (X H , P), respectively. Note that by construction E and F are p-mergeable.
Since :$ D : there is a path-encoding E$ of :$ such that E$ D E. By the definition of D there is a subdivision E 1 of E and there is a subdivision E$ 1 of E$ such that E$ 1 DD E 1 . Let F 1 be F subdivided according to the E to E 1 scheme. Since E and F are p-mergeable, E 1 and F 1 are p-mergeable, as well. Since moreover E$ 1 DD E 1 , we get that E$ 1 and F 1 are p-mergeable. This, by Lemma 4.5 and the fact that the set of path-encodings of width p of an s-graph is closed under subdivision, implies that :$ Ä ; has pathwidth at most p. This concludes the proof. K v # X(t) induce a subpath of P. Finally, it is easy to see that the width of (X G , P) is bounded by the width of (X H , P). We conclude that (1) holds.
Let (Z G , Y G , P) be the : profile of (X G , P).
This follows from the following two observations. First, for any t # V(P), we have |X G (t)| |X H (t)|. Second, for any i # [s], if h(i) # X H (t) then g(i) # X G (t). We conclude that (2) holds. This finishes the proof. K
The Length of Path-Width
In this subsection, we will give an upper bound on length of our pmo . This immediately implies a bound on the s-length of path-width at most p. For an s-graph :, the set %(:) is an upper ideal of D on the path s-profiles. From this is follows that an upper bound on the number of equivalence classes of t D on the path s-profiles is an upper bound on the length of , as well. The rest of this subsection will be devoted to an upper bound on the number of equivalence classes of t D on the path s-profiles.
We start by defining redundant profiles. A path profile (Y, Z, P) is said to be redundant if there are vertices t and t$ in T such that the unique path Q from t to t$ in T satisfies: v z t z u z t$ and Y t =Y u =Y t$ for all vertices u of Q, v Q has at least one internal vertex.
The internal vertices of a path Q satisfying these three conditions are called redundant. By shortcutting a redundant path we mean deleting the internal vertices of a redundant path t 0 , ..., t n , and then making t 0 and t n adjacent.
If we shortcut a redundant path in an encoding E, then the resulting encoding is equivalent to E under D . Let us see why. Let E=(Y, Z, P) be an encoding, t 0 , ..., t n be a redundant path in E, and E$ be the encoding obtained by shortcutting t 0 , ..., t n . Assume that, for each 1 i n, z t 0 z t i z t n . Clearly, by recursively subdividing E$ with respect to t n n&2 times, we get an encoding that directly dominates E. By instead subdividing with respect to t 1 , we obtain an encoding that is directly dominated by E. It follows that E$ t D E.
The interesting thing about non-redundancy is that if C is an equivalence class under t D then C contains a non-redundant path profile. We can always obtain a non-redundant path profile, from the equivalence class that E belongs to, by recursively shortcutting redundant paths, until no more remains. Hence, if b is a bound on the number of non-redundant path s-profiles of width p, then b is a bound on the number of equivalence classes of t D on the path s-profiles of width p, as well. The rest of this subsection will be used to show that the number of non-redundant path s-profiles of width p is at most 2 O(s 2 p+sp log p) , and hence the s-length of path-width at most p is at most 2 O(s 2 p+sp log p) . If (Y, Z, P) is a path profile where Y(t)=Y(t$) holds for all vertices t and t$ of P, then (Y, Z, P) is called a source homogeneous path profile. If (Y, Z, P) is a source homogeneous path profile and t is a vertex of P such that Z(t)>Z(t$) for all other vertices t$ of P or Z(t)<Z(t$) for all other vertices t$ of P, then t is said to be an extreme vertex for (Y, Z, P).
Lemma 4.8. Every non-redundant source homogeneous path profile (Y, Z, P) with more than two vertices has an extreme vertex.
Assume that the lemma is false. That is, |A|, |B| 2. Note that both A and B are non-empty. Let u 1 , ..., u l be the vertices of A _ B in the order that they appear on P. Assume that there is an i # [l&1] such that u i and u i+1 both belong to the same set, say, A. Then the following holds.
If there is a vertex u k # B succeeding u i+1 in P then the internal vertices of the subpath of P between u i and u k are redundant and we have at least one such vertex, u i+1 . If there is a vertex u k # B preceding u i on P then the internal vertices of the subpath of P between u k and u i+1 are redundant and we have at least one such vertex, u i . The case when u i and u i+1 both belong to B is completely analogous.
Hence, if u 1 belongs to A then u 4 belongs to B, and if u 1 belongs to B then u 4 belongs to A. In both cases, the internal vertices of the path between u 1 and u 4 are redundant and both u 2 and u 3 are such vertices. K Lemma 4.9. Let (Y, Z, P) be a non-redundant source homogeneous path profile with more than two vertices and an extreme end vertex v. Then also the single neighbor of v is an extreme vertex.
Proof. Assume that P=v 1 , ..., v m , where
. Let v k be the last vertex in P that belongs to A. Assume that k{2. Then v 2 , ..., v k&1 are redundant which contradicts the given fact that (Y, Z, P) is non-redundant. We conclude that k=2 which implies that Z( 
into two such, both with an extreme end vertex. This gives the following lemma.
Lemma 4.10. If (Y, Z, P) is a non-redundant source homogeneous path profile of width at most p then P has at most 2p+3 vertices.
We can now give an upper bound on the length of .
Lemma 4.11. The pmo for path-width at most p on the path s-profiles has length at most 2 O(s 2 p+sp log p) .
Proof. As noted above, it is enough to bound the number of nonredundant path s-profiles of width at most p. Let P be a path. For any vertex u of P, there are clearly at most 2 s possible ways to choose Y(u) and at most p+1 possible ways to choose Z(u) such that (Y, Z, P) becomes a path s-profile of width p. Moreover, if we want (Y, Z, P) to become a nonredundant such P must by Lemma 5.6 have length at most O(sp). Hence there are at most 2 O(s 2 p+sp log p) non-redundant path s-profiles of width at most p. This gives the same bound on the number of equivalence classes of t D on path s-profile of width at most p. It also gives the same bound on the length of . K Lemma 4.12. Path-width at most p has a s-length at most 2 O(s 2 p+sp log p) .
Bound on Obstruction Size for Path-Width
In this subsection, we give an upper bound on the size of an obstruction for path-width at most p. Proof. According to Lemma 4.12, path-width at most p has s-length at most 2 O(s 2 p+sp log p) . Also, as easily proved, the obstructions for path-width at most p have path-width at most p+1. Thus the first general upper bound, Theorem 3.4, implies that each obstruction has at most a number of edges that is exponential in O( p 4 ). K It is easy to obtain an obstruction for path-width at most p that shows that this upper bound is essentially of the right form. First, there are trees with arbitrarily high path width. If T has path width p, then taking three copies of T and adding a new vertex which is made adjacent to one node from each of the copies gives a tree-width path-width at least p+1. Hence, there is an obstruction for path-width at most p which is a tree. Second, a tree T with n vertices has path-width at most log n. In T, as in any tree, there is a vertex v such that each connected component C in T " [v] has at most nÂ2 vertices. We can inductively assume that each such connected component C has a path decomposition of width at most (log n)&1. By concatenating the paths of these path decomposition (in an arbitrary order) and adding v to each bag, we obtain a path-decomposition of T of width at most log n. These two observations immediately imply that there is an obstruction for path-width at most p with at least 2 p vertices.
OBSTRUCTIONS FOR TREE-WIDTH AT MOST K
In this section, we have three main goals; to define a pmo for graphs of tree-width at most p on the s-graph, to bound the length of this pmo in order to obtain a bound on the k-length of tree-width at most k, and to combine this with the second general upper bound into a bound on the obstruction size for tree-width at most k. That is, we want to generalize our results from the previous section concerning path-width to tree-width.
Since the tree in a tree-decomposition of a graph G can have an unbounded number of leaves, we have a third problem to solve when we want to extend the results for path-width to tree-width.
We shall now remedy this problem. We start by making some observations. Let :=(F, f ) and ;=(G, g) be two s-graphs. Assume that (X F , T F ) is a tree-decomposition of F and that (X G , T G ) is a tree-decomposition of G. In some cases one can identify a subtree of T F with an isomorphic subtree of T G and obtain a tree-decomposition of :Ä ;. Call the tree so obtained T. As long as, for each source number i # [s], there is some t of T such that X F (t) contains the i source of F and X G (t) contains the j source of G, we will obtain a tree-decomposition of : Ä ;. In particular, if X F (t) contains all sources of F and X G (t$) contains all sources of G, it is enough to identify t and t". That is, to identify t and t$, call the vertex obtained t 0 , and let the bag of t 0 be X F (t) _ X G (t$) (for each other vertex u of T F the bag will be X F (u) and for each other vertex u of T G the bag will be X G (u)).
These observations lead to the following definitions. If (X, T) is a treedecomposition of an s-graph :=(G, g) then the triple (Y, Z, T ) defined by
is a profile which we call the : profile of (X, T ). A heart of an s-profile (Y, Z, T ) is a subtree U of T with at most s leaves satisfying: for each i # [s] there is a vertex t of U such that i # Y(t). Note that a heart always exists.
If T$ is a subtree of T then the profile
is called the profile induced by T $ an denoted (Y, Z, T )[T$]. Let :=(G, g) be an s-graph and (X, T ) a tree-decomposition of G. Let (Y, Z, T ) be the : profile of (X, T ) and U a heart of (Y, Z, T ). Then the profile (Y, Z, T )[U] is a tree-encoding of :. We also say that it is an : tree-encoding of (X, T). Note that if (X, T ) has width at most k then (Y, Z, T)[U] has width at most k.
The PMO for Tree-Width at Most k
In this subsection, we first define a quasi-order on the s-graphs. We then prove that it is a pmo tree-width at most k on the s-graphs.
For any s-graph, let %(:) be the set of all s-profiles E of width at most k such that F D E where F is some tree-encoding of width at most k of :. Let be defined by : ; if and only if %( ;) %(:). It is clear that is a quasi-order. Our aim is to prove the following theorem.
Theorem 5.1. The relation is a pmo for tree-width at most k on the s-graphs.
The validity of this theorem will follow immediately from Lemma 5.3, which says that respects tree-width at most k, and Lemma 5.5, which says that is a pseudo minor order. Before proving that respects tree-width at most k, we extend the notion of mergeability to s-profiles and prove a technical lemma. Two s-profiles (Y, Z, U) and (Y$, Z$, U$) are k-mergeable by f if f is an isomorphism from U to U$ satisfying: for each i # [s] there is a t such that i # Y(t) & Y$f (t)); and for each t # V(U) the number Z(t)+Z$( f (t))+ |Y(t) _ Y$( f (t))| is at most k+1. Note that if E$ DD E, and E and E" are k-mergeable then E$ and E" are k-mergeable.
Lemma 5.2. Let :=(G, g) and ;=(H, h) be two s-graphs. If E is a tree-encoding of :, F is a tree-encoding of ;, and E and F are k-mergeable, then : Ä ; has tree-width at most k.
Proof. Assume that E and F are k-mergeable by f. Let (X G , T G ) be a tree-decomposition of width at most k of G such that E is an : tree-encoding of (X G , T G ). Let U be the tree of E. Let (X H , T H ) be a tree-decomposition of width at most k of H such that F is a ; tree-encoding of (X H , T H ). Let U$ be the tree of F. We may without loss of generality assume that U=U$, that V(T G ) & V(T H )=V(U), and that f is the identity mapping. Let T=T G _ T H and let X be the function from V(T ) to V(: Ä ;) defined by
We want to show that (X, T) is a tree-decomposition of width at most k of : Ä;. Since each edge of :Ä ; either is an edge of G or an edge of H, every pair of adjacent vertices of : Ä ; share membership of some bag X(t). Similarly, each vertex of : Ä ; is contained in some bag X(t). We shall now show that for each vertex v of : Ä; the vertices t of T such that v # X(t) induce a subtree of T. Assume v # V(G)"V (H) . Then the set M of vertices t of T such that v # X(t) is exactly the set of vertices t of T G such that For each vertex t of T, the cardinality of
This number is bounded by k+1, since E and F are k-mergeable by the identity mapping. We conclude that (X, T ) is a tree-decomposition of width at most k of : Ä; and that : Ä ; has tree-width at most k. K
We are now ready to prove that respect tree-width at most k.
Lemma 5.3. Let :=(G, g), :$=(G$, g$), and ;=(H, h) be three s-graphs. If : Ä ; has tree-width at most k and :$ :, then :$ Ä ; has tree-width at most k.
Proof. Since : Ä ; has tree-width at most k, there is a tree-decomposition (X, T ) of : Ä;. The pair (X G , T ) where X G is the function from V(T ) to V(G) defined by X G (t)=X(t) & V(G) is a tree-decomposition of width at most k of G. Similarly, the pair (X H , T) where X H is the function from V(T ) to V(H) defined by X H (t)=X(t) & V(H) is a tree-decomposition of width at most k of H. Let U be a heart of (X G , T ). Since V(G) & V(H) is the set of sources of : as well as ;, U is a heart also of (X H , T ). Let E and F be tree-encodings of (X G , T ) and (X H , T ), respectively, with respect to the heart U. Note that by construction E and F are k-mergeable.
Since :$ : there is a tree-encoding E$ of :$ such that E$ D E. By the definition of D , there is a subdivision E 1 of E and there is a subdivision E$ 1 of E$ such that E$ 1 DD E 1 . Let F 1 be F subdivided according to the E to E 1 scheme. Since E and F are k-mergeable, E 1 and F 1 are k-mergeable.
Since moreover E$ 1 DD E 1 , we get that E$ 1 and F 1 are k-mergeable. This, by Lemma 5.2 and the fact that the set of tree-encodings of a graph is closed under subdivision, imply that :$ Ä ; has tree-width at most k. This concludes the proof. K
We now want to prove that is a pmo. However, we first prove a technical lemma. Proof. Let
and let S$ be a maximal subset of S such that S$ induce a subtree of T. Assume that S${S. Let U be the subset of V$ defined by U= .
Since V$ induces a connected subgraph of G there is some vertex u # U with a neighbor v # V$"U. By the definition of a tree-decomposition, there is a vertex t u, v of T such that [u, v] # X(t u, v ). By the definition of U, there is a t u # S$ such that u # X(t u ). By the definition of a tree-decomposition, for each vertex t on the path of T between t u and t u, v , we have u # X(t). It follows that, t u, v # S$, which contradicts the choice of v. We conclude that the lemma holds. K
We are now ready to prove that is a pseudo minor order.
Lemma 5.5. Let :=(G, g) and ;=(H, h) be two s-graphs. If : is a minor of ;, then : ;. Proof. Let (X H , T ) be a tree-decomposition of width k of H and let (Z H , Y H , T) be the ; profile of (X H , T ). We shall prove that there is a treedecomposition (X G , T ) of G such that the :
Since any heat of (Z H , Y H , T) is a heart of (Z G , Y G , T ), as well, the lemma follows.
Since : is a minor of ;, there is a realization \ of : in ;. For any vertex t of T, let X G (t) be defined by
(1) The pair (X G , T ) is a tree-decomposition of width k of G.
First, clearly every vertex of G is a member of some bag of (X, T ). Second, if there (u, v) is an edge of G, then there is an edge of H between a vertex in \(u) and a vertex in \(v). It follows that there is some t # V(T ) such that \(u) & X H (t){< and \(v) & X H (t){<. This implies that [u, v] X G (t). Third, by Lemma 5.4, for any vertex v # V(G) the vertices t such that v # X(t) induce a subtree of T. Finally, it is easy to see that the width of (X G , T ) is bounded by the width of (X H , T ). We conclude that (1) holds.
Let (Z G , Y G , T) be the : profile of (X G , T ).
This follows from the following two observation. First, for any t # V(T ),
. We conclude that (2) holds. This finishes the proof. K
The Length of Tree-Width
We start by defining redundant profiles. A profile (Y, Z, T ) is said to be redundant if there are vertices t and t$ in T such that the unique path P from t to t$ in T satisfies: v z t z s z t$ and Y t =Y s =Y t$ for all vertices s of P, v all internal vertices of P have degree 2 in T v P has at least one internal vertex.
As before, the internal vertices of a path P satisfying these three conditions are called redundant.
The rest of this section will be used to show, analogously to the case of path-width, that tree-width at most k has s-length at most 2 0(s 3 k+s 2 k log k) .
Lemma 5.6. If (Y, Z, K) is a non-redundant s-profile of width at most k, then each path P in K has length at most O(sk).
Proof. Clearly, the maximum length subpath P is a path between two leaves. Let us call edges (s, t) such that Y s {Y t holds boundary edges. The number of boundary edges of P cannot exceed 2s. We will now prove this. Direct each edge (s, t) of P so that P becomes a directed path. Mark a directed edge (s, t) with a & if there is some source j such that j # Y s "Y t . Mark a directed edge (s, t) with a + if it is not marked-and there is some source j such that j # Y t "Y s . Since (Y, Z, K) is a profile, each source a # A can contribute to at most two marks. Hence, there are at most 2s marks to use. Since each boundary edge must have a mark, there are at most 2s boundary edges.
From this follows directly that there are at most 2s+1 maximal source homogeneous subpaths of P. There are at most s&2 vertices of P which have degree at least three in K, because K has at most s leaves. That is, we can divide P into 3s&1 source homogeneous subpaths of which none has an internal vertex that has degree three or more (in T ). Since the profile moreover is non-redundant, Lemma 4.10 tells us that each such path has at most 2k+3 vertices. So, P has at most (3s&1)(2k+3) vertices. K Lemma 5.7. If (Y, Z, K) is a non-redundant s-profile of width k, then K has at most O(s 2 k) vertices.
Proof. For any vertex v of K, no path from v to a leaf has more than O(sk) vertices. Since K has at most s leaves, K has at most O(s 2 k) vertices. K
The number of trees with a most n vertices is 2 O(n) [8] . There are clearly at most 2 s different sets Y(t) and at most k+1 possible values of Z(t) for any vertex t of the tree of a tree-encoding. Hence, the number of nonredudant tree-encodings is at most 2 0(s 3 k+s 2 k log k) . Similarly to the case of pathwidth we get the following lemma.
Lemma 5.8. Tree-width at most k as s-length at most 2 O(s 3 k+s 2 k log k) .
Bound on Obstruction Size of Tree-Width
We are now ready to give the upper bound on the size of an obstruction for tree-width at most k.
Theorem 5.9. If G is an obstruction for graphs of tree-width at most k, then |E(G)| is at most doubly exponential in O(k 5 ).
Proof. According to Lemma 5.8, tree-width at most k has s-length at most 2 O(s 3 k+s 2 k log k) . Also, as easily proved, the obstructions for tree-width at most k have tree-width at most k+1. Thus the second general upper bound, (3.5), implies that each obstruction has at most a number of edges that is doubly exponential in O(k 5 ). K
INTERTWINES
In this section, our aim is to bound the size of any intertwine of two given graphs H and H$, which are planar or even trees. The intertwines of H and H$ are the minor minimal graphs among those that contain both H and H$ as minors. Let L be the family of graphs that do not contain both H and H$ as minors. Observe that the intertwines of H and H$ are the obstructions for L.
Whenever the tree-width or path-width of the intertwines can be bounded, the general upper bounds give a way to bound the size of the intertwines of H and H$. For planar graphs and for trees, there are known bounds on the tree-width and path-width, respectively, on the intertwines. To be able to apply the general upper bounds, a bound on the s-length of L is also needed.
In the first subsection, we construct a pmo for H-minor non-containment. We also bound the length of this pmo. In the second subsection, we show how the pmo for H-minor non-containment can be used to construct a pmo for L. In that subsection, we also give the upper bounds for intertwines of planar graphs and for trees.
The PMO for H-Minor Non-containment
In this subsection, we consider a fixed graph H. We give a pmo for Hminor non-containment on the s-graphs and an upper bound on its length.
An H-factor of an s-graph : is an s-graph ;, where ;=(G, g), such that: for some s-graph #, H is a minor of ; Ä#, and ; and # are minor minimal s-graphs with respect to this property. Note that the minimality of ; and # implies that there is a forest F on the sources of ; such that H can be obtained from ; Ä # by contracting the edges of F. We call # and F a pair of witnesses for ;.
For any s-graph :, let %(:) be the set of all H-factors ; of :. Let : and :$ be two s-graphs. We define by : :$ if and only if %(:) %(:$). It is clear that is a quasi-order. We have the following theorem.
Theorem 6.1. The relation is a pmo for H-minor noncontainment on the s-graphs.
The validity of this theorem follows immediately from Lemma 6.2, which says that respects H-minor non-containment, and Lemma 6.3, which says that is a pseudo minor order. We will now prove that respects H-minor non-containment.
Lemma 6.2. Let : 1 =(G 1 , g 1 ), : 2 =(G 2 , g 2 ), and : 3 =(G 3 , g 3 ) be three s-graphs such that : 1 : 2 . If H is a minor of : 1 Ä : 3 , then H is a minor of : 2 Ä : 3 , as well.
Proof. Assume that H is a minor of : 1 Ä : 3 . Let ; and # be minor minimal graphs of : 1 and : 3 , respectively, such that H is a minor of ; Ä #. From the minimality of ; and # it follows that there is a forest F such that: (1) the vertices of F are sources of ; and #, (2) H can be obtained by contracting the edges of F in ; Ä #. That is, ; is an H-factor of : 1 Proof. It is enough to prove that % 0 (: 1 ) % 0 (: 2 ). However, this follows immediately from the fact that the minor order for s-graphs is transitive. K Lemma 6.4. If H is planar and has n vertices, then the pmo on the s-graphs has length at most 2 O((n+s) log s) .
Proof. We will derive an upper bound on the number of the H-factors of s-sourced graphs. This also gives an upper bound on the length of .
Let ;=(G, g) be an H-factor of an s-graph. Let F and # be a pair of witnesses of ;. By the minimality of ; and # (which is required in the definition of an H-factor) (1) G is a graph on at most n+s vertices, (2) G "F has at most |E(H)| edges, and (3) the non-sources of ; correspond to vertices in the H-minor in ; Ä #. There are 2 n ways of choosing the non-sources of ; (that is, which set of vertices of H they correspond to). The fact that H is planar implies that G "F has O(n) edges. For the edges of G "F that are no incident to a source, the endpoints are determined (by H). The edges of G"F that are incident to a source can be chosen in s O(n) different ways. Since F is a forest, F has O(s) edges. These edges of F can be chosen in s O(s) different ways. Altogether there are 2 O((n+s) log s) possible choices. We conclude that 2 O((n+s) log s) is an upper bound on the length of . K
The Upper Bounds for Intertwines
In this subsection, we first prove one lemma that allow us to construct a pmo for intertwines from a pmo for H-minor non-containment, and bound the s-length of the former in terms of the s-length of the latter. We then use this pmo to obtain bounds on intertwines for two given planar graphs and for two given trees. Lemma 6.5. Let L 1 and L 2 be two families of s-graphs. For j=1, 2, let i be a pmo with length c i for L j on the s-graphs. Then there is a pmo with length at most c 1 +c 2 for L 1 _ L 2 on the s-graphs. To be able to apply Theorem 3.5 we need a bound of the tree-width of an intertwine. The following is an immediate consequence of (1.2) of [9] ; let H be a planar graph with m vertices then any graph without H as a minor has tree-width at most 2 O(m 5 ) . When we combine Lemma 6.6, Theorem 3.5, and the bound mentioned above we get the following theorem.
Theorem 6.7. An intertwine of two planar graphs H and H$ has at most The following is an immediate consequence of [3] ; let T be a tree with n vertices, then any graph without T as a minor has path-width at most n&1. When we combine Lemma 6.6, Theorem 3.4, and the bound mentioned above we get the following theorem. Let L 1 and L 2 be two minor closed families of planar graphs. If L 1 or L 2 has K 5 and K 3, 3 as obstructions, that is, contains all planar graphs, then the obstructions for L 1 _ L 2 are K 5 and K 3, 3 . If not then both L 1 and L 2 have planar obstructions. Hence, using the tree-width bound mentioned above, we can obtain a bound on the tree-width of any obstruction of L 1 _ L 2 . Finally, using a variation of Lemma 6.6 (which gives a slightly higher bound for general graphs) and Theorem 3.5, we can obtain a bound on the size of any obstruction of L 1 _ L 2 in terms of the maximum size of any obstruction of L 1 or L 2 . A similar argument is valid for the case of trees.
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