Introduction
The control system for the CERN SPS machine has pioneered a control strategy which has expanded the usual central control methodology not only spatially among computers but also organisationally among people. Each fragment resulting from this "controlled explosion" is a mini-computer containing a message exchange package which losely couples the fragments, a multi-tasking monitor and an interpreter. A small number of professional programmers have constructed a system which numerous engineers and technicians have been employing both for the day-to-day operation of the machine and for developping experimental multi-computer control procedures.
The same strategy will be used for the LEP machine but a further expansion will be implemented breaking down the mini-computer, basic construction block of the SPS control system, into clusters of losely coupled micro-computer based units. Apart from the availability of the technology, this expansion is feasible because of the underlying constructional principles of the SPS system which will be transported intact to the LEP system. The paper wil.l.
describe the problem of organising the clusters analogue to a mini-computer running tasks interacting with real-time events; it will be shown that simple hardware and software solutions exist for the problems that arise, and in addition it is possible to organize a uniform data flow through the system.
The essential organisational levels
The LEP control system from a constructional point of view will be organized into three levels centered on Process Control Assembly (PCA) made from the micro-computer based units: 
Network
At the higher level, the network will be organized in an arrangement offering a single route for a datagram flowing from source to destination PCA. Such an arrangement guarantees the sequencing of the datagrams through the network, provided that any specific queuing in the network is made as a FIFO. For the SPS control system a multi-star, datagrams switching, store and foreward architecture has been used. The same architecture can be extended to cover the LEP network solving de facto the necessary bridging between the LEP-SPS control system. Although this solution is very attractive we are looking into other possible architectures which both on time scale and performance could satisfy our requirements and comply with the standards which have been agreed since the SPS system was designed.
The SPS-LEP network can be described very easily in terms of the OSI-ISO model as shown below : 
Equipment
The design of the connection to the equipment is influenced by two factors.
Firstly, there are in many cases rows of equipments which are controlled by a PCA, thus a connection of a multidrop type will minimize the cabling. A further reduction in the cabling can be achieved by grouping equipment geographically and functionally into crates.
Secondly, the data module concept mentioned above and which is described in Ref. 1 calls for an organization of this multidrop connection which is mainly of a master multi-slave nature. This does not imply that the equipments are dumb, microprocessors will be integral part of the equipment control; it implies that the action driven by the PCA can be of a high level nature, which implies in turn that the relationship between the equipment and the PCA can be expressed in terms of messages rather than the classical command response mode of operation.
The data flow between the levels
The relationships between the three physical levels are fairly clear from the above description. The process level talks to its two surrounding levels, network and equipment, which never talk directly to each other.
Tasks in the process level sends files, program, remitted data to the network level which in turn transmits it to the appropriate destination through the network.
The network level receives file, program, remitted data from the network and activates the appropriate element in the process level (task, real-time scheduler) to act on the data.
The process level interacts with the equipment level in the form of "data-module call" sending and reading the necessary data. In case of malfunctioning in the equipment the equipment level will activate the real-time scheduler for the launching of program which can act on the malfunction.
Thus it can be seen that, with the data on the network flowing in the form of message, the communication with the equipments being in the form of message as well, then the overall data flow between all the components of the system are of a same type and can be easily handled in a uniform way.
The Process Control Assembly
The above description shows that such a system organization is ideal for multi-processor implementation where each of the jobs to be performed is given an autonomous processing unit.
The processing units
The three levels described will be made of processing units as follows. The process level requires two types of unit; the Process Supervisory Unit (PSU) which will play the role of a real-time monitor and several NODAL processing units (NPU) each of which can execute autonomously NODAI programs at different priority levels. This gives an additional freedom compared to the priority concept of a multi-tasking environment which can be replaced by the concept of guaranteed availability of a NPU to execute a task. As shown in the example below, a NODAI. task can run on the NPU assigned to its class or on any NPU assigned to lower priority classes and which is free. Several of the tasks identified above can be carried out by the same hardware: the EDU, NPU, ASU are identical, the difference being the software which is inside. Thus recovery from a unit failure can be achieved by having an extra unit in the crate, normally idle but which can be loaded with the suitable software to replace the failing unit.
The relationship between the processing units A suitable arrangement to construct a PCA from processing units is to use a crate into which the required units can be plugged. The units are connected by a multi-master system bus which carries the inter-units communications which is in form of message of several "words". While different types of HBC modules may be designed for various applications, for the control of LEP equipment the same command message protocol carried by the multidrop highway will be usedl.
On the system bus side the same protected I/O channel access logic is implemented allowing an homogenous message communication between HBC's, with different line protocoles and GPU modules.
