Abstract This article examines the challenge and opportunities of Big Data, and concludes that these technologies will lead to relevant analysis at every stage of the agricultural value chain. Big Data is defined by several characteristics beyond size, particularly, the volume, velocity, variety, and veracity of the data. We discuss a set of analytical techniques that are increasingly relevant to our profession as one addresses these issues. Ultimately, we resolve that agricultural and applied economists are uniquely positioned to contribute to the research and outreach agenda on Big Data. We believe there are relevant policy, farm management, supply chain, consumer demand, and sustainability issues where our profession can make major contributions. The authors are thankful to the anonymous reviewers and editor Craig Gundersen for helpful comments.
, Schimmelpfennig (2016) , Erickson and Widmar (2015) , and Hennessy, L€ apple, and Moran (2016) suggest continued increased rates of adoption of the various forms of these technologies. Dyer (2016) suggests we have moved to an informational revolution in the agricultural sector. In many cases, sensor technology and data analytics from other industries are now applied to agricultural applications. Robert Fraley, Chief Technology Officer of Monsanto, has stated that "Monsanto executives are seeking to reposition the company as a business built on data science and services, as well as its traditional chemicals, seeds and genetic traits operations". The $930 million acquisition of Climate Corp in 2013 by Monsanto evidences this trend (Upbin 2013) . The AgFunder Agtech Investing Report (AgFunder 2017) identifies approximately $1.4 billion of total investments in two categories in 2015, including robotics, mechanization, and other hardware, along with farm management software, sensing, and Internet of Things (IoT).
A variety of technological advances have created the opportunities of Big Data (Sonka 2015) . In many cases, computational capacity both in terms of speed and volume allows for novel analyses previously not possible. First, it is now possible to conduct analysis on large volumes of data (such as weather data) and use it for actionable decision-making. Interestingly, data from multiple sources including public data, machine and sensor data, and other privately-held data are often integrated. In some applications "macro" level analysis is possible that aggregates data to provide useful industry-or market-level analysis. Conversely, data can affordably be obtained and utilized at a "micro" scale. In this case, management can occur at a site-specific or unit level such as sub-field areas. This may mean sitespecific fertilization in crop agriculture, or tracking of the cuts from a beef carcass to final consumer. These trends lead to numerous discussions of the present and future impact of "Big Data," but to date those discussions have lacked a clear definition of what Big Data means. Coble et al. (2016) suggest that it refers to "large, diverse, complex, longitudinal, and/or distributed data sets generated from click streams, email, instruments, Internet transactions, satellites, sensors, video, and/or all other digital sources available today and in the future." Stubbs suggests the term big data as it is applied to agriculture is less about the size of the data and more about the combination of technology and advanced analytics that creates a new way of processing information in a way that is more useful and timely. Coble et al. (2016) support this approach by defining the data in terms of volume, velocity, variety, and veracity, with "volume" referring to the size of the data, "velocity" measuring the flow of data, "variety" reflecting the frequent lack of structure or design to the data, and finally "veracity" reflecting the accuracy and credibility of the data.
Information technologies provide new and useful data for decision making and analysis, therefore they naturally align with the skills and interests of applied economists. In fact, pockets of this type of economic analysis have existed for some time. For example, the use of retail scanner data (Capps 1989) has largely met the Big Data definition provided earlier. Other areas legitimately claiming the Big Data label include some large-scale ecological models, certain government-collected survey and government program data. However, we sense that many new challenges are ahead. Here are a few issues that appear imminent.
• Farm management, long a mainstay of the agricultural economics profession, has been a relatively dormant area for research in recent decades. With precision agriculture advances and adoption, new opportunities and requests are likely to confront our profession. Liu, Swinton, and Miller (2006) provide a useful case study of how precision agriculture poses new and relevant questions to our profession. In the present issue, Featherstone (2018) also provides a useful forward-looking discussion of these issues.
• Food scanner and similar data may be classified as Big Data, given their volume, velocity, and variety. Scanner data have a wide variety of applications, including research projects, program evaluations, regulatory impact analysis, and data products. Real-time store scanner data can be used to study healthy diets (Kuchler, Tegene, and Harris 2005) . Food scanner data has been linked to USDA nutritional data and the USDA's National Household Food Acquisition and Purchase Survey (FoodAPS) to provide information about the food environment, such as prices and offerings at stores where the consumers did not go shopping.
• The use of geo-spatial techniques could improve modeling of crop yield and, by extension, pricing of crop insurance products (Ker and Coble 2003; Ozaki, Ghosh, and Goodwin 2008; Annan et al. 2014; Woodard and Verteramo-Chiu 2017) . We expect the profession to find use of these techniques across many sub-disciplines including environmental economics ( e.g., determining demand for non-production services using commercial satellite imagery data).
• Food and agricultural policy analysis is likely to evolve with new data and analytical techniques. Environmental management at a micro-and macro-scale will be enhanced. For example, nitrogen management at the sub-field level or for a major watershed will be possible with precision in places that it was not possible before. Another example is the use of lowcost commercial satellite imagery and Big Data to develop daily models of non-market values of wildernesses.
• The role of program data and government data collection will be changed in fundamental ways to reflect new data sources and analytics. In some instances, digital agriculture may allow enhanced analysis of government program data (Woodard 2016) . Tack et al. (2017) discuss potential competition between public surveys and private data. This discussion is illustrated by the USDA National Agricultural Statistical Service requesting a National Academies of Sciences, Engineering, and Medicine panel review of yield and cash rent estimation methods used by the USDA. A crucial question addressed in this report was the integration of survey data with government program data and models based on imagery. (National Academies of Sciences, Engineering, and Medicine 2017).
Much of the useful Big Data produced today is in the hands of the private sector. Coble et al. (2016) suggest that the landscape of public and private farm data is likely to change and access to data for research will be a critical issue. In many cases the data are held by a variety of firms ranging from small individual farms to large corporate input suppliers. Tremblay (2017) argues that agricultural research must reach beyond Fisher's experimental design and utilize analytical techniques capable of learning from the machine and sensor data, that is, it must rely upon observation farm production data along with data from controlled experiments.
Economic Research Priorities for Agricultural Big Data
Within the changing agricultural management landscape created by advancements in Big Data, what areas should be prioritized for economic research? Numerous opportunities present themselves, ranging from farmlevel to societal benefits.
Precision Agriculture and Farm Management
To understand the connection between "Small Data" and "Big Data" in agriculture, it is useful to discuss the prevalence of farm-level sensors and other precision agriculture technology (figure 1). Perhaps ironically, the evolution and revolution in agricultural Big Data comes from the expansion of "Small Data" in agriculture; that is, the remarkable growth in producers' ability to collect data pertaining only to their own operation through the growth of techniques and technologies such as grid soil sampling, telematics systems for farm equipment, Global Navigation Satellite Systems (GNSS), farm aerial imagery acquired via small unmanned aerial systems (sUAS), and the like. In simplest terms, farms use "Small Data" when data are isolated to the fields where the data originated. Farmers who use information technology to conduct their own on-farm experiments, document yield penalties from poor drainage, or negotiate crop share agreements are using data that is considered "small." Producer adoption of these information technologies has increased dramatically in recent years (Griffin et al. 2017) , giving rise to a profusion of agricultural data heretofore unseen (Erickson and Widmar 2015) .
The new abundance of field-level information provided by these technologies could improve the ability of producers to make profit-maximizing decisions benefitting the producer operating the field, that is, "Small Data" (Griffin et al. 2017) . However, pooling the datasets of hundreds or thousands of fields could hold a much greater potential value both to individual producers and the agricultural industry as a whole. Agricultural Big Datafarm data that has been combined into an aggregate form-has the potential to reveal undiscovered insights. Currently, only limited quantitative evidence exists regarding the value of assembling data from precision agriculture technology into a community; however, indirect evidence suggests that farm data has economic value.
One conceptual example of farm-level decision making is analysis based upon product-by-environment-by-management scenarios, or the so-called GxExM relationship. Historically, agricultural research focused on the interaction between inputs (such as a specific grain variety) and the environment (such as the presence of a given profile of soil nutrients and expected precipitation). One could refer to this as Genetics by Environment ("G x E" ) analysis. This approach generally excluded farmers' management practice variables in the analyses, in part because focus was still on the one-fieldat-a-time paradigm such that the specific farmer's management practices were held constant for that field. Big Data's inclusion of outcomes from differing management strategies, from numerous fields employing a variety of inputs and environmental conditions could enable evaluation of the producers' management decisions as a variable as well, creating genetics by environment by management ("G x E x M") analyses where "genetics" loosely represents any product or system. Traditional agricultural research has Applied Economic Perspectives and Policy focused on the phenotypic product-by-environment interaction rather than including the farmer and their management practices as a variable in the analyses. The utilization of farm data originating from precision agricultural technology is guiding decisions not only at the farm level but also for the manufacturers of inputs and equipment. This possibility opens innumerable avenues for research on the impacts of management practices on production outcomes, and could profoundly impact the sub-discipline of farm management. Farmers are but one of the many players attempting to benefit from Big Data. The marginal benefit differs not only for each population of players, but also differs along its lifecycle. The economics of networks, that is, network externalities, describe how individuals benefit from participation in a community or network (Varian 1999) . The data from farms aggregated into the community are more valuable than data from any one farm would be individually. Given the network effects, the value of the data community is a function of the number of members of the system, and the data service provider enjoys much greater benefits than any other groups in the long run. However, in the short run, data service providers are likely to entice farms to join their network at least up to the point where a critical number of farms have joined (Varian 1999) .
When farm data are aggregated into a community, the secondary uses of the data have a greater value than the summation of the initial uses of that data (Mayer-Schö nberger and Cukier 2014). The distinction between Small Data and Big Data can be made clear by examining how the data fits into the initial or primary use of data versus the re-use or secondary use of that same data. For example, the initial uses of yield monitors may include documenting yields near drainage structures, while farm-level data on soil nutrient testing and subsequent as-applied variable rate fertility information are used by the farmer to fine-tune sub-field production. In the aggregate these same data-site-specific yield and soil test plus as-applied fertility-combined with similar data from thousands of other farmers provide insights into nutrient run-off. It is the re-use of farm data that gives rise to Big Data and the ability to assess environmental issues.
At the current position along the lifecycle of Big Data, data service providers strive to entice a critical mass of farmers to submit farm data so that the repository is replete (Coble et al. 2016) . This is in part due to the fact that the value of a farm data community eventually depends on the number of farms and acres in the system, that is, the size of the network. Early in the farm data community lifecycle, data service providers may entice farmers, especially given the nonhomogeneous characteristics of farm data and farmers. This lack of homogeneity may result from farms with varying levels of data quality, for example, some farmers are known to calibrate yield monitors properly while other farmers may not correctly tag corn hybrids to fields. Further, some farms may be able to provide quality data from substantially larger acreages while other farms may have limited acreage that precision agriculture sensors were utilized. In addition to quantity and quality concerns, some farms may be perceived as local leaders. When these local leaders join the data community, other farmers are likely to follow. However, it should be noted that only a few exceptions fit the above criteria; and the overwhelming majority of farms are likely to voluntarily join the system with most even paying a fee. Essentially, data service providers are vying to become what is expected to be a natural monopoly. In the long run, the group that controls the data system enjoys the majority of the value (Mayer-Schö nberger and Cukier 2014). Therefore, the next wave of farm management education is likely to focus on farm data issues and whether farms should relinquish control of farm data to third parties.
Policy and Legal implications
As mentioned above, Big Data has the potential to expand and deepen the tools for evaluation of farm-level decisions; by the same token, it could also expand the ability to evaluate the effect of policy interventions on the agricultural macroeconomy. In the long term, the growth of Big Data may give rise to new models for the evaluation of policy shocks to economic systems, but in the near term, the availability of larger and potentially more robust datasets may increase the accuracy of existing model outputs.
While Big Data eventually may impact the ability to evaluate policy decisions, its growth necessitates policy decisions today. Big Data carries the ability for potentially market-distorting actions as discussed below, but before one can have Big Data, individual producers must be willing to share their data. Concerns about data ownership and protections against both deliberate and inadvertent data disclosure abound among producers. Currently, there is no federal legislation protecting farm data like there is for health data (such as HIPAA) or personal financial data (FCRA 1970) . Significant discussion on these points have led to several public dialogues calling for both public and private policies regarding farm data protections, such as the "Privacy and Security Principles for Farm Data" coordinated by the American Farm Bureau Federation (American Farm Bureau Federation 2017). Federal policymakers have taken note of these issues as well (House Agriculture Committee 2015) . While these policy discussions continue, there has been no action at the federal level regarding farm data protections.
Until the data privacy issues are resolved, Big Data systems are reliant upon farmers both trusting data aggregators and sharing farm-level data for use in the aggregate. Farmers have typically readily shared their farm production and financial data, including geo-referenced farm data (Griffin, Reichlin, and Small 2008) with trusted partners such as universities; however, existing transfer systems are time-consuming and inefficient. Both parties would benefit from an improved system of transferring data, preferably wirelessly and in real-time. Farmers are being incentivized to share farm data via low-cost or "freemium" models, and some services are providing rudimentary comparative analysis, that is, agronomic and financial benchmarking, in exchange for providing data. Given that the agricultural industry is currently in the infancy of Big Data services, it is expected that farmers must be enticed to join data systems and share farm data. In the longer run, it is expected that farmers will freely join and even pay to participate in Big Data services; however, it is unclear when a critical mass of farms and acreage will enroll.
Economic theory applied to networks suggests that when a critical mass of users, that is, farms or acreage, join the system, the membership will exponentially increase. However, until critical mass is achieved, the growth of data services is expected to be slow. At least one example of farmers being paid for data exists; in 2016, Farmobile guaranteed their customers in southern Minnesota that they would receive at least $2 per acre (Farmobile 2016) . In 2017, the company expanded similar offering to other customers, but at $1 per acre. During the infancy of Big Data, incentives such as this may be relatively more common than at any other time along the life cycle. Once a critical mass of acreage exists with one data company, farmers are expected to freely join that company and submit data from their farm. Essentially, farmers are poised to share farm data with third parties, especially if clear benefit-cost analyses indicate some perceived tangible or even intangible advantage.
Asymmetric Information Implications
The Holy Grail for market participants is to obtain perfect information as soon as it is knowable, and preferably before it is knowable to others. While Big Data has a long, long way to go before achieving this, bigger steps toward that goal are being taken faster than ever before. Thus, a significant concern with aggregating agricultural data is whether-either legitimately or not-a small number of market participants (or a single actor) could gain access to information sufficient to move (or even manipulate) markets faster than, or to the exclusion of, other market participants. While there are numerous rules in place to deal with a broad range of market-manipulating activities, none of these current rules contemplate the type of actions that could take place with a sufficiently large aggregated dataset. Currently, there are various rules restricting insider trading (see 17 C.F.R. §1.59(a); 17 C.F.R. § 1.3(ee)), and government employees are prohibited from using data for financial gain that has not been disseminated to the public (7 U.S.C. §6c(a)(3)). However, there are no rules governing "very good market information" such as that which could be obtained through completely legal means by aggregating sufficient telematics data (as an example). As a result, research on the potential market effects of growing market asymmetries that could be triggered by growing Big Data aggregations and the implications of policies restricting the use of aggregated data in commodity market transactions could do much to inform the development of law in the arena.
A farmer's decision to join a farm data network is likely a function of how they perceive their data and its value. Farmers who view farm data as an intangible resource may fear that relinquishing data may reduce their local negotiation power with landowners, retailers, and other service providers . Further, some farmers may opt not to participate in data communities for fear that others may disproportionately benefit from their participation or the data that they bring into the system.
Big Data in
Agriculture: A Challenge for the Future
Sustainability and Traceability
While Big Data holds the promise of numerous economic benefits, it also creates opportunities for environmental benefits. Agricultural pollutant runoff has been a source of growing concern for water quality in the Chesapeake Bay, the Gulf of Mexico, and the Great Lakes. Traditionally agricultural runoff has been difficult to regulate by virtue of the "non-point" nature of such runoff, and the fact it is not directly regulated under the Clean Water Act's National Pollutant Discharge Elimination System (NPDES; 40 C.F.R. § 122.3). Historically, nutrient runoff was addressed through voluntary programs through the Clean Water Act's non-point source management program, which provides funding to state programs aimed at reducing nutrient releases in agricultural storm water runoff (33 U.S.C. § 1329). However, in some circumstances (such as with pollution concerns in the Chesapeake Bay), a "total maximum daily load" or TMDL may be imposed with the effect of requiring states to develop enforceable nutrient management plans (33 U.S.C. § 1313(d)). Both "small ag data" and Big Data have prospective roles to play in helping address nutrient runoff concerns. The increased adoption of precision agricultural tools at the farm level holds the potential to actually decrease nutrient application by matching nutrient inputs more closely to plant needs; at the regional level, this could reduce overall nutrient loading to sensitive waterways. The "as-applied" maps generated from precision agriculture tools could also facilitate farmers' ability to demonstrate compliance with nutrient management plans by showing the specific amount and location of nutrient applications (though this raises separate issues of sensor calibration and accuracy; Sisung 2016). Big Data tools could also significantly advance the tools used to manage nutrient concerns at the regional level through improved evaluation of policy tools instruments and modeling of nutrient management strategies such as nutrient "cap and trade" systems.
Concerns about food safety and consumer desires for more information about the sourcing of their food could also be addressed through small and Big Data as well. Telematics systems from the tractor to the retail center create the possibility of complete "farm to fork" tracking of foodstuffs which would enable disease traceability, while metadata collected along the distribution chain could be used to provide support for source verification and compliance with any number of production practice requirements.
From this discussion, it can be seen that there are numerous potential economic research questions to be answered through the application of precision agriculture and Big Data tools, and as the power of those tools grow, so will the calls for agricultural economists to respond to these and other questions. But how will those tools actually help find answers? To unlock the potential of evidence-based decision-making, entities or organizations need to convert the high volume, high frequency, and diverse data into meaningful insights. In this process, Labrinidis and Jagadish (2012) note that the extraction of insights can be broken down into two stages, namely, data management and analytics. Data management, on the one hand, includes process and supporting technologies to acquire and store data. Data is then prepared, transformed, and retrieved for analysis. Diebold (2012) techniques can be used to analyze both structured and unstructured data. These include (a) text analytics; (b) audio analytics; (c) social media analytics; (d) video analytics; and (e) predictive analytics. In applied economics, the main focus is on predictive analytics.
Research Methods Using Big Data
Predictive analytics includes a variety of techniques or procedures that can predict the future outcome based on either historical and/or current data. For example, we can predict consumers' buying habits based on what they buy, when they buy, and even what they are writing about the product that they bought on social media. One of the hallmarks of predictive analytics is seeking to uncover patterns and relationships in data; tools for accomplishing this can be subdivided into two groups. First, techniques such as moving averages attempt to discover historical patterns in the outcome variables and then predict the future. Second is the regression analysis, which is well known in our profession.
Recall that all precision agriculture is based on statistical methods, and the statistical methods behind these methods may not apply to the problems being addressed by Big Data. There are several reasons for this. For example, conventional statistical methods are based on statistical significance, where results from a small sample, (obtained from the population) are compared to examine the significance of particular relationships, and the conclusions are generalized with respect to the entire population. However, in the case of Big Data, which are massive in size, the "sample" may actually represent the majority of, or the entire population; that is. the sample size equals "all" (Mayer-Schö nberger and Cukier 2014). Therefore, any statistical significance test is not relevant to Big Data, especially those tests aimed at samples from a population. Finally, Fan, Han, and Lui (2014) point out that Big Data has heterogeneity, noise accumulation, spurious correlations, and incidental endogeneity. In other words, the underlying concept of Big Data relies relatively more on correlation and less on causation than the theorybased science upon which agricultural economics analyses have largely been based.
Big Data is heterogeneous because it represents information from different sub-populations and from different sources. The sheer size of Big Data helps us in modeling heterogeneity and requires sophisticated statistical techniques. Since estimation of predictive models using Big Data often involves the simultaneous estimation of several parameters, it may give rise to accumulated error terms. As a result, the true effect of variables may be masked. In their study, Fan and Lv (2008) , through simulation modeling, show that the correlation between independent variables tends to increase with the size of the dataset. Therefore, in Big Data analysis, because of high dimensionality, we may see some variables that should not be in the model (unrelated) may be correlated. Finally, recall that in regression modeling, we assume exogeneity-the error term is independent of the predictors or the explanatory variables. The assumption of exogeneity is usually met in small samples, but incidental endogeneity is commonly present in Big Data.
Machine Learning
Machine learning, a branch of computer science and one of the major areas of artificial intelligence, can be used to construct algorithms to exploit the potential value of Big Data.
1 Note that for machines to become intelligent like humans, they must learn like humans; human minds learn from past data and experiences and then applies this learning to future decisions. Machine learning is a two-step process. First, the machine has to learn the input data; secondly, the machine has to interpret it and analyze the input and output data to create machine algorithms. The algorithms can then construct a system model, which is used to predict future values. Machine learning methods are more flexible than conventional statistical methods because they do not rely on user-specified models. Instead, they self-improvise using the available volume of data.
There are three types of machine learning algorithms: Supervised learning (SL): If the output variables are provided, then the learning becomes supervised. In SL, the algorithm is given some training examples and the machine studies input and corresponding outputs.
2 Therefore, popular SL algorithms include artificial neural networks (Kaul et al. 2005 3,4 The artificial neural network (ANN) algorithm has been widely used in the agricultural field. ANN is an interconnected set of inputs and output units where weight is associated with each connection (see Drummond, Sudduth, and Birrell 2008) . 5 The ANN has an advantage over multiple regression because ANN can select an independent variable in the data, learn complex relationships, and does not place strict requirements a priori on a functional a functional form. The neural network can discover more complex variables.
The second type of algorithm is unsupervised learning (UL): In UL, the algorithm is not provided with outputs and learning helps us find interesting information about our dataset solely looking at its features alone. Popular UL algorithms are self-organizing maps (SOM), partial based clustering, hierarchical clustering, K-means clustering, COBWEB, and density-based spatial clustering. 6, 7 To date, these techniques have rarely been used in agriculture and economics field.
The third type of algorithm is reinforcement learning (RL): With RL, the learning process works on the principle of feedback. The notion is that every 1 Applications of machine learning are multi-disciplinary. 2 See Mucherino et al. 2009. 3 See Cheng and Titterington (1994) and Warner and Misra (1996) . On one hand, Cheng and Titterington (1994) have reviewed the artificial neural network (ANN) methodology. On the other hand, Warner ad Misra (1996) emphasize understanding ANN as a statistical tool. The accuracy of ANN increases with the volume of data. The advantages of the ANN is that: (a) ANN are capable of adopting their complexity without knowing the underlying principles; (b) ANN can derive relationships between input and output on any process. 4 Bayesian networks focus on two issues: estimating the conditional probability tables from training data when the structure of the network is known;and learning a network's structure from training data. 5 The ANN can be used in flood forecasting, modeling rainfall, and run-off relationships. 6 See Moshou et al. 2006. 7 The COBWEB is an incremental and unsupervised clustering algorithm that produces a hierarchy of classes:its incremental nature allows clustering of new data without having to repeat the existing clustering. See Fisher's Cobweb (1987) .
action has an impact on the system; the impact or information is then reported back to the algorithm. Consequently, the algorithm modifies its behavior. Popular algorithms include genetic algorithms, and Markov decision algorithms (e.g., Matis, Birkett, and Bourreaux 1989; Jain and Ramasubramalliall 1998; Osman, Inglada, and Dejoux 2015) .
An example of machine learning in agricultural economics is the prediction of farmland values. Academic research and at least one commercial offering has focused on predicting the value that a parcel of land will be sold for using current and historical land sales, soil characteristics, climatic and weather data, cropping systems, remotely sensed imagery, potential of urban sprawl (Livanis et al. 2006; Castle, Wu, and Weber 2011) , and the general economic situation including commodity prices and interest rates (Irwin and Sanders 2011) . The Big Data implication of predicted farmland values is to determine if expected sales prices are over-or under-valued. A commercial example is Granular AcreValue from DuPont.
The commonly used models are linear regression models (Shibayama 1991); polynomial regression models (Wilcox et al. 2001) , and nonlinear regression models (House 1979) . Variable selection for the models can be based on several methods including stepwise regression, principal component regression, Bayesian information criterion, Akaike information criterion, and partial least squares (for details, see Castle, Qin, and Reed 2009 ) . Varian (2014) show that the classical multivariate regression model can be used to predict the outcome variable using predictor variables and adding a penalty term to the classical minimization of the sum of squared residuala technique called elastic net regression (ENR). The complexity in numbers and size of the predictors coming from Big Data tend to shrink the least squares coefficients to zero, which can make ENR an attractive technique for working with such datasets. The researchers can choose the coefficients in ENR. In the case of both ENR and least absolute shrinkage and selection operator (LASSO), some of the variables are set to be exactly zero-leading to computation efficiency, feasibility, and providing good predictions (Varian 2014) .
Spike and Slab Regression Analysis
Another regression technique useful for Big Data is spike and slab regression. This is a Bayesian technique, originally coined by Mitchell and Beauchamp (1988) , which refers to a type of prior probability distribution ("prior") used for the regression coefficients in linear regression models.
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Note that the use of a normal prior was instrumental in facilitating efficient Gibbs sampling of the posterior; this, in turn, made the spike and slab variable selection method computationally attractive. In 2010, Ishwaran and Rao (2010) developed a generalized ridge regression (GRR), which possesses unique advantages in high-dimensional correlated settings to estimate the model; the weighted GRR is more effective than other tools in many circumstances.
A technique related, but not identical to, the spike-and-slab method is Bayesian moving averaging (BMA). Bayesian methods are becoming increasingly popular as frameworks for model selection and forecasting tools. In some cases, analysts ignore the uncertainty in model selection, resulting in overconfident inferences and decisions that are riskier. The BMA techniques are designed to account for this uncertainty. By averaging over several different competing models, BMA incorporates the model uncertainty into the parameters and predictions (see Jacobs et al. 1991) . Zhou et al. (2012) have proposed model selection and comparison in the case of BMA. These authors constructed posterior probabilities properties and model parameters based on sequential Monte Carlo sampling, and used these properties to compare different models. A final model is obtained as a weighted average of all models, where the weight of each model is its posterior probability. Varian (2014) concludes that Bayesian techniques are computationally efficient and preferred to exhaustive searches. Finally, using Big Data, Ley and Steel (2009) have compared LASSO, Bayesian model averaging, and spike-and-slab methods to show which variables are important predictors of economic growth.
Time Series Analysis Using Big Data
Time series forecasting is a model used to predict future values based on previously observed values. The time series analysis is important for crop forecasting, stock prices, price movement, and futures and options. There are various types of time series analysis methods, including parametric or non-parametric, frequency domain and time domain, and linear, univariate, and multivariate. Note that frequency domain analysis includes spectral analysis and wavelet analysis; time domain includes auto-correlation and cross-correlation. Parametric approaches include autoregressive or moving average models; non-parametric approaches include covariance or spectrum and usually focus on a smooth spectral density. The Bayesian Structural Time Series (BSTS) model works well for handling the variable selection problem in the case of time series analysis. Banbura, Giannone, and Reichlin (2011) introduced "nowcasting" as a term in econometric time series analysis, which refers to forecasting a current value instead of the future value. 9 The nowcasting model has two components, namely a general trend, and seasonal pattern in the data. In the case of Big Data, where the number of potential predictors in the regression model is large (often larger than the number of observations available to fit the model), a Markov chain Monte Carlo (MCMC) sampling algorithm can be used to simulate from the posterior distribution. Finally, one can use Bayesian model averaging to smooth the predictions over a large number of potential models.
Applications in Agriculture and Applied Economics
Several applications of the above-mentioned techniques can be used to enhance the productivity of farms along with reducing their use of inputs.
Weather forecasting. Environmental factors like weather influence crop growth and development as well as recreational demand for both agricultural and non-agricultural lands. Production agriculture has spatial yield variability, partly because of spatial variability in soil properties and interactions with the weather, which is also spatially varied. Machine learning techniques like Support Vector Machines (see Vapnik 1998) can be used to predict the weather for farmers to aid in their decision-making (see Agrawal and Mehta 2007 and Radhika and Shashi 2009) .
Crop yield prediction and crop selection. Machine learning provides many effective algorithms, which can identify input and output relationships in crop selection and yield prediction. Popular techniques such as artificial neural networks, K-nearest neighbors, and decision trees have proven to be effective in crop selection, which is based on various factors like climate, soils, natural calamities, famine, and other inputs. Using several soil characteristics (e.g., topsoil depth, phosphorous, potassium, salt, organic matter, and magnesium saturation) as input and artificial neural networks, Drummond, Suddeth, and Birrell (2008) accurately predicted corn and soybean yields.
Irrigation systems. Agriculture consumes a major portion of world's fresh water. Variability in rainfall, climate change, and dropping of the water table in developing countries is alarming. Using smart irrigation systems and data collected by sensors can be used to make better decisions regarding water usage. Several studies using artificial neural network algorithms have been able to predict accurate water levels and rainfall runoffs (Ashaary, Ishak, and Ku-Mahamud 2015; Chakravarti, Joshi, and Panjiar 2015) .
Crop disease prediction. Early crop disease detection can be accomplished through machine learning. 10 In their study, Drummond, Suddeth, and Birrell 2008 note that ANN could be helpful in predicting pest attacks in advance. Such models deal well with noisy and multi-faceted data and account for wide ranges of possible factors (e.g., historical data, satellite/ sensor data, field conditions, images of leaves) to effectively learn and predict crop diseases. In 2010 Rumpf et al., used Support Vector Machines to develop early crop disease detection algorithms.
Agricultural policy and trade. A large quantity of data on production output of crops, changes in input costs, market demand and supply, market price trends, cultivation costs, wages, transportation costs, and marketing costs could be used by ANN algorithms to predict support prices for farmers by governments in both developed and developing countries. For instance, Big Data can be beneficial when simulating agricultural policy impacts. The application to the Individual Farm Model for Common Agricultural Policy Analysis (IFM-CAP) model in the European Union illustrates the capability for assessing policy impacts at the farm level (Louhichi et al. 2015) .
There is one more critical application-or, rather, implication-of Big Data for the agricultural and applied economics profession. All the challenges discussed here beg to address the question of whether agricultural economics departments should provide more graduate student instruction for Big Data issues. Supplementing the traditional analytical tools our students learn in classrooms and during their thesis research with computer science and non-traditional statistics may increase the rate at which agricultural economists can make meaningful contributions not only in applied economics but other disciplines. This may mean that the departments of agricultural economics dedicated to providing research and education on Big Data employ non-economist faculty in their ranks to provide specific expertise. At the 2017 AAEA Symposium on Big Data, graduate students were challenged to consider how they could replace themselves with an algorithm in lieu of physically interacting with data. The challenge was extended to include the students considering how to identify outliers without ever having the opportunity to "see" the data, but rather to build models to anticipate erroneous data, flag it for omission, and continue the analysis. Three reasons exist for the need to automate analytic processes: data may be considered confidential such that no set of eyes can be on the data; replacing human capital with an algorithm substantially lowers per unit costs of analysis; and there are likely not enough analysts available to meet the demand for analysis in the future.
Conclusions
Given our assessment of the needs and opportunities arising from the Big Data expansion, we come to a few significant conclusions for our profession and those who draw upon our work. First, there is a unique and important role for agricultural and applied economists in this changing technological environment. We see an opportunity for our profession to stand at the hub of work within multi-disciplinary teams. Our profession is trained to handle and draw valid inferences from non-experimental data. Further, most applied economists are trained and comfortable with unstructured, messy data. Many in our discipline have already engaged in some form of big data analysis and we understand the important distinctions between causation and simple predictive models. Having noted some comparative advantages of our profession, we also challenge agricultural and applied economists to prepare a next generation of our profession with training in geo-spatial analysis and analytical techniques described in this paper. Furthermore, we need to be the champions for the merit of research with these type of data, and advocate for non-experimental data access and research funding.
We perceive an important role for academic researchers and land grant personnel in this venue. First, there is a need for basic and applied multidisciplinary research that provides objective third-party analysis. Ground truthing seed varieties may morph into ground truthing software and other roles. There is also a clear role for extension to help train and educate producers and agri-business professionals how to manage new tools and data. Clearly, educational topics like data ownership and evaluation of precision agriculture investment will be in demand.
Finally, we have touched upon several looming policy issues, which is not surprising as many policy debates are stimulated by technological change. First, there is room for discussion regarding data ownership of these data. The returns and development of these technologies depend on the ownership rules in place. Second, we find that infrastructure needs such as rural broadband are potentially limiting the use of these technologies, as rural broadband access provides a critical bridge between small data and Big Data. Thus, to the extent that access to these technology provides a comparative advantage to certain areas, largely rural areas are disadvantaged. Third, we perceive opportunities and threats to public objective data collection and government program data. Ultimately, we advocate for a reimagining of agricultural data collection such that the greatest synergism can be obtained from integrating private data, government program data, and specific data collection surveys meant to complement other available tools.
