Abstract-The paper introduces a methodical approach, which can be used to identify a charging strategy for a fleet of electrical buses in urban bus services. This method uses evolutionary algorithms with multi-objective optimisation in order to reduce electricity costs and battery ageing taking into account technical constraints (e.g. peak load demand, charging technology). In this work, we present an application of this global method illustrated with a case study of one specific bus operating on an existing bus line. An optimal charging strategy is identified while optimising both electricity costs and battery ageing. First results show that the optimal charging strategy achieves improvements in reducing costs as well as enhancing the battery lifetime.
INTRODUCTION
The transport sector in Europe is one of the main consumer of energy and producer of greenhouse gases (GHG). Road transports are the fastest growing source of GHG emissions. In Europe, EU has committed to cut its emissions of GHG to 20% below 1990 levels by 2020, 40 % by 2030 and 80% for 2050 by using plug-in hybrid and electric cars that will bring steeper emissions reductions [1] .
Therefore, electrification of the road transport is a key aspect to achieve these objectives and a way to reduce the EU's dependency on fossil energy sources. Nevertheless, the deployment of such a large number of EVs is still complicated and costly. This transition will have a great impact on the power grid, generating large-scale network congestion problems and requiring more electricity generation to cover the peak demand [2] . To face these aspects, an optimisation methodology of the management of electric bus fleet charging has been developed. The capability of controlling the electric bus (EB) charging station (e.g. modulation of charging power, schedules, communicating with the grid, V2V, V2G technology) allows then adopting smart strategies in order to minimise electricity costs, battery ageing with regard to technical constraints such as the peak load demand, availability of charging points, vehicle operations (e.g. number and type of EBs, missions, priority). This paper is organised as follows. In the first section, we introduce and discuss our proposed approach for smart charging of electric bus fleet. In the next section, we present an application of this approach through a case study. Then, we present and discuss our results. In the last section, we draw some conclusions and present some future work.
II. PROPOSED APPROACH

A. Methodology
An optimisation methodology for the management of electric bus fleet charging is proposed in Fig.1 in Matlab/Simulink environment. The main idea of the approach is the interaction of several sub-models, which are managed by an optimisation tool. The optimisation tool is divided into two parts. The first part is about the battery discharging process when the bus operates during the day whereas the second one is about the battery charging process once the bus arrives in the bus depot.
First, initial values of parameters such as SoC, temperature and ageing of the battery of each electric bus are provided for the discharging process. The electric bus model simulates the buses operations during the journey and gives the new values of the pervious parameters as an output. These information are provided to the charging process during which the optimisation algorithm assigns the optimal charging strategy for each bus according to criteria such as electricity costs, battery ageing. The final values of SoC, temperature and ageing of the battery of each EB are provided as initial information to the discharging process and this cycle is repeated for another day of simulation.
The different sub-models used during the discharging process are presented in Fig. 1 below:
Bus line descriptions: Bus lines characteristics are defined by : number of stops, distance, altitude, weight data … Electric Bus model: To calculate the vehicle energy consumption, the studied EB is modelled and simulated using the Matlab-Simulink based VEHLIB software. VEHLIB is a systemic vehicle simulation software, developed by IFSTTAR-LTE to cope with the energetic and dynamic performances evaluation of conventional, electric and hybrid vehicles. [3] As many other simulation tools, the software requires the definition of a vehicle architecture through the choice of an appropriate combination of components models in a library (electrical machines, battery, transmission). Then a specific speed profile is defined, such as standard driving cycles for buses (Standardised On-Road Test cycles) or a real driving cycle.
The different sub-models used during the charging process are presented below:
Optimisation algorithm: represents the main program for the optimisation tool. In reference [4] , Hu, Morais, Sousa and Lind compared several algorithms (e.g. dynamic programming, nonlinear programming, Heuristic and meta-heuristic optimisation) for smart charging of EVs through an extensive literature review. Existing works on the optimisation of the charging of EVs fleets have suggested different solutions. Galván-López, Curran, McDermott and Carroll [5] used a meta-heuristic optimisation evolutionary strategy for a multi-objective problem, whereas [6] used a genetic algorithm for optimal charging scheduling of EVs. The choice of the optimisation algorithm strongly depends on the objective functions, the required quality of solutions, the computing time, the problem's constraints. Deterministic algorithms are more efficient for small size problems when we have a single objective function and limited number of constraints. In this paper, regarding to the complex, large-scale (EBs fleet) optimisation problems with high number of constraints, evolutionary algorithms (EA) have been selected for dealing with non-linear and non-convex problems. Indeed, they offer great flexibility to consider multiobjective functions and ability to work with several constraints.
Battery model: The battery model illustrated in Fig. 2 contains a previously developed electric model based on VEHLIB, a simple thermal model of a prismatic battery (LiFePO4/graphite) based on an equivalent electrical circuit [7] and an Eyring's acceleration model for predicting calendar ageing of lithium-ion batteries [8] . In order to simplify the thermal model, we assumed that the temperature at the core and terminals of a battery cell is the same and that cell temperatures in the battery pack are homogeneous. The studied one-node model contains onecapacity that represents heat accumulation and a thermal resistance that represents heat transfers with ambient air. There is no cooling system for the moment. The parameter values of the thermal model were determined from [7] .
The ageing model takes into account the calendar ageing of lithium-ion LFP cells. This calendar ageing is commonly used in EVs. The cycling ageing could be neglected during the slow charging process as current is very low (C-rate of C/6).
In a first approach, the calendar ageing is represented by (1): with Q l the capacity fade (p.u.), A the pre-exponential factor (p.u./day), E a the activation energy for the reaction (eV), k the Boltzmann constant (eV/K), T the absolute temperature (K), B the quantity of charge factor (no units), Q a available quantity of charge (p.u.), t time (day). The charging period is divided into 30 minutes time slot and we assume that Q a and T are constant during this slot. The calendar ageing could be modelled by the variation of capacity fade as function of time obtained by deriving (1) .
All the constants will be determined from literature [8] .
B. Multi-objective optimisation problem description
Multi-objective Evolutionary algorithm
Evolutionary algorithm (EA) is a class of a generic population-based metaheuristic optimisation algorithm. An EA uses mechanisms that already exist in biological evolution (e.g. reproduction, mutation, recombination, and selection). In an EA problem, each design solution refers to an individual (set of chromosomes), as for the population, it represents the set of all individuals. The presence of multiple conflicting objectives (e.g. simultaneously minimising the electricity cost and maximising the battery lifetime) involves more than one fitness function to be optimised, therefore multi-objective EA resorts to a number of trade-off optimal solutions (Pareto Front) [9] .
Genetic algorithm (GA) is the most frequently encountered type of EA. GA looks for the solution of a problem in the form of bitvectors by relying on bio-inspired operators such as mutation, crossover and selection.
Non-dominated Sorting Approach
Non-Dominated Sorting Genetic Algorithm (NSGA-II) is a genetic algorithm used to solve the multi-objective optimisation problems. The NSGA-II is similar to a simple genetic algorithm except the way the selection operator works. The idea behind the NSGA-II is that before the selection is performed, the population is sorted according to two attributes: the non-domination sort and the crowding distance. As a first step, NSGA-II will focus on individuals with the lower non-domination ranks. If both individuals belong to the same front, then NSGA-II prefers the individual that is located in a lesser crowded region. [10] Initially, a random parent population P 0 size N is created at generation GEN=0. Every individual within the population P 0 is evaluated and sorted based on the non-domination sort (rank + crowding distance) corresponding to their position in the front they belong. Then, a selection mechanism by tournament stochastically picks the N/2 fittest individuals from the population. The selected individuals (Parent population) are modified by genetic operators (crossover, mutation) and are used to create an offspring population. The new population of parent and offspring population is evaluated and sorted based on non-domination sort. Finally, we keep only the best N individuals that represent the new parent population P g+1 at generation GEN+1 . The process stops when the number of generations is satisfied. The flow chart is presented in Fig. 3 .
Design optimisation variables
In this work, we use a variable charging power P 1 in a row vector, where each column indicates the charging power of the EB during a given time period.
In our work, the time-slots last 30 min, starting at T i and running to T f . Therefore, the charging power schedule can be represented by a matrix:
In Equation (3), the index 1 refers to one electric bus and the index T refers to a time-slot of 30 min. The individual P 1 represents the charging power of a single EB during the full period and the chromosome P 1 i represents the charging power at a single time-slot.
Objective functions
Our interest in this work is looking for optimal charging power in order to reduce the charging costs and battery ageing.
Thus, we aim to minimise f cost f cost = ∑ P 1 i ×∆t ×E costs i T f i=T i (4) where P 1 i represents the charging power of a single EB (kW), ∆t represents the time-slot (h), and E costs i the electricity costs of a given scheduling (€/kWh).
The second objective is the battery ageing. As indicated previously, during the charging phase, the battery is charged with a low current. Then, we consider that cycling ageing is negligible compared to the calendar ageing, so we use a fitness function from (2) that calculates the variation of capacity fade in case of calendar ageing. 
Where V i represents the capacity fade (p.u./min) of a given scheduling and ∆t represents the time-slot (min).
Constraints and Variable Bounds
In this study, the constant charging power ranged from 0 to 60 kW. The charging power variables P 1 could take the value of 0, 30, or 60 kW during a time period of 30 minutes.
At the end of the charging time, we have to get the battery fully charged.
Equation (8) summarises this constraint:
Where P 1 i represents the charging power of a single EB (W), ∆t the time-slot (in h), η the battery and inverter efficiency(%), V the nominal battery voltage (Volt) and Bat Capacity represents the total battery capacity (Ah). Here we supposed that the battery system voltage is constant.
III. CASE STUDY
A. Electric bus model
The electric bus is modelled with VEHLIB using a forward approach. This approach includes a driver model, which considers the required speed and the present speed to develop appropriate throttle and brake commands through a proportional-integral (PI) controller. The throttle command is then translated into a torque provided by the motor and an energy use rate. The computed torque is passed forward through the drivetrain, in the direction of the physical power flow in the vehicle, until it results in a tractive force. The bus specifications and the battery cell are shown in Table I and II respectively.
B. Charging scenario
The electric buses are charged only at the depot from 18:00 to 7:30. As indicated previously, the charging time-slot is 30 min. This scenario is quite the same as [5] with some modifications. Because of the large time range during charging (more than 12 hours), we chose a 30 min slot that gives for the individual a vector length of 27, which results in a reasonable search space. In our considered scenario, as a first step, we run the optimisation for one electric bus. In a first approach, until we develop a bus line model, we used a real driving cycle from the line 1 of a local public transport operator in the city of Paris as an input for the electric bus model.
The simulation of the electric bus model for a day of operation gives a final state of charge SoC=10%, a battery temperature of T=25°C and a battery ageing A=0%. These data correspond to the input of our optimisation model. Table III summarises the parameters used in our scenario. We chose variable electricity costs in order to see the behaviour of our optimisation algorithm towards this dynamic scenario. The cost peak time is from 20:00 until 21:30, and takes up again from 00:30 to 06:30, whereas the off-peak time is from 18:00 to 20:00 and 6:30 to 7:30. An average electricity cost has been chosen from 21:30 to 00:30.
We will provide a simple method of setting charging schedules as baseline against which to compare NSGA-II performance. The baseline represents one typical behaviour by charging the EB with an average power of 30 kW at 18:00, ignoring cost and battery ageing, until it is fully charged. This approach can be represented in the NSGA-II framework by a vector where each row is of the form: P 1 = 30, 30, 30, 30, 30, 30, 30, 0,0…., 0 , 
4.b -Charging Power
Charge Power where the transition from charging to non-charging is determined by the initial SoC and battery capacity.
The optimisation was conducted using NSGA-II, with some modifications on genetic operators. The parameters used are shown in Table IV . Those parameters were tested and determined before in order to increase the algorithm performance.
IV. RESULTS AND ANALYSIS
In this paper, we are interested in minimising the electricity costs while at the same time minimising the battery ageing by assigning the optimal charging power with regard to technical constraints. Thus, as a first step, we focus on mono-objective optimisation by minimising the electricity costs, and then minimising the battery ageing. To this end, the second fitness function is set to a constant value.
The results of mono-objective optimisation for minimising electricity costs in Fig. 4 regardless of the battery ageing show that the optimal charging power agrees perfectly with the variation of the electricity costs. We start to charge with the maximum allowed power during the off-peak times and when the electricity cost is low from 21:30 to 00:30.
The results of mono-objective optimisation for minimising battery ageing in Fig. 5 regardless of the electricity costs show that the optimal charging power tends to charge the EB as late as possible. That is very logical according to the ageing fitness function defined in (6) . The calendar ageing ensures that the battery is ageing more rapidly for high SoC values.
We can observe that when the SoC is low (10<SoC<20), the optimal solution prefers to decrease the charging power (to 30 kW) between 1:00 and 2:00. This result could be explained by the fact that during low SoC values, the temperature of the battery is the major factor in the ageing variations. Fig. 5 .c supports this supposition by comparing the variations of temperature and ageing of the battery for our optimal solution with another solution called Maximal charging that charges the EB as late as possible at the maximum allowed power. We can notice that between SoC 10% and 18%, the charging power at 30kW is capable of achieving lower battery ageing and temperature values.
Thereafter, we focus on multi-objective optimisation by minimising both the electricity costs and the battery ageing. The result of NSGA-II optimisation are summarised in Fig. 6 , showing the total evaluations performed and the Pareto front. The Pareto front expresses the trade-off between these two competing objectives and proposes different optimal solutions that have different cost and battery ageing. 
Charging power
Optimal charging schedules Baseline charging schedules During this part, we chose a random solution from the Pareto front to compare with the baseline charging Method defined previously. In Fig. 7 , the optimal charging power chosen from the Pareto front uses to charge not only during the off-peak times to minimise the electricity cost but also during the latest peak-times in order to find a proper balance between the two objectives. We can also notice that the optimal charging power gives sometimes an average charging power to extend battery lifetime. The results of the comparison between two types of charging present a clear decrease in cost as well as the battery ageing. The optimised price for one day's charge is about 15 euros per bus instead of 16.48 euros for the baseline method. The optimised ageing for one day's charge is 3.3×10 -5 % per bus instead of 3.6×10 -5 % for the baseline method.
V. CONCLUSION
This paper introduces an intelligent charging method for electric buses. A case study has been presented, simulated and analysed. The implemented optimisation algorithm namely NSGA-II achieves good results after only 20 generations while consuming about two minutes of computing time. We have tested this approach on one electric bus with different electricity price scenario in order to better understand and validate the behaviour of the algorithm for a small problem.
In future work, the purpose is to deal with a larger problem with different sizes of bus fleets over a long period and to see how the algorithm performs. Particular attention will be paid to alleviate the stress in power grid and reduce peak demand. It would be wise to compare variants of evolutionary algorithms in terms of performance and reducing computing time. An improvement will be made in sub-models, in particular the battery model so that our approach would take into account different types of batteries.
