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Abstract
This paper presents our modeling and architecture approaches
for building a highly accurate low-latency language identifica-
tion system to support multilingual spoken queries for voice
assistants. A common approach to solve multilingual speech
recognition is to run multiple monolingual ASR systems in par-
allel and rely on a language identification (LID) component
that detects the input language. Conventionally, LID relies on
acoustic only information to detect input language. We pro-
pose an approach that learns and combines acoustic level rep-
resentations with embeddings estimated on ASR hypotheses re-
sulting in up to 50% relative reduction of identification error
rate, compared to a model that uses acoustic only features. Fur-
thermore, to reduce the processing cost and latency, we exploit
a streaming architecture to identify the spoken language early
when the system reaches a predetermined confidence level, al-
leviating the need to run multiple ASR systems until the end
of input query. The combined acoustic and text LID, coupled
with our proposed streaming runtime architecture, results in an
average of 1500ms early identification for more than 50% of
utterances, with almost no degradation in accuracy. We also
show improved results by adopting a semi-supervised learning
(SSL) technique using the newly proposed model architecture
as a teacher model.
Index Terms: speech recognition, multilingual speech, lan-
guage identification, dynamic language switching
1. Introduction
Many households around the world now use voice assistants,
embodied in far-field smart speakers, for daily tasks. For mul-
tilingual households, a monolingual voice interface, allowing a
user to speak only in a single preset language, hinders function-
ality and creates friction in the experience. To allow users to
dynamically switch between a selected pair of (or more) lan-
guages, the backend automatic speech recognition (ASR) ser-
vice runs multiple speech recognizers in parallel, in conjunction
with a separate language identification (LID) module. Once the
language of an input voice query is detected, the corresponding
ASR hypothesis is passed to downstream components, to exe-
cute the rest of the stack. The choice to run multiple ASRs in
parallel, as opposed to first detect language and then recognize
speech, is mainly to process speech utterances in a streaming
fashion, which is paramount in building low-latency voice as-
sistants. Furthermore, once the LID detects an input language,
the non-matching ASR system(s) can be terminated, thus sav-
ing cost and resources. In this view, it is critical to not only
build a highly accurate LID, but one that can identify a correct
language fast and before the end of user’s voice query.
Conventionally, the task of LID for speech queries relies
on acoustic-only features and does not leverage semantic and
lexical features. A caveat of an acoustic only system is that
it could perform poorly on accented speech, over indexing on
accent rather than content, and also when dealing with lan-
guage pairs which are highly mixed and code-switched, e.g.
English and Hindi. In this paper, we propose an LID approach
that combines acoustic-based features with textual information
captured in 1-best hypotheses of competing ASRs. Similar to
approaches of [1, 2] used for other speech tasks, i.e. end-of-
utterance and device-directed utterance detection, our model
consists of two separate encoding components, namely acoustic
encoding, which converts input audio to a learned embedding,
and a text-based embedding derived from the 1-best output of
each ASR. The final model is jointly trained to combine acous-
tic and text embeddings using an LID loss function. To adhere
to a streaming LID, when using both acoustic and text informa-
tion, the proposed architecture requires each ASR system to pe-
riodically (e.g. every 600 milliseconds) send its partial hypothe-
ses output to an LID module. This entails extra communica-
tion between individual ASR systems and LID component. An
acoustic-only LID, on the other hand, processes audio frames
separately, not needing to access ASR hypotheses outputs. We
further investigate in a semi-supervised training approach to im-
prove an acoustic-only LID (student model) using unsupervised
audio data labeled by a text-based LID teacher model. This pro-
poses a simplified alternative for when building an intertwined
runtime LID with ASR poses architectural challenges.
2. Related Work
The language detection problem has been traditionally ad-
dressed by training a classifier with N classes on a set of in-
puts extracted from the acoustic domain. Early language iden-
tifiers used i-vectors as an embedding input to the LID classi-
fier [3]. With the advent of deep neural network approaches,
the focus shifted towards encoding the acoustic information us-
ing a deep learning framework, e.g. x-vectors [4] and bottle-
neck features [5]. Although these fixed-size embeddings can be
used to train any discriminative classifier, e.g. discriminatively-
trained Gaussian classifier [4], most recent approaches lean
towards direct utilization of probabilities from the softmax
layer [6, 7, 8, 9]. In order to scale to a large set of languages,
without the need to train a separate model for each target lan-
guage group, [10] proposes a new loss function tuplemax, where
at training the model is optimized to detect the language among
N classes, taking into account the prior that the classification
decision is restricted to a predetermined subset of languages at
runtime.
The aforementioned approaches rely only on acoustic fea-
tures, missing the discriminative information captured in the
lexical and semantic level [11, 12, 13]. Recently, [14] in-
vestigated approaches to combine ASR-based features such as
ar
X
iv
:2
00
6.
00
70
3v
1 
 [e
es
s.A
S]
  1
 Ju
n 2
02
0
confidence, acoustic model, language model scores with text
LID score (LID trained on ASR text) and acoustic LID. They
concluded that the signal combination model, using DNNs, is a
better alternative to a model trained only on acoustic features.
Our proposed method and study in this paper is mostly related
to [14] but different in two main aspects of a) input signals used
in training the final combined LID model, and b) reporting im-
provements with respect to both accuracy gains and how early
the input language is identified (cost savings). In our approach,
we train three separate encoding layers, one to convert acoustic
frames into a fixed-size embedding (acoustic embedding) and
two encoders to convert 1-best hypotheses from each ASR into
text embeddings. All encoding layers are trained using an LID
loss function. These pre-trained embeddings (acoustic and text)
are then used as an input to our final fully-connected classifier.
At runtime, we use a streaming based mechanism, periodically
relaying ASR 1-best hypotheses to our LID module, and query-
ing the final LID classifier using an interval based policy (every
T seconds). We analyze how much we can save in non-target
ASRs decoding cost by making a faster decision through com-
bination model without compromising on accuracy.
3. Methods
Section 3.1 describes the acoustic-only language classifier. We
then describe the details of text-based LID that is trained using
ASR hypotheses in section 3.2, and finally present the signal
combination model, AcousText model in section 3.3.
3.1. Acoustic-based Language Identification
Similar to ASR acoustic models, the acoustic-only LID (Fig-
ure 1 (a)) consumes features extracted from audio, but the tar-
gets are language tags instead of speech units. For each frame
a set of features are extracted and a target language label is de-
fined. We used long short-term memory (LSTM) models be-
cause of their well-demonstrated ability to learn long-term de-
pendencies in sequences. The model can be trained on targets
of all frames, a subset of frames, or alternatively on single ut-
terance level target. Our observations suggest that training on
every frame leads to overfitting while training on utterance-level
target does not provide sufficient signal and yields an underfit
model. We found the best approach to be backpropagating ev-
eryN frames. The training is done in two stages, first by chunk-
ing audio to smaller 36-frame sequences (with overlaps) to save
training time followed by a few final epochs of training on full
sequence of frames in the utterance.
The Acoustic LID is agnostic to intra-language speech unit
differences and learns the language by learning the pronuncia-
tion, co-articulation, and sequences of phonemes that are more
likely in each language. As a result, pure acoustic LID sys-
tems can misclassify an utterance spoken in language A with
a strong accent of language B. Another challenging scenario
for acoustic-only classifier is in acoustically similar languages
where scripts and linguistics structure are the main distinctive
features, such as Hindi (hi-IN) and Indian English (en-IN). Us-
ing some additional contextual information about the language
is therefore necessary to address such issues.
3.2. Language Identification using ASR Hypotheses
Our text-based LID (Figure 1 (b)) is designed to predict the lan-
guage from the texts generated by different ASR models. If the
user had selected k out of n languages, k ASR models are run
in parallel. For each language, the text-based LID has a separate
text encoder which consists of a character embedding layer and
Figure 1: Schematic diagram for (a) acoustic-only LID, (b) text-
based LID that consumed ASR hypotheses from parallel ASR
decoders, (c) acoustic + text-based LID
an LSTM layer.
Each of k hypotheses is passed to its corresponding en-
coder. A vector of zeros is fed to the remaining n-k text en-
coders. The final hidden state of the last LSTM layer of kth
text encoder is considered as the text embedding for the kth
language. We concatenate these embedding for each of the n
languages. The concatenated embedding is passed to fully con-
nected layers to generate the softmax for n languages. We have
n = k = 2 as shown in the diagram in Figure 1 for simplicity.
3.3. AcousText LID
The combined model (Figure 1 (c)) is called AcousText LID
model. The input to the combined model consists of acoustic
embeddings which is the final hidden state of the last LSTM
layer of the acoustic LID model, and n text embeddings, one
true one for each of the k languages, while n − k text embed-
dings are zero vectors. As explained in section 3.2, audio is
processed by ith ASR to generate ith hypothesis which is then
passed to ith text encoder. The last LSTM state of ith encoder
forms the ith text embedding. The text encoders and acoustic
encoders are not trained in this stage.
3.4. Inference
At runtime, the LID output probabilities are compared against
a threshold at intervals of time T . Figure 2 shows an example
where the inference being made at t = 2T . At each interval, the
1-best (partial) hypotheses from both ASR models are passed
to the corresponding text encoders to generate the respective
text embeddings. In parallel, the input audio is processed by
the acoustic encoder, frame-by-frame, to generate the acoustic
embedding. The real-time factor for processing audio is likely
to be different for the acoustic encoder and the ASR systems.
Usually the simple acoustic encoder processes the audio faster
than the ASR systems can generate partial 1-best outputs. To
address this gap, the language is inferred at a particular inter-
val only when both acoustic embedding and text embeddings
are available for that interval. Once both acoustic embeddings
and text embeddings for a specific interval are ready, they are
passed to the AcousText LID model to generate the posterior. If
the posterior is greater than a tuned threshold θ (tuned on a de-
velopment set), we conclude on the language for that utterance
and terminate the competing ASR system. If the posterior is less
than the threshold at all intervals until the end of input audio is
reached, then the language is decided based on the maximum of
the posteriors at the last interval.
4. Experiments
Our data studies across regions suggest that bilingual speakers
form the majority of our multilingual speakers. Based on this
and for simplifying the analysis, we perform our experiments
withN = 2 for three different language pairs: American English
(en-US) vs American Spanish (es-US), Canadian English (en-
CA) vs Canadian French (fr-CA), and Hindi (hi-IN) vs Indian
English (en-IN). Most of the utterances in en-IN/hi-IN bucket
are code-switched, where speakers switch between the two lan-
guage within one utterance. We assign one language identity to
the entire utterance. To account for utterances containing code-
switching, we might have to wait until the end of the utterance
to be able to make the correct decision. For the pairs without
code-switching, we don’t always need to wait until the end of
the utterance and can predict the language with high confidence
earlier.
For training our acoustic model, we use 64-dimensional
log mel-filterbank (LFBE) feature vectors, calculated on 25ms
windows with 10ms overlap. The utterance’s language iden-
tity is used to set frame-wise labels (i.e. identical labels for
all frames), and the model is trained by backpropagating only
every 10 frames. Our network comprises of 3 unidirectional
LSTM layers each with 768 cells. The training dataset ranged
between 3k and 3.5k hours for each pair and was augmented by
adding varying degrees of reverberation to clean audio (using
room simulator).
For training our text-based model, for each utterance, two
ASR hypotheses are generated by passing the audio to ASRs
of both languages. For example, an es-US utterance is decoded
using both en-US and es-US ASR models to generate the train-
ing data. For simplicity, we just take the final 1-best hypothesis
from each ASR model. The text-based model contains an em-
bedding layer of 128 units and one LSTM layer of 256 cells for
each language as shown in Figure 1(b). The final state of the
last LSTM layer forms the text embedding for that language.
The embeddings are then passed to fully connected layers of 32
units and 2 output units before taking the softmax to generate
the posteriors for each language. Dropout rate of 0.5 is applied
after the LSTM and the fully connected layer. The text-based
model is trained using around 1k hrs of audio for each language.
For training the AcousText model, acoustic embeddings
are generated using the acoustic-only LID model and text em-
beddings are generated using the text encoders described ear-
lier. All three embeddings, one from the acoustic LID (with a
dropout of 0.5) and two from text-based LIDs corresponding to
each language, are then passed to fully connected layers of 64,
32 and 2 units before taking the softmax. Dropout rate of 0.5
is applied after each fully connected layer. The training data
is generated in a similar fashion to text-based model (for sim-
plicity the embeddings are only extracted from the final state).
This model is trained with 350hrs of audio for each language.
We use random anonymized interactions with Alexa for training
and evaluating our models.
The inference module uses interval of T = 600ms in our
experiments. Early stopping of the non-relevant ASR models
Figure 2: Schematic view of inference module at runtime.
saves computation cost. Table 2 shows the results with early
stopping for en-US/es-US and en-CA/fr-CA. During inference,
we choose intermediate 1-best hypothesis to generate the text
embeddings but at training time we use the final 1-best hypothe-
ses from both ASR models for a given utterance.
5. Discussion
In section 5.1 we review the results in terms of error rate re-
duction and present some examples of special cases and note
worthy observations. We conclude the section in 5.2 by a dis-
cussion around early stopping.
5.1. Error Rate Reduction
Table 1 presents the relative error rate reduction results on each
language test set for acoustic-only, text-based, and AcousText
LID models. The results show that using text information re-
duces error rate significantly (55% and 51% for en-US and en-
CA). This might be because of more number of accented utter-
ances in the test set on which acoustic-only LID model fails.
For the en-IN/hi-IN language pair, using text-based models
reduces the error rate on both languages (67% and 46% en-IN
and hi-IN respectively). Although accent is not a major prob-
lem for this pair, code-switching can be a challenging issue. For
example, in the command and control domain, a user can artic-
ulate the intent career phrase in English such as “play” while re-
questing a Hindi song title. The above caveats can successfully
be addressed by incorporating hypotheses from ASR. The lan-
guage of example E1 in Table 3 can be determined only when
the last word “karo” is processed. It contains an English en-
tity “summer of sixty nine songs” and the command (play karo)
is code-switched with the English word “play”and Hindi word
“karo”. In this example, if we rely on acoustic-only LID and
infer the language identity at any intervals before the last word
is seen could results in selecting the incorrect language (en-IN).
In example E2 of Table 3, we see that the entity name is a long
Hindi word but the utterance is in English. Acoustic-only LID
model prediction is incorrect because of the long trailing Hindi
context. This kind of error can happen in English/French as
shown in E3. Although both ASR models generate the same
hypothesis in the examples E1, E2, and E3, identifying the
correct language is necessary for downstream applications (e.g.
TTS).
On the other hand, text-based models can also have its
caveats, depending on the design of ASR system. A Span-
ish utterance passed to an English ASR system might produce
meaningful English text or Spanish ASR system can be de-
Table 1: %Relative error rate reduction (RERR) calculated per language
Model English/Spanish English/French English/Hindi
en-US es-US en-CA fr-CA en-IN hi-IN
Acoustic-only LID 0.0 0.0 0.0 0.0 0.0 0.0
Text-based LID 55.1 19.0 45.9 7.19 67.4 32.3
AcousText LID 61.9 51.3 51.4 24.2 70.6 46.8
Table 2: % Relative Error Rate Reduction (RERR), relative to acoustic-LID, percentage of decoding time saved (i.e. audio length that
need not be processed further by ASR), and percentage of utterances where we detect the language early w.r.t threshold
θ en-US es-US en-CA fr-CA
%RERR %saved %utt %RERR %saved %utt %RERR %saved %utt %RERR %saved %utt
0.99 58.8 43 56 37.7 40 65 43.4 46 58 18.2 38 54
0.95 50.1 46 72 24.2 48 83 41.4 48 74 13.6 45 70
Table 3: Examples of ASR hypotheses generated by competing
ASR systems (bold indicates intended language)
E1 en-IN alexa summer of sixty nine songs play karohi-IN alexa summer of sixty nine songs play karo
E2 en-IN alexa play chalo bulawa aaya hai naren chanchalhi-IN alexa play chalo bulawa aaya hai naren chanchal
E3 en-CA who’s the singer of Sous le ciel de Parisfr-CA who’s the singer of Sous le ciel de Paris
E4 en-US alexa my notificationes-US alexa me notifica aqu
signed to be partly bilingual and cover basic usages of English,
hence producing identical hypothesis to the English ASR sys-
tem. Example E4 in Table 3 shows that the en-US ASR model
generates an English hypothesis “alexa my notification” for a
Spanish utterance that has “alexa me notifica aqu”. Using text-
based LID system would probably result in detecting the incor-
rect language. The proposed approach of combining acoustic
and text information addresses the caveats in each system using
the complementary input signals received from the other sys-
tem. Although, it can be assumed that context information are
implicitly provided in the audio, our experiments suggest that
providing explicit text information that is representative of the
linguistic patterns of the language is indeed useful. The reason
might be that the text information acts as compressed informa-
tion from the audio that boosts the accuracy of the LID.
5.2. Early Stopping
The second metric we consider in this approach is the computa-
tional savings made by early detection of the correct language,
that would allow for early termination of non-matching ASR.
For Table 1, no early stopping was used, i.e. the entire audio
was always decoded. Table 2 shows that at threshold θ = 0.99
we are able to reduce the decoding of non-relevant ASR model
by 43% in case of English utterances and 40% in case of Span-
ish utterances without a significant drop in accuracy. The per-
centage saved is the ratio of the length of audio in the test set
that is processed only by a single ASR model (because the other
ASR model is terminated by early decision) to the total length
of audio where we terminated early expressed as percentage.
%utt is the percentage of utterances where we terminated early.
We find similar computational savings in case of en-CA and fr-
Table 4: %Relative Error Rate Reduction of the acoustic-only
LID model retrained after data augmentation
Model English/Spanish English/Hindi
en-US es-US en-IN hi-IN
baseline acoustic-only 0.0 0.0 0.0 0.0
+ SSL 48.4 14.71 20.0 17.6
CA. As discussed earlier, we do not consider early stopping for
language where code-switching is expected to happen often in
the utterances.
5.3. Semi-Supervised Learning
The improvements from utilizing text-based information come
with added runtime complexity as LID model relies on inter-
mittent decoder hypotheses at each interval. Ideally, we strive
to have the same high accuracy without the added complexity.
The baseline acoustic-only model was trained on randomly
selected, anonymized, audio from monolingual stacks, hence
an under-representation of target multilingual speakers. Speech
data from the two groups are different in two main attributes:
accent (Latin pairs) and code-switching (Hindi/English). We
used semi-supervised learning to get better representation of
multilingual end-users’ speech in training.
We select 1 million anonymized live traffic streams (1,100
hours) from multilingual speakers (who activated bilingual
mode on their devices). Next, we ran the streams through text-
based LID and discarded streams with posterior probabilities <
99%. The remaining data with labels from text-based LID were
added to the original datasets to retrain the acoustic-LID.
Table 4 shows acoustic-only LID models trained with added
SSL data outperform the baseline model through better match-
ing train and target application. We hypothesize the higher gains
in en-US are due to higher adoption by native Spanish speakers.
For Hindi/English, this approach helps because it corrects the
labels based on underlying linguistic pattern.
6. Conclusion
We demonstrated how the combined text and acoustic embed-
dings boosts the accuracy of the language identification systems
by overcoming the caveats of acoustic-only and text-based sys-
tems. In addition, we showed how the accuracy gap between
acoustic-only and combined model can be reduced by semi-
supervised learning, using text-based LID as a teacher model.
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