Frequently Asked Question (FAQ) retrieval is an important task where the objective is to retrieve an appropriate Question-Answer (QA) pair from a database based on a user's query. We propose a FAQ retrieval system that considers the similarity between a user's query and a question as well as the relevance between the query and an answer. Although a common approach to FAQ retrieval is to construct labeled data for training, it takes annotation costs. Therefore, we use a traditional unsupervised information retrieval system to calculate the similarity between the query and question. On the other hand, the relevance between the query and answer can be learned by using QA pairs in a FAQ database. The recentlyproposed BERT model is used for the relevance calculation. Since the number of QA pairs in FAQ page is not enough to train a model, we cope with this issue by leveraging FAQ sets that are similar to the one in question. We evaluate our approach on two datasets. The first one is localgovFAQ, a dataset we construct in a Japanese administrative municipality domain. The second is StackExchange dataset, which is the public dataset in English. We demonstrate that our proposed method outperforms baseline methods on these datasets.
INTRODUCTION
There are often frequently asked question (FAQ) pages with various information on the web. A FAQ retrieval system, which takes a user's query and returns relevant QA pairs, is useful for navigating these pages.
In FAQ retrieval tasks, it is standard to check similarities of user's query (q) to a FAQ's question (Q) or to a question-answer (QA) pair [2] . Many FAQ retrieval models use the dataset with the relevance label between q and a QA pair. However, it costs a lot to construct such labeled data. To cope with this problem, we adopt an unsupervised method for calculating the similarity between a query and a question.
Another promising approach is to check the q-A relevance trained by QA pairs, which shows the plausibility of the FAQ answer for the given q. Studies of community QA use a large number of QA pairs for learning the q-A relevance [8, 11] . However, these methods do not apply to FAQ retrieval task, because the size of QA entries in FAQ is not enough to train a model generally. We address this problem by collecting other similar FAQ sets to increase the size of available QA data.
In this study, we propose a method that combines the q-Q similarity obtained by unsupervised model and the q-A relevance learned from the collected QA pairs. Figure 1 shows the proposed model. Previous studies show that neural methods (e.g., LSTM and CNN) work effectively in learning q-A relevance. Here we use the recentlyproposed model, BERT [1] . BERT is a powerful model that applies to a wide range of tasks and obtains the state-of-the-art results on many tasks including GLUE [10] and SQuAD [4] . An unsupervised retrieval system achieves high precision, but it is difficult to deal with a gap between the expressions of q and Q. By contrast, since BERT validates the relevance between q and A, it can retrieve an appropriate QA pair even if there is a lexical gap between q and Q. By combining the characteristics of two models, we achieve a robust and high-performance retrieval system.
We conduct experiments on two datasets. The first one is the localgovFAQ dataset, which we construct to evaluate our model in a setting where other similar FAQ sets are available. It consists of QA pairs collected from Japanese local government FAQ pages and an evaluation set constructed via crowdsourcing. The second one is the StackExchange dataset [2] , which is the public dataset for FAQ Figure 1 : An overview of our proposed method.
retrieval tasks. We evaluate our model on these datasets and show that the proposed method works effectively in FAQ retrieval.
PROPOSED METHOD 2.1 Task Description
We begin by formally defining the task of FAQ retrieval. Here, we focus on local government FAQ as an example. Suppose that the number of local government FAQ sets is N . Our target FAQ set, T t , is one of them. When the number of QA entries in
The task is then to find the appropriate QA pair (Q i , A i ) from T t based on a user's query q. We use T 1 ,T 2 , ...,T N as our training data, including the FAQ set T t of the target local government.
q-Q similarity by TSUBAKI
We use TSUBAKI [7] to compute q-Q similarity. TSUBAKI is an unsupervised retrieval engine based on OKAPI BM25 [5] . TSUBAKI accounts for a dependency structure of a sentence, not just its words, to provide accurate retrieval. For flexible matching, it also uses synonyms automatically extracted from dictionaries and Web corpus. Here we regard Q in each QA as a document and compute Similarity(q, Q) for the q-Q similarity.
q-A relevance by BERT
We use BERT to compute q-A relevance. BERT is based on the Transformer [9] that effectively encodes an input text. It is designed to be pre-trained using a language model objective on a large raw corpus and fine-tuned for each specific task including sentence classification, sentence-pair classification, and question answering.
As it is pre-trained on a large corpus, BERT achieves high accuracy even if the data size of the specific task is not large enough. We apply BERT to a sentence-pair classifier for questions and answers. By applying the Transformer to the input question and answer, it captures the relevance between the pair. The training data we use is the collection of QA pairs from FAQ sets (see Sec. 2.1). For each positive example (Q, A), we randomly selectĀ and produce negative training data (Q,Ā). On this data, we train BERT to solve the two-class classification problem: Relevance(Q, A) is 1 and Relevance(Q,Ā) is 0, where Relevance(Q, A) stands for the relevance between Q and A. At the search stage, we compute Relevance(q, A i ) (i = 1, · · · , M) for the user's query q and every QA pair in the target T t . QA pairs in a higher rank are used as search results.
Combining TSUBAKI and BERT
In order to realize robust and flexible matching, we combine the q-Q similarity by TSUBAKI and the q-A relevance by BERT.
When TSUBAKI's similarity score is high, this is probably a positive case because the words in q and Q highly overlap with each other. However, it is difficult to cope with the lexical gaps between q and Q. On the other hand, since BERT validates the relevance between q and A, it can retrieve an appropriate QA pair even if there is a lexical gap between q and Q. To make use of these characteristics, we combine two methods as follows. First, we take the ten-highest results of BERT's output. For QA pairs whose TSUBAKI score gets a higher score than α, we rank them in order of TSUBAKI's score. For the others, we rank them in order of the score of Similarity(q, Q) × t + Relevance(q, A) where t is a hyper-parameter.
TSUBAKI's score tends to be higher when the given query is longer. Hence, before taking the sum, we normalize TSUBAKI's score by using the numbers of content words and dependency relations in the query. We divide the original score by the following value. 1 Count(ContentWords) × k 1 + Count(DependencyRelations) × k 2
EXPERIMENTS AND EVALUATION
We conducted our experiments on two datasets, localgovFAQ and StackExchange. We constructed localgovFAQ dataset, as explained in Sec 3.1. StackExchange dataset is constructed in the paper [2] by extracting QA pairs from the web apps domain of StackExchange and consists of 719 QA pairs. Each Q has paraphrase queries, and the total number of queries is 1,250. All the models were evaluated using five-fold cross validation. In each validation, all the queries were split into training (60%), development (20%) and test (20%). The task is to estimate an appropriate QA pair for each query q among 719 QA pairs.
LocalgovFAQ Evaluation Set Construction
Amagasaki-city, a relatively large city in Japan, was chosen as a target government, whose Web site has 1,786 QA pairs. First, queries to this government were collected using a crowdsourcing. Example queries are shown in Figure 2 . We collected 990 queries in total.
TSUBAKI and BERT output at most five relevant QA pairs for each query, and each QA pair was manually evaluated assigning one of the following four categories:
A Contain correct information. B Contain relevant information. C The topic is same as a query, but do not contain relevant information. D Contain only irrelevant information.
In general, information retrieval evaluation based on the pooling method has inherently a biased problem. To alleviate this problem, when there are no relevant QA pairs among the outputs by TSUB-AKI and BERT, a correct QA pair was searched by using appropriate different keywords. If there are no relevant QA pair found, this query was excluded from our evaluation set. The resultant queries were 784. Since 20% of queries were used for the development set, 627 queries were used for our evaluation.
Experimental Settings
For the localgovFAQ dataset, MAP (Mean Average Precision), MRR (Mean Reciprocal Rank), P@5 (Precision at 5), SR@k (Success Rate) 2 and nDCG (normalized Discounted Cumulative Gain) were used as our evaluation measures. The categories A, B and C were regarded as correct for MAP, MRR, P@5 and SR@k, and the evaluation level of categories A, B and C was regarded as 3, 2 and 1 for nDCG, respectively. For the StackExchange dataset, MAP, MRR and P@5 were used, following Karan et al. [2] .
For Japanese, the pre-training of BERT was performed using Japanese Wikipedia, which consists of approximately 18M sentences, and the fine-tuning was performed using FAQs of 21 Japanese local governments, which consists of approximately 20K QA pairs. The morphological analyzer Juman++ 3 was applied to input texts for word segmentation, and words were broken into subwords by applying BPE [6] . For English BERT pre-trained model, a publicly-available model was used 4 . For the fine-tuning for Stack-Exchange dataset, the training set (q, Q, A) was divided into (q, A) and (Q, A).
In the localgovFAQ dataset, Bi-LSTM with attention [8] was adopted as our baseline. We also used model BERT targetOnly , which is fine-tuned only with the target FAQ set, in order to test the effect of using other FAQ sets. In the StackExchange dataset, CNNrank in q-Q and q-QA settings, which is the neural FAQ retrieval model based on a convolutional neural network, was used, whose scores were from Karan et al. [2] . Furthermore, BERT (w/o query paraphrases) was adopted, where (q, A) pairs were not used for BERT training, to see the performance when no manually-assigned query paraphrases were available. For both datasets, TSUBAKI was applied only in q-Q setting 5 .
For both BERT and Bi-LSTM models, 24 negative samples for one positive sample were used. For the coefficients explained in Sec. 2.4, k 1 and k 2 were set to 4 and 2, respectively, and α and t were set to 0.3 and 10 respectively using the development set. Table 1 shows an experimental result on localgovFAQ dataset. In q-A setting, BERT was better than the Bi-LSTM baseline, which indicates BERT was useful for this task. Although the performances of TSUBAKI and BERT were almost the same in terms of SR@1, the performance of BERT was better than TSUBAKI in terms of SR@5, which indicates BERT could retrieve a variety of QA pairs. The proposed method performed the best. This demonstrated the effectiveness of our proposed method. The score of BERT was better than one of BERT targetOnly , which indidates that using other FAQ sets is effective. Table 2 shows an experimental result on StackExchange dataset. In the same way as the result on localgovFAQ, BERT performed well, and the proposed method performed the best in terms of all the measures. The performance of BERT was better than one of "BERT (w/o query paraphrases)", which indicates that the use of various augmented questions was effective. Figure 3 shows the performance of TSUBAKI and BERT on local-govFAQ according to their TOP1 scores. From this figure, we can find that in the retrieved QA pair whose TSUBAKI score is high, its accuracy is very high. On the otherhand, there is a relatively loose correlation between the accuracy and BERT score. This indicates TSUBAKI and BERT have different characteristics, and our proposed combining method is reasonable. Table 3 shows the examples, translated from Japanese, of system outputs and correct QA pairs on localgovFAQ. In the first example, although TSUBAKI retrieved the wrong QA pair since there is a word "consultation" and "counseling" in the query and Q, BERT and the proposed method could retrieve a correct QA pair. In the second example, the proposed method could retrieve a correct QA pair on the first rank although the first rank of TSUBAKI and BERT was wrong.
Evaluation Results and Discussions
In the third example, no methods could retrieve a correct QA pair. Although BERT could capture the relevance between a word "instruments" in the query and "music" in A, the retrieved QA pair was wrong. The correct QA pair consists of Q saying "Information on the facility of the youth center, hours of use, and closed day" and A mentioning a music room as one of the available facilities in the youth center. To retrieve this correct QA pair, the deeper understanding of QA texts is necessary. It takes about 2 seconds to retrieve QA pairs per query on local-govFAQ dataset by using 7 GPUs (TITAN X Pascal), and our model is practical enough. For a larger FAQ set, one can use our method in a telescoping setting [3] .
CONCLUSION
This paper presented a method for using query-question similarity and BERT-based query-answer relevance in a FAQ retrieval task. By collecting other similar FAQ sets, we could increase the size of available QA data. BERT, which has been recently proposed, was applied to capture the relevance between queries and answers. This method realized the robust and high-performance retrieval. The experimental results demonstrated that our combined use of queryquestion similarity and query-answer relevance was effective. We are planning to make the code and constructed dataset localgovFAQ publicly available 6 .
