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Abstract: Electromagnetic interactions of the spin 3/2 particle are investigated while allowing the
propagation of the transverse spin 1/2 component present in the reducible Rarita-Schwinger vector-
spinor. This is done by allowing a more general form for the mass term, while leaving the kinetic
terms untouched. We find that the interaction is consistent and does not lead to superluminal
propagation for a range of the mass of the spin 1/2 particle, except for the special point where
the spin 1/2 particle is infinitely massive. We then quantize the theory using the appropriate
Grassmann-variable path integral and study the poles of the propagator. The unfamiliar feature
of the theory is that the charge matrix is not positive definite; it is positive definite on the space
of spin 3/2 solutions, and negative definite on the space of spin 1/2 solutions. Classically, for spin
1/2 modes the energy is of the opposite sign to frequency, i.e. the positive frequency modes have
negative energy. It is found that the retarded part appropriately propagates the positive energy
solutions forward in time, while the advanced part propagates the negative energy solutions back
in time so long as the parameters are chosen such that the positive frequency modes have the same
parity. The propagator contains poles of the spin 1/2 modes above the real axis for the positive
and below the real axis for the negative frequency modes, while the residues at those poles are also
of the sign opposite to the usual; altogether this leads to a unitary S-matrix, the forward amplitude
〈p|p〉 being positive for all modes. The canonically quantized field is causal, and the equal-time
anti-commutator has positive definite form. In the canonical formalism it is only necessary to choose
the physical vacuum as the highest-weight state with respect to the spin 1/2 operators in order to
correctly reproduce both the unusual residues and locations of the poles.
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Recently, an interacting theory of higher-spin gauge fields, satisfactory at least at the classical
level has been constructed by G. Savvidy [11–13]. The theory is free of ghosts [14], and does not
contain higher derivative non-renormalizable terms. The interactions are entirely of power-counting
renormalizable cubic and quartic vertexes of the Yang-Mills type, and are dictated by a peculiar
new extended gauge invariance principle. The new gauge invariance principle indeed unifies the
space-time Lorentz and local gauge symmetry, formally going around the assumptions of Coleman
and Mandula by containing an infinite number of fields.
Also, it has been demonstrated that open string theory contains higher spin gauge bosons with
interactions of the Yang-Mills type [15]. Presence of higher spin matter and gauge particles is a
generic feature of string theory and sharply contrasts with the generic prediction of Kaluza-Klein-
type theories with partners of the same spin and supersymmetry with partners of spin lower by 1/2.
Quantum numbers of any new particles are highly constrained, for example by the requirement of
anomaly cancellation, however it may be very difficult to measure the spin of such partner particles
by direct measurement [10]. Therefore, it is important to develop quantitative theories which can
distinguish between supersymmetric, Kaluza-Klein and higher-spin partners.
In light of these developments, it becomes urgent to develop phenomenologically realistic ex-
tensions of the Standard Model, incorporating the new gauge theory of higher spin. On this path,
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the major obstacle is the obscure status of interacting half-integer spin fermionic matter fields. On
the one hand, satisfactory free theories of higher-spin fermions are known [2, 3, 8, 9]. On the other
hand, the extended gauge invariance principle allows to fix most of the ambiguity in the interactions
of matter with gauge fields. In the present work the details of interactions of spin 3/2 matter field
with spin 1 abelian gauge field are considered. This problem is also interesting in its own right,
without reference to the new theories of higher-spin gauge fields.
The equations analyzed in this paper are almost exactly those of the standard Rarita-Schwinger
spin 3/2 theory [4]. The difference is that we relax one of the Pauli-Fierz constraints, which are
necessary to get rid of the reducible spin 1/2 components. The Rarita-Schwinger vector-spinor
contains two spin 1/2 irreducible components, the undesirable longitudinal pµ ψ
µ and the physical
transverse γµ ψ
µ. We then find in Sec. 2 that the theory contains one spin 3/2 and one spin 1/2
positive-norm physical particle, together with their antiparticles, while the other, longitudinal spin
1/2 component does not propagate, i.e. does not go on-shell for any value of the momentum. The
kinetic terms are of the Rarita-Schwinger type, but adjusted to bring the theory into the form where
the propagating fields are completely transverse, pµ ψ
µ = 0 for all propagating modes. The mass
term of this theory, m (δµν − z γµ γν) contains the only free parameter, which we call z, and which
defines the ratio of the masses of the two physical particles as M1/2/M3/2 =
1
2 (3 z−1) .
The theory is then investigated as a function of this free parameter. The value of the parameter
that corresponds to the standard choice z = 1/3, whereby the spin 1/2 particle becomes infinitely
massive is untenable due to the appearance of superluminal propagation, as found by Velo and
Zwanziger [19, 20]. We confirm in Sec. 4 that in the allowed range of the parameter superluminal
propagation does not occur. For most of the allowed range of the parameter, the spin 1/2 particle
is lighter than the spin 3/2 particle, and this is also the phenomenologically preferred arrangement.
The solution to the Velo-Zwanziger problem has been suggested in substantially the same form as
in the present work by Ranada and Sierra [23].
Path integral quantization of the theory is considered in Sec. 5. The propagator of the theory
is found by inverting the kinetic operator in momentum space. In order to write it in a usable
form it is necessary to build up the spin-sums to the separate physical subspaces; this is achieved
by means of the well-known projection operators which separately project onto the transverse spin
3/2 and spin 1/2 spaces. Further, we make use of the appropriate parity operator in order to
correctly project to the positive and negative frequency solutions. It is found that the retarded part
of the propagator appropriately propagates the solutions with classically positive energy forward in
time, while the advanced part propagates the negative-energy solutions back in time, so long as the
parameter is chosen such that all positive frequency modes have the same parity. The propagator
contains poles of the spin 1/2 modes above the real axis for the positive and below the real axis for
the negative frequency modes, while the residues at those poles are also of the sign opposite to the
usual; altogether this leads to a unitary S-matrix, the forward amplitude 〈p|p〉 being positive for
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all modes. The propagator also satisfies the Ward identity of the form appropriate for this theory.
In Sec. 6 we consider the canonical quantization of the theory and present the second quantized
field. The fully covariant field anti-commutator is then computed, and is shown to vanish at space-
like separations. At equal-times the right hand side of the anti-commutator is positive definite and
consists of a sum of matrixes of positive unit eigenvalues. The vacuum is chosen such as to make
the energy of physical excitations positive, which is always possible in a fermionic theory. The
unusual feature is that due to the non-definiteness of the charge matrix, it is necessary to choose
the highest-weight vacuum in the spin 1/2 sector. Further, the two-point function is computed as
the time-ordered product, and the profound consequences of choosing the highest-weight vacuum
become apparent here: in the spin 1/2 sector, the negative frequency modes contribute to the
retarded part, while the positive frequencies contribute to the advanced part. Finally, we discuss
what if any principle may allow the extrapolation from the on-shell spin sums to the off-shell
propagator in the canonical formalism, since this is necessary to fix the form of the non-pole terms.
With this caveat, the result is compared with the momentum space propagator which we already
obtained in using the path integral in Sec 5 and agreement is found.
Since the arrangement of the poles and residues is so unusual, we present a general treatment
of the Kallen-Lehmann spectral representation for fermions in Appendix A. It is argued that unlike
the bosonic case, where the highest-weight vacuum a† |Ω〉 = 0 leads to negative norm states, the
highest-weight vacuum in the fermionic theories is allowed. Once this is established, it inevitably
follows that the negative frequency modes contribute to the retarded part of the propagator and
the structure of poles and residues is naturally reproduced in the general setting.
The theory is of interest also for phenomenological reasons. Calculations of Compton scattering
with charged spin 3/2 particles in the intermediate state arise in the phenomenological theory of
photon-nucleon scattering [25–27], whenever the energy of the impinging gamma quantum is in
the region of the ∆+ resonance, ≈ 200 − 300MeV . This remains an active subject of research
[31–33], and our theory has the potential to bring clarity to some of the long-standing paradoxes
and inconsistencies encountered in the investigation of this phenomenon. Specifically, we propose to
describe the proton and the ∆+ as two different components of a single reducible Rarita-Schwinger
multiplet, both particles really being the different states of the same physical system composed
of the same three quarks. The present theory has physically acceptable poles in the propagator
only if the physical particles of the same charge have the same intrinsic parity, which is known
to be the case for the proton and the ∆+. Physical attractiveness of the unified description of
the proton and ∆+ is particularly convincing evidence in favor of allowing a spin 1/2 particle to
propagate as part of the reducible Rarita-Schwinger vector-spinor representation. An application
of the present theory to proton Compton scattering requires a study of the non-minimal couplings
in the interacting theory. This work is well in progress, and will be published separately.
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1 The Rarita-Schwinger Lagrangian.
There exists adequate formulation in the literature for the free equations of massive and massless
fermions [2, 3, 8, 9]. Subsequently, it was discovered by Velo and Zwanziger [19, 20] that whenever
the massive particle is minimally coupled to the electromagnetic field, there exist solutions with
superluminal propagation. Nevertheless, some calculations are unaffected by such difficulties in the
formal theory, for example in the same issue of Physics Review as the Rarita and Schwinger article
there appeared an analysis by Kusaka [5] ruling out the possibility that the neutrino is a spin 3/2
particle described by the newly found equations.
The form of the spin 3/2 lagrangian we would like to study is
L = −ψ¯µ [Dµν −mΘµν ] ψν , (1.1)
where the kinetic term D is strictly linear in momentum and Θ is a mass term independent of
momentum. Both are Lorentz tensors of the second rank:
Dµν = (γ
ρ pρ) δ
µ
ν + ξ (γ
µ pν + γν pµ) + ζ (γ
µ γρ pρ γν) ,
Θµν = δ
µ
ν − z γµ γν ,
ζ = (3 ξ2 + 2 ξ + 1)/2 ,
ξ = 2 z − 1 . (1.2)
All terms allowed by criteria mentioned are present in these tensors, however relative coefficients
in Dµν have been already tuned to the Rarita-Schwinger-Chang-Hagen-Fronsdal form. The kinetic
term is more or less unique up to contact transformations, a well flagged point in the existing
literature. We have in fact used a contact transformation in order to make the solutions of the
equations of motion completely transverse, pµ ψ
µ = 0, by tuning the parameter ξ depending on z.
Therefore z is the only remaining free parameter.
The arbitrariness of z had been previously dealt in the literature by the following considerations.
The vector-spinor field ψµ is a reducible representation of the Lorentz group. Having 16 components,
it contains 4+4 = 8 degrees of freedom necessary to describe the spin 3/2 particle and its antiparticle.
The remaining components fall into two Dirac spinors with 4 components each. Pauli and Fierz
project out those, by imposing the conditions pµ ψ
µ = 0 and γµ ψ
µ = 0 by hand, while Rarita and
Schwinger achieve this as a consequence of the equations of motion following from the lagrangian
above with z = 1/3.
2 Propagating modes
We proceed to investigate the solutions of the equations of motion [Dµν − mΘµν ] ψν = 0, while
keeping z as a free parameter.
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The solutions with spin 3/2 do not depend on the parameter z, and are well-known. With
gamma matrices in the Weyl representation, four-vector polarization vectors E1 = (0, 1, i, 0), E2 =
(0, 1,−i, 0), E3 = (0, 0, 0, 1), E4 = (1, 0, 0, 0), and a basis of Dirac spinors
U1 =

1
0
1
0
 , U2 =

0
1
0
1
 , V1 = γ5 U1 =

1
0
−1
0
 , V2 = γ5 U2 =

0
1
0
−1
 .
we may build up the positive frequency solutions with ω = m in the rest frame as
uµ4(0, +3/2) =
1
2
Eµ1 ⊗ U1 ,
uµ4(0, +1/2) =
1
2
√
3
Eµ1 ⊗ U2 − 1√3 E
µ
3 ⊗ U1 ,
uµ4(0, −1/2) = 12√3 E
µ
2 ⊗ U1 + 1√3 E
µ
3 ⊗ U2 ,
uµ4(0, −3/2) = 12 Eµ2 ⊗ U2 (2.1)
The solutions are orthogonalized, with respect to each other, and in addition made to diagonalize the
Rarita-Schwinger spin operator Σ3 = τ
12⊗1 +1 ⊗σ12, where τ and σ are generators of rotations for
ordinary vectors and spinors respectively. Thus, the solutions fill out the spin multiplet appropriate
for a fermion of spin 3/2, and mass M3/2 = m.
Corresponding solutions with negative frequency ω = −m can be obtained by acting with γ5,
or equivalently, replacing U for V in (2.1):
vµ4 (0,+3/2) =
1
2
Eµ1 ⊗ V1 ,
vµ4 (0,+1/2) =
1
2
√
3
Eµ1 ⊗ V2 − 1√3 E
µ
3 ⊗ V1 ,
vµ4 (0,−1/2) = 12√3 E
µ
2 ⊗ V1 + 1√3 E
µ
3 ⊗ V2 ,
vµ4 (0,−3/2) = 12 Eµ2 ⊗ V2. (2.2)
These are appropriate for the spin 3/2 anti-fermion. In the general frame these should be defined in
the usual convention with positive p0, so that the solution is v(p, s) e
ipx in contrast to the positive
frequency modes which are u(p, s) e−ipx.
The operator Dµν−mΘµν is acting on the 16-component vector-spinors and as such is generally
expected to have 16 eigenvalues and eigenvectors. Instead, we are interested in homogeneous solu-
tions to the equations, and thus need to investigate the nullspace of the operator for different values
of momenta. Because we are interested in massive solutions, it is convenient to consider particles in
the rest frame, p = (ω, 0, 0, 0). The characteristic polynomial is of the twelfth degree in frequency
ω:
Det |Dµν −mΘµν | = [m+ ω]4 [m− ω]4 [M + ω]2 [M − ω]2 m4
(
4 z − 1
3 z − 1
)4
,
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where M = m
2 (3 z−1) . Thus, 4 + 4 = 8 eigenvalues can be nullified by setting ω = ±m as above.
Another 4 eigenvalues can be made equal to zero at ω = ±M , two for each sign. In principle,
there is as yet no restriction on the sign of M , for negative values of M the positive and negative
frequency solutions are simply interchanged. However, as we shall see in Sections 5 and 6 the
additional restriction M > 0 must be imposed in order to preserve unitarity, this restricts the range
of z to z ∈ (1/3,∞). In the usual Dirac theory there is no penalty for choosing a negative mass,
and if we decided to choose m < 0, then we must also have M < 0 (with the same allowed range
for z). In all cases it must be the case that the solutions with same frequency have the same parity.
The corresponding solutions are appropriate for describing a physical particle of spin 1/2 and
mass M1/2 = |M | = | m2 (3 z−1) |:
uµ2(0,+1/2) = 1/
√
3 (Eµ1 ⊗ U2 + Eµ3 ⊗ U1) ,
uµ2(0,−1/2) = 1/
√
3 (Eµ2 ⊗ U1 − Eµ3 ⊗ U2) (2.3)
and antiparticle
vµ2 (0,+1/2) = 1/
√
3 (Eµ1 ⊗ V2 + Eµ3 ⊗ V1) ,
vµ2 (0,−1/2) = 1/
√
3 (Eµ2 ⊗ V1 − Eµ3 ⊗ V2) (2.4)
These solutions are completely transverse, pµ ψ
µ = 0. On the basis of this, one may expect that the
corresponding quantum theory may be unitary.
The standard choice z = 1/3, which corresponds to the original model of Rarita and Schwinger
with ξ = −1/3, ζ = 1/3 leads to the disappearance of the spin 1/2 states from the theory simply
because the mass of those states goes to infinity M = m
2 (3 z−1)→∞ as z → 1/3.
The remaining four-dimensional vector subspace does not go on-shell for any value of frequency,
because the characteristic polynomial is of the twelfth degree and allows only 12 propagating modes
in (2.1), (2.2) and (2.3),(2.4). This is of course the result of the fine tuning inherent in the Rarita-
Schwinger-Chang-Hagen-Fronsdal kinetic operator Dµν . We already demonstrated that there is a
form of the theory where the solutions occupy only the twelve spatial components ψiα. In fact, the
lagrangian can be transformed by contact transformation to a form whereby it does not contain
time derivatives of ψ0 at all and this component then plays the role of a lagrange multiplier.
This completes the construction of the 12 propagating modes corresponding to a spin 3/2
(4 + 4 = 8 modes) and a spin 1/2 (2 + 2 = 4 modes) physical particle in the rest frame, and thus
by boosting in any frame.
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3 Electrodynamics
The interaction with an abelian gauge field can be introduced in the usual way by covariant deriva-
tive pµ → piµ = pµ − Aµ. This ensures gauge invariance and conservation of the current:
− jµ = δL
δAµ
= ψ¯ν γ
µ ψν + ξ (ψ¯ν γ
νψµ + ψ¯µγν ψ
ν) + ζ ψ¯ν γ
νγµγρ ψ
ρ (3.1)
The same structure also appears in the cubic electromagnetic interaction vertex i q Γ of the theory:
Γµν ρ =
δL
δAµ δψ¯ν δψρ
= γµ δνρ + ξ (δ
µ
ρ γ
ν + δµν γρ) + ζγ
ν γµ γρ (3.2)
Further, it is important to ensure that the vertex leads to an amplitude which vanishes for lon-
gitudinal photons. What we need is a more-or-less standard Ward identity for the inverse of the
fermion propagator:
i kµ Γ
µν
ρ (p+ k, p) = S
ν
ρ(p+ k)
−1 − Sνρ(p)−1 (3.3)
and is satisfied, at least at the tree level, due to conservation of current together with the minimal
coupling principle. Here, the inverse of the propagator can be taken as the kinetic operator itself,
but in Section 5 we construct the complete propagator and discuss the requirements imposed on it
by the Ward identity.
The spatial integral of the zero component of the current is electric charge:
Q =
ˆ
j0 = −
ˆ
ψ¯ν γ
0 ψν + ξ (ψ¯ν γ
νψ0 − ψ¯0γν ψν) + ζ ψ¯ν γνγ0γρ ψρ ,
The value of the charge is the same for all 8 solutions ((2.1), (2.2)) of total spin 3/2, and is of the
opposite sign for all 4 solutions ( (2.3),(2.4)) of total spin 1/2:
u¯4 Γ
0 u4 = v¯4 Γ
0 v4 = 1 ,
u¯2 Γ
0 u2 = v¯2 Γ
0 v2 = −2 (3 z − 1)2
One may wish to normalize the spin 1/2 solutions differently, such as to make the charge equal to
minus one in the rest frame.
Sudarshan and Johnson [16] and several other authors require that the charge matrix, γ0Γ0,
be positive definite, whereas the expression above is manifestly not. Positivity of charge was first
required by Pauli [1], but not because of the idea that j0 might be identified as the probability
density - rather in connection with his new spin-statistics result. Pauli noted that, classically,
the charge is of the same and energy of the opposite sign for the positive and negative frequency
solutions, and this necessitates the quantization with fermi statistics and anti-commuting operators
resulting in the quantum theory with positive energy of the physical particles and opposite charge
for the particle and anti-particle.
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The electric charge in the Dirac theory is equal to the difference in the number of positrons and
electrons Q = Nˆv − Nˆu, while in the case at hand it is, after second quantization (Section 6)
Q = (Nˆ3/2u − Nˆ3/2v )− (Nˆ1/2u − Nˆ1/2v ) .
Here, we mention that energy, classically, turns out to be negative for the positive frequency spin 1/2
solutions and necessitates the choice of the opposite vacuum to the usual. The positive frequency
solutions for the spin 3/2 and spin 1/2 particle have the same parity for M > 0, such that the net
result is that particle excitations of the true vacuum which correspond to the modes of the same
sign of frequency have also the same charge and the same parity.
Therefore, we must insist that the essence of Pauli’s requirement for multi-component theories
is that sign and value of the charge for all helicities must be equal for each particle-antiparticle
component separately. This is because the choice of the physical vacuum can be done separately for
the different particle components - the detailed considerations set out in the subsequent sections
bear this out.
These considerations are enough to take care of only the energy positivity, but do not resolve
by themselves the very serious problems with quantization that the Sudarshan and Johnson result
implies, this was confirmed by Munczek [17] for the most general Rarita-Schwinger-type lagrangian.
If, instead, the spin 1/2 component is projected out by means of imposing γν ψ
ν = 0, then the charge
can be made positive but this leads to the intractable Velo-Zwanziger problem.
We postpone until Section 6 a detailed discussion of the canonical formalism, and whether the
non-positiveness of charge prevents consistent quantization. In the next section we look at the
wavefront propagation in the presence of non-zero electromagnetic field which is coupled to the
particle as described above.
4 Superluminal wavefronts at z = 1/3
It has been long known that as soon as an electromagnetic field is turned on, there appear wavefronts
propagating faster than the speed of light [19, 20], also confirmed in [21]. It was noticed by Ranada
and Sierra [23] that the problem can be cured if a spin 1/2 particle is allowed to propagate along
with the spin 3/2 particle, and we shall reconfirm their conclusion by investigating this phenomenon
as a function of the parameter z. Although it is possible to determine the dispersion relations, i.e.
the dependence of ω on ~p2 by directly examining the kinetic operator D, we will follow tradition
(for example [28]) and examine the issue only in the relevant spin 1/2 sector by writing down the
equations in the presence of the electromagnetic field, contracted with γµ and piµ respectively:
2 pi · ψ + 2 (3 z − 1) γ · pi γ · ψ +mγ · ψ = 0 ,
(2 z γ · pi −m) pi · ψ + [2 z (3 z − 1) pi2 + z mγ · pi + (2 z − 1)σ · F ] γ · ψ + i Fµν γν ψµ = 0 .
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These are special cases of the equations (10) and (11) of Ranada and Sierra [23].
The two equations can be combined into[
2 (3 z − 1) γ · pi + (4 z − 1)m+ (2 z − 1) (4 z − 3)
m (4 z − 1) σ · F
]
γ · ψ − 2 z − 1
4 z − 1
2i
m
γ · F · ψ = 0
Only the first term here involves the time derivative. The analysis of Velo and Zwanziger applies
to the original Rarita-Schwinger case with z = 1/3, whereby the coefficient of the first term vanishes
and the equation should be regarded as a secondary constraint. This constraint is γ · ψ = 0 for
vanishing external field, but for non-vanishing field one can look for superluminal wavefronts in the
eikonal approximation ψµ = µ exp(i τ nµ x
µ) at τ → ∞. Indeed, at z = 1/3 one can always find
Lorentz frames with negative norm polarization µ = (1, 0, 0, 0) as a solution, meaning ultimately
that there are superluminal solutions in every frame. For z 6= 1/3 the first term dominates in
the limit τ → ∞, forcing transversality nµµ = 0 thus there are no superluminal wavefronts in
the general case. In fact, when z 6= 1/3 hyperbolicity no longer depends on the local value of the
electromagnetic field, as it should not, according to [22].
The conclusion is that the appearance of superluminal waves is a direct and unavoidable con-
sequence of the aesthetic preference to deal only with the spin 3/2 component, getting rid of both
longitudinal and transverse spin 1/2 components by imposing both pµ ψ
µ = 0 and γµ ψ
µ = 0. What
we find is that when the electromagnetic field is turned on, the tachyonic nature of the longitudinal
spin 1/2 component reasserts itself in the prohibited regime z → 1/3. Instead, when the latter
constraint is relaxed away from the point z = 1/3, then hyperbolicity is assured.
The author wishes to thank the anonymous referee for pointing out the paper by Ranada and
Sierra [23], in which it was first proposed to allow one of the spin 1/2 components to propagate
as a solution to the acausal propagation problem. Indeed, a survey of the early literature shows
that the fact that the multi-particle equations do not generally suffer problems after coupling to
electromagnetic fields was known to the experts in the field as early as in the beginning of the 1950’s
[7, 16]. More recent work also points in this direction [29, 30]. The Ranada and Sierra proposal is
valuable in the sense that we are now in the position to argue that the negative norm, longitudinal
components can be projected out without destroying causality of the wave equations. The remaining
question is whether the multi-particle equations in which only the transverse physical degrees of
freedom propagate may also be consistently quantized. We will have the opportunity to reexamine
the issue for the particular lagrangian (1.1) in the next Sections 5 and 6.
5 The Path Integral and the Feynman Propagator
We quantize the theory using the fermionic path integral formalism, and later reconfirm and validate
the results using the canonical formalism in the next section. The special, and unfamiliar feature
of the theory is that it is necessary to integrate over a fermionic lagrange multiplier. There is
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no canonical conjugate to this field, yet every available authoritative source requires integrating
over the Grassmann conjugates for consistency, therefore we do include the integration over the
Grassmann conjugate ψ†0 of the auxiliary field ψ0. Fermionic theories do not, in any case, admit
a true canonically conjugate field - if we introduce the “canonical” momentum by pi = δL/δψ˙ =
−i ψ†γ0Γ0 it does not contain a time derivative and therefore is not dynamically independent from
the field itself; fermionic lagrangians are always singular from the canonical point of view. Usually
one ignores this fact, and in the case of the Dirac field this happens to obtain the correct results,
in our opinion because pi just happens to be iψ†. More important is the fact that the definition of
the conjugate field as pi = δL/δψ˙ leads to intractable difficulties with quantization [16, 17].
We now demonstrate that the path integral over Grassmann conjugate fields ψ and ψ† results
in an acceptable theory. The generating functional is defined as the following,
Z[η, η†] =
ˆ
Dψµ Dψ†ν exp
[
i
ˆ
d4x [L(ψ†ν , ψµ) + ψ†ν γ0 ην + η†µ γ0 ψµ − i  ψ†µ γ0 ψµ]
]
(5.1)
The fermionic path integral was defined rigorously by Berezin in 1971 [36, 37] as a generalization
of ordinary integration over anti-commuting variables. When there is no Grassmann conjugate, i.e.
in the case of the Majorana field, the preferred method [35] is to extend integration by pairing up
Majorana components into complex spinors, such as to make both ψ and ψ† available also in that
case.
Above, as in the bosonic case, it is necessary to add a small imaginary part to the lagrangian.
In the bosonic case, it can be justified in order to make the gaussian integral convergent. In the
fermionic case the path integral is defined formally, but we need to add the term in any case, as it
is necessary to move the poles of the Feynman propagator off the real axis. The correct sign of the
infinitesimal  cannot be postulated a priori in the fermionic case, and is justified by the correct
locations and residues at the poles.
As usual, it is possible to integrate out the fields resulting in the master formula,
Z[η, η†] = Z0 exp
[
−1
2
ˆ
d4x d4y η†µ(x) γ0 S
µ
ν(x− y) ην(y)
]
. (5.2)
Here, the Feynman propagator should be obtained by
Sµν(x) = i
ˆ
d4x eipx
[
δL(p)
δψµ δψ¯ν
]−1
(5.3)
The operator Dµν−mΘµν+i  is non-degenerate except for the points in momentum space where the
two physical particles go on-shell, thus there should be no difficulty in constructing the propagator.
In order to guess the inverse matrix Sµν(p) = −i (Dµν −mΘµν + i )−1 it is then necessary to first
obtain the correct form of the spin-sum expressions that go into the numerator. To do that, we
need to express the projection operators (spin sums) as Lorentz covariant tensor expressions. The
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ingredients are the following set of spinor-vector projection operators:
Π3 = δ
µ
ν − 13 γµ γν − 13p2 (/p γµ pν + pµ γν /p) ,
Π11 =
1
3
γµ γν − 1p2 pµ pν + 13p2 (/p γµ pν + pµ γν /p) ,
Π22 =
1
p2
pµ pν ,
Π21 =
1
p2
(pµ pν − /p γµ pν) ,
Π12 =
1
p2
(/p p
µ γν − pµ pν) . (5.4)
We suppress the indexes, which are always a pair of vector-spinor indices, such as Πµανβ , since in
practice it is more convenient to think of them as 16x16 matrices acting on 16 component vector-
spinors.
This set of projection operators has the following meaning [24–26]. Π3 projects to the pure
transverse spin 3/2 subspace, Π22 to the longitudinal spin 1/2 subspace, and finally Π11 to the
transverse spin 1/2 subspace. Lorentz invariance alone does not dictate that the two spin 1/2
subspaces will not mix in the lagrangian or the equations of motion. This necessitates the use of
the remaining two operators, Π12 and Π21 which respectively take vectors from longitudinal to the
transverse space and the reverse.
Further, in order to restrict to the positive and negative energy subspaces separately, we define
two additional projection operators for projecting to the parity-odd and -even eigenspaces:
Π±(Ω) =
1
2
(1 ∓ P) ,
P =
(
−δµν + 2
pµ pν
p2
)
⊗ /p
Ω
,
where Ω =
√
p2, m, M. (5.5)
It will be necessary to specify the value of Ω depending on the intended use, i.e. in the case of
the propagators and spin sums it is more convenient to work with the on-shell value of Ω, equal to
mass. The parity operator P was constructed as the covariant version of the fixed lab-frame parity
operator η⊗γ0, which is incidentally the one we normally use to apply the Dirac bar operation (see
below).
We have checked explicitly that the space spanned by positive and negative energy solutions
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coincides with the subspaces projected to by our projectors:
3/2∑
s=−3/2
u4(p, s) u¯4(p, s) = −Π+ Π3 ,
3/2∑
s=−3/2
v4(p, s) v¯4(p, s) = Π
−Π3 ,
1/2∑
s=−1/2
u2(p, s) u¯2(p, s) = −Π+ Π11 ,
1/2∑
s=−1/2
v2(p, s) v¯2(p, s) = Π
−Π11 . (5.6)
On the contrary, the subspace spanned by Π22, is not collinear with the nullspace of the kinetic
operator Dµν −mΘµν for any value of momenta. Thus, longitudinal negative norm field modes do
not propagate. We shall verify this by direct inspection of the propagator, below.
With these ingredients, our result for the propagator Sµν(p) = −i (Dµν −mΘµν + i )−1 is:
− i Sµν(p) =
−2mΠ+(m) Π3
p2 −m2 + i  −
−2M Π+(M) Π11
p2 −M2 − i 
1
2 (3 z − 1)2
+ 3
2 (M+2m)
[
Π22 − (Π21 + Π12) /B + Π11 3/B2
]
,
B =
3m
2M +m
. (5.7)
The locations of the poles are of paramount importance and were obtained by inspecting the solu-
tions of the characteristic polynomial in the presence of the infinitesimal regulator:
det(Dµν −mΘµν + i ) = 0 .
The solutions of this equation, with correct multiplicities (4,4,2,2), in the rest frame lie at
m− i , −m+ i , M + i  κ+O(2), −M − i  κ+O(2) .
where M = 1
2(3z−1) and κ =
1
2(3z−1)2 > 0. Thus the poles are located in the usual way for the spin 3/2
particle and anti-particle but in the exotic position for the spin 1/2 particle and anti-particle, so long
as M > 0. Specifically, the positive frequency pole lies above the real axis and the negative frequency
pole lies below the real axis (see Fig. 1). Inspection also shows, that the residue is negative at the
positive frequency spin 1/2 pole and positive at the negative frequency pole (we use the physicist’s
definition of residue as Res f(z) =
ı
f(z)dz, so that Res i/z = 2pi). One could summarize this
by saying that the spin 1/2 propagation amplitude is such that the positive frequency solutions
contribute to the advanced potential, while the negative frequency solutions contribute to the
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Figure 1. The residue at the poles lying above the real axis is negative (red o’s) and those lying below
the real axis is positive (blue +’s). Extraction of the poles is best understood as an integral over p0 on real
axis from −∞ to +∞, with the contour closed at infinity either above or below, depending on whether a
particle incoming from t = −∞ or outgoing to t = +∞ is desired. The subsequent multiplication by the
wavefunction of the external leg, as per LSZ, results in a positive forward amplitude 〈p|p〉 in all four cases.
retarded potential; the retarded potential nevertheless comes with positive sign as it must. Indeed,
classically the spin 1/2 negative frequency modes have positive energy - therefore the situation is
appropriate in that only these contribute to the retarded potential and with positive sign. In the
path-intergal formulation this is precisely the physical postulate to deal with negative energy modes,
i.e. the negative energy modes should contribute to the advanced potential (propagating back in
time) while in the canonical quantization energy is made positive by choosing the appropriate
vacuum. As we shall see in the next Section 6 and Appendix A, the two approaches are completely
consistent with each other; the given pattern of pole positions and residues readily follows in the
canonical formalism once the correct choice of the vacuum is made.
Proposition 1 The propagation function must be of half-retarded minus half-advanced form: poles
lying below the real axis propagate forward in time and must have positive residue, poles lying above
the real axis propagate backward in time and must have negative residue.
The residues as they appear here have been anticipated in the extant literature, see [7, 16–18],
but the location of the poles has not been examined to the author’s knowledge. Together, we argue,
the unusual pole locations, together with the “wrong” sign of the residue results in a unitary theory
with positive forward amplitude 〈p|p〉. In order to calculate the forward amplitude it is best to
make use of the Lehmann-Symanzik-Zimmerman (LSZ) theorem.
Generally speaking, the LSZ theorem establishes a relation between n-point functions and n-
particle scattering S-matrix elements. Specifically, for the two-point function it generally follows
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that the positivity of the probability 〈p|p〉 requires the residue to be positive at the pole corre-
sponding to the time-forward propagating particle (and negative at the time-backward propagating
anti-particle pole). The multi-component fermionic propagator is unusual in that in the spin 1/2
sector its positive frequency pole lies above the real axis instead of below, as is usual. The position
of the pole above the axis implies that the corresponding modes propagate backward in time. It is
then natural that the residue at such pole is found to be negative.
We now go back to our propagator (5.7), and further elucidate the meaning of this expression
and compare to those appearing previously in the literature [24–26].
First, in order to get the correct decomposition between positive and negative energy propa-
gating modes we must use parity projection operators which correctly take into account the vector-
spinor nature of the Rarita-Schwinger wavefunction. The operators as appearing above in (5.7) have
mass substituted in the denominator, rather than
√
p2, just like in Dirac theory. Existing literature
[24–26] did not make use of the vector-spinor parity operator in the propagator, simply because
it is unnecessary in the spin 3/2 term and can be safely replaced by its Dirac spinor equivalent
Π+ = (1 + /p/m)/2; in the given version of the theory, since all solutions are transverse pµψ
µ = 0,
one can make the same simplification also for the spin 1/2 term.
Second, although the separate terms appear to be singular on the lightcone p2 = 0, the total is
non-singular.
Third, the purely longitudinal mode corresponding to Π22 contributes without ever going on-
shell, with an amplitude independent of momentum in (5.7). This does not lead to disastrous
consequences, even though the interaction vertex allows the coupling to such purely longitudinal
states. The S-matrix must vanish with longitudinal polarization fermion states; here they never
propagate on-shell and at most contribute to the off-shell Green’s functions but not the S-matrix.
This is seen most easily in the LSZ formalism: the S-matrix elements are read off from the poles
in the unamputated Greens function; appropriately, propagator above does not contain poles cor-
responding to the longitudinal fermion states.
On the other hand, amplitudes with photon longitudinal states will vanish if the Ward identity
is satisfied in the form
Sκν(p+ k) i kµ Γ
µν
ρ (p+ k, p)S
ρ
σ(p) = S
κ
σ(p)− Sκσ(p+ k) ,
this can be now checked directly, and moreover demonstrates that the non-pole terms, Π22 + ...,
cannot be dropped and contribute essentially to the fulfillment of the Ward identity.
Finally, the limit of the second part as M → ∞ is nonzero. Thus, even as the spin 1/2
component becomes infinitely massive, its influence does not go away even in the limit. The presence
of those terms led Pascalutsa and Scholten [26] to comment that the extra pieces must be due to
some high-lying resonances, with the momentum dependence of the propagator being washed out
due to the high mass of the physical particle. In our theory, the spin 1/2 component is interpreted as
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the progenitor, and most of the allowed region for its mass lies below that of the spin 3/2 component;
certainly the limit M → ∞ is illegitimate. On the contrary, the case M << m is the important
physical limit to consider in extensions of the Standard Model, if one wishes to identify some known
particle as the spin 1/2 component of the multiplet and argue that the spin 3/2 component is much
heavier.
This completes the construction of a propagator with poles corresponding to physically propa-
gating particles and only them, and usable for calculations of scattering amplitudes.
6 Canonical Quantization
The quantum field can be built up as the object formally satisfying the relativistic wave equation
[D(p)−mΘ]ψ(x, t) = 0, with mode coefficients treated as operators, as follows:
ψµ(x, t) =
ˆ
d3p
8pi3
 3/2∑
s=−3/2
√
m
Ep(m)
[
a(p, s)uµ4(p, s)φ
+
m(x, t) + b
†(p, s) vµ4 (−p, s)φ−m(x, t)
]
+
1/2∑
s=−1/2
√
ZM
Ep(M)
[
c(p, s)uµ2(p, s)φ
+
M(x, t) + d
†(p, s) vµ2 (−p, s)φ−M(x, t)
] ,
Ep(Ω) =
√
p2 + Ω2 , φ±Ω(x, t) = exp(∓i EΩ t± ip x) , Z =
1
2 (3 z − 1)2 , (6.1)
with the standard anti-commutation relations for all operators:
{ a(p, r) , a†(q, s) } = { b(p, r) , b†(q, s) } = (2pi)3 δ(3)(p− q) δrs ,
{ a(p, r) , a(q, s) } = { b(p, r) , b(q, s) } = 0 ,
{ a†(p, r) , a†(q, s) } = { b†(p, r) , b†(q, s) } = 0 ,
{ c(p, r) , c†(q, s) } = { d(p, r) , d†(q, s) } = (2pi)3 δ(3) (p− q) δrs ,
{ c(p, r) , c(q, s) } = { d(p, r) , d(q, s) } = 0 ,
{ c†(p, r) , c†(q, s) } = { d†(p, r) , d†(q, s) } = 0 .
At this point, choice of which are labeled as the annihilation and which as the creation oper-
ators is arbitrary. The choice is fixed once it is decided to keep the standard convention that the
Hamiltonian must be equal to
H =
1
8pi3
ˆ
d3p
∑
s
Ep(m) (a
† a+ b† b) + Ep(M) (c† c+ d† d) ,
such that the “creation” (daggered) operators always have negative frequency and “annihilation”
operators always have positive frequency and as in (6.1); this is also true of ψ†.
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By construction, with this hamiltonian the field satisfies the Heisenberg equation, regardless of
the choice of vacuum:
i ∂
∂t
ψ(x, t) = [H,ψ(x, t)] . (6.2)
The choice of the vacuum is not determined yet. This is because in quantum field theory, unlike
quantum mechanics, the frequency is not the same as energy. Instead, for the theory to be physical
it is necessary that the energy be positive for all physical excitations. Energy should be defined as
the expectation value of the energy-momentum tensor
T µν =
δL
δ∂µψ
∂νψ − δµνL .
The zero component happens to be the Legendre transform of the lagrangian:
T00 =
ˆ [
δL
δψ˙
ψ˙ − L
]
d3x = −
ˆ
ψ¯ν
[
~Γνρ ~p+mΘ
ν
ρ
]
ψρ d3x . (6.3)
Note the formal analogy to the energy in the Dirac case. By equations of motion this can be
shown to coincide with −ψ¯ν Γ0νρ p0 ψρ, which allows to claim the equivalence of the Noether and GR
(T00 = δL/δg00 ) definitions of the energy.
The field can now be substituted to get:
T00 =
ˆ
d3p
8pi3
[
Ep(m) (Nˆ
3/2
u + Nˆ
3/2
v )− Ep(M) (Nˆ1/2u + Nˆ1/2v )
]
,
where
Nˆ3/2u =
3/2∑
s=−3/2
a†(p, s) a(p, s) , Nˆ3/2v =
3/2∑
s=−3/2
b†(p, s) b(p, s) ,
Nˆ1/2u =
1/2∑
s=−1/2
c†(p, s) c(p, s) , Nˆ1/2v =
1/2∑
s=−1/2
d†(p, s) d(p, s) .
The charge Q = −ψ¯ν Γ0νρ ψρ is similarly found to be
Q =
ˆ
d3p
8pi3
[
(Nˆ3/2u − Nˆ3/2v )− (Nˆ1/2u − Nˆ1/2v )
]
.
Both charge and energy contain the relative minus sign between the spin 3/2 and spin 1/2 parts,
but there is nothing particularly wrong here. Pauli famously demanded that in the c-number theory
the charge must be positive definite in order for the physical energy to be positive after choosing
the Dirac vacuum. In the resulting q-number theory, charge will turn out to be opposite for the
particle and anti-particle. We are already working with q-number mode operators with appropriate
anti-commutation relations, so it only remains to ensure the positivity of the energy for excited
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states. As we see, it is possible to satisfy Pauli’s requirement because we can choose the vacuum
separately for the different spin sectors. Thus, for the vacuum |Ω〉 to be the state of lowest energy
E = 〈Ω|T00|Ω〉, we must choose the highest-weight vacuum for the spin 1/2 sector:
a (p, s) |Ω〉 = b (p, s) |Ω〉 = 0 , s = −3/2,−1/2,+1/2,+3/2 ,
c†(p, s) |Ω〉 = d†(p, s) |Ω〉 = 0 , s = − 1/2,+1/2 . (6.4)
or in other words, the physical vacuum is |Ω〉 = |0〉3/2 ⊗ |1〉1/2. Pauli’s requirement is satisfied
in the sense that energy is positive and charge has the opposite sign for the physical particle and
anti-particle.
The full, relativistic anti-commutator of the field with its conjugate is:
{ψµa (x, t) , ψ†νb(y, t′) } = 2mΠ3
(−Π+ ∆m+ (x− y, t− t′) + Π−∆m+ (y − x, t′ − t))
+ 2M Z Π11
(−Π+ ∆M+ (x− y, t− t′) + Π−∆M+ (y − x, t′ − t)) γ0 (6.5)
or
{ψµa (x) , ψ†νb(y) } = −2mΠ3 Π+ (i∂x)
[
∆m+ (x− y)−∆m+ (y − x)
]
−2M Z Π11 Π+ (i∂x)
[
∆M+ (x− y)−∆M+ (y − x)
]
γ0 (6.6)
where we introduced the usual massive scalar retarded propagation function as
∆Ω+(x, t) =
1
8pi3
ˆ
d3p
2Ep(Ω)
eip x− i Ep(Ω) t .
This function is even in coordinates at space-like separation, while the parity projectors Π± are
exchanged under reflection. The net result is that the field anti-commutator vanishes outside the
lightcone - this is enough to assure causality, namely that the commutator of any observables
(usually quadratic in fields) is zero outside the lightcone.
Finally, we are now in the position to reduce this result to the equal-time field anti-commutators.
Making use of the identity 2m[−m+/p
2m
+
m−/p†
2m
]γ0 = −2Ep(m), the right-hand side of the equal-time
field anti-commutator is positive definite
{ψµa (x) , ψ †νb(y) } = Π3(i∂xµ) δ(x− y) + Z Π11(i∂xµ) δ(x− y) ,
{ψµa (x) , ψνb(y) } = 0 ,
{ψµ †a (x) , ψ †νb(y) } = 0 . (6.7)
The right-hand-side is explicitly positive definite because Π3 and Π11 are positive definite matrices
with unit eigenvalues. Note that i∂0 is understood to act on-shell, i∂0 =
√
m2 − ∂2x. The result is
further simplified if the two contributing fields have equal mass, M = m, and the field is normalized
to Z = 1. Then indeed
{ψµa (x) , ψ †νb(y) } = δab
(
δµν +
∂µ∂ν
m2
)
δ(x− y) , (6.8)
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where it is made apparent that there is no contribution from any longitudinal parts.
We already argued in the section on path-integral quantization that the conjugate field should be
taken as ψ†, and not pi = δL
δψ˙
= ψ† γ0 Γ0. When the latter choice is made, the result is an inconsistency
in the quantization, first discussed by Sudarshan and Johnson [16] and later confirmed by Munczek
[17] for the most general RS-type lagrangian. Sudarshan and Johnson in fact proved that all higher-
spin multi-particle equations have this property, in the sense that no unitary transformation of the
wavefunctions can result in a positive definite charge matrix γ0 Γ
0.
Further, we need to evaluate the practically very important vacuum expectation value of the
time-ordered product, which is the two-point Greens function:
DF (x, y) = 〈Ω|T ψ(x) ψ¯(y) |Ω〉 (6.9)
For definiteness, let us assume that x0 > y0 so that we may proceed with the evaluation.
DF (x, y) =
m
Ep(m)
ˆ
d3p
(2pi)6
e−ipx eipy∑
s
〈Ω | a(p, s) a†(p, s) |Ω〉 u4(p, s) u¯4(p, s)
+
ZM
Ep(M)
ˆ
d3p
(2pi)6
eipx e−ipy∑
s
〈Ω| d†(p, s) d(p, s) |Ω〉 v2(p, s) v¯2(p, s) (6.10)
The crucial point here is that the retarded part gets contributions from the positive frequency spin
3/2 solutions, while spin 1/2 contributes its negative frequency modes due to the fact that the
vacuum |Ω〉 is the highest-weight state with respect to the spin 1/2 operators. Recall that the
energy is classically positive precisely for these, the spin 3/2 positive frequency and the spin 1/2
negative frequency modes. Appropriately, the retarded part of the Green’s function propagates
these forward in time, with positive coefficient.
This is then evaluated to
DF (x, y) =
ˆ
d3p
(2pi)3
1
2Ep(m)
e−ip(x− y) 2m (−1)Π+Π3(p)
+
ˆ
d3p
(2pi)3
1
2Ep(M)
e+ip(x− y) 2M Z Π−Π11(p) (6.11)
Until now all momenta had been on-shell, p0 = Ep > 0 everywhere. Next, we wish to obtain
the two-point function as a four-dimensional Fourier transform of the momentum-space Feynman
propagator. We insert the step function θ(x0 − y0) in the integral representation:
θ(x) =
1
2pi i
ˆ +∞
−∞
ds
s− i  e
+isx =
i
2pi
ˆ +∞
−∞
ds
s+ i 
e−isx (6.12)
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Using these integral representations, shifting p0 = s + Ep in the first term and p0 = s− Ep in the
second, sending p → −p in the second term, then adding the advanced part which supplies the
poles above the real axis, and combining the poles, we obtain
DF (x, y) = i
ˆ
d4p
(2pi)4
e−ip(x− y) 2m(−1)Π+Π3(p)
p2 −m2 + i  +
2M Π+Π11(p)
p2 −M2 − i 
1
2 (3 z − 1)2 (6.13)
where now p0 is freely integrated over the real axis with the poles passed as indicated. The advanced
poles are those coming from the spin 3/2 negative frequency modes and the spin 1/2 positive
frequency modes. There is a relative minus sign between the two terms, as well as between their
pole locations; the spin 3/2 poles have ordinary poles at ±(Ep − i ) with ordinary residues, while
the spin 1/2 poles are at ±(Ep + i ) and their residues are of the opposite signs to the usual. This
is made possible solely due to the choice of the highest-weight vacuum (see Appendix A), which is
itself necessitated by making sure of positivity of energy. We stress once again that the statement
about residues which remains true in the present theory is that residues must be positive at the
poles lying below the real axis, and negative for poles lying above the real axis. One may now
check that the above expression coincides with that obtained by path integral (5.7) so far as the
pole terms are concerned, including the pattern of residues and pole locations.
The entire calculation does not leave room for any ambiguity with the exception of the last
step, and only in so far as how the replacement of the on-shell spin sums with off-shell expressions is
made. Different prescriptions differ by non-pole terms, which may even be non-covariant. According
to Weinberg, one may be able to ensure that the spin sum expressions are linear in p0, otherwise
the ambiguity may give rise to additional non-pole terms in the two-point function. This situation
arises also in the theory of the massive spin 1 field, and is endemic to massive higher-spin fields. It
is hard to see what principle may guide the determination of the non-pole terms in the canonical
formalism, whereas the path-integral supplies the required terms with ease. One possibility is to
demand that the propagator have asymptotic behavior as 1/p as p → ∞. Another, even stronger
requirement is the fulfillment of the Ward identity (3.3); the use of these is hard to justify in the
canonical formalism, since Ward identities are usually obtained by inspecting Feynman diagrams
in the interacting theory.
In the bosonic case the Kallen-Lehmann spectral representation demands that the scalar prop-
agator have the behavior 1/p2 as p → ∞. We present a derivation of the spectral representation
for the fermionic case in Appendix A. The generic arguments are not sufficient to make such strong
claims about the asymptotic behavior - it is only guaranteed that the propagator will not grow
faster than p2s−2. Indeed the individual terms in our propagator do grow linearly with momentum
(s=3/2), but (5.7) (like (6.13)) contains cancellations between the linearly growing terms. The
cancellations are indeed made possible by the relative minus sign between the spin 3/2 and spin
1/2 terms, and this minus sign can indeed be justified in the fermionic case generically, see the
Appendix A. The non-pole term in the total expression (5.7) (unlike (6.13)) cancels the remaining
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O(1) behavior of the sum of the first two terms, which allow the total propagator to have the mild
behavior, 1/p as p→∞.
The considerations in this work are sufficient to claim that the free theory is unitary. The
mild behavior of the propagator, together with the cancellations between the spin 3/2 and spin
1/2 sectors raise the hope that the interacting theory may evade the unitarity bounds for massive
higher-spin particles and turn out to be not only unitary but also renormalizable.
7 Conclusion
The first part of the paper, Sections 1-4, deal the relativistic wave equation for the Rarita-Schwinger
field which avoids the superluminality problem of Velo and Zwanziger. It is asserted, after Ranada
and Sierra [23] that the equations constructed such that only the physical spin 3/2 and spin 1/2
particles propagate, while the unphysical longitudinal spin 1/2 mode does not propagate, avoids
the superluminality problem completely. In the second part, the quantum field theory of this field
is investigated, with a view to resolve the apparent paradoxes [16, 17] which this involves.
We have found that the four unusual features of the theory, namely
• “wrong” sign in the lagrangian
• difficulties of canonical quantization
• negative energy
• exotic structure of the propagator poles
can be reconciled with each other and the known physical principles. We summarize the contents
of the Sections 5-6 and Appendix A by the following interdependent observations:
1) The correct sign of the fermionic lagrangian is not obvious in and of itself. One does not
expect trouble in a fermionic theory because of the sign of the lagrangian, because the Lagrangian
is first order in derivatives and there are in any case solutions with both positive and negative
frequencies. One should contrast that with bosonic Lagrangians where the sign of the kinetic term
is the same for positive and negative solutions, and therefore the wrong sign such as for a scalar
field, L = −(∂µφ)2 is certain to cause loss of positivity of both energy and probability.
2) Difficulties with canonical quantization had been caused by the particular definition of con-
jugate field: for fermions the conjugate field should be always regarded as the hermitian conjugate
ψ† regardless of the lagrangian. This is suggested by the definition of the Berezin fermionic path
integral, and more basically by the fact that {ψa(x), ψ†b(y)} = Πab δ(x− y) is positive definite auto-
matically since the spin sum matrix Πab =
∑
uu† + v v† always is, moreover in the non-degenerate
cases Πab = δab. This is to say that the definition pi =
δL
δψ˙
= −i ψ† γ0 Γ0 should be abandoned for
the general fermionic systems and in that sense we agree with the results of Sudarshan, Johnson
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and Munczek who found the non-positive definiteness of the matrix γ0Γ0 to be untenable in con-
junction with such definition of pi. With the correct definition, the equal-time anti-commutator is
positive definite, and the Lorentz covariant anti-commutator is causal in the sense that it vanishes
for space-like separation. The non-definiteness of γ0Γ0 nevertheless makes profound consequences
in the propagator, and in the Section 6 we reconcile the expression for the two-point time-ordered
product obtained by the canonical method with the momentum space propagator obtained in the
path-integral formalism.
3) The energy is calculated as the expectation value of the energy-momentum tensor E =
〈Ω|T00 |Ω〉 and the expression is found to differ in sign for the spin 1/2 sector from the sign naively
expected, due again to the non-definiteness of γ0Γ0. We argued that the choice of the highest-weight
vacuum which is consistent with all the other clues can be made so as to make energy E > 0 positive
for all physical excitations.
The choice of the highest-weight vacuum is obviously allowed in the fermionic case, unlike the
bosonic case where it leads to excitations with negative norm. This is argued in Appendix A to
lead to expanded possibilities for the pole structure of the two-point function for fermions precisely
of the needed kind, see the mini-discussion of the pole structure below.
4) The pole locations of the multi-particle fermionic systems have not been examined in detail
previously. Specifically, for the two-point function it generally follows that the positivity of the
probability 〈p|p〉 requires the residue to be positive at the pole corresponding to the time-forward
propagating particle (and negative at the time-backward propagating anti-particle pole). The pre-
sented theory satisfies this fundamental requirement. Our fermionic propagator is only unusual in
that its positive frequency spin 1/2 pole lies above the real axis. The position of the pole above
the axis implies that the corresponding amplitude propagates backward in time. It is then natural
that the residue at such pole is found to be negative. One could also say that the physics comes
out ok because the two-point function is still equal to the retarded minus advanced potential, for
both spin 3/2 and spin 1/2 particles. The physically unacceptable situation would indeed result if
it was found to be of the advanced minus the retarded form.
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A Spectral representation for fermionic fields
We set out to compute the two-point function in an arbitrary theory with a fundamental or com-
posite fermionic field following Kallen and Lehmann who proved their theorem in the case of a
single bosonic field. The main point of interest will be the fact that in the fermionic theory some
crucial matrix elements may have contribution either from positive or negative frequency modes of
the field without leading to the violation of unitarity. In the end, we obtain a new result, namely
that in the fermionic theory the propagator −i/(p2−m2− i) is compatible with general principles
of QFT in addition to the usual +i/(p2 −m2 + i). Both are weighted by the positive real spectral
function ρ(m2), which in principle includes contributions from all orders of perturbation theory but
the derivation itself does not depend on an expansion in powers of the coupling. We do not assume
any particular Lorentz structure for the field which means that in any specific theory one should
afterwards sum over the spin states. With this caveat, the two-point function is
G(x, y) = 〈Ω|T ψ(x)ψ†(y) |Ω〉 . (A.1)
Here, |Ω〉 is the true vacuum of the theory about which we shall only make the assumption of
Lorentz invariance.
A complete basis of states involves a sum over multiple particle and anti-particle states:
1 = |Ω〉 〈Ω|+
∑
λ,s
ˆ
d3p
8pi3
1
2Ep(λ)
|λp, s〉 〈λp, s| (A.2)
where p is the total momentum and s is some abstract label enumerating We now assume x0 > y0,
and insert the complete basis of states into the expression for the two-point function:
G(x, y) =
∑
λ,s
ˆ
d3p
8pi3
1
2Ep(λ)
〈Ω|ψ(x) |λp, s〉 〈λp, s|ψ†(y) |Ω〉 . (A.3)
First, we consider the standard case, when the matrix element 〈Ω|ψ(x) |λp, s〉 is nonzero due to the
positive frequency part ψ+(x),
〈Ω|ψ(x) |λp, s〉 = e−ipx 〈Ω|ψ+(0) |λp, s〉 (A.4)
with p0 > 0 and,
〈λp, s|ψ†(y) |Ω〉 = e+ipy 〈λp, s|ψ+(0)† |Ω〉 (A.5)
Furthermore,
〈Ω|ψ+(0) |λp, s〉∗ = 〈λp, s|ψ+(0)† |Ω〉 . (A.6)
Then follows the result
G(x, y) =
∑
λ,s
ˆ
d3p
8pi3
exp (−i Ep (x0 − y0) + i ~p (~x− ~y))
2Ep
|〈Ω|ψ+(0)|λp, s〉|2 ,
G(x, y) =
∑
λ,s
ˆ
d4p
(2pi)4
e−ip(x− y) i
p2 −m2λ + i 
| 〈Ω|ψ+(0)|λp, s〉 |2 . (A.7)
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When introducing the integration over p0, we must close the contour at∞ from below, and we want
to pick up the positive frequency pole p0 = +Ep, therefore the sign of  must be as it is shown.
In the case of y0 > x0, the contribution is from the other pole and the contour is closed from
above, but the final result is identical, meaning that the two-point function is analytical in momenta.
Repeated application of the same procedure, i.e. of inserting a complete basis of states, can be
used to extract external legs of the n-point function and obtain the S-matrix, the LSZ theorem.
The new possibilities arise if it so happens that the true vacuum is annihilated by the negative
frequency part. This, for example, can happen already in the free theory if the energy has the
opposite sign to the usual:
E = −
∑
Ep (a
†
p ap + b
†
p bp) . (A.8)
In condensed matter it may happen that the lowest energy state is the filled state for some momenta
and the empty state for other momenta [38], giving rise in particular to the Fermi surface; in
relativistic theory it is impossible for a crossover to happen for some finite value of momentum
between the energy of the filled and empty state. It has been previously overlooked that it is
impossible to guarantee that the lowest-weight state is the lowest energy state; the main body of
this paper provides a compelling example of a theory where one must choose the highest-weight
vacuum for some particle species (spin 1/2) and the usual lowest-weight vacuum for another (spin
3/2). An explanation for why this is generally disallowed in the bosonic case is presented at the
end of this Appendix.
We now include the case when the true vacuum is annihilated by the negative frequency part,
〈Ω|ψ(x) |λp, s〉 = 〈Ω|ψ−(0) |λp, s〉 eipx ,
so that for x0 > y0:
〈Ω|ψ(x)ψ†(y) |Ω〉 =
∑
λ,s
ˆ
d3p
8pi3
1
2Ep
| 〈Ω|ψ(0) |λp, s〉 |2 eip(x− y) (A.9)
At infinity, the imaginary part of p0 must be positive =(p0) > 0 for the contribution from infinity
to vanish, so we must close the contour from above but we still want to pick up the pole so it must
lie above the real axis. Finally, with p0 integration inserted,
G(x, y) =
∑
λ
ˆ
d4p
(2pi)4
eip(x− y) −i
p2 −m2λ − i
ρ(λ) Πp (A.10)
where ρ(λ) Πp =
∑
s |〈Ω|ψ+(0) |λp, s〉|2. Here, Πp is a hermitian matrix with positive eigenvalues
whose precise form depends on which representation the field falls into, and is universal in the sense
that it can be obtained by Lorentz transformation from some fixed frame; ρ(λ) is a positive real
spectral density. An isolated single-particle mass state contributes Πp δ(λ−m).
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The results can be summarised by stating that the two-point function in an arbitrary theory is
a composition of the free propagator with a positive spectral density:
G(x, y) =
ˆ ∞
0
dµ ρ(µ) DF (x− y, µ)
DF (x, 0) =
ˆ
d4p
(2pi)4
e−ipx G(p)
so that in the standard case
GF (p) =
iZ
p2 −m2 + i ,
and in the second case
GK(p) =
−iZ
p2 −m2 − i .
QFT textbooks often mention that there are four possibilities for pole arrangements. Only three are
usually discussed: the pure retarded, the pure advanced, and the Feynman propagator. We have
arrived at the necessity to allow also the fourth possibility, in conjunction with an overall minus
sign, which makes this K-propagator physically acceptable in the fermionic case.
For bosonic fields, the alternative vacuum does indeed arise whenever it is necessary to quantize
with a negative kinetic energy, for example the A0 component of the photon field. This was first
quantized correctly by Gupta and Bleuler by the device of “negative metric”:
ai |0〉 = 0 , a0 |0〉 = 0
but
[ai, a
†
j] = δij , [a0, a
†
0] = −1 .
Another way to say it is that the commutation relation is left standard but the vacuum is chosen to
be destroyed by the creation operator. The A0 is then in the highest-weight vacuum. The difference
from the fermionic case is that the “excited” states of the highest-weight bosonic vacuum such as
|−1〉 = a†0|0〉 have negative norm:
〈−1|−1〉 = 〈0| a0 a†0 |0〉 = 〈0| (−1 + a†0 a0) |0〉 = −1 .
This means that the highest weight vacuum is generally disallowed in the bosonic case, except in
very special circumstances. For the photon field the problem is solved by imposing the subsidiary
physical conditions, such that negative norm states do not appear but null-states do; these are then
argued to have vanishing scattering amplitudes.
On the contrary, in the fermionic theory the highest-weight vacuum, has positive norm excita-
tions |0〉 = a |1〉 due to
〈0|0〉 = 〈1| a† a |1〉 = 〈1| (1− a0 a†0) |1〉 = 1
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Obviously, in the fermionic case the choice of the vacuum is at the same time capable of rendering
the energy of physical excitation positive, unlike the bosonic case.
It is worth to mention that in multi-component theories one cannot necessarily choose the sign
of  at will. For example, to preserve Lorentz invariance, the sign of  cannot be chosen separately
for A0 relative to the other components, so that the propagator has the unphysical pole S =
−i gµν
p2+i 
.
In the specific theory considered in the main body of the paper, the sign of  in the spin 1/2 sector
also cannot be chosen separately from the spin 3/2 sector, but the additional restriction M > 0
results in the structure of the poles which respects unitarity.
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There exists an anomaly today in the pedagogy of physics. When expounding the funda-
mentals of quantum field theory physicists almost universally fail to apply the lessons that
relativity theory taught them early in the twentieth century. Although they usually carry
out their calculations in a covariant way, in deriving their calculational rules they seem
unable to wean themselves from canonical methods and Hamiltonians, which are holdovers
from the nineteenth century and are tied to the cumbersome (3 + 1)-dimensional baggage
of conjugate momenta, bigger- than-physical Hilbert spaces, and constraints. There seems
to be a feeling that only canonical methods are “safe”; only they guarantee unitarity. This
is a pity because such a belief is wrong, and it makes the foundations of field theory unnec-
essarily cluttered. One of the unfortunate results of this belief is that physicists, over the
years, have almost totally neglected the beautiful covariant replacement for the canonical
Poisson bracket that Peierls invented in 1952.
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