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Abstract 
This paper aims to demonstrate the applicability of the Visual Graph algorithm in the characterization of the surface texture in 
manufactured parts. An experimental methodology has been designed to this purpose. Several surfaces have been manufactured 
with two different end-mills and using a set of different feed values. On the one hand, typical values of roughness parameters 
such as Ra and Rq have been experimentally determined and otherwise numerical values of the measured profiles have been 
characterized by Visual Graph algorithm. The main results obtained are presented and  also the conclusions reached. 
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1. Introduction 
Surface texture study is relevant in the field of mechanical engineering as a result of the large number of 
functional behaviors influenced by it [1]. Since the surface texture is not directly measured, but from the 
corresponding values in a series of length measurements, the treatment given to such information can lead to 
different results although the starting information was the same. This peculiarity, associated with the 
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measurement/characterization of surface texture, has been the source of numerous proposals for evaluation, most of 
which are contained in international standards. 
However, this is a live issue and the proof is the continuous revisions experimented by standards in this field. In 
this work we introduce an alternative method to characterize roughness, the Visibility Algorithm, based on graph 
theoretical techniques. In a first paper, this new tool for analyzing discrete series has been presented [2]. To validate 
the applicability of the proposed algorithm in surface texture characterization, several milling specimens have been 
machined with different tools and different cutting parameters, emphasizing the feed value as a main process 
parameter responsible for the surface texture. On these specimens, main surface texture parameters have been 
determined using different levels of filtering, and the obtained results have been contrasted with those provided from 
the Visibility Algorithm applied to profiles previously converted in graphs. 
The Visibility algorithm is a method to make time series analysis through network theory. There are two basic 
algorithms: Horizontal and Natural. Recently, it has been explored their ability in several problems, such as the 
estimation of self-similar in fractal series [3], the discrimination between uncorrelated, correlated stochastic and 
chaotic processes [4], the problem of noise filtering [5], the problem of determining the amount of irreversibility and 
entropy production of a system [6], or the generic study of nonlinear systems as they undergo a period-doubling 
route to chaos [7], for citing some examples. In what follows we will present briefly these different versions of the 
algorithm. 
1.1. Structure 
The criterion for the construction of a Horizontal Visibility graph (HVg) from a time series is defined as follows: 
letሼሺሻሽ୲ୀଵǥ୒ be a time series of N data. The Horizontal Visibility algorithm (HVa)[8, 9]assigns each datum of the 
series to a node in the HVg associated. Two nodes and in the graph are connected if one can draw a horizontal 
line in the time series joining ሺሻ and ሺሻ that does not intersect any intermediate data height (see Figure 1 for a 
graphical illustration). Hence,  and  are two connected nodes if the following geometrical criterion is fulfilled 
within the time series: 
ݔሺ݅ሻǡ ݔሺ݆ሻ ൐ ݔሺ݇ሻ݇݅ ൏ ݇ ൏ ݆ (1)
The HVg graph will be connected, undirected, and invariant under affine transformations of the series. Concrete 
properties of these graphs can be found in [4, 7–9].  
 
Fig. 1. Graphical illustration of the Horizontal Visibility algorithm. A time series is represented in vertical bars, and in the bottom we plot its 
associated Horizontal Visibility graph, according to the geometrical criterion encoded in Eq. (1). 
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1.2. Natural Visibility Algorithm 
As the Horizontal, the Natural Visibility algorithm NVa [2] assigns each datum of the series to a node in the 
Natural Visibility graph (from now on NVg). In this case, two nodes i and j in the graph are connected if one can 
draw a straight line in the time series joining x(i) and x(j) that does not intersect any intermediate data height x(n). 
Hence, i and j are two connected nodes if the following geometrical criterion is fulfilled within the time series: 
ݔሺ݇ሻ ൏ ݔሺ݅ሻ ൅ ሺݔሺ݆ሻ െ ݔሺ݅ሻሻ ௞ି௜௝ି௞ ሺʹሻ
It can be easily checked that, by means of the present algorithm, the associated graph extracted from a time series 
is always:(i) Connected: each node sees at least its nearest neighbors (left-hand side and right-hand side);(ii) 
undirected: the way the algorithm is built up, there is no direction defined in the links, and(iii) invariant under affine 
transformations of the series data: the visibility criterion is invariant under (unsigned) rescaling of both horizontal 
and vertical axis, as well as under horizontal and vertical translations. Observe that the HVa is a simplification of the 
NVa. In fact, the HVg is always a subgraph of its associated NVg for the same time series. 
2. Methodology and experimental procedure 
A standard method to study the roughness of a machined surface is to extract a surface profile by means of a 
roughness tester. In order to test different surfaces, fourteen specimens have been machined with two end-milling 
tools, both with two flutes. The first mill has been a 10 mm diameter HSSE 8% Co without coating and the second 
mil has been a 10 mm diameter HSSE 8% Co with a TiAlN coating. Machining speed and depth of cut have 
remained constant throughout the tests, and tool feed has been modified according to values shown in table 1. Figure 
2 shows the tools, the specimens after machining and the roughness tester in measuring. 
 
Fig. 2. Used HSSE 8% Co end-mills. (a) no coating end-mill, (b) AlTiN coating end-mill,(c) machined surfaces and (d)roughness tester used in 
experimental procedure 
Once surfaces are machined, they are measured in an SM7 roughness tester, filtering the primary profile with cut-
off equal to 0.8 mm (Oc=0.8mm). Values of most common parameters are also shown in Table 1. 
Table 1. Feed values in mm/min and roughness parameters Ra and Rq in micrometers: without(*) and with Ti coating(**) 
 Surface 1 Surface 2 Surface 3 Surface 4 Surface 5 Surface 6 Surface 7 
Feed 11 16 22 31 45 90 264 
Ra (*) 0.554 0.568 0.661 0.667 1.441 1.558 2.060 
Rq (*) 0.847 0.699 0.821 0.877 1.807 1.941 2.594 
Ra (**) 0.387 0.357 0.424 0.457 0.719 0.880 3.771 
Rq (**) 0.500 0.472 0.543 0.581 0.992 1.115 4.797 
 
Graphical representation of roughness parameters Ra and Rq versus feed are shown in figure 3. As expected, 
roughness values grow with feed and tool with coating offer minor values than tool without coating. 
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Fig. 3. Graphical representation among feed and roughness parameters Ra and Rq. Each graphic show the results of two flute HSSE 8% Co end-
mills with AlTiM coating and without coating 
The goal is now analyze if this behavior can be detected applying Visual Algorithms. From this point of view, a 
surface profile can be seen as a time series, where time is the feed of the roughness tester and for every length unit 
there is a height measurement. Therefore, we use the profiles directly in the HVa and the NVa. In order to introduce 
and test the Visibility algorithms in the study of surface profiles, we also studied the profiles with standard time 
series analysis methods, providing us with a model to compare.  
3. Analysis through HVa 
Figure 4 depicts the connectivity P(k) of four of the profiles resulting from the application of the HVa. When 
applying the HVa to the profiles, the result is that all the profiles generate the same kind of graph: exponential tails, 
so similar between them that it´s difficult to discriminate each profile from the others. Therefore, the results from the 
other profiles have been omitted in Figure 4. 
 
Fig. 4. Semi-Log representation of the connectivity distributions P(k) from the HVg of four of the profiles. Each point represents the normalized 
number of nodes with connectivity K in the graph that the HVa generates for each profile, with ranging from 2 to 15. Due to the finiteness of the 
time series, higher k´s are considered noise. 
However, the HVa provides us with more information: if all the nodes of a graph have connectivity 2, it means 
that the profile is perfectly flat, and if all the nodes have connectivity 3, the profile is a straight line, with a positive 
or negative slope. Higher connectivity is the result of various possible sequences. Therefore, P(2) can be seen as the 
proportion of the profile that is almost flat and smooth, whereas P(3) is the proportion of the profile that climbs or 
drops, suggesting roughness. Thus, the coefficient C= P(2)/P(3) is a measure of the smoothness of the profiles. 
Figure 5 depicts P(2), P(3) and C for all the profiles. P(2)drops and P(3) increases with the feed. Therefore, C, the 
“smoothness” of the profiles, decreases as the feed increases. 
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Fig. 5.Normalized values P(2), P(3) and C as a function of the feed resulting from the application of the HVa to all the surface profiles (Red is 
used for P(2), green for P(3), and black for C). Circles represent the profiles machined with the uncoated  tool, and squares represent the profiles 
machined with the titanium coated tool.  In both cases P(2) decreases with the feed and P(3) increases with the feed. As a result, the smoothness 
coefficient C decreases with the feed. 
4. Analysis through NVa 
The NVg is always a more subtle tool than the HVg, because the HVg is always a subgraph of the NVg 
associated to the same time series. Figure 6 depicts the results of applying the NVa to some of the profiles machined 
with the titanium coated tool (left) and with the uncoated tool (right). Comparing with Figure 4, it´s clear that the 
NVa is capable of discriminating between the different profiles: The variance increases with the machining speed, 
meaning that there is a relation between the variance of the NVg and the roughness of the profile. 
 
Fig. 6. Connectivity distributions P(k) of the NVg associated to four surface profiles machined with the uncoated tool(left) and with the titanium 
coated tool(right). In contrast with the HVg, the NVg is capable of discriminating each profile from the others by its connectivity distribution. 
Having the results of applying both Visibility algorithms, we now study the same profiles with the standard 
mathematical methods for time series. When attempting to study time series, there are a variety of mathematical 
methods and tools, which usually work by estimating an exponent through the manipulation of the time series. 
These exponents not only provide us with a tool to compare different time series, but also carry information about 
the nature and characteristics of the time series. In this work we decided to use the Hurst Exponent and the 
Detrended Fluctuation Analysis, and their comparison with exponents in the connectivity distribution of the NVg. 
4.1. Hurst Exponent 
In a previous work [3], we have pointed out how the characterization of the Visibility Graph can provide an 
alternative method to quantify long-range dependence and fractality in discrete series. The Hurst exponent is used as 
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a measure of long-term memory of time series, quantifying the relative tendency of a time series to regress strongly 
to the mean. A value of H = 0.5 can indicate a completely uncorrelated series. A value H in the range 0.5–1 indicates 
that a high value in the series will probably be followed by another high value. A value in the range 0–0.5 indicates 
tendency to switch between high and low values. 
Different Hurt’s estimators have been introduced in the last years, but the community lacks consensus on which 
method is best suited for finite real-time series. The estimation from real (finite) time series is consequently a major 
issue that is, hitherto, still open. An overview of different methodologies and comparisons can be found in [10] and 
references therein. Most of the preceding methods operate either on the time domain (e.g., aggregate variance 
method, Higuchi’s method, detrended fluctuation analysis, and range scaled analysis) or in the frequency or wavelet 
domain (periodogram method, Whittle estimator, wavelet method).  
The Hurst exponent, H, is defined in terms of the asymptotic behaviour of the rescaled range as a function of the 
time span of a time series as follows: 
ܧ ቂோሺேሻௌሺேሻቃ ̱ܰுܰ ՜ λ (3) 
Where ሺሻ is the range of the  time series values, and ሺሻ is their standard deviation. In our case, to estimate 
the Hurst exponent we divide our profile of N observations into a number of shorter time series of length  ൌ
ǡ Ȁʹǡ ȀͶǡ Ǥ ǤǤThe average rescaled range is then calculated for each value of n. Thus, for a profile of length 
,ሺͳሻǡ ሺʹሻǡǥ ǡ ሺሻ, the rescaled range is computed from a mean-adjusted series ሺሻ ൌ ሺሻ െ Ɋfor ൌ ͳǡ ʹǡ ǥ , 
where μ is the mean. Next, we calculate the cumulative deviate series ሺሻ ൌ σ ሺሻ୲୧ୀଵ  for ൌ ͳǡ ʹǡ ǥ  , and 
compute the range as ሺሻ ൌ maxሺሺͳሻǡ ሺʹሻǡ ǥ ǡ ሺሻሻ െminሺሺͳሻǡ ሺʹሻǡ ǥ ǡ ሺሻሻ . Finally, we calculate the 
rescaled range, ሺሻ ሺሻΤ , and average over all the partial time series of length  . The Hurst exponent   is 
estimated by fitting the data to a power law, ୌ. 
Figure 7 depicts the result of applying the Hurst exponent calculating method explained above to the surface 
profiles, showing scaling behavior (3). All the profiles generate a similar graph. It depicts only some of the results to 
avoid overlapping. The incrusted figure depicts the estimated Hurst exponent of all the profiles. It decreases with the 
feed, meaning that it is capable of characterizing the surface roughness. Increasing the amount of points per profile 
should reduce fluctuation and allow better estimation of the Hurst exponents.  
4.2.Detrended Fluctuation Analysis 
Detrended fluctuation analysis (DFA) is another standard method for determining the statistical self-affinity of a 
signal [10]. As for computing Hurst exponent, we first obtain a mean-adjusted series ݕሺݐሻ ൌ ݔሺݐሻ െ ߤ, where μ is 
the mean. Next, ݕሺݐሻis divided into time windows ݕሺ݆ሻ of length ܮ samples, and a local least squares straight-line fit 
(the local trend) is calculated by minimizing the squared error ܧଶ with respect to the slope and intercept 
parametersܽǡ ܾ:ܧଶ ൌ σ ሺݕሺ݆ሻ െ ݆ܽ െ ܾሻଶ௅௝ୀଵ .  
 
Fig. 7. Log-Log representation of ሾሺሻ ሺሻΤ ሿ as a function of n. Inset: Hurst exponents of all the profiles calculated by a linear least squares 
fitting of the points in the outset. In red, the profiles machined with the uncoated tool, and in green, the profiles machined with the titanium 
coated tool. 
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Next, the root-mean-square deviation from the trend, the fluctuation, is calculated over every window at every 
time scale: 
ܨሺܮሻ ൌ ටଵ௅ σ ሺݕሺ݆ሻ െ ݆ܽ െ ܾሻଶ௅௝ୀଵ  (4) 
This detrending followed by fluctuation measurement process is repeated over the whole signal at a range of 
different window sizesܮ, and a log-log graph of ܮ against ܨሺܮሻ is constructed. If statistical self-affinity exists, we 
will have a power law relation: ܨሺܮሻ̱ܮఈ. The scaling exponent ߙ is calculated as the slope of a straight line fit to 
the log-log graph of ܮ against ܨሺܮሻ using least-squares. The exponent value indicate anti-correlation, correlation or 
uncorrelation (α < ½, α > ½ and α = ½, respectively). 
Figure 8 is the equivalent of figure 7 to the DFA results. It depicts ܨሺܮሻ̱ܮఈ  for some profiles (to avoid 
overlapping). The inset represents the estimated α coefficients of all the profiles. In this case, the exponents increase 
with the feed. As with the Hurst exponents, DFA is also capable of characterizing the surface roughness, and further 
analysis with bigger data should be conducted. 
In (3), it has been proven for fractional Brownian motion that a linear relation between the exponent ߚ of the 
power law degree distribution in the NVg and the Hurst exponent ܪof the associated time series exists. Therefore, 
the Visibility algorithm provides an alternative method to compute the Hurst exponent or characterized the series. In 
our case, the tails of the connectivity distributions, ܲሺ݇ሻ (see Figure 6) are powerlaws, as we can see in Figure 9 for 
some examples profiles. A linear regression of these tails provides us with a scaling exponent: ܲሺ݇ሻ̱݇ିఉ. 
5 Conclusions 
The Visual Graph algorithm is a technique originally designed for time series analysis. A surface profile can be 
considered as a time series, assuming that each profile value has been obtained sequentially from the readings 
provided by the roughness tester. This work demonstrates the feasibility of using Visibility Graph algorithm in 
analyzing the surface finishing. The study is only a preliminary work to be expanded in order to validate and 
extrapolate the results to any kind of machined surface. A main drawback found is  that the number of points that 
make up a profile is relatively small for desirable requirements in the Visibility Graph execution. Even so, the 
obtained results are very promising. 
The main contribution of this work is to convert surface texture profiles in graphs, thereby opening the possibility 
of applying specific graph algorithms that can provide further information or data about the surface texture and its 
relation to the functional behavior of the parts. 
 
 
Fig. 8. Log-Log representation of the fluctuation F(L) as a function of the sample size L. Insert: D exponents of all the profiles, calculated by a 
linear least squares fitting of the points in the outset. In red, the profiles machined with the uncoated tool, and in green, the profiles machined 
with the titanium coated tool. 
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Fig. 9. As in Figures 7 and 8 Figure 9 depicts P(k) as a function of k for some profiles (to avoid overlapping), and in the inset it depicts the E 
exponents of all the profiles calculated by a linear least squares fitting of the points in the outset. In red, the profiles machined with the uncoated 
tool, and in green, the profiles machined with the titanium coated tool. 
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