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Abstract 
Highly vibrationally excited (high-v) ion-pair states of rnolecules share many of the same 
properties as high-n Rydberg states. In high-v ion-pair states, a weakly bound pair - an 
anion and cation - play the roles of electron and ion-core. High-u ion-pair states have an 
infinite nurnber of vibrational levels below their dissociation threshold, and these follow 
a Rydberg-like formula. It is dernonstrateci that high-v ion-pair states can be dissociated 
by the application of weak pulsed electric fields, in a similar rnanner to the electric-field 
induced ionization of high-n Rydberg states. It has been possible to exploit this effect 
- using a technique similar to pulsed-field ionization zerekinetic-energy photoelectron 
spectroscopy (PFI-ZEKE) and mas-analyzed threshold ionization spectroscopy (MATI) 
- to determine field-free energetic thresholds for ion-pair formation. The thresholds for 
three processes were studied using this technique: HCl + hv -t Hf + Cl-, Oz + hv -t 
OC + O-, and HF + hv + H+ + F-. The accurately determined field-free ion-pair 
formation threshold of HCt, together with the known values of the ionization potential of 
H and the electron affinity of Cl, allowed the dissociation energy of HCI to be determined 
to within f 1 cm-' - a significant improvement over the Iiterature value. This new 
technique - threshold ion-pair production spectrmopy (TIPPS) - should be applicable 
to polyatomics, for which many bond energies are only known thermochemicdy. 
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1.1 Rydberg and Ion-Pair States 
In certain electronic states of diatomic molecules, the two constituent atoms behave Iike 
oppositely charged ions, since their mutual attraction is best described by the coulomb 
force law. One of these secalled "ion-pairn states is illustrated in Fig. 1.1, where the 
experimentaIly-derived potential energy curves of the ground and first electronic states of 
H F  are plotted as a function of the internuclear separation. Also superimposed is a plot 
of the coulomb potential. As seen, the behavior of the B ion-pair state is coulombic, but 
this behavior breaks down at low internuclear distance, when the atoms begin to touch. 
In atomic and rnolecular physics we are more used to seeing the coulomb force in 
another context: the attraction between the electron and ion-core in a Rydberg atom. 
The ubiquitous example is the hydrogen atom; here the coulomb force Iaw holds exactly 
until very smail separation between the proton and elect ron, yielding the (non-relativistic) 
energy Ievels (8): 
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ion-pair dissociation threshold - - - O - -  
- 
B'L 






P 3 ++ ++ - + + . 
& 
2 4 6 8 
intemuclear dis tance (A) 
Figure 1.1: Potential energy curves for HF. The points shown are the Rydberg-Klein-Rees 
(RKR) turning points, computed by DiLonardo and Douglas [l] from their spectroscopic 
observations of the B'C - XIC electronic system. (The RKR procedure is a method 
for 'inverting" spectroscopic data to obtain potentials.) A coulomb potentiai has been 
superimposeci (solid line). Its asymptotic energy has been chosen to correspond t o  the 
experimentally derived threshold for ion-pair formation, presented in Chapter 6 (129558 
cm-'). 
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where n = 1 , 2 , 3 , .  . . and 
The quantity me is the mass of the electron, m is the reduced mass of the electron-proton 
two-body system, m = me/(l + m,/mp), and 72, is the Rydberg constant (E- 13.6 eV, 
see Ref. [2] for a more precise value). Since the electron is much lighter than the proton, 
R x 72,. The reader will recall that states of different orbital angular momentum, t', 
have degenerate energies. 
For atoms other than hydrogen, states in which one electron is highly excited and 
circles an ion-core, are similar to those of the hydrogen atorn, and are known as Rydberg 
states. However, the influence of the electrons in the ion-core causes the purely coulombic 
behavior to break down at  srnaIl separations between the Rydberg electron and the ion- 
core. This may be accommodated for, in the energy level formula, by the introduction of 
"quantum-defects" (61) :' 
The quantum defects norrnally vary so smoothly with energy, (or n), that they may be 
assumed to be constant. The e-degeneracy is broken when the potential is not purely 
coulombic, so both quantum defects and energy levels are t-specific. 
The ease with which non-hydrogenic Rydberg atom energy levels fit the modified 
Rydberg formula in Eqn. 1.3, suggests that a similar formula might be applicabIe to the 
vibrntional energy levels of ion-pair states, which also show non-coulombic behavior at  
small separations. Specifically, one might e ~ ~ e c t : ~  
'The Rydberg constant must now be scded by the reduced mas 
system. 
(1.4) 
of the electron, ion-core tw*body 
' ~ h c  dmominator of Eqn. 1.4 is siightly more compücated, than that of Eqn. 1.3, since v iabehg 
starts at O, independent of J ,  whereas n labeling for Rydberg states starts at t + 1. Defining 6 J by Eqn. 
1.4 retains an exact correspondence between quantum defects for Rydberg states and ion-pair states. 
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where R is now R,, scaled by the reduced mass of the two circling ions. For the HF 
El1 C state: 
where r n ~ +  is the m a s  of t he proton, and mF- is the mass of t he fluorine anion. Figure 1.2 
shows the quantum defect of the vibrational energy levels of the B ion-pair state of HF as 
a function of vibrational quantum number, cornputed using Eqn. 1.4. As the vibrational 
quantum number increases, the quantum defect varies less, thus Eqn. 1.4 becomes a more 
accurate description of the vibrational energy level spacing. Most importantly, there are 
an infinite number of vibrational levels below the ion-pair dissociation threshold. This is 
unusual, as it may be show that only potentials having an asymptotic form: 
where O < a < 2, can exhibit this property [3]. The ion-pair states satisfy this re- 
lationship. More typical long-range interactions are of the form 1/@ (van der Waals 
interaction) and 1/@ (ion-neutral interaction) [4]. These "weaker" long-range potentials 
only support a finite number of vibrational levels. 
The correspondence between Rydberg-state energy level spacings and ion-pair state 
vibrational energy level spacings has been noted previously by Asaro and Dalgarno [6] 
and Pan and Mies [7]. 
In addition to the similarity of their energy level formulae, Rydberg states and ion- 
pair states are expected to share other properties. One example is size, which for Rydberg 
atoms rnay be defined as the expectation value of the electron, ion-core separation < r >. 
For hydrogen, in an l = 0 state [8]: 
This is given in atomic units, for which the unit of length is the Bohr radius, a0 = 0.529 
A. huat ion  1.7 is exactly true for hydrogen, and approximately true for al1 Rydberg 
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Figure 1.2: Quantum defect (6) as  a function of vibrational quantum number ( v )  for the 
levels of the HF BIC state potentiai. The potential was approximated using cubic-spline 
interpolation between DiLonardo and Douglas's RKR points [l], with suitable extensions 
for R < 1.0648 Aand R > 4.5890 A. To obtain the vibrational energy levels, the Numerov- 
Cooley technique was used [5]. 
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atoms. To scale these results to ion-pair systems, it is convenient to introduce a set of 
"generalized atomic units", denoted by the su bscript g: 
where a,, E,, and F, are the units of length, energy and electric field, respectively? 
The rationalized MKSA system has ben  used for the electromagnetic quantities: q,, the 
elementary charge, and €0, the permittivity of vacuum. For normal atomic units m = me, 
the m a s  of the electron, and in  this case, the normal atomic units are recovered: 
For ion-pair states, m is the reduced m a s  of the twebody system, and the corresponding 
generalized units differ from the normal atomic ones. Formulae written i n  atomic units 





units using the appropriate generalized units. To convert an equatior! written in 
units to real units, appropriate for ion-pair states, replace al1 instances of energy 
EIE,, lengths (1) by l/a,, electric fields (F) by F/F,, etc. 
example, Eqn. 1.7 may be applied to ion-pair states: 
The quantity < r > now represents the separation of the two ions. From this, it can be 
seen that ion-pair states will be smaiier than Rydberg states, for v a n, since the reduced 
'Tb+ generaiized atomic unit. for time, and other quantities, can be determincd by appropriate mod- 
Scation of the quantities iisted by Bethe and Salpeter, on pg. 3 of Ref. [SI. 
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masses of ion-pair systems are aiways larger than the rnass of an electron. However, 
Rydberg and ion-pair states with the same binding energies, v a n (E) I l 2 ,  will have 
me 
approximately equal sizes. 
Since one can easily produce Rydberg states of n = LOO, their size can approach 
laboratory scales. In particular, Fabre and c~workers [9] have monitored the depletion 
of a beam of Rydberg atoms sent through an electro-formed mesh, as a function of the 
size of the holes and the n of the Rydberg states. They confirm that the scaling of size is 
given by Eqn. 1.7. Experiments with ion-pair states of equivalent binding energies wouid 
be expected to show sirnilar results. 
The large size of Rydberg states is only one of their extreme characteristics. Since 
the invention of the tunable dye laser in the 1970's, the study of Rydberg states has 
undergone a renaissance, and many other properties and behavior of these "exaggerated 
atomsn [IO] have undergone extensive study. Two books 110, 111 dixuss rnany of these 
experiments. 
What other properties do the Rydberg and ion-pair states have in common? In  
this thesis it is demonstrated that highly vibrationally excited ion-pair states can be 
dissociated with weak electric fields, in a similar manner to the well-studied electric-field 
induced ionization of high-n Rydberg states. 
1.2 Photoionization and Photoion-pair Formation in Electric- 
Fields 
With an electric-field present, the potential for the motion of a Rydberg electron is no 
longer coulombic, nor spherically symmetric. In atomic units, the long-range potential is: 
where -2 is the direction of the applied electric-field, F. Figure 1.3 illustrates this 
potential dong the electric-field axk. As can be seen, application of the electric field 
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lowers the energy of the ionization threshold. The lowering, A E ,  is given by [IO]: 
AE = 2 0 ,  (1.13) 
or in real units, 
cm" 
AE = 6.1 
( V / ~ m ) l / ~  
fi. 
This lowering of the ionization threshold with electric-field may be confirmed by observing 
the shift in energy required to photoionize the atom. Varying the size of a DC electric- 
field in the photoexcitation volume lowers the photon energy required for ionization, in 
a manner determined by Eqn. 1.14 (see, for example, Ref. (121). 
This simple viewpoint - known as the classical saddle point mode1 - is very useful. 
There are sornetimes complications; States with non-zero rnt can be kept away from the 
classical saddle point by centrifugai forces [13], and it may be necessary to consider the 
effects of tunneling through the barrier. However, these are often not significant. 
Since the lowering of the ionization threshold described by Eqn. 1.14 is a purely 
electrostatic effect, and in no way depends on electron mas, one would expect that sirnilar 
considerations apply to ion-pairs. For example, the threshold for: Ha + hv -t Hf + H- 
can be reduced by the application of a DC field. This was first confirmed experimentally 
by Pratt and ceworkers in 1992 [14]. They excited molecular hydrogen from its ground 
electronic state to v = 6 of the EFIC: state using two photons. A third tunable photon 
was then used to excite to the ion-pair threshold. Scanning this final photon energy, and 
monitoring free ion-pair production, the energetic threshold for ion-pair formation could 
be observed. This is shown in Fig. 1.4a). There is a clearly observable threshold. If 
the DC field in the photoexcitation region is changed, this threshold moves. Figure 1.4b) 
shows the threshold energy plotted as a function of the square root of the electric-field. 
As expected from Eqn. 1.14, the experirnental points fa11 on a straight line, with a dope 
very close to the expected value of 6.1 cm-'/(~/cm)'~*. 
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Figure 1.3: The effective potential for a Rydberg electron with and without application 
of an electric field. Field strength is 100 V/cm. 
Chapter 1.  Introduction 
Figure 1.4: Experimentd observations of the electric-field induced lowering of the en- 
ergetic threshold for producing ion-pairs. From Ref. [14]. a) The H- ion-signal p r e  
duced from H2 as a function of energy above the xlC:, v = 0, J = O ground state, 
with a DC field of 245.7 V/cm. The spectrum was obtained by pumping the Q(1) 
EFIC(v' = 6, J' = 1) t X1C;(d' = O, P = 1) twephoton transition. b) The en- 
ergetic thresholds for ion-pair formation as a function of the square root of the electric 
field. The energy is with respect to the X1C& v = 0, J = O ground state. The fitted line 
has a slope of 5.7 f 0.2 c m - ' / ( ~ / c r n ) ~ ~ .  
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1.3 Pulsed Electric-Field Induced Ionization and Dissocia- 
tion 
Thus far, photoexcitation in electric-fields has been discussed. What happens when an 
electric-field is applid to an already existing Rydberg state? Not surprisingly, it may 
"field-ionize", producing a free-efectron and remaining ion-core. The magnitudes of the 
fields required to ionize Rydberg states will be discussed in this section, with a view 
towards studying analogous behavior for high-v ion-pair states. 
As soon as an electric-field is applied, Rydberg state energies begin to shift; this is 
the Stark effect. Spherical symmetry is Iost - t ceases to be a good quantum number 
- as the electric field mixes different î states. For non-relativistic hydrogen, the highly 
degenerate zero-field states fan out into a umanifold" for each rnc - which remains a good 
quantum number. At low fields (F) (8, 101: 
where ni and n2 are non-negative integers labeling different members of the manifold, 
constrained by the relationship ni + 722 + Imcl + 1 = n. For rnc = O, the extrerne "blue- 
shifted" state of the manifold has ni - nz = n - 1, while the extreme "red-shifted" state 
has ni - n2 = -n+l. The energy separation between these extreme states of the manifold 
increases with n. Similarly, the ground states of non-hydrogen atoms show srnall shifts 
with increasing fields (compared to their high-n Rydberg states). High rnt states of non- 
hydrogenic atoms are also describeci by Eqn. 1.15, as they have little penetrating, low-t 
character. 
As  electric-field is increased from zero, blue-shifted members originating from one 
value of n will approach the energy of red-shifted states of high-n. This gives rise to 
'avoided-crossings"; as the field strength is increased, two quantum states approach one 
another in energy, then recede. An atom in one state may Ujump" to another, if this 
avoided crossing is approached rapidly (diabatic). If the crossing is approached slowly 
Chapter 1. Introduction 12 
(adiabatic) the atom is more likely to stay in the same state. Intermediate behavior is also 
possible. This is a consequence of tirne-dependent quantum mechanics, and is frequently 
modeled with the Landau-Zener theory [l5, 161. 
The practical consequence is that a field-ionizing pulse may shift a Rydberg state up 
or down in energy with respect to the ground state of the atom. Consequently, it is no 
longer possible to simply use the classical saddle point model, for predicting the field a t  
which a Rydberg state will ionize. There is an exception; if the field is applied slowly 
enough, such that al1 avoided crossings are traversed adiabatically, field ionization occurs 
when the saddlepoint energy equals the initial Rydberg state binding energy [IO]. For 
cornpletely adiabatic ionization, the critical ionization field strength, F', for a Rydberg 
state of initial n is 
or, rewriting this i n  terms of the binding energy of the initial field-free Rydberg state, 
When the electric-field is applied quickly, the avoided crossings are traversed diabat- 
ically. Using the hydrogen system as a rnodel, the most extreme red-shifted states of a 
rnt = O manifold will be a t  the classical saddle point energy when Fc = 1/(9n4), where 
n is the initial principal quantum number (see Ref.'s (17, 101). Or rewriting in terms of 
binding energy: 
4 ~ *  
Fc = - 
9 -  
This predicts that a stronger field is required for ionization than in the adiabatic case 
(Eqn. 1.17). 
Since the blue-shifted members of the Stark manifold will increase in energy, one 
rnight expect that they would be ionized a t  lower field strengths than the red-shifted 
Stark states; their energies will be above the classicd saddle-point for ionization a t  much 
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lower fields. However, this is not the case, as in these blue shifted states, the Rydberg 
electron wavefunction is localized on the side of the atom away from the lowered barrier 
(-ve r in Fig. 1.3). Since the electron does not approach the barrier, it cannot ionize, even 
though this is energetically allowed. This is nicely illustrated in  Fig. 3 of Merkt's review 
article [18]. Empirically, it is observed that the extreme blue shifted states take roughly 
twice the field strength to ionize, compared to the red-shifted states (see for example, 
Fig. 4 of Ref. [18]). The relationship: Fc = 1/(4n4), is sometimes quoted for rnc = O 
hydrogen [19]. Rewriting in terms of binding energy, the critical field for ionization is: 
Again, the fields required for ionization are higher than for the adiabatic case. 
If the diabatic ionization mode is operative, a mixture of states excited at a specific 
binding energy will be 100 % ionized for a field strength above the blue-shifted limit 
(Eqn. 1.19), will be partially ionized for fields between the blue and red-shifted limits 
(Eqn. 1.19 and Eqn. l.l8), and remain completely un-ionized for field strengths below 
the red-shifted limit (Eqn. 1.18). For purely adiabatic ionization, field strengths above 
the classical limit (Eqn. 1.17) will be 100 % efficient in ionization, and those below, 
completely inefficient. However, adiabatic and diabatic are two extremes. In  practice it 
is possible to a mixture of both behaviors. This is illustrated in the work of Jeys and 
CO-workers [20], who show Rydberg states ionized by both modes, but that the diabatic 
route is favored with increasing n. 
This discussion of pulsed-field ionization has been necessarily brief and imprecise. 
However, the salient point is that the critical fields for ionization scale in proportion to 
the square of the binding energy: 
Fe = k ~ ~ .  (1.20) 
for adiabatic (k = 1/4) and red (k = 419) and blue-shifted (k = 1) diabatic behavior. 
Converting this equation from generalized atomic to real units, as  discussed in Section 
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1.1, gives:' 
This result is independent of the reduced mass of the system. Thus, the critical fields For 
the ionization of ion-pair states are predicted to be identical to those for Rydberg states 
of the same binding energy.' 
To the best of the author's knowledge, no previous investigations of the pulsed-field 
dissociation of high-v ion-pair states have ever been made. However, Pratt and CO- 
workers observations [14], together with what is known about Rydberg state ionization, 
suggested that the electric-field induced dissociation of high-v ion-pair states was feasible. 
Observation rested upon choice of a suitable molecule and detection technique. 
To investigate the electric-field induced dissociation of high-v ion-pair states one could 
repeat Pratt and ceworkers experirnent, using a pulsed field after photoexcitation. B y  
varying the time-deIay between excitation and the field-dissociation pulse, the lifetimes of 
high-v ion-pair states could be studied. Varying the size of the pulsed electric-field would 
test how well the various formulae for Rydberg-state ionization apply to the ion-pair case. 
This was our original plan, and a series of experiments were done to gain experience with 
double resonance experiments in Hz [21]. However, eventually it was decided to take 
another approach: to excite frorn the ground state of a rnolecule to energies just below 
the ion-pair dissociation threshold - hopefully populating high-u ion-pair states - and 
then use two electric-field pulses to selectively detect excitation into a range of high-u 
ion-pair states. This technique is both conceptually and practically similar to both pulsed- 
field ionization zero-kinetic-energy electron spectrwcopy (PFI-ZEKE), and massanalyzed 
'Or in red units. E = 6.12 (,;~~,: fiI E = 4.59(,,;~~,,& and E = 3-06~,,;~',:,, a, for the 
adiabatic, red and bluc-sbîfted diabatic cases nspectivcly. 
5However, which formukc apply, adiabatic or diabatic, should depend on binding-energy since hi&-v 
spacings are much more dense than hi&-n Rydberg state s e  for the same binding energy. Thus, 
avoided crossings are more ükcly to be traverseci diabatically for hi&-v ion-pair states than for hi&-n 
Rydberg states of the same binding enc%y. 
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threshold ionization spectroscopy (MATI) - two well-established techniques which involve 
the electric-field induced ionization of high-n Rydberg states - so these are discussed in 
the next section. 
1.4 Molecular Rydberg States and Pulsed-Field Ionization 
Zero-Kinetic-Energy Photoelectron Spectroscopy 
The historical origins of PFI-ZEKE spectroscopy are a series of threshold photoelec- 
tron spectroscopy experiments on the NO molecule, by Müller-Dethlefs, Schlag and CO- 
workers at the Technical University of Munich [22, 231. In conventional photoelectron 
spectroscopy, a fixed frequency light source irradiates molecules at a photon energy well 
above their ionization threshold (by several eV). The resulting photoelectrons are then 
energy analyzed. Electrons are emitted at different energies, as the resulting ion can be 
left in different rovibrational states (an ion left with a high amount of vibrational en- 
ergy, Say, will emit a slower photoelectron, simply due to conservation of energy). Thus 
the ionic energy levels can be determined by the energy spacings of the peaks in the 
photoelectron spectrum. 
In threshold photoelectron spectroscopy, the light source is now scanned, and a filter 
is set up to detect only very slow photoelectrons. By monitoring th i s  slow-electron signal 
as the photon energy is scanned over the different ionization thresholds, the ion energies 
may be determined. Conventional photoelectron spectroscopy also determines the ionic 
energy levels. However, with the threshold technique, the energy scale is obtained from 
the photon energy calibration, rather than from the generally more difficult electron 
kinetic energy analysis. There are other advantages to the threshold technique. I t  is 
easier to optimize a high-throughput, high-resolution detection of threshold electrons, 
compared with conventional photoelectron spectroscopy. 
As discussed in Guyon and Baer's historical review [24], the PFI-ZEKE technique 
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was discovered, as part of a program to improve the resolution of threshold photoelectron 
spectroscopy. In particular, in 1984, Müller-Dethlefs and ceworkers [22] demonstrated a 
threshold photoelectron spectrum of NO with rernarkable resolution, by using a pulsed 
excitation combined with a delayed extraction field, with the goal of enhancing the selec- 
tivity towards near-threshold electrons. The greatly improved resolution of this scheme 
allowed them to distinguish threshold electrons from ions left in different rotational states. 
The technique was named zero-kinetic energy photoelectron spectroscopy (ZEKE), to dis- 
tinguish it from the other threshold techniques. Since the intensities of the ZEKE peaks 
were expected to indicate the relative probabilities for photoionizing the molecule and 
leaving the ion in different rotational states, obtaining rotational resolution was par- 
ticularly significant from the point of view of understanding the physics of molecular 
photoionization. Previously, rotationally resolved photoelectron spectra had only been 
achieved for H2 [25, 261, an exceptional case due to its widely separated rotational levels. 
In the original ZEKE paper, a slight discrepancy was noted; the energetic ionization 
thresholds of the NO rnolecule may be accurately determined frorn an extrapolation of 
its observed Rydberg series: b u t  it was found that the ZEKE signals were at energies 
slightly below (4 cmmL) these thresholds. Upon further analysis, it appeared that the 
waiting period was actually 100% efficient in discriminating against al1 above threshold 
photoelectrons, and the observed signal corresponded to the electric-field ionization of 
high-n Rydberg states which had been excited by the laser pulse. This seemed reasonabie, 
since series of high-n Rydberg states approach each molecular ionization threshold. 
This was confirrned by varying the strength of the electric field pulse F and ob- 
serving that larger fields broadened the spectral peaks to lower energies. Specifically, the 
low-energy sides of the peaks shifted down from the field-free ionization threshold, in  pro- 
portion to 0. By taking several spectra at different fields, and extrapolating the results 
to zero-field, it was possible to determine the field-free ionization t hreshold. Agreement 
6For molecules, unWIe atoms, this cxtrapoktion kt nonnaily difficult becnuse of the extensive pertur- 
bations, or interseries couplings between Rydberg states approadiing the ciiffereut ionization thresholds. 
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with the value determined by Rydberg series extrapolation was excellent. 
Based on this new understanding of the process responsible for the very high res- 
olution, Müller-Dethlefs and Schlag suggested a more appropriate designation for the 
technique [27]: pulsed-field ionization zero-kinetic-energy photoelectron spectroscopy, or 
PFI-ZEKE for short. However, workers often shorten this to "ZEKE", even if they are 
using the pulsed-field ionization technique.? 
The use of the PFI-ZEKE technique has become widespread. It is especially use- 
ful for the accurate determination of molecular ionization energies8 and for certain ion 
spectroscopic work, not easily approachable by other means [28]. 
An important variant of the PFI-ZEKE technique was introduced by Zhu and John- 
son in 1991 [29]. They demonstrated that it was possible to selectively detect the ions - 
instead of the electrons - arising from field ionization. This is more difficult, since dis- 
crimination against the prompt ions is more difficult than For prompt electrons because of 
their m a s  difference. However, this may be accomplished by the introduction of a small 
electric field in the waiting period between excitation and field-ionization (by a larger 
field). If the photon energy is scanned and the ions originating from field-ionization are 
detected, the resulting spectra are equivalent to the PFI-ZEKE spectrum, with one im- 
portant difference; the resulting ion may be mass analyzed (normally by time-of-fiight), 
prompting the description: mas-analyzed threshold ionization spectroscopy (MATI). 
This technique is advantageous when working with cluster or radical sources, where the 
molecular beam may consist of different species. 
In addition to the new spectroscopic information, attention has also been focused on 
using PFI-ZEKE to study the dynamics of the photoionization process. Earlier, it was 
' MUer-Detblefs and c*workers tater showed that it was in k t  possible to coiiect a Utrue" ZEKE 
spectrum, avoiding the signai due to pulsed-fieid ionization, as d i s c d  in th& review article [27]. Thus, 
dropping the PFI designation seerns problematic, although it is common. 
'A list of molecular ionization energies deterrnined by PFI-ZEKE is a d a b l e  from the webpage: 
http: //cos .phys . chemie. tu-muenchen. de/zaLe/, and currently numbers 146. 
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mentioned that ZEKE's access to rotationally resolved photoionization cross-sections was 
particularly exciting. Although the PFI-ZEKE signals arise from field-ionization of Ryd- 
berg states rather than from true threshold photoionization, it may still be legitirnate 
to relate thern to threshold photoionization cross-sections. The basis of this corn parison 
is "continuity of oscillator strengthn. The reader is referred to the literature for a corn- 
plete discussion (see, for example, Ref. [3]). In summary, the practical consequence is 
that the probability of exciting Rydberg states with a broadband source just below an 
ionization threshold, is identical to the probability of ionization just above the energetic 
thre~hold.~ Thus PFI-ZEKE spectra which record the Rydberg state excitation probabil- 
ities just below each ionization threshold, have determined the relative photoionization 
cross-sections a t  threshold. However, loss of Rydberg states in the waiting period, due 
to autoionization or predissociation, can sometimes spoil this correspondence. This is 
discussed more extensively in Appendix B, where PFI-ZEKE signals at the p3/, (first) 
and IPIl2 (second) ionization thresholds of argon are compared to the well-established 
partial photoionization cross-sections. 
1.5 Threshold Ion-Pair Production Spectroscopy 
1.5.1 Photoion-pair Formation and Photoexcitation to high-v Ion-Pair 
States 
The previous section mentioned the strong connection between excitation to the high-n 
Rydberg states below the ionization threshold, and the adjoining photoionization con- 
tinuum. For excitation of highly vibrationally excited ion-pair states, there is also an 
associated continuum: 
A B + ~ u + A + + B - .  (1.22) 
'More precisely, this is the probabüity of ionization leaving an ion-core in the same state that the 
Rydberg series was converging on. 
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This is sometimes referred to as "polar-photodissociation" [30], but is more commonly 
called "photoion-pair formationn. 
Typical experimental studies of photoion-pair formation characterize the yield, or 
cross-section, for the process as a function of photon energy. These yield spectra are 
typically rich in structure, since the process for ion-pair formation normally involves 
excitation to a Rydberg state, which then predissociates into ion-pairs: 
The structure in the yield spectra is due to excitation to quasi-bound States in the first 
step. Direct excitation from the ground state to the ion-pair continuum seems to be rare. 
The photoion-pair production process has been studied in many m o l e c ~ l e s , ~ ~  and 
sorne of these are summarized in Table 1.1. It is important to point out that processes 
such as NaCl + hv + ~ a +  + CI-, which one might expect to be quite strong, have never 
been observed. This is discussed more extensively in the review by Berkowitz [34]. 
Frequently, it is possible to observe strong photoion-pair formation directly a t  the 
energetic threshold." Dehmer and Chupka [37] have recorded a high resolution yield 
'"ln addition to characterization of the total cross-section as a function of photon energy, there have 
been other types of experiments associateci with photoion-pair formation. Many of these are the analogs 
of photoelectron spectroscûpy. Photolysis is performed at a fixed photon energy, and the kinetic energies 
of the ions produced are anaiyzed (see, for example, Refs. [31] and [32]). For example, an interesting 
study h a  been performed by Munakata and Kasuya [a]. They observed the processes: CH3Br + hu + 
CH: + Br' and CH3Cl+ hu + CH: + Cl', using 118 nm light, and analyzing the kinetic energies of 
the produced ions. They found that only a amaü fraction of the total available energy wrrs released into 
kinetic energy (17% of 0.98 eV for C&Br and 25% of 0.69 eV for CH3Cl). The r a t  must go into CH: 
vibrations. This is underritandable, &ce the ground state of CH: is plaaar, in contrast to the strongly 
pyramidal shape of C a  in the parent molecule. The ciramatic geometry change deposits vibration in the 
CH: fragment, reducing the adable energy. 
"For photolysis into neutrais, Wigner's threshold iaws (501 dictate that the C~OSS-section m u t  be zao 
a t  threshold (sa, for example, Ref. [SI]). These laws do not necessitate that the cnwgsection for ion-pair 
formation be zero at threshold - since the two departing bodies interact with the strong couiomb force. 
HCI + hu + H+ + Cl' 
0 2 + h y + O f  +O' 
H F + h v + H f  +F' 
H2+hu+Hf  +H' 
N O + ~ U + O -  +N+ 
C O + h v + C + + O '  
C O + h u + C - + O +  
N 2 0 + h v - t 0 - + N $  
HCCH + hv + H+ + C2H- 












Table 1.1: A Brief Survey of Experimcntal Photoion-pair Formation Studies. This table includes the t hree molecules 
studied in this thesis: HCl, O2 and HF. The molecular ionization potentials are also listed. A more comprehensive list 
of observed photoion-pair formation processes is available in Table 1 of Derkowitz's review (34). 
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spectrum of O2 photoion-pair formation in the vicinity of the energetic threshold, repro- 
duced in Fig. 1.5. This spectrum consists of a series of "steps", separated in energy by 
the ground state rotational energy levels. These energy spacings - which are well-known 
from other techniques - have been superimposed on Fig. 1.5. Each step corresponds to 
an additional initial rotational state being allowed to dissociate into ion-pairs. The more 
initial rotation a molecule has, the less energy it takes to reach the ion-pair dissociation 
threshold; see Fig. 1.6. 
The energetics for photolysis into neutrals should be similar, since dissociation asymp 
totes are independent of the relative rotation of the two departing fragments. However, 
for neutrals it is common for the centrifugal barrier to prevent observation of the true 
energetic threshold [4]. This barrier is due to the effect of the addition of the centrifugal 
contribution VrOt(R),  on the normal rotationless potential: 
where J is the rotational state, R is the internuclear separation, and p is the reduced 
m a s  of the two body system. Figure 1.7 illustrates the formation of a barrier due to 
this term. Because the long range potential of ion-pair states is much stronger than 
the long-range potentials for states which dissociate into neutrat, the barrier does not 
appear to form for ion-pair states. Although it may be proven that a barrier must form 
for potentials with weak - 1 / ~ ~  tails, it is not possible to prove generaliy that long- 
range coulombic potentials cannot exhibit a barrier. For example, for the analogous 
photoionization problem, an electron moving in the effective potential of a nucleus and 
the surrounding electrons comprising an ion-core, can encounter a small barrier due to 
the centrifugal effect (see Fig. 8, on pg. 49 of Berkowitz's book [53]). However, it is 
relatively straightforward to demonstrate that under reasonable assumptions, the long- 
range coulomb potential in ion-pair states, prevents formation of a barrier [4]. 
This situation is analogous to the relationship between photoionization and photodetachment, where 
photoionization cross-sections can be non-zero at threshold, whercas photodetachment cross-sections must 
always be zero at threshold [52]. 
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Figure 1.5: Threshold photoion-pair formation from O*. From Ref. [37]. The rotational 
energy levei spacings of the ground vibronic state have been superimposed. 
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Figure 1.6: Energetics of Ion-Pair Formation in 0 2 .  This figure illustrates how the 
photon energy required to reach the ion-pair dissociation threshold in Oz decreases with 
additional initial rotational excitation. This rationalizes the spacing of the steps observed 
in Fig. 1.5. 
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So, as discussed, neither Wigner's t hreshold laws, nor centrifuga1 barriers preven t 
observation of a photoion-pair signal directly at threshold. This is useful, as the cross- 
section for producing ion-pair states just above threshold is intimately related to the ease 
by which high-v ion-pair states may be excited just below threshold - in analogy with 
the Rydberg-state case. It is reasonable to expect, and can be justified rigorously, that 
the concept of continuity of oscillator strength - previously discussed in the context of 
Rydberg states and photoionization - also applies to photodissociation [54]. Specifically, 
the probability of exciting unresolved high-v ion-pair states below an ion-pair formation 
threshold is exactly the same as producing ion-pairs just above this threshold. Since 
numerous photoion-pair yield spectra cover threshold regions, this connection allows one 
to establish how feasible excitation of high-v ion-pair states wilI be. Although useful as 
a rough guide, actual identification of the ion-pair threshold region can be problematic. 
Photoion-pair yield spectra do not typically look Iike Fig. 1.5 at threshold. Identification 
of a steplike structure can be difficult, because as soon as an ion-pair channel opens, 
its cross-section can Vary dramaticaily with energy, showing strong resonances, obscuring 
identification of the higher energy steps. This is a consequence of' the indirect mechanism 
for producing ion-pairs discussed earlier. 
1.5.2 Threshold Photoion-pair Production Spectroscopy and the De- 
termination of Dissociation Energies 
The previous section discussed the excitation of high-v ion-pair states, and the relation- 
ship with photoion-pair formation at threshold. Given that excitation to high-v ion-pair 
states is practical, could this be detected? Based on the discussion in Section 1.3, it is 
expected that electric fields may field-dissociate high-v ion-pair states. One possibility is 
to apply a weak field-dissociating pulse immediately following photoexcitation. However, 
this would not allow discrimination between the field-dissociation signal and the prompt 
photoion-pair signal. A spectrum taken by scanning photon-energy and collecting ion- 
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2 4 6 
internuclear distance (A) 
Figure 1.7: Formation of a centrifugal barrier. This diagram illustrates the same RKR 
derived potential energy curves for HF as  in Fig. 1.1, but with the centrifuga1 contribu- 
tion, added o n  for J = 20 (see Eqn. 1.24). The XIC ground state exhibits formation 
of a barrier to dissociation, while the ion-pair state BIC does not. (A large J has been 
chosen to make the barrier observable on the scale of the figure. For lower J, smaller 
barners form.) 
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signal immediately following an electric field pulse would appear similar to that of Fig. 
1.5, only with the steplike structure shifted to lower energy due to the field dissociation 
contribution. 
Although a single pulse is not sufficient to selectively detect excitation to high-v 
ion-pair states, it can be envisioned that a combination of two electric field pulses may 
work. The first would discriminate against the prompt ions, pushing them out of the 
field of view, and the second would field-dissociate the high-u ion-pair states - if they 
had been excited. By scanning photon energy and monitoring the ion-signal due to this 
second pulse, it should be possible to collect spectra which are sensitive to excitation of 
a particular range of high-v ion-pair states below each threshold. Because of practical 
limitations regarding the sizes of electric-fields, and excitation bandwidth, it would not 
be expected that individual ion-pair states could be resolved. A single peak would be 
observed for each ion-pair threshold, corresponding to many unresolved high-v ion-pair 
states. For example, if the threshold region for photoion-pair formation of Oz were 
scanned (see Fig. 1.5), one would expect to see peaks for each of the different initial J 
states, at  energies just below the field-free thresholds. 
By varying the magnitudes of both the discrimination field pulse and field-dissociating 
pulse, it should be possible to change the shape of the peaks. The discrimination field, 
besides ridding the area of prompt ions, also has the e f k t  of depleting the highest-v ion- 
pair states. Thus if its magnitude is increased, one would expect that the peaks would 
have their higher energy - or blue edges - depleteà. By collecting spectra with different 
discrimination fields, and observing the shifts in the blue edges of these peaks, it should 
be possible to extrapolate to zerdield strength. At zero-field strength, the blue-edges 
should coincide with the field-free ion-pair formation thresholds - which are difficult to 
determine from the photoion-yield spectra done. 
It has been possible to apply this technique - Threshold Ion-Pair Production Spec- 
troscopy (TIPPS) - to the HF, HCl and O2 molecules (41,361. The scheme described here, 
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for discriminating against prompt ions, and detecting those produced by a subsequent 
pulse is both practically and conceptually similar to Mass-Analyzed Threshold Ionization 
spectroscopy (MATI) (29, 551. In fact, in Chapter 3 it is illustrated how the spectrometer 
used to study the electric field induced dissociation of high-v ion-pair states may also 
perform MATI spectroscopy of argon, and deterrnine its field-free ionization threshold. 
Besides demonstrating that high-v ion-pair states may be excited and field-dissociated, 
are there any other possible applications of the TIPPS technique? It has been mentioned 
how it was expected that a systematic variation of the discrimination field magnitude 
could allow one to determine the field-free ion-pair formation thresholds. Measurernent 
of an energetic threshold for splitting a diatomic rnolecule AB into ion-pairs EA+,B-, 
allows determination of the dissociation energy of the molecule &(AB) ,  if the electron 
affinity ( E A ( B ) )  and ionization potential IP(A)  of the fragments are known:12 
Almost al1 atomic ionization potentials are known to accuracies better than 1 cm-', as 
are many electron affinities [52]. 
There have been a variety of rnethods applied to the determination of molecular 
dissociation energies. One method is to monitor photofragment yield of the molecule while 
scanning incident photon energy - deterrnining the energetic threshold for dissociation 
From the minimum photon energy at which the fragments appear. Unfortunately, thermal 
excitation of t he sample, resonances above threshold, and poor Franck-Condon factors can 
make this difficult. An alternative approach is to use the spectroscopically determined 
bound state energy levels of a molecule near a dissociation threshold. For diatomic 
molecules this involves the BirgeSponer extrapolation [4, 571, or suggested extensions 
[58]. However, these rely on the existence of extensive unperturbed spectroscopic data 
near the dissociation limit, and their application is not always straightforward [SI], nor 
12~or examples of usage of Eqp. 1.25 in determining bond enqïcs ,  see the review by Berkowitz et of. 
WI. 
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easily extendible to triatomic and larger molecules. 
On the other hand, there is nothing to restrict application of the TIPPS technique to 
the determination of diatomic dissociation energies. For example, the process: 
has been observed [48, 33, 491. Since I P(CH3) is known to f 3 cm-L [59], and EA(C1) is 
known to f 0.5 cm-' [6011 determination of the threshold for ion-pair formation would es- 
tablish the CC1 bond strength in CH&[ with unprecedented accuracy. Current estimates 
of this bond energy are aecurate to no better than 100 cm% Of course, not al1 molecules 
have suitable photoion-pair processes. However, based on the previous pho toion-pair 
studies, reviewed by Berkowitz [34], the number of potential targets is large. 
Unfortunately, time did not permit the study of a polyatomic. However, each of 
the three diatomics studied, illustrates interesting aspects of the TIPPS technique. The 
chapters devoted to HCl and HF illustrate the determination of dissociation energies as 
outlined above. In the case of HCI, the new dissociation energy obtained has a substan- 
tially improved accuracy compared to the previously known thermochemical value. For 
HF, the individual TIPPS lines exhibit complex structure, reflecting the predissociation 
mechanism responsible for production of the high-v ion-pair states. TIPPS studies of 
the O2 molecule show a second set of ion-pair formation thresholds, corrcsponding to the 
production high-v ion-pair states, where the O' partner is an excited spin-orbit state. 
Before discussing these results, it is necessary to describe the experimental techniques 




The experiments described in this thesis were carried out using a modified version of 
the apparatus described by Kong et a1.[61, 621. This apparatus consists of three major 
subsystems: 
1. Vacuum ultraviolet (VUV) generation system - to excite the molecules from their 
ground states to high-n Rydberg states, or to high-v ion-pair states, 
2. Pulsed Molecular beam - to introduce the sample gas into a collision-free environ- 
ment, and 
3. Spectrometer and detection electronics - to detect excitation into the high-v ion-pair 
states by elect ric-field induced dissociation. 
This chapter will discuss each of these components of the experimental apparatus. 
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2.2 Generation of Vacuum Ultraviolet Radiation 
2.2.1 Introduction 
Examination of Table 1.1, shows that the energetic thresholds for single-photon ion-pair 
formation for many molecules are high. For example, the molecules studied in  this thesis 
- HCl, Oz, and HF - have energetic thresholds at 14.4 eV (85.6 nrn), 17.3 eV (71.8 
nm) and 16.1 eV (77.2 nm), respectively. These energies are in the range known as the 
vacuum ultraviolet (VUV), which covers from w here Oz atmospheric absorption becomes 
a problem, to the soft x-ray regime (190 nm - 10 nm, 6.5 eV - 120 eV). Generation of 
light in  this spectral range requires specialized techniques. In particular, at  wavelengths 
below 105 nm (11.8 eV), it becomes necessary to work "windowlessn, since no materials 
of structural thickness are transparent [63].' 
Photoion-pair formation has been studied with three different sources of VUV radia- 
tion: 
1. Monochromatized radiation from a lamp (e.g. Dehmer and Chupka [37]), 
2. Monochromatized synchrotron radiation (e.g. Yencha and CO-workers [35, 64]), and 
3. Nonlinear frequency mixing of laser radiation (e.g. Munakata and Kasuya [33]). 
Each of these sources has advantages and disadvantages. Both monochromatized sources 
(lamp and synchrotron) are broadly tunable - large energy ranges may be covered quickly 
for survey work. Generally speaking synchrotron radiation is the brighter of the two, but 
requires use of an eIaborate Facility, whereas lamps and lasers can be operated in small 
laboratories. 
For these experiments, nonlinear frequency rnixing of dye laser radiation was used to 
generate the required VUV. This source has the advantage of high spectral bnghtn- 
'Some w o r h  use the tenn nextrem~ultravioletn ( X W  or EW), to refer to t h t  "windowlessn region 
below 105 nm. 
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(photons per unit b a n d ~ i d t h ) ~  and a time structure suitable for the TIPPS experiments. 
In particular, light arrives every 100 ms in short pulses (< 5 ns). This delay between 
pulses allows sufficient time for discrimination against prompt ions, which is a problem 
with cw-sources (lampa), and pseudo cw-sources (synchrotrons). 
For further information on VUV sources using nonlinear mixing, especially for their 
application in Chemical Physics, the reader is referred to the series of review articles by 
Hepburn [66, 67, 681. The book by Hanna et al. [69] is useful but limited to work prior 
to 1979. The review of Hilbig et al. [70], and the thesis of Lago [71] are recornmended for 
the specific techniques used in this work. Because of the excellent background material 
already availabie, the theory of nonlinear rnixing will only briefly be touched upon. 
2.2.2 Theory 
The term "nonlinear" refers to the response of the bulk polarization P of a material to 
an applied etectric field E (considering components in one direction only, for simplicity): 
The higher-order nonlinear terms X ( 2 ) ~ 2 ,  X ( 3 ) ~ 3  are responsible for the generation of 
harmonies. For instance, if a field of E = Eosin(wt) is applied to the material, P will 
contain an oscillatory component at w, due to the X ( l ) ~  term, but also at  2w, due to 
X ( 2 ) ~ 2 ,  since sin2(wt) = *. This acts as a source for new radiation at 2w - the 
"second harmonic". Second harmonic generation was first observed shortly following the 
invention of the laser [72]. Since then both second and higher order effects have becorne 
a powerful tool for extending the wavelength coverage of lasers. 
With harmonic generation it is necessary to use a medium for which absorption of the 
generated beam will be minimal. This rules out the use of solid or liquid materials for 
generation of VUV below 105 nm. Gases must be used. But there is no second harmonic 
-- -- 
'A cornparison of the spectral brightness of laser and synchmtmn sources is dven by Hinuen (651. 
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generation in gases, since the term rnust be zero for isotropic media (along with al1 
other ,$"), n even terms). Thus the first non-linear frequency conversion process allowed 
in a gas is third-harmonic generation (due to X ( 3 ) ) .  
Although third harrnonic generation is commonly used ta generate tunable VUV, it 
is useful to introduce a slight modification to enhance conversion efficiency. Thus far, 
the frequency dependencies of the x coefficients have been neglected. The ~ ' s  show 
resonances. In particular, by introducing two laser beams (ul and u2) into the media, 
with one tuned to a twephoton resonance (pl), it is possible to greatly enhance the 
third-order mixing process for the generation of 2u1 +y. The ul frequency remains fixed 
to the resonance, while uz may be tuned to Vary the frequency of the generated VUV. 
A rnonochromator may then be used to pick out the desired harmonic from the residual 
fundamentals and other harmonies generated (3u1, 2u1 - u2). This technique is known as 
"resonan tly-en hanced four-wave sum-frequency mixing* . 
Resonantly-enhanced four-wave sum-frequency mixing was demonstrated in atomic 
vapours as early as  1974 [73, 74,751. However, this process became much more practical 
with the use of the noble gases. These may easily be introduced to the rnixing region 
using a pulsed valve, reducing average gas load, while allowing high densities for good 
conversion eficiency [76, 771. Development of the BBO material in the late eighties [78], 
enabled visible dye laser radiation to be converted to wavelengths as low as 190 nm, 
allowing many Xe and Kr twephoton resonances to be covered. 
2.2.3 Practice 
The source of VUV radiation for these experiments was resonantly enhanced four-wave 
sum-frequency mixing in a pulsed jet of Xe or Kr. The two dye laser beams required for 
the mixing process are overlapped and focused with a lens (f = 20 cm) into a vacuum 
chamber. Before focusing, the bearn waists are on the order of 1-2 mm. The focal spots of 
the beams are as close as possible to the nozzle of a pulsed valve, which is emitting pulses of 
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Xe or Kr at the laser repetition rate. The generated harmonics and fundarnentals ernerge 
from the jet and are separated and refocused by a 1 m vacuum monochromator. Alter 
exiting the monochromator, the VUV beam enters the main chamber, passes through the 
molecular beam and spectrometer, and then is detected by a dual microchannel plate 
detector. This detector is normally operated with very low electron gain (z 10 - 100), 
but is very useful for initially finding and optimizing the VUV signal, when it is necessary 
to go to much higher gain to see weak signals. 
The VUV generation system was built and used for the thesis work of Kong [6l, 621. 
Since then, the pum ping system has been modified slightly. The monochromator chamber 
was originally pumped by a 1500 L/s cryopump. This was replaeed with a 260 L/s 
turbopump. A small chamber separates the mixing chamber from the monochrornator 
and this is pumped with asmall (6"0) oil diffusion pump. By introducing this extrastage 
of differential pumping, the gas load on the monochromator remains light, allowing low 
pressures to be acheived (10-~ torr), thereby preventing reabsorption of the generated 
VUV.3 The main experimental chamber is also differentially pumped, using a 1000 L/s 
turbopump. 
It is useful to be able to determine how much VUV is made in this setup, Since it is 
difficult to absolutely calibrate the rnicrochannel plate detector - which is normally used 
to monitor the VUV - a simple photodiode was used (see for example Ref.'s (791 and 
[65]). Photoelectrons emitted from a copper surface were collected, and the total charge 
was measured by integrating the voltage pulse generated over a 50 R resistor ( s e ,  for 
example, Fig. 2.4 of Ref. [65]). The quantum efficiency of photoelectron production by 
copper is available [63], ailowing one to convert the measured photoelectron yield into a 
VUV photon fluence. A typical value obtained was 5 x 10' photons/pulse. 
The spot size of the generated VUV is important for considering the possible per- 
turbations due to neighbouring ions. Lago and CO-workers [80, 711 have considered how 
'The generated V W  photon energy ù normaiiy above the ionization potentid of the m i h g  gas, 
leading to broadband absorption by ionization. 
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the focusing of the input beams determines the properties of the generated harmonics 
(especially the confocal parameter). But it is difficult to test these predictions, since the 
generated harmonics normally remain "buried" in the fundamentals, until separation by 
a rnonochromator. Naturally, the monochromator ha. its own effect on the beam proper- 
ties. In particular, one expects astigmatic refocusing, in addition to the normal diffractive 
effects. While it is possible to mode1 this, many assumptions have to be made; thus the 
only really satisfactory solution is to actually measure the VUV spot size. Unfortunately, 
because of time restrictions this was not done. One possible approach would be to use a 
microchannel plate followed by a phosphor read-out (similar to image intensifier technol- 
ogy). To obtain rough estimates of certain properties, the spot-size has been estimated 
to be a rectangular patch of 1000 pm (V) by 150 prn (H). 
2.2.4 Dye Lasers 
The harmonics of a Nd:YAG laser were used to pump the two tunable dye lasers used for 
four-wave mixing. The Nd:YAG laser (Spectra Physics [81], GCR-4) was Q-switched [82] 
to produce short (z 8 ns),  intense (Z 1000 mJ/pulse) pulses in  the near-infrared (AyaG 
= 1.064 pm) with a repetition rate of 10 Hz. This radiation was frequency doubled in 
a non-linear crystal to produce green light (XyAc/2 = 532 nm). The green light could 
be used to pump a dye iaser and/or sum-mixed with the residual infra-red CO generate 
ultraviolet Iight (XYAG/3 = 355 nm). The ultraviolet light could then be used to pump 
either one or both of the dye lasers. Laser dyes suitable for operation below 545 nm 
rnust be pumped with the 355 nrn light ("blue-pumping"). However, at  wavelengths 
greater than 545 nm, pumping with 532 nrn is normally used ("green-pumpingn), since 
it is usually more efficient than bIuepumping. With minor changes to the setup it was 
possible to switch between al1 passible pumping configurations (blue-blue, blue-green, 
and green-green pumping), and obtain the maximum recommended pump energy for 
each laser (% 100 mJ/pulse). 
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The two pulsed dye lasers (both Lambda Physik [83], FL3002), are of the Hansch 
type [84]. The oscillator cavity consists of an end mirror, a cuvette with a flowing dye 
solution, and a 600 Iines/mm grating in the Littrow configuration to provide wavelength 
selective feedback in the cavity. Within the gain-band of a given dyesolvent combination, 
tunability is obtained by rotating the angle between the grating normal and cavity axis 
(O). The limited gain bandwidth of the dye restricts oscillation to one particular order 
(a). Thus, the lasing wavelength (A) is given by the "grating equation" for the Littrow 
configuration: 
nX = 2d sin(9) (2.1) 
where d is the groove spacing (in this case, 1/600 mm). A microprocessor controlled 
stepper motor controls sin 8,  and a counter number "labelsn these discrete positions. A 
wavelength scan consists of stepping sequentially through these positions. Since the dye 
laser frequencies are related to the final VUV frequency in simple manner,' determination 
of the final VUV frequency is a matter of reIating the counter position to dye laser 
frequency, Dye laser calibrations were based on the observation of known transitions of U 
and Ne, and etalon frequency markers were used to interpolate between these transitions. 
These matters are discussed in Appendix A. 
After being coupled out of the oscillator cavity, the laser beam passes through two 
consecutive single-pas dye amplifiers (these are part of the FL3002 units). After the final 
amplification stage, the visible frequency may be doubled in a nonlinear crystat to extend 
the visible dye laser output into the ultraviolet. Either Potassium Dihydrogen Phosphate 
(KDP) or Beta-Barium Borate (BBO) crystals are used, depending on the wavelength. A 
comprehensive survey of the properties of these and other nontinear crystals is available 
[87]. I t  was also necessary to generate ultraviolet radiation below the frequency-doubling 
lirnit of BBO (< 205 nm). In this case, frequency doubled light (;i. 300 nm) was sum- 
' It is asaumecl that the relationship v v ~ v  = 2tq +e hoIda exactly, and a h  that the second hannonics 
of the dye laser radiation are exactly twice the kquency of the fùndamentals. For higher molution work 
the b d d o w n  of these rehtionships m u t  be considercd (se Ref.'s [85] and [86]). 
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mixed with the residual fundamental (x 600 nm)  to produce very short wavelength UV 
(s 200 nm). The particular dyes and crystals used for each individual experiment are 
summarized throughout the thesis. 
It is necessary to overlap the two beams both spatially and temporally for the four- 
wave mixing process. The beams From both dye lasers were combined on an optical table 
using a single dichroic mirror. These mirrors are coated to allow reflection of a small range 
of wavelengths, and low-loss transmission of other wavelengths, enabling the overlap of 
two bearns of different frequency. Since zq is normally fixed (to a two-photon resonance), 
it is useful to make this the reflected wavelength. Dichroics were available for the different 
two-photon resonances in Xe and Kr. 
Care is taken to synchronize the arriva1 of the vl and v2 beams at the gas jet to within 
1 ns, as the beams must interact with eafh other for frequency mixing. 
2.3 Molecular Beam 
In the experiments described in this thesis, the sample gas was introduced to the vacuum 
chamber using a pulsed supersonic molecular beam. There are several advantages to this 
technique, which is discussed thoroughly in a book edited by Scoles [88], and a recent 
review article by Morse (891. 
Since both highly vibrationally excited ion-pair and high-n Rydberg states are fragile, 
it is desirable to perform experiments on them at low densities and temperatures, so 
that the influence of surrounding neutrds and ions can be minirnized. In a low-density 
environment, the number of molecules excited is few, so the ions resulting from field 
ionization/dissociation must be detected with high gain. Due to the problems of ion- 
feedback, high gain detectors such as channeltrons and microchannel plates must be used 
at low pressures. Also, it is desirable to avoid ion-molecule reactions when transporting 
the ions from their point of origin to the detector. This explains the usefulness of the 
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pulsed beam technique: the sample Bay be introduced in a cold "beam" which crosses 
the light, presenting a higher density in the interaction region, while preserving the low- 
densities required for good detection. The 100 ms between light pulses can then be used 
to pump away the sample gas before the next shot. 
In  these experiments, the source of the beam was a solenoid valve (General Valve, 
Series 9), which lifts a small Teflon poppet off a 1 mm orifice, allowing the sample gas to 
flow from the high pressure (1-2 atm) reservoir into the chamber. When the gas molecules 
rush out into the Iow-pressure environment, they undergo an isentropic expansion (no heat 
flow). Their thermal energy is converted into a directed flow, to speeds which exceed the 
local speed of sound, prompting the designation "supersonicn. After a certain point in 
the expansion, the molecules effectively stop colIiding, as t heir density and temperat u re 
are greatly reduced. Experiments are usually performed on the sample in this region. 
The average speed that the motecules finally reach, u,, may be calculated from Eqn. 
2.2 of Miller [go]: 
where 7 = c,/c, (= 5/3 for monatomic gases), k is Boltzmann's constant (1.38 x IO-" 
J/K),  m is the weight of the species, and To is the temperature of the reservoir. Using 
this equation, it is found that room temperature argon5 will reach a terminal speed of 
560 m/s. An important parameter is the velocity distribution about this mean speed, as 
it is needed to estimate collision rates in the beam. This is difficult to cornpute? The 
'TO rnake things specific, ali calcuiations in this section consider Ar. The results are not too much 
different for other species. 
'~xperimentd and theoretical prcdictions of the velocity distribution are available for continuous 
sources. Unfortunatdy, these can be difficult to apply to pulecd sources. In particular, in this case, the 
"effective" nozzle diameter is typically much srndler than the d diameter, due to incomplete opening 
of the valve. For example, if Eqn. 2.19b in Ref. (901 is uscd to compute the continuous nozzle flow rate, 
the d t i n g  vdue is too hi&, by about 2 orders of magnitude (compareci to the estimate given in the 
nex t paragraph) . 
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distribution may be roughly characterized by an effective temperature. For the conditions 
of our experiment, this should be Iess than 1 K. 
Perhaps the most important property of the molecular beam is its density in the region 
of interaction with the light beam. Miller [go], has sumrnarized the results of Beijerinck 
and Verster [91]. They find that the centerline particle flux (for a monatornic gas, such 
as  Ar) is given by: 
N 
F = (molecules/(unit time and area)) = 2- 
m 2  ' 
where fi is the nozzle ffow rate (total number of molecules emerging per unit time), and r 
is the distance from the nozzle opening. The centerline particle flux may then be divided 
by v,, to obtain an estimate for the number density, n, in the interaction region: 
The nozzle Row rate, N, may be estimated in the following manner. While the beam 
is on, the average pressure in the main chamber is torr. This chamber is being 
pumped by a 1000 L/s pump. So the average gas load on the chamber is 1oW2 torr-L/s. 
Since gas is emitted 10 times a second, the gas in a single pulse is 1 0 - ~  torr-L. Assuming 
that the gas is emitted in 500 ps pulses, the average nozzle flow rate during a pulse is: 
fi = 6.4 x 10' se'. 
The nozzle was located 5.2 cm away from the VUV beam axis in al1 of the experiments. 
So, substituting r = 5.2 cm, v, = 560 m/s, and N = 6.4 x 1019 s-l into Eqn. 2.4, an 
estimate of n = 3 x 2of3 is obtained. 
With the estimates of temperature and density in the beam, it is possible to es- 
timate the effect of collisions, during the waiting period between excitation and field- 
ionization/extraction. Recall the discussion of the sizes of Rydberg and ion-pair states 
given in Section 1.1. For 1 cm-' below threshold, < r >= 8.7 x IO-' cm. Thus a t  a 
number density of 3 x 1013 cmd3, there is an excellent chance that a neutral will be 
located wàthin an ion-pair or Rydberg state. However, not too much harm is expected 
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from this. The collisions between the individual partners of the Rydberg or ion-pair 
states, and the neutrals, are more significant. We are concerned with collision rates on 
the order of (1 p ) - ' ,  as these are significant on the timescale between excitation and 
field-ionization/dissoeiation, in both MAT1 and TIPPS. The collision rate (2) of one 
molecule is given by: 
where o is the cross-section for the process being considered. Substituting Z = 1 ps-' , 
T = 1 K and n = 3 x 1013 cm-=, and rearranging, it is found that o > 1 x 10-l1 cm2. 
could cause problems. Since ion-neu t ral cross-sections are ty pically much smaller t han 
this, collisions with neutrals are not expected to be significant. 
To consider the effects of collisions with surrounding ions, it is necessary to know the 
ion-density. This may be computed from the neutral density, if we know the probability of 
ionization. For low probabilities of excitation (as in this case), this is simply the ionization 
cross-section times the photon fluence for the region (in photons/unit area). Assuming 
108 photons arrive in a 1000 prn x 150 Fm spot, and an ionization cross-section of 10 Mb, 
the probability of ionization is 6 . 6 ~  IO-? With a neutral density of n = 3 x  1013 cm-3, the 
ion-density after passage of the light will be 2 x 107 cm-3. Although the nurnber density 
of ions is significantly lower than that of the neutrals, their collision cross-sections are 
gerierally much higher. Simply rescaling the estimate for neutral collisions given above, 
cross-sections above 1.5 x IO-' cm2, will present problems. This is approxirnately the 
geometrical size of a Rydberg or ion-pair state with a binding energy of 0.4 cmwL. 
Collision cross-sections between ions and Rydberg or ion-pair states may be so high, 
that under certain conditions, we may think of a collision cornplex being formed by 
photoexcitation. Before photoexcitation, a neutral and ion are far enough away from one 
another that they are not interacting; after excitation, the Rydberg/ion-pair state and 
neutral are interacting. This is the interpretation of the rapid t and rnc mixing which 
is hypothesized to be responsible for Rydberg-state stabiiization against autoionization 
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[92]. The Rydberg states are excited in the presence of nearby ions, which break the 
normal spherical and cylindrical symrnetry. 
As shall be seen, the effects of ion-density on both Rydberg and ion-pair states with 
low binding energies are observable in MAT1 and TIPPS spectra. 
Spectrometer 
Introduction 
A spectrometer was constructed for the experiments described in this thesis. As outfined 
previously, the purpose of a spectrometer for MAT1 or TIPPS experiments is to differen- 
tiate between the ions formed during photoexcitation - the so-called prompt ions - and 
t hose formed by the field-dissociating (TIPPS) or field-ionizi ng (MATI) pulse. Johnson 
and Zhu [55] discuss a variety of ways that this may be accomplished. The scheme illus- 
trated in Fig. 2.1 was chosen because of its simplicity. It is not considered optimal in any 
way - other than perhaps for its ease of construction. Further studies should investigate 
the use of spectrometers described in the literature (see, for example, Ref. [93]), which 
were originally used for MATI, but should be equally applicable to TIPPS. In general 
these use smaller electric fields for field-ionization, and thus are capable of much higher 
spectral cesolution t han the scheme described here. 
2.4.2 The Kinematics of Discrimination 
As Fig. 2.1 illustrates, prompt ions are accelerated into the region between Pl and P2 
before the field-ionizing/extraction pulse is applied (a single pulse serves to both field- 
ionize or field-dissociate and extract). The desired fragments (if present) are then drawn 
up the time-of-flight (TOF) tube where they are detected, whereas the prompt ions 
between Pl and P2 are ignored. 
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t field dissociated O' 
1 prompt O+ 
Figure 2.1: Schematic illustration of the discrimination capability of the spectrometer for 
the O2 TIPPS experiment. Prompt ions (O+) formed during photoexcitation are forced 
downwards by the discrimination field. After they are pushed below PZ they are drawn 
towards Pl and remain undetected. Neutra1 states continue to travel in the direction of 
the beam after photoexcitation, and after dl of the prompt O+ ions have been drawn 
into the region between Pl and P2, an extraction and field-dissociating puise is applied 
in the region between P2 and P3. This region then acts as the first acceleration stage of 
a Wiley-McLaren tirne-of-flight spectrometer, enabling the electric field dissociated O+ 
fragments to be discriminated against othet ions (Oz) by their time of flight (TOF) to a 
microchannel plate detector. 
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It is possible to estimate the size of, and time for which the "discriminationn field must 
be applied to the region between P2 and P3, to ensure that the prompt ions reach P2, 
and subsequently travel into the Pl-PZ region. As shown in Fig. 2.1, the molecular beam 
direction is orthogonal to the spectrometer axis. To a fint approximation, the prompt 
ions have no velocity component along the spectrometer axis, and thus the distance that 
they travel along this wis, after the discrimination field Fd is applied for a time t is: 
where m is the mass of the ion and q, is the elernentary charge. Excitation occurs midway 
between P l  and PZ, thus d = 0.5 cm is substituted into Eqn. 2.6, toget the discrimination 
criteria: 
Eqn. 2.7 has been written as an inequality, as it represents a lower bound on F d t ~ / m ,  
because: 
1. The VUV spot is fairly broad (see Section 2.2.3), so excitation occurs over a range 
of d* 
2. There will be some component of molecular bearn velocity along the spectrometer 
axis, especially off the centerline axis of the molecular beam. This depends on the 
quality of alignment, and the VUV spot size. 
3. When the ion-pairs are formed at energies above the threshold for ion-pair forma- 
tion, the excess energy will be deposited into ion kinetic energy. Some fraction of 
ions will then have velocity components aiming away from P2, towards P3. These 
will take longer to reach P2 than those which are at rest initially. In this respect, 
discrimination in TIPPS spectroscopy differs from that in MATI, since for pho- 
toionization, the bulk of the excess energy is carrieci off by the electron, and the ion 
recoil energy is correspondingly small. 
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4. Once reaching P2, the ions will encounter a nickel mesh grid which they must p a s  
through before entering the Pl-P2 region. It is expected that a certain fraction 
of ions will ubounce" off this grid, back into the P2-P3 region, slow down and be 
re-accelerated back for another try. The quantitative details of the phenornenon are 
not known, however it will tend to increase the time required for discrimination. 
In practice, because of the difficulty in estimating the combined effect of these factors, 
an empirical approach was taken; Fd or t d  were increased until adequate discrimination 
was obtained, using Eqn. 2.7 as a guide to the minimum ~ ~ t d / m  required. The actual 
Fd's and td 's used are noted throughout the thesis. 
2.4.3 Field-Ionization and Extraction 
Once discrimination has taken place, a field-ionizing pulse is applied to the region between 
P2 and P3. This field also serves as  an extraction pulse, drawing the ions up into the 
TOF spectrorneter. The higtily vibrationally excited ion-pair states travel along with the 
molecular beam after excitation, between the plates P2 and P3. Since discrimination 
times can be as large as 8.4 ps, the distance travelled in this period can be quite large 
(8.4 mm for a 1000 m/s beam). To ensure that the field-ionized fragments are drawn up 
into the center of the TOF spectrometer, it is desirable to perform the photoexcitation 
upstream of the spectrometer axis. For this reason, the spectrometer was translatable 
along the molecular beam axis (under vacuum). The spectrometer geometry is similar to 
that used for MAT1 by Jouvet and CO-workers [94]. 
Once the field-ionizing and extraction pulse is applied, the ions are drawn up into 
the TOF spectrometer, which is illustrated in Fig. 2.2. For good mas-resolution the 
Wiley-McLaren [95] conditions are used for space focusing. For a given spectrometer 
geometry, these conditions constrain the ratio of fields in regions P2-P3 and P3-P4 in a 
manner which heIps minimize the spread in TOF7s due to the vertical spread in initial 
ion starting positions. Thus if the extraction pulse strength is changed, it is necessary to 
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Vary the flight tube voltage to maintain Wiley McLaren conditions. Deflection plates are 
placed between P4 and the flight tube to help compensate for molecular beam velocity 
in the direction orthogonal to the spectrometer. 
As discussed in the first chapter, the speed at which an electric-field pulse is applied to 
a Rydberg atom, will influence its mode of ionization. Similar considerations will apply to 
the electric-field induced dissociation of high-v ion-pair states. Al1 voltage pulses applied 
in this work had rise-times of l e s  than 50 ns. However, more detailed characterizations 
were not made. 
2.4.4 Detection Electronics 
After traveling down the TOF tube, the ions hit the front of a microchannel plate detector 
[96]. The wiring of this detector is similar to that presented in Fig. 2.14b of Ref. [62] 
(only al1 capacitors are 2 nF). The rnultiplied electron signal is collected by an anode, 
and generates a voltage across a 50 R resistor, which is then amplified by a fast x10 
preamp. The appropriate ion-signal is gated and integrated in time, relative to the initial 
laser firing. The gated integrator (Stanford Research Systems, SR250) holds its output 
voltage until the next laser shot, allowing slow conversion by a 12 bit A/D card in the 
data collection computer. The scan program records this signal as a function of the 
VUV energy, which it changes by varying the wavelength of the u* laser through a GPIB 
interface. The data is then written to disk for further analysis. It  has proven useful to 
simultaneously record the VUV intensity, in addition to the ion-signal. Normalization by 
VUV intensity often significantly improves the S/N of the collected spectra. 
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Figure 2.2: Schematic diagram of spectrorneter - view from side. Al1 dimensions in inches. 
The VUV beam travels out of the page, at the point marked ;cl between P2 and P3. The 
entire spectrometer is translatable along the molecular beam axis (m-beam) with respect 
to this point. Plates P2, P3, and P4 are square (3" x 3") with nickel mesh covered holes, 
allowing the transmission of ions. The ends of the flight tube (1.5~~0) are also covered 
with this mesh. The voltage pulse required to generate the discrimination field is applied 
to P3, for the extraction field it is applied to P2. These are both terminated with 50 SZ 
resistors to ground. AI1 other electrodes are decoupled through 1 nF ceramic capacitors 
tied to ground. 
Chapter 3 
Mass Analyzed Threshold 
Ionization Spectroscopy of Argon 
- An Illustrative Example 
3.1 Introduction 
As mentioned previously, the experimental method for performing TIPPS spectroscopy 
is virtually identical to mass-analyzed t hreshold ionization (MATI) spectroscopy 129, 551. 
Thus, to confirm that the newly constructed spectrometer worked, the photoionization of 
argon was studied at its first (*P3/2) and second (2P1p) ionization thresholds. Spectra a t  
the 2Pl12 ionization threshold were studied as  a function of the strength of the discrimi- 
nation field. This enabled extrapolation to determine the field-free ionization threshold. 
The procedure was then checked against more precise determinations, providing a test of 
both the VUV energy calibration and extrapolation procedure. This test is the subject 
of this chapter. 
The valence-shell ground-state configuration of Ar+ is 3s23p5. This configuration has 
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a single term 2P, which has two levels or spin-orbit components: 2P3/2 (lower) and 2 ~ , 1 2  
(upper), separated by 1431.58 cm-' [W]. The first ionization threshold of Ar lies at 
127109.80 cm-' (981, and thus the second lies at 127109.80+1431.58 cm-l = 128541.38 
cm". 
If a photeyield spectrurn of Ar is taken between the first and second ionization 
thresholds, a series of sharp resonances are observed. These correspond to excitation of 
Rydberg states with excited ionic-cores (2Pl12), which then autoionize. Under certain 
conditions, if close enough to the second ionization threshold, these Rydberg states rnay 
be sufficiently long-iived to dlow waiting periods on the order of several ps, allowing 
discrimination against the prompt electrons from the lower (first) ionizatiori threshold. 
Typically, autoionization lifetimes vary as n3, increasing as one approaches the ionization 
threshold. However, in Ar the n3 scaling is not suficient to explain the experimentally 
observed long lifetirnes [99]. This is discussed more extensively in Appendix B, where 
the signal strengths of PFI-ZEKE spectra at the first and second ionization thresholds of 
Ar are compared to the relative photoionization cross-sections. However, the important 
point here is that it is possible to collect PFI-ZEKE spectra at the second ionization 
threshold of Ar, and thus it should aIso be possible to collect MAT1 spectra. 
Recall that both the TIPPS and MATI technique rely on discrimination against the 
prompt ions formed during photoexcitation - followed by the selective detection of the ions 
produced by electric-field induced ionization (MATI) or electric-field induced dissociation 
(TIPPS) .The ratio between the photoionization crosssections for the two channels at 
the second ionization threshold of argon is O(* = 1.93 [100] (see Appendix 
B). So when taking MATI spectra of argon at  the second ionization threshold, there will 
be at least 1.93 times more ions to be discriminateci against than ions formed by field- 
ionization.' Thus MATI spectroscopy at the second ionization threshold of Ar provides 
a test of the discrimination properties of the spectrometer with a reasonably high m a s  
'There may be more, since some of the Rydberg states appmachg the second threshold may autoion- 
ize, producing prompt-ions thereby reducing the number of states for field-ionization. 
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3.2 Experimental 
To excite Ar from its ground state to the second ionization threshold in  a single photon- 
excitation, requires 15.9 eV photons. These were generated by four-wave sum-frequency 
mixing in Kr, as discussed in  Section 2.2. The four-wave mixing process was resonantly 
enhanced by fixing the frequency-doubled output V I  of a dye laser in the vicinity of a 
two-photon resonance in Kr (2vi z 94093.7 cm-' [101]). The dye laser operated using 
the Stilbene 420 dye (Exciton), and was frequency dou bled in a BBO crystal. The tunable 
frequency u2 was generated by frequency doubling the output of a Rhoadamine 6G dye 
laser in KDP. The two beams were combined using a dichroic coated to reflect 212 nm at 
45' (Acton Research). The beams were focused with a 20 cm lens into a free pulsed jet 
of Kr, and the desired harmonic 2vi + y was refocused by the monochromator into the 
main chamber. Before focusing, the beam waists were on the order of 1-2 mm, and the 
vi energy was 0.5-1 mJ/pulse, and the v2 energy was 1.5-2.5 mJ/pulse. 
The Ar backing pressure behind the pulsed valve was 26 psi, and the number density 
in the interaction region was estimated to be 3 x 1013 [102]. During the experiments, 
the average experimental chamber pressure was ty pically IO-' torr. 
The criteria for discrimination against prompt ions has been discussed in Chapter 2. 
Substituting rn = 40 amu into 
where Fd is the discrimination 
the light pulse and extraction 
field and t d  is the discrimination time - the time between 
field. A discrimination time of 8.4 p was used, and thus 
the discrimination field should be Fd 2 0.6 V/cm, for efficient discrimination. In practice 
i t  was possible to collect MAT1 spectra at discrimination fields as low as  2 V/cm without 
significant background. To achieve these rat her long discrimination times (the longest for 
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any MATI or TIPPS experiment in this thesis), the spectrometer was translated along 
the molecular beam axis by about 1.4 cm to ensure that the Ar+ ions created at the time 
of the extraction pulse travelled up the center of the spectrorneter (this was empirically 
adjusted to give the best signal). 
After the discrimination time period, an extraction pulse of 60 V/cm was applied to 
the region. The voltage of the TUF tube was varied to maximize the peak Ar+ signal 
seen in the TOF spectrurn (ie. the time-resolution of the TOF was optimized). With 
an optimal TOF tube voltage of 300 V, the Ar+ signal was observed approximately L 1.1 
ps after the extraction pulse was applied. After amplification by the microchannel plate 
detector, the signal was recorded using a boxcar integrator with 30 n s  long gate - which 
was sufficient to record the entire ion signal. 
3.3 MATI Determination of the * Ionization Threshold 
Figure 3.1 shows a MAT1 spectrum of Ar at the Ptlz ionization threshold taken with 
a particular discrimination field (2 V/cm). The signal corresponds to the detection of 
Ar+ ions originating from the electric field ionization of Ar Rydberg states with *Pli2 
ion-cores. 
When the magnitude of the discrimination field-pulse is increased (Fig. 3.2), the "blue- 
edge" of the MAT1 peak shifts to lower energies, as the larger discrimination field ionizes 
lower-n Rydberg states. Rydberg states which have been depleted by the discrimination 
pulse cannot be detected by the field ionization and extraction pulse. This systematic 
shifting of the blue-edge with discrimination field will be used to determine the field-free 
ionization threshold. First, several of the factors affecting the Iine-shape of the spectra 
will be reviewed. 
The MATI signai strength observed at  a particular photon-energy is deterrnined by 
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Figure 3.1: MAT1 spectrum of Ar at the 2P112 ionization threshold. The discrimination 
pulse was 2 V/cm and the extraction pulse was 60 V/cm. The extrapolated field-free 
ionization threshold has been marked (see later in this Chapter), as have the line positions 
of a Rydberg series approaching this threshold (computed using the Rydberg formula with 
a quantum defect of zero). As the VUV linewidth exceeds the Rydberg state spacing, 
individual Rydberg states are not spectrally resolved. 
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Figure 3.2: MATI spectra of Ar at the 2P112 ionization threshold taken with different 
discrimination fields (Fd). The extraction field strength was 60 V/cm. These spectra 
were tested to make sure that their blue edges did not shift as ion-density was reduced. 
As discussed in the text, intermolecular effects at higher ion-densities deplete the high-n 
signal. 
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several factors: 
1. Initial excitation probability. This may vary significantly with energy. In Appendix 
B the PFI-ZEKE signal strengths observed at the Pll2 and p3/, ionization thresh- 
olds of Ar are compared to the corresponding partial photoionization cross-sections. 
In particular, the *P3/* ionization cross-section varies strongly in  the vicinity of the 
P3/2 ionization th reshold (see Fig. B. 1). 
2. Loss due to autoionization. Rydberg states with excited ionic cores may decay in 
the waiting period due to autoionization. The Rydberg electron "picks" up ionic 
core energy and is ejected, and thus does not remain for field-ionization. 
3. Loss due to collisions in  the waiting period. The very high-n Rydberg states of 
a MAT1 or PFI-ZEKE spectrum can be depleted in the waiting period. This is 
illustrated in  Fig. B.3 of Appendix B. This effect is observed to be dependent on 
ion-density, suggesting that collisions with ions destroy the Rydberg states, and thus 
they do not remain for field-ionization by the extraction field. To avoid these effects, 
ion-density can be reduced, unfortunately at the expense of reduced signal. For this 
reason, it would be nice to control the spot size of the VUV in the experimental 
region. 
4. Survival t hrough the discrimination field. The purpose of the discrimination field 
is to push the prompt ions out of the detection region. However, use of this weak 
field also causes ionization of the highest-n Rydberg states. Since the depletion due 
to this pulse is n-dependent (see the next item), this effects the lineshape. 
5. Probability of ionization by the extraction field. A pulsed electric field rnay only be 
partially efficient in field ionizing al1 of the optically prepared states a t  a specific 
energy. This was discussed in Chapter 1, and was nicely illustrated by Merkt et 
al. [103], who showed that for a certain range of n below threshold it is possible to 
apply multiple successive electric-field pulses, of the same magnitude and duration, 
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and obtain multiple field ionization signals. I n  other words, the first and subsequent 
pulses are not 100% efficient in field ionization. 
In Chapter 1 it was discussed how the critical ionization fields (F,) scale like Fc cc (E - 
for E < EihrcSr where E is excitation energy, and Ethrci is the field-free ionization 
threshold. Thus one would expect that the field-ionization eficiency, Plieid-ionizationl 
might scale like:* 
( E  - V T r e s )  , 
Pjield-ioniration = @ 
where O is a universal function (applicable for al1 F). The discrimination-field survival 
probability is then: 
Assuming that the variation in this survival probability is the only factor determining the 
shape of the blue-edge of the MAT1 lines, an extrapolation scheme for determining Ethres 
may be devised. By empirically judging (for a specific discrimination field strength) the 
energy at  which we are 50% "up" the blue edge of the MAT1 peak, El12, and tabu- 
lating this position for a series of different discrimination fields, it should be possible 
to extrapolate to  zerwfield strength. A t  zero field strength, Ellz should coincide with 
Ethrts 
How should the extrapolation to zero field strength be performed? Since the nature of 
the function @ does not depend on Fd, the argument which produces <P = 112 is constant 
for al1 Fd. Referring to th& value as -a, 
'TES scaling of field-ionization efficiuicy has been cxperimentally observeci in the PFI- ZEKE spectra 
of Merkt et al.; see Fig. 1 of Ref. [103]. 
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Thus a plot of ELI2 VS. fi should yield a straight-line with a dope of -a, and an 
intercept of Ethres.  
In Fig. 3.3, values of ElJ2, corresponding to the spectra shown in Fig. 3.2,3 have 
been plotted as a function of fi. A least-squares straight-line has been fitted to these 
points, and the intercept, or ELhrcr has been determined to be 128542.4I0.5 cm-'. Before 
comparing t his wit h the literature value, the field-free threshold is determined in another 
manner. 
3.4 Rydberg State Extrapolation to Determine the 
Ionization Threshold of Ar 
If total Ar+ ion signal is recorded as a function of energy between the first and sec- 
ond ionization thresholds of Ar, a series of sharp resonances are seen (Fig. 3.4). These 
correspond to autoionizing Rydberg states with excited cores, converging on the 
second threshold (3p5nst (3) t 3p6 l So). By tabulating the energy positions of the ob- 
1 
served resonances, it is possible to determine the limit of this series - the ionization 
threshold. 
To find the limit of the series, ATthrerr the procedure of Yoshino and Freeman [104] was 
followed. Assume that the energy positions of the Rydberg series (Eoar) ore given by: 
where n is an integer, o is a constant, and R is the Rydberg constant. A plot of 
Eobr + &$ should then be constant (and q u a i  to Ethrci) as a function of (n + a)-*. 
The problem is that a is not known a priori. Howevec, a can be adjusted until it is o b  
served that 4- & is constant as a function of (n + a)-2, and consequently Ethrei 
determined. Figure 3.5 demonstrates this, where E,* + &F is plotted for several t n d  
values of a (Table 3.1 lists the energy positions used in the extrapolation). 
- -  
' ~ h a e  points were checked, to make nue that they did not rbiR as ion-density was varied. 
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Figure 3.3: Extrapolation to determine the field-free Pll2 ionization threshold of Ar. The 
ElI2 positions of a series of spectra, taken at different discrimination fields, are plotted 
as a function of the square root of the discrimination field. A least-squares straight line 
fit has been superimposed. 
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W V  Energy (103 cm-') 
Figure 3.4: Ar+ total ion yield between the first and second ionization thresholds. Total 
ions were collected by pulsing o n  an extraction field (60 V/cm) after photoexcitation (no 
discrimination field was used). The energy position of the extrapolateci ionization limit 
(* PlIl)  is indicated. The high lying states are unresolved because of the finite resolution 
of the excitation source. 
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Figure 3.5: Rydberg-state extrapolation to determine the IpLl2 ionization threshold of 
Ar. Three trial values of a are shown. The best value of a appears to be a = -2.1, which 
leads to an extrapolated threshold of 128541.4 cmqL. This plot is analogous to Fig. 3 of 
Ref. [104]. 
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Table 3.1: Line positions of the 3$nd (4) t 3# 'So Rydberg series of argon. The 
1 
observed energy positions used for the extrapolation in Fig. 3.5 are tabulated and com- 
pared with those of Yoshino (1051 (Table IV) and Minnhagen [98] (Table III) .  The present 
determinations seem to be systematically lower by an average of 0.3 cm-'. 
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The best value of a = -2.1 yields an extrapolation limit of Ethres = 128541.4 cm-'. 
A formal error estimate is difficult to rnake, but judging from the limits of the two other 
trial extrapolations shown (which are clearly not correct), the extrapolation error should 
be l e s  than 0.5 cm-'. 
It is important to point out that this extrapolation procedure only works in cases 
where the Rydberg series is unperturbed i.e. Eqn. 3.6 holds. The classical example of a 
perturbed Rydberg series is below the the first ionization potential of H2, where Rydberg 
states approaching the N +  = O  and N+ = 2 ionization limits interact strongly, requiring 
some form of deperturbation analysis to determine the ionization threshold [106]. 
3.5 Discussion 
In  summary, the 2P1,2 ionization threshold was determined to be 128542.4I0.6 cm-' 
using the MATI tech nique, and 128% 1 AIO.6 cm-l using Ryd berg-state extrapolation. 
How do these compare with the best literature value? Since the PlI2 -2  f3/2 energy level 
difference in the Ar+ ion is accurately known [97], the ionization threshold may be 
determined by summing this with the first ionization potential of Ar. The most recent 
determination of the first ionization potential of Ar appears to be that of Minnhagen 
[98]? Combining this with the known -* P3l2 difference, the ionization 
threshold is determined to be 128541.38I0.1 cm-'. This agrees well with the Rydberg 
series extrapolation presented in Section 3.4, which gave 128541.4I0.6 cm-'. The value 
obtained by MATI extrapolation is somewhat higher (by 1 cm-'), but certainly not 
unreasonable considering the error estimates. In retrospect, it would have been desirable 
to take spectra with higher discrimination fields, to confirm that the f i  scaling was 
valid over a larger range (as was done with K I ) .  However, based on this limited amount 
of data, the extrapolation procedure seems reasonable, and in subsequent chapters, an 
'A compilation of atomic ionization potentiais, with references, is available through the NIST wett 
page: http://physics.nist.gov/PhysRefData/contents.htil. 
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analogous procedure will be applied to TIPPS spectra to determine the field-free t hreshold 
for ion-pair formation. 
Chapter 4 
Threshold Ion-Pair Spectroscopy 
of HCl: An Improved Do(HC1) 
4.1 Introduction 
Although the dissociation energies of several diatomics are known to uspectroscopicn 
accuracy (f 1 cm-'), many are not. An example is HCI, where the oft-quoted value 
of Do(HCI) in Huber and Herzberg [107], is based on a thermochemical measurement 
made by Rossini in 1932 [108]. Thus a study of threshold ion-pair formation in HCI was 
undertaken, with the specific goal of determining Do(HCl). Since the TIPPS spectra of 
HCI is more easily interpretable than either Oz or HF, it is presented first, in this chapter. 
The first observation of photoion-pair formation in HCi was made by Yencha et al. 
using synchrotron radiation [35]. They characterized this process by collecting total CI- 
ions as a function of photon-energy from the energetic threshold at 14.4 eV to 16.3 eV. 
The structure in this spectrum was modeIed theoretically as an indirect process: Rydberg 
states are excited, which then preàissociate into ion-pairs. This analysis was far from 
trivial, and only an overview may be given here (a useful discussion of these types of 
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calculations is given in  Ref. [log]). 
4.2 Mechanism for the Formation of Ion-Pairs 
In this section, the mechanism for production of HCl ion-pairs due to Yencha et al. [35] is 
reviewed. There are two major factors to consider when analyzing which Rydberg states 
may contribute to the photoion-pair yie1d: 
1. Can the state be excited? (1s it bright?) In the present case, it must be possible to 
excite the state from the x'C ground-state of HCl. 
2. Will the Rydberg state predissociate into ion-pairs? In general, the distinction 
between ion-pair states and Rydberg states is an artificial one - they are coupled 
by the full Hamiltonian. However, i n  attempting to understand ion-pair formation 
as a twestep process we "decoup1en thern, then consider the perturbations which 
connect them. At the very high energies typical of ion-pair formation, there are 
normally several alternative dissociation channels available (into neutrals), and if 
above the ionization threshold (as for HCl), many ionization channels. The rates of 
al1 autoionization and predissociation proceses must be considered, since they will 
compete for the fate of the Rydberg states, and contribute to the total linewidth. 
HCI has a ' C  ground-state, so single-photon excitation can only result in 'C or 'II Ryd- 
berg states (in a first approximation). There are a vsnety of ways that a Rydberg electron 
and ionic-core can couple to produce these states. However, at these energies the ion-cores 
states must be either x211 or A ~ C  (see Fig. 4.1). 
Since the X211 ionization threshold is below the threshold for ion-pair formation, vi- 
brationally excited X2n cores must be considered. However, even a t  the lowest passible 
v ,  the Franck-Condon factors from the ground state to these vibrational states are p r e  
hibitive. Thus excitation must be to either a 'C or 'II state with a A ~ C  ionic core. The 
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Figure 4.1: Potential energy curves of HCl and HCl? From Ref. [35]. The ionic states 
are represented by dashed lines. 
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nature of the Rydberg orbital is now constrained: for the 'II states, the orbital must be K, 
and for the * C states, the orbital must be o. It is now possible to pick between these two 
choices, based on ease of predissociation (item 2 above). There is only one state which 
asy mptotically produces the ion-pairs: the VIC state (the predissociated ion-pairs are in 
the vibrational continuum of this state). The VIC and l iI states can be coupled through 
a rotational interaction sometimes called the "gyroscopicn perturbation (see section 2.5.3 
of Ref. [110]). But it is argued by Yencha et al. [35] that the matrix elements of this 
coupling are small compared to the electrostatic coupling of the 'C Rydberg states to 
the VIC ion-pair state. Thus, al1 of the resonances in the ion-pair yield spectrum of HCI 
are interpreted as originating from excitation to Rydberg states with A ~ C  ionic cores, 
which are then predissociated by electrostatic interaction with the VIC ion-pair state. 
The Rydberg electron may still be in a variety of states, designated by: d g .  Which of 
these states dominates the photoion-pair yield spectrum is dictated by both the transition 
dipole moment and the electrostatic coupling matrix elements. Franck-Condon factors 
control the allowable vibrational levels of the ionic core. Al1 of these factors are taken 
into account in the spectral simulation, presented by Yencha et al. [35]. 
The agreement between the results of these t heoretical calculations and the experi- 
mental rneasurements is reasonable (see Fig. 4 of Ref. [%]), suggesting that these are 
the Rydberg states which are primarily responsible for the photoion-pair yield. However , 
the authors acknowledge that their experimental spectra have a broad underlying back- 
ground which is not explained by their calculations - hinting that direct excitation to 
V1 C ion-pair state might also be possible. 
4.3 Experiment al 
The approximately 14.4 eV photons used to study the threshold region were generated 
by four-wave sum-frequency rnixing in Xe, as  discussed in Chapter 2. The four-wave 
mixing process was resonantly enhanced by fixing the frequency-doubled output VI of a 
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dye laser in the vicinity of a twephoton resonance in Xe (2vi z 80119.5 cm-l). This 
dye laser operated using the Coumarin 500 dye and was frequency doubled in a BBO 
crystal. The tunable frequency y was generated by frequency doubling the output of a 
Fluorescin 548 dye laser in KDP. The frequencies ul and y were sufficiently close so as 
to cause some problems with overlap using a dichroic coated for 45" reflection of 250 nm 
(the y beam was not sufficiently transmitted). The solution was to use a dichroic coated 
for 212 nm reflection a t  4 5 O ,  for reflecting vl a t  near normal incidence, while allowing v2 
to be transmitted. Reflection of VI  was near 100% efficient, whereas only 50 % of u2 was 
t ransmitted. This was su boptimal, but worked sufficiently well, allowing 1- 1.5 mJ/pulse 
of V I  and 4-5 mJ/puIse of v2 to enter the mixing chamber. Both beams were were focused 
into a free-jet of Xe, and the desired harrnonic, 2u1 + y was collected and refocused into 
the main chamber by the monochromator. 
The HCI gas was expanded unseeded from a 1 mm diameter pulsed valve nozzle, with 
a backing pressure of 20 psi. It travelled 5.2 cm before interacting with the VUV bearn. 
With the molecular beam on, the average main chamber pressure was 1 x torr. 
Because of their low m a s ,  prompt H+ ions are relatively easy to discriminate against. 
The delay between the light pulse and extraction field for the TIPPS spectra was typi- 
cally 4.4 p. With this timing, discrimination fields as low as 1.5 V/cm could be used. 
To compensate for the rnovernent of the excited states dong the bearn axis during the 
discrimination time period, the spectrometer was translated along the molecular beam 
axis by 0.6 cm. 
4.4 Results and Discussion 
Figure 4.2a) shows the prompt photoion-pair yield spectrum for the process: HCI + hv + 
H+ + Cl-, in the vicinity of the threshold region. This covers a much smaller energy 
range than that of Yencha and c-workers [35], but a t  higher resolution (1.5 cm-' vs. 
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120 cm-l). Spectra taken over a larger range would allow a critical test of the calculations 
presented in their paper. 
No attempt was made to ensure 100 O/o collection efficiency of the prompt H+ ions. 
Thus, it is expected that collection efficiency decreases as the energy is increased above 
threshold. (H+ fragments with kinetic energy will leave the region before they can be 
detected.) This was verified by observing the change in the spectrum as the pulsed- 
field was delayed further with respect to the photoexcitation. Collecting Cl- fragments 
would make this task easier. Another artifact is the contribution due to high-v ion-pair 
states being dissociated by the electric-field, and subsequently detected toget her with the 
prompt fragments (these are not technically part of the Veen photoion-pair yield). 
However, the spectra shown in Fig. 4.2a) do illustrate two important points associ- 
ated with the TIPPS experiments. First, it is clear that an identification of the energetic 
threshold from rotational %tepsn, such as made in the case of O2 [37] would be im- 
possible. The %tepsn are simply not observable (we will see chat the situation is even 
worse for HF). Secondly, the photoion-pair yield signal is not strongly energy dependent, 
suggesting that the TIPPS signal will be detectable, and won't show sharp energy depen- 
dencies. The broad background noted by Yencha et al. [35] is also present a t  our higher 
resolution, thus the possibility of direct excitation from the ground electronic state to the 
VIS state may be responsible for a portion of the signal. 
To collect a threshold ion-pair production (TIPPS) spectrum, a discrimination field 
of 2 V/cm is inserted between the excitation and pulsed extraction fields. This dis- 
crimination field is pulsed on 0.3 ps following photoexcitation, followed by the 60 V/cm 
extraction and field-ionization pulse 4.1 psi Iater. Figure 4.2b) shows a TIPPS spectrum 
obtained by varying the photon excitation energy and recording the gated H+ pulsed 
field dissociation signal. Each of the isolated peaks correspond to a range of unresolved 
'These steps were discussed in Section 1.S.l. They are due to the increase in signai above the threshold 
for dissaciating each initial J state. Thcy ahould be at approxîmately the same locations as the energetic 
thresholds marked in 4.2b). 
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Figure 4.2: (a) Prompt photoion-pair yield from HCl. An extraction field of 60 V/cm 
was pulsed on 0.2 ps following photoexcitation. No discrimination field was used. No 
attempt was made to ensure 100% collection efnciency for fast H+. (b) TIPPS spectrum 
of HCI. The discrimination field was 2 V/cm, pulsed on 0.3 ps following photoexcitation. 
The extraction field was 60 V/cm, pulsed on 4.1 ps after the discrimination field. The 
field-free ion-pair formation thresholds for each initial J level have been superimposed 
(the determination of these is describeci later in Section 4.5). 
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ion-pair vibrational levels converging on the first ion-pair dissociation asymptote, and 
the individual lines arise from the different initial thermally populated rotational levels 
of HCl. Since the dissociation asymptote is independent of rotation, the spacing of the 
peaks is given by the well known rotational constants of HCI [107]. This spacing has been 
superimposed on Fig. 4.2b). 
In addition to providing discrimination against prompt ions, the first field also has 
the effect of field-dissociating the very high-v ion-pair states close to the dissociation 
threshold. This can be confirmed by varying the strength of the discrimination field. Fig. 
4.3 shows two TIPPS spectra taken with different discrimination fields. As expected, 
increasing the discrimination field pushes the blue edge down in energy, since larger fields 
deplete more of the higher-v ion-pair states. This systematic shifting of the blue-edge 
with varying discrimination field strength will be used in Section 4.5 to determine the 
field-free ion-pair dissociation t hreshcdd. 
What happens when the extraction and field dissociation pulse field strengths are 
changed? One would expect that larger pulses would shift the red side of the TIPPS 
peaks to lower energies, broadening the peak. Figure 4.4 shows the effect of varying the 
strength of the extraction field from 15 V/cm to 100 V/cm while leaving the discrimination 
field constant (4 V/cm), and keeping the timing of the fields the same. Because the 
field-dissociation and extraction pulse is the first field in the twefield Wiley-McLaren 
focusing arrangement, the strength of the second field must be varied, to maintain the 
space-focusing condition. Generally, as the strengt hs of t hese fields are reduced, the ion- 
detection efficiency decreases. However, since this should not depend on photon energy, 
the 15 V/cm and 100 V/cm spectra have been normalized in Fig. 4.4 so that their 
maxima match, allowing easier comparison between their lineshapes. Surprisingly, the 
two spectra do not differ significantly. 
To explain why the 15 V/cm and 100 V/cm extraction pulse spectra are similar, 
it is helpful to recall the discussion of the factors effecting MAT1 spectroscopy given 
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Figure 4.3: TIPPS spectra of HC1 for two different discrimination fields. Conditions are 
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Figure 4.4: HCl TIPPS spectra taken with a 15 V/cm and 100 V/cm Extraction Field. 
The discrimination field pulse wao 4 V/cm, and 1 ps long, delayed 0.3 ps alter photoexci- 
tation. The extraction field was pulsed on 2.4 ps &ter the light. The energy range from 
threshold t o  - 3 . 1 a  cm-' below threshold has been labeled (ct) for both 3 = O and 
J = 1 (see text  for discussion). 
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in Section 3.3. Analogous considerations apply to TIPPS lineshapes (simply replace 
"field-ionization" by "fteld-dissociationn). In particular, the factors influencing TIPPS 
lineshapes are: 
1. Initial excitation probability, 
2. Loss due to autoionization or predissociation, 
3. Loss due to collisions in the waiting period, 
4. Survival through the discrimination field-pulse, and 
5. Probability of field-dissociation by the extraction pulse. 
Consider 5) first, since this should be affected by changing the extraction pulse strength. 
Suppose that the field-ionization formulae for diabatic ionization presented in Chapter 1 
may be directly applied to the field-dissociation phenornena. Then it would be expected 
that the field-dissociation efficiency would be 100 % efficient for states with energies 
between threshold and 3.1 (V7'';,,2 0 below threshold. However this is not the case 
for the 100 V/cm spectra (this limit is marked on Fig. 4.4). Factors 1 or 2 must then 
be considered as dominating the Iow-energy side of the lineshapes. (Factor 4 will only 
affect the high-energy side). Since the ion-pair signal above the threshold is not strongly 
energy dependent, and more or less identical behavior is observed for both the J = O  and 
J =  1 lines, it is unlikely that initial excitation probability is reducing the low-u signal. It 
is much more likely that the lower-v states have decayed somehow, in the waiting period 
between photoexcitation and the extraction field pulse. Several channels are open for 
decay: autoionization and dissociation, and in complete analogy with Rydberg states, it 
would be expected that lower-v ion-pair states would be more susceptible to decay. 
If a v-dependent decay between photoexcitation and the extraction pulse is the factor 
determining the shape of the low-energy side of the TIPPS peaks, then it would be 
expected that the shape of the peaks could be modified by coliecting the spectra with 
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different delay times between excitation and extraction. A series of spectra taken with 
different delay times are shown in Fig. 4.5. These spectra do not differ. This is definitely 
paradoxial, if only the possibility of exponential decay is considered. However it is quite 
possible that the situation is analogous to that observed in PFI-ZEKE (discussed in 
Appendix B). The initially excited low-J ion-pair states are highly susceptible to decay 
(which can happen very quickly), but they may be stabilized by external perturbations. 
Weak electric fields (possibly due to nearby ions), mix the J quantum number, allowing 
a n  initially excited low J state to evolve to a higher J state, The centrifuga1 barrier would 
then prevent the positive and negative ions from interacting. Inhomogeneous fields (such 
as those due to nearby ions), could also be responsible for the mixing of the MJ quantum 
number, favoring higher J states due to their increased MJ degeneracy. Thus, initially 
excited states have two fates: 1) stabilization to higher J states by external perturbations 
(leading to lifetimes much longer than the observation period) or 2) rapid decay (in times 
much shorter than the observation period). Since the rapid decay process immediately 
following excitation wiil be v-dependent, this is a plausible explanation for the loss of 
low-v ion-pair states. 
Unfortunately, because it is necessary to discriminate against the prompt ion-pairs 
(which requires a certain finite time), the shape of spectra at very short times following 
photoexcitation could not be studied, to test this hypothesis. Further studies are required. 
Especially important would be confirmation that low-v ion-pair states will decay rapidly 
in the absence of external perturbations. This type of information was critical to an 
understanding of the Rydberg state case [19, 991, but will be much more difficult to 
obtain for the high-v ion-pair states. 
However, there is one simple experiment that provides some supporting evidence 
for the stabilization hypothesis. Figure 4.6 shows two TIPPS spectra taken with VUV 
fluences that differ by a factor of 6. Varying the VUV fluence, changes the ion-density and 
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Figure 4.5: HCI TIPPS spectra for different pulsed field extraction delays. The time 
between the photoexcitation and extraction pulse is 2.4 ps, for one spectrum and 5.4 ps 
for the other. Extrartion field strength, was 100 V/crn, and the discrimination field pulse 
was 4 V/crn, and 1 ps long, pulsed on 0.3 ps after photoexcitation. The spectra have 
been rescaled so that their peaks match. 
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thus the external perturbations - which may be responsible for stabili~ation.~ One might 
then expect that the stabilized "yield" would improve, since stabilization would be more 
competitive with the autoionization or predissociation losses. This is observed in Fig. 
4.6. The low-u signal noticeably improves at higher ion-densities. This is surprisingly 
similar to what is observed in the PFI-ZEKE spectra of Ar (see Appendix B). 
4.5 Determination of Do(HC1) 
4.5.1 Extrapolation to Determine the Field-Free Ion-Pair Dissociation 
Threshold 
As mentioned in the introduction to this Chapter, the primary purpose in studying the 
TIPPS spectra of HCl was to determine Do(HCl), through the relationship: 
where EH+,CI- is the field-free ion-pair dissociation threshold, IP(H)  is the ionization 
potential of the hydrogen atom and EA(C1) is the electron affinity of the chlorine atom. 
The value of EH+,Ci- can be obtained by collecting TIPPS spectra with different discrim- 
ination fields, in a virtually identical manner to the Ar ionization threshold determination 
presented in Chapter 3. Since both IP(H) and EA(C1) are known to better than 1 cm-l,  
Do(HC1) may be accurately determined. 
TIPPS spectra of HCI were taken at 10.2, 14.4, 19.4 and 25 V/cm discrimination field 
strengths (Fd) .  For each discrimination field, the value of ElI2 has been determined (the 
energy position half-way up the leading blue edge of the line). In analcgy with the MAT1 
spectra discussed in Chapter 3, it is expected that these would shift with varying Fd, in 
the following manner: 
4 1 2  = EH+ $1- - k fi* (4-2) 
'The major contribution to the ion-density ia from photoionization of HCl pmducing HCl+. 
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Figure 4.6: HCI TIPPS spectra taken under different ion-density conditions. The ion- 
density was varied by changing the VUV fluence by a factor of 6. The spectra were 
then normalized by VUV fluence. The discrimination field was 4 V/cm, pulsed on 0.3 p 
following photoexcitation. The extraction field was 60 V/cm, pulsed on 4.1 ps after the 
discrimination field. 
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By plotting ElI1 YS. fi for the four discrimination fields, and fitting a straight line 
to these points, it is possible to extrapolate to Fd = O, to determine EH+,CI-. Since 
the energetic ion-pair dissociation t hreshold is independent of J ,  the J = 1 points should 
simply be shifted to lower energies than the J = O points, by the J = 0, J = 1 energy 
level difference in the ground vibronic state of HCI. Fig. 4.7 shows the extrapolation to 
Fd = O, for the J = O  points, together with the J =  1 points, shifted by the well-known 
J = 0, J = 1 energy level difference (1071. 
To improve the precision of the extrapolations, it is desirable to extend the points 
in Fig. 4.7 to lower discrimination fields. Unfortunately, it was found that the lower 
discrimination field spectra had blueedges w hich were shifted by ion-density. This is 
presumably due to collisions between the high-v ion-pair states and HCI+ ions, breaking 
the ion-pair states apart in the waiting period. The lower binding energy states of high- 
v are more susceptible to this loss mechanism. These problems can be eliminated by 
lowering the VUV power, t hereby reducing the ion-density. However, this is at the expense 
of wonened signal. Given the practical constraints of time, Fd = 10.2 V/cm was the lowest 
discrimination field possible for extrapolation. The points in Fig. 4.7 were tested to make 
sure that they did not shift as ion-density was reduced. 
The agreement between the J = O and J = 1 extrapolations is within the error es- 
timates, providing confidence in the extrapolated value: ll6289.Of 0.6 cm-'. However, 
prior to using Eqn. 4.1 to determine Do(HCl), a correction due to the isotopomers of 
HCl must be considered. 
4.5.2 hotopomer Correction 
HCI has two abundant isotoporners: H ~ ~ c ~  (75 96) and H~'CI (25 95). These will both 
contribute to the observeci TIPPS signal if only H' is detected. Recdl that the position 
of the field-free ion-pair formation threshold is given by: 
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Figure 4.7: Extrapolation to determine the field-free ion-pair formation threshold for HCI. 
The positions of the bIue edges of a series of spectra taken at different discrimination fields 
are plotted as a function of the square root of the discrimination field. The J = 1 data has 
been shifted up in energy by the J = 0, J = 1 energy level difference in the HCl ground 
vibronic state (ErOt(O) = O cmœ1 and ErOt(l) = 20.88 cm-l). The extrapolated zer-field 
thresholds for the two J levels are labeled. The F = 25 V/cm point for the J = O 
extrapolation has been dropped from the  fit, as it appears to be anomalous. Dropping 
this point increases the uncertainty in the  J = O extrapolation to zero-field. 
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The difference between EA(35Cl) and EA(37Cl) is expected to be small (a 1 cm-'), how- 
ever, Do(~35Cl)  and D~(H~'CI)  do differ by a significant amount, introd ucing isotopomer 
specific ion-pair formation thresholds. 
The difference between Do (H35Cl) and D~ (H~'CI) may be estimated by corn pu ting the 
difference in zero point vibrationai energies for these two species, assuming the harmonic 
oscillator model: 
Su bstitu ting: W, (H~'CI) = 2990.95 cm-' [107] and / L ~ ~ s ~ ~ / / L ~ J ~ ~ ~  = 0.998487, gives 
ZPE(H35Cl) - Z P E ( H ~ ~ C I )  = 1.13 cm-'. Since Do = De - ZPE, the difference in the 
ion-pair thresholds for the two isotopomers is: 
If TIPPS spectra were collected using Cl-, it would be possible to distinguish between 
the spectra arising from the two isotopomers by time-of-flight of the Cl-  fragment^.^ 
The H3'CI spectra would be shifted 1.13 cm-' to the blue, and be one-third the signal 
strength of the H3%I spectra. However, since al1 experiments were done using H+, it 
must now be considered how the composite spectra extrapolations may be corrected to 
give isotopomer specific thresholds. 
Assume that the blue edges of the isotopomer specific TIPPS spectra may be modeled 
by a signal varying linearly from zero to some constant value - see Fig. 4.8. The blue 
edges of the composite spectra will then be the sum of two of these structures, weighted 
by the isotopomer abundances and shifted by the appropriate energies. 
For extrapolations to the field-free threshold, the position of the blue edge has been 
designateci as the point at  which the signal reaches 50% of its maximum value - El/*. For 
3~isaimination agahst prompt CI- fragments would be more diffidt than for prompt H+ because 
of the ciifference in mm. However, since it has been possible to coiiect MAT1 spectra of Ar ( m a s  40) on 
the apparatus, discrimination against prompt CI' should be possible. The 35C1- and and 3 7 ~ 1 -  signais 
would be easily distinguishabIe by time-of-flight. Unfortunately, time restrictions prevented this study. 
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Figure 4.8: Mode1 for the composite blueedge lineshapes due to the two isotopomers of 
WC1. 
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the composite spectra this position is related, in a systematic manner, to the positions 
one would find for each specific isotopomer. If this point is at  an energy where the signals 
from both isotopomers are rising linearly, t hen:4 
This equation allows the thresholds for the composite spectra to be corrected to give 
isotopomer specific thresholds, since EH+;irCI-  EH+;iSCI- is known from the difference 
in  zerepoint energies (see above). Because the correction is the same for al1 values of 
Ellz,c,,,p,site used for the extrapolation, it rnay simply be applied to the extrapolated 
field-free ion-pair formation threshold: 
When the appropriate value is substituted, and the equation rearranged: 
Thus, the extrapolated threshold is corrected by this arnount to give an isotopomer 
specific threshold. I t  is estimated that the error in this correction is unlikely to be 
greater than 0.1 cm-! 
Combining the uncertainties in the extrapolation, photon energy calibration and iso- 
topomer correction, the uncertainty in the field free ion-pair formation threshold is esti- 
rnated to be 0.6 cm-'. Thus the minimum energy required to split H ~ ~ C I  from its ground 
electronic state, J = O, v = O into the ion-pairs H+ and 35CI- has been determined to be 
116288.7 k0.6 cm". 
The ionization potential of H is accurately known [lll], and the electron affinity 
of Cl has been measured by Trainham et al. [60] to be 29138.3 f0.5 cm-'. When 
'A simple caidt ion shows that thia WU be satisfied if the isotopoma specinc si@ rise h m  mm 
to th& maximum over more than f .7 cm" (the "runn in Fig. 4.8). This condition is satisfied for ali of 
the HCl spectra observecl. 
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IP(H)  = 109678.8 cmdL, EA(C1) = 29138.3f 0.5 cmdL, and l!?Hc)rCI- = 116288.7f0.6 
cm-' are substituted into Eqn. 1, Do(H35Cl) = 35748.2 f 0.8 cm-l is obtained. 
4.5.3 Current Literature Value for Do(HCI) 
Most workers who require Do(HCl) quote the value given in Huber and Herzberg's compi- 
lation [107]. It is sometimes assumeci that this is a spectroscopically determined quantity, 
however the authors state that it is "from Do(H2), Do(Clz) and AHF~(HCI)". While 
Do (H2) and Do (Cl2) have been spectroscopicalIy determined, the A H ~ ( H C I )  used by 
Huber and Herzberg is thermochemical in origin. The syrnbol A H$(HCI) refers to heat 
absorbed per mole of product formed by the "idealized" reaction 
occurring at O K and 1 bar pressure. Since a spectroscopically determined Do(HCI) does 
not appear to be avaiiable in the literature, the next few paragraphs will discuss the 
determination of Do (HCl) using A H / ~ ( H C ~ ) .  
In chernical therrnodynamics it is common to define a quantity for each substance 
known as the "molar enthdpy of formationn, or AH?! (se, for example, Ref. [112] or 
[113]). This is defineà as the enthalpy change for the reaction occurring a t  temperature 
T in which one mole of the substance is forrned in its standard state from the constituent 
elements in their standard states. In a "standard state" refers to a being at  a pressure 
of 1 bar, in a manner determined by consistent definition. The JANAF Therrnochernical 
Tables (1141, which include tabulated values of AH% for many substances, make these 
conventions clear. For example, for HCl, the standard states of the constituent elernents, 
H and Cl, are ideal gases of H2 and Cl2 at  1 bar. The standard state of HCl is also an 
ideal gas at 1 bar. For a reaction which occurs with no change in temperature or pressure, 
the change in enthalpy is the heat absorbed from the surroundings into the system (the 
change in enthalpy is negative if the reaction liberates heat). Therefore AH/~~(HCI) refers 
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to the heat absorbed in an 'idealized" or hypothetical form of the reaction in Eqn. 4.8 
at O K and 1 bar. It is idealized, since neither Cl2, Hz or HCI behave as ideal gases at  O 
K and 1 bar. Although confusing to the uninitiated, the abstraction of standard states 
is us~frrl. 
For example, one may discuss the enthalpy of formation of monatomic CI from "its 
efements in their standard statesn: 
In this case the enthalpy of formation at O K is f ~ ~ ( C 1 ~ ) .  Tabulating enthalpies of 
formation for compounds allows one to compute the changes in enthalpy for more cornplex 
reactions. This is sometimes referred to as  Hess's law (see for example Ref. [115]): 
The overall reaction enthalpy is the sum of the reaction enthalpies of the 
individual reactions into which a reaction may be divided. 
This is simply a statement of conservation of energy. 
For example, Eqn. 4.8 may be looked at as the Iast step in the sequence: 
1 1 
-Cl2 2 + I.H2 + HCl. 
If d l  substances are assumed to be in their standard states and at O K, it is apparent 
that the overall heat liberated by the three s t e p  will be Do(HCI), which must be equal 
to the sums of the heats liberated in each individual reaction: 
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This equation allows the determination of Do(HCI) given the the quantities on the right- 
hand side. 
I t  is clear that AH%(HCI) is an abstraction and cannot be measured even approx- 
imately, since neither Cl2, H2 or HCI behave as  ideal gases a t  O K and 1 bar. How- 
ever it can be derived from A H ~ ~ ~ ~ . ~ , ~ ( H C I ) ,  which may be measured. The quantity 
A H ~ ~ ~ ~ . , , ~ ( H C I )  can be measured since Hz, Cl2 and HCl are ail gases a t  roorn tem- 
perature and 1 bar, and are «ideal enough" to allow one to assume A H E ~ ~ . ~ ~ ~ ( H C I )  = 
AHjî98.l~ K (HCl). 
To cornpute AH;(HCI) from AH$,,.,,~(HCI) one must know the molar changes in  
enthalpy of Ha, Cl2 and HCI in tizeir standard states, from O K to 298.15 K. i.e. 
For an isobaric process: 
A H , , ,  = k; ç(T) dT, 
and thus 
Since the standard states are ideal gases t heir heat capacities (CF (7') ' s )  may be evahated 
from the formulae of statistical mechonics (see the introduction to Ref. [114]). Using Eqn. 
4.1 1 with CF(T)'s derived from statistical thermodynamics, the JANAF tables list [114]: 
AH& ,., K ( ~ ~ ~ )  = 8.640 kJ mol-'. 
Corn bining t hese results: 
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Huber and Herzberg [IO71 do not provide a reference for the value of A H ~ ~ ( H C I )  that 
they used. Finding the source of this value is useful since it will allow critical assessrnent of 
the estimated uncertainty ici Do(HCl) .' As shall be seen, the A H ~ ~ ( H C I )  used by Huber 
and Henberg is almost certainly based on the volue of A H / ~ ~ ~ ~ + ~ ~ ~ ( B C I )  determined by 
Rossini in 1932 [108]. 
A standard reference for t herrnochemical data are the critically evaluated JANAF ta- 
bles [114]. These tables discuss the various determinations of A~~;,.,,~(HCI), and select 
Rossini's Rame calorimetric measurement [108] as the "bestn value : A H % ~ . ~ ~ ~ ( H C I )  = 
-92.31 f 0.21 kJ mol-'. Using Eqn. 4.12, AH$(HCI) = -92.13 I0 .21  kJ mol-' .6 In the 
original paper, Rossini quoted the uncertainty to be 0.05 kJ mol-', which the JANAF 
editors have downgraded to 0.21 kJ mol-', presurnably based on slight discrepancies wit h 
s u  bsequent measurements of other groups. 
To achieve such high precision Rossini used a sophisticated calorimetric technique, 
in which Cl2 was reacted with H2 for a period of time. The amount of HC1 produced 
and the temperature rise of a surrounding water bath were recorded. By heating the 
same calorimeter electrically using resistive heating, and monitoring the temperature 
rise, it was possibIe to correlate absorbed energy with temperature rise, aliowing the heat 
liberated in the reaction 
to be determined. There are many systematic errors which rnay plague such an experiment 
(see the articles in Ref. [116] for supplementary information on the calorimetric technique 
' ~uber  and Herzberg [IO?] write 
Do(HC1) = 4.43% eV 
whve the last digit is subscripted to indicate uncertainty. In thcir introduction they state that "where 
the last digit is given as a subsaipt, we expcct that the uncertainty rnay considerabIy e x c d  f 10 units 
of the last decimal place." Applying this d e ,  the uncertainty in their Do(HC1) is greatu than 0.001 eV 
(8 cm"). 
6 The JANAF tables [Il41 quote the ramc mcertainty for AH~, , , , ,~ (KCI)  and AH%(HCL), so pre- 
sumably the comection of Eqn. 4.12 is quite accurate. 
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used). However, Rossini's work seems to be very thorough, and alter over 50 years the 
JANAF tables still recommend this value (with the downgraded uncertainty mentioned 
above). 
Substituting the JANAF recommended values of the dissociation energies 
Do(H2) = 361 18.3 f 1.0 cm-' 
together with Rossini's heat of formation corrected to O K (1141, 
A H ~ ~ ( H C I )  = -92.128 f 0.21 kJ mol-' 
= -7701 f 18cm-'. 
into Eqn. 4.9, the dissociation energy of HCl is obtained: 
Do(HCl) = 35760 f 18 cm-'. 
Clearly the estimated error is dominated by the uncertainty in  A H ~ ~ ( H C I ) .  
Finally it is noted that Do(HCl) in Huber and Herzberg [107] is 35759 cmm1. Therefore 
it is likely that this was derived from Rossini's value of A H E ~ ~  ,, (HCI) and hence, has 
a comparable error (f 18 
The present determination of Do(HmCI) = 35748.2 f 0.8 cm-', by TIPPS, is within 
the error bars of the literature value (Eqn. 4.14). 
 o ore precjse determinations of Do(H2) and posaibly Do(C12) have been obtained in ment y- (ree 
Rd. [SI]), howcver their use is not warranteci hue since the uncertainty in AH;(HCI) dominstar the 
uncertainty in Do(HC1). 
'An earlier diatomic data compilation due to Herzberg (Table 39 of Ret [dl) derences a set of tabla 
from RossiPi as the source for the heat of formation of HCl useà in determinhg Do(HCl). 
Chapter 5 
Threshold Ion-Pair Spectroscopy 
of 02: Observation of Multiple 
Ion-Pair Dissociation Thresholds 
5.1 Introduction 
In the case of HCl, the series of peaks observed in the TIPPS spectrum correspond to 
the difkring aniounts of initial rotational excitation. In singIe-photon PFI-ZEKE spec- 
troscopy these are also observed, however, much of the initial interest in PFI-ZEKE 
spectroscopy was because of the observation of additional energetic thresholds due to the 
possibility of leaving the ion in different rovibronic states. In particular, access to rotation- 
ally rgolved cross-sections at threshold was interesting, since traditional photoelectron 
spectroscopy was unable to provide such information due to inadequate resolution (with 
the exception of Hz). It is naturd to ask whether or not different dissociation threshotds 
could be observed in TIPPS spectro~opy - corresponding to excitation of either the pos- 
itive or negative ion fragments? For HCI, it is not possible for either the H+ fragment or 
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Cl- fragment to show any internal excitation, since H+ is structureless, and Cl- has no 
excited states below its detachment threshold. However, it is possible to think of other 
ion-pairs which could show internal excitation. It turns out that 0 2  provides an excellent 
exarnple of the observation of a second ion-pair dissociation threshold - as described in 
this chapter. 
In 1975, Dehmer and Chupka published a high-resolution (14 cm-') study of photoion- 
pair formation in Oz using monochrornatized radiation (371. The first ion-pair dissociation 
channel open is: Oz + hv -+ 0+(4S) + o - ( ~ P ~ / ~ ) .  The steplike structure they observed 
at threshold has been discussed previously in Chapter 1. At an energy of approxirnately 
20 meV above these steps (at 71.69 nrn), a second sharp rise is observed (see Fig. 5.1). 
Quoting the auttiors 1371: 
The sharp step at 71.69 nm may be tentatively assigned to the ion pair 
dissociation continuum produced from the J = 1 state of 0 2  yielding 0- in 
the *Plla state. Such identification leads to a value of the spin-otbit splitting 
in O- of 22 meV, in excellent agreement with the value of 22.4 f 0.5 meV 
reported by Hotop, Patterson and LinebergerO3' Such an assignment is far 
from compelling and the resulting value of the spin-orbit splitting should be 
viewed with caution. 
So although it was not certain that a second threshold corresponding to 0 2  + hv + 
O+ + O- ( 2 ~ 1 / 2 )  would be observed, it seemed promising. 
5.2 Experimental 
Excitation to the ion-pair dissociation threshold for O2 requires approxirnately 17 eV 
photons. These were generated using resonantly enhanced four-wave sum-mixing in 
Kr (2ui + y). The fixed frequency (vi) was tuned to a twephoton resonance in Kr 
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(2u1 = 98855.871 cm-l [101]). and v2 was scanned. The vl frequency (202.3 nm) was 
not generated by frequency doubling, as the high energy doubling limit in BBO is 204.8 
nm [78]. Instead, it was generated by sum-mixing 606.9 n m  light with 303.5 nm light i n  
BBO [117]. The 303.5 nm light was generated by doubling 606.9 nm (from a dye laser) in 
KDP. The residual 606.9 nm from this process, was then sum-rnixed with the 303.5 nm in 
BBO, to generate the desired frequency. Between the doubling and sum-mixing crystals 
the 303.5 nrn light was rotated so that it had the same polarization as the 606.9 for the 
sum-mixing process. Typically 300 pJ/pulse could be produced. The y frequency was 
generated by frequency doubling a dye laser operating with Coumarin 480 dye, in BBO. 
Pure O2 was used. The stagnation pressure was typically 1 atm, and the pulsed valve 
had a nozzle diameter of 1 mm. The nozzle was 5.2 cm away from the VUV interaction 
region. With the molecular beam on, the average pressure in the chamber was 1 0 - ~  torr. 
The discrimination against prompt O+ fragments, is more difficult than for H+ be- 
cause of the m a s  difference. However this did not present a problem, since discrimination 
against Ar+ had already been demonstrated. Typical spectra were collected with a delay 
time of 4.9 ps between the start of the discrimination field and the extraction field, and 
with a discrimination field of 2.1 V/cm, and an extraction field of 60 V/cm. 
5.3 Results and Discussion 
Figure 5.1 shows the prompt O+ ion-yield in the vicinity of the photoion-pair formation 
threshold. This is sirnilar to the results presented by Dehmer and Chupka (see Fig.'s 
4 and 6 of Ref. [37]). Slight differences due to the temperatures of the samples are 
expected - and the signal to noise of Fig 5.1 is not as good as in Dehmer and Chupka's 
work. However, the %tepn at 71.69 nm, mentioned in the previous section, is clearly 
visible near the  0 2 ( N  = 1) + hu -r O+('S) + 0 - ( 2 P 1 / 2 )  ion-pair threshold. 
A TIPPS spectrum covering the threshold region is shown in Fig. 5.2 (the experimen- 
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Figure 5.1: Prompt photoion-pair yield from 02. An extraction field of 60 V/cm 
was pulsed on 0.2 ps following photoexcitation. No discrimination field was used. 
The field-free ion-pair formation t hresholds for Oz (N = 1,3,5,7,9) + hv -t O+ (4S) + 
O- (2 P3/2,2 PlIl)  have been marked (see text). 
Table 5.1: Rotational energy levels of O2 from Table 10 of Amiot and Verges 11181. The 
energy origin is the hypothetical level, N = J =O. The original table lists the values more 
precisely and to higher N. 
ta1 conditions are listed in the caption). This spectrum is qualitatively similar to that 
presented for HCl (Fig. 4.2). However, in this case, the field-free thresholds are known 
reasonably accurately a p h r i .  These have been rnarked on the figure - computed using: 
' N 
1 
Erot(Nl J) refers to the rotational energy of O2 in its ground electronic state X3C;. 
The rotational energy level structure is slightly more complicated than for HCI, since 
the levels are now characterized by two quantum numbers: N and J ,  where J = N or 
J = hr 'f 1. This is due to the coupling of the electron spin (S = 1) and normal mechanical 
F2 ( J = N )  
(cm-l) 
2.88 
FI ( J = N + l )  
(cm-') 
1 .O0 
angular momentum N, to make the total angular momentum J. These energy levels, as 
determined by Amiot and Verges [118], are listed in Table 5.1. The reader will note that 
even values of N are not listed, as they are prohibited by nuclear spin statistics (see, for 
example, Ref. [llg]). 
F3 (J ZN-1) 
(cm-') 
- 1 .O9 
After a review of various determinations of Do(02) ,  Cwby and Huestis [120] recom- 
mend &(Oa) = 41268.6 I 1.1 cm-' (referenced from the N = 1, J =  0 level of the ground 
electronic state) . 
The ionization potentiai of the oxygen atom I P ( 0 )  is accurately known [101]: I P ( 0 )  = 
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Figure 5.2: TIPPS spectrum of O*. The discrimination field was 2.1 V/cm, pulsed on 0.3 
ps after photoexcitation. An extraction field of 60 V/cm was pulsed on 4.9 ps later. The 
field-free ion-pair formation thresholds for O2 (N, J =  N+1)  + hu + O+ (4S) + O- (? PSl2) 
have been marked (see text for details) . 
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The final quantity required to use Eqn. 5.1 is the electron affinity of the oxygen atom 
E A ( 0 ) .  This was determined precisely by Neumark and ce-workers [121], to a relative 
precision of 0.3 ppm [52]. They found? E A ( 0 )  = 11784.648 i 0.006 cm-'. 
Each peak in Fig. 5.2 cleatly lies below its respective threshold computed using Eqn. 
5.1, with the values discussed above. This confirms that the signal observed originates 
from the electric field induced dissociation of high-v states lying just below the dissociation 
limit. Indeed, when the magnitude of the discrimination field is varied, the blue edge of 
each peak shifts to lower energy, as more of the higher-v ion-pair states are depleted in 
the waiting period. This systematic shift of the blue edge may be used to extrapolate 
to zero discrimination field, in  a similar manner to Fig. 4.7 (the extrapolation is slightly 
complicated by the fact that each peak is the composite of the FI, F2 and F3 levels). By 
rearranging Eqn. 5.1, Do(02)  may then be determined. However, this is not too useful, 
since &(O2) is already known to high precision (except perhaps as a confirmation of the 
proced ure) . 
As part of their accurate determination of EA(O) ,  Neumark and ceworkers [121] also 
determined the splitting between the ground-state (2P3/2) and excited state ( 2 ~ 1 / 2 )  spin- 
orbit components of O-. They found: E ( ~ P ~ / ~ )  - E ( ~ P ~ , * )  = 177.13 z t  0.05 cm-'. Thus, 
a second set of energetic thresholds corresponding to the thresholds for 0 2 ( N )  + hv -t 
O+ (4S) + was expected - shifted by exactly 177 cm-' from the first set (those 
in Fig. 5.2). When this energy range is scanned, using identical conditions to those of 
Fig. 5.2, a second set of displaced peaks is observed (Fig. 5.3). To clarify, the TIPPS 
signal observed in the energy range, 139320 cm-' to 139500 cm-', corresponds to the 
electric-field induced dissociation of high-o ion-pair states, where the 0- partner is in the 
excited spin-orbit state (* Pl12). 
This is an exciting result, which suggests several possible future lines of research. 
--- 
'This L a slightly comteci  d u e  discussed in Blondd's d e r  artide [52]. 
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Figure 5.3: TIPPS spectrum of Oz. The discrimination field was 2.1 V/cm, pulsed on 
0.3 ps after photoexcitation. An extraction field of 60 V/cm was pulsed on 4.9 p later. 
The field-free ion-pair formation thresholds for 0 2 ( N )  + hv -t 0+(4S) +O-(* P312,2 Plil) 
have been marked (see text for detaiis). 
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If the 0- spin-orbit splitting was not known a priori, the TIPPS spectrum shown in 
Fig. 5.3 could provide this value. It is the energy separation between the two sets of peaks. 
This suggests that the TIPPS technique could be used for negative-ion spectroscopy 
- some of which might be difficult otherwise. For example, acetylene CzHz has been 
demonstrated to produce ion-pairs [47]: C2H2 + hv + C2H- + H f .  There will be different 
energetic thresholds for this process, depending on the amount of excitation left in the 
CaH- fragment. Although one couid not hope (presently) to distinguish the rotational 
thresholds, a TIPPS spectrum should show the vibrational levels of C2H- - which are 
otherwise difficult to obtain. 
This raises an interesting point concerning the decay of highly vibrationally excited 
ion-pair states. In the case of 0 2 ,  at the second set of peaks (2P112) the ion-pairs have an 
additional predissociation channel open for decay: O+ + 0- (2P3/2 ) .  Classically speaking, 
the Of and 0- ions can collide, the 0- ion relax to the lower spin-orbit state, the 
energy goes into translation, and thus the two ions escape from one another. This is 
analogous to autoionization loss for Rydberg states. Since the signals observed for the 
2412 and 2P3/2 set of peaks are roughly comparable, any l o s  due to this rnechanism 
must be relatively minor. However, this may not be the case for other high-u ion-pair 
states. For a C2H- - H+ ion-pair system, transfer of vibrational energy from the C2H- 
to H+ rnight be guite efficient, introducing a loss mechanism for the high-v ion-pair 
states, preventing thresholds where C2H- is vibrationally excited, from being observed. 
Because of the complexity of this system (and the role external perturbations may play), 
only experimental work is likely to resolve this question. 
An interesting (but difficult) application of the TIPPS technique would be to the study 
of the  reactions of stateselected negative ions. How would this work? R e d  that when at 
the energies corresponding to the second set of TIPPS peaks, only O+ ions corresponding 
to the electric-field induced dissociation of O-(*PIl2) - Of ion-pairs are traveling up the 
flight tube (see Fig. 2.1). By simply reversing the polarities of di field discrimination and 
extraction pulses, 0' ions could be detected instead O+ ions. Then the state of the 0'
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ion drawn up the tube could be changed, by simply changing the VUV wavelength to a 
TIPPS peak between 139160 cm-' and 139320 cm" (for 0 - ( 2 ~ 3 / 2 ) ,  or between 139320 
cm-' and 139500 (for O-(' Pl/*)).  This "state-selected" beam of O- ions could be 
sent through a target, and the differential reactivity of the two spin-orbit states of O- 
examined.' 
An exarnple of a state-selected reaction study using positive ions has been presented 
by Dutuit et al. [124]. In this case, the charge exchange reaction: 
was studied for the two possible Ar+ states: 'Pi12 or 2 ~ 3 / 2 ,  as a function of center-of- 
m a s  collision energy. At lower energies (< 0.15 eV),  no differences in the charge exchange 
cross-sections are observed, but at 0.6 eV the cross-sections for the two different spin-orbit 
states differ by a factor of 3. Perhaps analogous behaviour - strong state dependency of 
certain reaction cross-sections - could be observed for stateselected negative ions. State- 
selected cations (like Ar+) are produced by photoionization of the parent neutral (Ar). 
Obviously anions cannot be produced in this fashion, and so, because of the difficulties in 
producing them, no study of the reactions of stateselected negative ions have ever been 
made [125]. 
technique is si& to that presented by Merkt et al. [122] and Mackenzie and Softley [123] for 
producing ions in specific rovibronic states using MATI. 
Chapter 6 
Threshold Ion-Pair Spectroscopy 
of HF 
6.1 Introduction 
Previous workers have shown tha t  HF has an abnormally large cross-section for single- 
photon ion-pair production ( H F +  hu + H+ + F-), particularly near the energetic t hresh- 
old (see Table 1 of Ref. [34]). Therefore, HF seemed like a natural candidate for initial 
TIPPS studies. The dissociation energy of HF is reasonably well known (i8 cm-') (1261. 
Therefore the determination of the dissociation energy, in an analogous manner to that 
presented for HCl in Chapter 4, provides a confirmation of the extrapolation procedure. 
In addition, it has  been diff~cuIt o assign the Rydberg states responsible for predisso- 
ciation into ion-pairs, with the low-resolution studies done thus far (2 100 cm-') [64]. 
Thus, just studying the photoion-pair yield spectra near threshold seemed useful. 
In 1969, Dibeler and cc+workers (1271 characterized photoion-pair Formation in H F  
From 78.5 nm to 77.5 nm, at  a photon energy resolution of 0.1 nm (or 160 cmd1). This 
was followed by a similar study by Berkowitz and CO-workers in 1971 with better signal 
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to noise, and at slightly higher resolution (0.08 nm, or 130 cmd1) [42]. Immediately 
following this was an article by Chupka and Berkowitz [31] entitled "Kinetic Energy of ions 
Produced by Photoionization of HF and Fzn. In  their paper, the HC emitted by photoion- 
pair formation was kinetic energy analyzed at several different wavelengths. This allowed 
them to conclude that their measured ion-pair formation threshold from the photoion- 
pair yield spectrum was reasonable. (There was considerable disagreement with Dibeler 
et aL.3 [127] previous work concerning the value of Do(HF), and their measurements 
provided additional evidence that the value presented in Berkowitz et al. (421, was the 
correct one. The conclusions are supported by more recent work, incIuding the results 
presented in this chapter.) 
The most recent study of photoion-pair formation in HF has been that of Yencha 
and ceworkers [64]. They measured the photoion-yield with a slightly improved pho- 
ton resolution (0.06 nm, 100 cm-'). However more importantly, extensive theoretical 
modeling of the cross-section was done, in an attempt to understand which Rydberg 
states predissociate into ion-pairs, and the predissociation mechanism. This modeling, 
done by Léfebvre-Brion and Keller (Orsay), is similar to that done for HCI by the same 
workers - discussed in Section 4.2. However, there are significant differences in the con- 
clusions. Recall that for HCl, Rydberg states with a x2n core werc inaccessible due 
to Franck-Condon factors. In the case of HF, the ion-pair threshold is much closer to 
the first ionization threshold (leaving HF+ in the X211 state). Thus it is energetically 
possible to excite Rydberg states which have low-v X211 cores. These low-v states are 
Franck-Condon accessible (for the case of HCl, it is only energetically possible to excite 
Rydberg states with very high-v X211 ion cores, which are not then Franck-Condon factor 
accessible). Consequently, excitation to Rydberg states with X211 cores contributes to 
the photoion-yield, in addition to the Rydberg states with A ~ C  ionic cores (which feature 
exclusively in the HCI case). As shall be seen, when examined a t  high resolution, the 
photoion-pair yield spectrum of HF differs significantly from that of HCl. 
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6.2 Experimental 
To excite HF from its ground state to the ion-pair formation threshold requires 16.1 
eV photons. Since this is close to the 15.9 eV required for the Ar MAT1 experiments 
described in Chapter 3, the same optical setup was used (see Section 3.2). 
Since H+ was detected in bot h the HCl and HF TIPPS experiments, the discrimination 
requirements and experimental timings were virtudly identical. As with HCl, the delay 
between the light pulse and extraction field for the TlPPS spectra was typically 4.4 p. 
With this time period discrimination fields as low as 1.5 V/cm could be used without 
significant prompt-ion contamination. To compensate for the movement of the excited 
states along the beam axis during the discrimination time period, the spectrometer was 
translated along the molecular beam axis by 0.6 cm. 
The HF gas was obtained from a lecture bottle without a regu!ator. The pressure 
was controlled by surrounding the lecture bottle with an ice slush bath a t  273 K. The 
vapor pressure of HF at  273 K, is roughly 0.5 atm (CRC Handbook). The pure HF gas 
was expanded from a 1 mm diarneter nozzle. It traveled 5.2 cm before interacting with 
the VUV beam. With the molecular beam on, the average main chamber pressure was 
1 x 10'~ torr. 
6.3 Results and Discussion 
Figure 6.1 shows the prompt photoion-pair yield spectrum for the process: H F  + hv + 
H+ + F- in the vicinity of the threshold region. This spectrum has similar artifacts 
to those discussed for the HCl spectrum in Section 4.4. Namely, collection efficiency 
decreases above threshold, and the extraction field may field-dissociate high-v ion-pair 
states, ailowing them to contribute to the '%en photoion-pair yield. Nevertheless, the 
spectrurn should be representative of the prompt yield, and illustrates several important 
points. 
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Figure 6.1: Prompt photoion-pair yield from HF. An extraction field of 60 V/cm was 
pulsed on O.? p following photoexcitation. No discrimination field was used. No at- 
tempt was made to ensure 100% collection efficiency for fast H+. The field-free ion-pair 
formation thresholds for each initial J level have been labeled (the determination of these 
is describeci in Section 6.4.2). The first ionization threshold of HF [128] has also been 
marked (IP(HF)). 
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In contrast to the prompt photoion-pair yield spectra observed for both HCl and O*, 
the H F  spectrum shows sharp resonances, with little pseudecontinuum. It should be 
possible to assign the resonances to specific Rydberg states. This analysis is still at a 
prelirninary stage. Again, as with HCI it is impossible to identify the energetic threshold 
for ion-pair formation from the photoion-pair yield, as no steplike structure is observable 
- unlike for Oz (see Section 1.5.1). 
Figure 6.2 shows a TIPPS spectrum of HF which covers the threshold region. The 
sharp peaks which were in the prompt ion-pair yield, now manifest themselves in the 
TIPPS spectra. Instead of a single peak for each J level, as with HCI, each TIPPS 
line (corresponding to an initial J), consists of multiple resonances. However, the energy 
range over which signal may be seen is still dependent on the strengths of the electric fields 
employed (discrimination and extraction). The signal now varies significantly within the 
onergy range dictated by those fields. 
Also illustrated in Fig. 6.2 is the theoretica1 population distribution of a 300 K 
sample, over the initial J states. As the HF will be cooled by the supersonic expansion 
(this is difficult to quantify), 300 K represents an upper bound on the temperature of the 
distribution. There appears to be more TIPPS signal from high-J levels compared to low- 
J levels, based on the initial population distribution. It is not expected that excitation 
to the initial Rydberg states could be this J-dependent, thus another explanation must 
be sought. A J-dependent predissociation au tomatically suggests t hat the "gyroscopic" 
perturbation may be responsible for the predissociation of the Rydberg states into ion- 
pairs (see for example Ref. [110]). This has been discussed by Berkowitz and co-workers 
[129] to explain a similar observation in the photoion-pair yield of CI2. However, in the 
case of HF there are alternative explanations: the high-J enhancement could be associatecl 
with an increase in the density of Rydberg states (energy spacings), or changes in the 
efficiency of processes competing for fate of these Rydberg states. Perhap autoionization 
becornes l e s  cornpetitive as J increases. Without an arsignment of the Rydberg states, 
it is difficult to corne to any conclusion concerning the high-J enhancement, or the nature 
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Figure 6.2: (a) TIPPS spectrum of HF. The discrimination field was 3 V/cm, pulsed on 
300 ns following photoexcitation. The extraction field was 60 V/cm, pulsed on 3.4 ps 
after photoexcitation. (b) The relative populations of the different initial J states of HF 
at 300 K. 
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of the predissociation responsible for the ion-pairs. 
Figures 6.3 through to 6.7, show each individual TIPPS line in more detail together 
with the corresponding prompt ion yield (Fig. 6.1) over the same energy range. Since the 
prompt-ion signal is simply the TIPPS signal without a discrimination field, resonances 
which appear in the TIPPS spectra should also appear in the prompt ion-yield spectra 
(as discussed previously, this is an artifact due to the fact that the extraction field will 
field-dissociate high-v ion-pair states). Naturally, the opposite is not true - resonances 
which appear in the prompt ion-yield do not necessarily show up in the TIPPS spectra. 
TIPPS spectra may be helpful in  assigning resonances in the photoion-yield spectra, 
as they indicate the initial J of resonances. Al1 signal within a specific TIPPS line must 
correspond to excitation from a specific initial J state.' This will be illustrated by an 
exam ple. 
Consider excitation to the resonance labeled with the * in Fig. 6.3. This resonance 
should correspond to excitation from an initial state J = O. Therefore it is reasonable 
to look for transitions from other initid J levels to the same final state. Simply add 
or subtract the appropriate differences in ground state rotational energy Ievels to find 
out where these shoutd be. Indeed, transitions to the same final energy from J = 1 
and J = 2 are observed in Fig.'s 6.4 and 6.5 (also labeled with *). Therefore, since 
i t  is single-photon excitation, it is possible to conciude that the finai state is J = 1 
(AJ = O, f 1 for singlephoton transitions). Unfortunately, there do not appear to be 
any other resonances for which t his explanation works. However, t his single assignment 
of J to a specific resonance, will be useful in checking the assignment of Rydberg state 
structure to the photoion-yield spectrum. 
'If the si& originated fmm a higher J state, excitation would be to an energy above the ion- 
pair threshold, thus the m o l d e  would not 6 v e  the waiting period prior to electric-field induced 
dissociation. If the signal was due to a lower J statc, it wodd not bc possible to dissociate it with the 
electric fieid. 
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Figure 6.3: (a) H+ prompt ion yield and (b) TIPPS spectrum of HF at the J = O 
threshold. The energy scale is relative to the J = O field-free ion-pair formation t hreshold. 
For the prompt-ion yield spectrum, a 60 V/cm extraction field was pulsed on 0.2 ps 
following photoexcitation. The TIPPS spectrum was collected with a discrimination field 
of 3 V/crn, pulsed on 300 ns following photoexci!ation, and an extraction field of 60 
V/cm, pulsed on 3.4 ps after photoexcitation. 
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Figure 6.4: (a) Hf prompt ion yield and (b) TlPPS spectrum of HF at the J = 1 
threshold. The energy scale is relative to the J = 1 field-free ion-pair formation threshotd. 
Conditions are identicai to those of Fig. 6.3. 
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Figure 6.5: (a) H+ prompt ion yield and (b) TIPPS spectrum of HF at the J = 2 
t hreshold. The energy scale is relative to the J = 2 field-free ion-pair formation threshold. 
Conditions are identical to those of Fig. 6.3. 
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Figure 6.6: (a) H+ prompt ion yield and (b) TIPPS spectrum of HF at the J = 3 
threshold. The energy scaIe is relative to the J = 3 field-free ion-pair formation threshold. 
Conditions are identical to those of Fig. 6.3. 
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Figure 6.7: (a) H+ prompt ion yield and (b) TIPPS spectrurn of HF at the J = 4 
threshold. The energy scale is relative to the J = 4 field-free ion-pair formation threshold. 
Conditions are identical to those of Fig. 6.3. 
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6.4 Determination of &(HF) 
6.4.1 Extrapolation to Determine the Field-Free Ion-Pair Dissociation 
Threshold 
The different factors affecting MAT1 lineshapes were discussed in Section 3.3. The ex- 
trapolation procedure to determine ionization thresholds depends on the discrimination 
pulse survival probability dominating the shape of the blue edge of the line. In this 
case, Eqn. 3.5 is valid. However, if the probability of exciting Rydberg states is varying 
strongly in the vicinity of the threshold, or any other factors are influencing the shape of 
the blueedge, Eqn. 3.5 will not be valid, hindering determination the field-free ioniza- 
tion threshold. The same considerations apply to TIPPS spectra. If the probability of 
producing ion-pairs varies strongly in the vicinity of the threshold, the shifting of Ellz  
with fi may not obey Eqn. 3.5. Therefore, based on the structure observed in Fig. 
6.2 problems might be expected in applying the extrapolation procedure. Fortunately, 
both the J = O and J = 1 lines of the HF TIPPS spectrum have quite broad enhance- 
ments in the vicinity of their blue edges. Consequently, these blue edges shift sensibly 
with varying discrimination field (see Fig. 6.8). The plots of EL12 VS. fi for both the 
J = O and J = I show data points falling close to straight Iines, allowing determinations 
of EH+,F- by extrapolation (see Fig. 6.9). The field-free threshold is deterrnined to be: 
129558.2I0.3 cm-' (where the errors due to photon energy calibration and extrapolation 
have been added in quadrature). 
The dissociation energy of HF may now be determined through: 
where IP(H) is the ionization potential of the hydrogen atom, and EA(F) is the electron 
affinity of the fiuorine atom. Blondel et al. [130] have determined EA(F) = 27432.440 I 
'This relationship has been useci prcviously, by Chupka and Berkowitz et al. [31] to detennine DO (HF) 
from the threshold for photoion-pair formation. 
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Figure 6.8: TIPPS spectra of HF for two different discrimination fields. For both spectra, 
the discrimination field was pulsed on 0.2 ps after photoexcitation, and an extraction field 
of 60 V/cm, was pulsed on 4.4 ps after photoexcitation. 
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Figure 6.9: Extrapolation to determine the field-free ion-pair formation threshold for HF. 
The positions of the blue edges of a series of spectra taken at different discrimination 
fields are plotted as a function of the square root of the discrimination field. The J = 1 
data has been shifted up in energy by the J = 0, J = 1 energy level difference in the H F  
ground vibronic state (ErOt(O) = O cm-' and Er,&) = 41.11 cm-'). The extrapolated 
zero-field thresholds for the two J levels are labeled. 
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0.025 crn-l. Substituting this value of EA(F) together with IP(H)  = 109678.8 cm-' 
(from Johnson and Soff [ l l l ] )  into Eqn. 6.1, a value of Do(HF) = 47311.8k 0.3 cm-' is 
obtained. 
The determination of EH+,F- dominates the uncertainty in Do(HF). This differs from 
the analogous determination of Do(HCI) presented in Chapter 4, where the best literature 
value of EA(C1) has a n  uncertainty of 0.5f cm-', which contributes to the uncertainty 
in Do(HCI). 
6.4.2 Current Literature Value for &(HF) 
The most recent determination of Do(HF) is that of Zemke et al. (1261. Their approach 
was to "matchn low-R values of the ground state potential derived from the inversion of 
spectroscopic data, with the expected high-R asymptotic behavior by adjusting the dis- 
sociation asymptote to (1) allow the low-R and high-R potentials to merge smoothly, and 
(2) reproduce the energy of an experimentally observed level very close to the dissociation 
asymptote. 
The long-range form of the potential chosen was: 
where Cg, Cg, Ciai A and cr were fixed by previous work, and De - the depth of the 
potential well - was adjusted to satisfy one of the two criteria mentioned above. The 
dissociation energy Do may be computed by subtracting the zero point vibrationai energy 
from D . . ~  
'hm Henberg [4], Section (III,2,a) and (111.2,~): 
Do De- ( fwe - f vexe  + Sueye + 
aaw= 1 += + * - p e x .  1 (6.3) 
For HF, Hubv and Herzberg's compilation (1071 lists w, = 4138.32 cm", weze = 89.88 cm-', o,ye = 
0.184 cm-', Be = 20.9557 cm", a. = 0.798 cm-', and so Do (HF) x D,(HF) - 2051 cm-'. Zemke et 
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The short-range potential for the ground state and non-adiabatic correction terms 
had previously been derived from experimental data [131]. By adjusting De, so that this 
potential smoothly merged with the long-range potential at low-R, Zemke et ai. [126] 
found Do = 47312k8 cm-', where the error is based on the uncertainty in  the parameters 
describing the long-range potential (Cs, Cs, CIO, A, a). 
Abandoning the criteria of smoothness at Iow-R, the energy levets of the "merged" 
potential rnay be computed. For DiLonardo and Douglas's [Il spectroscopically deter- 
mined fevel u = 19, J = 9, the energy is computed as  a function of De. The experimental 
energy level is reproduced when 
The uncertainties in the position of the experimental line, and the parameters describing 
the long-range potential (CG, C8, CIO, A, a) give the uncertainty of f 5 cm-l. This value 
of &(HF) agrees with DiLonardo and Douglas's [l] original estimate Do = 47333 f 60 
cm-l to within their uncertainty. This value was determined by the technique of "lirniting 
curve of dissociation" discussed in Section (VII,2) of Herzberg (41. 
In Section 4.5.3 it was discussed how the dissociation energy of HCI is determineci 
from the standard enthalpy of formation of HCI, AH%(HCI), the dissociation energy of 
Hz, Do(H2), and the dissociation energy of Cl2, Do(C12). For the case of HF, using the 
JANAF [Il41 recomrnended values:4 
Do(Hz) = 36118.3 I 1 cm-' 
Do(F1) = 12920 k 50 cm-' 
A H ~ ( H F )  = 22779 & 67 cm-', 
al. [126] use an identicai correction, which presurnably they could derive by solving for the energy level 
v = O, J = O in the potential. 
' ~ h e  original source of the AHE(HF) recommended in the JANAF tables was not accessible, so it is 
d e a r  whe ther or not this d u e  is based on memirements of Do (HF), DO (Hz) and Do (F2) - rather t han 
being meaJurrd by thennochernid means, like caionmetry, as in the c w  of HC1. If the rccommuided 
A HZ (HF) is bascd on a value of Do(HF), the determination given hem is invalid, since it is a r d a r .  
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the dissociation energy of HF is computed to be 
Do (HF) = 47298 f 84 cm-'. 
As shown in Section 4.5.3, the analogous determination for HCI is more precise (*18 
cm-') since both Do(CI2) and A H%(HCI), are better known than Do(Fz) and A H ~ ( H F ) .  
The present determination of Do(HF) = 47311.8 i 0.3 cm-1 is within the error bars 
of the best current literature value of Zemke et al. [126] (Do(HF) = 47311 f 8 cm-'). 
Chapter 7 
Concluding Remarks 
This thesis has introduced a technique for observing the electric-field induced dissociation 
of high-v ion-pair states: Threshold Ion-Pair Production Spectroscopy (TIPPS). Using 
this method, it is possible to determine the energetic thresholds for splitting a molecule 
into ion-pairs. For the HCI molecule, this has significantly improved the literature value 
for the neutral dissociation energy Do(HCl). Since nothing appears to restrict application 
of the TIPPS method to diatomics, the determination of bond-energies in polyatomics - 
many of which are known only thermochemically - is a compelling future application of 
this technique. 
Since H F  and HC1 have such similar electronic structures, one rnight expect that their 
TIPPS spectra would be sirnilar. This is not the case, as  shown in a comparison of Fig. 
4.2b) with Fig. 6.2a). The HF TIPPS spectra are very structured, with sharp resonances 
wit hin each individual threshold peak, whilst the HCI spectra show little signature of 
individual resonances. Analysis of these resonances - which is still a t  a preliminary stage 
- should help in understanding the mechanism For the production of ion-pairs. 
The partners of an ion-pair may not necessarily be in their ground states. This is 
demonstrated in the TIPPS spectrum of Oz presented in Chapter 5. A set of peaks have 
been positively identified as corresponding to the electric field induced dissociation of 
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high-v ion-pair states in  which the 0- was in the second, excited spin-orbit state. If the 
spin-orbit splitting in O- were not known, this spectrum could provide the value. This 
suggests t hat the TIPPS technique could be applied to negative ion-spectroscopy. Anot her 
possible application, discussed in Chapter 5, is the study of the reaction of state-selected 
negative ions. In particular, the technique describeci in this thesis could be modified to 
produce a beam of O- ions in either spin-orbit state, for reaction studies. No methods 
for state-selected production of negative ions have been previously demonstrated, 
To gain a more complete understanding of high-v ion-pair states, and their similarities 
in behaviour to Rydberg states, it would be desirable to be able to selectively excite 
specific v ,  rather than an unresolved range as done in this work. Individual ion-pair 
states have been studied at low-v, but unfortunately the Rydberg-like behaviour is not 
easily observed, until the binding energy is relatively weak, at  high-v. For example, 
it would be impractical to generate the required electric fields to dissociate any of the 
ion-pair states of the B state observed in DiLonardo and Douglas's work, which observed 
levels as  high as v = 73 [l]. To excite individual u-states near the threshold, it is desirable 
to have a high-resolution excitation source. For a given binding energy, Rydberg state 
spacing is much l e s  dense than that of high-v ion-pair states. Calculations show that 
excitation of individual high-u ion-pair states of H2 is practical, if they are excited with 
a standard etdon equipped pulsed dye laser. For this, it would be necessary to use a 
two-colour dou bie resonance scheme, like Pratt and ceworkers [U]. Experiments such as 
this are being planned by several group. 
From the preceeding paragraphs, it is apparent that there are several fruitful fines 
of research concerning the elect ric-field induced dissociation of high-u ion- pair states. 
However, the author feels sorry for future researchers in this field, as the analogy with 
Rydberg states has invited an unfortunate nickname for molecules in high-v ion-pair 
states. Workers will be forced to admit that their research is the subject of 'Rydicules". 
Appendix A 
Wavelengt h Calibrat ion 
Procedure 
A.1 Introduction 
As with previous work in the Extreme Ultraviolet Lab 161, 128, 1321, dye laser wavelength 
calibration was based on the observation of tabulated atomic lines using the optogalvanic 
effect in a hollow-cathode discharge [133]. However, because of the desirability in obtain- 
ing an accurate VUV energy calibration for dissociation threshold determination, seveval 
modifications to the procedure were made: 
1. Transitions in U instead of Ne were used, 
2. Calibrations were performed shortly after data collection, and 
3. The non-linearity observeci in the grating drive mechanism was corrected by using 
etalon frequency markers. 
These items will be discussed in this appendix. 
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Optogalvanic spectroscopy is based on the principle that laser light can influence the 
properties of a gaseous electrical discharge (the optogalvanic effect), and that these effects 
may be measured electrically in an external circuit. By inducing transitions in either the 
fill gas (e.g. Ne) or sputtered species (e.g. U) ,  one can enhance or reduce the number of 
charge carriers, thereby changing the V - I curve of the discharge. The light from the 
pulsed dye laser induces a transient every 100 m s  (the laser repetition rate) in the srnall 
external circuit pictured in Fig. Al. This signal is gated using a boxcar integrator and 
the output of the boxcar is digitized and recorded as a function of excitation wavelength. 
The resultant spectrum has peaks which can be assigned to atomic transitions which have 
been tabulated by ot her au t hors using independent met hods. 
The hollow cathode Iamp used was a commercial product (Westinghouse WL 22826 
or SCP Science 030-150-922) intended for use in Atornic Absorption (AA) spectroscopy. 
The cathode material was U, and as discussed in the following section, transitions in 
either the fiIl gas (5 torr of Ne), or sputtered species (U) could be observed, depending 
on the conditims. 
A.2 Observation of Uranium Optogalvanic Tkansitions 
A previous worker [134] had constructed a circuit sirnilar to that in  Fig. A.I. However 
the ballast resistor (Rb) was selectable between three Mues: Rb = 46, 153 or 305 kR. 
The voltage drop across the lamp is roughly 200 V [135], so when using the power supply 
available in the lab (400 V), with the lowest ballast resistance (46 kR), the lamp current 
was 4 mA. With this current, it was not possible to observe any U transitions. However, 
transitions in the Ne fill gas were observed and some of these could be assigned. These 
transitions had been used for calibration by both the author [21] and previous workers in 
the lab [61, 128,1321. Unfortunately, the observed Ne line density is low (there are only 5 
assignable lines between 560 nm and 570 nm), and the accuracies of the Line positions in 
the standard compilations [136,137] are difficult to ascertain. To investigate the observed 
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Figure A.l: Circuit for observation of optogalvanic effect. Modeled after Ref. [133]. The 
7.8 kQ resistor, should be a high wattage type (in this case a 3 W, 15 kR resistor and a 
3 W, 16 kR resistor were connected in parallel). The capacitor should be able to hold off 
200 VDC (a ceramic disc type is suitable). 
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grating drive non-Iinearity and have more confidence in the calibration, it was desired to 
obtain the U transitions used by other workers [133].' 
Since sputtered atom density is proportional to the square of the discharge current 
[133], the low ballast resistance of 7.8 kR was used. This allowed the lamp to be operated 
at approximately 25 mA (the manufacturer's recommended maximum) with the 400 V 
power supply available. Operating the lamp at  these higher currents permitted obser- 
vation of the transitions due to sputtered U. hterestingly, some of the Ne transitions, 
which were observed at lower currents, disappeared. Over the limited wavelength range 
studied, no new Ne lines appeared at the higher current. Therefore if the Ne line density 
and tabulated accuracy are acceptable, it rnay be desirable to operate the lamp a t  the 
greatly reduced currents, which would probably lengthen its life. 
Figure A.2 shows a typical optogalvanic spectrum taken with high current. The lines 
may be assigned to transitions in U using the Los Alamos Scientific Laboratory (LASL) 
line list (1391. The transitions in this compilation were observed in emission from a similar 
hollow-cathode lamp (operated at higher currents) by a Fourier Transform Spectrometer 
(FTS). Several of the tabulated lines in the LASL line list have been checked using a 
highly accurate lambda meter located ai  Joint Laboratory for Astrophysics (JILA) [140]. 
Agreement was excellent (f 0.002 cm-'), and so the accuracy of the LASL compilation 
appears more than sufficient for this work. 
As noted by Dovichi et al. [133], there is a strong correlation between the relative 
emission intensities tabulated in Ref. [139] and the observed optogalvanic signal strengths 
from line to line. This helps assign the observed spectrum.* 
'~bservation of l aer  induced fluorescence from 11 c m  often pmvîde a suitable calibration for dye 
lasers. However, this is over a timited range of the spectnim [138], and the &ne density is so hi& that 
individual transitions are not casily rcsolvcd with pulsed dye h. 
21t ia observeci that h e s  which originatc from U atoma in their ground state arc stroager than one 
wodd expect based on the emission inte~ities in the LASL üae kt (cornparcd to L e s  originating from 
exciteci U atorns). This suggests that the discharge is not as hot as for the LASL observatioari. 
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Figure A.2: Sample U optogalvanic spectrum. Vertical scale is the average voltage 
recorded by the boxcar over a 3.4 ps time-period starting 0.3 ps after the light pulse. 
Fluence directeci into larnp was x 10 pJ/pulse, focused from a collimated beam width of 
1 mm using a 25 cm focal length lens. 
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Since the U atom is heavy, Doppler broadening of the transitions is expected to be less 
than the laser linewidth. At a temperature of 4660 K (as found in Ref. [139]), the Doppler 
linewidths of visible wavelength transitions in U are roughly 0.1 cm-l. Likewise, pressure 
broadening is not expected to be large at the tube pressures. Despite this, linewidths of 
the observed U transitions exceeded the laser linewidth. Some lines were broader than 
others, and it was found that closely spaced lines could be more easily resolved when the 
laser power directed into the lamp was lower - at the expense of reduced signal. Thus, it 
seems rnost likely that saturation (power) broadening is occurring (see, for example, Ref. 
[82]). Since numerous lines were unresolved, it is desirable to reduce this broadening to 
increase the nurnber of assignments, and thus quality of the calibration. Since the signal to 
noise ratio of the optogalvanic signal seemed to improve with larger laser powers, further 
efforts should concentrate on either reducing the noise, or increasing the sputtered U 
density - both of which would enable lower laser powers to produce a more detectable 
optogalvanic signal. Higher currents (above the larnp's rated maximum) coutd be used 
to achieve higher U densities (see Ref. [139]), but some forrn of active cooling would be 
required and the anticipated reduction in lamp lifetime would have to be investigated. 
A.3 Effects of Air Temperature and Pressure on the Cali- 
bration 
As discussed in Section 2.2.4, a particular orientation of the grating with respect to the 
dye laser cavity axis, results in lasing at a certain air wavelength. The frequency of 
the light (or corresponding vacuum wavelength) then depends on the refractive index 
of the air surrounding the grating. The refractive index n of air h a function of its 
temperature, pressure, and the specific frequency involved. Cole [141] summarizes the 
relevant formulae: 
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where t ,  = 15 O C ,  t is the air temperature in O C ,  P is the pressure in torr of the sur- 
rounding air, P. = 760 torr, and cr = 0.00366. The variation of the refractive index of 
"standard airn, n,, is given by [141]: 
2949810 25540 
(n, - 1)108 = 6432.8 + +- 
146-v2 41-v2  
where u is the vacuum wavenumber in  
Assuming grating positioning is reproducible from day to day, the relationship between 
grating position and dye laser frequency will Vary because of fluctuations in  temperature 
and pressure, since 
L c  = n h t *  
What are the typical fluctuations in temperature and pressure from day to day? 
Figure A.3 histograms the pressures recorded in the laboratory. The standard devia- 
tion of the distribution is 6.3 torr. 
The temperature in the laboratory slowly rose by approximately 4 OC in the 2 hours 
following turning on the equipment required for the experirnent. The temperature re- 
mained relatively constant (f 0.5 OC) for the rest of the day. Initial temperatures in the 
lab varied by about 1.5 O C .  Thus provided the experiment and calibration are done after 
the initial heating period, the standard error in t is roughly 2 OC. 
Given these fluctuations in temperature and pressure from day to day, the variation 
in the final VUV energies can be estimated (assuming the air wavelengths stay constant). 
If the wavelength is roughly the same (Aair 500 nm) for both dye lasers, and they are 
both doubled for four-wave mixing (the typical scenario), the final VUV energy Evuv is: 
Ewv(in cm-') * 6 x lo7 
n Xair (in nm) ' 
Using the standard formula for error propagation [142] (assuming t and P are uncorre- 
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Figure A.3: Distribution of daily pressures in room C2-066. Seventeen indi 
780 
ual dail vid 
pressure measurements are histogramed, and a normal distribution with the same mean 
and standard deviation is superirnposed. The prwures were measured using a capaci- 
tance manometer (MKS 116A Baratron pBAR). 
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with t = 26 i 2 OC and P = 753.6 f 6.3 torr, the uncertainty in the final energy is: 
o~~,,,, = 0.34 cm-'. However by monitoring both pressure and temperature shifts while 
the experiment and calibration was perforrned, it w s  ensured that pressure shifts were 
less than 2 torr and temperature shifts were less than 0.5 OC. Therefore the standard 
deviation of the final VUV energy due to temperature and pressure shifts within the day 
is 0.1 cm". 
Initially it was hop& that by measuring t and P, it would be possible to use a single 
calibration (relating stepper motor counter number to air wavelength) from day to day. 
Unfortunately this does not appear possible. There is some grating positioning irrepre 
ducibility which does not correlate with shifts in temperature or pressure. Consequently, 
it is imperative to calibrate the dye lasers each day. Fortunately, if the dye laser controller 
was left on, grating positioning appeared to be reproducible within the day. In  k t ,  this 
was necessary, as the dye lasers were not calibrated during the scans, but rather, after. 
This raises the general point of metrology problems associated with  resonantly en- 
hanced four wave mixing. Frequency calibration using the optogalvanic effect requires 
the wavelength to be scanned. This means that calibration of the a,,, dye laser must 
be done before or after a data collection scan (since w,,, rernains fixed during the scan). 
This calibration will move the frequency off-resonance, requiring it to be moved back. 
This is convenient if the grating positioning is reproducible, and quite difficult if it is 
not. Obviously the requirernent of scanability for caiibration is not a problem for the 
ut,, laser, which must be scanned anyways. It would be useful to have a calibration 
technique which did not require the w,, laser to be scanned. A Fizeau wavemeter [143] 
would be suitable for this purpose. The resonance frequency could then be monitored 
in near real-tirne, and the optogalvanic and etalon equipment could be solely devoted to 
calibration of the utun iaser. 
I t  is noted that in extremely high precision work done in the VUV and XUV [144, 861 
the final frequency is derived from the harmonies of a single tunable laser, which is then 
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scanned across the resonance being observed. This eases the metrology problern, since 
now one need only determine the Frequency of one laser - which is being ~ c a n n e d . ~  The 
introduction of two independent frequencies in resonantly enhanced four-wave sum mixing 
doubles the required effort. It seerns as though some form of active stabilization of the 
resonance frequency laser to an atomic or molecular line would be best. The rnetrology 
problems of very high-resolution resonantly enhanced four-wave sum-frequency mixing 
[145] await further study. 
A.4 Scan Linearization 
The dye laser grating positioning is performed by a stepper motor. The manufacturer 
gives an approximate reIationship relating stepper motor position i to wavelength: 
where i is an integer ranging from O to 285715, n is the grating order (determined by 
the gain-bandwidth of the dye), and Xo is a constant specific to each dye laser. For 
convenience, calibrations will be discussed in terms of relating A,,te, - the estimated 
wavelength - to the true vacuum wavelength A,. 
The assigned optogalvanic lines may be used to establish the relationship between 
the XCante, and the A,.. This relationship rnay then be used for any wavelengths in 
the range encompasseci by the calibration points. Fig. A.4 shows the deviations between 
the counter wavelength at which a U transition was observed, and the actual vacuum 
wavelength of the transition (from the LASL line liit). With the high density of U lines 
it is obvious that the deviation cannot be represented by a straight-line fit, whereas with 
the low density of Ne transitions it is difficult to make this conclusion (see pg. 59-61 
3Very hi&-remlution work with puised sources require8 the consideration of opticai phase perturbations 
which occur in each step of frequency-mixing. One c m  no longer assume that the harmonic frequencies 
are integer multiples of the fundamental (see Ref.'s [85] and [86)). 
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of [21]). The oscillatory-like deviation must be taken into account to achieve the best 
possible calibrations (the deviation from straight-line behavior is greater than the laser 
linewidth). Calibrations which did not take into account this deviation had unacceptably 
large errors in the final VUV energy. For example, it was not uncommon to observe 
deviations in linearity of 0.005 nm in  the visible wavelength of both of the dye lasers. 
If these are not corrected, they can introduce errors in the VUV energy of up to 1.4 
Before implementing a correction for the non-linearity, discrepancies of this size 
were noted between tabulated VUV energies and obwrved values. The solution was 
to "linearizen the wavelength scale by collecting etalon fringe patterns in  addition to 
optogdvanic spectra. 
While collecting the optogalvanic spectra, a small amount of light was split off and 
directed towards a diffuser, followed by a solid etalon (z 0.67 cm-' Free Spectral Range, 
Lambda Physik, FL82), and a lens (1 m focal length). This projected a fringe pattern 
ont0 a screen approximately 1 m away. A photodiode was placed at the screen, and 
recorded the passing fringes as the wavelength was scanned. 
Figure A.5 shows a fringe pattern and corresponding optogalvanic spectrum recorded 
simultaneously. The etaion marks off constant frequency intervals, thus there is a rela- 
tionship between fringe number (j) and frequency (1): 
where m and b are constants specific to the etalon and wavelength range. 
Once a table of positions versus fringe number j has been accumulated, in- 
terpolation may be used to determine the "fractional" fringe number of any A,,te, 
po~ition.~ This fringe number may then be substituted into Eqn. A.6 to determine the 
true frequency, given m and 6. 
- ' ~ h e  m r s  due to the non-iinearity am not normdy distributed. Whcn varying Wcwnrer through a 
significantly large range, the non-linearity wili be encounted, but the error is bounded. The w,,, dye 
laser may or may not be located in a %ad" region. 
'since there are appmximately 60 fringes/nm, and typical scans are over several nanometers, it is 
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Figure A.4: Sample wavelength calibration using U and Ne optogalvanic transitions. 
4ppendix A. Wavelengt h Calibration Procedure 
Figure A.5: Sample etalon pattern and U optogalvanic spectrum. 
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The optogalvanic spectra are used to determine m and b. The true frequencies of each 
U line are known irom the LASL compilation [139], and the positions of these 
transitions are observed in the optogalvanic spectrum. The Amnie, positions can then be 
converted into fractional fringe numbers as discussed above. Thus, for each U line, there 
is a frequency and fractional fringe nurnber which must satisfy Eqn. A.6. The values of rn 
and b rnay then be determined by least squares fitting al1 of the U lines to this equation. 
Arbitrariness in absolute fringe labeling is absorbed by the constant 6. (Fringe counting 
rnay start at any number, since this will merely change the value of b found.) 
Once rn and b are found, any may be converted into a frequency, by first 
finding the fractional fringe nurnber by interpolation, then converting this to a frequency 
using Eqn. A.6. 
To illustrate th i s  procedure, Fig. A.6 shows Xcounrer - Au., vs. hcountrr,  where the 
A,, values were derived from the calibration procedure discussed above. Overlaid are 
the observed U positions (where the values are observed in  the optogalvanic 
spectra, and the A, values are from the LASL compilation [139]). As seen, use of the 
etalon fringes helps correct the non-linearity, and subsequently reduce the error in the 
calibration. 
The error in the calibration may be estimated by computing the standard deviation 
of the residual between the calibratecl positions of the U optogalvanic peaks, and their 
tabulated positions. This is typically less than 0.03 cm-'. Assuming the errors in the 
calibrations of the two lasers are uncorretated, this gives a standard deviation in the 
final VUV energy of approximately 0.13 cm-'. When this error b combined with that 
estimated in Section A.3, due to fluctuations of laboratory temperature and pressure, the 
total error is 0.17 cm-'. This is a significant improvement over the errors of 1.4 cm-' 
which were observeû when the scan non-linearities were not taken into account. 
impcactical to accumuiate this table by hand. Thus, an automatic fringe peak fitting program was 
written by the author. 
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Figure A.6: Sample calibration using etalon fringes. The solid line shows the calibration 
which may be used to convert into A., The points show how the observed U 
optogalvanic lines match this relationship. 
Appendix B 
The Efficiency of High-n 





As discussed in Chapter 1, to determine relative photoionization cross-sections using 
pulsed-field ionization zero-kinetic-energy photoelectron spectroscopy (PFI-ZEKE), it is 
essentid that the efficiencies of Rydberg state stabilization at different ionization thresh- 
olds be similar. This appendix is directly based on a paper published by the author 
together with J. Hepburn and C. Alcaraz [102], which sought to address this problem, 
by cornparhg PFI-ZEKE signals observecl at  two ionization thresholds of argon, with the 
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two partial photoionization cross-sections - w hich were known independently. 
B.2 Summary 
To examine issues concerning Rydberg-state stabilization in PFI-ZEKE spectroscopy, 
spectra at the first and second ionization thresholds of argon have been taken under dif- 
ferent ion-density conditions. These provide a contrast between the signals from autoion- 
izing and non-autoionizing Rydberg series. A careful comparison between the PFI-ZEKE 
spectra and relative partial photoionization cross-sections provides the first measurement 
of the efficiency of stabilization in PFI-ZEKE spectroscopy. This efficiency or quantum 
yield varies a t  the second ionization threshold with changing ion-density and princi- 
pal quantum number, introducing ion-density dependent lineshape distortions. These 
changes rnay be ascribed to the cornpetition between stabilization and autoionization of 
the Rydberg states and its variation wit h principal quantum number. 
B.3 Hist orical Background 
Pulsed-field ionization zer* kinetic-energy (PFI-ZEKE) photoelectron spectroscopy in- 
volves the selective detection of electrons field-ionized from optically excited high-n Ryd- 
berg states (n = 100 to 300) [23, 1461. By scanning the excitation energy, one can map 
out the successive ionization thresholds of a neutral species, thereby determining the en- 
ergy levels of the corresponding ion with significantly improved resolution cornpared to 
traditional photoelect ron spectroscopy. 
In addition to the new spectroscopie information, there has been considerable at- 
tention focused on obtaining information concerning the dynarnics of the photoionization 
process from PFI-ZEKE. In particular, the higher resolution has opened up the possibility 
of comparing rotationally resolved PFI-ZEKE spectra with theoretical partial photoion- 
ization cross-sections in a number of interesting cases [147, 1481. For this comparison 
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to be valid it is necessary that the detection effciency of the optically excited Rydberg 
states be independent of the ionization threshold. 
The essence of the PFI-ZEKE technique is the efficient discrimination against prompt 
photoelectrons from lower ionization thresholds. This is achieved by inserting a time 
delay between optical excitation and application of an ionizing electric-field pulse. This 
delay is typically on the order of 1 p. To obtain any PFI-ZEKE signal, some fraction 
of the initially excited Rydberg states must survive this tirne delay. However, Chupka 
has pointed out that in certain cases [19], the experimental observation of a PFEZEKE 
signal is inconsistent with purely field-free, isolated atomic/molecular behavior. The 
unperturbed Rydberg states may have Iifetimes much Iess than the waiting period between 
excitation and field ionization. 
An illustrative example of this anomaly is the PFI-ZEKE spectra of argon 1991, cor- 
responding to the field ionization of Rydberg states with an electronically excited core 
(Ar+, 2P1,2). The Rydberg states were excited directly, by a single photon from the 
ground state of the neutral. At excitation energies between the ground state (2~3/2) and 
the fint excited state (2P1/2) ionization thresholds, it is possible to collect a photo-ion 
yield spectrum which shows resonances corresponding to autoionization: excitation of 
a Rydberg state with a 2 ~ , 1 2  ion core, which subsequently ionizes, ejecting an electron 
and leaving a ground state ion (* P ~ / ~ ) .  The oscillator strengths for transitions to these 
seriw suggest that they are also responsible for the excitation of the "ZEKE states" at  
the excited state threshold. Eitting the observed low-n spectral widths to the well-known 
n-3 scaling law allows one to extrapolate to the high-n typical of PFI-ZEKE. At 15 cm-' 
below threshold (n = 85), a lifetime of 6 ns is predicted for the s' series (the longest 
lived optically bright series for excitation from the ground state ('So) of the neutral). 
This is inconsistent with the experimental observation of a field ionization signal at 200 
ns. PEI-ZEKE spectra have also been taken at the Kr+, 2P112 ionization threshold, after 
much longer time delays [149, 621. In the molecuIar case, Merkt et ai. (1501 have given 
a char exposition of the necessity for a lifetime lengthening mechanisrn for PFI-ZEKE 
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spectra of diatomic nitrogen. In this case predissociation and rotational autoionization 
are responsible for the decay of the high-n Rydberg states. The discrepancy between de- 
lay time and extrapolated Rydberg-state lifetimes is common, and has been observed for 
both predissociating and autoionizing Rydberg states of both large and small molecules. 
It is clear that there must be some mechanism which stabilizes the initially excited Iow-t' 
Rydberg states, such that they survive until field ionization. In particular, the influence 
of perturbations external to the isolateci atorn/molecule must be considered. 
For high-n Rydberg states in the absence of externai perturbations, the orbital angular 
momentum of the Rydberg electron (P) is a reasonably good quantum n?im ber. Only low- 
t Rydberg series are optically bright in typical excitation schernes. While these low-e 
Rydberg states can decay rapidly, the optically dark high-t' states decay slowly because 
of their reduced core penetration. The lifetimes of t hese states can be comparable with the 
PFI-ZEKE delay times. An electric field breaks the (almost) spherical symmetry of the 
electron, ion-core system, causing the Stark mixing of different t's. The stray electric fields 
typicaily present in the excitation region are suficient to cause strong l-mixing of the high- 
n Rydberg states typical of PFI-ZEKE [19]. Since t is no longer a good quantum nurnber 
for the energy eigenstates, an initially prepared low-t state can exhibit a time-dependent 
behavior, evolving from the initia1 excitation into a state with mixed-C character. As 
the state gathers more high-t character its autoionization (or predissociation) rate slows. 
Bixon and Jortner have done a tirneindependent calculation of the effect of P-mixing on 
Ar Rydberg states [151] Consideration of excitation through a Kdoorway" state allows 
them to derive the tirnedependent decay of Rydberg states following excitation. These 
illustrate the rapid loss of Rydberg states due to autoionization immediately following 
excitation and then a much slower decay rate at longer times after the states are stabilized 
(t-mixed). The relative yields of stabilized versus autoionized states depends on both n 
and the strength of the mixing field. 
While Stark mixing can lead to an increase in Rydberg state lifetimes, in some cases 
this is not sufficient to explain the presence of PFI-ZEKE signal. Bixon and Jortner 
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[151] point out that their l-mixing calculations underestimate the experimental lifetimes 
observed by Merkt [99]. It has been suggested that the presence of nearby ions (from 
prompt ionization) combined with a small DC electric field can break the cylindrical 
symmetry of the system; ie., mc, the projection of orbital angular momentum on an 
ais, is not a good quantum number of the energy eigenstates [19]. (Strictly speaking, 
it is the projection of the total angular momentum of the coupled electron, ion-core 
system, not mc, which is the good quantum number of the homogeneous field energy 
eigenstates.) Since high-P states have higher mc degeneracy than low-P states, a statistical 
randomization of the 4, ml quantum numbers lowers the decay rates more than t-mixing 
alone [19]. These mixing processes vary with n, so that external perturbations do not 
affect the low-n lifetimes appreciabiy (where the n3 scaling law is wel1 obeyed). 
Merkt concluded that both t and mc mixing are required for observation of the Ar 
( 2 ~ , 1 2  ionic core) PFI-ZEKE signal [99]. Merkt and Zare have calculated the ion-densities 
sufficient to cause the necessary cylindrical symrnetry breaking [92]. In analogy with 
the purely l-mixing studied by Bixon and Jortner [151], one would expect short time 
competition between stabilization and autoionization, foUowed by a much slower decay of 
the t? and rnt mixed states. The surrounding ion-density will alter the rate of stabilization 
and, hence, influence the relative yields of stabilized versus au toionized states. There are 
several experimental results which confirm that the extent of stabilization is influenced 
by the surrounding ion-density. Vrakking and Lee have observed the field ionization 
signal from Rydberg states of xenon converging on the 2 ~ 1 / 2  excited state core [152]. 
When they varied the number density of atoms and hence the ion-density (resulting 
from excitation leaving 2P312 ions), the field ionization signal increased with almost the 
square of the number density. This suggests the competition between autoionization and 
stabilization. In a set of femtwecond pumpprobe experiments, the NRC (Ottawa) group 
has demonstrated the effects of ion-density on the PFI-ZEKE spectra of diatomic iodine 
[153,154]. By introducing background ions (prior to the femtosecond pumpprobe pulses) 
with an independent laser, they were able to enhance Rydberg-state detection efficiency. 
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Although the necessity of l ,  rnc mixing has been established for certain specific cases, 
there remain several important questions, particularly in regards to practical application 
of the PFI-ZEKE technique. What fraction of initially prepard Rydberg electrons are 
detected? In other words, what is the "quantum yieldn? How is this rnodified depending 
on external conditions (ion-density, DC-fields, etc.)? Does this fraction change at different 
ionization thresholds (where different Rydberg series are responsible)? If the quantum 
yield varies from t hreshold to t hreshold, t his would severely hamper corn parisons wit h 
theoretical cross-sections. 
To examine the issues surrounding stabilization in PFI-ZEKE, argon has been studied 
at its first and second ionization thresholds, leaving 2 ~ 3 1 2  and plIl ionic cores respec- 
tively. The first two thresholds provide a nice contrat between PFI-ZEKE signals due 
to autoionizing (2P112 core) and non-autoionizing (2~312  core) Rydberg states. Although 
Rydberg states approaching the ~ 3 , ~  t hreshold can radiatively decay, t his is negligible 
for the timescales and range of n considered in this work [19, 1551, allowing us to consider 
the Rydberg states approaching this threshold to be infinitely long-lived. If Rydberg-state 
stabilization is complete at the * PlI2 threshold, the signals at  the two thresholds should 
be proportional to the relative partial photoionization cross-sections at the th resholds. If 
stabilization is incomplete, the PlI2 signal would be expected to lose strength cornpareci 
to the * P312 signal. 
In essence, comparing these two thresholds allows one to study PFI-ZEKE efficiency, 
while factoring out trivial aspects, such as  electron detection and geornetric collection 
efficiency, flight out of the detection region etc. These are the same at  al1 ionization 
thresholds and can be correcteci for by a simple multiplicative factor. 
B .4 Apparat us 
With the exception of rninor changes, primarily to the vacuum system, the apparatus 
is as descnbed by Kong et al. [62, 611. The vacuum ultraviolet light ( W V )  required 
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for excitation was generated by four-wave sum-frequency mixing in a free jet of krypton 
[70, 681. Two standard pulsed nanosecond dye lasers were purnped with the second 
harmonic (SH) and third harrnonic (TH) of a Nd:YAG laser with x 10 ns pulses and 
a 10 Hz repetition rate. The four-wave mixing process was resonantly enhanced by 
fixing the frequency-doubled output (ul) of the TH-pumped dye laser to a two-photon 
resonsnce in Kr (2v1 = 94093.7 cm-') [101]. The wavelength of the frequency-doubled 
SH-pumped dye laser (y) was chosen to generate the desired sum-frequency (2vi + y). 
The vl and y beams were combined, then focused with a 30 cm lens into a pulsed 
jet of Kr. The generated VUV was separated from the fundamentals (vi and u2) and 
undesired frequencies (3ul, 2vl - u2) and refocused by a one meter normal incidence 
monochromator (Acton Research Corporation, VM-521-X) into the main experimental 
region. The monochromator simply acts as a band-pass filter, allowing only the desired 
high-resolution (z 1 cm-') VUV to pass. The VUV wavelength was calibrated by a 
combination of calibrating the two dye laser wavelengths using the optogalvanic effect 
in Ne, and observing the known energy positions of Rydberg states of Ar between the 
first (2 P3/,) and second (2 plIl) ionization thresholds. The systern was windowless from 
generation of the VUV to the experimental region. Differential pumping of the mixing 
chamber, an intermediate buffer chamber, and the monochromator ensured that mixing 
gas loading on the main experimental chamber was light. 
In the experimental chamber, the VUV intersectecl a free jet of argon at  right angles. 
The Ar beam was emitted by pulsed valve (General Valve) with a 1 mm diameter nozzle 
located 5.2 cm away from the VUV beam axis. Unlike Ref.'s [62] and [61], the  beam was 
unskimmed to allow higher beam densities to be studied. The vacuum chamber pressure 
was typically 1 0 - ~  torr and rose to 1 x 1 0 - ~  torr with the 10 Hz pulsed argon beam on. 
The chamber was pumped with a 1000 L/s turbo pump. Thus, the average gas load was 
3.3 x 1016 atoms per pulse. Assuming this gas was emitted in 500 ps long pulses, the 
average nozzie flow rate during a pulse was 6.6 x 10lg s-l. The formulae of Beijerinck and 
Verster [91], as summarized by Milier [go] (his Eqn.'s 2.19a,b,c) may be used to compute 
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the center-Iine particle flux at the appropriate distance (5.2 c m )  from the nozzle opening. 
At this distance the argon atoms have essentially reached their terminal speed, computed 
to be 560 m/s using Eqn. 2.2 of Miller [go]. The particle flux may be divided by this 
terminal speed to obtain a number density of 3 x 1013 cm-3. 
The Ar and VUV beam intersection region was centrally located between two gold 
mesh electrodes approximately 1.2 cm apart. The electrodes were used to apply a field 
ionizing pulse and to draw electrons into an electron spectrometer for the PFI-ZEKE 
experiments.' These electrodes were also used to draw ions into a time of flight (TOF) 
spectrometer in the opposite direction from the electron spectrometer. Microchannel 
plate detectors are used for both ion and electron detection. 
After passing through the Ar beam and the electron and ion spectrometers, the VUV 
reached a microchannel plate detector, used to monitor the VUV. Al1 three microchannel 
plate detectors (for VUV, ions and electrons) consisted of two microchannet plates (Galileo 
Electro-Optics 1330-2500), sandwiched in series separated by 1.8 mm, used in analog 
mode. Because of the importance of normalization in  the experiments, al1 detectors were 
carefully checked for linearity. 
After exiting the rnonochromator, the VUV could be attenuated by the Ar beam 
before it reaches the microchannel plate detector. In this case, ionization of the Ar would 
be primarily reçponsible for absorption. To estimate the size of the effect, the VUV was 
tuned over an autoionizing resonance 35 cm-' above the first ionization threshold of Ar. 
Over a 5 cm-' energy range the ionization cross-section j u m p  from roughly 50 to over 
100 Mb [156]. When scanning over this resonance, the reduction in VUV was l es  than 
5 9% (this upper bound being limited by the signal to noise in the VUV detection, as 
no absorption was observed). This puts an upper bound of 1 x 1 0 - ~  MbW1 on the Ar 
colurnn density. Assuming a standard form for how beam density  ries off-axis [go], this 
upper limit on column density is found to be consistent with the estimate of atomic beam 
' ~ h i s  i  the spectmmeter describeci by Kong [62], not the spectmmeter used in the TIPPS experiments 
described in this thesis. 
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density given earlier. Since the total ionization cross-section in the energy ranges where 
PFI-ZEKE spectra were taken in this study is roughly 30 Mb or les, the total attenuation 
of VUV must have been less than 3 %. Hence operation was under the so-called "thin 
sample" conditions, and the VUV fluence measured by the microchannel plate detector 
could be used for normalization. 
Although the VUV microchannel plate detector was used throughout the experirnent 
for monitoring and normalization, it was difficult to calibrate for absolute incident ph* 
ton flux, particularly at the low voltages (and correspondingly low gains) used in the 
experirnent. The typical microchannel plate signals together with a rough estimate of the 
detector gain suggested that a simple photodiode could be used to determine the VUV 
fluence per pulse (see, for example, Ref.'s [79] and [63]). By sliding a copper photodiode 
in front of the microchannel plate detector, an absolute calibration of the microchannel 
plate detector was made. It is concluded that the highest photon fluence in this work was 
roughly 4 x lo7 photons per pulse. 
Ion-density was an important factor in these experiments and must be known for both 
corn parison with theory and other experiments. To determine ion-density, not only is the 
number of photons per pulse required but also their spatial distribution. Formulae for the 
spatial properties of the generated four-wave mixed signal as a function of properties of 
the fundamental beams are given by Lago [71]. After refocusing by the monochromator. 
astigmatism of the concave grating introduces a vertical spread estimated to be roughly 
1 mm (see for example Ref. [63]). Defocusing over the 1 cm long ionization region and 
diffraction (due to the rulings) also degrade the spot size. Considering these effects, it is 
estimated that the majority of VUV was contained within a 1000 pm x 150 pm patch 
throughout the distance traversed in the detection region. In principle, this could be 
confirmed by imaging the V W  spot; however thb was not done. 
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B.5 Results and Discussion 
B.5.1 Cross-section Measurements 
To compare PFI-ZEKE spectra at the two ionization thresholds, the relative photoion- 
ization cross-sections are desired. Before proceeding, it is necessary to establish what 
is meant by partial photoionization cross-sections at energies below the respective ion- 
ization threshold for the channel. At the first (2P3/2) ionization threshold, a partial 
photoionization cross-section may be defined below the threshold. In this case, the de- 
fined cross-section is the sarne as the total photoabsorption cross-section convolved with 
the excitation bandwidth. This shows a smooth variation over the threshold. This is a 
consequence of both "continuity of oscillator strength" and the high number of Rydberg 
states contained within the excitation bandwidth at typical energies below threshold. 
Since ions cannot be created below the energetic threshold, the term "photoionization 
cross-sectionn is somewhat of a misnomer. Perhaps it wouId be better to refer to the 
"partial cross-section for excitation to the Rydberg pseudcxontinuum" . However, for 
brevity, we will use "photoionization cross-sectionn. 
The situation at the upper threshold is a bit trickier. In this case, below 
the ionization threshold is defined to be the fraction of the photoabsorption cross-section 
which results in excitation of high-n Rydberg states approaching the second ion- 
ization t hreshold (convolved by the excitation bandwid th). Again, this will smoot hly 
merge with the "proper" O ( * P ~ ~ ~ )  above threshold. 
These definitions of cross-sections are independent of the convolving bandwidth, p r e  
vided it is much greater than the Rydberg-state spacing at the energies of interest (con- 
ditions which are normally satisfied in PFI-ZEKE experiments) . 
It is noted that the extension of partial photoionization crosssections to slightly 
below their energetic thresholds h a  been used by Softley and Hudson to compare mul- 
tichannel quantum defect t heory (MQDT) calculated photoionization cross-sections wit h 
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PFEZEKE experiments [157]. The agreement between these calculations and previous 
experimental measurements is excellent. 
As noted in the Apparatus section, the third harrnonic of the resonance frequency 
is also generated in addition to the sum-frequency. By adjusting the monochromator, 
a quick change can be made between sending the sum-frequency or third harrnonic into 
the experimental region. By recording light levels and Ar+ ion-signals at these two 
wavelengt hs, the ratio of the total cross-section at the surn-frequency to t hat at the third 
harrnonic can be deterrnined. By multiplying the ratio of the relative cross-sections by the 
previously determined photoabsorption cross-section at the third harrnonic wavelength 
[158], absolute cross-sections can be assigned to t hese measurements. From a differen t 
point of view, this is a convenient way of elirninating the need for normalization by 
molecular bearn density, which while remaining fairly steady on a one-hour time-scale, 
can vary significantly from day to day. 
This procedure ha been applied to the measurement of photoionization cross-sections 
at bot h thresholds. At the second ionization threshold, the total photoionization cross- 
section is determined to be 31.0 Mb. This agrees well with a previous measurement of 
31 Mb [158]. Two channels contribute to the total ionization cross-section: 4 2 ~ 1 / 2 )  and 
o(2 P ~ / ~ ) .  Samson et al. [100] have measured the branching ratio o ( ~  ~ ~ ~ ~ ) / a ( ~  Pi12) over 
25 eV starting at the second IP It changes surprisingly little from 1.93 over 
this energy range. Hence, it is assumed thot this branching ratio may be applied at 
the *Pl12 ionization threshold to obtain o(2~112) = 10.6 Mb. This cross-section has a 
negligible variation over the range that the PFI-ZEKE spectra cover in this study. How- 
ever, at  the 2P3/2 ionization t hreshold o(* P3/2) varies strongly, due to the au toionization 
of Rydberg states converging on the *PIIZ ionization threshold. In fact, two Rydberg 
states, 3p59d'($)l and 3p511d(3)1, are located 21 cm-' and 35 cmœ1 above the ion- 
ization threshold, respectively [105]. Therefore, photoion yield spectra were taken as a 
function of photon energy in the vicinity of the first ionization threshold. The results are 
shown in Fig. B.1. 
Appendix B. High-n Rydberg-State Stabilization 
-This Work l' II 
' I [ - -Mada et al. (offret) 1, 1 
Excitation Energy - First Ionization Threshold (cm-') 
Figure B.1: Photoionization cross-section of argon near the first ionization threshold. 
The present results (solid line) are compared with the deconvolved photoabsorption mea- 
surements of Maeda et al., [156] which are offset verticaliy by 20 Mb for clarity (1 Mb 
= 10-18cm2). The shaded area represents the energy range for the PFEZEKE spectra at 
the first ionization threshold in this study. 
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These determinations of cross-sections can be compared with previous studies. In 
Fig. B.l, the "deconvolvedn photoabsorption spectrum due to Maeda et al. (1561 has 
been overlaid. This was generated using the parameters and forrnulae contained in their 
paper. In the region where PFI-ZEKE spectra have been taken in this  study (shaded in 
Fig. RI), the crosssection is roughly 10% higher than that found by Maeda et al. [156]. 
However, this is consistent with the estimated uncertainties of both measurements. At 
the autoionization peak, the disagreement i n  cross-sections is larger, due i n  part to the 
finite excitation bandwidth. 
B.5.2 Quantum Yield 
PFI-ZEKE spectra were taken at the first two ionization thresholds of Ar with a pulsed 
field of 15 V/cm delayed 1 ps aafter excitation. These two spectra have been normalized 
by VUV and relative molecular beam density (determined by measurement of the third 
harmonic ionization signal). As discussed later, the 2Pl12 spectrum is specific to a certain 
set of VUV and molecular beam conditions. To compare the two PFI-ZEKE spectra with 
their respective partial photoionization cross-sections, they have been scaled by a common 
factor which matches the 'P312 spectrum to its cross-section over the range from 4 cm-* 
to 12 cm-' below threshold. The rescaled spectra and partial photoionization cross- 
sections are shown in Fig. 8.2, plotted as a function of energy below their two respective 
ionization thresholds at 127109.5 cm-' and 128541.2 cm-' [159]. 
An expIanation for the dramatic differences in PFI-ZEKE lineshapes at the two ion- 
ization thresholds has been put forward by Merkt et al.[103]. The "shelf-like" structure 
in the 'p3/* spectrum is due to incomplete field ionization at the red side of the peak. 
This structure was shown by Merkt et al. to scale in energy with ~ r y i n g  ionizing field 
strength. For a certain range of energies below threshold the field ionization efficiency is 
expected to be 100 % . So as Fig. B.2 shows, within the range of 4 cm-' to 12 cm-' 
below t hreshold the P312 spect rum refiects the energy variation in cross-section. At the 
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Figure 8.2: Quantum yield measurements. A comparison between the photoionization 
cross-sections (dotted lines) and PFI-ZEKE spectra at the first (2P3/2) and second (* 
ionization thresholds of argon is plotted as a function of excitation energy relative to the 
respective ionization thresholds. The two PFI-ZEKE spectra have been scaled vertically 
by a cornmon factor to allow comparison with the ionization cross-sections. 
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2P,12 limit, it is hypothesized by Merkt et al. that the same low-n states are "filteredn 
out in the waiting period by spin-or bit autoionization. 
It is noted that the 2P1,2 PFI-ZEKE spectrum in Fig. 8.2 does in fact approach 
the limit set by ~ Y ( ~ P ~ / ~ ) .  In other words, at one particular energy (z 5 cm-I below 
threshold), the detection efficiency for excited Rydberg states is roughly the same as for 
the 2P31z non-autoionizing limit. There are several consequences of this observation. 
There are two optically bright Rydberg series which could be responsible for initial 
excitation: the s and d-series. Bixon and Jortner [151] have pointed out, based on a 
hydrogenic approximation, the d-series should have 20 times the oscillator st rengt h (n- 
independent) of the s-series. The actual photoionization yield spectrum between the two 
limits does seem to support this dramatic difference. As a conservative estimate, Merkt 
[99] used the field-free s-series lifetimes to show that the unperturbed Rydberg state 
lifetimes were too short to be observed. The present results show that the unperturbed 
lifetimes are in fact significantly smaller than this estimate because it is the optically 
bright, more quickly autoionizing d-series which must be responsible for the bulk of the 
PFI-ZEKE signal. If the s-series were responsible for observation, the Pli2 spectrum 
would be much weaker compared with the *P3l2 spectrum. 
Unfortunately, these quantum yield experiments do not have the requisite precision 
to establisli wliether or noL the s-series is responsible for any of the PFI-ZEKE signal. 
The current experiment is not sensitive enough to see the small PFI-ZEKE signai losses 
that autoionization of the s-series would incur. 
Despite reaching the maximum expected yield, the 2 ~ 1 1 2  PFI-ZEKE spectrum does 
show a dramatic variation with energy, which is not due to cross-section variation (the 
cross-section is flat over this scale). In examining the causes of this variation, it is impor- 
tant to consider two distinct possibilities: 1) The Rydberg states have decayed during the 
waiting period, and hence cannot be detected, or 2) while not decaying, a certain fraction 
of the Rydberg states are not detected in the electric-field ionization. The fiat type of 
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explanation is contained in the "magicW-zone xplanations of PFI-ZEKE lineshapes. At a 
certain critical energy below threshold, the Rydberg states are no longer sufficiently stabi- 
lized in  the waiting period, and hence, cannot be detected after the waiting period. This 
places an upper limit on the width of the PFI-ZEKE line, independent of the strength of 
the ionizing field. The second possibility is illustrated in the work of Merkt et al. [103], 
who illustrate that for a certain range of 72, it is possible to apply multiple successive field 
ionizing pulses, of the same magnitude and duration, and obtain multiple field ionization 
signals. In other words, the first and subsequent pulses do not ionize al1 of the optically 
prepared, stabilized states. Field ionization efficiency need not be 100%. Any successful 
explanation of PFI-ZEKE lineshapes must consider both of these aspects determining the 
overall efficiency. 
B.5.3 Lineshape Variations with Ion-Density 
As mentioned, the spectrum shown in Fig. B.2 was taken under a specific set of 
VUV and molecular beam conditions. To investigate the possible efl'ects of ion-density 
on the quantum yield, the VUV fluence has been varied by changing the Kr mixing gas 
density. Measurement of the varying VUV microchannel plate readings should be a direct 
measurement of how the ion-density has changed in the experimental region. This is a 
distinct advantage of single-photon ionization. There are other possible approaches to 
varying the ion-density in PFEZEKE experiments [152, 154, 160, 1611. 
Figures B.3 and B.4 show the effect of varying the VUV, and hence, ion-density on 
the 2P,12 PFI-ZEKE spectra. Al1 of these were taken with a 15 V/cm field-ionizing 
pulse, delayed 1 ps after excitation, under approximately the same beam conditions, and 
were normalized by the VUV fluence. Based on the quantum yield measurements of the 
previous section, al1 spectra were scaled by a common factor, ailowing one to interpret 
the vertical scale as referring to quantum yield. If the PH-ZEKE spectra showed linear 
scaling with VUV, these normalized spectra should d be indistinguishable. This is 
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indeed the case at the lower threshold (2P3/2), where the scaling is perfect. The lower 
threshold verifies detection linearity and the soundness of this procedure. However, a s  
Fig.'s B.3 and B.4 show, at the upper threshold, the lineshapes change dramatically, and 
the quantum yield drops from 1 with decreasing VUV fluence. The spectra have been 
divided into two figures, not only for clarity but also because they appear to show two 
separate phenornena at work. 
At the higher ion-densities shown in Fig. B.3, increasing VUV fluence reduced the 
quantum yield For the high-n portion of the line. Somehow the presence of ions inhibits 
the ability to see high-n Rydberg states. As discussed in the previous section, experi- 
rnentally no distinction can be made between destruction of these high-n Rydberg states 
(by collisional ionization, for example) or a reduced field ionization efficiency. Because 
this effect appears at the high-n edge of the spectrurn, it is believed to be unrelateci to 
autoionization. To test this, a PFI-ZEKE spectra of a mixed Ar, Kr beam was taken a t  
the first ionization threshold of Ar (see Fig. 8.5). krypton has a lower ionization thresh- 
old t han argon, and hence provides a background source of ions. In this case, a virtually 
identical inhibition of the high-n signal is seen. Zhang et al. [161] have noted similar 
reductions in the high-n PFI-ZEKE signal, and have attributed these to ion-Rydberg or 
Ryd berg-Ryd berg interactions, as has Merkt [99]. 
At the lower ion-densities seen in Fig. 8.4,  the quantum yield improves at the high- 
energy side of the peak (it also appears to stop varying with ion-density) . However, the 
peak quantum yield drops, and the 1 0 s  at  the low-energy edge is especially dramatic. This 
behavior is not observed in the 2P3/2 spectra with or without Kr present. In other words, 
the n-dependence of the quantum yield varies strongly for states which can autoionize. 
The fact that the presence of Kt  does not effect the low-energy side of the 2 ~ J / 2  spectra 
appreciably a t  roughly 10 cm-' below threshold provides strong evidence that possible 
changes in field-ionization efficiency with ion-density are not responsible for the variations 
in quantum yield (from 100 %) in the piIl spectra (see Fig. 8.5). With no ion-density 
influence, it is expected that variations in field ionization efficiency would only effect the 
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Figure 8.3: Effects of ion-density on the PFI-ZEKE spectra of argon at the limit: 
high ion densities. These three different PFI-ZEKE spectra were taken at different VUV 
Buences, and normalized by VUV tiuence and molecular beam density. The products 
of VUV and molecular beam density for each of the three traces are contained in the 
legend (the units are arbitrary, but comparable with those in Fig. B.4). The maximum 
ion-density obtained (1.0 on the arbitrary scale) is approximately equal to 2 x lo7 cmm3 
(see text for details). Note the shifting of the high-energy edge to lower energies with 
higher ion-densities. 
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Figure B.4: Effects of ion-density on the PFI-ZEKE spectra of argon a t  the 2 ~ 1 , 2  limit: 
low ion densities. These three different PFI-ZEKE spectra were taken at different VUV 
Buences, and normalized by VUV fluence and rnolecular beam density. The products of 
VUV and molecular beam density for each of the three traces are contained in the legend 
(the units are arbitrary, but the same as those in Fig. B.3). Note that the high-energy 
edge is no longer shifting at these lower ion-densities. However the signal in the center of 
the peak drops dramatically with lower ion-densities. 
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Figure B.5: 
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Effects of ion-density on the PFI-ZEKE spectra of argon at the 2P3/2 limit. 
The beam contains a mixture of argon and krypton (Kr:Arz 2). Since Kr has a lower 
ionization potential than argon, it provides a source of ions at the first ionization threshold 
of Ar ( 2 ~ 3 / 2 ) .  The two spectra were taken under identical beam conditions with different 
VUV fluences, then normalized by VUV fluence. Note that the strength of the low-energy 
"shoulder" is less than in Fig. B.2. A different pulse generator was used for these spectra, 
and it is believed t hat the slew rate of the pulse effects the ionization yield in this region. 
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2P1/2 spectra 18 cm-l or further below threshold (in analogy with the behavior observed 
at  the 2P3/2 threshold). 
To enable comparison with other experirnental conditions and theoretical calculations, 
the absolute ion-densities for the spectra in Fig.'s B.3 and B.4 are determined using 
the estimates for atomic beam density, VUV fluence, and spot size estirnated in  the 
experimental section. With a photoionization cross-section of o(2 P ~ / ~ )  = otOt -o(2~112) = 
20.4 Mb at the 2P112 ionization threshold, the average ion-density across the spot at the 
end of the VUV pulse is computed to be 2 x 10' cm-3. These are the highest ion-density 
conditions in the experiments (1.0 Arbitrary units in Fig. B.3). 
It is necessary to use caution when interpreting this ion-density estimate. It is clear 
that spatial variations of VUV and shot-to-shot fluctuations in both Ar beam intensity 
and VUV limit the characterization of ion-density with a single average quantity. There 
are aiso additional su btleties. For instance, the a(2 P3/*) ionization cross-section used 
neglects the contribution from the autoionization of Rydberg states approaching the PIl2 
limit (see the Cross-Section Measurements section). In fact, as  discussed later, ion-density 
is believed to influence the fraction of autoionizing states, and hence create more ions. 
Another complication is that Rydberg states are formed and must be stabilized on time 
scales shortet than the length of the VUV pulse, thus experiencing a tirnedependent 
ion-density which varies depending on when the Rydberg states are formed. 
B.5.4 Lifetime Measurernents and a Lineshape Mode1 
To investigate the reduction in quantum yield at the upper (2 plIl) ionization threshold 
with different ion-densities, an attempt to study the Rydberg states lifetimes was made. 
By varying the time delay from excitation to pulsed field extraction, and the correspond- 
ing detection gate, the decay curves as shown in Fig. B.6 were collecteci. The large 
"humpn in the first 0.1 ps, is contamination due to prompt electrons. This is determined 
by comparing these traces to ones taken at energies where no FFI-ZEKE signal is present 
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after a 0.2 ps time delay (by moving to excitation energies several wavenumbers below 
the field ionization threshold). The decay on the 0.2 ps to 1.0 ps time scale was due to 
flight of the Rydberg atoms from beneath the detector during the waiting period. This 
was verified by observation of this identical decay at the ionization threshold, and 
a decay rate which could be varied by changing the beam speed. Additionally the decay 
was independent of the energy below threshold (to 15 cm-' below threshold, which was 
as far as this was tested). In other words, over the line, the decay was n-independent. 
The two traces shown in Fig. B.6 were taken under two different ion-density conditions, 
a t  I l  cm-' below the ionization threshold, where the quantum yield dropped by 30 % 
. Since the decay behavior is virtually identical on the 0.2 ps to 1.0 ps time scale, it is 
clear that if the reduction in quantum yield is due to Rydberg state loss, it must occur 
at short tirnes (< 200 ns). 
Based on these decay observations, a mode1 For the quantum yield variations with 
ion-density can be formulated (under the assumption that the reduction in quantum 
yield is due to Rydberg state decay). Having established that both e and me mixing are 
necessary for stabilization, and recalling that rnc mixing can be caused by surrounding 
ions, it seems reasonable that higher ion-densities result in greater stabilization yields. 
Since signal decay from 0.2 to 1.0 1 s  is observed to be independent of ion-density and n, 
the n-dependent l o s  of PFI-ZEKE signal must occur at short times. In fact, because at 
11 cm-' below threshold the d-series has a lifetime of 0.2 ns, stabilization must occur on 
a comparable time-scale, if a PFI-ZEKE signal is to be observed. Discussion is simplified 
by the naive introduction of the "rate of stabilization". For sufficiently high ion-density, 
the stabilization rate could be greater than the autoionization rate, and hence al1 states 
which are excited are stabilized, and remain for field ionization. However, if the ion- 
density is reduced, the stabilization rate decreases, and autoionization could become 
cornpetitive. At low-n, the autoionizaton rate is higher (because of the nd3 scaling law), 
and iess states can be stabilized before they autoionize. At higher-n, stabilization is more 
dominant over the slower autoionization rates. Of course, the stabilization rate also has 
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Figure B.6: PFI-ZEKE signal decay at 11 cm-' below the ionization threshold of 
argon. The time between excitation and application of the field ionization pulse is varied 
while simultaneously scanning the boxcar gate. These have been scaled relative to one 
another, for comparison of decay behaviour from 0.2 to 1 ps. 
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an n dependence. It is expected to increase with n, thus contributing to the asymmetry 
at  low ion-densities. The n dependence of both the stabilization and autoionization 
processes is a possible explanation OF the lineshape distortion dominant in  Fig. B.4 but 
also present in Fig. B.3 at Iow-n. 
B.6 Significance and Relationship to Other Work 
There appears to be some controversy concerning the role of background ions in PFI- 
ZEKE spectroscopy. This has been documented by Alt et al. [160], who observe that 
varying the background ion-density has no appreciable effect on the intensity or lifetime 
of their PFI-ZEKE signal. As  they discuss, this is in contrast to the strong effect of 
ion-density found by Vrakking and Lee [152]. Despite this, it is important to note that no 
contradictory results have been found by different groups working on the sarne system, 
suggesting that the comprehensive explanation of the effects of ion-density will be subtie. 
In fact, as Alt et al. [160] pointed out, vorying ion-density can have effects on the PFI- 
ZEKE spectrum other than stabilization. Zavriyev et al. [162] mention a "false ZEKE" 
signal due to a space charge trapping effect. Slow electrons above threshold remain bound 
to the ion cloud, but are subsequently freed by field ionization, thereby contributing to a 
false PFI-ZEKE signal. The trapping of slow electrons has been discussed previously in 
conjunction wit h the suppression of low energy above threshold ionization (ATI) electrons 
[163]. This effect may be considered to be an extreme version of the e- TOF distortions 
noticed by Meek et al. [164] in the early laser-based TOF photoelectron spectra. In 
general, we have found that the false PFI-ZEKE signal arising from trapping can be 
distinguished by observation of the dependence of the PFI-ZEKE signai on excitation 
energy (particularly if electrons can be observeci above a known threshold). 
While increasing ion-densities can introduce a false PFI-ZEKE signal through space 
charge trapping at the blue edge of the PFI-ZEKE lines, another phenomena cornpetes 
to inhibit signal at the blue edge. As shown by Zhang et al. [161] and in Fig. B.3 of this 
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work, increasing ion-density in hi bits the observation of very high-n Rydberg states. A 
quantitative explanation of the exact rnechanism for this Ioss has not been made yet. 
Another interesting ion-density effect in PFI-ZEKE is the charge exchange phenomena 
[165]. High-n Rydberg states have large crosssections for charge exchange with ions. 
Smith and Chupka [166] have calculated the electron-transfer rates from Rydberg states to 
nearby ions under typical experimental conditions. Charge exchange offers an alternative 
stabilization mechanism for autoionizing Rydberg states. If an electron hops from an 
excited ionic core to a unexcited core, it will not be able to autoionize. This is clearly 
a stabilization mechanism w hich depends on ion-density. By collecting mass-analyzed 
threshold ionization (MATI) r29] spectra, Alt et al. [165] were able to observe a field 
ionization signal arising from one species of ion at the ionization thresholds of another 
species contained i n  their molecular bearn, a signature of charge exchange. They were 
able to detect a small amount of e- transfer or charge exchange (3 % of the parent ion 
signal), over a time period of a few 100 n s  and at an ion-density of 5 x 10' In 
the case of stabilization of Rydberg states approaching the 2P112 ionization threshold 
of Ar, charge exchange must occur over time periods comparable to the autoionization 
lifetimes, which are shorter than the tirne period allowed for exchange in Alt et al.'s 
experiment (where clearly charge exchange plays no role in stabilization). Experirnentally 
it is difficult to distinguish between t ,  rnpmixing and charge exchange stabilization in the 
presence of srnall DC-fields. They really represent two qualitatively different aspects of 
the same fundamental phenomena: perturbation of a Rydberg orbital by a nearby charge. 
However, considering the near 100 % quantum yield observed at the high ion-densities in 
this work, it is felt that charge exchange is unlikely to explain the bulk of the stabilization 
effect in argon. 
The extent or efficiency of stabilization is perhap the key to understanding the a p  
parently disparate results from different experimental groups. In the high ion-density 
regime of Fig. B.3, the actuai peak height does not change dramatically with ion-density, 
and thus one might conclude that there is no ion-deosity effect, beyond the inhibition 
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of high-n signal as ion-density increases. However, when the efficiency of stabilization 
is small, varying the ion-density can have dramatic effects on the quantum yield, as ob- 
served in Fig. B.4 of this work, and by Vrakking and Lee [152]. In fact, recent work by 
Held et al. [167] on benzene has shown that for ion densities of less than 105 cm-3, a slow 
decay of high-n Rydberg states (n e 200) can be observed, while for higher ion-densities 
no decay can be seen. This possibly explains the earlier benzene results from the same 
group [160], where experiments were carried out under higher ion-density conditions and 
no ion-density effects were reported. 
The concept of the efficiency of stabilization is important in  the measurement of 
cross-sections. If stabilization is complete for a11 of the lines in a PFI-ZEKE spectrum, 
then their relative intensities should be accurate reflections of the corresponding partial 
photoionization cross-sections. If stabilization is incomplete, the different autoionization 
rates corresponding to Rydberg series converging on different ionization thresholds will 
distort the possible cross-section information availabie from PFI-ZEKE. Wales et al. [168] 
have hypothesized that the relative strengths of different rotational lines in their PFI- 
ZEKE spectra of HCI are influencecl by variations in the autoionization rates, a nice 
manifestation of incomplete stabilization. 
The different stabilization efficiency regimes were discussed by Vrakking et al. [154]. 
They noted that their spectra could be explaineci by assuming a stabilization efficiency 
proportional to ion-density, which is different from other workers who observe that their 
stabilization efficiency does not scale wit h ion-density. The present work appears to be the 
first demonstration of the transition between these two regimes (which involved varying 
the ion-density by more than two orders of magnitude). 
There is one aspect of stabilization that the present work cannot address, namely the 
possibility of intramolecular processes which can occur for large molecules (ie. Benzene). 
Levine and CO-workers (see for example, Ref. [169]), have considered the rotational- 
electronic energy exchange between Rydberg electrons and ionic cores that may Iead 
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to stabilization. However, the external field effects discussed in this Appendix can be 
present in large molecular systems and, in fact, have been observed in ZEKE experiments 
on Benzene [167]. 
Initial work at the Chemical Dynamics Beamline at the Advanced Light Source (ALS) 
has demonstrated the applicability of PFI-ZEKE and MAT1 techniques with broadly 
tunable, narrow bandwidth VUV 1170, 1711. There is an exciting potential to apply 
this apparatus to a variety of interesting threshold photoionization cross-section mea- 
surements. However, because of the different repetition rate and intensity of the light 
source compared to laser based sources, one can expect to be working under significantly 
different ion-density conditions. In the MATI experiments on argon, no signal was seen 
at the ionization threshold, despite the successful observation of the signai at the 
lower (*P3/2) threshold, and both the fiat and second ionization thresholds of neon. We 
have approxirnated the field conditions for the ALS MATI experiments (a 0.34 V/cm DC 
field present during photoexcitation), and find at the low ion-densities (typical of these 
experiments), the signal is too srnall to be detected, while increasing the ion-density 
dramatically improves the quantum yield. Over the same range of ion-densities with 
no DC-field, signal always remains detectable. This is consistent with the more recent 
FFI-ZEKE results from the same group [171], where under lower DC-field conditions a 
PFI-ZEKE signal was observed at the Ar 2P1,2 ionization threshold (with the same low 
ion-density conditions as the MATI experiments). Under the quite different experimental 
conditions of synchrotron apparatus and other future PFI-ZEKE applications, it is clear 
that an understanding of the important role of both ion-density and DC fields will prove 
criticd in extracting useful cross-section information. 
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