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We study the deterministic time complexity of the equivalence problems for for- 
mulas and for straight-line programs on commutative rings. A general theorem is 
presented, that yidds sufficient conditions on a commutative ring, for these prob- 
lems for the ring to require "essentially as much deterministic time as the set of 
satisfiable 3CNF formulas". As corollaries of this theorem, we characterize the 
deterministic time complexity of these two equivalence problems, for atl finite 
commutative rings and for all commutative unitary rings of zero or prime charac- 
teristic. 
1. Introduction 
Many problems in applied mathematics or computer science involve com- 
putations on algebraic structures uch as rings, fields, semirings, lattices, and 
Boolean algebras. Here and in (Hunt & Stearns~ 1987) we study the complexi- 
ties of several computational problems for many different rings and fields. In 
(Hunt & Stearns, 1987) we study the complexities of solving systems of non- 
linear equations and of optimizing polynomials ubject to constraints. Here 
continuing research in (Schwartz, 1980; Ibarra & Moran, 1983; Hunt, 1983) 
and (Bloniarz, Hunt & Rosenkrantz, 1984) we study the deterministic time 
complexity of the equivalence problems for formulas and for straight-line pro- 
grams on commutative rings. A general theorem (Theorem 4.1) is presented, 
that yields sufficient conditions on a commutative ring for these two 
equivalence problems for the ring to require essentially as much deterministic 
time as the set of satisfiable 3CNF formulas (henceforth, abbreviated by SAT). 
To state and prove this theorem, we use the concepts of "npolylogn time and 
linear size reducibility", "SAT-hardness(npolylogn,n)", and "SAT- 
completeness(npolylogn,n)", that we introduced in (Hunt & Stearns, 1990). 
All the lower time bounds obtained here are independent of the presenta- 
tion of the corresponding ring. This is because all formulas, straight-line pro- 
grams, and systems of equations inyolved in the proofs are either constant-free 
or have occurrences of a bounded number (1 or 2) of distinct constant sym- 
bols. All the lower time bounds obtained are "tight" in the sense that there 
exist both finite and infinite rings satisfying the conditions of Theorem 4.1 for 
which the indicated lower time bounds are also upper bounds. The central 
proof technique used to obtain these results is the very efficient cryptomorphic 
embedding (Birkhoff, 1967) within the indicated ring of a nondegenerate 
Boolean algebra. These very efficient embeddings enable us to translate hard- 
ness results for problems for Boolean formulas into hardness results for 
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equivalence problems for the rings. 
Previous results on the complexities of equivalence problems for rings 
include the following. 
1. (Schwartz, 1980) The set of all pairs of inequivalent formulas on Z is in 
RP. 
. (Ibarra & Moran, 1983) 
i. The set of all pairs of inequivalent straight-line programs on Z is in 
RP. 
ii. For all finite fields F, the equivalence problems for formulas and for 
straight-line programs on F are eoNP-complete. 
iii. For all finite subsets T of Z of eardinality >__ 2, the problem of deter- 
mining if two formulas on Z are equivalent, for all assignments of 
values from T to their variables, is eoNP-complete. 
. (Bloniarz, Hunt & Rosenkrantz, 1984) 
i. The equivalence problems are eoNP-complete for formulas and for 
straight-line programs on may finite field and on any ring Z k (k _> 2). 
ii. The equivalence problems are eoNP-complete for constant-free for- 
mulas and for constant-free straight-line programs on any Boolean 
ring. 
iii. A number of minimization and bounded approximate minimization 
problems are (NP U eoNP)--hard for any ring for which the 
equivalence problem for formulas is eoNP-hard. These minimiza- 
tion problems include minimizing the numbers of occurrences of 
variables, operators, +, and 9 appearing in a formula. 
. (Hunt, 1983) The equivalence problem is eoNP-hard for constant-free for- 
mulas on any nondegenerate ring R for which there exists an integer 
k > 2 such that, for all x in R, x = x k on R. 
5. (Kandri-Rody, Kapur & Narendran, 1985) The word problem is coNP- 
complete for finitely presented Boolean polynomial rings. 
The results presented here extend and generalize these known results in 
several ways. First assuming P ~ NP in results 5.1-5.3 in Section 5, we charac- 
terize the time complexity of the equivalence problems for formulas and for 
straight-line programs on each finite commutative ring. One immediate corol- 
lary is that these two equivalence problems require essentially as much deter- 
mlnistic time as SAT, for each finite commutative unitary ring. This strongly 
extends known results 2ii and 3i. Second assuming RP ~ NP in results 6.1 and 
6.2 in Section 6, we characterize the time complexities of these two 
equivalence problems for each commutative unitary ring of zero or prime 
characteristic. Using known results 1 and 2i, we show that the sets of pairs of 
inequivalent constant-free formulas and of inequivalent constant-free straight- 
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line programs are in RP, whenever the ring has no monic single variable poly- 
nomial identity with integer coefficients. Otherwise, we show that these two 
equivalence problems also require essentially as much deterministic time as 
SAT. This strongly generalizes, extends, and complements known results 1, 
2i, 3ii, and 4. Finally in results 7.1 and 7.2 of Section 7, we show that the 
equivalence problem of known result 2iii requires essentially as much deter- 
ministic time as SAT, for any ring R with no nonzero zero divisors and for any 
finite subset T of R of cardinality >__ 2. 
The remainder of this section consists of definitions and notation from 
complexity theory (Aho, Hopcroft & UUman, 1974; Garey & Johnson, 1979), 
and from algebra (Birkhoff, 1967; MacLane & Birkhoff, 1967; van der Waer- 
den, 1953) needed to read this paper. We assume that the reader is familiar 
with polynomial reducibility, the complexity classes P, NP, and eoNP, and the 
concepts of NP- and eoNP-hardness and completeness. Otherwise, see (Aho, 
Hopcroft & UUmn, 1974; Garey & Johnson, 1979). It is generally assumed 
that each NP- or eoNP-hard problem is likely to require deterministic exponen- 
tial time. (See Section 3 for a more detailed iscussion of this assumption.) It 
is also often assumed that NP # eoNP, and thus, that no eoNP-hard problem 
can be solved nondeterministically in polynomial time. All of the "hard" 
equivalence problems in this paper are eoNP-hard. Additional complexity 
theoretic concepts including "npolylogn time and linear size reducibility", 
"SAT-hardness(npolylogn,n)", and "SAT-completeness(npolylogn,n)" are
defined and discussed in Section 3. 
We also make occasional references to the class RP, the set of problems 
that are probabilisticly decidable in polynomial time. A set is probabilisticly 
decidable if there is a device which makes random moves with specified proba- 
bilities and which, for some p > 0, accepts any input in the set with probabil- 
ity at least p and never accepts an input which is not in the set. We show that 
problems are in RP without reference to the definition by using results from 
(Schwartz, 1980) and (Ibarra & Moran, 1983). 
A lattice is an algebraic structure (S, V, ^) where the binary operators y
and A, known as "join" and "meet", behave like the least-upper-bound and 
greatest-lower-bound operations in partially ordered sets. (i.e. the operators V
and A are communative, associative, idempotent, and absorptive.) A lattice is 
distributive if V and h distribute over each other. (i.e. a V (b h c) -- (a v b) h 
(a Vc) and a h (bVc)  = (a /~b) V (a hc)) .  We denote the two element 
distributive lattice by BIN. We represent the two elements of BIN by 0 and 1, 
where 0 behaves like "false", 1 behaves llke "true", V behaves like "or", and 
A behaves like "and". A formula on BIN is then like an ordinary Boolean for- 
mula in which the only operations used are h and V. BIN is thus ordinary two 
element Boolean algebra without negation. 
A Boolean algebra is an algebraic structure (S, V, A, 9, 0, 1) where 
(S, V, A) is a distributive lattice, --, is a unary operation such that a V ~ a = 1, 
a A - la  ~- 0, a A 0 = 0, anda  V 1 = 1 for al la is S. The operators thus 
behave like set union, intersection, and complement, where 0 is the empty set 
and 1 is the set of all elements. The two element boolean algebra will be 
denoted by BOOLE. This is the ordinary Boolean algebra we identify with 
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standard two-valued logic. 
By a ring R = (S,+,--,. ,0), we mean an algebraic structure such that 
i. (S ,+, - ,0)  is an Abelian group, 
ii. the binary operation 9 is associative and distributes on both sides over the 
operation +, and 
iii. for all x in S, x~ on R. 
Thus following (van der Waerden, 1953) but unlike (MaeLane & Birkhoff, 
1967) we do not  assume that every ring has a multiplicative identity. We 
denote the set of  natural numbers by N, the ring of integers by Z, and the ring 
of integers rood p by Zp. Following standard notation, if p is an integer and x 
is ring element, px for p > 0 denotes p copies of x "added"  together, 0x 
denotes 0, and px  for p < 0 denotes IP] copies of-x "added" together. 
Henceforth,  we only consider nondegenerate rings, that is rings R of car- 
dinality > 2. The  various kinds of rings considered here are defined as fol- 
lows. 
DEFINITION 1.1. Let  R = (S ,+, - , . ,0 )  be a ring. 
i. R is a unitary ring if it has a multiplicative identity. We always denote the 
multiplicative identity of a ring by 1. 
ii. R is a Boolean ring if, for all x in S, x=x.x on R. 
iii. R is a commutative ring if, for all x and y in S, x.y =y.x on R. 
iv. R is a finite ring if I SI < oo. 
v. R has nonzero zero divisors if there exist x and y in S-{0} such that 
x.y=O on R. 
vi. R is an integer domain if R is commutative and R has no nonzero zero 
divisors. 
vii. R is a field if R is an integer domain, R is unitary, and, for all x in S-{0}, 
there exists y in S such that x.y=l on R. 
viii. R is of characteristic p, where p is an integer _> 1, if for all x in S, px=O 
on R. If for all integers p >_ 1, R is not of characteristic p ,  we say that R 
is of characteristic zero. 
Let p(x) and q(x) be polynomials on a ring R. By rem[p(x),q(x)], we 
mean a polynomial r(x) of degree < the degree of q(x) such that, for some 
polynomial  s(x), p(x) = s(x) ~ q(x) + r(x) on R. We say that a single-variable 
polynomial  p(x) is monic if its highest order nonzero coefficient is 1. We say 
that a single-variable polynomial p(x) is a polynomial identity of a ring R if, for 
all b in R, p(b) = 0 on R. 
DEFINITION 1.2. Let V = {xi ] i E N)  and let C be a (possibly empty) count- 
able set of symbols such that the sets V,C, and {+, - , ' ,0 , ( , )}  are pairwise dis- 
joint [The elements of V are called variables; and the elements of C are called 
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constant symbols.] Let R = (S ,+, - , . ,0)  be a ring. 
1. The set of formulas on R (involving only constant symbols of C) is defined 
recursively as follows. 
i. for all x i ~ V, x i is a formula on R, 
ii. for all b E C, b is a formula on R, and 
iii. if F / ( l~<n)  are formulas on R, then so are Fl+...+Fn, -F1, 
F1 9 F2 "....Fn and (F1). 
Let x E V, and let F be a formula on R. The number of  occurrences ofx  in F, 
denoted by oee[x,I;], is defined recursively as follows. 
i For all x i ~ V, oee[x,xi] = 1, if x is x/, and oee[x,xi] = 0, otherwise. 
ii For all b E C, oee[x,b] = 0. 
iii If F / ( l< i<n)  are formulas on R, then oee[x,Fl+...+Fn] =
oee[x,Fl~ = oee[x,F1]+...+oee[x ,Fn] and oee[x,-F1] = 
oee[x,(Fa) ] = oee[x,F1]. 
bols 
iv. 
The set of formulas with exponentiation  R (involving only constant sym- 
of C) is defined analogously with the addition that 
For all x i E V and integers n>2, x n is a formula with exponentiation  R. 
Let x E V, and let F be a formula with exponentiation on R. The number of  
occurrences of x in F, denoted by oee[x,F], is defined analogously with the 
addition that 
iv For all x i C V and integers n>_2, oee[x,x~] =1,  if x is xi, and 
oee[x,x;] = 0, otherwise. 
A formula or formula with exponenfiation on R in which no constant 
symbol occurs is said to be constant.free. 
2. A Sum Product formula, denoted SP formulas, is a formula on R of the 
form (FI+...+Fn) for n ~ 1, where each F i is a formula on R of the form 
(Fil~176 for ] > 1 and each Fit: is v, -v,  b, or -b where v E V and 
b C C. Product S-urn formulas, denoted PS formulas, and Product Sum 
Product formulas, denoted PSP formulas, are defined analogously. 
3. The set of straight-line programs on R (involving only constant symbols of 
C) is the set of all finite nonempty sequences el; ez; ... ; e, with n > 1 of 
statements of the form v ~ F, where v E V and F is a SP formula on R 
involving only constant symbols of C. If each formula F occurring in a 
straight-line program is constant-free, we say that the straight-line pro- 
gram is constant-free. The variables v E V, that first occur in a straight- 
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line program F on the right-hand side of an *--, are said to be the input 
variables of F. The variable v E V, that occurs on the left-hand side of 
the *-- in the last statement of a straight-fine program F, is said to be the 
output variable of F. 
DEFINITION 1.3. Let R = (S,+, - , . ,0)  be a finffe ring. A representation r of R 
is a set D of distinct symbols of cardinality I Sl, that denote the elements of S. 
[We assume that the symbol 0 denotes the zero element of R in any representa- 
tion r of R.] A formula or a straight-line program on a ring R and representa- 
tion r of R is a formula or a straight-line program on R, respectively, involving 
only constant symbols of r. 
Let R = (S,+,--,~ be a ring. Let C be a (possibly empty) set of con- 
stant symbols, together with an interpretation I of the element of C as ele- 
ments of S. Let F be a formula on R. Let v be an assignment of values from 
S to the variables of F. Then, v[F] is the value taken on by F under v. Simi- 
larly, let P be a straight-line program on R; and let v be the assignment of 
values f rom S to the input variables of P. Then, v[P] is the value taken on 
under v of the last occurrence in P of the output variable of P, treating P as a 
computer program without looping on R. The following equivalence problems, 
for a ring R, set of constant symbols C, and interpretation of the elements of 
C as elements of R are considered here: 
1. the equivalence problem for formulas, i.e. the problem of determining if
two formulas on R involving only constant symbols of C denote the same 
function, 
2. the equivalence problem for straight-line programs, i.e. the problem of 
determining, given two straight-line programs P1 and P2 on R involving 
only constant symbols of C, if, for all assignments v of values to the input 
variables of P1 and P2, v [P1] =v [1,2], 
3. letting T be a subset of S, the T-equivalence problem, i.e. the problem of 
determining if two formulas on R involving only constant symbols of C 
are equivalent, for all assignments of values from T to the variables. 
Let T C S; and let F and G be formulas on R and C. If for all assign- 
ments of values v from T to the variables of F and of G v[F] = v[G], we say 
that F and G are T-equivalent, denoted by F =rG. 
DEFINITION 1.4. Let R = (S ,+, - , . ,0)  be a finite ring; and let r be a represen- 
tation of R. Let F be a straight-line program on R and r. Thus, F is of the 
form v 1 ~ F1;...;v m ,--- Fro, where each v~ is a variable and each F i is a$P  
formula on R and r. The SP formulas PSi[F ] (1 < i < m) and E[F] on R and r 
are defined as follows. 
1. E.[FI is F..  
2. For 1 < i < m--l ,  Et[F ] is the result of replacing each occurrence of V i in 
Ei+I[F ] by Fi, and then combining all like terms using the distributivity of 
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~ over +, and the commutativity of +. 
3. E [~ is El l  ~ .  
2. Four Algebraic Preliminaries 
We present four preliminary results on algebraic structures used in this 
paper. These results deal with commutative rings (2.1 and 2.2), semigroups 
(2.3), and distributive lattices and Boolean algebras (2.4). In Theorem 2.1 we 
show that each ring with a nonzero element idempotent under multiplication 
has noudegeuerate distributive lattices and Boolean algebras as substructures. 
Since 1 = 1 9 1, such rings include all commutative unitary rings. In Lemma 
2.2, we present hree simple results on the non-existence of polynomial identi- 
ties in commutative rings. 
THEOREM 2.1. Let R = (S,+,-, . ,O) be a commutative ring. Let D be a subset 
of S such that 0 E D, for all x E D x = x.x ,  and I D I _> 2. Let a C D -- {0}. 
Let D a ={b~ I b E D}. Let the operations g, h, and i on S be defined by 
g(x,y) = x+y I ~~ h(x,y) = xoy, and i(x) -- a+-x. Let 1~ n be the closure of 
D, under the operations g, h, and i. Let g, h, and i be the restrictions of g, h, 
and i, respectively, to b , .  Then, the structure (/3a,g,h,i,0,a) is a nondegenerate 
Boolean algebra. 
PROOF. For all nonnegative integers i, let the sets D~ be defined inductively by 
i. Do = Da, and 
ii. Di =Dt~. 1 U {z E S [ ~ x,y E Di_I for which z=g(x,y), z=h(x,y), or 
z=i(x)}. 
Then, /)a = U Di. It can be shown by mathematical induction that, for all 
i>o 
i > 0 and for-aU x,y C Di, x=x,x,  xoy=y.x, and x~ Thus, for all 
x,y E Da, x=x~ xoy=y~ and x~ Hence, the structure (Da,g,h) is a 
nondegenerate distributive lattice. Moreover for all x C Da, g(O,x).~-x, 
g(a,x)=a, g(x,i(x))=a, and h(x,i(x))=0. Thus, the structure (/~a,g,h,i,0,a) is a 
complemented distributive lattice with universal bounds 0 and a, and hence, is 
a Boolean algebra (Abbott, 1969; Birkhoff, 1967). 
LEMMA 2.2. Let R = (S,+,-,. ,0,1) be a commutative unitary ring. 
1. I f  R is of characteristic O, then there is no integer m _ > 0 and no nonzero 
polynomial p(xl,...,x,n) with integer coefficients uch that p(xl, . . . ,xm) = 0 
on R. 
2. I f  R is of characteristic p > 0 and, for all integers n > 1, there exists a E S 
such that 
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. 
for all nonzero polynomials q(x) of degree <_ n with coefficients in Zp, 
q(a) ~ 0 on R, 
then there is no integer m >_ 0 and no nonzero polynomial p(xl,...,x,, ) with 
coefficients in Zp such that p(xi,..,xra) = 0 on R. 
If  R is a finite field of cardinality k ~ 2, then there is no nonzero polyno- 
mial p(xa,..,xm) with coefficients in R and such that all exponents of  p are 
<_ k-1 for which p(x l, ...,xra) =0 on R. 
PROOF. Proof of 1. Suppose R is of characteristic 0. Let I[R] = 
(ml  I m E Z}. Let the operations (~,  O ,  and (~) be the restrictions of the 
operations +, - ,  and 9 of R, respectively, to /JR] • Then, the subring 
I[R] = (/JR], @,  O ,  Q ,0,1) of R is isomorphic to the ring Z. Since Z is an 
infinite integer domain, no such nonzero polynomial p(xl,..,Xm) with integer 
coefficients exists such that p(xl,...,Xm)= 0 on Z (van der Waerden, 1953). 
Thus, no such nonzero polynomial exists for I[R], and hence, for R. 
Proof of 2. The proof is by induction on m. For m=l  the proof follows 
directly from the statement of 2. Suppose 2 is true for all m < k, but there 
exists a nonzero polynomial p(xl,..,Xm) with coefficients in Zp such that 
p(Xl,...,Xm) = 0 on R. Either one of the variables, say xi, does not occur in 
every term of p or each of the variables x1 . . . .  , and x m occurs in each term 
of p. In the former case, the proof follows by contradiction from the induction 
hypothesis by. setting x i to 0. In the latter case, p(xl,..,Xm) is of the form 
I 1 l,. 
Cil,...,i,. 9 X 1 .. .  Xrn where 
i. each c h ..... i,. is in Zp -{0}, 
ii. for each term of p, i 1 _> 1,..., and i m >_ 1, and 
i 1 i,. 
iii. for any two terms of p, a .x  1 o...oXra 
ii # ]l or... or im # Jm. 
/ 1,. and b 9 x~ 1 9 . . .  9 X tn  , 
Let # be the maximum exponent of a variable occurring in a term of p. 
Let v = #+1, and let n o = u m, Let a E S be such that, for all nonzero polyno- 
mials q(x) of degree < n o with coefficients in Zp, q(a) ~ 0 on R. By assump- 
tion, such an element a of S exists. Let v be the assignment of values from S 
to the variables xl, . . . ,  and xrn given by 
um-1 
V[Xl] = a , v i i2 ]  = a u"-2, . . .  and  v[xm] = a 
Then, 
im ' - -  
iv. for all terms t -b .x~ ; . . . . x  m of p, v [ t ]=b 9  ''a"l+'''+i" and 
i 1 9 urn-i+...+ ira < u rn ; and 
i 1 l" Jl .. 9 xJm " be two p, v. le t t ingb .x  1 . . . .  9  andc .x l  *. different erms of 
it 9 urn-1 +.. .+ im ~ Jl * um-i+"'+Jra ' 
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Thus, p(a , a ,.. . ,a) is a nonzero polynomial in a with coefficients Zp, of 
degree < u m that equals 0 on R, contradicting the choice of a. 
Proof of 3. Let P(xl,...,Xra ) be a polynomial on R such that P is of the form 
il ira 
ci 1 ..... i,, ~ x l  ... Xm, where 0 < i l , . . . , i  m < k -1  
and for no two m-tuples il, . . . , i  m and ] l , ' " , ]m appearing in the sum is 
il--Jl , . . . .  and ira=ira. 
Then, P(xl, . . . ,Xm) = 0 on R if and only if each cia ..... ira of the sum equals 0 on 
R. This can be seen easily by induction on m. The basis case follows by not- 
ing that a nonzero polynomial on R of degree k-1 has at most k-1 distinct 
roots. 
One immediate implication of 1 of Lemma 2.2 is that the equivalence 
problem for SP formulas on Z is decidable deterministically in polynomial 
time. In the proof of Corollary 7.4 below, we observe that an immediate 
implication of 3 of Lemma 2.2 is that for each finite field F, the equivalence 
problem for SP formulas on F is also decidable deterministically in polynomial 
time. 
In the next lemma, we show that many non-idempotent semigroups 
R = (S,o) are weakly idempotent in the sense that, 
( n >_ 2) ( v x s) Ix n = x 9 x" on 
This lemma plays a central role in the proof of Theorem 4.1. 
LEMMA 2.3. Let S =(S,o) be a semigroup. I f  there exist 
m,k l , l l , . . . , k  m, and I m with 
m >l ,k  1>l  l>_ l ,k  2>I  2>l , . . . ,andk  m>l  m>l  
such that for  all x 6 S, 
X kl ~---X ll o r  X k2 ~g I% or  o.. x kra ~x  Ira, 
then there exists an integer n >_ 1 such that, for all x 6 S, x" = x" 9 x n. 
integers 
PROOF. The proof is by cases. 
Case 1. m=l  and 11=1. Thus, there exists an integer k 1 ~ 2 such that, for all 
x 6 S, xkl=x. Let n----k1-1. Then, for all x 6 S, 
xn ,x  n = Xkl-lo.x kl-1 = xk lex  k l -2  ~ X ,X  k l -2  = X k l -1  = X n. 
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Case 2. m---1 and 11 > 1. Thus, there exists an integer k 1 > 11 > 1 such that, 
for HI x 1 E S, x kl = x tl. Thus, for all x E S and all nonnegative integers n, 
x l+n (ka- 0-= x I Thus, 
xl l+ll(kl- l l )  = x(k l - l l  +1)*ll ~___ X la. 
Let n=(kl--l l)~ 1. Then, xn~ n. 
Case 3. m>l .  Let L = max {I 1, . . .  ,Ira). Then, for all x E S and all nonne- 
gative integers n, 
if x kl = x 11 then x L+n~ ---X L , 
if X k2 = X tz then x L+n'(kz-lz) = X L, 
and if x km= x l'~ then x z+''(km-t'D = x L. 
m 
Let p = 1-I (k j - l  j). Then, for alt x E S, x L+p = x L. 
j-1 
proof of Case 2, for all x E S, x '~ ~ x n = x n, 
Let n=p,L. Then by the 
Finally, Proposition 2.4 presents everal well-known properties of -- and 
< on distributive lattices and on Boolean algebras. These properties play a 
key role in the proof of Theorem 4.1. 
PROPOSITION 2.4. (Abbott, 1969; Birkhoff, 1967) 
1. Let L = (S,V,A) be a nondegenerate distributive lattice. Let F and G be 
formulas involving only variables, parentheses, V, and A. Then, 
. 
F (_ G on L i fand only i f F  (_ G on BIN, and 
F = G on L if and only if F = G on BIN. 
Let L = (S,V,A,-b0,1) be a nondegenerate Boolean algebra. Let F and G 
be formulas involving only variables, parentheses, V,^,--,,0, and 1. Then, 
F (_ G on L if and only i f F  ~_ G on BOOLE, and 
F = G on L if and only i f F  ~- G on BOOLE. 
3. Some Complexity-Theoretic Preliminaries 
Often in the computer science literature .g. (Aho, Hopcroft & Ullman, 
1974); (Garey & Johnson, 1979), it is assumed that 
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1. problems with polynomial time algorithms are "tractable" and all other 
problems are "intractable", and 
2. each NP-hard problem requires "deterministic exponential t ime", and as 
a consequence is "intractable". 
There are, however, significant problems with these two assumptions. Two 
well-known problems are that 
i. certain polynomial t ime algorithms are actually impractical because of 
high polynomial degree or large constants, and 
ii. P may equal NP in which case each NP-complete problem has a polyno- 
mial time algorithm, and thus, is "tractable". 
(In fact recently, several purported proofs that P=NP have been submitted for 
publication.) A less well-known problem with these two assumptions i that 
iii. deterministic exponential time algorithms can be practical for all or 
almost all cases of interest. 
For example, a 2 n 1:3 time algorithm takes < 1024 steps for any input of size 
__ 1000. (For comparison ote that n 3 t ime~lgorithm can take up to a billion 
steps on an input of size 1000.) 
To see just how easy NP-complete problems can be, it suffices to observe 
that: for all reals E > 0, there is an NP-complete problem that is solvable 
deterministically in time 2 ~ This observation follows from standard argu- 
ments involving padding and, as a consequence, the resulting NP-complete 
problems may be considered unnatural. However in (Stearns & Hunt,  1986), 
we show that such well-known NP-complete problems as thel]Clique and Set 
PNtition Problems are solvable in deterministic time 2 ~ ~). (Note that 
2 n ]2 .+ 1 billion when n:900.) Thus, a deeper analysis of the complexities of 
the individual NP-complete problems is required. Here, rather than merely 
showing that a problem is NP- or eoNP-complete, we show that the problem 
requires as much deterministic time as SAT in the strong sense that if SAT 
requires deterministic f~(n r) or 2 a(':) time (for r > 0 and s > 0), then the 
problem also requires deterministic f2(n r) or 2 n(n+) t ime for the same values of 
r and s. To begin this analysis, we present he concepts of npolylogn time and 
linear size reducibility, SAT-hardness(npolylogn, n) and SAT- 
completeness(npolylogn, n) from (Hunt & Stearns, 1990). To do this, we first 
need to define what we mean by the size, denoted I1... 11, of a formula, straight- 
line program, or graph. Thus, if F is a formula or a straight-line program, 
then IIFII is the number of occurrences of symbols in F where we treat each 
occurrence of a variable, constant symbol, parenthesis, ";",  " , - " ,  and opera- 
tor symbols as a single symbol occurrence. Similarly if G is a finite graph, 
then IIGII is the number of occurrences of vertices, parentheses, and " , "  in a 
list of edges of G, where we treat each occurrence of a vertex as a single sym- 
bol occurrence. For example, LI((x 2 9 xu)-+-Cts)ll -- 9, Itx t .<-..- 0; x 2 ~- C5; 
X 3 +-- (xl*x2)+C611 = 17, and II(xl,x13 ), (XI,X14), (X2,X2) , (Xl4,Xls)ll = 23. 
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DEFINITION 3.1. Let P, and A be finite nonempty alphabets. Let L and M be 
languages over ~ and A, respectively. 
. We say that L is npolylogn time and linear size reducible to M if there 
A* exists an integer k > 1 and a function f: P,*-* computable by an 
O(n(log n) k) time-bounded eterministic multiple tape Turing machine 
such that, 
i. for all x E E*, x E L if and only if f(x) E M, and 
ii. there exists c > 0 such that, for all x E ~*, IIf(x)ll _< c ~ I[xll. 
2. We say that L is SAT---hard(npolylogn,n), read "L is sat hard modulo 
npolylogn time and linear size reducibility", if SAT is npolylogn time and 
linear size reducible to L, or if SAT is npolylogn time and liner size redu- 
cible to ~*-L.  We say that L is SAT-complete (npolylogn,n), read "L is 
sat complete modulo npolylogn and time and linear size reducibility", if L 
is SAT--hard(npolylogn,n) and L or ~* -L  npolylogn time and linear size 
reducible to SAT. 
The basic time hardness properties of SAT--hard and 
SAT---complete(npolylogn,n) languages are summarized in Proposition 3.2. 
Intuitively, this proposition shows that regardless of whether SAT takes poly- 
nomial time or takes exponential time: 
i. if a language L is SAT-hard(npolylogn,n), then L requires "as much 
deterministic time as SAT", and 
ii. if a language L is SAT---complete(npolylogn,n), then L requires "essen- 
tially the same deterministic time as SAT". 
PROPOSITION 3.2. Let P, be a finite nonernpty alphabet, and let L be a 
language over P, that is SAT-hard (npolylogn,n). 
1. Let s>l. Then, L E Dtime(t~lff) implies SAT E Dtime(llwlg). 
2. Let 0<s<l .  Then, L E Dtime(2 ~ implies SAT E Dtime(2~ 
Suppose in addition that L is SAT--complete(npolylogn,n). 
3. Let s> l. Then, L E Dtime(llwl~) if and only if SAT E Dtime(llwl~). 
4. Let 0<s<l .  Then, L E Dtime(2 ~ if and only 
SAT E Dtir~(2~ if 
PROOF. Let s> l ,  then O(npolylogn) + O(ltwlg) = O(ltwllS). Let 0~:s < 1. 
Then, O(npolylogn) + 2 ~ = 20(I~l~). 
Theorem 3.3 presents the basic complexity results used in this paper. 
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THEOREM 3.3. 
1. Let 0 be any nonempty finite set of Boolean operators. Then, the set o f  
satisfiable systems of Boolean equations, involving only variables, 
parentheses, operators from (9, and 0 and 1, is npolylogn time and linear 
size reducible to SAT. 
2. Let R = (S,+,- ,~ be a finite ring, and let R be a representation of R. 
Then, the set of pairs of inequivalent straight-line programs on R and R is 
npolylogn time and linear size reducible to SAT. 
3. The set of satisfiable Boolean formulas f of the form c 1 A,..A C m (m:>l) ,  
where each cj is of the forms (lji V lj2 ) or (ljl V lj2 V l j3 ) and 
each lji is either a literal or is of the form xk A ~ for variables xk and xt 
and such that no variable occurs more than twice in f, is both NP-complete 
and SAT--complete (npolylogn,n). 
4. The set of monotone 3CNF formulas f, such that there is an assignment o f  
values from {0,1} to the variables o f f  that satisfies exactly one variable in 
each clause off, is both NP--complete and SAT---complete(npolyIogn,n). 
5. For all k > 3, the set of k-colorable finite undirected graphs G, when G is 
presented by its list of edges, is both NP--complete and 
SAT--complete (npolylogn,n). 
PROOF. Proofs of 1 and 3 appear in (Hunt & Stearns, 1990). Proofs of 4 and  
5 appear in (Stearns & Hunt, 1986). Here, we only present he proof of 2. 
Without loss of generality, we assume that ISl >_ 2. Let k = [log[SI]. By stan- 
dard results from combinational circuit theory, it is possible to do the fol low- 
ing encodings consistently: 
a. encode each element of S one-to-one into a k-tuple of Boolean values, 
b. encode each variable x i by k distinct binary-valued variables xm . . . , and 
Xik, 
c. encode each constant symbol cj of R by k binary constants cjl , . . . , and 
Cjk , and 
d. encode each binary operation O on S in {+, - , .}  by k Boolean funct ions 
fo, i, . . . , and fo,k, each of 2k Boolean-valued variables such that, fo r  
l<_j<k, fo,j(xm...,xik,yii .... ,Yik) equals the j---th bit of the code for the  
value xOy, provided the k-tuples (Xil,...,xik) and (Yii,...,Yik) are codes o f  
the values x and y of S. 
Let P and Q be straight-line programs on R and R with m and # state-  
ments, respectively. Let xl, . . . , and x n be the input variables of P and Q. 
Let f be the k-variable Boolean function such that f(Yl,...,Ye) = 1 if and on ly  
if the k-tuple (Yl,...,Yk) is the code of a value of S. Then, P ~ Q on R and R i f  
and only if the following Boolean formula F[P,Q] is not satisfiable: 
(f(xll,...,xlk) and ... and f(xnl,...,X,k)) and 
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m k 
P P P P ^ ^ [v~j - fo,  j(wn,1,. . . ,wil ,k,w~2,1,.. . ,wi2,~)] and i=1 j~l 
it k 
^ ^ [v j = and 
i=z 1=1 
[vL1 e v5 or . . .  or e v51, 
where the i---th statements of P and {2 are 
"v~ ~ w~ flwz~," respectively. 
' / '~"P"  and ~V P 4--- Wi l , J rv i2 
Then, the formula F[P,Q] can be constructed from P and Q deterministically 
in time O(npolylogn) on a multiple-tape Turing machine. Also, IIF[P,Q]II is 
O(ILPII + IIQII). Finally by 1, there is a 3CNF formulal[P,Q] such that 
i. F[P,Q] is satisfiable if and only if ]IP, Q] is satisfiable, 
ii. IlfEe, Q][] = O(IIFEP, Q]II), and 
iii. 3'[P,Q] is constructible deterministically from F[P,Q] in O(npolylogn) time. 
4. The Main Theorem 
Theorem 4.1 yields sufficient conditions on a commutative ring R for 
1. the set of constant-free PSP formulas are equivalent to 0 on R, and 
2. the set of constant-free formulas with exponentiation equivalent to 0 on 
R, in which no variable occurs more than twice, 
to be both eoNP-hard and SAT-hard(npolylogn,n). In Section 5, we use 
Theorem 4.1 to characterize the deterministic time complexity of the 
equivalence problem, for formulas and for straight-line programs on R, when 
R is finite. In Section 6, we use Theorem 4.1 to characterize the deterministic 
time complexity of the equivalence problems, for formulas and for straight-line 
programs on R, when R is unitary and is of zero or prime characteristic. 
THEOREM 4.1. Let R (S,+,- , . ,0)  be a commutative ring, for which 
1. there exist integers m,kl , l l , . . . ,km, and 1 m with m >_ 1, k 1 > l 1 >_ 1,..., and 
km >lm >_ 1 such that, for all x E S, 
x kl = x I1 or ... or x km - -x  lm and 
2. there exists b E S such that, for all n > 1, b n # 0. 
Then, 
a. the set of constant-free PSP formulas equivalent to 0 on R, and 
b. the set of constant-free formulas with exponentiation equivalent o 0 on R 
in which no variable occurs more than twice 
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are both eoNP---hard and SAT-hard(n ,n) .  
PROOF. By Lemma 2.3, there exists an integer n > 1 such that x n = x n 9 x n 
for all x ~S.  
Proof of a. Let f = c t ^...A c,n be a 3CNF formula. Let x 1, . . . ,  and xp be  
the variables occurring in f. For 1 < ] < m, let V jbe  the set of literals occur-  
ring in c. Let z be a variable not occurring in f. Let the formula F[/] be con-  
structed as follows. 
i. For 1 < i < p, F[xi] is x~.  z n and F[~/] is z n +- x n .z n. 
ii. For 1 < j ~ m, F[ci] is 
F[/sd + F[lj2] +-  F[ljl] * F[/p], / f  V i = {/ivlsz}, 
and F[cj] is 
F[ljl] + F[lld + I FPjd 9 F[Ij2] 
+-- F[/jl] 9 F[113] t .... F[/j2] 9 F[lj3] + F[/jl] 9 F[Ij2] 9 F[lj3], 
if Vj  = {IB, l j2, Iy3 }.  
iii. F [ ] ]= F[cz] o.... F[cm]. 
Clearly, F[f] is a constant-free PSP formula. Also clearly, there is a constant 
c>0 independent of f such that IIF[f]II ~ c 9 Ilfll; and F[]] is construetible f rom 
f deterministically in linear time. We claim that 
(4.1.1) F[/] r on R if and only if f is satisfiable. 
Thus given the correctness of 4.1.1, the set of constant-free PSP formulas 
equivalent to 0 on R is both eoNP-hard and SAT-hard(n,n). 
The proof of 4.1.1 proceeds as follows. We, first, note that v[F[/]]=0, for 
all assignments v of values from S to the variables of F~ such that v[z n] = 0. 
Let v be any assignment of values from S to the variables of F[J] such that 
v[z n ]#0.  Let f l=v[zn]. Let T v={v[x~]of l [  l~ i  <p}Ll{0,f l}.  Let the 
operators g,h, and i be defined as in the proof of Theorem 2.1, except that 
fix) = fl +-x .  Let 2P v be the closure of T v under the operations g,h ,  and i. 
Let g, h, and i be the restrictions of g, h, and i, respectively, to T v. By the 
proof of Theorem 2.1, the structure B v = (Tv,g,h,i,0,fl) is a nondegenerate 
Boolean algebra. If f is not satisfiable, then f=0 on BOOLE, and hence by 
Proposition 2.4, f=0 on each nondegenerate Boolean algebra.. By the con-  
struction of F[f], there exists an assignment w of values from T v to the vari- 
ames of f ,  namely w[xi] =v[x~]. /~ (1 <__i<_p), such that w[f] = v[F[f]]. 
Hence, v[F[f]] = 0 on R, for all assignments v of values from S to the vari- 
ables of F[f]. Suppose f is satisfiable by an assignment w from {0,1} to the 
variables of f. Let v be the assignment of values from S to the variables of  
F[f] given by, for 1 _< i < p, v[xi] = v[z], if w[x/] = 1, and v[xi] = 0, if w[xi] = 0. 
Then for l< i<p,  (v[xi]) n . /~=/~,  if w[x~]=l ,  and (v [x t ] ) " . f l=0 ,  if 
w[xi] = 0. Let g', h', and i' be the restrictions of g, h,  and i, respectively, to 
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{O,fl}. The structure (-[0,/7}, g',h',i',0,fl) is isomorphic to BOOLE.  Thus, 
v[F[~] = fl # 0. Hence,  F[f] # 0 on R. 
Proof  of b. The proof consists of two steps. In the first step, we show that 
the set of constant-free formulas with exponentiation equivalent o 0 on R, in 
which only a variable z occurs more than twice, is both eoNP-hard and SAT- 
hard(npolylogn,n).  In the second step, we show how to replace the multiple 
occurrences of z by < 2 occurrences of distinct variables. 
Step 1, Let f =c  1 A...A Cm, where each cj is of the forms (l/1 V lj2 ) or 
(1il V lj2 V 113 ) and each lji is either a literal or is of the form x'/~ A x t for vari- 
ables xk and xt, such that no variable occurs more than twice in f. Let 
xl, . . . and Xp be the variables occurring in f. Let z be a variable not occur- 
ring in ). Let the formula F[f] be constructed as follows. 
For  1<!  <rn  and 1<i<3,  F[lji ] is x n~ n, if lsi is x, F[lii ] is 
z" +-x  ~ z ~,  if lji is JT, -andF[lji ] is (z n +-  x n ~ z n) 9 (z n I yn ~ Zn), if 
is ^ 
ii. For  1 ~ j ~ m, F[cy] is 
z n ~ (z n +-  F[lsl]) ~ (z n +-  F[Ij2]) , /f e I is (ljl V l j2), 
and F[ci] is 
z n +- - (z  n +-F[ I i l ] )  9 (z n +--F[/i2]) ~ (z n +-F[ I j3]) ,  if c] 
is (I]1 V I12 V l j3 ). 
iii. F[f] = F[cl] ~176 F[cm]. 
Clearly, F[f] is a constant-free formula with exponentiation such that no vari- 
able except z occurs more than twice. Also clearly, there exists a constant 
c>0 independent of f such that IIF[f]ll < c 9 Ilfll; and F[f] is constructible from 
f deterministicaAly in linear time. 
Step 2. Let the number of occurrences of z in F[f] be l. Let zl, . . . ,  and Zt 
be distinct variables other than xl, . . . ,  an'd x e. Let Fl[f] be the result of 
replacing, for 1 < i < l, the i-th occurrence of z m F[f] by z~ ~ Z~. Let  F2[f] 
be the result of replacing, for 1 < i < l, the i-th occurrence of z in F[f] by z~'. 
Let G[f] be F2[f] 9 (Z~ . . . . .  z~). We claim that 
(4.1.2) (1) F[f]-0 on R if and only if f is not satisfiable. 
(2) F l[ f]=0 on R if and only if F[f]=0 on R. 
(3) G[/] = r l [ i ] .  
Thus by 3 of Theorem 3.3 and given the correctness of 4.1.2, the set of 
constant-free formulas with exponentiation equivalent o 0 on R, in which no 
variable occurs more than twice, is both eoNP-hard and SAT-hard(n,n). 
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The proof of (1) of 4.1.2 closely follows that of 4.1.1 and is left to the 
reader. The proof of (2) of 4.1.2 follows by noting that F~[f] is essentially F[f] 
with all occurrences of z n replaced by -" ~ = Zl'... Zl (zl~176 Finally to verify 
(3) of 4.1.2, it suffices to observe that, 
, .  , .  n ,~ 9 , (s incezn.z  n=z n) and, fo r l< i< l ,  zi (zl . . . . z t )=z l  ... Zl i i 
for 1 < k, (z~....~ k t , . . , ,~  __  ~--" ~,Z 1 " ' "  "r )" 
This implies that, for 1 < i < m, FI[Ci] = F2[Ci] ~ (g~*""gr)"  Thus, 
F [f] = F2[ / ]  9 ( zT . . . . . z f )  m = F2[ f ]  9 ( zT . . . . . z f )  = G I l l .  
Each ring R for which there exists an integer k > 2 such that, for all x in 
R, x =x  k is commutative (Behrens, 1972). Thus Theorem 4.1 is directly 
applicable to each such ring, and hence afortiori ,  to each Boolean ring and to 
each finite field. Hence, Theorem 4.1 significantly extends known results 2ii, 
3i, 3ii, and 4. Finally, when the ring R is Boolean since x = x 2 for all x in R, 
the conclusion b of Theorem 4.1 holds, for constant-free formulas in which no 
variable occurs more than twice. 
5. Finite Commutative Rings 
We use Theorem 4.1 and the new result Proposition 5.2 to characterize 
the deterministic and nondeterministic time complexities of the equivalence 
problems for formulas and for straight-line programs on each finite commuta- 
tive ring. 
PROPOSITION 5.1, Let R = (S,+,- ,~ be a finite commutative ring. I f  R has 
the property that 
b ESsuchthat ,  for al ln >_ l, b n #OonR,  
then R satisfies the conditions of Theorem 4.1. Each finite commutative unitary 
ring has this property. 
PROOF. Let R = (S,+,-,o,O) be a finite commutative ring. Then, for each x 
in S, there exist integers k x and 1 x with kx > l x :> 1 such that x kx = x Ix on R. 
Also, the set {(kx,lx) l x  E S} is finite. Thus, there exists integers 
m,kl,ll,...,kra , and l with m > 1, k 1 > l 1 > 1,..., and kra > lrn > 1 such that, 
kl x rfl or,..or x -'~m =x i~ --R. Thus, if there exists- b E S such for a l l xES ,  x = on 
that, for all n > 1, b" # 0 on R, then R satisfies the conditions of the state- 
ment of Theorem 4,1. Finally for all n ___ 1, 1" = 1 # 0 on R, since by assump- 
tion R is nondegenerate. 
PROPOSITION 5.2. Let R = (S,+,- , . ,0)  be a finite (not necessarily commuta- 
tive) ring for which there exists an integer k >_ 2 such that, for all a l,...,a k E S, 
al....oak = O. Let R be a representation of R, Then, the equivalence problems 
for formulas and for straight-line programs on R involving only variables, 
parentheses, +, - , . ,  and constant symbols of R are decidable deterministically 
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in polynomial time. 
PROOF. To verify that the equivalence problem for such formulas is decidable 
deterministicaUy in polynomial time, it suffices to show the following: 
(s.2.1) There is a deterministic polynomialty time-bounded algorithm to 
decide, given as input a formula F on R involving only variables, 
parentheses, +, - ,  ,, and constant symbols of R, if F=0 on R. 
This algorithm proceeds as follows. 
1. The formula F is converted into an equivalent SP formula F' involving 
only variables, parentheses, +, - ,  ,, and a constant symbols of R. This 
is accomplished by repeated application of the distributive laws subject o 
the modification that each product hat represents the result of k or more 
multiplications is not expanded but is replaced by 0. Thus, 
11/7'11 -- 0(IIFII 2k-a) and F' can be obtained in the same time. 
2. A variable x in F' is chosen, and F' is divided into two parts F' 1 and 
F'2, where 
F' 1 is the sum of all terms of F' that contain at least one occurrence 
of x and 
F' 2 is the sum of all the remaining terms of F', or is 0 if none 
remain. 
3. F'  z is tested for equivalence on R to 0 by recursive application of the 
algorithm. 
4. For each constant symbol a of R, the formula F'I[x = a] (that results 
f rom F' 1 by replacing each occurrence of x by a) is tested for equivalence 
on R to 0 by recursive application of the algorithm. 
5. F=0 on R if and only if each equivalence test of 3 and of 4 succeeds. 
The correctness of the algorithm is immediate. Thus, we only show that 
the algorithm runs in deterministic time polynomial in IIFII. We first observe 
that, for each value a, the formula F'l[x=a ] has at least one fewer variable 
occurrence in each of its terms. This limits the recursive application of 4 to 
k-1. To bound the complexity of the algorithm, we bound the number of times 
the algorithm is called recursively. Let C(n,d) be the number of times the pro- 
cedure is called, given a formula with n terms where each term has at most d 
variable occurrences. Then, C(n,d) satisfies the recurrence relation 
C(n,O) = 1 
C(n,d) < I Sl ~ C(nl,d-1) + C(n2,d) for some nl,n 2 >_ 0 such that 
n 1-+ql 2-.~. 
Recalling that d < k- l ,  it can be verified by mathematical induction that 
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C(n,d) <__n 9 ISI e <n 9 ISl k+l 
Finally, the separation of F' into F '  1 and 17'2, the evaluation of a formula 
with no occurrences of variables, and the processing corresponding to a single 
call each take only time linear in IIF'II. Thus, the t ime required by the algo- 
rithm is less than or equal to 
O(.~',) + O( ,F ' , .  ISle+l) 9 0(.~',) 
which is O(IIFII 2k 9 I Slk+l). 
Given the correctness of claim 5.2.1, to verify that the equivalence prob- 
lem for straight-line programs on R and R is decidable deterministically in
polynomial time, it suffices to show the following. 
(5.2.2) There is a deterministic polynomially t ime-bounded algorithm f IA  
that, given a straight-line program F on R and R as input, outputs an 
equivalent SP program F' on R and R. 
to verify the correctness of claim 5.2.2, it suffices to shov~ that, 
i. 
and 
there exist constants d and 
1 < y _< m, IIE/[F]II < d 9 IIFtr, 
e > 0 independent of F such that for 
ii. there exists constants 
l< j  <m--l, Ej[~ 
_< f .  I~j_~[~l~. 
f and g > 0 independent of F such that, for 
can be computed f rom Ej+t[F ] in t ime 
The correctness of i and ii follows by noting that 
iii. for all stages j in the computation of ELF], there are at most 
k-1 
E (,F, + ISl)' = O(IIFII k-l) 
i=1 
distinct nonzero terms in Ej[F] and 
iv. there is an integer m _> 1 such that for all x in R, x ra = 0 on R. 
Propositions 5.1 and 5.2 yield the following theorem, that completely 
characterizes the deterministic time complexities of the equivalenee problems 
for formulas and for straight-line programs on finite commutative rings. 
THEOREM 5.3. Let R = (S ,+, - , . ,0)  be a finite commutative ring. Let R be a 
representation erR.  If there exists b E S such that, ]'or all n >_ 1, b n # 0 on R, 
then the following sets are both eoNP--complete and 
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SAT-complete ( npolylogn,n ). 
1. the set of constant-free PSP formulas equivalent to 0 on R, 
2. the set of constant.free formulas with exponentiation equivalent to 0 in R, 
in which no variable occurs more than twice, 
3. the set of equivalent formulas on R involving only constant symbols in R, 
and 
4. the set of equivalent straight-line programs on R involving only constant 
symbols in R. 
Otherwise, the equivalence problems for formulas, for formulas with exponentia- 
tion, and for straight-line programs on R involving only constant symbols in R 
are decidable deterministically in polynomial time. 
PROOF. For commutative rings R, the conditions of Propositions 5.1 and 5.2 
are complementary. Thus, the conclusions of the theorem follow directly 
from Propositions 5.1 and 5.2 and 2 of Theorem 3.3. 
6. Commutative Unitary Rings 
Assuming RP # NP, we show that the conditions of Theorem 4.1 are also 
necessary for the equivalence problems to be either eoNP-hard or 
SAT-hard(npolylogn,n), for constant-free formulas and for constant-free 
straight-line programs on any commutative ring of zero or prime characteristic. 
THEOREM 6.1. 
1. Suppose that R is of characteristic O. 
. 
Then, the set of all pairs of ine- 
quivalent formulas on R consisting of variables, parentheses, +, - ,  ~ and 
integer numerals is in RP. Moreover, the set of all pairs of inequivalent 
straight-line programs on R, each statement of which is of the form 
<vat> ~ <formula>, 
where <ear> is a variable and <formula> is a formula on R consisting of 
variables, parenthese, +,-,o,  and integer numerals is also in RP. 
Suppose that R is of characteristic p, where p is a prime. If for all integers 
n > 1 there exists a ~ S such that 
for all nonzero polynomials q(x) of degree <_ n with coefficients in Zp, 
q(a) ~ 0 on R, 
then the set of all pairs of inequivalent formulas on R consisting of vari- 
ables, parentheses, +, - ,  ,, and constants in Z e is in RP. Moreover, the 
set of all pairs of inequivalent straight-line programs on R, each statement 
of which is of the form 
<ear> 4- <formula>, 
where <vat> is a variable and <formula> is a formula on R consisting of 
variables, parentheses, +,-,% and constants Zp is in RP. Otherwise, the 
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ring R satisfies the conditions of Theorem 4.1. In which case the following 
sets are both eoNP-hard and SAT--hard(npolylogn,n): 
i. the set of constant-free PSP formulas equivalent to 0 on R, 
ii. the set of constant-free formulas with exponentiation equivalent o 0 on R 
in which no variable occurs more than twice, and 
iii. the sets of pairs of equivalent constant-free formulas and of pairs of 
equivalent constant-free straight-line programs on R. 
PROOF. Proof of 1. By 1 of Lemma 2.2, two such formulas are equivalent on 
R if and only if they are equivalent on Z. But the set of pairs of inequivalent 
formulas on Z involving only variables, parentheses, + , - ,  ,, and integer 
numerals is in RP (Schwartz, 1980). Also, two such straight-line programs are 
equivalent on R if and only if they are equivalent on Z. The set of all pairs of 
such inequivalent straight-llne programs on Z is in RP (Ibarra & Moran, 1983). 
Proof of 2. Since p is a prime, the ring Zp[x] is an infinite integer domain. 
Suppose for all integers n _> 1 there exists a E S such that for all nonzero poly- 
nomials q(x) of degree < n with coefficients in Zp, a(a) r 0 on R. Then by 2 
of Lemma 2.2, two such formulas are equivalent on R if and only if they are 
equivalent on the ring Z e[x]. But the set of pairs of inequivalent formulas on 
an infinite integer domain involving only variables, parentheses, +, - , . ,  and 
integer numerals is in RP (Schwartz, 1980; Ibarra & Moran, 1983). Also, two 
straight-line programs are equivalent on R if and only if they are equivalent on 
Zp[X]. Since p is a prime, Zp[x] is an infinite integer domain. The set of all 
pairs of such inequivalent straight-line programs on Zp[X] is in RP (Ibarra & 
Moran, 1983). 
Otherwise, there exists an integer n _> 1 such that, for all a C S, there 
exists a nonzero polynomial q(x) of degree < n with coefficients in Zp such 
that q(a) = 0 on R. Since p is a prime, Zp is a field and each nonzero element 
of Zp has a multiplicative inverse in Zp, and thus, in R. Thus for all a E S, 
there exists a monic polynomial q(x) of degree < n with coefficients in Zp 
such that q(a) = 0 on R. There are only finitely many distinct monic polyno- 
mials q(x) of degree <__ n with coefficients in Zp. By multiplying all such poly- 
nomials together, we see that there exists a single monic polynomial t(x) with 
coefficients in Zp such that, for all a E S, t(a) -- 0 on R. 
Let R 1 be the ring of all polynomials in Zp[x] modulo t(x). R 1 is a finite 
commutative ring. Thus by Corollary 3.2, there exists an integer m _ 1 such 
that, for all w E R1, w m = w m 9 w rn on R 1. Then letting w be the polynomial x, 
x m --= x m ~ x m on R1, i.e. 
(6.1.1) rem[xm,t(x)] = rein [xZm,t(x)] in Zp[x], and hence, in R[x]. 
By the Division Algorithm for polynomials applied to the ring Zp[x], and 
hence, in R[x] with degree [bl(x)] , degree [b2(x)] < degree [t(x)] such that 
x rn = al(x ) 9 t(x) + bl(x ) and x 2m = a2(x) 9 t(x) + b2(x ) on Zp[x]. 
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But for all a E S, t(a)=0 on R and by 6.1.1 the polynomials bl(X ) and bz(x ) are 
equal on Zp[x], and hence on R[x]. Thus for all a 6 S, 
a m = bl(a ) = b2(a ) = a 2'n on R. 
Thus, R satisfies the condition of Theorem 4.1. 
Let R = (S,+,-,o,0,1) be a commutative unitary ring. The proof of 
Theorem 6.1 actually shows that, assuming RP ~ NP, a necessary and suffi- 
cient condition for the eoNP-hardness of the equivalence problem for 
constant-free formulas on R, when R is of zero or prime characteristic s: 
(6.2) There exists a monic polynomial identity p(x) with integer coefficients 
for R. 
By an analogous proof, condition 6.2 is also a sufficient condition for the 
coNP--hardness and the SAT-hardness(npolylogn,n) of 
a. the set of constant-free PSP formulas equivalent to 0 on R, 
b. the set of constant-free formulas with exponentiation equivalent to 0 on R 
in which no variable occurs more than twice, and 
c. the sets of pairs of equivalent constant-free formulas and of pairs of 
equivalent constant-free straight-line programs on R, 
when R is a commutative unitary ring of both nonzero and nonprime charac- 
teristic. 
7. Rings Without Nonzero Zero Divisors 
Let R be any ring without nonzero zero divisors. We study the time com- 
plexities of the T-equivalence problems, for the finite subsets T of R. In 
Theorem 7.1 generalizing results of (Ibarra & Moran, 1983) for Z, we prove 
that, for all finite subsets T of R of cardinality > 2, the recognition of the set 
of all pairs of T-equivalent formulas on R requires as much deterministic time 
as SAT. Moreover, these bounds hold for PS formulas, when ITI > 3, and 
hold for PSP formulas, when IT[ = 2. 
THEOREM 7.1. Let R = (S,+,- , . ,0)  be any ring without nonzero zero divisors. 
Let T be any finite subset of S of cardinality > 2. I f  [ T[ >__ 3, then the T- 
equivalence problem is both eoNP-hard and SAT-hard(npolylogn,n) for PS 
formulas on R; and if I TJ =2, then the T-equivalence problem is both 
eoNP-hard and SAT---hard(npolylogn,n) for PSP formulas on R. 
PROOF. The proof consists of two parts. 
Part 1. Suppose ITI > 3. Let k = I TI Let G = (V,E) be a finite undirected 
graph. Let F[G] be the PS formula i-~ (xi+--xj). Then, G is k-colorable 
if and only if F[G] ~r  0 on R. Thus by 5 of Theorem 3.3, the T-equivalence 
problem is both eoNP--hard and SAT-hard(npolylogn,n) for PS formulas on 
R. 
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Part 2. I TI =2.  First, suppose T----{O,b). Let b be a constant symbol 
denoted the element b. Let f be a monotone 3 CNF formula with m ~ 1 
clauses. For 1 < ] < m, let Vj be the set of variables appearing in the j-th 
clause of f. Let-F[F]be the PSP formula 
[1--~ (x+y) . (b . b l x ~ y)] ~ [r I  (x+y+z) . (b , b :l == x ~ y)] 
Vy={x,y} Vj={x,y,z} 
9 (bob+- -x .z ) . (b .b  I .... y .z ) ] .  
We claim that 
(7.1.1) there is an assignment of values from {0,1} to the variables of f, 
that satisfies exactly one variable in each clause of f, if and only if 
the formulas F[F] and 0 are not T-equivalent on R. 
The eoNP-hardness and the SAT-hardness(npolylogn,n) of the T-equivalence 
problem for PSP formulas on R and for I TI = 2 follows directly from claim 
7.1.1 and 4 of Theorem 3.3. 
To verify claim 7.1.1 it suffices to observe the following. Let v be any 
assignment of values from {0,1} to the variables of f. Let w be any assignment 
of values from {0,b} to the variables of F[F] given by, for all variables x, 
w [x] = b, if v [x] = 1, and 
w [x] = 0, if v [x] = 0. 
Then, v satisfies exactly one variable in each clause of f if and only if, 
w[F[f]] # 0, on a.  
Finally, suppose T--{a,b} where a ~ 0 and b # 0. Let a and b be distinct 
constant symbols denoting a and b, respectively. Let F'[f] be the formula that 
results from F[f] by replacing each occurrence of a variable, say x, by x +-- a 
and by replacing each occurrence of b by b +-  a. Then, it is easily verified 
that 
(7.1.2) there is an assignment of values from {0,1} to the variables of f, 
that satisfies exactly one variable in each clause of f, if and only if 
the formulas F'[f] and 0 are not T-equivalent on R. 
For commutative rings without nonzero divisors, Theorem 7.1 can be res- 
tated as follows. 
COROLLARY 7.2. Let R be a commutative ring without nonzero zero divisors. 
Let  ~x)  be any single-variable polynomial on R with at least two distinct roots 
in R. Then, the set of all pairs of  formulas on R, that are equivalent on R sub- 
]ect to constraints of  the form r(x) = 0 where x is a variable, is both eoNP-hard 
and SAT.hard(npolylogn, n).
PROOF. Each polynomial ~x) has a finite number of distinct roots in R (van 
der Waerden, 1953). 
Finally, Theorem 7.1 strengthens the known result in (Ibarra, 1983; 
Bloniarz, Hunt, & Rosenkrantz, 1984), that the equivalence problems for 
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finite fields are eoNP-eomplete. 
COROLLARY 7.3. Let F be any finite field. I fF is not Z 2 , then the equivalence 
problem is both coNP-complete and SAT-complete(npolylogn, n) for PS formu- 
las on F. If F is Z 2, then the equivalence problem for PS formulas on F is 
decidable deterministically in polynomial time, but the equivalence problem is 
both coNP-complete and SAT-complete(npolylogn, n) for PSP formulas on F. 
In either case, the equivalence problem for SP formulas on F is decidable deter- 
ministically in polynomial time. 
PROOF. Let S be the domain of F. If F is not Z2, then ]SI > 3. Otherwise, 
ISl -- 2. In either case, the claim of the corollary for PS or for PSP formulas 
on F follows directly from 2 of Theorem 3.3 and Theorem 7.1. The 
equivalence problem for PS formulas on Z 2 is decidable deterministically in 
polynomial time, since it is polynomially reducible to the problem of determin- 
ing if a system of simultaneous linear equations on Z 2 has a solution. Finally, 
the membership of the equivalence problem for SP formulas on F in P follows 
from 3 of Proposition 2.3 by repeated application of the identity xlFl=x. 
8. Conclusions 
We conclude with several observations on the results of this paper. To 
make the first observation, we need to recall the following easy analogue, for 
Boolean rings, of Proposition 2.4. 
PROPOSITION 8.1. (Abbott, 1969; Birkhoff, 1967). Let R = (S,+,.,0,1) be a 
nondegenerate unitary Boolean ring. Two formulas involving only variables, 
parentheses, %~ and I are equivalent on R if and only if they are equivalent 
on Z 2. 
Proposition 8.1 shows that the statement of Theorem 4.1 is intuitively 
close to "best" possible in the following three ways. Let R be any nondegen- 
erate unitary Boolean ring. First, the sets of pairs of equivalent formulas and 
of equivalent straight-llne programs on R involving only the constants 0 and i 
are both npolylogn time and linear size reducible to SAT. Thus, intuitively, 
the recognition of these two sets requires no more deterministic time than 
SAT. Second by Corollary 7.3, the equivalence problems for constant-free SP 
formulas and for constant-free PS formulas on R are both decidable determin- 
istically in polynomial time. Third in (Hunt & Stearns, 1990), we observe that 
the equivalence problem is deciable deterministicaUy in polynomial time, for 
Boolean formulas involving only variables, parentheses, or, and, nor, 
exclusive-or, 0, and 1 in which no variables are repeated. Thus, the 
equivalence problem for constant-free formulas on R in which no variables are 
repeated is also decidable deterministically in polynomial time. 
Second, Corollary 7.3 explains the difference between the RP algorithms 
in (Schwartz, 1980), and (Ibarra, 1983), for the inequivalence of formulas and 
of straight-line programs on infinite integer domains, and the coNP-hardness 
and the SAT.hardness(npolylogn, n) of the equivalence problems, for constant- 
free formulas and for constant-free straight-line programs on finite integer 
domains. Namely, there is an infinite class of T-equivalence problems, each 
of which is coNP-hard and SAT-hard(npolylogn, n), for formulas and for 
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straight-line programs on any nondegenerate integer domain. For each finite 
integer domain I, ~'o of these T-equivalence problems are identical to the 
equivalence proble as for formulas and for straight-line programs on I. 
Third, Corohary 7.3 also shows, unsurprisingly, that the sole cause of the 
complexity of the equivalence problems for formulas on finite integer domains 
is the distributivity o f ,  over +. Finally, known result 5 is immediately implied 
by Theorem 4.1, This can be seen by noting that the set of pairs of equivalent 
words for finitely generated Boolean polynomial rings equals the set of pairs of 
equivalent formulas on Z 2. 
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