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We study the hydrodynamics of active liquid crystals in the Beris-Edwards hydrodynamic
framework with the Landau-de Gennes Q-tensor order parameter to describe liquid crys-
talline ordering. For the incompressible case, the existence of global weak solutions in two
and three spatial dimensions is established. The higher regularity of the weak solutions
and the weak-strong uniqueness are also obtained by using the Littlewood-Paley decomposi-
tion in two space dimensions. For the inhomogeneous incompressible case, Faedo-Galerkin’s
method is adopted to construct the solutions for the initial-boundary value problem. Two
levels of approximations are used and the weak convergence is obtained through compactness
estimates by new techniques due to the active terms. The existence of global weak solutions
in dimension two and three is established in a bounded domain. For the compressible case
where the concentration of the active particles in the system is not constant, we prove the
existence of global weak solutions for this active system in three space dimensions by the
three-level approximations and weak convergence argument. New techniques and estimates
are developed to overcome the difficulties caused by the active terms.
Keywords: Active hydrodynamics, active liquid crystals, Navier-Stokes equations, incom-
pressible flow, inhomogeneous incompressible flow, compressible flow, weak solutions,
strong solutions, global well-posedness, regularity, weak-strong uniqueness, weak conver-
gence.
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1.0 INTRODUCTION
Liquid crystals are classical examples of mesophases that are intermediate between solids
and liquids [23].They often combine physical properties of both liquids and solids, and in
general liquid crystals can be divided into thermotropic, lyotropic, and metallotropic phases,
according to their different optical properties. Nematic liquid crystals are one of the most
common liquid crystalline phases; nematics are complex liquids with a certain degree of
long-range orientational order. That is, the constituent molecules are typically rod-like or
elongated, and these elongated molecules flow about freely as in a conventional liquid but,
whilst flowing, they tend to align along certain distinguished directions [23, 63].
There are several competing mathematical theories for nematic liquid crystals in the
literature, such as the Doi-Onsager theory proposed by Doi [12] in 1986 and Onsager [48] in
1949, the Oseen-Frank theory proposed by Oseen [49] in 1933 and Frank [21] in 1958, the
Ericksen-Leslie theory proposed by Ericksen [14] in 1961 and Leslie [35] in 1968, and the
Landau-de Gennes theory proposed by Gennes [23] in 1995. The first one is a molecular
kinetic theory, and the remaining three are continuum macroscopic theories. These theories
can be derived or related to each other, under some assumptions. For instance, Kuzzu-
Doi [33] and E-Zhang [13] formally derived the Ericksen-Leslie equation from the Doi-Onsager
equations by taking small Deborah number limit. Wang-Zhang-Zhang [66] justified this
formal derivation before the first singular time of the Ericksen-Leslie equations. Wang-
Zhang-Zhang [67] presented a rigorous derivation of the Ericksen-Leslie equations from the
Beris-Edwards model in the Landau-de Gennes framework. Ball-Majumdar [3] and Ball-
Zarnescu [4] studied the differences and the overlap between the Oseen-Frank theory and
the Landau-de Gennes theory. See [36,37,40,41] for further discussions.
Active hydrodynamics describe fluids with active constituent particles that have collective
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motion and are constantly maintained out of equilibrium by internal energy sources, rather
than by the external forces applied to the system [30, 44]. In particular, when the particles
have elongated shapes, usually the collective motion induces the particles to demonstrate
orientational ordering at high concentration. Thus, there are natural analogies with nematic
liquid crystals.
Active hydrodynamics have wide applications and have attracted much attention in re-
cent decades. For example, many biophysical systems are classified as active nematics,
including microtubule bundles [58], cytoskeletal filaments [32], actin filaments [8], dense
suspensions of microswimmers [68], bacteria [10], catalytic motors [52], and even nonliving
analogues such as monolayers of vibrated granular rods [42]. For more information and dis-
cussions, see [5, 12, 29, 30, 32, 53, 54, 56] and the references therein. Active nematic systems
are distinguished from their well-studied passive counterparts since the constituent particles
are active; that is, it is the energy consumed and dissipated by the active particles that
drives the system out of equilibrium, rather than the external force applied at the bound-
ary of the system, like a shear flow. Consequently, active dynamics are truly striking, and
many novel effects have been observed in active systems, like the occurrence of giant density
fluctuations [44,46,55], the spontaneous laminar flow [27,43,64], unconventional rheological
properties [20,28,60], low Reynolds number turbulence [30,68], and very different spatial and
temporal patterns compared to passive systems [9,24,44,45,57] arising from the interaction
of the orientational order and the flow.
Whilst active liquid crystals are popular in the theoretical physics community, a rigorous
mathematical description of active nematics is relatively new. There are phenomenological
models for active liquid crystals in [54], and a common approach is to add phenomenolog-
ical active terms to the hydrodynamic theories for nematic liquid crystals. In this thesis,
we use the Landau-de Gennes Q-tensor description that is one of the most comprehensive
descriptions, which can describe primary and secondary directions of nematic alignment
along with variations in the degree of nematic order [37]. More precisely, the Landau-de
Gennes Q-tensor order parameter is a d-dimensional symmetric and traceless matrix for the
d-dimensional case; the isotropic phase is defined by Q = 0. We remark that two-dimensional
Q-tensors have been used to successfully model severely confined three-dimensional nematic
2
systems that are effectively invariant in the third dimension.
Regarding the related mathematical contributions in the passive Q-tensor liquid crystal
framework, Paicu-Zarnescu [50,51] proved the existence of global weak solutions to the cou-
pled incompressible Navier-Stokes and Q-tensor system for d = 2, 3, as well as the existence
of global regular solutions with sufficiently regular initial data for d = 2. Wilkinson [69]
obtained the existence and regularity of weak solutions on the d–dimensional torus over a
certain singular potential. In [19], Feireisl-Rocca-Schimperna-Zarnescu derived the global-
in-time weak solutions in the Q-tensor framework, with arbitrary physically relevant initial
data in case of a singular bulk potential proposed in Ball-Majumdar [3]. Wang-Xu-Yu [65]
established the existence and long-time dynamics of globally defined weak solutions for the
coupled compressible Navier-Stokes and Q-tensor system. See [11] and the references therein
for more results and discussions.
In Chapter 2, we study the incompressible active system to establish the existence of
weak solutions in two and three spatial dimensions, along with the existence of regular
solutions and the uniqueness of weak-strong solutions in the two-dimensional case, motivated
by the work of Paicu-Zarnescu [50, 51] for the passive system. Since we are dealing with
the active system, we need to conquer some new difficulties. Firstly, by using the general
energy method, we obtain a priori estimates for the system (2.0.2), based on some crucial
cancellations. Those cancellations turn out to be very important in the proof of the existence
of weak solutions in Rd, d = 2, , 3, higher regularity and the uniqueness of weak-strong
solutions in R2. However, due to the appearance of the active term κQαβ, we can only
obtain an energy inequality, instead of the perfect Lyapunov functional for the smooth
solutions of the system. Here we mention that the symmetry and traceless properties of the
Q-tensor play a key role in the validity of the cancellations (see also Appendix A). Also the
property of the Q-tensor (A.0.1) is very important in order to derive the H1-estimate for
the Q-tensor in Proposition 2.1.2, since the bulk potential in the Landau-de Gennes energy
density (the terms independent of ∇Q) is not always positive. Additionally, in order to
obtain the weak solutions, we need to add the extra terms −ε∂αQβγ(u · ∇Qβγ)|u · ∇Q| and
ε∇ · (∇u|∇u|2) to the system to control some non-vanishing terms in the energy estimates
for the approximate system (2.2.6), due to the nonlinearity of the terms: Jn(Rεu
n∇Q(n))
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and Jn(RεΩ
nQ(n) − Q(n)RεΩn) (see §2.2 for notations). In §2.1–§2.2, the cancellations for
these terms work very well. However, in §2.3, when we seek the regular solutions in R2, the
cancellation for the terms, λ|Q|D and λ∇ · (|Q|H), does not hold perfectly as before. We
use the Littlewood-Paley decomposition to reduce these terms to two new terms that can
be controlled by the previous cancellation idea (see Appendix B for the details). We also
need to pay more attention to the higher order terms of Q in the elastic stress tensor of the
system.
In Chapter 3, we consider the inhomogeneous version of the active hydrodynamic model
studied in Chapter 2, in particular, the fluid flow is governed by the inhomogeneous incom-
pressible Navier-Stokes equations, the motion of the order parameter Q is represented by a
parabolic type equation, and both with the extra nonlinear coupling terms as forcing terms.
We establish the existence of global weak solutions in dimension two and three for this
inhomogeneous coupled system (3.0.2)−(3.0.5) with the initial-boundary conditions (3.0.6)-
(3.0.9). In our system, the highly nonlinear terms cause more difficulties mathematically.
Similar to Chapter 2, we can deal with these by using the symmetric and traceless proper-
ties of the Q-tensor and the cancellation rules we mentioned in Chapter 2. The Friedrichs’
scheme was used to construct the solutions in Chapter 2 for the incompressible active liquid
crystal system in the whole space. In this chapter, we adopt the Faedo-Galerkin’s method
to construct the solutions for the initial-boundary value problem in a bounded domain. Two
levels of approximations are used and the weak convergence is obtained through compact-
ness estimates. One level of the approximations is related to lifting the density above zero
to avoid the vacuum. The other is the approximation from the finite dimensional space to
the infinite one. In order to obtain the necessary compactness results, the force term in the
inhomogeneous Navier-Stokes equations is required to be in H−1x as in Lions [38]. However,
we can only obtain L∞t H
1
x ∩L2tH2x regularity for Q from the Q-tensor equation. By using the
structure of the system, we are able to overcome this difficulty from similar cancellations we
mentioned in the a priori estimates. Finally with all the compactness estimates we can pass
to the limit in the approximate solutions to establish the existence of global weak solutions
to the system (3.0.2)−(3.0.5) with the initial-boundary conditions (3.0.6)-(3.0.9).
In Chapter 4, we prove the existence of the compressible active liquid crystal system
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with varying concentration of the active particles by using three-level approximations [61],
including the Faedo-Galerkin approximation, artificial viscosity, artificial pressure, as well
as the weak convergence argument, in the spirit of [17, 18]. This approach was used to
construct weak solutions to the compressible Beris-Edwards in [65]. As discussed above, new
techniques are needed to overcome the difficulties arising from the concentration equation and
its coupling with both the fluid and Q-tensor equations. Firstly, by using the Faedo-Galerkin
approximation, for any fixed un in the finite-dimensional space C(0, T ;Xn) (see (4.2.17)), we
obtain a unique solution (ρ[un], c[un], Q[un]) of the initial-boundary value problem (4.2.1)–
(4.2.2) and (4.2.4). In Lemma 4.2.2, system (4.2.13) has complicated interaction terms
which cause difficulties in the proof of both the uniqueness of the solution (c[un], Q[un])
and the traceless property of Q[un]. The tracelessness of the Q-tensor is an important
property that guarantees the validity of the cancellation rules in order to treat the highly
nonlinear terms caused by the appearance of the concentration and the Q-tensor. In the
proof of the tracelessness, we make the L2-estimate of trQ from an energy inequality, which
implies the tracelessness of Q when combined Gronwall’s inequality and the tracelessness of
the initial condition of Q. As we mentioned before, the highly nonlinear interaction terms
cause difficulties in this procedure. Here we can see that the concentration equation has
the maximum principle, which provides the L∞–bound for the concentration. Moreover, we
show that the solutions to system (4.2.13) are in L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O)), which
provides sufficient regularity for the interaction terms so that they stay bounded, and we can
prove the uniqueness of the solution and the traceless property of Q[un]. Then, substituting
(ρ[un], c[un], Q[un]) into the variational problem of the momentum equation, we can construct
a contraction map and obtain a local solution (ρn, cn, un, Qn) of the approximation system
(4.2.1)–(4.2.4) on the time interval [0, Tn]. Moreover, the global existence of solutions follows
from the uniform energy estimate of the approximation system. In order to pass to the
limit for solutions (ρn, cn, un, Qn) as n→∞ to obtain a solution (ρε,δ, cε,δ, uε,δ, Qε,δ) for the
approximation system in the infinite space, we need enough integrability of the solutions.
First, the maximum principle satisfied by the concentration equation provides sufficient
integrability for the concentration cn. This, together with the regularity of (un, Qn) obtained
in the uniform energy estimate, gives enough compactness for the nonlinear interaction terms
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of cn and Qn in our system. It actually also plays a crucial role when the artificial viscosity
and the artificial pressure tend to zero. With the above results and the artificial pressure and
viscosity in the approximation system, we have enough regularity and integrability of the
density. These integrability and compactness results allow us to pass to the limit as n→∞
and obtain a solution for the approximation system in the infinite space. Secondly, we let the
artificial viscosity ε tend to zero to recover the original continuity equation. Here we employ
the convergence of the effective viscous flux sequence to deal with the lack of regularity of the
density sequence to retrieve the compactness results of the solutions. Lastly, we pass to the
limit of the vanishing artificial pressure sequence to obtain a finite-energy weak solution of
the original problem, including the vacuum case. Again, we do not have enough integrability
for the density. Similarly to the vanishing artificial viscosity procedure, the convergence
of the effective viscous flux sequence gives us the much needed higher regularity for the
density. We remark that, although the weak convergence argument is similar to that in [17],
owing to the extra terms and difficulties, we will provide most of the details for the sake of
completeness and convenience to the reader.
In summary, the rest of the dissertation is organized as follows. In Chapter 2, we es-
tablish the existence of weak solutions for the incompressible active liquid crystal system
in Rd, d = 2, 3. Moreover, by using the Littlewood-Paley decomposition, we achieve the
higher regularity of the corresponding weak solution and the uniqueness of the weak and
strong solution in R2 with suitable initial data. In Chapter 3, we prove the existence of
solutions to the approximation problems by using the Faedo-Galerkin’s method. In Chapter
4, we apply the Faedo-Galerkin’s method with three levels of approximations to prove the
existence of the solutions to the compressible active liquid crystal system with non-constant
concentration of the active particles in the fluid in a bounded domain O ⊂ R3. In Appendix
A, we provide some important preliminary estimates that we use extensively in this thesis.
In Appendix B, we provide the detailed estimates for inequality (2.3.6).
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2.0 INCOMPRESSIBLE ACTIVE LIQUID CRYSTALS
In this chapter, we consider the following hydrodynamic partial differential equations that
model spatio-temporal pattern formation in incompressible active nematic systems [25,29]:
∂tQ+ (u · ∇)Q+QΩ− ΩQ− λ|Q|D = ΓH,
(∂t + uβ∂β)uα + ∂αP − µ∆uα = ∂βταβ + ∂βσαβ,
∇ · u = 0,
(2.0.1)
where u ∈ Rd, d = 2 or 3, is the flow velocity; P is the pressure; Q is the nematic tensor
order parameter that is a traceless and symmetric d× d matrix; µ > 0 denotes the viscosity
coefficient; Γ−1 > 0 is the rotational viscosity; λ ∈ R stands for the nematic alignment
parameter; D = 1
2
(∇u+∇u>) and Ω = 1
2
(∇u−∇u>) are the symmetric and antisymmetric
part of the strain tensor with (∇u)αβ = ∂βuα. Hereafter, we use the Einstein summation
convention, i.e., the repeated indices are summed over, and α, β = 1, 2, . . . , d. The time
variable is t ≥ 0, the space variable is x = (x1, . . . , xd), and ∂β = ∂∂xβ . Moreover, the
molecular tensor
H = H[Q] = K∆Q− k
2
(c− c∗)Q+ b
(
Q2 − tr(Q
2)
d
Id
)− cQ tr(Q2)
describes the relaxational dynamics of the nematic phase and can be obtained from the
Landau-de Gennes free energy, i.e., Hαβ = − δFδQαβ , where
F =
∫ (k
4
(c− c∗)tr(Q2)− b
3
tr(Q3) +
c
4
|tr(Q2)|2 + K
2
|∇Q|2
)
dA,
with K the elastic constant for the one-constant elastic energy density, c the concentration of
active units and c∗ the critical concentration for the isotropic-nematic transition, and k > 0
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and b ∈ R are material-dependent constants. We note that the analysis of this paper holds
for all real b, but b is usually taken to be positive in the literature. In what follows, we set
K = k = 1 for simplicity of notation. The stress tensor σαβ is
σαβ = σ
r
αβ + σ
a
αβ,
with
σrαβ = −λ|Q|Hαβ +QαδHδβ −HαδQδβ, σaαβ = σ∗c2Qαβ,
where σrαβ is the elastic stress tensor due to the nematic elasticity, and σ
a
αβ is the active
contribution which describes contractile or extensile stresses exerted by the active particles
in the direction of the director field (σ∗ > 0 for the contractile case, and σ∗ < 0 for the
extensile case). The symmetric additional stress tensor is denoted by
ταβ := −(∇Q∇Q)αβ = −∂βQγδ∂αQγδ.
In the rest of this paper, we consider the case when c > 0 is a constant. We set
a =
1
2
(c− c∗), κ = σ∗c2.
Then system (2.0.1) becomes

∂tQ+ (u · ∇)Q+QΩ− ΩQ− λ|Q|D = ΓH,
∂tu+ (u · ∇)u+∇P − µ∆u = −∇ · (∇Q∇Q)− λ∇ · (|Q|H)
+∇ · (Q∆Q−∆QQ) + κ∇ ·Q,
∇ · u = 0,
(2.0.2)
with
H = ∆Q− aQ+ b(Q2 − tr(Q2)
d
Id
)− cQ tr(Q2),
the constants c > 0, Γ > 0, µ > 0, a, b, λ, κ ∈ R, and (x, t) ∈ Rd × R+.
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2.1 THE DISSIPATION PRINCIPLE AND A PRIORI ESTIMATES
In this section, by using the energy method, we derive the dissipation principle in Proposition
2.1.1 and the a priori estimates in Proposition 2.1.2 for system (2.0.2).
For the sake of convenience, we first introduce some notations. We denote Hk(O), with
k ≥ 1 integer, as the Sobolev space that consists of all functions v in L2(O) such that Dνv
is in L2(O) for every multi-index ν = (ν1, · · · , νd), 0 ≤ |ν| ≤ k, where Dν := ∂ν11 · · · ∂νdd is
the distributional derivative. The space Hk(O) is equipped with norm ‖ · ‖Hk defined by
‖v‖2Hk :=
∑
0≤|ν|≤k
‖Dνv‖2L2 .
The space H−k(O), with k ≥ 1 integer, is defined as the dual spaces of Hk0 (O), equipped
with the norm:
‖v‖H−k := sup
ϕ∈Hk0 ,‖ϕ‖Hk0≤1
|(v, ϕ)|,
where (·, ·) stands for the inner product in L2. For example, if a and b are vector functions,
then
(a, b) =
∫
O
a(x) · b(x) dx,
and if A and B are matrices, then
(A,B) =
∫
O
A : B dx
with A : B = tr(AB). We denote by Sd0 ⊂ Md×d the space of symmetric traceless Q-tensors
in d-dimension, that is,
Sd0 :=
{
Q ∈Md×d : Qαβ = Qβα, tr(Q) = 0, α, β = 1, · · · , d
}
.
We define the norm of a matrix by using the Frobenius norm denoted by
|Q| :=
√
tr(Q2) =
√
QαβQαβ.
With respect to this norm, we can define the Sobolev spaces for the Q-tensors, for example,
H1(Rd, Sd0) :=
{
Q : O → Sd0 :
∫
O
(|Q(x)|2 + |∇Q(x)|2)dx <∞} ,
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where |Q|2 := tr(Q2) and |∇Q|2 := ∂δQαβ∂δQαβ. We also denote |∆Q|2 := ∆Qαβ∆Qαβ.
Let us denote the Landau-de Gennes free energy for the nematic liquid crystals [23] by
F(Q) :=
∫
O
(
1
2
|∇Q|2 + a
2
|Q|2 − b
3
tr(Q3) +
c
4
|Q|4
)
dx. (2.1.1)
Moreover, by adding the kinetic energy to F(Q), we denote the energy of system (2.0.2) by
E(t) := F(Q) +
1
2
∫
O
|u|2dx. (2.1.2)
In this chapter, O = Rd for d = 2, 3.
Proposition 2.1.1. Let (Q, u) be a smooth solution of system (2.0.2) such that
Q ∈ L∞(0, T ;H1(Rd)) ∩ L2(0, T ;H2(Rd)) (2.1.3)
and
u ∈ L∞(0, T ;L2(Rd)) ∩ L2(0, T ;H1(Rd)) (2.1.4)
for d = 2, 3. Then, for any given T > 0, we have
d
dt
E(t) +
µ
2
∫
Rd
|∇u|2dx+ Γ
∫
Rd
tr(H2)dx ≤ C(κ, µ)
∫
Rd
|Q|2dx for any t ∈ (0, T ). (2.1.5)
Proof. We take the summation of the first equation in (2.0.2) multiplied by −H and the
second equation in (2.0.2) multiplied by u, take the trace, and then integrate by parts over
Rd to find
d
dt
∫
Rd
(1
2
|∇Q|2 + a
2
|Q|2 − b
3
tr(Q3) +
c
4
|Q|4 + 1
2
|u|2)dx+ µ‖∇u‖2L2 + Γ ∫
Rd
tr(H2)dx
= (u · ∇Q,∆Q)− (u · ∇Q, aQ− b(Q2 − tr(Q
2)
d
Id) + cQ|Q|2)− (ΩQ−QΩ,∆Q)
+ (ΩQ−QΩ, aQ− b(Q2 − tr(Q
2)
d
Id) + cQ|Q|2)− λ(|Q|D,H)
− (∇ · (∇Q∇Q), u) + λ(|Q|H,∇u) + (∇ · (Q∆Q−∆QQ), u)− κ(Q,∇u)
=
8∑
i=1
Ii − κ(Q,∇u)
≤ µ
2
‖∇u‖2L2 + C(κ, µ)‖Q‖2L2 ,
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where, in the last inequality, besides Cauchy’s inequality, we have used that I2 = 0 (since
∇ · u = 0), I3 + I8 = 0 (by Lemma A.0.5), I1 + I6 = 0, I4 = 0, and I5 + I7 = 0, as shown
below:
I1 + I6 = (u · ∇Q,∆Q)− (∇ · (∇Q∇Q), u)
=
∫
uα∂αQδγ∆Qδγdx−
∫
∂α∂βQδγ∂βQδγuαdx−
∫
∂αQδγ∂β∂βQδγuαdx
= −
∫
∂α∂βQδγ∂βQδγuαdx
= 0,
and, by the fact that Q is symmetric and Ω is skew symmetric,
I4 = (ΩQ−QΩ, aQ− b
(
Q2 − tr(Q
2)
d
Id
)
+ cQ|Q|2)
= −(ΩQ+QΩ, aQ− b(Q2 − tr(Q2)
d
Id
)
+ cQ|Q|2)
+ 2(ΩQ, aQ− b(Q2 − tr(Q2)
d
Id
)
+ cQ|Q|2)
= 0,
and
I5 + I7 = λ(|Q|H,∇u)− λ(|Q|D,H) = λ(|Q|H,∇u)− λ(|Q|H,D)
= λ(|Q|H,∇u−D) = λ(|Q|H,Ω) = 0.
Remark 2.1.1. For the passive system considered in [50], a perfect Lyapunov functional is
available. However, for the active system as analyzed here, only an energy inequality (2.1.5)
is obtained above, which is not a Lyapunov functional in general.
Based on Proposition 2.1.1 and Gronwall’s inequality (Lemma A.0.9), we have the fol-
lowing a priori estimates.
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Proposition 2.1.2. Let (Q, u) be a smooth solution of system (2.0.2) in Rd, d = 2, 3, with
smooth initial data (Q¯(x), u¯(x)). If (Q¯, u¯) ∈ H1 × L2, then, for any t > 0,
‖Q(t, ·)‖H1 ≤ C1eC2t
(‖Q¯‖2H1 + ‖u¯‖2L2), (2.1.6)
and
1
2
‖u(t, ·)‖2L2 +
µ
4
∫ t
0
‖∇u(s, ·)‖2L2ds ≤ C3
(‖Q¯‖2H1 + ‖u¯‖2L2)eC2t + C4, (2.1.7)
where constants Ci, 1 ≤ i ≤ 4, depend on (a, b, c, κ, µ, λ,Γ, Q¯, u¯).
Proof. From the energy estimate in Proposition 2.1.1 and the symmetric property of Q, we
have
d
dt
E(t) +
µ
2
‖∇u‖2L2 + Γ‖∆Q‖2L2 + a2Γ‖Q‖2L2 + c2Γ‖Q‖6L6
+ b2Γ
∫
Rd
tr((Q2 − tr(Q
2)
d
Id)
2)dx
≤ C(κ, µ)‖Q‖2L2 + 2aΓ(∆Q,Q)− 2acΓ‖Q‖4L4 − 2bΓ(∆Q,Q2)
+ 2bcΓ(Q tr(Q2), Q2) + 2abΓ(Q,Q2) + 2cΓ(∆Q,Q tr(Q2))
= C(κ, µ)‖Q‖2L2 − 2aΓ‖∇Q‖2L2 − 2acΓ‖Q‖4L4 +
4∑
i=1
Ii.
(2.1.8)
We now derive the estimates for Ii, 1 ≤ i ≤ 4. First, we have
I1 = −2bΓ(∆Q,Q2) ≤ Γ
2
‖∆Q‖2L2 + C(b2,Γ)‖Q‖4L4 . (2.1.9)
From (A.0.1), we have the following estimates for I2 and I3 by choosing an appropriate
ε > 0:
I2 = 2bcΓ(Q tr(Q2), Q2) = 2bcΓ
∫
Rd
tr(Q3)|Q|2dx
≤ 2|b|cΓ
∫
Rd
(ε
4
|Q|4 + 1
ε
|Q|2)|Q|2dx
=
c2Γ
2
‖Q‖6L6 + C(b2,Γ)‖Q‖4L4 ,
(2.1.10)
and
I3 = 2abΓ(Q,Q2) = 2abΓ
∫
Rd
tr(Q3)dx ≤ C(a, b,Γ)(‖Q‖2L2 + ‖Q‖4L4). (2.1.11)
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Moreover, we observe that
I4 = 2cΓ(∆Q,Q tr(Q2)) = 2cΓ
∫
Rd
∂γγQαβQαβtr(Q
2)dx
= −2cΓ
∫
Rd
∂γQαβ∂γQαβtr(Q
2)dx− 2cΓ
∫
Rd
∂γQαβQαβ∂γtr(Q
2)dx
= −2cΓ
∫
Rd
|∇Q|2|Q|2dx− cΓ
∫
Rd
|∇tr(Q2)|2dx ≤ 0.
(2.1.12)
Combining (2.1.8) with (2.1.9)−(2.1.12), we have
d
dt
E(t) +
µ
2
‖∇u‖2L2 +
Γ
2
‖∆Q‖2L2 +
c2Γ
2
‖Q‖6L6 + b2Γ
∫
Rd
tr((Q2 − tr(Q
2)
d
Id)
2)dx
≤ C(a2, b2, c, κ, µ,Γ)(‖∇Q‖2L2 + ‖Q‖2L2 + ‖Q‖4L4). (2.1.13)
Here we should clarify that, since the potential terms, i.e., the Q–terms without derivatives
in E(t) do not always sum to a positive quantity, (2.1.13) does not always yield the desired
estimates for Q directly. However, we can deal with this issue as follows.
Case I: a > 0 and sufficiently large. By the property of Q in (A.0.1), we have
a
2
|Q|2 − b
3
tr(Q3) +
c
4
|Q|4 ≥ a
2
|Q|2 − b
3
(
ε
4
|tr(Q2)|2 + 1
ε
tr(Q2)
)
+
c
4
|Q|4
=
(
a
2
− b
3ε
)
|Q|2 +
(
c
4
− b
12
ε
)
|Q|4.
(2.1.14)
When ε > 0 is sufficiently small and a > 0 is sufficiently large, both a
2
− b
3ε
and c
4
− b
12
ε
can be positive. As a result, we can obtain the H1–estimates of Q directly from (2.1.13) by
Gronwall’s inequality (Lemma A.0.9).
Case II: For all other a. In this case, the sum of the Q–terms without derivatives in E(t)
may be negative. Thus, we have to deal with the L2–estimates of Q separately to obtain the
H1–estimates for Q. In fact, we multiply the first equation in (2.0.2) by Q, take the trace,
and integrate over Rd by parts to obtain
1
2
d
dt
‖Q‖2L2 =− Γ‖∇Q‖2L2 − aΓ‖Q‖2L2 − cΓ‖Q‖4L4 + bΓ
∫
Rd
tr(Q3)dx+ λ(|Q|D,Q)
≤− Γ‖∇Q‖2L2 − aΓ‖Q‖2L2 − cΓ‖Q‖4L4 + C(a2, b2,Γ)
(‖Q‖2L2 + ‖Q‖4L4)
+ ε|λ|‖∇u‖2L2 + C(ε)|λ|‖Q‖4L4
≤− Γ‖∇Q‖2L2 + ε|λ|‖∇u‖2L2 + C¯
(‖Q‖2L2 + ‖Q‖4L4),
(2.1.15)
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where ε > 0 will be decided later, and C¯ = C¯(a, b, c, λ,Γ, ε). Motivated by Case I, we notice
that, for any Q ∈ Sd0 , there exists a positive, sufficiently large constant M = M(a, b, c) such
that
0 ≤ M
2
|Q|2 + c
8
|Q|4 ≤ (M + a
2
)|Q|2 − b
3
tr(Q3) +
c
4
|Q|4. (2.1.16)
Multiplying (2.1.15) by 2M , adding it to (2.1.13), and letting ε = µ
8|λ|M , we have
d
dt
(
E(t) +M‖Q‖2L2
)
+
µ
4
‖∇u‖2L2 +
Γ
2
‖∆Q‖2L2 +
c2Γ
2
‖Q‖6L6
≤ C(‖Q‖2L2 + ‖∇Q‖2L2 + ‖Q‖4L4), (2.1.17)
where C = C(a, b, c, κ, µ, λ,Γ,M).
Then the desired estimates (2.1.6)–(2.1.7) for (Q, u) follow from Gronwall’s inequality
(Lemma A.0.9).
2.2 WEAK SOLUTIONS
In this section, we prove the existence of weak solutions for system (2.0.2) with suitable
initial data for d = 2, 3.
Definition 2.2.1. (Q, u) is called a weak solution of system (2.0.2) with the initial data:
Q(0, x) = Q¯(x) ∈ H1(Rd), u(0, x) = u¯(x) ∈ L2(Rd), ∇ · u¯(x) = 0 in D′(Rd), (2.2.1)
if (Q, u) satisfies the following:
(i) Q ∈ L∞loc(R+;H1) ∩ L2loc(R+;H2) and u ∈ L∞loc(R+;L2) ∩ L2loc(R+;H1);
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(ii) For every compactly supported ϕ ∈ C∞([0,∞) × Rd;Sd0) and ψ ∈ C∞([0,∞) × Rd;Rd)
with ∇ · ψ = 0,∫ ∞
0
∫
Rd
(
Q : ∂tϕ+ Γ∆Q : ϕ+Q : (u · ∇xϕ)− (QΩ− ΩQ− λ|Q|D) : ϕ
)
dxdt
= Γ
∫ ∞
0
∫
Rd
(
aQ− b(Q2 − tr(Q2)
d
Id
)
+ cQ tr(Q2)
)
: ϕdxdt−
∫
Rd
Q¯(x) : ϕ(0, x) dx,
(2.2.2)
and∫ ∞
0
∫
Rd
(− u · ∂tψ − u · (u · ∇xψ) + µ∇u : ∇ψ>)dxdt− ∫
Rd
u¯(x) · ψ(0, x) dx
=
∫ ∞
0
∫
Rd
(
∇Q∇Q+ λ|Q|H − (Q∆Q−∆QQ)− κQ
)
: ∇ψ dxdt.
(2.2.3)
Theorem 2.2.1. There exists a weak solution (Q, u) of system (2.0.2) subject to the initial
conditions (2.2.1), for d = 2, 3, satisfying
Q ∈ L∞loc(R+;H1) ∩ L2loc(R+;H2), u ∈ L∞loc(R+;L2) ∩ L2loc(R+;H1). (2.2.4)
Before proving Theorem 2.2.1, we introduce some useful notations:
(i) Rε is the convolution operator with kernel ε
−dχ(ε−1·), where χ ∈ C∞0 is a radial positive
function such that ∫
Rd
χ(y)dy = 1.
(ii) The mollifying operator Jn, n = 1, 2, · · · , is defined by
F(Jnf)(ξ) := 1[2−n,2n](|ξ|)F(f)(ξ),
where F is the Fourier transform.
(iii) P is the Leray projector onto divergence-free vector fields, i.e.,
P : L2(Ω)→ H = {w ∈ (L2(Ω))d : ∇ ·w = 0} ,
which can be explicitly described in the Fourier domain by the tensor as
F(P(w))(ξ) =
(
Id − ξ ⊗ ξ|ξ|2
)
F(w)(ξ).
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Next we prove Theorem 2.2.1 in the following three subsections. In §2.2.1, we construct
regularized approximate solutions (Q
(n)
ε , unε ) to the approximation system (2.2.5). In §2.2.2,
similarly to Proposition 2.1.2, we obtain some a priori bounds in (2.2.7), which allow us to
obtain the convergence result (2.2.10) for (Q
(n)
ε , unε ) by the Aubin-Lions compactness lemma.
Moreover, we can pass to the limit as n goes to infinity to achieve the weak solution (Qε, uε)
of the modified system (2.2.11). In §2.2.3, by studying the ε → 0 limit of the modified
system (2.2.11), we obtain the weak solution to system (2.0.2). However, we cannot use the
previous a priori bounds in (2.2.7), since those bounds are not uniform with respect to ε.
Instead, we need to repeat a similar procedure in order to obtain the uniform bounds in
(2.2.14)–(2.2.15).
2.2.1 Regularized Approximation System
Let us consider the following approximation system for the active hydrodynamic system
(2.0.2), followed by the classical Friedrichs’ scheme, for any fixed ε > 0 and n > 0 (from now
on, solution (Q
(n)
ε , unε ) is denoted by (Q
(n), un) for simplicity of notation when no confusion
arises):
∂tQ
(n) + Jn((PJnRεun · ∇)JnQ(n))− Jn(PJn(RεΩn)JnQ(n))
+Jn(JnQ
(n)PJn(RεΩn))− λJn(|JnQ(n)|PJn(RεDn)) = ΓJnH(n),
∂tu
n + PJn((PJnRεun · ∇)PJnun)− µ∆PJnun
= −εPJnRε(∂αJnQ(n)βγ (RεJnun · ∇JnQ(n)βγ )|RεJnun · ∇JnQ(n)|)
+εP∇ · JnRε(∇JnRεun|∇JnRεun|2)
−P∇ · JnRε(∇JnQ(n) ∇JnQ(n))− λP∇ · JnRε(|JnQ(n)|JnH(n))
+P∇ · JnRε(JnQ(n)∆JnQ(n) −∆JnQ(n)JnQ(n)) + κP∇ · JnRεQ(n),
(Q(n), un)|t=0 = (JnRεQ¯, JnRεu¯),
(2.2.5)
where
H(n) = ∆Q(n) − aQ(n) + b((JnQ(n))2 − tr((JnQ(n))2)
d
Id
)− cJnQ(n)tr((JnQ(n))2).
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This approximate system can be regarded as a system of ordinary differential equations
in L2. By checking the conditions of the Cauchy-Lipschitz theorem [62], we know that it
admits a unique maximal solution (Q(n), un) ∈ C1([0, Tn);L2(Rd;Rd×d) × L2(Rd,Rd)) on
some time interval [0, Tn). By simple calculation, (PJn)2 = PJn and J2n = Jn, so that pair
(JnQ
(n),PJnun) is also a solution of (2.2.5). By uniqueness, (JnQ(n),PJnun) = (Q(n), un).
Therefore, (Q(n), un) also satisfies the following system:

∂tQ
(n) + Jn
(
Rεu
n∇Q(n))− Jn(RεΩnQ(n) −Q(n)RεΩn)− λJn(|Q(n)|RεDn) = ΓJnH¯(n),
∂tu
n + PJn(Rεun∇un)− µ∆un
= −εPJnRε
(
∂αQ
(n)
βγ (Rεu
n · ∇Q(n)βγ )|Rεun · ∇Q(n)|
)
+εP∇ · JnRε(∇Rεun|∇Rεun|2)
−P∇ · JnRε(∇Q(n) ∇Q(n))− λP∇ · JnRε(|Q(n)|JnH¯(n))
+P∇ · JnRε
(
Q(n)∆Q(n) −∆Q(n)Q(n))+ κP∇ · (JnRεQ(n)),
(Q(n), un)|t=0 = (JnRεQ¯, JnRεu¯),
(2.2.6)
where (Q(n), un) ∈ C1([0, Tn);∩∞k=1Hk) and
H¯n = ∆Q(n) − aQ(n) + b((Q(n))2 − tr((Q(n))2)
d
Id
)− cQ(n)tr((Q(n))2).
Remark 2.2.1. It is easy to see that, if Q(n) is a solution to system (2.2.5), so is (Q(n))>.
Hence, Q(n) = (Q(n))> a.e., in [0, Tn]×Rd, by the uniqueness of the solution. Moreover, from
now on, we will work with the solution of the system (2.2.6) with this symmetry property,
instead of the solution to the system (2.2.5).
2.2.2 Compactness and Convergence as n→∞ for System (2.2.6)
First, we need to derive some a priori estimates for the system (2.2.6) in the following
proposition.
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Proposition 2.2.1. The solution (Q(n), un) of the system (2.2.6) satisfies the following es-
timates, which are independent of n, for any T <∞:
sup
n
‖Rεun · ∇Q(n)‖L3(0,T ;L3) + sup
n
‖∇Rεun‖L4(0,T ;L4) ≤ C,
sup
n
‖Q(n)‖L2(0,T ;H2)∩L∞(0,T ;H1∩L4) + sup
n
‖Jn(Q(n)|Q(n)|2)‖L2(0,T ;L2) ≤ C,
sup
n
‖un‖L∞(0,T ;L2)∩L2(0,T ;H1) ≤ C,
(2.2.7)
provided the initial data (Q¯, u¯) ∈ H1 × L2. Moreover, if Q¯ ∈ Sd0 , then Q(n) ∈ Sd0 .
Proof. Similarly to the proof of Proposition 2.1.1, we sum up the first equation in (2.2.6) mul-
tiplied by −(∆Q(n)−aQ(n) + b(Q(n))2− cQ(n)tr((Q(n))2)) and the second equation multiplied
by un, take the trace, and integrate by parts over Rd to obtain
d
dt
∫
Rd
(
1
2
|∇Q(n)|2 + a
2
|Q(n)|2 − b
3
tr((Q(n))3) +
c
4
|Q(n)|4 + 1
2
|un|2
)
dx
+ µ‖∇un‖2L2 + Γ‖∆Q(n)‖2L2 + a2Γ‖Q(n)‖2L2 + 2acΓ‖Q(n)‖4L4
+ b2Γ‖Jn(Q(n))2‖2L2 + c2Γ‖Jn(Q(n)|Q(n)|2)‖2L2 + 2aΓ‖∇Q(n)‖2L2
+ ε‖Rεun · ∇Q(n)‖3L3 + ε‖∇Rεun‖4L4
= (Rεu
n∇Q(n),∆Q(n)) + (Jn(Rεun∇Q(n)), bJn(Q(n))2 − cJn(Q(n)|Q(n)|2))
− (RεΩnQ(n) −Q(n)RεΩn,∆Q(n)) + 2cΓ(∆Q(n), Q(n)|Q(n)|2) (2.2.8)
+ (Jn(RεΩ
nQ(n) −Q(n)RεΩn),−bJn(Q(n))2 + cJn(Q(n)|Q(n)|2))
− λ(|Q(n)|RεDn, Jn(∆Q(n) − aQ(n) + b(Q(n))2 − cQ(n)|Q(n)|2))
+ 2Γ(−b∆Q(n) + abQ(n) + bcJn(Q(n)|Q(n)|2), Jn(Q(n))2)
− (∇ · (∇Q(n) ∇Q(n)), Rεun) + λ(|Q(n)|JnH¯(n),∇Rεun)
+ (∇ · (Q(n)∆Q(n) −∆Q(n)Q(n)), Rεun)− κ(Q(n),∇Rεun)
+
bΓ
d
(tr((Q(n))2)Id, Jn(∆Q
(n) − aQ(n) + b(Q(n))2 − cQ(n)|Q(n)|2))
=
12∑
i=1
Ii.
By using cancellations analogous to §2.1, we have
I1 + I8 = 0, I3 + I10 = 0, I6 + I9 = 0, I4 ≤ 0.
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The remaining terms can be estimated as follows:
I2 =
(
Jn(Rεu
n∇Q(n)), bJn(Q(n))2 − cJn(Q(n)|Q(n)|2)
)
≤ ( 2
Γ
+
1
4C(b2)
)‖Rεun · ∇Q(n)‖2L2 +
c2Γ
8
‖Jn(Q(n)|Q(n)|2)‖2L2 + C(b2)‖Q(n)‖4L4
≤ ε
2
‖Rεun · ∇Q(n)‖3L3 + C(b2, ε,Γ)‖Rεun · ∇Q(n)‖L1
+
c2Γ
8
‖Jn(Q(n)|Q(n)|2)‖2L2 + C(b2)‖Q(n)‖4L4
≤ ε
2
‖Rεun · ∇Q(n)‖3L3 + C(b2, ε,Γ)
(‖un‖2L2 + ‖∇Q(n)‖2L2)
+
c2Γ
8
‖Jn(Q(n)|Q(n)|2)‖2L2 + C(b2)‖Q(n)‖4L4 ,
I5 =
(
Jn(RεΩ
nQ(n) −Q(n)RεΩn),−bJn(Q(n))2 + cJn(Q(n)|Q(n)|2)
)
≤ ( 4
Γ
+
1
2C(b2)
)‖RεΩnQ(n)‖2L2 + Γc28 ‖Jn(Q(n)|Q(n)|2)‖2L2 + C(b2)‖Q(n)‖4L4
≤ ε
2
‖∇Rεun‖4L4 + C(b2,Γ, ε)‖Q(n)‖4L4 +
Γc2
8
‖Jn(Q(n)|Q(n)|2)‖2L2 ,
I7 = 2Γ
(− b∆Q(n) + abQ(n) + bcJn(Q(n)|Q(n)|2), Jn(Q(n))2)
≤ Γ
4
‖∆Q(n)‖2L2 +
c2Γ
8
‖Jn(Q(n)|Q(n)|2)‖2L2 + C(a2, b2,Γ)
(‖Q(n)‖2L2 + ‖Q(n)‖4L4),
I11 = −κ(Q(n),∇Rεun) ≤ µ
4
‖∇Rεun‖2L2 + C(κ2, µ)‖Q(n)‖2L2
≤ µ
4
‖∇un‖2L2 + C(κ2, µ)‖Q(n)‖2L2 ,
I12 = bΓ
d
(tr((Q(n))2)Id, Jn(∆Q
(n) − aQ(n) + b(Q(n))2 − cQ(n)|Q(n)|2))
≤ Γ
4
‖∆Q(n)‖2L2 +
c2Γ
8
‖Jn(Q(n)|Q(n)|2)‖2L2 + C‖Q(n)‖2L2 + C‖Q(n)‖4L4 .
Substituting all the above estimates into (2.2.8), we have
d
dt
En(t) +
3µ
4
‖∇un‖2L2 +
Γ
2
‖∆Q(n)‖2L2 +
c2Γ
2
‖Jn(Q(n)|Q(n)|2)‖2L2
+
ε
2
‖Rεun · ∇Q(n)‖3L3 +
ε
2
‖∇Rεun‖4L4
≤ C (‖Q(n)‖2L2 + ‖Q(n)‖4L4 + ‖un‖2L2 + ‖∇Q(n)‖2L2) ,
(2.2.9)
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where C depends on a, b, c, κ,Γ, µ, and ε, and
En(t) =
∫
Rd
(
1
2
|∇Q(n)|2 + a
2
|Q(n)|2 − b
3
tr((Q(n))3) +
c
4
|Q(n)|4 + 1
2
|un|2
)
dx.
Again, by the same reasoning as in Proposition 2.1.2, En(t) may be negative. We also
need to estimate the L2–norm of the Q-tensor separately in order to obtain the desired H1–
estimates for Q. Multiplying the first equation in system (2.2.6) by Q(n), taking the trace,
integrating over Rd by parts, multiplying the result by 2M (M > 0 is sufficiently large), and
adding it to (2.2.9), we have
d
dt
(En(t) +M‖Q(n)‖2L2) +
µ
2
‖∇un‖2L2 +
Γ
2
‖∆Q(n)‖2L2
+
c2Γ
2
‖Jn(Q(n)|Q(n)|2)‖2L2 +
ε
2
‖Rεun · ∇Q(n)‖3L3 +
ε
2
‖∇Rεun‖4L4
≤ C(‖Q(n)‖2L2 + ‖Q(n)‖4L4 + ‖un‖2L2 + ‖∇Q(n)‖2L2),
where C = C(a, b, c, κ, λ,Γ, ε, µ,M) is a constant, independent of n.
From the above estimate, along with Gronwall’s inequality (Lemma A.0.9), we can con-
clude the a priori bounds in (2.2.7), which are independent of n, for any T <∞.
In order to prove that Q(n) ∈ Sd0 , besides the symmetry property mentioned in Remark
2.2.1, it remains to show tr(Q(n)) = 0. We take the trace on both sides of the first equation
in system (2.2.6) and use Q(n) = (Q(n))>, (Ωn)> = −Ωn, and tr(Dn) = div(un) = 0 to obtain
the following initial value problem:∂ttr(Q
(n)) + Jn
(
Rεu
n · ∇tr(Q(n))) = ΓJn(∆tr(Q(n))− a tr(Q(n))− c tr(Q(n))tr(Q(n))2),
tr(Q(n))|t=0 = JnRεtr(Q¯) = 0.
Multiplying the above equation by tr(Q(n)), integrating by parts over Rd, and using JnQ(n) =
Q(n) and the uniform bounds of Q(n) in (2.2.7), we have
d
dt
‖tr(Q(n))‖2L2 + Γ‖∇tr(Q(n))‖2L2 = −aΓ‖tr(Q(n))‖2L2 − cΓ
∫
Rd
|tr(Q(n))|2|Q(n)|2dx
≤ −aΓ‖tr(Q(n))‖2L2 + C‖Q(n)‖2L6‖tr(Q(n))‖L6‖tr(Q(n))‖L2
≤ −aΓ‖tr(Q(n))‖2L2 + C‖Q(n)‖2H1‖∇tr(Q(n))‖
d
3
L2‖tr(Q(n))‖
2− d
3
L2
≤ Γ
2
‖∇tr(Q(n))‖2L2 + C‖tr(Q(n))‖2L2 ,
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thus,
d
dt
‖tr(Q(n))‖2L2 ≤ C‖tr(Q(n))‖2L2 ,
where we have used the Sobolev imbedding, the Gagliardo-Nirenberg interpolation inequality
in Lemma A.0.7 and the Cauchy inequality. Hence, we conclude that tr(Q(n)) = 0 by the
initial condition.
Then we can conclude from the uniform estimates in (2.2.7) that Tn = ∞. In addition,
by using system (2.2.6) and the above estimates, we can compute the bounds for ∂t(Q
(n), un)
in some L1(0, T ;H−N) for large enough N . Then, by the classical Aubin-Lions compactness
lemma (Lemma A.0.6), we conclude that, subject to a subsequence,
Q(n) ⇀ Q in L2(0, T ;H2), Q(n) → Q in L2(0, T ;H2−δloc ) for any δ ∈ (0, 2 +N),
Q(n)(t) ⇀ Q(t) in H1 for any t ∈ R+,
Q(n) ⇀ Q in Lp(0, T ;H1), Q(n) → Q in Lp(0, T ;H1−δloc ) for any δ ∈ (0, 1 +N), p ∈ [2,∞],
un ⇀ u in L2(0, T ;H1), un → u in L2(0, T ;H1−δloc ) for any δ ∈ (0, 1 +N),
un(t) ⇀ u(t) in L2 for any t ∈ R+.
(2.2.10)
As a result, we can pass to the limit as n goes to infinity to obtain a weak solution (Qε, uε) of
the following modified system (for simplicity, we denote (Qε, uε) by (Q, u) when no confusion
arises):
∂tQ+Rεu · ∇Q+QRεΩ−RεΩQ− λ|Q|RεD = ΓH,
∂tu+ P(Rεu · ∇u)− µ∆u
= −εPRε(∂αQβγ(Rεu · ∇Qβγ)|Rεu · ∇Q|) + εP∇ ·Rε(∇Rεu|∇Rεu|2)
−P∇ ·Rε(∇Q∇Q)− λ∇ · PRε(|Q|H) + P∇ ·Rε(Q∆Q−∆QQ)
+κP∇ ·RεQ,
(Q, u)|t=0 = (RεQ¯, Rεu¯),
(2.2.11)
such that
Qε ∈ L∞loc(R+;H1) ∩ L2loc(R+;H2), uε ∈ L∞loc(R+;L2) ∩ L2loc(R+;H1). (2.2.12)
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Remark 2.2.2. This modified system is obtained by mollifying the coefficients of the Q-tensor
equation and the forcing terms of the velocity equation, and by adding the extra terms given
by −ε∂αQβγ(u ·∇Qβγ)|u ·∇Q| and ε∇· (∇u|∇u|2) to the velocity equation. These two terms
are needed to estimate some bad terms which do not disappear in the energy estimates.
Moreover, we would like to mention that the above procedure for obtaining the solution
to system (2.2.11) follows from the classical Friedrichs’ scheme. We also point out that
the solutions to (2.2.11) are smooth, because we can bootstrap the regularity improvement
provided by the linear heat equation to obtain the smooth regularity of Q, and bootstrap
the regularity improvement provided by the linear advection equation to obtain the smooth
regularity of u.
2.2.3 Compactness and Convergence as ε→ 0 for System (2.2.11)
In this subsection, we show that, by passing to the ε → 0 limit in system (2.2.11), we can
obtain a weak solution of the system (2.0.2). In order to do so, we need to achieve some
uniform bounds for solution (Qε, uε). Although, as a limit of (Q
(n)
ε , unε ), (Qε, uε) still satisfies
the a priori bounds in (2.2.7), we cannot apply these bounds in this step because they are
not uniform with respect to ε. Therefore, we need to find new a priori bounds for the system
(2.2.11). For simplicity of notation, we denote (Qε, uε) by (Q, u) when no confusion arises
below.
Applying the same procedure as in §2.1, that is, multiplying the first equation in (2.2.11)
by −H + 2MQ (with M a sufficiently large positive constant), taking the trace, integrating
by parts over Rd, and adding this to the second equation in (2.2.11) multiplied by u and
integrated by parts over Rd, with the analogous cancellations as in §2.1, we have
d
dt
∫
Rd
(
1
2
|∇Q|2 + (a
2
+M)|Q|2 − b
3
tr(Q3) +
c
4
|Q|4 + 1
2
|u|2
)
dx
+
µ
2
‖∇u‖2L2 +
Γ
2
‖∆Q‖2L2 +
c2Γ
2
‖Q‖6L6 + ε‖Rεu · ∇Q‖3L3 + ε‖∇Rεu‖4L4
≤ C(‖Q‖2L2 + ‖∇Q‖2L2 + ‖Q‖4L4),
(2.2.13)
where C = C(a, b, c, κ, µ, λ,Γ,M) is independent of ε. Then, by Gronwall’s inequality
(Lemma A.0.9), we have the following a priori bounds, independent of ε, such that, for
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any T <∞,
sup
ε
‖Qε‖L2(0,T ;H2)∩L∞(0,T ;H1∩L4)∩L6(0,T ;L6) + sup
ε
‖uε‖L∞(0,T ;L2)∩L2(0,T ;H1) ≤ C. (2.2.14)
Moreover, for any ε > 0, we have
ε‖Rεu · ∇Q‖3L3(0,T ;L3) + ε‖∇Rεu‖4L4(0,T ;L4) ≤ C, (2.2.15)
with constant C independent of ε. In addition, since (Qε, uε) satisfies system (2.2.11), along
with (2.2.14)–(2.2.15), we can obtain bounds for ∂t(Qε, uε) in L
1(0, T ;H−2). In order to do
this, we need to estimate the H−2-norm of each of the other terms in system (2.2.11), aside
from (∂tQε, ∂tuε). Since the estimates are similar to each other, we just show some tricky
ones in the following:
‖λ|Q|RεD‖H−2 = sup
ϕ∈Sd0 ,‖ϕ‖H20≤1
(λ|Q|RεD,ϕ) ≤ C‖∇u‖L2‖Q‖L2‖ϕ‖L∞
≤ C‖∇u‖L2‖Q‖L2‖ϕ‖H20 ≤ C‖∇u‖L2‖Q‖L2 ,
‖εP∇ ·Rε(∇Rεu|∇Rεu|2)‖H−2 = sup
‖ψ‖
H20
≤1,div(ψ)=0
(εP∇ ·Rε(∇Rεu|∇Rεu|2), ψ)
= sup
‖ψ‖
H20
≤1,div(ψ)=0
(ε∇Rεu|∇Rεu|2, Rε∇ψ) ≤ Cε‖∇Rεu‖L2‖∇Rεu‖2L4
≤ Cε‖∇u‖L2‖∇Rεu‖2L4 ,
‖λ∇ · PRε(|Q|H)‖H−2 = sup
‖ψ‖
H20
≤1,div(ψ)=0
(λ∇ · PRε(|Q|H), ψ)
= sup
‖ψ‖
H20
≤1,div(ψ)=0
(λ|Q|(∆Q− aQ+ b(Q2 − tr(Q
2)
d
Id)− cQ tr(Q2)), Rε∇ψ)
≤ C‖Q‖L2
(‖∆Q‖L2 + ‖Q‖L2 + ‖Q‖2L4 + ‖Q‖3L6),
and
‖κP∇ ·RεQ‖H−2 = sup
‖ψ‖
H20
≤1,div(ψ)=0
(κP∇ ·RεQ,ψ) ≤ C‖Q‖L2 .
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By the Sobolev interpolation inequality (Lemma A.0.7), one has
‖∇Q‖L3 ≤ C‖D2Q‖
1
2
L2‖Q‖
1
2
L6 . (2.2.16)
From the above inequality, we have
‖εPRε(∂αQβγ(Rεu · ∇Qβγ)|Rεu · ∇Q|)‖H−2
= sup
‖ψ‖
H20
≤1,div(ψ)=0
(εPRε(∂αQβγ(Rεu · ∇Qβγ)|Rεu · ∇Q|), ψ)
= sup
‖ψ‖
H20
≤1,div(ψ)=0
(ε∂αQβγ(Rεu · ∇Qβγ)|Rεu · ∇Q|, Rεψ)
≤ Cε‖∇Q‖L3‖Rεu · ∇Q‖2L3‖ψ‖L∞
≤ Cε‖D2Q‖
1
2
L2‖Q‖
1
2
L6‖Rεu · ∇Q‖2L3‖ψ‖L∞
≤ Cε(‖Rεu · ∇Q‖3L3 + ‖D2Q‖2L2 + ‖Q‖6L6).
From all the above estimates, together with the uniform bounds (2.2.14)–(2.2.15), we can
conclude that (∂tuε, ∂tQε) ∈ L1(0, T ;H−2). Then, by the classical Aubin-Lions compactness
lemma (Lemma A.0.6), we know that there exist Q ∈ L∞loc(R+;H1) ∩ L2loc(R+;H2) and
u ∈ L∞loc(R+;L2) ∩ L2loc(R+;H1) such that, subject to a subsequence, we have
Qε ⇀ Q in L
2(0, T ;H2), Qε → Q in L2(0, T ;H2−δloc ) for any δ ∈ (0, 4),
Qε(t) ⇀ Q(t) in H
1 for any t ∈ R+,
Qε ⇀ Q in L
p(0, T ;H1), Qε → Q in Lp(0, T ;H1−δloc ) for any δ ∈ (0, 3), p ∈ [2,∞),
uε ⇀ u in L
2(0, T ;H1) and uε → u in L2(0, T ;H1−δloc ) for any δ ∈ (0, 3),
uε(t) ⇀ u(t) in L
2 for any t ∈ R+.
(2.2.17)
With the above result, we can pass to the limit in the weak solution (Qε, uε) of system
(2.2.11), as ε→ 0, to obtain a weak solution (Q, u) of system (2.0.2) satisfying (2.2.2)–(2.2.3).
In the following, we focus on some terms that are not so easy to deal with.
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First, we observe that
∂β(Qε)γδRε(∂βψα)− ∂βQγδ∂βψα
= ∂β(Qε)γδ
(
Rε(∂βψα)− ∂βψα
)
+
(
∂β(Qε)γδ − ∂βQγδ
)
∂βψα
= I1ε + I2ε
(2.2.18)
converges to zero strongly in L2(0, T ;L2). This is owing to the fact that I1ε converges to zero
strongly in L2(0, T ;L2), since Rε(∂βψα)−∂βψα converges strongly to zero in any Lp(0, T ;Lq)
(ψ is compactly supported and smooth) and Qε is uniformly bounded in L
∞(0, T ;H1), and
the fact that I2ε converges to zero strongly in L2(0, T ;L2), since Qε converges to Q strongly
in L2(0, T ;H2−δloc ) and ψ is compactly supported and smooth.
Combining the above facts with the weak convergence of Qε in L
2(0, T ;H2) in (2.2.17) yields
∫ ∞
0
∫
Rd
Rε
(
∂α(Qε)γδ∂β(Qε)γδ
)
∂βψαdxdt =
∫ ∞
0
∫
Rd
∂α(Qε)γδ∂β(Qε)γδRε∂βψαdxdt
→
∫ ∞
0
∫
Rd
∂αQγδ∂βQγδ∂βψαdxdt.
Moreover, from the strong convergence of Qε in L
p(0, T ;H1−δloc ) for p ∈ [1,∞) in (2.2.17)
and the uniform bound of Qε in L
6(0, T ;L6) in (2.2.14), we have
|Qε|3Qε → |Q|3Q, |Qε|Q2ε → |Q|Q2 in L1(0, T ;L1loc).
As a result, we have the following convergence:
λ
∫ ∞
0
∫
Rd
Rε(|Qε|Hε) : ∇ψ dxdt = λ
∫ ∞
0
∫
Rd
|Qε|Hε : Rε∇ψ dxdt
= λ
∫ ∞
0
∫
Rd
|Qε|
(
∆Qε − aQε + b
(
Q2ε +
tr((Qε)
2)
d
Id
)− cQεtr((Qε)2)) : Rε∇ψ dxdt
(2.2.19)
→ λ
∫ ∞
0
∫
Rd
|Q|H : ∇ψ dxdt.
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Finally, from the uniform bounds of ε‖Rεu ·∇Q‖3L3 in (2.2.15), along with (2.2.16), we have
ε
∫ ∞
0
∫
Rd
Rε
(|Rεu · ∇Q|(Rεu · ∇Qβγ)∂αQβγ)ψα dxdt
= ε
∫ T
0
∫
Rd
(|Rεu · ∇Q|(Rεu · ∇Qβγ)∂αQβγ)Rεψα dxdt
≤ ε
∫ T
0
‖Rεu · ∇Q‖2L3‖∇Q‖L3‖Rεψ‖L∞dt
≤ Cε
∫ T
0
‖Rεu · ∇Q‖2L3‖D2Q‖
1
2
L2‖Q‖
1
2
L6dt
≤ Cε‖Rεu · ∇Q‖2L3(0,T ;L3)‖Q‖
1
2
L6(0,T ;L6)‖Q‖
1
2
L2(0,T ;H2)
→ 0.
(2.2.20)
Similarly to the above estimate, by using the uniform bound of ε‖∇Rεu‖4L4 in (2.2.15), we
also conclude that ε
∫
Rε
(∇Rεu|∇Rεu|2) : ∇ψ dxdt→ 0 as ε→ 0.
Then the proof of Theorem 2.2.1 is completed.
We remark that, in the proof above, because of the active terms in our system (2.0.2),
in order to obtain the convergence of the approximate solutions, we need to establish a
higher integrability of Q in time and use the Sobolev interpolation inequalities to achieve
the uniform H−2–estimates for the extra terms added to the approximate system, which is
different from the passive case treated in [50].
2.3 HIGHER REGULARITY IN TWO DIMENSIONS
In this section, we prove that, in the two-dimensional case, system (2.0.2) has solutions
with higher regularity, provided with sufficiently regular initial data. The result is stated
in Theorem 2.3.1. We mention that we use the Littlewood-Paley decomposition to help us
improve the regularity of the solution. Of course, we can also obtain the higher regularity
by differentiating the equations k ≥ 1 times in system (2.0.2). However, this requires the
initial data (Q¯, u¯) to be at least in H2 × H1, rather than in Hs+1 × Hs for s > 0 in the
Littlewood-Paley method.
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Remark 2.3.1. For any traceless, symmetric, 2× 2 matrix Q,
Q2 − tr(Q
2)
2
I2 = 0,
which means that H reduces to a simpler form
H = ∆Q− aQ− cQ tr(Q2) for x ∈ R2.
Theorem 2.3.1. Let s > 0 and (Q¯, u¯) ∈ Hs+1(R2)×Hs(R2). There exists a global solution
(Q(t, x), u(t, x)) to system (2.0.2) with the initial conditions:
Q(0, x) = Q¯(x), u(0, x) = u¯(x) (2.3.1)
such that
Q ∈ L2loc(R+;Hs+2(R2)) ∩ L∞loc(R+;Hs+1(R2)),
u ∈ L2loc(R+;Hs+1(R2)) ∩ L∞loc(R+;Hs(R2)),
and
‖∇Q(t, ·)‖2Hs + ‖u(t, ·)‖2Hs ≤ Cee
Ct
, (2.3.2)
where constant C depends on Q¯, u¯, a, b, c, and Γ.
To prove this theorem, we restrict ourselves to system (2.0.2) in two spatial dimensions
and give the a priori estimates for the smooth solutions of this system. Of course, the same
estimates independent of ε can also be obtained, if we use the modified system (2.2.11), whose
solutions are smooth as we mentioned in Remark 2.2.2. Moreover, we use the Littlewood-
Paley decomposition to obtain the a priori estimates of the solution. Firstly, we apply
∆q (see Appendix A for the notations), with q ∈ N, to the equations in system (2.0.2) to
obtain the estimates of high frequencies of the solution. Secondly, by applying S0 to this
system, we obtain the estimates of low frequencies. Finally, we achieve the high regularity
of the solution by combining the high and low frequencies together and by using Gronwall’s
inequalities (Lemma A.0.9).
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Proof. We begin with the estimates of high frequencies. Applying ∆q to the first equation
in (2.0.2), using Bony’s paraproduct decomposition, multiplying the equation by −∆∆qQ,
taking the trace, and integrating by parts over R2, we have
1
2
d
dt
‖∇∆qQ‖2L2 + Γ‖∆∆qQ‖2L2 + (∆qΩSq−1Q− Sq−1Q∆qΩ,∆∆qQ)
= (∆q(u∇Q),∆∆qQ)−
∑
|q′−q|≤5
([∆q;Sq′−1Qγβ]∆q′Ωαγ,∆∆qQαβ)
−
∑
|q′−q|≤5
((Sq′−1Qγβ − Sq−1Qγβ)∆q∆q′Ωαγ,∆∆qQαβ)
−
∑
q′>q−5
(∆q(Sq′+2Ωαγ∆q′Qγβ),∆∆qQαβ) (2.3.3)
+
∑
|q′−q|≤5
([∆q;Sq′−1Qαγ]∆q′Ωγβ,∆∆qQαβ)
+
∑
|q′−q|≤5
((Sq′−1Qαγ − Sq−1Qαγ)∆q∆q′Ωγβ,∆∆qQαβ)
+
∑
q′>q−5
(∆q(Sq′+2Ωγβ∆q′Qαγ),∆∆qQαβ)
− λ(∆q(|Q|D),∆∆qQ) + Γa(∆qQ,∆∆qQ) + Γc(∆q(Qtr(Q2)),∆∆qQ)
=
10∑
i=1
Ii.
Similarly, we can apply ∆q to the second equation in (2.0.2), use Bony’s paraproduct de-
composition again, multiply the equation by ∆qu, and integrate by parts over R2 to obtain
1
2
d
dt
‖∆qu‖2L2 + µ‖∇∆qu‖2L2 + (Sq−1Q∆q∆Q−∆q∆QSq−1Q,∆q∇u)
=− (∆q(u · ∇u),∆qu) + (∆q(∂αQγδ∂βQγδ),∆q∂βuα)
−
∑
|q′−q|≤5
([∆q;Sq′−1Qαγ]∆q′∆Qγβ,∆q∂βuα)
−
∑
|q′−q|≤5
((Sq′−1Qαγ − Sq−1Qαγ)∆q∆q′∆Qγβ,∆q∂βuα)
−
∑
q′>q−5
(∆q(Sq′+2∆Qγβ∆q′Qαγ),∆q∂βuα) (2.3.4)
+
∑
|q′−q|≤5
([∆q;Sq′−1Qγβ]∆q′∆Qαγ,∆q∂βuα)
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+
∑
|q′−q|≤5
((Sq′−1Qγβ − Sq−1Qγβ)∆q∆q′∆Qαγ,∆q∂βuα)
+
∑
q′>q−5
(∆q(Sq′+2∆Qαγ∆q′Qγβ),∆q∂βuα) + λ(∆q(|Q|∆Q),∇∆qu)
− aλ(∆q(|Q|Q),∇∆qu)− cλ(∆q(|Q|Q tr(Q2)),∇∆qu)− κ(∆qQ,∇∆qu)
=
12∑
j=1
Jj.
Adding up (2.3.3)–(2.3.4) and using Lemma A.0.5, we have
1
2
d
dt
(‖∇∆qQ‖2L2 + ‖∆qu‖2L2)+ µ‖∇∆qu‖2L2 + Γ‖∆∆qQ‖2L2 = 10∑
i=1
Ii +
12∑
j=1
Jj. (2.3.5)
Set
ϕ(t) := ‖∇Q‖2Hs + ‖u‖2Hs , ϕ1(t) := ‖S0∇Q‖2L2 + ‖S0u‖2L2 , ϕ2(t) := ϕ(t)− ϕ1(t),
with ϕ1 and ϕ2 representing the low-frequency part and high-frequency part of ϕ, respec-
tively. Then (2.3.5) leads to the following estimate (see Appendix B for the details):
1
2
d
dt
ϕ2(t) +
∑
q∈N
22qs
(
µ‖∆q∇u‖2L2 + Γ‖∆q∆Q‖2L2
)
≤C(1 + ‖u‖2L2‖∇u‖2L2 + ‖∇Q‖2L2‖∆Q‖2L2 + ‖Q‖2L2 + ‖Q‖4L4 + ‖Q‖6L6)ϕ(t)
+
Γ
4
‖∆Q‖2Hs +
µ
4
‖∇u‖2Hs .
(2.3.6)
Next, we estimate the low frequencies. Applying S0 to the first equation in (2.0.2),
multiplying by −S0∆Q, taking the trace, and integrating by parts over R2, we have
1
2
d
dt
‖∇S0Q‖2L2 + Γ‖S0∆Q‖2L2
= (S0(u · ∇Q), S0∆Q) + (S0(QΩ− ΩQ), S0∆Q)
− λ(S0(|Q|Ω), S0∆Q) + aΓ(S0Q,S0∆Q) + cΓ(S0(Qtr(Q2)), S0∆Q)
≤ C‖u‖L4‖∇Q‖L4‖S0∆Q‖L2 + ‖S0(QΩ− ΩQ)‖L2‖S0∆Q‖L2
+ C‖S0(|Q|Ω)‖L2‖S0∆Q‖L2 + C‖S0∇Q‖2L2 + C‖Q‖3L6‖S0∆Q‖L2
≤ C‖u‖
1
2
L2‖∇u‖
1
2
L2‖∇Q‖
1
2
L2‖∆Q‖
1
2
L2‖S0∆Q‖L2 + ‖S0(QΩ− ΩQ)‖L1‖S0∆Q‖L2 (2.3.7)
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+ C‖S0(|Q|Ω)‖L1‖S0∆Q‖L2 + C‖S0∇Q‖2L2 + C‖Q‖3L6‖S0∆Q‖L2
≤ C‖u‖
1
2
L2‖∇u‖
1
2
L2‖∇Q‖
1
2
L2‖∆Q‖
1
2
L2‖S0∆Q‖L2 + C‖Q‖L2‖∇u‖L2‖S0∆Q‖L2
+ C‖S0∇Q‖2L2 + C‖Q‖3L6‖S0∆Q‖L2
≤ Γ
4
‖S0∆Q‖2L2 + C‖∇Q‖2Hs + C‖u‖2L2‖∇u‖2L2 + C‖∇Q‖2L2‖∆Q‖2L2
+ C‖Q‖2L2‖∇u‖2L2 + C‖Q‖6L6 .
Then we apply S0 to the second equation in (2.0.2), multiply by S0u, and integrate by parts
over R2 to obtain
1
2
d
dt
‖S0u‖2L2 + µ‖S0∇u‖2L2
= −(S0(u · ∇u), S0u) + (S0(∇Q∇Q), S0∇u)− (S0∇ · (Q∆Q−∆QQ), S0u)
− λ(S0∇ · (|Q|(∆Q− aQ− cQ tr(Q2))), S0u) + κ(S0∇ ·Q,S0u)
≤ ‖S0(u · ∇u)‖L2‖S0u‖L2 + ‖S0(∇Q∇Q)‖L2‖S0∇u‖L2
+ |λ|‖S0(|Q|(∆Q− aQ− cQ tr(Q2)))‖L2‖S0∇u‖L2
+ ‖S0(Q∆Q−∆QQ)‖L2‖S0∇u‖L2 + |κ|‖S0∇ ·Q‖L2‖S0u‖L2
≤ C‖S0(u · ∇u)‖L1‖S0u‖L2 + C‖S0(∇Q∇Q)‖L1‖S0∇u‖L2 (2.3.8)
+ C‖S0(|Q|(∆Q− aQ− cQ tr(Q2)))‖L1‖S0∇u‖L2
+ C‖S0(Q∆Q−∆QQ)‖L1‖S0∇u‖L2 + C‖S0∇ ·Q‖L2‖S0u‖L2
≤ C‖u‖L2‖∇u‖L2‖S0u‖L2 + C‖∇Q‖2L2‖S0∇u‖L2
+ C
(‖Q‖L2‖∆Q‖L2 + ‖Q‖2L2 + ‖Q‖4L4)‖S0∇u‖L2 + C‖S0∇Q‖L2‖S0u‖L2
≤ µ
4
‖S0∇u‖2L2 + C‖u‖2Hs + C‖∇Q‖2Hs + C‖u‖2L2‖∇u‖2L2 + C‖∇Q‖4L2
+ C
(‖Q‖2L2‖∆Q‖2L2 + ‖Q‖4L2 + ‖Q‖8L4).
We add (2.3.7)–(2.3.8) to obtain
1
2
d
dt
ϕ1(t) +
3µ
4
‖S0∇u‖2L2 +
3Γ
4
‖S0∆Q‖2L2
≤ Cϕ(t) + C‖u‖2L2‖∇u‖2L2 + C‖∇Q‖2L2‖∆Q‖2L2 + C‖Q‖2L2‖∇u‖2L2
+ C‖Q‖2L2‖∆Q‖2L2 + C
(‖Q‖4L2 + ‖Q‖8L4 + ‖Q‖6L6 + ‖∇Q‖4L2).
(2.3.9)
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Finally, we derive the estimates of the high norms. Adding (2.3.6) and (2.3.9), we have
d
dt
ϕ(t) +
µ
2
‖∇u‖2Hs +
Γ
2
‖∆Q‖2Hs ≤ A(t)ϕ(t) +B(t), (2.3.10)
with
A(t) =C
(
1 + ‖u‖2L2‖∇u‖2L2 + ‖∇Q‖2L2‖∆Q‖2L2 + ‖Q‖2L2 + ‖Q‖4L4 + ‖Q‖6L6
)
,
B(t) =C‖u‖2L2‖∇u‖2L2 + C‖∇Q‖2L2‖∆Q‖2L2 + C‖Q‖2L2‖∇u‖2L2
+ C‖Q‖2L2‖∆Q‖2L2 + C
(‖Q‖4L2 + ‖Q‖8L4 + ‖Q‖6L6 + ‖∇Q‖4L2).
From the a priori estimates in Proposition 2.1.2, we know that both A(t) and B(t) belong to
L1(0, T ) and increase exponentially in time. Then, by Gronwall’s inequality (Lemma A.0.9),
we can conclude that ϕ(t) increases double exponentially in time as stated in (2.3.2).
2.4 WEAK-STRONG UNIQUENESS IN DIMENSION TWO
In this section, we prove that a global weak solution and a strong one must coincide, provided
that they have the same initial data (Q¯, u¯) ∈ Hs+1(R2) × Hs(R2) for s > 0. The result is
stated in the following theorem.
Theorem 2.4.1. Let (Q¯, u¯) ∈ Hs+1(R2) × Hs(R2), with s > 0, be the initial data. By
Theorem 2.2.1, there exists a weak solution (Q1, u1) of system (2.0.2) such that
Q1 ∈ L∞loc(R+;H1) ∩ L2loc(R+;H2), u1 ∈ L∞loc(R+;L2) ∩ L2loc(R+;H1). (2.4.1)
Theorem 2.3.1 gives the existence of a strong solution (Q2, u2) such that
Q2 ∈ L∞loc(R+;Hs+1) ∩ L2loc(R+;Hs+2), u2 ∈ L∞loc(R+;Hs) ∩ L2loc(R+;Hs+1). (2.4.2)
Then (Q1, u1) = (Q2, u2).
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Proof. Denote δQ := Q1−Q2 and δu := u1−u2. Then (δQ, δu) satisfies the following system:

∂tδQ+ δu · ∇δQ− δΩδQ+ δQδΩ + δu · ∇Q2 + u2 · ∇δQ+Q2δΩ + δQΩ2
−δΩQ2 − Ω2δQ
= λ|Q1|δD + λ(|Q1| − |Q2|)D2
+Γ
(
∆δQ− aδQ− c(δQtr(Q21) +Q2tr(Q1δQ+ δQQ2))
)
,
∂tδu+ P(δu · ∇δu)
= µ∆δu− P(∇ · (∇δQ∇δQ))
+P(∇ · (δQ∆δQ−∆δQδQ))− P(u2 · ∇δu+ δu · ∇u2)
+P(∇ · (δQ∆Q2 +Q2∆δQ−∆δQQ2 −∆Q2δQ))
−P(∇ · (∇δQ∇Q2 +∇Q2 ∇δQ))− λP(∇ · (|Q1|(∆δQ− aδQ)))
−λP(∇ · (|Q1| − |Q2|)(∆Q2 − aQ2)) + λcP
(∇ · (|Q1|δQtr(Q21)))
+λcP(∇ · (|Q1|Q2tr(Q1δQ+ δQQ2)))
+λcP(∇ · ((|Q1| − |Q2|)Q2tr(Q22)))+ κP(∇ · δQ).
(2.4.3)
Similarly to the proof of Proposition 2.1.1, we multiply the first equation in (2.4.3) by
−∆δQ+ δQ, take the trace, and integrate by parts over R2 to obtain
1
2
d
dt
(‖∇δQ‖2L2 + ‖δQ‖2L2)− (δu · ∇δQ,∆δQ)− (δQδΩ− δΩδQ,∆δQ)
− (δu · ∇Q2 + u2 · ∇δQ+ δQΩ2 − Ω2δQ,∆δQ) + (δu · ∇Q2, δQ)
− (Q2δΩ− δΩQ2,∆δQ) + (Q2δΩ− δΩQ2, δQ)
= −Γ‖∆δQ‖2L2 − Γ‖∇δQ‖2L2 − aΓ‖∇δQ‖2L2 − aΓ‖δQ‖2L2
+ λ(|Q1|δD + (|Q1| − |Q2|)D2,−∆δQ+ δQ) + cΓ(δQtr(Q21),∆δQ)
+ cΓ(Q2tr(Q1δQ+ δQQ2),∆δQ)− cΓ(δQ|Q1|2, δQ)
− cΓ(Q2tr(Q1δQ+ δQQ2), δQ).
(2.4.4)
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Multiplying the second equation in (2.4.3) by δu and integrating by parts over R2 yields
1
2
d
dt
‖δu‖2L2 + µ‖∇δu‖2L2
=− (∇ · (∇δQ∇δQ), δu)− (δQ∆δQ−∆δQδQ,∇δu>)
− (u2 · ∇δu+ δu · ∇u2, δu)− (Q2∆δQ−∆δQQ2,∇δu>)
− (δQ∆Q2 −∆Q2δQ,∇δu>) + (∇δQ∇Q2 +∇Q2 ∇δQ,∇δu>)
+ λ(|Q1|∆δQ,∇δu)− aλ(|Q1|δQ1,∇δu) + λ((|Q1| − |Q2|)(∆Q2 − aQ2),∇δu)
− cλ(|Q1|δQ tr(Q21),∇δu)− cλ
(|Q1|Q2 tr(Q1δQ+ δQQ2),∇δu)
− cλ((|Q1| − |Q2|)Q2 tr(Q22),∇δu)− κ(δQ,∇δu).
(2.4.5)
Adding (2.4.4) and (2.4.5) together, and performing analogous cancellations to those in the
proof of Proposition 2.1.1, we have
1
2
d
dt
(‖∇δQ‖2L2 + ‖δQ‖2L2 + ‖δu‖2L2)+ µ‖∇δu‖2L2 + Γ(‖∆δQ‖2L2 + ‖∇δQ‖2L2)
= (δu · ∇Q2 + u2 · ∇δQ,∆δQ) + (δQΩ2 − Ω2δQ,∆δQ)− (δu · ∇Q2, δQ)
+ λ(|Q1|δD, δQ)− λ(|Q1| − |Q2|)D2,∆δQ− δQ) + cΓ(δQ tr(Q21),∆δQ)
+ cΓ(Q2tr(Q1δQ+ δQQ2),∆δQ)− cΓ(δQ|Q1|2, δQ)− cΓ(Q2tr(Q1δQ+ δQQ2), δQ)
+ (δu · ∇δu, u2)− (δQ∆Q2 −∆Q2δQ,∇δu>) + (∇δQ∇Q2 +∇Q2 ∇δQ,∇δu>)
− aλ(|Q1|δQ,∇δu) + λ((|Q1| − |Q2|)(∆Q2 − aQ2),∇δu)− cλ(|Q1|δQ tr(Q21),∇δu)
− cλ(|Q1|Q2 tr(Q1δQ+ δQQ2),∇δu)− cλ((|Q1| − |Q2|)Q2 tr(Q22),∇δu)
− κ(δQ,∇δu)− aΓ(‖∇δQ‖2L2 + ‖δQ‖2L2)
≤‖∆δQ‖L2
(‖δu‖L2‖∇Q2‖L∞ + ‖∇δQ‖L2‖u2‖L∞ + 2‖δQ‖L 2s ‖Ω2‖L 21−s )
+ ‖δQ‖L2‖δu‖L2‖∇Q2‖L∞ + |λ|‖δQ‖L2‖Q1‖L∞‖∇δu‖L2
+ |λ|(‖∆δQ‖L2 + ‖δQ‖L2)‖δQ‖L 2s ‖D2‖L 21−s + cΓ‖∆δQ‖L2‖δQ‖L4‖Q1‖2L8
+ cΓ‖∆δQ‖L2‖Q2‖L∞
(‖Q1‖L4 + ‖Q2‖L4)‖δQ‖L4 + cΓ‖δQ‖2L4‖Q1‖L2‖Q1‖L∞
+ cΓ‖δQ‖2L4‖Q2‖L2
(‖Q1‖L∞ + ‖Q2‖L∞)+ ‖u2‖L∞‖δu‖L2‖∇δu‖L2
+ 2‖δQ‖
L
2
s
‖∆Q2‖
L
2
1−s ‖∇δu‖L2 + 2‖∇δQ‖L2‖∇δu‖L2‖∇Q2‖L∞
+ |aλ|‖∇δu‖L2‖δQ‖L2‖Q1‖L∞ + C‖∇δu‖L2
(‖δQ‖
L
2
s
‖∆Q2‖
L
2
1−s + ‖δQ‖L2‖Q2‖L∞
)
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+ c|λ|‖∇δu‖L2‖δQ‖L4
(‖Q1‖L∞(‖Q1‖2L8 + ‖Q2‖2L8) + ‖Q2‖2L8‖Q2‖L∞)
+ |κ|‖∇δu‖L2‖δQ‖L2 − aΓ
(‖∇δQ‖2L2 + ‖δQ‖2L2)
≤ Γ
2
‖∆δQ‖2L2 +
µ
2
‖∇δu‖2L2 + C
(‖∇Q2‖2L∞ + ‖u2‖2L∞)‖δu‖2L2
+ C
(
1 + ‖Q2‖2L∞ + ‖Q1‖2L∞
)‖δQ‖2L2 + C(1 + ‖u2‖2L∞ + ‖∇Q2‖2L∞)‖∇δQ‖2L2
+ CΓ
(‖Q1‖4L8 + ‖Q2‖2L∞(‖Q1‖2L4 + ‖Q2‖2L4) + ‖Q1‖4L8‖Q1‖2L∞ + ‖Q2‖4L8‖Q2‖2L∞
+ ‖Q1‖2L∞(‖Q1‖4L8 + ‖Q2‖4L8) + (‖Q1‖L∞ + ‖Q2‖L∞)(‖Q1‖L2 + ‖Q2‖L2)
)‖δQ‖2L4
+ C
(‖∇u2‖2
L
2
1−s
+ ‖∆Q2‖2
L
2
1−s
)‖δQ‖2
L
2
s
.
Since we restrict ourselves to the two-dimensional case, ‖δQ‖2L4 and ‖δQ‖2L 2s can be controlled
by ‖δQ‖2L2 + ‖∇δQ‖2L2 . Moreover, we know from the imbedding theorem that
‖∇u2‖
L
2
1−s ≤ C‖u2‖Hs+1 , ‖∆Q2‖L 21−s ≤ C‖Q2‖Hs+2 .
In addition, from the conditions of Q1, u1, Q2, and u2, i.e., (2.4.1)–(2.4.2), we know that
all the coefficients of ‖δu‖2L2 , ‖δQ‖2L2 , ‖∇δQ‖2L2 , ‖δQ‖2L4 , and ‖δQ‖2L 2s are integrable with
respect to time. Therefore, we can use Gronwall’s inequality (Lemma A.0.9) to conclude the
uniqueness of the solution.
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3.0 INHOMOGENEOUS INCOMPRESSIBLE ACTIVE LIQUID CRYSTALS
In this Chapter, we consider the following hydrodynamic equations of inhomogeneous in-
compressible flows of active nematic liquid crystals [25,26,29] in a bounded domain O ⊆ Rd
for d = 2, 3:

ρt +∇ · (ρu) = 0,
(ρu)t +∇ · (ρu⊗ u) +∇P − µ∆u = ∇ · τ +∇ · σ,
∂tQ+ (u · ∇)Q+QΩ− ΩQ− λ|Q|D = ΓH[Q],
∇ · u = 0,
(3.0.1)
where ρ is the density of the fluid, and as in Chapter 2, u ∈ Rd represents the flow velocity, Q
is the nematic tensor order parameter, P stands for the pressure, µ > 0 denotes the viscosity
coefficient, Γ−1 > 0 is the rotational viscosity, λ ∈ R is the nematic alignment parameter,
D = 1
2
(∇u+∇u>) and Ω = 1
2
(∇u−∇u>) are the symmetric and antisymmetric part of the
strain tensor with (∇u)αβ = ∂βuα. Hereafter, we use the Einstein summation convention,
i.e. we sum over the repeated indices. Moreover, the molecular tensor
H = H[Q] = K∆Q− k
2
(c− c∗)Q+ b
(
Q2 − tr(Q
2)
d
Id
)− cQ tr(Q2),
describes the relaxation dynamics of the nematic phase and can be derived from the Landau-
de Gennes free energy, i.e., Hαβ = −δF/δQαβ, where
F =
∫ (k
4
(c− c∗)tr(Q2)− b
3
tr(Q3) +
c
4
|tr(Q2)|2 + K
2
|∇Q|2
)
dA,
with K the elastic constant for the one-constant elastic energy density, c the concentration of
active units and c∗ the critical concentration for the isotropic-nematic transition, and k > 0
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and b ∈ R the material-dependent constants. We note that the analysis of this paper holds
for all real b, although b is usually taken to be positive in the literature. In what follows, we
set K = k = 1 for simplicity of notation. The stress tensor σ = (σij) is
σij = σijr + σ
ij
a ,
with
σijr = −λ|Q|H ij[Q] +QikHkj[Q]−H ik[Q]Qkj, σija = σ∗c2Qij,
where σijr is the elastic stress tensor due to the nematic elasticity and σ
ij
a is the active
contribution which describes contractile or extensile stresses exerted by the active particles
in the direction of the director field (σ∗ > 0 for the contractile case and σ∗ < 0 for the
extensile case). The symmetric additional stress tensor is denoted by:
τ ij = −∂jQkl∂iQkl = −(∇Q∇Q)ij.
In the rest of this chapter, we consider the case where c > 0 is a constant. We set,
a =
1
2
(c− c∗), κ = σ∗c2.
Then system (3.0.1) becomes:
ρt +∇ · (ρu) = 0, (3.0.2)
(ρu)t +∇ · (ρu⊗ u) +∇P = µ∆u−∇ · (∇Q∇Q)− λ∇ · (|Q|H[Q])
+∇ · (Q∆Q−∆QQ) + κ∇ ·Q, (3.0.3)
∂tQ+ (u · ∇)Q+QΩ− ΩQ− λ|Q|D = ΓH[Q], (3.0.4)
∇ · u = 0, (3.0.5)
with
H = H[Q] = ∆Q− aQ+ b(Q2 − tr(Q2)
d
Id
)− cQ tr(Q2),
and the constants c > 0,Γ > 0, µ > 0, a, b, λ, κ ∈ R, (x, t) ∈ O × R+. The system is subject
to the following initial conditions:
ρ|t=0 = ρ¯(x) ∈ L∞(O), ρ¯ ≥ 0, (3.0.6)
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ρu|t=0 = m¯(x) ∈ L2(O), m¯ = 0 where ρ¯ = 0, |m¯|
2
ρ¯
∈ L1(O), (3.0.7)
Q|t=0 = Q¯(x) ∈ H1(O), and Q¯ ∈ Sd0 a.e. in O, (3.0.8)
and the following boundary conditions:
u(x, t) = 0, Q(x, t) = Q¯(x), for (x, t) ∈ ∂O × (0,∞), (3.0.9)
where Sd0 :=
{
Q ∈Md×d : Qij = Qij, tr(Q) = 0, i, j = 1, · · · , d} is the space of Q-tensors
in d-dimension.
3.1 THE A PRIORI ESTIMATES
In this section, we derive the a priori estimates for the system (3.0.2)−(3.0.5). Here we
continue to use the notations in Chapter 2, with O a bounded domain in Rd for d = 2, 3.
Moreover, we introduce the following function spaces:
V1 = {v ∈ L2(O) : div u = 0, in D′},
V2 = {v ∈ H10 (O) : div u = 0}.
We still denote the Landau-de Gennes free energy for the nematic liquid crystals [23] by
F(Q) :=
∫
O
(
1
2
|∇Q|2 + a
2
|Q|2 − b
3
tr(Q3) +
c
4
|Q|4
)
dx. (3.1.1)
Moreover, the energy of the system (3.0.2)-(3.0.5) can be represented as
E(t) := F(Q) +
∫
O
1
2
ρ|u|2dx, (3.1.2)
by adding the kinetic energy to the Landau-de Gennes free energy.
Since the bulk potential in the Landau-de Gennes energy density is not always positive
as we mentioned in Chapter 2, we can redefine the energy of the system in the following way.
By (A.0.1) we know
tr(Q3) ≤ ε
4
|tr(Q2)|2 + 1
ε
tr(Q2) for any ε > 0, and d× d matrix Q. (3.1.3)
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Then there exists a sufficiently large constant M = M(a, b, c) > 0, such that
(M +
a
2
)|Q|2 − b
3
tr(Q3) +
c
4
|Q|4
≥ (M + a
2
)|Q|2 − b
3
(
3ε
8
tr2(Q2) +
1
ε
tr(Q2)
)
+
c
4
|Q|4
= (M +
a
2
− b
3ε
)|Q|2 + ( c
4
− b
8
ε)|Q|4
≥ M
2
|Q|2 + c
8
|Q|4 ≥ 0.
(3.1.4)
We define the positive energy of the system by
EM(t) :=
∫
O
(
1
2
ρ|u|2 + 1
2
|∇Q|2 + (a
2
+M)|Q|2 − b
3
tr(Q3) +
c
4
|Q|4
)
dx. (3.1.5)
Proposition 3.1.1. Let (ρ, u,Q) be a smooth solution of the problem (3.0.2)-(3.0.5), with
smooth initial data (ρ¯(x), m¯(x), Q¯(x)). If (ρ¯(x), m¯(x), Q¯) ∈ L∞ × L2 × H1, the following
energy inequality holds for any T > 0,
d
dt
EM(t) +
1
2
∫ t
0
∫
O
(µ|∇u|2 + Γ|∆Q|2 + c2Γ|Q|6)dxds
≤ CeCt
∫
O
(
|m¯|2
ρ¯
+ |Q¯|2 + |Q¯|4 + |∇Q¯|2)dx, for a.e. t ∈ [0, T ].
(3.1.6)
Moreover, we have
0 ≤ ρ(x, t) ≤ ‖ρ¯‖L∞(O), for any t ∈ (0, T ), (3.1.7)
‖√ρu‖2L∞(0,T ;L2(O)) + µ‖∇u‖2L2(0,T ;L2(O)) ≤ C, (3.1.8)
‖Q‖L∞(0,T ;H1(O)∩L4(O))∩L2(0,T ;H2(O))∩L6(0,T ;L6(O)) ≤ C. (3.1.9)
Hereafter C is a constant that depends on the material coefficients a, b, c, κ, µ, λ,Γ and the
initial data.
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Proof. First, since ρ satisfies the transport-type equations, we obtain (3.1.7). By using the
density equation (3.0.2) and the boundary equation (3.0.9), we know
((ρu)t, u) + (ρu⊗ u,∇u) = 1
2
d
dt
∫
O
ρ|u|2dx. (3.1.10)
Then we take the summation of the equation (3.0.3) multiplied by u and the equation (3.0.4)
multiplied by −H + 2MQ (M is a sufficiently large constant as in (3.1.4)), take the trace,
and integrate by parts over O to get
d
dt
EM(t) + µ‖∇u‖2L2 + Γ‖∆Q‖2L2 + (a2 + 2Ma)Γ‖Q‖2L2 + c2Γ‖Q‖6L6 + 2(a+M)Γ‖∇Q‖2L2
+ 2(a+M)cΓ‖Q‖4L4 + b2Γ
∫
O
tr(Q2 − tr(Q
2)
d
Id)
2dx
= (u · ∇Q,∆Q)− (u · ∇Q, aQ− b(Q2 − tr(Q
2)
d
Id) + cQ|Q|2)− (ΩQ−QΩ,∆Q)
+ (ΩQ−QΩ, aQ− b(Q2 − tr(Q
2)
d
Id) + cQ|Q|2)− λ(|Q|D,H)
− (∇ · (∇Q∇Q), u) + λ(|Q|H,∇u) + (∇ · (Q∆Q−∆QQ), u)− κ(Q,∇u)
− 2bΓ (∆Q,Q2)+ 2bcΓ (Qtr(Q2), Q2)+ 2(a+M)bΓ (Q,Q2)+ 2cΓ (∆Q,Qtr(Q2))
+ 2λM(|Q|D,Q)
=
14∑
i=1
Ii.
We now derive the estimates for the terms Ii, 1 ≤ i ≤ 14, one by one. First, I2 = 0
(by div u = 0) and I3 + I8 = 0 (by Lemma A.0.5). In the following, we shall show that
I1 + I6 = 0, I5 + I7 = 0, I4 = 0, I13 ≤ 0, and the estimates for all other terms. A direct
computation shows that
I1 + I6 = (u · ∇Q,∆Q)− (∇ · (∇Q∇Q), u)
=
∫
O
ui∂iQ
jk∆Qjkdx−
∫
O
∂i∂jQ
kl∂jQ
klui + ∂iQ
kl∂j∂jQ
kluidx
= −
∫
O
∂i∂jQ
kl∂jQ
kluidx =
1
2
∫
O
|∇Q|2divudx = 0.
By the fact that Q is symmetric and Ω is skew-smmetric we have,
I4 = (ΩQ−QΩ, aQ− b[Q2 − tr(Q
2)
d
Id] + cQ|Q|2)
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= −(ΩQ+QΩ, aQ− b[Q2 − tr(Q
2)
d
Id] + cQ|Q|2)
+ 2(ΩQ, aQ− b[Q2 − tr(Q
2)
d
Id] + cQ|Q|2)
= 0,
I5 + I7 = λ(|Q|H,∇u)− λ(|Q|D,H) = λ(|Q|H,∇u)− λ(|Q|H,D)
= λ(|Q|H,∇u−D) = λ(|Q|H,Ω) = 0.
Moreover, by Young’s inequality, we get
I9 = −κ(Q,∇u) ≤ µ
4
‖∇u‖2L2 + C‖Q‖2L2 ,
I10 = −2bΓ(∆Q,Q2) ≤ Γ
2
‖∆Q‖2L2 + C‖Q‖4L4 ,
I14 = 2λM(|Q|D,Q) ≤ µ
4
‖∇u‖2L2 + C‖Q‖4L4 .
From (A.0.1), we have the following estimates for I11, I12, of course, by choosing the appro-
priate ε > 0,
I11 = 2bcΓ
(
Qtr(Q2), Q2
)
= 2bcΓ
∫
O
tr(Q)3|Q|2dx
≤ 2|b|cΓ
∫
O
(
3ε
8
|Q|4 + 1
ε
|Q|2)|Q|2dx
=
c2Γ
2
‖Q‖6L6 + C‖Q‖4L4 ,
I12 = 2(a+M)bΓ
(
Q,Q2
)
= 2(a+M)bΓ
∫
O
tr(Q)3dx ≤ C(‖Q‖2L2 + ‖Q‖4L4).
Finally,
I13 = 2cΓ
(
∆Q,Qtr(Q2)
)
= 2cΓ
∫
O
∂kkQ
ijQijtr(Q2)dx
= −2cΓ
∫
O
∂kQ
ij∂kQ
ijtr(Q2)dx− 2cΓ
∫
O
∂kQ
ijQij∂ktr(Q
2)dx
= −2cΓ
∫
O
|∇Q|2|Q|2dx− cΓ
∫
O
|∇tr(Q2)|2dx ≤ 0.
With all the above estimates, we have
d
dt
EM(t) +
µ
2
‖∇u‖2L2 +
Γ
2
‖∆Q‖2L2 +
c2Γ
2
‖Q‖6L6
≤ C(‖∇Q‖2L2 + ‖Q‖2L2 + ‖Q‖4L4),
(3.1.11)
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where C = C(a, b, c, κ, µ, λ,Γ,M). Then the desired estimates (3.1.6), (3.1.8) and (3.1.9)
follow from (3.1.11) and the Gronwall’s inequality.
Next, let us introduce the definition of the global weak solutions.
Definition 3.1.1. (ρ, u,Q) is a global weak solution to the system (3.0.2)-(3.0.5) with the
initial and boundary conditions (3.0.6)-(3.0.9), if for any T > 0, the following conditions are
satisfied:
ρ ≥ 0, ρ ∈ L∞((0, T )×O), ρ ∈ C([0, T ];Lp(O)), 1 ≤ p <∞,
u ∈ L2(0, T ;V2(O)), and ρ|u|2 ∈ L∞(0, T ;L1(O)),
Q ∈ L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O)), and Q ∈ Sd0 a.e. in [0, T ]×O;
(3.1.12)
moreover, for any ζ ∈ C1([0, T ]×O) with ζ(T, ·) = 0,
−
∫ T
0
∫
O
(ρ∂tζ + ρu · ∇xζ)dxdt =
∫
O
ρ¯ζ(0, x)dx; (3.1.13)
for any ψ ∈ C1([0, T ]×O) with divxψ = 0 and ψ(T, ·) = 0,∫ T
0
∫
O
(−ρu · ∂tψ − (ρu⊗ u) : ∇xψ + µ∇xu : ∇xψ)dxdt−
∫
O
m¯(x) · ψ(0, x)dx
=
∫ T
0
∫
O
(∇Q∇Q+ λ|Q|H[Q]−Q∆Q+ ∆QQ− κQ) : ∇xψdxdt;
(3.1.14)
for any ϕ ∈ C1([0, T ]×O) with ϕ ∈ Sd0 and ϕ(T, ·) = 0,∫ T
0
∫
Rd
(
Q : ∂tϕ+ Γ∆Q : ϕ+Q : (u · ∇xϕ)− (QΩ− ΩQ− λ|Q|D) : ϕ
)
dxdt
= Γ
∫ T
0
∫
Rd
(
aQ− b(Q2 − tr(Q2)
d
Id
)
+ cQtr(Q2)
)
: ϕdxdt
−
∫
Rd
Q¯(x) : ϕ(0, x)dx;
(3.1.15)
and finally, the following energy inequality holds:
d
dt
EM(t) +
1
2
∫ t
0
∫
O
(µ|∇u|2 + Γ|∆Q|2 + c2Γ|Q|6)dxds
≤ CeCt
∫
O
(
|m¯|2
ρ¯
+ |Q¯|2 + |Q¯|4 + |∇Q¯|2)dx, for a.e. t ∈ [0, T ].
(3.1.16)
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Our main result states as follows:
Theorem 3.1.1. The problem (3.0.2)−(3.0.5) admits a weak solution (ρ, u,Q) in the sense
of Definition 3.1.1 under the assumptions (3.0.6)-(3.0.9) on the initial and boundary condi-
tions.
We will prove Theorem 3.1.1 using the Faedo-Galerkin approximation for constructing
the solution.
3.2 THE APPROXIMATION SCHEME
In this section, we present the approximation system, and prove the existence of the approx-
imate solutions.
3.2.1 The approximation scheme
Let {ψn} ∈ C∞0 (O) be an orthonormal basis of V1. Now, we define a sequence of finite
dimensional spaces
Xn = span{ψ1, ψ2, · · · , ψn}, n = 1, 2, · · · , (3.2.1)
and let
Yn = C([0, T ];Xn).
Because the presence of vacuum is allowed, we will choose our approximate initial density
to be bounded away from zero as follows. We set
ρ˜ =
ρ¯, in O,1, Rd \ O,
and let
(ρ¯)ε = (ρ˜ ∗ ηε)|O,
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where η is the standard mollifier in Rd. Then the initial density for the approximation system
is
ρ|t=0 = ρε = (ρ¯)ε + ε. (3.2.2)
It is easy to see that ε ≤ ρε ≤ C, for some universal constant C independent of ε. Moreover,
we have ρε ∈ C∞ and ρε → ρ¯ in Lp(O) for all 1 ≤ p <∞, as ε→ 0.
Next, we consider the initial data for the velocity u. First let us introduce the following
lemma on the Hodge-de Rham type decompostion due to Lions [38].
Lemma 3.2.1. Let N ≥ 2, ρ ∈ L∞(Rd) such that 0 < % ≤ ρ a.e. on Rd for some % ∈ (0,∞).
Then there exists two bounded operators Pρ, Qρ on L
2(Rd) such that for all m ∈ L2(Rd),
(mp,mq) = (Pρm,Qρm) is the unique solution in L
2(Rd) of
m = mp +mq, (−∆)− 12 div(ρ−1mp) = 0, (−∆)− 12 rot(mq) = 0.
Furthermore, if ρn ∈ L∞(Rd), % ≤ ρn ≤ % a.e. on Rd for some 0 < % ≤ % < ∞ and
ρn converges a.e. to ρ, then (Pρnmn, Qρnmn) converges weakly in L
2(Rd) to (Pρm,Qρm)
whenever mn converges weakly to m.
We set
(
√
ρ¯)ε = (
√
ρ˜ ∗ ηε)|O,
and define
mε =
m¯√
ρ¯
(
√
ρ¯)ε.
Obviously,
mε → m¯ in L2(O), and m
ε√
ρε
→ m¯√
ρ¯
in L2(O).
By Lemma 3.2.1, we have
mε = ρεu0,ε +Qρεmε,
where u0,ε ∈ L2(O) and div u0,ε = 0, and Qρεmε ∈ L2(O), ∇ × Qρεmε = 0 in D′ . Now we
impose the initial data for the velocity as
u|t=0 = u0,n = Pnu0,ε, (3.2.3)
with Pn the orthogonal projection in V1 onto Xn.
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Lastly, we impose the initial data for the Q-tensor as
Q|t=0 = Q¯. (3.2.4)
With the initial data defined above, our approximate solution can be stated as:
Definition 3.2.1. (ρn, un, Qn) is an approximate solution if the following equations are
satisfied in the weak sense of Definition 3.1.1,
(ρn)t +∇ · (ρnun) = 0, (3.2.5)
(ρnun)t +∇ · (ρnun ⊗ un) +∇pn − µ∆un = −∇ · (∇Qn ∇Qn)− λ∇ · (|Qn|H[Qn])
+∇ · (Qn∆Qn −∆QnQn) + κ∇ ·Qn, (3.2.6)
(Qn)t + (un · ∇)Qn +QnΩn − ΩnQn − λ|Qn|Dn = ΓH[Qn], (3.2.7)
∇ · un = 0, (3.2.8)
with the initial conditions (3.2.2)-(3.2.4), boundary conditions (3.0.9), and the test function
space in (3.1.14) replaced by the restriction on Xn. Moreover,
ρn ∈ C([0, T ]×O), un ∈ Yn, Qn ∈ L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O)).
Under the above definition, we have the following existence result of approximate solu-
tions.
Theorem 3.2.1. For any T > 0, the problem (3.2.5)-(3.2.8) admits a global weak solution
(ρn, un, Qn) with the initial conditions (3.2.2)-(3.2.4) and the boundary conditions (3.0.9).
We remark that the approximate solution (ρn, un, Qn) depends also on ε.
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3.2.2 The Neumann problem for the density and the Q-tensor
In order to prove Theorem 3.2.1, let us first introduce the following existence results for the
density and Q-tensor equations, which are classical and may be found in [17].
Lemma 3.2.2. For each u ∈ C([0, T ];C∞0 (O¯,Rd)) with div u = 0, there exists a mapping
S = S[u],
S : C([0, T ];C∞(O¯,Rd))→ C([0, T ];C∞(O¯)),
satisfying the following properties:
(i) ρ = S[u] is the unique classical solution of the initial-value problemρt + div (uρ) = 0,ρ|t=0 = ρ¯ ∈ C∞(O¯), (3.2.9)
(ii) ρ ∈ C1([0, T ];C∞(O)), and ε ≤ S[u](t, x) ≤ C, for all t ∈ [0, T ];
(iii)
‖S[u1]− S[u2]‖C([0,T ];L2(O)) ≤ TC(T )‖u1 − u2‖C([0,T ];C10 (O)), (3.2.10)
for any u1, u2 in the set
NN := {v|v ∈ C([0, T ];C∞0 (O¯,Rd)), div v = 0, and ‖v‖C([0,T ];C10 (O¯)) ≤ N}, (3.2.11)
for some suitable constant N > 0.
Proof. Since div u = 0, (3.2.9) is just a transport equation. We integrate along the charac-
teristic line, i.e. solve the following problem:
dX
ds
= u(X, s), X(t; (x, t)) = x, for (x, t) ∈ O × [0, T ]. (3.2.12)
By the standard theory of the transport equation, and the fact that u ∈ C([0, T ];C∞0 (O)),
there exists a unique smooth solution X to (3.2.12) and the solution satisfies
ρ(t, x) = ρε(X(0; (x, t))), for all t ∈ [0, T ], x ∈ O. (3.2.13)
It is easy to see that ε ≤ ρ ≤ C. Since ρε is smooth, we know that ρ is bounded in
C([0, T ];C∞(O)) and it is unique.
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In order to show the continuity of S, let ρ1, ρ2 represent the solutions to (3.2.9) corre-
sponding to u1, u2 ∈ NN . And we denote by ρ˜ = ρ1 − ρ2, it satisfies,
ρ˜t + u2 · ∇ρ˜+ (u1 − u2) · ∇ρ1 = 0,ρ˜|t=0 = 0.
Multiplying ρ˜ on the both sides of the above equation, and integrating by parts, we have
d
dt
‖ρ˜‖2L2 = −2
∫
O
(u1 − u2) · ∇ρ1ρ˜dx ≤ C‖u1 − u2‖2L2 + C‖ρ˜‖2L2 .
Then by the Gronwall’s inequality, we get
‖ρ˜(t, ·)‖2L2 ≤ CeCt
∫ t
0
‖(u1 − u2)(s, ·)‖2L2ds,
which implies (3.2.10).
Lemma 3.2.3. For each u ∈ C([0, T ];C20(O¯,Rd)) with u|∂O = 0, and Q¯(x) satisfied (3.0.8),
there exists a unique solution to the following initial-boundary value problem,
∂tQ+ (u · ∇)Q+QΩ− ΩQ− λ|Q|D = ΓH,Q|t=0 = Q|∂O = Q¯(x). (3.2.14)
with Q ∈ L∞([0, T ];H1(O)) ∩ L2([0, T ];H2(O)). Moreover, the above mapping u 7→ Q[u]
is continuous from NN to L∞([0, T ];H1(O)) ∩ L2([0, T ];H2(O)), and Q[u] ∈ Sd0 a.e. in
[0, T ]×O.
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Proof. The existence of the solution Q can be achieved by the standard parabolic theory [34].
Next, we show that Q belongs to L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O)).
Assume u ∈ NN . First, similar to Proposition 3.1.1, we multiply the first equation in
(3.2.14) by −H[Q] + 2MQ (M is a sufficient large constant as in (3.1.4)), take the trace,
integrate by parts over O, and then obtain,
d
dt
EM(t) + Γ‖∆Q‖2L2 + a2Γ‖Q‖2L2 + c2Γ‖Q‖6L6 + b2Γ
∫
O
tr(Q2 − tr(Q
2)
d
Id)
2dx
= (u · ∇Q,∆Q)− (u · ∇Q, aQ− b[Q2 − tr(Q
2)
d
Id] + cQ|Q|2)− (ΩQ−QΩ,∆Q)
+ (ΩQ−QΩ, aQ− b[Q2 − tr(Q
2)
d
Id] + cQ|Q|2)− λ(|Q|D,H[Q]) + 2aΓ (∆Q,Q)
− 2bΓ (∆Q,Q2)+ 2bcΓ (Qtr(Q2), Q2)+ 2(a+M)bΓ (Q,Q2)+ 2cΓ (∆Q,Qtr(Q2))
− 2MΓ‖∇Q‖2L2 − 2aMΓ‖Q‖2L2 + 2λM(|Q|D,Q)− 2(a+M)cΓ‖Q‖4L4
≤ Γ
2
‖∆Q‖2L2 +
c2Γ
2
‖Q‖6L6 + C(N,M)(‖∇Q‖2L2 + ‖Q‖2L2 + ‖Q‖4L4).
Then by Gronwall’s inequality, we have
‖Q‖L∞(0,T ;H1(O)) + ‖Q‖L2(0,T ;H2(O)) ≤ C,
where C > 0 depends on M,N, a, b, c, λ,Γ, T, ‖Q¯‖H1(O).
For the uniqueness, we denote by Q˜ = Q1 − Q2, with Q1 and Q2 two solutions to the
problem (3.2.14). Then it holds,
Q˜t + u · ∇Q˜− ΩQ˜+ Q˜Ω− λ(|Q1| − |Q2|)D − Γ∆Q˜+ aΓQ˜
= Γ(b[Q˜(Q1 +Q2)− tr(Q˜(Q1+Q2))d Id]− cQ˜trQ21 − cQ2tr(Q˜(Q1 +Q2))),
Q˜|t=0 = Q˜|∂O = 0.
(3.2.15)
Multiply equation (3.2.15) by Q˜, take the trace, integrate by parts over O, we obtain,
1
2
d
dt
‖Q˜‖2L2 + Γ‖∇Q˜‖2L2
= −aΓ‖Q˜‖2L2 − (u · ∇Q˜, Q˜) + (ΩQ˜− Q˜Ω, Q˜) + λ((|Q1| − |Q2|)D, Q˜)
+ Γ(b[Q˜(Q1 +Q2)− tr(Q˜(Q1 +Q2))Id
d
]− cQ˜trQ21 − cQ2tr(Q˜(Q1 +Q2)), Q˜)
≤ C‖Q˜‖2L2 +N‖∇Q˜‖L2‖Q˜‖L2 + C‖Q˜‖L2‖Q˜‖L6(‖Q1 +Q2‖L3 + ‖Q1‖2L6 + ‖Q2‖2L6)
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≤ Γ
2
‖∇Q˜‖2L2 + C‖Q˜‖2L2 ,
where C depends on a, b, c, λ,Γ, N, ‖Q1‖L∞(0,T ;H1(O)), ‖Q2‖L∞(0,T ;H1(O)), and in the last step,
we used Sobolev embedding inequality, Poincare´ inequality and Young’s inequality. Then,
by applying Gronwall’s inequality to the above iequality, we obtain the desired uniqueness
result.
In the following, we shall show that the map u 7→ Q[u] is continuous. Let {un} be a
bounded sequence in NN , with
lim
n→∞
‖un − u‖C(0,T ;C20 (O¯)) = 0, (3.2.16)
for some u ∈ C(0, T ;C20(O¯)). Set Qn = Qn[un], Q = Q[u], and Q˜n = Qn − Q. Taking the
difference of the equations of Qn and Q, multiplying the resulting equation by −∆Q˜n, taking
the trace, integrating by parts over O, we obtain,
1
2
d
dt
‖∇Q˜n‖2L2 + Γ‖∆Q˜n‖2L2
= (un · ∇Q˜n + (un − u) · ∇Q,∆Q˜n)− (ΩnQ˜n + (Ωn − Ω)Q,∆Q˜n)
+ (Q˜nΩn +Q(Ωn − Ω),∆Q˜n)− λ(|Qn|(Dn −D) + (|Qn| − |Q|)D,∆Q˜n)
+ aΓ(Q˜n,∆Q˜n)− bΓ(Q˜n(Qn +Q)− tr(Q˜n(Qn +Q))
d
Id,∆Q˜n)
+ cΓ(|Qn|2Q˜n +Qtr(Q˜n(Qn +Q)),∆Q˜n)
=
7∑
i=1
Ii.
In the following, we shall estimate the terms on the right hand side of the above equation
one by one, by using the Sobolev embedding inequality, Poincare´ inequality and Young’s
inequality:
I1 = (un · ∇Q˜n + (un − u) · ∇Q,∆Q˜n)
≤ (‖un‖L∞‖∇Q˜n‖L2 + ‖un − u‖L∞‖∇Q‖L2)‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇Q˜n‖2L2 + C‖un − u‖2L∞ .
I2 = −(ΩnQ˜n + (Ωn − Ω)Q,∆Q˜n)
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≤ ‖Ωn‖L∞‖Q˜n‖L2‖∆Q˜n‖L2 + ‖∇un −∇u‖L∞‖Q‖L2‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖Q˜n‖2L2 + C‖∇un −∇u‖2L∞
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇Q˜n‖2L2 + C‖∇un −∇u‖2L∞ .
I3 = (Q˜nΩn +Q(Ωn − Ω),∆Q˜n)
≤ ‖Q˜n‖L2‖Ωn‖L∞‖∆Q˜n‖L2 + ‖Q‖L2‖Ωn − Ω‖L∞‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖Q˜n‖2L2 + C‖∇un −∇u‖2L∞
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇Q˜n‖2L2 + C‖∇un −∇u‖2L∞ .
I4 = −λ(|Qn|(Dn −D) + (|Qn| − |Q|)D,∆Q˜n)
≤ (‖Qn‖L2‖∇un −∇u‖L∞ + ‖Q˜n‖L2‖∇u‖L∞)‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖Q˜n‖2L2 + C‖∇un −∇u‖2L∞
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇Q˜n‖2L2 + C‖∇un −∇u‖2L∞ .
I5 = aΓ(Q˜n,∆Q˜n) = −aΓ‖∇Q˜n‖2L2 .
I6 = −bΓ(Q˜n(Qn +Q) + tr(Q˜n(Qn +Q))
3
I3,∆Q˜n)
≤ C‖Q˜n‖L3‖Qn +Q‖L6‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇Q˜n‖2L2 .
I7 = cΓ(|Qn|2Q˜n +Qtr(Q˜n(Qn +Q)),∆Q˜n)
≤ CΓ(‖Qn‖2L6 + ‖Qn‖L6‖Q‖L6 + ‖Q‖2L6)‖Q˜n‖L6‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇Q˜n‖2L2 .
Combining all the above estimates, we get,
1
2
d
dt
‖∇Q˜n‖2L2 +
Γ
2
‖∆Q˜n‖2L2 ≤ C‖un − u‖2C20 (O) + C‖∇Q˜n‖
2
L2 .
Then by Gronwall’s inequality, we have
‖∇Q˜n(t, ·)‖2L2 + Γ
∫ t
0
‖∆Q˜n(s, ·)‖2L2ds ≤ CTeCt‖un − u‖2C([0,T ];C20 (O)). (3.2.17)
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As n→∞, we conclude that
lim
n→∞
(‖Q˜n‖L∞(0,T ;H1(O)) + ‖Q˜n‖L2(0,T ;H2(O))) = 0. (3.2.18)
Finally, we shall show Q ∈ Sd0 , that is, QT = Q, and trQ = 0 a.e. in [0, T ] × O. It
is obvious to see that if Q is a solution to the problem (3.2.14), so is QT . Then by the
uniqueness of the solution we proved earlier, we know that QT = Q. The only thing left is
to show that trQ = 0. Let us take the trace on both side of the first equation in (3.2.14) to
get
∂t(trQ) + u · ∇trQ = Γ(∆trQ− atrQ− ctrQtr(Q2)), (3.2.19)
with trQ|t=0 = trQ|∂O = 0. Here we use the fact that QT = Q, ΩT = −Ω and trD = div u =
0. Then we multiply the equation (3.2.19) by trQ, and integrate by parts over O to obtain
d
dt
‖trQ‖2L2 + Γ‖∇trQ‖2L2 = −aΓ‖trQ‖2L2 − cΓ
∫
O
|trQ|2tr(Q2)dx
≤ −aΓ‖trQ‖2L2 + C‖Q‖2L6‖trQ‖L6‖trQ‖L2
≤ −aΓ‖trQ‖2L2 + C‖∇trQ‖L2‖trQ‖L2
≤ Γ
2
‖∇trQ‖2L2 + C‖trQ‖2L2 .
Applying the Gronwall’s inequality again, we complete the proof.
3.2.3 Existence of the solution to the approximation scheme
In this subsection, we finish the proof of Theorem 3.2.1.
Proof of Theorem 3.2.1. Let u¯n ∈ Yn, we first consider the following two problems:(ρn)t +∇ · (u¯nρn) = 0,ρn|t=0 = ρε, (3.2.20)(Qn)t + (u¯n · ∇)Qn +QnΩ¯n − Ω¯nQn − λ|Qn|D¯n = ΓH[Qn],Qn|t=0 = Qn|∂O = Q¯, (3.2.21)
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with Ω¯n = (∇u¯n −∇u¯>n )/2 and D¯n = (∇u¯n +∇u¯>n )/2. By Lemma 3.2.2, we have a unique
classical solution ρn = S[u¯n] to the initial-value problem (3.2.20), and from Lemma 3.2.3 the
problem (3.2.21) has a unique solution Qn = Q[u¯n].
Then we consider the Navier-Stokes equations and look for the solution un ∈ Yn to the
following variational approximation problem:
∫
O
ρ(t, x)un(t, x) · ψ(x)dx+
∫ t
0
∫
O
div (ρun ⊗∇un) · ψdxds+ µ
∫ t
0
∫
O
∇un : ∇ψdxds
=
∫ t
0
∫
O
(∇Q∇Q+ λ|Q|H[Q]−Q∆Q+ ∆QQ− κQ) : ∇ψdxds+
∫
O
ρεu0,n · ψ(x)dx,
(3.2.22)
for any t ∈ [0, T ], and ψ ∈ Xn.
Next, we introduce a family of operators as in [17],
M[ρ] : Xn 7→ X∗n, M[ρ]v(w) =
∫
O
ρv · wdx, (3.2.23)
for any v, w ∈ Xn. As stated in [17], we know that this operator is invertible provided ρ is
strictly positive in O, and the functional
ρ 7→ M−1[ρ] (3.2.24)
maps from Nη = {ρ ∈ L1(O)| infx∈O ρ ≥ η > 0} into L(X∗n, Xn) with the following property,
‖M−1[ρ1]−M−1[ρ2]‖L(X∗n,Xn) ≤ C(n, η)‖ρ1 − ρ2‖L1(O). (3.2.25)
From the above together with Theorems 3.2.2 and 3.2.3, where we take ρn = S[un], and
Qn = Q[un], we can rewrite the variational problem (3.2.22) as:
un(t) =M−1[ρn]
(
q∗ +
∫ t
0
N [ρn(s), un(s), Qn(s)]ds
)
, (3.2.26)
with
(q∗, ψ) =
∫
O
ρεu0,n · ψdx, (3.2.27)
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(N [ρn, un, Qn], ψ) = −
∫
O
div(ρnun ⊗ un) · ψdx− µ
∫
O
∇un : ∇ψdx
+
∫
O
(∇Qn ∇Qn + λ|Qn|H[Qn]−Qn∆Qn + ∆QnQn − κQn) : ∇ψdx,
(3.2.28)
for any t ∈ [0, T ], and ψ ∈ Xn. Therefore, combining (3.2.10), (3.2.17) and (3.2.25), we
achieve a local solution (ρn, un, Qn) to the problem (3.2.5), (3.2.7), (3.2.22), with initial data
(3.2.2)-(3.2.4) and boundary data (3.0.9) on a short time interval [0, Tn], Tn ≤ T , by using
the standard fixed point theorem on C([0, T ];Xn). In order to extend the existence time
Tn to T for any n = 1, 2, · · · , we need to prove that un stays bounded in Xn for the whole
interval [0, Tn]. Hence, in the following, we will prove an energy inequality in the same
way as Proposition 3.1.1. Taking the sum of (3.2.6) multiplied by un and (3.2.7) multiplied
by −H[Qn] + MQn (M is a sufficiently large constant as in (3.1.4)), taking the trace, and
integrating by parts over O, we get
d
dt
EMn (t) + µ‖∇un‖2L2 + Γ‖∆Qn‖2L2 + (a2 + 2aM)Γ‖Qn‖2L2 + c2Γ‖Qn‖6L6
+ 2MΓ(‖∇Qn‖2L2 + c‖Qn‖4L4) + b2Γ
∫
O
tr(Q2n −
tr(Q2n)
d
Id)2dx
= −κ(Qn,∇un) + 2aΓ (∆Qn, Qn)− 2acΓ‖Qn‖4L4 − 2bΓ
(
∆Qn, Q
2
n
)
+ 2bcΓ
(
Qntr(Q
2
n), Q
2
n
)
+ 2(a+M)bΓ
(
Qn, Q
2
n
)
+ 2cΓ
(
∆Qn, Qntr(Q
2
n)
)
+ 2λM(|Qn|Dn, Qn))
≤ µ
2
‖∇un‖2L2 +
Γ
2
‖∆Qn‖2L2 +
c2Γ
2
‖Qn‖6L6 + C(‖Qn‖2L2 + ‖Qn‖4L4),
which gives,
d
dt
EMn (t) +
µ
2
‖∇un‖2L2 +
Γ
2
‖∆Qn‖2L2 +
c2Γ
2
‖Qn‖6L6 ≤ C(‖Qn‖2L2 + ‖Qn‖4L4), (3.2.29)
where C is independent of n and ε, and
EMn (t) =
∫
O
(
1
2
ρn|un|2 + 1
2
|∇Qn|2 + (a
2
+M)|Qn|2 − b
3
tr(Q3n) +
c
4
|Qn|4
)
dx. (3.2.30)
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Then from Gronwall’s inequality, the above inequality yields, for a.e. t ∈ [0, Tn],∫
O
(ρn|un|2 + |∇Qn|2 +M |Qn|2 + c
4
|Qn|4)dx+
∫ t
0
∫
O
(µ|∇un|2 + Γ|∆Qn|2 + c2Γ|Qn|6)dxds
≤ CeCt
∫
O
(ρε|u0,n|2 + |Q¯|2 + |Q¯|4 + |∇Q¯|2)dx
≤ CeCt
∫
O
(ρε|u0,ε|2 + |Q¯|2 + |Q¯|4 + |∇Q¯|2)dx ≤ C,
(3.2.31)
where C is independent of n. Then we obtain the following uniform estimates:
µ
∫ Tn
0
‖∇un‖2L2dt ≤ C, (3.2.32)
sup
t∈[0,Tn]
∫
O
ρn|un|2dx ≤ C. (3.2.33)
Since Xn is a finite dimensional space, we can deduce from Lemma 3.2.2 that there exists a
constant C = C(n, ρ¯, m¯, Q¯, a, b, c,O), such that
0 < ε ≤ ρn(t, x) ≤ C, ∀ t ∈ (0, Tn), x ∈ O, (3.2.34)
which, combined with (3.2.33) and the fact that L∞ and L2 norms are equivalent on Xn,
yields
sup
t∈[0,Tn]
(‖un(t, ·)‖L∞(O) + ‖∇un(t, ·)‖L∞(O)) ≤ C(n,Eδ(0),M,O). (3.2.35)
Then we can extend the existence time interval [0, Tn) of the solution (un, ρn, Qn) to [0, T ],
for any T ∈ [0,∞).
3.3 CONVERGENCE OF THE APPROXIMATE PROBLEM
In this section, we shall complete the proof of the main Theorem 3.1.1, by taking the limit
of the approximation system as n→∞ and ε→ 0.
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3.3.1 The existence of the first level approximate solutions as n→∞
First we keep ε as a fixed constant, then ρn is bounded away from zero uniformly in n.
Thus from the energy inequality (3.2.31), we obtain the following estimates of the solution
(ρn, un, Qn) which are independent of n,
0 < ε ≤ ρn(t, x) ≤ C, ∀t ∈ (0, T ), x ∈ O, (3.3.1)
‖√ρnun‖L∞(0,T ;L2(O)) ≤ C, (3.3.2)
‖un‖L∞(0,T ;L2(O))∩L2(0,T ;H10 (O)) ≤ C, (3.3.3)
‖Qn‖L∞(0,T ;H1(O)∩L4(O))∩L2(0,T ;H2(O))∩L6(0,T ;L6(O)) ≤ C. (3.3.4)
The above estimates give the following convergence results for any fixed ε > 0 as n→∞:
un ⇀ u in L
2(0, T ;H10 (O)), (3.3.5)
Qn ⇀ Q in L
2(0, T ;H2(O)), (3.3.6)
√
ρnun ⇀
∗ √ρu in L∞(0, T ;L2(O)). (3.3.7)
However the above convergence is not strong enough to pass every term in the system to a
limit. We need to prove more compactness results as follows.
First, we apply Theorem A.0.1 to obtain some compactness for ρn and un. The only
condition we need to verify is that for any ψ ∈ D with divψ = 0, the following holds
|(∂t(ρnun), ψ)| ≤ C‖ψ‖L2(0,T ;W 1,3(O)). (3.3.8)
To this end, we show that other terms aside from ∂t(ρnun) in equation (3.2.6) belong to
W−1,
3
2 (O). In fact, by using the Sobolev embedding inequality and the Poincare´ inequality,
we have
‖ρnun ⊗ un‖
L2tL
3
2
x
≤ C( ∫ T
0
‖√ρnun‖2L2‖un‖2L6dt
) 1
2 ≤ C( ∫ T
0
‖√ρnun‖2L2‖un‖H1dt
) 1
2
≤ C‖√ρnun‖L∞t L2x‖u‖L2tH1x ,
‖λ|Qn|H[Qn]‖
L2tL
3
2
x
= ‖λ|Qn|
(
∆Qn − aQn + b[Q2n −
tr(Q2n)
d
Id]− cQn|Qn|2
)‖
L2tL
3
2
x
≤ C( ∫ T
0
‖Qn‖2L6‖∆Qn‖2L2 + ‖Qn‖4L3 + ‖Qn‖2L3‖Qn‖4L6 + ‖Qn‖8L6dt
) 1
2
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≤ C(‖Qn‖L∞t H1x + ‖Qn‖2L∞t H1x + ‖Qn‖3L∞t H1x)‖Qn‖L2tH2x ,
‖∇Qn ∇Qn +Qn∆Qn −∆QnQn + κQn‖
L2tL
3
2
x
≤ C( ∫ T
0
‖∇Qn‖2L2‖∇Qn‖2L6 + ‖Qn‖2L6‖∆Qn‖2L2 + ‖Qn‖2L2|O|
1
3 dt
) 1
2
≤ C(1 + ‖Qn‖L∞t H1x)‖Qn‖L2tH2x ,
which imply that the first order derivatives of all the above terms are in L2(0, T ;W−1,
3
2 (O)),
and so is ∂t(ρnun). Then by Theorem A.0.1, we have
ρn → ρ in C([0, T ];Lq(O)), (3.3.9)
√
ρnun → ρu in Lp(0, T ;Lr(O)), (3.3.10)
ρnun → ρu in Lp(0, T ;Lr(O)), (3.3.11)
for any 1 ≤ q <∞, 2 < p <∞, and 1 ≤ r < 2dp
dp−4 .
Moreover, similarly to the above statement, from the estimates (3.3.3) and (3.3.4) along
with the fact that ∂tQn satisfies (3.2.7), we know that ∂tQn ∈ L2(0, T ;L 32 (O)), and
‖(un · ∇)Qn‖
L2tL
3
2
x
≤ C(
∫ T
0
‖un‖2L6‖∇Qn‖2L2dt)
1
2 ≤ C‖un‖L2t (H10 )x‖∇Qn‖L∞t L2x ,
‖λ|Qn|Dn‖
L2tL
3
2
x
≤ C(
∫ T
0
‖Qn‖2L6‖∇un‖2L2dt)
1
2 ≤ C‖Qn‖L∞t H1x‖∇un‖L2t,x ,
‖ΓH[Qn]‖
L2tL
3
2
x
= Γ‖∆Qn − aQn + b[Q2n −
tr(Q2n)
d
Id]− cQn|Qn|2‖
L2tL
3
2
x
≤ C(
∫ T
0
(‖∆Qn‖2L2x|O|
1
3 + ‖Qn‖2L2x|O|
1
3 + ‖Qn‖4L3x + ‖Qn‖4L6x‖Qn‖2L3x)dt)
1
2
≤ C(‖∆Qn‖L2t,x + ‖Qn‖L2t,x + ‖Qn‖L2tH2x(‖Qn‖L∞t H1x + ‖Qn‖2L∞t H1x)).
Then by the Aubin-Lions Lemma (Lemma A.0.6), we have
Qn ⇀ Q in L
2(0, T ;H2(O)), Qn → Q in L2(0, T ;H1(O)). (3.3.12)
Obviously, (3.2.3) implies the strong convergence of u0,n to u0,ε in L
2((0, T ) × O). Thus
we can pass to limit as n goes to infinity in system (3.2.5)-(3.2.7) in D′((0, T ) × O), i.e.
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(ρ, u,Q) is a weak solution to this system. Regarding the limit of the energy, from the above
convergence results, we know that
EM(t) ≤ lim inf
n→∞
EMn (t),∫ t
0
∫
O
(µ|∇u|2 + Γ|∆Q|2 + c2Γ|Q|6)dxds
≤ lim inf
n→∞
∫ t
0
∫
O
(µ|∇un|2 + Γ|∆Qn|2 + c2Γ|Qn|6)dxds.
For the initial data in the energy inequality, by the definition of u0,n we have
∫
O
ρε|u0,n|2dx→
∫
O
ρε|u0,ε|2dx.
In summary, we obtain the following results:
Proposition 3.3.1. For any T > 0, there is a solution (ρε, uε, Qε) which satisfies the system
(3.0.2)-(3.0.5) in the weak sense of Definition 3.1.1, with the initial data
ρ|t=0 = ρε, u|t=0 = u0,ε, Q|t=0 = Q¯, (3.3.13)
and the boundary condition (3.0.9). In addition, the solution satisfies the following energy
inequality:
EM(t) +
1
2
∫ T
0
∫
O
(µ|∇u|2 + Γ|∆Q|2 + c2Γ|Q|6)dxdt
≤ CeCT
∫
O
(ρε|u0,ε|2 + |Q¯|2 + |Q¯|4 + |∇Q¯|2)dx.
(3.3.14)
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3.3.2 Pass to the limit as ε→ 0
The difficulty here is the degeneracy of the lower bound of ρ, but we can resolve this using
Theorem A.0.1. First let us consider the initial kinetic energy. Since we have ∇×Qρεmε = 0
in D′ , we know ∫
O
ρε|u0,ε|2dx =
∫
O
1
ρε
|mε −Qρεmε|2dx
=
∫
O
1
ρε
(|mε|2 + |Qρεmε|2 − 2mεQρεmε)dx
=
∫
O
1
ρε
(|mε|2 + |Qρεmε|2 − 2(ρεu0,ε +Qρεmε)Qρεmε)dx
=
∫
O
1
ρε
(|mε|2 − |Qρεmε|2)dx.
For each ε, the solution (ρε, uε, Qε) satisfies the following energy inequality from (3.3.14),
2EMε (t) +
∫ T
0
∫
O
µ|∇uε|2 + Γ|∆Qε|2 + c2Γ|Qε|6dxdt
≤ CeCT
∫
O
(ρε|u0,ε|2 + |Q¯|2 + |Q¯|4 + |∇Q¯|2)dx
≤ CeCT
∫
O
(
|mε|2
ρε
+ |Q¯|2 + |Q¯|4 + |∇Q¯|2)dx,
with
EMε (t) :=
∫
O
(
1
2
ρε|uε|2 + 1
2
|∇Qε|2 + (a
2
+M)|Qε|2 − b
3
tr(Q3ε) +
c
4
|Qε|4
)
dx.
Since mε(ρε)−
1
2 → m¯ρ¯− 12 in L2(O) as ε → 0, we have the following uniform bounds with
respect to ε,
‖√ρεuε‖L∞(0,T ;L2(O)) ≤ C, (3.3.15)
‖uε‖L2(0,T ;H10 (O)) ≤ C, (3.3.16)
‖Qε‖L∞(0,T ;H1(O)∩L4(O))∩L2(0,T ;H2(O))∩L6(0,T ;L6(O)) ≤ C. (3.3.17)
Then we obtain
uε ⇀ u in L
2(0, T ;H10 (O)), (3.3.18)
Qε ⇀ Q in L
2(0, T ;H2(O)), (3.3.19)
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√
ρεuε ⇀
∗ √ρu in L∞(0, T ;L2(O)). (3.3.20)
In order to pass to the limit as ε → 0 in the approximate system, the above convergence
results are not strong enough. Then similarly to Subsection 3.3.1, we need to get some
compactness results. By the same way as (3.3.8), we also can verify the condition
|(∂t(ρεuε), ψ)| ≤ C‖ψ‖L2(0,T ;W 1,3(O)). (3.3.21)
Then Theorem A.0.1 yields
ρε → ρ in C([0, T ];Lq(O)),
√
ρεuε → ρu in Lp(0, T ;Lr(O)),
ρεuε → ρu in Lp(0, T ;Lr(O)),
for any 1 ≤ q <∞, 2 < p <∞, and 1 ≤ r < 2dp
dp−4 .
Moreover, similarly to (3.3.12), we also have
Qε ⇀ Q in L
2(0, T ;H2(O)), Qε → Q in L2(0, T ;H1(O)). (3.3.22)
The above boundedness and convergence results imply that
div (ρεuε ⊗ uε)→ div(ρu⊗ u) in D′ ,∫ T
0
∫
O
∇ · (∇Qε ∇Qε + λ|Qε|H[Qε]−Qε∆Qε + ∆QεQε − κQε) : ∇xψdxdt
→
∫ T
0
∫
O
∇ · (∇Q∇Q+ λ|Q|H[Q]−Q∆Q+ ∆QQ− κQ) : ∇xψdxdt,∫ T
0
∫
O
(uε · ∇xQε +QεΩε − ΩεQε − λ|Qε|Dε) : ϕdxdt
→
∫ T
0
∫
O
(u · ∇xQ+QΩ− ΩQ− λ|Q|D) : ϕdxdt,∫ T
0
∫
O
H[Qε] : ϕdxdt→
∫ T
0
∫
O
H[Q] : ϕdxdt,
for any ψ ∈ D with divψ = 0, and ϕ ∈ D with ϕ ∈ Sd0 . For the initial data in the
Navier-Stokes equations, by the decomposition and the convergence of mε, we have∫
O
ρεu0,ε · ψdx =
∫
O
mε · ψdx→
∫
O
m¯ · ψdx, (3.3.23)
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for any ψ ∈ O with divψ = 0. Then we can pass to the limit to obtain the weak solu-
tion (ρ, u,Q) of the problem (3.0.2)-(3.0.5) with the initial condition (3.0.6)-(3.0.8) and the
boundary condition (3.0.9).
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4.0 COMPRESSIBLE ACTIVE LIQUID CRYSTALS
In this chapter, we build on the work in Chapter 2 to analyze the following system for
compressible flows of active nematic liquid crystals [25,29] in a bounded domain O ⊂ R3:

∂tc+ (u · ∇)c = D0∆c,
∂tρ+∇ · (ρu) = 0,
∂t(ρu) +∇ · (ρu⊗ u) +∇P (ρ)− µ∆u− (ν + µ)∇div u = ∇ · τ +∇ · σ,
∂tQ+ (u · ∇)Q+QΩ− ΩQ = ΓH[Q, c],
(4.0.1)
where c is the concentration of active particles, ρ is the density of the fluid, u ∈ R3 is
the flow velocity, the nematic tensor order parameter Q is a traceless and symmetric 3 × 3
matrix, P = κργ denotes the pressure with adiabatic constant γ > 1, D0 > 0 is the diffusion
constant, µ > 0 and ν > 0 are the viscosity coefficients, Γ−1 > 0 is the rotational viscosity,
and Ω = 1
2
(∇u−∇u>) is the antisymmetric part of the strain tensor. Moreover, the tensor:
H[Q, c] := K∆Q− k
2
(c− c∗)Q+ b
(
Q2 − tr(Q
2)
3
I3
)− c∗Q tr(Q2)
describes the relaxational dynamics of the nematic phase, which can be obtained from the
Landau-de Gennes free energy, i.e., Hαβ = − δFδQαβ with
F =
∫ (k
4
(c− c∗)tr(Q2)− b
3
tr(Q3) +
c∗
4
|tr(Q2)|2 + K
2
|∇Q|2
)
dA,
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where K is the elastic constant for the one-constant elastic energy density, c∗ is the critical
concentration for the isotropic-nematic transition, and k > 0 and b ∈ R are material-
dependent constants. Without loss of generality, we take K = k = 1 in this paper. The
stress tensor σ = (σij) has two contributions:
σij = σijr + σ
ij
a ,
with
σijr = Q
ikHkj[Q, c]−H ik[Q, c]Qkj,
σija = σ∗c
2Qij,
where σijr is the stress due to the nematic elasticity, and σ
ij
a is the active contribution which
describes contractile (σ∗ > 0) or extensile (σ∗ < 0) stresses exerted by the active particles
along the director field. The symmetric additional stress tensor is denoted by
τ ij = F(Q)δij − ∂jQkl∂iQkl = F(Q)δij − (∇Q∇Q)ij
with
F(Q) =
1
2
|∇Q|2 + 1
2
tr(Q2) +
c∗
4
tr2(Q2).
Here and elsewhere, we use the Einstein summation convention, i.e., we sum over the re-
peated indices.
We rewrite system (4.0.1) as
∂tc+ (u · ∇)c = D0∆c, (4.0.2)
∂tρ+∇ · (ρu) = 0, (4.0.3)
∂t(ρu) +∇ · (ρu⊗ u) +∇ργ = µ∆u+ (ν + µ)∇div u+∇ ·
(
F(Q)I3 −∇Q∇Q
)
+∇ · (Q∆Q−∆QQ) + σ∗∇ · (c2Q), (4.0.4)
∂tQ+ (u · ∇)Q+QΩ− ΩQ = ΓH[Q, c], (4.0.5)
with
H[Q, c] = ∆Q− c− c∗
2
Q+ b
(
Q2 − tr(Q
2)
3
I3
)
− c∗Qtr(Q2),
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and Γ > 0, D0 > 0, µ > 0, ν > 0, c∗ > 0, b, σ∗ ∈ R, γ > 32 , (x, t) ∈ O × R+; subject to the
following initial conditions:
(c, ρ, ρu,Q)|t=0 = (c0, ρ0,m0, Q0)(x) for x ∈ O ⊂ R3, (4.0.6)
with
c0 ∈ H1(O), 0 < c ≤ c0 ≤ c <∞,
Q0 ∈ H1(O), Q0 ∈ S30 a.e. in O,
and the following boundary conditions on ∂O with unit outward normal ~n:
∇c · ~n|∂O = 0, u|∂O = 0, ∇Q · ~n|∂O = 0, (4.0.7)
satisfying the following compatibility conditions:
ρ0 ∈ Lγ(O), ρ0 ≥ 0; m0 ∈ L1(O), m0 = 0 if ρ0 = 0; |m0|
2
ρ0
∈ L1(O). (4.0.8)
The hydrodynamic equations in (4.0.1), or (4.0.2)–(4.0.5), are from [30] with some differ-
ences, primarily for technical reasons. Namely, in the concentration equation, the diffusion
constants are assumed to be the same in all directions, and the active current is assumed to
be zero, which is equivalent to setting α1 = 0 in equations (15a)–(15c) in [30]. Furthermore,
the flow-aligning parameter λ in [30] is assumed to be zero; this is not a severe restriction,
but just implies that we are in the flow-tumbling regime. Finally, we have also neglected one
of the terms in the passive “nematic” stress which does not feature for the two-dimensional
systems but can play a role for the three-dimensional systems. Despite these simplifications
compared to the successful model presented in [30], our work is a first step in the rigor-
ous analysis of initial-boundary value problems for compressible active nematics in two and
three space dimensions, and the mathematical approach developed here is different from the
previous approaches in Chapter 2 and Chapter 3 and [50].
In the simplified system above, the fluid flow is dictated by the compressible Navier-
Stokes equations; the particle concentration in the fluid and the evolution of the order
parameter Q are governed by the parabolic-type equations, with extra nonlinear coupling
terms as forcing terms. The term, F(Q), is added to close the energy in our compressible
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system. Since our system reduces to the compressible Navier-Stokes system in the absence of
the concentration c and the Q-tensor, the best result we could expect can not be better than
those in [16–18], in which the existence of finite-energy weak solutions of the compressible
Navier-Stokes system (allowing initial vacuum) was proved for γ > 3
2
.
In this paper, our aim is to prove the existence of global weak solutions of this com-
pressible coupled system (4.0.2)−(4.0.8) in three space dimensions. In our system, owing
to the varying concentration c = c(x, t), we multiply the Q-tensor equation by −(∆Q −
Q − c∗Qtr(Q2)
)
, rather than −H[Q, c], to avoid dealing with the interaction terms of the
concentration and the Q-tensor and obtain the dissipation and a priori estimates for the
system. Moreover, the cubic term of the Q-tensor does not appear in the energy with this
strategy, so that a positive total energy for this system can be obtained, unlike in Chapter
2 and Chapter 3, where a specific positive energy for the system is re-defined by using the
property of the Q-tensor, i.e., (3.1.5) in Chapter 3. Furthermore, the highly nonlinear terms
in this system cause new mathematical difficulties compared to the incompressible liquid
crystal system in Chapter 2. However, since the maximum principle holds for the concen-
tration equation (4.0.2) for c (i.e., c is bounded if the initial condition (4.2.5) is satisfied;
see Lemma 4.2.2), the highly nonlinear terms can be dealt with via using some cancellation
rules as in Lemma A.0.5 and (4.1.6) in Proposition 4.1.1. We remark that the symmetry
and tracelessness of the Q-tensor play a key role in the cancellations which are crucial for
the proof of the existence of weak solutions. For example, in order to obtain the essential
compactness results, the force term in the compressible Navier-Stokes equations should be-
long to H−1(O) due to Lions [38]. However, the regularity of Q obtained from the Q-tensor
equation is L∞t H
1
x ∩ L2tH2x, which is not enough to achieve this condition. Owing to the
cancellations, all the higher order nonlinear terms together vanish, so we do not need to deal
with them.
In this part of the thesis, we apply the Faedo-Galerkin’s method [61] with three levels of
approximations to prove the existence of the solutions of the initial-boundary value problem
(4.0.2)–(4.0.8) in a bounded domain O ⊂ R3. The first level of approximation concerns
the artificial pressure due to the possibility of vanishing density and lower integrability of
the density. Here we lift the density above zero to avoid the vacuum and add the artificial
63
pressure to increase the integrability of the density. The second level corresponds to the
artificial viscosity, which changes the continuity equation from the hyperbolic to parabolic
type which ensures higher regularity. The last level is the approximation from the finite-
dimensional to infinite-dimensional space. By the weak convergence argument, we obtain
the global existence of finite-energy weak solutions defined as follows:
Definition 4.0.1. For any T > 0, (c, ρ, u,Q) is a finite-energy weak solution of problem
(4.0.2)−(4.0.8) if the following conditions are satisfied:
(i) c > 0, c ∈ L∞(0, T ;L2(O)) ∩ L2(0, T ;H1(O)); ρ ≥ 0, ρ ∈ L∞(0, T ;Lγ(O)); u ∈
L2(0, T ;H10 (O)), Q ∈ L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O)), and Q ∈ S30 a.e. in OT =
[0, T ]×O.
(ii) Equations (4.0.2)−(4.0.5) are valid in D′(OT ). Moreover, (4.0.3) is valid in D′(0, T ;R3),
if (ρ, u) are extended to be zero on R3 \ O.
(iii) Energy E(t) is locally integrable on (0, T ) and satisfies the energy inequality:
d
dt
E(t) +
D0
2
‖∇c‖2L2 +
µ
2
‖∇u‖2L2 + (ν + µ)‖div u‖2L2 +
Γ
2
‖∆Q‖2L2 +
c2∗Γ
2
‖Q‖6L6
≤ C(‖u‖2L2 + ‖∇Q‖2L2 + ‖Q‖2L2 + ‖Q‖4L4) in D′(0, T ),
where
E(t) :=
∫
O
(1
2
|c|2 + 1
2
ρ|u|2 + ρ
γ
γ − 1 +
1
2
|Q|2 + 1
2
|∇Q|2 + c∗
4
|Q|4
)
dx.
(iv) Equation (4.0.3) is satisfied in the sense of renormalized solutions; that is, for any function
g ∈ C1(R) with the property:
g′(z) ≡ 0 for all z ≥M for a sufficiently large constant M, (4.0.9)
then
∂tg(ρ) + div (g(ρ)u) +
(
g′(ρ)ρ− g(ρ))div u = 0 in D′(0, T ). (4.0.10)
Our main result reads:
Theorem 4.0.1. Let γ > 3
2
and O ⊂ R3 be a bounded domain of the class C2+τ for τ > 0.
Assume that the initial data function (c0, ρ0,m0, Q0)(x) satisfies the compatibility conditions
(4.0.8). Then, for any T > 0, problem (4.0.2)−(4.0.7) admits a finite-energy weak solution
(c, ρ, u,Q)(t, x) on OT .
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4.1 THE DISSIPATION PRINCIPLE AND A PRIORI ESTIMATES
In this section, we derive the dissipation principle and a priori estimates in Proposition 4.1.1
for system (4.0.2)−(4.0.5).
Proposition 4.1.1. Let (c, ρ, u,Q) be a smooth solution of problem (4.0.3)–(4.0.8). Then
there exists C > 0 depending only on (D0, b, c∗, σ∗, µ, ν,Γ) and the initial data such that, for
a given T ,
d
dt
E(t) +
D0
2
‖∇c‖2L2 +
µ
2
‖∇u‖2L2 + (ν + µ)‖div u‖2L2 +
Γ
2
‖∆Q‖2L2 +
c2∗Γ
2
‖Q‖6L6
≤ C(‖u‖2L2 + ‖∇Q‖2L2 + ‖Q‖2L2 + ‖Q‖4L4) for all t ∈ (0, T ). (4.1.1)
In addition, if (c0, ρ0,m0, Q0)(x) ∈ L∞ × Lγ × L2 ×H1, then
‖c‖L∞(0,T ;L∞(O)) + ‖c‖L∞(0,T ;L2(O))∩L2(0,T ;H1(O)) ≤ C, (4.1.2)
‖ρ‖L∞(0,T ;Lγ(O)) ≤ C, (4.1.3)
‖√ρu‖2L∞(0,T ;L2(O)) +
µ
2
‖∇u‖2L2(0,T ;L2(O)) + (ν + µ)‖div u‖2L2(0,T ;L2(O)) ≤ C, (4.1.4)
‖Q‖L∞(0,T ;H1(O)∩L4(O))∩L2(0,T ;H2(O))∩L6(0,T ;L6(O)) ≤ C. (4.1.5)
Proof. The L∞–bound for the concentration c(t, x) follows from the maximum principle
and its initial condition c0 ∈ L∞. Using the continuity equation (4.0.3) and the boundary
equation (4.0.7), we have
((ρu)t, u)− (ρu⊗ u,∇u)
=
∫
O
ρt|u|2 dx+
∫
O
ρ∂tu
iui dx−
∫
O
ρuiuj∂ju
i dx
=
∫
O
ρt|u|2 dx+ 1
2
∫
O
ρ∂t|u|2 dx+ 1
2
∫
O
|u|2div (ρu) dx
=
∫
O
ρt|u|2 dx+ 1
2
d
dt
∫
O
ρ|u|2 dx− 1
2
∫
O
ρt|u|2 dx+ 1
2
∫
O
|u|2div (ρu) dx
=
1
2
d
dt
∫
O
ρ|u|2 dx+ 1
2
∫
O
|u|2(ρt + div (ρu)) dx
=
1
2
d
dt
∫
O
ρ|u|2 dx,
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and
(ργ, div u) = −
∫
O
ργ−1(ρt +∇ρ · u) dx
= −1
γ
d
dt
∫
O
ργ dx− 1
γ
∫
O
∂iρ
γui dx = −1
γ
d
dt
∫
O
ργ dx+
1
γ
∫
O
ργdiv u dx,
which gives
(ργ, div u) =
1
1− γ
d
dt
∫
O
ργ dx.
We take the inner product of equation (4.0.2) with c, equation (4.0.4) with u, and equation
(4.0.5) with −(∆Q−Q−c∗Q tr(Q2)) respectively, sum them up, and then integrate by parts
over O to obtain
d
dt
∫
O
(1
2
|(c,√ρu)|2 + ρ
γ
γ − 1 +
1
2
|(Q,∇Q)|2 + c∗
4
|Q|4
)
dx+D0‖∇c‖2L2
+ µ‖∇u‖2L2 + (ν + µ)‖div u‖2L2 + Γ‖∆Q‖2L2 + Γ‖∇Q‖2L2 + c∗Γ‖Q‖4L4 + c2∗Γ‖Q‖6L6
= −(u · ∇c, c)− (∇ · (∇Q∇Q), u)− (F(Q)I3,∇u) + (∇ · (Q∆Q−∆QQ), u)
− σ∗(c2Q,∇u) + (u · ∇Q,∆Q)− (u · ∇Q,Q+ c∗Q|Q|2)− (ΩQ−QΩ,∆Q)
+
(
ΩQ−QΩ, Q+ c∗Q|Q|2
)
+ Γ(
c− c∗
2
Q,∆Q−Q− c∗Qtr(Q2))
− bΓ(Q2,∆Q) + bΓ(Q2, Q+ c∗Qtr(Q2)) + 2c∗Γ(Q|Q|2,∆Q)
=
13∑
i=1
Ii.
First, by Lemma A.0.5, we have
I4 + I8 = 0.
By simple calculation,
I2 + I3 + I6 + I7 = 0, I9 = 0,
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as shown below:
I2 + I6 + I7
= −(∇ · (∇Q∇Q), u) + (u · ∇Q,∆Q)− (u · ∇Q,Q+ c∗Q|Q|2)
= −
∫
O
∂j
(
∂iQ
kl∂jQ
kl
)
ui dx+
∫
O
ui∂iQ
kl∆Qkl dx−
∫
O
ui∂iQ
kl
(
Qkl + c∗Qkl|Q|2
)
dx
= −
∫
O
(
∂i∂jQ
kl∂jQ
klui + ∂iQ
kl∂j∂jQ
klui
)
dx+
∫
O
ui∂iQ
kl∆Qkl dx
−
∫
O
ui∂i
(1
2
|Q|2 + c∗
4
tr2(Q2)
)
dx
= −
∫
O
∂i∂jQ
kl∂jQ
klui dx+
∫
O
(1
2
|Q|2 + c∗
4
tr2(Q2)
)
div u dx
=
∫
O
(1
2
|∇Q|2 + 1
2
|Q|2 + c∗
4
tr2(Q2)
)
div u dx = −I3,
(4.1.6)
and
I9 = (ΩQ−QΩ, Q+ c∗Q|Q|2) = −(ΩQ+QΩ, Q+ c∗Q|Q|2) + 2(ΩQ,Q+ c∗Q|Q|2) = 0,
where we have used the fact that Q is symmetric and Ω is skew-symmetric.
Moreover, by the Young inequality, we have
|I1| = |(u · ∇c, c)| ≤ C‖u‖L2‖∇c‖L2‖c‖L∞ ≤ D0
4
‖∇c‖2L2 + C‖u‖2L2 ,
|I5| = |σ∗(c2Q,∇u)| ≤ C‖c‖2L∞‖∇u‖L2‖Q‖L2 ≤
µ
4
‖∇u‖2L2 + C‖Q‖2L2 ,
|I10| = Γ
∣∣(c− c∗
2
Q,∆Q−Q− c∗Q tr(Q2))
∣∣ ≤ Γ
8
‖∆Q‖2L2 + C‖Q‖2L2 + C‖Q‖4L4 ,
|I11| = | − bΓ(Q2,∆Q)| ≤ Γ
8
‖∆Q‖2L2 + C‖Q‖4L4 ,
|I12| = |bΓ(Q2, Q+ c∗Q tr(Q2))| =
∣∣bΓ ∫
O
(
tr(Q)
)3
dx+ bc∗Γ
∫
O
(
tr(Q)
)3|Q|2 dx∣∣
≤ c
2Γ
2
‖Q‖6L6 + C‖Q‖2L2 + C‖Q‖4L4 ,
I13 = 2c∗Γ(Q|Q|2,∆Q) = 2c∗Γ
∫
O
∂kkQ
ijQijtr(Q2) dx
= −2c∗Γ
∫
O
∂kQ
ij∂kQ
ijtr(Q2) dx− 2c∗Γ
∫
O
∂kQ
ijQij∂ktr(Q
2) dx
= −2c∗Γ
∫
O
|∇Q|2|Q|2 dx− c∗Γ
∫
O
|∇tr(Q2)|2 dx ≤ 0.
Combining all the above estimates, we obtain the desired result.
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Corollary 4.1.1. For any smooth solution (c, ρ, u,Q) of problem (4.0.2)–(4.0.8),
Q ∈ L10(OT ) ∩ L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O)), ∇Q ∈ L 103 (OT ).
Proof. From estimate (4.1.5) and the Gagliardo-Nirenberg inequality in Lemma A.0.7, we
have
‖Q‖L10(O) ≤ C‖Q‖
4
5
L6(O)‖∆Q‖
1
5
L2(O) + C‖Q‖L6(O),
‖∇Q‖
L
10
3 (O) ≤ C‖∇Q‖
2
5
L2(O)‖∆Q‖
3
5
L2(O) + C‖∇Q‖L2(O).
Then the proof is complete.
4.2 THE FAEDO-GALERKIN APPROXIMATION
In this section, we use the Faedo-Galerkin method to construct a solution (cn, ρn, un, Qn)
of the initial-boundary value problem (4.2.1)–(4.2.4) below, which is an approximation sys-
tem to (4.0.2)–(4.0.5). Since this initial-boundary value problem involves coupling terms
with the concentration, velocity, and Q-tensor in the force, such as the high nonlinear terms
H[Q, c], F (Q), and c2Q, and the terms with high order derivative Q∆Q − ∆QQ, we need
to handle all these couplings carefully in order to construct the approximation success-
fully by using the Faedo-Galerkin method. First, we show that there is a unique solution
(ρ[un], c[un], Q[un]) to the initial-boundary problem (4.2.1)–(4.2.2) and (4.2.4) for any un
in the finite-dimensional space C(0, T ;Xn). Then, substituting (ρ[un], c[un], Q[un]) into the
variational problem of the momentum equation, we can obtain a local solution (ρn, cn, un, Qn)
of the approximation system (4.2.1)–(4.2.4) on the time interval [0, Tn] by using the contrac-
tion map theorem. Thanks to the cancellation rule we mentioned previously and the fact
that the concentration equation obeys the maximum principle, we can overcome the difficul-
ties caused by the complicated coupling terms of the system both in the proof of extending
the local solution to a global one by the uniform energy estimates of the system with respect
to n and in the proof of the existence of the first level approximation solution as n→∞.
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For fixed δ > 0 and ε > 0, we solve the following approximation problem:
∂tc+ (u · ∇)c = D0∆c, (4.2.1)
∂tρ+∇ · (ρu) = ε∆ρ, (4.2.2)
∂t(ρu) +∇ · (ρu⊗ u) +∇
(
ργ + δ∇ρβ)+ ε(∇ρ · ∇)u
= µ∆u+ (ν + µ)∇div u+∇ · (F(Q)I3 −∇Q∇Q)
+∇ · (Q∆Q−∆Q) + σ∗∇ · (c2Q), (4.2.3)
∂tQ+ (u · ∇)Q+QΩ− ΩQ = ΓH[Q, c], (4.2.4)
complemented with the modified initial conditions:
c|t=0 = c0 ∈ H1(O), 0 < c ≤ c0(x) ≤ c¯, (4.2.5)
ρ|t=0 = ρ0 ∈ C3(O¯), 0 < % ≤ ρ0(x) ≤ %¯, (4.2.6)
(ρu)|t=0 = m0(x) ∈ C2(O¯), (4.2.7)
Q|t=0 = Q0(x) ∈ H1(O), Q0 ∈ S30 a.e. in O, (4.2.8)
and the boundary conditions on ∂O with unit outward normal ~n:
∇c · ~n|∂O = 0, ∇ρ · ~n|∂O = 0, (4.2.9)
u|∂O = 0, ∂Q
∂~n
|∂O = 0, (4.2.10)
where c, c¯, %, and %¯ are positive constants.
Remark 4.2.1. We now remark on the extra terms in the approximation system. The van-
ishing viscosity ε∆ρ converts equation (4.0.3) from the hyperbolic to parabolic type and
provides the higher regularity of ρ. The term, δ∇ρβ, is added to obtain the higher integra-
bility of ρ for some constant β > 0. The extra term ε∇ρ · ∇u is needed to cancel some bad
terms that do not vanish in the energy estimates.
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4.2.1 The Neumann problem for the density and Q-tensor
We first state the following existence results, which can be found in [17].
Lemma 4.2.1. Assume that u ∈ C([0, T ];C2(O¯,R3)) with u|∂O = 0. Then there exists the
following mapping S = S[u]:
S : C([0, T ];C2(O¯,R3))→ C([0, T ];C3(O¯))
such that
(i) ρ = S[u] is the unique classical solution of (4.2.2), (4.2.6)–(4.2.7), and (4.2.9),
(ii) For all t ≥ 0,
% exp
(
−
∫ t
0
‖div u(s)‖L∞(O)ds
)
≤ S[u](t, x) ≤ %¯ exp
(∫ t
0
‖div u(s)‖L∞(O)ds
)
,
(iii) For any u1 and u2 in the set:
NN = {v : v ∈ C([0, T ];C20(O,R3)), ‖v‖C([0,T ];C20 (O¯,R3)) ≤ N} (4.2.11)
with some suitable constant N > 0,
‖S[u1]− S[u2]‖C([0,T ];H1(O)) ≤ TC(N, T )‖u1 − u2‖C([0,T ];H10 (O)). (4.2.12)
Lemma 4.2.2. For each u ∈ C([0, T ];C20(O¯,R3)) with u|∂O = 0, there exists a unique
solution of the following initial-boundary value problem:
∂tc+ (u · ∇)c = D0∆c,
∂tQ+ (u · ∇)Q+QΩ− ΩQ = ΓH[Q, c],
Q|t=0 = Q0(x) ∈ H1(O), ∇Q · ~n|∂O = 0,
c|t=0 = c0(x) ∈ H1(O), ∇c · ~n|∂O = 0
(4.2.13)
with 0 < c ≤ c0 ≤ c¯ < ∞ such that Q ∈ L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O)), c ∈
L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O)), and 0 < c ≤ c ≤ c¯ < ∞. Moreover, the above map-
ping u 7→ (c[u], Q[u]) is continuous from NN to
(
L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O))) ×(
L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O))), and Q[u] ∈ S30 a.e. in OT .
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Proof. We divide the proof into five steps.
1. The existence of a solution (c,Q) can be achieved by the standard parabolic theory [34].
The boundedness of c is guaranteed by the fact that the maximum principle is valid for the
first equation in system (4.2.13) and the initial condition of c. Next, we show that (c,Q)
belongs to
(
L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O)))× (L∞(0, T ;H1(O)) ∩ L2(0, T ;H2(O))).
2. Assume that u ∈ NN . First, let us take the sum of the first equation in (4.2.13) mul-
tiplied by c−∆c and the second equation in (4.2.13) multiplied by −(∆Q−Q− c∗Qtr(Q2)),
take the trace, and integrate by parts over O to obtain
1
2
d
dt
∫
O
(|(c,Q,∇c,∇Q)|2 + c∗
2
|Q|4)dx
+D0‖(∇c,∆c)‖2L2 + Γ‖(∇Q,∆Q)‖2L2 + c∗Γ‖Q‖4L4 + c2∗Γ‖Q‖6L6
= (u · ∇c,∆c)− (u · ∇c, c) + (u · ∇Q,∆Q)− (u · ∇Q,Q+ c∗Q|Q|2)− (ΩQ−QΩ,∆Q)
+
(
ΩQ−QΩ, Q+ c∗Q|Q|2
)
+
1
2
Γ((c− c∗)Q,∆Q−Q− c∗Q tr(Q2))
− bΓ(Q2,∆Q−Q− c∗Q tr(Q2)) + 2c∗Γ(Q|Q|2,∆Q)
≤ D0
2
‖∆c‖2L2 +
Γ
2
‖∆Q‖2L2 +
c2∗Γ
2
‖Q‖6L6 + C
(‖(c,Q,∇c,∇Q)‖2L2 + ‖Q‖4L4).
By the Gronwall inequality, we obtain
‖(c,Q)‖L∞(0,T ;H1(O)) + ‖(c,Q)‖L2(0,T ;H2(O)) ≤ C,
where C > 0 depends on N, b, c∗,Γ, T, ‖Q0‖H1(O), and ‖c0‖H1(O).
3. For the uniqueness, we denote (c˜, Q˜) = (c1−c2, Q1−Q2) for any two solutions (c1, Q1)
and (c2, Q2) of (4.2.13). Then (c˜, Q˜) satisfies

∂tc˜+ u · ∇c˜ = D0∆c˜,
∂tQ˜+ u · ∇Q˜− ΩQ˜+ Q˜Ω− Γ∆Q˜+ 12Γc˜Q1 + 12ΓQ˜(c2 − c∗)
= Γ
(
b
(
Q˜(Q1 +Q2)− 13tr(Q˜(Q1 +Q2))I3
)− c∗Q˜ trQ21 − c∗Q2 tr(Q˜(Q1 +Q2)))
(4.2.14)
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with (c˜, Q˜)|t=0 = (0, 0), ∇Q˜ · ~n|∂O = 0, and ∇c˜ · ~n|∂O = 0. We sum up the first equation in
(4.2.14) multiplied by c˜ and the second equation in (4.2.14) multiplied by Q˜, take the trace,
and integrate by parts over O to obtain
1
2
d
dt
‖(c˜, Q˜)‖2L2 +D0‖∇c˜‖2L2 + Γ‖∇Q˜‖2L2
= −(u · ∇c˜, c˜)− (u · ∇Q˜, Q˜) + (ΩQ˜− Q˜Ω, Q˜)− Γ
2
(c˜Q1, Q˜)− Γ
2
((c2 − c∗)Q˜, Q˜)
+ Γ(b(Q˜(Q1 +Q2)− 1
3
tr(Q˜(Q1 +Q2))I3)− c∗Q˜ trQ21 − c∗Q2 tr(Q˜(Q1 +Q2)), Q˜)
≤ D0
2
‖∇c˜‖2L2 + C‖Q˜‖L2‖Q˜‖L6(‖Q1 +Q2‖L3 + ‖(Q1, Q2)‖2L6)
+ C
(‖(c˜, Q˜)‖2L2 + ‖∇Q˜‖L2‖Q˜‖L2)
≤ D0
2
‖∇c˜‖2L2 +
Γ
2
‖∇Q˜‖2L2 + C‖(c˜, Q˜)‖2L2 ,
where C depends on b, c∗,Γ, N , and ‖Q0‖H1 , and we have also used Sobolev’s embedding
inequality, Poincare´ inequality, and Young’s inequality in the last step. Therefore, applying
the Gronwall inequality, we obtain the desired uniqueness result.
4. Now we show that the map: u 7→ (c[u], Q[u]) is continuous. Let {un} be a bounded
sequence in NN with
lim
n→∞
‖un − u‖C(0,T ;C20 (O¯)) = 0
for some u ∈ C(0, T ;C20(O¯)). Denote (cn, Qn) = (c[un], Q[un]), (c,Q) = (c[u], Q[u]), and
(c˜n, Q˜n) = (cn − c,Qn − Q). Taking the difference of the equations satisfied by (cn, Qn)
and (c,Q), multiplying the resulting equations by (−∆c˜n,−∆Q˜n), taking the trace, and
integrating by parts over O, we have
1
2
d
dt
‖(∇c˜n,∇Q˜n)‖2L2 +D0‖∆c˜n‖2L2 + Γ‖∆Q˜n‖2L2
= (un · ∇c˜n + (un − u) · ∇c,∆c˜n) + (un · ∇Q˜n + (un − u) · ∇Q,∆Q˜n)
− (ΩnQ˜n + (Ωn − Ω)Q,∆Q˜n) + (Q˜nΩn +Q(Ωn − Ω),∆Q˜n)
+
Γ
2
(c˜nQn + (c− c∗)Q˜n,∆Q˜n)− 1
3
bΓ(3Q˜n(Qn +Q) + tr(Q˜n(Qn +Q))I3,∆Q˜n)
+ c∗Γ(|Qn|2Q˜n +Q(|Qn|2 − |Q|2),∆Q˜n)
=
7∑
i=1
Ii.
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In the following, we estimate all the terms on the right-hand side of the above equation:
|I1| = |(un · ∇c˜n + (un − u) · ∇c,∆c˜n)|
≤ C(‖un‖L∞‖∇c˜n‖L2 + ‖un − u‖L∞‖∇c‖L2)‖∆c˜n‖L2
≤ D0
2
‖∆c˜n‖2L2 + C‖∇c˜n‖2L2 + C‖un − u‖2L∞ ,
|I2| = |(un · ∇Q˜n + (un − u) · ∇Q,∆Q˜n)|
≤ C(‖un‖L∞‖∇Q˜n‖L2 + ‖un − u‖L∞‖∇Q‖L2)‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇Q˜n‖2L2 + C‖un − u‖2L∞ ,
|I3| = |(ΩnQ˜n + (Ωn − Ω)Q,∆Q˜n)|
≤ C‖Ωn‖L∞‖Q˜n‖L2‖∆Q˜n‖L2 + ‖∇un −∇u‖L∞‖Q‖L2‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖Q˜n‖2L2 + C‖∇un −∇u‖2L∞
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇Q˜n‖2L2 + C‖∇un −∇u‖2L∞ ,
|I4| = |(Q˜nΩn +Q(Ωn − Ω),∆Q˜n)|
≤ C‖Q˜n‖L2‖Ωn‖L∞‖∆Q˜n‖L2 + ‖Q‖L2‖Ωn − Ω‖L∞‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖Q˜n‖2L2 + C‖∇un −∇u‖2L∞
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇Q˜n‖2L2 + C‖∇un −∇u‖2L∞ ,
|I5| = Γ
2
|(c˜nQn + (c− c∗)Q˜n,∆Q˜n)| ≤ C
(‖c˜n‖L4‖Qn‖L4 + ‖c− c∗‖L∞‖Q˜n‖L2)‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇c˜n‖2L2 + C‖Q˜n‖2L2 ,
|I6| = 1
3
bΓ|(3Q˜n(Qn +Q) + tr(Q˜n(Qn +Q))I3,∆Q˜n)| ≤ C‖Q˜n‖L3‖Qn +Q‖L6‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇Q˜n‖2L2 ,
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and
|I7| = c∗Γ|(|Qn|2Q˜n +Q(|Qn|2 − |Q|2),∆Q˜n)|
≤ CΓ(‖Qn‖2L6 + ‖Qn‖L6‖Q‖L6 + ‖Q‖2L6)‖Q˜n‖L6‖∆Q˜n‖L2
≤ Γ
12
‖∆Q˜n‖2L2 + C‖∇Q˜n‖2L2 .
Combining all the above estimates, we conclude
1
2
d
dt
‖(∇c˜n,∇Q˜n)‖2L2 +
D0
2
‖∆c˜n‖2L2 +
Γ
2
‖∆Q˜n‖2L2
≤ C‖un − u‖2C20 (O) + C‖(∇c˜n,∇Q˜n)‖
2
L2 .
Then, by the Gronwall inequality, we have
‖(∇c˜n(t, ·),∇Q˜n(t, ·))‖2L2 + Γ
∫ t
0
‖(∆c˜n(s, ·),∆Q˜n(s, ·))‖2L2 ds
≤ CTeCT‖un − u‖2L∞(0,T ;C20 (O)).
(4.2.15)
As n→∞, we conclude
lim
n→∞
(‖(c˜n, Q˜n)‖L∞(0,T ;H1) + ‖(c˜n, Q˜n)‖L2(0,T ;H2)) = 0.
5. Finally, we show that Q ∈ S30 , i.e., Q> = Q and trQ = 0 a.e. in OT . It is clear that,
if Q is a solution of problem (4.2.13), so is Q>. Then, by the uniqueness of the solution, we
know that Q> = Q.
Then the only thing left is to show that trQ = 0. We take the trace on both sides of the
second equation in (4.2.13) to obtain
∂t(trQ) + u · ∇trQ = Γ
(
∆trQ− 1
2
(c− c∗)trQ− c∗trQ trQ2
)
, (4.2.16)
with trQ|t=0 = trQ0 = 0 and ∇trQ · ~n|∂O = 0, where we have used the fact that Q> = Q,
Ω> = −Ω, and tr(QΩ) = tr(ΩQ). Then we multiply equation (4.2.16) by trQ and integrate
by parts over O to obtain
1
2
d
dt
‖trQ‖2L2 + Γ‖∇trQ‖2L2
= −1
2
Γ((c− c∗)trQ, trQ)− c∗Γ
∫
O
|trQ|2 trQ2dx−
∫
O
u · ∇(trQ) trQ dx
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≤ C‖trQ‖2L2 + C‖Q‖2L6‖trQ‖L6‖trQ‖L2 + C‖∇trQ‖L2‖trQ‖L2
≤ C‖trQ‖2L2 + C‖∇trQ‖L2‖trQ‖L2 + C‖∇trQ‖L2‖trQ‖L2
≤ Γ
2
‖∇trQ‖2L2 + C‖trQ‖2L2 .
Applying the Gronwall inequality again, we complete the proof.
4.2.2 The Faedo-Galerkin approximation scheme
In this section, we proceed to solve (4.2.3) by the Faedo-Galerkin approximation scheme.
Let {ψn} be a family of smooth eigenfunctions of the Laplacian operator:
−∆ψn = λnψn on O,
ψn|∂O = 0,
where 0 < λ1 ≤ λ2 ≤ · · · are eigenvalues. We know that the eigenfunctions {ψn}∞n=1 form
an orthogonal basis of H10 (O).
Now, consider a sequence of finite-dimensional spaces:
Xn = span{ψ1, ψ2, · · · , ψn}, n = 1, 2, · · · , (4.2.17)
and look for solutions un ∈ C(0, T ;Xn) to the following variational approximation problem:
∫
O
ρ(t, x)un(t, x) · ψ(x) dx−
∫
O
m0(x) · ψ(x) dx
=
∫ t
0
∫
O
(
µ∆un + (µ+ ν)∇div un − div (ρun ⊗ un)−∇(ργ + δρβ)− ε∇ρ · ∇un
) · ψ dxds
+
∫ t
0
∫
O
∇ · (F(Q)I3 −∇Q∇Q+Q∆Q−∆QQ+ σ∗c2Q) · ψ dxds
(4.2.18)
for any t ∈ [0, T ], and ψ ∈ Xn.
Next we introduce a family of operators, as in [17]:
M[ρ] : Xn 7→ X∗n, (M[ρ]v, w) =
∫
O
ρv · w dx for any v, w ∈ Xn.
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The map:
ρ 7→ M−1[ρ]
from Nη = {ρ ∈ L1(O) : infx∈Ω ρ ≥ η > 0} into L(X∗n, Xn) has the following property:
‖M−1[ρ1]−M−1[ρ2]‖L(X∗n,Xn) ≤ C(n, η)‖ρ1 − ρ2‖L1(O). (4.2.19)
Using Theorems 4.2.1–4.2.2 with ρn = S[un], cn = c[un], and Qn = Q[un], we can rewrite
the variational problem (4.2.18) as
un(t) =M−1[ρn]
(
m∗ +
∫ t
0
N [cn(s), ρn(s), un(s), Qn(s)]ds
)
with
(m∗, ψ) =
∫
O
m0 · ψ dx,
(N [cn, ρn, un, Qn], ψ)
=
∫
O
(
µ∆un + (µ+ ν)∇div un − div (ρnun ⊗ un)−∇(ργn + δρβn)
) · ψ dx
− ε
∫
O
(∇ρn · ∇)un · ψ dx+
∫
O
∇ · (−∇Qn ∇Qn + F(Qn)I3) · ψ dx
+
∫
O
∇ · (Qn∆Qn −∆QnQn + σ∗c2nQn) · ψ dx
for any t ∈ [0, T ] and ψ ∈ Xn. Therefore, combining (4.2.12), (4.2.15), and (4.2.19), we
achieve a local solution (cn, ρn, un, Qn) of problem (4.2.1)–(4.2.2), (4.2.4), and (4.2.18), with
initial-boundary data (4.2.6)–(4.2.10) on a short time interval [0, Tn], Tn ≤ T , by using the
standard fixed point theorem on C(0, T ;Xn). In order to extend the existence time Tn to T
for any n = 1, 2, · · · , we need to prove that un stays bounded in Xn for the whole interval
[0, Tn]. Hence, in the following, we establish an energy inequality as in Proposition 4.1.1.
Differentiate (4.2.18) with respect to t and take ψ = un as a test function to obtain
d
dt
∫
O
(1
2
ρn|un|2 + ρ
γ
n
γ − 1 +
δρβn
β − 1
)
dx+ µ‖∇un‖2L2 + (ν + µ)‖div un‖2L2
+ ε
∫
O
(γργ−2n + δβρ
β−2
n )|∇ρn|2 dx
=
∫
O
∇ · (−∇Qn ∇Qn + F(Qn)I3 +Qn∆Qn −∆QnQn + σ∗c2nQn) · un dx,
(4.2.20)
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where we have used the following equalities as in Proposition 4.1.1:∫
O
∂t(ρnun) · un dx+
∫
O
div (ρnun ⊗ un) · un dx
=
1
2
d
dt
∫
O
ρn|un|2 dx− ε
∫
O
(∇ρn · ∇)un · un dx,∫
O
∇ργn · un dx =
d
dt
∫
O
ργn
γ − 1 dx+ εγ
∫
O
ργ−2n |∇ρn|2 dx,∫
O
δ∇ρβn · un dx =
d
dt
∫
O
δρβn
β − 1 dx+ εδβ
∫
O
ρβ−2n |∇ρn|2 dx.
Then we take the inner product of (4.2.1) with cn, (4.2.4) with −
(
∆Qn−Qn− c∗Qntr(Q2n)
)
,
add the resulting equations to (4.2.20) and integrate by parts over O to obtain
d
dt
Enδ (t) +D0‖∇cn‖2L2 + µ‖∇un‖2L2 + (µ+ ν)‖div un‖2L2 + Γ‖(∇Qn,∆Qn)‖2L2
+ c∗Γ‖Qn‖4L4 + c2∗Γ‖Qn‖6L6 + ε
∫
O
(γργ−2n + δβρ
β−2
n )|∇ρn|2 dx
=
∫
O
∇ · (−∇Qn ∇Qn + F(Qn)I3 +Qn∆Qn −∆QnQn + σ∗c2nQn) · un dx
+ (un · ∇Qn,∆Qn)− (un · ∇Qn, Qn + c∗Qn|Qn|2)− (ΩnQn −QnΩn,∆Qn)
+
(
ΩnQn −QnΩn, Qn + c∗Qn|Qn|2
)
+
1
2
Γ((cn − c∗)Qn,∆Qn −Qn − c∗Qntr(Q2n))
− bΓ(Q2n,∆Qn −Qn − c∗Qntr(Q2n)) + 2c∗Γ(Qn|Qn|2,∆Qn)− (un · ∇cn, cn)
≤ D0
2
‖∇cn‖2L2 +
µ
2
‖∇un‖2L2 +
Γ
2
‖∆Qn‖2L2 +
c∗Γ
2
‖Qn‖6L6 + C
(‖(un, Qn)‖2L2 + ‖Qn‖4L4)
where C is independent of n and ε, and
Enδ (t) =
∫
O
(1
2
|cn|2 + 1
2
ρn|un|2 + ρ
γ
n
γ − 1 +
δρβn
β − 1 + F(Qn)
)
dx.
This implies
d
dt
Enδ (t) +
D0
2
‖∇cn‖2L2 +
µ
2
‖∇un‖2L2 + (µ+ ν)‖div un‖2L2 + Γ‖∇Qn‖2L2
+
Γ
2
‖∆Qn‖2L2 +
c2∗Γ
2
‖Qn‖6L6 + ε
∫
O
(
γργ−2n + δβρ
β−2
n
)|∇ρn|2dx
≤ C(‖(un, Qn)‖2L2 + ‖Qn‖4L4),
(4.2.21)
The above inequality yields
µ
∫ Tn
0
‖∇un‖2L2 dt ≤ C, (4.2.22)
77
sup
t∈[0,Tn]
∫
O
ρn|un|2 dx ≤ C, (4.2.23)
where C is a constant independent of n. Since Xn is a finite-dimension space, we can deduce
from Lemma 4.2.1 that there exists a constant C = C(n, c0, ρ0,m0, Q0, b,O) such that
0 < C ≤ ρn(t, x) ≤ 1
C
for all t ∈ (0, Tn) and x ∈ O, (4.2.24)
which, combined with (4.2.23) and the fact that the L∞ and L2 norms are equivalent on Xn,
yields
sup
t∈[0,Tn]
‖(un,∇un)(t, ·)‖L∞(O) ≤ C(n,Enδ (0), N,O).
Then we can extend the existence time-interval [0, Tn] of (cn, ρn, un, Qn) to [0, T ].
We summarize the results in this subsection in the following lemma.
Lemma 4.2.3. Let β ≥ 4. Then there exists a solution (cn, ρn, un, Qn) of problem (4.2.1)–
(4.2.2), (4.2.4), and (4.2.18) with the corresponding initial-boundary data (4.2.5)–(4.2.10).
Moreover, the following estimates hold:
0 < c ≤ cn(t, x) ≤ c¯, ‖cn‖L∞(0,T ;L2(O))∩L2(0,T ;H1(O)) ≤ C, (4.2.25)
sup
t∈[0,T ]
‖ρn(t, ·)‖γLγ(O) ≤ C, (4.2.26)
δ sup
t∈[0,T ]
‖ρn(t, ·)‖βLβ(O) ≤ C, (4.2.27)
ε‖∇ρ
γ
2
n ‖2L2(0,T ;L2(O)) + εδ‖∇ρ
β
2
n ‖2L2(0,T ;L2(O)) ≤ C, (4.2.28)
sup
t∈[0,T ]
‖√ρn(t, ·)un(t, ·)‖2L2(O) ≤ C, (4.2.29)
‖un‖L2(0,T ;H10 (O)) ≤ C, (4.2.30)
‖ρn‖Lβ+1(OT ) ≤ C, (4.2.31)
ε‖∇ρn‖2L2(0,T ;L2(O)) ≤ C, (4.2.32)
‖Qn‖L∞(0,T ;H1(O)∩L4(O))∩L2(0,T ;H2(O)∩L6(O)) ≤ C, (4.2.33)
‖Qn‖L10(OT ) ≤ C, (4.2.34)
‖∇Qn‖L 103 (OT ) ≤ C, (4.2.35)
where C is a constant independent of n and ε.
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Proof. Estimates (4.2.25)−(4.2.30) and (4.2.33) follow from the energy estimate (4.2.21).
Moreover, we can use similar methods to obtain (4.2.34)–(4.2.35) as in Corollary 4.1.1. We
only need to show (4.2.31)–(4.2.32).
From (4.2.28), ρ
β
2
n ∈ L2tH1x. This, together with the embedding: H1(O) ⊂ L6(O), yields
‖ρβn‖L1tL3x ≤ C (4.2.36)
with C independent of n. Combining (4.2.27), (4.2.36), and the interpolation (pp. 623, [15]):
‖ρβn‖L2x ≤ C‖ρβn‖
1
4
L1x
‖ρβn‖
3
4
L3x
,
we have
‖ρβn‖
4
3
L
4
3
t L
2
x
≤ C
∫ T
0
‖ρβn‖
1
3
L1x
‖ρβn‖L3xdt ≤ C‖ρβn‖
1
3
L∞t L1x
‖ρβn‖L1tL3x ≤ C,
which implies that ρn ∈ L 43β(0, T ;L2β(O)). Moreover, this, together with the following
interpolation:
‖ρn‖
L
4
3β
x
≤ C‖ρn‖
1
2
Lβx
‖ρn‖
1
2
L2βx
,
gives
‖ρn‖
4β
3
L
4
3β
t,x
≤ C
∫ T
0
‖ρn‖
2
3
β
Lβx
‖ρn‖
2
3
β
L2βx
dt ≤ C(δ),
i.e., ρn ∈ L 43β(OT ). Then, if β ≥ 3 (⇔ 43β ≥ β + 1), we have
‖ρn‖Lβ+1(OT ) ≤ C(δ).
Regarding (4.2.32), we multiply (4.2.2) by ρn and integrate by parts over O to obtain
1
2
d
dt
‖ρn‖2L2x + ε‖∇ρn‖2L2x = −
1
2
∫
O
div un ρ
2
n dx ≤ C‖div un‖L2x‖ρn‖2L4x ,
which yields
ε‖∇ρn‖2L2(OT ) ≤
1
2
(‖ρ0‖2L2x +√T‖ρn‖2L∞t L4x‖div un‖L2t,x).
Therefore, (4.2.32) follows from (4.2.27) and (4.2.30), provided β ≥ 4.
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4.2.3 The existence of the first level approximate solutions
In this subsection, we obtain a solution (c, ρ, u,Q) of problem (4.2.1)−(4.2.10), by letting
n → ∞. We do not distinguish between the sequence convergence and the subsequence
convergence for the sake of convenience. Assume that β > 4 and γ > 3
2
. It follows from [17]
that, as n→∞,
ρn → ρ in L4(OT ), (4.2.37)
ργn → ργ, ρβn → ρβ in L1(OT ) if β > γ, (4.2.38)
un ⇀ u in L
2(0, T ;H10 (O)). (4.2.39)
Moreover, we can infer that ∂tcn ∈ L1(0, T ;H−1(O)) from (4.2.25), (4.2.30), and the fact
that ∂tcn satisfies equation (4.2.1). Applying the Aubin-Lions lemma (Lemma A.0.6), we
have
cn ⇀ c in L
2(0, T ;H1(O)), cn → c in L2(0, T ;L2(O)). (4.2.40)
Thus, we know that the limit function c is a weak solution to (4.2.1). Similarly, estimates
(4.2.25), (4.2.30), and (4.2.33), along with the fact that ∂tQn satisfies (4.2.4), yield that
∂tQn ∈ L2(0, T ;L 32 (O)). In fact,
‖(un · ∇)Qn‖
L2tL
3
2
x
≤ C
(∫ T
0
‖un‖2L6x‖∇Qn‖2L2xdt
) 1
2 ≤ C‖un‖L2t (H10 )x‖∇Qn‖L∞t L2x ≤ C,
‖QnΩn − ΩnQn‖
L2tL
3
2
x
≤ C
(∫ T
0
‖Qn‖2L6x‖∇un‖2L2xdt
) 1
2 ≤ C‖Qn‖L∞t H1x‖∇un‖L2(OT ) ≤ C,
‖ΓH[Qn, cn]‖
L2tL
3
2
x
= Γ‖∆Qn − cn − c∗
2
Qn + b[Q
2
n −
tr(Q2n)
3
Id]− c∗Qn|Qn|2‖
L2tL
3
2
x
≤ C
(
‖(Qn,∆Qn)‖L2(OT ) +
(‖cn‖L2tH1x + ‖Qn‖L2tH2x)(‖Qn‖L∞t H1x + ‖Qn‖2L∞t H1x)) ≤ C.
Then, by the Aubin-Lions lemma, we have
Qn ⇀ Q in L
2(0, T ;H2(O)), Qn → Q in L2(0, T ;H1(O)). (4.2.41)
This ensures that we can pass to the limit in equation (4.2.4) in D′(OT ) as n→∞, i.e., Q
is a weak solution of (4.2.4).
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Furthermore, we also see that ρnun is bounded in L
∞(0, T ;L
2γ
γ+1 (O)) with 2γ
γ+1
> 6
5
(since
γ > 3
2
), by using (4.2.26) and (4.2.29)–(4.2.30). In fact,
‖ρnun‖
L
2γ
γ+1
x
≤ C‖ρn‖
1
2
Lγx
‖√ρnun‖L2x . (4.2.42)
This, together with (4.2.37) and (4.2.39), yields
ρnun
∗
⇀ ρu in L∞(0, T ;L
2γ
γ+1 (O)).
Then we can conclude that ρ is a weak solution of (4.2.2) and we can pass to the limit in
(4.2.2) as n→∞.
In the following, we show that the limit function u satisfies equation (4.2.18), by using
Corollary A.0.1. Then we need to establish convergence results for the terms: ρnun⊗un and
∇ρn · ∇un, which require more estimates for the density. From Lemma 2.4 in [17], we know
that (4.2.2) holds in the following strong sense:
Lemma 4.2.4. There exist r > 1 and q > 2 such that
∂tρn,∆ρn are bounded in L
r(OT ),
∇ρn is bounded in Lq(0, T ;L2(O)),
independently with respect to n. Consequently, the limit function ρ belongs to the same class
and satisfies equation (4.2.2) almost everywhere on OT and the boundary conditions (4.2.9)
in the sense of traces.
To continue the proof, we first show that
∫
O ρnun · ψ dx is equi-continuous in t, for any
fixed test function ψ ∈ Xn in (4.2.18). Using Lemmas 4.2.3–4.2.4, we see that, for any
0 < ξ < 1,∫ t+ξ
t
∫
O
(
µ∆un + (µ+ ν)∇div un
) · ψ dxds ≤ C ∫ t+ξ
t
‖∇un‖L2x‖∇ψ‖L2x ds ≤ C
√
ξ,∫ t+ξ
t
∫
O
div (ρnun ⊗ un) · ψ dxds ≤
∫ t+ξ
t
‖√ρnun‖2L2x‖∇ψ‖L∞x ds ≤ Cξ,∫ t+ξ
t
∫
O
∇(ργn + δρβn) · ψ dxds ≤
∫ t+ξ
t
(‖ρn‖γLγx + δ‖ρn‖βLβx)‖divψ‖L∞x ds ≤ Cξ,
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ε∫ t+ξ
t
∫
O
∇ρn · ∇un · ψ dxds ≤ Cε‖∇ρn‖LqtL2x‖∇un‖L2tL2xξ
1
2
− 1
q ≤ Cεξ 12− 1q for q > 2,
∫ t+ξ
t
∫
O
∇ · F(Qn)I3 · ψ dxds = −1
2
∫ t+ξ
0
∫
O
(|(Qn,∇Qn)|2 + c∗
2
|Qn|4
)
divψ dxds
≤ C
∫ t+ξ
t
(‖(Qn,∇Qn)‖2L2x + ‖Qn‖4L4x)‖divψ‖L∞x ds ≤ Cξ,∫ t+ξ
t
∫
O
∇ · (−∇Qn ∇Qn +Qn∆Qn −∆QnQn + σ∗c2nQn) · ψ dxds
≤ C
∫ t+ξ
t
(
(‖∇Qn‖2L2x + ‖Qn‖L2x‖∆Qn‖L2x)‖∇ψ‖L∞x + ‖cn‖2L∞‖Qn‖L2x‖∇ψ‖L2x
)
ds
≤ C(ξ +√ξ).
Together with the fact that ρnun is uniformly bounded in L
∞(0, T ;L
2γ
γ+1 (O)) with respect to
n and Xn is dense in L
γ−1
2γ (O), we conclude by Corollary A.0.1 that
ρnun → ρu in C([0, T ];L
2γ
γ+1
weak(O)) as n→∞. (4.2.43)
Since 2γ
γ+1
> 6
5
(γ > 3
2
), by Proposition A.0.2, (4.2.43) yields
ρnun → ρu in C([0, T ];H−1(O)).
This, combined with (4.2.39), yields
ρnun ⊗ un → ρu⊗ u in D′(OT ). (4.2.44)
Next, let us elaborate on the convergence result for the term: ∇un · ∇ρn. We multiply
(4.2.2) by ρn and integrate by parts to obtain
‖ρn(t, ·)‖2L2x + 2ε
∫ t
0
‖∇ρn(t, ·)‖2L2x ds = −
∫ t
0
∫
O
div un |ρn|2 dxds+ ‖ρ0‖2L2x . (4.2.45)
By Lemma 4.2.4, we know that the limit function ρ also satisfies (4.2.2). Applying the same
argument to ρ as above, we have
‖ρ(t, ·)‖2L2x + 2ε
∫ t
0
‖∇ρ(t, ·)‖2L2x ds = −
∫ t
0
∫
O
div u |ρ|2 dxds+ ‖ρ0‖2L2x . (4.2.46)
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Differentiating (4.2.45) with respect to t, we use (4.2.27), (4.2.30), and Lemma 4.2.4 to obtain
d
dt
‖ρn(t, ·)‖2L2x = −2ε‖∇ρn(t, ·)‖2L2x −
∫
O
div un |ρn|2 dx ∈ Lq(0, T ), 1 < q < 2,
which implies that ‖ρn(t, ·)‖2L2x is equi-continuous. Then we conclude that ‖ρn(t, ·)‖2L2x con-
verges in C([0, T ]) by the Arzela–Ascoli theorem. Moreover, from (4.2.37), (4.2.39), (4.2.45)–
(4.2.46), and Lemma 4.2.4, we have
‖ρn(t, ·)‖L2x → ‖ρ(t, ·)‖L2x for any t,
‖∇ρn‖L2(OT ) → ‖∇ρ‖L2(OT ).
Since ∇ρn ⇀ ∇ρ, it yields
∇ρn → ∇ρ in L2(OT ).
Then we have
∇ρn · ∇un → ∇ρ · ∇u in D′(OT ).
In addition, by (4.2.40)–(4.2.41), we have
∫ t
0
∫
O
∇ · (F(Qn)I3 −∇Qn ∇Qn +Qn∆Qn −∆QnQn + σ∗c2nQn) · ψ dxds
→
∫ t
0
∫
O
∇ · (F(Q)I3 −∇Q∇Q+Q∆Q−∆QQ+ σ∗c2Q) · ψ dxds.
Then we can pass to the limit in equation (4.2.18) as n → ∞. We deduce that the limit
function (c, ρ, u,Q) is a weak solution of problem (4.2.1)−(4.2.10). Finally, let us summarize
the results in this section in the following:
Proposition 4.2.1. Suppose β > max{4, γ}. Then there exists a weak solution (c, ρ, u,Q)
of problem (4.2.1)−(4.2.10) with the same estimates as in Lemma 4.2.3 and Q ∈ S30 a.e.
in OT . Moreover, the energy inequality (4.2.21) and estimates (4.2.25)−(4.2.35) hold for
(c, ρ, u,Q). Finally, we can find r > 1 such that ρt,∆ρ ∈ Lr(OT ), and equation (4.2.2) is
satisfied a.e. in OT .
83
4.3 THE VANISHING ARTIFICIAL VISCOSITY LIMIT
In this section, we let ε → 0 in (4.2.1)−(4.2.4). We denote (cε, ρε, uε, Qε) the solution of
problem (4.2.1)−(4.2.10), which we have obtained in Proposition 4.2.1. However, unlike the
previous step, we do not have the higher integrability of the density as in Lemma 4.2.4. The
boundedness of ρε in L
∞(0, T ;Lγ(O) ∩ Lβ(O)) can guarantee only that ρβε converges to a
Radon measure as ε → 0, which is not easy to deal with. Thus, it is essential to obtain
the strong compactness of ρε in L
1(OT ). In order to do this, we need to use the uniform
estimates (4.2.25)−(4.2.35) fully for (cε, ρε, uε, Qε), since the system includes some highly
nonlinear coupling terms, such as the last three terms in (4.3.5) when we prove the higher
integrability of the density and the convergence of the last four terms in (4.3.29) to (4.3.30)
in the proof of the convergence of the effective viscous flux. Moreover, we introduce the
useful operator B related to the equation: div v = f . See [6, 7, 22] for the construction and
the proof of the following properties of the operator B: For the problem
div v = f, v|∂O = 0, (4.3.1)
there exists a linear operator B = [B1, B2, B3] with the following properties:
(i) B : {f ∈ Lp(O) : ∫O f dx = 0} 7→ (W 1,p0 (O))3 is a bounded linear operator such that,
for any 1 < p <∞,
‖B[f ]‖W 1,p0 (O) ≤ C(p)‖f‖Lp(O); (4.3.2)
(ii) v = B[f ] is a solution of problem (4.3.1);
(iii) If there is a vector function g ∈ (Lr(O))3 with g · ~n|∂O = 0, then
‖B[div g]‖Lr(O) ≤ C(p)‖g‖Lr(O), (4.3.3)
where r ∈ (1,∞) is arbitrary.
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4.3.1 Estimates of the density independent of 
We take the quantities:
ψ(t)B[ρε − m¯], (4.3.4)
with ψ ∈ D(0, T ), 0 ≤ ψ ≤ 1, and m¯ = 1|O|
∫
O ρ0(x)dx, as test functions for (4.2.3). Note
that m¯ is a constant such that this test function is well defined. We have the following result.
Lemma 4.3.1. Assume that (cε, ρε, uε, Qε) is the solution of problem (4.2.1)−(4.2.10) con-
structed in Proposition 4.2.1. Then
‖ρε‖γ+1Lγ+1(OT ) + δ‖ρε‖
β+1
Lβ+1(OT ) ≤ C,
with C independent of ε.
Proof. The proof is similar to Lemma 3.1 in [17]. Let us apply the test function (4.3.4) to
(4.2.3). Then, by a direct calculation, we have
∫ T
0
∫
O
ψ
(
ργ+1ε + δρ
β+1
ε
)
dxdt
= m¯
∫ T
0
ψ
∫
O
(ργε + δρ
β
ε ) dxdt+ (µ+ ν)
∫ T
0
ψ
∫
O
(ρε − m¯)div uε dxdt
−
∫ T
0
ψt
∫
O
ρεuε · B[ρε − m¯] dxdt+ µ
∫ T
0
ψ
∫
O
∂ju
i
ε∂jBi[ρε − m¯] dxdt
−
∫ T
0
ψ
∫
O
ρεu
i
εu
j
ε∂jBi[ρε − m¯] dxdt− ε
∫ T
0
ψ
∫
O
ρεuε · B(∆ρε) dxdt
+
∫ T
0
ψ
∫
O
ρεuε · B[div (ρεuε)] dxdt+ ε
∫ T
0
ψ
∫
O
∂ju
i
ε∂jρεBi[ρε − m¯] dxdt
+
∫ T
0
ψ
∫
O
∇ · (∇Qε ⊗∇Qε − F(Qε)I3) · B[ρε − m¯] dxdt
+ σ∗
∫ T
0
ψ
∫
O
c2εQε : ∇B[ρε − m¯] dxdt
−
∫ T
0
ψ
∫
O
∇ · (Qε∆Qε −∆QεQε) · B[ρε − m¯] dxdt
=
11∑
i=1
Ii. (4.3.5)
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Next, we estimate the terms on the right-hand side of the above equality by using the
boundedness of solution (cε, ρε, uε, Qε) obtained in Proposition 4.2.1, in which the universal
constant C > 0 is independent of ε:
|I1| =
∣∣∣m¯∫ T
0
ψ
∫
O
(ργε + δρ
β
ε ) dxdt
∣∣∣ ≤ C‖ψ‖L∞(0,T )(‖ρε‖γL∞t Lγx + δ‖ρε‖βL∞t Lβx) ≤ C‖ψ‖L∞(0,T ),
|I2| = (µ+ ν)
∣∣ ∫ T
0
ψ
∫
O
(ρε − m¯)div uε dxdt
∣∣
≤ C
√
T‖ψ‖L∞(0,T )
(‖ρε‖L∞t L2x + m¯|O| 12 )‖div uε‖L2t,x ≤ C‖ψ‖L∞(0,T ),
|I3| =
∣∣∣ ∫ T
0
ψt
∫
O
ρεuε · B[ρε − m¯] dxdt
∣∣∣ ≤ C ∫ T
0
|ψt|‖√ρε‖L4x‖
√
ρεuε‖L2x‖B[ρε − m¯]‖L4x dt
≤ C‖ρε‖
1
2
L∞t L2x
‖√ρεuε‖L∞t L2x‖ρε − m¯‖L∞t L2x
∫ T
0
|ψt|dt ≤ C‖ψt‖L1(0,T ),
|I4| = µ
∣∣∣ ∫ T
0
ψ
∫
O
∂ju
i
ε∂jBi[ρε − m¯] dxdt
∣∣∣ ≤ µ∫ T
0
|ψ|‖∇uε‖L2x‖∇B[ρε − m¯]‖L2x dt
≤ µ
∫ T
0
|ψ|‖∇uε‖L2x‖ρε − m¯‖L2x dt ≤ C‖ψ‖L∞(0,T ),
|I5| =
∣∣∣ ∫ T
0
ψ
∫
O
ρεu
i
εu
j
ε∂jBi[ρε − m¯] dxdt
∣∣∣
≤ C
∫ T
0
|ψ|‖ρε‖L3x‖uε‖2L6x‖∇B[ρε − m¯]‖L3x dt
≤ C
∫ T
0
|ψ|‖ρε‖L3x‖uε‖2L6x‖ρε − m¯‖L3x dt ≤ C‖ψ‖L∞(0,T ),
|I6| = ε
∣∣∣ ∫ T
0
ψ
∫
O
ρεuε · B[∆ρε] dxdt
∣∣∣ ≤ ε ∫ T
0
|ψ|‖ρε‖L3x‖uε‖L6x‖B[∆ρε]‖L2x dt
≤ Cε
∫ T
0
|ψ|‖ρε‖L3x‖uε‖L6x‖∇ρε‖L2x dt ≤ C‖ψ‖L∞(0,T ) for ε < 1,
|I7| =
∣∣∣ ∫ T
0
ψ
∫
O
ρεuε · B[div (ρεuε)] dxdt
∣∣∣ ≤ ∫ T
0
|ψ|‖ρε‖L3x‖uε‖L6x‖B[div (ρεuε)]‖L2x dt
≤
∫ T
0
|ψ|‖ρε‖L3x‖uε‖L6x‖ρεuε‖L2x dt ≤ C
∫ T
0
|ψ|‖ρε‖2L3x‖uε‖2L6x dt ≤ C‖ψ‖L∞(0,T ).
Since β > 4, by using the Sobolev embedding (Lemma A.0.7 in Appendix A), we have
‖B[ρε − m¯]‖L∞x ≤ C1‖∇B[ρε − m¯]‖
3
β
Lβx
‖B[ρε − m¯]‖1−
3
β
Lβx
+ C2‖B[ρε − m¯]‖Lβx
≤ C‖ρε − m¯‖Lβx .
(4.3.6)
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Then we have
|I8| = ε
∣∣∣ ∫ T
0
ψ
∫
O
∇uε · B[ρε − m¯]∇ρε dxdt
∣∣∣
≤ ε
∫ T
0
|ψ|‖∇uε‖L2x‖∇ρε‖L2x‖B[ρε − m¯]‖L∞x dt
≤ ε
∫ T
0
|ψ|‖∇uε‖L2x‖∇ρε‖L2x‖ρε − m¯‖Lβx dt ≤ C‖ψ‖L∞(0,T ),
|I9| =
∣∣∣ ∫ T
0
ψ
∫
O
∇ · (∇Qε ⊗∇Qε − F(Qε)I3) · B[ρε − m¯] dx dt
∣∣∣
≤ C
∫ T
0
|ψ|
(
‖∇Qε‖2
L
10
3
x
‖∇B[ρε − m¯]‖
L
5
2
x
+ |
∫
O
F(Qε)divB[ρε − m¯] dx|
)
dt
≤ C
∫ T
0
|ψ|
(
‖∇Qε‖2
L
10
3
x
‖∇B[ρε − m¯]‖
L
5
2
x
+ |
∫
O
F(Qε)(ρε − m¯)dx|
)
dt
≤ C
∫ T
0
|ψ|(‖∇Qε‖2
L
10
3
x
‖ρε − m¯‖
L
5
2
x
+ (‖Qε‖2L5x + ‖Qε‖4L10x )‖ρε − m¯‖L 53x
)
dt
≤ C‖ψ‖L∞(0,T ),
|I10| = σ∗
∣∣∣ ∫ T
0
ψ
∫
O
c2εQε · ∇B[ρε − m¯] dxdt
∣∣∣
≤ C‖cε‖2L∞t,x
∫ T
0
|ψ|‖Qε‖L2x‖∇B[ρε − m¯]‖L2x dt ≤ C‖ψ‖L∞(0,T ),
|I11| =
∣∣∣ ∫ T
0
ψ
∫
O
∇ · (Qε∆Qε −∆QεQε) · B[ρε − m¯] dxdt
∣∣∣
≤ C
∫ T
0
||ψ|‖Qε‖L4x‖∆Qε‖L2x‖∇B[ρε − m¯]‖L4x dt
≤ C
∫ T
0
|ψ|‖Qε‖L4x‖∆Qε‖L2x‖ρε − m¯‖L4x dt ≤ C‖ψ‖L∞(0,T ).
Combining all the above estimates together, we have∫ T
0
∫
O
ψ
(
ργ+1ε + δρ
β+1
ε
)
dxdt ≤ C(‖ψ‖L∞(0,T ) + ‖ψt‖L1(0,T )). (4.3.7)
Then we can take ψ = ψk ∈ D(0, T ) in (4.3.7), with ‖ψk‖L∞(0,T ) +‖ψkt ‖L1(0,T ) ≤ C uniformly
bounded independent of k, and φk(t) → 1 for t ∈ (0, T ) as k → ∞, and then let k → ∞ in
the resulting (4.3.7) to conclude our desired result.
Remark 4.3.1. Lemma 4.3.1 implies that ρε has higher integrability, which provides the weak
convergence result for the pressure, i.e., Pε = ρ
γ
ε + δρ
β
ε ⇀ p in L
β+1
β (OT ).
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4.3.2 Limit passage of ε→ 0
In this subsection, we fix parameter δ, and pass to the limit ε → 0 in equations (4.2.1)–
(4.2.4). To begin with, similarly to (4.2.40)–(4.2.41) in §4.2.3, we have
cε ⇀ c in L
2(0, T ;H1(O)), cε → c in L2(0, T ;L2(O)), (4.3.8)
Qε ⇀ Q in L
2(0, T ;H2(O)), Qε → Q in L2(0, T ;H1(O)). (4.3.9)
From the boundedness of ρε in L
β+1(OT ),
√
ε∇ρε in L2(OT ), and uε in L2(0, T ;H10 (O)),
we know that
ρε ⇀ ρ in L
β+1(OT ), (4.3.10)
uε ⇀ u in L
2(0, T ;H10 (O)), (4.3.11)
ε∇ρε · ∇uε → 0 in L1(OT ), (4.3.12)
ε∆ρε → 0 in L2(0, T ;H−1(O)). (4.3.13)
Moreover, we can also obtain the following convergence results as in §4.2.3:
ρε → ρ in C([0, T ];Lβweak(O)), (4.3.14)
ρε → ρ in C([0, T ];Lγweak(O)), (4.3.15)
ρεuε → ρu in C([0, T ];L
2γ
γ+1
weak(O)), (4.3.16)
ρεuε ⊗ uε → ρu⊗ u in D′(OT ). (4.3.17)
Finally, we conclude that the limit vector function (c, ρ, u,Q) satisfies the following equa-
tions in D′(OT ):
∂tc+ u · ∇c = D0c, (4.3.18)
∂tρ+∇ · (ρu) = 0, (4.3.19)
∂t(ρu) +∇ · (ρu⊗ u) +∇p = µ∆u+ (ν + µ)∇div u+∇ · (F(Q)I3 −∇Q∇Q) (4.3.20)
+∇ · (Q∆Q−∆QQ) + σ∗∇ · (c2Q), (4.3.21)
∂tQ+ (u · ∇)Q+QΩ− ΩQ = ΓH[Q, c], (4.3.22)
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along with the initial–boundary conditions (4.2.6)−(4.2.10), with
Pε = ρ
γ
ε + δρ
β
ε ⇀ p in L
β+1
β (OT ) (4.3.23)
for β > max{4, γ}.
In the next step, we show that p = ργ+δρβ, which is equivalent to the strong convergence
of ρε in L
1(OT ).
4.3.3 The effective viscous flux
The quantity, Eε := ρ
γ
ε + δρ
β
ε − (ν+ 2µ)div uε, is usually called the effective viscous flux, and
its corresponding weak convergence limit is E := p − (ν + 2µ)div u . The properties of Eε
(cf. [31,39,59]) play an important role in our problem. We introduce the following operator
A = (A1,A2,A3) : R3 → R3:
Aj[v] = ∂j∆−1v
with the Fourier transform:
F(Aj)(ξ) = − iξj|ξ|2 ,
and enjoying the following properties:
divA[v] = v, ∆Ai[v] = ∂iv, (4.3.24)
‖Ai[v]‖W 1,p(O) ≤ C(p,O)‖v‖Lp(R3) for 1 < p <∞, (4.3.25)
‖Ai[v]‖Lq(O) ≤ C(p, q,O)‖v‖Lp(R3) if p <∞ and 1
q
≥ 1
p
− 1
3
, (4.3.26)
‖Ai[v]‖L∞(O) ≤ C(p,O)‖v‖Lp(R3) for all p > 3. (4.3.27)
Lemma 4.3.2. Let (cε, ρε, uε, Qε) be a sequence of solutions constructed in Proposition 4.2.1,
and let (c, ρ, u,Q, p) be the limits satisfying (4.3.18)−(4.3.23). Then
lim
ε→0+
∫ T
0
ψ
∫
O
φEερε dxdt =
∫ T
0
ψ
∫
O
φEρ dxdt
for any ψ ∈ D(0, T ) and φ ∈ D(O).
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Proof. We prove this lemma based on the div-curl lemma of compensated compactness. By
Proposition 4.2.1, we know that (ρε, uε) satisfies (4.2.2) a.e. on OT with boundary condition
(4.2.9). If (ρε, uε) are extended to be zero outside O, then it satisfies
∂tρε +∇ · (ρεuε) = εdiv (1O∇ρε) in D′((0, T )× R3),
with 1O the characteristic function on O. Consider the following test function to (4.2.3) as
ϕε(t, x) = ψ(t)φ(x)A[ρε], (4.3.28)
with ψ ∈ D(0, T ) and φ ∈ D(O). Similarly to (4.3.5), we apply the test function (4.3.28) to
(4.2.3). By a direct calculation, we have
∫ T
0
ψ
∫
O
φ
(
ργ+1ε + δρ
β+1
ε − (ν + 2µ)div uε
)
ρε dxdt
= −
∫ T
0
ψ
∫
O
(ργε + δρ
β
ε )∂iφAi[ρε] dxdt+ (µ+ ν)
∫ T
0
ψ
∫
O
div uε ∂iφAi[ρε] dxdt
+ µ
∫ T
0
ψ
∫
O
∂ju
i
ε∂jφAi[ρε] dxdt− µ
∫ T
0
ψ
∫
O
uiε∂jφ∂jAi[ρε] dxdt
+ µ
∫ T
0
ψ
∫
O
uiε∂iφρε dxdt− ε
∫ T
0
ψ
∫
O
φρεu
i
εAi div (1Ω∇ρε) dxdt
+
∫ T
0
ψ
∫
O
φρεu
i
ε
(Ai[div(ρεuε)]− ujε∂jAi[ρε]) dxdt
−
∫ T
0
ψt
∫
O
φρεu
i
εAi[ρε] dxdt−
∫ T
0
ψ
∫
O
ρεu
i
εu
j
ε∂jφAi[ρε] dxdt
+ ε
∫ T
0
ψ
∫
O
∂ju
i
ε∂jρεφAi[ρε] dxdt+ σ∗
∫ T
0
ψ
∫
O
c2εQ
ij
ε
(
∂jφAi[ρε] + φ∂jAi[ρε]
)
dxdt
−
∫ T
0
ψ
∫
O
(
∂iQ
kl
ε ∂jQ
kl
ε − F(Qε)δij
)
∂jφAi[ρε] dxdt
−
∫ T
0
ψ
∫
O
(
∂iQ
kl
ε ∂jQ
kl
ε − F(Qε)δij
)
φ∂jAi[ρε] dxdt
+
∫ T
0
ψ
∫
O
(
Qikε ∆Q
kj
ε −∆Qikε Qkjε
)(
∂jφAi[ρε] + φ∂jAi[ρε]
)
dxdt
=
14∑
i=1
Ii. (4.3.29)
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Remark 4.3.2. The function ρε extended by zero outside O admits the time derivative as
∂tρε =
ε∆ρε − div(ρεuε) in O,0 in R3 \ O.
Since uε|∂O = 0, we have
div(ρεuε) = 0 on R3 \ O.
Moreover, since ∇ρε · ~n|∂O = 0 and ∆ρε ∈ Lr(OT ) for some r > 1, we have
div(1O∇ρε) =
∆ρε in O,0 in R3 \ O.
Next, we do the zero extension to the limit function ρ to R3, and repeat the same
procedure above. This step is guaranteed by the following results from [17]:
Lemma 4.3.3. Assume that (ρ, u) ∈ L2(OT ) × L2(0, T ;H10 (O)) is a solution of (4.3.19)
in D′(OT ). Then, extending (ρ, u) to be zero in R3 \ O, equation (4.3.19) still holds in
D′((0, T )× R3).
Here, let us apply the test function ϕ = ψ(t)φ(x)A[ρ] to (4.3.21). By a similar calculation
as before, we have∫ T
0
ψ
∫
O
φ
(
p− (ν + 2µ)div u)ρ dxdt
= −
∫ T
0
ψ
∫
O
p∂iφAi[ρ] dxdt+ (µ+ ν)
∫ T
0
ψ
∫
O
div u∂iφAi[ρ] dxdt
+ µ
∫ T
0
ψ
∫
O
∂ju
i∂jφAi[ρ] dxdt− µ
∫ T
0
ψ
∫
O
ui∂jφ∂jAi[ρ] dxdt
+ µ
∫ T
0
ψ
∫
O
ui∂iφρ dxdt+
∫ T
0
ψ
∫
O
φρui
(Ai[div(ρu)]− uj∂jAi[ρ]) dxdt
−
∫ T
0
ψt
∫
O
φρuiAi[ρ] dxdt−
∫ T
0
ψ
∫
O
ρuiuj∂jφAi[ρ] dxdt
+ σ∗
∫ T
0
ψ
∫
O
c2Qij
(
∂jφAi[ρ] + φ∂jAi[ρ]
)
dxdt
−
∫ T
0
ψ
∫
O
(
∂iQ
kl∂jQ
kl − F(Q)δij
)
∂jφAi[ρ] dxdt
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−
∫ T
0
ψ
∫
O
(
∂iQ
kl∂jQ
kl − F(Q)δij
)
φ∂jAi[ρ] dxdt
+
∫ T
0
ψ
∫
O
(
Qik∆Qkj −∆QikQkj)(∂jφAi[ρ] + φ∂jAi[ρ]) dxdt
=
12∑
j=1
Ji. (4.3.30)
Next, in order to prove Lemma 4.3.2, we need to show that the right-hand side of (4.3.29)
converges to the right-hand side of (4.3.30). First, similarly to (4.2.43), by the uniform
bound of ρε in L
∞(0, T ;Lβ(O)), we have
ρε → ρ in C([0, T ];Lβweak(O)) as ε→ 0.
Then, for any φ ∈ (Lβ(O))∗, we extend φ by zero outside of O to obtain
(∂jAi[ρε], φ)Lβ(O)×(Lβ(O))∗ =
∫
R3
∂jAi[ρε]φ dx =
∫
R3
ρˆεξiξj
|ξ|2 φˆ dξ
=
∫
R3
ρε∂jAi[φ] dx = (ρε, ∂jAi[φ])Lβ(O)×(Lβ(O))∗
−→ (ρ, ∂jAi[φ])Lβ(O)×(Lβ(O))∗ = (∂jAi[ρ], φ)Lβ(O)×(Lβ(O))∗ as ε→ 0,
from which we infer
A[ρε]→ A[ρ] in C([0, T ],W 1,βweak(O)).
This, combining with Proposition A.0.2 (β > 6
5
) and the compact imbedding W 1,β(O) b
C(O¯), gives
∇A[ρε]→ ∇A[ρ] in C([0, T ];H−1(O)), (4.3.31)
A[ρε]→ A[ρ] in C(OT ). (4.3.32)
From (4.3.11) and (4.3.32), we see that, as ε→ 0,
I2 → J2, I3 → J3.
By (4.3.16) and (4.3.32), we find that, as ε→ 0,
I8 → J7.
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From (4.3.11) and (4.3.16), we have
‖ρεuε ⊗ uε‖
L
6γ
3+4γ
x
≤ C‖ρεuε‖
L
2γ
γ+1
x
‖uε‖L6x ,
which, combined with (4.3.17), gives
ρεuε ⊗ uε ⇀ ρu⊗ u in L2(0, T ;L
6γ
3+4γ (O)).
Thus, together with (4.3.32), we see that, if β > 6γ
2γ−3 ,
I9 → J8 as ε→ 0.
Combining (4.3.11) with (4.3.31), we obtain that, as ε→ 0,
I4 → J4.
In the same way as above, since β > 4, we know
I5 → J5.
It follows from the boundedness of ρε in L
β(O), ρεuε in L
2γ
γ+1 (O), and (4.3.25) that
‖ρε∂jAi[ρεujε]− ρεujε∂jAi[ρε]‖Lαx
≤ ‖ρε‖Lβx‖∂jAi[ρεujε]‖
L
2γ
γ+1
x
+ ‖ρεuε‖
L
2γ
γ+1
x
‖∂jAi[ρε]‖Lβx
≤ ‖ρε‖Lβx‖ρεuε‖
L
2γ
γ+1
x
≤ C,
where 1
α
= γ+1
2γ
+ 1
β
< 5
6
, if β > 6γ
2γ−3 . Then we conclude
ρε∂jAi[ρεujε]− ρεujε∂jAi[ρε] ∈ L∞(0, T ;Lα(O)).
From Lemma 3.4 in [17] and the compact embedding of Lα(O) in H−1(O), we infer that
ρε∂jAi[ρεujε]− ρεujε∂jAi[ρε]→ ρ∂jAi[ρuj]− ρuj∂jAi[ρ] in H−1(O).
Then, after applying Lebesgue convergence theorem, we obtain
ρε∂jAi[ρεujε]− ρεujε∂jAi[ρε]→ ρ∂jAi[ρuj]− ρuj∂jAi[ρ] in L2(0, T ;H−1(O)),
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which, combined with (4.3.11), yields
I7 → J6 as ε→ 0.
Moreover, we have
|I6| = ε
∣∣∣ ∫ T
0
ψ
∫
O
φρεu
i
εAi[div(1Ω∇ρε)] dxdt
∣∣∣
≤ Cε
∫ T
0
‖ρε‖L3x‖uε‖L6x‖Ai[div(1Ω∇ρε)]‖L2xdt
≤ Cε
∫ T
0
‖ρε‖L3x‖uε‖L6x‖∇ρε‖L2xdt
≤ Cε‖ρε‖L∞t L3x‖uε‖L2tL6x‖∇ρε‖L2tL2x ≤ C
√
ε→ 0 as ε→ 0.
Since β > 3, we have
|I10| = ε
∣∣∣ ∫ T
0
ψ
∫
O
∂ju
i
ε∂jρεφAi[ρε] dxdt
∣∣∣
≤ Cε
∫ T
0
‖∇uε‖L2x‖∇ρε‖L2x‖Ai[ρε]‖L∞x dt
≤ Cε
∫ T
0
‖∇uε‖L2x‖∇ρε‖L2x‖ρε‖Lβx dt
≤ Cε‖∇uε‖L2tL2x‖∇ρε‖L2tL2x‖ρε‖L∞t Lβx ≤ C
√
ε→ 0 as ε→ 0.
From (4.3.8)–(4.3.9) and (4.3.31)–(4.3.32), we have
I11 = σ∗
∫ T
0
ψ
∫
O
c2εQ
ij
ε
(
∂jφAi[ρε] + φ∂jAi[ρε]
)
dxdt→ J9.
From (4.3.9), (4.3.32), and the boundedness of Qε in L
2(0, T ;H2(O)), we have
I12 =
∫ T
0
ψ
∫
O
(
∂iQ
kl
ε ∂jQ
kl
ε − F(Qε)δij
)
∂jφAi[ρε] dxdt→ J10,
I13 =
∫ T
0
ψ
∫
O
(
∂iQ
kl
ε ∂jQ
kl
ε − F(Qε)δij
)
φ∂jAi[ρε] dxdt→ J11,
and
I14 = −
∫ T
0
ψ
∫
O
(
Qikε ∆Q
kj
ε −∆Qikε Qkjε
)(
∂jφAi[ρε] + φ∂jAi[ρε]
)
dxdt→ J12.
Next, following the same argument as in Subsection 3.5 in [16], we obtain the strong
convergence of the density sequence ρε in L
1(OT ), i.e. p = ργ + δρβ.
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4.3.4 Strong convergence of density
In this subsection, we prove that
p = ργ + δρβ, (4.3.33)
which is the strong convergence of the sequence ρε in L
1(OT ).
From (4.3.10) and (4.3.11), we know that the limit functions ρ ∈ Lβ+1(OT ) (β > 4),
u ∈ L2(0, T ;H10 ). Moreover, since (ρ, u) satisfies (4.3.19) in distribution sense, by Lemma
A.0.8, we know that (ρ, u) is a renormalized solution, i.e. (ρ, u) satisfies (A.0.3). We choose
g(z) = z log(z) to get
∂t(ρ log ρ) + div(ρ log ρu) + ρdiv u = 0, in D′(OT ). (4.3.34)
Then by integrating (4.3.34), we obtain,∫ T
0
∫
O
ρdiv udxdt =
∫
O
ρ0 log ρ0dx−
∫
O
ρ(T ) log ρ(T )dx. (4.3.35)
Further, since ρε solves (4.2.2) a.e. on OT , we multiply g′(ρε) on both sides of (4.2.2) to
get
∂tg(ρε) + div(g(ρε)uε) + (g
′
(ρε)ρε − g(ρε))div uε = ε∆g(ρε)− εg′′(ρε)|∇ρε|2.
From the convexity of g(z) = z log z, we have
(ρε log ρε)t + div(ρεuε log ρε) + ρεdiv uε − ε∆g(ρε) = −ε |∇ρε|
2
ρε
≤ 0,
which implies ∫ T
0
∫
O
ρεdiv uεdxdt ≤
∫
O
ρ0 log ρ0dx−
∫
O
ρε(T ) log ρε(T )dx. (4.3.36)
Take two nondecreasing sequences ψn(t) ∈ D(0, T ), φn(x) ∈ D(O) withψn → 1, ψn ≥ 0, and ψn(t) = 1, for t ≥
1
n
, or t ≤ T − 1
n
;
φn → 1, φn ≥ 0, φn(x) = 1, for x ∈ {y ∈ O|dist(x, ∂O) ≥ 1n}.
95
From Lemma 4.3.2, along with (4.3.35) and (4.3.36), we get for all n = 1, 2, · · · ,
lim sup
ε→0+
∫ T
0
ψn
∫
O
φn(ρ
γ
ε + δρ
β
ε )ρεdxdt ≤
∫ T
0
∫
O
pρdxdt. (4.3.37)
In order to get (4.3.33), we use Minty’s trick and the fact that the function p(z) = zγ + δzβ
is monotone to obtain the inequality∫ T
0
ψn
∫
O
φn(p(ρε)− p(v))(ρε − v)dxdt ≥ 0.
Let us apply lim supε→0 to both sides of the above inequality to obtain
0 ≤ lim sup
ε→0
∫ T
0
ψn
∫
O
φn(p(ρε)− p(v))(ρε − v)dxdt
= lim sup
ε→0
{∫ T
0
ψn
∫
O
φnp(ρε)ρεdxdt−
∫ T
0
ψn
∫
O
φn(p(v)ρε + p(ρε)v − p(v)v)dxdt
}
≤
∫ T
0
ψn
∫
O
φnpρdxdt−
∫ T
0
ψn
∫
O
φn(p(v)ρ+ pv − p(v)v)dxdt
→
∫ T
0
∫
O
pρdxdt−
∫ T
0
∫
O
(p(v)ρ+ pv − p(v)v)dxdt
=
∫ T
0
∫
O
(p− p(v))(ρ− v)dxdt,
with the fact that ρε ⇀ ρ, p(ρε) ⇀ p, and (4.3.37). Then take v = ρ+ αϕ with α→ 0, and
ϕ ∈ D(O), we have
p = ργ + δρβ, a.e. in OT .
Now we have finished the proof of the vanishing artificial viscosity limit for our approx-
imation system. Let us summarize the results in this section in the next proposition.
Proposition 4.3.1. Let β > max{ 6γ
2γ−3 , γ, 4}. Then, for any given T > 0 and δ > 0, there
exists a finite-energy weak solution (c, ρ, u,Q) of the problem:
∂tc+ u · ∇c = D0∆c, (4.3.38)
∂tρ+ div(ρu) = 0, (4.3.39)
∂t(ρu) +∇ · (ρu⊗ u) +∇(ργ + δρβ) = µ∆u+ (ν + µ)∇div u+∇ · (Q∆Q−∆QQ)
+∇ · (F(Q)I3 −∇Q∇Q) + σ∗∇ · (c2Q),
(4.3.40)
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∂tQ+ (u · ∇)Q+QΩ− ΩQ = ΓH[Q, c], (4.3.41)
with initial-boundary conditions (4.2.5)−(4.2.10). Moreover, equation (4.3.39) holds in the
sense of renormalized solutions on D′((0, T ) × R3), provided that (ρ, u) are extended to be
zero on R3 \ O. In addition, the following estimates are valid:
0 < c ≤ c(x, t) ≤ c¯, ‖c‖L∞(0,T ;L2(O))∩L2(0,T ;H1(O)) ≤ C, (4.3.42)
sup
t∈[0,T ]
‖ρ(t, ·)‖γLγ(O) ≤ C, (4.3.43)
δ sup
t∈[0,T ]
‖ρ(t, ·)‖β
Lβ(O) ≤ C, (4.3.44)
sup
t∈[0,T ]
‖√ρ(t, ·)u(t, ·)‖2L2(O) ≤ C, (4.3.45)
‖u‖L2(0,T ;H10 (O)) ≤ C, (4.3.46)
‖Q‖L∞(0,T ;H1(O)∩L4(O))∩L2(0,T ;H2(O)∩L6(O)) ≤ C, (4.3.47)
‖Q‖L10(OT ) ≤ C, (4.3.48)
‖∇Q‖
L
10
3 (OT )
≤ C, (4.3.49)
where C is a constant independent of ε.
Remark 4.3.3. The initial conditions (4.2.6)−(4.2.8) are satisfied in the weak sense, since
ρε → ρ in C([0, T ];Lβweak(O)), ρεuε → ρu in C([0, T ];L
2γ
γ+1
weak(O))
from (4.3.10)–(4.3.11).
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4.4 PASSING TO THE LIMIT IN THE ARTIFICIAL PRESSURE
We denote by (cδ, ρδ, uδ, Qδ) the approximate solutions constructed in Proposition 4.3.1. In
this section, we let δ → 0 in (4.3.38)−(4.3.41) to obtain the solution of the original problem
(4.0.2)−(4.0.5).
In order for the solution (ρδ, uδ) to satisfy the initial condition (4.2.6)–(4.2.7) in Propo-
sition 4.3.1, we first modify the general initial data (ρ0,m0) to satisfy the compatibility
condition (4.0.8). As in [17], it is easy to find a sequence ρ˜δ ∈ C30(O) with the property:
0 ≤ ρ˜δ(x) ≤ 1
2
δ−
1
β , ‖ρ˜δ − ρ0‖L2(O) < δ.
Take ρ0,δ = ρ˜δ + δ. From (4.2.6)–(4.2.7), we have
0 < δ ≤ ρ0,δ(x) ≤ δ−
1
β , ∇ρ0,δ · ~n|∂O = 0, (4.4.1)
with
ρ0,δ → ρ0 in Lγ(O) as δ → 0. (4.4.2)
Set
q˜δ(x) =

m0(x)
√
ρ0,δ
ρ0
if ρ0(x) > 0,
0 if ρ0(x) = 0.
Then it follows from (4.0.8) that |q˜δ|
2
ρ0,δ
is uniformly bounded in L1(O). It is also direct to find
hδ ∈ C2(O¯) such that ∥∥ q˜δ√
ρ0,δ
− hδ
∥∥
L2(O) < δ.
Taking m0,δ = hδ
√
ρ0,δ, we can check that
|m0,δ|2
ρ0,δ
is uniformly bounded in L1(O) with respect to δ > 0, (4.4.3)
and
m0,δ → m0 in L1(O) as δ → 0. (4.4.4)
From now on, we deal with the sequence of approximate solutions (cδ, ρδ, uδ, Qδ) of
problem (4.3.38)−(4.3.41) with the initial data (c0, ρ0,δ,m0,δ, Q0). The existence of such
a solution is provided by Proposition 4.3.1. We notice that all the corresponding estimates
in Proposition 4.3.1 are independent of δ, by virtue of (4.4.1) and (4.4.3).
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4.4.1 On the integrability of the density
Now we provide some pressure estimates independent of δ > 0. From (4.3.43), ρδ ∈
L∞(0, T ;Lγ(Ω)) uniformly in δ yields that ργδ ⇀ µ by measure, as δ → 0. Hence, we
need the higher integrability of ρδ. The technique is similar to that in §4.3.1. In addition,
we need to make estimates carefully for the highly nonlinear terms like the last three terms
in (4.4.7)–(4.4.8) by using the estimates of the solution obtained in Proposition 4.3.1.
Since the continuity equation (4.3.39) is satisfied in the sense of renormalized solutions
in D′((0, T )× R3), we can apply the standard mollifying operator on both sides of (4.3.39)
to obtain
∂tSm[g(ρδ)] + div(Sm[g(ρδ)uδ]) + Sm[(g
′(ρδ)ρδ − g(ρδ))div uδ] = rm,
with
rm → 0 in L2(0, T ;L2(R3)) as m→∞.
As in §4.3.1, we use operator B to construct the test function as
φ(t, x) = ψ(t)B[Sm[g(ρδ)]− –∫
O
Sm[g(ρδ)] dy
]
, (4.4.5)
with
ψ ∈ D(0, T ), –
∫
O
Sm[g(ρδ)] dy :=
1
|O|
∫
O
Sm[g(ρδ)] dy.
Since φ|∂O = 0, φ ∈ L∞(0, T ;H10 (O)), and ∂tφ ∈ L2(0, T ;H10 (O)), we know that φ can be
used as a test function for (4.3.40). We approximate the function: g(z) = zθ, 0 < θ ≤ 1, by
a sequence of functions {zθχn(z)}∞n=1, where {χn(z)}∞n=1 are cutoff functions with
χn(z) =
1 if z ∈ [0, n],0 if z > 2n.
Then, from (4.3.42)–(4.3.49), we employ the same techniques as in Lemma 4.3.1 to obtain
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Lemma 4.4.1. If γ > 3
2
, there exists a constant θ ∈ (0,min{1
4
, 2γ
3
− 1}) depending only on
γ, and C > 0 independent of δ such that∫ T
0
∫
O
(
ργ+θδ + δρ
β+θ
δ
)
dxdt ≤ C. (4.4.6)
Proof. Applying the test function (4.4.5) with the choice of ψ = ψ(t) ≥ 0 to (4.3.40), we
have∫ T
0
ψ(t)
∫
O
(
ργδ + δρ
β
δ
)
Sm[g(ρδ)] dxdt
=
∫ T
0
ψ(t)
∫
O
(
ργδ + δρ
β
δ
)
dx –
∫
O
Sm[g(ρδ)] dydt+ (µ+ ν)
∫ T
0
ψ
∫
O
div uδSm[g(ρδ)] dxdt
−
∫ T
0
ψt
∫
O
ρδuδ · B
[
Sm[g(ρδ)]− –
∫
O
Sm[g(ρδ)]dy
]
dxdt
+ µ
∫ T
0
ψ
∫
O
∂ju
i
δ∂jBi
[
Sm[g(ρδ)]− –
∫
O
Sm[g(ρδ)]dy
]
dxdt
−
∫ T
0
ψ
∫
O
ρδu
i
δu
j
δ∂jBi
[
Sm[g(ρδ)]− –
∫
O
Sm[g(ρδ)]dy
]
dxdt
−
∫ T
0
ψ
∫
O
ρδuδ · B
[
rm − –
∫
O
rmdy
]
dxdt
−
∫ T
0
ψ
∫
O
ρδuδ · B
[
Sm[(g
′(ρδ)ρδ − g(ρδ))div uδ]
− –
∫
O
Sm[(g
′(ρδ)ρδ − g(ρδ))div uδ]dy
]
dxdt
+
∫ T
0
ψ
∫
O
ρδuδ · B
[
div (Sm[g(ρδ)]uδ)
]
dxdt
−
∫ T
0
ψ
∫
O
(∇Qδ ⊗∇Qδ − F(Qδ)I3) : ∇B[Sm[g(ρδ)]− –∫
O
Sm[g(ρδ)]dy
]
dxdt
+ σ∗
∫ T
0
ψ
∫
O
c2δQδ : ∇B
[
Sm[g(ρδ)]− –
∫
O
Sm[g(ρδ)]dy
]
dxdt
−
∫ T
0
ψ
∫
O
∇ · (Qδ∆Qδ −∆QδQδ) · B[Sm[g(ρδ)]− –∫
O
Sm[g(ρδ)]dy
]
dxdt
=
11∑
i=1
Ii. (4.4.7)
By the estimates in Proposition 4.3.1, we can pass to the limit in (4.4.7) as m→∞ to obtain∫ T
0
ψ(t)
∫
O
(
ργδ + δρ
β
δ
)
g(ρδ) dxdt
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=∫ T
0
ψ(t)
∫
O
(
ργδ + δρ
β
δ
)
dx –
∫
O
g(ρδ) dydt+ (µ+ ν)
∫ T
0
ψ
∫
O
div uδ g(ρδ) dxdt
−
∫ T
0
ψt
∫
O
ρδuδ · B
[
g(ρδ)− –
∫
O
g(ρδ)dy
]
dxdt
+ µ
∫ T
0
ψ
∫
O
∂ju
i
δ∂jBi
[
g(ρδ)− –
∫
O
g(ρδ)dy
]
dxdt
−
∫ T
0
ψ
∫
O
ρδu
i
δu
j
δ∂jBi
[
g(ρδ)− –
∫
O
g(ρδ)dy
]
dxdt
−
∫ T
0
ψ
∫
O
ρδuδ · B
[
(g′(ρδ)ρδ − g(ρδ))div uδ − –
∫
O
(g′(ρδ)ρδ − g(ρδ))div uδdy
]
dxdt
+
∫ T
0
ψ
∫
O
ρδuδ · B
[
div (g(ρδ)uδ)
]
dxdt
−
∫ T
0
ψ
∫
O
(∇Qδ ⊗∇Qδ − F(Qδ)I3) : ∇B[g(ρδ)− –∫
O
g(ρδ)dy
]
dxdt
+ σ∗
∫ T
0
ψ
∫
O
c2δQδ : ∇B
[
g(ρδ)− –
∫
O
g(ρδ)dy
]
dxdt
−
∫ T
0
ψ
∫
O
∇ · (Qδ∆Qδ −∆QδQδ) · B[g(ρδ)− –∫
O
g(ρδ)dy
]
dxdt
=
10∑
j=1
Jj. (4.4.8)
For example, we have the following estimates: Since ρδ ∈ Lβ+1(OT ) and g′(z) = 0 for
sufficiently large z, we have∣∣∣ ∫ T
0
ψ
∫
O
ρβδ
(
Sm[g(ρδ)]− g(ρδ)
)
dxdt
∣∣∣
≤ C‖ρδ‖β
Lβ+1t,x
‖Sm[g(ρδ)]− g(ρδ)‖Lβ+1t,x
≤ C(δ)‖Sm[g(ρδ)]− g(ρδ)‖Lβ+1t,x → 0 as m→∞.
By the property of B in (4.3.2), we have
∥∥∂jBi[Sm[g(ρδ)]− –∫
O
Sm[g(ρδ)]dy
]∥∥
L∞t L3x
≤ C‖Sm[g(ρδ)]− –
∫
O
Sm[g(ρδ)]dx‖L∞t L3x
≤ C‖g(ρδ)‖L∞t L3x ≤ C(δ),
where C(δ) is independent of m. This shows that
∂jBi
[
Sm[g(ρδ)]− –
∫
O
Sm[g(ρδ)]dy
] ∗
⇀ G weak-star in L∞t L
3
x.
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On the other hand, since
∥∥∂jBi[Sm[g(ρδ)]− g(ρδ)− –∫
O
(Sm[g(ρδ)]− g(ρδ)) dx
]∥∥
L2tL
2
x
≤ C‖Sm[g(ρδ)]− g(ρδ)− –
∫
O
(
Sm[g(ρδ)]− g(ρδ)
)
dx‖L2tL2x
≤ C‖Sm[g(ρδ)]− g(ρδ)‖L2tL2x → 0,
we have
∂jBi
[
Sm[g(ρδ)]− –
∫
O
Sm[g(ρδ)]dy
] ∗
⇀ ∂jBi
[
g(ρδ)− –
∫
O
g(ρδ)dy
]
weak-star in L∞t L
3
x.
Then
I5 =
∫ T
0
ψ
∫
O
ρδu
i
δu
j
δ∂jBi
[
Sm[g(ρδ)]− –
∫
O
Sm[g(ρδ)]dy
]
dxdt
→
∫ T
0
ψ
∫
O
ρδu
i
δu
j
δ∂jBi
[
g(ρδ)− –
∫
O
g(ρδ)dy
]
dxdt = J5.
By (4.3.3), we have
B[div (Sm[g(ρδ)]uδ)]→ B[div (g(ρδ)uδ)] strongly in L 32t L2x,
B[div (Sm[g(ρδ)]uδ)]⇀ G weakly in L2(QT ).
Thus, we obtain
B[div (Sm[g(ρδ)]uδ)]⇀ B[div (g(ρδ)uδ)] weakly in L2(QT ).
Moreover, since ψρδuδ ∈ L2(QT ), we have
I8 =
∫ T
0
∫
O
ψρδuδ · B
[
div (Sm[g(ρδ)]uδ)
]
dxdt→
∫ T
0
∫
O
ψρδuδ · B
[
div (g(ρδ)uδ)
]
dxdt = J7
as m→∞. Then, as we mentioned before, we can use a sequence of functions {zθχn(z)} to
approximate g(z) = zθ to obtain∫ T
0
∫
O
ψ
(
ργ+θδ + δρ
β+θ
δ
)
dxdt =
10∑
i=1
Ji, (4.4.9)
where g(z) is substituted by zθ in every Ji, i = 1, 2, · · · , 10.
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Next, we estimate the terms on the right-hand side of (4.4.9) to obtain the condition for
θ, for which the universal constant C is independent of δ:
|J1| =
∣∣∣ ∫ T
0
ψ
∫
O
(ργδ + δρ
β
δ ) dx –
∫
O
ρθδ dxdt
∣∣∣
≤ C‖ψ‖L∞(0,T )
(‖ρδ‖γL∞t Lγx + δ‖ρδ‖βL∞t Lβx)‖ρδ‖θL∞t Lθx ≤ C‖ψ‖L∞(0,T ).
|J2| = (µ+ ν)
∣∣∣ ∫ T
0
ψ
∫
O
ρθδdiv uδ dxdt
∣∣∣ ≤ C‖∇uδ‖L2(QT )‖ρθδ‖L∞t L2x
≤ C‖ψ‖L∞(0,T ) if θ ≤ γ2 .
|J3| =
∣∣∣ ∫ T
0
ψt
∫
O
ρδuδ · B
[
ρθδ − –
∫
O
ρθδdy
]
dxdt
∣∣∣
≤ C
∫ T
0
|ψt|‖√ρδ‖L2γx ‖
√
ρδuδ‖L2x
∥∥B[ρθδ − –∫
O
ρθδdy
]∥∥
L
2γ
γ−1
x
dt
≤ C
∫ T
0
|ψt|‖ρδ‖
1
2
Lγx
‖√ρδuδ‖L2x
∥∥ρθδ − –∫
O
ρθδdy
∥∥
L
2γ
γ−1
x
dt
≤ CT‖ρδ‖
1
2
L∞t L
γ
x
‖√ρδuδ‖L∞t L2x‖ρδ‖θ
L∞t L
2γ
γ−1 θ
x
‖ψ‖L1(0,T )
≤ C(T )‖ψ‖L1(0,T ) if θ ≤ γ−12 .
|J4| = µ
∣∣∣ ∫ T
0
ψ
∫
O
∂ju
i
δ∂jBi
[
ρθδ − –
∫
O
ρθδdy
]
dxdt
∣∣∣
≤ µ
∫ T
0
|ψ|‖∇uδ‖L2x
∥∥∇B[ρθδ − –∫
O
ρθδdy
]∥∥
L2x
dt
≤ µ
∫ T
0
|ψ|‖∇uδ‖L2x‖ρθδ − –
∫
O
ρθδdy‖L2xdt ≤ C‖ψ‖L∞(0,T ) if θ ≤ γ2 .
|J5| =
∣∣∣ ∫ T
0
ψ
∫
O
ρδu
i
δu
j
δ∂jBi
[
ρθδ − –
∫
O
ρθδdy
]
dxdt
∣∣∣
≤ C
∫ T
0
|ψ|‖ρδ‖Lγx‖uδ‖2L6x
∥∥∇B[ρθδ − –∫
O
ρθδdy
]∥∥
L
3γ
2γ−3
x
dt
≤ C
∫ T
0
|ψ|‖ρδ‖Lγx‖uδ‖2L6x‖ρθδ‖
L
3γ
2γ−3
x
dt ≤ C‖ψ‖L∞(0,T ) if θ ≤ 2γ3 − 1.
|J6| = (1− θ)
∣∣∣ ∫ T
0
ψ
∫
O
ρδuδ · B
[
ρθδdiv uδ − –
∫
O
ρθδdiv uδdy
]
dxdt
∣∣∣
≤ C
∫ T
0
|ψ|‖ρδ‖Lγx‖uδ‖L6x
∥∥B[ρθδdiv uδ − –∫
O
ρθδdiv uδdy
]∥∥
L
6γ
5γ−6
x
dt
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≤ C
∫ T
0
|ψ|‖uδ‖L6x
∥∥B[ρθδdiv uδ − –∫
O
ρθδdiv uδdy
]∥∥
W 1,px
dt
≤ C
∫ T
0
|ψ|‖uδ‖L6x‖ρθδdiv uδ‖Lpxdt
≤ C
∫ T
0
|ψ|‖uδ‖L6x‖∇uδ‖L2x‖ρθδ‖Lqxdt
≤ C
∫ T
0
|ψ|‖uδ‖2H1x‖ρδ‖Lγxdt ≤ C‖ψ‖L∞(0,T ),
where p = 6γ
7γ−6 if γ < 6, p =
3
2
if γ ≥ 6; q = 3γ
2γ−3 if γ < 6, p = 6 if γ ≥ 6; θ ≤ 23γ − 1 and
θ ≤ 1.
|J7| =
∣∣∣ ∫ T
0
ψ
∫
O
ρδuδ · B
[
div(ρθδuδ)
]
dxdt
∣∣∣ ≤ ∫ T
0
|ψ|‖ρδ‖Lγx‖uδ‖L6x
∥∥B[div(ρθδuδ)]∥∥
L
6γ
5γ−6
x
dt
≤
∫ T
0
|ψ|‖uδ‖L6x‖ρθδuδ‖
L
6γ
5γ−6
x
dt ≤
∫ T
0
|ψ|‖uδ‖2L6x‖ρθδ‖
L
3γ
2γ−3
x
dt
≤ C‖uδ‖2L2tH1x‖ρδ‖
θ
L∞t L
γ
x
‖ψ‖L∞(0,T )
≤ C‖ψ‖L∞(0,T ) if θ ≤ 2γ−33 .
Similarly to (4.3.6), we have
∥∥B[ρθδ − –∫
O
ρθδ dy]
∥∥
L∞x
≤ C1
∥∥∇B[ρθδ − –∫
O
ρθδ dy
]∥∥ 3γ
Lγx
∥∥B[ρθδ − –∫
O
ρθδ dy
]∥∥1− 3γ
Lγx
+ C2
∥∥B[ρθδ − –∫
O
ρθδ dy
]∥∥
Lγx
≤ C‖ρθδ‖Lγx .
Then we have
|J8| =
∣∣∣ ∫ T
0
ψ
∫
O
(∇Qδ ⊗∇Qδ − F(Qδ)I3) : ∇B[ρθδ − –∫
O
ρθδdy
]
dxdt
∣∣∣
≤ C
∫ T
0
|ψ|
(
‖∇Qδ‖2
L
10
3
x
∥∥∇B[ρθδ − –∫
O
ρθδdy
]∥∥
L
5
2
x
+
∣∣ ∫
O
F(Qδ)divB
[
ρθδ − –
∫
O
ρθδdy
]
dx
∣∣)dt
≤ C
∫ T
0
|ψ|
(
‖∇Qδ‖2
L
10
3
x
∥∥∇B[ρθδ − –∫
O
ρθδdy
]∥∥
L
5
2
x
+
∣∣ ∫
O
F(Qδ)(ρ
θ
δ − –
∫
O
ρθδdy)dx
∣∣)dt
≤ C
∫ T
0
|ψ|
(
‖∇Qδ‖2
L
10
3
x
∥∥ρθδ − –∫
O
ρθδdy
∥∥
L
5
2
x
+
(‖Qδ‖2L5x + ‖Qδ‖4L10x )∥∥ρθδ − –∫ O ρθδdy∥∥L 53x
)
dt
≤ C‖ψ‖L∞(0,T ) if θ ≤ 25 .
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|I9| = σ∗
∣∣∣ ∫ T
0
ψ
∫
O
c2δQδ · ∇B
[
ρθδ − –
∫
O
ρθδdy
]
dxdt
∣∣∣
≤ C‖cδ‖2L∞t,x
∫ T
0
|ψ|‖Qδ‖L2x
∥∥∇B[ρθδ − –∫
O
ρθδdy
]∥∥
L2x
dt
≤ C
∫ T
0
|ψ|‖Qδ‖L2x‖ρθδ‖L2xdt ≤ C‖ψ‖L∞(0,T ) if θ ≤ γ2 .
|I10| =
∣∣∣ ∫ T
0
ψ
∫
O
∇ · (Qδ∆Qδ −∆QδQδ) · B[ρθδ − –∫
O
ρθδ dy
]
dxdt
∣∣∣
≤
∫ T
0
|ψ|‖Qδ‖L4x‖∆Qδ‖L2x
∥∥∇B[ρθδ − –∫
O
ρθδ dy
]∥∥
L4x
dt
≤
∫ T
0
|ψ|‖Qδ‖L4x‖∆Qδ‖L2x‖ρθδ‖L4xdt ≤ C‖ψ‖L∞(0,T ) if θ ≤ 14 .
Combining the above estimates with (4.4.9), we have
∫ T
0
∫
O
ψ
(
ργ+θδ + δρ
β+θ
δ
)
dxdt ≤ C(‖ψ‖L∞(0,T ) + ‖ψt‖L1(0,T )). (4.4.10)
Then we can again take ψ = ψk ∈ D(0, T ) in (4.4.10), with ‖ψk‖L∞(0,T ) +‖ψkt ‖L1(0,T ) ≤ C
uniformly bounded independent of k, and φk(t) → 1 for t ∈ (0, T ) as k → ∞, and then let
k →∞ in the resulting (4.4.10) to conclude our desired result.
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4.4.2 The limit passage and the effective viscous flux
We infer from the uniform estimates (4.3.42)−(4.3.49) in Proposition 4.3.1 and Lemma 4.4.1
that, as δ → 0,
cδ ⇀ c in L
2(0, T ;H1(O)),
ρδ → ρ in C([0, T ];Lγweak(O)),
uδ ⇀ u in L
2(0, T ;H10 (O)),
ρδuδ → ρu in C([0, T ];L
2γ
γ+1
weak(O)),
Qδ ⇀ Q in L
2(0, T ;H2(O)),
Qδ → Q in L2(0, T ;H1(O)),
ργδ → ργ in L
γ+θ
γ (OT ).
Moreover, we have
ρδuδ ⊗ uδ → ρu⊗ u in D′(OT ),
F(Qδ)I3 −∇Qδ ∇Qδ + (Qδ∆Qδ −∆QδQδ) + σ∗c2δQδ
→ F(Q)I3 −∇Q∇Q+ (Q∆Q−∆QQ) + σ∗c2Q,
δρβδ → 0 in L1(OT ).
Then the limit functions (c, ρ, u,Q) satisfy
ct + u · ∇c = D0∆c, (4.4.11)
∂tρ+∇ · (ρu) = 0, (4.4.12)
(ρu)t +∇ · (ρu⊗ u) +∇ργ = µ∆u+ (ν + µ)∇div u+∇ · (Q∆Q−∆QQ) (4.4.13)
+∇ · (F(Q)I3 −∇Q∇Q)+ σ∗∇ · (c2Q), (4.4.14)
∂tQ+ (u · ∇)Q+QΩ− ΩQ = ΓH[Q, c] (4.4.15)
in D′(OT ), with the initial-boundary conditions (4.0.6)−(4.0.8), due to (4.4.2) and (4.4.4).
Next, in order to prove that (c, ρ, u,Q) is a weak solution of (4.0.2)−(4.0.8), we only
need to show that ργ = ργ a.e. in OT , or equivalently, the strong convergence of ρδ in
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L1(O). Moreover, we need to show that (ρ, u) is a renormalized solution of (4.4.12). From
Lemma 4.4.1, the best estimate is ρ ∈ Lγ+ 23γ−1(OT ). Then γ > 32 is not enough to guarantee
that ρ is square integrable, and that (ρ, u) is a renormalized solution by Lemma A.0.8. In
order to deal with this difficulty, we introduce the cut-off function Tk(z) = kT (
z
k
) for z ∈ R,
k = 1, 2, · · · , where T is a smooth and concave function satisfying
T (z) =
z if z ≤ 1,2 if z ≥ 3.
Since (ρδ, uδ) is a renormalized solution of (4.3.39), taking g(z) = Tk(z), we obtain
∂t
(
Tk(ρδ)
)
+ div
(
Tk(ρδ)uδ
)
+
(
T ′k(ρδ)− Tk(ρδ)
)
div uδ = 0 in D′((0, T )× R3), (4.4.16)
where Tk(ρδ) ∈ L∞(OT ) for any fixed k. Then
Tk(ρδ)
∗
⇀ Tk(ρ) in L
∞(OT ).
Moreover, since ∂tTk(ρδ) satisfies (4.4.16), as before, we have
Tk(ρδ)→ Tk(ρ) in C([0, T ];Lpweak(O)), ∀ 1 ≤ p <∞.
Letting δ → 0, it yields
∂tTk(ρ) + div
(
Tk(ρ)u
)
+ (T ′k(ρ)− Tk(ρ))divu = 0 in D
′
(OT ),
where
(
T ′k(ρδ)− Tk(ρδ)
)
divuδ ⇀
(
T ′k(ρ)− Tk(ρ)
)
divu in L2(OT ).
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4.4.3 The effective viscous flux
Similarly to Lemma 4.3.2, we define the effective viscous flux as E˜δ := ρ
γ
δ − (ν + 2µ)div uδ,
and its correspondingly weak convergence limit E˜ := ργ − (ν + 2µ)div u. Then we have
Lemma 4.4.2. Assume (ρδ, uδ) is a family of the approximate solutions constructed in
Proposition 4.3.1. Then
lim
δ→0+
∫ T
0
ψ
(∫
O
φE˜δTk(ρδ) dx
)
dt =
∫ T
0
ψ
(∫
O
φE˜Tk(ρ) dx
)
dt
for any ψ ∈ D(0, T ) and φ ∈ D(O).
4.4.4 Renormalized solutions
The following lemma implies that Tk(ρ)−Tk(ρ) ∈ L2(OT ), which helps us establish that the
limit function (ρ, u) is a renormalized solution.
Lemma 4.4.3 (The amplitude of oscillations). There exists a constant C, independent of
k, such that
lim sup
δ→0
‖Tk(ρδ)− Tk(ρ)‖Lγ+1(OT ) ≤ C. (4.4.17)
The proof of this lemma is the same as that for Lemma 4.3 of Subsection 4.4 in [17].
Remark 4.4.1. By the concavity of the norm, we know from Lemma 4.4.3 that
‖Tk(ρ)− Tk(ρ)‖Lγ+1(OT ) ≤ C. (4.4.18)
From the proof of Lemma 4.4.3, we have
0 ≤ lim sup
δ→0
‖Tk(ρδ)− Tk(ρ)‖γ+1Lγ+1(OT ) ≤ limδ→0
∫ T
0
∫
OT
(
ργδTk(ρδ)− ργ Tk(ρ)
)
dxdt. (4.4.19)
Based on the uniform estimate of the amplitude of oscillations in Lemma 4.4.3, we see
that the limit function (ρ, u) satisfies (4.4.12) in the renormalized sense.
Lemma 4.4.4. The limit function (ρ, u) is a renormalized solution to (4.4.12); that is,
∂tg(ρ) + div(g(ρ)u) +
(
g′(ρ)ρ− g(ρ))div u = 0 in D′((0, T )× R3) (4.4.20)
for any g ∈ C1(R) with the property that g′(z) ≡ 0 when z ≥M for sufficiently large constant
M , provided (ρ, u) are prolonged zero outside O.
The detailed proof can be found in Subsection 4.5 of [17] for Lemma 4.4 there.
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4.4.5 Strong convergence of density ρδ
We now give an outline of the proof for the strong convergence of density ρδ, i.e., ργ = ρ
γ,
where ργδ → ργ in L
γ+θ
γ (OT ) for the completeness of the proof of Theorem 4.0.1.
Introduce a family of function in C1(R+) ∩ C[0,∞):
Lk(z) =
z log z for 0 ≤ z < k,z log k + z ∫ z
k
Tk(s)
s2
ds for z ≥ k.
By the construction of Lk, we know that Lk is a linear function for large z. In particular,
we see that, for z ≥ 3k,
Lk(z) = βkz − 2k
with
βk = log k +
∫ 3k
k
Tk(s)
s2
ds+
2
3
.
Then, if gk(z) := Lk(z) − βkz, we obtain that gk(z) ∈ C1(R+) ∩ C[0,∞), g′k(z) = 0 for z is
sufficiently large, and
g′k(z)z − gk(z) = Tk(z).
By Proposition 4.3.1 and Lemma 4.4.4, we know that (ρδ, uδ) and (ρ, u) are renormalized
solutions to (4.4.12). Then we substitute function g by gk in the definition of renormalized
solutions and take the difference of these two equations to obtain
∂t
(
Lk(ρδ)− Lk(ρ)
)
+ div
(
Lk(ρδ)uδ − Lk(ρ)u
)
+ Tk(ρδ)divuδ − Tk(ρ)div u = 0 (4.4.21)
in D′((0, T )× R3).
Since Lk is linear when z is large, Lk(ρδ) is uniformly bounded with respect to δ in
L∞(0, T ;Lγ(O)) so that
Lk(ρδ)
∗
⇀ Lk(ρ) in L
∞
t L
γ
x as δ → 0.
Moreover, since Lk(ρδ) is a renormalized solution, similarly as before, we have
Lk(ρδ)→ Lk(ρ) in C([0, T ], Lγweak(O)) ∩ C([0, T ];H−1(O)) as δ → 0. (4.4.22)
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Now, using function φ(x) ∈ D(O) to test (4.4.21) and then integrate over (0, t), we have∫
O
(
Lk(ρδ)− Lk(ρ)
)
(t, x)φ(x) dx
=
∫
O
(
Lk(ρ0,δ)− Lk(ρ0)
)
φ dx+
∫ t
0
∫
O
(
Lk(ρδ)uδ − Lk(ρ)u
) · ∇φ dxds
−
∫ t
0
∫
O
(
Tk(ρδ)divuδ − Tk(ρ)div u
)
φ dxds.
Sending δ → 0, we have∫
O
(
Lk(ρ)− Lk(ρ)
)
(t, x)φ(x) dx
=
∫ t
0
∫
O
(
Lk(ρ)− Lk(ρ)
)
u · ∇φ dxds− lim
δ→0
∫ t
0
∫
O
(
Tk(ρδ)divuδ − Tk(ρ)div u
)
φ dxds.
Taking φ = φm with φm(z)→ 1O(z) in the above equation and sending m→∞, we have∫
O
(
Lk(ρ)− Lk(ρ)
)
(t) dx =
∫ t
0
∫
O
Tk(ρ) div u dxds− lim
δ→0
∫ t
0
∫
O
Tk(ρδ)divuδ dxds. (4.4.23)
Then, using Lemmas 4.4.2–4.4.3, we find that the right-hand side of the above equation is
non-positive, which yields
lim
k→∞
∫
O
(
Lk(ρ)− Lk(ρ)
)
(t) dx ≤ 0 for t ∈ [0, T ]. (4.4.24)
Moreover, by the definition of Lk and the absolution continuity of ρ log ρ ∈ L1(OT ), we have
‖Lk(ρ)− ρ log ρ‖L1(OT ) ≤
∫ ∫
{ρ≥k}
|Lk(ρ)− ρ log ρ| dxdt
≤ C
∫ ∫
{ρ≥k}
|ρ log ρ| dxdt→ 0 as k →∞.
(4.4.25)
Similarly, we have
‖Lk(ρδ)− ρδ log ρδ‖L1(OT ) ≤
∫ ∫
{ρδ≥k}
|Lk(ρδ)− ρδ log ρδ| dxdt
≤
∫ ∫
{ρδ≥k}
log k +
∫ ρδ
k
Tk(s)
s2
ds+ log ρδ
ργ−1δ
ργδ dxdt
≤ C(ε)k1+ε−γ
∫ ∫
{ρδ≥k}
ργδ dxdt→ 0 as k →∞.
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This, together with the lower-semicontinuity of the norm, we have
‖Lk(ρ)− ρ log ρ‖L1(OT ) ≤ lim inf
δ→0
‖Lk(ρδ)− ρδ log ρδ‖L1(OT ) → 0, as k →∞. (4.4.26)
Finally, combining (4.4.24)−(4.4.26), we have∫
O
(
ρ log ρ− ρ log ρ)(t)dx ≤ 0.
Moreover, since ρ log ρ ≥ ρ log ρ, we see that ρ log ρ = ρ log ρ for a.e. (t, x) ∈ OT . In
addition, by the restrict concavity of function z log z, we have
ρδ → ρ in Lp(OT ) for any p ∈ [1, γ + θ).
Then we conclude
ργ = ργ, a.e.
Therefore, we complete the proof of Theorem 4.0.1.
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APPENDIX A
SOME BASIC THEORIES AND LEMMAS
In this appendix, we review some important theories and lemmas that are used extensively
in this thesis.
First, let us introduce the Littlewood-Paley theory; see [2] for details.
Proposition A.0.1 (Dyadic Partition of Unity). Let C be annulus {ξ ∈ Rd : 3
4
≤ |ξ| ≤ 8
3
}.
There exist radial functions χ and ϕ, valued in interval [0, 1], belonging to D(B(0, 4
3
)) and
D(C), respectively, such that
χ(ξ) +
∑
j≥1
ϕ(2−jξ) = 1 for any ξ ∈ Rd,
∑
j∈Z
ϕ(2−jξ) = 1 for any ξ ∈ Rd \ {0},
|j − j ′| ≥ 2 =⇒ supp(ϕ(2−j·)) ∩ supp(ϕ(2−j′ ·)) = ∅,
j ≥ 1 =⇒ supp(χ) ∩ supp(ϕ(2−j·)) = ∅.
Definition A.0.1. The homogeneous dyadic blocks ∆j and the homogeneous low-frequency
cut-off operators Sj are defined for all j ∈ Z by
∆ju = F−1(ϕ(2−jξ)Fu) = 2jd
∫
Rd
h(2jy)u(x− y)dy,
Sju = F−1(χ(2−jξ)Fu) = 2jd
∫
Rd
h˜(2jy)u(x− y)dy,
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where F denotes the Fourier transform on Rd, and
h := F−1ϕ, h˜ := F−1χ.
We define the Sobolev norm of space Hs as
‖u‖Hs :=
(‖S0u‖2L2 +∑
j∈N
22qs‖∆ju‖2L2
) 1
2 .
Next, we recall the Bony’s paraproduct decomposition for two appropriately smooth
functions u and v:
uv = Tuv + Tvu+R(u, v) = Tuv + T
′
vu,
where
Tuv :=
∑
j
Sj−1u∆jv, R(u, v) :=
∑
|j−j′ |≤1
∆ju∆j′v,
T
′
vu = Tvu+R(u, v) =
∑
j
Sj+2v∆ju.
Then we have
∆j(uv) = ∆jTuv + ∆jT
′
vu
= ∆j
∑
j′
Sj′−1u∆j′v + ∆j
∑
j
′
Sj′+2v∆j′u
=
∑
|j−j′ |≤5
∆j(Sj′−1u∆j′v) +
∑
j′>j−5
∆j(Sj′+2v∆j′u)
= Sj−1u∆jv +
∑
|j−j′ |≤5
[∆j, Sj′−1u]∆j′v
+
∑
|j−j′ |≤5
(Sj′−1u− Sj−1u)∆j∆j′v +
∑
j′>j−5
∆j(Sj′+2v∆j′u).
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In order to obtain the uniqueness and higher regularity of the weak-strong solutions
in §2.3–§2.4, we now recall the following useful inequalities that we use extensively. These
inequalities follows from the Bernstein-type lemma and the commutator estimates in Chapter
2 of [2] by the construction of ∆j.
Bernstein-type inequalities:
‖∇Sju‖Lp ≤ C2j‖u‖Lp for any 1 ≤ p ≤ ∞,
C2j‖∆ju‖Lp ≤ ‖∇∆ju‖Lp ≤ C2j‖∆ju‖Lp for any 1 ≤ p ≤ ∞,
‖∆ju‖Lq ≤ C2d(
1
p
− 1
q
)j‖∆ju‖Lp with 1 ≤ p ≤ q,
‖Sju‖Lq ≤ C2d(
1
p
− 1
q
)j‖Sju‖Lp with 1 ≤ p ≤ q.
Commutator estimates:
‖[∆j, u]v‖Lr ≤ C2−j‖∇u‖Lp‖v‖Lq with 1
p
+
1
q
=
1
r
,
where C is independent of p, q, and r.
In order to deal with the high nonlinear interaction terms in the system, we need to
introduce the following important cancellation rules:
Lemma A.0.5. Let Q and Q
′
be two d× d symmetric matrices, and let Ω = 1
2
(∇u−∇u>)
be the vorticity with (∇u)αβ = ∂βuα. Then
(ΩQ
′ −Q′Ω,∆Q)− (∇ · (Q′∆Q−∆QQ′), u) = 0.
Proof. For any two d× d matrices A and B, we know that tr(AB) = tr(BA). Then we have
(ΩQ
′ −Q′Ω,∆Q)− (∇ · (Q′∆Q−∆QQ′), u)
= (ΩQ
′ −Q′Ω,∆Q) + (Q′∆Q−∆QQ′ ,∇u>)
= (ΩQ
′
,∆Q)− (Q′Ω,∆Q) + (Q′∆Q−∆QQ′ ,∇u>)
= (Q
′
∆Q,Ω)− (∆QQ′ ,Ω) + (Q′∆Q−∆QQ′ ,∇u>)
= (Q
′
∆Q−∆QQ′ ,Ω +∇u>)
= (Q
′
∆Q−∆QQ′ , D) = 0,
where, in the last equality, we use the fact that Q, Q
′
, and D are symmetric.
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Remark A.0.2. For any d× d matrix Q, we have
tr(Q3) ≤ ε
4
|tr(Q2)|2 + 1
ε
tr(Q2) for any ε > 0. (A.0.1)
Proof. Let x, y, and z be the eigenvalues of Q. Then we have
tr(Q) = x+ y + z, tr(Q2) = x2 + y2 + z2, tr(Q3) = x3 + y3 + z3.
Since it is obvious that tr(Q4) ≤ |tr(Q2)|2, we only need to show that, for any ε > 0, the
following inequality is true:
tr(Q3) ≤ 3ε
8
tr(Q4) +
1
ε
tr(Q2).
By Young’s inequality with ε, we have
x3 ≤ x
2
ε
+
ε
4
x4, y3 ≤ y
2
ε
+
ε
4
y4, z3 ≤ z
2
ε
+
ε
4
z4.
Then we obtain the desired inequality.
Lemma A.0.6 (Aubin-Lions lemma [1]). Let X0, X, and X1 be three Banach spaces with
X0 ⊆ X ⊆ X1, let X0 be compactly embedded in X, and let X be continuously embedded in
X1. For 1 ≤ p, q ≤ ∞, let
W =
{
u ∈ Lp(0, T ;X0) : u˙ ∈ Lq(0, T ;X1)
}
.
Then
(i) If p <∞, then the embedding of W into Lp(0, T ;X) is compact.
(ii) If p =∞ and q > 1, then the embedding of W into C(0, T ;X) is compact.
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Lemma A.0.7 (Gagliardo-Nirenberg interpolation inequality [47]). Let 1 ≤ q, r ≤ ∞, and
the function u : O → R defined on a bounded Lipschitz domain O ⊆ Rd. For 0 ≤ j < m, the
following inequalities hold
‖Dju‖Lp ≤ C1‖Dmu‖aLr‖u‖1−aLq + C2‖u‖Ls , (A.0.2)
where
1
p
=
j
n
+ a(
1
r
− m
d
) + (1− a)1
q
,
j
m
≤ a ≤ 1,
and s > 0 is arbitrary, C1 and C2 depend on O,m, d.
Next, we introduce a sufficient condition for a solution (ρ, u) to be a renormalized solu-
tion.
Lemma A.0.8. Let O ⊆ R3 be a bounded domain. Let ρ ∈ L2(OT ) and u ∈ L2(0, T ;H1(O))
such that
∂tρ+∇ · (ρu) = 0 in D′(OT ).
Then
∂tg(ρ) + div(g(ρ)u) +
(
g′(ρ)ρ− g(ρ))div u = 0 in D′(OT ) (A.0.3)
for any g ∈ C1(R) with the property that g′(z) ≡ 0 when z ≥M for sufficiently large constant
M , i.e., (ρ, u) is a renormalized solution.
Theorem A.0.1. (Theorem 2.4 in [38]) Assume
0 ≤ ρn ≤ C a.e. on O × (0, T ),
div un = 0 a.e. on O × (0, T ), ‖un‖L2(0,T ;H1(O)) ≤ C,
∂ρn
∂t
+ div (ρnun) = 0, in D′(Rd × (0, T )),
ρ0,n → ρ¯ in L1(O), un ⇀ u in L2(0, T ;H10 (O)),
where ρ¯ satisfies 0 ≤ ρ¯ ≤ C a.e., and C denotes various positive constants independent of
n. Then
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(i) ρn converges in C([0, T ];L
p(O)) for all 1 ≤ p <∞ to the unique solution ρ, bounded on
O × (0, T ), of 
∂ρ
∂t
+ div (ρu) = 0, in D′(Rd × (0, T )),
ρ ∈ C([0, T ];L1(O)), ρ|t=0 = ρ¯ a.e. in O.
(A.0.4)
(ii) If we assume in addition that ρn|un|2 is bounded in L∞(0, T ;L1(O)) and that we have
for some q ∈ (1,∞), m ≥ 1,
|( ∂
∂t
(ρnun), ψ)| ≤ C‖ψ‖Lq(0,T ;Wm,q(O)) (A.0.5)
for all ψ ∈ Lq(0, T ;Wm,q(O)), such that, divψ = 0 on Rd × (0, T ). Then, √ρnun
converges to
√
ρu in Lp(0, T ;Lr(O)) for 2 < p <∞, 1 ≤ r < 2dp
dp−4 , and un converges to
u in Lθ(0, T ;L
dθ
d−2 (O)) for 1 ≤ θ < 2 on the set {ρ > 0} (if d = 2, dθ
d−2 is replaced by an
arbitrary r in [0,∞)).
Definition A.0.2. The metric space C([0, T ];X∗weak) contains all the functions v : [0, T ] 7→
X∗ which are continuous with respect to the weak topology. We say
vn → v in C([0, T ];X∗weak),
if (vn(t), φ)→ (v(t), φ) uniformly with respect to t ∈ [0, T ] for any φ ∈ X.
In the following corollary, we introduce a sufficient condition for a family of functions to
converge in C([0, T ];X∗weak) (see Corollary 2.1 in [18]).
Corollary A.0.1. Let X be a separable Banach space. Assume that vn : [0, T ] → X∗,
n = 1, 2, · · ·, is a sequence of measurable functions such that
ess sup
t∈[0,T ]
‖vn(t)‖X∗ ≤M, uniformly in n = 1, 2, · · ·.
Moreover, let the family of functions:
(vn, φ) : t 7→ (vn(t), φ), t ∈ [0, T ], n = 1, 2, · · ·,
be equi-continuous for any fixed φ belonging to a dense subset in X.
Then vn ∈ C([0, T ];X∗weak) for any n = 1, 2, · · ·, and there exist v ∈ C([0, T ];X∗weak) and
a subsequence (still denoted) vn such that
vn → v in C([0, T ];X∗weak) as n→∞.
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Proposition A.0.2. Let O be a bounded domain in R3. If vn ∈ L∞(0, T ;Lp(O)) for p > 65 ,
and vn → v in C([0, T ], Lpweak(O)), then vn → v in C([0, T ], H−1(O)).
Lemma A.0.9 (Gronwall’s inequality). Let α ≥ 0 and β ≥ 0 be integrable functions on
[0, T ]. If a differentiable function Y satisfies the differential inequality:
Y ′(t) ≤ α(t)Y (t) + β(t) for t ∈ [0, T ],
then
Y (t) ≤ Y (0) exp
(∫ t
0
α(s)ds
)
+
∫ t
0
β(s) exp
(∫ t
s
α(τ)dτ
)
ds for any t ∈ [0, T ].
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APPENDIX B
THE ESTIMATES OF INEQUALITY (2.3.6)
Before proving inequality (2.3.6), let us first introduce the following Lemma.
Lemma B.0.10. Let u ∈ Hs ∩ Lp with p ≥ 1 and s > 0. Then, for any k ≥ 2 and q ∈ N,
‖∆quk‖Lp ≤ C2−qsaq,k(t)‖u‖k−1Lp(k−1)‖∇u‖Hs , (B.0.1)
where {aq,k(t)}q∈N is a sequence in l2.
Proof. We prove this lemma by induction.
Firstly, for k = 2, by using the Bony’s paraproduct decomposition, we have
∆q(u
2) = Sq−1u∆qu+
∑
|q−q′ |≤5
[∆q, Sq′−1u]∆q′u
+
∑
|q−q′ |≤5
(Sq′−1u− Sq−1u)∆q∆q′u+
∑
q′>q−5
∆q(Sq′+2u∆q′u)
=
∑
1≤i≤4
Ii.
Let us calculate the right side term by term as follows,
‖I1‖Lp = ‖Sq−1u∆qu‖Lp ≤ C‖u‖Lp‖∆qu‖L∞ ≤ C‖u‖Lp‖∆q∇u‖L2
≤ C2−qsa¯(1)q (t)‖u‖Lp‖∇u‖Hs ,
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where {a¯(1)q (t)}q∈N is a sequence in l2,
‖I2‖Lp = ‖
∑
|q−q′ |≤5
[∆q, Sq′−1u]∆q′u‖Lp ≤ C
∑
|q−q′ |≤5
2−q‖∇Sq′−1u‖Lp‖∆q′u‖L∞
≤ C
∑
|q−q′ |≤5
2q
′−q‖u‖Lp‖∆q′∇u‖L2
≤ C2−qs
∑
|q−q′ |≤5
2(q
′−q)(1−s)a¯(1)
q′ (t)‖u‖Lp‖∇u‖Hs
≤ C2−qsa¯(2)q (t)‖u‖Lp‖∇u‖Hs ,
where {a¯(2)q (t)}q∈N = {
∑
|q−q′ |≤5 2
(q
′−q)(1−s)a¯(1)
q′ (t)}q∈N is a sequence in l2,
‖I3‖Lp = ‖
∑
|q−q′ |≤5
(Sq′−1u− Sq−1u)∆q∆q′u‖Lp
≤ C
∑
|q−q′ |≤5
‖Sq′−1u− Sq−1u‖Lp‖∆q∆q′u‖L∞
≤ C
∑
|q−q′ |≤5
‖u‖Lp‖∆q′∇u‖L2
≤ C2−qs
∑
|q−q′ |≤5
2(q−q
′
)sa¯
(1)
q′ (t)‖u‖Lp‖∇u‖Hs
≤ C2−qsa¯(3)q (t)‖u‖Lp‖∇u‖Hs ,
with {a¯(3)q (t)}q∈N = {
∑
|q−q′ |≤5 2
(q−q′ )sa¯(1)
q′ (t)}q∈N ∈ l2,
‖I4‖Lp = ‖
∑
q′>q−5
∆q(Sq′+2u∆q′u)‖Lp ≤ C
∑
q′>q−5
‖Sq′+2u‖Lp‖∆q′u‖L∞
≤ C
∑
q′>q−5
‖u‖Lp‖∆q′∇u‖L2 ≤ C2−qs
∑
q′>q−5
2(q−q
′
)s‖u‖Lp a¯(1)q′ (t)‖∇u‖Hs
≤ C2−qsa¯(4)q (t)‖u‖Lp‖∇u‖Hs ,
with {a¯(4)q (t)}q∈N = {
∑
q′>q−5 2
(q−q′ )sa¯(1)
q′ (t)}q∈N ∈ l2.
Then taking aq,2(t) = max1≤k≤4{a¯(k)q (t)}, we know that the result holds for k = 2.
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Next, we first assume the statement is valid for k and then check the validity for the case
k + 1. Similarly to the previous steps, we have
∆q(u
k+1) = ∆q(u
ku) = Sq−1uk∆qu+
∑
|q−q′ |≤5
[∆q, Sq′−1u
k]∆q′u
+
∑
|q−q′ |≤5
(Sq′−1u
k − Sq−1uk)∆q∆q′u+
∑
q′>q−5
∆q(Sq′+2u∆q′u
k)
=
∑
1≤i≤4
Ji,
and
‖J1‖Lp = ‖Sq−1uk∆qu‖Lp ≤ C‖uk‖Lp‖∆qu‖L∞ ≤ C‖u‖kLpk‖∆q∇u‖L2
≤ C2−qsa¯(1)q (t)‖u‖kLpk‖∇u‖Hs ,
‖J2‖Lp = ‖
∑
|q−q′ |≤5
[∆q, Sq′−1u
k]∆q′u‖Lp ≤ C
∑
|q−q′ |≤5
2−q‖∇Sq′−1uk‖Lp‖∆q′u‖L∞
≤ C
∑
|q−q′ |≤5
2q
′−q‖uk‖Lp‖∆q′∇u‖L2
≤ C2−qs
∑
|q−q′ |≤5
2(q
′−q)(1−s)a¯(1)
q′ (t)‖u‖kLpk‖∇u‖Hs
≤ C2−qsa¯(2)q (t)‖u‖kLpk‖∇u‖Hs ,
‖J3‖Lp = ‖
∑
|q−q′ |≤5
(Sq′−1u
k − Sq−1uk)∆q∆q′u‖Lp
≤ C
∑
|q−q′ |≤5
‖Sq′−1uk − Sq−1uk‖Lp‖∆qu‖L∞
≤ C
∑
|q−q′ |≤5
‖uk‖Lp‖∆q∇u‖L2
≤ C2−qsa¯(1)q (t)‖u‖kLpk‖∇u‖Hs ,
and from the induction assumption, one has
‖J4‖Lp = ‖
∑
q′>q−5
∆q(Sq′+2u∆q′u
k)‖Lp ≤ C
∑
q′>q−5
‖u‖Lkp‖∆q′uk‖
L
kp
k−1
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≤ C
∑
q′>q−5
‖u‖Lkp2−q
′
saq′ ,k(t)‖u‖k−1Lkp ‖∇u‖Hs
≤ C2−qs
∑
q′>q−5
2(q−q
′
)saq′ ,k(t)‖u‖kLpk‖∇u‖Hs
≤ C2−qsa¯q,k+1(t)‖u‖kLpk‖∇u‖Hs ,
with {a¯q,k+1(t)}q∈N = {
∑
q′>q−5 2
(q−q′ )saq′ ,k(t)}q∈N ∈ l2.
Then taking aq,k+1(t) = max{a¯(1)q (t), a¯(2)q (t), a¯q,k+1(t)}, we know that the statement is
true for the case k + 1. By induction, we complete the proof.
Then, in order to derive (2.3.6), we estimate the terms on the right-hand side of (2.3.5)
one by one. For the detailed estimates of the following terms, we refer the readers to the
appendix in [51]:
|I1| ≤ C2−2qsbq(t)
(‖u‖ 12L2‖∇u‖ 12L2‖∇Q‖ 12Hs‖∆Q‖ 32Hs
+ ‖∇Q‖
1
2
L2‖∆Q‖
1
2
L2‖u‖
1
2
Hs‖∇u‖
1
2
Hs‖∆Q‖Hs
)
,
|I2|+ |I3|+ |I5|+ |I6| ≤ C2−2qsbq(t)‖∇Q‖
1
2
L2‖∆Q‖
1
2
L2‖u‖
1
2
Hs‖∇u‖
1
2
Hs‖∆Q‖Hs ,
|I4|+ |I7| ≤ C2−2qsbq(t)‖u‖
1
2
L2‖∇u‖
1
2
L2‖∇Q‖
1
2
Hs‖∆Q‖
3
2
Hs ,
|J1| ≤ C2−2qsbq(t)‖u‖
1
2
L2‖∇u‖
1
2
L2‖u‖
1
2
Hs‖∇u‖
3
2
Hs ,
|J2| ≤ C2−2qsbq(t)‖∇Q‖
1
2
L2‖∆Q‖
1
2
L2‖Q‖
1
2
Hs‖∇Q‖
1
2
Hs‖∇u‖Hs ,
|J3|+ |J4|+ |J6|+ |J7| ≤ C2−2qsbq(t)‖∇Q‖
1
2
L2‖∆Q‖
1
2
L2‖u‖
1
2
Hs‖∇u‖
1
2
Hs‖∆Q‖Hs ,
|J5|+ |J8| ≤ C2−2qsbq(t)‖∇Q‖
1
2
L2‖∆Q‖
1
2
L2‖∇Q‖
1
2
Hs‖∆Q‖
1
2
Hs‖∇u‖Hs ,
where {bq(t)}q∈N is a sequence in l1.
Next we will give the details of the estimates for the remaining terms:
|I9| = |Γa(∆qQ,∆∆qQ)| = Γa‖∆q∇Q‖2L2 ≤ C2−2qsb(1)q (t)‖∇Q‖2Hs ,
|J12| = |κ(∆qQ,∆q∇u)| = |κ(∆q∇Q,∆qu)|
≤ C‖∆q∇Q‖L2‖∆qu‖L2 ≤ C2−2qsb(2)q (t)‖∇Q‖Hs‖u‖Hs ,
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for some {b(i)q (t)}q∈N ∈ l1 with i = 1, 2. Applying Lemma B.0.10, we have the following
estimates:
|I10| = |Γc(∆q(Qtr(Q2)),∆∆qQ)| ≤ C‖∆q(Qtr(Q2))‖L2‖∆∆qQ‖L2
≤ C2−qsaq,3(t)‖Q‖2L4‖∇Q‖Hs2−qsa¯(1)q (t)‖∆Q‖Hs
≤ C2−2qsb(3)q (t)‖Q‖2L4‖∇Q‖Hs‖∆Q‖Hs ,
|J10| = | − aλ
(
∆q(|Q|Q),∇∆qu
)|
≤ C‖∆q(|Q|Q)‖L2‖∇∆qu‖L2
≤ C2−qsaq,2(t)‖Q‖L2‖∇Q‖Hs2−qsa¯(1)q (t)‖∇u‖Hs
≤ C(s)2−2qsb(4)q (t)‖Q‖L2‖∇Q‖Hs‖∇u‖Hs ,
|J11| = | − cλ(∆q(|Q|Qtr(Q)2),∇∆qu)|
≤ C‖∆q(|Q|Qtr(Q2))‖L2‖∇∆qu‖L2
≤ C2−qsaq,4(t)‖Q‖3L6‖∇Q‖Hs2−qsa¯(1)q (t)‖∇u‖Hs
≤ C2−2qsb(5)q (t)‖Q‖3L6‖∇Q‖Hs‖∇u‖Hs ,
for some {b(i)q (t)}q∈N ∈ l1 with i = 3, 4, 5.
Finally, for the remaining two terms I8 and J9 it is not easy to obtain the bounds directly.
The key idea is to combine them together and identify the cancellation factors between them
for the estimates. Applying the Bony’s decomposition, we have
I8 = −λ(∆q(|Q|D),∆∆qQ)
= −λ(Sq−1(|Q|)∆qD,∆∆qQ)− λ
∑
|q′−q|≤5
([∆q;Sq′ (|Q|)]∆q′D,∆∆qQ)
− λ
∑
|q′−q|≤5
((Sq′−1|Q| − Sq−1|Q|)∆q∆q′D,∆∆qQ)
− λ
∑
q′>q−5
(∆q(Sq′+2D∆q′ |Q|),∆∆qQ)
= λ
4∑
i=1
I8,i,
J9 = λ(∆q(|Q|∆Q),∇∆qu) = λ(Sq−1|Q|∆q∆Q,∇∆qu) + λ([∆q;Sq′ |Q|]∆q′∆Q,∇∆qu)
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+ λ
∑
|q′−q|≤5
((Sq′−1|Q| − Sq−1|Q|)∆q∆q′∆Q,∇∆qu)
+ λ
∑
q′>q−5
(∆q(Sq′+2∆Q∆q′ |Q|),∇∆qu)
= λ
4∑
i=1
I9,i.
Since Q is symmetric and Ω = ∇u−D is skew-symmetric, we find that, for 1 ≤ i ≤ 3,
I8,i + J9,i = 0.
Then
I8 + J9 = I8,4 + J9,4.
In addition, we have
|I8,4| =
∣∣ ∑
q′>q−5
(∆q(Sq′+2D∆q′ |Q|),∆∆qQ)
∣∣
≤ C
∑
q′>q−5
‖Sq′+2∇u‖L4‖∆q′ |Q|‖L4‖∆∆qQ‖L2
≤ C
∑
q′>q−5
2q
′
+2‖u‖L42−q
′‖∆q′∇Q‖L4‖∆∆qQ‖L2
≤ C
∑
q′>q−5
‖u‖
1
2
L2‖∇u‖
1
2
L2‖∆q′∇Q‖
1
2
L2‖∆q′∆Q‖
1
2
L2‖∆q∆Q‖Hs
≤ C2−2qs
∑
q′>q−5
2(q−q
′
)sa¯
(1)
q′ (t)a¯
(1)
q (t)‖u‖
1
2
L2‖∇u‖
1
2
L2‖∇Q‖
1
2
Hs‖∆Q‖
3
2
Hs
≤ C2−2qsb(6)q (t)‖u‖
1
2
L2‖∇u‖
1
2
L2‖∇Q‖
1
2
Hs‖∆Q‖
3
2
Hs ,
and
|I9,4| =
∣∣ ∑
q′>q−5
(∆q(Sq′+2∆Q∆q′ |Q|),∇∆qu)
∣∣
≤ C
∑
q′>q−5
‖Sq′+2∆Q‖L4‖∆q′Q‖L4‖∆q∇u‖L2
≤ C
∑
q′>q−5
2q
′‖∇Q‖L42−q
′‖∆q′∇Q‖L4‖∆q∇u‖L2
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≤ C
∑
q′>q−5
‖∇Q‖
1
2
L2‖∆Q‖
1
2
L2‖∆q′∇Q‖
1
2
L2‖∆q′∆Q‖
1
2
L2‖∆q∇u‖L2
≤ C
∑
q′>q−5
‖∇Q‖
1
2
L2‖∆Q‖
1
2
L22
−q′sa¯(1)
q′ (t)‖∇Q‖
1
2
Hs‖∆q′∆Q‖
1
2
Hs2
−qsa¯(1)q (t)‖∇u‖Hs
≤ C2−2qsb(6)q (t)‖∇Q‖
1
2
L2‖∆Q‖
1
2
L2‖∇Q‖
1
2
Hs‖∆Q‖
1
2
Hs‖∇u‖Hs ,
with {b(6)q (t)}q∈N = {
∑
q′>q−5 2
(q−q′ )sa¯(1)
q′ (t)a¯
(1)
q (t)}q∈N ∈ l1.
Multiplying all the above estimates by 22qs, adding them together, taking the sum in q
for q ∈ N, noticing that {bq(t)}q∈N, {b(i)q (t)}q∈N ∈ l1 with 1 ≤ i ≤ 6, and using the Cauchy
inequality with suitable ε, i.e., ab ≤ εa2 + C
ε
b2, we obtain the desired estimate (2.3.6).
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