Abstract. This paper is a continuation of [4] . Exploded layered tropical (ELT) algebra is an extension of tropical algebra with a structure of layers. These layers allow us to use classical algebraic results in order to easily prove analogous tropical results. Specifically we prove and use an ELT version of the transfer principal presented in [2] . In this paper we use the transfer principal to prove an ELT version of Cayley-Hamilton Theorem, and study the multiplicity of the ELT determinant, ELT adjoint matrices and quasi-invertible matrices. We also define a new notion of trace -the essential trace -and study its properties.
, [6] , [13] , [15] and [21] .
In our previous paper ( [4] ) we introduced a new structure, which we call exploded layered tropical algebra (or ELT algebra for short). This structure is a generalization of the work of Izhakian and Rowen ( [14] ), and is similar to Parker's exploded structure ( [19] ). The layers enable us to use "classical language" even when dealing with tropical questions.
Our work in this paper can be divided into two main parts. The first one uses the theory of semirings with a negation map to study the ELT structure. We formulate and prove an ELT version of the transfer principles written in [2] , and use them to study ELT matrix theory, such as the ELT adjoint matrix (Theorem 1.9 and Theorem 1.10).
The second part of our work deals with a new notion of trace. Whereas the trace can be defined as in the classical theory, it lacks some important properties in the ELT theory. For example, the trace of an ELT nilpotent matrix need not be of layer zero. We define the essential trace of an ELT matrix (subsection 2.3) to deal with such cases. 0.1. ELT Algebras.
Definition 0.1. Let L be a semiring, and F a totally ordered semigroup. An ELT algebra is the pair R = R (L , F ), whose elements are denoted [ℓ] a for a ∈ F and ℓ ∈ L , together with the semiring (without zero) structure:
We write . For [ℓ] a, ℓ is called the layer, whereas a is called the tangible value.
ELT algebras originate from [19] , and are also discussed in [22] .
Let R be an ELT algebra. We write s : R → L for the projection on the first component (the sorting map):
s [ℓ] a = ℓ We also write τ : R → F for the projection on the second component:
We denote the zero-layer subset We note some special cases of ELT algebras.
Example 0.2. Let (G, ·) be a totally ordered group. We denote by G max the max-plus algebra defined over G, i.e. the set G endowed with the operation a ⊕ b = max {a, b} , a ⊙ b = a · b.
Then G max is equivalent to the trivial ELT algebra with F = G and L = {1}.
Example 0.3. Zur Izhakian's supertropical algebra ( [11] ) is equivalent to an ELT algebra with a layering set L = {1, ∞}, where 1 + 1 = ∞, 1 + ∞ = ∞ + 1 = ∞, ∞ + ∞ = ∞ and 1 · 1 = 1, 1 · ∞ = ∞ · 1 = ∞, ∞ · ∞ = ∞. The supertropical "ghost" elements a ν correspond to [∞] a in the ELT notation, whereas the tangible elements a correspond to [1] a.
We define a partial order relation on R in the following way:
x y ⇐⇒ ∃z ∈ [0] R : x = y + z Lemma 0.4 ([4, Lemma 0.4]). is a partial order relation on R.
Let us point out some important elements in any ELT algebra R:
(1) [1] 0, which is the multiplicative identity of R. Throughout this paper, unless otherwise noted, we work under more general assumptions than in [4] . Out underlying ELT algebras R = R (L , F ) will be commutative ELT rings, meaning that F is an abelian group, and L is a commutative ring. 0.2. The Element −∞. As in the tropical algebra, ELT algebras lack an additive identity. Therefore, we adjoin a formal element to the ELT algebra R, denoted by −∞, which satisfies ∀α ∈ R:
We also define s (−∞) = 0. We denote R = R ∪ {−∞}.
We note that R is now a semiring, with the following property:
Such a semiring is called an antiring. Antirings are dealt with in [23] and [7] . 0.3. Non-Archimedean Valuations and Puiseux Series. We recall the definition of a (nonArchimedean) valuation (see [8] and [24] ).
Definition 0.5. Let K be a field, and let (Γ, +, ≥) be an abelian totally ordered group. Extend Γ to Γ ∪ {∞} with γ < ∞ and γ + ∞ = ∞ + γ = ∞ for all γ ∈ Γ. A function v : K → Γ ∪ {∞} is called a valuation, if the following properties hold:
(
Given a valuation v over a field K, we recall some basic properties:
(For this reason, the equality between the valuation of two elements is central in out theory.) One may associate with v the valuation ring
This is a local ring with the unique maximal ideal
Let us present another key construction related to valuations. For γ ∈ Γ, let D ≥γ = {x ∈ K|v (x) ≥ γ} and D >γ = {x ∈ K|v (x) > γ}. It is easily seen that D ≥γ is an abelian additive group, and that
The associated graded ring of K with respect to v is
This multiplication can be extended to a multiplication map in gr v (K), endowing it with a structure of a graded ring.
We will now focus on Puiseux series, which is the central example for our theory. The field of Puiseux series with coefficients in a field K and exponents in an abelian ordered group Γ is
The resulting set, equipped with the natural operations, is a field; in addition, if K is algebraically closed and Γ is divisible, then K{{t}} is also algebraically closed.
Assuming Γ is also totally ordered, one may define a valuation on the field of Puiseux series v : K{{t}} → Γ ∪ {∞} as follows: v (0) = ∞, and
Let us examine the associated graded ring with respect to this valuation. For each γ ∈ Γ, we first claim that D γ ∼ = K. Indeed, the kernel of the homomorphism f :
is precisely D >γ (since D >γ is the subgroup of D ≥γ of Puiseux series whose minimal degree is bigger than γ). 0.4. ELT Algebras and Puiseux Series. Let R = R (L , F ) be an ELT algebra. In [4] we introduced the EL tropicalization function ELTrop : L {{t}} → R, which is defined in the following way: if x ∈ L {{t}}\ {0} has a leading monomial ℓt a , then
In addition, ELTrop (0) = −∞.
Lemma 0.6 ([4, Lemma 0.9]). The following properties hold:
We remark that in the case in which R is an ELT integral domain, meaning L is an integral domain, we have ELTrop (x) ELTrop (y) = ELTrop (xy) for all x, y ∈ L {{t}}.
Let us examine the relation x ELTrop (y) a bit more deeply. If x = ELTrop (y), it means that x can be lifted to a Puiseux series which has x as its leading monomial. Otherwise, we have that x is of layer zero, and its tangible value is bigger than the tangible value of ELTrop (y); so one may say that x can also be lifted to a Puisuex series with leading coefficient x, where we allow it to have a zero coefficient in its leading monomial. 0.5. Semirings with a Negation Map and ELT Rings. Semirings need not have additive inverses to all of the elements. While some of the theory of rings can be copied "as-is" to semirings, there are many facts about rings which use the additive inverses of the elements. The idea of negation maps on semirings (sometimes called symmetrized semirings) is to imitate the additive inverse map. Semirings with negation maps are discussed in [1] , [9] , [10] , [2] , [3] , [20] .
Definition 0.7. Let R be a semiring. A map (−) : R → R is a negation map (or a symmetry) if the following properties hold:
We say that (R, (−)) is a semiring with a negation map (or a symmetrized semiring). If (−) is clear from the context, we will not mention it.
We give several examples of semirings with negation maps:
• A trivial example of a negation map (over any semiring) is (−)a = a.
• If R is a ring, it has a negation map (−)a = −a.
• If R is an ELT algebra, we have a negation map given by (−)a = [−1] 0a. The last example is the central example for our theory, since it shows that any ELT algebra is equipped with a natural negation map. Thus, the theory of semirings with negation maps can be used when dealing with ELT algebras.
We now present several notations from this theory:
• We define two partial orders on R:
-The relation • defined by
If R is an ELT algebra, then some of these notations have already been defined. For example,
R and the relation • is the relation .
ELT Transfer Principle
The transfer principles are two theorems, presented in [2] , which allows to conveniently transfer equalities between polynomial expressions in the classical theory to theorems about semirings with a negation map. We recall that any ELT algebra R has a negation map
and thus we may view each ELT algebra as a semiring with a negation map.
In this section, we use the transfer principles to prove two transfer principles for the ELT theory, and use these transfer principles to study the ELT adjoint matrix.
1.1. The Transfer Principle. In this subsection, we briefly introduce the two classical transfer principles given in [2] . . . , i n ) is fixed. We say that a monomial appears in the polynomial expression P , if it appears either in P + or in P − .
Definition 1.3. Let P and Q be polynomial expressions. We say that the identity P = Q is valid in a semiring with a negation map R, if it holds for any semiring with a negation map R and for any substitution λ 1 = r 1 , . . . , λ m = r m of r 1 , . . . , r m ∈ R.
Recall the relations • and ∇ from subsection 0.5.
Definition 1.4. Let P and Q be polynomial expressions.
(1) We say that the identity P ∇Q holds in all commutative semirings with a negation map, if for any semiring with a negation map R and for any substitution
We say that the identity P • Q holds in all commutative semirings with a negation map, if for any semiring with a negation map R and for any substitution
We recall the transfer principle ([2, Theorems 4.20 and 4.21]): Theorem 1.5 (Transfer principle, weak form). Let P and Q be polynomial expressions. If the identity P = Q holds in all commutative rings, then the identity P ∇Q holds in all commutative semirings with negation map. Theorem 1.6 (Transfer principle, strong form). Let P and Q be polynomial expressions. If the identity P = Q holds in all commutative rings, and if Q = Q + − Q − for some positive polynomial expressions such that there is no monomial appearing simultaneously in Q + and Q − , then the identity P • Q holds in all commutative semirings with negation map.
The transfer principle allows us to prove several important theorems in a rather convenient way. Corollary 1.7 (Multiplicativity of determinant). Let R be a semiring with a negation map, and let A ∈ R n×n . We define:
, it is proven that if R is a semiring with a negation map, then
Corollary 1.8 (Cayley-Hamilton theorem). Let R be a semiring with a negation map, and let A ∈ R n×n . We know that over a commutative ring, f A (A) = 0. We can use the strong form of the transfer principle componentwise, and thus
Formulation and Proof of the ELT Transfer Principle. We first recall that all of our ELT algebras are commutative ELT rings, meaning R = R (L , F ) where F is an abelian group and L is a commutative ring.
We would like to have a tool of proving polynomial identities over commutative ELT rings. Recall that any ELT ring is a semiring with a negation map a → [−1] 0a (subsection 0.5), and thus we may apply the transfer principle. In order to strengthen the general transfer principle, we will use results from tropical linear algebra. This is formulated in the following theorems: Theorem 1.9 (ELT Transfer Principle for equality). Let P and Q be polynomial expressions. Assume that the identity P = Q holds in all commutative rings. If the identity P = Q holds in all commutative tropical algebras, then the identity P = Q holds in all commutative ELT rings. Theorem 1.10 (ELT Transfer Principle for surpassing). Let P and Q be polynomial expressions. Assume that the identity P = Q holds in all commutative rings. If the identity P ≥ Q holds in all commutative tropical algebras, then the identity P Q holds in all commutative ELT rings.
We prove two lemmas which will help us prove the theorems: Lemma 1.11. Let R be an ELT algebra, and let α, β ∈ R. If s α
We have two options:
Thus, ℓ = 0, and α = α + β β. In any case α β, and thus we are finished. Lemma 1.12. Let R = R (L , F ) be an ELT algebra. Endow F with a max-plus algebra, F max . Then the function τ : R → F max is a "homomorphism", in the sense that:
Otherwise, without loss of generality, a 1 > a 2 , and thus
We now prove these theorems. We note that since Theorem 1.9 follows from Theorem 1.10, we will only prove the latter.
Proof of Theorem 1.10. By the weak form of the general transfer principle, s P + [−1] 0Q = 0.
Let R = R (L , F ) be a commutative ELT ring. We will now prove that for any substitution λ 1 = r 1 , . . . , λ m = r m of r 1 , . . . , r m ∈ R,
We endow F with the max-plus operations. By Lemma (Lemma 1.12) τ : R → F max is a homomorphism. Therefore, for any ELT polynomial p ∈ R [λ] and for any substitution
Thus, for any substitution λ 1 = r 1 , . . . , λ m = r m of r 1 , . . . , r m ∈ R,
We have proven that s P + [−1] 0Q = 0 and that τ (P ) ≥ τ (Q); by Lemma 1.11, we are finished.
Remark 1.13. Throughout the uses of the ELT transfer principle for equality, we need to check the corresponding identity in commutative tropical algebras. However, since major work has been done in the supertropical theory (see [15] , [16] and [17] ), we usually check that one of the following conditions holds:
(1) The identity P = Q holds in all commutative supertropical algebras.
(2) The identity ν (P ) = ν (Q) holds in all commutative supertropical algebras. Similarly, to prove a surpassing relation, we usually check that one of the following conditions holds:
(1) The identity P gs Q holds in all commutative supertropical algebras.
(2) The identity P ≥ ν Q holds in all commutative supertropical algebras.
This tool allows us to prove many polynomial surpassing and equalities without effort. An example is given in the next subsection.
1.3. Multiplicity of the ELT Determinant. We return to Corollary 1.7, which holds in particular over commutative ELT rings. We first formulate this corollary in the "ELT language": Corollary 1.14 (Multiplicativity of the ELT determinant). Let R be a commutative ELT ring. If A, B ∈ R n×n , then
We now present several corollaries from the multiplicativity of the ELT determinant, which are two cases in which the ELT determinant is strictly multiplicative. First, we prove a lemma that will be helpful for the first case: Proof. Assume that B is invertible (the second direction is proved similarly). We note that by Corollary 1.14,
The latter surpassing implies that
Since is antisymmetric on R, the conclusion follows.
Although the determinant is not multiplicative, a natural question is: if AB is non-singular, is BA also non-singular? The answer to this question is negative, as the following example demonstrates:
1.4. The ELT Adjoint Matrix and Quasi-Invertible Matrices. As we have seen, the invertible matrices in the ELT sense are limited. So, we shall try to generalize this. Our goal is to find an equivalent condition to the fact that det (A) is invertible.
Definition 1.19. Let R be a commutative ELT ring. A quasi-identity matrix is a matrix I ∈ R n×n , which is idemopotent, nonsingular and defined by 
where ε (i, j) = (−1) i+j .
We would like to prove that when det (A) is invertible in R, (det (A)) −1 adj (A) is a quasi-inverse of A. We present here some corollaries from the ELT transfer principle, which together will prove the assertion (Theorem 1.26). We use the ELT transfer principles componentwise. Proof. We use the ELT transfer principle for surpassing. This result is known in ring theory, and is proved in the supertropical theory (see [15, Remark 4.5] ).
Proof. We use the ELT transfer principle for equalities. This result is known in ring theory, and is proved in the supertropical theory (see [15, Theorem 4.9] ).
Proof. We use the ELT transfer principle for equalities. This result is known in ring theory, and is proved in the supertropical theory (see [15, Theorem 4.12] 
Since det (A) is invertible, det (I A ) = [1] 0. To prove that I A is idempotent, we use Corollary 1.25:
Remark 1.27. Using the same arguments, one may show that adj (A) · A is det (A) times a quasiidentity matrix.
Corollary 1.28. Let R be a commutative ELT ring. Then A is quasi-invertible if and only if det (A) is invertible.
We will now use the theory of the ELT adjoint matrix to study the connection between matrix singularity and linear dependency. We recall the following theorem:
Theorem ([4, Theorem 1.6]). Let R = R (F, R) be an ELT algebra, where F is an algebraically closed field. Consider A ∈ R n×n . Then the rows of A are linearly dependent, iff the columns of
This theorem was proved using the Fundamental Theorem, thus only in the case of R = R (F, R) where F is an algebraically closed field. We will prove the following: Theorem 1.29. Let R be a commutative ELT ring, and let A ∈ R n×n an ELT matrix. If det A is invertible in R, then the columns (respectively, rows) of A are linearly independent.
Before proving this theorem, we recall the Hungarian algorithm ( [18] ): Definition 1.30. An entry a i,j of a tropical matrix A ∈ G max n×n is called column-critical if it is maximal within its columns, i.e., if ∀k : a i,j ≥ a k,j . A matrix A is called critical if there exists a permutation σ ∈ S n such that a 1,σ(1) , . . . , a n,σ(n) are column-critical. ) . Let A ∈ G max n×n be a tropical matrix. Then there
Theorem 1.31 (The Hungarian Algorithm
is critical. In other words, there exists a diagonal matrix D ∈ G max n×n , whose diagonal entries
In the ELT case, we say that a matrix A ∈ R n×n is critical if τ (A) = (τ (a i,j )) ∈ G max n×n is critical.
Corollary 1.32. Let A ∈ R n×n . Then there exists an invertible diagonal matrix D ∈ R n×n such that DA is critical.
is critical), as required.
We are now ready to prove Theorem 1.29.
Proof of Theorem 1.29. We prove the assertion on the columns of A. The assertion that the rows of A are linearly independent can be proven by replacing A with A t .
Suppose that s (Av) = (0, . . . , 0) t for some v ∈ R × n . If
there exists a quasi-identity matrix I ′ A such that
We apply Corollary 1.32 for (I 
We recall that B = I ′ A D, where I ′ A is a quasi-identity matrix and D is an invertible diagonal matrix. Thus, every entry of B which is not on its diagonal is of layer zero. Furthermore, for any i = k we have τ (v Proof. Choose v to be an eigenvector of the eigenvalue v, then Av = xv. Therefore
In other words,
By Theorem 1.29, we conclude that
Note that the other direction is not necessarily true, i.e., there could be an ELT root of the characteristic polynomial which is not an eigenvalue. Indeed, if one tried to prove that direction, he would encounter the following difficulty:
Its ELT characteristic polynomial is
The only eigenvalue of A is λ = [1] 3, with
One may also define an ELT eigenvalue and an eigenvector in the following way: Definition 1.37. Let A ∈ R n×n be a matrix. A vector v ∈ (R × ) n is called an ELT eigenvector of A with an ELT eigenvalue x ∈ R if v = (−∞, ..., −∞) and
This definition is similar to the concept of 'ghost surpass' given by Izhakian, Knebusch and Rowen (ref. [12] ). We finish by reformulating Cayley-Hamilton theorem (Corollary 1.8) in the "ELT language". (1) ∀A, B ∈ R n×n : tr (A + B) = tr (A) + tr (B).
(2) ∀α ∈ R ∀A ∈ R n×n : tr (αA) = αtr (A).
(3) ∀A, B ∈ R n×n : tr (AB) = tr (BA).
Proof. These properties can be proved just as the classical theory.
ELT Nilpotent Matrices.
Definition 2.3. Let R be a commutative ELT ring. A matrix A ∈ R n×n is called ELT nilpotent,
Similarly to the classical theory, one would expect that the trace of a nilpotent matrix would be of layer zero; however, this is wrong. For this reason, we define the essential trace in the next subsubsection.
Example 2.4. Let R = R (C, R), and consider the following matrix:
Therefore, ELT nilpotent matrices don't necessarily have zero-layered trace.
Another interesting example is an ELT nilpotent matrix, whose determinant is not of layer zero. (1) The monomial h is called inessential at a point a ∈ R, if p (a) = p h (a) and τ (h (a)) < τ (p (a)). If h is inessential at every point of R, it is called inessential.
(2) The monomial h is called essential at a point a ∈ R, if p (a) = h (a) and τ (p h (a)) < τ (p (a)). If h is essential at some point of R, it is called essential. (3) The monomial h is called quasi-essential at a point a ∈ R, if it is neither inessential at a nor essential at a. If h is quasi-essential at some point of R, it is called quasi-essential.
Throughout the rest of the section, we need a stronger assumption on our ELT algebras. We require them to be divisible ELT fields, that is ELT algebras of the form R = R (L , F ), where F is a divisible group and L is a field. Definition 2.7. Let R be a divisible ELT field, and let A ∈ R n×n . We define
We write µ for µ (A), if A is given.
Lemma 2.8. Let R be a divisible ELT field, and let
polynomial. Then the first monomial after λ n that is not inessential is α µ λ n−µ .
Proof. We need to find the monomial for which the intersection between λ n and α ℓ λ n−ℓ is maximal (in the sense that its tangible value is maximal).
First, we compute the tangible value of the intersection:
The tangible value of the value of the polynomial at that point is
k ℓ satisfies our conditions. Take such ℓ minimal, which is µ, and we are done.
Definition 2.10. Let R be a divisible ELT field, and let A ∈ R n×n be a matrix. Assume Definition 2.12. Let A ∈ R n×n be a matrix over a commutative ELT ring R. A path from i to j is an expression of the form s = a i,i2 a i2,i3 . . . a i k ,j where 1 ≤ i 1 , . . . , i k+1 ≤ n. If i = j, we call it a multicycle. The length of s is |s| = k. The tangible average value of s is τ (s) |s| . A simple cycle is a multicycle from i to i, such that i j = i j ′ for j = j ′ (with i 1 = i).
Fact 2.13. Every multicycle can be written as a product of simple cycles.
Lemma 2.14. The (i, j) element in A k is the sum of all paths from i to j. That is,
Proof. By induction on k, where the case k = 1 is clear. If the assertion is true for some k, then
Proof. We must choose n − k indices from which we "take" λ in the expansion of det λI
we are left with a k × k submatrix, with rows i 1 , . . . , i k from A. Its determinant is the inner sum.
Lemma 2.16. Any multicycle contributing to the dominant characteristic coefficient must be a simple cycle.
Proof. Otherwise, assume it is not a simple cycle. Since it can be written as a product of simple cycles, at least one of which, s, would have
|s| ≥ etr (A), and a shorter length. Thus, s would give a dominant characteristic coefficient of lower degree, in contradiction to our assumption. Proof. By Lemma 2.16, it is enough to check only simple cycles. Assume
contributes to the dominant characteristic coefficient, where
contributes to the dominant characteristic coefficient, i.e. τ (s) = etr (AB).
If ℓ j = ℓ j ′ for j < j ′ , write
Since τ (s) = τ (etr (AB)), τ (s 1 ) ≥ τ (etr (AB)) or τ (s 2 ) ≥ τ (etr (AB)). Since s 1 and s 2 are shorter, we get a contradiction. So ℓ j = ℓ j ′ for j = j ′ . So
is a part of the simple cycle (BA) ℓ1,ℓ2 (BA) ℓ2,ℓ3 . . . (BA) ℓ k ,ℓ1 in BA. So every simple cycle contributing to etr (AB) also contributes to etr (BA).
By symmetry, the opposite is true as well; so etr (AB) = etr (BA).
Lemma 2.20. If there is a multicycle s = a i1,i2 a i2,i3 . . . a i k ,i1 of length k ≥ 2 such that τ tr (A) k < τ (s)
then [−1] 0tr (A) λ n−1 is not essential in p A (λ) (meaning, it is either inessential or quasi-essential). In other words, µ (A) ≥ 2.
Proof. Firstly, we may assume that k ≤ n; otherwise, write s as a product of multicycle, s = s 1 . . . ). By writing s as a product of simple cycles, we may assume that each simple cycle a j1,j2 a j2,j3 . . . a j ℓ ,j1 ≡ τ a ℓ 1,1 (Otherwise, we are finished by the first case). Since ℓ < n, we get that |L (A)| ≥ 2, meaning [−1] 0tr (A) λ n−1 is quasi-essential in p A (λ). 
