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Multitime hybrid differential games with
curvilinear integral functional
Constantin Udris¸te, Elena-Laura Otobˆıcu, Ionel T¸evy
Multitime differential games are related to the modeling and anal-
ysis of cooperation or conflict in the context of a multitime dynamical
systems. Their theory involves either a curvilinear integral functional
or a multiple integral functional and an m-flow as constraint. The
aim of this paper is to give original results regarding multitime hy-
brid differential games with curvilinear integral functional constrained
by an m-flow: fundamental properties of multitime upper and lower
values, viscosity solutions of multitime (HJIU) PDEs, representation
formula of viscosity solutions for multitime (HJ) PDEs, and max-min
representations.
Mathematics Subject Classification 2010: 49L20, 91A23, 49L25, 35F21.
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1 Multitime hybrid differential game with
curvilinear integral functional
Let t = (tα) ∈ Ω0T ⊂ R
m
+ , α = 1, ..., m, be an evolution multi-parameter,
called multitime. Consider an arbitrary C1 curve Γ0T joining the diagonal
opposite points 0 = (0, . . . , 0) and T = (T 1, . . . , Tm) in the m-dimensional
parallelepiped Ω0T = [0, T ] (multitime interval) in R
m
+ endowed with the
product order, a C2 state vector x : Ω0T → R
n, x(t) = (xi(t)), i = 1, ..., n, a
C1 control vector u(t) = (uα(t)) : Ω0T → U ⊂ R
qm, for the first equip of m
players (who wants to maximize), a C1 control vector v(t) = (vα(t)) : Ω0T →
V ⊂ Rqm, for the second equip ofm players (who wants to minimize), uα(·) =
Φ(·, η1(·)), vα(·) = Ψ(·, η2(·)), a running cost Lα(t, x(t), uα(t), vα(t))dt
α as a
1
nonautonomous closed Lagrangian 1-form (satisfies DβLα = DαLβ), a termi-
nal cost g(x(T )) and the C1 vector fields Xα = (X
i
α) satisfying the complete
integrability conditions (CIC) DβXα = DαXβ (m-flow type problem).
In our paper, a multitime hybrid differential game is given by a multitime
dynamics, as a PDE system controlled by two controllers (first equip, second
equip) and a target including a curvilinear integral functional. The approach
we follow below is those in the paper [2], but we must be more creative
since our theory is multitemporal one (see also [8]-[20]). More precisely, we
introduce and analyze a multitime differential game whose Bolza payoff is
the sum between a path independent curvilinear integral (mechanical work)
and a function of the final event (the terminal cost, penalty term), and whose
evolution PDE is an m-flow: Find
min
v(·)∈V
max
u(·)∈U
J(u(·), v(·)) =
∫
Γ0T
Lα(s, x(s), uα(s), vα(s))ds
α + g(x(T )),
subject to the Cauchy problem
∂xi
∂sα
(s) = X iα(s, x(s), uα(s), vα(s)),
x(0) = x0, s ∈ Ω0T ⊂ R
m
+ , x ∈ R
n.
Let Dα be the total derivative operator and [Xα, Xβ] be the bracket of
vector fields. Suppose the piecewise complete integrability conditions (CIC)(
∂Xα
∂uaλ
δ
γ
β −
∂Xβ
∂uaλ
δγα
)
∂uaλ
∂sγ
+
(
∂Xα
∂vbλ
δ
γ
β −
∂Xβ
∂vbλ
δγα
)
∂vbλ
∂sγ
= [Xα, Xβ]+
∂Xβ
∂sα
−
∂Xα
∂sβ
,
where a, b = 1, ..., q, are satisfied throughout.
To simplify, suppose that the curve Γ0T is an increasing curve in the
multitime interval Ω0T . If we vary the starting multitime and the initial point,
then we obtain a larger family of similar multitime problems containing the
functional
Jx,t(u(·), v(·)) =
∫
ΓtT
Lα(s, x(s), uα(s), vα(s))ds
α + g(x(T )),
and the evolution constraint
∂xi
∂sα
(s) = X iα(s, x(s), uα(s), vα(s)),
x(t) = x, s ∈ ΩtT ⊂ R
m
+ , x ∈ R
n.
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We assume that each vector field Xα : Ω0T×R
n×U×V → Rn is uniformly
continuous, satisfying{
‖Xα(t, x, uα, vα)‖ 6 Aα
‖Xα(t, x, uα, vα)−Xα(t, xˆ, uα, vα)‖ 6 Aα‖x− xˆ‖,
for some constant 1-form A = (Aα) and all t ∈ Ω0T , x, xˆ ∈ R
n, u ∈ U, v ∈ V.
Suppose the functions
g : Rn → R, Lα : Ω0T × R
n × U × V → R
are uniformly continuous and satisfy the boundedness conditions{
|g(x)| 6 B
|g(x)− g(xˆ)| 6 B‖x− xˆ‖,{
|Lα(t, x, uα, vα)| 6 Cα
|Lα(t, x, uα, vα)− Lα(t, xˆ, uα, vα)| 6 Cα‖x− xˆ‖,
for constant 1-form C = (Cα) and all t ∈ Ω0T , x, xˆ ∈ R
n, u ∈ U, v ∈ V.
Definition 1.1. (i) The set
U(t) =
{
uα(·) : R
m
+ → U | uα(·) is measurable and satisfies CIC
}
is called the control set for the first equip of players. (ii) The set
V(t) =
{
vα(·) : R
m
+ → V | vα(·) is measurable and satisfies CIC
}
is called the control set for the second equip of players.
Definition 1.2. (i) A map Φ : V(t) → U(t) is called a strategy for the
first equip of players, if the equality v(τ) = v̂(τ), t ≤ τ ≤ s ≤ T implies
Φ[v](τ) = Φ[v̂](τ). (ii) A map Ψ : U(t) → V(t) is called a strategy for
the second equip of players, if the equality u(τ) = û(τ), t ≤ τ ≤ s ≤ T
implies Ψ[u](τ) = Ψ[û](τ).
Let A(t) be the set of strategies for the first equip of players and
B(t) be the set of strategies for the second equip of players.
Definition 1.3. (i) The function
m(t, x) = min
Ψ∈V
max
u(·)∈U
Jt,x(u(·),Ψ[u](·))
is called the multitime lower value function. (ii) The function
M(t, x) = max
Φ∈U
min
v(·)∈V
Jt,x(Φ[v](·), v(·))
is called the multitime upper value function.
The multitime lower value functionm(t, x) and the multitime upper value
function M(t, x) are piecewise continuously differentiable (see below, the
boundedness and continuity of the values functions).
3
2 Properties of lower and upper values
Theorem 2.1. (multitime dynamic programming optimality condi-
tions) For each pair of strategies (Φ,Ψ), the lower and upper value functions
can be written respectively in the form
m(t, x) = min
Ψ∈B(t)
max
uα∈U(t)
{∫
Γtt+h
Lα(s, x(s), uα(s),Ψ[uα](s))ds
α
+m(t+ h, x(t + h))
} (2.1)
and
M(t, x) = max
Φ∈A(t)
min
vα∈V(t)
{∫
Γtt+h
Lα(s, x(s),Φ[vα](s), vα(s))ds
α
+M(t + h, x(t + h))
}
,
(2.2)
for all (t, x) ∈ ΩtT × R
n and all h ∈ Ω0T−t.
Proof. First we recognize the Bellman principle (we write the value of a
decision problem at a certain point in multitime in terms of the payoff from
some initial choices and the value of the remaining decision problem that
results from those initial choices).
To confirm the first statement, we shall use the function
w(t, x) = min
Ψ∈B(t)
max
uα∈U(t)
{∫
Γtt+h
Lα(s, x(s), uα(s),Ψ[uα](s))ds
α
+m(t + h, x(t+ h))
}
.
(2.3)
We will show that, for all ε > 0, the lower value function m(t, x) will
satisfies two inequalities, m(t, x) ≤ w(t, x) + 2ε and m(t, x) ≥ w(t, x) − 3ε.
Since ε > 0 is arbitrary, it follows m(t, x) = w(t, x).
i) For ε > 0, there exists a strategy Υ ∈ B(t) such that
w(t, x) > max
uα∈U(t)
{∫
Γtt+h
Lα(s, x(s), uα(s),Υ[uα](s))ds
α
+m(t+ h, x(t + h))
}
− ε.
(2.4)
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We shall use the state x(·) which solves the (PDE), with the initial
condition x = x(t+h) (Cauchy problem) on the set ΩtT \Ωtt+h, for each
x ∈ Rn. We can write
m(t+ h, x) = min
Ψ∈B(t+h)
max
uα∈U(t+h)
{∫
Γt+hT
Lα(s, x(s), uα(s),Ψ[uα](s))ds
α
+ g(x(T ))
}
.
(2.5)
Thus there exists a strategy Υx ∈ B(t+ h) for which
m(t+ h, x) > max
uα∈U(t+h)
{∫
Γt+hT
Lα(s, x(s), uα(s),Υx[uα](s))ds
α
+ g(x(T ))
}
− ε.
(2.6)
Define a new strategy
Ψ ∈ B(t),Ψ[uα](s) ≡
{
Υ[uα](s) s ∈ Ωtt+h
Υx[uα](s) s ∈ ΩtT \ Ωtt+h,
for each control uα ∈ U(t). For any uα ∈ U(t), replacing the inequality
(2.6) in the inequality (2.4), we obtain
w(t, x) >
∫
ΓtT
Lα(s, x(s), uα(s),Ψ[uα](s))ds
α + g(x(T ))− 2ε.
Consequently
max
uα∈U(t)
{∫
ΓtT
Lα(s, x(s), uα(s),Ψ[uα](s))ds
α + g(x(T ))
}
≤ w(t, x) + 2ε.
Hence
m(t, x) ≤ w(t, x) + 2ε.
ii) On the other hand, there exists a strategy Ψ ∈ B(t) for which we can
write the inequality
m(t, x) > max
uα∈U(t)
{∫
ΓtT
Lα(s, x(s), uα(s),Ψ[uα](s))ds
α + g(x(T ))
}
− ε.
(2.7)
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By the definition of w(t, x), we have
w(t, x) 6 max
uα∈U(t)
{∫
Γtt+h
Lα(s, x(s), uα(s),Ψ[uα](s))ds
α
+m(t+ h, x(t + h))
} (2.8)
and consequently there exists a control u1α ∈ U(t) such that
w(t, x) 6
∫
Γtt+h
Lα(s, x(s), u
1
α(s),Ψ[u
1
α](s))ds
α
+m(t+ h, x(t + h)) + ε.
(2.9)
Define a new control
u⋆α ∈ U(t), u
⋆
α(s) ≡
{
u1α(s) s ∈ Ωtt+h
uα(s) s ∈ ΩtT \ Ωtt+h,
for each control uα ∈ U(t + h) and then define the strategy Ψ
⋆ ∈ B(t +
h),Ψ⋆[uα](s) ≡ Ψ[u
⋆
α](s), s ∈ ΩtT \ Ωtt+h. We find the inequality
m(t + h, x(t + h))
≤ max
uα∈U(t+h)
{∫
Γtt+h
Lα(s, x(s), uα(s),Ψ
⋆[uα](s))ds
α + g(x(T ))
}
(2.10)
and so there exists the control u2α ∈ U(t + h) for which
m(t + h, x(t+ h))
≤
∫
ΓtT \Γtt+h
Lα(s, x(s), u
2
α(s),Ψ
⋆[u2α](s))ds
α + g(x(T )) + ε.
(2.11)
Define a new control
uα ∈ U(t), uα(s) ≡
{
u1α(s) s ∈ Ωtt+h
u2α(s) s ∈ ΩtT \ Ωtt+h.
Then the inequalities (2.9) and (2.11) yield
w(t, x) ≤
∫
ΓtT
Lα(s, x(s), uα(s),Ψ[uα](s))ds
α + g(x(T )) + 2ε,
and so (2.7) implies the inequality
w(t, x) ≤ m(t, x) + 3ε.
This inequality and m(t, x) ≤ w(x, t) + 2ε complete the proof.
6
Theorem 2.2. (boundedness and continuity of the values func-
tions) The lower, upper value function m(t, x), M(t, x) satisfy the bounded-
ness conditions
|m(t, x)|, |M(t, x)| ≤ D
|m(t, x)−m(tˆ, xˆ)|, |M(t, x)−M(tˆ, xˆ)| ≤ E ℓ(Γtˆ t) + F ‖x− xˆ‖,
for some constants D,E, F and for all t, tˆ ∈ Ω0T , x, xˆ ∈ R
n.
Proof. We prove only the statements for upper value function M(t, x).
Since |g(x)| 6 B, |Lα(t, x, uα, vα)| 6 Cα, α = 1, m, we find
|Jt,x(u(·), v(·))| =
∣∣∣ ∫
ΓtT
Lα(s, x(s), uα(s), vα(s))ds
α + g(x(T ))
∣∣∣
≤
∣∣∣ ∫
ΓtT
Lα(s, x(s), uα(s), vα(s))ds
α
∣∣∣+ |g(x(T ))|
≤
∫
ΓtT
‖Lα(s, x(s), uα(s), vα(s))‖‖ds
α‖+ |g(x(T ))|
≤ ‖C‖
∫
ΓtT
ds+B = ‖C‖l(ΓtT ) +B ≤ ‖C‖l(Γ0T ) +B = D
=⇒ |M(t, x)| ≤ D,
(2.12)
for all uα(·) ∈ U(t), vα(·) ∈ V(t).
Let x1, x2 ∈ R
n, t1, t2 ∈ Ω0T . For ε > 0 and the strategy Φ ∈ A(t1), we
have
M(t1, x1) ≤ min
vα∈V(t1)
J(Φ[vα], vα) + ε. (2.13)
Define the control
vα ∈ V(t1), vα(s) ≡
{
v1α(s) s ∈ Ω0t2 \ Ω0t1
vα(s) s ∈ Ω0T \ Ω0t2 ,
for any vα ∈ V(t2) and some v
1
α ∈ V and for each vα ∈ V(t2),Φ ∈ A(t2) (the
restriction of Φ over Ω0T \ Ω0t1) by Φ[vα] = Φ[vα], s ∈ Ω0T \ Ω0t2 .
Choose the control vα ∈ V(t2) so that
M(t2, x2) ≥ J(Φ[vα], vα)− ε. (2.14)
By the inequality (2.13), we have
M(t1, x1) ≤ J(Φ[vα], vα) + ε. (2.15)
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We know that the (unique, Lipschitz) solution x(·) of the Cauchy problem ∂x
i
∂sα
(s) = X iα(s, x(s), uα(s), vα(s))
x(t) = x, s ∈ ΩtT ⊂ R
m
+ , x ∈ R
n, i = 1, n, α = 1, m,
is the response to the controls uα(·), vα(·) for s ∈ Ω0T .
We choose x1(·) as solution of the Cauchy problem ∂x
i
1
∂sα
(s) = X iα(s, x1(s),Φ[vα](s), vα(s))
x1(t1) = x1, s ∈ Ω0T \ Ω0t1 .
Equivalently, x1(·) is solution of integral equation
x1(s) = x1(t1) +
∫
Γt1s
Xα(σ, x1(σ),Φ[vα](σ), vα(σ))dσ
α.
Take x2(·) as solution of the Cauchy problem ∂x
i
2
∂sα
(s) = X iα(s, x2(s),Φ[vα](s), vα(s))
x2(t2) = x2, s ∈ Ω0T \ Ω0t2 .
Equivalently, x2(·) is solution of integral equation
x2(s) = x2(t2) +
∫
Γt2s
Xα(σ, x2(σ),Φ[vα](σ), vα(σ))dσ
α.
It follows that
‖x1(t2)− x1‖ = ‖x1(t2)− x1(t1)‖ ≤ ‖A‖ ℓ(Γt1t2).
Since vα = vα and Φ[vα] = Φ[vα], for s ∈ Ω0T \Ω0t2 , we find the estimation
‖x1(s)− x2(s)‖ ≤ ‖x1(t1)− x2(t2)‖+ ‖
∫
Γt1t2
· · · ‖
≤ ‖A‖ℓ(Γt1t2) + ‖x1 − x2‖, on t2 ≤ s ≤ T.
(2.16)
Thus the inequalities (2.14) and (2.15) imply
M(t1, x1)−M(t2, x2) ≤ J(Φ[vα], vα])− J(Φ[vα], vα]) + 2ε
≤
∣∣∣ ∫
Γt1t2
Lα(s, x1(s),Φ[vα](s), vα(s))ds
α
8
+∫
Γt2T
(Lα(s, x1(s),Φ[vα](s), vα(s))− Lα(s, x2(s),Φ[vα](s), vα(s)))ds
α
+g(x1(T ))− g(x2(T )) + 2ε
∣∣∣
≤
∫
Γt1t2
|Lα(s, x1(s),Φ[vα](s), vα(s))ds
α|
+
∫
Γt2T
|(Lα(s, x1(s),Φ[vα](s), vα(s))− Lα(s, x2(s),Φ[vα](s), vα(s)))ds
α|
+|g(x1(T ))− g(x2(T ))|+ 2ε
≤ ‖C‖ℓ(Γt1t2) + ‖C‖ℓ(Γt2T ) (‖A‖ℓ(Γt1t2) + ‖x1 − x2‖) +B ‖x1 − x2‖) + 2ε
≤ ‖C‖ℓ(Γt1t2) + ‖C‖ℓ(Γ0T ) (‖A‖ℓ(Γt1t2) + ‖x1 − x2‖) +B ‖x1 − x2‖) + 2ε.
Since ε is arbitrary, we obtain the inequality
M(t1, x1)−M(t2, x2) ≤ E ℓ(Γt1t2) + F ‖x1 − x2‖. (2.17)
Let ε > 0 and choose the strategy Φ ∈ A(t2) such that
M(t2, x2) ≤ min
vα∈V(t2)
J(Φ[vα], vα) + ε. (2.18)
For each control vα ∈ V(t1) and s ∈ Ω0T \ Ω0t2 , define the control vα ∈
V(t2), vα(s) = vα(s).
For some u1α ∈ U, we define the strategy Φ ∈ A(t1) (the restriction of Φ
over Ω0T \ Ω0t2) by
Φ[vα] =
{
u1α s ∈ Ω0t2 \ Ω0t1
Φ[vα] s ∈ Ω0T \ Ω0t2 .
Now choose a control vα ∈ V(t1) so that
M(t1, x1) ≥ J(Φ[vα], vα)− ε. (2.19)
By the inequality (2.18), we have
M(t2, x2) ≤ J(Φ[vα], vα) + ε. (2.20)
We choose x1(·) as solution of the Cauchy problem (PDE system + initial
condition)  ∂x
i
1
∂sα
(s) = X iα(s, x1(s),Φ[vα], vα(s)), s ∈ Ω0T \ Ω0t1
x1(t1) = x1, s ∈ Ω0T \ Ω0t1
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and x2(·) as solution of the Cauchy problem (PDE system + initial condition) ∂x
i
2
∂sα
(s) = X iα(s, x2(s),Φ[vα], vα(s)), s ∈ Ω0T \ Ω0t2
x2(t2) = x2, s ∈ Ω0T \ Ω0t2 .
Using the associated integral equations, it follows that
‖x1(t2)− x1‖ = ‖x1(t2)− x1(t1)‖ ≤ ‖A‖ ℓ(Γt1t2).
Also, for s ∈ Ω0T \ Ω0t2 , vα = vα and Φ[vα] = Φ[vα], we find
‖x1(s)− x2(s)‖ ≤ ‖x1(t1)− x2(t2)‖+ ‖
∫
Γt1t2
· · · ‖
≤ ‖A‖ℓ(Γt1t2) + ‖x1 − x2‖, on t2 ≤ s ≤ T.
(2.21)
Thus, the relations (2.19) and (2.20) imply
M(t2, x2)−M(t1, x1) = J(Φ[vα], vα])− J(Φ[vα], vα]) + 2ε
= −
∫
Γt1t2
Lα(s, x1(s),Φ[vα](s), vα(s))ds
α
+
∫
Γt2T
(Lα(s, x1(s),Φ[vα](s), vα(s))− Lα(s, x2(s),Φ[vα](s), vα(s)))ds
α
+g(x1(T ))− g(x2(T )) + 2ε
≤ ‖C‖ℓ(Γt1t2) + ‖C‖ℓ(Γ0T ) (‖A‖ℓ(Γt1t2) + ‖x1 − x2‖) +B ‖x1 − x2‖) + 2ε.
Since ε is arbitrary, we obtain the inequality
M(t2, x2)−M(t1, x1) ≤ E ℓ(Γt1t2) + F ‖x1 − x2‖. (2.22)
By 2.17 and 2.22, we proved the continuity of the lower and upper value
functions.
3 Viscosity solutions of
multitime (HJIU) PDEs
Theorem 3.1. (PDEs for multitime upper value function, resp.
multitime lower value function)
The multitime upper value function M(t, x) and the multitime lower value
function m(t, x) are the viscosity solutions of Hamilton-Jacobi-Isaacs-Udris¸te
(HJIU) PDEs:
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• the multitime upper (HJIU) PDEs
∂M
∂tα
(t, x)+min
vα∈V
max
uα∈U
{
∂M
∂xi
(t, x)X iα(t, x, uα, vα) + Lα(t, x, uα, vα)
}
= 0,
with the terminal condition M(T, x) = g(x),
• the multitime lower (HJIU) PDEs
∂m
∂tα
(t, x) + max
uα∈U
min
vα∈V
{
∂m
∂xi
(t, x)X iα(t, x, uα, vα) + Lα(t, x, uα, vα)
}
= 0,
with the terminal condition m(T, x) = g(x).
Remark 3.2. If we introduce the so-called upper and lower Hamiltonian
1-forms defined respectively by
H+α (t, x, p) = min
vα∈V
max
uα∈U
{pi(t)X
i
α(t, x, uα, vα) + Lα(t, x, uα, vα)},
H−α (t, x, p) = max
uα∈U
min
vα∈V
{pi(t)X
i
α(t, x, uα, vα) + Lα(t, x, uα, vα)},
then the multitime (HJIU) PDE systems can be written in the form
∂M
∂tα
(t, x) +H+α
(
t, x,
∂M
∂x
(t, x)
)
= 0
and
∂m
∂tα
(t, x) +H−α
(
t, x,
∂m
∂x
(t, x)
)
= 0.
The proof will be given in another paper.
4 Representation formula of viscosity
solutions for multitime (HJ) PDEs
In this section, we want to obtain a representation formula for the viscosity
solution M(t, x) of the multitime (HJ) PDEs system
∂M
∂tα
+Hα
(
t, x,
∂M
∂x
(t, x)
)
= 0, (t, x) ∈ Ω0T × R
n, α = 1, m, (4.1)
M(0, x) = g(x), x ∈ Rn (initial condition), (4.2)
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where the unique solution M(t, x) satisfies the inequalities{
|M(t, x)| ≤ D
|M(t, x)−M(tˆ, xˆ)| ≤ E ℓ(Γttˆ) + F ‖x− xˆ‖,
(4.3)
for some constants D,E, F (for m = 1, see also [4]).
Also, we assume that g : Rn → R, Hα : Ω0T × R
n × Rp → R, satisfy the
inequalities {
|g(x)| ≤ B
|g(x)− g(xˆ)| ≤ B‖x− xˆ‖
and{
|Hα(t, x, 0)| ≤ Kα
|Hα(t, x, p)−Hα(tˆ, xˆ, pˆ)| ≤ Kα (ℓ(Γttˆ) + ‖x− xˆ‖+ ‖p− pˆ‖).
(4.4)
Max-min representation of a Lipschitz function as affine func-
tions (for m = 1, see also [2], [3]).
Lemma 4.1. For each α, let
U = B(0, 1) ⊂ Rn
V = B(0, P ) ⊂ Rn
Xα(uα) = Kαuα, Kα ∈ R
Lα(t, x, uα, vα) = Hα(t, x, vα)− < Kαuα, vα > .
(4.5)
Let Hα be a Lipschitz 1-form. For some constant P > 0 and for each t ∈
Ω0T , x ∈ R
n, we have
Hα(t, x, p) = max
vα∈V
min
uα∈U
{< Xα(uα), p > +Lα(t, x, uα, vα)} ,
if ‖p‖ ≤ P .
Proof. In view of the assumption Hα(t, x, vα)−Hα(t, x, p) ≤ Kα‖p− vα‖, by
the Cauchy-Schwarz formula, and by the condition ||u|| ≤ 1, we have for any
x ∈ Rn,
Hα(t, x, p) = max
vα∈V
{Hα(t, x, vα)−Kα‖p− vα‖}
= max
vα∈V
min
uα∈U
{Hα(t, x, vα) + < Kαuα, p− vα >} .
(4.6)
Max-min representation of a Lipschitz function as positive ho-
mogeneous functions (for m=1, see also [2],[3]).
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Lemma 4.2. Let Hα be a Lipschitz 1-form which is homogeneous in p, i.e.,
Hα(t, x, λp) = λHα(t, x, p), λ ≥ 0.
Then there exist compact sets U, V ⊂ R2n and vector fields
Xα : [0, T ]× R
n × U × V → Rn
satisfying
‖Xα(x)−Xα(xˆ)‖ 6 Aα‖x− xˆ‖
and such that, for each α,
Hα(t, x, p) = max
vα∈V
min
uα∈U
{< Xα(t, x, uα, vα), p >} ,
for all t ∈ Ω0T , x ∈ R
n, p ∈ Rn.
Proof. Let uα = (u
1
α, u
2
α), vα = (v
1
α, v
2
α) (2n-dimensional controls) and
U = V = B(0, 1)× B(0, 1) ⊂ R2n
Lα(t, x, u
1
α, v
1
α) = Hα(t, x, v
1
α)− < Kαu
1
α, v
1
α >
Xα(t, x, uα, vα) = Kαu
1
α + Cαv
2
α + (Lα(t, x, u
1
α, v
1
α)− Cα)u
2
α.
(4.7)
According to Lemma (4.1) and the assumptions (4.7), if ‖η‖ = 1, we have
Hα(t, x, η) = max
v1α∈V
1
min
u1α∈U
1
{
< Kαu
1
α, η > +Lα(t, x, u
1
α, v
1
α)
}
, (4.8)
for U1 = V 1 = B(0, 1) ∈ Rn.
For any p 6= 0, we can write
Hα(t, x, p) = ‖p‖Hα
(
t, x,
p
‖p‖
)
= max
v1α∈V
1
min
u1α∈U
1
{
< Kαu
1
α, p > +Lα(t, x, u
1
α, v
1
α)‖p‖
}
.
(4.9)
Then, if we choose Cα > 0 such that |Lα| ≤ Cα, we find
Hα(t, x, p) = max
v1α∈V
1
min
u1α∈U
1
{
< Kαu
1
α, p > +Cα‖p‖+ (Lα(t, x, u
1
α, v
1
α)− Cα)‖p‖
}
= max
v1α∈V
1
min
u1α∈U
1
max
v2α∈V
1
min
u2α∈U
1
{
< Kαu
1
α, p > + < Cαv
2
α, p >
+ (Lα(t, x, u
1
α, v
1
α)− Cα) < u
2
α, p >
}
= max
vα∈V
min
uα∈U
{
< Xα(t, x, uα, vα), p >
}
.
(4.10)
Now, interchanging min
u1α∈U
1
and max
v2α∈V
1
, the result in Lemma follows.
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We are now in a position to give the main result of this section.
Theorem 4.3. For each t ∈ Ω0T and x ∈ R
n, the upper value function
M(t, x) verifies the equality
M(t, x) = max
Φ∈U(T−t)
min
vα∈V (T−t)
{
−
∫
ΓT−tT
Lα(T − s, x(s),Φ[vα](s), vα(s))ds
α
+ g(x(T ))
}
,
(4.11)
where for each pair of controls vα ∈ V (T − t), uα = Φ[vα] ∈ U(T − t), the
state function x(·) solves the problem ∂x
i
∂sα
(s) = −F iαuα(s), s ∈ Ω0T \ Ω0T−t
x(T − t) = x.
(4.12)
Proof. Let
H1α(t, x, p) = max
vα∈V
min
uα∈U
{< Xα(uα), p > +Lα(t, x, uα, vα)} ,
U = B(0, 1) ⊂ Rpm, V = B(0, P ) ⊂ Rqm and X iα, Lα Lipschitz functions with
the assumptions (4.5).
Then Hα(t, x, p) = H
1
α(t, x, p) provided |p| ≤ P. Since M(t, x) satisfies
(4.3), it follows that M(t, x) is also the unique viscosity solution of the mul-
titime (HJ) PDEs system (for m = 1, see also [4])
∂M
∂tα
+H1α
(
t, x,
∂M
∂x
(t, x)
)
= 0, (t, x) ∈ Ω0T × R
n, α = 1, m, (4.13)
M(0, x) = g(x), x ∈ Rn. (4.14)
If we take M1(t, x) = M(T − t, x), one observes that M1(t, x) is a viscosity
solution of this system (for m = 1, see also [2])
∂M1
∂tα
+H+α
(
t, x,
∂M1
∂x
(t, x)
)
= 0, (t, x) ∈ Ω0T × R
n, α = 1, m, (4.15)
M1(T, x) = g(x), x ∈ Rn (4.16)
and
H+α (t, x, p) = max
vα∈V
min
uα∈U
{− < Xα(uα), p > +Lα(T − t, x, uα, vα)} .
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Using the above developments, we obtain
M1(t, x) = M(t, x) = max
Φ∈U(t)
min
vα∈V (t)
{
−
∫
ΓtT
Lα(T − s, x(s),Φ[vα](s), vα(s))ds
α
+ g(xT ))
}
,
(4.17)
where x(·) is the solution of the Cauchy problem ∂x
i
∂sα
(s) = −X iα(uα(s)) = −F
i
αuα(s), s ∈ Ω0T \ Ω0T−t
x(t) = x,
(4.18)
for the control uα(·) = Φ[vα].
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