Abstract. This paper presents two new algorithms for fast calculating the Tukey depth of dimensions p ≥ 3. The first algorithm is naive, and can compute exactly the Tukey depth of a single point with complexity O n p−1 log(n) . Compared to the first, the second algorithm further utilizes the quasiconcave of the Tukey depth function, and hence can be implemented with complexity less than O 1 2 p−2 n p−1 log(n) . Both of them are of combinatorial properties. Experiments show that the proposed algorithms require quite minimum memory and run much faster than the existing procedures.
Introduction
To provide a desirable ordering for multivariate data, Tukey (1975) heuristically proposed a useful tool of the statistical depth function. With respect to the distribution P of X in R p (p ≥ 1), he defined the Tukey depth of a point z as the minimum probability mass carried by any closed halfspace containing z. Usually, the Tukey depth function is expressed as
where S p−1 = {v ∈ R p : v = 1}. For n given observations X n := {X i } n i=1 in R p , its sample version is correspondingly
where P n denotes the empirical distribution of X n .
The Tukey depth has proved very desirable. It satisfies all four properties that define a general notion of statistical depth functions, namely, affine invariance, maximality at center, monotonicity relative to deepest point, and vanishing at infinity (Zuo and Serfling, 2000) . In practice, it finds many applications in cases such as confidence region constructions (Yeh and Singh, 1997) and classifications (Li et al., 2012) . It even can characterize the underlying distribution under very mild conditions (Kong and Zuo, 2010) . Latest developments indicate that the Tukey depth also has a very strong connection with the multiple-output quantile regression methodology (Hallin et al., 2010; Kong and Mizera, 2012 ).
However, its exact computation is challenging. This is mainly because the function P n (u ⊤ X ≤ u ⊤ z) involved is discontinuous and non-convex with respect to u ∈ S p−1 .
Hence, it is difficult to utilize the conventional optimization methods to obtain the infimum of P n (u ⊤ X ≤ u ⊤ z). To make the computation possible, special attention should be paid to how to reduce the number of u. The first result in that direction is made by Rousseeuw and Ruts (1996) for bivariate data relying on the idea of the circular sequence (Edelsbrunner, 1987) . Using a similar idea, Rousseeuw and Struyf (1998) constructed an exact algorithm for computing the Tukey depth for p = 3.
For more high dimensional data, Liu and Zuo (2014a) developed a feasible cone enumeration procedure based on the breadth-first search algorithm. The cones considered in Liu and Zuo (2014a) are distinct and i 1 , · · · , i p−1 ∈ {1, 2, · · · , n}. Recently, Mozharovskyi (2014) further refined the algorithm of Liu and Zuo (2014a) . They found that it is possible to compute the Tukey depth by directly considering these n p−1 critical direction vectors. Since Dyckerhoff and Mozharovskyi's approach is of combinatorial nature, and does not need to take into account any space ordering, the implementation requires much less memory and runs much faster.
In this paper, we further improve Dyckerhoff and Mozharovskyi's procedure. We find that it is useful to extend the definition of the Tukey depth for a single point z into the version for a subspace V. Then relying on this, we propose for dimensions p ≥ 3 a new exact algorithm which is still of combinatorial nature, but possesses exactly the complexity of
Nevertheless, like all algorithms mentioned above, this new algorithm still needs to fully address all n p−1 critical direction vectors. On the other hand, when computing the Tukey depth, we are in fact searching for the infimum of P n (u ⊤ X ≤ u ⊤ z) with respect to u. A great proportion of the critical direction vectors may be redundant in the sense that some of them have values P n (u ⊤ X ≤ u ⊤ z) larger than τ, which we assume to be an approximation of the Tukey depth obtained through the approximate methods. A nature question here is whether or not we can eliminate some of them from consideration.
The answer is positive. With the extended definition above, we find it is possible to utilize the quasiconcave, i.e., all depth regions are convex (Mosler, 2013) , of the Tukey depth function to reduce greatly the number of critical direction vectors involved. An iterative algorithm is constructed to realize this idea. This approach is still of combinatorial property because it is been strictly limited to consider direction vectors among the critical direction vectors. Hence it can be implemented very efficiently. This algorithm is depth-depending. The smaller the depth value of the point z is, the less the computation time this algorithm tends to consume.
The proposed algorithms have been implemented in Matlab. The whole code can be obtained through emailing to the author. Data examples are also provided to illustrate the performance of the proposed algorithms.
The rest of this paper is organized as follows. Section 2 extends the conventional definition of the Tukey depth for a single point z to the version for a subspace. Section 3 provides a refined combinatorial algorithm for exactly computing the Tukey depth. Section 4 develops an adaptively iterative procedure. Several data examples are given in Section 5 to illustrate the performance of the proposed algorithms. Section 6 ends the whole paper with some concluding discussions.
Tukey depth for a subspace
In the literature, it is known that constructing algorithms directly based on (1) is difficult to utilize some information, such as quasiconcave, of the Tukey depth function to fasten the computation. To this end, we propose to consider a useful extended version of (1) in the following.
Without loss of generality, we assume that X p are in general position (Mosler et al., 2009) . Note that D np (z|P n ) = D np (0|P nz ) for any given z ∈ R p by the affine invariance, in the sequel we suppose that z = 0, and pretend the real observations to be
with the empirical distribution being P nz , where
Let W ⊥ be the orthogonal complement of the subspace W. Then for a r-dimensional
, we define its Tukey depth value with respect to X n as follows:
where X Clearly, for a given V r (0 < r < p),
Based on this, when V r is any given, it is trivially to show that
where V r denotes the set containing all r-dimensional subspaces. When r = p − 1,
deduces to
For p ≥ 2, Mozharovskyi (2014) 
which is a special case of the following useful proposition.
Proposition 1.
Assume that the observations X n are in general position. Then for any
where
and
Proof. By definition, for any I r := {i 1 , i 2 , · · · , i r } ∈ I r , we have
and S
Based on this, it is easy to show that
Then this proposition follows immediately.
Proposition 1 coincides with the result obtained by Liu and Zuo (2014a) . That is, for
A refined combinatorial algorithm
Since the computation of the Tukey depth is trivial when p = 1, we focus only on the cases of p ≥ 2 in the following.
For p ≥ 2, Mozharovskyi (2014) recently proposed a combinatorial algorithm, whose implementation runs faster and requires much less memory than that constructed on the breadth-first search algorithm. It turns out that their procedure is of the complexity O(n p ). When p = 2, 3, the order of the complexity of their procedure is higher than that of few existing algorithms; see for example Rousseeuw and Ruts (1996) and Rousseeuw and Struyf (1998) .
If carefully investigating Dyckerhoff and Mozharovskyi's algorithm, it is easy to find that their proposal computes D np (0) actually through finding the minimum:
On the other hand, Proposition 1 indicates that we can also utilize the fact that
to compute D np (0) with an another r ( p − 1).
Among r =1, 2, · · · , p − 2, our favourite is
The reasons are as follows. There are only n p−2
, which is in fact a bivariate Tukey depth. While for bivariate data, it is known that the complexity of some well-developed algorithms is only of the order O(n log(n)) (Rousseeuw and Ruts, 1996) . Hence, Dyckerhoff and Mozharovskyi's algorithm may be further improved to the version with complexity O(n p−1 log(n)).
The detailed procedure is described as follows. It is actually a further refined version of the combinatorial algorithm suggested by Mozharovskyi (2014) .
Algorithm 1. (for p-dimensional data with p ≥ 3)
Input:
Step
(a) compute two orthogonal bases e 1 and e 2 of the orthogonal complement subspace of that spanned by {0, 
Step 2. Return
Output:
Note that the computation of the bivariate Tukey depth D n2 (0) is very key for Algorithm 1. A good procedure of computing the bivariate Tukey depth D n2 (0) can make the whole algorithm implemented very fast. Therefore, we propose to consider the following approach, which is very efficient, and has been tested by us in many experiments.
Algorithm 2. (for bivariate data only)
Step 1. Let M min = n. Do: 
Step 2. Return M min +n−m n .
Output:
This procedure is a refined version of the algorithm developed in Liu and Zuo (2014a) when p = 2. It is based on the idea of the circular sequence. Since during the computation we only need to sort once a sequence of length m (m ≤ n, see
Step 1-(e)), its complexity is of the order O(n log(n)). By using the dichotomies (L 1 , L 2 , · · · , L m ) and the permutation ( j 1 , j 2 , · · · , j m ) obtained through sorting, we can easily compute the Tukey depth. In the experiments, we found that it runs even faster than the classical algorithm suggested by Rousseeuw and Ruts (1996) . Hence, we recommend to use it in Algorithm 1 to compute the bivariate Tukey depth.
An adaptive iterative algorithm
Most of the existing procedures have to fully address This may easily be seen from the illustration given in Figure 1 . In this illustration, we are computing the Tukey depth of 0 with respect to a data set containing 10 observations.
Assume that we have known that the depth value of 0 is at most 0.2 through some approximate methods. Then it is easy to see that the critical direction vectors normal to Lines 1-6 are redundant, because using them can not produce a smaller depth value than 0.2.
Hence it's better to eliminate them from consideration as many as possible. This idea has been utilized by Johnson et al. (1998) for bivariate data. In this section, we are interested to present an iterative procedure for spaces with dimension p ≥ 3. The most outstanding of this procedure is that it can adaptively eliminate many redundant critical direction vectors from consideration based on the former iteration.
Before proceeding further, let's provide two useful propositions as follows.
Proposition 2. For an any subspace
That is, if D np (V r ) < τ, then all points contained in V r lie outside of the τ-th Tukey depth Similarly, the compactness of
This completes the proof.
Proposition 3. For p ≥ 3 and an any given combination
whereū 0 is normal to the hyperplane passing through {0,
Proof. The first part can be proved trivially by following a similar fashion to that of Propositions 1-2. For the second part, sinceū 0 ∈ S
These two propositions, together with the quasiconcave of the Tukey depth function, indicate that S j 1 , j 2 ,··· , j p−3 ,i p−1 lies more outside than S i 1 ,i 2 ,··· ,i p−2 with respect to X. These, combined with the fact that
obtained in Proposition 1, motivate us to consider the following iterative procedure.
For convenience, in the sequel we assume that X n ∩ {0} = ∅. Otherwise, using similar adjusted steps as
Step 1-(a) and Step 2 in Algorithm 2 can remedy the final results.
Algorithm 3.
Input: X n = {x 1 , · · · , x n } ∈ R p , 3 ≤ p < n < ∞, X n in general position.
Step 1.
Step 2.
, where u 0 is normal to the hyperplane passing through {0, x i k+1,0 , Step 4. If N is non-empty, pop a combination
store D np (S j 1 , j 2 ,··· , j p−2 ) and push I new into both Q and N,
Step 5.
Step 5. Delete in both Q and N all combinations such that have Tukey depth values lager than d 0 .
Step 6. If N is not empty, then goto Step 4, else goto the next step.
Step 7. Obtain all data points, say
, lying on and cut off by the hyperplanes determined by {0} and I p−1 ∈ Q. Similar to Algorithm 1, for each
Step 8 
Performances
In this section, we will conduct a few data examples to investigate the performance of the proposed algorithms. All of these results are obtained on a HP Pavilion dv7 Notebook PC with Intel(R) Core(TM) i7-2670QM CPU @ 2.20GHz, RAM 6.00GB, Windows 7
Home Premium and Matlab 7.8.
Illustrations
In this subsection, we are interested to illustrate the performances of the proposed algorithms in terms of both computation time and accuracy based on the real data. For the sake of comparison, we also report the results obtained by the combinatorial algorithm developed by Mozharovskyi (2014) , and the naive algorithm proposed by Liu and Zuo (2014a) . For convenience, in the sequel we denote the refine combinatorial algorithm as RCom, the adaptive iterative algorithm as ADIA, and the algorithms of Mozharovskyi (2014) and Liu and Zuo (2014a) as DM14 and LZ14, respectively.
Two data sets are considered in the following. The first data set is taken from Härdle and Simar (2007) , and has been investigated by Liu and Zuo (2014a) The original data set consists of 755 observations; see Tsay (2010) for more details. Remarkably, our goal here is not to perform a thorough analysis for data, but rather to show how the algorithms work in practice. ADIA depends on the Tukey depth of the point being computing for a given data set, and therefore we report additionally its minimum, mean and maximum computation time (under the titles ADIA min , ADIA mean and ADIA max , respectively). The smaller the depth value of the observation is, the less the computation time the algorithm ADIA tends to consume; see Figure 2 for more details. Table 1 indicates that both the proposed algorithms run much faster than the existing algorithms. Among them, the implementation of ADIA tends to run most the fastest when n and/or p are large. It requires no more than 3 seconds (in average) to obtain the depth of a single point in all illustrations here.
It is worth mentioning that the algorithm of Mozharovskyi (2014) 
Speed comparisons
In the following, we further compare the speeds of the proposed algorithms with that of DM14 based on the simulated data. The data are generated from the 3, 4, 5, 6-dimensional standard normal distributions with sample size n = 40, 80, 160, · · · , 2560. For each combination of p ∈ {3, 4, 5, 6} and n ∈ {40, 80, 160, · · · , 2560}, we compute repeatedly 10 times the Tukey depth values of z = α1 p with α = 0, 0.4, 0.8, 1.2, where 1 p denotes the p-dimensional vector of ones. We report the average computation time of RCome and DM14 in Table 2 , and that of ADIA in Table 3 , respectively. Since as pointed above, the computation time of both RCom and DM14 do not depend on the Tukey depth of z = 0 being computing, we report only the average computation time corresponding to α = 0 here. Tables 2-3 indicate that both the proposed algorithms run much faster than that of DM14. into the version for a subspace. Based on this extended definition, we suggested two new algorithms for fast computing the Tukey depth. That is, a refined combinatorial algorithm (Rcom) and an adaptive iterative algorithm (ADIA).
Among them, Rcom is quite naive. It is in fact a refined version of the combinatorial algorithm (DM14) suggested by Mozharovskyi (2014) . The complexity of Rcom is exactly O(n p−1 log(n)), lower than O(n p ) of DM14. Note that when computing the Tukey depth, we are in fact searching for the infimum of P n (u ⊤ X ≤ u ⊤ z) with respect to u. Hence, many critical direction vectors addressed by Rcom are redundant, and could be eliminated. ADIA further takes into account this fact through using the quasiconcave of the Tukey depth function. Therefore, ADIA can be implemented more efficiently than Rcom with complexity less than O(n p−1 log(n)/2 p−2 ).
From both Rcom and ADIA, it is easy to see that it is a very key step to compute the bivariate Tukey depth, because it would be repeatedly computed considerable times when n and/or p are large. In the literature, it seems the best procedure of computing the bivariate Tukey depth of a single point has only the complexity log 2 (n) (Miller et al., 2003) . Hence, the proposed algorithms may be further improved thought simply replacing Algorithm 2 with the more efficient procedure.
As mentioned in Mozharovskyi (2014) , there are many depth notions, similar to the Tukey depth, is of both projection and quasiconcave properties, such as the projection depth (Zuo, 2003) and the zonoid depth (Koshevoy and Mosler, 1997) . Efficient algorithms exist only for bivariate data for these depth notions; see for example Liu and Zuo (2014b) . Therefore, how to utilize similarly the quasiconcave of these depth notions to reduce the computational burden in higher dimensions is still worthy of further consideration.
