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As originally conceived, invariant imbedding was a method of determining, 
by solving an initial-value problem, the “missing” initial values at one end of 
the interval underlying a linear two-point boundary-value problem. The 
solution of the original boundary-value problem, if desired, was then to be 
found by solving the resulting initial-value problem for the original linear 
system. 
In 1967, Bellman, Kagiwada, and Kalaba [3] described a method which 
bypassed the integration of the original system and allowed the solution of the 
original problem to be obtained directly from the solution of certain initial- 
value problems. This version of invariant imbedding has been extensively 
applied by Kalaba and coworkers [2, 6, 71. Recently Scott [ll] proposed a 
somewhat different method for obtaining the solution of a linear two-point 
boundary-value problem directly from the solution of an initial-value problem. 
This method has been elaborated upon by Nelson and Scott [S], and an 
application to the solution of partial differential equations by means of a 
hybrid computer has been described by Nelson [9]. (Similar methods have 
been applied by Allen and Wing [l] and by Denman [5].) 
The purpose of this note is to clarify the relationship between these two 
versions of invariant imbedding. Our presentation also indicates, perhaps 
more clearly than previous work, the intimate connection between the prin- 
ciple of superposition and invariant imbedding, at least in the application 
of the latter to linear problems. 
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For the sake of definiteness, WC consider the problem 
u’(z) = -4(z) U(Z) + B(z) V(Z) y- S’(Z), (‘a) 
- v’(x) = C(x) u(z) + D(z) v(z) + s(z), (“1) 
u(0) =z 0, v(x) = a. (2a-b) 
Here u and v  are an m-vector and n-vector, respectively, and the remaining 
quantities are given matrices or vectors of the appropriate dimensions. We 
shall only consider values of x lying in the range 0 < x < X, where X > 0 
is sufficiently small so that the problem (l)-(2) has a unique solution for all 
such x. Problems involving x > X could be considered in the manner of 
Scott, Shampine and Wing [13] and of Casti, Kalaba and Scott [4]; however, 
the inclusion of such matters here would introduce notational and mathemat- 
ical complexities which would detract from our main purpose. 
Let the m x n matrix U(z) and n x rz matrix V(z) be defined by the 
homogeneous initial-value problem 
U’(z) = ,4(z) U(z) + B(z) V(z), 
- V’(z) = C(z) U(z) + D(x) V(z), 
U(0) =- 0, V(0) = I. 
(34 
W) 
(4a-b) 
Note that V(z) is nonsingular for all x such that 0 < z < X. Let a(x), G(z) 
be the solution of (1) with the initial conditions G(O) = 0, 6(O) = 0. Then 
the principle of superposition gives the solution of (l)-(2) as 
u(z) = U(z) V-l(x) [a - T(x)] + ii(z), 
v(x) = V(z) V-l(x) [a - 3(x)] + C(z). 
(54 
(5b) 
We introduce the definitions 
R(z) := U(z) V-l(z), 
e,(z) = ii(x) - U(z) V-l(x) C(z), 
T(z) = V-l(z), 
el(z) = - V1(z) G(z). 
(6a-b) 
(6c-d) 
In terms of these quantities, (5) may be put into the form 
~(4 = T-l(z) [T(x) a + et(x) - e,(x)], 
44 = R(z) V(Z) + e,(z). 
(74 
(7b) 
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Furthermore, the functions defined by (6) are determined by the initial-value 
problem 
Jqz) = B(z) + A(z) R(z) + q-4 D(x) + q4 C(x) R(z), (84 
w4 = W) Kw w4 + W)l, @b) 
e,‘(z) = [A(z) + R(x) Q)] e&) + R(z) s-(x) + s+(z), (84 
e,‘(4 = W4 [s-(4 + C(4 44, (84 
R(0) = e,(O) = cl(O) = 0, (94 
T(O) = 1. (9b) 
Equations (7)-(9) form the basis for the version of invariant imbedding 
described by Scott [Ill and by Nelson and Scott [8]. The matrix 
T-l(z) = V(z), needed in (7a), can be obtained either by numerical inversion 
of T(z), as obtained from numerical solution of (8)-(9), or directly from 
numerical solution of the initial-value problem (3)-(4). (If the latter choice 
is made, then the relationship U(z) = R(z) V(z) might be used to reduce the 
computational effort.) 
Up to this point the endpoint x has been regarded as fixed. We now 
regard x as a variable, and introduce the definitions 
J(% 4 = w4 w4, qz, x) = V(z) V-l(x), 
p(z, x) = ii(z) - U(z) V-l(x) C(x), 
q(z, x) = cr(z) - V(z) V-l(x) 6(x). 
(lOa-b) 
(lOc-d) 
As functions of z, for arbitrary fixed X, J and K obviously satisfy the homo- 
geneous matrix differential system (3) and the boundary conditions 
J(O, x) = 0, K(x, x) = I. (Ila-b) 
Similarly, as functions of z for any fixed x, the vectors p and q satisfy the 
inhomogeneous differential system (1) and the boundary conditions 
p(O, 4 = 0, q(x, x) = 0. (12a-b) 
It is easy to see that the solution of (l)-(2) is given by 
44 = Pt.5 4 + J(x, x) a, 
44 = q(z, x) + W, x) a, 
(134 
W) 
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in terms of the functions defined in the preceding paragraph. Let us now 
denote partial differentiation by subscripts, in the standard manner. Then 
J, K, p, and q satisfy the following partial differential system: 
/&, x) = J(z, x) [C(x) K(x) f  D(x)], (19 
I&(x, x) := qz, x) [C(x) K(x) --t- D(x)], U4b) 
pz(z, 4 = J(6 x) [C(x) e,(x)e + s-(.41, U4c) 
q,(z, bz) = K(z, x) [C(x) e,(x) + s-(x)]. U4d) 
In obtaining these equations, one might find it convenient to use, evaluated 
at z = x, the relationships 
J(% 4 = w4, ph 4 = e&J, (15a-b) 
K(x, z) = I, q(2, z) = 0. (15c-d) 
These follow easily from (6) and (10). 
Now, for fixed z, and X, 0 < z < x, we can obtain J(z, x), K(z, x), p(z, x), 
and q(z, x), and hence, by (13), the solution of (l)-(2), by the following 
procedure. First the initial-value problem consisting of (sa-c), with initial 
conditions from (9), is numerically integrated from 0 to x. Then the system 
(14), regarded as an ordinary differential system in x with initial values at 
x = x obtained from (15), is adjoined to the system (8a-c), and this larger 
system is numerically integrated from x = z to the desired interval length. 
This is essentially the algorithm of Kalaba et al. [2, 3, 6, 71. 
From (6) and (10) it is seen that the following relationships express the 
fundamental quantities of either of the methods in terms of those appearing 
in the other method. 
q4 = J(% 4, T(z) = K(0, z), (16a-b) 
4.4 = p(x, 4, 44 = do, 4, (16c-d) 
J(x, x) = R(z) T-l(z) T(x), K(z, zc) --_ T-l(z) T(N), (17a-b) 
P(Z, 4 = 44 + WI W4 [e@) - e&41, (17c) 
q(2, x) = T-l(z) [cl(x) - e,(z)]. (174 
In closing, we would like to comment on the numerical merits of the two 
versions of the invariant imbedding. Although no numerical experiments 
have been performed comparing the two methods, both techniques appear to 
be considerably more accurate than the superposition technique [3, 10, 121. 
The algorithm of Nelson and Scott is probably more efficient in obtaining 
the solution at large numbers of internal points and in performing parametric 
studies on the boundary conditions. However, it appears that, for certain 
problems, the method of Kalaba may be more accurate. The authors plan to 
make a comparison of the accuracy of the two methods in a later paper. 
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