There is considerable debate about the impact of health care reform on the growth in medical spending. Medical innovation is thought to be a central contributor to that growth. We argue that there is a unique linkage between reforms that affect output markets for medical care and medical R&D costs. This linkage is due to the fact that potential consumers of medical care are also potential participants in clinical trials that are required to develop new medical products. Therefore, reforms that increase the quality or reduce the price of already developed treatments reduce the incentive of patients to participate in trials of experimental treatments. This delays development and reduce the returns to in innovation. We provide evidence of this "subject market effect" by considering the impact of changes in the quality of conventional care on development. We document a dramatic drop in trial recruitment following introduction of break-through HIV/AIDS therapies in 1996. We conclude by discussing additional positive and normative implications of the subject market effect that link input and output markets for medical products.
There is considerable debate about the extent to which various health care reforms, including the new Patient Protection and Affordable Care Act in the United States, will affect the growth of health care spending. If there is any consensus on the causes of cost growth, it is that that growth is driven by medical innovation (Newhouse 1992). Thus, an important factor in determining how reforms affect cost growth is how they affect medical innovation.
Under the traditional economic view of innovation, the private benefits of R&D are driven by future variable profits in the output market. The price and quality of the existing and competing products in output markets affect these profits and thus these benefits of R&D. The costs of R&D are driven by input supply, e.g., the quantity and location of research talent. 2 For medical innovation, however, a central input is research subjects for medical trials that are required before firms can market new medical products. Our central insight is that the subjects in trials for new medical products are also potential consumers of the existing, conventional care in output markets. An improvement in the quality or reduction in price of that conventional care may therefore reduce the incentive of patients to enroll in trials. We term this effect the "subject market effect". As a result of this effect, the costs and duration of medical R&D are also driven by the quality and price of conventional care in output markets. This effect is in addition to the effect that price and quality have on R&D due to their impact on future variable profits.
This subject market effect has important, previously unrecognized implications for the relationship between health care reforms and spending growth. Examples of such reforms include comparative effectiveness requirements, expanded Medicaid eligibility, tax credits for the purchase of insurance, and price controls. If such reforms raise the quality or reduce the price of conventional care, they affect subject markets by lowering patients' incentives to enroll in clinical trials. This, in turn, prolongs development and lowers innovative returns for medical products. Because development eats up the patent life, reforms may both delay and shorten the duration of patented profits. The bottom line is that, because most reforms aim to either raise the quality of care or lower its price, they may have non-standard effects on medical R&D and future cost growth due to their impact on subject markets.
We provide evidence of the subject market effect by considering how improvements in the quality of conventional care affect the development of new medical products. In particular, we examine trial recruitment before and after a 1996 innovation -highly active antiretroviral therapy (HAART) -that affected the quality and price for treating HIV/AIDS. Using longitudinal data on over 1000 men in 4 U.S. cities, we find that this improvement in conventional care dramatically reduced participation in trials for HIV/AIDS treatments. This is most dramatically depicted by the solid line in Figure 1 , which shows a sharp reduction in trial participation levels and a sharp reversal in participation trends starting in 1996 among users of HIV/AIDS drugs. 3 We verified this impression from the raw data with regression analysis.
To control for unobserved trends in trial participation we use a time trend or a control group of patients who did not experience a change in conventional care in 1996. We find that the trial participation rate fell 4-6% in absolute terms (50-75% in relative terms) immediately after HAART was marketed. This decline was largely driven by exit from ongoing trials, which implies that it was mainly due to a reduction in the supply of subjects to trials rather than a reduction in the demand for subjects through fewer trials.
Our interpretation that the decline is a supply effect is supported by the presence of wage caps on research subjects imposed by ethical IRB boards. These caps imply excess demand for research subjects so that quantity changes are determined by changes in supply. Our overall findings suggest that improvement in the quality of conventional HIV/AIDS care due to HAART substantially increased the development times for HIV/AIDS-related therapies.
Finally, we discuss the many positive and normative implications of the subject market effect for medical products, such as the value of incremental innovation, how the linkage suggests a reexamination of Pareto optimal sample sizes (Philipson 1999) , and the welfare effects of allowing firms to compensate patients for participating in clinical research.
The remainder of the paper may be outlined as follows. Section I presents a simple model of how reforms that raise the quality or lowers the price of conventional care affect the cost of developing new medical products. Section II discusses the equilibrium effects of reforms on development when free entry dissipates profits. Section IIII presents evidence suggesting that the new HIV/AIDS treatments introduced in the mid-1990s significantly reduced trial participations and slowed down development.
Section IV concludes with further discussion of the normative implications of our analysis.
I. Development and Changes in Output Markets
We begin by examining the tradeoff that patients face when choosing between consumption of conventional care or participation in the trial of an experimental therapy. From this, we derive the economic determinants of development times and how they are affected by output market conditions.
A. The supply and demand for subjects to clinical trials
The recruitment of trial participants comes from a stock (prevalence) of a disease in a given period, . This stock rises with the entry of new cases of the disease (incidence), , and falls with the exit of existing cases due to recovery or death at rate : (1) This implies that the steady state level of the stock of the disease rises with disease incidence and falls with the cure or mortality rate: .
Only a fraction of patients with the disease will be willing to participate in clinical research. The decision to participate depends on whether the utility from access to the experimental therapy is greater than that from conventional treatment. The conventional treatment offers per-period utility,
, that increases in the quality of care, (synonomous with the treatment effect, health outcome, or "effectiveness" of care), and decreases in the price, (the full price, including premium and copay). If a patient enrolls in a clinical trial of experimental therapy, he obtains an uncertain utility, . The quality of experimental care, , is a random variable unknown at the time of entering the trial 4 and is the price of experimental care, potentially zero if treatment is subsidized by the trial. 5 The uncertain quality of experimental care may be the product of experimental design, e.g., the random assignment of treatments, or uncertainty about the effects of the experimental therapy being studied. Importantly, ethical regulations banning compensation of subjects may prohibit paying for trial participation and thus too a negative price for experimental care, a feature to which we will return later.
A patient participates in a trial if the expected utility from the trial exceeds that of being on conventional care,
where the expectation is taken over the cumulative distribution function, , describing a patient's beliefs about the quality of the experimental therapy. 6 We assume heterogeneity among patients, e.g., 4 Conventional care may also, from the patient's perspective, of course be of uncertain quality. 5 We assume embeds any subsidy provided for the control treatment, even if the control is conventional treatment, i.e., the trial uses an active control. different beliefs about the quality of experimental care or degrees of risk-aversion, gives rise to a differentiable supply function, , that is decreasing in the quality of conventional care and increasing in its price: . 7 This function depicts the fraction of the stock of patients willing to participate in the trial, given existing output market conditions. 8
B. Changes in output markets and development times
Given a stock of patients with a disease, , in steady state, a fraction, , participates. We assume clinical trial participants are split evenly across existing trials so that the flow of subjects, , into a particular trial is
Suppose a trial seeks to recruit a sample size of patients, assumed to be determined by considerations of statistical power. The development time or duration, , it takes to complete this trial is the number of periods required to recruit subjects given a flow of patients, , enrolling each period:
This implies a mechanical relationship between various factors and development times. Increases in required sample size or the number of competing trials increase development times, as more time is needed to attain the desired sample size for a given trial. 9 Trial durations fall in the prevalence of a disease since it implies that a larger number of subjects are eligible for recruitment each period. As a consequence, development times fall with the incidence of the disease and rise with the rate or exist or mortality rate out of the disease. 10 7 Participants may also include not just those who have high expectations of experimental treatment, but also individuals who did not respond to conventional treatment. Let denote the response rate on conventional care as a function of quality of that care, where . Then total participation is given by . The total participation rate still falls in quality, as we shall show below. Higher quality not only reduces direct participation, but also the ability to recruit from non-responders to conventional care. 8 As an illustrative example, consider a standard discrete choice framework in which utility is determined by observed or studied efficacy or health outcomes , price , and unobserved or non-studied outcomes such as, unmeasured side effects or costs of compliance:
Direct effects of reform-induced changes in output markets on development
. Under the standard extreme value distribution for , this would give rise to a participation rate . 9 A number of services have emerged to help match supply (patients) and demand (trials). Many of these are webbased, such as the NIH's www.clinicaltrials.gov database. 10 A number of predictions flow from this relationship. For example, some oncology trials may take long to complete because patients die quickly and are only available for observation during a short time-window. Moreover, the relationship suggests that so-called "me-too" innovations, for which experimental care is a close substitute to conventional care, may face recruitment difficulties and longer development times because they do not offer substantial gains over the conventional treatment outside of the trial.
Changes in output markets induced by, e.g., health care reforms, will also affect development times. The value of conventional care is an important driver of the trial participation rate. In particular, an increase in the quality or fall in the price of conventional care lengthens the time required to recruit subjects into trials for new innovations: (5) Because reforms alter the quality or price of available care, they will affect development incentives. For example, coverage expansions lower the out-of-pocket price of conventional care, price controls reduce overall prices, and comparative effectiveness regulations improve the quality of conventional care. Each therefore reduces patients' incentives to enroll in trials.
Indirect effects of reform-induced changes in output markets on development
Price and quality changes induced by reforms can also have indirect effect on development due to their impact on disease patterns or the experimental design of clinical trials.
a. Indirect effects through prevalence
Development time falls with the steady-state prevalence of a disease which in turn may be affected by reforms. Prevalence of a disease, in turn, increases with its incidence, , and decreases with mortality or the exit rate, . For some diseases the exit rate may be affected by the price and quality of conventional care, . The cheaper or more effective that conventional care is the more patients utilize it. Therefore, its quality and price not only affects participation rates but also the stock of subjects available to participate. 11 For example, if conventional treatment can cure a disease, improving its quality or reducing its price will lower the prevalence of that disease. Conversely, if conventional treatment lowers mortality of a disease without curing it, improving it will increase the prevalence of that disease. 12 Generally speaking, there are two effects of changes in output markets on development times:
The first term captures the trial participation margin, holding prevalence constant. The second term captures the eligibility margin, which considers how prevalent the disease is and, thus, how many 11 Recovery or mortality may have also have a direct effect on development times through the participation rate . For example, lower mortality will increase the number of future periods the patient will enjoy positive utility:
, where is life expectancy under conventional care and is annual utility under such care. Thus, if conventional care lowers mortality, it will reduce willingness to participate in trials. 12 In particular, if quality affects exits out of the stock of the disease by for those in the experiment and for those on conventional care, then the overall exit of the stock of disease is given by . eligible patients there are. 13 
b. Indirect effects through trial design
Another indirect channel through which reforms or other changes in output markets may affect development times is by forcing changes in the design of trials. For example, in order to compete with improvements in conventional care, researchers often modify the design of trials to include active controls 17 or an increased share of patients receiving experimental care. 18 It is extremely difficult to recruit for a placebo-controlled trial with a high quality treatment on the market. In essence, alteration of trial design is a form of non-price competition by those conducting experiments in response to improved output market conditions.
Consider two design parameters, represented by the vector , that affect the value of trial participation. Together these parameters generate a non-pecuniary "wage" for trial participants.
One of the design parameters is the probability of being assigned to the treatment group, . A second 13 The price of conventional has analogous effects on development times due to its effect on prevalence. An increase in price of a non-curative conventional care has offsetting effects on development times: it shortens the time by making recruitment easier for a given prevalence of eligible patients, but lengthens the recruitment time by lowering the prevalence through an increase in mortality. 14 In particular, the relative elasticities determine whether development time rises or falls. From (2), we see . 15 For example, Lakdawalla, Goldman, Sood (2006) find that the introduction of a new HIV/AIDS treatment in 1996 was associated with an increase in sexual risk taking, increasing the incidence of HIV. 16 By contrast, Williams (2007) stressed the "pull" effect of diagnostics. By identifying new patients for treatment, diagnostics increase the returns to treatment innovations. 17 Welton et al. (1999) offer evidence that that using placebo as a control hinders recruitment. 18 Malani (2008) offers evidence that increasing the probability of receiving experimental care improves recruitment. parameter, , is the quality of the control treatment, say placebo or active control. 19 For these two design features, the expected utility of trial participation is given by (7) Trial participation will rise with the two forms of non-wage compensation.
Changes in output markets may induce changes not only in output markets but also in experimental designs. If denotes the design under a given set of output market conditions, the total impact of a change in quality or price on participation is (8) An improvement in the quality of conventional care, for example, now has both a direct negative impact on participation and an offsetting indirect positive effect from inducing a trial design that is more favorable to subjects. 20
II. Innovative Returns and Equilibrium Development Times
Through subject market effects, changes in the output market affect the incentive to innovate by increasing the cost of R&D in a non-standard way. Specifically, changes in the output market affects the time it takes to complete R&D, which in turn alters the present value of profits from R&D. Here we elaborate on these effects, discuss equilibrium development time, and relate them to reforms that alter the price or quality of conventional care.
A. Innovative Returns
We assume the innovation has a finite period, , during which it is under patient. After this period, the market becomes competitive and profits fall to zero. Let be the value of a standard annuity paying one dollar for periods. The net present value of the overall innovative return can be written (9) 19 Active controls are only of value for those who respond well to conventional care. For non-responders, active controls have no benefit and may raise trial costs. 20 Given the response of trial designs to output markets, one might reason that improvements in conventional quality may not reduce trial participation because trials can always use the current standard of care as the control treatment, i.e., . This argument is fallacious because an increase in the surplus from conventional care increases the expected utility outside the trial, , more than it raises the expected utility inside the trial, . To illustrate, consider the case where prices are the same inside and outside trials, , as may be true for fully insured populations facing uncompensated trials, and where conventional care is used as an active control. Replacing the left-hand side of (2) with (7) and simplifying yields the condition . Therefore, an increase in the quality of care lowers trial participation even when conventional care is used as an active control.
Here, is the fixed cost of development, is the reduced form of per-period expected variable profits after market entry, given the quality and price of the conventional care and the distribution of experimental outcomes. The quality and price of conventional care are assumed to be exogenously given, as would be the case in a competitive market for the conventional treatment.
Delays in development have two negative effects on the present value of innovative returns.
First, they delay when the firm begins earning positive variable profits. This effect operate through the term . Second, delays in development eat up patent life, i.e., the period during which firms have exclusive rights to sell their new product, reducing the number of periods the firm earns positive profits.
This effect operates through the term ). Prior research suggests that the cost of development delays can be economically significant. For example, DiMasi, Hansen & Grabowski (2003) find that that financial opportunity costs attributable to the duration of clinical trials account for half the total cost of clinical research. 21 Even that is likely to be an underestimate because it does not address the effect of trial duration on remaining patent life.
We can now distinguish our argument from previous arguments for how output markets affect innovation. To simplify notation, let denote the value of a dollar of annual profits during a product's patent life. For the two reasons just given, this value falls with development time:
. Changes in output markets have the following effects on innovative returns:
The first term captures the standard argument for how changes in output markets affect innovation: they change expected, per-period variable profits. The second term captures our insight: through subject market effects, reforms alter development times and thus the present value of profits.
For example, an improvement in the quality of conventional care reduces the nominal perperiod patent profits a firm can expect from a future innovation. The same improvement in the quality of conventional care also reduces the propensity of patients to enroll in trials. The resulting delay reduces the present value of per-period patent profits.
If we instead consider changes in the price of conventional care, standard arguments suggest the first term is positive: the profits from a new product increase in the price of conventional care.
Subject market effects suggest the second term is also positive because of faster development. Thus, a higher price for conventional care would increase the return to innovation. 22 When extrapolating from this theory to predict the effect of health care reforms on innovation, it is important to be careful about the definition of price. In some cases it will be straightforward.
Reforms that reduce the reimbursements that health care providers receive clearly reduce the price of conventional care, which will reduce innovative returns. Other cases may not be so simple. For example, reforms that expand insurance coverage increase the price at which innovative firms can expect to sell their products. However, it also lowers the price at which patients are able to purchase conventional care, so-call out-of-pocket payments. This reduces their willingness to enroll in clinical trials. Thus, the firm price effect controls the sign of the first term in (10), while the patient price effect controls the signs of the second term in (10) . The net effect is ambiguous: insurance expansions may increase or decrease innovation, depending on which effect is larger. More generally, standard effects are driven by the price of conventional treatment faced by health care producers, while the non-standard effects we highlight -the subject market effects -are driven by the price faced by consumers.
B. Free Entry and the Equilibrium Duration of Development
An important feature that distinguishes the labor market for human research subjects from other labor markets is that wages are capped by ethical rules. Bioethicists frown upon research compensation that encourages subjects to enroll in trials, even when it may not be medically prudent to do so. As a result, Institutional Review Boards (IRB) limit compensation for anything beyond incidental expenses, such as the cost of transportation to a trial or medical treatment for side effects suffered As a result of the cap on wages of research subjects, even when the number of new ideas is high, the pace of innovation may be slowed down because subjects cannot be compensated to participate in the development process. Wage caps limit the supply of subjects. An increase in ideas, 22 The preceding discussion on the impact of conventional care on innovative returns is very general and extends well beyond the specific analysis or model discussed here. Indeed, if higher quality and lower price of conventional care drive up development times, the innovative return must fall. This is because, regardless of the economic environment, the innovator is always free to choose a longer, but not shorter, time of development. Therefore, shortening development times always makes the innovator weakly better off since he can always still choose the original longer time of development. captured in our model by the number of trials, increases the demand for these subjects. Instead of being rationed by price, they are rationed by queuing. As a result, an increase in ideas, paradoxically, delays innovation. In this section we examine how the price and quality of conventional care affect the development time under free entry of trials and rationing by delay.
Rationing of subjects by queuing suggests that, holding the supply of subjects constant, an increase in trials increases development times: . In the preceding section, we saw that an increase in development time reduces the present value of profits:
. Together these facts imply that the present value of innovation falls in the number of trials.
Under free entry, the equilibrium number of trials dissipates the profits from entering,
The equilibrium number of trials will be affected by output market conditions, i.e., . While development time, , increases in the number of trials, it also increases in the quality of conventional care and falls in its price. 23 Applying the implicit function theorem, we find that the equilibrium number of trials respond to output markets as follows:
There are two reinforcing effects of higher quality of conventional care on the number of trials. The first is that development time rises ( ), so that fewer trials are needed before profits are dissipated.
The second is that the future profits are lowered ( ), also suggesting fewer trials in equilibrium. Analogous arguments imply that increasing the price of conventional care raises the number of trials in equilibrium.
Given this relationship between output markets and the number of trials, we can derive the connection between output markets on development times in equilibrium: 23 For example, if development has only a fixed cost, , and no variable costs, then equilibrium development time is derived from the free entry condition . Development time is an implicit function of exogenous parameters. The associated number of trials is defined by or .
Higher quality conventional care has the direct effect of increasing development times as previously discussed, but also an offsetting indirect negative effect of reducing the number of trials. A higher price has a negative direct effect but a positive indirect effect by increasing the number of trials.
Note that, when development times ration trials, the flow of subjects recruited per period into trials, , is independent of demand, , because price controls do not allow wages to rise when demand increases. However, the number of periods or length of development is not independent of demand; it rises with , i.e., , thereby rationing further demand. This is important when empirically investigating changes in the participation rates (quantities per period), which will be driven by supply.
Put another way, under a maximum wage policy, the market quantity observed is the lower amount supplied at the constrained price, not the higher amount demanded at that constrained price.
C. Free Entry and Inefficiently Long Development Times
When it is not possible to compensate subjects, there are negative external effects on development from entry of trials that resembles the standard commons problem. One can describe this as "over-fishing" for subjects by investigators. Equilibrium development time will be inefficiently long in the sense that industry profits will be not maximized.
More precisely, the efficient level of entry maximizes aggregate profits, .
The necessary first-order condition has the additional profits from entry just making up the reduced profits of existing entrants
This directly implies profits are positive, , as opposed to zero as in the case of free entry, . In other words, development takes inefficiently long relative to what maximizes industry profits. The industry can earn positive profits by restricting entry into development. This will speed up development by reducing the competition for subjects.
III. Evidence of the link between development and output markets for AIDS innovations
The novel link we identify between output markets and medical R&D is premised on the idea Our evidence suggests that the main cause of the decline in participation after HAART was a reduction in the supply of subjects rather than a reduction in demand for further HIV/AIDS research.
HAART changed participation rates primarily by increasing exits in the short run from pre-existing trials rather than reducing entry into new trials. Those exits are a pure supply response since they hold demand (trials) constant. Finally, we show that the change in trial participation is explained largely by the improvement in the perceived quality of AIDS treatment rather than changes in price.
A. Background on AIDS and HAART

HIV is a virus that infects CD4 T-cells, an important component of the human immune system.
When a patient's CD4 count falls below 200/mm 3 , the patient becomes acutely vulnerable to non-HIV infections, so-called secondary infections, and is classified as having AIDS (U.S. Centers for Disease
Control & Prevention 1993). 24 HIV and AIDS are treated in two ways. First, the patient is given antiviral medications to suppress replication of the HIV virus. The impact of these medications is gauged by their effect on a patient's CD4 count. Effective antiviral therapy can prevent an HIV patient from progressing to AIDS but does not eliminate HIV infection. Therefore, we shall refer to antiviral therapy as a primary AIDS drug.
Second, the patient is given various non-antiviral medications, such as antibiotics, steroids and antifungals, to either treat or prevent secondary infections. These may be administered either to patients with HIV or those who have progressed to AIDS, but are more critical for AIDS patients. Because these drugs target the side-effects of HIV, rather than HIV itself, and are more intensely used by AIDS patients, we shall refer to them as secondary AIDS drugs. Note that patients may be on both primary and secondary AIDS drugs at the same time; indeed this is true for the vast majority of AIDS drugs users in the data we used. For these patients, secondary drugs are a safety net in case they are nonresponsive to primary drugs.
HAART is the label for a regimen of antiviral medications that, together, substantially slows the loads. 25 To simplify our exposition, we refer to both innovations as HAART because it is the more significant of the two innovations.
Our test of the effect of output markets on trial participation is motivated by the fact that the approval of HAART in 1996 affected the quality and price of conventional care. Specifically, the prediction we test is that HAART, by improving quality of conventional care, reduced trial participation; 25 In 1997, there was a technical change in FDA regulation of HIV drugs related to viral load monitoring, but it did not affect the way HIV trials were conducted before or after HAART (Murray 2011). Before 1997, HIV-RNA counts could not be used as a trial outcome to support application for ordinary drug approval. However, they could be used to support applications for accelerated approval. The hitch was that, after the drug was approved, the drug company had to conduct studies to demonstrate that the surrogate endpoint was valid, i.e., that HIV-RNA counts were indeed correlated with progression from HIV to AIDS as measured by CD4 counts. Despite this hitch, all HIV drugs that received accelerated approval eventually received regular approval. By 1997, a number of studies, including the one using the data from our data set, MACS, validated HIV-RNA counts as an endpoint. Therefore, the FDA allowed HIV-RNA trials to support applications for ordinary drug approval, eliminating the requirement that the drug company do any further post-approval studied on HIV-RNA. However, this does not affect our predictions or empirical analysis because trials for primary drugs used the same endpoints -HIV-RNA and CD4 counts -before and after HAART was approved in 1996. Thus, there was no change in the ease of conducting development phase trials during our sample. moreover, for uninsured persons, HAART may also have increased the price of conventional care, lowering trial participation for insured persons relative to uninsured persons.
B. Data
Our empirical analysis employs data from the Multicenter Aids Cohort Study (MACS). Given the relatively high prevalence of HIV in the gay community, this study tracked 6,972 homosexual and bisexual men in four cities (Baltimore, Chicago, Pittsburgh and Los Angeles) longitudinally during the period 1984 to 2005. 26 We first isolate a subsample of 2,266 unique subjects observed in the period 1990-2005. 27 This is a sub-sample that was observed both before and after the introduction of HAART in 1996 and for which we have reliable data on trial participation. 28 Subjects in the study were asked to visit a study site two times each year. Each visit typically included a series of medical exams, a survey of the subject's medication use, and a survey of his employment and health insurance status. The medication survey asked whether the subject took any primary or secondary AIDS drugs and whether he obtained that drug in a clinical trial.
Our empirical analysis will focus on the trial participation of the 1,465 individuals in our subsample who actually took primary or secondary drugs at some point during the sample period and the source (in trial or outside trial) of their drug regimens. Of these individuals, 215 took only primary drugs, 56 took only secondary drugs, and 1194 took both a primary drug and a secondary drug at some point. Table 1 provides descriptive statistics for the subjects who took any AIDS drugs. Statistics are calculated at the subject-year level and weighted so that each subject has an identical weight. The data are separately described for the years prior to HAART (1990 HAART ( -1995 and the years after HAART (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) to provide an unconditional assessment of the effect of HAART. Roughly 60% of subjects have some medical insurance before HAART and 70% after HAART. Moreover, there is a substantial change in the sources of insurance following HAART. The most common source of insurance is private coverage which increases nearly 6%, from 47% pre-HAART to 53% after. Government insurance also increase, covering 14% of the sample pre-HAART but 23% after. The most important program for government 26 More information on the MACS study is available at http://www.statepi.jhsph.edu/macs/macs.html. 27 We begin our analysis in 1990 rather than 1984 because MACS started asking about trial participation in 1990. 28 Not all 6,972 subjects were observed each year. Instead, subjects were enrolled in 3 large waves: in 1984-1985, in 1987-1991, and in 2001-2003 . Only subjects enrolled in the first two waves are observed prior to HAART. Moreover, half of the confirmed HIV-negative subjects were administratively censored in 1993. We omitted these subjects because they are not observed after HAART.
C. Descriptive Statistics
insurance after HAART is, surprisingly, Medicare and not Medicaid. This is because Medicare covers not just the elderly, but also the long-term disabled population. That said, our sample is neither extremely wealthy nor impoverished. Roughly 70% are employed before and after HAART, with a median income between $30,000 and $39,000.
D. Evidence on the unconditional impact of HAART
Before we present our regression results, we offer some basic graphical evidence of the effect of HAART on the quality of conventional treatment and on trial participation. Figure in use of other classes of antiviral drugs. 29 These results are consistent with the summary statistics in Table 1 , which show that the number subjects using primary drugs increased from 62% to 80% and the number of subjects using secondary drugs fell from 38% to 20% after HAART. HAART, his load fell so that he was no longer at risk.
Finally, we turn to trial participation. According to Table 1 , 7.7% of subjects were in clinical trials for either primary or secondary AIDS drugs prior to HAART. However, after HAART was introduced, only 4.6% were participating in trials. 31 Figure 1 illustrates that, behind these changes, there is an even more dramatic change in the trend in trial participation over time. Trial participation increases to nearly 30% in 1995, and then trial participation plummets and eventually settles at 5% by 2005, roughly half the level in 1990. 32 Our interpretation of why trial participation for primary drugs rose dramatically before 1996 is that patients revised upwards their beliefs about the quality of experimental therapy as news leaked about health improvements among trial participants. Within our model, this means that fell between 1992 and 1995. This likely led to a surge in the supply of subjects for trials just prior to approval of HAART.
The rate of trial participation is calculated by taking the number of subjects on a drug in a trial and dividing by the number of subjects on that drug. We want to ensure that the post-HAART drop in trial participation rates for primary drugs was driven by changes in trial participation (the numerator) rather than changes in the population of primary drug users (the denominator), which spiked after HAART according to Table 1 . To do so, we take the first difference of a subject's trial participation to determine trial entries and exits over time. We calculate entry rates by dividing entries by the total number of subjects not in trials the prior period and the exit rates by dividing exits by subjects in trials the prior period. We can rule out a change in composition of users as a driver of changes in participation by focus in on exit rates because individuals previously in trials were already on primary drugs prior to 1996. As Figure 4 indicates, exit rates rose from 15% to over 20% in 1996 and 1997.
E. Regression analysis
Main results
Our primary strategy for estimating the effect of HAART on trial participation involves a regression that examines the level of participation pre and post HAART: 31 At first blush, the level of trial participation may seem low for both types of drug users. In fact, it is very high relative to the 3% rate of trial participation for patients with diseases other than HIV (e.g., Lara 2001). 32 The pre-HAART average participation rate in Table 1 is somewhat lower than the pre-HAART average in Figure 2 because the two use different weighting schemes. The former gives each subject equal weight.
The dependent variable is an indicator variable for whether subject in year participated in a clinical trial. The treatment effect is captured by the difference between the coefficient on an indicator for some pre-period before the introduction of HAART and the coefficient on an indicator for some post period after the introduction of HAART. In specifications presented in this paper, the pre-period is 1995, the year before HAART is introduced and the post-period is 1996, the year after HAART was introduced.
(HAART was introduced in December 1995-January 1996.) 33 We include a linear trend in the regression above to underlying unobserved trends in participation. Thus the treatment effect is, to some extent, Our secondary strategy for estimating the effect of HAART on trial participation involves a regression that examines changes in participation levels pre and post HAART:
The dependent variable remains the level of trial participation. However, the treatment effect is captured by the difference between coefficients on a pre-HAART trend and a post-HAART trend. We employ two sets of windows for this comparison. The first set compares the pre-period trend in 1992-1994 with the post-period trend 1997-1999 to capture the medium term effects of HAART. The second compares the pre-period trend in 1990-1995 to the post-period trend in 1996-2005 to capture the long term effects on trends. 33 In a previously posted version of this paper, we also report results with 3 year pre (1992-1994) and post (1997) (1998) (1999) windows and longer pre (1990) (1991) (1992) (1993) (1994) (1995) and post (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) windows that span the entire sample period. The results, also available from the authors, largely confirm the impression left by Figure 1 .
For each of our two strategies we employ multiple specifications of controls. In specification 1, we included no controls. In specification 2, we included individual fixed effects, so that treatment effects are additionally identified from within-subject changes in participation. In specification 3, we also In most cases we treat the regression equation as a linear probability model and estimate it using OLS. However, in specification 4 we verify the results from specification 3 using a logit regression.
In either scenario, we allow the error term to be clustered at the subject level to account for serial correlation in trial participation. Finally, observations are weighted so that each individual has equal weight in the analysis.
Our initial results are presented in Table 2 . The three panels report results for the three different proxies for HAART. Focusing on linear specifications, HAART appears to lower trial participation rates by 4-6 percentage points in the short-run (Panel A) in linear specifications. To put that in perspective, recall from Table 1 that the trial participation rate was 7.7% prior to HAART. The immediate decline in participation in 1996 dropped level that by half to three-quarters.
Given the picture of trial participation painted in Figure 1 These results suggest a reduced form relationship between innovation and equilibrium trial participation. The remainder of this section undertakes two tasks. First, we try to confirm this reduced form relationship is robust. Second, we determine what the reduced form relationship tells us about specific parameters in our theoretical model.
Robustness of reduced form results
a. Unrelated trends in trial participation
A concern with simple pre-post comparisons is that there may be unobserved trends in trial participation that are unrelated to the effect of interest, the introduction of HAART. For example, insurance companies may have changed their willingness to cover medical treatment for adverse events suffered due to trial participation. If this reduced participation, we may overestimate the reduction in participation after HAART.
One way we address is this to include a linear time trend as a control in our basic regression in (11) . An alternative approach we use is to employ subjects using secondary AIDS drugs as a control group. If there are secular changes in trial participation incentives, they should affect individuals' willingness to participate in both primary AIDS drug trials and secondary AIDS drug trials. If we assume the effect on both prescription categories is the same, then we can employ trial participation in secondary drug trials as a control for those secular changes. One reason we are confident that the secular changes affect both groups identically is that the majority of subjects on primary AIDS drugs also took secondary AIDS drugs at the same time (see Table 1 ), with the latter serving as a safety net in case the former do not work. 34 A potential concern with using an individual's participation in secondary drug trials as a control for participation in primary drug trials is that, according to Table 1 , the introduction of HAART also led to a reduction in secondary drug use. This may not be fatal to our difference-in-difference identification strategy, however, because we are using as a control the rate at which users of secondary drugs participate in trials rather than the level of secondary drug use overall. While HAART may have reduced the demand for secondary drugs, perhaps that would affect the rate at which secondary drugs were procured in trials conditional on positive demand for such drugs.
We implement a difference-in-difference identification strategy with the following variant of regressions (11) and (12):
The sample includes individuals who used some primary drug or some secondary drug at time .
Because individuals may use both types of drugs at the same time, the sample sometimes contains two observations for an individual in a period, one for each drug type. The dependent variable is an indicator for whether individual participated in trial for a particular drug type . The variable represents 34 Although a large fraction of subjects were on therapeutic and palliative AIDS drugs at the same time, very few people (50) were participating in concurrent therapeutic drug and palliative drug trials. It is likely that these individuals were in trials that offered them both therapeutic and palliative drugs because. In general, researchers tend to exclude study subjects on other drugs since they may affect the outcomes measured inside the trial.
the pre-and post-HAART indicator or trend, depending on whether we are modifying regression (11) or (12) . We added the indicator for whether the drug type is a primary AIDS drug and an interaction between this indicator and our proxy for whether HAART has been introduced. Aside from these changes, we estimate this regression model just as we did equation (11) and (12) .
Regression results in which unrelated trends in participation are captured by time trends are presented in Table 3 . The first two columns contain the results with a linear time trend and the third and fourth columns present results with a quadratic time trend. 35 The results from the difference-in-difference specification are presented in Table 3 . These suggest that HAART had a small and insignificant effect in the short-run. This is not surprising given the immediate decline in trial participation among secondary drug users depicted in Figure 1 . In the medium-and long-run, however, HAART had a significant effect on trial participation trends. In the medium term, while participation was rising by 1.3 percentage points per year prior to HAART, they began to fall by 4 percentage points per year after HAART. In the long term, participation went from rising 2 percentage points per year to essentially remaining flat.
Because Figure 1 suggests a temporary response to HAART from secondary drug users and the difference-in-difference estimates are roughly the same as those in Table 2 for medium and long-run trends, we use regressions (11) and (12) and rather than the difference-in-difference approach in subsequent analyses.
b. Changes in sample composition
A limitation of the results above is that they may be driven in part by the changing composition of subjects in the data over time. Subjects enter and exit our sample after the initial enrollment. A subject may show up for visits in one year but not another. Moreover, subjects may drop out 35 The specifications presented always include individual fixed effects and time varying controls for income and CD4 count. The odd columns estimate an OLS model and the even columns use a logit model. permanently due to death. 36 To the extent that death or drop out selects subjects in a manner that is correlated with trial participation decisions, this will bias our estimated treatment effect.
We address this concern in three ways. First, we check temporary and permanent attrition rates to rule out peculiar jumps around 1996. Table 2 are driven by attrition.
Second, because AIDS is an important source of attrition, we conduct our analysis controlling for CD4 counts and omitting individuals with AIDS. Figure 6 plots temporary and permanent attrition by CD4 count. It is clear that permanent attrition is driven by individuals with CD4 counts below 200, i.e., individuals with AIDS as opposed to merely HIV. Specifications (3) and (4) in all our analysis already include nuanced controls for CD4 counts (indicators for binned CD4 counts); these should reduce selection bias due to attrition. To be sure, we re-run the analysis reported in Table 2 but on a subsample of subjects whose CD4 counts never dip below 200 in our sample frame. The first two columns of Table 4 reports the results of specifications (3) and (4) . We find that the effects of HAART among non-AIDS patients are if anything stronger in the short and long runs, and always statistically significant. 37 Third, to address changes permanent dropout trends after HAART, we also re-run the analysis reported in Table 2 but on a subsample of subjects that we confirmed were alive as of 2000 and a subset of subjects confirmed alive as of 2005. 38 For the alive-in-2000 subsample, we can estimate a treatmenton-treated effect without survival bias in the short-and medium-run. We can do the same even in the long-run for the alive-in-2005 sample. The results are presented in the last four columns of Table 4 . As with the non-AIDS sample, we find the effects of HAART in each of the long-lived samples we examine 36 Because of temporary drop out, our regression sample starts in 1990 with 693 subjects (667 primary drug users) rather than all 1,465 unique subjects (1,409 unique primary drug users). Because the rate of permanent drop out exceeds the rate of entry, the sample size falls monotonically to 372 subjects (363 primary drug users) by 2005. On average, each subject is observed for six years during the sample period. 37 We conducted the same exercise with HIV viral load rather than CD4 count and obtained similarly strong results. 38 We cannot address temporary drop out with this test. Multiple imputation methods cannot solve this temporary drop out problem because we would be imputing the dependent variable (participation) with other dependent or independent variables, which would cause us to underestimate our standard errors. Thus, an assumption we make for identification is that the probability of observing the dependent variable is independent of HAART.
are somewhat stronger in short-run levels and long-run trends, and somewhat smaller medium run trends. However, HAART has a significant depressive effect on trial participation in all periods. This implies that there is no substantial survival bias in our estimates. Therefore, we use the entire samplenot just subjects alive in 2000 or 2005 -for our subsequent empirical analysis.
Aside from bias, the main implication of drop out is that we lose observations that can be used for identification of individual fixed effects in our specifications. Given that we find significant effects of HAART on participation, despite the small sample size, we are not concerned about loss of power due to drop out.
Explaining the observed changes in the participation rate
The previous subsections identified the effect of HAART on trial participation to illustrate a robust reduced form relationship between innovation and equilibrium trial participation. Given our model of trial participation, one might wonder why observed participation fell after HAART. First, did HAART reduce the willingness of patients to participate in trials -the supply side of the market -or did it lower the number of trials that tried to recruit patients -the demand side of the market? Second, if HAART affected supply, how can the change be decomposed into effects due to changes in conventional care's quality versus price? Third, since the implicit wage for a trial participant is affected by the design of the trial, how did HAART affect participation, holding the design of trials constant? We address these questions in turn.
a. Supply versus demand response
For a number of reasons, we think that the reduced form relationship between HAART and equilibrium trial participation is driven by changes in the supply of subjects rather than demand for subjects. First, Section II.C documented that prices are capped in the market for human research subjects. As a result, there is likely to be excess demand for subjects in each period. Because quantity is the minimum of supply and demand when prices are capped, quantity will be set by supply. In equilibrium, the supply of subjects is rationed across trials by queuing, which manifests as development time. This sort of rationing implies that the per period participation rate, , is affected by supply but the duration of development, , is affected by demand. Therefore, our estimates of the effect of HAART on the per period trial participation rate identifies the supply behavior of subjects. Even if the introduction of HAART reduced demand by decreasing, , we predict it would not cause the observed decline in trial participation per period. 39 In other words, a sufficient identifying assumption for the effect of HAART on supply is that the equilibrium wage is determined by a binding cap.
Second, we investigate whether HAART affected the rate of exit from existing clinical trials, a response that is likely to be driven only by supply side factors. In theory, patients may have exited trials after HAART because they no longer wanted to participate -reduced supply -or because drug companies cancelled trials -due to reduced demand for innovation. 40 In standard labor markets "quits"
versus "fires" are hard to distinguish empirically, but this is less of an issue for clinical trial recruitment.
In practice, we can rule out "fires" because it is standard ethical practice not to cancel ongoing trials unless the treatment drug in the trial clearly works or that drug has a severe side effect (Cannistra 2004). 41 Ethics rules do not permit cancellation because some other drug outside the trial works well.
Empirical support for this view comes from data on trial terminations from the AIDS Clinical Trials Group (ACTG), the main organizing body for HIV/AIDS trials during the period. According to Figure 7 , while the number of trials terminated in 1996 were higher than average, it was less than the number terminated in 1994, prior to HAART. Moreover, trial terminations in the years after 1996 did not exceed those prior to 1996. If reduced demand for innovation after HAART was not causing trial terminations, then the exit rate from trials is a good measure of the supply-side of the trial participant market.
Raw data on exit rates after HAART can be seen in Figure 4 : there was a sharp increase in the exit rate in 1996. The regression analyses reported in Table 5 also provide additional evidence of HAART's impact. We conduct the same analysis as in Panel A of Table 2 except that we replaced the dependent variable with exit from trials and confined the sample to subjects who were enrolled in trials the previous year. Table 5 reports the resulting coefficients not only on the 1995 and 1996 indicators, but also on indicators for medium term pre (1992-1994) and post (1997) (1998) (1999) indicators, in order to paint a picture of the full timeline of exit rates around HAART. The results suggest that exit rates increased by up to 24 percentage points the year after the introduction of HAART. The short run change is significant in all specifications except 3, where our Wald tests yield a p-value of 0.06. Moreover, the 39 It might explain the decline if demand fell below supply, since equilibrium quantity is the minimum of supply and demand. However, that would imply a reduction in the explicit wage for subjects -or even payment by subjects to trial. To our knowledge, no declines in wage or payments by subjects have been observed. 40 It should be noted that a drug company may cancel a trial because of subjects dropping out. Thus, drug company terminations may also capture some supply side factors. 41 This policy may, of course, also be a result of the excess demand for subjects, making "firing" of them unlikely. medium term level response, comparing 1992-1994 with 1997-1999 is as large as the short-run effect and always significant. 42 While the exit rate results suggest that HAART reduced the supply of trial participants, they only reveal the behavior of subjects who were already in clinical trials, pre-HAART. They do not tell us about the entry of new subjects into trials, let alone whether that entry was driven by supply factors or demand factors. Although we cannot discriminate between the influences of supply and demand on entry rates, we can use the results from analysis of all subjects and of the subset of previous trial participants to bound the supply-side effect of HAART.
We begin by decomposing the total change in trial participation into the change in participation among the subjects who were not already in trials and those who were: , where and are population shares of non-participants and participants, respectively. To compare the relative roles of exit and entry on total participation, we estimate the regression used in the previous subsection, except that we replace the dependent variable with entry into clinical trials and confine the sample to subjects who were not enrolled in a trial the previous year. The results are presented in Table 6 . Surprisingly, we find that entry rose in the short run by 14 percentage points, which is consistent with the graphical data in Figure 7 . From these results we infer that the reduction in total trial participation in the short run can only be explained by an increase in exits. Since exits are driven only by supply, the reduction in total participation is a lower bound on the supply effects of HAART.
Finally, we present suggestive evidence that the amount of money spent on AIDS-related R&D, a proxy for demand for subjects, did not decline after HAART. Figure 8 plots NIH spending on R&D for HIV/AIDS between 1995 and 2010. It shows that federal spending continued to rise dramatically even after the introduction of HAART. Indeed, the data suggests that federal spending nearly doubled between 1996 and 2005, the last year of our regression sample. Although we do not observe private R&D spending on HIV/AIDS, we know that government agencies were the sponsor of more than half of all HIV/AIDS trials in the 1990s. Of the 1,121 ACTG trials, 581 were sponsored by NIH. Moreover, we have indirect data on private R&D that suggests that R&D did not plummet after HAART. Specifically, the number of AIDS drugs that private drug companies were testing in clinical trials increased steadily from 42 Our regression also finds an effect on exit rates in the long-run. However, that result is difficult to explain with HAART. Many who exited long after HAART was introduced likely also entered after HAART was introduced. Therefore, HAART could not have affected their exit decision. 25 in 1987 to 125 in 1997 (Neumann & Sandberg 1998) . In 2001, the number had fallen to 98 (PhRMA 2002), and stayed constant at 100 until the 2010 (PhRMA 2010).
b. Quality versus price response
Even if HAART largely operated through supply effects, to what extent did HAART operate through the quality versus price of conventional treatment? Prior literature and the graphical evidence in Figure 3 suggest HAART clearly improved the quality of conventional treatment (as measured by health outcomes). But HAART also increased the price of such treatment for uninsured patients.
Whereas AZT (conventional care prior to HAART) cost up to $8000/year in 1989 (NYT Aug. 28, 1989 ), a HAART regimen cost $12,000-$15,000 per year in 2000 (Steinbrook 2001 ). Our previous analysis argued that the quality improvement would reduce the supply of trial participants, while a price increase would increase supply. This suggests that the previously estimated effect of HAART on supply may underestimate the effect of improvement in quality on supply because of the offsetting effect of the price increase.
We address this issue by comparing subjects who had insurance to those who did not.
Individuals without insurance experienced a change in both the quality and price of conventional treatment after HAART. Individual with insurance, however, faced low co-pays both before and after HAART. Thus, they saw HAART mainly as a change in quality of conventional treatment. The specific model we estimate is
The variable represents the pre-and post-HAART indicator or trend, depending on whether we are modifying regression (11) or (12) . is an indicator for not having insurance. The coefficient on the uninteracted post-HAART indicator captures the common effect across the insured and uninsured groups and thus the effect of a change in quality after HAART. The coefficient on the post-HAART indicator interacted with uninsured status captures the differential impact on the uninsured and thus the effect of a change in price after HAART.
The results are presented in Table 7 . We find that that HAART reduced trial participation among insured populations. Relative to this group, uninsured populations experienced an increase in participation levels and trends, though this effect was insignificant in many specifications. This implies that the quality improvement due to HAART significantly reduced the supply of participants. The price increase after HAART, however, increased participation, though perhaps not significantly.
c. Unrelated trends in trial design
The decision to participate in a trial depends on the difference in the value of a trial and of conventional care. The value of a trial in turn depends on what the control group in a trial receives. In a placebo-controlled trial, subjects receive the equivalent of a sugar pill. In an active-controlled trial, however, the controls receive some other primary AIDS drug, often the best conventional treatment available outside the trial. Since active control trials offer more value to subjects, researchers may have responded to competition from HAART by switching from placebo to active-controls in new trials. This switch may have increased the expected value of trials and thereby offset some of the reduction in trial participation after HAART.
Our prior estimates of the effect of HAART are not conditioned on trial design. In order to provide estimates of the effect of HAART conditional on design, we estimate equation (14) separately on a subsample that focuses on active-controlled trials by excluding placebo-controlled ones (first two columns of Table 8 ) and a subsample that focuses on placebo-controlled trials by excluding active controlled ones (last two columns of Table 8 ). For active-controlled trials, we find a negative effect of HAART in short-run levels and medium-and long-run trends, all largely driven by quality changes. For placebo-controlled trials, we find significant effects only in trends estimated via logit regression. .
There is a second manner in which the design of HIV trials may have changed after 1996. The introduction of real time monitoring of viral loads by physicians outside of trials may have led new trials started after 1996 to give enrolled subjects real time information on their viral loads. 43 Because this design change would make it easier for subjects in trials to learn about whether the treatment they were assigned was effective, it would facilitate attrition from trials. For this reason, it is possible many new trials resisted the design change. However, if the design change were adopted in a significant fraction of new trials, it would have two observable effects. One effect is to increase long term rates of exit from trials. This is a long-term effect because trials do not change protocol midstream, meaning the change did not affect trials started before 1996. The other effect is to increase the long-term rate of entry into new trials. Subjects would be more willing to enroll in trials if it were possible to drop out when treatment in the trial seemed ineffective.
We test these predictions using the same entry and exit rate regressions we employ to distinguish whether the effect of HAART was driven by changes in supply of subjects or demand by trials.
We find moderate support for the proposition that trials adopted the design change. Figure 7 suggests 43 Investigators in trials had information on viral loads both before and after 1996 because viral loads were used as a surrogate endpoint in trials throughout the sample. Moreover, pre-existing trials did not change their protocols lest it modify the treatment effect estimated by data prior to 1996. that exit rates increased only temporarily after 1996, through our regression analysis in Table 5 suggests the effect may have lasted longer. According to the same figure and Table 6 , long term entry rates fell by as much as 10% after HAART. Although this is consistent with a limited adoption of the design change, we do not draw this inference because the decline in long-term entry rates could also be due to a reduction in supply of subjects or demand from trials due to improvements in conventional care.
IV. Concluding remarks and implications for future research
In this paper we argued that health care reforms, by affecting the price and quality of conventional care, have non-standard effects on development mediated by the market for research subjects, and consequently on future cost growth induced by medical innovation. We illustrated such subject market effects by exploring the introduction of Highly Active Antiretroviral Treatment (HAART) in 1996, a dramatic increase in the quality of conventional treatment for HIV/AIDs. We documented a substantial reduction in the supply of subjects due to this new innovation. In our conclusion, we explore a number of positive and normative issues that would be productive avenues for future research.
A. Location of medical R&D
Subject market effects have implications for the spatial location of medical R&D. In most other product markets, R&D performed in one country can be used to create a product sold in any other country. Therefore, it is efficient for the location of R&D spending to be determined independently of output market conditions in different regions. Under this view, a Swedish firm does not innovate for its own 9 million people, but for the world market. As a result, the output market in Sweden should not affect the nature of the R&D that firms perform in Sweden.
Medical R&D does not appear to conform to this wisdom. The locus of medical R&D has shifted dramatically in the last two decades from Europe towards the US. In 1990, Europe conducting 15% more R&D than the U. 
B. Optimal Sample Size Determination
Current regulation of clinical research for drug approval dictates sample size based on statistical power criteria (see, e.g., Food & Drug Administration 1998) . Prior economic analysis has expanded the analysis of sample size to balance the immediate financial cost of enrolling more subjects with the benefit of avoiding incorrect treatment decisions (see, e.g., Claxton & Posnett 1996) .
Pareto optimal experimental design, however, is inherently an inter-temporal consumption problem of delaying treatment for most consumers til tomorrow in order to learn about product quality amongst a small number of consumers today. Subject market effects will affect this balance because recruitment of larger samples, , delays development. Holding other considerations constant, this suggests output market considerations will tend to lower optimal sample sizes. Counterintuitively, it also suggests that optimal sample sizes may depend on both the quality and the price of conventional treatment.
C. Subject Compensation
Bioethical rules impose a binding cap on wages for human research subjects. In our framework, this constraint amounts to a restriction that the price charged for experimental therapy in a trial cannot be too negative. There are two mechanisms through which this cap may impact welfare.
First, the constraint may satisfy some ethical criteria that may matter to welfare. For example, it may serve some deontological aims such as preventing patients from being coerced by payment into dehumanizing action; preventing patients from making medical decisions motivated by "impure" aims,
i.e., something other than their own health or altruism; or it may challenge the professional ethos that elevates care of patients in medicine (e.g., Reiser 2005). Alternatively, the constraint may satisfy a consequentialist aim, such as preventing irrational individuals from making decisions that do not promote their own utility (e.g., Fry et al. 2006 ). Some bioethicists argue, however, that more robust informed consent and counseling can address both the deontological and consequentialist concerns with subject compensation (e.g., Grady 2005) .
Second, the wage constraint may affect the pace of innovation due to subject market effects. To begin with, relaxing a binding wage constraint must increase innovator profits, , for the simple reason that unconstrained profit maximization cannot lower profits. This will increase both the probability that a new drug is developed and the welfare of patients and innovators if the drug is developed. Moreover, the wage constraint may induce investigators to engage in non-price competition for subjects by altering a trial's design features. For example, investigators often lower the probability of receiving the control or employ active rather than placebo controls to raise trial enrollment. Holding constant sample size, these design changes might reduce the quality of information produced by trials.
Finally, even without regard to probability of new drug development, the wage constraint may reduce static social welfare. Compensation enables subjects to internalize the positive externality that their consumption provides to future patients. Thus, when a manufacturer funds subject compensation from its future sales, it partly completes the incomplete market between current and future consumers.
D. First Mover Advantage in Medical R&D
Subject market effects have direct implications for the differential R&D costs associated with first-in-class entry versus subsequent or so-called me-too innovation. Our analysis suggests that first-inclass drugs have a first mover advantage for two reasons. First, firms have lower R&D costs when they alone are recruiting subjects in a disease class. Second, first-in-class innovations, by raising quality of conventional care in the output market, slow down development of subsequent development. In other words, medical R&D may have a self-limiting effect, with earlier innovations raising the cost of subsequent innovations. This first-mover advantage may have important market structure implications (see Tirole (1993) ). It also has important implications for the optimal speed of creative destruction for medical products.
E. Comorbidities and Cross-Diseases Effects
Future analysis should also consider the interaction between R&D activities for different diseases. Our analysis focused on a single disease for which experimental and conventional care were gross substitutes in the sense that participation in trials rose with output prices. When there are multiple diseases that have separate trials recruiting subjects, the price and quality of conventional care for a given disease not only affect development times and innovative returns for that disease, but also for other diseases through multiple channels.
For example, conventional care for one disease may affect the prevalence of a second disease.
For example, if conventional care for treating heart disease improves, there will be a larger population facing co-morbid risks, such as Alzheimer's disease. This in turn lowers development times for Alzheimer's research. As a result, while innovation may be self-limiting within a disease, it may increase innovative returns for competing diseases (e.g., Geoffard and Philipson 1999). This has important implications for the debate over whether and why there has been a slowdown in aggregate productivity of medical research (e.g., Cockburn 2007) . The productivity of medical R&D is negatively affected by the self-limiting effects of R&D within a disease, but positively affected by cross-disease effects.
More generally, we have endeavored to provide support for the claim that there is a unique relationship between output markets and development in health care. This relationship suggests that standard positive and normative analysis of R&D may not necessarily apply to medical product markets.
In particular, reforms to the quality and price of conventional care will have non-standard implications for the cost of R&D and thus the future spending growth fueled by such R&D. Given the enormous economic benefits of previous medical advances and the potentially large gains that medical progress may deliver in the future (Murphy & Topel 2006 ), a better understanding of the unique dynamics of medical R&D seems warranted. Table 2 for a description of the dependent variable and the treatment variable definitions across Panels A -C and of control variables and coefficient reporting in Specifications (3) and (4) . Observations are at the subject x drug type x year level and weighted to so each individual x drug type paid has the same weight. The sample includes subjects on primary or secondary AIDS drugs. The coefficients identify changes in the dependent variable among primary drug users relative to secondary drug users, so identification uses a difference in difference (DD) design. Standard errors are reported under coefficient estimates. In all columns, standard errors are clustered at the subject-level. ***/**/* indicate p<0.01/0.05/0.1. We report the p-value for a Wald test of the difference between pre and post coefficients in each panel. Table 2 for a description of the dependent variable and the treatment variable across Panels A -C and of control variables and coefficient reporting in Specifications (3) and (4) . In the first two columns, subjects are included in the sample only if their CD4 count never falls below 200. In the middle two columns, observations are kept only if the subject is still in the sample in 2000. In the last two columns, observations are kept only if the subject is still in the sample in 2005. All observations are at the subject x year level and weighted so each subject has the same weight. The sample includes only subjects who were on primary AIDS drugs each year in the first four columns. The coefficients identify changes in the dependent variable among primary drug users relative to a linear trend. Each regression contains a linear trend, so identification is off a linear trend. Standard errors are reported under coefficient estimates. In all columns, standard errors are clustered at the subject-level. ***/**/* indicate p<0.01/0.05/0.1. We report the p-value for a Wald test of the difference between pre and post coefficients in each panel. Table 5 . Effect of HAART on supply: analysis of exit rates. (1) (2) (3) Primary drug users Note: The dependent variable is whether the subject exited a trial. See Table 2 for a description of the treatment variable across Panels A -C and of control variables and coefficient reporting in Specifications (1) - (4) . Observations are at the subject x year level. They are weighted so each subject has the same weight. The sample includes only subjects who were on primary AIDS drugs each year and were enrolled in a clinical trial the previous period. The coefficients identify changes in the dependent variable among primary drug users relative to a linear trend. Standard errors are reported under coefficient estimates. Standard errors are clustered at the subject-level. ***/**/* indicate p<0.01/0.05/0.1. We report the p-value for a Wald test of the difference between coefficients on the indicated variables. Table 6 . Effect of HAART on supply and demand: analysis of entry rates. (1) (2) (3) Primary drug users Note: The dependent variable is whether the subject entered a trial. See Table 2 for a description of the treatment variable across Panels A -C and of control variables and coefficient reporting in Specifications (1) - (4) . Observations are at the subject x year level. They are weighted so each subject has the same weight. The sample includes only subjects who were on primary AIDS drugs each year and were not enrolled in a clinical trial the previous period. The coefficients identify changes in the dependent variable among primary drug users relative to a linear trend. Standard errors are reported under coefficient estimates. Standard errors are clustered at the subject-level. ***/**/* indicate p<0.01/0.05/0.1. We report the p-value for a Wald test of the difference between coefficients on the indicated variables. Table 7 . Effect of HAART: separating price and quality effects. (1) (2) (3) Table 2 for a description of the dependent variable and treatment variable across Panels A -C and of control variables and coefficient reporting in Specifications (1) - (4) . Observations are at the subject x year level. They are weighted so each subject has the same weight. The sample includes only subjects who were on primary AIDS drugs each year. The coefficients identify changes in the dependent variable among primary drug users relative to a linear trend. Standard errors are reported under coefficient estimates. Standard errors are clustered at the subject-level. ***/**/* indicate p<0.01/0.05/0.1. We report the p-value for a Wald test of the difference between pre and post coefficients in each panel. Table 2 for a description of the dependent variable and treatment variable across Panels A -C and of control variables and coefficient reporting in Specifications (3) Number of trials 1 9 9 0 1 9 9 1 1 9 9 2 1 9 9 3 1 9 9 4 1 9 9 5 1 9 9 6 1 9 9 7 1 9 9 8 1 9 9 9 2 0 0 0 2 0 0 1
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