The recognition of biomedical concepts in natural text (named entity recognition, NER) is a key technology for automatic or semi-automatic analysis of textual resources. Precise NER tools are a prerequisite for many applications working on text, such as information retrieval, information extraction or document classification. Over the past years, the problem has achieved considerable attention in the bioinformatics community and experience has shown that NER in the life sciences is a rather difficult problem. Several systems and algorithms have been devised and implemented. In this paper, the problems and resources in NER research are described, the principal algorithms underlying most systems sketched, and the current state-ofthe-art in the field surveyed.
INTRODUCTION
Over the past years, biology has become an information science. 1 While traditionally characterised by experiments and observations, biology is more and more concerned with the analysis of large amounts of information. Consequently, the way that information is stored, managed, visualised and searched is of growing importance. 2 This can be witnessed both in the ever-growing number of databases 3 and in the rapidly growing number of publications.
At the time of writing, the Medline database 4 contained approximately 15 million scientific abstracts with a growth rate of about 400,000 articles per year. Owing to these immense numbers, it is very difficult for a biologist to keep up with the literature, even in a very specialised area of research. Tools to help researchers cope with the information overload are therefore needed. Furthermore, many new technologies in molecular biology are high-throughput methods, such as gene expression arrays, 5 yeast-2-hybrid screens 6 or protein identification using mass spectrometry. 7 Studies using these techniques typically lead to experimental results for thousands of objects at the same time. For many interesting questions these results need to be augmented with external information. For instance, analysis of microarray data greatly benefits from considering functional annotation of genes in addition to pure expression levels. 8 This additional information is often very difficult to achieve because it is mostly available only in the form of free text, ie in scientific publications, and not in structured databases. Since searching textual resources is much more difficult than searching structured databases, this information is often called 'hidden'. One method to uncover such information hidden in free text is text mining.
Building on techniques from machine learning, natural language processing and pattern matching, text mining is concerned with algorithms and tools for searching large text collections despite the fuzziness of human language. In this context, 'searching' must be understood in a broad sense, including information extraction (for faster search afterwards), document clustering (for searching by similarity) and document classification (for improving text indexing). Two prominent examples of text-mining applications in the life sciences are the 'Related Articles' functionality in PubMed 9 and the extraction of gene/ protein interaction networks from a text collection. 10 However, prior to finding protein interactions, one must first identify proteins. Though this might sound like a trivial task to solve, it is not. Over the past years it has turned out that the recognition of biological objects in written language is very difficult due to many factors, including a general lack of naming conventions, excessive use of abbreviations, frequent usage of synonyms and homonyms, and the fact that biological objects often have names consisting of many single words, such as 'human T-cell leukaemia lymphotropic virus type 1 Tax protein'. The latter example also shows that it is usually not clear where a name starts or ends, even for human readers. Many biologists would argue that the first word 'human' and the last word 'protein' are not part of the protein name itself, while others would claim the contrary.
In this paper, we survey the current state-of-the-art in named entity recognition (NER) for biomedical applications, ie the task of identifying gene, protein, diseases, etc, names in natural text. Though the NER problem is not interesting to biologists itself, NER tools are important building blocks for text-mining tools supporting biologists. 11 Therefore, the NER problem has received considerable attention over the past years. (Note that the NER problem is studied for much longer in information retrieval, but usually on objects such as company or person names. For an overview, search for proceedings of the Message Understanding Conferences (MUC).) Early papers on the topic are Nobata et al., 12 Craven and Kumlien 13 17 including a technical survey on NER systems. 18 NER in the life sciences is also covered briefly in several surveys on general text mining. 11, 19 In the next section, we discuss NER in general, putting a focus on the evaluation of NER. This is followed by a discussion on basic tools and algorithms. A description is then given of several NER systems, grouped by the fundamental method they use.
NAMED ENTITY RECOGNITION
NER actually consists of three different problems -the recognition of a named entity in text, the assignment of a class to this entity (gene, protein, drug, etc), and the selection of a preferred term for naming the object in case that synonyms exist. The latter is especially important if the recognised entities are to be combined with information from other resources, such as databases. In this survey, we concentrate on the first two problems. Further, we make no explicit distinction between these two tasks, as most NER systems are class specific, ie they are designed to find only objects of one particular class or set of classes.
NER tools can be applied to find all kinds of entities, such as gene or protein names, diseases and drugs, 20 mutations 21 or properties of protein structures. 22 However, most current systems concentrate on gene/protein names and do not distinguish between these two classes. Therefore, this paper also focuses on gene and protein names. 23 making it very difficult to integrate information from different sources. Similarly, many genes and proteins have more than one name. Furthermore, especially in the beginning of the genomic era, gene names were not distinguished from normal language. Many genes from Drosophila, one of the first genomes studied, are named after a specific phenotype of a mutant. Gene names such as 'white' (symbol w), 'shaggy' (symbol ssg), or 'mind the gap' (symbol mtg) make it almost impossible to find gene-related articles using full-text search. The problem gets worse through inconsistent use of variations of names, including prefixes or suffixes with digits or letters ('MRP2', 'MRP3', 'Dbf4p'), use of special characters ( 'Cbp/p300-interacting transactivator'), or Greek letters ('CCAAT/enhancer binding protein (C/EBP), alpha'). These problems are not likely to disappear in the near future. Even if gene name standards such as those set by the HUGO committee would be used more widely, the large amount of existing publications would still contain 'old' names.
Problems in NER
More problems for NER arise from multi-word names and acronyms. Multiword names are names consisting of more than one word (or token). In the area of gene and protein names, multi-word names are rather the rule than the exception. For instance, in the BioCreative corpus of expert-tagged gene names, 53 per cent of all names consist of more than one token, and similar figures hold for other corpora. 24 Multi-word names are not only harder to find, but in many cases there is no agreement on the exact borders of such names, making evaluation of NER tools difficult (see section on 'Evaluation of NER systems').
Acronyms are abbreviations of names and are very popular in scientific writing because they allow for shorter texts. However, acronyms are difficult to resolve to their true names because they are often homonyms. For instance, the acronym ACE stands for 'angiotensin converting enzyme', 'affinity capillary electrophoresis', 'acetylcholinesterase' and a couple of other things. 25 However, tools for detecting and resolving acronyms typically report an accuracy of over 95 per cent. For a detailed discussion of acronym resolution see Krauthammer and Nenadic. 18 
Evaluation of NER systems
The purpose of an NER system is the automatic analysis of large amounts of text. It is important to know what quality can be expected from a particular method. Therefore, NER systems are evaluated using a 'gold standard', ie a collection of text (a corpus) where all interesting
Concepts, meaning and representation
What makes NER complicated? Synonyms, homonyms, abbreviations and ambiguities entities are marked (or tagged or annotated) by a human expert. Such gold standards serve as benchmarks for comparing different systems, and for tuning single systems. The performance of NER tools is typically measured in terms of precision (percentage of true entity names in all entity names found; also called specificity) and recall (percentage of true entity names found compared to all true entity names; also called sensitivity). These two figures are combined to the so-called F-measure, defined as the harmonic mean of precision and recall.
In contrast to this simple scheme, evaluating NER tools is actually rather difficult for a number of reasons. First, there are very few corpora available that are sufficiently large to allow the extrapolation of evaluation results to large text collections such as PubMed. Very often tools are evaluated on only between 10 and 100 abstracts. These results cannot be compared robustly with the results of other algorithms.
Second, the mark-up of entity names in the gold standard greatly depends on the particular person performing the annotation. No biologist knows thousands of genes and protein names including all their synonyms, abbreviations and variants. Thus, even an expert will usually not find all names in a text. Therefore, this process should always be performed by more than one person to enable the measurement of inter-annotator consistency, 26 which defines a natural upper bound on the quality achievable by automatic systems. It is also very important that annotators are given clear guidelines before starting their task. It frequently has been observed that annotation behaviour changes over time as annotators gather more experience with their task. Thus, intra-annotator consistency is also an important issue. 27 Unfortunately, none of the three large NER corpora discussed in the section 'Corpora and training data' was generated in such a way that intra-or interannotator measures could be derived. Inter-annotator consistency was only measured on smaller corpora, and is reported as being between 75 and 90 per cent for gene and protein names. 22, 28 Considering that the best current NER systems reach an F-measure around 85 per cent, there is a real danger that all systems reporting better results will only represent an overfitting of the method to the particular gold standard, ie annotator. Robust improvements exceeding an Fmeasure of approximately 85 per cent seem to be only possible within a specific project having a specific focus with a stable team of annotators.
This claim is supported by the third problem in evaluating NER systems. There is strong evidence that the severity of the NER problem depends on the particular class of names being searched. For instance, finding genes and protein names is simpler for yeast than for human or mouse, and particularly difficult for Drosophila.
29 Some corpora include mRNA or RNA in their scope for 'gene' names, others do not, again leading to problems with varying degrees of difficulty. 30 In particular, it is very hard to differentiate between gene and protein names.
Fourth, there are different definitions of 'true positive', again rendering the comparison of results very difficult. Under a strict evaluation scheme, algorithms need to recognise entity phrases exactly as specified by the annotator, with exact left and right boundaries. Under a loose evaluation scheme, the true and the predicted entity phrases only need to overlap, and various formulas exist for exactly scoring the degree of overlap. 24 Note that missing a border under a strict scheme, ie making a phrases a word too long or a word too short, is punished twice by the standard evaluation, since it results in a false negative (the exact name was not found) and a false positive (a 'false' name was found). The detection of word boundaries has turned out to be one of the most difficult tasks in NER, and thus performance results differ substantially for different evaluation schemes. For Finally, evaluation should always be performed in a task-specific manner, as systems can and must be tuned to meet different needs. For instance, generation of large protein-interaction networks intended for human browsing might use NER tools with partial matches and tuned for high recall, since false or incomplete names are tolerated by human users. In contrast, database curators are often only interested in systems offering high precision to reduce the amount of manual intervention. 33 
TOOLS
NER systems mostly build on techniques from the areas of machine learning and of natural language processing. Many tools in these areas are freely available. With machine learning, we refer to the analysis of data sets to extract models describing the data. For NER, these data sets mostly are text corpora and dictionaries, ie lists of entity names.
Machine learning (ML)
Several machine learning techniques have been used for the NER task. We discuss the three most prominent examples: naive Bayes, support vector machines and hidden Markov models.
Naive Bayes approaches analyse distributions of properties within different classes, thus reflecting that certain properties appear more often in one particular class than in all others. Based on the properties of a new instance, they calculate the probabilities for belonging to either class. This approach can be used to classify words or phrases as being an entity name or not, using properties such as letter frequencies or word length characteristics. Implementations of naive Bayes algorithms, as many other machine learning techniques, are for instance available in the WEKA toolkit. 36 The latter is particularly useful due to many existing interfaces to scripting languages. The features used for SVM classification in general are the same as for naive Bayes.
Hidden Markov models (HMM) use the order in which features appear in text, such as the order of words in a sentence. They aggregate statistical information from labelled examples to predict the most probable sequence of events (eg series of grammatical features) for a given sentence. To encode typical characteristics of single words, HMMs use derived features similar to those used in other ML approaches. A freely available implementation of HMMs is, for instance, Jahmm.
37

Natural language processing (NLP)
Many NER systems use metainformation generated by grammatically analysing sentences. For instance, algorithms for part-of-speech (POS) annotation classify tokens in a sentence into nouns, verbs, adjectives, prepositions, etc (see Figure 1) . Text chunking provides information on noun and verbal phrases. The subject-object structure can be discovered with so-called shallow parsers. Finally, some systems use full sentence parsing, but they must cope with the fact that only a small fraction of all sentences can be fully parsed using current technology. 38 POS tagging is the most frequently used NLP technique. One of the first Turning NER NER and classification publicly available POS taggers is the rulebased Brill tagger. 39 Tags'n'Treegrams is based on an HMM and is one of the best performing POS-taggers to date. 40 TreeTagger includes both a tool for POStagging and for sentence chunking. 41 All POS-taggers come with models trained on standard corpora, giving them a bias towards sentence structures found in newspaper articles, but can be re-trained on annotated texts dedicated to specific NER tasks. Zhou et al. report that POS taggers adapted to the biomedical domain help to improve performance. 42 Clegg and Sheperd present a detailed comparison of standard and adapted taggers on the GENIA corpus. 43 A retrained POS tagger can even be used directly as a biomedical NER tool, as shown in Smith et al. 44 
Corpora and training data
Virtually all NER systems require annotated corpora to train their models or deduce their rules. The best-known corpora for gene/protein NER are BioCreative, 45 GENIA 46 and Yapex.
24 Table 1 gives some figures describing these corpora. For diseases and treatments, the BioText corpus provides annotated examples. 47 All corpora have been used for the evaluation of NER systems, and for some NER systems measures on more than one corpus have been published. Inter-corpus cross-validations -training on one corpus and evaluating on the other -are especially important to learn about systematic differences between annotators. The differences are surprisingly high. Dingare et al. 28 report a 13 per cent difference in the achieved Fmeasure of their system when run on the BioCreative and BioNLP/NLPBA corpus, respectively. Our own experiences with all three NER corpora strongly support this observation (unpublished).
Note that studies on the information distribution in corpora also provide useful insights into language usage in life science publications from a more general perspective. In particular, there is a great difference in the information content of different sections of a publication (introduction, methods, results, etc), as shown by several authors. 48, 49 Textmining systems can exploit this information to adopt specific models for mining abstracts, full papers, patient records, patents, etc.
For all classes of named entities, dictionaries of name lists are used to enhance NER performance -either indirectly by deriving characteristics of the names in the dictionary to build better models, or directly by matching Table 2 gives a selection of NER tools that are freely available.
Dictionary-based approaches
Dictionaries essentially are large collections of names, serving as examples for a specific entity class. Matching dictionary entries exactly against text is a simple and very precise NER method, but yields only very low recall. To compensate, one can either use inexact matching techniques, or try to 'fuzzify' the dictionary by automatically generating typical spelling variants for every entry. The extended dictionary is then used for exact matches against the text.
29,53
Notably, even BLAST 54 has been used as an inexact matching algorithm. 55 Characters, numbers and special symbols are all encoded using four-tuples of DNA bases. BLAST then searches for similarities between phrases and a dictionary derived from GenBank gene names that was encoded using the same scheme.
When dictionaries are built from database entries, dictionary-based approaches have the important advantage that term normalisation becomes trivial. For instance, the Whatizit system is able to directly link protein names to their respective UniProt-ID using a dictionary generated from the UniProt database. 33 
Rule-based approaches
Rule-based approaches build on the definition of rules to separate different classes. Early systems used hand-crafted rules to describe the composition of named entities and their context. For instance, surface clues (capital letters, symbols, digits) might be used to extract candidates for protein names.
14 These core terms are expanded according to a set of syntactic rules. As an example, particular functional terms surrounding a candidate are included in the protein name (such as 'kinase' or 'receptor'). A POS-tagger may be used to also provide grammatical information for further expansion rules. For instance, it is a common rule to include all parts of a nominal phrase in the entity name as soon as at least one of its tokens was identified as part of an entity name.
The PASTA system uses a mixture of heuristic and machine-learned rules. 22 Twelve different classes of entities (ranging from 'protein' to 'quaternary structure') are represented by a set of templates. The system consists of two major components, one for terminology Rule-based NER systems use heuristic and machine-learned rules to identify names Dictionary-based NER approaches match text against a fixed name list The usage of heuristic rules, ie rules generated with human intelligence, makes training on a rather small training corpus possible.
Compared with other approaches, rulebased systems are not robust towards unseen names. Another drawback is the time-consuming process of manually deducing and tuning patterns from examples, and the substantial amount of interference between rules. Sophisticated rule-based systems often reach very high precision. However, the more specific the rules are, the lower the achieved recall.
Classification-based approaches
The most popular technique in biomedical NER is to transform the NER task into a classification problem, either for single words or for multi-word phrases. Applying a naive Bayes classifier, Nobata et al. trained a model to distinguish between four different categories of named entities: source, protein, DNA and RNA. 12 They also compared their system to a decision tree learner and report that the latter outperformed the naive Bayes model.
YamCha is a word-based classification system using support vector machines. 56 Features are different types of surface clues and morpho-syntactic properties of named entities and their surrounding words, as well as matches of tokens against a dictionary. YamCha transforms the binary decision (named entity or not) into a three-class problem, distinguishing the first word of a named entity from following words (BIO, begin-insideoutside of an entity), and reports that this transformation boosted performance.
GAPSCORE uses features such as dictionary matches, word occurrence, context and word morphology. 31 Word hits are expanded into phrases using POS information. The system computes individual weights for many features by measuring differences in frequency of appearance in positive examples and arbitrary Medline words. The authors compared naive Bayes, SVM and a Maximum Entropy model reporting only minor differences between all three algorithms.
The approach proposed by Curran and Clark 57 applies a maximum entropy tagger to the NER problem. Though no results have been presented for biomedical NER, the technique proved highly successful for non-scientific NER, ie for recognising person names, locations and organisations. We discuss another approach using maximum entropy Markov models for biomedical NER in the next section.
Classification approaches usually consider each word one-by-one, and mostly do not take the order of words into account. Features generated from a word or the surroundings of a word are represented as an order-independent vector. Some systems differentiate between features seen before, inside or after a named entity. 56 Methods including the sequential order of words are discussed in the section 'Sequence-based approaches'.
All machine learning approaches are very sensitive to the selection of features used for training and classification. Choosing the 'right' (ie best performing) set of features is a time-consuming and error-prone task. It is mostly performed in a trial-and-error fashion, testing different combinations of features without any guarantee that another corpus would not require another feature set. Automated feature selection therefore is a very important subproblem of ML-based NER. For instance, we found that the prediction quality of our NER classifier on the BioCreative corpus is practically not effected by removing up to 95 per cent of all features. 32 In addition, this paper discusses a large variety of different features proposed for NER and their respective influences on prediction performance.
Sequence-based approaches
In contrast to classification-based approaches, which only consider words or phrases, sequence-based systems consider Classification-based approaches rely on characteristic features of phrases the complete ordered sequence of tokens and part-of-speech tags in a sentence. All these systems perform a statistical analysis on the training corpus, and later deduce the most probable sequence of tags for a given sequence of words.
Kinoshita et al. 58 use a simple but efficient way of including sequential information by retraining the TnTTagger on a biomedical corpus using standard POS tags plus specific tags for entity names. Some rule-based postprocessing stages are added for correcting errors, especially word boundary-related errors. In addition, abbreviation resolution detects missed hits in cases where either the long or short form is tagged.
Dingare et al. 30 report on a system using a maximum entropy classifier as the basic component of a maximum entropy Markov model. Using a Viterbi-style algorithm, the system predicts the most probable sequence of single classifications for the tokens of a sentence. Maximum entropy models are able to deal with large numbers of input features: in the case of Dingare et al., 30 approximately 1.25 million features were used.
Conditional random fields are another probabilistic sequence tagging framework. 59 On the BioCreAtIvE corpus, conditional random fields were one of the best performing methods.
Advantages and disadvantages
There exist a number of reasons for using dictionary-, rule-or machine learningbased techniques. These approaches differ in the amount of human intervention needed to build a system, the adaptability to other entity classes, the possibilities to incorporate expert knowledge and, of course, the quality of predictions.
Machine learning techniques depend greatly on the existence, size and quality of annotated textual examples. Using a dictionary as the only input to a model saves the laborious task of annotating a corpus, but hinders the inclusion of contextual information. Fixed lists of names, collected from an expert-curated database, also provide unique identifiers for each instance, a problem not solved by machine learning approaches. On the other hand, to improve recall, usage of dictionaries necessitates refinement of entries or fuzzy matching algorithms to achieve robustness towards spelling variants and unseen names, leading to the severe danger of overfitting.
Rule-based systems incorporate expert knowledge in a simple way. Assuming the existence of a proper rule definition language, the model, ie the set of rules, itself is human readable, easy to understand, and can be extended step-bystep, moving from common to more specialised rules. In contrast, machine learning approaches typically only generate large lists of numbers that cannot be interpreted in any useful manner. However, rule-based systems suffer from a strong trade-off between precision and recall. Highly specific rules lead to high precision, but in the extreme case, a new rule must be designed for every example, causing bad recall owing to unseen examples. On the other hand, rules that are too general lead to better recall but low precision.
In addition, once a rule set has been defined it cannot be adapted automatically to different entity classes. In contrast, machine learning approaches can simply be retrained on a different corpus with different classes of entities being marked. This retraining often leads to good results very quickly, though re-engineering of feature generation and selection is necessary to achieve the best possible results. It is natural to consider hybrid approaches to combine the best of all worlds. Such systems are discussed next.
Hybrid approaches
Current NER systems often do not rely only on a single technique, but use processing pipelines with multiple stages (see Figure 2) . Pre-processing prepares and enriches texts, using NLP methods for proper sentence-splitting and POS tagging, and adds annotation from external resources. Later, several machine Hybrid approaches try to exploit the advantages of different techniques learning techniques are applied in parallel to mark entities. Rule-based postprocessing stages deal with refinement of predicted candidates, resolution of abbreviations and exploitation of multiple occurrences of the same entity within the text.
Whenever more than one classifier is used in parallel, post-processing must include a form of decisions making in case of conflicting results. This can be implemented by using meta-learning, the simplest form of which are voting schemes. The system in Zhou et al. 60 uses an ensemble of two HMMs and one SVM classifier with majority voting. The two HMMs are trained on different corpora (BioCreAtIvE and GENIA). This seems to enable the system to properly adapt to different corpus properties. Another meta-learner is described in Mika and Rost. 61 Here, three different SVMs are used that are trained on different corpora using different feature sets. A fourth SVM takes the results of the three original SVMs as features and generates the final result.
CONCLUSION
NER in biomedicine has been studied for approximately ten years. In this time, a number of companies have emerged that also offer commercial text-mining tools, usually branded as 'knowledge management' tools. Examples are Temis#, Linguamatics# and ClearForest#. Over those ten years, systems have grown considerably in complexity, starting from simple rulebased pattern matchers to sophisticated, hybrid machine learning classifiers.
It is very likely that this growth in complexity has also led to better performance, though it is not possible to prove this claim, as reasonable comparisons of systems have been performed only in the past few years. As discussed in the section 'Evaluation of NER systems', it is unlikely that much further improvement is possible on the NER problem on general classes, but progress is likely in specialised areas. In particular, species-specific NER is a promising direction, but currently still hindered by the lack of sufficiently large, species-specific corpora. Furthermore, specialised NER systems for diseases, drugs, species names, cell lines, etc probably will soon appear, as the techniques are readily available. It remains to be seen which of these classes will turn out to form easy or difficult problems.
The lack of corpora remains a severe obstacle to further development. Therefore, it is likely that future systems will address learning from unlabelled samples. If at least some examples can be tagged by an automated system with very high precision, NER systems may consider surrounding words to learn reliable context patterns. Using these patterns, more examples could be labelled, thus enriching the corpus step by step.
There is a trend in life science text mining to move away from NER and closer to biology-related tasks, such as detecting functional properties of genes or , on which basis models are built, sometimes using external data. These models are applied on a test collection, and detected named entities undergo a post-processing procedure
