In this article, a distributed optimization problem for minimizing a sum,
Introduction
In this article, we focus on the problem of distributed convex optimization defined on a directed graph containing n nodes (or agents). The n agents solve the following problem cooperatively,
over a common decision vector u ∈ R n , with f i : R n → R being a private convex cost function of the agent i. Problems of the form (1) arise frequently in various engineering applications such as in sensor networks for robust statistical inference [1] , multi-agent coordination and control [2] , as well as distributed machine learning [3] that can be reduced to variations of the problem (1) . The initial study of the problem of distributed optimization can be traced back to the seminal works [4] , [5] . Since then, the problem of optimizing the sum of convex functions in a distributed manner has received significant interest [6, 7, 8, 9, 10] . Existing first-order methods for solving (1) in a distributed manner include the gradient or subgradient methods [6] , [11] . The subgradient-push method of [12] , [13] , the fast subgradient method of [14] , and the dual averaging method proposed in [10] are among some other existing methods in the literature. The methods in [6] - [13] achieve a sub-linear convergence rate for convex function f 's. More recent works [15, 16, 17, 18] have achieved better results with linear convergence rates for convex and smooth functions. The algorithm in [14] adopts Nesterov's acceleration method to provide an outer loop complexity of O(1/k 2 ), where k is the iteration counter. However, the work in [14] utilizes a diminishing step-size rule and an inner loop utilizing multiple consensus steps per iteration which incurs a larger communication burden on the network. To this end, the paper [19] presented a method which utilizes a single consensus step and achieves O(1/t 1.4− ) convergence rate for all ∈ (0, 1.4).
In this article, we propose a novel approach termed the gradient-consensus scheme. Under the assumption of function f being strongly-convex and f i 's being L fi -smooth functions the gradient-consensus gives a geometric rate of convergence. In particular, at iteration k of the algorithm the local estimate of all the agents converge to the optimal solution at a geometric rate within an error that is O(ρ) where ρ can be chosen to be arbitrarily small. As a consequence the objective function value evaluated at the local estimate of every agent i also converges to optimal value at a geometric rate. The gradient-consensus scheme uses a finite-time terminated ρ−consensus protocol (discussed in detail later) along with a gradient descent iteration to move towards the optimal solution. The ρ−consensus protocol allows each agent to compute an approximate average of the local estimates produced after the gradient descent iteration. This approximate average is consensual and is ρ−close to the average. Thus, the agent estimates are designed to remain ρ−close to each other after every iteration of the gradient-consensus algorithm. As, after each iteration the local estimates of the agents are close to each other the gradient-consensus method effectively carries out an approximate centralized gradient descent iteration to solve problem (1) . Note that the parameter ρ here, is a constant independent of the problem and the network topology. For illustrative purposes, the proposed gradient-consensus algorithm is used to solve two distributed optimization problems over a directed graph of ten nodes. The results demonstrates the applicability and the effectiveness of the algorithm. Summary of contributions: In this paper, we propose a first-order algorithm termed the gradient-consensus scheme. We assume that the function f i 's are Lipschitz-differentiable and the composite function f is a strongly convex function. Under these assumptions, the gradient-consensus gives a geometric rate of convergence where the local estimates at all agents converge to an optimal solution at a geometric rate within an error that is O(ρ) where ρ is a parameter of the ρ-consensus protocol and can be chosen to be arbitrarily small. The objective function value evaluated at the local estimate of every agent i is also shown to converge to the optimal value at a geometric rate. Unlike the ergodic error estimates common in the existing literature [6, 10, 15, 16, 20] , bound on the error between the objective function at the local estimate of the optimal solution, and the optimal value is provided at each iteration. In contrast to [6, 12, 14] where, a uniform bound on the (sub)gradients is assumed, our method does not require the bounded gradient assumption for convergence to hold. We also relax the common assumption of individual functions f i 's being strongly convex [14, 18, 19] and do not make any assumptions on the solution set [19] . The proposed gradient-consensus algorithm is suitable for directed graph topologies unlike some of the existing works [15, 6, 14, 19] . The proposed gradientconsensus algorithm does not require a central entity for co-ordination and hence, can be readily applicable in ad-hoc networks which require a distributed synthesis. Moreover, the schemes discussed in [6, 15, 14, 19] need a central entity for network set-up, where, weights of the consensus setup need to satisfy a doubly stochastic property; only column stochasticity is needed for our algorithm, which limits their applicability in truly distributed scenarios. Our scheme does not require the knowledge of global parameters unlike some existing methods, (see the assumptions on step-size in Theorem 4 of [19] , for example) and depends only on the local parameters for a distributed implementation.
The rest of the paper is organized as follows. In Section 2, we discuss the problem description, and the main convergence results for the gradient-consensus method. The Sections 3 and 4, present the ρ−consensus protocol and the Maximum consensus protocol in detail. In Section 5, we provide the convergence analysis of the gradient-consensus method and prove the main results of Theorems 1 and 2. The proposed algorithm is implemented to solve a distributed least squares problem and results are presented in Section 6. Section 7 provides the conclusion.
2 Problem, Algorithm and Main Results
Graph Theory and Distributed System Model
In this section we present basic notions of graph theory and linear algebra. Detailed description of graph theory and linear algebra notions are available in [21] and [22] . Definition 1. (Directed Graph) A directed graph G is a pair (V, E) where V is a set of vertices or nodes and E is a set of edges, which are ordered subsets of two distinct elements of V. If an edge from j ∈ V to i ∈ V exists then it is denoted as (i, j) ∈ E. Definition 2. (Path) In a directed graph, a directed path from node i to j exists if there is a sequence of distinct directed edges of G of the form (k 1 , i), (k 2 , k 1 ), ..., (j, k m ). (Diameter of a Graph) The diameter of a graph is the longest shortest directed path between any two nodes in the network.
We will consider D as an upper bound on the diameter of the graph throughout the rest of the article. 
Problem Formulation
Consider a set of n agents that form a connected network. Let this connected network be modeled as a directed graph G(V, E) containing n nodes. The global objective of the agents is to cooperatively find the optimal solution of the problem
where, f i : R n → R is a convex cost function only available to agent i, and u ∈ R n is a decision vector. At any time instant k a node i can only exchange information with its neighboring nodes connected with a directed edge in G. Let, U * denote the set of solutions to (2) , that is,
where the optimal value of f is denoted by f * . Solving problem (2) using the traditional (centralized) gradient descent iteration:
is not possible here as f i is only know to the agent i, where f = n i=1 f i is not available centrally. Moreover, if we were to implement iteration (3) it would incur a significant amount of communication traffic over the network, especially if the network is sparse. To this end, we propose a distributed gradient-descent method to solve problem (2) over directed graphs. Our scheme is a combination of a finite-time consensus protocol of [23] and the gradient descent method. We will refer to our protocol as gradient-consensus method.
The Gradient-Consensus Method
We first present the main idea of our scheme before rigorously establishing results. Under the scheme presented in the article, each agent i holds two vector estimates: optimization variable u i (k) ∈ R n and gradient step update variable z i (k) ∈ R n . At first step, each node makes an initial guess for its own optimal solution u i (0) ∈ R. Individual node values are propagated to the entire network using the MXP protocol (see Section 4) such that each node has access to the initial guess of all the other nodes in the network. Thus, the initial condition of the optimization variable u i (k) for every node i ∈ V is set as:
. . every individual agent performs the following update:
based on its optimization variable at the previous iteration u i (k − 1) and its own gradient information. Here, z i (k) ∈ R n for all i ∈ V is the gradient step update variable at time instant k. Let,
for all k ≥ 1.ẑ(k) ∈ R n is the average of the gradient step update variables z i (k). At next step, every agent uses a finite-time terminated consensus protocol denoted by ρ-Consensus protocol (see Section 3) to determine an estimatê z i ρ (k) ofẑ(k) and update the optimization variable, that is
The ρ-consensus protocol guarantees that the estimateẑ i ρ (k) is within ρ of the actual averageẑ(k) that is,
Thus, all agents arrive within ρ ofẑ(k) where each agent also has a criterion (as established later in Section 3) to realize when it is within ρ of the average. We further establish that over the iterations, the optimal solution can be reached with an error that is O(ρ) under unrestrictive assumptions. Hence, our gradient-consensus method carries out an approximate centralized version of iteration (3) . The gradient-consensus method is summarized in Algorithm 1 where, ρ-Consensus (z i (k), i ∈ V) denotes the ρ−consensus protocol running at each agent i ∈ V to compute the estimateẑ i ρ (k) of the averageẑ(k).
Main Results
Our results demonstrate the convergence of the gradient-consensus presented in Algorithm 1. We characterize the rate of convergence of gradient-consensus method for an arbitrary fixed step-size α > 0 in (5) . The results in this paper holds under the following assumptions. Assumption 1:
1. The directed graph G(V, E) representing the agent interconnections is strongly-connected. 2. Let P = [p ij ] be the weighted adjacency matrix associated with the digraph G(V, E). P is a primitive, column-stochastic matrix with p ij > 0 for all i, j ∈ V.
Assumption 2:
1.
The optimal value f * is finite and optimal solution set U * is not empty.
2. All f i 's are well behaved, specifically: -For all i ∈ {1, 2, . . . , n}, f i is a proper closed-convex function having a lower bound.
Let Assumptions 1 and 2 hold. Let {u i (k)} be the sequence of estimates generated by the gradientconsensus method of Algorithm 1 for all i ∈ V. Let, µ 1 and µ 2 be constants as given in Lemma 3. Then, if α ≤ 2nµ 1 we have
where,
Theorem 1 establishes a geometric rate of near-convergence (with an error term dependent on ρ) of agents' local estimate to the optimal solution u * . Specifically, the error between the local estimate and the optimal solution reduce geometrically until reaching a neighborhood O(ρ). The parameter ρ can be chosen arbitrarily small a priori to get a solution in the desired neighborhood of the optimal solution.
Algorithm 1: Gradient-Consensus Method at node i ∈ V Input: choose α > 0, ρ > 0 Initialize:
Pick any u i (0) ∈ R; STEP 1:
Using MXP protocol u i (0) := [u 1 (0) . . . u i (0) . . . u n (0)] T ,for all i ∈ V STEP 2:
for k = 1, 2, . . . do
Theorem 2. Let Assumptions 1 and 2 hold. Let {u i (k)} be the sequence of estimates generated by the gradientconsensus method of Algorithm 1 for all i ∈ V. Let, µ 1 and µ 2 be constants as given in Lemma 3. Then, if α ≤ 2nµ 1 we have
The above Theorem establishes per iteration convergence result for the gradient-consensus method, which is unlike the ergodic convergence analysis of the existing papers in the literature [10, 6, 20, 14] . A geometric rate is achieved for near-convergence to the optimal objective value. In particular, for each iteration k, the error between the objective function evaluated at the local estimate of each agent and the optimal value f (u i (k)) − f * , reduce geometrically until reaching a neighborhood O(ρ 2 ) where ρ is a parameter of the gradient-consensus protocol. Again, note as ρ is a parameter of the protocol, the objective function value can be made arbitrarily close to the optimal value.
ρ-Consensus protocol
This section presents the ρ-Consensus protocol. This scheme is a vectorized version of the finite time-terminated ratio consensus protocol introduced in [23] . The algorithm in [23] presents a protocol for node interaction which allows the agents to get an approximate estimate of the average of the initial scalar values in directed graph topologies in finite-time. This approximate estimate is characterized by the pre-specified tolerance value ρ. Consider a directed graph G(V, E) containing n nodes. Each node i ∈ V maintains a state vector at time k, denoted by x i (k) ∈ R n . Let the initial condition for the state vector of any node
The goal is to find an approximate estimate of the average of the initial state vectors that isx = [x 1x2 . . .x n ] T wherē
x i j (0) for j = 1, 2, . . . , n. To accomplish this, each agent runs n finite-time consensus protocols of [23] corresponding to each entry of the initial vector x i (0). This strategy is termed as ρ-consensus scheme. Node i update the l th , l ∈ {1, 2, . . . , n} entry of its state vector at the (k + 1) th discrete iteration according to the following update law:
where, N − i is the set of in-neighbors of node i and y i (k) and r i j (k) are auxiliary state values required for the scheme. x i j (0) for all i ∈ {1, ..., n}.
Proof. See [24] for Proof.
Let the maximum and minimum of the j th state value of the network over all the agents at any time instant k be given as Proof. See [23] for Proof.
Distributed Finite-Time Terminated ρ-Consensus Algorithm
Here, we propose an algorithm using Theorem 4 which allows each node to simultaneously converge on an approximate estimate ofx within a pre-specified threshold ρ. For k = 0, 1, . . . for j = 1, 2, 3, . . . , n do
/* state updates of node i given by (9) and (10) */ // z i j is the j th entry of z i if k = uD then
Theorem 5. Algorithm 2 converges in finite-time simultaneously at each node.
Proof. From [23] , it follows that for any given ρ > 0, there exists an integer t j (ρ) such that for all k ≥ t j (ρ), |M j (kD) − m j (kD)| < ρ for j ∈ V. Let t(ρ) := max j∈V t j (ρ), then for all k ≥ t(ρ), |M j (kD) − m j (kD)| < ρ for all j ∈ V. That is, β i (kD) ∞ < ρ. As each node has access toM (kD) andm(kD), convergence is detected simultaneously by each node at the same iteration.
Remark 5.1. Notice that using the above protocol, each node has access to the approximate consensus value simultaneously in finite time. Further, the only global parameter needed for Algorithm 2 is the diameter of the network. However, it should be noted that each node does not need to know the actual diameter but some upper bound. In most applications, an upper bound on the diameter is readily available.
Maximum Consensus Protocol
Consider a directed graph G(V, E) containing n nodes. Each node i ∈ V maintains a state at time k, denoted by x i (k) ∈ R n . Let the initial condition for the state of any node i ∈ V be
Let M j ∈ R be as defined above for all j ∈ V, thenM :
. . x n ] T . The Maximum Consensus Protocol denoted as MXP protocol computesM in a distributed manner. It generates a sequence of estimates based on the following update rules. For any node i ∈ V,
where, the maximum is taken row-wise. Proposition 1. Let the Assumptions of Theorem 3 hold, then the MXP protocol of (15) converges toM in finite time k ≤ D.
Proof. From [25] , j th row of x i (k) converges to M j in finite steps k ≤ D. Thus, x i (k) converges toM in finite time steps k ≤ D.
Thus, by setting x i = u i (0) in gradient-consensus method, x i (k) will converge to u i (0) (from (4)) in k ≤ D time instants.
Convergence Results for Gradient-Consensus Method
Let,û
for all k ≥ 1, be the average of the optimization variable u i (k). The gradient-consensus scheme in Algorithm 1 utilizes the ρ-Consensus protocol to obtain an estimate ofẑ(k). Let us chose ρ-parameter as ρ/2 for some ρ > 0 in Algorithm 2. Then it can be easily shown that the deviation of the optimization variables u i (k) from the meanû(k) is bounded uniformly over i and k. We state this formally in the following Lemma, Lemma 1. Under the Assumptions 1 and 2, for all i ∈ V and k ≥ 1 we have
where,û(k) is as defined in (16) .
Proof. Using the definition ofû(k) we can write,
Using (8) we get,
This completes the proof.
Let,
As a consequence of Lemma 1, the distance between g(k) andĝ(k) is also bounded. This result is given in the following Lemma.
Lemma 2. Under the Assumptions 1 and 2, for all i ∈ V and k ≥ 1 we have
L fi and ρ is the uniform upper bound of Lemma 1.
Proof. From Lemma 1 we have, ||u i (k) −û(k)|| ≤ ρ, therefore, we get,
This proves the first inequality. Next, we have
Again from Lemma 1 it follows,
This completes the proof. Now, we can writeû(k) in terms ofû(k − 1) aŝ
where,ê(k) =û(k) −ẑ(k) and ||ê(k)|| ≤ ρ from Lemma 1. Hence,
where,α = α n . We define the following quantitiesv(k) andŝ(k) for our analysis. Let,
where, f * is the optimal value of problem (2) . And,
where, u * ∈ U * is an optimal solution of problem (2) . Here,v(k) is the error between the objective function evaluated atû(k) and the optimal function value, andŝ(k) is the error betweenû(k) and the optimal solution u * at iteration k. Lemma 3 (see [26, 27] ). Let, ∇f be Lipschitz contiuous with constant Lf > 0 and if f is strongly convex with parameter m f . Then, we have
for all x ∈ dom(f ), where x * ∈ U * with µ 1 = Proof of Theorem 1.
Then, by Lemma 2,
where, the last inequality follows from Cauchy-Schwarz inequality and Young's inequality ( ±2a
Now consider,
Then from inequalities (22) and (23), we get
Note,û(0) = u i (0) for all i ∈ V. Thus, using Lemma 1 and substituting α/n forα we get,
Proof of Theorem 2. Since, f is Lipschitz differentiable we have, for all i ∈ V
Using Lemma 1,
Using (25) we get,
Note that a 2 1 < 1 as shown earlier in Theorem 1. This completes the proof.
Results
In this section we present the results obtained by applying the gradient-consensus protocol of Algorithm 1 to solve two distributed optimization problems. All the simulations shown here are performed on a randomly generated directed graph consisting of 10 nodes.
Distributed Least Squares
We apply Algorithm 1 to the following least squares problem minimize u∈R 10
Here, each agent has a measurement b i ∈ R 10 . A i ∈ R 10×10 is the measurement scaling matrix of agent i, the entries of which are chosen from the i.i.d samples of N (0, 1). The unknown state or the true state u ∈ R 10 is also generated from the i.i.d samples of N (0, 1). Fig. 1 shows the convergence of the gradient-consensus algorithm for five different values of the step-size α. It can be seen that the residuals ||u i (k) − u * || ||u i (0) − u * || for all i ∈ V reduces with a geometric rate until reaching a neighborhood of O(ρ). This result agrees with Theorem 1. A smaller value of step-size α reduces the final error between the estimate and the optimal value, but at the same time slows down the convergence. Next, we compare the performance of the distributed gradient descent (DGD) algorithm of [6] with the gradient-consensus protocol. We observe that with a fixed step-size α both DGD and gradient-consensus follow a similar rate of convergence in the first 1000 iterations as shown in Fig 2. After, that DGD stalls and converges with a large error. The gradient-consensus method have an error between the agents' local estimates and the optimal solution an order of magnitude less even with a higher value of step-size α = 5e −3 compared to the DGD protocol with a lot lesser step-size α = 1e −4 . Fig. 3 shows the convergence with varying ρ. As expected, residual decreases as ρ is decreased.
Distributed Optimization Problem
Here, we apply Algorithm 1 on a different distributed optimization problem. The private convex objective function of each node is: f i (u) = u T Q i u where, Q i ∈ R 10×10 matrix of agent i, the entries of which are as follows: for all i, j, k ∈ V,
Then, the function f can be written as f (u) = n i=1 f i (u) = u T Qu, where Q = diag(q 1 , q 2 , . . . , q 10 ) ∈ R 10×10 . Note in this case the function f is a strongly convex function in the vector u ∈ R 10 but the individual f i 's are not. Figure 4 : Comparison between DGD of [6] with gradient-consensus for solving 26.
The entries q i ∈ R are generated from the i.i.d samples of N (0, 1). Therefore, the distributed optimization problem becomes: Fig. 4 provides a comparison between the performance of the distributed gradient descent (DGD) algorithm of [6] with our gradient-consensus protocol applied to the problem 26. It can be seen that the gradient-consensus method achieves better rates of convergence compared to the DGD method of [6] . Remark 5.2. Note that, the number of iterations on the x-axis of each plot include the additional iterations required for finite time termination of ρ−consensus at each step. Further, in comparison with the DGD algorithm, time steps needed for ρ−consensus algorithm can be much smaller.
Conclusion
In this article, we present a protocol for solving an optimization problem defined over a network in a distributed manner. Using the finite-time terminated ρ−consensus protocol we developed a gradient-consensus protocol. We prove that the proposed gradient-consensus algorithm converges to the optimal solution at a geometric rate if the function f is assumed to be strongly convex and Lipschitz-differentiable. The effectiveness of the gradient-consensus algorithm is demonstrated by solving a distributed least squares problem. The gradient-consensus showed better performance compared to the decentralized gradient descent in [6] .
