A parametric family of completely random measures, which includes gamma random measures, positive stable random measures as well as inverse Gaussian measures, is de ned. In order to develop models for for clustered point patterns with dependencies between points, the family is used in a shot-noise construction as intensity measures for Cox processes. The resulting Cox processes are of Poisson cluster process type and include Poisson processes and ordinary Neyman-Scott processes.
Introduction
Clustering point patterns often occur in applications as e.g. botany, where a plant sets seed around it, resulting in a cluster of plants of this species the following year. This clustering mechanism is the idea behind the construction of Neyman-Scott point processes (Diggle, 1983; Stoyan et al., 1995) where each point in a stationary Poisson process of parent points gives rise to a stochastic number of o -spring points, independently distributed around the parent point according to a speci ed density f. If the number of o -spring for each parent point is Poisson distributed, the Neyman-Scott process is also a Cox process, i.e. a Poisson process driven by a stochastic intensity measure M. In the Neyman-Scott case M is given as M(dx) = P f(x?x i )dx, where the x i 's are the points of a stationary Department of Mathematics and Physics, Royal Veterinary and Agricultural University, Thorvaldsensvej 40, 1871 Frederiksberg C, Denmark. E-mail: brix@@dina.kvl.dk 2 The generalized gamma measures
The random measures in this section are based on a family of probability distributions on 0; 1) suggested independently by Tweedie (1984) and Hougaard (1986) , and also considered by Bar-Lev and Enis (1986), J rgensen (1987) and Aalen (1992) . The family can brie y be characterized as the natural (or tilted) exponential family generated by the positive stable distributions or as the positive valued subclass of the exponential family with variances which are power functions of the means. The two articles Hougaard (1986) and Aalen (1992) give thorough treatments of the family. Reviews of the properties of the family (and of the P-G-family, c.f. Section 4) can be found in Hougaard et al. (1997) and Brix (1997) .
The Laplace transform, of the family is L ; ; (s) = exp(? (( + s) ? )); s 0; where 1, > 0 and 0. For 0 the family is de ned only for > 0 and L 0; ; is de ned to be the limit of L ; ; as ! 0, i.e. L 0; ; = ( =( + s)) , which is the Laplace transform of the gamma distribution with scale parameter ?1 and shape . Letting 0 gives a compound Poisson distribution (Aalen, 1992) which is a convolution of a Poisson distributed number of gamma random variables with scale parameter ?1 and shape 1? , while 0 < < 1 corresponds to the natural exponential family generated by the positive stable distributions (the stable distributions arise when = 0). Finally = 1 gives the distribution which is degenerate in , and does thus not depend on the parameter .
We will denote the distribution with Laplace transform (2) by G( ; ; ), and the whole family will be called the G( ; ; )-family.
The members of the G( ; ; )-family are in nitely divisible in the parameter and concentrated on 0; 1), which makes them a natural basis for a family of random measures with independent increments. 3
G-measures
Consider a Borel subset E R d equipped with its Borel -algebra E. We shall say that a measure is boundedly nite if it is nite on bounded sets.
De nition 2.1 (G-measures) Let ( ; ) 2 (0; 1] 0; 1) (?1; 0] (0; 1) and let be a non-negative, boundedly nite measure on (E; E). A random measure, , on (E; E)
is said to be a G-measure with index , shape measure and intensity parameter (or for short a G( ; ; )-measure) if the following conditions hold:
(i) (A) follows a G( ; (A); ) distribution for every bounded A 2 E.
(ii) has independent increments, i.e. (A 1 ),..., (A k ) are mutually independent whenever A 1 ; :::; A k are disjoint.
Using e.g. Daley and Vere-Jones (1988) Theorem 6.1.VI, it is seen that G-measures actually exist: By the in nitely divisibility of the G-family and the independent increment property (ii), one can construct a consistent family, ( (A)) A2E , of random variables such that (A 1 A 2 ) = (A 1 )+ (A 2 ) a.s., for disjoint and bounded A 1 ; A 2 2 E. The continuity of ensures that (A n ) ! 0 a.s. for any sequence (A n ) of bounded Borel sets, with A n # ;, since the G-family is continuous in distribution (c.f. Hougaard (1986) , Lemma 2).
Note that G-measures are in nitely divisible, and that actually is the inverse scale parameter when = 0, i.e. when is a gamma measure.
Example 2.1 (Hougaard processes and gamma measures) Lee and Whitmore (1993) de ne a Hougaard process on the line as a stochastic process (X t ) t 0 with independent G( ; s; ) distributed increments X t+s ? X t . A Hougaard process is thus a G( ; ; )-measure on 0; 1) with taken to be the Lebesgue measure.
The case = 0 corresponds to X being an ordinary gamma process or more general a stationary gamma measure on R d , while = 0:5 corresponds to an inverse Gaussian measure. For = 0:1 and the Lebesgue measure and four di erent values of ( = ?2; ?0:5; 0; 0:5), Figure 1 shows realizations of G( ; ; )-measures on ?0:5; 1:5] ?0:5; 1:5]. Needles indicate positions of atoms with atoms masses marked by the height of the needles. The realizations will be used later in examples of shot-noise G-measures on 0; 1] 0; 1], which is why this subset of the plane has been marked by a quadrate. For = 0 and = 0:5 the realizations contain in nitely many atoms (by Corollary 2.1) and only the 750 atoms with the largest masses are shown. Note the e ect of changing : For = 0 a few large atoms are present and many very small; increasing to 0.5 "homogenizes" the sizes of the atoms. Letting decrease to -0.5, the smallest atoms disappears and the measure only has a nite number of atoms. Further decreasing to -2 gives rise to more and larger atoms. Figure 2 shows realizations of G( ; ; )-measures with = 0:01, 0.1 and 1 ( still being the Lebesgue measure). It is seen how acts as an inverse scale parameter, since all three plots show the same structure regarding the proportion between the sizes of the atoms, but on three di erent scales.
The role of the measure is that of a spatial intensity, and it can for example be used to introduce a deterministic trend in the model, the idea being that more of the large atoms will appear in regions with large -measure. When = 1 we get the non-stochastic G(1; ; )-measure which equals the measure . In the more interesting case < 1, the distribution of can be characterized by its The L evy representation (1) is useful for deriving theoretical properties of G-measures, as the following theorem shows. for all bounded and measurable functions f on E.
Since (A) and~ (A) have the same Laplace transform it is thus seen that they have the Laplace functional; they consequently follow the same distribution. The properties (ii) and (iii) now follow from the representation theorem 6.3.VIII in Daley and Vere-Jones (1988) .
Let 
where x is the Dirac measure in x, and where the atoms (x i ) are distributed according to a Poisson process with intensity . The atoms masses (w i ) can be obtained as the jump times for an inhomogeneous Poisson process on the line, and the following corollary will show that the sum (6) consists of in nitely many terms when 0 < 1. When < 0 the number of terms in (6) is nite and (A dy) is proportional to the density of a gamma distribution with shape parameter ? and scale parameter 1= . It follows that each atom mass w i follows a gamma distribution with shape ? and scale 1= . We use the representation (6) later, for constructing shot-noise G-measures and for deriving a method for simulating G-measures.
Corollary 2.1 (Support of a G-measure) Let be a G( ; ; )-measure with < 1 and de ne N " (A) to be the number of atoms for in A 2 E with mass exceeding " > 0:
N " (A) :=j fx 2 A : (x) "g j;
and denote by S (A) the support of within A.
N " ( ) is a Poisson process on (E; E), with nite intensity measure " ( ) := ( "; 1)), and S (A) is dense in the support of when 2 0; 1), while the number of points in S (A) is nite for every bounded set A and < 0. processÑ on E 0; 1) with intensity given by (2). De nition 2.2 (Shot-noise G-measures) Let E; S be two Borel subsets of R d and let E and S be the corresponding Borel -algebras. Consider a G( ; ; )-measure, , on E with < 1. Let : (S; E 0; 1)) ! 0; 1) be a kernel from E 0; 1) to S satisfying R E 0;1) (A; u) (du) < 1 for all bounded A 2 S. Write as = The parameter is identi ed if and only if 6 = 0, since we, for = 0, obtain the same model as de ned by De nition 2.2 if we take = 1 and use the kernel ( ; (x; w))= .
Furthermore it is possible to let the kernel be stochastic, but we shall not pursue this approach any further here.
An important class of shot-noise G-measures are those which have kernels of the form (A; (x; w)) = R A (s; x)w ds, since it for these measures is possible to calculate 8 e.g. moment measures explicitly. We shall call these measures for standard shot-noise G-measures.
Example 2.2 (Linear processes)
Let S E = R d and let m be a measure on E 0; 1), g a measurable function on E 0; 1) and assume that ( ; (x; w)) has the density of the form g( ?x; w) with respect to m. The measure M has a density which is a linear process:
If e.g. g( ; w) is a continuous function on R d , then the shot-noise measure M can be considered as a smoothing of the -measure, as can be seen from Figure 3 . A very appealing property of shot-noise measures of the form (7) is that they are known to be stationary and ergodic, provided that is stationary (Proposition 2.2), a property which is inherited by a Cox processes with M as intensity measure.
Example 2.3 (Randomized Lebesgue measure)
Another way to construct a stationary shot-noise measure is by considering a kernel which is proportional to the Lebesgue measure (here denoted by`), i.e. ( ; (x; w)) = w`( ). In this case we furthermore have to require that (E) < 1 in order to make M almost surely boundedly nite. Then M(A) =`(A) P w i , and it is easily seen that M becomes stationary, because of the translation invariance of the Lebesgue measure, but it is not ergodic.
Recall 
(A i ; (x; w))w ? ?1 e ? w dw (dx); since a Poisson measure has all cumulant measures equal to its intensity measure. When 0 < < 1 and = 0, the measure is a stable measure with index in which case only the fractional moments of order less than exist.
As noted in Example 2.3 the randomized Lebesgue measure is non-ergodic since one event M(A) completely determines another, M(B) as soon as`(A) and`(B) are known. On the other hand the measures in Example 2.2 are always ergodic, as can be seen from the following proposition. Proposition 2.2 (Mixing properties) Assume that S = E = R d , and let M be a shotnoise G-measure with kernel and stationary control measure . If as a function from E to S is a convolution kernel, then M is stationary and mixing.
Proof. Let " be the random measure consisting of those atoms (x i ; w i ) of for which w i = (x i ) ", and let M " be the random measure obtained from (2.2) by replacingÑ withÑ( ; \ "; 1)). Denote by L M" and L " the Laplace functionals of M and respectively. Since " is completely random (and thereby mixing) it follows from Daley and Vere-Jones (1988), Proposition 10.3.VI, that for two measurable, nonnegative functions, f 1 ; f 2 , of bounded support
as kvk ! 1;
where T v is the shift operator (T v f)(x) = f(x + v).
De ning f : (x; w) 7 ! R S f(s) (ds; (x; w)), it is easily seen that the Laplace functional L M" takes the form L M" (f) = L " ( f ), and that (for f 1 ,f 2 as above)
If is a convolution kernel, it holds that 
and thus
as kvk ! 1.
Appealing once more to Daley and Vere-Jones (1988) Proposition 10.3.VI shows that M is mixing, while replacing f 1 by the function being constantly zero shows that M is stationary since then
The proposition follows by letting " ! 0.
Note that nowhere in the proof it is used that the "mixing-measure" is a G-measure, moreover the result holds for any "mixing-measure" provided it is mixing.
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The class of shot-noise G-measures with a convolution kernel are thus stationary, but the class does not contain all stationary shot-noise G-measures since e.g. the randomized Lebesgue measures in Example 2.3 can not be written on this form. The question is whether or not there exist other stationary shot-noise G-measures than the randomized Lebesgue measures and those with linear process densities (Example 2.2) | I have not been able to nd any other.
Simulation of G-measures
We consider simulation of a shot-noise G( ; ; )-measure with control measure on a bounded set A. First we consider the simple simulation of a G( ; ; )-measure as a completely random measure on a ne grid. Afterwards we consider direct simulation of the atoms of .
Simulating G-measures on a grid
Approximative simulation of a G-shot-noise measure is easy if is on the form (A; (x; w)) = (A; x)w since we can then simulate a G-measure as independent G( ; ; ) random variables on a ne grid, which can be done in various ways: Independent random variables from a G( ; ; )-distribution can be simulated in several ways; Bondesson (1982) and Daimen et al. (1995) use approximate methods valid for all < 1, but simulation from the exact distributions is possible if di erent strategies are employed depending on the value of . For = 0 the G( ; ; )-distribution is a gamma distribution for which plenty of simulation methods exists (Ripley, 1987) . For < 0 the G( ; ; )-distribution is a compound Poisson distribution (Aalen, 1992) and it can be generated as the convolution of a Poisson distributed number of gamma random variables with scale parameter 1= and shape parameter 1 ? . Finally for > 0 the G( ; ; )-family is the exponential family generated from the positive stable distributions, so that rejection sampling (Ripley, 1987) can be applied: Generate stable random variables Y i with Laplace transforms L(t) = exp(? t = ) and accept them with probability exp(? Y i ), the accepted random variables will then follow a G( ; ; )-distribution. Chambers et al. (1976) give a fast method for simulating stable random variables.
3.2 Simulating the atoms of a G-measure 
E with intensity measure = ? , and that the atom masses are independent and identically gamma distributed with shape parameter ? and scale parameter ?1 .
If 0 < 1 the integral in (10) is in nite for subsets B of the form B = 0; "] for all " > 0, which by Corollary 2.1 means that the discrete measure has dense support on the support of . Exact simulation of G( ; ; )-measures for 0 < 1 is thus impossible, and we shall in the following show how approximate simulation can be done.
3.3 Simulating a G-measure for 0 < 1
In order to simulate on a bounded subset A E, we de ne a measure g on 0; 1) by g(t) = g( t; 1)) = (A t; 1)), where is the measure given in (10). Since g is a di use measure satisfying g(("; 1)) < +1, for all " > 0, it is seen that if N = ((X 1 ; 1 ); (X 2 ; 2 ); :::) is a Poisson process on R d 0; 1) with intensity measure `(`denotes the Lebesgue measure) then ((X 1 ; g ?1 ( 1 )); (X 2 ; g ?1 ( 2 ) Since t 7 ! g(t) is a decreasing function it follows that g ?1 ( 1 ) g ?1 ( 2 ) :::, so that the atoms of will be simulated in decreasing order. Approximative simulation of is thus a question of determining the number, R, of points to include in the simulation of X. This should be done by evaluating the tail sum
which is the sum of all atom masses that have not been included in the approximation. Note that since no explicit expression for g ?1 is available, it will usually be tabulated. This can be done in two ways: g is evaluated at xed points v 1 ::: v k and g ?1 is tabulated as g ?1 (t 1 ) = v 1 ; :::; g ?1 (t k ) = v k , so that either g ?1 (t) 0 for t > t k or g ?1 is approximated by some explicitly given function for t > t k (see Appendix A). Here the second possibility should be preferred since then R will be a xed number rather than a stopping time (as is the case if g ?1 (t) is set to zero for t > t k ).
In Appendix A an approximation of g ?1 and an evaluation (in probability) of the tail sum (11) is given; similar evaluations should be used to evaluate the tail sum for the corresponding shot-noise G-measure; in this case the sum to be evaluated is 
Cox processes driven by G-measures
In this section we consider two types of Cox processes driven by G-measures; Cox processes with intensity measures given by G-measures which inherits the complete independence from the G-measures, and intensity measures which are shot-noise G-measures and as such may be continuous and allow dependencies between points.
Let be a G( ; ; )-measure on E and consider a Cox process N with intensity measure . A special case of this type of processes is studied in Lee and Whitmore (1993) and Hougaard et al. (1997) where the intensity measure de ned on E = 0; 1) is a stationary G-measure, i.e. is proportional to the Lebesgue measure. In that context the Cox process can be regarded as a subordinated process, where the observed process is X(T(t)) and X is a Poisson process and T is a randomized time or operational time which in this case is a Hougaard process (see Lee and Whitmore (1993) for further interpretation and references). Being purely atomic makes the Cox process N allow multiple points, which makes it a natural model in applications such as e.g. counts of eggs in spatially observed bird's nests. But the process might as well be used as an approximation of a simple point process if the observations are the number of points in small areas rather than point observations. Indeed, if observations are samples from di erent areas of E, the complete independence property of is inherited by N and thus resulting in models from the P-G-family (Hougaard, 1986) .
Considered as a completely random point process N can be interpreted as a marked Poisson process as follows: Proposition 4.1 Let X = fx 2 E : N(fxg) > 0g denote the point process consisting of the points of N counted without multiplicity and let M x be the mass of N at x 2 E. Then X is a Poisson process with intensity measure ( )(( + 1) ? ) and the marks, M x , are independent and identically distributed with probability function p given by 
Shot-noise G Cox processes
The idea of using shot-noise measures as intensity measures for Cox processes was probably rst explored mathematically by Le Cam (1961) who considered a spatio-temporal model for precipitation; a model which has been widely used in this area later (see e.g. the review in Larsen (1996) ). Vere-Jones and Davies (1966) used the shot-noise Cox construction on the line to model earthquake occurrences; there it is supposed that unobserved epochs occurring according to a Poisson process trigger events, with sizes which are independent random variables and which decrease monotonically according to some smoothing kernel. Recently the idea has been taken up again by Wolpert and Ickstadt (1998) where gamma Poisson random elds are studied in a Bayesian setting for modelling positions of trees in a forest. Finally the shot-noise construction has similarities to the models based on random boolean functions, used e.g. in stereology (Goulard et al., 1994) .
Note that the term shot-noise is used here in wide sense, i.e. the measures are not necessarily stationary and the smoothing kernel may depend on the atoms of the G-measures. If however convolution kernels are used, we get constructions similar to Neyman-Scott processes interpreted as Cox processes.
We will here give results concerning likelihood functions, Markov properties and inference for shot-noise G Cox processes. We consider only the case < 1 since shot-noise G(1; ; )-measures are non-stochastic and thus the shot-noise G Cox processes actually becomes Poisson processes with intensity measure .
To show what kind of spatial point processes it is possible to obtain, Figure 4 shows simulations of four shot-noise G Cox processes. The plots are produced by using the shotnoise G-intensities shown in Figure 3 as intensities for four simulated Poisson processes. Recall that the shot-noise G intensities in Figure 3 can be considered as intensities for shot-noise G-measures with mean ?1 = 100 on 0; 1] 0; 1], so that the expected number of points for each simulation is 100.
Likelihood functions and inference for G-shot-noise Cox processes
Let M be the G-shot-noise measure driven by a G( ; ; )-measure, , on E R d , with kernel from E 0; 1) to some bounded subset S of R d and < 1. We allow both and to depend on unknown parameters from a parameter space R p , and assume that is absolutely continuous with density k, while ( ; (x; w)) is assumed absolutely continuous with density ( ; (x; w)) for almost all (x; w) 2 E 0; 1). For simplicity it is furthermore assumed that (E) < 1
Consider a Cox process Y = (y 1 ; :::; y n ) on S with intensity measure M, and denote the distribution of (x; w) = ((x 1 ; w 1 ); (x 2 ; w 2 ); :::) by P xw , then Y has the following density with respect to a homogeneous Poisson process on S with unit intensity (according to e.g. The case 2 0; 1) When 0 < 1 we can not calculate the integral (12) since e.g. P xw is singular with respect to any Poisson measure on E 0; 1) except when when and are known and does not depend on the parameters. In that case it is possible to nd a Poisson measure which depends on , and and dominates P xw .
Instead we x R 2 N and approximate by R , the measure given by Here x R = (x 1 ; :::; x R ) and w R = (w 1 ; :::; w R ) are independent, the x i 's are independent and identically distributed with density k= (E) and w i = g ?1 ( i ), i = 1; :::; R, with g and ( i ) de ned in the Section 3.3. The distribution of R can be found fairly easily as follows:
The jump time i is gamma distributed, so if T 1 ; T 2 ; ::: is a sequence of independent exponential distributed stochastic variables with mean 1, the distribution of i follows that of T 1 + ::: + T i . Hence the distribution of w R can be found by transforming T 1 ; :::; T R with the transformation f : R R ! R R given by f(t 1 ; :::; t R ) = (g ?1 (t 1 ); :::; g ?1 (t 1 + ::: + t R )):
It follows that if we put I R = f(w 1 ; :::; w R ) : w 1 w 2 ::: w R g, then the distribution of (x R ; w R ) has density p R (x; w; ) = (? (1 ? The density p R does not converge to anything reasonable as T ! 1, so instead we consider the following approximation to the likelihood function q:
where m T is the density of M R ( ) = P R i=1 ( ; (x i ; w i )). Using the Laplace functionals for M and M R it is seen that M R converges weakly to M as R ! 1 (Daley and Vere-Jones (1988) , Proposition 9.1.VII). Consequently q R (y) ! q(y) for every y as R ! 1. The density q R is thus a reasonable approximation to q for large R.
The case < 0 When < 0 the intensity measure, , for is nite on E 0; 1), hence we conclude that the number, R, of atoms in E is Poisson distributed with probability function r(R; ) = exp( (E) = ? ) ( (E) = ? ) R R! :
It follows from (10) The likelihood function is thus essentially the same as in the case 0 < 1, but with the di erence that R is stochastic: q(y; ) = Since the likelihood function for both < 0 and 0 < 1 includes a very high dimensional integral, inference based on the likelihood function is not directly feasible. Instead we suggest to estimate parameters by the minimum contrast method as proposed in e.g. Stoyan (1994) and M ller et al. (1998) . In concrete examples the pair correlation function (usually called the g-function, but in order not to confuse with the function g de ned in Section 3.3 we call it g p instead) and the K-function can often both be calculated analytically or at least numerically. Consider for example the isotropic Gaussian kernel given by the density (8) where we, with a slight abuse of notation, have used 0;1 to denote the cumulative distribution function for the normal distribution with mean 0 and variance 1. It turns out that minimum contrast parameter estimation based on the K-function (13) can be numerically unstable and give parameter estimates on the border of the parameter space when there is not enough data to determine the K-function su ciently well. We have not experienced this when estimation is based on the pair correlation function, in fact the minimization algoritheo converged very fastly in this case. We therefore propose to base parameter estimation on the pair correlation function, which furthermore has the advantage that deviations from the estimated pair correlation function is easier detected visually than deviations from the estimated K-function, just as it is easier to recognize densities than cumulative distribution functions.
The parameter does not enter in the expression for K, but since the random measure M is ergodic (by Proposition 2.2) can be estimated from the empirical density,^ , which then converges to the intensity, , of the point process. The estimate of becomeŝ =^ ^ 1?^ ; where^ and^ are estimates of and obtained by the minimum contrast estimation.
Markov property of shot-noise G Cox processes
Besides the theoretical importance of Markov point processes, the Markov property is important for interpretation of models in applications. For example a Markov model can be used to express interactions or competition among individuals in a model for plants or trees.
In simple Markov models (Ripley and Kelly, 1977) , a neighborhood is de ned to be all points within a xed radius R (the corresponding relation is called the xed distance relation), and the Markov property expresses that given the points in its neighborhood, a point x is independent of the rest of the point process, i.e. R can be considered as an interaction range for the individuals.
In nearest neighbor Markov models (Baddeley and M ller, 1989; Baddeley et al., 1996 ) the neighborhood is allowed to depend on the con guration of points, and one can for example de ne the neighborhood with respect to the connected component relation at distance R, where two points x and y are neighbors if there is a path z 1 ; :::; z k from x to y such that dist(y; z 1 ) R, dist(z k ; x) R and dist(z i ; z i+1 ) R. If e.g. the pattern of positions of weeds in a eld is divided in connected components (the connected component for a point x is the collection of all point which are related to this point, see below), then each connected component can be considered as a plant community in which, given the other members of the community, the distribution of each member does not depend on the rest of the weeds in the eld.
Recall that when < 0 a G( ; ; )-measure, , only has a nite number of atoms on bounded sets, which are all independent. Consider then a shot-noise G-measure, M, with control measure and a convolution kernel with bounded support. Because of the independence properties of , a Cox process, N,with intensity measure M, will be a Poisson cluster process. Using a modi cation of the proof of Theorem 1 in Baddeley et al. (1996) , it can be seen that N is actually a nearest neighbor Markov point process with respect to the connected component relation. This result is stated in Theorem 4.1 below, where it is furthermore shown that in fact the same holds when 0 < 1, which is not trivial since the likelihood is more complicated, because there are in nitely many atoms. In order to prove the result we consider the usual setup for spatial Markov point processes, namely the exponential space of our state space S (Carter and Prenter, 1972; Baddeley and M ller, 1989; Baddeley et al., 1996) . In this context a realization of a point process is a nite set x = fx 1 ; :::; x n g of points, n 0, for which x i 2 S, and where multiple points are allowed. A realization is often called a con guration, and the space C of all con gurations is the exponential space of S.
Consider a bounded state space S R 2 and an absolutely continuous kernel . It follows from Section 4.2.1 that the distribution of a Cox process, y, driven by a shot-noise G intensity measure with kernel is absolutely continuous with respect to a homogeneous Poisson process on S. This can be expressed as the distribution of y having a density f with respect to measure on C given by (F ) = x k y j for some x 1 ; :::; x k 2 y. The following de nition is due to Baddeley and M ller (1989) De nition 4.1 (Baddeley-M ller) A point process y is a nearest-neighbor Markov with respect to the connected component relation y at distance r if its density f is hereditary ( where w 1 ; w 2 ; ::: is a sequence of independent and identically distributed positive stochastic variables which are independent of x.
Then y is a nearest neighbor Markov point process with respect to the connected component relation at distance 2R.
Proof. The probability generating functional for y is
(1 ? h(s)) (ds; x)) ? 1 (dx)); 20 where L W is the Laplace transform of w 1 . It follows that y is actually a Poisson cluster process with intensity measure for the parent process and o -spring around a parent at a point x distributed according to the density ( ; x). The number of o -spring points from a parent at x follows a mixed Poisson distribution with probability generating functional G(s j x) = L W ((1 ? s) (S; x)):
Theorem 1 in Baddeley et al. (1996) states that a Neyman-Scott process with o -spring distribution with support contained in a disk with radius R is a nearest neighbor Markov point process with respect to the connected component relation at distance 2R. Because of the independence of the w 0 i s, the proof of that theorem generalizes to the case where the o -spring distribution at a point x i depends on w i . This means that y is a nearest neighbor Markov point process with respect to the connected component relation at distance 2R with density f " (y) = e ? Note that since is assumed absolutely continuous, the densities q "; are densities with respect to to a standard Poisson measure ful lling the requirements for Theorem 1 in Baddeley et al. (1996) . Corollary 4.1 Let y be a shot-noise G Cox process with G( ; ; ) control measure and kernel . If is absolutely continuous with support contained in a disk with radius R, and can be written as ( ; (x; w)) = w~ ( ; x), where~ is a kernel from E to S, then y is a nearest neighbor Markov point process with respect to the connected component relation at distance 2R. clearly satis es Theorem 4.1. Using e.g. the Laplace functionals it is seen that " converges weakly to and consequently (using the same arguments as when deriving the likelihood function for a shotnoise G Cox process for 0 < 1) the density for " converges to the density of as " ! 0. Under the limit, the density f " preserves the structure given in (14) and Lemma 1 in Baddeley et al. (1996) gives that y is a nearest neighbor Markov point process with respect to the connected component relation at distance 2R.
Multivariate shot-noise G Cox processes
Shot-noise G Cox processes extend easily to the multivariate case by an extension of the de nition of shot-noise G-measures. As usual multivariate can mean both multi type point processes, e.g. for several species of trees, and spatial point processes developing in time; the de nition below covers both cases.
There is no problem in extending the measures de ned in Section 2 to more general spaces as e.g. complete separable metric spaces (CSM spaces) (Daley and Vere-Jones, 1988 ) (or locally compact second countable Hausdor spaces as in Kallenberg (1983) ). We can thus de ne a shot-noise G-measure as in De nition 2.2, with the modi cation that E and S should be some CSM spaces. To construct a multivariate shot-noise G Cox process, we consider as state space the space S = S 0 I, where S 0 R d and I is an index space, and we let E have the same product space structure as S, i.e. E = E 0 I, and E 0 R d . Letting I = f1; :::; kg, the shot-noise measure M will be a random measure which can be used as intensity measure for a multi type Cox process. Consider for example the case k = 2 which corresponds to having two independent G-measures on E 0 . The kernel can be written as = ( 1 ; 2 ) and the intensity measure for each type is where the second sum is over the atoms for G-measure j. It is seen that e.g. two independent Cox processes can then be obtained by requesting that i ( ; (x jk ; j; w jk )) = 0 for j 6 = i. All the correlation structure is thus modeled through the kernel and both positive and negative correlations may be obtained. Similarly I = 0; 1) would be the natural choice of index space for a spatio-temporal Cox process, in which case the G-measure corresponds to a continuum of independent G-measures. For both multi type and spatio-temporal processes, the cross covariance measure can easily be calculated using the same type of calculations as in Proposition 2.1 and simulation techniques, results on moment measures, mixing and Markov properties carry over as well with obvious changes.
Discussion
Shot-noise G Cox processes provide a exible family of models for clustering point patterns with a simple and easily interpretable structure. They include Poisson processes and PGmodels for count data (Hougaard et al., 1997) as well as classical Neyman-Scott processes, and in fact the shot-noise Cox construction results in a class of point processes which are general Poisson cluster processes. As such the family provides models which may be interpreted both as germ-grain models (Stoyan et al., 1995) and as overdispersion models for point data.
Log Gaussian Cox processes (M ller et al., 1998) represents another exible and tractable class of models for clustered point patterns. They are uniquely determined by their intensity and pair correlation function, and the pair correlation function may be very similar to some of those obtained by shot-noise Cox processes. This is illustrated in M ller et al. (1998) for the Thomas process, but they nd that in general log Gaussian Cox processes and Thomas processes behave very di erent as to e.g. nearest neighbor functions and empty space functions (M ller et al., 1998) . Likewise one would expect that other shot-noise G Cox processes have nearest neighbor and empty space functions which are di erent from those for log Gaussian Cox processes.
Log Gaussian Cox processes have another appealing property, namely that the intensity can be predicted relatively simple by an empirical Bayes approach using the Metropolis-adjusted Langevin algoritheo. The work of Wolpert and Ickstadt (1998) shows that for = 0, also the intensity of shot-noise G Cox processes can be predicted by an empirical Bayes approach. Wolpert and Ickstadt (1998) describe gamma-Poisson random elds, which in our terminology means shot-noise G Cox processes with = 0. Their algoritheo for computing posterior distributions is based on a data augmentation algoritheo which is not easily extended to other values of , the problem being that it relies heavily on the distribution of the gamma measure being a conjugate prior. It may though be possible to nd other data augmentation schemes in order to make e.g. general G-measures conjugate.
The likelihood function for a shot-noise G Cox process is in general intractable, but since it may be regarded as a missing data problem where the atoms of the G-measure are unobserved, there might be some hope that likelihood inference by Markov chain Monte Carlo methods would be feasible. If so one should be able to simulate realizations from the underlying G-measure given the observed point pattern, which in principle can be done by the Metropolis-Hastings algoritheo if it is possible to nd a good proposal distribution.
A Approximation of g ?1 and evaluation of a tail sum This appendix contains two lemmas which will be used to give an evaluation of the tail sum (11). Using the identity g ?1 (u) = E ?1 +1 (?(1 ? )= (A) ? u)= , the rst lemma gives an approximation of the function g ?1 .
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