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Abstract

In many real-life situations, we are interested in the physical quantities that are difficult or even impossible to measure directly. To estimate the value of such quantity y, we measure the values of auxiliary
quantities x1 , . . . , xn that are related to y by a known functional relation y = f (x1 , . . . , xn ), and we then use the results x
ei of measuring xi to
find the desired estimate ye = f (x
e1 , . . . , x
en ). Due to measurement errors,
the measured values x
ei are slightly different from the actual (unknown)
values xi ; as a result, our estimate ye is different from the actual value
y = f (x1 , . . . , xn ) of the desired quantity.
When xi and y are numbers, then the measurement accuracy can be
usually represented in interval terms, and interval computations can be
used to estimate the resulting uncertainty in y. In some real-life problems,
what we are interested in is more complex than a number. For example,
we may be interested in the dependence of the one physical quantity x1 on
another one x2 : we may be interested in how the material strain depends
on the applied stress, or in how the temperature depends on a point in 3-D
space; in all such cases, what we are interested in is a function. We may be
interested in even more complex structures: e.g., in quantum mechanics,
measuring instruments are described by operators in a Hilbert space, so if
we want to have a precise description of an actual (imperfect) measuring
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instrument, what we are interested in is an operator.
For many of such mathematical structures, researchers have developed ways to represent uncertainty, but usually, for each new structure,
we have to perform a lot of complex analysis from scratch. It is desirable
to come up with a general methodology that would automatically produce
a natural description of validated uncertainty for all physically interesting
situations (or at least for as many such situations as possible). In this paper, we produce the foundations for such a methodology; it turns out that
this problem naturally leads to the technique of domains first introduced
by D. Scott in the 1970s.

1

Motivation and Outline

The main purpose of this paper is to describe a class of problem for which
interval computations are not sufficient, and to design a physically reasonable
extension of interval computations that would enable us to solve these problems.
To describe these problems, let us first recall why we need interval computations
in the first place.
Why computers? We will start this recall by going one step further and
recalling why we need computations and computers in the first place. In many
real-life situations, we are interested in the physical quantities y that are difficult
or even impossible to measure directly. For example, there is no easy way to
directly measure a distance to a star, the mass of the Earth, or the amount of
oil in a given oil field. To estimate the value of such quantity y, we measure
the values of auxiliary quantities x1 , . . . , xn that are related to y by a known
functional relation y = f (x1 , . . . , xn ). For example, to measure the distance to
a star, we can use the parallax method, in which we measure the direction to
this star at two different seasons when the Earth is located at the two opposite
locations of its solar orbit; to measure the amount of oil, we send ultrasonic
signals down the Earth, set sensors at different surface locations, and measure
the travel times of these signals from the source to the sensor. The relation
f may be an explicit function – as in trigonometric formulas that relate the
distance y to star with the angles xi measured at different seasons; it may be
a solution to a system of integro-differential equation as when we reconstruct
the geophysical data from the surface measurements, etc. What is necessary
is that we have a computer algorithm that, given the values x1 , . . . , xn , would
enable us to reconstruct the desired value y. For convenience, we will denote
this algorithm by the same symbol f as the original function.
In the ideal case, once we know the exact values of the quantities xi , this
algorithm will produce the exact value of the desired quantity y. In many reallife situations, this algorithm produces only an approximation to the desired
value y.
Once we have this algorithm f , we can then find the estimate for y as follows:
if we knew the exact values of xi , we would be able to apply f to these values
and get either the exact desired value y as y = f (x1 , . . . , xn ) (in the ideal case)
2

or at least a good approximation to y. In reality, instead of the exact values
xi , we only have the results x
e1 , . . . , x
en of measuring these auxiliary quantities
x1 , . . . , xn . To compute the desired estimate for y, it is therefore natural to
apply the algorithm f to these measurement results. Thus, we arrive at the
following estimate for y: ye = f (e
x1 , . . . , x
en ).
So, when we cannot measure y directly, we measure it indirectly: first, we
measure several auxiliary auxiliary quantities x1 , . . . , xn , and then we apply an
algorithm f to the results x
ei of these direct measurements. The algorithm f
can be very time-consuming, so time-consuming that we really need a powerful computer to apply it. As a result, such an indirect measurement, or data
processing, is one of the main reasons why we need computers in the first place.
Why interval computations? This explains why we need computations, so
why do we need interval computations? As we have already mentioned, due to
measurement errors, the measured values x
ei are, in general, (slightly) different
from the actual (unknown) values xi : x
ei 6= xi . As a result, even for ideal
algorithms, the resulting estimate ye = f (e
x1 , . . . , x
en ) is, in general, different
from the actual value y = f (x1 , . . . , xn ) of the desired quantity. How can we
describe this uncertainty?
Before we answer this question, let us mention that there are many different
types of uncertainty. In engineering and science, practitioners mainly use probabilistic uncertainty, when we describe the probabilities of different values of
def
measurement error ∆xi = x
ei − xi . In many real-life situations, however, we do
not know these probabilities; in many such situations, we only know the upper
bounds ∆i on the absolute value |∆xi | of this measurement error. In such situations, once we have the measurement result x
ei , the only information that we
have about the actual (unknown) value of the measured quantity xi is that xi
def

belongs to the interval xi = [e
xi −∆i , x
ei +∆i ]. We must therefore transform such
interval (validated) uncertainty into the uncertainty of computing y. In other
words, given intervals xi and an algorithm f , we must find the interval y of posdef
sible values of y, i.e., the interval y = {f (x1 , . . . , xn ) | x1 ∈ x1 , . . . , xn ∈ xn }.
Techniques for solving this problem are called interval computations; see, e.g.,
[38, 40, 41, 57].
Why go beyond intervals? When we are interested in the value of a number
y, then, as we have just mentioned, the measurement accuracy can be usually
represented in interval terms, and interval computations can be used to estimate
the resulting uncertainty in y. In some real-life problems, however, what we are
interested in is more complex than a number.
For example, we may be interested in the dependence of the one physical
quantity x1 on another one x2 : we may be interested in how the material strain
depends on the applied stress, or in how the temperature depends on a point in
3-D space; in all such cases, what we are interested in is a function. We may be
interested in even more complex structures: e.g., in quantum mechanics, measuring instruments are described by operators in a Hilbert space, so if we want
3

to have a precise description of an actual (imperfect) measuring instrument,
what we are interested in is an operator.
For many of such mathematical structures, researchers have developed ways
to represent uncertainty, but usually, for each new structure, we have to perform a lot of complex analysis from scratch. It is desirable to come up with a
general methodology that would automatically produce a natural description of
validated uncertainty for all physically interesting situations (or at least for as
many such situations as possible).
In this paper, we produce foundations for such a methodology. It turns out
that this problem naturally leads to a technique of domains first introduced
by D. Scott in 1970s; see, e.g., [36, 69, 70, 71, 72, 73, 74, 76, 84]. The idea of
combining domains with interval uncertainty is not new; see, e.g., [17, 18, 19, 20,
22, 51, 63, 64]. What we will be doing in this paper is explaining why domain
techniques are indeed a very natural generalization of interval techniques, and
how to make this generalization as general as possible.
Outline. Our main objective is to provide a general technique for describing
validated uncertainty. Since we want our description to be as general as possible, we do not want to restrict ourselves to techniques based on real numbers.
Instead, we will start with a very general description of a measuring device –
so that eventually, from this description, we will be able to construct the real
numbers, provide a description of measurements with real numbers, and provide
more general descriptions of measured quantities.
As we have already mentioned, a single measuring device provides only an
approximate description of a measured quantity. To get a more accurate description of this quantity, we must consider more accurate measuring devices.
To get a complete description of a physical quantity, we must therefore consider
a (potentially infinite) family of measuring devices that measure this quantity
with better and better accuracy. Thus, from the operational viewpoint, a quantity can be associated with the corresponding family of measuring instruments.
Also, since our objective is to describe uncertainty related to data processing
(like in interval computations), and data processing means applying an (algorithmically defined) function to the results of direct measurements, we must
describe what such functions look like for arbitrary measuring devices.
Data processing means applying a function f , but where does this function
f come from? Often, this function has to be experimentally determined, i.e. (to
stretch the more traditional meaning of this word), measured. A natural question is: how do we describe the procedure (“measuring device”) for measuring
this function? Once we answer this question, we will be able to describe the
(validated) uncertainty associated with measuring a function.
Finally, we will formulate remaining open problems.

4

2
2.1

Measuring Devices: A General Description
Plan

The main objective of this section is to come up with a general description of
validated uncertainty corresponding to a single measuring device. We want to
make our description as natural as possible. Because of this, we do not want to
simply provide a very general description of a measuring device, with a lot of
possible features that may be of use. What we would like to do is to give a stepby-step description of a measuring device, a description in which we provide
motivations for each additional feature that we add on each step – motivations
that should ideally come from realistic measurement examples.
We start by noticing that every measuring device has only finitely many
possible outcomes such as marks on a scale (for an analog device) or digital
(usually binary) outputs (for a digital device). Not all the marks may be physically possible: for example, the velocity cannot exceed the speed of light, etc.
To distinguish between physically possible and physically impossible marks, we
need to have a theory that describes both this device and the measured quantity. We will show that, under reasonable assumptions, the existence of such
a theory leads to an algorithm for producing a complete list of all physically
possible outcomes. This list is the first step in describing a measuring device.
So, we have a set of possible outcomes. On this level, how do we describe
uncertainty? Due to measurement uncertainty, when we apply the same measuring device to the same object twice, we may get different measurement results.
Some pairs of possible outcomes (x, y) can therefore appear when measuring
the same object twice. The information of which pairs can thus occur forms the
second step in our description.
In some cases, it is not enough to know which pairs can thus occur; we also
need to know which triples, which quadruples, etc. when applying the measuring
device three or more times. This additional information constitutes the third
step of our description.
Finally, we may need conditional statements, i.e., statements of the type “if
for some object, we have obtained the values v1 and v2 , will we be able to get
v3 if we continue measuring the same object?”. Such information constitute the
fourth and the fifth steps in our description.
We will then show that this is all the validated information that we can
extract from a measurement device.
On each step, we will explain how the resulting formalism can be described
in terms of the existing mathematical structures.

2.2

First Step: Finite Set of Possible Outcomes

Every measuring device has finitely many possible outcomes. Measuring devices are either analog or digital. For an analog measuring device,
the measurement result is a mark on a scale; examples include old-fashioned
thermometers, Voltmeters, manometers, scales that measure weight, etc. For
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a digital measuring device, the outcome is a sequence of bits (i.e., 0s and 1s);
often, for our convenience, this sequence is translated into a decimal number.
For a measuring device with a scale, the measurement result is a mark on
the scale, and there are only finitely many marks on the scale.
For a digital measuring device that produces a sequence of bits, there is a
bound B on how many bits this device can produce after a single measurement;
thus, the overall number of possible measurement results cannot exceed the total
number (2B ) of binary sequences of length B.
Not all marks on a scale can be physically possible. Not all the marks
(bit sequences) may be physically possible. For example, we may have any
velocity marks, but we know, from physics, that the velocity cannot exceed the
speed of light. We can have as many temperature marks as we want, but we
know, from physics, that the temperature cannot be smaller than the absolute
zero (approximately −273◦ C).
To get a general description of a measuring device, it is desirable to distinguish between physically possible and physically impossible marks.
Comment. As we have mentioned, one of the main objectives of this paper is
not simply to provide a new general description of validated uncertainty, but
also to provide a motivation for this description. As part of this motivation, we
use the common sense words “possible” and “impossible”. In this paper, these
terms are only used as common sense words: we end up with a formalization
of the notions of measuring device, physical quantity, etc., but our analysis
does not go as far as producing a formalization of the notion of possibility. In
the future, it may be helpful to apply modal logic [12, 28, 53, 65] – a part of
logic studying terms like “possible” – to also formalize the notions related to
possibility.
It is worth mentioning that modal logic have been successfully applied to
extend interval approach to uncertainty [4, 8, 30, 31, 44, 46, 80].
Comment: Individual vs. group description of measuring devices. In measurement practice (see, e.g., [62]), there are two ways of describing uncertainty of
measuring devices such as sensors.
When sensors are used in critical systems, where the failure can be catastrophic – e.g., in manned space flights – each individual measuring device is calibrated, i.e., we analyze and describe the uncertainty of each individual sensor.
For example, when we use three temperature sensors with the same markings
produced by the same manufacturer, we calibrate each of these sensors, determining the bias (systematic error) and non-linear distortions characteristic of
each individual sensor.
This individual calibration is, however, a very costly procedure. As a result,
in most practical applications of measurements, we do not calibrate individual
sensors; instead, we calibrate the whole collection of mass-produced sensors of
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a given time, and use this general description to describe uncertainty of each
sensor from this collection.
Our objective is to provide the most general description of validated uncertainty; therefore, we must produce a description that fits both individual
and group calibrations. In view of this necessity, in the following text, by a
“measuring device”, we mean what is calibrated:
• for individual calibrations, we treat each sensor as a measuring device,
while
• for group calibrations, by a measuring device we mean the entire collection
of mass-produced identically marked sensors.
From this viewpoint, e.g., when we talk about physically possible outcomes,
then in the first case, we mean possible outcome of the calibrated sensor, while
in the second case, we mean all the outcomes that can appear from using one
of the sensors from the sensor collection.
We need a theory. The desired distinction between physically possible and
physically impossible marks – i.e., crudely speaking, between physically possible
and physically impossible values of the corresponding physical quantity – can
only come from physics. In other words, to be able to provide such a distinction,
we need a physical theory.
We need a theory that also described a measuring device. We need a
theory that would describe both the physical quantity (or quantities) measured
and/or influenced by the measuring device and the measuring device itself.
Why is it not enough to have a theory that describe the actual physical
quantity? Because the measured value depends not only on the quantity but
also on a measurement error introduced by the measuring device. For example,
if we measure the temperature with a measuring device that has an accuracy 1
degree, then, in principle, it is still physically possible to have the measurement
result −274 – when the actual measured temperature is close to the absolute
zero value −273; however, the measured value −280 is impossible.
On the other hand, a thermometer with an accuracy ±10 degrees can produce
a reading of −280 – when the actual temperature is close to the absolute zero.
We want a theory that is “full” in some natural sense. Our ultimate
objective is to provide solutions to practical problems in which data processing
is needed, problems related to engineering and applied science. In engineering
and applied science, when we say that there is, say, a theory of flight, this usually
means that there is a reasonably full (not partial) description of what can fly and
what cannot. There may be some computational difficulties in deciding how well
a given complex airplane will fly, difficulties requiring the use of sophisticated
supercomputers, but in principle, the problem is solved.
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In other words, in engineering and applied science, by a theory, we usually
mean a theory that is “full” in some natural sense. This is what we will mean
by a theory in this paper.
Comment. It is important to mention that in theoretical physics, the word
“theory” also has a different meaning. When we say that, e.g., Einstein produced
a theory of gravitation, it does not necessarily mean that his theory is capable
of solving all problems related to gravitation. It is known that physical theories
often have limitations beyond which they are not applicable; e.g., Einstein’s
theory of gravitation (General Theory of Relativity) cannot adequately describe
the gravitational interaction between quantum objects. In other words, theories
in fundamental physics are often partial.
There is a reason why in engineering, theories are usually full, while in
fundamental science, theories are usually partial: the class of objects that are
of interest for an engineering theory is much narrower than the class of objects
that is studied by fundamental physics, and it is much easier to come up with
a full theory for a smaller class of objects.
A seemingly natural definition of a full theory is not always adequate.
At first glance, it may look like a full theory is a one that provides an answer
to all relevant questions. This is exactly what is meant by a “decidable theory”
in mathematical logic (see, e.g., [5, 23, 49, 66]): a theory in which, for every
statement, either this statement or its negation are deducible from the theory.
If we define fullness in this manner, then, for example, if we want to know
whether a given mark on a scale of the measuring device is physically possible,
then this theory should be able to tell us whether it is physically possible or
not.
Unfortunately, this seemingly natural definition does not always capture the
physical meaning of the notion of a full theory, the meaning that we are trying to
capture in this section. Let us explain the problem with the standard definition
on the example of a theory in which there is an upper (or lower) bound on the
physical quantity – e.g., the speed of light is the upper bound on velocity, and
the absolute zero temperature is the lower bound for temperature.
From the physical viewpoint, when we say that a theory is full, we mean, in
particular, that this theory should enable us to compute the exact value of this
bound b.
What does it mean to compute b? The bound b is a real number. In the
computer, we normally only represent rational numbers, and the actual value
b is not necessarily rational. What people usually understand by computing a
real number is that for any given accuracy 2−k , we must be able to produce
a rational number rk that is 2−k -close to b; in other words, that we have an
algorithm that, given k, produces a rational number rk for which |rk − b| ≤ 2−k .
Such algorithms are called constructive or computable real numbers; see, e.g.,
[1, 6, 9, 10, 11, 44, 47, 61].
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Comment. Since we will be using domains, it is worth mentioning that the notion of a computable real number has been incorporated in domain descriptions;
see, e.g., [22].
A full theory should produce an algorithm for computing the bound b, i.e., b
should be a computable real number. Similarly, a full theory should compute the
exact upper bound ∆ on the measurement error of this measuring instrument;
hence, ∆ should also be a computable real number.
Once we know b and ∆, which marks are physically possible? Without
losing generality, let us consider the case of the upper bound. By definition of
def
the measurement error ∆x as the difference ∆x = x
e − x between the measured
and the actual values of the physical quantity, the measured value x
e can be
represented as the sum of the actual value x and the measurement error ∆x.
Thus, the largest possible value of x
e corresponds to the case when both x and
∆ attain their largest possible values. The largest possible value of x is b, and
the largest possible value of ∆x is ∆. Therefore, the largest possible value of x
e
is equal to b + ∆.
It is known that the sum of computable real numbers is computable, so
b + ∆ is a computable real number. Suppose now that a given mark on scale
corresponds to the value v of the measured physical quantity; usually, this value
v is a rational number. Then, v physically possible if and only if v ≤ b + ∆.
Thus, to be able to tell whether a given mark on a scale is physically possible or
not, we must be able to tell whether a given computable number (in our case,
b + ∆) is larger or equal than a given rational number (in our case, v).
Alas, it is known that this problem is, in general, not algorithmically solvable
[1, 6, 9, 10, 11, 44, 47, 61]. So, we cannot simply assume that a “full” theory will
always tell us which marks are physically possible and which are not. Instead,
we must provide a new definition of a full theory and analyze what this definition
entails.
Before we do that, let us first describe what we mean by a “theory” in the
first place.
What exactly is a theory? In general, in mathematics, to describe a theory
means to describe a finite list of its basic statements (called axioms) and a finite
list of deduction rules that enable us to deduce new statements form the ones
that we have already proven; see, e.g., [5, 23, 49, 66].
Once we have such a theory, we can algorithmically produce all the statements deducible in this theory: we start with the axioms and apply deduction
rules again and again. In this way, we can first produce all the statements that
can be derived by a single application of deduction rules, then all the statements
that can be produce by two applications of deduction rules, etc. Eventually, each
deducible statement will thus be produced.
In theory of computing, a set whose elements can be enumerated by an
algorithm is called recursively enumerable (r.e., for short). So, when we say
that we have a theory, we mean that the set of all statements deduced from this
theory is r.e.
9

R.e. sets S are also called semi-decidable (see, e.g., [3, 49]) because the enumerating algorithm provides us with a “semi-decision” procedure for deciding
whether a given element x belongs to the set S: We simply generate all the
elements of the set S one by one, and compare the given element x with each
newly generated element from S. Once we find an element from S that is equal
to x, we stop and return the answer “yes”. Clearly, if this algorithm returns the
answer “yes”, it means that x ∈ S; vice versa, if x ∈ S , then this procedure
always returns the answer “yes”. This procedure is a “semi-decision” procedure
because whatever answer it produces is correct, and it is guaranteed to provide
a correct answer when the element x actually belongs to S, but it is not required
to produce any answer when x is not actually in S.
What kind of statements are we allowing? A physical theory usually
describes properties of physically possible states and their transitions: e.g., when
we describe the time changes, we must be sure that the energy is preserved, that
the moments are preserved, that the overall electric charge is preserved, etc.
If a transition from a given state s into another given state s0 is physically
impossible, we will eventually find it out – by testing all preservation properties.
On the other hand, if the transition is physically possible – in the sense that
all conserved quantities have the same values in s and s0 and therefore, hopefully,
there exists an operation that actually transforms s into s0 – then we may not
be able to deduce this possibility from the theory: there may be infinitely many
conserved quantities and during a finite period of time (no matter how long),
we can only test finitely many of them, leaving others un-tested.
Similarly, a theory usually describes conditions under which a mathematically defined state is physically possible: the velocity of all the particles cannot
exceed the speed of light, the electric charge of each particles must be equal
to a whole number of charge quanta, the temperature in each region cannot be
smaller than the absolute zero, etc. If a mathematically defined state s is physically impossible, we will eventually find it out – by testing all the conditions
that a physically possible state must satisfy.
On the other hand, if a mathematically defined state s is physically possible – in the sense that all the necessary conditions are satisfied and therefore,
hopefully, there exists an operation that actually generates this state s – then
we may not be able to deduce this possibility from the theory: there may be
infinitely many conditions and and during a finite period of time (no matter
how long), we can only test finitely many of them, leaving others un-tested.
In our case, we talk about possible post-measurement states of a measuring
device. From this viewpoint, it is reasonable to assume that the set of statements
(potentially) covered by a theory includes statements of the type “an outcome
v is physically impossible”. (It may also happen that a particular theory is able
to deduce statements of the type “a mark v is possible” as well, but since we
want the most general description, we will not require these statements to be
covered by the theory.)
We want the theory to be correct; therefore, if the theory implies that an
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outcome v is not physically possible, then v should indeed be a physically impossible outcome. Because of this, if a theory implies that an outcomes v is
physically impossible, we will call such an outcome provably impossible.
As a result, we conclude that the set of provably impossible outcomes is r.e.
(semi-decidable).
What exactly is a full theory. Intuitively, a physical theory is full if whatever is not prohibited by this theory actually occurs in real life.
In other words, we require that if something never happens in real life, the
theory must have an explanation for it not happening, i.e., in precise terms, the
theory entails the statement that this particular event never happens.
In other words, if some transformation is never observed, and there is no
known law that would prevent this transformation from happening, the physicists usually imply that there must a (yet unknown) additional law that prevent
such transformations – i.e., in other words, that the existing theory is not full
in the physical sense; see, e.g., [24].
For example, from the viewpoint of the chemical composition, it is perfectly
OK for water to dissolve into hydrogen and oxygen: 2H2 0→2H2 + O2 ; however,
if we place water in a bowl, it will never dissolve by itself. A physicist will thus
conclude that since this dissolution never happens, there must be an explanation
for this – and there actually is such an explanation: the total energy of two
water molecules 2H2 0 is smaller than the sum of the energies of two hydrogen
molecules 2H2 and one oxygen molecule O2 , so this transformation is prohibited
by the energy conservation law.
Another example: from the viewpoint of pure particle mechanics, nothing
prevents all the air molecules in a room to concentrate in one half of it, leaving
vacuum in the other half. However, this never happens. This means that we
must have a physical explanation why it never happens, and there is such an
explanation – the second law of thermodynamics that prohibits such transformations.
In short, physicists believe that if some event never happens, there must
be a theoretical explanation for this event never happening. So, if a theory T
provides a full description of a given physical phenomenon, and some event e
never happens, this means that the theory T must entail a statement stating
that this event e never happens.
How does this apply to measuring devices? Suppose, for example, that we
have a measuring device with a scale. Suppose that we use this measuring device
again and again and a certain mark never occurs as a result of this measurement.
Example: we measure velocity of different particles from the cosmic rays, and
the value v = 400, 000 km/s never occurs. Since this mark never occurs, a full
theory T must have an explanation for it, i.e., in precise terms, this theory T
must imply that this mark never occurs.
The existence of a full theory makes the set of all physically possible
outcomes algorithmically listable. Let us show that the existence of a full
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theory T enables us to tell, for each outcome v, whether v is physically possible
or not.
We want to know whether v will occur in one of the measurements, or
whether it never happens.
If the outcome v never happens, then, according to our “definition” of a full
theory, T must imply that v never happens. So, if we start with the axioms
of the theory T and generate all its conclusions one by one (as we described
earlier), we will eventually come up with the statement that v never happens.
If the outcome v will occur, then we can apply the measuring device to all
possible objects, and eventually, we will get v. How can we apply the measuring
device to all possible objects? We can describe each possible object of measurement by a text in a natural language, a text instructing us how we can find
(or generate) this object. We can enumerate all such texts, and apply all such
instructions. To be more precise, we can apply the instructions from the first
such text for 1 hour, then the instructions from the first two texts for 2 hours,
etc. Eventually, we will thus implement each possible object.
So, if we apply the measuring instrument to different objects generated in
this way, we eventually get v. (If, by a measuring device, we mean a population
of sensors, then we must apply all possible sensors from this population to every
object.)
Let us now show how we can check whether v happens or not. We have two
algorithmic processes:
• the process that generates all possible statements proven in a theory T ,
and
• the process that generates all possible objects of measurement.
To check whether an outcome v is possible or not, we simultaneously launch
both algorithmic processes and wait until v appears in one of them:
• If an outcome v never occurs (i.e., is physically impossible), then the
statement that v never occurs will appear in the first process;
• If an outcome v will occur (i.e., is physically possible), then v will appear
as a result of the second process.
Thus, eventually, we will have v as a result of one of these processes – and
depending on which one, we will be able to tell whether this outcome v is
physically possible or not.
Comment. In mathematical terms, the existence of the first algorithmic process
means that the set of all physically impossible outcomes is r.e. (semi-decidable).
The existence of the second algorithmic process means that the set of all physically possible outcomes is also r.e. (semi-decidable). It is well known (see, e.g.,
[49]) that if a set is r.e. and its complement is r.e., then this set is algorithmically decidable, i.e., there exists an algorithm that checks, for each outcome
v, whether this outcome is physically possible or not. This is exactly what we
have just shown.
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Conclusion: algorithmically listable set of physically possible outcomes. We have shown that, under reasonable assumptions, the existence of
a full theory leads to an algorithm for producing a complete list of all physically
possible outcomes. This list is the first step in describing a measuring device.
Comment. Since we can always algorithmically check whether each outcome
is possible or not, we can always assume that the list of physically possible
outcomes is given from the very beginning. Thus, in the following text, we will
only consider physically possible outcomes.
Comment. In complex situations related to advanced measurements, we may
not have a full theory of the measured quantity. In some such situations, it
may still be reasonable to assume that we know the set of all physically possible
outcomes, in which case, our description applies. In some other situations, we
really do not know which outcomes are physically possible and which are not.
How to describe such situations is an important open problem.
Example 1: interval uncertainty. As the first example, we will consider
the simplest case of interval uncertainty, when n marks (outcomes) v1 , . . . , vn
are equally spaced between the smallest value v1 and the largest value vn , i.e.,
v2 = v1 + h, v3 = v1 + 2h, . . . , vk = v1 + (k − 1) · h, . . . , vn = v1 + (n − 1) · h,
def

where h = (vn − v1 )/(n − 1).
We will also assume that the measurement accuracy ∆ is the same throughout the entire scale. For intermediate marks vk , 1 ≤ k ≤ n, this means that
when the outcome is vk , the actual value of the measured quantity belongs to
def
the interval Sk = [vk − ∆, vk + ∆] = [v1 + (k − 1) · h − ∆, v1 + (k − 1) · h + ∆].
The lowest mark v1 means that the actual value is either within ∆ from v1 or
smaller than v1 (“below the scale”), i.e., that the actual value belongs to the set
def

S1 = (−∞, v1 + ∆]. Similarly, the highest mark vn means that the actual value
is either within ∆ from vn or larger than vn (“above the scale”), i.e., that the
def

actual value of the measured quantity belongs to the set Sn = [vn − ∆, +∞).
Example 2: counting. An actual counter always has an upper bound n; for
binary counters, this upper bound simply comes from the limit on the number
of bits that can be represented in this counter. Thus, possible outcomes of
counting are: 0, 1, 2, . . . , n, where each number k < n means that we have
exactly k units, while the outcome n means that we have either n or more units.
This limitation is similar to how cartoon (and maybe even historic) prehistoric men counted: one, two, many. Here, “one” means exactly one unit,
“two” means exactly two units, and “many” means three or more units.
Comment. There exist several different definitions of measurement. From the
more engineering viewpoint, a measurement is sometimes defined in a narrower
sense, as a procedure for measuring real-valued quantities. From the viewpoint
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of this “narrower” definition, counting is not a measurement. However, in more
fundamental measurement theory, measurement is usually defined in a broader
sense, as any procedure that takes a real object and returns some information
about these objects. From this viewpoint, counting is definitely a particular
case of measurement.
Since the objective of this paper is to provide a general description of
measurement-related validated uncertainty, we will use the more general understanding of the word “measurement”, the understanding in which procedures
like counting are definitely measurements.
Example 3: “yes”-“no” measurements. In many real-life situations, we
are not really interested in the actual value of the measured quantity (quantities); all we want to know is whether certain conditions are satisfied. For
example, for a single quantity, we may want to know whether the actual value
of this quantity exceeds a certain threshold. Such situations are very common
in practice: e.g., many actually used measuring devices have a line (often a red
line) such that when a measured value (pressure, temperature, etc.) exceeds
this line, it is an emergency situation.
In other measuring situations, a situation becomes an emergency if the actual
value is below the threshold: e.g., the air pressure in the line that feeds a scuba
diver, blood pressure of a patient in an emergency room, etc.
For such measurements, desired answers are “yes” meaning that the tested
conditions are satisfied (e.g., the actual value x exceeds the threshold x0 ) and
“no” meaning that the tested conditions are not satisfied (e.g., the actual value
x is still smaller than or equal to x0 ). Because of this, such “measurements”
can be called “yes”-“no” measurements.
In real life:
• when the actual value x of the measured quantity is much smaller than
the threshold x0 , we can definitely conclude that x ≤ x0 ;
• when the actual value x of the measured quantity is much larger than the
threshold x0 , we can definitely conclude that x > x0 ;
• when the actual value x of the measured quantity is close the threshold
x0 , we may not be able to decide whether x ≤ x0 .
Let us illustrate this on the example of interval uncertainty. If we measure a
quantity x with accuracy ∆ and get the value x
e as the result, we can conclude
that the actual (unknown) value of x belongs to the interval [e
x − ∆, x
e + ∆]. In
this case:
• If the largest possible value of x is under the threshold x0 , i.e., if x
e+∆ ≤
x0 , we can guarantee that the actual value x does not exceed x0 .
e−∆ >
• If the smallest possible value of x is above the threshold x0 , i.e., if x
x0 , we can guarantee that the actual value x exceeds x0 .
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• In the remaining cases, when x0 belongs to the interval [e
x − ∆, x
e + ∆) of
possible values, we can have both x ≤ x0 and x > x0 , so we cannot decide
whether x ≤ x0 .
For “yes”-“no” measurements, we therefore have three possible outcomes:
“yes”, “no”, and “unknown”. In the computer, “yes” is usually represented as
1 and “no” as 0. In logic, the value “unknown” is often abbreviated as U . So,
the set of all physically possible outcomes is {0, 1, U }.
Comment. If the measured quantity can take all possible real values, then all
three outcomes are physically possible. However, in some physical situations,
not all real values are physically possible and thus, not all outcomes of a “yes”“no” measurement may be physically possible.
For example, if all physically possible values of x are bounded by a bound
xB , and x0 exceeds this bound, then the outcome 1 is physically impossible.
(We may still get U if the actual value is close to xB .)
This is a clear example of when, because of our knowledge of the underlying physics, the set of outcomes that are physically possible in this particular
measuring situation is smaller than the set of all outcomes that are potentially
possible.
Another example of such a situation is when we measure a quantized quantity
such as electric charge that can only take values q, 2q, . . . , n · q, etc., and the
measurement error ∆ is smaller than a half of this quantum, then, based on
the measurement results, we can always decide whether x ≤ x0 . Indeed, in this
case, the interval [e
x − ∆, x
e + ∆] of width 2∆ < q can contain only one value of
the type k · q and therefore, from the measurement, we can uniquely determine
the actual value x of the measured electric charge. In such cases, the outcome
U is physically impossible, and the only physically possible outcomes are 0 and
1.
Yet another example of a situation when not all outcomes are physically
possible emerges when we consider repeated “yes”-“no” measurements.
Example 3a: repeated “yes”-“no” measurements. If, based on a single
measurement, we cannot decide whether we exceeded the threshold, it is reasonable to repeat the measurement with a more accurate instrument. We may
not want to incorporate this more accurate measurement instrument into our
measuring device.
One may ask: if we already have the more accurate instrument available,
why not use this more accurate instrument in the first place? Why do we need
to use the less accurate instrument at all?
The answer to this question is that the more accurate instrument usually
requires more time (and more other resources such as maintenance cost, energy
consumption, etc.) to operate. It is therefore reasonable to use this more
expensive-to-use instrument only if necessary. This is what, e.g., medical doctors
do if they suspect a disease: first, they order a simple test like a simple blood
test or a mammogram. If this simple test returns the answer “no”, this means
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that a patient does not have a suspected disease. If the test returns the answer
“yes”, e.g., if certain parameters of the blood test are clearly way above the
norm, this often means that the disease is confirmed. In some cases, however,
based on the results of the simple test, we cannot make a definite decision:
all we know that there is something suspicious, so the doctors order a more
sophisticated test.
If a more sophisticated (and more expensive-to-use) test still does not provide
us with a definite answer, we may order an even more accurate (and even more
expensive-to-use) test, etc.
What are the possible outcomes of such repeated measurements? In the first
measurement, we get the values “yes”, “no”, and “unknown”. To distinguish
between the results of the first (less accurate) and the second (more accurate)
measuring instruments, we will denote the outcomes of the first measuring instrument by 01 , 11 , and U1 ; the outcomes of the second measuring instrument
will be denoted by 02 , 12 , and U2 .
If the result of the first measurement is 01 or 11 , we stop; otherwise, we
perform the second measurement whose result is also either “yes”, “no”, or
“unknown. The outcomes of the second measuring instrument will be denoted
by 02 , 12 , and U2 . As a result, we get the following outcomes: 01 , 11 , U1 02 ,
U1 12 , and U1 U2 .
Comment. In principle, to get more accurate results, we could always apply
both measuring instruments. In this case, we would have the following 5 possible
outcomes: 01 02 , 11 12 , U1 02 , U1 12 , and U1 U2 .
If we did not know that the two measurements measure exactly the same
thing, then we could also have the outcomes 01 12 and 11 02 .
If we did not know that the second measuring instrument is more accurate
than the first one, then we could also have outcomes 01 U2 and 11 U2 .
Our knowledge about the measured quantity and the measuring device enables us to see that out of 9 = 32 mathematically possible pairs of the values 0,
1, U , only 5 are physically possible outcomes.
Example 4: a combination of several independent measuring instruments. In the previous example, we considered repeated measurements of the
same quantity. This is an example of dependent measurements, when after
knowing the result of the first measurement, we can restrict the possible results
of the second measurement.
In many real-life situations, a measuring device consists of several independent measuring instruments that measure independent quantities. For example, a meteorological station measure temperature, pressure, and wind velocity;
these values are independent of each other.
Suppose that a measuring device consists of m measuring instruments, and
we know that these measuring instruments are independent in the sense that
once we know the results of some of the measurement, it does not change which
outcomes are possible for other measurements. Let X1 be the set of all physically
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possible outcomes of the first measurement, let X2 be the set of all physically
possible outcomes of the second measurement, . . . , and let let Xm be the set of
all physically possible outcomes of the m-th measurement. An outcome of this
measuring device is a sequence of outcomes of these m individual measurement:
x = (x1 , . . . , xm ) where x1 ∈ X1 , . . . , xm ∈ Xm . Since we assume that the
measurements are independent, all such tuples are possible, hence the set of all
possible outcomes of a measuring device is the set of all such tuples, i.e., the
Cartesian product X1 × . . . × Xm .

2.3

Second Step: Pairs of Compatible Outcomes

How do we describe uncertainty: main idea. So, we have a set of possible
outcomes. On this level, how do we describe uncertainty? Due to measurement
uncertainty, when we apply the same measuring device to the same object twice,
we may get different measurement results.
This is a known fact for anyone who has ever measured anything with a real
measuring device, be it current or voltage or temperature.
For example, suppose that we measure temperature by using a measuring
device with an accuracy of ±2 degrees. If the actual temperature is, say, 36.6,
then, due to measurement errors, the measurement result can take any value
from 36.6 − 2 = 34.6 to 36.6 + 2 = 38.6. If this measuring instrument has marks
corresponding to 0, 1, 2, . . . , 100 degrees, then for the actual temperature of 36.6,
the only possible outcomes are the ones that lie within the interval [34.6, 38.6],
i.e., the marks 35, 36, 37, and 38.
The measurement error usually has a random component. As a result, when
we repeatedly measure the temperature of the same object (with the actual temperature of 36.6), we get, in general, different measurement results in different
measurements: we may get 35 in the first measurement, 37 in the second one,
etc.
Let us show how this uncertainty-related possibility can be described in the
most general case.
Comment on quantum measurements. Before we proceed with the description of uncertainty via repeated measurements, it is important to mention
that the above text is only applicable to non-quantum measurements.
In terms of measurements, the main difference between non-quantum and
quantum physics is as follows: Of course, every measurement involves interaction
with a measured object and thus, affects this object. For example, one way to
measure the temperature of a hot object is to attach a thermometer to this
object; since the original temperature of the thermometer was smaller than the
temperature that we measure, we thus slightly cool down the object.
In non-quantum physics, we can make the effect of the measuring device on
an object as small as possible, so when we want to measure the same quantity
again, the actual value will not change much. This is usually done by making
the measuring devices much smaller than the objects.
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Quantum physics describes very small objects, so in quantum physics, we
usually measure properties of very small objects by using much larger measuring
instruments. As a result, every quantum measurement drastically changes the
properties of a measured object – to the extent that often, the measured object
is completely destroyed in the process of measurement. Moreover, there is a
theoretical limit on how much we can restrict the effect of measurement on an
object – the limit known as Heisenberg’s Uncertainty Principle.
For quantum objects, we thus often cannot literally apply the same measuring device twice to the same object – and even if we can, we will get a
completely different result. This is not so bad because many microscopic objects measured in quantum measurements have a short lifetime anyway. When
we measure properties of quantum objects, we usually do not mean measuring
properties of a perishable short-living individual object; rather, when we say
that we are interested in the mass of a Hydrogen atom or in a magnetic moment of an electron, we mean that we have a generator that generates multiple
copies of the same (or almost the same) object. In such situations, instead of
considering repeated measurements of the same object, we should therefore talk
about repeated measurements of different objects generated by the same object
generator.
In the following text, for simplicity, we will mainly talk about repeated
measurement of the same object, but what we will mean is that either we have
multiple measurements of the same object, or we have multiple measurement
performed on different copies of the object – copies produced by the same object
generator.
Some pairs of outcomes are compatible (close), some are not. We have
already mentioned that due to measurement uncertainty, multiple measurement
of the same object can lead to different outcomes.
For example, if we measure temperature with the accuracy of 2 degrees, and
possible outcomes are 0, 1, 2, etc., then the outcome 0 can happen if the actual
temperature is in the interval [−2, 2]; the outcome 1 can happen if the actual
temperature is in the interval [−1, 3], etc.
When the outcomes are very different, e.g., 0 and 5, the corresponding intervals [−2, 2] and [3, 7] do not intersect – which means that there is no actual
value for which repeated measurements would produce 0 and 5.
When the outcomes are close, e.g., 1 and 3, then the corresponding intervals
[−1, 3] and [1, 5] have a non-empty intersection – which means that there are
actual values for which repeated measurements can produce 1 and 3 – namely,
all the values from this intersection.
It is therefore natural to say that the physically possible outcomes x and y
are compatible, or close if for some object, multiple measurements can lead to x
and y. We will denote compatible outcomes by ∼. For example, for the above
thermometer, 1 ∼ 3 but 0 6∼ 5.
We can also say that in this case, the outcomes x ∼ y are indistinguishable
by the given measuring device: if we got x as an outcome for one object, and y
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as an outcome for another object, then we cannot guarantee that these objects
are different: they may be identical.
The existence of a full theory makes the set of all compatible pairs
of outcomes algorithmically listable. How do we tell which pairs of outcomes are compatible and which are not? As in the first step, the only way to
distinguish between compatible and non-compatible pairs is to have a physical
theory that describes both the measured quantity and the measuring device.
Similarly to the first step, we can argue that this theory should be able to
make predictions about incompatibility of different pairs. We can also argue
that this theory should be full in the sense that if some pair (x, y) never occurs
in a repeated measurement, then the theory should have an explanation for it
never occurring, i.e., the theory should entail that this pair never occurs. If it
does occur, then we will be able to see it in one of the actual measurements.
Similarly to the first step, we can therefore conclude that the set of all
compatible pairs is decidable (algorithmically listable).
Conclusion: algorithmically listable set of compatible pairs of outcomes. We have shown that, under reasonable assumptions, the existence of
a full theory leads to an algorithm for producing a complete list of all compatible pairs of outcomes. Thus, at the current (second) step of describing a
measuring device, we can describe it as a pair hX, ∼i, where X is a finite set (of
all physically possible outcomes), and ∼ is a symmetric and reflexive relation
on X describing which outcomes are compatible.
Description in terms of existing mathematical structures. From the
mathematical viewpoint, a pair hX, ∼i is nothing else but a finite graph.
In general, a graph in which vertices correspond to sets and two vertices are
connected by an edge if and only if the corresponding sets intersect is called an
intersection graph [35, 52]. For the case when sets and intervals, the intersection
graph is called an interval graph; see, e.g., [27].
Comment. Since we will be dealing with domains, it is worth mentioning that
in domain theory, graphs – also called webs – form the basis of binary Girard
domains; see, e.g., [32, 33, 34, 78]. From this viewpoint, on our current (second)
step we describe measuring devices by using binary Girard domains. Such a
domain description has been actually used in our previous papers to describe
interval uncertainty; see, e.g., [19, 20].
Example 1: interval uncertainty. For the simplest interval uncertainty, as
we have mentioned, there exists a constant C such that vi and vj are compatible
if and only if |i − j| ≤ C. Let us show how the corresponding graphs look like.
For C = 1, each point is only connected to its immediate neighbors, so the
graph takes the following form:
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For C = 2, each element is compatible not only with its immediate neighbors,
but also with immediate neighbors of immediate neighbors. This results in the
following graph:
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Example 2: counting. Let us recall that for counting with an upper bound
n, we have n+1 different outcomes 0, 1, . . . , n, such that each outcome k ≤ n−1
means that we have exactly k objects, and the outcome n means that we have
n or more objects.
Based on this meaning, we can easily conclude that the outcome is uniquely
determined by the actual number of objects. Thus, no matter how many objects
we actually have, repeated measurement will always produce exactly the same
outcome. Conclusion: no two different outcomes are compatible, i.e., we have a
completely disconnected graph:
0

1

...

k

...

(n − 1) n

Comment. It is worth mentioning that in quantum physics, the situation with
counting is completely different: we may have a physical state that is a superposition (in some precise sense) of states with, say, 2 and 3 particles. Thus,
when we measure the number of particles in such a state, we may get 2 in the
first measurement and then 3 in the second measurement. In other words, the
graph corresponding to quantum counting is different – no longer completely
disconnected.
Example 3: “yes”-“no” measurements. In the case of “yes”-“no” measurements, we have three possible outcomes: 0, 1, and U (“unknown”).
• If the actual value is 0, we can get 0 and U ;
• if the actual value is 1, we can get 1 and U .
Thus, 0 and U are compatible; 1 and U are compatible; but 0 and 1 are, of
course, incompatible. So, we end up with the following graph:
0

U

1

Example 3a: repeated “yes”-“no” measurements. In the case of repeated “yes”-“no” measurements, we have five possible outcomes: 01 , 11 , U1 02 ,
U1 12 , and U1 U2 .
• If the actual value is 0, we can get 01 , U1 02 , and U1 U2 ;
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• if the actual value is 1, we can get 11 , U1 12 , and U1 U2 .
Thus, 01 , U1 02 , and U1 U2 are compatible with each other; also 11 , U1 12 , and
U1 U2 are compatible; but values corresponding to 0 and 1 are, of course, incompatible. So, we end up with the following graph:
ÃÃÃ
01

Ã```
Ã`
Ã
`` ÃÃÃÃ ````
U1 02
U1 U2
U1 12
11

Example 4: a combination of several independent measuring instruments. When a measuring device consists of m independent measuring measurements, then the outcome x of the device is a tuple (x1 , . . . , xm ) of outcomes
corresponding to individual measuring instruments. Since the measurements
are independent, the two tuples x = (x1 , . . . , xm ) and y = (y1 , . . . , ym ) are compatible if for each k, the corresponding measuring results are compatible. Thus,
if we have m graphs hXi , ∼i i corresponding to m different measuring instruments, then the measuring device can be described by a graph hX, ∼i, where
X = X1 × . . . × Xm and
x = (x1 , . . . , xm ) ∼ y = (y1 , . . . , ym ) ↔ x1 ∼1 y1 & . . . & xm ∼m ym .
Thus defined graph is called a Cartesian product of graphs hX1 , ∼1 i, . . . ,
hXm , ∼m i.
Computational complexity of the graph representation of a measuring
device: general case. Our ultimate objective is to provide a description of
a measuring device that would be helpful in indirect measurements and data
processing, i.e., that would be helpful in computing.
From this viewpoint, when selecting a description of a measuring device,
we must keep in mind that the intent of this description is that it be used in
future computations. In particular, we must make sure that the description
of a measuring device does not take up too many bits of computer memory –
because when processing this description, we must access each bit at least once,
and if there are many of them, the processing will take long.
In our case, a measuring device is represented by a graph. Let us recall how
many bits we need to store a generic graph. Let us denote the total number of
vertices of a graph by n. Vertices of the graph can be denoted by v1 , . . . , vn . To
describe a graph, we must know, for each i from 1 to n and for each j from 1 to
n (that is different from i), whether the vertices vi and vj are compatible. For
each pairs (i, j), we need 1 bit to store the corresponding information. There
are n(n − 1)/2 pairs (i, j) with i 6= j. Therefore, we need n(n − 1)/2 = O(n2 )
bits to store the information about a general graph.
Is it feasible? For a real-life measuring device, the accuracy may be 0.1% of
the overall scale, which means that there are about n ≈ 103 possible outcomes.
If we want to describe the list of all possible outcomes, then we need n bits. If
we also want to describe a graph structure, then we need n2 ≈ 106 bits. This
amount of computer memory is feasible.
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The above amount of computer memory is feasible but it is, for large n,
much larger than the number of bits that are need to simply store all possible
outcomes. Can we do better?
Computational complexity of the graph representation of a measuring
device: case of the simplest interval uncertainty. To see whether we can
do better, let us start with the above simplest case of interval uncertainty. In this
case, we have an equally spaced scale with outcomes v1 , v2 = v1 +h, v3 = x1 +2h,
. . . , vk = v1 +(k −1)·h, . . . , vn = v1 +(n−1)·h, and the measurement accuracy
∆ is the same throughout the entire scale. For k = 2, . . . , n − 1, if the outcome
is vk , this means that the actual value of the measured quantity belongs to the
interval Sk = [vk − ∆, vk + ∆] = [v1 + (k − 1) · h − ∆, v1 + (k1 ) · h + ∆]. The
outcome v1 means that x ∈ S1 = (−∞, v1 + ∆], and the outcome vn means that
x ∈ Sn = [vn − ∆, +∞).
In this case, two outcomes vi and vj are compatible if the corresponding
intervals intersect. One can easily see that this intersection is non-empty if
vi − ∆ ≤ vj + ∆ and vj − ∆ ≤ vi + ∆, i.e., substituting the above expressions
for vi = v1 + (i − 1) · h and vj = x1 + (j − 1) · h into these inequalities, that
|i − j| · h ≤ 2∆, i.e., |i − j| ≤ 2 · ∆/h.
In other words, if the outcomes vi and vj are compatible, then the corredef

sponding indices i and j should be C-close to each other (where C = 2∆/h).
In this case, once we fix h and ∆ (and thus, C), we do not need O(n2 )
bits to describe which outcome is compatible to which: it is sufficient, for each
i from 1 to n, to describe which outcomes within a C-neighborhood of i are
compatible with i. Since C is fixed, we need a constant number of bits to store
this information for each i. Thus, the overall amount of computer memory that
is needed to store this information about all the inputs is O(n).
Comment. In the simplest interval case, there are n outcomes corresponding
to 1, 2, . . . , n, and the two outcomes are compatible if and only if |i − j| ≤ C.
In this case, we can decrease the required amount of computer memory even
further, because all we need to store are the integers n and C ≤ n. How much
space do we need to store these two numbers? By using b bits, we can store all
the integers from 0 . . . 0 (b bits) = 0 to 1 . . . 1 (b bits) = 2b − 1; so, to store a
number n, we need b bits where 2b−1 − 1 < n ≤ 2b − 1, i.e., b ≈ log2 (n) bits.
Storing an integer C ≤ n requires even fewer bits, so overall, we need O(log2 (n))
bits.
However, in the general interval case, as we will see, we will need all n bits.
Computational complexity of the graph representation of a measuring
device: general case of interval uncertainty. The above example was the
simplest case of interval uncertainty. In general, the outcomes may not be
equally spaced: there may be more marks per unit in some part of the scale,
and fewer in other parts of the scale. Also, the measurement accuracy ∆i may
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be different for different parts of the measurement scale. Let us show that the
above conclusion holds for the general case of interval uncertainty as well.
Let ∆ = max ∆i denote the largest radius of the interval, and let h =
min(vi+1 − vi ) denote the smallest possible distance between the sequential
outcomes. For every i < j, we have vj − vi = (vj − vj−1 ) + (vj−1 − vj−2 ) + . . . +
(vi+1 − vi ). Each of j − i terms in this sum cannot be smaller than h, hence
vj − vi ≤ (j − i) · h. In general, |vi − vj | ≥ |i − j| · h.
If the two outcomes vi and vj are compatible, then the corresponding intervals intersect, hence vi − ∆i ≤ vj + ∆j and vj − ∆j ≤ vi + ∆i . From these two
inequalities, we can conclude that vi − vj ≤ ∆i + ∆j and vj − vi ≤ ∆i + ∆j ,
hence |vi − vj | ≤ ∆i + ∆j . We know that ∆ is the largest of the values ∆i , so
∆i + ∆j ≤ 2∆. On the other hand, we have proven that |vi − vj | ≥ |i − j| · h.
def

Thus, we can conclude that |i − j| · h ≤ 2∆, i.e., that |i − j| ≤ C = 2∆/h.
So, once we fix h and ∆ (and thus, C), we can use only O(n) bits to store
the information about which physically outcomes are compatible with which.
Computational complexity of the graph representation of a measuring
device: lower bound for the case of the general interval uncertainty.
Let us show that in the general interval case – in contrast to to the simplest
interval case – we do, in general, need at least c · n bits (actually, at least n/2
bits) to store the graph information.
To prove this, we will first show that there are at least 2n/2 different graphs,
at least as many as there are bit sequences of length n/2. Namely, to each such
bit sequence b1 . . . bn/2 , we put into correspondence the following case of interval
uncertainty: vi = i, ∆1 = ∆3 = ∆5 = . . . = 1, and ∆2i = 1 + bi . Here, h = 1,
∆ = max ∆i = 2, hence C = 2∆/h = 4.
In this case, the interval corresponding to an odd outcome v2i+1 is S2i+1 =
[2i, 2i + 2], and the interval corresponding to an even outcome v2i is S2i =
[2i−1−bi , 2i+1+bi ]. Let us show that, based on the intersection graph, we can
uniquely determine the original sequence bi . Indeed, the intervals corresponding
to 2i and 2i + 3 (or 2i − 3) intersect if and only if 2i + 1 + bi ≥ 2i + 2, i.e.,
if and only if bi ≥ 1. Since bi can take only values 0 and 1, the outcomes 2i
and 2i + 3 are compatible if and only if bi = 1. Thus, based on the intersection
graph, we can uniquely reconstruct the binary sequence bi . So, 2n/2 different
binary sequences lead to different intersection graphs.
Hence, there are at least 2n/2 different intersection graphs. If we use b bits
to store the information about a graph, then we can have at most 2b different
representations. Thus, to be able to distinguish between 2n/2 different graphs,
we need at least n/2 bits. The statement is proven.
Computational complexity of the graph representation of a measuring device: case of multi-D uncertainty. In the case of multi-D uncertainty, each outcome vi can be represented as a point in the corresponding
m-dimensional space Rm , and the related uncertainty can be described by a set
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Si ⊆ Rm containing vi . Thus, when the measurement device produces an outcome vi , the only information that we have about the actual (unknown) value
x ∈ Rm of the measured m-dimensional quantity is that x ∈ Si .
In the case of interval uncertainty, the set Si is an m-dimensional box
[x1 , x1 ] × . . . × [xn , xn ]. In many practical situations, the uncertainty is best
described by a ball or, more generally, an ellipsoid, etc.
Let us show that in all such cases, we do not need to use all O(n2 ) bits to
store the information. For each set Si , we can define its radius ∆i as the largest
possible distance d(vi , s) between vi and points s ∈ Si : ∆i = sup{d(vi , s) | s ∈
Si }. Let ∆ denote the largest of these radii: ∆ = max ∆i .
How close are the points vi ? For each point vi and for each distance d0 ,
we can denote the point density ρ(vi , d0 ) as the ratio N (vi , d0 )/V (d0 ), where
N (vi , d0 ) is the overall number of points vj 6= vi in the d0 -vicinity Bd0 (vi ) =
{x | d(x, vi ) ≤ d0 } of the point vi , and V (d0 ) is the volume of this vicinity. For
each point vi , we can then define the largest point density ρ(vi ) as max ρ(vi , d0 ),
where the maximum is taken over all positive real numbers d0 . One can easily
see that the maximum is attained when d0 is equal to the distance between vi
and one of the points vj 6= vi – because when we increase d0 without hitting one
of these distance, the value N (vi , d0 ) remains the same but the volume increases.
Thus, we can alternatively define ρ(vi ) as maxj6=i ρ(vi , d(vi , vj )).
We can then define the configuration density ρ as the largest of the n values
ρ(vi ).
Let us fix the configuration radius ∆ and the configuration density ρ. If the
sets Si and Sj corresponding to two different outcomes vi and vj intersect, this
means that there exists a point s ∈ Si ∩ Sj . For this point, d(s, vi ) ≤ ∆i and
d(s, vj ) ≤ ∆j , hence d(vi , vj ) ≤ d(vi , s) + d(s, vj ) ≤ ∆i + ∆j . Since ∆ is the
largest of the values ∆i we can conclude that d(vi , vj ) ≤ 2∆.
Thus, if the two outcomes vi and vj are compatible, we conclude that the
corresponding points in an m-D space are 2∆-close. We know, from the definition of the configuration density, that in the 2∆-vicinity of the point vi , there
def
are ≤ C = ρ · V (2∆) different points vj 6= vi . Thus, each outcome vi can have
no more than C compatible outcomes. When ∆ and ρ are fixed, C is a constant.
Let us show that because of this property, we only need O(n · log(n)) bits to
store the graph information. Indeed, it is sufficient to store, for each outcome vi ,
the list of all its neighbors (= compatible outcomes). Each neighbor is described
by a number from 1 to n. We already know that to store such a number, we
need log2 (n) bits; thus, to store th information about all C neighbors of a given
outcome, we need C · log(n) bits. To store the information about the entire
graph, we need to store this information for each of n outcomes vi . Thus,
overall, we need n · (C · log(n)) = O(n · log(n)) bits.
Computational complexity of the graph representation of a measuring
device: general case of localized uncertainty. Let us now consider the
general case of localized uncertainty.
Let M be the set of all possible values of a measured quantity. For 1-
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D measurements, M = R; for multi-D measurements, M = Rm ; in general,
as we have mentioned, M can be the set of all the functions o the set of all
operators from quantum mechanics. Each outcome vi can be represented as a
point in the set M . The related uncertainty can be described by a set Si ⊆ M
containing vi . Thus, when the measurement device produces an outcome vi , the
only information that we have about the actual (unknown) value x ∈ M of the
measured quantity is that x ∈ Si .
Intuitively, “localized” means that there is a natural definition of closeness
(i.e., a metric) on the set M , so all the points from the uncertainty set Si are
reasonably close, and in each vicinity of each point vi , there are not too many
other points vj 6= vi .
Similarly to the multi-D case, for each set Si , we can define its radius ∆i
as the largest possible distance d(vi , s) between vi and points s ∈ Si : ∆i =
sup{d(vi , s) | s ∈ Si }. Let ∆ denote the largest of these radii: ∆ = max ∆i .
Lt us also assume that there is a computable function N (d0 ) such that for
each point vi and for each distance d0 , there are no more than N (d0 ) points
vj 6= vi in the d0 -vicinity of vi . (Based on the values vi , we can determine
N (d0 ) as maxi Ni (d0 ), where Ni (d0 ) is the total number of points vj 6= vi in the
d0 -vicinity of the point vi .)
Let us fix the configuration radius ∆ and the “density function” N (d0 ). If
the sets Si and Sj corresponding to two different outcomes vi and vj intersect,
then, as in the multi-D case, we can conclude that d(vi , vj ) ≤ 2∆. Thus, if
the two outcomes vi and vj are compatible, the corresponding points in M are
2∆-close. We know, from the definition of the density function N (d0 ), that in
def

the 2∆-vicinity of the point vi , there are ≤ C = N (2∆) different points vj 6= vi .
Thus, each outcome vi can have no more than C compatible outcomes. When
∆ and N (d0 ) are fixed, C is a constant.
Thus, as in the multi-D case, we only need O(n · log(n)) bits to store the
corresponding graph information.

2.4

Third Step: Subsets of Compatible Outcomes

From pairs to subsets. Instead of repeating a measurement twice, we can
repeat the same measurement three and more times. As a result, we may get
three or more different outcomes for the same object. To describe this situation,
we can use the same word “compatible”, and say that the outcomes v1 , . . . , vm
are compatible if for some object, as a result of repeated measurement, we get
these values vi (in whatever order). So, to get a better description of a measuring
instrument, we must not only describe which pairs are compatible, we must also
describe what triples, what quadruples, etc., are compatible.
Is information about compatible pairs sufficient? If we only know which
pairs are compatible, can we then decide which subsets are compatible?
First, we should mention that once we know all compatible pairs, some
subsets can be easily dismissed as not compatible. If a set of outcomes v1 , . . . , vm
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is compatible, i.e., if there is an object for which repeated measurements lead
to v1 , . . . , vm , then, of course, each pair (vi , vj ) is also compatible. So, if two
elements from a set are not compatible with each other, this means that the set
itself is not compatible either.
A natural question is whether the opposite is also true: if we have a finite set
{v1 , . . . , vm } in which every two outcomes are compatible, if this set compatible?
Information about compatible pairs is sufficient for intervals. Let us
show that for interval uncertainty, the answer to the above question is “yes”.
Indeed, in interval uncertainty, an outcome x
e = vi means that the actual value
of the measured quantity belongs to an interval Si = [xi , xi ].
For example, if all the measurements are equally accurate, then xi = vi − ∆
and xi = vi + ∆. In these terms, two outcomes vi and vj are compatible if the
corresponding two intervals have a non-empty intersection Si ∩ Sj 6= ∅, and a
set {v1 , . . . , vm } of outcomes is compatible if S1 ∩ . . . ∩ Sm 6= ∅.
What happens if every two intervals intersect? Two intervals [xi , xi ] and
[xj , xj ] have a non-empty intersection if and only if xi ≤ xj and xj ≤ xi . Thus,
if every two intervals intersect, this means that for every i and j, we have xi ≤ xj
– i.e., every lower endpoint is not larger than every upper endpoint. We will now
show that the intersection of all m intervals is non-empty by showing that this
def
intersection contains the largest of the lower endpoints x = max xi . In other
words, we will show that this value x belongs to each of m intervals [xj , xj ], i.e.,
that xj ≤ x ≤ xj . Indeed:
• since x is the largest of the lower endpoints, it is larger than or equal to
each of them, in particular, xj ≤ x.
• On the other hand, since x is the largest of m real numbers, it is equal to
one of them: x = xk for some k. We know that xk ≤ xj so x ≤ xj .
The statement is proven.
Information about compatible pairs is not sufficient in the general
case. We will now show that for a general non-interval uncertainty, the information about which pairs are compatible and which are not is not sufficient to
determine which sets are compatible.
When the measured quantity is 1-D, i.e., its possible values are real numbers,
then intervals describe the measurement uncertainty. In many real-life situations, we measure a multi-D quantity x = (x1 , . . . , xm ), i.e., the quantity that
consists of several real-valued components x1 , . . . , xm . For example, in meteorology, we may want to measure different coordinates of the wind vector. Intervals
can describe the uncertainty resulting from measuring each individual component. If the components are physically independent, then the resulting multi-D
uncertainty of measuring the entire m-dimensional quantity x is described by a
multi-D box.
In real life, different components xi are often highly dependent; as a result,
after each measurement, the set of possible values (x1 , . . . , xm ) of the measured
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m-dimensional quantity is different from a box. Often, ellipsoids provide a good
descriptions for this uncertainty.
Ellipsoids naturally come from probabilistic uncertainty: if the measurement
error is described by a multi-D Gaussian distribution, then the confidence set –
described as the set of all the values for which the probability density exceeds
a certain threshold – is an ellipsoid. Ellipsoids have also been successfully used
to describe validated uncertainty; see, e.g., [7, 13, 14, 25, 26, 29, 67, 68, 75, 79].
Not only ellipsoids work well; it has been experimentally shown that in many
practical situations, ellipsoids work better than other families of sets [13, 14].
Moreover, it was theoretically proven that under certain reasonable conditions,
ellipsoids indeed form the best family [26, 50].
For ellipsoids, it is easy to find an example when every two ellipsoids have
a non-empty intersection, but the three ellipsoids have no common point; see
Fig. 1.

Figure 1: Case when each pair of outcomes is compatible but the three outcomes
are not compatible
Thus, if these ellipsoids correspond to outcomes of a measuring device, we
get an example where every two outcomes are compatible, but the entire set
of outcomes is not compatible. So, in general, in addition to describing which
pairs of outcomes are compatible, we must also describe which sets of outcomes
are compatible.
The existence of a full theory makes the family of all compatible sets of
outcomes algorithmically listable. How do we tell which sets of outcomes
are compatible and which are not? Similarly to the pairwise comparison, the
only way to distinguish between compatible and non-compatible sets is to have
a physical theory that describes both the measured quantity and the measuring
device.
Again, we can argue that this theory should be able to make predictions
about incompatibility of different sets. We can also argue that this theory should
be full in the sense that if some set S never occurs in a repeated measurement,
then the theory should have an explanation for it never occurring, i.e., the theory
should entail that this set never occurs. If it does occur, then we will be able to
see it in one of the actual measurements.
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Similarly to the first step, we can therefore conclude that the set of all
compatible sets is decidable (algorithmically listable).
Conclusion: algorithmically listable family of compatible sets of outcomes. We have shown that, under reasonable assumptions, the existence of a
full theory leads to an algorithm for producing a complete list of all compatible
sets of outcomes. Thus, at the current (third) step of describing a measuring
device, we can describe it as a pair hX, Si, where X is a finite set (of all physically possible outcomes), and S ⊆ 2X is a subset of 2X with the following two
properties:
• subset property: if S ∈ S and S 0 ⊆ S, then S 0 ∈ S;
• singleton property: for every x ∈ X, then {x} ∈ S.
Such a description was first proposed and developed in [17, 18].
Comment. The subset condition comes from the above observation that a subset of a compatible set is always compatible. The singleton condition simply
means that every outcome from the set X is physically possible – i.e., that X
is the set of all physically possible outcomes.
Description in terms of existing mathematical structures: simplicial
complexes. In algebraic topology, the above structure is known as a simplicial
complex; see, e.g., [48]. Simplicial complexes are a technique for describing
polytope-type topological spaces. A simplicial complex is made of simplexes.
The basic 1-dimensional simplex is a straight line segment v1 v2 connecting
two points v1 and v2 . This segment has two vertices: x1 and x2 .
A 2-dimensional simplex is a triangle v1 v2 v3 – a convex hull of a three-point
set {v1 , v2 , v3 }. The triangle has three vertices: v1 , v2 , and v3 . The triangle
v1 v2 v3 has three faces – 1-dimensional simplexes v1 v2 , v2 v3 , and v1 v3 .
A 3-dimensional simplex v1 v2 v3 v4 is a tetrahedron – a convex hull of the
four-point set {v1 , v2 , v3 , v4 }. A tetrahedron has four vertices: v1 , v2 , v3 , and
v4 . A tetrahedron has 4 faces v1 v2 v3 , v1 v2 v4 , v1 v3 v4 , and v2 v3 v4 ; each of these
faces is a triangle – i.e., a 2-dimensional simplex, etc.
To this, we can add a 0-dimensional simplex x, which is simply a point (and
its own vertex).
A simplicial complex is a finite collection of simplexes; these simplexes may
share faces with each other. This complex represent a union of the corresponding
sets, i.e., the set of all the points that belong to at least one of the simplexes
from the complex. From the set-theoretic viewpoint, a face is a subset of a
simplex. So, if a simplex S belongs to a given complex C, and F is its face,
then it make sense to conclude that F also belong to the same complex – because
all the points from F automatically belong to S and thus, belong to the union
representing the complex C.
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In view of this observation, a simplicial complex is usually defined as a finite
collection of simplexes such that if a simplex belongs to this collection, then all
its faces also belong to it.
As we have mentioned, each simplex can be uniquely described by its vertices. Thus, if we denote the set of all the vertices of all the simplexes by X, we
can alternatively define a simplicial complex as a collection of subsets of X.
How will the face property be represented in these terms? A face of a simplex
defined by a set of k vertices can be represented by a subset of k − 1 elements.
If we require that all the faces are included in C, then we conclude that faces
of faces, faces of faces of faces, etc., are also included. In set terms, it means
that with every simplex S (= subset of X), every subset of S also belongs to
the complex. Thus, a simplicial complex is a collection of sets with a subset
property – exactly what we need for our description of a measuring device.
Resulting geometric representation of a measuring device. The similarity between our description of a measuring device and the notion of a simplicial complex enables us to provide a geometric representation of a measuring
device.
For example, suppose that we consider two different measuring devices. In
both devices, there are 3 physically possible outcomes v1 , v2 , and v3 , and in both
devices, every pair of outcomes is compatible. So, from the graph viewpoint,
when we only represent pairwise compatibility of pairs of physically possible
outcomes, both devices are represented by the same graph:
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The difference between the two measuring devices – that we want to describe
geometrically – is that in one of them (as in Fig. 1), the three values v1 , v2 ,
and v3 are incompatible, while in the second device, the three values vi are
compatible:
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From the geometric viewpoint, the first measuring device only has three 1-D
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simplexes and no 2-D ones, so it is represented by the above hollow triangle. The
second measuring device also has a 2-D simplex {v1 , v2 , v3 }, so it is represented
as a filled triangle:
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Towards description in terms of existing mathematical structures:
domains. Another natural description of the structure hX, Si is a description
in terms of domains [36, 69, 70, 71, 72, 73, 74, 76, 84].
The notion of a domain was originally invented by D. Scott to describe the
different amounts of information that we may have about a given object or
class of objects. The main elements of a domain are these different pieces of
information, and the main relation is the relation “x contains all the information
contained in y” (and maybe some more information), the relation that is usually
denoted as x w y.
In this case, we also say that in comparison with a more complete piece of
information x, y provides less information, i.e., y approximates x; this relation
is denoted by y v x.
By the very meaning of these notions, the approximation relation is reflexive,
transitive, and antisymmetric, i.e., it is a partial order relation.
The approximation relation can be naturally reformulated in terms of a
subset relation: indeed, to each piece of information x, we can put into correspondence the set Sx of all possible situations that are consistent with this
information. In these terms, if x contains all the information contained in y,
this means that every situation consistent with x is also consistent with y, i.e.,
Sx is a subset of Sy . In other words, x w y means that Sx ⊆ Sy .
If we acquire two pieces of information x (corresponding to the set Sx )
and y (corresponding to the set Sy ), then what is the resulting set of possible
situations? If we know both x and y, this means that we know that the situation
must satisfy all the conditions imposed by the knowledge x, and it must also
satisfy all the conditions imposed by the knowledge y. The set of all situations
that satisfy conditions imposed by x is Sx ; similarly, the set of all conditions
imposed by y is Sy . Thus, we conclude that the actual situation must belong
to the set Sx ∩ Sy .
Comment. It should be mentioned that the pieces of information x and y may
be inconsistent, e.g., x may mean that the actual value is positive, while y
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means that the actual value is negative. In this case, when no situation can
simultaneously satisfy x and y, the intersection Sx ∩ Sy is an empty set.
So, the family of sets Sx corresponding to different pieces of information
x must be closed under intersection. In terms of the partial order w (=⊆),
intersection can be defined as the least upper bound; this least upper bound is
usually denoted by x t y.
Comment. In domain theory, there are additional considerations related to the
infinite families of pieces of information. At any given state of the knowledge,
however, we only deal with finitely many possible pieces of information – for one
reason that the overall number of symbols is limited, and there are only finitely
many words expressed by that many symbols.
If we restrict ourselves to finite families of pieces of information, then the
formal definition of a domain can be presented as follows (see, e.g., [73]): a
closure system is a non-empty family of sets closed under intersection, and a
domain is a partially ordered set isomorphic to a closure system. This is exactly
what we have described above.
Comment. The above definition of a domain in terms of closure systems (to be
more precise, a more complex definition covering infinite families as well) was
used by D. Scott in his earlier papers. From the viewpoint of understanding the
basic motivations this is a very good and clear definition – and this is why we
used it here.
However, from the viewpoint of mathematical analysis of domains, this is a
very indirect and inconvenient definition: a domain is a partially ordered set, in
our case, finite partially ordered set, but it is defined in terms of a representation
as families of (possibly infinite) sets. From this viewpoint, it is desirable to use
equivalent definitions that define a domain directly in terms of the properties
of the partial order. Such equivalent definitions do exist, and they are the ones
that are used as definitions in most books on domains and their applications.
Comment. It is also worth mentioning that usually, the case of inconsistent
information (corresponding to the combination of two inconsistent pieces of
information) is omitted from the description of a domain, so we will, in most
cases, omit it too.
On the other hand, the situation when we have not performed any measurement yet – and thus, we have no information about the measured quantity –
is usually included in the description of the domain. This complete absence of
information is the smallest amount of information that we can possible have, so
it is usually denoted by a “bottom” symbol ⊥.
How to reformulate the above description of a measuring device in
terms of domains? Let us consider a measuring device hX, Si with the set X
of physically possible outcomes. Domain theory describes pieces of information,
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so, in order to describe the measuring device in terms of domain theory, we
must find out what information about the object do we get after we use this
device to measure an object.
After a single measurement, we get a single measurement result x ∈ X. So,
after this measurement, the only information that we gain about the actual
value of the measured quantity is that this value is consistent with x. It is
natural to use this same outcome x to represent these pieces of information.
After repeated measurements, we can get several different outcomes. For
example, if in two different measurements, we get, e.g., x and x0 , this means
that the actual value of the measured quantity is consistent both with x and
with x0 . For every set S ⊆ X of outcomes, it is also natural to use this same set
as a notation for this piece of information.
When we have both outcomes x and x0 , we thus clearly have more information about the measured object than if we had only one of them: xx0 w x and
xx0 w x0 . From the set-theoretic viewpoint, the set of the values that are compatible with both outcomes x and x0 is an intersection of the sets corresponding
to x and x0 ; in domain terms, it is the least upper bound: xx0 = x t x0 .
In these terms, the structure hX, Si is naturally described as a domain.
Comment. In domain theory, structures of the type hX, Si, where S ⊆ 2X
satisfies the subset property and the singleton property, form the basis of Girard
domains; see, e.g., [32, 33, 34, 78]. From this viewpoint, on our current (third)
step we describe measuring devices by using Girard domains. This observation
was first explicitly mentioned in [17, 18].
Example 1: interval uncertainty. For the simplest interval uncertainty, as
we have mentioned, there exists a constant C such that vi and vj are compatible
if and only if |i − j| ≤ C.
For C = 1, each point is only connected to its immediate neighbors, and no
three outcomes are compatible. So, we get the following domain:
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For C = 2, each element is compatible not only with its immediate neighbors,
but also with immediate neighbors of immediate neighbors. Here, every triple
(i, i + 1, i + 2) is compatible; no quadruples are compatible. This results in the
following domain:
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Example 2: counting. For counting, we have n + 1 possible outcomes 0, 1,
. . . , n; every two of them are incompatible. Thus, the corresponding domain
has the following form:
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Example 3: “yes”-“no” measurements. For “yes”-“no” measurements,
the outcomes 0 and U are compatible, and the values 1 and U are compatible,
but 0 and 1 are not compatible.Thus, we arrive at the following domain:
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Comment. It should be mentioned that the value “unknown” (U ) is different
from the case of complete absence of information ⊥. Indeed, ⊥ means that we
have not performed any measurement, so we have no information yet.
The value U means that we have performed a measurement, but this measurement did not enable us to decide whether, e.g., the desired quantity x exceeds the given threshold x0 . The fact that we did not gain any information on
whether x > x0 does not necessarily mean, however, that we gained no information at all. For example, if our measuring process consists of measuring x with
accuracy ∆ and comparing the result x
e with x0 , then, as we mentioned earlier,
the fact that after the measurement, we still cannot decide whether x > x0
means that x
e − ∆ ≤ x0 < x
e + ∆, i.e., that x0 − ∆ < x
e ≤ x0 + ∆.
Since we know that the actual value x of the measured quantity is ∆-close
to x
e, i.e., |x − x
e| ≤ ∆, we can thus conclude that x ≤ x
e + ∆ ≤ (x0 + ∆) + ∆ =
x0 + 2∆ and similarly, that x ≥ x
e − ∆ > (x0 − ∆) − ∆ = x0 − 2∆, i.e., that
x0 − 2∆ < x ≤ x0 + 2∆.
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In this example, although we did not decide whether the answer to the
desired question is “yes” or “no”, we did gain some information about the
actual value x that we did not know before – and thus, in this case, U has more
information than ⊥: U w ⊥ and U 6= ⊥.
Example 4: a combination of several independent measuring instruments. When a measuring device consists of m independent measuring instruments, then the outcome x of the device is a tuple (x1 , . . . , xm ) of outcomes
corresponding to individual measuring instruments. Since the measurements
are independent, a set of tuples S ⊆ X1 × . . . × Xm is compatible if for each k,
the corresponding measuring results are compatible.
How can we describe this in formal terms? For each k and for each tuple
x = (x1 , . . . , xk , . . . , xm ), we can define k-th projection πk (x) as of the k-th
component of the tuple x. For every set S of tuples, we can define πk (S) as the
def

set of k-th projections of all the tuples from S: πk (S) = {πk (x) | x ∈ S}.
In these terms, if we have m simplicial complexes hXi , Si i corresponding to
m different measuring instruments, then the measuring device can be described
by a simplicial complex hX, Si, where X = X1 × . . . × Xm and
S ∈ S ↔ π1 (S) ∈ S1 & . . . & πm (S) ∈ Sm .
Thus defined simplicial complex will be called a Cartesian product of the simplicial complexes hX1 , S1 i, . . . , hXm , Sm i.
Computational complexity of the simplicial complex representation of
a measuring device: a general case. How many bits do we need to store
the new information about the measuring device? Let n denote the number of
physically possible outcomes. A natural way to describe a domain structure S
is to describe, for each of 2n subsets S ⊆ X, whether S belongs to S.
For each of 2n sets S ⊆ X, we need one bit to store this information, so
overall, it is sufficient to use 2n bits.
This representation of a domain is excessive because, due to the subset property, once we know that S ∈ S, we already know that every subset S 0 ⊆ S also
belongs to S. As a result of this excess, it is possible to use fewer bits to store
the domain information. It turns out, however, that we cannot decrease the required storage space too much: we will show that to describe a general domain,
we cannot use fewer than ≈ 2n bits.
n
To prove it, we will show that we can have at least ≈ 22 different possible
domain structures S on a set X of n elements. Let H denote the class of all
subsets of X that have exactly bn/2c elements; such sets will be called half-size.
For each subset H ⊆ H, we can determine S(H) as the family of all sets S ⊆ X
that are contained in one of the half-size sets h ∈ H. This family clearly has
both subset and singleton properties.
Let us show that different sets H lead to different domains S(H). Specifically, we will show that once we know S(H), we can determine H uniquely – as
the set of all half-size sets from S(H). Indeed, clearly, every half-size set from
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H also belongs to S(H). Vice versa, suppose that a half-size set h belongs to
S(H). By definition, it means that h is a subset of a half-size set h0 ∈ H. Since
a proper subset always has fewer elements that the original set, a half-size set
h cannot be a proper subset of another half-size set h0 ; thus, we can only have
h = h0 . Since h0 ∈ H, we conclude that h ∈ H.
So, we can construct at least as many different domains as there are subsets
in the set of all half-sets. In other words, if we denote, by A, the total amount
of all half-size subsets of X, then we we can construct at least 2A different
domains.
µ
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So, we can have at least 2A ≈ 22 different domain structures.
We have already mentioned, in analyzing computational complexity of the
graph representation, that if we use b bits to store the information about a
structure, then we can have at most 2b different structures. Thus, to be able to
n
distinguish between 22 different domain structures, we need at least 2n bits.
So, in general we need 2n bits to store the information about a domain structure.
This amount is no longer feasible: as we have mentioned, for a real-life
measuring device, we an have about n ≈ 103 possible outcomes. If we want to
describe the list of all possible outcomes, then we need n bits. If we also want
3
to describe a generic Girard domain structure, then we need 2n ≈ 210 bits –
this amount is larger than the overall number of particles in the Universe.
It is therefore extremely important to find cases when we can use fewer bits.
It turns out that interval and, in general, localized uncertainty provides exactly
such cases.
Computational complexity of the simplicial complex representation
of a measuring device: case of interval uncertainty. For interval uncertainty, as we have mentioned, every outcome v is only compatible with neighbors
that are C-close to v. Thus, every compatible set containing i is a subset of the
set {i − C, i − C + 1, . . . , i − 1, i, i + 1, . . . , i + C} consisting of 2C + 1 elements.
For each i from 1 to n, there are finitely many (≤ 22C+1 ) such subsets, so in the
interval case, we need O(n) bits to store the entire Girard domain information.
Computational complexity of the simplicial complex representation of
a measuring device: case of multi-D uncertainty. In most applications,
multi-D uncertainty is described by bounded convex sets Si ⊆ Rm . Bounded
convex sets satisfy the known Helly theorem (see, e.g., [15, 21, 35, 52, 54, 55]):
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if every m + 1 subsets of a finite family of sets have a common point, then the
entire family has a non-empty intersection.
In this case, we do not need to list all the intersecting (compatible) subsets
S ⊆ S: only
µ subsets
¶ that have no more than m + 1 outcomes. There are no
n
more than
= O(nm+1 ) such subsets, so we need at most O(nm+1 ) bits
m+1
to store the information on which of these subsets belong to S and which do
not.
Comment. In the particular case m = 1, convex sets S ⊆ R1 are intervals, so
Helly theorem becomes the above-mentioned property of intervals and pair-wise
intersections. It is worth mentioning that boxes [x1 , x1 ] × . . . × [xm , xm ] in the
multi-D space also have this 2-Helly property that if every two boxes from a finite
family intersect, then the entire family has a non-zero intersection. Moreover,
as shown in [54, 55], the family of all the boxes is, in some reasonable sense, the
only family of convex sets that has this 2-Helly property.
Computational complexity of the simplicial complex representation
of a measuring device: general case of localized uncertainty. In the
case localized uncertainty, each outcome has no more than C neighbors. To
store the information about these neighbors, as we have mentioned in the graph
case, we need O(n · log(n)) bits.
For each outcome v, every compatible set containing this outcome is a subset
of the set of v’s neighbors. For each of n outcomes v, there are finitely many
(≤ 2C ) such subsets, so in the localized case, we need O(n) bits to store the
subset information.
Overall, we need O(n · log(n)) + O(n) = O(n · log(n)) bits – the same amount
as in the graph case.

2.5

Fourth Step: Conditional Statements about Possible
Outcomes

Subsets of compatible outcomes do not always give a complete description of a measuring device. In the previous subsection, we have shown
that subsets of compatible outcomes often provide more information about a
measuring device than pairs of compatible outcomes – and thus provide a more
complete description of a measuring device. However, as we will see, this description is still not always fully complete.
To show this incompleteness, let us consider two different measuring devices
each of which has three possible outcomes v1 , v2 , and v3 . In the first device,
we have interval uncertainty: v1 corresponds to the interval S1 = [1 − 2, 1 +
2] = [−1, 3], v2 corresponds to the interval S2 = [2 − 2, 2 + 2] = [0, 4], and v3
corresponds to the interval S3 = [3 − 2, 3 + 2] = [1, 5]. In the second device, the
uncertainty corresponding to each outcome is described by a circle:
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In both devices, the three sets corresponding to the outcomes vi have a
common point, hence all three outcomes are compatible. So, from the viewpoint
of subsets of compatible outcomes, the two measuring devices are described by
exactly the same structure hX, Si, where X = {v1 , v2 , v3 } and
S = {{v1 }, {v2 }, {v3 }, {v1 , v2 }, {v1 , v3 }, {v2 , v3 }, {v1 , v2 , v3 }}.
However, from the physical viewpoint, there is a difference between these devices, a difference that is not captured by the above common description.
Namely, for the second (circle-related) measuring device, there are values
that belong to both v1 and v3 but do not belong to v2 . This means that it is
possible to have an object for which v1 and v3 are possible outcomes, but for
which we will never get v2 as a possible outcome.
In contrast, for the first (interval-related) measuring device, the intersection
of v1 and v3 is contained in v2 . Thus, when for some object, repeated measurement produced v1 and v3 , we are sure that further repeated measurement will
eventually produce the outcome v2 – if not for this particular device, but at
least for one of the devices characterized by the same uncertainty.
What we do we need to add to the subsets description to capture the
missing information about a measuring device? We have shown that
there is a difference between the measuring devices that is not captured by a
subset description. How can we describe such a difference in general terms?
In the first (interval-related) measuring device, for every object, if v1 and
v3 are possible outcomes, then v2 is also a possible outcome. In the second
measuring device, there exist objects for which v1 and v3 are possible outcomes
but v2 will never occur.
The subset information formalizes statements describing which outcomes are
possible for an object, statement of the type
“For some object, v1 and v3 are possible outcomes.”
To capture the above difference, we must also formalize conditional statements
of this type, i.e., statements of the type
“If for some object, v1 and v3 are possible outcomes, then for this same object,
v2 is also a possible outcome.”

37

Comment. Up to this subsection, we have been describing formalisms that
have already been proposed and used to describe uncertainty of measuring devices. Many of our motivations described in the previous subsections are new,
many results are new, but the main definition has already been described in
the previous papers. From this point on, we start describing a new approach to
the description of measuring devices. This approach is not mathematically new
– it uses existing mathematical formalisms, what is new is their application to
measuring devices.
The existence of a full theory makes the set of all true conditional
statements algorithmically listable: an argument. How do we tell which
conditional statements are true for a given measuring device and which ar not?
As before, the only way to distinguish between conditional statements that
are true for this device and conditional statements that are not true is to have
a physical theory that describes both the measured quantity and the measuring
device.
Once we have such a theory, how can we tell, e.g., whether after measuring
v1 and v3 , we will always be able to get v2 ?
We will show that, as before, the existence of a full theory makes the set of
all true conditional statements algorithmically listable. The argument will be
similar to the previous arguments, but slightly more complicated.
First, we remark that for every object for which we have observed v1 and v3 ,
there are two options: either v2 never occurs, or v2 occurs at some future moment
of time – whether by measuring with this particular measuring instrument or
by measuring with some other measuring instrument that was made by using
the same specifications and the same technology (and thus, belongs to the same
collection comprising this measuring device).
If v2 never occurs, then, as before, it is reasonable to expect that a full theory
T provide an explanation for it never occurring; in other words, the statement
that v2 never happens must be entailed from T .
If v2 actually occurs, we will eventually observe it by applying this (or similar) measuring instruments to this object.
Thus, as before, we can simultaneously launch two algorithmic processes:
• the process of deriving all possible logical consequences of the theory T ;
and
• the process of applying this (and similar) measuring devices to the same
object.
Eventually, we will get v2 in one of these two processes:
• if v2 never occurs, then the first process will produce a statement that it
never occurs (a statement derivable from the theory T );
• if v2 occurs at some moment of time, the second process will produce v2
as a measurement result.
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Thus, similarly to the previous cases, for each object for which v1 and v3 both
occur, we will know whether v2 will occur or not.
In other words, for each object o for which we have observed v1 and v3 , we
can algorithmically decide whether v2 never happens, i.e., we can algorithmically
def
decide whether the statement P (o) = ∀t (M (o, t) 6= v2 ) is true, where M (o, t)
means the result of measuring the object o at time t.
In general, for some objects o for which v1 and v3 have been observed, this
property P (o) holds, for some other objects o, this property P (o) does not hold.
If the property P (o) never holds, then it is reasonable to expect that a full
theory T should provide us with an explanation for this not occurring, i.e., the
statement that P (o) never holds should follow from the theory T .
On the other hand, if the property P (o) holds for some object o, then, by
testing all possible objects, we will eventually find the object o for which this
property is true.
Thus, we can simultaneously launch two new algorithmic processes:
• the process of deriving all possible logical consequences of the theory T ;
and
• the process of testing the property P (o) for all possible objects o.
Eventually, we will get P (o) in one of these two processes:
• if P (o) never holds, then the first process will produce a statement that it
never holds (a statement derivable from the theory T );
• if P (o) holds for some object o, the second process will produce this object.
Thus, we will know whether there exists an object o for which P (o) holds.
According to the definition of the property P (o), if this property holds for
some object o, then the original conditional statement is not valid; if this property does not hold for any object o, then the implication expressed by our
conditional statement is valid.
So, we can algorithmically decide whether a given conditional statement
holds or not.
Family of conditional statements: natural properties. We have shown
that, under reasonable assumptions, the existence of a full theory leads to an
algorithm for producing not only a complete list S of all compatible sets of
outcomes, but also a complete list of all true conditional statements of the type
“If for some object, all outcomes from a set S ⊆ X have been observed, then
an outcome v 6∈ S will also be eventually observed for this object.”
Each of the statements and the entire family of such statements must satisfy
the following natural properties.
First, an individual conditional statement makes sense only if S ∪ {v} ∈ S
– otherwise, by definition of S, once S has been observed, we cannot observe v
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for the same object. Once the family S is fixed, we can say that a pair hS, vi,
where S ∈ S, is a possible condition if v 6∈ S and S ∪ {v} ∈ S.
Second, if S implies v, and we have observed S 0 ⊇ S, this means that we
have, in particular, observed S, so S 0 also implies v.
Third,
• if S implies v, meaning that whenever all outcomes from S are observed
for some object, then v will be eventually observed, and
• S ∪ {v} implies v 0 , meaning that once we observed S and v, we will eventually observe v 0 ,
then we can conclude that once we observe S, we will eventually observe v 0 , i.e.,
that S implies v 0 .
Thus, we arrive at the following conclusion.
Conclusion: algorithmically listable family of conditional statements.
We conclude that at the current (fourth) step of describing a measuring device,
we can describe it as a triple hX, S, Ci, where:
• X is a finite set (of all physically possible outcomes),
• S ⊆ 2X is a subset of 2X that satisfies the subset property (if S ∈ S and
S 0 ⊆ S, then S 0 ∈ S) and the singleton property (S includes all singletons),
and
• C is a family of pairs hS, vi, where S ⊆ X and v ∈ X, that satisfies the
following three properties:
– Every pair from C is a possible condition, i.e., v 6∈ S and S ∪ {v} ∈ S.
– superset property: If hS, vi ∈ C, S 0 ⊇ S and hS 0 , vi is a possible
condition, then hS 0 , vi ∈ C; and
– transitivity: if hS, vi ∈ C and hS ∪ {v}, v 0 i ∈ C, then hS, v 0 i ∈ C.
Description in terms of existing mathematical structures: deduction
relation. From the mathematical viewpoint, the set C of pairs hS, vi has properties similar to the properties of the deduction relation `, i.e., the relation S ` v
meaning that the statement v follows from the set of statements included in the
set S; see, e.g., [5, 23, 49, 66].
Indeed, if S implies v, then S 0 also implies v – hence we have a superset
property. If S ` v and S, v ` v 0 , then S ` v 0 – hence we have transitivity.
Comment. There are two main differences between our description and the
traditional deduction relation:
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• First, we only consider situations in which the set S of statements is
consistent, while in mathematical logic, the deduction relation also covers
the case when S is inconsistent. For inconsistent sets S, in classical logic,
S ` v for all possible statements v, so we can easily extend our relation to
inconsistent sets S as well.
• Second, in classical logic, we also consider the cases when v ∈ S: in this
case, of course, S ` v. These cases are also easy to add to our relation.
In summary, if ` is our relation, then we can define the classical deduction
relation `0 as follows:
S `0 v ↔ (S ` v) ∨ v ∈ S ∨ (S is inconsistent).
Vice versa, if we have a classical logical deduction relation `0 , we can define the
notion “S is consistent” as S 6`0 F alse and then define the consistency-bounded
relation ` as follows:
S ` v ↔ (S `0 v) & v 6∈ S & (S is consistent).
From the purely mathematical viewpoint, as we can see, our modification
of the traditional definition of the deduction relation is equivalent to the traditional definition of deduction relation. The only reason why we modified the
traditional definition is that our objective is to use this description in real-life
computations. From the computational viewpoint, when we try to save as much
computer memory as possible, it is advantageous not to store easily recoverable
information such as all the pairs hS, vi corresponding to the cases when S is
inconsistent or when v ∈ S. Since we do not wan to waste computer memory
on storing this non-informative information, we decided not to include it into
our description of a measuring device.
In short, the resulting definition may be somewhat clumsy from the logical viewpoint, but, hopefully, more natural from the viewpoint of describing
measuring devices.
Comment. It is worth mentioning that the idea to restrict deduction systems to
only consistent sets S is not new: it has been proposed by D. Scott in [72] in his
description of an information system. From this viewpoint, the only difference
between our definition and the definition of an information system is that Scott
still allows S ` v for v ∈ S while we do not. So, if ` is our relation, then we can
define the information system `0 as follows:
S `0 v ↔ (S ` v) ∨ v ∈ S.
Vice versa, if we have an information system with a deduction relation `0 , we
can define the v 6∈ S-type relation ` as follows:
S ` v ↔ (S `0 v) & v 6∈ S.
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Description in terms of existing mathematical structures: domains.
We know that the information about subsets can be described in term of Girard
domains. How does the additional conditional information look like in these
terms?
For example, the statement “if v1 and v3 are both observed for some object,
then v2 will be observed as well” means that the class v1 v3 – of all objects for
which both v1 and v3 are observed – coincides with the class v1 v2 v3 – of all
objects for which all three outcomes v1 , v2 , and v3 are observed.
In terms of the domain partial order w, this equality can be described as
follows. In the general case of a Girard domain, we have relations of the type
v1 v2 v3 w v1 v3 – meaning that when we observe v1 , v2 , and v3 for the same
object, we gain all the information about this object that could be gained from
observing only v1 and v3 (and maybe some more information).
In the case of conditional statements, we have additional relations of the
type v1 v3 w v1 v2 v3 – meaning that when we observe v1 and v3 for the same
object, we gain all the information about this object that could be gained from
observing all three outcomes v1 , v2 , and v3 .
In general, in domain terms, a conditional statement hS, vi ∈ C means,
crudely speaking, that S = S ∪ v.
Such additional relations bring us outside the class of Girard domains, to
the class of general domains. Thus, we can say that while subsets of compatible
outcomes correspond to Girard domains, situation when conditional statements
are also available corresponds to general domains.
Comment. The fact that we started with a notion of a deduction system similar
to Scott’s information systems and ended up with a general domain is not accidental: information systems were explicitly defined as a logical representation
of general domains.
Let us illustrate this structure on the examples of typical measuring devices.
Example 1: interval uncertainty. For the simplest interval uncertainty,
there exists a constant C such that vi and vj are compatible if and only if
|i − j| ≤ C.
For C = 1, each point is only connected to its immediate neighbors, and no
three outcomes are compatible. In principle, in cases when no three outcomes
are compatible, we could have conditional statement like “if vi is observed for
some object, then vj will eventually be observed for this object”; however, in
the specific case C = 1, no such statements are true, so this case is described
by the same Girard domain as in the subset case.
For C = 2, each element is compatible not only with its immediate neighbors,
but also with immediate neighbors of immediate neighbors. Here, every triple
(i, i+1, i+2) is compatible; no quadruples are compatible. In this case, there are
non-trivial conditional statements: namely, for every i, once we have observed
vi−1 and vi+1 , we know that eventually, we will be able to observe vi as well.
Thus, in this case, vi−1 vi vi+1 = vi−1 vi+1 .
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Because of these conditional statements, instead of the original Girard domain, we have the following domain structure:
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Example 2: counting. For counting, there are no conditional statements, so
we still have a Girard domain.
Example 3: “yes”-“no” measurements. For the general case of “yes”“no” measurements, there are no conditional statements, so we still have a
Girard domain.
Example 4: a combination of several independent measuring instruments. When a measuring device consists of m independent measuring measurements, then the outcome x of the device is a tuple (x1 , . . . , xm ) of outcomes
corresponding to individual measuring instruments.
Since the measurements are independent, a set of tuples S ⊆ X1 × . . . × Xm
implies a tuple v = (v1 , . . . , vm ) if and only if for each k, the corresponding
measuring results πk (S) imply vk .
In these terms, if we have m structures hXi , Si , Ci i corresponding to m different measuring instruments, then the measuring device can be described by a
def
structure hX, S, Ci, where X = X1 × . . . × Xm ,
S ∈ S ↔ π1 (S) ∈ S1 & . . . & πm (S) ∈ Sm ,
and
hS, vi ∈ C ↔ hπ1 (S), π1 (v)i ∈ C1 & . . . & hhπm (S), πm (v)i ∈ Cm .
Thus defined structure will be called a Cartesian product of the structures
hX1 , S1 , C1 i, . . . , hXm , Sm , Cm i.
Computational complexity of the domain representation of a measuring device: a general case. How many bits do we need to store the new
information about the measuring device? We have already shown that to store
the general simplicial complex information, we need at least ≈ 2n bits. Since a
simplicial complex is a particular case of the new representation – corresponding
to the case when there are no valid conditional statements – we therefore need
at least 2n bits to represent the general domain information as well.
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Let us show that 2n bits are sufficient. If we store the information about C
directly, then we may need more than 2n bits: indeed, there are 2n possible sets
S, and n possible outcomes v, so overall, there are 2n · n pairs hS, vi. Thus, if we
describe C by storing the information about every such pair whether it belongs
to C or not, we will need 2n · n bits, which is more than O(2n ).
This pair-wise representation would be excessive, because due to superset
and transitivity properties, once we know some pairs hS, vi from C, we can
automatically conclude that several other pairs also belong to C.
Let us show that by using these properties, we can indeed reduce the required
amount of storage to O(2n ).
Specifically, instead of storing the sets S and C directly, we will store the
set B of the corresponding n-dimensional Boolean vectors. A Boolean vector
describes which of the n variables are true and which are not; in other words,
it is a vector whose components are truth values. A natural way to describe
a Boolean vector is by a sequence of the type v1ε1 . . . vnεn , where εi ∈ {−, +},
def

def

vi+ = vi , and vi− = v̄i – a negation of vi . For example, for n = 3, an expression
v1 v̄2 v3 means that v1 and v3 are true and v2 is false.
Intuitively, b ∈ B means that there exists an object for which all variables
vi that are true in b can occur in a measurement and all the variables vi that
are false in b cannot occur. For example, v1 v̄2 v3 ∈ B would mean that there
exists an object for which v1 and v3 are possible outcomes but the outcome v2
will never occur.
We will construct B as follows: a Boolean vector b belongs to B if and only
if the following two properties hold for the set S of all variables vi that are true
in b:
• the set S is compatible, i.e., S ∈ S;
• the set S is closed under deduction, i.e., there are no statements of the
type hS, vi in the set C.
Both properties make perfect sense in view of our intended meaning of Boolean
vectors b ∈ B as describing the results of all possible measurement for some
fixed object o:
• Since the true variables from b are exactly the outcomes that appear as a
result of measuring o, the set S of all such true variables must be compatible. This justifies the first property.
• If hS, vi ∈ C for some v 6∈ S, this means that for every object – including
our object o – once we observed all the outcomes from the set S, we must
also observe the outcome v. However, v does not belong to the set S of
all the variables that are true in b; thus, v is false in b – meaning that the
outcome v will never be observed for this object. This contradiction shows
that no such pair hS, vi is possible – this justifies the second property.
Overall, there are 2 Boolean values, hence 2 · 2 = 22 Boolean vectors of length
2, . . . , and 2 · . . . · 2 (n times) = 2n possible n-dimensional Boolean vectors. To
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store the information about a general set B of Boolean vectors, it is sufficient
to store, for each of 2n possible Boolean vectors b, the information on whether
b ∈ B. For each b, we need 1 bit to store this information, thus, overall, we need
2n bits.
Let us show that storing the set B is sufficient in the sense that once we
know B, we can uniquely reconstruct S and C. Indeed, as one can easily prove,
S ∈ S if and only if there exists a vector b in which all variables from S are true.
Similarly, hS, vi ∈ C if and only if for for every vector b in which all variables
from S are true, v is also true. Thus, 2n bits are sufficient to store the general
domain information as well.
Comment. This Boolean representation has a direct meaning in logical terms.
Namely, storing S and C would mean that we consider all possible implications
that form a logical theory. By using Boolean vectors, we consider all possible models of this theory, i.e., all possible Boolean vectors that satisfy all the
statements (conditional and unconditional) from this theory.
Computational complexity of the domain representation of a measuring device: case of interval uncertainty. We already know that for
interval uncertainty, we need O(n) bits to store the information S about compatible subsets S. Let us show that we need O(n) bits to store the information
C about conditional statements hS, vi.
Indeed, for interval uncertainty, every outcome i is only compatible with
neighbors that are C-close to i. Thus, for every conditional statement hS, vi in
which i ∈ S, the compatible set S is a subset of the set {i − C, i − C + 1, . . . , i −
1, i, i + 1, . . . , i + C} consisting of 2C + 1 elements, and v must be an element
of this set (in a conditional statement, v is compatible with every outcomes
from S hence with i as well). For each i from 1 to n, there are finitely many
(≤ 22C+1 ) such subsets S and finitely many (≤ 2C + 1) such elements v. So, we
need finitely many bits to store all the conditional statements in which i ∈ S,
and thus, O(n) bits to store the information about all conditional statements.
Thus, overall, to store the information about both S and C, we need O(n) +
O(n) = O(n) bits.
Computational complexity of the simplicial complex representation
of a measuring device: case of convex multi-D uncertainty. For every
pair hS, vi ∈ C, the set S ∪ {v} is compatible. We have already shown that in
the m-dimensional convex case, every compatible set has no more than m + 1
outcomes, and thus, there are no more than O(nm+1 ) such sets. Once we know
the set S ∪ {v} consisting of ≤ m + 1 elements, there are ≤ m + 1 different ways
of separating this set into S and v – i.e., ≤ m + 1 pairs hS, vi that can possibly
belong to C. For each of O(nm+1 ) compatible sets, there are ≤ m + 1 such pairs
– thus, the overall number of such pairs does not exceed (m + 1) · O(nm+1 ) =
O(nm+1 ).
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In order to get a complete description of C, it is therefore sufficient to know,
for each of these O(nm+1 ) pairs, whether this particular pair belongs to C. Thus,
to store all the information about C, we need O(nm+1 ) bits.
We already know that we need O(nm+1 ) bits to store the information about
S. Thus, overall, to store all the information about S and C, we need O(nm+1 )+
O(nm+1 ) = O(nm+1 ) bits.
Computational complexity of the domain representation of a measuring device: general case of localized uncertainty. In the case of localized
uncertainty, each outcome has no more than C neighbors. To store the information about these neighbors, as we have mentioned in the graph case, we
need O(n · log(n)) bits. To store the information about the simplicial complex
structure, we need O(n) more bits.
How many more bits do we need to store the conditional statements from
the set C? For each outcome x, for every conditional statement hS, vi ∈ C for
which x ∈ S, the set S is a subset of the set of x’s neighbors, and v is one
of x’s neighbors. For each of n outcomes x, there are finitely many (≤ 2C )
such subsets S and finitely many (≤ C) such neighbors v, thus, overall, there
are finitely many (≤ 2C · C) pairs hS, vi ∈ C for which x ∈ S. To store the
information on which of these pairs do belong to C and which do not, we need
finitely many bits.
Thus, in the localized case, we need O(n) bits to store the complete information about C. Overall, we need O(n · log(n)) + O(n) + O(n) = O(n · log(n))
bits – the same amount as in the graph case.

2.6

Fifth Step: Disjunctive Conditional Statements about
the Possible Outcomes

Addition of conditional statements does not always lead to a complete
description of a measuring device. In the previous subsection, we have
shown that the addition of conditional statements sometimes provides more
information about a measuring device than the (unconditional) information on
which sets of physically possible outcomes are compatible and which are not –
and thus provide a more complete description of a measuring device. However,
as we will see, this description is still not always fully complete.
To show this incompleteness, let us consider yet another pair of measuring
devices each of which has three possible outcomes v1 , v2 , and v3 . The first
device is the same interval-related device as in the previous subsection, in which
v1 corresponds to interval S1 = [−1, 3], v2 corresponds to S2 = [0, 4], and v3
corresponds to S3 = [1, 5]. In the second device, the uncertainty corresponding
to each outcome is described by a box (2-D interval):
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v1
v2
v3

In both devices, the three sets Si corresponding to the outcomes vi have
a common point, hence all three outcomes are compatible. In both devices,
there is one conditional statement: if, for some object o, we have observed
v1 and v3 , then we will eventually observe v2 for this same object. So, from
the viewpoint of the conditional statements description (= domain description),
the two measuring devices are described by exactly the same structure hX, S, Ci,
where X = {v1 , v2 , v3 },
S = {{v1 }, {v2 }, {v3 }, {v1 , v2 }, {v1 , v3 }, {v2 , v3 }, {v1 , v2 , v3 }},
and C = {h{v1 , v3 }, v2 i}. However, from the physical viewpoint, there is a
difference between these devices, a difference that is not captured by the above
common description.
Namely, for the second (box-related) measuring device, there are values that
belong to S2 but do not belong neither to S1 nor to S3 . This means that it
is possible to have an object for which v2 is a possible outcome, but for which
neither v1 nor v3 are possible outcomes.
In contrast, for the first (interval-related) measuring device, v2 is contained
in the union of v1 and v3 . Thus, when for some object, a measurement produces
v2 , we are sure that further repeated measurement will eventually produce either
the outcome v1 or the outcome v3 – if not for this particular device, at least for
one of the devices characterized by the same uncertainty.
What we do we need to add to the conditional statements description
to capture the missing information about a measuring device? We
have shown that there is a difference between the measuring devices that is
not captured by the previously considered conditional statements. How can we
describe such a difference in general terms?
In the first (interval-related) measuring device, for every object, if v2 is a
possible outcome, then either v1 or v3 is also a possible outcome. In the second
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measuring device, there exist objects for which v2 is a possible outcome but
neither v1 not v3 ever occur.
To capture the above difference, we must also formalize disjunctive conditional statements of this type, i.e., statements of the type
“If for some object, v2 is a possible outcomes, then for this same object, either
v1 or v3 is also a possible outcome.”
In general, we may have a set S of outcomes, a set U of outcomes, and need a
statement of the following type:
“If for some object, all outcomes from a set S ⊆ X have been observed, then
one of the outcomes v ∈ U will also be eventually observed for this object.”
In the particular case when U is a one-element set U = {v}, we get conditional
statements of the type considered in the previous subsection.
The existence of a full theory makes the set of all true disjunctive
conditional statements algorithmically listable. Similarly to the previous subsection, we can argue that the existence of a full theory leads to the
possibility to tell, for each potential disjunctive conditional statement, whether
this statement is true for this particular measuring device.
In other words, for every two sets S, U ⊆ X, we can tell whether the above
conditional statement is true. Thus, we can conclude that the set of all true
statement of this type is algorithmically listable.
Family of true disjunctive conditional statements: natural properties.
Each of the statements and the entire family of such statements must satisfy
the following natural properties.
First, in describing each individual disjunctive conditional statement, it is
sufficient to consider only sets U for which the following two properties hold:
• S ∩ U = ∅ (otherwise,the conditional statement is trivially true), and
• all elements of U are compatible with s, i.e., for all v ∈ U , S ∪ {v} ∈ S
(otherwise, by definition of S, once S has been observed, we cannot observe
v for the same object).
To summarize: once a family S is given, we can say that a pair hS, U i, where
S, U ∈ S, is a possible disjunctive condition if U ∩ S = ∅ and S ∪ {v} ∈ S for all
v ∈ U.
Second, if S implies U , and we have observed S 0 ⊇ S, this means that we
have, in particular, observed S, so S 0 also implies U .
Also, if S implies that one of the outcomes from U will be observed, and
U 0 ⊇ U , this means that one of the outcomes from U 0 will be thus observed –
so S also implies U 0 . We can combine this property with the previous one and
conclude that S 0 implies U 0 .
Third,
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• if S implies U ∪ {v} – meaning that whenever all outcomes from S are
observed for some object, then either v will be eventually observed, or one
of the outcomes from U will be observed, and
• if for some other two sets S 0 and U 0 , S 0 ∪ {v} implies U 0 – meaning that
once we observed v and all outcomes from S 0 , then we will eventually
observe one of the outcomes from U 0 ,
then we can conclude that once we observe all the outcomes from S and from S 0 ,
we will eventually observe either one of the outcomes from U , or (if S leads to
v) one of the outcomes from U 0 , i.e., we an conclude that S ∪ S 0 implies U ∪ U 0 .
Thus, we arrive at the following conclusion.
Conclusion: algorithmically listable family of disjunctive conditional
statements. We conclude that at the current (fifth) step of describing a measuring device, we can describe it as a triple hX, S, Ci, where:
• X is a finite set (of all physically possible outcomes),
• S ⊆ 2X is a subset of 2X that satisfies the following two properties:
– subset property (if S ∈ S and S 0 ⊆ S, then S 0 ∈ S), and
– the singleton property (S contains all singleton sets),
and
• C is a family of pairs hS, U i, S, U ⊆ X, that satisfies the following three
properties:
– Every pair hS, U i ∈ C is a possible disjunctive condition, i.e., U ∩S = ∅
and S ∪ {v} ∈ S for all v ∈ U .
– superset property: If hS, U i ∈ C, S 0 ⊇ S, U 0 ⊇ U , and hS 0 , U 0 i is a
possible disjunctive condition, then hS 0 , U 0 i ∈ C; and
– transitivity (cut, resolution): if hS, U ∪ {v}i ∈ C, hS 0 ∪ {v}, U 0 i ∈ C,
and hS ∪ S 0 , U ∪ U 0 i is a possible disjunctive condition, then hS ∪
S 0 , U ∪ U 0 i ∈ C.
Description in terms of existing mathematical structures: sequent
calculus. From the mathematical viewpoint, the set C of pairs hS, U i has the
same properties as the sequent calculus `, i.e., the relation S ` U meaning that
once all the statement from S are true, one of the statements from U must also
be true; see, e.g., [5, 23, 49, 66]. In sequent calculus, what we called a subset
property corresponds to the weakening rules, and what we called transitivity is
called a cut or, in more modern times, a resolution rule.
Comment. It is worth mentioning that the resolution rule is the basis for most
modern systems of automatic reasoning, and also for logic programming and its
use in Artificial Intelligence.
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Comment. Similarly to the case of deduction relation, what we describe in
slightly different from the traditional sequent calculus:
• first, we only allow consistent sets S;
• second, we do not consider cases S ∩ U 6= ∅ when the disjunctive condition
is always true.
These cases are easy to add to our description, because, e.g., if S is inconsistent,
then it implies everything (S ` U for all U ). Thus, from the mathematical
viewpoint, our definition describes exactly the same structures as the traditional
one.
Description in terms of existing mathematical structures: Boolean
vectors. In describing computational complexity of the conditional statements description, we have already seen that it is beneficial to describe conditional statements in terms of a set B of possible Boolean vectors b. In other
words, it is beneficial, instead of considering all possible implications that form
a logical theory, to consider all possible models of this theory, i.e., all possible
Boolean vectors that satisfy all the statements (conditional and unconditional)
from this theory.
In view of this advantage, let us therefore use the same idea in our more
general case, when we also have disjunctive conditional statements.
As before, b ∈ B will mean that there exists an object for which all variables
vi that are true in b can occur in a measurement and all the variables vi that
are false in b cannot occur.
Thus, a Boolean vector b belongs to B if and only if the following two
properties hold for the set S of all variables vi that are true in b:
• the set S is compatible, i.e., S ∈ S;
• the set S is closed under deduction, i.e., there are no statements of the
type hS, U i in the set C.
Once we know B, we can uniquely reconstruct S and C. Indeed, as one can
easily prove, S ∈ S if and only if there exists a vector b in which all variables
from S are true. Similarly, hS, U i ∈ C if and only if for for every vector b in
which all variables from S are true, one of the variables from U is also true.
Thus, Boolean vectors indeed provide a possible description of disjunctive
conditional statements.
Example. Let us show how this description looks like on the example of the
above two measuring devices. For the first (interval-related) measuring device,
the outcome v1 is possible for x ∈ S1 = [−1, 3], the outcome v2 is possible for
x ∈ S2 = [0, 4], and the outcome v3 is possible for x ∈ S3 = [1, 5]. Thus, we
have the following Boolean vectors:
• when x is between −1 and 0, only the outcome v1 is possible, which
corresponds to the Boolean vector v1 v̄2 v̄3 ;
50

• when x is between 0 and 1, the outcomes v1 and v2 are possible, and v3
is not possible, which corresponds to the Boolean vector v1 v2 v̄3 ;
• when x is between 1 and 3, all three outcomes are possible, which corresponds to the Boolean vector v1 v2 v3 ;
• when x is between 3 and 4, the outcomes v2 and v3 are possible, and v1
is not possible, which corresponds to the Boolean vector v̄1 v2 v3 ;
• finally, when x is between 4 and 5, only the outcome v3 is possible, which
corresponds to the Boolean vector v̄1 v̄2 v3 .
In other words, this measuring device can be described by the set
B1 = {v1 v̄2 v̄3 , v1 v2 v̄3 , v1 v2 v3 , v̄1 v2 v3 , v̄1 v̄2 v3 }.
For the second (box-related) measuring device, it is also possible that v2
occurs but v1 and v3 do not occur, so the corresponding set B2 of Boolean
vectors contains not only all five vectors from the above set B1 , but also an
additional Boolean vector v̄1 v2 v̄3 .
Comment. A Boolean vector is uniquely determined by the set S ⊆ X of its
true-valued components. Thus, describing a set of Boolean vectors is equivalent
to describing a family F of subsets S ⊆ X. In this sense, this description is
similar to the Girard domain description. There are two differences, however,
between the subset version of Boolean vector description and the Girard domain
description:
• First, Girard domain had a subset property while our description does not
have a subset property. Indeed, it is quite possible that, say, a set {v1 , v2 }
belongs to F – meaning that the corresponding Boolean vector v1 v2 v̄3 is
possible, but its subset {v2 } does not belong to F – meaning that the
corresponding Boolean vector v̄1 v2 v̄3 is not possible.
• Second, the property that every outcome from the set X is physically possible, the property that was described, in Girard domains, by the singleton
set property, is now described by a different property: for every v ∈ X,
there exists a set S ∈ F for which v ∈ S.
Description in terms of existing mathematical structures: Boolean
algebra. The description in terms of Boolean vectors can be reformulated in
more algebraic terms. Indeed, the fact that, say, a vector v1 v̄2 v3 belongs to the
set B of possible vectors means that there exists an object for which v1 and v3
are possible but v2 is not. In other words, it means that the intersection of the
sets S1 (corresponding to v1 ), S3 (corresponding to v3 ), and a complement −S2
of the set S2 (corresponding to v2 ) is non-empty: S1 ∩ (−S2 ) ∩ S3 6= ∅.
We already know that the need for intersections leads to domains. In general,
to describe Boolean vectors in set-theoretic terms, we need not only intersection,
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but also the complement operation. There is a mathematical notion that is
related to intersection and complement in the same way as domains are related
to intersection only: the notion of a Boolean algebra; see, e.g., [37, 39, 56].
In the finite case, the Boolean algebra can be defined similarly to how we
defined domains: an algebra of sets can be defined as a family of sets that is
closed under intersection and complement, and a Boolean algebra can be defined
as a partially ordered set (with an additional operation “complement”) that is
isomorphic to an algebra of sets.
Of course, just like for domains, there are also direct definitions of Boolean
algebras, definitions that are more useful in proving theorems, but for our motivational purposes, the above indirect definition works fine.
In Boolean algebra, since we have intersection and complement, we can also
define union A ∪ B as −((−A) ∩ (−B)). From the viewpoint of a measuring
device, a union S1 ∪ S2 means that we know that we got either v1 or v2 as an
outcome.
This “or” statement does not correspond to a direct measurement by a measuring device: in such a direct measurement, we always know which outcome
we got. However, as we mentioned in the Introduction, we are also interested in
functions f (x1 , . . . , xn ) that, based on the outcome x
ei of one (or several) measuring device, try to predict the outcome ye of measuring by another (difficult-touse) measuring device. In some such situations, we may not be able to predict
the outcome ye, but we may be able to provide some information about ye –
meaning that some outcomes v1 , . . . , vm are possible. In such situations, the
prediction is v1 ∨ . . . ∨ vm – i.e., the union S1 ∪ . . . ∪ Sm of the corresponding
sets.
For a single measurement, we can either predict the outcome ye exactly, or
we can predict a union (disjunction) of possible outcomes. Since, as we have
mentioned, we can gain additional information by performing repeated measurements, it is reasonable to see what we can predict about repeated measurement
of y. The results of each repeated measurement can be described by which
outcomes will occur and which do not, i.e., by a conjunction (intersection) of
the type v1 & v̄2 & v3 . If we cannot make an exact prediction, we can therefore
predict that one of such sequences will be observed. In other words, a general
prediction about a repeated measurement is a disjunction (union) of possible
conjunctions (intersections).
In mathematical logic, such disjunctions of conjunctions have a special name
– Disjunctive Normal Forms (DNF, for short). It is known that an arbitrary
propositional formula – i.e., a formula obtained from n propositional (“yes”“no”) variables v1 , . . . , vn by using operations & (“and”), ∨ (“or”), and v̄i
(“not”) – can be represented in the equivalent DNF form. Thus, possible predictions about a repeated measurement are arbitrary propositional formulas formed
from the variables v1 , . . . , vn . By definition, the class of all propositional formulas is closed under &, ∨, and negation.
In set theoretic terms, & correspond to the intersection, ∨ corresponds to the
union, and negation corresponds to the complement. Thus, the class of all the
sets corresponding to different predictions is closed under union, intersection,
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and complement – i.e., it forms an algebra of sets isomorphic to the Boolean
algebra.
Once we know which Boolean vectors b belongs to the set B of possible
vectors, we can uniquely describe this algebra: a Boolean vector is in B if
and only if the corresponding intersection is non-empty, these intersections do
not intersect with each other, and an arbitrary set from the algebra of sets
– corresponding to an arbitrary propositional formula F – is a union of the
intersections corresponding to all Boolean vectors for which F is true.
Example. For the first (interval-related) measuring device, we have 5 basic
Boolean vectors, so we have 25 = 32 different elements in the Boolean algebra,
elements corresponding to different subsets of the set B1 . For example, the
subset {v1 v̄2 v̄3 , v1 v2 v̄3 } corresponds to a propositional formula v1 v̄2 v̄3 ∨ v1 v2 v̄3
(this formula can be simplified into v1 v̄3 ).
For the second (box-related) measuring device, we have 6 Boolean vectors,
so we have 26 = 64 different elements in the corresponding Boolean algebra.
Description in terms of existing mathematical structures: domains.
The same information can be described in domain terms: namely, from the
Boolean algebra, we only pick up propositional formulas that do not contain
negation.
Every such formulas can be represented in a DNF form, as a disjunction of
conjunctions of variables, such as v1 v3 ∨ v2 v4 .
Comment about notations. We have already mentioned that the conjunction
vi vj of outcomes vi and vj corresponds to the intersection Si ∩ Sj of the corresponding sets and, in terms of the domain order x w y ↔ x ⊆ y, a join (least
upper bound) x t y. Similarly, the disjunction vi ∨ vj of outcomes vi and vj
corresponds to the union Si ∪ Sj of the corresponding sets and, in terms of the
domain order x w y ↔ x ⊆ y, a meet (greatest lower bound) x u y.
In these domain notations, the above formula takes the form v1 v3 u v2 v4 , or,
equivalently, (v1 t v3 ) u (v2 t v4 ).
Let us show that this description is equivalent to the original one in the sense
that one description enables us to uniquely reconstruct the other one. Indeed,
once we know a Boolean algebra, we can always retain only positive elements
and get a domain. Vice versa, once we know, for every two “positive” elements,
whether they contain each other, we will be able to uniquely reconstruct the set
B of possible Boolean vectors and thus, the original Boolean algebra. Indeed,
e.g., v1 v̄2 v3 v̄4 6∈ B means that S1 ∩ (−S2 ) ∩ S3 ∩ (−S4 ) = ∅ which is equivalent
to S1 ∩ S3 ⊆ S2 ∪ S4 , i.e., to the domain ordering relation v1 v3 w v2 ∨ v4 .
Example. For the first (interval-related) measuring device, we get the following domain structure:
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For the second (box-related) measuring device, we have an additional element 1 ∨ 3 in this powerset domain. Indeed, for this device, if we know that
either v1 or v3 is the outcome, we still get some non-trivial information about
the measured quantity. In contrast, for the interval-related measuring device,
v1 ∨ v3 is always true and thus, knowing that this is true would gain us no
information at all:
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Comment. Until now, we considered a domain in which elements are compatible sets of measurement outcomes, such as v1 v3 . In the new domain, possible
elements are disjunctions of such sets, such as v1 v3 ∨ v2 v4 . In other words, elements of the new domain are subsets of the old domain. The set of all subsets
is usually called a powerset, so the elements of the new domain form a powerset
over the set of all the elements of the old domain. It is therefore reasonable to
call the new domain a powerset domain.
Our notion of a powerset domain is somewhat similar to the notion of a
“power domain” that has been extensively studied in domain theory. However,
the notion of a power domain was studied mainly in situations when, once we
know the domain, we can uniquely construct the power domain. There are
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several different definition of a power domain, but once we fix a definition, the
power domain is uniquely determined.
In contrast, the main reason for introducing the new feature is our example
showing, in effect, that for domains corresponding to measuring devices, we
cannot uniquely reconstruct a powerset domain from the original domain. Thus,
the same domain can have several different powerset domains.
Is this a final description of validated uncertainty? This is the fifth
step in our description of a measuring device. In previous steps, we proposed
reasonable descriptions of a measuring device – only to discover later that each
of these descriptions does not capture all the information about this measuring
device. So, a natural question is: is this fifth step description final or some
further improvements are possible?
We will argue that as far as validated uncertainty is concerned, this description is final. Indeed, from the viewpoint of validated uncertainty, for each given
object, we do not worry about the probabilities of different outcomes (i.e., about
how often these outcomes appear), we are only interested in knowing which outcomes will appear and which outcomes will never appear. From this viewpoint,
for each object, all we are interested in is a Boolean vector that tells us, for
each of n physically possible outcomes v of a measuring device, whether this
outcome can occur for this object or not.
So, for each object, the (validated part of the) behavior of the measuring
device is fully characterized by the corresponding Boolean vector. Overall, to
fully characterize a measuring device, we thus need to know all Boolean vectors
corresponding to all possible objects – and this is exactly our description B.
Example 1: interval uncertainty. For the simplest interval uncertainty,
there exists a constant C such that vi and vj are compatible if and only if
|i − j| ≤ C. All such structures are similar, so it is sufficient to consider the
case when v1 = 1 and h = 1; in this case, vk = k.
For C = 1, i.e., for ∆ = 0.5, the outcome v1 corresponds to the interval S1 =
(−∞, 1.5], the outcome vn corresponds to the interval Sn = [n − 0.5, ∞), and
every intermediate outcome vk corresponds to the interval Sk = [k −0.5, k +0.5].
In this case, we have the following Boolean vectors:
• when x is smaller than 0.5, only v1 is possible, so we have v1 v̄2 . . . v̄n ;
• when x is equal to 0.5, both v1 and v2 are possible, so we have v1 v2 v̄3 . . . v̄n ;
• when x is between 0.5 and 1.5, only v2 is possible, so we have v̄1 v2 v̄3 . . . v̄n ;
...
• when x is equal to k − 0.5, both vk−1 and vk are possible, so we have
v̄1 . . . v̄k−2 vk−1 vk v̄k+1 . . . v̄n ;
• when x is between k − 0.5 and k + 0.5, only vk is possible, so we have
v̄1 . . . v̄k−1 vk v̄k+1 . . . v̄n ;
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...
• finally, when x is larger than n − 0.5, only vn is possible, i.e., we have
v̄1 . . . v̄n−1 vn .
In this case, the set B of all Boolean vectors consists of the following 2n − 1
vectors:
• n vectors v̄1 . . . v̄k−1 vk v̄k+1 . . . v̄n (1 ≤ k ≤ n) in which only one component
is true, and
• n − 1 vectors v̄1 . . . v̄k−2 vk−1 vk v̄k+1 . . . v̄n (2 ≤ k ≤ n) in which two neighboring components are true-valued.
For C = 2, i.e., for ∆ = 1, the outcome v1 corresponds to the interval
S1 = (−∞, 2], the outcome vn corresponds to the interval Sn = [n − 1, ∞), and
every intermediate outcome vk corresponds to the interval Sk = [k − 1, k + 1].
In this case, we have the following Boolean vectors:
• when x is smaller than 1, only v1 is possible, so we have v1 v̄2 . . . v̄n ;
• when x is between 1 and 2, both v1 and v2 are possible, so we have
v1 v2 v̄3 . . . v̄n ;
• when x is equal to 2, three outcomes are possible: v1 , v2 , and v3 , so we
have v1 v2 v3 v̄4 . . . v̄n ;
...
• when x is equal to k, three outcomes are possible: vk−1 , vk , and vk+1 , so
we have v̄1 . . . v̄k−2 vk−1 vk vk+1 v̄k+2 . . . v̄n ;
• when x is between k and k + 1, only vk and vk+1 are possible, so we have
v̄1 . . . v̄k−1 vk vk+1 v̄k+2 . . . v̄n ;
...
• finally, when x is larger than n, only vn is possible, i.e., we have
v̄1 . . . v̄n−1 vn .
In this case, the set B of all Boolean vectors consists of the following 2n − 1
vectors:
• 2 vectors v1 v̄2 . . . v̄n and v̄1 . . . v̄n−1 vn in which only one component is
true-valued;
• n − 1 vectors v̄1 . . . v̄k−1 vk vk+1 v̄k+2 . . . v̄n (1 ≤ k ≤ n − 1) in which two
neighboring components are true-valued, and
• n − 2 vectors v̄1 . . . v̄k−2 vk−1 vk vk+1 v̄k+2 . . . v̄n (2 ≤ k ≤ n − 1) in which
three neighboring components are true-valued.
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Example 2: counting. For counting, no two outcomes are compatible, so
we have exactly n possible Boolean vectors v̄1 . . . v̄k−1 vk v̄k+1 . . . v̄n (1 ≤ k ≤ n)
in each of which exactly one component is true.
Example 3: “yes”-“no” measurements. In “yes”-“no” measurements, we
measure, e.g., a quantity x with an accuracy ∆ in order to decide, based on
the measurement result x
e, whether x ≤ x0 . In this case, we have the following
possibilities:
• When x ≤ x0 − 2∆, we thus have x
e ≤ x0 − ∆ and hence, knowing that
|e
x − x| ≤ ∆, we can definitely conclude that x ≤ x0 . In this case, the only
possible outcome is 0, so the corresponding Boolean vector is 0Ū 1̄.
• When x0 − 2∆ ≤ x ≤ x0 ,
– we can have x
e ≤ x0 − ∆ – in which case we can still still conclude
that the answer is 0,
– and we can also have x
e > x0 − ∆ – in which case, based on x
e, we
cannot decide whether x ≤ x0 , so the answer is U .
So, possible outcomes are 0 and U , so the Boolean vector is 0U 1̄.
• When x0 < x ≤ x + 2∆,
– we can have x
e > x0 + ∆ – in which case we can conclude that x > x0
and thus, that the answer is 1,
– and we can also have x
e ≤ x0 + ∆ – in which case, based on x
e, we
cannot decide whether x ≤ x0 , so the answer is U .
So, possible outcomes are 1 and U , so the Boolean vector is 0̄U 1.
• Finally, when x > x0 + 2∆, then we have x
e > x0 + ∆, hence, knowing that
|e
x − x| ≤ ∆, we can definitely conclude that x > x0 . In this case, the only
possible outcome is 1, so the corresponding Boolean vector is 0̄Ū 1.
Thus, we get the following set of possible Boolean vectors:
B = {0Ū 1̄, 0U 1̄, 0̄U 1, 0̄Ū 1}.
The resulting powerset domain looks as follows:
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Example 4: a combination of several independent measuring instruments. When a measuring device consists of m independent measuring measurements, then the outcome x of the device is a tuple (v1 , . . . , vm ) of outcomes
corresponding to individual measuring instruments.
Let Bi be the set of Boolean vectors b : Xi → {0, 1} corresponding to i-th
individual instrument. For each object, we have m Boolean vectors b(i) ∈ Bi
(1 ≤ i ≤ m) corresponding to m measuring instruments. A vector b(i) describes
possible outcomes of applying i-th measuring instrument to this object: an
outcome vi ∈ Xi is possible if and only if b(i) (vi ) = 1 (= “true”).
Since the measurements are independent, for each object, a combination
(v1 , . . . , vm ) is possible if and only if each vi is possible. Thus, for n Boolean
vectors b(i) , the resulting Boolean vector is as follows:
b(v1 , . . . , vm ) = b(1) (v1 ) & . . . & b(m) (vm ).
We will call such a vector a tensor product of the Boolean vectors b(i) and denote
it by b(1) ⊗ . . . ⊗ b(m) .
So, if we have m structures hXi , Bi i corresponding to m different measuring
instruments, then the measuring device can be described by a structure hX, Bi,
where X = X1 × . . . × . . . Xm and
B = {b(1) ⊗ . . . ⊗ b(m) | b(1) ∈ B1 & . . . & b(m) ∈ Bm }.
Computational complexity of the Boolean representation of a measuring device: a general case. On this stage, an information about a measuring
device with n possible outcomes is represented as a set of n-dimensional Boolean
vectors. We already know, from the analysis of the computational complexity
of the previous step, that this representation requires 2n bits, and in general, it
is necessary to use all these bits.
Computational complexity of the Boolean representation of a measuring device: case of interval uncertainty. For interval uncertainty, every
outcome i is only compatible with neighbors that are C-close to i. For every
Boolean vector b, we can select the first true-valued component as i. Thus, for
every Boolean vector in which i-th is the first true-valued component (i.e., in
which i-th outcome is possible and none of the outcomes 1, . . . , i − 1 are possible), the only other true-valued components must form a subset of the set
{i, i + 1, . . . , i + C} consisting of C + 1 elements – all more distant components
are false.
Since in every Boolean vector, only finitely many components are truevalued, it makes sense, instead of storing the entire Boolean vector, to only
store the list S of its true-valued components. To save space even further, it
makes sense to store, for each i, only the differences between the corresponding
values and i, so that, e.g., the set {i, i + 1, i + 2} is store as {0, 1, 2}.
For each i from 1 to n, there are finitely many (≤ 22C+1 ) such subsets S that
starts with i, and each of these subsets contains no more than C + 1 elements
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of size ≤ C. So, we need finitely many bits to store all the Boolean vectors
in which i is the first true value, and thus, O(n) bits to store the information
about all the Boolean vectors.
Computational complexity of the Boolean representation of a measuring device: case of convex multi-D uncertainty. For every Boolean
vector b ∈ B, the set S of all its true-valued components is compatible. We have
already shown that in the m-dimensional convex case, every compatible set has
no more than m + 1 outcomes, and thus, there are no more than O(nm+1 ) such
sets.
To get a complete description of B, it is therefore sufficient to know, for each
of these O(nm+1 ) sets, whether the corresponding Boolean vector belongs to B.
Thus, to store all the information about B, we need O(nm+1 ) bits.
Computational complexity of the domain representation of a measuring device: general case of localized uncertainty. In the case of localized
uncertainty, each outcome has no more than C neighbors. To store the information about these neighbors, as we have mentioned in the graph case, we need
O(n · log(n)) bits.
How many more bits do we need to store the information about all the
Boolean vectors B? For each outcome x, and for every Boolean vector that
is true on x, the set S of all positive components is a subset of the set of x’s
neighbors. For each of n outcomes x, there are finitely many (≤ 2C ) such subsets
S. To store the information on which of these subsets correspond to Boolean
vectors from B, we need finitely many bits.
Thus, in the localized case, we need O(n) bits to store the complete information about B. Overall, we need O(n · log(n)) + O(n) = O(n · log(n)) bits –
the same amount as in the previous cases.

2.7

Summary

Descriptions of a measuring device corresponding to all 5 steps can be summarized in the following table:
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Step #

Description

1

set of possible
outcomes X
set of compatible
pairs hX, ∼i
family of compatible
sets of outcomes hX, Si
conditional statements
hX, S, Ci
set of possible
Boolean vectors hX, Bi

2
3
4
5

Corresponding
mathematical
structure
set

Corresponding
class of
domains
–

graph

binary Girard
domains
Girard
domains
general
domains
powerset domains

simplicial
complex
deduction
relation `
sequent calculus,
Boolean algebra

Computational complexity of different representations can be summarized
in the following table:
Step #

Description

General
case

1

possible
outcomes
compatible
pairs
compatible
sets of
outcomes
conditional
statements
Boolean
vectors

2
3

4
5

2.8

m-D
convex
uncertainty
O(n)

Localized
uncertainty

O(n)

Simple
interval
uncertainty
O(n)

O(n2 )

O(n)

O(n2 )

O(n · log(n))

O(2n )

O(n)

O(nm+1 )

O(n · log(n))

O(2n )

O(n)

O(nm+1 )

O(n · log(n))

O(2n )

O(n)

O(nm+1 )

O(n · log(n))

O(n)

Measuring Device: A Final Description

A measuring device can be described as a pair hX, Bi, where X is a finite set
with |X| elements and B ⊂ {0, 1}X is a set of |X|-dimensional Boolean vectors.
Elements of the set X are physically possible outcomes. A Boolean vector
b belongs to the set B if and only there exists an object for which repeated
measurements lead to all outcomes v ∈ X for which b(v) = 1 and for which the
outcomes v with b(v) = 0 never occur.
Comment. On each of the five steps, we argued that the existence of a full
theory should enable us to produce the information corresponding to the corresponding step:
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• on Step 1, we argue that the existence of a full theory describing individual
measurement results enable us to list all physically possible outcomes;
• on Step 2, we argue that the existence of a full theory describing pairs
measurement results enables us to list all compatible pairs,
• on Step 3, we argue that the existence of a full theory describing sequences
of repeated measurement results enables us to list all compatible subsets,
etc.
On each step, we require more and more of a full theory. If we do have a
full theory corresponding to our final Step 5, then it is reasonable to use the
above final description. However, it is possible that while we have, e.g., a full
theory describing all pairs of measurement results, we do not yet have a full
theory describing all physically possible sequences of measurement results. In
this case, the only description of a measuring device that we can produce is its
description as a graph.
With this possibility in mind, in the following text, we will consider not
only a measuring device as a pairs hX, Bi corresponding to the final Step 5,
but we will also consider descriptions corresponding to all previous steps of our
description.

3

Physical Quantities: A General Description

General idea. How can we describe a general physical quantity? The value
of the quantity is obtained from measurements, so it is natural to describe a
quantity in terms of measurements.
In the ideal situation when there are no measurement errors, the measurement result is exactly equal to the value of the measured quantity. In this case,
the set of physically possible outcomes of the measuring device is exactly the
set of values of the physical quantity.
In real life, measurements are rarely 100% accurate. In most real-life situations, the measurement result is only approximately equal to the actual value
of the measured quantity. As a result, the set of physically possible outcomes
of a measuring device provides us with only an approximate description of the
measured quantity.
To get a more accurate description of a physical quantity, we must have, in
addition to the original measuring instrument, a second, more accurate measuring instrument. When we apply both measuring instruments to the same object,
we get a more accurate representation of the measured quantity. From our viewpoint, we can view both instruments as forming a “virtual” measuring device
that provides a more accurate description of the desired physical quantity.
Comment. In some cases, it may be difficult to find a single measuring instrument that will provide more accurate measurements for the entire scale. Instead,
we may have different measuring instruments for different parts of the scale. For
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example, we may need different sensors for accurately measuring temperatures
close to an absolute zero and temperatures close the body temperature. In such
situations, instead of adding a single measuring instrument, we may need to
add several measuring instruments. In this case, the virtual measuring device
consists of more than two measuring instruments.
Since measuring instruments are rarely perfect, the combined measuring
device is also providing us only with an approximate value of the measured
quantity – and thus, its set of physically possible outcomes provides us only
with an approximate description of the measured quantity. To get a yet better
description, we must use a third even more accurate measuring instrument, i.e.,
we must add a third measuring instrument to our virtual measuring device.
If the quality of this third device is not sufficient, we may need a fourth
device, etc. At each stage of this process of more and more accurate measurement, we get an approximate description of the measured quantity. The actual
value of the measured quantity can be viewed as a “limit” of these approximate
description – limit corresponding to the case when the measurement error tends
to 0.
From the general idea to a formal description. To describe a physical
quantity, we need a sequence of measuring devices, each of which is obtained
from the previous one by adding one or more measuring instruments. In other
words, we have measuring instruments I (1) , I (2) , etc., corresponding to more
and more accurate measurements, and we form measuring devices I (1) , I (1) I (2) ,
I (1) I (2) I (3) , . . . , corresponding to more and more accurate measurements.
Usually, there are several different measuring instruments at each accuracy
level, so when we combine them in different ways, we do not get a single sequence,
we get a family of measuring devices. For example, if we have two measuring
(2)
(2)
instruments I1 and I2 on the 2nd accuracy level, then, instead of just two
possible measuring devices I (1) and I (1) I (2) , we can form several devices: I (1) ,
(2)
(2)
(2) (2)
I (1) I1 , I (1) I2 , and I (1) I1 I2 .
Comment. When we simply combine several measuring instruments into a single measuring device, then, from the physical viewpoint, the result does not depend on the order in which we combine these instruments. From this viewpoint,
(2) (2)
(2) (2)
we will not distinguish between, e.g., I (1) I1 I2 and I (1) I2 I1 .
We already know how to describe a single measuring device: as a set of physically possible outcomes X equipped with an additional information describing
possible outcomes of repeated measurements. To formalize our idea of a physical
quantity, we must also be able to describe, in these terms, what it means that
one measuring device I (with set X of physically possible outcomes) is obtained
from another one I 0 (with set X 0 of physically possible outcomes) by adding
some extra measuring instrument(s) E 0 (we will denote the corresponding set
of possible outcomes also by E 0 ).
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Let us follow all 5 steps of our description of a measuring instrument and
see how can we describe this relation on each of these steps.
Set of possible outcomes: the notion of a projection. When we combine
a measuring instrument I 0 with an extra measuring instrument E 0 into a single
measuring device I, then each outcome v of the resulting measuring device I is a
pair v = (v 0 , e0 ), where v 0 ∈ X 0 is the outcome of the first measuring instrument
and e0 ∈ E 0 is the outcome of the second measuring instrument.
The set V of physically possible outcomes of the combined measuring device
is thus a set of such pairs, i.e., a subset of the Cartesian product X ⊆ X 0 × E 0 .
Since we know that each outcome v 0 from the set X 0 is physically possible,
this means that for every v 0 ∈ X 0 there exists a value e0 ∈ E 0 for which (v 0 , e0 ) ∈
X. Similarly, since we know that each outcome e0 from the set E 0 is physically
possible, this means that for every e0 ∈ E 0 there exists a value v 0 ∈ X 0 for which
(v 0 , e0 ) ∈ X.
Once we know the outcome v = (v 0 , e0 ) ∈ X of the combined measuring
device I, we can reconstruct the outcome v 0 of the first measuring instrument I 0
by simply taking the first component v 0 and ignoring the second result e0 . So,
we have a natural function (v 0 , e0 ) → v 0 from X to X 0 .
This function can be naturally described in geometric terms. In standard
measurements, when v 0 and e0 are real numbers, the pair (v 0 , e0 ) is naturally represented by a point (v 0 , e0 ) on the plane, with x-coordinate v 0 and y-coordinate
e0 . In these terms, the function (v 0 , e0 ) → v 0 that maps every point on the plane
into its x-coordinate is a projection on the x-axis. Projections are usually denoted by π. Because of this geometric interpretation, we will use the same term
projection (and use the π notation) to describe the general mapping of the type
(v 0 , e0 ) → v 0 .
Comment. In domain theory, another term (borrowed from category theory)
is also often used to describe a mapping that simply erases (“forgets”) one or
more components of the original information – a forgetful functor.
How can we describe a projection in general terms? In other words, if we
only know the sets X and X 0 , what are the conditions that a mapping f : X →
X 0 should satisfy so that it is possible to describe a set X as a set of pairs
X ⊆ X 0 × X 00 for which f (v 0 , e0 ) = v 0 ?
Not every mapping f : X → X 0 can be thus represented: e.g., we know that
all elements of X 0 must appear in the image f (X) = {f (x) | x ∈ X} of this
mapping, i.e., that f (X) = X 0 . It turns out that once a function f : X → X 0
satisfies this property, we can always find a set E 0 and a 1-1 equivalence between
X and an appropriate subset of X 0 × E 0 for which f (X) is simply a projection
(v 0 , e0 ) → v 0 . Indeed, we can take E 0 = X and represent each v ∈ X as a pair
(f (v), v) ∈ X 0 × X 00 ; in this representation, f is clearly a projection.
In view of this observation, if we want to guarantee that a function f : X →
X 0 is a projection, then the only property that we need to satisfy is the property
f (X) = X 0 .
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Thus, we arrive at the following definition:
Definition. A mapping f : X → X 0 is called a projection if f (X) = X 0 , i.e., if
it is an “onto” mapping (surjection).
Pairs of compatible outcomes: the notion of a projection. For pairs
of compatible outcomes, if the outcomes v1 = (v10 , e01 ) and v2 = (v20 , e02 ) are
compatible, this means that there is an object for which both outcomes v1 and
v2 are possible. For this same object, the first measuring instrument I 0 produces
outcomes v10 = f (v1 ) and v20 = f (v2 ). By definition of a compatibility relation,
this means that v10 and v20 are compatible. Thus, if v1 ∼ v2 , then f (v1 ) ∼0 f (v2 ).
Vice versa, if v10 and v20 are compatible, this means that there exists an object
for which repeated measurements with the measuring instrument I 0 produce
outcomes v10 and v20 . Let e01 and e02 denote the corresponding results of applying
the extra measuring instrument E 0 to the same object. Thus, for the combined
measuring device I, we get the outcomes v1 = (v10 , e01 ) and v2 = (v20 , e02 ). Since
we get these outcomes by measuring the same object, we have v1 ∼ v2 . Thus,
whenever v10 ∼0 v20 , there exists values v1 ∼ v2 for which f (v1 ) = v10 and f (v2 ) =
v20 .
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So, we arrive at the following definition:
Definition. Let M = hX, ∼i and M 0 = hX 0 , ∼0 i be graphs. A mapping f :
X → X 0 is called a projection of M onto M 0 if the following three properties
are satisfied:
• f (X) = X 0 – i.e., f is a projection in the set theoretic sense;
• if v1 ∼ v2 , then f (v1 ) ∼0 f (v2 ) – i.e., f preserves ∼, and
• if v10 ∼0 v20 , there exists v1 ∼ v2 for which f (v1 ) = v10 and f (v2 ) = v20 .
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Subsets of compatible outcomes: the notion of a projection. For the
case when a measuring device is represented by subsets of compatible outcomes,
we arrive at a similar definition:
Definition. Let M = hX, Si and M 0 = hX 0 , S 0 i be simplicial complexes. A
mapping f : X → X 0 is called a projection of M onto M 0 if the following three
properties are satisfied:
• f (X) = X 0 – i.e., f is a projection in the set theoretic sense;
• if S ∈ S, then f (S) ∈ S 0 – i.e., f preserves compatibility, and
• if S 0 ∈ S 0 , there exists a set S ∈ S for which f (S) = S 0 .
Comment. For every family of sets S ⊂ 2X and for every function f : X → X 0 ,
we can define f (S) as
def

f (S) = {f (S) | S ∈ S}.
This notation enables us to simplify the above notion of a projection: a function
f : X → X 0 is a projection if f (X) = X 0 and f (S) = S 0 – i.e., if it is a projection
in set theoretic sense both as a function from X to X 0 and as a function from
S to S 0 .
Definition reformulated in domain terms. In domain terms, instead of the sets
X and X 0 , we have domains with, correspondingly, S as the set of all elements
of the first domain and S 0 as the set of all elements of the second domain.
Elements of the original set X (or X 0 ) are minimal elements (different from ⊥)
of the corresponding domain.
One of the properties of the projection is that f maps compatible sets into
compatible sets, so f is a mapping from S to S 0 . This mapping must satisfy the
following three properties:
• be a projection in a set-theoretic sense,
• map minimal elements into minimal elements, and
• map union into union: if a t b ∈ S, then f (a t b) = f (a) t f (b).
Comment. It is worth mentioning that such mapping are continuous, stable,
and linear in the sense of Girard domains; see, e.g., [78].
Vice versa, if the above three conditions are satisfied for a function f :
S → S 0 , then f is defined on singleton sets, and its values on singletons are
also singletons. For every v ∈ X, the image of the singleton set {v} is also a
singleton set, i.e., a set consisting of only one element. Let us denote this single
element by g(v). Then, for every v ∈ X, we have f ({v}) = {g(v)}. Due to the
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union property, for every non-singleton set S = {s1 , . . . , sm } = {s1 } ∪ . . . {sm },
we have
f (S) = f ({s1 }) ∪ . . . ∪ f ({sm }) = {g(s1 )} ∪ . . . ∪ {g(sm )} =
{g(s1 ), . . . , g(sm )} = g(S).
Thus, f indeed defines a projection.
Therefore, in Girard domain terms, we can define a projection as a mapping
from S to S 0 that is a projection, maps minimal elements into minimal, and
satisfies the union property.
General domains and Boolean vectors: the notion of a projection.
As we have mentioned, the case of general domains can be described in terms of
Boolean vectors, so it is sufficient to describe a projection for Boolean vectors.
In a Boolean vector description, a measuring device is represented by a set B
of Boolean vectors. This set consists of vectors b ∈ B corresponding to different
objects. For every object, its possible outcomes are represented by a Boolean
vector b in which b(v) = 1 (= “true”) if v is possible (and will eventually occur)
for this object, and b(v) = 0 (= “false”) if v is impossible (and will never occur)
for this object.
From this viewpoint, if b ∈ B is a possible Boolean vector for the combined
measuring device I = I 0 E 0 , then for the corresponding object, possible outcomes
v = (v 0 , e0 ) are exactly those for which b(v) = 1. Thus, for this object, an
outcome v 0 is possible for the measuring instrument I 0 if b(v 0 , e0 ) = 1 for some
e0 ∈ E 0 , i.e., if b(v) = 1 for some v for which f (v) = v 0 . In other words, the
corresponding Boolean vector b0 for I 0 has the following form: b0 (v 0 ) = 1 if and
only if b(v) = 1 for some v for which f (v) = v 0 .
In algebraic terms, we can say that
b0 (v 0 ) =

max b(v).

v:f (v)=v 0

The set B 0 should therefore be equal to the image of the set B under this
transformation. Thus, we arrive at the following definition:
Definition. By a Boolean structure, we mean a pair hX, Bi, where X is a set,
and B is a set of Boolean vectors, i.e., of mappings X → {0, 1}. Let hX, Bi
and hX 0 , B 0 i be two Boolean structures, and let f : X → X 0 be a projection
(in set-theoretic sense). For every Boolean vector b : X → {0, 1}, we define
f (b) : X 0 → {0, 1} as follows:
(f (b))(v 0 ) =

max b(v).

v:f (v)=v 0

We say that a mapping f : X → X 0 is a projection of the corresponding Boolean
structures if f is a projection in set-theoretic sense (i.e., f (X) = X 0 ) and f (B) =
B0.
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Comment. If we represent each Boolean vector b by the set of its true-valued
components S = {v | b(v) = 1}, then the above definition becomes even simpler:
if the Boolean vector b is represented by a set S, then f (b) is represented by the
set f (S). So, in this representation, the definition of a projection is similar to
the definition of a projection for Girard domains.
Comment. A Boolean vector puts into correspondence, to every element v,
a value 1 or 0 (true or false). Boolean vectors can be viewed as a particular
case of fuzzy sets (see, e.g., [43, 59]) in which we put into correspondence,
to every v, a number from the interval [0, 1]. Here, 0 corresponds to “false”,
1 corresponds to “true”, and intermediate values correspond to intermediate
degrees of uncertainty.
From this viewpoint, it is worth mentioning that the above definition of how
to extend a function f : X → X 0 to Boolean vectors is, in effect, a particular
case of the more general definition of how to extend a function to fuzzy sets.
This definition was originally proposed by L. Zadeh, the founder of fuzzy logic,
and it is usually called Zadeh’s extension principle.
The coincidence of these two extensions is not accidental: it is known that
fuzzy sets can be described in terms of embedded families of sets (in particular,
intervals), and that this representation explains the extension principle; see,
e.g., [58].
Open question. Boolean vectors can be naturally represented in domain terms:
namely, in terms of powerset domains. We have seen that for Girard domains,
the notion of a projection can be naturally reformulated in domain terms. It is
desirable to find a similar domain reformulation of this more general Booleanbased notion of a projection.
The family of all measuring devices measuring a given physical quantity: a description. We have already mentioned that, because of inevitable
measurement errors, if we want to get an accurate description of a physical
quantity, it is not sufficient to have a single measuring device measuring this
quantity. Instead, we need to consider a (potentially infinite) family of all measuring devices that measure this quantity.
For this family to be sufficient, for each measuring device I 0 , this family
must contain a more accurate (more informative) device I, i.e., a device that
includes, in addition to all the sensors that are already in I 0 , some additional
(more accurate) sensors. In other words, on the family of all measuring devices,
there is a natural relation “a measuring device I is obtained from another one I 0
by adding extra measuring instrument(s)”, a relation that we described above
as the existence of a projection πI,I 0 : I → I 0 .
The notion “more informative” is, as we have mentioned, the fundamental
notion of domain theory. Thus, it is reasonable to describe this relation “I is
more informative than I 0 ” by domain-style notations I w I 0 or, equivalently,
I 0 v I.
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What are the natural properties of this relation? First, let us show that this
relation is transitive. Indeed, if I 0 is a projection of I, this means that I 0 is
obtained from I by ignoring the results of some of the measuring instruments
(sensors) comprising the measuring device I. Similarly, if I 00 is a projection of
I 0 , this means that I 00 is obtained from I 0 by ignoring the results of some of
the measuring instruments (sensors) comprising the measuring device I 0 . It is
therefore natural to conclude that I 00 can be obtained from I by ignoring the
results of some of the measuring instruments – i.e., that I 00 is a projection of I.
In other words, the relation v is transitive.
In terms of projection, transitivity means that if we have a function πI,I 0
that projects I onto I 0 , and we have a function πI 0 ,I 00 that projects I 0 onto I 00 ,
then we have a function πI,I 00 that projects I onto I 00 . Let us show that the
resulting projection is actually a composition of the projections πI,I 0 and πI 0 ,I 00 .
Indeed, since I 00 is a projection of I 0 , each outcome of I 0 can be represented
as v 0 = (v 00 , e00 ), where v 00 is the corresponding outcome of I 00 and e00 are the extra
values that we ignore when we consider I 0 . Similarly, each outcome of I can be
represented as (v 0 , e0 ), where e0 are the corresponding extra outcomes. Since v 0 =
(v 00 , e00 ), every outcome of I has the form ((v 00 , e), e0 ), i.e., the form (v 00 , e00 , v 0 ).
The projection πI,I 0 maps (v 0 , e0 ) into v 0 , i.e., (v 00 , e00 , v 0 ) into (v 00 , e00 ). The
projection πI 0 ,I 00 maps (v 00 , e00 ) into v 00 . The projection πI,I 00 maps (v 00 , e00 , e0 )
directly into v 00 . We can see that for every outcome v = (v 00 , e00 , e0 ) ∈ X, we have
πI 0 ,I 00 (πI,I 0 )(v) = πI,I 00 (v), i.e., that the projection πI,I 00 is indeed a composition
of the projections πI,I 0 and πI 0 ,I 00 : πI,I 00 = πI,I 0 ◦ πI 0 ,I 00 .
Comment. It is easy to see that for all above definitions, the composition of
projections is indeed a projection.
Another property of the relation v between measuring devices is that it is
directed. Indeed, for every two such measuring devices I 0 and I 00 , we can always
combine them into a single measuring device I. Thus, for every I 0 and I 00 , there
exists a measuring device I for which I 0 v I and I 00 v I. So, we arrive at the
following definition:
Definition. By a family of measuring devices, we mean a pair hI, Pi, where:
• I is a denumerable set of measuring devices I, I 0 , . . . , and
• P is a set of projections πI,I 0 corresponding to some pairs of measuring
devices I, I 0 ∈ I,
that satisfies the following two properties:
• transitivity: if πI,I 0 ∈ P and πI 0 ,I 00 ∈ P, then P contains a projection
πI,I 00 = πI,I 0 ◦ πI 0 ,I 00 ;
• directedness: for every I 0 , I 00 ∈ I, there exists a measuring device I ∈ I
for which πI,I 0 ∈ P and πI,I 00 ∈ P.
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Physical quantity as a projective limit of measuring devices. The
whole purpose of the family of (more and more accurate) measuring devices is
that, if we want to know the actual value of the physical quantity, we should
apply these devices one after another. After each additional measurement, we
will get a more and more accurate description of the actual value. The actual
value can thus be viewed as a “limit” of these approximate results. How can we
describe this limit?
When we apply the first measuring device I 0 to the quantity, we get some
outcome v 0 from the set X 0 of physically possible outcomes of this measuring
device. If we then take the second measuring device I that extends I 0 (in the
sense that P contains a projection πI,I 0 : I → I 0 ), then we get an outcome
v ∈ X. By definition of a projection, the original result v 0 is a projection of the
new result v on I 0 , i.e., πI,I 0 (v) = v 0 .
Thus, after the first two measurements, the measurement results can be
described as a mapping that maps each measuring device from the family {I, I 0 }
into one of its possible outcomes in such a way that πI,I 0 (v) = v 0 .
To get a more accurate description of the measured value, we can involve
more measuring devices from our family I. At any given moment of time, we
can only involve finitely many devices, but eventually, we can involve each of
them.
Thus, we can describe the actual value of the measured quantity as a mapping a that maps every measuring device I ∈ I with the set of possible outcomes
XI into a value aI ∈ XI in such a way that πI,I 0 (aI ) = aI 0 for all projections
πI,I 0 ∈ P.
The set of all such mappings is called a projective limit of the family hI, Pi.
Thus, we can define the range of a physical quantity as such a limit.
Definition. Let hI, Pi be a family of measuring devices. By a value of the
corresponding measured physical quantity, we mean a mapping a that map every
measuring device I ∈ I with the set of possible outcomes XI into a value
aI ∈ XI in such a way that πI,I 0 (aI ) = aI 0 for all projections πI,I 0 ∈ P. The set
X of all such values will be called the range of the corresponding quantity, or,
alternatively, the projective limit of the family of measuring devices and denoted
by
X = lim XI .
←

Example. Let us illustrate this definition on the example of a simple case
case when I is a sequence of (more and more accurate) measuring devices
I1 , I2 , . . . , In , . . ., in which each device is a refinement of the previous one, i.e.,
πIi+1 ,Ii ∈ P for every i. This structure can be described as follows:
πI

,I

πI

,I

2 1
3 2
I1 ←−
I2 ←−
...

πIn−1 ,In

←−

In−1

πIn ,In−1

←−

In

πIn+1 ,In

←−

In+1

πIn+2 ,In+1

←−

...

Each element of the projective limit can be described as a mapping that maps
each measuring device In into an element vn from the set Xn of possible out69

comes of this device in such as way that for every n, πIn+1 ,In (vn+1 ) = vn :
πI

,I

πI

,I

2 1
3 2
v1 ←−
v2 ←−
...

πIn−1 ,In

←−

vn−1

πIn ,In−1

←−

vn

πIn+1 ,In

←−

vn+1

πIn+2 ,In+1

←−

...

In the general case, we arrive at the following definition:
Comment. In the definition of the range of a physical quantity, do we really
need all the mappings a? For example, if we measure a 1-dimensional quantity
with better and better accuracy, then (as we will see later) we get a family of
narrower and narrower intervals that contain the actual real number – the value
of the measured quantity.
Are all real numbers indeed physically possible? We do not know. It may
be that the actual (unknown) value is always a rational number. It may also be
that the actual value is always an irrational number. Our point is that we will
never know, and thus, we can as well consider all possible real numbers.
Indeed, at any given moment of time, we only know the results of finitely
many measurements. For example, in measuring a real-valued quantity, after
a finite number of measurements, we only have an approximate description of
the actual value, with some accuracy ε. Within this accuracy, no matter what
measurement value x
e we got, it will always be possible that the actual (unknown)
value x ∈ [e
x − ε, x
e + ε] is rational, and it is always possible that this number is
irrational.
We can assume that all the values are rational, but, no matter how many experiments we make, we will never be able to prove or disprove this assumption.
In other words, from the physical viewpoint, this assumption can be neither
verified nor falsified and thus, it has no relation with observations and measurements in the physical world. In short, such as assumption has as much physical
meaning as a statement that there are invisible witches that can fly above us
all the time, but are not detectable by any sensor.
In general, at any given moment of time, all we have is a result vI ∈ XI for
some measuring device I. Thus, whatever restrictions we make on the set of all
possible sequences, there is no physical way for testing these restrictions – so we
can as well assume (as we did) that all (appropriate) mappings a are possible.
Within this definition, the fact that every outcome from XI is physically possible is now a theorem. Let us show that this definition is in good
accordance with our understanding of XI as the set of all physically possible
domains. Indeed, we have the following result:
Proposition. Let hI, Pi be a family of measuring devices, and let X be the set
of all possible values of the corresponding measured physical quantity. Then,
for every measuring device I and for every v ∈ XI , there exists a value a ∈ X
for which aI = v.
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Proof. Let us denote I by I0 . Since the family I is denumerable, we can enumerate all its remaining elements into a sequence I − {I0 } = {I1 , I2 , . . . , In , . . .}
Let us sequentially define the values ai = aIi ∈ Xi , i = 0, 1, . . . of the desired
mapping a. At each stage of this process, we will pick a marked device Ii and
define the value of ai for this device Ii and for several (finitely many) less informative devices Ij in such a way that for every l, n for which al and an are
already defined and a projection exists, we have πl,n (al ) = an .
On the first stage, the definition is easy: we define a0 = v. Let us now
assume that we have already finished some stage, and we have thus defined the
value ai for some marked device Ii and the values aj for several devices Ij v Ii .
Let k be the first integer for which the value ak is not yet defined.
If Ik is less informative than the marked device Ii , i.e., if there is a projection
def
πi,k , then we can simply define ak = πi,k (ai ) and keep the same device Ii
marked. Due to transitivity, it is easy to see that after this definition, we still
keep the projection property πl,n (al ) = an .
If Ik is not less informative than Ii , then one possibility is that Ik is more
informative than Ii , i.e., that the function πk,i belongs to P.
Since the function πk,i : Xk → Xi is a projection and ai ∈ Xi , there exists
a value a ∈ Xk for which πk,i (a) = ai . We will select this value a as ak . We
can then define ak as πm,k (am ) and select Ik as the new marked device. Due to
transitivity, this addition also keeps the projection property πl,n (al ) = an .
Finally, we must consider the case when Ik is neither less informative nor
more informative than Ii . In this case, we can use the fact that the family of
a measuring devices is, by definition, a directed set. This means, in particular,
that there exists a measuring device Im that is at least as informative as both Ii
and Ik , i.e., for which P contains both projections πm,i and πm,k . In this case,
we first add Im w Ii and then Ik v Im . We know that each of these additions
preserves the projection property.
Let us prove that eventually, we will thus define ai for every measuring device
Ii . Indeed, at each stage of this algorithm, we define the value ak corresponding
to the smallest integer k for which ak was previously undefined. Thus, at each
stage, we increase the smallest undefined value k at least by 1. Thus, eventually,
we will indeed define all the values – and thus, define a mapping a for which
a0 = v. The proposition is proven.
Different sequences of measurement results may correspond to the
same value of the measured quantity. So far, we have described an actual value of the measured quantity as a sequence (or, more generally, family)
of measurement results corresponding to more and more accurate measuring
devices.
What we have not yet taken into consideration is the fact that the same actual value of a physical quantity can lead to different sequences of measurement
results – indeed, due to measurement uncertainty, even in the first measurement,
we can get different outcomes if we repeatedly measure the same object. Thus,
to complete the description of a physical quantity, we must also describe when
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two sequences (families) correspond to the same actual value of the measured
quantity.
The specifics of such a description depend on how we define a measuring
device.
Case of graphs. Let us first consider the case when we describe each measurement device by a graph hX, ∼i. In this case, if we have two mappings a
and b corresponding to the same object, then, for every measuring device I,
the corresponding measurement results must be compatible: a(I) ∼I b(I). It is
therefore reasonable to say that the two mappings are compatible if a(I) ∼I b(I)
for all I. It is also natural to say that mappings a and b are indistinguishable
because, no matter how many measurements we make, we will never be able to
conclude that one of them is different from another, there is always a possibility
that these two families of measurement results represent the same actual value
of the physical quantity.
Thus, we arrive at the following definition:
Definition. Let hI, Pi be a family of measuring devices I = hXI , ∼I i. By a
physical quantity, we mean a pair consisting of this family of measuring devices
and a graph hX, ∼i, where:
• X is the projective limit of the sets XI , and
• a ∼ b if and only if aI ∼I bI for all I ∈ I.
Comment. This definition coincides with the definition of a binary Girard domain as a projective limit of Girard domain. So, from the viewpoint of describing
the real world, it is sufficient to consider this limit domain as a description of
the set of all possible values of the physical quantity. This is what we did in our
previous papers [17, 18].
However, in this paper, our main interest is not in a general description
of a physical quantity, but rather in what we can compute from the results of
measuring this quantity. Every time we talk about measurement results, we
talk about the outcomes of a specific measuring device I ∈ I. Thus, in this
paper, in addition to the limit domain, we also keep the corresponding family
of measuring devices – i.e., the approximating domains.
In domain terms, this additional information is similar to the additional
information used in the description of effective domains.
Within this definition, the fact that ∼I describes exactly compatible
pairs is now a theorem. Let us show that this definition is in good accordance with our understanding of the relation ∼I as the relation describing which
pairs of outcomes are compatible. Indeed, we have the following result:
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Proposition. Let hI, Pi be a family of measuring devices I = hXI , ∼I i, and let
hX, ∼i be the projective limit of this family. Then, for every measuring device I
and for every two values v, v 0 ∈ XI , the following two conditions are equivalent
to each other:
• v ∼I v 0 ;
• there exist values a, a0 ∈ X for which a ∼ a0 , aI = v, and a0I = v 0 .
Proof. By definition of of the limit relation ∼, if a ∼ a0 , then aI ∼I a0I , so the
existence of such a, a0 ∈ X indeed implies that v ∼I v 0 .
To complete the proof, we must therefore show that if v ∼I v 0 , then there
indeed exist the corresponding values a, a0 ∈ X. We can do that by using a
construction similar to how we proved that every value v ∈ XI is physically
possible: namely, we enumerate the measuring devices into a sequence I0 = I,
I1 , I2 , . . . , and then, on each stage, pick a marked device Ii and define ai and
a0i for this device and for finitely many less informative devices.
Similarly, we start with a0 = v and a00 = v 0 . To extend our definition to
a less informative device, we use projection. The possibility to extend to a
more informative device follows from the fact that, by definition of a family
of measuring instruments, when Ii v Ik , the compatibility relation ∼i is a
projection of the new relation ∼k – in the sense that whenever ai ∼i a0i , there
always exist values ak ∼k a0k for which πk,i (ak ) = ai and πk,i (a0k ) = a0i .
Case of simplicial complexes. Let us now consider the case when we describe each measurement device by a simplicial complex hX, Si, where S ⊆ 2X
has subset and singleton properties. In this case, if we have several mappings S = {a, b, . . . , c} corresponding to the same object, then, for every measuring device I, the corresponding measurement results must be compatible:
def
S(I) = {a(I) | a ∈ S} = {a(I), b(I), . . . , c(I)} ∈ SI . It is therefore reasonable
to say that a finite set S of mappings is compatible (or indistinguishable) if
S(I) ∈ SI for all I. Thus, we arrive at the following definitions:
Definition. By a simplicial complex, we understand a pair hX, Si, where X is
a set, and S is a family of finite subsets of X with the following two properties:
• subset property: if S ∈ S and S 0 ⊆ S, then S 0 ∈ S;
• singleton property: for every x ∈ X, then {x} ∈ S.
Comment. The difference from the previous definition of the simplicial complex
(in the section in which we described measuring devices) is that previously, we
were interested in the case when X is the set of all physically possible outcomes
of a measuring device – and thus, a finite set. In our case, X is the set of all
possible values of the measured quantity and thus, this set X can be infinite.
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Definition. Let hI, Pi be a family of measuring devices I = hXI , SI i. By a
physical quantity, we mean a pair consisting of this family of measuring devices
and a simplicial complex hX, Si, where:
• X is the projective limit of the sets XI , and
• S ∈ S if and only if S(I) ∈ SI for all I ∈ I.
Comment. This definition coincides with the definition of a Girard domain as
a projective limit of finite Girard domains.
Within this definition, the fact that SI describes exactly compatible
subsets is now a theorem. The above definition is in good accordance with
our understanding of the class SI as the class of all compatible sets of outcomes.
Indeed, we have the following result:
Proposition. Let hI, Pi be a family of measuring devices I = hXI , SI i, and let
hX, Si be the projective limit of this family. Then, for every measuring device
I and for every set SI ⊆ XI , the following two conditions are equivalent to each
other:
• SI is compatible in I, i.e., SI ∈ SI ;
• there exists a finite set S ⊆ X for which S ∈ S and S(I) = SI .
Comment. The proof of this result is similar to the proof for pairs.
Cases of conditional statements and Boolean vectors. To explain how
we can describe conditional statements in terms of projective limits, let us give
an example. Suppose that we know that for a measuring device I, we have the
following valid conditional statement that connects three outcomes u, v, w ∈ XI :
if for some object, the outcomes u and v are both possible, then the outcome w
is also possible for this object.
We already know that if the outcome u ∈ XI is possible, this means that
the set X of all possible values of the measured quantity (= projective limit)
should contain a value a for which aI = v. We also know that if the outcomes
u, v ∈ XI are compatible (u ∼ v), this means that there exists indistinguishable
values a, b ∈ X for which a ∼ b, aI = u, and bI = v.
It is desirable to describe conditional statements like the above statement
in the same terms. Let us show, for example, how the above statement should
look like.
In our terms, an object with the value a ∈ X of the measured quantity, the
measuring device I actually produces an outcome u ∈ XI if aI = x. It is natural
to say that an object with the value b ∈ X of the measured quantity can produce
an outcome u ∈ XI if there exists an object a ∈ X that is indistinguishable from
b and for which aI = u.
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Correspondingly, an object with the value c ∈ X of the measured quantity
can produce outcomes u ∈ XI and v ∈ XI if there exist objects a, b ∈ X that
are indistinguishable from each other and from c and for which aI = u and
bI = v. The above conditional statement means that for any such object, w is
also possible, i.e., there exists an object d that is indistinguishable from a, b,
and c, for which dI = w.
In this manner, we can describe an arbitrary conditional or disjunctive conditional statement in terms of the projective limit.
Comment. The above definition is rather complicated – it requires that we
check a certain property for all possible pairs of values (infinite functions). Because of this complexity, this property is difficult to check.
It is therefore desirable to look for a simpler reformulation of the above
idea, a reformulation that would enable us to check the validity of conditional
statements (more) efficiently.
Examples: a brief introduction. Now we know how, in the general case,
we can describe the set of all possible values of the measured quantity in terms
of the corresponding family of measuring devices. Let us illustrate this general
knowledge on the examples for which we already know how to describe the
corresponding measuring devices.
Example 1: interval uncertainty leads to real numbers. Interval computations correspond to measuring real numbers. Let us show that by considering the corresponding family of measuring instruments, we can indeed get real
numbers as the set of all possible values of the corresponding physical quantity.
In other words, what we plan to show is that there is no need to specifically
require real numbers – real numbers naturally appear as a result of our analysis
of a measurement process.
Indeed, each interval-related corresponding measuring instrument I can be
described as a covering of the real line by several “infinite” intervals (−∞, x] and
[x, ∞), and several finite (bounded) intervals [x, x]. In real-life measurements,
the endpoints a and b are usually rational numbers. The outcomes v1 , . . . , vm ∈
X are compatible if and only if the corresponding intervals S1 , . . . , Sm intersect.
We can form a measuring device I by combining several measuring instruments I 0 , . . . , I 00 of this type. In this case, possible outcomes of I are sequences
v = (vi0 , . . . , vj00 ) (where vi0 ∈ X 0 , . . . , vj00 ∈ X 00 ), for which the corresponding
intervals Si0 , . . . , Sj00 intersect, and the corresponding sets S are the intersections
of these intervals.
Since a non-empty intersection of two intervals is also an interval, such measuring devices have exactly the same form as the original measuring instruments:
finitely many outcomes, and to each outcome, we put into correspondence an
interval (finite or infinite) in such a way that these intervals cover the entire real
line.
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In interval terms, a projection relation π(v) = v 0 means that the interval
corresponding to S is contained in the interval S 0 corresponding to v 0 : S ⊆ S 0 .
If we want to be able to describe the corresponding measurements with
an arbitrary accuracy throughout the entire scale, we must require that for
arbitrary bounds and for an arbitrary accuracy, there exists a measuring device
in our family that measures all the values within the given bounds with a given
accuracy.
Formally, it is sufficient to require that for every natural number n, there
exist a measuring device In in which all the values from −n to n are covered by
intervals of length ≤ 1/n and by none of the infinite intervals. Since we want a
family of measuring instruments – in the above sense – we can, without losing
generality, require that In v In+1 , i.e., that there is a projection πn+1,n from
In+1 to In .
What is the projective limit of this family of measuring devices? By definition, a value of the measured quantity is represented by a sequence of outcomes
an ∈ Xn such that each outcome an is the projection of the following outcome
an+1 . As we have just mentioned, the fact that an is a projection of an+1
means that the interval Sn+1 corresponding to an+1 is a subset of the interval
Sn corresponding to an .
Let us first consider the case when for some m, we get a finite interval Sm .
Since the interval Sm is finite, its width is ≤ 1/m. The subsequent intervals
Sm+1 , . . . , Sn , . . . are subsets of Sm , so they cannot be infinite. Thus, we get a
sequence of nested intervals Sm ⊆ Sm+1 ⊆ . . . ⊆ Sn ⊆ . . . of width w(Sn ) ≤
1/n → 0 as n → ∞. Such nested sequence of intervals always contains exactly
one real number. We will denote the real number corresponding to the sequence
a by v(a). For each n, we then have v(a) ∈ Sn .
If two sequences a and a0 describe the same real number v(a) = v(a0 ), then for
every n, the corresponding intervals Sn and Sn0 have a common point – the point
v(a) = v(a0 ). Thus, these intervals intersect, i.e., an ∼n a0n for all n. According
to our definition, this means that the values a and a0 are indistinguishable, i.e.,
that a ∼ a0 .
Vice versa, if two sequences a and a0 are indistinguishable (a ∼ a0 ), this
means that for each n, the corresponding intervals Sn and Sn0 intersect. Since
v(a) ∈ Sn , v(a0 ) ∈ Sn0 , and the widths of two intersecting intervals Sn and Sn0
are ≤ 1/n, we thus conclude that |v(a) − v(a0 )| ≤ 2/n. Since this inequality
must be true for all n, we have v(a) = v(a0 ).
Thus, on the projective limit, the compatibility relation is transitive – hence,
an equivalence relation, and the equivalence classes corresponding to the finiteinterval case are in 1-1 correspondence with the real numbers.
To complete our description, we must consider the remaining case, when all
the intervals Sn are infinite. In this case, also Sm ⊇ Sn for m < n. It is easy to
see that an interval (−∞, x] cannot contain an interval [x, ∞) and vice versa.
So, in this case, we have only two possibilities: either all the intervals Sn are of
the type (−∞, xn ], or they are all of the type [xn , ∞).
For the first possibility, since we assumed that for In , no infinite interval
covers [−n, n], we conclude that xn < −n. Thus, in this case, the actual value
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of the measured quantity is smaller than −n for every n. Intuitively, this value
corresponds to −∞.
This possibility is real: we can choose, for every n, the outcome an that
covers −∞.
Similarly, for the second possibility, since we assumed that for In , no infinite
interval covers [−n, n], we conclude that xn > n. Thus, in this case, the actual
value of the measured quantity is larger than n for every n. Intuitively, this
value corresponds to ∞. This possibility is also real: we can choose, for every
n, the outcome an that covers +∞.
There may be several sequences a, a0 corresponding to −∞. In each of
these sequences, we have Sn = (−∞, xn ] and Sn0 = (−∞, x0n ], so for every n,
we have Sn ∩ Sn0 6= ∅ hence an ∼n a0n . Thus, every two such sequences are
indistinguishable.
Similarly, there may be several sequences a and a0 corresponding to ∞; every
two such sequences are indistinguishable.
It is easy to see that a finite set of sequences is indistinguishable if and
only every two sequences are indistinguishable. Thus, we arrive at the following
conclusion.
Conclusion. For the corresponding projective limit, indistinguishability is an
equivalence relation. Equivalence classes with respect to this relation represent:
• all real numbers, and
• the two additional values −∞ and +∞.
Comment about relations and operations with real numbers. In measurements,
when we represent measurement results by real numbers, we often actively use
standard relations and operations that are defined on real numbers, such as the
ordering relation <, arithmetic operations such as addition +, etc.
As of now, we have only shown that we get real numbers in the limit. The
description of how the standard relations and operations look like in these new
terms will be given after we explain, in general, how to describe relations and
functions on projective limits.
Comment about infinite values. We have shown that, for interval uncertainty,
the projective limit consists of all real numbers plus the additional values −∞
and +∞.
These additional infinite values make some physical sense: for example, some
scientists believe that the physical Universe is infinite, and thus, e.g., its total
energy is infinite – meaning that no matter what measuring device we use, we
will always get an “above the scale” outcome.
These additional values also make perfect computational sense: G. W. Walster and others have shown (see, e.g., [42, 83]) that if we extend real numbers
by infinite values, we get better interval estimations. Indeed, one way to find
an enclosure for the range y of an algorithmically given function f (x1 , . . . , xn )
77

on given intervals x1 , . . . , xn is to perform the so-called straightforward interval computations. In this technique, we simply replace, in the sequence of
elementary operations that constitute the algorithm f , each operations with
real numbers by the corresponding operation of interval arithmetic.
It is known that in general, we thus get an enclosure Y ⊇ y for the desired
range y. It is also known that when the expression for f (x1 , . . . , xn ) is a singleuse expression (SUE), i.e., if each variable occurs only once, then straightforward
interval computations lead to the exact estimate Y = y.
In some case, an algebraic transformation can make the function that was
previously not given in a SUE form into a SUE form – and thus, help interval
computations. For example, x1 · x2 + x1 · x3 is not SUE, but it can transformed
into an equivalent SUE form x1 · (x2 + x3 ).
As another example of such a situation, we can consider a function
f (x1 , x2 ) = x1 /(x1 + x2 ). This function is frequently used in real-life computations: e.g., if we know the probability x1 of the outcome v1 and the probability
x2 of the outcome v2 , then the conditional probability of v1 under the condition
that we have observed either v1 or v2 is equal exactly to x1 /(x1 + x2 ). In this
expression, the variable x1 occurs twice so this function is not SUE. It can be
transformed into a SUE form if we divide both numerator and denominator
by x1 . As a result, we get the following SUE equivalent form: 1/(1 + x2 /x1 ).
However, if the interval of possible values of x1 contains 0 – e.g., if x1 = [0, 1]
and x2 = [1, 2] – the value of x2 /x1 can be infinite, and infinite values are not
covered by standard interval arithmetic. Thus, to use this SUE reformulation,
we must extend the set of real numbers (and corresponding intervals) to infinite
values as well.
One may ask: this example and the corresponding extension have already
been proposed by Walster et al., so what do we gain by repeating it in our
terms? Good news is that Walster et al. came up with the infinite values in an
ad hoc way, as a way to improve estimations of interval uncertainty for real-life
expressions. What we have just shown is that infinite values naturally appear
in the description of real numbers if go deep enough in the analysis of how real
numbers come from measurements.
Indeed, the inclusion of infinite values follows the same logic as the above
definition of all possible sequences in a projective limit. Specifically, if there are
no restrictions on the value of the physical quantity, then it is quite possible
that for every measuring device, we get an “above scale” outcome. Thus, on
every state of measurement, there is no possibility to exclude values that are
actually infinite – and since there is no (and cannot be any) empirical reason to
exclude such values, we do include them.
From this viewpoint, adding infinite values is as natural as adding irrational
values – the example that we used before to explain this idea. So, if we do not
object to the inclusion of all irrational values (and most physicists do not object
to that), we should also include infinite values.
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Example 2: counting leads to natural numbers. As we have mentioned,
all real-life counting devices have a upper bound n so that:
• all the values from 0 to n − 1 are counted exactly, while
• any larger number of objects (i.e., n or larger) result in the same outcome.
As we have mentioned, for prehistoric people, this “≥ n” outcome meant
“many”. In the above text, we simply labelled it as n.
From this viewpoint, a real-life counting device does not always give us a full
information about the number of objects. To get more information, we must
use counting devices In with larger and larger bounds n.
How are projections defined in this case? If we know the result an of counting
with a procedure In (that has a bound n), then, for every n0 < n, we can
uniquely reconstruct the result of an0 of applying the counting procedure In0
(that has a bound n0 ) to the same object: namely, an0 = min(an , n0 ). So, in
this case, πn,n0 (a) = min(a, n0 ).
Here is a geometric illustration of this projection for n = 2 and n0 = 1:
X1
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1 ¾
yXX
X
XX
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We have also mentioned that in this case, no two outcomes are compatible.
What is the resulting projective limit?
• If for some n, the outcome v ∈ Xn is below the corresponding bound
(v < n), then it stays this way for all further n. In this case, the mapping
a takes the form an = min(v, n). Clearly, this mapping represents the
natural number v.
• On the other hand, if for every counting procedure In , we get the bound
n, then this mapping an = n also satisfies the projective property. This
mapping represents (positive) infinity ∞.
Thus, for counting, the projective limit consists of all natural numbers plus the
additional value ∞.
Does this value make physical sense? Absolutely. For quite some time,
scientists believed that the physical Universe contained infinitely many particles
(and some still believe this). In this physically possible case, no matter how
many times you count, you always get the outcome “many” – this is exactly
what infinity is about.
Example 3: “yes”-“no” measurements lead to truth values. In a single
“yes”-“no” measurement, we may get 0 (= “no”), we may get 1 (= “yes”), and
we may get U (unknown).
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As we have mentioned, a typical example of “yes”-“no” measurement is the
case when we measure a physical quantity x with an accuracy ∆ and, based on
the result x
e of this measurement, try to decide whether x > x0 . Then:
• When x
e ≤ x0 − ∆, we can conclude that x ≤ x0 and the answer is 0.
• When x
e > x0 + ∆, we can conclude that x > x0 and the answer is 1.
• When x0 − ∆ < x
e ≤ x0 + ∆, it is possible that x ≤ x0 and it is also
possible that x > x0 , so the answer is U .
Based on this example, it is clear that to get a more complete answer, we
must repeat this procedure with a more accurate measuring device, for which
the error bound ∆ is smaller.
For the measuring device I2 combining the two measuring instruments, possible outcomes are thus 0, 1, U 0, U 1, and U 2 (meaning U repeated twice). In
the first four cases, we know the answer; in the case U 2 , we must employ a yet
more accurate measuring device, etc.
For a measuring device In consisting of n measuring instruments, the set Xn
of possible outcomes consists of 0, 1, U 0, U 1, U 2 0, U 2 1, . . . , U n−1 0, U n−1 1,
and U n . When n > n0 , a projection πn,n0 simply means that for any sequence
of length > n0 , we only keep the first n0 measurement results (= symbols in a
sequence).
For example, for n = 2 and n0 = 1, the projection retains 0 and 1, and maps
U 0, U 1, and U U into U :
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What is the resulting projective limit?
• If for some n0 , the outcome ends in 0 or 1, i.e., is of the form U n0 −1 0 or
U n0 −1 1, then it stays this way for all further n > n0 . In this case, the
mapping a takes the following form:
– for n < n0 , an = U n ;
– for n ≥ n0 , we have an = U n0 −1 0 (or an = U n0 −1 1).
We will denote these cases by, correspondingly, U n0 −1 0 or U n0 −1 1.
• On the other hand, if for every measuring device In , we get the uncertain
outcome U n , then the corresponding mapping an = U n also satisfies the
projective property. We will denote this mapping as U ∞ .
Thus, for “yes”-“no” measurements, the projective limit X consists of the sequences of the type U n 0 and U n 1, where n is an arbitrary natural number, plus
the additional value U ∞ .
In physical terms, this limit X describes possible actual truth value of the
statement that we are testing:
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• sequences ending in 0 mean “false”;
• sequences ending in 1 mean “true”; and
• the sequence U ∞ means “unknown”.
What is the compatibility structure on this set X? In the previous section, we described the graph structure on the sets X1 and X2 corresponding to
one and two sequential “yes”-“no” measurements. For arbitrary n, the graph
structure on Xn is similar:
• all the values U k 0 ending in 0 are compatible with each other,
• all the values U k 1 ending in 1 are compatible with each other, and
• the value U n is compatible with every other value.
It is easy to see that for Xn , the simplicial complex structure can be reduced to
a graph structure: a set S ⊆ Xn of physically possible outcomes is compatible
if and only if every pair of outcomes from S is compatible.
The above-defined projection πn,n0 clearly preserves this compatibility relation. For example, for n = 2 and n0 = 1, this projection takes the following
form:
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It is easy to see that the above definition leads to the following indistinguishability structure ∼ on the set X:
• all the values ending in 0 are indistinguishable from each other,
• all the values ending in 1 are indistinguishable from each other, and
• the value U ∞ is indistinguishable from every other value.
In other words, all the values v ∈ X ending in 0 are equivalent to each other,
so they can be viewed as a single truth value 0. Similarly, all the values v ∈ X
ending in 1 are equivalent to each other, so they can be viewed as a single truth
value 1. The value U ∞ is indistinguishable with 0 and indistinguishable with 1,
and 0 and 1 are not indistinguishable from each other. In short, if we combine all
the values corresponding to “false” and all the values corresponding to “true”,
the graph hX, ∼i describing possible truth values looks exactly like the graph
hX1 , ∼1 i that describes a single “yes”-“no” measurement:
0

U

1

It is easy to see that for the limit set X, the simplicial complex structure
can be reduced to a graph structure: a finite set S is indistinguishable if and
only if every pair of outcomes from S is indistinguishable.
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Example 4: a combination of several independent physical quantities.
From the measurement viewpoint, what does it mean to have m independent
physical quantities? A natural interpretation is that, for an arbitrary degree of
accuracy, we can have m independent physical instruments for measuring these
quantities.
We already know what it means for a measuring device I to constitute a
combination of m independent measuring instruments I1 , . . . , Im : its set X of
physically possible outcomes is a Cartesian product X1 × . . . × Xm of the sets
corresponding to individual measuring instruments, its compatibility relation ∼
0
0
has the form (v1 , . . . , vm ) ∼ (v10 , . . . , vm
) ↔ v1 ∼1 v10 & . . . & vm ∼m vm
, etc.
To complete the description of the independent case, we must also explain
what it means for a projection π from one device X = X1 × . . . × Xm to another
0
device X 0 = X10 × . . . × Xm
to reflect independence. A natural definition is that
we should have independent projections for each of m instruments, i.e., that the
function π should have the form π(v1 , . . . , vn ) = (π1 (v1 ), . . . , πm (vm )).
If for some family of measuring devices, all devices and all projections correspond to m independent quantities, then, for each i from 1 to m, the measuring
instruments corresponding to i-th component also form a family of measuring
devices, with projective limits hXil , ∼li i.
In this case, the projective limit hX l , ∼l i of the combined measuring instruments is a Cartesian product of the projective limits corresponding to m
l
and
quantities, i.e., X l = X1l × . . . × Xm
0
0
(v1 , . . . , vm ) ∼l (v10 , . . . , vm
) ↔ v1 ∼l1 v10 & . . . & vm ∼lm vm

(and similarly, for indistinguishable sets).
Comment. This result can be reformulated as follows. We have two approaches
to handling the situation of m independent quantities:
• First, we can consider measuring instruments measuring each of m quantities. For each of these quantities, we form a projective limit Xil , and then
l
.
combine these projective limits into a single set of values X1l × . . . × Xm
• Alternatively, on each step, we can combine the measuring instruments
into a single measuring device, and form a projective limit of such measuring devices.
What we are saying is that these two approaches lead to exactly the same
description hX l , ∼l i.
We can describe this fact graphically by saying is that the following diagram
is commutative:
I1 , . . . , I m

-

I = I1 × . . . × Im

?
?
l
X1l , . . . , Xm

-

?
l
X l = X1l × . . . × Xm

82

4

Properties of Physical Quantities

4.1

A useful auxiliary result: we can always restrict ourselves to a sequence of measuring devices.

From the physical viewpoint, it is important to consider the most general families of measuring devices. When we defined a physical quantity,
we mentioned that in some cases, we only have a simple sequence of measuring
devices, the next one more informative than the previous one I v I 0 . However,
in many other real-life situations, we may have several different measuring devices corresponding approximately to the same level of accuracy, devices none
of which is more informative than the other one.
Since the main objective of this paper is to provide the most general description of validated uncertainty, in our definition of a quantity, we considered
the most general case of a family that is not necessarily linearly ordered by the
relation v.
From the purely mathematical viewpoint (of proving results), it is
desirable to consider the simpler case of sequences. We will show that
from the purely mathematical viewpoint, we can always restrict ourselves to the
case when devices are linearly ordered. This restriction will simplify some of
the proofs.
Let us first give the corresponding definition.
Definition. By a sequence of measuring devices, we mean a pair
h{Ii }i=0,1,... , {πi+1,i }i, where Ii are measuring devices and each function πi+1,i :
Ii+1 → Ii is a projection of measuring devices.
Comment. Based on these projections, we can define, for every i < j, a projection πj,i : Ij → Ii as a composition
πj,i = πj,j−1 ◦ . . . ◦ πi+1,i .
Proposition. From every family of measuring devices hI, Pi, we can select a
sequence for which the following three properties hold:
• the set of values X corresponding to the family is in 1-1 correspondence
with the set of values corresponding to the sequence,
• for each a, b ∈ X, a ∼ b in the sense of the family if and only if a ∼ b in
the sense of the sequence, and
• for each finite set S ∈ X, S is indistinguishable in the sense of the family
if and only if it is indistinguishable in the sense of the sequence.
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Comment. In other words, from the viewpoint of defining and analyzing the
physical quantity, it is sufficient to consider only measuring devices from the
selected sequence.
Proof. This proof will use some of the ideas used in the above proof that an
arbitrary element v ∈ XI is possible for some a ∈ X.
1◦ . Since the family I is denumerable, we can enumerate all its elements into a
sequence I = {J1 , J2 , . . . , Jn , . . .}. Let us first show that we can always select a
def

def

sequence I1 = Ji1 , I2 = Ji2 , etc., that has the following two properties:
• first, each device in this sequence is less informative that the next device,
i.e., Ii v Ii+1 , and
• second, each device I ∈ I is less informative than one of the devices from
this sequence: I v Ii .
We will select elements of this sequence one by one. For j = 1, we select,
e.g., i1 = 1. Let us now assume that we have already selected the elements
i1 , . . . , ij , and let us show how we can select an element ij+1 . Let k be the
first integer for which Ik is not less informative than one of the selected devices
Ji1 , . . . , Jij . Since the family of measuring devices is a directed set, there exists
a measuring device Jm from this family that is at least as informative as both
def
Jij and Ik : Jij v Jm and Jk v Jm . We then take ij+1 = m.
Due to our construction, we have Jij v Jij+1 for all j. We also have Jk v
Jij+1 . Let us prove that for every measuring device Jl , there exists a j for which
Jl v Jij . Indeed, at each stage of this algorithm, we took k as the smallest value
for which Jk is not yet less informative than one of the selected devices Jij , and
selected a new device that makes k less informative than one of the selected
devices. Thus, at each stage, we increase the smallest value k for which Jk is
not yet covered by one of the selected devices, at least by 1. Thus, eventually,
every device Jl will be indeed covered. The selection is completed.
2◦ . Due to the selection, each device in the selected sequence is indeed less
informative than the next one, hence this sequence is a sequence of measuring
devices in the sense of the above definition.
3◦ . Let us now show that the set of values of the physical quantity for this
sequence is indeed in 1-1 correspondence with the set of values corresponding
to the entire original family. In other words, we need to prove that the corresponding projective limits are in 1-1 correspondence.
Every element in a projective limit corresponding to the family is a mapping
a that maps every device I from this family into an element aI ∈ XI in such
a way that a projection property πI,J (aI ) = aJ holds. If we restrict this map
to devices from the selected sequence, we thus get a mapping corresponding to
the sequence.
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Let us show that, vice versa, once we have a mapping a = {a1 , a2 , . . . , }
corresponding to the selected sequence (i.e., if we know the values aIi = ai ),
then we can uniquely extend a to the entire family I of measuring devices.
Indeed, according to the second property of the selected sequence, for every
measuring device I ∈ I, there exists an i for which I v Ii , i.e., for which the
family P contains a projection πIi ,I : Ii → I. We can then define aI as πIi ,I (ai ).
One can easily show that due to properties of projection, thus defined value aI
does not depend on which exactly i we choose, and the corresponding mapping
I → ai indeed satisfies the projection property.
Thus, values corresponding to the family are indeed in 1-1 correspondence
with the values corresponding to the sequence.
4◦ . Let us now prove that the corresponding compatibility relation is the same.
Indeed, if a ∼ b in the sense of the family, this means that aI ∼I bI for all
measuring devices I, in particular, for devices from the selected family. Thus,
we can conclude that ai ∼i bi for all i, i.e., that a ∼ b in the sense of the
sequence as well.
Vice versa, let us assume that a and b are indistinguishable in the sense of
the sequence, i.e., aIi ∼Ii bIi for all i. Let us then prove that in this case, a and
b are also indistinguishable in the sense of the family, i.e., aI ∼I bI for every
I. Indeed, due to the second property of the selected sequence, for every I,
there exists an i for which I v Ii , i.e., for which P contains a projection πIi ,I .
We know that aIi ∼Ii bIi . By applying the projection πIi ,I to aIi and bIi and
by using the property that projection retains compatibility, we conclude that
indeed aI ∼I bI .
So, a pair is indistinguishable in the sense of family if and only if it is
indistinguishable in the sense of the sequence.
5◦ . Similarly, we can proof that indistinguishability of sets of outcomes is the
same whether we use families or sequences.
The proposition is proven.

4.2

When Is the Indistinguishability Relation ∼ Transitive: A Criterion

In some cases, the indistinguishability relation is transitive, in some
cases, it is not. We have seen that both for measurements with interval
uncertainty and for counting, the indistinguishability relation ∼ on the corresponding set of values X of the physical quantity is transitive. In such cases,
the relation ∼ is an equivalence relation, so we can subdivide all the values into
equivalence classes. For measurements with interval uncertainty, the equivalence
classes are exactly real numbers plus two additional classes −∞ and +∞. For
counting, the equivalence classes are exactly natural numbers plus an additional
class ∞.
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For the case of several independent quantities, we get a Cartesian product
of the corresponding quantities X = X1 × . . . × Xm . One can easily check that
when the relations ∼i corresponding to each Xi are transitive, then the relation corresponding to the Cartesian product is transitive as well. In particular,
for several independent real-valued quantities, the corresponding set of equivalence classes is an extended m-dimensional vector space (R ∪{−∞, +∞})m that
consists of all m-dimensional vectors with finite or infinite coordinates.
On the other hand, for truth values corresponding to “yes”-“no” measurements, the compatibility relation is not transitive: 0 ∼ U , U ∼ 1, but 0 6∼ 1.
How to check transitivity: formulation of the problem. When we have
transitivity, then the situation is easier: ∼ is an equivalence relation, so possible
values of the physical quantity can be identified with equivalence classes. It is
therefore desirable to check when ∼ is a transitive relation.
Directly applying the definition of transitivity is difficult, because this would
mean testing this condition for all possible infinite sequences a, b, and c. It is
therefore desirable to provide a more efficient criterion for testing transitivity.
To solve this problem, we will formulate and prove a Proposition describing
a more efficient criterion, and then explain how this criterion can be applied in
practice.
Proposition. Let hI, Pi be a family of measuring devices hXI , ∼I i, and let
hX, ∼i be the corresponding projective limit. Then, the following two conditions
are equivalent to each other:
• the compatibility relation ∼ is transitive, i.e., for all a, b, c ∈ X, if a ∼ b
and b ∼ c, then a ∼ c;
• for every I ∈ I, there exists a J ∈ I for which, if aJ ∼J bJ and bJ ∼J cJ ,
then aI ∼I cI .
Proof. 1◦ . Because of the result proven in the previous subsection, it is sufficient to consider the case when we have a sequence of measuring devices.
For a sequence, the second condition takes the following form:
For every i, there exists a j for which, if aj ∼j bj and bj ∼j cj , then ai ∼i ci .
2◦ . Let us first prove that the second condition implies the first one.
Indeed, let a ∼ b and b ∼ c. We want to prove that a ∼ c. By definition,
a ∼ c means that ai ∼i ci for all i. Let us pick any i and prove that ai ∼i ci .
Indeed, due to the second condition, there exists a j for which aj ∼j bj and
bj ∼j cj imply that ai ∼i ci . By definition of ∼, the condition a ∼ b means
that ak ∼k bk for all k, in particular, for k = j. Thus, we have aj ∼j bj , and
similarly, we have bj ∼j cj , hence we can indeed conclude that ai ∼i bi .
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3◦ . Let us now prove that the first condition implies the second one.
We will prove it by reduction to a contradiction. Indeed, if no such j exists,
this means that for every j, there exist values a(j) , b(j) , and c(j) for which
(j)
(j)
(j)
(j)
(j)
(j)
aj ∼j bj , bj ∼j cj , but ai 6∼i ci . Based on this sequence of triples
(a(j) , b(j) , c(j) ), we will construct mappings a, b, and c, for which a ∼ b, b ∼ c,
but a 6∼ c – specifically, ai 6∼i ci .
The construction consists of Steps 1, 2, . . . On each Step k, we will have a
set of triples (a(j) , b(j) , c(j) ) corresponding to all the values j from some infinite
set of indices Jk ⊆ N . We start with the class of all such triple J0 = N . At
Step k, we define the values ak , bk , and ck for this k, and further limit the class
of the triples to the class Jk of all the triples from Jk−1 that are consistent with
(j)
(j)
the selected values ak , bk , and ck in the sense that ak = ak , bk = bk , and
(j)
ck = ck .
Let us now describe how exactly we can perform Step k. For each of the in(j) (j) (j)
finitely many triples (a(j) , b(j) , c(j) ), j ∈ Jk−1 , the k-th projection (ak , bk , ck )
3
is an element of the finite set Xk × Xk × Xk = Xk of all possible triples of outcomes of the device Ik . Thus, at least one of these triples is repeated infinitely
many times in the sequence (a(j) , b(j) , c(j) ). We will pick one of such infinitely repeated triples as the triple (ak , bk , ck ). This way, we guarantee that the selected
set Jk is still infinite.
Let us show that the resulting mappings a, b, and c indeed belong to the
set X, i.e., indeed satisfy the projection property. It is sufficient to prove it
for a. Indeed, on each Step k, we restrict ourselves to indices j ∈ Jk for which
(j)
ak = ak . Thus, on the next Step k + 1, we only consider such values a(j) . The
(j)
value ak+1 selected on the next step is equal to ak+1 for one of the indices j ∈ Jk .
(j)

(j)

By definition of X, we have πk+1,k (ak+1 ) = ak , hence πk+1,k (ak+1 ) = ak .
4◦ . Let us show that for the corresponding elements, a ∼ b and b ∼ c.
It is sufficient to prove it for a and b. We need to prove that for every k,
we have ak ∼k bk . Indeed, for every k, we selected the triple (ak , bk , ck ) as
(j) (j) (j)
a triple that appear in a sequence (ak , bk , ck ) for infinitely many different
indices j ∈ Jk−1 . Since there are infinitely many such indices, at least one of
(j)
(j)
these indices j must be ≥ k. For this j, we have ak = ak and bk = bk . By
(j)
(j)
definition of a triple (a(j) , b(j) , c(j) ), we have aj ∼j bj . Since k ≤ j, we can
(j)

(j)

thus conclude that πj,k (aj ) ∼k πj,k (bj ).
(j)

Since a(j) and b(j) are elements of the projective limit, the value πj,k (aj ) is
(j)

(j)

equal to ak , i.e., to ak . Similarly, πj,k (aj ) = bk , so we indeed conclude that
ak ∼k bk for all k.
5◦ . To complete the proof, we must now prove that ai 6∼i ci .
(j)

Indeed, according to our construction, there exists a j for which ai = ai ,
(j)
(j)
bi = bi , and ci = ci . By definition of the triples (a(j) , b(j) , c(j) ), for each of
(j)
(j)
these triples, we have ai 6∼i bi , hence ai 6∼i ci .
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The proposition is proven.
If indistinguishability is transitive, then from each i, we can effectively
find j for which aj ∼j bj and bj ∼j cj imply ai ∼i ci . The above proof
is not constructive: it proves the existence of the desired j not by explicitly
constructing such a j but by reduction to a contradiction (i.e., by showing that
if such a j does not exist, then we get a contradiction).
We can show, however, that there is an effective way of finding such a j.
First, it is easy to show that if this implication is true for j < i, it is thus true
for all larger j as well. Thus, it is sufficient to consider the case when j ≥ i.
In this case, the condition ai ∼i ci can be described in terms of aj and cj ,
as πj,i (aj ) ∼i πj,i (cj ).
For each j, there are only finitely many possible pairs of triples (aj , bj , cj ) ∈
Xj3 , and the relations ∼j and ∼i are algorithmically decidable. Therefore, by
testing all possible triples, we can effectively check whether for this j, aj ∼j bj
and bj ∼j cj indeed imply ai ∼i ci .
If the implication is valid, we got our j. If not, we increase j by 1 and test
again, etc., until we find the desired value j.

4.3

How to Extend this Result to General Results and
Techniques: Topology, Compactness, etc.

Observations. In the above proof, we started with a sequence of triples
(a(j) , b(j) , c(j) ), and from this sequence, we “extracted” a subsequence that was,
in some reasonable set, “converging” to the final object.
In other words, in our proof, we did two things:
• first, we used a natural analogue of the notion of convergence, a notion
that is well defined in topology and in classical analysis, and
• we also used the property that, crudely speaking, from every sequence we
can extract a convergent subsequence; in classical analysis, this property
is one of the equivalent formulations of compactness.
Since we may have to proof other results like that (one of such statements-toprove is presented in the next subsection), it is desirable to explicitly formalize
this similarity, and to explicitly define the notions such as convergence and
compactness for projective limits.
One more reason why compactness seems to be a natural idea is that when
we described, e.g., natural numbers, we get, in addition to all normal natural
numbers, a special value ∞ – a “limit” of other values. For the set of all real
numbers, we get two extra values. These values are usually added if we want
to compactify the corresponding topological space. So maybe infinities will also
look natural if we describe such compactness explicitly.
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Notion of convergence. Intuitively, when we say that a is a limit of the
sequence a(n) , we mean that the larger n, the closer a(n) to a. In other words,
this means whatever measuring instrument I we take, no matter how accurate
I is, for sufficiently large n, we will not be able to distinguish a(n) and a.
Thus, we arrive at the following natural definition.
Definition. Let hI, Pi be a family of measuring devices I = hXI , ∼I i, and
let hX, ∼i be the range of the corresponding measured quantity. We say that a
sequence a(n) of elements from X converges to an element a ∈ X if for every I,
(n)
there exists an integer N0 such for every n ≥ N0 , we have aI ∼I aI .
Proposition. For the above model of real numbers, the new definition of
convergence coincides with the standard mathematical notion of convergence.
Proof. 1◦ . Let us first prove that the standard convergence implies the new
convergence.
We will first consider the case when the limit a corresponds to the actual
real number v(a).
Due to our description of the measuring process corresponding to real numbers, k-th measuring device Ik measures all the values within [−k, k] with a
measurement error ≤ 1/k (in particular, all outcomes corresponding to this
range correspond to finite intervals). Thus, for every integer k > |v(a)| + 1, k-th
measurement result ak corresponds to a finite interval Sk = [xk , xk ] of width
≤ 1/k.
(n)
For the same k-th measuring device, the value ak is described either by
the same interval, or by one of the (finitely many) other intervals corresponding
(n)
to the device Ik . The only way for ak to be not compatible with ak is when
the corresponding intervals do not intersect. In the case of non-intersection, the
(n)
(n)
interval Sk corresponding to the outcome ak ∈ Xk can be either to the left,
or to the right of the interval Sk .
If the non-intersecting interval from Xk is to the left of Sk , this means that its
upper endpoint is < xk . Let x− denote the largest of such endpoints. Since there
are finitely many of them, we have x− < xk . Similarly, if the non-intersecting
interval is to the right of Sk , then its lower endpoint is > xk . Let x+ be the
smallest of such endpoints; here, x+ > xk .
Let δ > 0 denote the smallest of the two positive numbers xk − x− and
+
x − xk .
Since v(a(n) ) → v(a), there exists an N0 after which |v(a(n) ) − v(a)| ≤ δ.
The value v(a) in within the interval Sk , hence v(a(n) ) is within a δ-vicinity of
this interval. Due to our choice of δ, this vicinity cannot contain any points
from any intervals from Xk that do not intersect with Sk – thus, the interval
(n)
corresponding to ak must have a common intersection with Sk . Hence, we
(n)
must have ak ∼k ak .
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For the case when a corresponds to an infinite value, the proof is similar.
2◦ . Let us now prove that the new convergence implies standard convergence.
Again, we will restrict our proof to the case when a corresponds to the real
number; the infinite case is proven similarly.
(n)
For the real number case, when k is large enough, the intervals Sk and Sk
(n)
corresponding to the values ak and ak are of width ≤ 1/k. So, when these
(n)
intervals intersect, the values v(a) ∈ Sk and v(a(n) ) ∈ Sk can differ by more
than 2/k.
Thus, from the convergence in the new sense, we conclude that for every k,
there exists an N0 such that for every n > N0 , we have |v(a(n) ) − v(a)| ≤ 2/k –
in other words, that v(a(n) ) → v(a) in the normal sense.
The proposition is proven.
Compactness result. Let us prove that for this notion of convergence, the
set X is indeed “compact” in the sense that from every sequence, we can extract
a convergent subsequence:
Proposition. Let hI, Pi be a family of measuring devices I = hXI , ∼I i, let
hX, ∼i be the range of the corresponding measured quantity, and let a(n) be
a sequence of elements from X. Then, there exists a subsequence a(ji ) and
an element a ∈ X such that a(ji ) converges to a (in the sense of the above
definition).
Proof. In view of the first result from this section, it is sufficient to consider
the case when we have a sequence of measuring devices.
The construction consists of Steps 1, 2, . . . On each Step k, we will have a set
of values a(j) corresponding to all the values j from some infinite set of indices
Jk ⊆ N . We start with the class of all such values J0 = N . At Step k, we define
the value ak for this k, the value jk > jk−1 , and further limit the class Jk of
all the elements from Jk−1 that are consistent with the selected value ak in the
(j)
sense that ak = ak .
Let us now describe how exactly we can perform Step k. For each of the
(j)
infinitely many values a(j) , j ∈ Jk−1 , the k-th projection ak is an element of
the finite set Xk of all possible outcomes of the device Ik . Thus, at least one of
these outcomes is repeated infinitely many times in the sequence a(j) . We will
pick one of such infinitely repeated outcomes as the outcome ak . (This way,
we guarantee that the selected set Jk is still infinite.) We want to select one of
corresponding values j as jk . Since there are infinitely many such js, we can
select the first j > jk−1 with this property.
Let us show that the resulting mapping a indeed belongs to the set X, i.e.,
that it indeed satisfies the projection property. Indeed, on each Step k, we
(j)
restrict ourselves to triples j ∈ Jk for which ak = ak . Thus, on the next Step
(j)
k + 1, we only consider such values a . The value ak+1 selected on the next
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(j)

step is equal to ak+1 for one of the indices j ∈ Jk . By definition of X, we have
(j+1)

(j+1)

, hence πk+1,k (ak+1 ) = ak .
πk+1,k (ak+1 ) = ak
(jk )
Let us show that a
→ a. Indeed, in this case, for every k, we can choose
(j )
N0 = k; for all further n, due to our construction, we have ak n = ak , hence
(jn )
ak ∼k ak .
Discussion: possible applications to the inverse problem. We have
proven, in effect, that from the viewpoint of a natural measurement-relation
notion of convergence, every set of values of a measured quantity is, in some
reasonable sense, compact.
Of course, there exist non-compact sets, e.g., the set of all real numbers is not
compact, the set of all integers is not compact, the set of all continuous functions
is not compact. What we are claiming is that these sets are not compact because
their traditional mathematical topologies, while mathematically natural and
convenient, do not fully reflect the measurement origin of the corresponding
physical quantities. If we reflect this origin fully, we get a compact set.
OK, we do not always have exactly a compact set, because – as for the set
of truth values – the indistinguishability relation is not necessarily transitive.
However, we have some important properties of a compact set that make our
analysis easier.
Why is it important to have a compact set? One reason is that when we
reconstruct the physical world from measurements, we solve the so-called inverse
problem. A physical theory usually enables us to predict, given the actual state
s of the world, the values m of the observable quantities. In other words, a
physical theory usually provides us with a function T that maps each state of
the world s into the corresponding value m = T (s) of the observable quantities.
This prediction is called a forward problem: given the state of the world, predict
what will be observed.
Usually in physics, close states lead to similar values of observable quantities
and the closer the two states, the close the corresponding observable values. In
mathematical terms, it mean that the function T is continuous.
In practice, we observe the values of m = T (s), and based on these values,
we must reconstruct the state of the world s, i.e., we must solve the inverse
problem: given T (s) (= m), reconstruct s.
When we perform enough measurements to reconstruct s more or less
uniquely, this problem becomes the problem of applying the inverse function
T −1 to the observed values m. The problem is that the inverse function is not
necessarily continuous. As a result, small measurement errors in measuring m
can lead to drastic errors in the reconstructed state s = T −1 (m). Such problems
are usually called ill-posed; see, e.g., [77].
There are numerous real-life examples of ill-posed problems ranging from image processing to signal reconstruction to determining the internal structure of
the Earth from the results of seismic observations and geophysical experiments.
From this viewpoint, compactness is a perfect property because it guarantees
that an inverse of every 1-1 continuous function is also continuous. Thus, hope91

fully, our general approach to validated uncertainty will be helpful in solving
ill-posed inverse problems.
Additional topology-like definition: closed set. We can say that a set
S ⊆ X is closed if it contains all its limit points, i.e., {a(n) } ⊆ S and a(n) → a
implies that a ∈ A.
Comment. For real numbers, since our notion of convergence coincides with
the standard one, this definition also coincides with the standard definition of
a closed set.
Additional topology-like definition: open set. We can say that a set
S ⊆ X is open if for every element a ∈ S, there exists a measuring device I such
that if bI ∼I aI , then b ∈ S.
Comment. One can easily check that for real numbers, this definition also
coincides with the standard definition of an open set.
Comment. It would be interesting to analyze these seemingly natural definitions in the general case. For example, if we define closed and open sets in this
manner, is it always true that a complement to an open set is closed and vice
versa?

4.4

When Can We Reduce Simplicial Complex Description to a Graph Description?

Problem. In some cases – e.g., for real numbers – a finite set of values is
indistinguishable if and only if every pair from this set is indistinguishable. In
some other cases – as the ones described before for measuring devices – this
may not be true. It is desirable to find a simple criterion for checking when a
simplicial complex description can be reduced to the graph description.
Definition. Let hI, Pi be a family of measuring devices hXI , SI i, and let
hX, Si be the corresponding projective limit. For every measuring device I ∈ I,
we say that a finite set S = {a(1) , . . . , a(n) } ⊆ X is I-compatible if its I-th
(1)
(n)
projections are compatible, i.e., if {aI , . . . , aI } ∈ SI .
We say that a finite set S = {a(1) , . . . , a(n) } ⊆ X is pairwise I-compatible if
(i)
(j)
its I-th projections are pairwise compatible, i.e., if aI ∼I aI (or, equivalently,
(i) (j)
{aI , aI } ∈ SI ) for all i, j ≤ n.
Proposition. Let hI, Pi be a family of measuring devices hXI , SI i, and let
hX, Si be the corresponding projective limit. Then, the following two conditions
are equivalent to each other:
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• a finite set of values is indistinguishable if and only if every pair of values
is indistinguishable;
• for every natural number n and for every measuring device I ∈ I, there
exists a J ∈ I such that if every two elements from the n-element set
S = {a(1) , . . . , a(n) } are pairwise J-compatible, then the entire set is Icompatible.
Comments. The proof of this proposition is similar to the proof of the proposition about transitivity. Similar to that proof, we can also algorithmically find
J from n and I.

5

Functions between Physical Quantities

This section will form Part 2 of our text. In Part 2, we will cover the following
three topics:
• how to describe functional relations between the physical quantities;
• how to describe relations and operations that form the structure of a
physical quantity – such as the ordering of real numbers, addition of real
numbers, etc.;
• how to describe and analyze situations in which the desired physical
“quantity” is itself a function; examples of such situations are given, e.g.,
in [2, 16, 45, 81, 82].

6

Future Work

More efficient ways to take conditional knowledge into consideration
when describing the measured quantity. In the above text, we have
shown how, based on the information about measuring devices that measure
a given quantity with higher and higher accuracy, we can design a natural representation of the measured quantity. The resulting description is reasonably
efficient for the simpler cases: namely, for cases when for each measuring device,
the only information that we have about different outcomes is whether these outcomes, when observed in two measurements, guarantee that the corresponding
objects are different.
In real life, in addition to such information, we may have conditional information about the outcomes, i.e., information of the type “if, for some object,
we have observed x1 and x2 , then the outcome x3 is also possible for this same
object. In the above text, we have shown how to describe such statements, but
the problem is that our description is not very efficient. It is therefore desirable
to design more efficient reformulations of our definitions.
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Extension to probabilistic uncertainty. In this paper, our objective was
to come up with a general description of validated uncertainty. Validated uncertainty corresponds to the description, for every possible actual value of the
measured quantity and for each measuring device, of all possible measurement
results. Often, in addition to the set of possible measurement results, we have
an additional information about the relative frequency (probability) of different
results; see, e.g., [62]. It is desirable to extend our general description to this
probabilistic case. Some work on extending domains to the probabilistic case
has already been done; see, e.g., [22]. It is desirable to extend this work to our
most general case.
Extension to the case when do not have a full theory. The above analysis of validated uncertainty started with the description of measuring devices,
description in which we assumed that we have a theory that fully describes both
the measuring device and the quantity that this device measures. In complex
situations related to advanced measurements, we may not have a full theory of
the measured quantity. It is therefore desirable to extend our description to the
case when no such full theory is available.
Formalizing the notion of possibility. Our objective is to provide a formalism that is useful for engineering and applied physics. In engineering and
applied physics, it is often important to know what is possible and what is
not possible. It is therefore desirable to add a formalized notion of possibility
to our general formalism. This can be potentially done by using modal logic
[12, 28, 53, 65] – a part of logic that studies notions related to possibility.
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