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Abstract
Uniﬁcation of generalised terms in a many-valued setting involves considerations for
equalities in the sense of similarity degrees between operators and thus similarities
between terms. Further, allowing for substitutions of variables with powersets of
terms requires ‘ﬂattening’ operators for handling composition of variable substitu-
tions. These techniques are available when using powerset functors composed with
the term functor so that this composition of functors is extendable to a monad. In
this paper we provide a framework for uniﬁcation of such generalised terms.
1 Introduction
Categorical uniﬁcation techniques, where most general uniﬁers are represented
by co-equalisers in Kleisli categories associated with term monads, was origin-
ally proposed by Goguen [8]. The full exploitation of this technique, including
an ML implementation of co-equaliser combinations forming a categorical uni-
ﬁcation algorithm, was presented in [12]. This uniﬁcation algorithm can be
shown to be identical with classical uniﬁcation algorithms.
It is surprising that categorical techniques for uniﬁcation were not used
earlier. Kleisli [9] and Eilenberg-Moore [3] ﬁnalised the connections between
monads and adjoints in 1965. The construct of a Kleisli category was made
explicit in those contributions. Lawvere [10] introduced universal algebra into
category theory, and thus established the notion of a term monad. Substitu-
tion theories, also involving terms, thus were made explicit. However, uniﬁca-
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tion of terms as introduced by Robinson [11], was not exploited by categorical
techniques until 1985 by Rydeheard and Burstall in [12].
Categorical uniﬁcation in classical logic involves substitutions of variables
with terms. For non-classical logics, and with languages extended to include
powersets of terms, the categorical approach turns out to be convenient. Tech-
niques involving monads, which for classical terms is more trivial, now becomes
explicit and powerful.
The paper is organised as follows. Section 2 provides background and mo-
tivation for using and handling powersets of terms and many-valued views on
similarities between operators and terms. In Section 3 we formalise these no-
tions and include illuminations of these techniques. Finally, some conclusions
are presented in Section 4.
2 Background, techniques and motivations for categor-
ical uniﬁcation
Category theory is useful for expressing and explaining links between diﬀerent
parts in mathematics and gives a way of abstracting, generalising and applying
constructions within related domains. The categorical language can identify
and isolate trivial parts and therefore, universal parts of reasoning which en-
ables a direct concentration on the diﬃculties of the problem considered.
In the following we will show how a categorical approach to uniﬁcation can
abstract information and provide a useful tool within logic programming.
Basically, uniﬁcation is the process of ﬁnding a substitution that makes
two given terms equal. If we look at the following example,
mother(x,y) ∧ mother(x,Paul) → sibling(y,Paul)
mother(Mary,y) ∧ mother(Mary,z) → sibling(y,z)
a uniﬁer of the previous terms would be a substitution that makes both terms
being equal. For instance, [x/Mary, z/Paul] is a uniﬁer:
mother(Mary,y) ∧ mother(Mary,Paul) → sibling(y,Paul)
A uniﬁer is not necessarily unique; in this example, [x/Mary, y/Peter,z/
Paul] is also a uniﬁer.
If we look at this from a more abstract point of view, we can see that
a substitution σ actually is nothing but a map σ : X → TΩY from a set of
variables X to a set of terms TΩY . Here Ω is the underlying signature (also
called operator domain), and TΩY is the set of terms over Ω using variables
in Y .
Applying σ to a term t (denoted tσ) means replacing each variable x in
t by σ(x). With this notation, a uniﬁer of two terms s, t is a substitution σ
such that sσ = tσ. The main idea of considering a most general uniﬁer (mgu)
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is to consider the substitution (if it exists) that does ‘as little as possible’. A
substitution σ is more general than τ if τ = στ¯ for some τ¯ and a uniﬁer of s
and t is a mgu if it is more general than all other uniﬁers.
2.1 Substitution system
As showed in [8], when solving a uniﬁcation problem in the classical case, we
are dealing with a concept of ‘substitution system’ which is suitably repres-
ented within a categorical framework. In [8] it is shown how the problem of
uniﬁcation appears in trivial examples, as for instance when trying to solve
equations. Consider the polynomials with integer coeﬃcients. Let us take,
p = x2 + 2y + 3
and the substitutions,
τ1 = [x/2z, y/0], τ2 = [u/2x, z/y + 1].




2 + 8y + 7
which gives us the composition of the substitutions
τ1τ2 = [x/2y + 2, y/0].
If we now consider the polynomials
p = x2 + 2y + 3
q = x2 + y + z
to solve the equation p = q we need to ﬁnd a substitution σ such that pσ = qσ.
In this particular case, the following substitutions σi could be considered as
solutions to the equation:
σ1 = [x/3, y/− 1, z/2]
σ2 = [x/− 5, y/u− 1, z/u+ 2]
σ3 = [x/u, y/v, z/v + 3]
σ4 = [x/1, z/y + 3, w/x+ y]
Note that σ1, σ2 are both ‘substitution instances’ of σ3. For σ2 this means
that there is a substitution
σ¯2 = [u/− 5, v/u− 1]
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such that σ2 = σ3σ¯2. The argument w in σ4 does not appear in the equation so
σ4 can be considered as an ‘non-acceptable’ solution. Then it is comfortable
to say that σ3 is a ‘most general solution’ (obviously, it is not unique due to
the possibility of renamings).
In a general way, a substitution system should have a set S of substitutions,
a set |S| of types, a partial composition operation on S together with source
and target operations denoted δ0, δ1 : S → |S| such that
(i) τσ is deﬁned iﬀ δ1(σ) = δ0(τ).
(ii) δ0(τσ) = δ0(σ) and δ1(τσ) = δ1(τ).
(iii) λ(τσ) = (λτ)σ whenever all compositions are deﬁned.
(iv) For each T ∈ |S|, there is a substitution idT such that δ0(idT ) =
δ1(idT ) = T , and further, idTσ = σ and τidT = τ whenever these composi-
tions are deﬁned.
Categorically we would say ‘map’ or ‘arrow’ instead of ‘substitution’ and ‘ob-
ject’ instead of ‘type’. Thus we get a ‘category’ instead of a ‘substitution
system’.
2.2 Categorical uniﬁcation
When considering substitutions as mappings, σ1 : X → TΩY , σ2 : Y → TΩZ
and seeking a ‘composite’ mapping σ2  σ1 : X → TΩZ, a mismatch with the
domain and codomain should be solved.
Consider e.g. the substitutions
σ1 = [x/a, y/g(z, f(b, z)), z/h(g(a, z), f(a, b))]
and
σ2 = [x/f(y, g(a, z)), y/b, z/h(y, c)].
Substitutions may be composed because they can also be applied to terms,
just replacing variables in terms by terms. So the composition is deﬁned and
is given by
σ2  σ1= [x/a, y/g(σ2(z), f(b, σ2(z))), z/h(g(a, σ2(z)), f(a, b))]
= [x/a, y/g(h(y, c), f(b, h(y, c))), z/h(g(a, h(y, c)), f(a, b))]
The reason why this works is that ‘terms over terms are terms’, i.e. TΩTΩZ =
TΩZ. From a formal point of view, the situation can be described as the
conventional composition
X
σ1−→ TΩY TΩσ2−→ TΩTΩZ µZ−→ TΩZ
where µ is the ‘ﬂattening’ operator µZ : TΩTΩZ → TΩZ, which in this case is
the identity mapping because the functor TΩ is idempotent. Categorically, µ
is the natural transformation in the term monad (TΩ, η, µ), and the composi-
tion given corresponds to composing morphisms in the corresponding so-called
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Kleisli category of the term monad. Goguen made the observation that the
task of uniﬁcation is exactly that of computing coequalizers in this Kleisli cat-
egory. Further, the categorical uniﬁcation algorithm so obtained is the same
as Robinson’s Algorithm used in classical logic to ﬁnd the mgu. In [12] this
situation was explored in detail together with implementation instructions
in ML.
2.3 Uniﬁcation degrees and generalised terms
In a many-valued situation we need to include many-valuedness also when
considering equalities between operators and between constants. Thus, dealing
with many-valued uniﬁcation, several generalisations should be considered,
like those for substitutions, equalities and uniﬁers. What is the uniﬁcation
degree of p(x) and q(x) if the operators p and q are similar? What is the
uniﬁcation degree of r(x, x) and r(a, b) if the constants a and b are almost
identical (in some sense)? In both cases the classical task of ﬁnding a uniﬁer
fails. However, in the many-valued case, these questions are signiﬁcant and
solutions (uniﬁers) depend on how similarities are deﬁned for operators and
(powersets of) terms.
For instance, assume we are solving a numerical function f and consider a
family of approximations gεi with |f − gεi| < εi and εi < 1. In this case, the
‘similarity degree’ between f and an approximation gεi is ‘high’, thus these
functions are considered to be ‘very similar’, even if, from a classical (binary)
point view, f = gεi. This concept of ‘similarity’ could be understood, for
instance, when a function f could be substituted in the study by another
function gεi.
Adding the possibility to use powersets of terms and uniﬁcations thereof,
involve further complications. Approaching the generalisation of terms implies
then also to consider a generalised concept of substitutions, where variables
are not replaced by terms but by various powersets of terms.
From this point of view, what happens if we want to substitute a variable by
a set of terms, for instance [x/{t1, t3, t6}, y/{t2, t3}]? A variable substitution
should then be σ : X → PTΩY where P denotes the ordinary powerset functor.
The powerset functor is extendable to a monad in the usual way.
Note that we do now not have idempotency of PTΩ, and thus composition
of such substitutions really need to involve a non-trivial transformation µ
in the monad for PTΩ. In [4] we showed that PTΩ indeed is extendable to
a monad; this result is extended in [6], and made more general as we can
use many-valued powerset functors. Thus the key to composing substitutions
is again to consider composition of corresponding morphisms in the Kleisli




In this section we propose to use a categorical framework for handling substi-
tutions and uniﬁers. A categorical approach provides not only a well-founded
formalism but also reveals properties of powersets of terms required e.g. for
composing substitutions. We build upon previous work on monad composi-
tions where we have investigated conditions [4] under which compositions of
monads again produce monads. In [5] we showed how composite expressions
involving natural transformations could be pictorially represented in order to
provide graphical proof support for providing monad compositions.
Let 2 be the usual covariant powerset monad (2, η, µ), where 2X is the set
of subsets of X and the natural transformations ηX(x) = {x} and µX(B) =⋃B provide the monad construction. Usually, 2X is denoted PX, the current
notation is motivated as 2 is the special case of the many-valued powerset
functor L (for completely distributive lattices) considered in [4].
The term functor TΩ, or T for short, with TX being the set of terms over
the operator domain Ω and the variable set X, is extended to a monad in the
usual way. A term ω(m1, . . . , mn) is in this paper more formally written as
(n, ω, (mi)i≤n). We will focus essentially on powersets of terms, in particular,
we will be concerned with the composed functor 2T . To deﬁne the natural
transformations associated to the composed functor 2T , our monad construc-
tion makes use of the mapping σX : T2X → 2TX, called the swapper. Functor
compositions require the utility of such a swapping natural transformation in
order to arrive at suitable ﬂattening operations for the functor composition.
Functor compositions being extendable to monads are usually subject to con-
ditions related to this swapper. In [2], a set of such conditions, or distributive
laws, were given.
The swapper for the composed functor 2T is recursively deﬁned by the
base case σX |2X = id2X , and by
σX(l) = {(n, ω, (mi)i≤n) | mi ∈ σX(li)}.
otherwise.
The composition 2T can be provided a structure of monad by considering
(see [4] for details) the natural transformation for the unit η2T : id → 2T ,
deﬁned as η2TX (x) = {x}, and the natural transformation for the multiplication
µ2T : 2T2T → 2T deﬁned for R = {(nj , ωj, (rij)i≤nj) | j ∈ J} ∈ 2T2TX as
{(nj , ωj, (mij)i≤nj) | j ∈ J,mij ∈ σTX(rij)}.
In order to proceed with the notion for similarities, let L denote a com-
pletely distributive lattice.
Deﬁnition 3.1 A similarity on X is a mapping E : X × X → L satisfying
the following axioms,
E(x, x) = 1 (reﬂexivity)
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E(x, y) = E(y, x) (symmetry)
E(x, y) ∧ E(y, z) ≤ E(x, z) (transitivity)
for all x, y, z ∈ X.
Let Ω be a set of operations, and let EΩ be a similarity on Ω. In the
following we will use EΩ in order to deﬁne a similarity on TX.
Deﬁnition 3.2 The relation
ET : TX × TX → L
is deﬁned as follows: For x1, x2 ∈ X,
ET (x1, x2) =
{
1 if x1 = x2
0 otherwise




















Proposition 3.3 ET is a similarity on TX.
For uniﬁcation we will need a similarity between powersets of terms, and
for this purpose we will now use ET in order to deﬁne a similarity on 2TX.
Deﬁnition 3.4 The relation
E2T : 2TX × 2TX → L












Proposition 3.5 The relation E2T is a similarity on 2TX.
Remark 3.6 The choice of a similarity on 2TX as in Deﬁnition 3.4 is not




E ′T (m1, m2).
Obviously, E ′ is not reﬂexive.
A similarity on T2X can now easily be given using the similarity on 2TX.
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Deﬁnition 3.7 The relation
ET2 : T2X × T2X → L
is deﬁned as follows:




where σX : T2X → 2TX is the swapper.
Proposition 3.8 The relation ET2 is a similarity on T2X.
Remark 3.9 It is an open question whether the functor composition T2 can
be extended to a monad.
In the classical situation of uniﬁers, variable substitutions are mappings
assigning variables to terms, i.e. mappings θ : X → TY . For powersets of
terms, a variable substitution should then be viewed as mappings
θ : X → 2TY
Given a generalised term M ∈ 2TX in form of a powerset of terms, the result
Mθ of applying a variable substitution θ on M is given by
Mθ = (µ2TY ◦ 2Tθ)(M)
i.e. Mθ is kind of a ﬂattening of a set of terms over sets of terms, where µ2TY
provides the ﬂattening operation.
Note that variable substitutions can be deﬁned more generally over ar-
bitrary monads (F, ηF , µF ). Indeed for an object A ∈ FX, and a variable
substitution θ : X → FY , we will have
Aθ = (µFY ◦ Fθ)(A)
Deﬁnition 3.10 The composition of two substitutions θ1 : X → 2TY and
θ2 : Y → 2TZ is given by
θ1θ2 = µ
2T
Z ◦ 2Tθ2 ◦ θ1
i.e. the composition in the Kleisli category Set2T for the powerset monad 2T
over the category of sets.
Given M1,M2 ∈ 2TX, let [M1;M2] represent an equation over 2TX. In




Deﬁnition 3.11 A uniﬁer of the equation [M1;M2] over 2TX is a substitu-
tion, θ : X → 2TY , such that E2T (M1θ,M2θ) equals
sup{E2T (M1ϑ,M2ϑ)|ϑ is a substitution}.
It might be possible that the supremum above could not be attained by
any substitution. The particular features of the lattice or the underlying
application might require a weaker version of the deﬁnition, as follows:
Let θ be a substitution, and [M1;M2] an equation over 2TX. We say that
θ is a uniﬁer if E2T (M1,M2) ≤ E2T (M1θ,M2θ), that is, if the substitution
increases the similarity degree.
In the following we will illustrate our constructions with an example in-
volving similarities between numerical functions.
Example 3.12 A possible situation in which the use of similarities is required
is given below as a similarity between numerical real-valued functions. The
similarity is deﬁned in terms of a ‘uniform distance’. Suppose that when solv-
ing a functional equation, we apply diﬀerent iterative methods and, therefore,
diﬀerent approximations are obtained. The diﬀerent approximations obtained
to the actual solution f are classiﬁed in classes of functions [f ]εi according to
an increasing numerable sequence of bounds ε1, ε2, . . . , εn < 1 and the follow-
ing measure: A function g is in the class [f ]εi if and only if |f(x)− g(x)| < εi
and g /∈ [f ]εj for all j < i.
Let us designate a canonical representative gεi for each class [g]εi, and
consider the set Ω = {f, gεi}1≤i≤n. The relation EΩ : Ω× Ω→ [0, 1] given by
EΩ(f, f) = 1 = EΩ(gεi, gεi),
EΩ(gεi, gεj) = 1−max{εi, εj} if i = j
and
EΩ(f, gεi) = 1− εi = EΩ(gεi, f)
indeed deﬁnes a similarity relation. The similarities E2T and ET are deﬁned
in terms of EΩ as stated previously.
Now, the similarity between two composite functions, for instance gεi(f(x))
and f(gεi(x)), can be considered as terms over the variable x and, therefore,
calculated using ET by the expression
ET (gεi(f(x)), f(gεi(x))) = 1− εi.
Furthermore, we compare the similarity of two sets of functions as sets of
terms:
M1 = {f(f(x)), f(gε(x))}
M2 = {gε(f(x)), f(gε(x))}
The similarity between M1 and M2 is then given by
E2T (M1,M2) = 1− ε.
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Let us now consider the sets N1 and N2:
N1 = {f(a), gε(x)}
N2 = {f(x), gε(a)}
Then, E2T (N1, N2) = 1− ε.
Let θ1, θ2 : X → 2TY be the substitutions given by θ1(x) = {a, y}, and
θ2(x) = {a}. Then E2T (N1θ1, N2θ1) = 1 − ε and E2T (N1θ2, N2θ2) = 1. Note
that in this case θ2 is a uniﬁer. It is not hard to check that this is a most
general uniﬁer.
4 Conclusions
We have seen how generalised terms can be handled in equational settings
involving substitutions and uniﬁers. Further work is needed to develop uniﬁc-
ation algorithms. It is also interesting to relate this work to semantic aspects
of many-valued logic programming, such as developed in [1]. These devel-
opments, however, still restrict to using powersets of constants rather than
generalised terms in their full range.
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