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This thesis presents work done on the calculation of the effects of anharmonic nuclear
motion on the properties of solid materials from first principles. Such anharmonic effects
can be significant in many cases. A vibrational self-consistent field (VSCF) method is
used as the basis for these calculations, which is then improved and applied to a variety
of solid state systems.
Firstly, work done to improve the efficiency of the VSCF method is presented. The
standard VSCF method involves using density functional theory (DFT) to map the Born-
Oppenheimer (BO) energy surface that the nuclei move in, a computationally expensive
process. It is shown that the accurate forces available in plane-wave basis DFT can be
used to help map the BO surface more accurately and reduce the computational cost.
This improved VSCF+f method is tested on molecular and solid hydrogen, as well as
lithium and zirconium, and is found to give a speed-up of up to 40%.
The VSCF method is then applied to two different systems of physical interest. It is
first applied to the case of the neutral vacancy in diamond, in order to resolve a known
discrepancy between harmonic ab initio calculations and experiment – the former predict
a static Jahn-Teller distortion, whilst the latter leads to a dynamic Jahn-Teller effect. By
including anharmonic corrections to the energy and nuclear wavefunction, we show that
the inclusion of these effects results in agreement between first-principles calculations
and experiment for the first time.
Lastly, the VSCF method is applied to barium titanate, a prototypical ferroelectric
material which undergoes a series of phase transitions from around 400 K downwards.
The nature of these phase transitions is still unclear, and understanding them is an active
area of research. We describe the physics of the phase transitions of barium titanate,
including both anharmonicity and the effect of polarisation caused by long wavelength
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1.1 Quantum mechanics, condensed matter and computers
Every once in a while, every field of human study, including the sciences, undergoes a
paradigm shift, through which its most basic tenets are completely revolutionised, result-
ing in a completely new understanding of the field [1]. Physics experienced not one, but
two of these paradigm shifts in the early twentieth century, completely overturning our
understanding of space, time and matter in the relatively short space of time between
Einstein’s annus mirabilis in 1905 [2–5], and Dirac’s discovery of his eponymous equation
in 1928 [6]. The result was the emergence of the twin pillars that modern physics stands
on – quantum mechanics and general relativity. Despite many fundamental inconsisten-
cies between the two, each theory is spectacularly successful in its own domain, with
quantum mechanics dominating at the atomic scale and general relativity governing at
planetary scales or higher. Using these two theories, humanity’s technological capabili-
ties and fundamental understanding of the universe has advanced at an unprecedented
rate.
A physicist with a reductionist viewpoint could say that these two theories are indeed
all we need, leaving only the application of these theories to all possible systems and
observation of the results – to paraphrase Ernest Rutherford, everything else is simply
‘stamp-collecting’. However, this ignores the fact that applying the basic equations of
either quantum mechanics or general relativity to anything much beyond the simplest
systems rapidly becomes unmanageable from an analytical stand-point. The largest field
of physics today – condensed matter physics – in the most general terms revolves around
studying many interacting particles, an utterly impossible task to do directly using basic
quantum mechanics. A system containing many particles is not only insurmountably
difficult to analyse using elementary physical equations, but also often exhibits new and
interesting behaviours due to the interaction of these particles, as discussed in Anderson’s
famous paper, More is different [7]. This richness of behaviour, along with its broad
scope and myriad technological and scientific applications, is what has made condensed
matter the immense field of study that it currently is, including significant overlap with
the fields of chemistry, materials science and biophysics. The work presented in this thesis
focuses on studying condensed matter systems of scientific and technological importance,
as well as the methods used to approach these problems.
To be able to study such systems and accurately predict their properties, it is usually
necessary to make approximations or assumptions to make a solution to the problem
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possible. Well-known approximations in the field of condensed matter include the Born-
Oppenheimer [8] and harmonic [9] approximations, both of which will be discussed in
more detail later in this thesis. Approximations allow us to simplify the problem, at
the cost of some accuracy, providing greater insight into the true underlying physics.
Sometimes this will result in the problem becoming analytically soluble, but more often
the simplified problem will still require solving numerically – although this will generally
be more tractable than the original problem.
Solving physical problems numerically has a long history, but the advent of computers
has resulted in such numerical approaches becoming much more routine. A computa-
tional approach to a physical problem allows accurate numerical solutions much faster
than would be possible by hand, as long as the problem can be coded into a suitable algo-
rithm and one has access to a sufficiently powerful computer. The computational power
available to the average physicist has grown exponentially over the past few decades,
in accordance with the well-known Moore’s Law [10], which states that the number of
transistors in an integrated circuit doubles roughly every two years. This massive in-
crease in computational power has allowed computational condensed matter physicists
to tackle larger and more complex problems than ever before, and use more accurate
approximations than was previously possible.
A particular example of a condensed matter problem that requires both appropri-
ate approximations and computational approaches is the treatment of atomic motion
in condensed matter. This is an important effect in many situations, and thus requires
careful and accurate study. Thanks to increased computing power as well as method-
ological advances, assumptions and methods typically used to treat the motion of the
nuclei in condensed matter can be replaced with more accurate ones. This thesis focuses
on developing and applying these new more accurate methods to systems of quantum
mechanical interest, where previously neglected quantum mechanical effects are vital in
understanding their behaviour.
1.2 Outline of thesis
This thesis is arranged into three broad sections: the theoretical background to the
work presented, method development, and finally applications to systems of interest




Chapter 2 describes the main theoretical foundations on which the rest of this work
rests. It outlines the many-body problem within condensed matter physics, the use of
the Born-Oppenheimer approximation and density functional theory (DFT) to tackle the
electronic part of this problem, and finally both harmonic and anharmonic methods to
deal with the motion of the nuclei, including the vibrational self-consistent field (VSCF)
method on which the bulk of this thesis is based.
Chapter 3 presents work that develops the basic VSCF method, showing how the
accuracy and efficiency of the VSCF method can be improved by including force data
from DFT calculations. The improved method is demonstrated through applications
to several different condensed matter systems, and the results are compared to those
obtained using the basic VSCF method.
Chapter 4 focuses on the neutral vacancy point defect in diamond, and specifically
on the structure of the lattice around the defect. The VSCF method is applied to obtain
a good description of the vibrational wavefunction, allowing the dynamic Jahn-Teller
effect around the vacancy to be described from first principles, resolving a long-standing
discrepancy between theory and experiment.
Chapter 5 focuses on the prototypical ferroelectric material barium titanate (BaTiO3),
and the series of phase transitions it undergoes. The VSCF method is again applied,
with modifications to include the effect of the macroscopic polarisation created by long
wavelength vibrations, to obtain a description of the vibrational wavefunction of the
system. Analysing the results of these calculations provides the initial steps towards the
first truly first-principles description of the phase transitions of BaTiO3.
Finally, in Chapter 6 the results of the work are briefly summarised and potential





Chapter 2. Theoretical Background
Throughout this chapter, and indeed throughout this thesis, Hartree atomic units
(a.u.) are used unless otherwise specified. In these units, the reduced Planck constant,
the magnitude of the electronic charge, the rest mass of the electron and the permittivity
of free space multiplied by 4π are all set equal to one:
~ = |e| = me = 4πε0 = 1 . (2.1)
2.1 The many-body problem
2.1.1 The many-body Schrödinger equation
In theory, to completely understand the static properties of a non-relativistic quantum
mechanical system, one simply needs to write down the appropriate Hamiltonian Ĥ for
the system and use it to solve the time-independent Schrödinger equation, ĤΨ = EΨ,
for the energy eigenvalues E and the overall wavefunction of the system Ψ. If we work
in the position representation, the wavefunction is given by Ψ(r1, r2, ...), where the ri
represent the positions of the particles making up the system [11, 12]. From Ψ we can
work out the expectation value of any observable represented by an operator Ô by simply
calculating [11]




Formally at least, this procedure allows us to predict the properties of any and all quan-
tum mechanical systems, up to the point where relativistic effects become important [13].
However, for systems of more than two particles, the Schrödinger equation is no
longer exactly solvable, so it must be solved numerically. For very small systems, exact
numerical solutions can be found, but for systems of more than a few particles, the
Schrödinger equation becomes entirely intractable, even for the best modern-day com-
puters [12]. This results from the increasing dimension of the problem – if there are
N particles, there must be 3N variables defining the state of the system – ra,i, where
a labels the Cartesian directions and i runs from 1 to N . This makes the problem
3N -dimensional, significantly increasing the complexity of the problem as the system
increases in size [14]. The sheer scale of this problem in most realistic systems of interest
in condensed matter physics means that approximations to simplify the problem are
necessary.
Before we can start to make such approximations, however, we need the general
Hamiltonian of a condensed matter system, including the motions of its constituent
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electrons and nuclei and their interactions. Neglecting relativistic and magnetic effects
(such as the spin-orbit interaction) for the time being, the Hamiltonian can be written
as































where i, j run over all electrons and α, β run over all nuclei. ri and Rα represent the
position of the ith electron and αth nucleus respectively, whilst mα and Zα are the
mass and atomic number of the αth nucleus respectively. The terms represent, in order,
the electronic kinetic energy, the nuclear kinetic energy, the electron-electron Coulomb
interaction, the nucleus-nucleus Coulomb interaction, and the electron-nucleus Coulomb
interaction.
2.1.2 The Born-Oppenheimer approximation
The Hamiltonian defined by equation (2.3) includes the motion of both the nuclei and
the electrons. The three potential terms, V̂e−e, V̂n−n and V̂e−n are of similar size, only
differing by factors of atomic numbers, but the mass of the electrons is smaller than
that of the nuclei by a factor of the order of mp/me ' 1836. This implies that the
electrons move much faster than the nuclei, and are able to react to any motion of the
nuclei essentially instantaneously. This suggests that it should be possible to simplify the
Schrödinger equation of the problem by separating out the electronic and nuclear motion,
solving the electronic problem with the nuclei fixed in place. This assumption is known
as the Born-Oppenheimer approximation [8], and is a vital part of many calculations in
condensed matter systems.
Mathematically, the Born-Oppenheimer approximation can be described as follows.
We make the approximation, as mentioned above, that the nuclei can be treated as fixed
point charges, allowing us to initially neglect the nuclear kinetic energy and obtain the
9





































el ({Rγ})φn({rk}; {Rγ}) .
Here φn({rk}; {Rγ}) is the nth eigenfunction of the electronic Hamiltonian, with energy
E
(n)
el ({Rγ}), parametrised by the fixed set of nuclear positions {Rγ}. {rk} represents
the set of all electronic positions. The nuclear-nuclear term in the Hamiltonian is simply
a constant as the positions of the nuclei are fixed.
The electronic eigenfunctions φn({rk}; {Rγ}) constitute a complete basis of the elec-
tronic problem, and thus we can expand any function of the electronic co-ordinates {rk}





χln({Rγ})φn({rk}; {Rγ}) . (2.5)
χln({Rγ}) are the expansion coefficients, which depend on the nuclear positions. If
we now apply the total Hamiltonian of equation (2.3) to the expanded wavefunction of


















El is the total energy of the lth eigenstate of the overall Hamiltonian. From now on we
drop the explicit dependences on {rk} and {Rγ} for brevity.
Taking the inner product of equation (2.6) with φm results in the summation over n
disappearing in all terms but the first, the nuclear kinetic energy, due to the orthonor-

















elecχlm = Elχlm . (2.7)
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Applying the product rule ∇2(fg) = f∇2g + g∇2f + 2(∇f) · (∇g) to the first term and

































χlm = Elχlm .
We can now assume that, due to the much greater speed of the electrons compared to
the nuclei, changes to the nuclear positions only affect the electronic state adiabatically
– that is, smooth changes in the nuclear positions will not cause transitions between
different φn, according to the adiabatic principle [15, 16]. This eliminates all the non-
diagonal terms in the sum, i.e. those where n 6= m. The diagonal terms remaining in the
first summation over α can also be neglected. The expectation value of ∇α is exactly
zero, as it is proportional to the derivative of a constant, the total density of electrons,
whilst the expectation value of 12mα∇
2
α is of the same magnitude as the electronic kinetic
energy multiplied by 1mα , which is negligible compared to the other energies involved.











χlm = Ĥvibχlm = Elχlm . (2.9)
The eigenvalue E
(m)
elec for a given configuration of nuclei, obtained from the solution of
the electronic equation (equation (2.4)), defines the potential energy surface that the
nuclei move in [17]. This is known as the Born-Oppenheimer (BO) surface. Although
in general any electronic state could be used to define the BO surface, in this work we
will only consider the electronic ground state, where m = 0.
By utilising the Born-Oppenheimer approximation, we have been able to simplify the
problem presented by the full Schrödinger equation by splitting it into two parts – the
electronic and nuclear motion. The electronic Schrödinger equation, equation (2.4), is
solved first, followed by the nuclear/vibrational equation, equation (2.9), using a suitable
expression for the BO surface. In the remainder of this section and all of the next, we
will discuss methods for solving the electronic problem, before finally discussing methods
of solving the vibrational problem in the final section of this chapter.
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2.1.3 Determining the electronic wavefunction
The variational principle
Before tackling the general N -electron problem, it is useful to first consider a system
that contains only a single electron, meaning that the electron-electron interaction term
in equation (2.4) can be ignored. We can solve the electronic Schrödinger equation of
this system to obtain single-particle wavefunctions ψi(x) = φi(r)ξi(σ). Here, ξi(σ) is the
spin part of the wavefunction, dependent on the electronic spin σ, whilst φi(r) is the
spatial part. x is a collective vector of the space and spin co-ordinates (r, σ).
If we now want to consider a system with N electrons instead of one, our problem
becomes harder. The introduction of the electron-electron interaction means that the
N -body eigenfunctions of the electronic Hamiltonian cannot be found exactly in general,
so we must instead turn to approximate approaches to find the electronic ground state.
Of particular use here is the theorem known as the variational principle [17]. This states
that, given a Hamiltonian Ĥ and a wavefunction Ψ̃ (not necessarily an eigenfunction of
the Hamiltonian), the expectation value of the Hamiltonian over this wavefunction gives
an upper bound to the ground state energy of the system. Mathematically in bra-ket
notation:
〈Ψ̃| Ĥ |Ψ̃〉 ≥ E0 , (2.10)
where E0 is the ground state energy, and it is assumed that Ψ̃ is normalised. The equality
holds if Ψ̃ is exactly the ground state wavefunction Ψ̃0.
The variational principle implies that, given a set of trial wavefunctions obtained by
some procedure, the linear combination of these trial wavefunctions that minimises the
expectation value of the Hamiltonian gives an estimate of the ground state energy. It
also provides an approximation to the true ground state wavefunction, although equation
(2.10) implies that first order errors in the wavefunction give second order errors in the
ground state energy. This means that a good estimate of E0 can be obtained from
wavefunctions that are significantly different to the true ground state wavefunction.
Hartree products
In order to use the variational principle to get a good estimate of the ground state energy,
we need to use an appropriate set of trial wavefunctions. A potential choice could be a
12
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simple product of single-particle wavefunctions, known as a Hartree product [17]:
ΨHartree(x1,x2, . . . ,xN ) = ψi(x1)ψj(x2) . . . ψk(x3) . (2.11)
Different trial wavefunctions are given by different values for the integers i, j, . . . , k.
Whilst the Hartree product has the advantage of being simple, it does not include
the correlation between the electrons due to the electron-electron interaction term. More
importantly, however, it does not take into account the indistinguishability of electrons,
which has implications for the form of the wavefunction.
Exchange symmetry
A many-body wavefunction of a set of fundamentally indistinguishable particles, such
as electrons, should possess exchange symmetry. This means that, if two electrons are
swapped over, the electronic probability density, which is proportional to the modulus
of the wavefunction squared, should remain precisely the same, as the two particles are
absolutely identical. Mathematically, this means that particle exchange can only change
the phase of the wavefunction:
Ψ(x1, . . . ,xj , . . . ,xi, . . . ,xN ) = e
iαΨ(x1, . . . ,xi, . . . ,xj , . . . ,xN ) . (2.12)
If we exchange the particles for a second time, we obtain a second phase factor, giving
Ψ(x1, . . . ,xi, . . . ,xj , . . . ,xN ) = e
i2αΨ(x1, . . . ,xi, . . . ,xj , . . . ,xN ) . (2.13)
This implies that the change in phase α = 0 or π, i.e. the wavefunction after exchange
is either equal to or −1 times the original wavefunction [11]:
Ψ(x1, . . . ,xj , . . . ,xi, . . . ,xN ) = ±Ψ(x1, . . . ,xi, . . . ,xj , . . . ,xN ) . (2.14)
Taking the positive solution gives an exchange symmetric wavefunction, whilst the neg-
ative solution gives an exchange antisymmetric wavefunction. Particles which have sym-
metric wavefunctions are known as bosons, and those with antisymmetric wavefunctions
are known as fermions. The spin-statistics theorem states that particles with integer
values of spin are bosons, whilst those with half-integer values of spin are fermions [18].
Electrons are spin-12 particles, and are therefore fermions, meaning they have a wave-
function that is antisymmetric under exchange.
13
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A consequence of the requirement of exchange antisymmetry is the Pauli exclusion
principle for fermions. This states that two fermions cannot occupy the same quantum
state. If two fermions occupying the same state were exchanged, the total wavefunction
would remain the same. However, the total wavefunction must also change its sign when
two fermions are exchanged. The only way for these two requirements to be consistent
is if the total wavefunction is zero – that is, the probability of an overall state containing
two fermions sharing a quantum state is zero.
Slater determinants
The Hartree product as defined in equation (2.11) is symmetric under exchange, unlike
the true N -electron wavefunction. To fix this problem and take exchange symmetry into
account correctly, we need a new set of trial wavefunctions that are antisymmetric under
exchange. A convenient way of enforcing this antisymmetry on the trial wavefunctions
is to use Slater determinants [17, 19]. These express the wavefunction as a determinant
of single particle states:




ψ1(x1) ψ2(x1) · · · ψN (x1)










is a normalisation factor. Exchanging two particles amounts to swapping two rows
of the determinant, which changes the overall sign, as required.
The exchange-correlation hole
A consequence of the presence of exchange antisymmetry (as well as the Coulomb repul-
sion between particles in the case of electrons) is the existence of the exchange-correlation
hole. This concept arises from the fact that the presence of an electron reduces the prob-
ability of other electrons being nearby, due to both exchange and correlation effects. We
can express this in terms of the pair density
n(x,x′) = N(N − 1)
∫ N∏
i=3
dxi|Ψ(x,x′,x3, . . . ,xN )|2 . (2.16)
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dxi|Ψ(x,x2, . . . ,xN )|2 . (2.17)
For two non-interacting classical particles, the pair density is simply the product of the
individual single-particle densities, n(x,x′) = n(x)n(x′), but for interacting quantum
mechanical particles we expect a correction due to exchange-correlation effects, leading
us to write
n(x,x′) = n(x)n(x′) + n(x)nxc(x,x
′) . (2.18)
nxc(x,x
′) is the exchange-correlation hole density.
As the wavefunction is assumed to be normalised to 1, equations (2.16) and (2.17)
lead directly to the expressions∫
dxdx′n(x,x′) = N(N − 1) (2.19)∫
dxn(x) = N . (2.20)
Substituting (2.18) into (2.19) and applying (2.20) leads us finally to the exchange-
correlation hole sum rule: ∫
dx′nxc(x,x
′) = −1 . (2.21)
The Hartree-Fock method
Using a Slater determinant as the trial wavefunction, we can now calculate the ex-
pectation value of the electronic Hamiltonian in equation (2.4), before minimising this
expectation value with respect to the single-particle states. This is known as the Hartree-
Fock method [17]. Splitting x into its component parts (r, σ) and neglecting the constant
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The first term includes all the terms in the Hamiltonian that depend on only one electron,
so only includes one integral over r and one summation each over spin (σ) and single-
particle states (i). The second and third terms are known as the direct and exchange
terms respectively. They involve the interaction between two electrons, and therefore
include double the number of summations and integrals. The direct interaction can be
interpreted as simply the Coulomb repulsion of the two electrons, as |ψi(r, σ)|2 represents
the electron probability density. The exchange interaction, however, has no classical
analogue, and arises from the correlation of the motion of electrons with parallel spin,
due to the antisymmetry of the Slater determinant and the Pauli exclusion principle.
Although terms where i = j do not exist in the Hamiltonian, they are included here
for ease of notation, as the i = j terms in the direct and exchange integrals in equation
(2.22) cancel.
We can now minimise equation (2.22) by varying the single-particle states, subject to



























ψj(r, σ) = εiψi(r, σ) .
εi is the energy eigenvalue of the single-electron state ψi.
As the integrals used to calculate the potentials in equation (2.23) involve the
single-particle states, the Hartree-Fock equation can only be solved iteratively in a self-
consistent manner. Starting with an initial guess at the form of the ψi(r, σ), we calculate
the direct and exchange integrals and solve the equation to obtain a new set of ψi(r, σ).
The process is then repeated with the new single-particle states until self-consistency is
reached, i.e. the input states and the output states for an iteration are equal to within
some tolerance. Once this has been achieved, we can construct the ground state wave-
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The Hartree-Fock approximation includes the effect of exchange in its solution of
the electronic problem, but has the major flaw that it does not take the correlation
between electrons fully into account. The motion of electrons with opposite spins will
be correlated in the exact solution, but within the Hartree-Fock approximation, corre-
lation of electrons with opposite spins is not considered at all [17]. A number of ways
of dealing with this issue have been devised. One method is to view the difference
between the Hartree-Fock Hamiltonian and the exact Hamiltonian as a perturbation
to the Hartree-Fock Hamiltonian, and treat it with Møller-Plesset perturbation the-
ory [20]. Alternatively, it can be seen that the wavefunctions of the eigenstates of the
exact N -electron Hamiltonian can be written as a linear combination of a complete set
of N -electron Slater determinants, instead of simply including one Slater determinant as
in the Hartree-Fock method. Exact diagonalisation can then be used to find the ground
and excited states, a method known as configuration interaction (CI) [17]. However, the
number of determinants increases exponentially with the number of electrons, meaning
that calculations involving all possible determinants (full CI) are limited at present to
around twenty electrons, using the most advanced full CI quantum Monte Carlo (QMC)
methods [21–23]. The number of Slater determinants can be reduced by only including
single or double excitations, or both (SCI, DCI and SDCI respectively), but such trun-
cated CI calculations lose the property of size consistency – in a system consisting of two
non-interacting parts, truncated CI calculations of the total energy are not simply the
sum of the truncated CI energies of the parts. A third possibility is to use the coupled
cluster (CC) method [24], which uses an expansion in terms of Slater determinants in
the form of an exponential wavefunction ansatz, which guarantees size consistency. This
expansion is also often truncated to include up to single, double, triple, and further
excitations.
All the post-Hartree-Fock methods mentioned above scale badly with system size,
meaning that only small systems can be feasibly studied. In order to make progress with
larger systems of the kind that often occur in condensed matter physics, an alternative
approach is needed, that can deal with large systems whilst still providing accurate
results.
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2.2 Density functional theory
2.2.1 Historical background
In order to calculate the ground state properties of systems larger than a few atoms,
we need a new method that can calculate at least some properties to an acceptable
degree of accuracy. Density functional theory (DFT), which was initially proposed in
1964-5 by Kohn, Hohenberg and Sham [25, 26], and led to Kohn being awarded the 1998
Nobel Prize in Chemistry, provides just such a method. Since the 1980s, the number of
publications per year on the topic of DFT has continually increased, with a particularly
dramatic growth occurring after 1990 and continuing to the present day. Well over 15000
publications on the topic have been published per year in recent times, making DFT the
most popular method for calculating electronic structure today [27]. It is based on the
simple idea that, instead of using the 3N -dimensional wavefunction to characterise the
state of the system, we can use the 3-dimensional electron density, n(r), to uniquely
identify the state, which drastically reduces the size and complexity of the problem [28].
The idea of using the density instead of the wavefunction had been considered before
1964 – Thomas-Fermi (TF) theory, formulated in 1927, was the first use of electron
density to characterise a system [29–31]. In TF theory, the electrons are treated as
independent, only interacting via the electrostatic interaction, and the kinetic energy is







dr[n(r)]. Minimising the total energy functional, using these approximations










+ Vext(r) + µ = 0 . (2.25)
However, the approximations involved in TF theory are quite significant and lead to
many serious problems. TF theory incorrectly predicts that the electronic charge den-
sity decays as r−6 far from the nucleus, instead of exponentially, and also lacks any
atomic shell structure, meaning it cannot reproduce the periodicity of many properties
with atomic number seen in the periodic table [27]. It also cannot describe binding in
molecules or solids [12, 31, 32]. In order to improve on this state of affairs and obtain
reasonable results, DFT splits up the total energy functional in a different way to TF
theory, and makes different approximations.
18
Investigating anharmonic effects in condensed matter systems
2.2.2 The Hohenberg-Kohn theorems
The use of the electronic density instead of the wavefunction to characterise the state of
the system, the bedrock of DFT, is justified by the two Hohenberg-Kohn (HK) theorems,
first demonstrated by their namesakes, and later more extensively proved by Levy [25,
33]. These theorems state that: [14]
1. the energy, wavefunction and other properties of the ground state are uniquely
determined by the electron density, and
2. that the density that minimises the energy, expressed as a functional of the electron
density, is the true electron density of the ground state.
In principle, these results allow us to find the ground state density and energy by varying
the density until we reach a minimum of the energy functional. Before going any further,
we will briefly look at these theorems on a more mathematical basis.
The first Hohenberg-Kohn theorem








dri|Ψ0(r, r2, . . . , rN )|2 , (2.26)
















Here, Ψ0 is the ground state wavefunction, and Vext(r) is an external potential. In the
case of the electronic Hamiltonian, the three terms in equation (2.27) correspond to T̂e,
V̂e-e and V̂e-n from equation (2.3), respectively.
To prove the first HK theorem, we need to show that there is a one-to-one correspon-
dence between the Hamiltonian of the system (up to a constant) and its ground state
density. As the rest of the Hamiltonian is fixed, this implies that external potentials
Vext(r) that differ by more than a constant must lead to different ground state densities.
To begin, we assume that there are two Hamiltonians, Ĥ1 and Ĥ2, differing by more than
a constant, that produce the same ground state density, n0(r). The external potentials
are V
(1)
ext (r) and V
(2)
ext (r) respectively. These two Hamiltonians must have different ground
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0 cannot be the ground state (or even an eigenfunction)





0 ), we would obtain:






This implies that Ĥ1−Ĥ2 is simply a constant, contradicting our initial assumption. The
same argument applies for Ψ
(2)




0 must be different.
We can then apply the variational principle, as expressed in equation (2.10), to the









































The strict inequality holds because Ψ
(2)
0 is not the ground state of Ĥ1. If we do the same
for the expectation value of Ĥ2 in the state Ψ
(1)
















Because the ground state density is assumed to be the same for both wavefunctions,










This is clearly contradictory, thus proving that our initial assumption must have been
incorrect, and that there is a one-to-one correspondence between the Hamiltonian of the
system (up to a constant) and its ground state density [25]. As the density uniquely
determines the Hamiltonian, and the Hamiltonian defines the wavefunctions and thus
the properties of the system, this proves that all properties of the system are uniquely
determined by the ground state electron density.
The second Hohenberg-Kohn theorem
Thanks to the first HK theorem, we know the energy of the system is defined by the
ground state density, meaning the energy of the system can be written as a functional
of the density n(r):
E[n(r)] = F [n(r)] + V [n(r)] . (2.32)
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Comparing to equation (2.27), F [n(r)] corresponds to the kinetic and electron-electron
interaction energy, whilst V [n(r)] =
∫
drVext(r)n(r) corresponds to the energy contribu-
tion due to the external potential Vext(r). It should be noted that F [n(r)] is universal –
it remains the same for any number of particles and any external potential.
To prove the second HK theorem, we need to show that the density that minimises
the functional E[n(r)] is the ground state density. We can express E[n(r)] in terms of





∗ĤΨ = F [n(r)] +
∫
drVext(r)n(r) = E[n(r)] , (2.33)
where Ĥ is the general Hamiltonian defined in equation (2.27). By the variational prin-
ciple, this is minimised when the wavefunction is the ground state wavefunction of the
Hamiltonian corresponding to Vext(r), Ψ0. In particular, we can consider the ground
state associated with a different external potential V ′ext(r), Ψ
′
0. Taking the ground state
densities corresponding to Vext(r) and V
′
ext(r) as n0(r) and n
′
0(r) respectively, we can
use the variational principle to write
E[n′0(r)] = E [Ψ′0] > E [Ψ0] = E[n0(r)] . (2.34)
This shows that the functional E[n(r)] is minimised by the true ground state density, as
required.
The original proof of the second HK theorem by Hohenberg and Kohn, as outlined
above [25], is restricted to densities that are V-representable – that is, the only densities
included are those that correspond to the ground state of a Hamiltonian with a par-
ticular external potential Vext(r). Densities that are not V-representable can exist, for
example in systems that have more than two degenerate ground states [34], and so it
is desirable to extend the theorem to include N-representable densities - those that can
be obtained directly from an antisymmetric N -body wavefunction. It has been proved
that all mathematically well-behaved non-negative functions are N-representable, so any
physical ground state density is also N-representable [27, 35]. Levy generalised the second
HK theorem to N-representable densities by using a constrained search formulation [33].
Using bra-ket notation, the constrained search formulation of DFT redefines the
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drVext(r)n(r) = FLevy[n(r)] +
∫
drVext(r)n(r) .
T̂e is the electronic kinetic energy operator and V̂e-e is the electron-electron interaction
operator. The notation Ψ → n(r) here means that the expectation value of the oper-
ator is minimised over all antisymmetric wavefunctions, Ψ, that give the density n(r).
ELevy[n(r)] is then minimised with respect to n(r) to obtain the ground state energy
and density. Taking the functional derivative of equation (2.35) and setting it equal to
zero to find the minimum gives the equation
δFLevy[n(r)]
δn(r)
= −Vext(r) . (2.36)
The two HK theorems are exact, but two significant issues remain. Firstly, despite
our assertion that the wavefunction and all other properties of the system are uniquely
determined by the density, we have no method of actually obtaining the wavefunction
from the density. Secondly, the functional F [n(r)], which depends solely on the density
and is universal to all systems, has not been found, and its form is unknown. Before we
can make full use of DFT, these problems must be addressed.
2.2.3 The Kohn-Sham equations
In order to completely solve for the behaviour of the system defined by the general
Hamiltonian in equation (2.27), we must find a way to deal with this many-body in-
teracting problem. The method originally proposed by Kohn and Sham in 1965 [26]
involved simplifying the problem by assuming that the complicated exact system can
be replaced by a simpler non-interacting auxiliary system, with the same ground state
density as the exact system [36]. This is called non-interacting V-representability. This









Vaux(ri, σi) , (2.37)
with Vaux(ri, σi) the effective potential of the auxiliary system, the form of which is
unknown at present. This potential is local as it only depends on the position and spin
of the ith particle, ri and σi. If we write the eigenfunctions and eigenvalues of Ĥaux as
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|ψi(r, σ)|2 . (2.38)
This implies that solving the non-interacting system can lead us directly to the ground
state density, which can then be used to solve the exact problem. The ψi are known as
the Kohn-Sham (KS) states.
We now have a method for calculating the ground state density, given a form for Vaux.
Let us now return to the exact interacting problem, and more specifically to the energy
functional E[n(r)] defined in equation (2.32). A second important part of the Kohn-
Sham method now comes into play – a simple but powerful rewriting of E[n(r)] [36].
F [n(r)] is written as a sum of several terms, giving [28]













T0[n(r)] is the kinetic energy of the non-interacting auxiliary system, which can be
calculated directly from the KS states, as shown. This is clearly an approximation to
the true kinetic energy, but is of comparable magnitude, and has the advantage that it
can be calculated exactly [12]. Any corrections to the kinetic energy are absorbed into
the unknown Exc[n(r)] term. EHartree[n(r)] is the Hartree energy, which is simply the
Coulomb energy due to the electron density interacting with itself.
The only term we do not have an exact form for is Exc[n(r)], known as the exchange-
correlation functional. Exc[n(r)] is defined by equation (2.39), and contains everything
not included in the three other exact terms, including exchange-correlation effects, thus
making equation (2.39) formally exact.
Other than finding a suitable form for Exc[n(r)], the last remaining piece of the
puzzle is finding Vaux(r), the effective potential of the Kohn-Sham auxiliary system. We

















= 0 , (2.40)








= ψi(r) , (2.41)
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as well as using the method of Lagrange multipliers to enforce orthonormalisation, we
obtain the Kohn-Sham equations [12, 14]:[
−1
2
∇2 + VHartree(r) + Vext(r) + Vxc(r)
]










Comparing this to the non-interacting auxiliary Hamiltonian of equation (2.37), we
obtain an expression for Vaux:
Vaux(r) = VHartree(r) + Vext(r) + Vxc(r) . (2.44)
With this expression for the auxiliary effective potential, the Kohn-Sham auxiliary sys-
tem can be solved if we have an appropriate form for Vxc(r) [26, 28]. It is clear that
Vaux(r) depends on n(r), but n(r) depends on the KS states ψi(r), which are found
using Vaux. This means a self-consistent procedure is required to solve this system of
equations, which, at its simplest, involves four steps [14]:
1. Take an initial trial guess for the electron density nin(r).
2. Use the trial density to solve the KS equations for the KS states ψi(r).
3. Calculate a new electron density nout(r) from the KS wavefunctions.
4. Compare nin(r) and nout(r). If they are the same to within some tolerance, the
procedure is complete. If not, we must update the trial density in some way using
nout(r), and then repeat from step 2.
There are several possible schemes for updating the density in the last step. The simplest
is linear mixing, which gives the new density as nnew(r) = nin(r) + α(nout(r)− nin(r)),
where α is an appropriate mixing parameter. However, this results in quite slow conver-
gence, requiring many iterations of the steps shown above. More complicated schemes
exist such as the Broyden and Pulay methods, both of which utilise information from
previous steps in the self-consistency procedure to decide on nnew, resulting in much
faster convergence [37]. Throughout this work, the Broyden method is used. Once
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Although in the above discussion the KS energy eigenvalues εi are simply a mathe-
matical construct allowing us to solve our problem, they can in fact be shown to have
some physical meaning. The eigenvalue of the highest energy occupied KS state is pre-
cisely equal to the first ionisation energy in atoms and molecules, and the Fermi energy
in metals [27, 38]. The eigenvalues are often used to calculate the electronic band struc-
ture [27]. This is not strictly correct, and leads to some issues with the accuracy of the
band structures calculated, although it is usually a good approximation.
2.2.4 The exchange-correlation functional
So far, everything in the Kohn-Sham formulation of DFT has been exact. This is be-
cause we have still not dealt with the exchange-correlation functional Exc[n(r)], which
contains all the corrections to the other exact terms, including exchange-correlation
effects. Although the true form of this functional is unknown, we can treat it approx-
imately, allowing us to complete the theory. The form chosen for Exc[n(r)] is the key
approximation, and thus the key limitation, of DFT. Because the long range Hartree
term and the non-interacting kinetic energy have been separated out from Exc[n(r)] and
treated exactly, we might expect that Exc will be well approximated by a local or semi-
local functional of the density. Examples of such approximate functionals are discussed
below.
The local density approximation
In their initial paper, Kohn and Sham made what is now known as the local density
approximation (LDA) – they took
Exc[n(r)] =
∫
dr n(r)εxc[n(r)] , (2.46)
where εxc[n(r)]] is the exchange-correlation energy per electron in a uniform interacting
electron gas of density n(r) [26]. This quantity can be obtained by parametrising ex-
tremely accurate quantum Monte Carlo calculations [39, 40], allowing Exc[n(r)] to be
computed to a high accuracy as well [28]. The most commonly used parametrisation for
the LDA is due to Perdew and Zunger [41]. This is the parametrisation used wherever
the LDA is applied in this work.
The LDA might be expected to work best for systems most like a homogeneous
electron gas, where the approximation becomes exact, and less well in other systems.
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However, despite its apparent crudeness, the LDA works surprisingly well in many situ-
ations, mainly when bonding is strong [12, 14, 28]. This is mostly due to the fact that,
as it is exact for the homogeneous electron gas, the LDA obeys the exchange-correlation
hole sum rules, as in equation (2.21) [12].
Generalised gradient approximations
To improve on and go beyond the LDA, other possible semi-local approximations for
Exc[n(r)] have been introduced, generally involving an expansion in terms of the gradient
of the local electron density. The simplest possible approximation to the exchange-
correlation functional using an expansion in terms of the gradient of the density is
known as the gradient expansion approximation (GEA) [42]. This expansion does not
obey the exchange-correlation hole sum rules though, unlike the LDA, and often gives
worse results than the LDA [43]. However, the expansion in terms of the gradient of
the density can be cut off in such a way that enforces the exchange-correlation hole sum
rules, giving rise to the generalised gradient approximation (GGA) [44]. Mathematically,
we can express this as
Exc[n(r)] =
∫
dr n(r)εxc[n(r)]Fxc[n(r,∇n(r))] , (2.47)
where the definition of εxc is the same as in the LDA. Different forms for the enhancement
factor Fxc can be used, leading to several different GGA functionals [40, 45–47]. The PBE
functional [45], named after the initials of its three creators, is one of the most commonly
used GGA exchange-correlation functionals, and both it and the closely related PBEsol
functional [46] are used in this work.
Beyond local exchange-correlation functionals
As mentioned above, the KS eigenvalues are often used to calculate the electronic band
structure for the system in question. Whilst the shape of such DFT band structures
is usually a good approximation to the experimentally measured band structure, the
calculated band gap is often seriously underestimated, by up to 100%, when local or
semi-local functionals are used [38]. It can be shown that this is due to the fact that the
functional derivatives of the true exchange-correlation functional must have discontinu-
ities at integer numbers of electrons [38, 48, 49], which LDA and GGA functionals do
not possess. The difference between the true band gap and the DFT band gap is given
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by [38]
∆ = E(true)g − EDFTg = V (N+1)xc (r)− V (N)xc (r) , (2.48)
where V
(N)
xc is the true exchange-correlation potential for a system with N electrons.
The middle of the band gap, however, is correctly predicted by DFT [49].
The band gap problem can be dealt with by simply applying a scissor operator to
move the bottom of the conduction band uniformly to match experimental band gap
data, although this is clearly no longer a fully first-principles approach [50]. This is
generally quite successful. Another method for obtaining more accurate band gaps is by
introducing non-locality into the exchange-correlation functional, which can be done in a
variety of ways. As the Hartree-Fock method includes the exact exchange term, it can be
used to provide a non-local exchange-correlation functional, sometimes in combination
with the LDA in order to include the correlation which is missing from the Hartree-Fock
method. Various GGA functionals, the LDA functional and the exact exchange term can
also be mixed together in ratios that provide a good fit to experimental data [51–54]. In
this work, however, we are more interested in the shape of the electronic band structure
than the size of the band gap. The increased accuracy of these more complex functionals
comes at the price of a significant increase in computational cost, and therefore such
functionals are not used in the rest of this work.
The size of the band gap is also renormalised by electron-phonon interactions. Changes
to the band gap due to this effect can be calculated using DFT, and are generally thought
to be accurate [55].
2.2.5 Pseudopotential plane-wave density functional theory
Now we possess all the machinery necessary to conduct DFT calculations, we simply
need to devise a method for solving the KS equations. The DFT calculations in this
work were performed using the CASTEP code [56], which is a plane-wave pseudopotential
DFT code.
Plane waves
To begin solving the KS equations, we must choose a basis set to express our wavefunc-
tions in terms of. One possible way of doing this is by using atomic orbitals, centred
on the nuclei in the system. This is a popular method in quantum chemistry calcu-
lations [36]. However, condensed matter systems such as the crystalline solids we are
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primarily interested in are periodic in nature, with a unit cell repeated many times.
This suggests that we can describe the system using this unit cell and applying periodic
boundary conditions, which in turn suggests a different basis set – plane waves.
In a system with periodic boundary conditions, Bloch’s theorem states that we can





Here N is the number of unit cells in the simulated system, i enumerates the bands and
k is the wave vector, the values of which are constrained by the boundary conditions
used. uik(r) is a function with the same periodicity as the crystal itself. Mathematically,








where Gn are reciprocal lattice vectors of the periodic crystal, Ω is the volume of the unit
cell, and cin are expansion coefficients. If we now apply the KS Hamiltonian of equation





















The ξk(r) are plane wave wavefunctions with wave number k. If we now multiply (2.51)
by ξ∗k+Gm(r) and integrate over the unit cell, we can take advantage of the orthogonality








δnm + Ṽaux(Gn −Gm)
]
cin(k) = εi(k)cim(k) . (2.53)








The matrix equation (2.53) can now be solved to obtain the KS eigenvalues εi and the
coefficients cin, which lead directly to the KS states ψi. By construction, these KS states
have the periodicity of the reciprocal lattice, so we can restrict k to the first Brillouin
zone (BZ) of the reciprocal lattice.
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The plane wave ξk+G(r) has a momentum k + G and a kinetic energy E =
|k+G|2
2 ,
and therefore an associated length scale λ ∝ 1|k+G| ∝
1√
E
. This tells us that to properly
describe variations in the wavefunction, and hence the density, over increasingly small
length scales, we need to include plane waves of increasingly high energy, increasing the
cost of our calculations. Conversely, however, this also means that, if we only require our
calculations to be accurate to within a certain tolerance, we need only to include plane
waves up to a certain cut-off energy Ecut. Shorter scale variations in the wavefunction
will not change the results of the calculation within the given tolerance. This tells us
that a plane wave basis is systematically improvable, by increasing the cut-off energy
Ecut until the properties in question remain constant to within the desired tolerance.
Ecut is an example of a parameter that results must be converged with respect to, a
topic which will be discussed further below.
Pseudopotentials
Thus far, we have been considering all the electrons present in the system, including
ones bound very close to their nuclei, in our calculations. However, in order to ensure
orthogonality with the core electrons’ wavefunctions, the valence electrons’ wavefunctions
oscillate rapidly within the core region, meaning a very high cut-off energy is required to
describe them correctly. This issue can be tackled through the use of pseudopotentials.
Intuitively, we know that by far the largest contribution to bonding and various other
properties of the system comes from the valence electrons, and we would expect the ‘core’
electrons to be largely inactive – this is known as the frozen-core approximation [57, 58].
Additionally, the rapid oscillation of the valence electrons’ wavefunctions within the core
region leads to a high kinetic energy that almost exactly cancels the potential energy
from the electron-nucleus interaction in the same region [59]. These facts taken together
imply that we need only include the valence electrons in our calculations, replacing the
potential due to the nuclei, Vext, with an effective pseudopotential that includes the effect
of the core electrons. This produces pseudo-wavefunctions, which have no nodes inside
the core region, reducing the cut-off energy required substantially and thus making the
calculation less computationally intensive [57, 60].
Two common types of pseudopotentials are used, each with slightly different prop-
erties. Norm-conserving pseudopotentials (NCPs) are constructed to possess four main
properties for a certain chosen ‘prototype’ configuration [60]:
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1. Pseudopotential KS single-particle valence energies match those of the all-electron
atom.
2. KS pseudo-wavefunctions match the all-electron wavefunctions for r > rc, where
rc is a chosen core radius.
3. The integral of the pseudopotential KS charge density from 0 to r matches the
all-electron value for r > rc for each valence orbital.
4. The logarithmic derivative and the energy derivative of the KS pseudo-wavefunctions
match the all-electron values for r > rc.
Condition 3 is known as the norm-conserving condition, and ensures the electrostatic
potential is correct for r > rc, whilst condition 4 tries to minimise the error in the scat-
tering properties of the cores [60], and is in fact implied by norm-conservation. However,
NCPs can lead to problems – for many different orbitals, demanding norm conservation
results in a pseudo-wavefunction that is not much smoother than the exact wavefunc-
tion, causing very little change in the computational cost of the calculation [61]. NCPs
are generally ‘hard’ pseudopotentials – pseudopotentials that generate a large or small
amount of oscillation in the pseudo-wavefunctions are termed ‘hard’ and ‘soft’ respec-
tively. To deal with this problem, the norm-conserving condition can be relaxed, with
condition 4 imposed separately, leading to an ultrasoft pseudopotential (USP). USPs
allow higher values of rc and smaller basis sets, reducing the computational cost [61],
and are also much more transferable than NCPs – well-constructed USPs generated for
a neutral atom tend to work well for ions of the same atom, which is usually not the
case with NCPs [62]. The USP approach works by separating out the density into a
smooth part and a rapidly oscillating part localised in the core region, with calculations
done using the smooth part. Due to the relaxation of the norm-conserving condition,
the density found in these calculations is not actually the full charge density, but must
be added to the charge density derived from the part localised in the core, known as the
augmentation charge. In this work, unless otherwise stated, USPs are used.
Calculating forces and geometry optimisation
One set of properties of potential interest in a condensed matter system are the forces
acting on the constituent atoms for a given atomic configuration. These forces are
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extremely useful in vibrational calculations, a topic discussed further below in Section
2.3 as well as Chapter 3. They can also be used in the process of geometry optimisation,
i.e. obtaining an appropriate atomic configuration for further calculations. This is done
by constructing an initial guess at the correct structure, and then allowing it to ‘relax’,
or find the minimum energy configuration with respect to the positions of the constituent
atoms.
The forces on each atom can be calculated using the Hellmann-Feynman theorem [63,













is the expectation value of the operator Â. Taking λ = Rα, the position of
the αth atom, and using |ψ〉 to represent the wavefunction in bra-ket notation, we can






















∣∣ψ〉+ 〈ψ∣∣ ∂ψ∂Rα〉) = −E ∂∂Rα 〈ψ|ψ〉 = 0, simplifying the expression
significantly. If the basis for our wavefunctions depended on the positions of the atoms
(for example, atomic centred Gaussians), further contributions to the forces would also
appear, known as Pulay forces [64]. However, using a plane wave basis for our wavefunc-
tions, which is independent of the atomic positions, makes these Pulay forces disappear.
Finally, before applying the Hellmann-Feynman theorem, we must first add a nucleus-
























Equation (2.57) allows us to calculate the forces on each of the nuclei for a given config-
uration.
During a geometry optimisation procedure, we transform our initial atomic configu-
ration into one that is hopefully closer to the energy minimum by displacing the nuclei
along the direction of the force acting on them. We then iterate this procedure until
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the forces on the nuclei are all below a defined value. The Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithm [66] is used to implement this process in this work. Symmetry
constraints can also be imposed by symmetrising the forces, ensuring that the symmetry
of the initial structure is conserved [67].
One potential problem with this relaxation procedure arises if we are searching for
the global energy minimum, but the initial structure is close to a local minimum in
the potential energy surface. In this case, it is likely that the structure will fall into
this local minimum, corresponding to a metastable state, and remain there, instead of
relaxing to the global minimum [68]. Care must be taken to ensure this state of affairs
does not occur. Additionally, it can be shown that, whilst the error in the energy in
DFT is merely quadratic in the charge density error, the error in the forces is linear in
the charge density error, meaning that calculations must be converged to within a strict
tolerance to obtain accurate forces [64]. This must be taken into account when deciding
on the convergence tolerances used.
Convergence considerations
When conducting DFT calculations, it is important to ensure that the values used for
calculational parameters are appropriate – the property of interest should be converged
with respect to changes in these parameters. As mentioned above, the cut-off energy
Ecut that determines the size of the plane wave basis set is one such parameter. There
are two other main parameters that must be converged with respect to in CASTEP: the
size of the Monkhorst-Pack k-point grid and the fine grid scale.
Electronic structure calculations often require integrations in reciprocal space to be
performed over the first BZ. In practice, these integrals are approximated by summing
up the values of the integrand at a set of k-points in the first BZ. The results of the
integrals, and therefore the properties of interest, should be converged with respect to the
density of this mesh of k-points, to ensure this approximation is good. Several different
ways of generating these k-points exist, but in this work we use the Monkhorst-Pack
grid method [69].
Some parts of the solution of the KS equations in a plane-wave basis are conducted
in real space, whilst others are conducted in reciprocal space, to make the calculation
as efficient as possible. This is only possible through the use of the fast Fourier trans-
form (FFT), which allows rapid conversion between real and reciprocal space. A FFT
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algorithm calculates the Fourier transform using a grid of k-points, here given by the
allowed k values within the sphere defined by the cut-off energy. For a large portion of a
DFT calculation, the KS states are the objects of interest being Fourier transformed, but
inevitably the electron density must also be calculated. Because the density is propor-
tional to the square of the wavefunction, the FFT grid for the density should be at least
twice as dense as that for the KS states, corresponding to a cut-off sphere with twice
the radius. In some situations an acceptable value for the density can be obtained with
a grid less than twice as dense, by neglecting short length scale components, but this
should always be checked. The grid scale in CASTEP sets the ratio between the spacings
of the coarse grid, used for the wavefunctions, and the standard grid, used for the den-
sity. The results of the calculation should be converged with respect to this parameter
to ensure that the FFT of the density has been performed accurately.
When DFT calculations are used to find the electronic energy of the system, it is
often the case that the property of interest is actually the difference in energy between
two systems, instead of the absolute value of the energy. This is extremely useful when
converging with respect to the various parameters mentioned above, as differences in
energy converge much faster than absolute energies. This is due to the cancellation of
errors present in the calculated energy of each system.
2.3 Calculation of vibrational properties
As described above, DFT provides a method for solving the electronic Hamiltonian
accurately and at reasonable computational cost. This is only half of the story, however
– we still have not found the complete solution of the overall Hamiltonian expressed
in equation (2.3). Although the Born-Oppenheimer approximation has allowed us to
separate the problem into two parts – the motion of the electrons and of the nuclei –
DFT only provides us with a method to solve the electronic problem. What must now
be found is a way to solve the nuclear Schrödinger equation shown in equation (2.9),
also known as the vibrational Schrödinger equation. As it will be of importance in the










χ({R}) = Evibχ({R}) . (2.58)
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Equation (2.58) allows for the use of supercells, simulation cells made up of more than
one unit cell. This allows for the possibility of atoms in adjacent unit cells moving
differently, corresponding to a vibration with non-zero wave number. Here p runs over
all unit cells in the simulated supercell, α runs over all nuclei within a unit cell, and {R}
represents the set of nuclear positions.
An appropriate form for the BO surface Eelec({R}) must be found if equation (2.58)
is to be solved, as it acts as the potential in the nuclear Hamiltonian. However, the
BO surface is 3N -dimensional, where N is the number of atoms in the system. This
extremely high dimensionality, coupled with the fact that a calculation of Eelec for a
given nuclear configuration using DFT will typically scale as O(N3elec) [70], where Nelec
is the number of electrons, tells us that it is computationally impossible to fully sample
the BO surface for all but the very smallest systems. Instead, a variety of approximations
for the BO surface are used that vastly simplify this problem and allow for the solution
of equation (2.58).
2.3.1 The harmonic approximation
The simplest and most common approach to simplifying the nuclear Hamiltonian is to
use what is known as the harmonic approximation. Because the nuclei are relatively
heavy, we expect that, in general, they will not move far away from their equilibrium
positions. This suggests that we can expand Eelec as a Taylor series around the equi-
librium positions, i.e. in Xpα = Rpα − R0pα, where Rpα and R0pα are the current and
equilibrium positions of the αth nucleus in the pth unit cell, to obtain









XpαiXp′α′j +O(X3) . (2.59)
The harmonic approximation simply involves assuming that the Xpα are small enough to
allow us to neglect the O(X3) terms in (2.59), which produces a quadratic potential [9,
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The elements of this matrix can be calculated using one of two different methods: density
functional perturbation theory (DFPT) [72] or the finite displacement method and its
relations [73, 74]. In this work, the finite displacement method is used. This approach
makes use of the fact that the nuclear forces calculated with the Hellmann-Feynman
theorem give the first derivatives of the energy with respect to atomic displacements. To
obtain the second derivatives that constitute the matrix of force constants, the forces are
calculated for both the equilibrium nuclear configuration and one with an atom slightly
displaced from equilibrium. The derivative of the forces with respect to the atomic
displacement can then be found numerically. If the system possesses some symmetry,
some elements of the matrix of force constants will be identical to others, potentially
significantly reducing the number of calculations necessary.
Now we have the matrix of force constants, and thus the harmonic potential Vhar({R}),
we can simplify the problem further by rewriting the harmonic Hamiltonian in a new
set of co-ordinates – phonon normal co-ordinates unq. These are linked to the atomic
















Here Np is the number of unit cells, Rp is the real space lattice vector corresponding to
the pth unit cell, and the wqniα are the eigenvectors of the dynamical matrix Diα;jα′(q),
discussed further below. q represents a point in the first vibrational BZ in reciprocal
space. Although the definition of equation (2.62) implies that the normal co-ordinates
unq can be complex, real normal co-ordinates can always be constructed, using the fact










(unq − un−q) . (2.65)
Real normal co-ordinates will be assumed from here on.
The dynamical matrix mentioned above is defined as the mass-reduced Fourier trans-









iq·(Rp−Rp′ ) . (2.66)
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This matrix appears if a plane wave is used as an ansatz to the harmonic vibrational
Schrödinger equation, as this results in the characteristic eigenvalue equation
|Diα;jα′(q)− ω2nqδijδαα′ | = 0 , (2.67)
where ω2nq are the eigenvalues of the dynamical matrix [9].
With these definitions in hand, we can rewrite the harmonic vibrational Hamiltonian














This Hamiltonian is just a sum of non-interacting simple harmonic oscillators with fre-
























snq is the occupation number of the vibrational mode labelled by (n,q), which can
be any non-negative integer, and Hn(x) is the nth order Hermite polynomial, with
leading coefficient 2n. The associated quasiparticles are known as phonons. Phonons
are bosons, as increasing snq corresponds to creating more and more identical phonons
in the same state, which would be forbidden by the Pauli exclusion principle if they
were fermions. This means we can write the overall vibrational wavefunction in phonon
normal co-ordinates as a Hartree product of single-oscillator wavefunctions, using s and










The use of the harmonic approximation has clearly significantly decreased the com-
plexity of the vibrational problem, by reducing it from a 3N -dimensional problem, re-
quiring significant sampling of the entire BO surface, to 3N one-dimensional problems,
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each requiring only one or two calculations. This, along with the fact that the harmonic
approximation works very well in many situations, makes it the most popular method
with which to solve the vibrational problem [71].
2.3.2 Including anharmonicity: the vibrational self-consistent field ap-
proximation
The principal axes approximation
The harmonic approximation is often very good, but it is clear that the true vibrational
properties of the system cannot be obtained exactly using the harmonic approximation,
as we neglect O(u3) terms in the expansion of Eel({R}) in equation (2.59). These terms
give rise to anharmonic effects in the properties of the system. Anharmonicity can
be particularly important in systems with light atoms, with weak bonding, or at high
temperatures [75]. Any one of these conditions can result in large amplitudes of the
nuclear vibrations, meaning the nuclei explore the BO surface out beyond the region
where the harmonic approximation is good. This tells us that it is important to include
anharmonic effects in systems of interest where one or more of these conditions applies.
To do this, we use a vibrational self-consistent field method outlined by Monserrat,
Drummond and Needs [75], and used successfully several times since [76–83].
The first step in this method is to expand out the BO surface within what is known as
the principal axes approximation (PAA). This assumes that the harmonic approximation
is a good first approximation to the dynamics of the system, and therefore the harmonic
phonon normal co-ordinates of equation (2.62) are an appropriate set of co-ordinates
to expand the BO surface in. The expansion is then performed in terms of increasing
coupling between these phonon modes [75, 84], leading to the expression










Vnq;n′q′(unq, un′q′) + · · · . (2.73)
The factor of 12 accounts for double counting.
The single-body term Vnq(unq) is given by
Vnq(unq) = Eelec(0, . . . , 0, unq, 0, . . . , 0)− Eelec(0) . (2.74)
This corresponds to exploring the BO surface along the direction defined by a sin-
gle mode, and does not assume the harmonic approximation, as it is not necessarily
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quadratic. Because of this, anharmonicity is already included in the single-body term.
The two-body term is then defined as
Vnq;n′q′(unq, un′q′) = Eelec(0, . . . , 0, unq, 0, . . . , 0, un′q′ , 0, . . . , 0) (2.75)
− Vnq(unq)− Vn′q′(un′q′)− Eelec(0) .
This corresponds to exploring the BO surface in two directions simultaneously to see
the effect of one phonon mode on the other. Higher order terms can then be defined
similarly, including coupling between three or more modes.
To use the expansion of equation (2.73) practically, we truncate it, most often to
only include the single-body term. The harmonic modes, which are typically a good
first approximation themselves, are independent, so we would expect the lower order
terms in the expansion with little or no coupling to dominate, making such a truncation
a good approximation. Previous work has found that only the single-body term is
required to understand the most important effects in a variety of materials [79, 85, 86].
In this work, the expansion is truncated at both the single-body and the two-body levels
as appropriate for different materials.
The vibrational self-consistent field approximation
Given the expression for the BO surface within the PAA from equation (2.73), suitably
truncated, we must now solve the vibrational Schrödinger equation shown in equation






Here, however, the single-mode wavefunctions φnq;snq(unq) are no longer simple har-
monic oscillator wavefunctions, but will depend on the form of the BO surface used.
This wavefunction is then used to solve the vibrational equation in a mean field fashion.
Solving this equation using a mean field, or self-consistent, approach is known as the
vibrational self-consistent field (VSCF) method. Minimising the energy defined by the
vibrational Hamiltonian of equation (2.58) with respect to the single-mode wavefunctions







φnq(unq) = λnqφnq(unq) , (2.77)
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where the potential V nq(unq) is a mean-field potential, taking into account the average




dun′q′ |φn′q′(unq)|2EPAA(u) . (2.78)

















As the potential depends on the wavefunctions, which themselves depend on the poten-
tial, these equations must be solved self-consistently until the variation in the energy
from one self-consistent cycle to the next is lower than a given tolerance.
Once the equations are solved, a perturbation theory can be constructed on the

























Here, the difference between the ‘true’ PAA BO surface and the mean field potential
acts as the small perturbation to the mean-field Hamiltonian. If the correction defined
by equation (2.80) becomes large, this implies that the difference between these two
quantities is not a small perturbation to the Hamiltonian, and therefore the VSCF
approximation is not applicable.
Solving the VSCF equations theoretically provides the anharmonic energies and
wavefunctions for all the vibrational states of the system. If we are interested in vi-
brational properties at zero temperature, i.e. we are looking at zero-point motion, we
can directly find these by looking the ground state, as at zero temperature this is the
state the system will be in. However, if we want to look at the effect of temperature on
the anharmonic vibrational properties, we need to consider excited states as well. The







where β = 1kBT , which allows us to calculate the Helmholtz free energy




Chapter 2. Theoretical Background
In metallic systems, i.e. those with no band gap, the shape of the BO surface will
generally change with temperature, which should be taken into account when examining
the vibrational properties of such a system at finite temperature. For systems with a
band gap Eg, the BO surface at zero temperature remains a good approximation for




Anharmonic vibrational expectation values
With the anharmonic vibrational wavefunction Φ(u) calculated within the VSCF ap-
proximation, we can theoretically obtain anharmonic vibrational expectation values of
any operator we have an expression for. In general, the expectation value of an operator
Ô(u) can be expressed in bra-ket notation as [75]
〈Ô(u)〉 = 〈Φ(u)| Ô(u) |Φ(u)〉 . (2.83)






〈Φs(u)| Ô(u) |Φs(u)〉 e−βE
(vib)
s . (2.84)
In analogy to the expansion of the BO surface in equation (2.73), we can expand out
the operator as








Ônq;n′q′(unq, un′q′) + · · · . (2.85)
Such an expansion is useful because it allows data on the form of the operator to be
collected at the same time as data on the shape of the BO surface. Examples of operators
of interest that are investigated in this work are the electronic band structure, the stress
tensor and the positions of the atoms.
2.3.3 Implementation of vibrational self-consistent field method
The first step in the calculation of the vibrational properties of a system using this VSCF
method is to apply the harmonic approximation, as described in section 2.3.1. In this
work, the finite displacement method is used, with the atomic forces required calculated
using the CASTEP code. This method provides the harmonic phonon frequencies ωnq
and eigenvectors wqniα. The eigenvectors describe the pattern of atomic displacements
relating to the corresponding harmonic phonon. Having calculated these quantities, we
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are now able to use the relations (2.62) and (2.63) to link atomic displacements to the
harmonic phonon co-ordinates, unq, that the BO surface is expanded in terms of in
equation (2.73).
Mapping of the Born-Oppenheimer surface
The next step is to find a functional form for the terms in the PAA expansion of the
BO surface. This mapping of the BO surface is done by running a series of DFT energy
calculations, using CASTEP, for atomic configurations with different phonon mode ampli-
tudes frozen in, known as mapping points. For the single-body terms in the expansion,
only one mode at a time varies its amplitude from zero, giving a line of mapping points,
whilst for two-body terms, the amplitudes of two modes are simultaneously varied, pro-
ducing a grid of mapping points. The form for each of these terms in the expansion as
a function of the harmonic phonon amplitudes, and thus the full BO surface within the
PAA, is then found by fitting a functional form to these data points, typically a cubic
spline.
There are several details of this mapping of the BO surface that require more detailed
consideration: the range of amplitudes used, the distribution of mapping points within
this range, and the number of these mapping points. A natural unit for the phonon
amplitudes used in this mapping is the root mean square amplitude of the phonon













Typically, the maximum amplitude used to map the BO surface along a particular mode





this can be adjusted if a larger or smaller maximum amplitude is appropriate. The
mapping points are generally distributed uniformly across this range, although this can
be changed if a particular part of the BO surface requires a higher density of mapping
points to get a good fit. Finally, the number of mapping points required for a good fit
to the BO surface is another parameter that we must converge our results with respect
to, which will be described in more detail below.
Conducting the mapping of the BO energy surface is almost always by far the most
computationally expensive part of the whole VSCF method, as it requires the energy of
many different atomic configurations to be calculated. Although it is only necessary to
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map those modes within the irreducible vibrational BZ, since the mapping along other
modes can be constructed using the symmetry of the system, the number of calculations
required per mode is still Np, where Np is the number of mapping points. This is an
order of magnitude larger than the cost of the harmonic approach. The calculations
used to map the BO surface could be done in theory by any electronic structure code,
but in this work we use DFT for its balance between accuracy and computational cost.
To investigate larger systems or higher terms in the BO surface expansion, a cheaper
method would need to be utilised, perhaps using force fields, whilst for extremely high
accuracy results, methods such as quantum Monte Carlo could be applied.
Solving the VSCF equations
As shown in equation (2.76), we use a Hartree product of single-mode wavefunctions
φnq;snq(unq) as our overall wavefunction. Finding these single-mode wavefunctions by
solving the VSCF equations of (2.77) requires that we express them in terms of a suitable
set of basis functions. Typically, we use one-dimensional simple harmonic oscillator
eigenstates, as they are simple to generate and should provide a good approximation
to the anharmonic eigenstates of the system. The frequency used to calculate this set
of basis functions is usually found by fitting a quadratic potential to the mapped BO
surface along each mode, although it can be adjusted if required. This provides a better
basis set than just simply using the harmonic frequency, as it accounts for modes with
strong anharmonic character, such as soft modes with imaginary frequencies, much more
accurately.
By re-expressing the VSCF equations like this, we are able to diagonalise them and
find the coefficients of the simple harmonic oscillator eigenstates for each mode, and thus
the overall wavefunction. This is true not just for the vibrational ground state of each
mode, but also for the excited vibrational states that solving the VSCF equations gives.
In practice, we set how many of these excited states we wish to describe beforehand,
as this sets the size of the matrix to be diagonalised in the solution of the equations.
Even if one is only interested in the properties of the vibrational ground state, these
higher energy states can have an effect on the results through the perturbation theory
correction applied in equation (2.80). The number of basis functions we use and the
number of vibrational states described per mode are both computational parameters we
must converge our results with respect to.
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Non-diagonal supercells
In order to fully describe the vibrations of a material, it is necessary to include phonons
from across the vibrational BZ, each with a different value of q, and to integrate over q
in the vibrational BZ to obtain vibrational properties. Vibrations with a non-zero value
of q correspond to distortion patterns that vary as we move between unit cells, with








. However, if we were to consider
only a single unit cell in our calculations, the frozen-phonon method that the VSCF
method considered here relies on can only take into account phonons at the Γ-point –
any distortion frozen into the single unit cell will be repeated in all other unit cells,
making the wavelength of the phonon infinite and therefore q = 0.
To sample phonons at non-zero values of q, it is necessary to use a supercell for
vibrational calculations, as including more unit cells within the repeated block allows
for finer sampling of the vibrational BZ. Because we cannot do calculations with infinitely
large supercells, in practice we replace integrals over the vibrational BZ with sums over
a grid of q-points. The resulting vibrational properties must be converged with respect
to the size of this grid to ensure they are accurate.
We can describe the construction of a supercell using a supercell matrix S, which
describes the transformation from the primitive lattice basis vectors a to the supercell
lattice basis vectors A [89]:
A = Sa . (2.87)
Two supercell matrices describe the same supercell if they can be transformed into one
another using elementary unimodular row operations [90], which allows all supercell







with all Sij ≥ 0, S12 < S22 and S13, S23 < S33. The number of unit cells within the
supercell is given by |S| = S11S22S33.
Ordinarily, if an n×n×n grid of q-points is required to sample the vibrational BZ, an
n×n×n supercell is used for the calculations, containing n3 unit cells. Such a supercell
is commensurate with all the q-points in the sampling grid, and is known as a diagonal
supercell, as in this case the supercell matrix is diagonal, with S11 = S22 = S33 = n.
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In most of this work, however, we utilise a method for sampling the vibrational BZ
more efficiently using non-diagonal supercells, i.e. those where the supercell matrix is
non-diagonal, proposed by Lloyd-Williams and Monserrat [89]. This method rests on the









it is only necessary to include l123 unit cells in the supercell, where l123 is the lowest

















S33 = n3 .
Here, gij is the greatest common factor of ni and nj , g123 is the greatest common factor of
n1, n2 and n3, and p, q and r are non-negative integers, chosen subject to the constraints
p < g23, q <
g12
g123
and r < g31g23g123 . This gives |S| =
g123n1n2n3
g12g23g31
= l123, as stated above.
The application of such non-diagonal supercells to vibrational calculations means
that, if we only consider the sampled q-points one at a time, or in small groups, we can
find a commensurate supercell that is much smaller than the one that is commensurate
with all the q-points. In particular, if an n× n× n sampling grid is required, the use of
non-diagonal supercells instead of an n×n×n diagonal supercell reduces the maximum
supercell size required from n3 to simply n. This massively reduces the computational
cost of doing such calculations, and allows the vibrational BZ to be sampled much more
finely than would previously have been possible. However, it does have the drawback
that phonon modes at different q-points cannot be coupled unless the non-diagonal
supercells they correspond to happen to be the same.
Convergence considerations
In the course of carrying out anharmonic vibrational calculations using the VSCF method
outlined above, there are several computational parameters that must be assigned appro-
priate values, as previously mentioned. The two most important of these are the number
of mapping points used per mode and the size of the q-point grid used to sample the
vibrational BZ. Both of these directly affect the number and computational cost of the
DFT calculations used to map the BO surface correctly – the most expensive part of
the whole method – and so it is important to decide on an appropriate value for each.
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Typically, the values of these parameters are increased until the anharmonic correction
to the energy, ∆Eanh = Eanh − Ehar, is converged to within a given tolerance.
Additionally, the anharmonic correction should be converged with respect to the
number of basis states used per mode when solving the VSCF equations, as well as the
number of excited states described per mode. For calculations at zero temperature, as
low as 20 basis functions can be used to obtain an accurate result. For calculations at
finite temperature, more basis functions are required.
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In this chapter, we consider how the VSCF method detailed in Sections 2.3.2 and
2.3.3 can be improved. In particular, we look at how to reduce the computational
cost of the method by reducing the number of calculations required to map the Born-
Oppenheimer surface to a given accuracy. This can be done by utilising the forces on the
atoms, which are easily calculated within a plane-wave DFT calculation, to additionally
find the gradient of the BO surface at each mapping point. With this extra data, an
accurate fit to the BO surface can be found using fewer mapping points, and thus for
a lower computational cost. This ‘VSCF+f’ method is tested on a variety of systems
– molecular hydrogen, solid hydrogen at 100 GPa, and the bcc phases of lithium and
zirconium. The use of the forces in the fitting procedure is found to speed up the
anharmonic calculations by up to 40%.
3.1 Improving the fitting of the Born-Oppenheimer sur-
face
3.1.1 Motivation
As we have seen in Section 2.3.3, using the VSCF method to calculate the anharmonic
properties of a material consists of two main tasks – mapping of the BO energy sur-
face that the nuclei move through, and self-consistently solving the VSCF equations for
the anharmonic vibrational wavefunction and energy. Of these two tasks, the former is
typically by far the most expensive, as it is usually accomplished by performing a large
number of DFT calculations and fitting a functional form to the calculated energies. The
large number of calculations necessary to obtain a good fit to the true BO surface make
the VSCF method significantly more expensive than just using the simpler harmonic
approximation. Reducing this computational cost without losing accuracy is therefore a
major aim. As the calculations mapping the BO surface constitute most of the compu-
tational cost of using the VSCF method, reducing the overall cost of the method can be
done most effectively by reducing the cost of the mapping process, but in such a way as
to not lose accuracy. To do this, there are two main options:
• reduce the cost of the individual mapping calculations, or
• reduce the number of mapping calculations required.
50
Investigating anharmonic effects in condensed matter systems
The only realistic way of implementing the first of these approaches is by using a cheaper
method than DFT to conduct the mapping calculations, for example force fields [91, 92].
However, these methods do not provide sufficient accuracy for the high quality fit to the
BO surface required by the VSCF method. Instead, we focus on the second approach –
reducing the number of mapping calculations required for a given accuracy, or conversely,
increasing the accuracy of the fit for a given number of mapping points.
The task of increasing the accuracy of the BO surface fit could be approached in two
different ways – either by improving the method used to fit to the energies calculated
at each mapping, or by making use of information that is already being calculated, but
is currently discarded by the fitting process. The fitting method used in the standard
VSCF method described in 2.3.3, that of cubic spline interpolation, is already among the
most stable of the possible interpolation routines, and also guarantees that the resulting
function has a continuous second derivative [93]. This implies that improving on the
routine used for fitting the BO surface would be a difficult task. On the other hand,
there is one glaringly obvious piece of data that can be obtained, basically for free,
during the usual mapping DFT calculations – the forces on the atoms. Accurate atomic
forces are easily calculated within plane-wave basis DFT, as seen in 2.2.5 [64], and in
CASTEP they are calculated as a matter of course for any calculation of the total electronic
energy. As we know that, in general, the force in a system at a given point is given by
the negative of the derivative of the potential energy at that point, F(x) = −∇U(x) [94],
we would expect that we should be able to link the atomic forces to the gradient of the
BO surface in a given direction. Using this data to improve the fitting of the BO surface,
and thus reduce the calculational cost of the VSCF method, is the motivation behind
the work presented in this chapter.
3.1.2 Fitting including calculated forces
The first step towards using the atomic forces to improve the fitting of the BO surface
is to obtain an expression linking the gradient of the BO surface to the calculated forces
on the atoms. To begin with, we consider exploring the BO surface as a function of one
phonon normal co-ordinate at a time. Equations (2.62) and (2.63) tell us that we can
express harmonic normal co-ordinates unq in terms of the atomic displacements Xpαi,
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Here, Np is the number of unit cells, Rp is the real space lattice vector corresponding to
the pth unit cell, and the wqniα are the eigenstates of the dynamical matrix. p runs over
all unit cells in the supercell, α runs over atoms within the unit cell, and i runs over the
three Cartesian directions. If we now consider the BO surface, Eelec, to be a function of










fpαi = −∂Eelec∂Xpαi represents the force on the αth atom in the pth unit cell in the ith
Cartesian direction, as typically calculated within plane-wave basis DFT. Dividing this
equation through by dunq and substituting in
∂Xpαi
∂unq




















is the gradient of the BO surface along the direction given by unq. As the forces
fpαi and all of q, Np, mα, Rp and wqniα are known, this quantity can easily be calculated
for each mapping point, and the result fed into the fitting, or interpolation, procedure.
Using the atomic force data to help solve the VSCF equations more accurately will be
referred to as the ‘VSCF+f’ method from here onwards, to differentiate this modified
procedure from the standard VSCF method described in 2.3.3.
Cubic spline interpolation
The standard VSCF method uses cubic spline interpolation to obtain fits for the 1-D
terms in the expansion of the BO surface given by equation (2.73). In general, given
a set of points {x1, · · · , xn} and the values of a function at those points {y1, · · · , yn},
cubic spline interpolation takes each interval (xi, xi+1) separately, and assumes that the
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function in that interval can be described by a cubic polynomial. (n − 2) boundary
conditions are then applied to ensure that the second derivative is continuous at the xi,
plus two further boundary conditions determining how the second derivative behaves
at x1 and xn. Throughout this chapter, and indeed this thesis, we use what is called a
‘natural’ spline, where the second derivative is taken to be zero at x1 and xn. The system
of equations that these boundary conditions imply has a particularly simple tridiagonal
form - that is, the unknown coefficients of polynomial i only couple to the coefficients
in polynomials i± 1. Solving such a system of equations can be done very easily to find
the coefficients of the cubic polynomial in each interval, giving a smooth and well-fitted
function overall [93].
A convenient way to express the cubic polynomials that make up a cubic spline is
to use what is known as the Hermite form, in which the polynomials are written in
terms of the function values and gradients at the end points of the interval in question.
If we consider the interval (xi, xi+1) and define t =
x−xi
xi+1−xi ∈ (0, 1), we can write the
polynomial in this interval as [95]
y(x) = h
(3)
0 (t)yi + h
(3)
1 (t)(xi+1 − xi)ki + h
(3)
2 (t)yi+1 + h
(3)
3 (t)(xi+1 − xi)ki+1 . (3.5)
Here, ki is the gradient of the fitted curve at xi, and the h
(3)
i (t) are Hermite basis
functions. These are simple polynomials, defined as
h
(3)
0 (t) = (1 + 2t)(1− t)
2 h
(3)




2 (t) = t
2(3− 2t) h(3)3 (t) = t
2(t− 1) .
Without knowledge of the gradients ki, the standard cubic spline interpolation procedure
would impose the continuity of the second derivative to produce a set of tridiagonal
equations, from which the ki can be found. However, if the ki are in fact known, they
can be substituted directly into equation (3.5), obtaining a cubic spline fit for the function
with no further work. This can all be very simply applied to the VSCF+f method, as
we can easily obtain the gradient at each mapping point from the atomic forces, giving
a form for the 1-D terms of the BO surface expansion immediately.
Quintic spline interpolation
If only the function values yi at each of the points xi are known, using a cubic polyno-
mial as the functional form in each (xi, xi+1) interval gives two fittable parameters per
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polynomial, the gradients at each point ki. If we instead know both the function value
and the gradients at each point a priori, using a cubic polynomial no longer provides any
fittable parameters. This naturally leads to the idea that, if we now have more infor-
mation, we should be able to use a higher order polynomial to describe the function in
each (xi, xi+1) interval, still using no more than two fitting parameters per polynomial.
Using a higher order polynomial like this could potentially provide a better fit to the
true function, and so we consider quintic spline interpolation.
Quintic spline interpolation, as the name suggests, uses quintic polynomials to de-
scribe the function in each interval. The procedure is very similar to that of standard
cubic spline interpolation, except now we enforce continuity of the third order derivative
at the xi, with a natural quintic spline corresponding to taking this derivative to be 0
at x1 and xn. The quintic polynomials used are of a similar form to equation (3.5) [95]:
y(x) = h
(5)
0 (t)yi + h
(5)
1 (t)(xi+1 − xi)ki + h
(5)




3 (t)(xi+1 − xi)
2ai+1 + h
(5)
4 (t)(xi+1 − xi)ki+1 + h
(5)
5 (t)yi+1 .
Here, ai is the second derivative of the fitted curve at xi, and the h
(5)
i (t) are quintic
Hermite basis functions. They are defined as
h
(5)
0 (t) = (1− t)
3(6t2 + 3t+ 1) h
(5)













4 (t) = t
3(1− t)(3t− 4) h(5)5 (t) = t
3(6t2 − 15t+ 10) .
By applying the boundary conditions on the third derivative noted above, a tridiagonal
system of equations extremely similar to that found for the cubic spline can be obtained,
allowing the unknown ai to be found and the overall quintic spline fit to be found. This
can again all be applied within the VSCF+f method, and its performance compared to
that of the cubic spline.
Higher order spline interpolation
As we have been able to increase the order of the spline fit used from cubic to quintic with
no extra computational effort, it is natural to ask if we can push this further, by using
higher order spline interpolation methods. After the quintic spline, the next possible
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order of the splines used is seventh order – known as either a heptic or septic spline.
Such a spline interpolation procedure would write the polynomials in each interval as [95]
y(x) = h
(7)
0 (t)yi + h
(7)
1 (t)(xi+1 − xi)ki + h
(7)




3 (t)(xi+1 − xi)
3ji + h
(7)
4 (t)(xi+1 − xi)
3ji+1 + h
(7)




6 (t)(xi+1 − xi)ki+1 + h
(7)
7 (t)yi+1 .
Here, ji is the third derivative of the fitted curve at xi. The heptic Hermite basis
functions are defined as
h
(7)
0 (t) = (t− 1)
4(20t3 + 10t2 + 4t+ 1) h
(7)
1 (t) = t(t− 1)















t4(t− 1)3 h(7)5 (t) =
1
2
t4(t− 1)2(5− 4t) .
h
(7)
6 (t) = t
4(t− 1)(10t2 − 24t+ 15) h(7)7 (t) = t
4(−20t3 + 70t2 − 84t+ 35) .
By applying the usual boundary conditions on both the fourth and fifth order derivatives,
we can obtain a set of equations that can be solved to obtain the unknown ai and ji,
giving an overall form for the spline.
The use of a heptic spline to fit the 1-D terms in the expansion of the BO surface
was tested as part of the work presented in this chapter, but this approach suffered from
overfitting and performed significantly worse than the cubic and quintic splines. For this
reason, heptic and higher order splines will not be discussed further.
Two-dimensional spline fitting
The previous sections have shown that utilising forces to improve the mapping of the 1-D
terms in the expansion of the BO surface in equation (2.73) is a simple extension of the
usual splining procedure. When we consider the higher dimensional terms, however, the
task becomes more complex. In this thesis, the only higher dimensional terms considered
are 2-D, as terms involving more than two dimensions are prohibitively computationally
expensive, even for the smallest systems; therefore, we concentrate on the fitting of 2-D
terms only. Given the values of the function on a grid of mapping points, a functional
form for such terms can be found by fitting a series of 1-D splines along one direction
(corresponding to the co-ordinate u1), and then using the results to fit a spline along
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the second direction (corresponding to the co-ordinate u2). This means that in order to
be able to conduct a fitting procedure that makes full use of the gradient information




This represents the gradient along the u2 direction as a function of u1, for a fixed
value of u2 = x2. This quantity gives the required gradient information for the fitting
in the u2 direction. However, fitting a functional form for this parameter using the
same procedure as for the 1-D fittings of Eel requires knowledge of the cross derivative
∂2Eel(u)
∂u1∂u2
at each sampling point [93] – a quantity that is not easily available from DFT




(u1), which may limit the accuracy of the fitting procedure. To examine
the accuracy of the calculations including 2-D terms, we converge the correction to the
anharmonic vibrational energy due to these terms, ∆E2-D = E
anh
2-D − Eanh1-D , with respect
to the number of mapping points used per direction.
Accuracy of forces
Although including the force data in the fitting process should reduce the number of
calculations required to obtain convergence, the accuracy of the forces themselves must
be considered. If a variational method is used to minimise the total energy in the
DFT calculations, the energy itself will be correct to second order errors in the charge
density. However, the error in the forces is instead linear with the error in the charge
density [64], meaning that calculations must be converged to within a strict tolerance
to obtain accurate forces. This requirement could potentially cancel out the reduction in
computational cost gained by reducing the number of mapping points if the convergence
tolerance is too strict, and our results include tests to determine whether this is true or
not. These tests showed that this issue did not negatively affect the speed-up obtainable
with the VSCF+f method, with both methods breaking down at the same level of energy
convergence.
3.2 Fitting with and without forces: calculations on test
systems
In order to test the performance of the VSCF+f method relative to the VSCF method,
as well as the performance of the cubic spline against the quintic spline within the
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VSCF+f method, test calculations on a variety of systems are required. To make sure
that the methods are properly tested, the systems chosen should exhibit significant
anharmonicity, so that differences in the performance of the two methods are easily
visible. A range of different types of systems should also be used for testing, to check
the generality of any conclusions made about the performance of the two methods.
To this end, six different test systems were chosen – molecular hydrogen, three dif-
ferent structures of solid hydrogen at 100 GPa, and the body centered cubic (bcc) high
temperature phases of lithium and zirconium. Both the VSCF and VSCF+f methods
were applied to all of these systems, and the convergence of the results with respect to
the number of mapping points was compared. More detail on each system, its suitability
as a test case, and the results for that system are presented below.
All DFT calculations were performed using version 8.0 of CASTEP [56] and ultrasoft
pseudopotentials [61] generated ‘on-the-fly’ by CASTEP. In all calculations, a grid scale
of 2.0 was used. The local density approximation (LDA) was used for the exchange-
correlation functional in the hydrogen calculations [28], while the PBE functional was
used for lithium and zirconium [45]. Previous work on solid hydrogen has shown that,
while the exact quantitative results of DFT calculations are strongly dependent on the
choice of functional, the qualitative results are similar for most functionals [96], and that
the LDA is a reasonable choice for the purpose of tests on solid hydrogen. The PBE
functional has been used successfully in several previous studies of lithium, zirconium and
other similar materials [97, 98]. The preliminary harmonic calculations necessary before
the full mapping of the BO surface begins were performed using the finite displacements




As the lightest element, hydrogen is an excellent test case for the VSCF+f method, as
its vibrations have strong anharmonic character, even at low temperatures. The most
basic and common form of hydrogen, the hydrogen molecule H2, is therefore a good
system to use for initial comparisons between the VSCF and VSCF+f methods. The
hydrogen molecule only has a single vibrational mode with a frequency of 0.5159 eV [99].
Because CASTEP uses periodic boundary conditions, however, it is necessary to be careful
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that spurious interactions between the molecule and its periodic images do not affect
the result; the unit cell must be large enough to sufficiently separate the molecule and
its images.
Besides molecular hydrogen, solid hydrogen would also provide a suitable test case,
as this should retain much of the anharmonic character of molecular hydrogen, but in
a periodic system, much more like those typically considered using the VSCF method.
Hydrogen becomes a solid at high pressure, and over the last few decades, much work
has gone into determining how hydrogen behaves under these conditions, especially with
regard to the crystal structure it takes. The high-pressure phase diagram of hydrogen is
of interest due to the many different potential phenomena it is thought it may exhibit,
such as high-temperature superconductivity [100, 101] and/or superfluidity [102]. Iden-
tifying the metallisation transition, i.e. the point at which hydrogen becomes metallic,
is also of interest [103, 104]. Hydrogen exists under such extreme conditions inside gas
giant planets, such as Jupiter and Saturn, so the high-pressure behaviour of hydrogen
has significant implications for extra-terrestrial planetary science.
There are five experimentally known solid phases of hydrogen at room temperature,
typically labelled as I, III, IV, IV′ and V in order of stability with increasing pressure [105,
106]. Phase II also exists at lower temperatures up to moderately high pressures [80, 107].
The phase diagram of hydrogen at high pressures and temperatures as it is currently
understood is shown in Fig. 3.1 [106, 107]. Because these extreme conditions are difficult
to reach experimentally, several ab initio studies of the high pressure phases of hydrogen,
both with and without the inclusion of anharmonic effects, have been conducted to
determine the structures of the high pressure phases [77, 80, 83, 96, 101, 108–111]. For
the purposes of testing the VSCF+f method, we chose as test cases three structures
that have been studied in previous work, labelled by their space group and number
of atoms in the primitive unit cell: Cmca-4, Cmca-12 and C2/c-24 [77, 80, 96, 109,
110]. These are molecular phases arranged in layers; the C2/c-24 phase is a potential
structure for phase III of hydrogen [109]. We consider these structures at a pressure of
100 GPa, at which all three phases are dynamically stable. Previous work has shown
that anharmonicity has a significant effect on the vibrational energy of high pressure
structures of solid hydrogen [83, 101], confirming that these systems are a suitable test
case for the VSCF+f method.
The strongly anharmonic character of the nuclear vibrations in hydrogen also im-
58
Investigating anharmonic effects in condensed matter systems
Figure 3.1: Currently accepted form of the phase diagram of solid hydrogen at high pressures and
temperatures, adapted from Refs. 106 and 107. Data was not available for the region with pres-
sures greater than around 200 GPa and temperatures less than around 300 K, so the boundaries
between phases in this region are simply continuations of those at higher temperatures.
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plies that anharmonic effects that cannot be described just using the 1-D terms in the
expansion of the BO surface could be significant. This provides an opportunity to test
the ability of the VSCF+f method to reduce the computational cost of calculations in-
cluding the mapping of 2-D subspaces of the BO surface. Because conducting such a
2-D mapping is significantly more expensive than a simple 1-D mapping, we have only
tested the mapping of such terms in the phase of solid hydrogen with the fewest atoms
in its unit cell, Cmca-4.
Mapping of one-dimensional terms: molecular hydrogen
A plane-wave cut-off energy of 800 eV was used for the calculations on molecular hy-
drogen, with a 5 × 5 × 5 Monkhorst-Pack k-point grid [69]. As previously mentioned,
the periodic boundary conditions used in CASTEP make it necessary to have a unit cell
large enough to prevent the molecule from interacting with its periodic images. The fre-
quencies of the harmonic phonon modes were converged with respect to the size of the
cubic unit cell, resulting in a converged ‘lattice constant’ of 8 Å. The distance between
the atoms was allowed to relax, using the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
method [66] to converge the forces on the atoms to within 0.001 eV Å
−1
, before single-
point energy calculations were conducted.
Once the harmonic calculations were completed, a range of different numbers of map-
ping points per direction from 7 to 27 were used to map the BO surface of the hydrogen
molecule. The performance of the basic VSCF method was compared to the VSCF+f
method using both cubic and quintic splines in the fitting process. This was repeated
with the energy convergence tolerance of the calculations set to 10−10, 10−6, 10−4 and
10−2 eV per SCF cycle, to test whether this affected the accuracy of the forces, and
therefore the accuracy of the VSCF+f fitting relative to the normal fitting procedure.
Fig. 3.2 shows the convergence of the anharmonic correction to the zero point energy,
∆Eanh = Eanh−Ehar, with respect to the number of mapping points for the three differ-
ent methods. Here the energy convergence tolerance was set to 10−6 eV per SCF cycle.
It can be seen that including the forces in the fitting process significantly speeds up the
convergence of ∆Eanh, with the quintic spline fit performing even better than the cubic
spline. This suggests that including forces in the fitting process can significantly improve
the efficiency of the VSCF method, and that utilising a quintic spline allows fitting of the
BO surface even more accurately for the same number of DFT calculations, especially
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Figure 3.2: Convergence of anharmonic correction to the energy at 0 K for H2, ∆Eanh = Eanh−
Ehar, with respect to the number of mapping points used per mapping direction, for the basic
VSCF method, as well as the VSCF+f method, fitting with both cubic and quintic splines. The
inset shows the results at low numbers of mapping points on a different energy scale.
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(a) Cmca-4 (b) Cmca-12 (c) C2/c-24
Figure 3.3: Views of the structures of solid hydrogen considered at 100 GPa. Both of the Cmca
structures are shown looking along the x-axis, while the C2/c-24 structure is shown looking along
the y-axis. As these are layered structures, atoms in inequivalent layers are denoted by different
colours. Green, purple, translucent green and translucent purple denote the first, second, third
and fourth inequivalent layers, respectively.
for low numbers of mapping points. An almost identical set of results was found for
energy convergence tolerances from 10−4 eV up to 10−10 eV per SCF cycle, with the
VSCF+f method converging more rapidly with the number of mapping points. For an
energy convergence tolerance of 10−2 eV per SCF cycle, both the VSCF and VSCF+f
methods failed to converge with 27 or fewer mapping points per direction. This shows
that for a range of energy convergence tolerances, the VSCF+f fitting method is still able
to outperform the basic VSCF method and map the BO surface accurately at a lower
computational cost. Using a quintic spline improves the quality of the fit still further.
Mapping of one-dimensional terms: solid hydrogen at 100 GPa
With the results from the hydrogen molecule in mind, we turn our attention to the
case of high pressure solid hydrogen. Three different structures of solid hydrogen were
considered at a pressure of 100 GPa – Cmca-4, Cmca-12 and C2/c-24, as previously
described. Fig. 3.3 gives a view of these three structures, showing that they are molecular
in nature. These structures have all been studied previously with DFT over a range of
pressures [110]. Again, once harmonic calculations were completed, the convergence of
the anharmonic correction to the zero point energy per atom with respect to the number
of mapping points was calculated for a single unit cell of each structure. A plane-wave
cut-off energy of 1000 eV and an energy convergence tolerance of 10−6 eV per SCF cycle
was used throughout, with Monkhorst-Pack grids of size 28 × 28 × 16, 18 × 18 × 4 and
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Figure 3.4: Convergence of the anharmonic correction to the energy at 0 K, ∆Eanh, of the Cmca-
4, Cmca-12 and C2/c-24 phases of solid hydrogen at 100 GPa, with respect to the number of
mapping points used per mapping direction. The convergence of the basic VSCF method as well
as the VSCF+f method of fitting with a quintic spline are shown. The inset shows the results
at low numbers of mapping points on a different energy scale.
16×8×16 for the Cmca-4, Cmca-12 and C2/c-24 structures respectively. Fig. 3.4 shows
the convergence of ∆Eanh per atom for all three structures for the basic VSCF and the
improved VSCF+f quintic spline methods. Again, convergence was reached with fewer
numbers of mapping points per direction using the VSCF+f method than with the VSCF
method, especially for the Cmca-12 and C2/c-24 structures. In the latter case, including
forces in the fitting reduces the computational cost by around 40%. This further implies
that the VSCF+f method is robust and improves on the efficiency of the basic VSCF
method.
Mapping of two-dimensional terms
We now turn to applying the VSCF+f method to the mapping of 2-D subspaces of the
BO surface. This poses a more significant challenge than the 1-D terms considered up to
now, as interpolating data in two dimensions is required. As mentioned previously, we fo-
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cus on a single unit cell of the Cmca-4 structure of solid hydrogen, which possesses twelve
potential mapping directions, corresponding to the twelve harmonic phonon modes, la-
belled with numbers from 1 to 12. The first three of these modes are acoustic, meaning
they have zero frequency, and are therefore not considered in the mapping process. To
minimise the computational cost further, we consider only four of the many 2-D sub-
spaces in this system – those corresponding to the directions described by the harmonic
modes 4 and 5, 4 and 6, 4 and 7, and 4 and 9. The harmonic frequencies of modes 4,
5, 6, 7 and 9 are 69.4, 74.0, 77.3, 114 and 159 meV, respectively, and the displacement
patterns corresponding to each of these mapping directions can be found in Appendix A.
These subspaces were chosen by conducting a preliminary mapping of all 2-D subspaces
with a low number of mapping points, and taking only those with significant corrections
to the 1-D description of the BO surface. Subspaces where the mapping entered parts
of energy minima in the BO surface corresponding to structures significantly lower in
energy than the Cmca-4 structure were also neglected. The same cut-off energy and
Monkhorst-Pack grid was used as for the calculations of the 1-D terms in the Cmca-4
structure, but an energy convergence tolerance of 10−10 eV was used to ensure accurate
forces.
Figs. 3.5 and 3.6 shows the results of tests including the mapping of 2-D subspaces
in the Cmca-4 solid hydrogen structure. The four rows of figures correspond to the
four subspaces mapped. The left-hand column shows the BO surface mapped in the
relevant subspace, and the right-hand column shows the convergence of the correction
to the energy due to 2-D terms, ∆E2-D, with respect to the number of mapping points
used per mapping direction. All energies were again calculated at zero temperature.
The convergence graphs show that utilising forces in the mapping of the 2-D terms in
the expansion of the BO surface brings the results closer to the converged final value,
especially for small numbers of mapping points, although the improvement is not as
pronounced as in the 1-D case. This could be due to the small size of the energy scales
in question – the energies shown are all smaller than 1 meV per atom, which is around
the finest energy scale that such anharmonic calculations can reasonably be assumed to
be accurate to. The small size of the corrections due to 2-D terms compared to those
seen for 1-D terms shows that the neglect of such higher-order terms in the BO surface
expansion of equation (2.73) is justified. The ability of the VSCF+f method to show
improvement even at such small energy scales again demonstrates its capabilities, even
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in cases including mapping of 2-D subspaces of the BO surface.
3.2.2 Lithium and zirconium
Background
We now turn to the last two test cases for the VSCF+f method – the body-centred
cubic (bcc) phases of lithium and zirconium. These two metals have significantly differ-
ent properties, but share one important characteristic – both have a bcc phase that is
unstable at 0 K, but is stabilised at finite temperatures. This property is shared with
many other elements such as titanium and hafnium. The zero-temperature instability
of the bcc phases is characterised by the presence of soft modes – modes with imagi-
nary frequency. By their very nature, soft modes are highly anharmonic, as they must
contain some quartic character for the BO energy surface to be bounded, so an accu-
rate description of anharmonicity is required to understand the transition into the bcc
phase in both cases. Several first-principles vibrational studies including anharmonicity
have been reported for lithium, zirconium and other similar elements [85, 97, 98, 112–
115]. The well-known presence of significant anharmonic effects in the bcc phase of these
materials makes them suitable test cases for the VSCF+f method.
Zirconium has a relatively simple phase diagram, exhibiting three phases, typically
labelled α, β and ω. α-Zr has a hexagonal close packed (hcp) structure, and β-Zr is the
bcc phase of interest here. ω-Zr is a different hexagonal phase that is not close packed.
The overall phase diagram as a function of temperature and pressure is shown in Fig.
3.7 [116, 117]. At ambient conditions, the stable phase is the hcp phase α-Zr, but upon
heating this transitions to the bcc β-Zr phase at around 1136 K [112, 116]. It is this
transition that we will use as a test for the VSCF+f method.
Lithium, on the other hand, has a much more complex phase diagram, some details
of which are still not fully determined. Under ambient conditions, lithium forms a bcc
structure, but there is then a phase transition at around 70 K to a different structure.
This low-temperature phase was thought to be a close-packed structure with hR9 sym-
metry (using Pearson notation) [97, 118–120], but recent results have suggested that this
is not the case [121], and indeed that this low-temperature phase is simply a continuation
of the face-centred cubic (fcc) phase that appears at slightly higher temperatures and
pressures [122]. The currently accepted overall phase diagram as a function of tempera-
ture and pressure is shown in Fig. 3.8 [118]. Here we are not concerned with the precise
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(a) Subspace corresponding to directions 4 and 5


































(b) Subspace corresponding to directions 4 and 6
Figure 3.5: Results of anharmonic vibrational calculations for the Cmca-4 structure of solid
hydrogen including selected 2-D subspaces of the BO surface. The left-hand column shows BO
surfaces mapped in the labelled subspace, where ‘puc’ stands for ‘per unit cell’, while the right-
hand column shows the convergence of the correction to the vibrational energy due to the relevant
2-D term with respect to the number of mapping points used. Blue and yellow signify low and
high energy parts of the BO surface respectively. Each contour line on the BO surface represents
an energy increase of 0.115 and 0.235 eV in (a) and (b) respectively.
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(a) Subspace corresponding to directions 4 and 7


































(b) Subspace corresponding to directions 4 and 9
Figure 3.6: Results of anharmonic vibrational calculations for the Cmca-4 structure of solid
hydrogen including selected 2-D subspaces of the BO surface. The left-hand column shows BO
surfaces mapped in the labelled subspace, where ‘puc’ stands for ‘per unit cell’, while the right-
hand column shows the convergence of the correction to the vibrational energy due to the relevant
2-D term with respect to the number of mapping points used. Blue and yellow signify low and
high energy parts of the BO surface respectively. Each contour line on the BO surface represents
an energy increase of 0.249 and 0.190 eV in (a) and (b) respectively.
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Figure 3.7: Phase diagram of zirconium over a range of pressures and temperatures, adapted
from Refs. 116 and 117. Experimental data was not available at temperatures lower than 300 K
for most of the pressure range, so the boundaries between phases in this region follow the trends
predicted by first-principles DFT calculations.
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Figure 3.8: Currently accepted form of the phase diagram of lithium over a range of pressures
and temperatures, adapted from Ref. 118. Little experimental data is available for the region
with pressures greater than 70 GPa and temperatures greater than around 280 K, so no phase
boundaries are shown in this region.
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identity of the low-temperature phase of lithium, but only with the stabilisation of the
bcc phase and how accurately the VSCF+f method describes this.
Results
For the calculations in lithium and zirconium, we also used the non-diagonal supercells
method described in Section 2.3.3 to reduce the computational cost of sampling the vi-
brational Brillouin zone [89]. However, as the aim of the work presented in this chapter
is to consider methods for improved fitting of the BO surface, rather than to conduct
high-accuracy calculations on these well-studied materials, we did not attempt to com-
pletely converge our results with respect to the sampling of the vibrational BZ. Even
with the non-diagonal supercell method, the computational cost increases rapidly with
increasing sampling grid size. As a compromise between accuracy and speed, therefore,
an 8× 8× 8 sampling of the vibrational BZ was used. The Monkhorst-Pack grids in all
supercells used had a spacing of 0.025 Å
−1
, corresponding to a 16× 16× 16 grid in the
unit cell. An energy cut-off of 1500 eV was used in all calculations.
Fig. 3.9 and Figs. 3.10 and 3.11 present the results of the zero temperature calcu-
lations for Li and Zr respectively. Figs. 3.9(a) and 3.10(a) show how the sum of the
calculated lowest energy eigenvalues for each mode, which would correspond to the an-
harmonic ground state energy if the bcc state was dynamically stable at 0 K, varies with
the number of mapping points used. Similarly, Figs. 3.9(b) and 3.10(b) show how the
contribution of the soft modes to this summation varies with the number of mapping
points. Finally, Fig. 3.11 shows how the temperature at which the bcc phase in Zr is
calculated to become dynamically stable varies with the number of mapping points used.
In each case, the basic cubic spline fitting without using forces is compared to a cubic and
a quintic spline fitting using the forces obtained in the mapping, as in the calculations
on molecular hydrogen.
Our results for lithium, presented in Fig. 3.9, show that any differences in the anhar-
monic vibrational energy arising from the three different fitting methods are negligible,
down to scales of 0.1 meV. The negligible difference between fitting methods arises from
the fact that, apart from along the direction defined by the soft modes present, the
vibrational properties of lithium are described well by the harmonic approximation, de-
spite its low mass [123]. This means that a very good fit to the BO surface along most
modes can be found with small numbers of mapping points (as in the standard finite
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Figure 3.9: Convergence with respect to the number of mapping points used per mode of (a):
the sum of the lowest energy eigenvalues for each mode, and (b): the sum of the lowest energy
eigenvalues of just the soft modes, of the bcc phase of lithium. The convergence of the basic
VSCF method as well as the VSCF+f method using both a cubic spline and a quintic spline are
shown.
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Figure 3.10: Convergence with respect to the number of mapping points used per mode of (a):
the sum of the lowest energy eigenvalues for each mode, and (b): the sum of the lowest energy
eigenvalues of just the soft modes, of the bcc phase of zirconium. The convergence of the basic
VSCF method as well as the VSCF+f method using both a cubic spline and a quintic spline are
shown.
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Figure 3.11: Convergence of the temperature at which the bcc phase of zirconium becomes
dynamically stable with respect to the number of mapping points used per mapping direction.
Results using the basic VSCF method and the VSCF+f method using both a cubic spline and
a quintic spline are shown. The VSCF+f cubic spline results are hidden behind the VSCF+f
quintic spline results.
displacement method for calculating harmonic frequencies), and so all three methods
agree very well. Even in the case of the soft modes, which must necessarily contain some
anharmonic character, the double-well structure is not very pronounced, with the over-
all BO surface appearing essentially quadratic. To see this double-well structure, where
the two minima are very close to the central maximum, a finer than usual mapping of





〈u2nq〉 were used for the two soft modes present, instead of the maximum amplitude
of 5
√
〈u2nq〉 used throughout the rest of this work. Here, 〈u2nq〉 = 12ωnq is the harmonic
expectation value of the squared mode amplitude. Our calculations show these double
wells are quite shallow, meaning that even at zero temperature the BO surface looks
essentially harmonic. Our results imply that the bcc structure of lithium is dynamically
stable at zero temperature, although experimental results show that the bcc phase be-
comes stable above 70 K. This disagreement could potentially be caused by incomplete
convergence with respect to sampling of the vibrational BZ or by higher order terms in
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Figure 3.12: The shape of the BO surface as mapped along one of the soft modes of zirconium;
‘puc’ stands for ‘per unit cell’.
the expansion of the BO surface of equation (2.73), as well as by the errors inherent in
DFT. A different exchange-correlation functional could plausibly give results closer to
experiment, but as we are primarily interested in the properties of the VSCF+f method
here, and not matching experiment, we do not investigate this further.
The results for zirconium tell a different story to those of lithium. Fig. 3.10(a) shows
that the differences between the values obtained by the different fitting methods for the
sum of the lowest eigenvalues of all the different modes are small, as in lithium. However,
there are much more significant differences in the contribution of the soft modes to this
summation, as seen in Fig. 3.10(b). Although the effect is much less pronounced than
that seen for hydrogen in Fig. 3.4, it is clear that, for low numbers of mapping points,
including force data improves the fit to the BO surface. It is also evident that the
quintic spline gives a better fit than the cubic spline when the forces are used. This
demonstrates that the VSCF+f method can improve on the basic VSCF method in this
type of system, as well as the hydrogen systems explored previously.
The soft modes in zirconium are more numerous, and mapping the BO surface along
the directions defined by them gives much more pronounced double-well structures than
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in lithium, meaning that the structure is not dynamically stable at zero temperature.
An example of the pronounced double-well structure of the BO surface mapped along
one of the soft modes in zirconium is shown in Fig. 3.12. Our results can be used to
calculate the temperature at which the bcc phase is stabilised dynamically, by calculating
the internal energy at a range of temperatures and finding where it becomes positive.
The results are shown in Fig. 3.11 for a range of mapping points and the three fitting
methods used. At these higher temperatures, it can be seen that the differences between
the three fitting methods, visible at zero temperature in Fig. 3.10(b), are much less
significant – the differences are mostly washed out by the overall vibrational energy
increasing. Our calculations predict that the bcc structure of zirconium should become
dynamically stable above about 520 K, which is significantly lower than the observed
transition temperature of 1136 K. This disagreement could again potentially be caused
by the incomplete convergence with respect to the vibrational BZ sampling, higher-order
terms in the BO surface expansion, or errors inherent in DFT itself.
3.3 Summary
The results presented above show that the efficiency of the vibrational self-consistent field
method described in Section 2.3.2 can be significantly improved by using both energy
and force data from DFT calculations when mapping the BO energy surface. Testing
of this ‘VSCF+f’ method on molecular and high-pressure solid hydrogen, including the
contribution of 2-D subspaces of the BO surface to the energy, as well as on the bcc phases
of lithium and zirconium, show that it agrees well with the basic VSCF method, but
for systems with significant anharmonicity it can significantly reduce the computational
cost involved, by a factor of up to 40%. Using this method routinely will make future
anharmonic vibrational calculations both faster and more efficient. The next step is to
apply the VSCF+f method to new systems of interest where anharmonicity is significant.
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Chapter 4. The Neutral Vacancy in Diamond
In this chapter, we examine the electronic and vibrational properties of the neutral
vacancy defect in diamond from first principles. This defect has been the subject of
much work over many years, thanks to its ubiquity and possible technological applica-
tions. Despite this body of work, however, previous theoretical first-principles work and
experiment still disagree on the structure of the vacancy itself. First-principles calcu-
lations predict that the vacancy should undergo a static Jahn-Teller distortion, whilst
experimentally it is known that the system exhibits a dynamic Jahn-Teller effect. The
work presented here applies the methods introduced in Chapter 2 in order to conduct
first-principles calculations, including anharmonic vibrational effects, on this system,
with the aim of resolving this discrepancy between theory and experiment. Our results
show that anharmonic nuclear motion leads to a dynamic Jahn-Teller distortion of the
vacancy in diamond very close to zero temperature, and we find that this remains true
at least up to 400 K, in agreement with experimental results.
4.1 Background
4.1.1 Point defects in diamond
A defect in a crystalline material can most generally be defined as a flaw in the pris-
tine periodic structure of the crystal. They can be extended in nature, such as grain
boundaries or dislocations, or be effectively concentrated at a single point in the ma-
terial. Such defects are known as point defects, and come in a wide variety of types.
A substitutional defect occurs when an atom in the crystal is replaced by a different
species of atom, an antisite defect occurs when two different species of atoms in the
lattice swap positions, an interstitial defect is an atom that does not lie at a point where
we would expect an atom, and a vacancy defect is the absence of an atom where we
would expect one. Complexes containing two or more of these defects together are also
possible. Point defects such as these can affect the properties of the material containing
them substantially – they introduce electron energy levels within the electronic band
gap, trap charge carriers, emit and absorb light, and phonon scattering from them limits
thermal and electrical conductivities [124, 125].
This means that the presence of defects can influence many of the most desirable
properties of diamond, an important material technologically due to its optical properties
and high thermal conductivity. Because of this, point defects in diamond have been the
80
Investigating anharmonic effects in condensed matter systems
subject of much previous theoretical work [126, 127]. Some point defect complexes such
as the Si-V [128, 129] and N-V− centres [130] have been identified as potential ‘qubits’
in quantum computers [125, 131–136]. Both these defects include an interstitial atom,
as well as a lattice vacancy, which is an important and very common defect in its own
right.
Vacancies in diamond can act as either electron donors or acceptors, leading to three
observed charge states – V +, V 0 and V − [137, 138], where V q represents a vacancy
with charge q. The neutral vacancy V 0 is particularly significant because it is known
to be stable over a wide range of doping levels [137, 139], and plays a central role in
defect diffusion [140]. It is associated with a series of lines in the absorption spectrum of
diamond, including the strong and sharp GR1 line at 1.673 eV, as well as the weaker GR2-
8 lines at higher energies, as seen in Fig. 4.1(a) [141]. The presence of significant numbers
of vacancies also has a more easily visible effect on the optical properties of diamond –
it gives the crystal a green colour, as in Fig. 4.1(b). The vacancy in diamond is also
important for its applications in quantum information [142] and precision sensing [143].
An important aspect of the effect a vacancy defect has on the properties of diamond
is its effect on the surrounding structure of the lattice. As might be expected, the defect
results in the atoms nearby distorting from their pristine lattice positions, and how they
do this will affect the resulting observable properties. In particular, the point group
symmetry of the vacancy affects the polarisation of light emitted by the defect and the
nature of the Stark effect on the defect [144, 146, 147]. Understanding this distortion
from first principles is therefore central in obtaining a full understanding of the neutral
vacancy defect in diamond.
4.1.2 The Jahn-Teller effect
As a starting point for investigating the structure of the neutral vacancy in diamond, we
can consider the extensive work that has been done on the same defect in silicon [139,
148–150]. Drawing a parallel between the two systems is meaningful as carbon and silicon
are isoelectronic, and silicon also crystallises into the same diamond lattice structure,
meaning the pristine lattices of both elements have tetrahedral Td point group symmetry,
as depicted in Fig. 4.2(a). A very successful model that describes the physics of what
happens at the neutral vacancy in silicon was developed by Watkins [148]. The model was
based on a linear combination of atomic orbitals (LCAO) approach, but only including
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(a) (b)
Figure 4.1: Effects of the neutral vacancy on the optical properties of diamond. (a) shows
the optical absorption spectrum of diamond with peaks associated with the neutral vacancy
labelled. Note the very strong GR1 peak at 1.673 eV. Figure taken from Ref. 144. (b) shows
three diamonds that have been subjected to ionising radiation, a process that creates vacancies.
The radiation dose increases from left to right. Note the increasingly green colour of the crystals.
Figure by Ref. 145.
(a) (b) (c)
Figure 4.2: Structure of the pristine diamond lattice and possible distortions of the vacancy.
(a) shows a site in the pristine lattice and its four nearest neighbours. (b) shows the nearest
neighbours of the vacancy with a distortion of Td symmetry, and (c) shows the vacancy structure
with D2d symmetry. The lengths indicate the distances between atoms in the relaxed LDA-DFT
structures. The four atoms in (c) form two pairs.
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Figure 4.3: The Watkins model of the neutral vacancy in silicon. The orbitals associated with the
four nearest neighbours of the vacancy are labelled φ1 to φ4, and combine to create the energy
levels shown, which are occupied by four electrons, represented by blue arrows. The direction
of the arrows represents the electrons’ spin. One of the levels is within the valence band, shown
here in red. On a distortion of tetragonal D2d symmetry, the triply degenerate level in the gap
splits into two, which lowers the energy of the system.
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the four nearest neighbours of the vacancy. As can be seen in Fig. 4.3, the Watkins
model predicts that there should be a singly degenerate defect state within the valence
band, and a triply degenerate state in the band gap. Each of the four nearest neighbours
has one electron associated with the dangling bond left by the presence of the vacancy,
meaning that for a neutral vacancy we have four electrons to place into these energy
levels. Two of these can occupy the state within the valence band, meaning two electrons
are left to occupy the triply degenerate state in the band gap. A distortion that splits
this degenerate state, such as a distortion from tetrahedral Td to tetragonal D2d point
group symmetry, will therefore lower the energy of the system, as seen in Fig. 4.3 [139,
149, 150]. In the tetrahedral symmetry vacancy structure, shown in Fig. 4.2(b), all four
of the nearest neighbours to the vacancy are equidistant from the defect. However, in
the tetragonal structure, shown in Fig. 4.2(c), the four nearest neighbours form two
pairs. There are three possible ways this pairing can occur, corresponding to the three
Cartesian directions, which gives three possible Jahn-Teller distortions. The existence
of an energy-lowering distortion in the presence of an occupied degenerate state is an
example of the Jahn-Teller effect [151], a very important effect in the context of the
vacancy in diamond.
The static Jahn-Teller effect
The Jahn-Teller effect follows from the Jahn-Teller theorem, which states that, except
in the case of a linear molecule, it is not possible to have a stable state that contains
degenerate occupied electronic orbitals [151]. Such a system will distort spontaneously
away from its original structure towards a lower symmetry structure, breaking the de-
generacy and lowering the energy of the system. When a system distorts in such a
way, it is known as a static Jahn-Teller distortion. The possible distorted structures (as
there may be more than one possible distortion) correspond to minima in the BO sur-
face, whilst the original undistorted higher symmetry structure corresponds to a saddle
point. Although the Jahn-Teller theorem was originally stated for molecules, it is also
applicable to defects in crystals.
Theoretically, the presence of a Jahn-Teller distortion is revealed by the emergence
in the undistorted structure of harmonic vibrational soft modes, that is, modes with
imaginary frequencies; the displacement patterns corresponding to these modes then
lead down to the minima corresponding to the Jahn-Teller distorted structure. In the
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case of the vacancy in silicon, this approach and the Watkins model successfully predict
the static tetragonal D2d distortion seen in experiments.
Both the Watkins model and the presence of harmonic soft modes also suggest a static
tetragonal D2d distortion in the case of the vacancy in diamond. However, experimental
observations show that the neutral diamond vacancy has tetrahedral Td symmetry in-
stead [138, 144, 146, 147]. This apparent contradiction between theory and experiment
can be rationalised by the appearance of a dynamic Jahn-Teller effect [138, 150, 152,
153], due to strong anharmonic vibrational motion.
The dynamic Jahn-Teller effect
The dynamic Jahn-Teller effect is observed in a variety of systems, including doped
manganites [154, 155], fullerides [156, 157], octahedral complexes of d9 ions [158], and
the excited states of the N-V− centre in diamond [159]. It arises due to coupling of the
electronic and vibrational degrees of freedom of the system, which taken together can
exhibit very different behaviour to that of the electronic degrees of freedom alone [153]. In
such systems, it is therefore important that the vibrational motion is treated accurately,
including anharmonicity.
In a Jahn-Teller system, there are two or more minima in the Born-Oppenheimer
(BO) energy surface, which are separated by energy barriers. In the static Jahn-Teller
effect, the vibrational wavefunction is localised in one of these minima, meaning that the
system has lowered its energy by permanently distorting into the structure corresponding
to that minimum. However, if the energy barriers between the minima are low enough
and the system possesses enough vibrational energy, the system is able to tunnel through
the energy barriers, resulting in the vibrational wavefunction of the system being shared
between the minima instead of localising in a single minimum. In other words, there is
an equal probability of the system occupying any of the energy minima, meaning that
on average the overall symmetry of the system remains the same as in the undistorted
structure, although locally the structure may be distorted [153]. This is what is known
as the dynamic Jahn-Teller effect. Whether a given system exhibits the static or the
dynamic Jahn-Teller effect depends on its vibrational energy, making the cross-over
between these two regimes temperature dependent.
In the vacancy in diamond, there are three minima, corresponding to tetragonal
distortions in each of the Cartesian directions. Previous estimates, from experimental
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data, of the energy barriers between minima and an Einstein-like frequency for the
tetragonal defect modes of the vacancy in diamond show that the vibrational energy
quantum is larger than or comparable to the barrier energy, implying that a dynamic
Jahn-Teller effect exists close to 0 K [160]. Experiments have confirmed that the vacancy
remains tetrahedral, and thus the system still exhibits a dynamic Jahn-Teller effect, down
to liquid helium temperatures (4.2 K) [152].
The dynamic Jahn-Teller effect in the neutral vacancy in diamond is well-established
experimentally, but from a first-principles standpoint the view is less clear. The com-
monly used harmonic approximation for lattice dynamics cannot account for the pres-
ence of a dynamic Jahn-Teller distortion, as this is an intrinsically anharmonic effect.
To properly describe the dynamic Jahn-Teller effect, it is necessary to know the vibra-
tional wavefunction, but first-principles calculations of the anharmonic vibrational wave
function of the ground state of the neutral vacancy in diamond have not been reported
previously. The focus of this work is therefore to determine for the first time an an-
harmonic wave function which accurately describes the dynamic Jahn-Teller distortion,
and thus provide a theoretical description of the experimentally observed tetrahedral Td
symmetry of the neutral vacancy in diamond.
4.2 Computational details
4.2.1 Electronic calculations
As we are interested in the structure of the ground state of the neutral vacancy, the
calculations were restricted to the electronic ground state. This is expected to be well-
described within DFT, although some of the electronic excited states are not because
they have many-body (multideterminant) character. The DFT calculations were per-
formed using CASTEP version 7.0.3 [56] and the corresponding ‘on-the-fly’ ultrasoft carbon
pseudopotential [61] generated by CASTEP. The local density approximation (LDA), as
parametrised by Perdew and Zunger [41], was used for the exchange-correlation func-
tional. The LDA has been widely used in previous calculations involving diamond and
similar materials [73, 139, 149, 161, 162]. LDA-DFT calculations provide a lattice con-
stant for diamond of 3.529 Å, compared to the experimental value of 3.567 Å [163]. In
the calculations in this chapter, the LDA-DFT lattice constant is generally used, al-
though some calculations were also carried out using the experimental lattice constant
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to investigate the effect on the dynamic stability of the tetrahedral symmetry state.
Whenever a non-periodic feature, such as a point defect, is modelled with a code
using periodic boundary conditions, such as CASTEP, care must be taken when designing
the cell used for the calculations. The cell must be large enough to ensure that the defect
and its periodic images are well separated, so the spurious interactions between them do
not affect the results of the calculation. Such interactions can arise from electrostatic
interactions in the case of charged defects, but here they mainly arise from overlapping of
the wavefunctions of the defect and its periodic images [139]. In particular, in previous
work a cell containing at least 255 atoms was found to be necessary to obtain a locally
stable tetragonal state for the neutral vacancy in silicon [139, 149] – here ‘locally stable’
means that a structure with tetragonal symmetry will not relax back to a tetrahedral
structure when geometry optimised. Calculations conducted using supercells with less
than 255 atoms show the same is true for the vacancy in diamond. Because of this,
a 255/256-atom supercell is used for all calculations in this chapter unless otherwise
specified. This supercell is constructed by creating a 2× 2× 2 supercell of a 32-atom bcc
unit cell, followed by the removal of one atom.
To construct this cell for use in the calculations, several steps were followed. Firstly,
both the lattice vectors and the internal atomic co-ordinates of the 2-atom fcc diamond
unit cell were relaxed to obtain the LDA-DFT lattice constant. This relaxed cell was
then used to construct a simple cubic conventional 8-atom unit cell. A 4×4×4 supercell
of this conventional unit cell, containing 512 atoms, was constructed, and from this the
256-atom bcc cell was created. A vacancy was formed by removing an atom, and the
internal atomic co-ordinates were then allowed to relax. The relaxed tetrahedral symme-
try structure was found by imposing the pristine lattice symmetry during the relaxation,
whilst the tetragonal structure was found by creating a tetragonal distortion of the four
nearest neighbours of the vacancy, before relaxing with no symmetry constraints. In all
cases, the structural optimisation was allowed to continue until the root-mean-square
of the forces on all the atoms was below 0.001 eV/Å. In both vacancy structures, the
nearest neighbours relaxed away from the vacancy (by 0.11 Å in the tetrahedral case)
in order to increase their sp2-like bonding, as observed in previous work [150].
A plane-wave cut-off energy of 650 eV was used for relaxing the structures and
for the harmonic vibrational calculations, with a 5 × 5 × 5 Monkhorst-Pack k-point
grid [69], as the energy differences between the structures were very well converged for
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these parameters. A larger value of the cut-off energy was used for some calculations,
corresponding to even stricter convergence criteria. The convergence tolerance for the
results of the DFT calculations was taken to be 10−10 eV per atom per SCF cycle, to
ensure a very accurate charge density, and thus accurate forces. In all calculations, a
grid scale of 2.0 was used.
4.2.2 Vibrational calculations
The harmonic calculations were carried out using the finite displacement method de-
scribed in Section 2.3.1, using atomic displacements of 0.00529 Å (0.01 bohr). The
anharmonic calculation used the VSCF method described in Section 2.3.2, although the
improved VSCF+f method described in Section 3 was not used. The large size of the
cell used also precluded using the non-diagonal supercells method described in Section
2.3.3. 19 mapping points per mode were used to map the BO surface.
An important part of conducting anharmonic calculations using the VSCF method of
Section 2.3.2 is deciding which terms to neglect in the expansion of the Born-Oppenheimer
surface in equation (2.73). With such a large cell, and therefore such a large number of
phonon modes, it is absolutely unfeasible to include all the two-body phonon coupling
terms Vnq;n′q′(unq, un′q′) in equation (2.73). Preliminary testing on the coupling be-
tween phonon modes also shows that almost all of these terms are small, as the harmonic
model, which includes no interaction between phonon modes, works well for the nuclear
motion in diamond [75]. For these reasons, the anharmonic vibrational calculations in
this chapter neglect the contribution of almost all of the two-body Vnq;n′q′(unq, un′q′)
terms, focusing instead on the independent mode Vnq(unq) terms.
The only significant Vnq;n′q′ term, and therefore the only one included, corresponds to
the 2-dimensional BO subspace spanned by two soft modes, labelled as (u1, u2), that are
present in the tetrahedral structure of the diamond vacancy. The BO surface described
by this term has three equivalent minima, corresponding to a tetragonal distortion along
each Cartesian direction. No matter how the orthogonal normal co-ordinates (u1, u2)
are chosen, it is not possible for the axes to pass precisely through the centre of more
than one of these minima at a time. This means that it is impossible to fully capture
the behaviour of the system with 3 minima using only the independent Vnq terms for
these soft modes – the associated coupled Vnq;n′q′ term must therefore be included.
In a similar way, the vibrational wavefunction for this 2-dimensional subspace of the
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BO surface cannot be described correctly as a product of two states labelled by the
two corresponding normal modes (u1, u2), as is done in equation (2.76). Separating the
wavefunction in this way breaks the rotational symmetry of the problem. Instead, for





and θu = arctan(u2/u1), where the ui are written in units of 1/
√
2|ωi,s|, with ωi,s the
imaginary harmonic soft phonon frequencies. This preserves the correct symmetry of the
problem and allows an accurate wavefunction to be determined. The usual wavefunction
|φ1(u1)〉 |φ2(u2)〉 is re-expressed as |R(ru)〉 |T (θu)〉, where |R(ru)〉 is written as a sum
of isotropic harmonic oscillator radial basis states, and |T (θu)〉 is a sum of sinusoids.
A total of 80 angular basis functions and 20 radial basis functions are used for these
calculations. As all of the other modes are almost harmonic and therefore well-described
by the independent terms, the energy contribution from this particular 2-dimensional
subspace can simply be added to the energy contributed by the rest of the modes of the
tetrahedral defect.
Even if we neglect all phonon coupling terms in the tetragonal symmetry state and
all but one in the tetrahedral state, it is still extremely computationally expensive to
map all 762 anharmonic modes for both symmetry states of the vacancy. However,
we can take advantage of the small anharmonicity in pristine diamond [75]. The fact
that pristine diamond is well-described by the harmonic approximation implies that a
necessary condition for modes to have significant anharmonic character is that they
are strongly affected by the presence of the vacancy. We expect that these modes will
generally have short wavelengths and high energies, as over longer length scales the effect
of the vacancy will be averaged out. The effect of the vacancy on each mode can be
calculated as the difference between the vacancy harmonic vibrational density of states
(vDoS) and the pristine vDoS at the frequency of each mode, ∆g(ω) = gvacvib (ω)−g
pris
vib (ω).
We can then obtain an accurate value for the anharmonic correction to the energy
without having to map all 762 modes by simply mapping the modes in descending order
of ∆g(ω), using the harmonic approximation for all unmapped modes, and converging
the anharmonic correction with respect to the number of modes mapped. Converging the
correction to within 0.1 meV requires 32 modes to be mapped for the tetrahedral state,
but 350 for the tetragonal state, implying that the distortion away from tetrahedral
symmetry leads to a significant increase in anharmonicity.
To further reduce the computational expense of the anharmonic calculations, an
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energy cut-off of 350 eV was used, with a 5× 5× 5 Monkhorst-Pack k-point grid [69], as
the shape of the BO surface is well converged for these parameters. In some calculations,
larger values of these parameters were used, corresponding to even stricter convergence
criteria. The energy differences between structures were converged to within 0.5 meV
per atom, with the self-consistency energy threshold for the DFT calculations set to
10−6 eV per atom. The anharmonic correction to the energy in the pristine 256-atom
supercell was calculated from the anharmonic correction for a 16-atom fcc supercell,
again to reduce the computational cost of the calculations.
4.3 Results
4.3.1 The Jahn-Teller effect and dynamical stability
Fig. 4.4 shows the calculated electronic density of states (eDoS) for the pristine, tetra-
hedral and tetragonal vacancy structures. There is little difference between the eDoS of
the pristine and vacancy states, apart from the appearance of a peak in the band gap
almost exactly at the Fermi level in the two vacancy structures. This is the defect state
predicted by the Watkins model that arises from the combination of the four ‘dangling
bonds’ around the vacancy. The inset to Fig. 4.4 shows that the peak splits into two
upon introduction of the tetragonal distortion, as would be expected for a static Jahn-
Teller distortion. These peaks correspond to the singly- and doubly-degenerate levels
predicted by the Watkins model (see Fig. 4.3) [148].
Harmonic vibrational calculations show that the tetrahedral state exhibits two soft
modes, with imaginary frequencies ω1,s and ω2,s, that correspond to tetragonal distor-
tions. The presence of soft modes means that, at the harmonic level, the tetrahedral
state is dynamically unstable. The tetragonal configuration, however, exhibits no soft
modes, and is therefore dynamically stable at the harmonic level. This leads to the con-
clusion that at the harmonic level of theory, a static Jahn-Teller distortion of tetragonal
symmetry is favoured, as expected.
Including anharmonicity in the treatment of the tetrahedral configuration provides
a very different picture. Fig. 4.5 shows the BO surface mapped along one of the soft
mode directions, split into its symmetric (even) and antisymmetric (odd) parts. The
antisymmetric part mostly arises due to the fact that any given direction cannot pass
through two minima and the origin, meaning that both minima cannot be well mapped
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Figure 4.4: Electronic density of states of diamond. The dotted line marks the Fermi energy,
εF. The inset contains the eDoS of the vacancy gap state, showing that the tetragonal distortion
splits the state into a singlet at around −0.3 eV and a doublet at around 0.3 eV.
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Figure 4.5: Anharmonic Born-Oppenheimer energy surface mapped along the direction of one of
the two soft modes of the tetrahedral structure, as well as its decomposition into symmetric and
antisymmetric parts. The symmetric part of the anharmonic energy surface is clearly quartic,
giving two minima.
by a one-dimensional slice, as discussed in Section 4.2.2. However, the symmetric con-
tribution clearly shows that quartic anharmonicity is present, as would be expected for
a soft mode.
To map all three tetragonal minima correctly, it is necessary to include coupling
between the soft modes by mapping the 2-dimensional subspace spanned by the two
soft modes, as discussed in Section 4.2.2. Fig. 4.6(a) shows the BO surface mapped on
this 2-dimensional subspace, and Fig. 4.6(b) shows the anharmonic ground state nuclear
density in the same subspace. In addition to the slice shown in Fig. 4.5, further slices
through the BO surface in Fig. 4.6(a) can be found in Appendix B. The anharmonic
ground state vibrational density of the tetrahedral structure has peaks in each of the
three minima of the BO surface, which lowers the overall energy of the system. The
fact that the wavefunction is shared between the minima shows that, when anharmonic
vibrational effects are included, the Jahn-Teller effect in this system becomes dynamic
rather than static, with the system maintaining the full Td point symmetry of the pristine
lattice.
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(a)
(b)
Figure 4.6: (a) Born-Oppenheimer energy surface in the plane spanned by the two soft modes
of the tetrahedral structure. The static tetrahedral structure lies on the local maximum at the
origin. Three equivalent minima corresponding to the three possible tetragonal distortions are
arranged symmetrically around the tetrahedral structure. Blue and red signify low and high
energies respectively. Each contour line represents an energy increase of 0.0615 eV.
(b) Anharmonic vibrational ground state probability density as a function of the amplitudes of
the soft modes of the tetrahedral structure. The density has three peaks that correspond to the
minima of the BO surface in (a).
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The dynamical stability of the tetrahedral state is somewhat sensitive to the exact
form of the BO surface found in the DFT calculations. If the relaxed LDA lattice con-
stant (3.529 Å) is used when mapping the 2-dimensional subspace of the BO surface
spanned by the soft modes, the tetrahedral state is dynamically unstable at 0 K, becom-
ing stable at 16.9 K. However, using the experimental lattice constant of 3.567 Å [163]
reduces the size of the dynamical instability significantly, decreasing the absolute value of
the already small ground state energy associated with the coupled soft modes’ subspace
by an order of magnitude. Using the experimental lattice constant results in the tetra-
hedral state becoming dynamically stable at 8.6 K in the calculations. Given the errors
inherent in DFT calculations, our results are consistent with the tetrahedral state being
dynamically stable down to liquid helium temperatures, as implied by experiment [152],
and even to absolute zero.
The minima in the BO surface are, in the polar co-ordinates defined in Section 4.2.2,
at ru = 1.64/
√
2|ωs|, θu = 39◦, 159◦, 279◦, which correspond to tetragonal distortions
along the x, z and y directions, respectively. ωs = (ω1,s + ω2,s)/2 ' ω1,s ' ω2,s. The
values of θu depend on the precise choice of the axes defined by the two soft modes.
The displacement patterns corresponding to the modes u1 and u2 in this work are pre-
sented in Appendix B, allowing these minima to be unambiguously identified. At these
minima, the four nearest neighbours of the vacancy are displaced from their tetrahedral
equilibrium positions; they are displaced by 0.074 Å away from the vacancy along the
distortion direction, but by half this distance towards the vacancy in the other two direc-
tions. This forms the two pairs of atoms seen in Fig. 4.2(c). The tetrahedral structure is
at a maximum of the BO surface along the direction of the soft modes, but a minimum
along all of the other modes, placing the tetrahedral structure at a saddle point of the
BO surface.
4.3.2 Thermodynamics of the neutral vacancy
The tetragonal and pristine structures are dynamically stable at the harmonic level, and
the previous section shows that the tetrahedral structure is also dynamically stable at
low temperatures when anharmonicity is accounted for. Having therefore established
that all three structures – tetrahedral, tetragonal and pristine – are dynamically stable
at low temperature at the anharmonic level, we turn to their thermodynamics. The
static lattice and vibrational energies at 20 K for all three structures are reported in
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Figure 4.7: (a) shows the harmonic vibrational density of states for the pristine, tetrahedral
vacancy and tetragonal vacancy structures in diamond, shown at high energies above 0.1 eV in
the main plot, and in full in the inset. Note the main differences between the vacancy states and
the pristine structure occur at high energies.
(b) shows the difference between the harmonic and anharmonic cumulative vDoS, ∆G(ε) =∫ ε
0
dε′ghar(ε
′) − ganh(ε′), of the vacancy and pristine structures, constructed using Gaussian
smearing of the frequencies.
95
Chapter 4. The Neutral Vacancy in Diamond
Static energies Vibrational energies
Structure Estatic (eV/atom) Ehar (eV/atom) ∆Eanh (meV/atom)
Tetrahedral 0.0292 (0.1826 ) 0.190
Tetragonal 0.0281 0.1831 0.821
Pristine 0.0000 0.1791 0.071
Table 4.1: DFT static lattice energies and vibrational energies for each structure at 20 K. The sec-
ond column shows the electronic static lattice energy Estatic per atom for the pristine, tetrahedral
and tetragonal structures relative to the pristine structure. The third and fourth columns show
the harmonic vibrational energy Ehar and anharmonic energy correction ∆Eanh = Eanh − Ehar
per atom for the three structures. The tetrahedral structure is dynamically unstable at the
harmonic level, as marked by (italicised brackets).
Table 4.1, whilst formation energies at the same temperature are reported in Table 4.2,
as at this temperature all three structures are dynamically stable. The harmonic energy
Ehar and the anharmonic correction ∆Eanh = Eanh − Ehar, per atom, are given, as well
as the vacancy formation energy, which is calculated as: [139]




where Evac and Epris are the total energies of the system with and without the vacancy,
respectively, and N is the number of atoms in the pristine supercell. The values of Ef
for the two different symmetry states of the vacancy are presented in Table 4.2, at three
levels of theory – static (electronic), harmonic vibrational, and anharmonic vibrational.
Because the tetrahedral state is dynamically unstable at the harmonic level (although
not at the anharmonic level), due to the presence of the two soft modes, a harmonic
vibrational energy cannot strictly be defined for this structure. Despite this, an estimated
value for the tetrahedral harmonic energy is included, calculated by simply cutting out
the contribution of the two soft modes, to enable comparisons between the two symmetry
states. The unphysical nature of such a procedure is highlighted by writing the results
within italicised brackets in Tables 4.1 and 4.2.
With this caveat in mind, we can look at the thermodynamic stability of the two
symmetry states at 20 K. When only electronic and harmonic effects are included in the
formation energy, the state with tetragonal symmetry is the most stable, although the
inclusion of harmonic vibrational effects reduces the Jahn-Teller relaxation energy – the
energy difference between the tetrahedral and tetragonal structures – from 0.275 eV to
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Vacancy formation energies





Tetrahedral 7.451 (8.343 ) 8.373
Tetragonal 7.176 8.185 8.376
Table 4.2: DFT formation energies at each level of theory for each structure at 20 K. The last
three columns show the formation energy at the static, harmonic, and anharmonic levels of




f , respectively. The tetrahedral structure is dynamically unstable
at the harmonic level, as marked by (italicised brackets).
0.158 eV. Upon inclusion of anharmonic effects, the tetrahedral state becomes the most
stable, as observed experimentally, by 3 meV. The predicted final formation energy for
the neutral vacancy, including anharmonic effects, is therefore 8.373 eV, which is close to
the estimates from experiments of 9–15 eV [164]. The formation energy of the unrelaxed
vacancy at the static level is calculated to be 8.166 eV, implying a total relaxation energy
of 0.989 eV at this level of theory. (This result is not included in Table 4.1).
Comparing the vDoS of the vacancy structures to that of pristine diamond gives
further insight into the effect of the vacancy on the vibrational properties. Fig. 4.7(a)
shows the harmonic vDoS for all three structures at high energies, with the full vDoS
as an inset, and Fig. 4.7(b) shows the difference between the harmonic and anharmonic




′) − ganh(ω′), for both symmetry states of the
vacancy as well as the pristine lattice. The cumulative densities of states were formed
by broadening the mode frequencies with Gaussians (of width 8.163 × 10−4 eV for the
vacancy states and 5.442× 10−3 eV for the pristine lattice) and cumulatively summing
them. This allows us to see how the presence of anharmonicity changes the frequencies
themselves. Fig. 4.7(a) confirms that the presence of the vacancy only has a significant
effect on high energy vibrations. This justifies our approach of including only the highest
energy vibrational modes in the anharmonic calculations. The atoms neighbouring the
vacancy tend to have larger vibrational amplitudes than the other atoms in the very
highest energy modes for both symmetry configurations, while for lower energy modes
the amplitudes are comparable.
Fig. 4.7(b) shows that the effect of anharmonicity is much more pronounced in the
tetragonal configuration than in the tetrahedral or pristine structures. In the tetra-
hedral and pristine structures, the changes in the vDoS are of a similar size, and are
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Figure 4.8: Temperature dependence of the formation energies of the tetrahedral and tetragonal
symmetry configurations of the neutral vacancy, including anharmonic effects but neglecting the
small thermal expansion.
much smaller than the changes seen in the tetragonal case. This demonstrates that
distortions away from the tetrahedral symmetry of the pristine lattice strongly increase
the anharmonicity of the phonon modes, with the tetrahedral vacancy retaining the
weak anharmonic character of pristine diamond. The optical modes at high energies are
clearly more affected by the inclusion of anharmonicity than the low energy acoustic
modes. In the pristine and tetrahedral structures, anharmonicity raises the frequency
of some modes whilst lowering those of others, leading to both positive and negative
values of ∆G. In the tetragonal configuration, however, it generally raises the frequency
of the modes by a small amount, showing that the leading anharmonic term is quartic in
character, as cubic anharmonicity always acts to lower the energy in one dimension [75].
Given the above results at 20 K, we can finally examine the temperature dependence
of the formation energies of the tetrahedral and tetragonal structures. Neglecting the
effect of thermal expansion, which is very small for diamond over the range of tempera-
tures considered [165], we can calculate the anharmonic vibrational contribution to the
free energy at a set of finite temperatures, as detailed in Section 2.3.2. For these calcu-
lations, 80 basis functions were used to obtain accurate excited vibrational states. Fig.
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4.8 shows the anharmonic formation energy of each symmetry state of the vacancy for a
range of temperatures up to 400 K. It is clear that the tetrahedral structure remains the
most stable over this temperature range – indeed, the difference in the formation energies
of the two symmetry states increases from 0.003 to 0.177 eV at 400 K. The calculated
value of the vacancy formation energy at room temperature (300 K) is 8.172 eV, again
in reasonable agreement with experimental estimates of 9–15 eV [164].
4.4 Summary
The results presented above show that the tetrahedral symmetry structure of the neu-
tral vacancy in diamond is stabilised down to almost zero temperature by anharmonic
vibrations, resolving an old discrepancy between first-principles calculations and exper-
imental work. The vacancy undergoes a dynamic Jahn-Teller distortion which has the
full Td point group symmetry of the pristine system, as observed experimentally. The
anharmonic vibrational wavefunction of the tetrahedral defect has been calculated, and
shown to be shared evenly among the three minima in the Born-Oppenheimer surface,
which correspond to the three tetragonal distortions. We have also calculated the tem-
perature dependence of the vacancy formation energy up to 400 K. The value obtained
for the formation energy of the neutral vacancy agrees well with experimental estimates
of 9–15 eV [164].
The work presented here provides the first demonstration that this method can be
used to study materials where a higher symmetry structure is stabilised by anharmonic
vibrations, whether at zero or finite temperature. This idea is pursued in the next
chapter of this thesis, applying the same methods to a system extremely different from
the case of the neutral vacancy in diamond.
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In this chapter, we examine the phase transitions of the ferroelectric material barium
titanate from first principles. Barium titanate is the prototypical ferroelectric ceramic,
but the nature of the transitions between the various ferroelectric phases and the cubic
non-ferroelectric phase is still under significant debate in the literature, with several
different models proposed. The work presented here applies the VSCF method used
throughout this thesis to obtain a description of the phase transitions of this material
directly from first principles for the first time. As part of this work, improvements to
the efficiency of the solution of the VSCF equations are made, and the effect of the
coupling between Γ-point phonons and macroscopic polarisation, which leads to the
well-known LO-TO splitting effect, is included in an anharmonic calculation for the first
time. Our results are in qualitative agreement with the order-disorder description of
phase transitions in barium titanate, with 8 equal regions of probability density at high
temperature, which gives way to a lower symmetry configuration at lower temperatures.
However, the results also demonstrate that the level of theory used here is insufficient
to describe all three phase transitions quantitatively, and that further effects should be
included to improve the accuracy of this description.
5.1 Background
5.1.1 Ferroelectricity
In 1920, it was discovered that the compound potassium sodium tartrate tetrahydrate
(KNaC4H4O6·4H2O), usually known as Rochelle salt, possessed an unusual property [166,
167]. A graduate student, Joseph Valasek, found that the electric polarisation of Rochelle
salt exhibited a hysteresis loop as an applied electric field was varied, analogous to that
of the magnetisation in a ferromagnet as an applied magnetic field is varied. Due to the
striking similarity between these behaviours, the effect became known as ferroelectricity,
despite the fact that few ferroelectric materials actually contain iron (the source of the
‘ferro’ prefix).
Nowadays, it is recognised that the classification of ‘ferroelectric’ is just one of sev-
eral different ways that insulating materials can be categorised, depending on how their
electric polarisation P changes in response to external factors. The changes in polari-
sation in response to the relevant external factors for each of these classes – dielectrics,
paraelectrics, piezoelectrics, pyroelectrics and ferroelectrics – are shown in Fig. 5.1 [168].
102
















Figure 5.1: Typical responses of the polarisation of different classes of materials when subjected
to various external factors [168]. P is the polarisation and E the electric field throughout. In
(d), TC is the Curie temperature.
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All insulators that do not belong to one of the other categories are dielectrics, which
have no inherent polarisation, but become polarised in response to an external electric
field E. A normal dielectric will typically have P ∝ E (Fig. 5.1(a)). The behaviour
of paraelectric materials is similar, but the relationship between P and E is instead
non-linear, with P often increasing rapidly for low values of E before levelling off (Fig.
5.1(b)). In piezoelectric materials, polarisation and mechanical stress are coupled, with
the application of one resulting in the other appearing (Fig. 5.1(c)) [169, 170]. Simi-
larly, in pyroelectric materials polarisation and temperature are linked – changing the
temperature results in a change in polarisation, and such materials have a spontaneous
polarisation (Fig. 5.1(d)) [170, 171]. Finally, ferroelectrics are defined as those materials
that possess a spontaneous polarisation which can be reoriented by the application of a
sufficiently strong electric field (Fig. 5.1(e)) [170, 172].
These last three classes – piezoelectrics, pyroelectrics and ferroelectrics – form a hier-
archy: all pyroelectrics are piezoelectric (although not vice versa), and all ferroelectrics
are pyroelectric, and thus also piezoelectric (although not vice versa) [170]. Rochelle
salt itself was known for its piezoelectric and pyroelectric properties before its ferro-
electric behaviour was discovered [173]. Ferroelectric materials are also typically only
ferroelectric below what is known as the Curie temperature TC , which varies from mate-
rial to material. Above this temperature, the ferroelectric properties disappear and the
material becomes paraelectric [170].
Thanks to their unique properties, ferroelectric materials have many technological
applications. Some applications make use of the fact that all ferroelectrics are piezoelec-
tric, employing them to produce and sense sound or ignite fuel in lighters, whilst other
applications make use of their pyroelectric properties, allowing them to be used as heat
sensors, for example [173]. The possibility of switching the polarisation direction can
also be utilised, which allows for the production of ferroelectric memory for computers,
instead of the more usual magnetic memory [174]. The extreme sensitivity of ferroelec-
tric materials to external electric fields, especially near TC , allows tunable capacitors
to be produced as well [173]. A further possibility that is an active area of current
research is that of multiferroics – materials where the phenomena of ferroelectricity and
magnetism are coupled, allowing applied electric fields to affect the magnetisation of
such a material, or vice versa [175, 176]. These applications, both established and novel,
make ferroelectrics an extremely important research topic, and makes understanding the
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phenomenon in common ferroelectric materials vital.
5.1.2 Barium titanate
After the discovery of ferroelectricity in Rochelle salt in 1920, ferroelectricity was re-
garded largely as an academic curiosity for the next twenty-five years. Only one further
ferroelectric, potassium dihydrogen phosphate (KH2PO4), often known as KDP, was
found in 1935 [173, 177]. With only two ferroelectric materials known, both simple
salts, it was assumed that the phenomenon was rare, and was caused by the ordering
of protons within the molecules [178, 179]. This state of affairs was completely over-
turned with the discovery of ferroelectricity in a crystalline oxide – barium titanate
(BaTiO3) [180–183].
Barium titanate is a member of the extremely well-studied perovskite class of ma-
terials. As shown in Fig. 5.2, the fundamental structure of a perovskite is cubic. In a
general perovskite with chemical formula ABO3, the oxygen ions form corner-sharing
octahedra around the B ions, whilst the A ions sit in the spaces in between, resulting
in a space group of Pm3̄m. Many materials with perovskite or perovskite-like structures
are technologically important, including materials with colossal magnetoresistance [184,
185], photovoltaics [186, 187], and high-temperature superconductors [188]. However,
this perfect cubic structure can be unstable with respect to various symmetry-breaking
distortions, depending on the identities of the A and B ions, giving rise to lower symme-
try phases. These instabilities will reveal themselves as soft modes present in the cubic
structure, often involving rotations or distortions of the octahedra.
The phase diagram of barium titanate perovskite exhibits several different phases of
varying symmetry: hexagonal (space group C63/mmc) [189], cubic (Pm3̄m), tetrag-
onal (P4/mmm), orthorhombic (Amm2 ), and rhombohedral (R3m) symmetry [190,
191]. At zero pressure, the phase transition temperatures are 183 K (rhombohedral-
orthorhombic), 278 K (orthorhombic-tetragonal), 393 K (tetragonal-cubic), and finally
1733 K (cubic-hexagonal) [190, 191]. The transition between the cubic and hexagonal
phases is slow, and a stable polymorph with hexagonal symmetry has been observed
well below 1733 K [190, 192, 193]. The cubic phase is non-ferroelectric, whilst the
tetragonal, orthorhombic and rhombohedral phases are ferroelectric. Weak ferroelectric
behaviour has also been observed in the hexagonal phase at low temperatures [192]. An
approximate phase diagram for barium titanate is shown in Fig. 5.3 [194, 195].
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Figure 5.2: The cubic perovskite crystal structure of materials with the general formula ABO3.
Species A is green, B grey, and O red. The oxygen ions form an octahedral ‘cage’ around the
B ions, with each O being shared between two octahedra. The A ions lie in the spaces between
these octahedra.
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Figure 5.3: Phase diagram of barium titanate over a range of temperatures and pressures, adapted
from Refs. 194 and 195. The main plot shows the low-temperature ferroelectric phases of barium
titanate. The inset shows the high-temperature transition between the cubic and hexagonal
phases. As the cubic-hexagonal phase transition is somewhat more complicated than the others,
this is only shown at zero pressure.
107
Chapter 5. Ferroelectric Phase Transitions in BaTiO3
Thanks to its status as the first crystalline oxide ferroelectric to be discovered, bar-
ium titanate is often seen as the archetype of this class of ferroelectrics, of which many
examples have now been found [196–200]. However, the nature of the phase transi-
tions between the ferroelectric rhombohedral, orthorhombic and tetragonal phases, and
the non-ferroelectric cubic phase in BaTiO3 is still under some debate. Obtaining an
understanding of these phase transitions in the prototypical material for an extremely
important class of ferroelectrics is key to furthering our knowledge of these materials,
and is the focus of this work.
5.1.3 Ferroelectric phase transitions in BaTiO3
Ferroelectric phase transitions are conventionally thought to fall into one of two groups:
order-disorder transitions, or displacive transitions [178]. Displacive transitions, perhaps
the simpler of the two, occur when a polar soft mode present in the high-temperature,
non-ferroelectric phase condenses out below a certain temperature, resulting in a polar
distortion of the high-temperature unit cell and a macroscopic dipole moment. Order-
disorder transitions, however, are different – each unit cell is already distorted, and
therefore possesses a dipole moment, but this moment can be pointing along any one
of several different possible directions. In the high-temperature phase, the number of
moments pointing along each direction is evenly distributed, leading to an average dipole
moment of zero. Below the Curie temperature, however, the individual moments order
along a given direction to give a non-zero average dipole moment. Applying a sufficiently
strong electric field can then make a different ordering direction more favourable, chang-
ing the direction of the average dipole moment and resulting in a hysteresis loop – the
signature of ferroelectric behaviour.
The ferroelectric behaviour of Rochelle salt, KDP and other similar materials has
been conventionally explained using the order-disorder model, with the various order-
ings of the protons corresponding to the different distortions [178, 179]. BaTiO3 and
other similar perovskites were traditionally thought to instead exhibit displacive phase
transitions, due to the condensation of polar soft modes [201–204]. Recent work has
shown, however, that this traditional view may not be justified, and in fact the division
of ferroelectrics into either displacive and order-disorder materials may not be correct
in general [178, 205, 206]. There has been some significant support for BaTiO3 to be
viewed as an order-disorder ferroelectric [207–211], whilst other work has suggested it
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(a) Tetragonal (b) Orthorhombic (c) Rhombohedral
Figure 5.4: Direction of the macroscopic polarisation in each of the three ferroelectric phases of
barium titanate. Relative to the cubic lattice vectors, the polarisation lies along the directions
[1 0 0], [1 1 0], and [1 1 1] in the tetragonal (a), orthorhombic (b) and rhombohedral (c) phases
respectively.
is in fact a mixture of both classes [178, 205, 212–215]. A ferroelectric-antiferroelectric
model has also been suggested [216].
The ferroelectric distortions in BaTiO3 can be described as being due to the motion
of the Ti4+ ions relative to the octahedra formed by the O2− ions [207, 208]. These
distortions manifest themselves as three degenerate soft modes at the Γ-point, which
together span the 3 possible Cartesian directions of the Ti4+ motion. The ferroelectric
phases of BaTiO3 are differentiated by the different directions of the polarisation in each
phase – P lies along [1 0 0] in the tetragonal phase, [1 1 0] in the orthorhombic phase, and
[1 1 1] in the rhombohedral phase, as shown in Fig. 5.4 [216]. In the displacive model
for the phase transitions, this is thought to be due to a series of soft modes condensing,
moving the Ti4+ ions so they are distorted first along the [1 0 0] direction, then the [1 1 0]
direction, and finally the [1 1 1] direction.
However, the order-disorder model sees this differently. Taking the high-temperature
cubic phase as the reference structure, the model rests on the existence of eight equivalent
minima in the BO surface, corresponding to the body diagonals of the cubic unit cell
– [1 1 1], [1̄ 1 1], [1̄ 1̄ 1], etc. [207] At high temperature in the cubic phase, all eight of
these minima are ‘occupied’ – that is, the vibrational wavefunction has an equal peak in
each minimum, corresponding to there being an equal probability for the Ti4+ ion to be
distorted along each diagonal. On average, therefore, the displacement of the Ti4+ ion
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is zero, giving the cubic phase. As the temperature is reduced, the number of occupied
minima (or peaks in the wavefunction) is cut in half every time a phase transition occurs.
In the tetragonal phase, only the four minima corresponding to the four diagonals with
a positive x-component are occupied, namely [1 1 1], [1 1 1̄], [1 1̄ 1] and [1 1̄ 1̄], resulting
in an average Ti4+ displacement, and thus a polarisation, along the [1 0 0] direction.
Similarly, in the orthorhombic phase, only the [1 1 1] and [1 1 1̄] minima are occupied,
giving a polarisation along the [1 1 0] direction, and in the rhombohedral phase only the
[1 1 1] minimum is occupied, resulting in a polarisation along [1 1 1]. The VSCF method
is extremely well suited to examining this order-disorder picture for BaTiO3, thanks to
the ability to calculate the vibrational wavefunction, a key quantity. The aim of this
work is to apply the VSCF method to this system, using the high-temperature cubic
structure as a reference, to see whether the order-disorder model provides an accurate
description of the ferroelectric phase transitions from first principles.
5.1.4 The modern theory of polarisation
As we have already seen, one of the key quantities in the study of ferroelectrics, as well
as several other classes of materials, is the macroscopic electric polarisation P. As we
are able to calculate the electronic density using DFT, it might seem that obtaining the
polarisation should be trivial: a simple matter of integrating rnelec(r) over all space,
or just over in the unit cell in periodic boundary conditions, before adding in the ionic
contribution. However, reality is not so simple – the resulting polarisation will depend on
the shape and size of the unit cell chosen [217]. In fact, it can be shown that polarisation
is a multi-valued quantity, with its values forming a lattice known as the polarisation
lattice. The macroscopic polarisation is therefore not a bulk quantity, but can take any
one of an infinite array of values dependent on the precise shape of the block of the
material in question.
The solution to this problem is through the realisation that, although the absolute
value of the polarisation is multi-valued, in experiment we actually measure differences
in polarisation. From a theoretical point of view, working with polarisation differences
also solves the problem of polarisation being multi-valued, as such differences are single-
valued and well-defined [217]. If the shape and size of the unit cell is maintained through-
out some change that affects the value of the polarisation, the polarisation will change
smoothly and continuously from its equilibrium value; the system will remain on the
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same ‘branch’ of the polarisation lattice, where each branch corresponds to a different
choice of unit cell and thus different equilibrium value. No matter which branch the sys-
tem is on, the polarisation changes by the same amount, meaning we can meaningfully
assign the polarisation a value relative to its value at equilibrium. This is the basis of
the well-established and successful modern theory of polarisation [218–220].
In this chapter, we use a cubic unit cell, like that shown in Fig. 5.2. The highly
symmetric structure forces the polarisation to be 0 at equilibrium [220], and any value
given for the polarisation should be understood as a difference from this equilibrium
value.
5.2 Computational methods
5.2.1 Γ-point phonons and electric fields
In polar materials like BaTiO3, the distortion associated with a phonon excitation can
result in a dipole moment. In particular, if the phonon in question is at the Γ-point, i.e.,
(0 0 0), the dipole moments in all the unit cells will be aligned, resulting in a macroscopic
electric field, which the dipole moments will then in turn interact with. This can result
in quite sizeable effects, such as the well known LO-TO splitting, where the degeneracy
of the longitudinal optical (LO) and transverse optical (TO) modes at Γ is lifted [221].
As we are interested in polar distortions of BaTiO3 at the Γ-point, including this effect
will be very important to ensure all the relevant physics is captured.
The theory of how to include this interaction between the macroscopic electric field
and the Γ-point phonons is well understood in the harmonic approximation [221, 222],
and can easily be calculated within common DFT codes like CASTEP [223]. A point of
particular interest is that the results of the calculation change depending on the direction
along which q→ 0. However, to the best of our knowledge, this interaction has not been
implemented in a VSCF calculation, or indeed any anharmonic vibrational calculation
to date. In view of this, the theory required to include this effect in VSCF calculations
is described below, with q → 0 along the x-axis initially, before generalising this result
to an arbitrary direction.
Two quantities that feature heavily in the derivations below are the Born effective







, and the electric susceptibility χij =
ε∞ij − δij [221]. Here, E represents the electronic energy, Ei a macroscopic electric field,
111
Chapter 5. Ferroelectric Phase Transitions in BaTiO3
Ω0 the unit cell volume, Pi the polarisation, ε
∞
ij the dielectric permittivity, and Xα;i a
displacement of the αth atom. As the Born effective charges represent the difference
in polarisation resulting from a change in the positions of the atoms, they can only be
used to calculate differences in polarisation, making them an excellent example of the
modern theory of polarisation at work [220]. Both Z∗α;ij and χij can be calculated within
CASTEP [223], and the values obtained are used as input for the anharmonic calculations.
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As we are only interested in q = 0, we only need to consider a single unit cell, so the
summation over p can be neglected.
We can write the polarisation (in reality the change in polarisation relative to the
































Here we have substituted in the expression for Xα;i from equation (2.63), taken q = 0
(and therefore removed it as a label), and finally defined w′n;αj =
1√
mα
wn;αj , the phonon
eigenvectors normalised by the square root of the atomic mass, for convenience.
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where we have substituted in for Pi from equation (5.3).
We now take q to be approaching Γ along the x-axis. This means that qi = Ei = 0



























n;αk = E1 +
∑
k
χ1kEk = (1 +χ11)E1 = ε
∞
11E1 , (5.7)













n;αk for i = 1
0 otherwise
. (5.8)
If we substitute equation (5.8) back into the Hamiltonian of equation (5.2) and














































The summations in the last two terms are identical, meaning they can be combined.
The resulting constant in front of the summations can be simplified by using the fact
that, in BaTiO3, ε
∞


















































+ Vel(u) + Vq=0(u) .
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If q → 0 along a direction other than the x-axis, it is a simple matter to transform
the problem into the one described above, by rotating the Cartesian axes so that the
direction along which q → 0 becomes the new x-axis. This can be achieved by using
the rotation matrix U to transform the phonon eigenvectors, Born effective charges,















ij Ulj . U can be computed using Rodrigues’s rotation formula [224, 225].
If the direction along which q→ 0 is defined by the unit vector n̂ = (n1, n2, n3), an axis



















Once the relevant quantities have been transformed using U , in analogy to equation



















All of the above assumes that the Born effective charges remain constant as the
atoms are displaced. This is not in general a good assumption, and previous studies
have shown that in BaTiO3 and similar compounds the Born effective charges vary with
atomic position [226–228]. However, this can easily be included in the final result of
equation (5.11) by replacing the constant Z∗α;ij with Z
∗
α;ij(u). One practical consider-
ation is that to calculate the Born effective charges at a given configuration of nuclei
requires a full phonon calculation, which becomes too computationally expensive to do
at every point when mapping two-dimensional terms. Instead, we can expand Z∗α;ij(u)







nα;ij(un), which is analogous to equation (2.73). There are
then few enough mapping points that these one-dimensional terms can be easily mapped.
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Comparisons to previous results [226] show that this is a good approximation, and there-
fore this method is used for the calculations in this chapter.
Equation (5.11) shows that Vq=0(u) is quadratic in the mode amplitudes un, so the
expansion of the BO surface needs to include at least two-dimensional terms including
all the modes involved. Dealing with all these coupled terms requires significant com-
putational effort, and ideally a more efficient way of calculating the integrals needed to
construct and diagonalise the vibrational Hamiltonian.
5.2.2 Clenshaw-Curtis quadrature
As described in Section 2.3.3, in order to solve the VSCF equation we first need to
express the Hamiltonian in our chosen basis: typically the one-dimensional simple har-
monic oscillator eigenstates. Doing this involves computing many integrals – for each
n-dimensional term in the Hamiltonian, we will have a 2n-dimensional integral, which
can be decomposed into a number of one-dimensional integrals which scales as O(N2nbasis),
where Nbasis is the size of the basis set. When coupling between several modes is impor-
tant, as is the case in BaTiO3, this rapidly becomes expensive, and a method of reducing
this cost becomes especially desirable.
One way to address this problem is to simply increase the speed of each integration.
The VSCF method used in this thesis typically uses the extremely well-established and
simple trapezoid rule [229], where the interval of integration is divided up into many
small parts of width dx, the integrand f(x) is evaluated at a point in each of these
parts xi, and the result is summed, giving the result I =
∑
i f(xi)dx. A typical number
of evaluation points is around 5000 for each one-dimensional integral, meaning that
for an n-body term we have (5000Nbasis)
2n evaluation points. We could simply reduce
the number of evaluation points per one-dimensional integral to reduce the cost of the
trapezoid rule, but accuracy is rapidly lost for numbers of evaluation points less than
5000. Instead, we can turn to other methods of integration that can provide similar
accuracy to the trapezoid rule with fewer evaluation points – quadrature methods.
The most famous quadrature method for evaluating integrals is that of Gaussian
quadrature. This method assumes our integrand can be written as f(x) = g(x)w(x),
where w(x) is a weight function, which should contain any singularities present in f(x).
Gaussian quadrature then rests upon finding a set of polynomials {pn(x)} that are
orthogonal under w(x) over the integration interval [a, b], and evaluating g(x) at the
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zeroes of these polynomials {xi;n} [230–232]. These values are then summed with ap-
propriate weights to give the final result I =
∑









, where an is the coefficient of x
n in pn(x) [93]. If N
evaluation points are used, which corresponds to evaluating g(x) at the zeros of pN (x),
the result will be exact if g(x) is a polynomial of order less than or equal to 2N − 1.
Gaussian quadrature is an extremely well studied method, and much theory and many
computational routines are available for specific weight functions and integration inter-
vals. Examples of these different flavours of Gaussian quadrature include Gauss-Legendre
(w(x) = 1, a = −1, b = 1), Gauss-Jacobi (w(x) = (1 − x)α(1 + x)β, a = −1, b = 1),
Gauss-Hermite (w(x) = e−x
2
, a = −∞, b = ∞) and Gauss-Laguerre (w(x) = xαe−x,
a = 0, b =∞). Outside of these well-studied cases, some routines are also available for
the general case [93, 233]. However, Gaussian quadrature does have several drawbacks.
Firstly, because the evaluation points for different values of N are the zeroes of different
polynomials, in general they cannot be reused for different orders, which results in many
more function evaluations than would otherwise be required. In addition, the pairing of
the weight function and integration interval required here is non-standard – the most
sensible choice of weight function is w(x) = e−x
2
, as this forms part of all the basis
functions, but a 6= −∞ and b 6= ∞, unlike in Gauss-Hermite quadrature. Tests con-
ducted as part of this work showed that the routines used to determine the appropriate
orthogonal polynomials for this weight function and interval proved to be unstable, as
they depended strongly on small differences between increasingly large numbers. Be-
cause of these failings, we instead turn to a different way to evaluate the integrals –
Clenshaw-Curtis quadrature.
Clenshaw-Curtis quadrature relies on expanding the integrand f(x) in terms of
Chebyshev polynomials {Tk(x)} [234]. As Tk(cos θ) = cos(kθ), this is precisely equiv-
alent to changing variables from x to θ via the transformation x = cos θ, and then


















0 f(cos θ) cos(kθ)dθ are the coefficients of the cosine series. Although here
we use the interval [−1, 1], any interval can easily be considered by changing variables
to map it onto [−1, 1]. If we truncate our Chebyshev expansion of f(x) at order N , or
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equivalently only want to conduct N + 1 function evaluations, we only require a2k with


















The aN and a0 terms have only half the weight of the others, to avoid aliasing. These






















As can be seen from equation (5.18), f(x) is evaluated at the extrema of the highest





. If we substitute equation (5.18) into
equation (5.17) and rearrange, using − cos nπN = cos
(N−n)π
N , we can find an expression



























































































Although in theory Clenshaw-Curtis quadrature with N points is only exact for poly-
nomial integrands of order less than or equal to N − 1, in many practical situations
Clenshaw-Curtis quadrature is as accurate as Gaussian quadrature [236]. This is due
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to the fact that an expansion of many functions in terms of Chebyshev polynomials
converges very quickly. In particular, the Gaussian function e−x
2
, which forms the only
non-polynomial factor in the integrands here, can be well described using a Chebyshev
expansion with order around 15 [237]. This, combined with the fact that the evaluation
points can be re-used for lower order integrands, makes Clenshaw-Curtis quadrature an
appropriate choice for our purposes here.
5.2.3 Density functional theory calculations
In addition to the terms arising from the interaction between Γ-point phonons and the
macroscopic electric field described above, it is of course necessary to first obtain a geom-
etry optimised structure, before mapping the BO surface as usual. The DFT calculations
used to do this were performed using CASTEP version 16.1 and the corresponding ‘on-
the-fly’ norm-conserving pseudopotentials generated by CASTEP [60]. In all calculations,
a grid scale of 2.0 was used. The ferroelectric properties of BaTiO3 and other similar
materials are known to be extremely sensitive to the volume of the cell used [212, 238,
239], so it is very important to get the lattice constant correct when optimising the cell
geometry. In order to fulfil this requirement, we used the PBEsol exchange-correlation
functional [46], which was designed to give accurate lattice constants and volumes. Of
the most common (semi-)local functionals available, the PBEsol functional was found
to give a cubic lattice constant of 3.981 Å, the closest to the experimental value of
4.012 Å [240, 241] of the most common (semi-)local functionals available. The lattice
constant was then made to match the experimental lattice constant by applying a exter-
nal pressure of −0.4 GPa. The plane-wave cut-off energy was taken to be 700 eV, and
an 11× 11× 11 Monkhorst-Pack grid was used.
As noted above, the ferroelectric distortions we are interested in are associated with
three degenerate soft modes at the Γ-point. As we are only interested in Γ, we only
need to consider the normal modes of a single unit cell, and as we are only interested
in the soft modes, we only need to anharmonically map the BO surface in the subspace
spanned by those modes. All modes other than the soft modes are therefore described
within the harmonic approximation. In addition to simply mapping the one-dimensional
terms associated with the soft modes in the BO surface expansion of equation 2.73,
the inclusion of the interaction described in Section 5.2.1 means that we also need to
include coupling between these soft modes. This means three two-dimensional terms,
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one for each possible pairing of the soft modes, need to be mapped as well. Since the
three soft modes are degenerate, we can select appropriate displacement patterns for
the three modes to make the calculations simpler – here we use displacement patterns
that correspond to Ti4+ ions distorting along the [0 1 1̄], [0 1 1] and [1 0 0] directions. This
ensures that the three two-dimensional terms include the minima along the [1 1 1], [1̄ 1 1],
[1̄ 1̄ 1], etc. directions, which would not be included if we chose displacement patterns
aligned with the Cartesian axes. The chosen displacement patterns can be found in
Appendix C.
The harmonic calculations were carried out using the finite displacement method of
Section 2.3.1 with atomic displacements of 0.00529 Å (0.01 bohr), whilst the anharmonic
calculations were conducted using the VSCF method of Section 2.3.2. As the most im-
portant terms in the expansion of the BO surface in BaTiO3 are the two-dimensional
terms, the VSCF+f method of Section 3 was not used, as it provides only minimal im-
provement for two-body terms. The three-dimensional term coupling all three soft modes
together was also mapped, but due to the rapid increase in the number of integrals re-
quired for higher dimensional terms, solving the VSCF equations becomes prohibitively
expensive, even with the improvements outlined in Section 5.2.2. For this reason the
three-dimensional and higher terms in the BO surface expansion are neglected. 21 map-
ping points are used per mode for the mapping of the BO surface, with further details
of the mapping process described in Section 5.3.1. The variation of the Born effective
charges is also mapped along each mode, as noted above, using 21 points per mode,
whilst the dielectric permittivity, and thus the electric susceptibility, is assumed to re-
main constant at the value calculated for the cubic structure, 6.3636. When solving the
VSCF equations, 40 simple harmonic oscillator basis functions are used per mode as a
basis in which to diagonalise the Hamiltonian. For the three soft modes, a frequency of
0.218 eV (8× 10−3 a.u.) is used to create these basis functions. The required integrals
are evaluated using a 110-point Clenshaw-Curtis quadrature method.
5.3 Results
5.3.1 Mapping the Born-Oppenheimer surface and Born effective charges
Obtaining a solution to the modified VSCF equations (equation (5.12)) relies on the input
of several calculated quantities – the BO surface itself, the variation of the Born effective
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Figure 5.5: Two 2-D subspaces of the Born-Oppenheimer surface spanned by the three soft
modes of cubic BaTiO3. u1, u2, and u3 relate to soft modes corresponding to distortions along
the [0 1 1̄], [0 1 1], and [1 0 0] directions. ‘puc’ stands for ‘per unit cell’. The main figures show
the subspaces mapped out to low amplitudes, whilst the insets show them mapped out to much
higher amplitudes. Blue and red signify low and high energy parts of the BO surface respectively.
Each contour line represents an energy increase of 0.865 eV in the insets, and 4.24 and 4.37 meV
in the main figures of (a) and (b) respectively.
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charges, and the dielectric permittivity. Fig. 5.5 presents two of the two-dimensional
subspaces of the BO surface mapped as part of this work, with Figs. 5.5(a) and 5.5(b)
corresponding to the coupling between the u1 and u3 soft modes, and the u2 and u3 soft
modes, respectively. Here, and indeed in the rest of this section, u1, u2, and u3 will be
used as shorthand for the soft modes with the Ti4+ ions moving along the [0 1 1̄], [0 1 1],
and [1 0 0] directions, respectively. All three of these soft modes are degenerate, as noted
previously, with a frequency of ωs = 23.8i meV. In both figures, four minima in the BO
surface are visible, which together correspond to the eight possible directions of Ti4+
distortion discussed in Section 5.1.3. This agrees with the picture behind the order-
disorder theory of the transitions of BaTiO3 [207], lending support to this description of
the ferroelectric transitions.
The main parts of Figs. 5.5(a) and 5.5(b) show the BO surface mapped out to





〈u2s〉 is the harmonic expectation value of the squared mode amplitude
of an oscillator with frequency |ωs|. The insets, however, show the BO surface mapped
out to much larger amplitudes, around 13
√
〈u2s〉, to ensure that basis functions which
are non-zero at large amplitudes can still be dealt with accurately. To obtain both a
detailed picture of the BO surface around the cubic structure, and a mapping out to
very large amplitudes, 17 mapping points per mode were used to map the BO surface up
to amplitudes of 5
√
〈u2s〉. 4 more mapping points per mode were then used to complete
the mapping out to large amplitudes, with a much larger spacing between them. This
allowed for both fine detail of the central region of interest, and a broad picture of the
overall BO surface.
The Born effective charges were also mapped using the same scheme as the BO surface
itself, with a fine mapping using 17 points at small amplitudes, followed by a coarser
mapping using 4 more points out to larger amplitudes. An example of the resulting form
of the Born effective charges is shown in Fig. 5.6. This shows the variation in the xx
component of the Born effective charges as the amplitude of the u3 soft mode (which
corresponds to distortion along the x direction) changes. If we take the Ti4+ ion to be
at the origin at equilibrium, we can see that the charge on the O2− ion that lies along
the x-axis and the charge on the Ti4+ ion itself are heavily affected by the distortion,
whilst the charges on the other two O2− ions and the Ba2+ ion is barely affected. Both
the Ti4+ and x-axis O2− ions have charges significantly higher than their formal charges
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Figure 5.6: Variation of the xx component of the Born effective charges of the five ions in BaTiO3
as a function of u3, the amplitude of the soft mode corresponding to distortion in the x direction.
If we take the Ti ion to lie at the origin, there are three O ions lying on the three Cartesian axes,
which are referred to on the graph as O-x, O-y, and O-z. The behaviour of the Born effective
charge of O-x as a function of u3 is significantly different to that of O-y and O-z, both of which
exhibit identical behaviour.
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at equilibrium, although they reduce as the amplitude increases; Ti4+ essentially tends
to its formal charge, while the x-axis O2− remains somewhat higher. The other O2−
ions have a charge that is essentially equal to their formal charge, whilst the Ba2+ ion
has a charge that is somewhat higher than its formal charge.
With the Born effective charges mapped as shown above, and a value for the dielec-
tric permittivity calculated, we can examine the effect of the interaction between the
macroscopic polarisation and Γ-point phonons on the BO surface. Figs. 5.7(a) and (b)
show the correction to the BO surface, Vq=0, in the u1-u3 and u2-u3 two-dimensional
subspaces respectively, with q → 0 along the x-axis. The magnitude of this correction
shows that the interaction between the macroscopic polarisation and Γ-point phonons is
significant, on the order of several meV in the region of the minima of the BO surface.
However, despite this correction to the BO surface, it is clear that this interaction alone
will not lead to a full first-principles explanation of the phase transitions in BaTiO3.
Fig. 5.7 shows that the inclusion of this effect favours areas where the product of mode
amplitudes uiuj is positive, and penalises areas where uiuj is negative – a feature that
makes sense, given the form of Vq=0(u) in equation (5.11). This is true no matter which
direction q approaches Γ from, with the same minima of the BO surface simply favoured
by differing amounts depending on the direction. This means that any predicted phase
transitions will be largely unaffected by the direction q approaches Γ from.
5.3.2 The nuclear probability density
Figs. 5.8 and 5.9 present the calculated nuclear probability density in the two-dimensional
subspaces previously shown in Fig. 5.5, at 5 K and 6000 K respectively. The reasoning
behind choosing such a high temperature in Fig. 5.9 is addressed below, but first we make
some important observations about the features of the two figures. In both figures, there
are 8 clear regions of significant probability density (each containing several subsidiary
peaks), which directly correspond to the 8 wells in the BO surface shown in Fig. 5.5.
This provides further support for the order-disorder picture, as we can see the system
localising in the minima of the BO surface. Fig. 5.8 shows that the nuclear probability
density is more localised in certain minima at low temperatures, whilst Fig. 5.9 shows
that at higher temperatures the probability density is shared much more evenly across
all 8 minima. This demonstrates that calculations using the VSCF method predict
that, as temperature is increased, a transition from an ordered state, where a particular
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(a)
(b)
Figure 5.7: The correction to the Born-Oppenheimer surface due to the interaction between
Γ-point phonons and the macroscopic polarisation, with q approaching Γ along the x-axis. (a)
shows this correction in the two-dimensional subspace spanned by the u1 and u3 soft modes,
whilst (b) shows the same in the subspace spanned by the u2 and u3 soft modes. u1, u2, and u3
relate to soft modes corresponding to distortions along the [0 1 1̄], [0 1 1], and [1 0 0] directions.
‘puc’ stands for ‘per unit cell’. Blue and red signify low and high energy parts of the correction
respectively. Each contour line represents an increase of 0.311 and 0.670 meV in (a) and (b)
respectively. Note the strong similarities between (a) and (b) – both favour areas where uiuj is
positive, and penalise areas where uiuj is negative.
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(a)
(b)
Figure 5.8: The calculated nuclear probability density at 5 K, shown in the two 2-D subspaces
spanned by the three soft modes of cubic BaTiO3. q→ 0 along the x-axis. u1, u2, and u3 relate
to soft modes corresponding to distortions along the [0 1 1̄], [0 1 1], and [1 0 0] directions. Blue
and red signify low and high probability density respectively. Note the significant differences
between the 8 peaks visible in (a) and (b), resulting in a low symmetry state on average.
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(a)
(b)
Figure 5.9: The calculated nuclear probability density at 6000 K, shown in the two 2-D subspaces
spanned by the three soft modes of cubic BaTiO3. q→ 0 along the x-axis. u1, u2, and u3 relate
to soft modes corresponding to distortions along the [0 1 1̄], [0 1 1], and [1 0 0] directions. Blue
and red signify low and high probability density respectively. Note the strong similarity of all 8
peaks visible in (a) and (b) – this results in a high symmetry state on average.
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minimum or set of minima is preferred, to a disordered state, where all directions are
equally likely, occurs. This is precisely as the order-disorder model of the ferroelectric
phase transitions in BaTiO3 predicts, and lends support to this picture of the material.
The high temperature calculations are performed at 6000 K, a much higher tempera-
ture than might be expected for seeing the transition from a low symmetry wavefunction
to a higher symmetry one. This is because of the large energy spacing between the cal-
culated anharmonic vibrational states of each of the soft modes, which is on the order of
0.1 eV. Up to around 300 K, this large energy spacing means that only the ground state
is appreciably occupied, meaning that the probability density at 400 K is effectively
identical to that at 5 K. Above this temperature, however, higher energy vibrational
states begin to become excited, resulting in a rapid phase transition to the disordered
state. This is shown clearly in Fig. 5.10, which shows how the vibrational average of
the displacement of the Ti4+ ion in each of the Cartesian directions changes with tem-
perature. Up to around 300 K, the displacement is essentially constant, but above this
it rapidly decreases in magnitude, levelling off at a small value (around −0.002 Å) in
each direction. This describes a continuous phase transition of the kind expected by the
order-disorder picture. The transition temperature predicted by the calculations in this
work is clearly significantly larger than that measured experimentally – this could be due
to the errors inherent in DFT, the neglect of phonons not at the Γ-point, or other effects.
The model also does not predict a series of phase transitions, as seen experimentally,
instead only predicting a single transition from a low symmetry to a high symmetry
state. However, the underlying physics described by these calculations is qualitatively in
line with that of the order-disorder model, meaning this work constitutes the first fully
first-principles description of the physics of phase transitions in BaTiO3.
Although the nuclear probability density at low temperatures is clearly shared less
evenly between the 8 minima than at high temperatures, it is not completely localised
in one particular minimum, as might be expected in a description of the experimental
rhombohedral phase. In Fig. 5.8, several different minima have corresponding regions of
significant probability density, although some are more pronounced than others. This
favouring of certain minima can be traced back to the original mapping of the BO surface,
which resulted in some minima being slightly deeper than others. This asymmetry is
unlikely to have arisen from the procedure used to fit the BO surface itself, as each
direction is treated equivalently. This implies that the source of the asymmetry must
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Figure 5.10: Vibrationally averaged displacement of the Ti4+ ion as a function of temperature.
This displacement acts as an order parameter for the phase transition between the low and high
symmetry states described by the order-disorder model. The three curves correspond to the
x-,y-, and z-components of the displacement vector. Note the continuity and differentiability
of the order parameter as a function of temperature, implying that this is a continuous phase
transition.
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be the mapping calculations themselves. As the unit cell used for the DFT calculations
is also highly symmetrical, the source of this asymmetry in the BO surface requires
further investigation – one possible source is small errors in the displacement patterns
used for the soft modes. Small differences in the depth of the wells affect the shape of the
wavefunction considerably, demonstrating that extremely accurate mapping calculations
are necessary.
The results presented here show that the VSCF method can provide a qualitative
first-principles description of the order-disorder model of phase transitions in BaTiO3.
To improve on this qualitative picture, we need a model that can describe not one,
but all three phase transitions present experimentally, and that can bring the transition
temperatures more into line with experimental values. To do this, it will be necessary
to go beyond the level of theory included here, such as the interaction between Γ-point
phonons and macroscopic polarisation. This could take the form of explicitly including
(anti-)ferroelectric coupling between dipole moments in neighbouring unit cells, as pre-
viously explored in Ref. 216. This could be done by considering coupling between modes
in a diagonal 2× 2× 2 supercell, or the equivalent set of non-diagonal supercells. This
would be a more expensive process than the calculations presented in this chapter, but
should provide a more accurate description of the phase transitions in BaTiO3. Includ-
ing a three-dimensional term in the expansion of the BO surface corresponding to the
coupling of all three Γ-point soft modes together would also provide a more accurate
description of the phase transitions, but doing so becomes extremely expensive. Besides
the much larger cost of mapping such a three-dimensional term, for small systems such
as BaTiO3 solving the VSCF equations becomes the more expensive part of the pro-
cess, thanks to the large number of integrals that must be computed. Without further
improvements in the efficiency of the VSCF method, this strategy is computationally
unfeasible.
5.4 Summary
In this chapter, we have examined the problem of the ferroelectric phase transitions in
barium titanate from first principles, using the VSCF method. As part of this work, we
have introduced a more efficient method of computing the integrals required to solve the
VSCF equations, using Clenshaw-Curtis quadrature. We have also included the effects
of the interaction between Γ-point phonons and the macroscopic polarisation in this po-
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lar material, a well-known effect that has never before been included in an anharmonic
vibrational calculation. The mapped BO surface contains 8 different minima, giving
support for the order-disorder picture of these phase transitions. The inclusion of the
interaction between Γ-point phonons and macroscopic polarisation is found to lead to
small but significant corrections to the BO surface. The calculated vibrational wave-
function demonstrates that we can qualitatively describe phase transitions in barium
titanate from first principles. Each of the 8 minima corresponds to 8 equal regions of
probability density at high temperature, which then become unequal at lower temper-
atures, leading to a phase transition. However, the level of theory used in this study
is insufficient to obtain quantitative agreement with experimental data on the phase
transitions of BaTiO3. Further work is therefore required to obtain a full first-principles
description of these phase transitions, but the first qualitative steps towards procuring











In this thesis, several problems of significant interest within condensed matter physics
have been studied, with the intention of better understanding the role of nuclear motion
within these systems. We have moved beyond the typical harmonic approximation used
to describe the motion of the nuclei by using a vibrational self-consistent field (VSCF)
method, allowing anharmonic effects such as coupling between vibrational modes to be
considered. The work presented here includes both development and application of this
method to the systems of interest. The applications in particular focus on the effect of
anharmonic vibrations on the structure of the material in question.
In Chapter 3, we demonstrated one method of improving the efficiency of the VSCF
method, by making use of force data already readily available from DFT calculations.
This means that less calculations are required to obtain the same accuracy of fit to the
Born-Oppenheimer (BO) surface that the nuclei move in, reducing the computational
cost of the method. This VSCF+f method was tested on a variety of different systems –
molecular hydrogen, three structures of solid hydrogen under pressure, and the bcc phases
of lithium and zirconium – and was found to give significant improvements over the
basic VSCF method. The effect of the use of forces on the mapping of two-dimensional
subspaces of the Born-Oppenheimer surface was also investigated, and was found to give
a much smaller increase in efficiency.
In Chapter 4, we applied the VSCF method to the neutral vacancy in diamond, a
system of technological interest. This point defect has long been known experimentally to
exhibit a dynamic Jahn-Teller effect, maintaining the pristine tetrahedral point group,
but first-principles calculations had thus far been unable to replicate this, predicting
instead a tetragonal static Jahn-Teller distortion. By using the VSCF method to include
anharmonic effects, in particular the coupling between the two soft modes present in
the tetrahedral configuration, we were able to obtain the vibrational wavefunction and
describe the dynamic Jahn-Teller effect from first principles, resulting in the resolution
of this long-standing discrepancy between theory and experiment.
In Chapter 5, we applied the VSCF method to the well-known ferroelectric mate-
rial barium titanate (BaTiO3), in order to understand the series of phase transitions
it undergoes from 400 K downwards. The nature of these phase transitions is still a
matter of debate, with research supporting a displacive description, an order-disorder
description, or a mixture of the two. The VSCF method was modified to include the
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interaction between macroscopic polarisation and Γ-point phonons, and used to obtain
the anharmonic nuclear probability density of the system at several temperatures, pro-
viding a qualitative description of phase transitions in barium titanate. The analysis
of the results of these calculations moves the field towards the first truly first-principles
description of the phase transitions of this important ferroelectric.
6.2 Outlook and Future Work
Using the work presented in this thesis as a starting point, several avenues of possible
future research present themselves. To conclude, we will briefly explore these possibili-
ties, concerning both the development of the VSCF method and its application to new
and physically interesting systems.
Although the work presented in Chapter 3 constitutes a significant improvement in
the efficiency of the VSCF method, more can still be done to reduce the computational
cost of the mapping of the BO surface, and thus the overall method. One possible way
of doing this would be to devise a procedure by which the most anharmonic phonon
modes can be identified, before mapping commences. If only these modes were then
mapped, this would constitute a significant decrease in the computational cost of the
VSCF method. Such a procedure was defined in Chapter 4, but was based on physical
intuition and the ability to compare the defect system in question to an extremely
harmonic pristine structure. A more general method that does not rely on knowing the
properties of the system in advance would be desirable.
Similarly, a procedure that would allow important couplings between modes to be
identified before mapping the associated two-dimensional or higher subspaces would
be extremely useful, especially in systems where the higher dimensional terms in the
expansion of the BO surface are significant. In both Chapters 4 and 5, making such an
identification was relatively easy, as it was clear that, physically, the soft modes present
in both cases and the coupling between them must be the most important. In systems
more like the solid hydrogen investigated in Chapter 3, however, a more general method
would again be desirable. The computational expense of including higher dimensional
terms in the BO surface expansion could also possibly be further reduced by extending
the non-diagonal supercells method to include two-dimensional terms – in other words,
using a smaller non-diagonal supercell that is commensurate with the q values of both
vibrations, instead of a larger diagonal supercell.
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Besides improving the efficiency of the VSCF method, it is important to apply the
method to systems of physical interest where anharmonic effects are potentially impor-
tant. This thesis has focused particularly on the effects of anharmonic vibrations on
structure, and there are many other examples of systems where this may prove to be
an important effect. Two examples are calcium silicate (CaSiO3) and methylammonium
lead iodide (CH3NH3PbI3), both of which exhibit the perovskite structure, like barium
titanate.
Calcium silicate is important in the Earth’s lower mantle, where it is the third most
common mineral by volume [242], but its structure under the high pressures and tem-
peratures present deep within the Earth is unknown [243–250]. Different structures
could potentially transmit seismic waves differently, having a knock-on effect in our
understanding of earthquakes; understanding this material is therefore extremely im-
portant [243, 251–253]. Previous work has suggested that soft modes and anharmonicity
have a potentially important role to play in determining whether the structure remains
cubic or undergoes a distortion under lower mantle conditions [246, 254] – an excellent
reason to apply the VSCF+f method to this system.
Methylammonium lead iodide is slightly different to most perovskite materials, in
that the A cation is a molecular ion, methylammonium CH3NH
+
3 , which breaks the cu-
bic symmetry and is able to rotate [255]. CH3NH3PbI3 is the archetype of a recently
discovered and very promising class of solar cell materials, organic-inorganic hybrid
perovskites [186, 256]. Experiments have found these materials to provide solar cell ef-
ficiencies of over 20% [186, 257, 258], although they are somewhat unstable and contain
lead, which is toxic [259–262]. The photovoltaic properties of CH3NH3PbI3 rely on it
being in its high-temperature, high-symmetry pseudo-cubic phase [263], in which the
motion of the molecular ion averages out to give the usual cubic symmetry [264]. Apply-
ing the VSCF+f method to this system may therefore be able to shed some light on the
importance of the molecular motion to the photovoltaic properties of methylammonium
lead iodide.
Finally, and more generally, with the improvements in the efficiency of the method
discussed above, it may become possible to include anharmonic vibrational effects more
routinely. In particular, the calculation of anharmonic effects could be included as part of
structure searching methods, such as ab initio random structure searching (AIRSS) [68].
From the work presented in Chapters 4 and 5, as well as the literature [76, 79, 83],
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it can be seen that structures at saddle points in the BO surface can be stabilised by
vibrational motion, and that if this is not included, structure searching methods may
miss stable structures. This is particularly important when considering searching for












Appendix A. Supplementary Material for Chapter 3
A.1 Pseudopotentials
All density functional theory calculations in Chapter 3 were performed using CASTEP
version 8.0, and its own ‘on-the-fly’ ultrasoft pseudopotentials. The definition strings







A.2 Equilibrium unit cell configurations
The unit cells for the structures used in this work, containing the atoms at their equi-
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_atom_site_U_iso_or_equiv
_atom_site_occupancy
H -0.0478791775 0.0000000000 0.0000000000 0.01 1.00
H 0.0478791775 0.0000000000 0.0000000000 0.01 1.00















H 0.6288586141 0.3711413859 0.4499201931 0.01 1.00
H 0.8711413859 0.1288586141 0.9499201931 0.01 1.00
H 0.3711413859 0.6288586141 0.5500798069 0.01 1.00
H 0.1288586141 0.8711413859 0.0500798069 0.01 1.00

















H 0.9975714678 0.0024285322 0.1316877460 0.01 1.00
H 0.5024285322 0.4975714678 0.6316877460 0.01 1.00
H 0.0024285322 0.9975714678 0.8683122540 0.01 1.00
H 0.4975714678 0.5024285322 0.3683122540 0.01 1.00
H 0.8677974354 0.1322025646 0.4543868237 0.01 1.00
H 0.6322025646 0.3677974354 0.9543868237 0.01 1.00
H 0.1322025646 0.8677974354 0.5456131763 0.01 1.00
H 0.3677974354 0.6322025646 0.0456131763 0.01 1.00
H 0.7355833946 0.2644166054 0.3184257716 0.01 1.00
H 0.7644166054 0.2355833946 0.8184257716 0.01 1.00
H 0.2644166054 0.7355833946 0.6815742284 0.01 1.00
H 0.2355833946 0.7644166054 0.1815742284 0.01 1.00















H 0.8643624666 0.1214632279 0.5001462745 0.01 1.00
H 0.1356375334 0.8785367721 0.4998537255 0.01 1.00
H -0.0001462745 0.3785367721 0.6356375334 0.01 1.00
H 1.0001462745 0.6214632279 0.3643624666 0.01 1.00
H 0.6165805121 0.1104506812 0.5217179301 0.01 1.00
H 0.3834194879 0.8895493188 0.4782820699 0.01 1.00
H 0.9782820699 0.3895493188 0.8834194879 0.01 1.00
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H 0.0217179301 0.6104506812 0.1165805121 0.01 1.00
H 0.3099253065 0.1259861930 0.7571913283 0.01 1.00
H 0.6900746935 0.8740138070 0.2428086717 0.01 1.00
H 0.7428086717 0.3740138070 0.1900746935 0.01 1.00
H 0.2571913283 0.6259861930 0.8099253065 0.01 1.00
H 0.3386779374 0.1246038210 0.0289324391 0.01 1.00
H 0.6613220626 0.8753961790 0.9710675609 0.01 1.00
H 0.4710675609 0.3753961790 0.1613220626 0.01 1.00
H 0.5289324391 0.6246038210 0.8386779374 0.01 1.00
H 0.7978012899 0.1281915022 0.9726160204 0.01 1.00
H 0.2021987101 0.8718084978 0.0273839796 0.01 1.00
H 0.5273839796 0.3718084978 0.7021987101 0.01 1.00
H 0.4726160204 0.6281915022 0.2978012899 0.01 1.00
H 0.0717024691 0.1393502158 0.2130702123 0.01 1.00
H 0.9282975309 0.8606497842 0.7869297877 0.01 1.00
H 0.2869297877 0.3606497842 0.4282975309 0.01 1.00
H 0.7130702123 0.6393502158 0.5717024691 0.01 1.00















Li 0.0000000000 0.0000000000 0.0000000000 0.01 1.00
• Zirconium – bcc structure
data_global
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Zr 0.0000000000 0.0000000000 0.0000000000 0.01 1.00
A.3 Harmonic mode displacement patterns
The displacement patterns corresponding to the mapping directions used in the map-
ping of 2-D subspaces of the BO surface of the Cmca-4 structure of solid hydrogen are
given below. They correspond to the displacement patterns of harmonic modes with
frequencies of 69.4, 74.0 and 114 meV, labelled as 4, 5 and 7 respectively. Each row
shows the displacement of a H atom in the three Cartesian directions, in the same order








































Appendix B. Supplementary Material for Chapter 4
B.1 Pseudopotentials
All density functional theory calculations performed in Chapter 4 used CASTEP version
7.0.3, and its own ‘on-the-fly’ ultrasoft pseudopotential for carbon. The definition string
for the pseudopotential was
2|1.4|1.4|1.3|6|10|12|20:21(qc=6).
B.2 Equilibrium positions
The equilibrium positions of the 255 atoms in the tetrahedral symmetry structure with
the experimental lattice constant are given below in atomic units. Each line corresponds
to the position of a different atom. The 4 nearest neighbours of the vacancy are the 1st,













































































































































































































































































B.3 Soft mode displacement patterns
The displacement patterns of the two soft modes, labelled by u1 and u2 in the main text,
are given below in atomic units. Each line corresponds to the displacement of a different






























































































































































































































































































































































































































































































































































B.4 Born-Oppenheimer energy surface slices
Fig. B.1 shows two cross-sections of the BO surface in the subspace spanned by the
two soft modes of the tetrahedral structure. Fig. B.1(a) shows a slice running from
one of the three minima of the surface to the opposite high point. Fig. B.1(b) shows a
slice that runs from one minimum to an adjacent minimum. In the atomic units used,
1/
√
2|ω| = 52 a.u. for both soft modes.
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(a)
(b)
Figure B.1: Slices through the BO surface in the plane spanned by the two soft modes of the
tetrahedral structure. The slice in (a) runs through one minimum and the origin, also passing
through the high point of the graph opposite. The slice in (b) runs through two adjacent







Appendix C. Supplementary Material for Chapter 5
C.1 Pseudopotentials
All density functional theory calculations in Chapter 5 were performed using CASTEP
version 16.1, and its own ‘on-the-fly’ norm-conserving pseudopotentials. The definition







C.2 Cubic unit cell configuration
The unit cell for the cubic perovskite structure of BaTiO3 used as the reference structure
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_atom_site_occupancy
O 0.4710178976 0.0036662051 0.0256155973 0.01 1.00
O -0.0143852900 0.0036646292 0.5489697542 0.01 1.00
O -0.0143859834 0.5064992423 0.0250311466 0.01 1.00
Ti 0.0180564465 -0.0044419248 -0.0312372643 0.01 1.00
Ba 0.4995839025 0.4993181123 0.4990175886 0.01 1.00
C.3 Soft mode displacement patterns
The displacement patterns corresponding to the three harmonic soft modes associated
with the ferroelectric phase transitions considered in BaTiO3 are given below. All three
are degenerate, with a frequency of 23.5i meV, and correspond to the Ti4+ ions moving
relative to the O2− octahedra in the [0 1 1̄], [0 1 1] and [1 0 0] directions respectively. Each
row shows the displacement of the ions in the three Cartesian directions, in the same
order as they are listed in the equilibrium configuration above.
• Displacement along [0 1 1̄]:
x y z
O 0.00 0.50 -0.50
O 0.00 0.50 -1.00
O 0.00 1.00 -0.50
Ti 0.00 -0.63 0.63
Ba 0.00 0.00 0.00
• Displacement along [0 1 1]:
x y z
O 0.00 0.50 0.50
O 0.00 0.50 1.00
O 0.00 1.00 0.50
Ti 0.00 -0.63 -0.63
Ba 0.00 0.00 0.00
• Displacement along [1 0 0]:
x y z
O 1.00 0.00 0.00
O 0.50 0.00 0.00
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O 0.50 0.00 0.00
Ti -0.63 0.00 0.00
Ba 0.00 0.00 0.00
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[38] R.W. Godby, M. Schlüter, and L.J. Sham, Accurate exchange-correlation poten-
tial for silicon and its discontinuity on addition of an electron, Phys. Rev. Lett.
56, 2415 (1986).
[39] D.M. Ceperley and B.J. Alder, Ground state of the electron gas by a stochastic
method, Phys. Rev. Lett. 45, 566 (1980).
[40] J.P. Perdew and Y. Wang, Accurate and simple analytic representation of the
electron-gas correlation energy, Phys. Rev. B 45, 13244 (1992).
[41] J.P. Perdew and A. Zunger, Self-interaction correction to density-functional ap-
proximations for many-electron systems, Phys. Rev. B 23, 5048 (1981).
177
Bibliography
[42] F. Herman, J.P. Van Dyke, and I.B. Ortenburger, Improved statistical exchange
approximation for inhomogeneous many-electron systems, Phys. Rev. Lett. 22,
807 (1969).
[43] D.C. Langreth and J.P. Perdew, Theory of nonuniform electronic systems. I.
Analysis of the gradient approximation and a generalization that works, Phys.
Rev. B 21, 5469 (1980).
[44] J.P. Perdew, Accurate density functional for the energy: real-space cutoff of the
gradient expansion for the exchange hole, Phys. Rev. Lett. 55, 1665 (1985).
[45] J.P. Perdew, K. Burke, and M. Ernzerhof, Generalized gradient approximation
made simple, Phys. Rev. Lett. 77, 3865 (1996).
[46] J.P. Perdew, A. Ruzsinsky, G.I. Csonka, O.A. Vydrov, G.E. Scuseria, L.A. Con-
stantin, X. Zhou, and K. Burke, Restoring the density-gradient expansion for
exchange in solids and surfaces, Phys. Rev. Lett. 100, 136406 (2008).
[47] Z. Wu and R.E. Cohen, More accurate generalized gradient approximation for
solids, Phys. Rev. B 73, 235116 (2006).
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[67] B.G. Pfrommer, M. Côté, S.G. Louie, and M.L. Cohen, Relaxation of crystals
with the quasi-Newton method, J. Comput. Phys. 131, 233 (1997).
[68] C.J. Pickard and R.J. Needs, Ab initio random structure searching, J. Phys.:
Condens. Matter 23, 053201 (2011).
179
Bibliography
[69] H.J. Monkhorst and J.D. Pack, Special points for Brillouin-zone integrations,
Phys. Rev. B 13, 5188 (1976).
[70] C.-K. Skylaris, P.D. Haynes, A.A. Mostofi, and M.C. Payne, Introducing ONETEP:
linear-scaling density functional simulations on parallel computers, J. Chem. Phys.
122, 084119 (2005).
[71] A.A. Maradudin, E.W. Montroll, G.H. Weiss, and I.P. Ipatova, Theory of Lattice
Dynamics in the Harmonic Approximation, 2nd ed. (Academic Press, New York,
1971).
[72] S. Baroni, S. de Gironcoli, A. Dal Corso, and P. Giannozzi, Phonons and related
crystal properties from density-functional perturbation theory, Rev. Mod. Phys.
73, 515 (2001).
[73] K. Kunc, I. Loa, and K. Syassen, Equation of state and phonon frequency calcu-
lations of diamond at high pressures, Phys. Rev. B 68, 094107 (2003).
[74] G.J. Ackland, M.C. Warren, and S.J. Clark, Practical methods in ab initio lattice
dynamics, J. Phys.: Condens. Matter 9, 7861 (1997).
[75] B. Monserrat, N.D. Drummond, and R.J. Needs, Anharmonic vibrational proper-
ties in periodic systems: energy, electron-phonon coupling, and stress, Phys. Rev.
B 87, 144302 (2013).
[76] B. Monserrat, N.D. Drummond, C.J. Pickard, and R.J. Needs, Electron-phonon
coupling and the metallization of solid helium at terapascal pressures, Phys. Rev.
Lett. 112, 055504 (2014).
[77] S. Azadi, B. Monserrat, W.M.C. Foulkes, and R.J. Needs, Dissociation of high-
pressure solid molecular hydrogen: a quantum Monte Carlo and anharmonic vi-
brational study, Phys. Rev. Lett. 112, 165501 (2014).
[78] B. Monserrat, R.J. Needs, and C.J. Pickard, Temperature effects in first-principles
solid state calculations of the chemical shielding tensor made simple, J. Chem.
Phys. 141, 134113 (2014).
[79] E.A. Engel, B. Monserrat, and R.J. Needs, Anharmonic nuclear motion and the
relative stability of hexagonal and cubic ice, Phys. Rev. X 5, 021033 (2015).
180
Investigating anharmonic effects in condensed matter systems
[80] N.D. Drummond, B. Monserrat, J.H. Lloyd-Williams, P. López Ŕıos, C.J. Pickard,
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[111] J. Chen, X. Ren, X.-Z. Li, D. Alfè, and E. Wang, On the room-temperature phase
diagram of high pressure hydrogen: an ab initio molecular dynamics perspective
and a diffusion Monte Carlo study, J. Chem. Phys. 141, 024501 (2014).
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