Abstract. Using the Bismut's approach to Malliavin calculus, we introduce a simplified Malliavin matrix ([11]) for stochastic differential equations (SDEs) force by degenerate stable like noises. For the degenerate SDEs driven by Wiener noises, one can derive a Norris type lemma and use it iteratively to prove the smoothness of density functions. Unfortunately, Norris type lemma is very hard to be iteratively applied to SDEs with stable like noises. In this paper, we derive a simple inequality as a replacement and use it to show that two families of degenerate SDEs with stable like noises admit smooth density functions. One family is the linear SDEs studied by Priola and Zabczyk ([13]), under some additional assumption we can iteratively use the inequality to get the smoothness of the density. The other family is the general SDEs with stable like noises, we can apply this inequality only one time and thus derive that the SDEs admit smooth density if the first order Lie brackets span R d . The crucial step in this paper is estimating the smallest eigenvalue of the simplified Malliavin matrix, which only uses some elementary facts of Poisson processes and undergraduate level ordinary differential equations.
Introduction
We are concerned with smooth densities for the degenerate stochastic differential equations forced by stable like noises as follows:
(1.1) dX t = a(X t )dt + BdL t ,
where X t ∈ R d for each t ≥ 0, x ∈ R d and the hypotheses of A, B, L t will be stated below. We shall introduce a simplified Malliavin matrix associated to Eq. (1.1) and use it to study the smoothness of the associated transition probability densities. As a(x) is linear and the classical Kalman rank condition holds, Priola and Zabczyk proved by Fourier analysis that transition probabilities associated to Eq. (1.1) admit smooth densities ( [13] ) for a large family of L t . Under some additional assumptions on L t , our results give a new proof for theirs. When a(x) is a general bounded smooth function, we show that Eq. (1.1) admits smooth density functions as long as the first order Lie brackets span R d . Our results seem to be completely new.
Let us also compare our results with some known results on Malliavin calculus on SDEs with jump processes. [1] studied integration by parts for the jump processes with their jumps depending on the particle positions. [9, 18] also studied the density smoothness of the transition probabilities of a family of SDEs forced by jump processes, which seems not to cover our results.
1 [19, 20] studied the same problems as ours for degenerate SDEs forced by symmetric α-stable noises. For more research in this direction, we refer to [2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 15, 16] .
Let us specify our method with more details as below. For the degenerate SDEs driven by Wiener noises, one can derive a Norris type lemma and use it iteratively to prove the smoothness of density functions. Unfortunately, Norris type lemma is very hard to be iteratively applied to SDEs with stable like noises. In this paper, we derive a simple (coercive) inequality as a replacement and use it to estimate the smallest eigenvalue of our simplified Malliavin matrix. For the linear SDEs studied by Priola and Zabczyk, under some additional assumption we can use this inequality iteratively to get the smoothness of the densities. For the general SDEs with stable like noises, we can apply this inequality only one time and thus derive that the SDEs admit smooth density if the first order Lie brackets span R d . The crucial step in this paper is estimating the smallest eigenvalue of the simplified Malliavin matrix, which only uses some elementary facts of Poisson processes and undergraduate level ordinary differential equations.
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Some preliminary of Lévy processes and main results
. Let L t be a pure jump process with càdlàg trajectories, it is well known that there exist a Poisson random measure N on (
zN (dz, ds); whereÑ (dz, ds) = N (dz, ds) − ν(dz)ds. It is well known that the random measure N can be defined by: for all A ∈ B(R d 0 )
Moreover, N (A × [0, t]) satisfies a Poisson distribution with the intensity ν(A)t, more precisely,
We shall use this easy relation frequently in the proof of our crucial Lemma 4.3 below.
Throughout this paper we assume that (H1) ν has a density function ρ ∈ C 1 (R d 0 , R + ) and there exists some α ∈ (0, 2) such that 
Then, for all t > 0 the transition probability P t (x, .) associated to the solution of Eq.
has a smooth density function.
Comparing with [13] , our assumption in (H1) is more strict than the one therein:
Because the Skorohod integral (3.6) below includes some gradient, it seems the differentiability assumption in (H1) is needed. Our second theorem seems to be completely new comparing with the known results. We shall denote
Integration by parts formula and simplified Malliavin matrix for jump Lévy processes
Denote the solution of Eq. (1.1) by (X t (x, L)) t≥0 , it is a functional of x and L. For any ξ ∈ R d it is well known that the derivative ∇ ξ X t satisfies
There exists a Jacobi flow J t associated to Eq. (1.1) such that
Clearly we have ∇ ξ X t = J t ξ.
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For every t ≥ 0, J t has an inverse. We denote
Denote Ω = D(R + , R d ) the collection of function ω : R + → R d which is right continuous and has left limit. In our situation, it is convenient for us to take Ω = D(R + , R d ). Let (F t ) t≥0 be the canonical filtration of Ω and P be the predictable σ-field on R + × Ω. Let v :
and
which is solved by
where ϕ :
where
Moreover, for all λ > 0 we have
where C depends on λ, ξ and t. Proof. (3.4) is not new, we shall give a fast sketchy proof in the appendix for the completeness. For more details, one can refer to [4, 5, 3] . Let us prove (3.7). It is easy to check that
where c is some constant depending on α and ξ. 
A straightforward computation gives
To prove the smoothness of densities, we need the following auxiliary lemmas.
Lemma 3.2. The following statements hold
we have
Proof. It is very easy to get (1) from Eq. (3.2) and (3.1). By (1) and (3.3), for all i ∈ {1, ..., d} we have
thus,
This, together with (3.8), implies
from which the first inequality in (2) for m = 1 follows immediately. A straightforward computation gives
, from which it is easy to see
Thanks to (3.11) for m = 1, for all p > 0 we have
which, together with (3.18), implies
The estimates about I 1 and I 2 immediately give (3.11) for m = 2. By a similar (but more tedious) argument we get (3.11) for m = 3, 4.... For (3.12), we can prove it by a similar argument as for (3.11) . It remains to prove (3.13). An easy computation gives
It is easy to see that for all t ∈ (0, T ]
combining the above inequality with (3.11) and (3.8), by Hölder inequality we immediately get
By the same method, we have
For J 3 , by a similar argument as above we have for all t ∈ (0, T ]
which, together with (3.19), immediately gives
Collecting the estimates for J 1 , J 2 , J 3 , we immediately get (3.13) for m = 1. By a similar (but more tedious) argument we get the inequalities in (3) for m = 2, 3, ....
The next lemma is a criterion for the smoothness of the density, which will be used to prove our main results. 
Then, for all t > 0 the transition probability P t (x, .) associated to the solution of Eq. (1.1) X t (x) has a smooth density function.
Proof. To prove the smoothness of the density, it suffices to show that for all f ∈ C ∞ b (R d ) we have
where ∇ m i 1 ,...,im = ∂ m ∂x i 1 ...∂x im and C depends on t and (i 1 , ..., i m ). For the notational simplicity, write
they are both d × d matrices. It is clear to see from (3.9)
By the relation
t K t and thus
It is easy to see that
Using integration by parts (3.5) and Hölder inequality we have
Moreover, we have
this, together with Hölder inequality, implies
Combining (3.25)-(3.27), by Lemma 3.2 and the assumption we have
where C depends on t, i.
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using integration by parts and Hölder inequality, by Lemma 3.2 and Corollary ?? we get
where C depends on i, j and t. Iteratively using the same argument as above, we finally get the desired (3.24).
Proof of Theorem 2.1
When a(x) := Ax is linear, we have
Lemma 4.1. Let u, v ∈ R d both be nonzero vectors with some p > 0 such that
Then there exist some θ = such that for all t ∈ (0, δ).
Moreover, for all v ∈ R d the following relation holds: for all l ≥ 1,
Proof. Differentiating K t with respect to t, we get dK t dt = −K t A, thus for all t ∈ (0, 1),
Therefore, we get
This immediately implies the first inequality. For each j ≥ 0, differentiating K t A j v with respect to t, we obtain
Iteratively applying above equation gives (4.3).
Remark 4.2. The inequality (4.2) is a replacement of Norris Lemma in our special situation. Thanks to (4.3), we can use this inequality (4.2) iteratively.
Let us now prove the following crucial lemma.
Lemma 4.3. Assume the conditions in Theorem 2.1 hold.
For any γ > 0 and ℓ ∈ (0, 1/4), there exist some ε 0 > 0 depending on γ, ℓ and some t 0 ∈ (0, 1) depending on ε 0 such that lim ε 0 →0 t 0 = 0 and that for all ε ∈ (0, ε 0 ) and t ≥ t 0 we have
where c only depends on |A|, |B| and C depends on |A|, |B|, t.
Proof. Our proof follows the spirit in [11] . Write
by (3.10) , to prove the desired inequality, it suffices to show that there exist some ε 0 > 0 depending on ℓ, γ and some t 0 depending on ε 0 such that lim ε 0 →0 t 0 = 0 and that for all ε ∈ (0, ε 0 ] and t ≥ t 0 ,
Since Λ(t, u, ε ℓ ) is increasing with respect to t, it suffices to prove
Let us prove (4.7) in the following three steps.
Step 1 : Write
it is clear N t,ε ℓ ,h ≤ N t,h . By (3.8) and Chebyshev inequality we have
where C depends on t.
Hence, as N t,ε ℓ ,h ≤ M we have
By the compactness,
with C d only depending on d and that the diameter of each open set U k is η.
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Take any u k ∈ U k for all k, it is easy to see from (4.9) that for all t ∈ [0, 1] we have
(4.10)
Step 2 : We shall prove in the step 3 below that for any γ > 0 and ℓ ∈ (0, 1/4), there exist some ε 0 > 0 depending on γ, ℓ and some t 0 ∈ (0, 1) depending on ε 0 such that lim ε 0 →0 t 0 = 0 and that for all ε ∈ (0, ε 0 ) and t ≥ t 0 we have
for all u ∈ S d−1 , where c > 0 only depends on |A| and |B|. Now we use the inequalities in the step 1 and (4.11) to prove the desired (4.7). By (4.8) with
This, together with (4.11) and (4.10), implies
Tuning the number c to be smaller and using the assumption (H1), we immediately obtain the desired inequality (4.7).
Step 3 : It remains to show (4.11) . From the rank condition in Theorem 2.1, there exist some j 0 ≤ n, i 0 ≤ d and some constant κ 0 > 0 such that
Without loss of generality, we assume that j 0 ≥ 1. Denote θ = e −|A| 2|A||B| and choose a small number ε 0 ∈ (0, 1/4) satisfying the following conditions:
It is easy to check that as ε 0 is sufficiently small the conditions (4.15) and (4.17) both hold. (4.16) and (4.18) follow from (3.4) and the assumption ℓ ∈ (0, 1/4) for sufficiently small ε 0 .
We choose t 0 = max{δ,δ} with δ andδ defined by (4.19) and (4.24) respectively. It is clear that lim ε 0 →0 t 0 = 0. Now we prove (4.11) by considering the following two cases. The conditions (4.15) and (4.16) will be used in the Case 1 below, while (4.17) and (4.18) will be used in Case 2.
Case 1:
thanks to (4.15) we have δ < 1. By Lemma 4.1 we get
Write N t,ε ℓ = t 0 ε ℓ ≤|z|≤1 N (dz, ds), it follows from the above inequality and (3.4) that for all
A straightforward computation gives (4.21) P(N δ,ε ℓ = 0) = e −δν(ε ℓ ≤|z|≤1) .
As N δ,ε ℓ ≥ 1, (4.20) and (4.16) imply
Hence,
By (4.21), (4.22) and the fact t 0 > δ, we have that for all t ≥ t 0 ,
By the definition of Λ(t, u, ε ℓ ) and θ| log ε| −γ ≤ δ, the above inequality immediately implies the desired inequality (4.11). Case 2:
where n is the constant in Theorem 2.1. By (4.14) and (4.15), as ε 0 is sufficiently small we have
which, together with (4.28) and (4.27), gives
By the same argument as in the case 1, we have
hence, for all t ≥ t 0 (recall t 0 ≥δ) we have
In view ofδ ≥ δ and δ = θ| log ε 0 | −γ , it follows from the previous inequality that for ∀ε ∈ (0, ε 0 ]
and thus the desired (4.11).
Proof. By Lemma 3.3, it suffices to show M t is invertible a.s. and
Take any t 1 > 0 and fix it. From Lemma 4.3 we can choose ε 0 > 0 sufficiently small so that
and that (4.6) holds for t > δ (in particular for t = t 1 ). Taking ε = 1/n in (4.6) and writing E n = {λ min (t 1 ) ≤ 1/n}, we have
where n 0 = [1/ε 0 ] + 1. By Borell-Cantelli Lemma we have λ min (t 1 ) > 0 a.s. and thus M t 1 is invertible a.s.. We take the largest eigenvalue of M −1
t 1 | (recall all the norms of a finite dimension space are equivalent), (4.6) implies
which immediately implies the desired inequality for t = t 1 . Since t 1 > 0 is arbitrary, the proof is completed.
Proof of Theorem 2.2
To prove Theorem 2.2, we shall use the same procedure as proving Theorem 2.1. The crucial step is Lemma 5.1 below, which plays the same role as Lemma 4.3 in the proof of Theorem 2.2. With this lemma, we can prove Theorem 2.2 by the same argument as showing Theorem 2.1. So, in this section we only prove the crucial lemma but omit how to apply it to prove the theorem.
14 Lemma 5.1. Assume that the conditions in Theorem 2.2 hold. For any γ > 0 and ℓ ∈ (0, 1/4), there exist some ε 0 > 0 depending on γ, ℓ and some t 0 ∈ (0, 1) depending on ε 0 such that lim ε 0 →0 t 0 = 0 and that for all ε ∈ (0, ε 0 ) and t ≥ t 0 we have
To prove the above lemma, we need the following auxiliary lemma, which can be shown by an argument similar to proving Lemma 4.1. Proof of Lemma 5.1. We first repeat exactly the steps 1 and 2 in the proof of Lemma 5.1. To complete the proof, we only proceed to prove the step 3.
Recall that the step 3 is to show that for any γ > 0 and ℓ ∈ (0, 1/4), there exist some ε 0 > 0 depending on γ, ℓ and some t 0 ∈ (0, 1) depending on ε 0 such that lim ε 0 →0 t 0 = 0 and that for all ε ∈ (0, ε 0 ) and t ≥ t 0 we have P Λ(t, u, ε ℓ ) ≤ 2ε ≤ e −c| log ε| −γ ν(ε ℓ ≤|z|≤1) As ε 0 > 0 is sufficiently large, the above four conditions clearly hold. Choosing
we have t 0 < 1 as ε 0 is sufficiently small. We shall prove (5.4) by considering the following two cases. Case 1 : If there exists some i 0 ∈ {1, ..., d} such that
