We present easily verifiable sufficient conditions of time-independence and commutativity for local and nonlocal symmetries for a large class of homogeneous (1+1)-dimensional evolution systems. In contrast with the majority of known results, the verification of our conditions does not require the existence of master symmetry or hereditary recursion operator for the system in question. We also give simple sufficient conditions for the existence of infinite sets of timeindependent symmetries for homogeneous (1+1)-dimensional evolution systems within slightly modified master symmetry approach.
Introduction
Nearly all known today integrable systems are homogeneous with respect to some scaling. For such systems no generality is lost in assuming the homogeneity of symmetries, master symmetries, recursion operators, etc., and this considerably simplifies their finding and study, see e.g. [1] - [10] .
In the present paper we combine this well-known idea with our new results on the structure of time-dependent (cf. e.g. [6, 11, 12, 13, 14] for the time-independent case) formal symmetries for a natural generalization of the systems, considered in [11, 12, 15] , namely, for (1+1)-dimensional nondegenerate weakly diagonalizable (NWD) evolution systems with constraints. This enables us to find simple sufficient conditions for the commutativity and time-independence of higher order symmetries and for the existence of infinite number of such symmetries for homogeneous NWD systems with constraints. Note that the majority of known [8, 10, 12] and recently found, see e.g. [7, 16, 17] , integrable evolution systems in (1+1) dimensions fit into this class. Moreover, our results, unlike the majority of already known ones, are valid for the systems with time-dependent coefficients as well, cf. e.g. [18] , and are not restricted to scalar equations.
Let us stress that the proofs and the application of our results involve just an easy verification of some weight-related conditions and do not rely on the existence of a master symmetry or e.g. (hereditary) recursion operator. Hence, the results of present paper, except for those on existence of infinitely many symmetries, can be applied to non-integrable systems as well. On the other hand, the simplicity of use makes our results particularly helpful in the study of new integrable systems, for which only a few higher order symmetries and (sometimes) a 'candidate' for the master symmetry are known, but no recursion operator is yet found. Indeed, we show that the check of a small number of conditions for the low order symmetries can replace tedious checks, cf. [19] , that time-independent symmetries of sufficiently high order commute, that a 'candidate' for master symmetry is a nontrivial master symmetry and that its action yields the symmetries being well-defined (cf. [10] for recursion operators and local symmetries) functions of local variables x, t, u, u 1 , . . . and of nonlocal variables ω γ , defined below.
Note that, unlike [4, 5, 19] , in order to prove the existence of infinitely many symmetries we do not make a priori extra assumptions, say, about the existence of "negative" master symmetries τ j , j < 0 [19] : all we need is a suitable 'candidate' τ for the master symmetry and a higher order timeindependent symmetry. We also show that in order to verify the commutativity of all higher order time-independent homogeneous symmetries at once it suffices to check only a small number of conditions for the time-independent symmetries of order lower than two. Moreover, checks of this kind are almost entirely algorithmic, so computer algebra software can be readily applied to perform them.
The paper is organized as follows. In Section 2 we give some definitions and facts, being the straightforward extension of those from [11, 12, 15] to the case of explicitly time-dependent evolution systems with constraints. In Section 3 we present the sufficient conditions of well-definiteness of the symmetries generated by means of master symmetry for the general evolution systems with constraints. In Section 4 we define nondegenerate weakly diagonalizable (NWD) systems with constraints and present some results on structure of their formal symmetries. In Section 5 we find the sufficient conditions for commutativity and time-independence of higher order symmetries and for the existence of infinite hierarchies of time-independent higher order symmetries for homogeneous NWD systems with constraints.
Basic definitions and structures
Let us consider a system of evolution equations with constraints (cf. [15] )
for the vector function
T denotes the matrix transposition. The nonlocal variables ω α are defined here by means of the relations [15, 20] 
We shall denote by Ω the set of nonlocal variables ω γ , γ = 1, . . . , c. Let A j,k (Ω) be the algebra of all locally analytic scalar functions of x, t, u, u 1 , . . . , u j , ω 1 , . . . , ω k with respect to the standard multiplication, A ≡ A(Ω) = c k=1 ∞ j=0 A j,k (Ω), and let A loc = {f ∈ A | ∂f /∂ ω = 0} be the subalgebra of local functions in A. Note that we do not exclude the case c = ∞. The operators of total x-and t-derivatives on A have the form
Following [15, 20] , we require that
We shall denote by Im D the image of A under D. Throughout this paper except for Section 3 we make a blanket assumption that the kernel of D in A consists solely of functions of t.
Consider the set Mat
, where h j are p × p matrices with entries from A, cf. e.g. [11, 12] . We shall write for short
and is denoted as m = deg H. We assume that deg 0 = −∞, cf. e.g. [1] . The formal series H of degree m is called nondegenerate [12] , if det
, h m = 0, its residue and logarithmic residue are defined as res H = h −1 and res ln H = h m−1 /h m [11, 12] .
] is an algebra under the multiplication law, given by the "generalized Leibniz rule", cf. [1] , 
where
. Extending the technique of [15] to the case of time-dependent systems (1)- (3), we can easily show that for any f ∈ A we have f
q we shall define its formal order as ford f = deg f ′ . This naturally generalizes the notion of order for local functions, cf. e.g. [1, 12] .
Let S F (A) be the set of all symmetries [1, 11, 15] the formal symmetry of rank m for (1) (or, rather, for (1)- (3)), provided
The derivative
The set F S (q) F (A) of all formal symmetries of rank not lower than q of system (1)- (3) is a Lie algebra, because for the formal symmetries P and Q of ranks p and q we have [P, Q] ∈ F S (r) F (A) for r = min(p, q), cf. [12] .
Eq. (4) is well known to be nothing but the compatibility condition for (1) and ∂u/∂τ = G.
3 Action of master symmetries on time-independent symmetries
As we have already mentioned above, for P, Q ∈ A s in general [P, Q] ∈ A s . In particular, when we repeatedly commute a master symmetry τ ∈ A s with some time-independent symmetry Q ∈ Ann F (A), it is by no means obvious that
s , except for the case A = A loc . In some cases we can make the conditions [τ , Q i ] ∈ A s or [P, Q] ∈ A s hold by introducing new nonlocal variablesω κ and thus replacing A by a larger algebraÃ. But in order that [P, Q] ∈ A s for P, Q ∈ A s it obviously suffices to require that ω ′ µ [P] ∈ A for those ω µ on which Q actually depends and ω ′ ν [Q] ∈ A for those ω ν on which P actually depends, cf. Ch. 6 in [20] . Moreover, we have
s . It appears that nearly all known master symmetries of integrable systems (1)-(3) satisfy the conditions of Proposition 1 for a suitably chosen set Ω of nonlocal variables ω γ , so their action indeed yields the symmetries from A s . For instance, if ∂F/∂ ω = 0 and A = A(Ω UAC,F ), then by virtue of the results of [20] Proposition 1 holds true for any τ , Q ∈ S F (A). Here Ω UAC,F is the set of all nonlocal variables ω γ associated with the universal abelian covering (see [20] for its definition) over (1). Let us stress that Proposition 1 is valid for any τ and Q meeting the relevant requirements, no matter whether τ is a master symmetry and Q is a symmetry for (1)- (3) .
Note that Proposition 1 is obviously valid for more general systems of PDEs with constraints than (1)- (3), if we suitably redefine for them the Lie bracket, the directional derivative and the algebra A.
The structure of formal symmetries for NWD systems
Consider a particular class of evolution systems with constraints (1)-(3) such that n ≡ ford F ≥ 2 and the leading coefficient Φ of the formal series F ′ (i.e., F ′ ≡ ΦD n + . . .) has s distinct eigenvalues λ i and can be diagonalized by means of a matrix Γ = Γ(x, t, u, . . . , u n ′ , ω), i.e., the matrix Λ = ΓΦΓ −1 is diagonal, cf. [11, 12] . For these systems there exists a unique formal series
are diagonal matrices and the diagonal entries of matrices Γ j ,j = 1, 2, . . ., are equal to zero. The proof is essentially the same as for Proposition 3.1 from [11] . We shall call the systems with constraints (1)-(3) having the above properties and such that det Φ = 0 nondegenerate weakly diagonalizable (NWD). Note that when u is scalar, i.e., s = 1, any system (1)-(3) with n ≡ ford F ≥ 2 obviously is an NWD system with constraints, having T = 1 and V = F ′ . Below in this section (1)-(3) will be an NWD system with constraints. Eq.(5) yields [11, 12] 
, whence we find (cf. [6, 12, 13] ) that any R ∈ F S (n+1) F (A) can be represented in the form
Likewise, for R ∈ F S (m)
F (A) with m = 2, . . . , n we have
Here r = deg R,
] is some formal series, ν = r−n in (6) and ν = r−m+1 in (7); c j (t) and ΓbΓ [11] ; dot stands for the partial derivative w.r.t. t. In this section we assume that any functionh + a(t), where a(t) is an arbitrary function of t, can be taken for
For (1)- (3) has no formal symmetries from F S (n+1) F (A) with a given c r (t). For any
by virtue of (6), provided P, Q ∈ F S (5) and (6) for R = P ′ and R = Q ′ imply deg P ′′ [Q] ≤ p+n 0 −2 < p+q −n and deg Q ′′ [P] ≤ q +n 0 −2 < p+q −n for p, q > n + n 0 − 2, p ≡ ford P, q ≡ ford Q. This result and (8) 
(A) we can (cf. [6, 14] and (6)) representP ≡ TPT −1 as
HereÑ
; the fractional powersR j/r are defined so that their first r coefficients are diagonal, cf. [11, 12] .
Let us plug (10) into this equality for −p − 2 < i < min(q, d, 2n) − n − p − 1 and break it into s scalar equations. Since res([V,P i ]) aa ∈ Im D by Adler's formula, see e.g. [12] , and D t (ρ a j+i ) ∈ Im D by assumption, we easily find that for any P ∈ F S (m+n+2) F (A) we have (ċ p (t)) aa ρ a ma = 0 modulo the terms from Im D for all a = 1, . . . , s. So,ċ p (t) = 0, and the result follows.
Corollary 1 Under the assumptions of Proposition 2, for any
where c is a constant s × s diagonal matrix.
Symmetries of homogeneous NWD systems
Let (1)-(3) possess a scaling symmetry D = αtF + xu 1 + βu, where β = diag(β 1 , . . . , β s ) is a diagonal matrix, α, β j = const, and let the determining equations (2), (3) for ω γ , γ = 1, . . . , c, be homogeneous with respect to D. Then we shall call the evolution system with constraints (1)-(3) homogeneous w.r.t. D, cf. e.g. [7, 8, 10, 20] . If a formal vector field G∂/∂u is homogeneous of weight κ w.r.t. D, then we shall say for short that G ∈ A s itself is homogeneous of weight κ and write wt(G) = κ. For homogeneous systems (1)- (3) there usually exists a basis in S F (A) made of homogeneous symmetries, and hence the requirement of homogeneity of P, Q and τ below is by no means restrictive. So, the phrase like "for all (homogeneous) H ∈ M the condition P is true" below means that there exists a basis in M such that all its elements are homogeneous w.r.t. D, and for all of them the condition P holds true. We have an obvious Lemma 1 Let (1)- (3) be a homogeneous system with constraints, and homogeneous P, Q ∈ S F (A) be such that [P, Q] ∈ M, where M is a subspace of A s . Suppose that wt(G) = wt([P, Q]) = wt(P) + wt(Q) for all (homogeneous) G ∈ S
This result, as well as other results below, allows to prove the commutativity for large families of symmetries at once. Examples below show that we can usually choose the subspaces like M large enough so that the condition [P, Q] ∈ M can be verified for all symmetries in the family without actually computing [P, Q]. On the other hand, by proper choice of these subspaces we can considerably reduce the number of weight-related conditions to be verified, and thus make the application of our results truly efficient.
Below in this section we assume that (1)- (3) is a homogeneous NWD system with constraints and P, Q ∈ S F (A) are its homogeneous symmetries, p ≡ ford P, q ≡ ford Q. Note that if p, q > n + n 0 − 2, then by (9) we should verify the conditions of Lemma 1 only for G ∈ S
Commutativity and time dependence of symmetries
Corollary 2 Let α = 0, ∂Φ/∂t = 0 and ∂X γ /∂t = ∂T γ /∂t = 0, γ = 1, . . . , c. Let homogeneous P, Q ∈ Ann F (A) be such that (6), (7) and (9), we find that (6) or (7) for R = G ′ imply wt(G) = kα/n = wt([P, Q]) = (p + q)α/n for all homogeneous G ∈ N with k ≡ ford G ≥ n 0 . Hence, under our assumptions wt(G) = (p + q)α/n for all homogeneous G ∈ N ∩ L ≡ M, and thus by Lemma 1 [P, Q] = 0.
For instance, for the integrable [21] 
≡ K with n 0 = 2 and α = 3/2 the space S 
is spanned by 1 and u 1 , and wt(1), wt(u 1 ) ≤ 1 < α(p + q)/n = (p + q)/2 for p, q ≥ b K = 2. Hence, by Corollary 2 all (homogeneous) time-independent local generalized symmetries of formal order p > 1 for this equation commute.
Likewise, using Corollary 2, we can easily show that for any λ-homogeneous integrable evolution equation with λ ≥ 0 from [8] all its x, t-independent homogeneous local generalized symmetries of formal order k > 0 commute.
If n 0 ≤ 0 and, in addition to the conditions of Corollary 2 for P and Q, the commutator [P, Q] ∈ S F (A loc ), [P, Q] is x, t-independent and wt([P, Q]) = 0, then [P, Q] = 0. The weight-related conditions are automatically satisfied, as the only x, t-independent symmetries in S f(x, t, u, . . . , u n−2 ) , where Φ, Ψ are s × s matrices, all homogeneous x, t-independent local generalized symmetries of formal order k > 0 commute. a constant matrix}, and N 
(j)
F,R (A) be the set of symmetries
F,R (A) we have wt(G) < jζ R for ζ R > 0 and wt(G) > jζ R for ζ R < 0, so wt(H) = wt(P) for any homogeneous P ∈ Z F,R (A) and H ∈ N (ford P) F,R (A).
Let P, Q ∈ S F (A) be homogeneous, and
F,R (A) for some j and R, and L 2 is a subspace of S Note that under the assumptions of Proposition 2 all G ∈ S F (A) with ford G ≥ m + n + n 0 belong to St F,R (A) by Corollary 1. Suppose that R satisfies the conditions, given above. Let
F,R (A)). If p, q > n + n 0 − 2, then by (9) we can take
F (A) for P ∈ S F (A). So, taking Q = F and imposing the extra condition d ≤ p in three previous paragraphs yields valid results.
We also have the following Proposition 3 Let α = 0 and ∂F/∂t = 0, ∂X γ /∂t = ∂T γ /∂t = 0, γ = 1, . . . , c; let homogeneous P ∈ S F (A) be such that p ≡ ford P ≥ n 0 , ford ∂P/∂t < p and
Then [P, F] = 0, and thus ∂P/∂t = 0 and P ∈ Ann F (A).
Proof. As ford ∂P/∂t < p, we have
The conditions ford ∂P/∂t < p and p ≥ n 0 by virtue of (6) or (7) for R = P ′ readily imply wt(P) = pα/n. Hence wt([P, F]) = (p + n)α/n, and thus by Lemma 1 [P, F] = 0.
Let α > 0, ∂F/∂t = 0, ∂X γ /∂t = ∂T γ /∂t = 0, γ = 1, . . . , c, and homogeneous P, Q ∈ St F,F ′ (A), p, q ≥ n 0 , be polynomials in t. If we take the space of symmetries from S F (A) polynomial in time t, forL, and set
thus the weight-related conditions of Lemma 1, Corollary 2, Proposition 3, etc., are to be checked only for (homogeneous) G ∈ L 2 . Furthermore, if n 0 ≤ 0, then S (n 0 −1) F (A loc ) contains only the symmetries G = G(x, t), and so any homogeneous local generalized symmetry K of formal order k > 0 being polynomial in t and x and such that ∂ 2 K/∂u k ∂t = 0 is in fact time-independent, and any two such symmetries commute. This result applies e.g. to any homogeneous NWD system with α > 0 having the form u t = Φ(x)u n + Ψ(x)u n−1 + f(x, u, . . . , u n−2 ), where Φ, Ψ are s × s matrices.
Master symmetries of homogeneous NWD systems
Corollary 3 Let α = 0, ∂Φ/∂t = 0 and ∂X γ /∂t = ∂T γ /∂t = 0, γ = 1, . . . , c. Suppose that there exist a homogeneous Q ∈ Ann F (A) and a homogeneous τ ∈ A s such that ∂τ /∂t = 0, 
Theorem 1 Let the conditions of Corollary 3 be satisfied, ad
∈ A s , and wt(H) = ((b − n)j + q + n)α/n for all (homogeneous) H ∈ L j ∩ S (n 0 −1) F (A) ∩ Ann F (A), j = 2, . . . , i. Then Q j ∈ Ann F (A) and ford Q j > ford Q j−1 , j = 1, . . . , i.
The proof of the theorem consists in replacing in Corollary 3 the symmetry Q by Q j = ad j τ (Q) and repeated use of this corollary for j = 2, . . . , i. Note that we can easily verify that ad j τ (Q) ∈ A s , using Proposition 1.
Thus, Proposition 1, Corollary 3 and Theorem 1 enable us to ensure that τ indeed is a nontrivial master symmetry, producing a sequence of symmetries of infinitely growing formal orders, without assuming a priori the existence of hereditary recursion operator [5] or e.g. of "negative" master symmetries τ j , j < 0 [19] . So, our results provide a useful complement to the known general results on master symmetries, cf. e.g. [3, 4, 5, 19] .
It is important to stress that in general the symmetries Q i are not obliged to commute pairwise. The check of their commutativity and picking out the commutative subset in the sequence of Q i can be performed using either the results of present paper or other methods, see e.g. [1, 4, 5, 19] .
We often can take [τ , F] or F for Q, and then in order to use Theorem 1 it suffices to know only a suitable 'candidate' τ for the master symmetry.
For instance, integrable Harry Dym equation u t = u 3 u 3 ≡ H, see e.g. [1, 14] , satisfies the con- 
