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Chapter 1
Introduction
The introduction of Autoregressive Conditional Heteroscedastic (ARCH) models by
Engle (1982) laid the foundation to a whole new class of academic research, with far
reaching application in financial markets, where volatility, a proxy for risk, is a key
component in many of its branches. Accurate measurement and forecasting are of
paramount importance for hedging, portfolio optimization and the pricing of complex
financial derivatives. With the relaxation of the assumption of steady volatility, it was
now possible to assume it was time-varying, with periods of high and low volatility being
captured parsimoniously. The modelling of an asset’s returns, rather than its price is
preferred, as the former is a scale-free summary of the investment opportunity, together
with preferred statistical properties such as stationarity (Tsay (2005)) which are easier
to manage in the framework set out in this thesis.
The thesis is arranged into the following chapters:
• Chapter 1 provides an introduction to the thesis with a brief recap of the theoretical
background and details of the relevant contributions.
• Chapter 2 presents a quick overview of the relevant tail risk forecasting techniques.
• Chapter 3 presents a new way of modelling volatility via Realised Volatility GARCH
models from a Bayesian perspective, and by introducing a Student-t distribution
into the measurement equation together with the Hansen specification of the
Skewed Student-t distribution of the returns. This chapter also examines various
types of Realised Volatility measures, and tests them against traditional GARCH
models using daily data which are compared by the quantile forecasting performance
of 1000 one-step-ahead forecasts using a moving estimation window.
The major contributions of this chapter are:
1
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– Using a Bayesian MCMC framework for a Realised Volatility GARCH model.
– Implementing a Student-t distribution in the measurement equation.
– Alternative specification of the Skewed Student-t distribution.
– Various Realised Volatility measures are directly compared.
• Chapter 4 looks at a multivariate approach by employing a new Bayesian Copula-GARCH
model with Skewed Student-t distribution for both marginal and joint distributions,
having the advantage that all moments of stock returns should be captured, such as
asymmetry, skewness and excess kurtosis. This single, multivariate and parsimonious
model is compared to an equally-weighted portfolio of five assets, for both an
international setting using weekly and intra-weekly returns as the Realised Volatility
measure, and a single market with traditional intra-daily and daily returns.
The major contributions of this chapter are:
– Combined RV GARCH marginals together with Copulas.
– Directly compared Realised Correlation using intra-daily data to daily only
models.
– Use of Skewed Student-t marginals and Skewed Student-t Copulas.
– Use of daily data with weekly returns in international markets.
– Implemented the whole framework with a Bayesian MCMC approach, with
the use of IFM.
• Chapter 5 presents a new family of univariate Realised Volatility GARCH models
which employ time-dependent structural breaks to better model volatility. Once
again I use a Bayesian MCMC approach to identify the break points. A novel
approach to sampling from the posterior is proposed with an epoch approach to
the adaptive proposal algorithm in order to tackle the high dimensionality of the
problem.
The major contributions of this chapter are:
– Proposed a new Bayesian model with Realised Volatility and structural breaks
which provide dating of such regime changes.
– A novel MCMC sampler is proposed to overcome the large number of simultaneous
parameters that need to be estimated, together with dating the potential
breaks.
• Chapter 6 summarises the thesis and provides concluding remarks and suggestions
for future research.
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1.1 Univariate Volatility Modelling
Given a time series of returns r = {r1, . . . , rn} with sample size n, we could model the
conditional variance via an ARCH(q) model, which depends on a linear function of the
square realisation of the past q observations as follows:
rt = at + µ
at = σtt,
σ2t = α0 +
q∑
i=1
αia
2
t−i (1.1)
where µ is the mean, t is a standard normal random variable and α0 and α1, . . . , αq are
parameters. The main drawback of (1.1) is that a large number of lags and hence
parameters are required in order to accurately capture the volatility dynamics. In
order to overcome this shortcoming, Bollerslev (1986) introduced a generalised version
of (1.1) in which volatility σ2 also depended on a linear function of the past p conditional
variances. The Generalised AutoRegressive Conditional Heteroscedastic (GARCH) Model
takes the general form:
rt = at + µ
at = σtt,
σ2t = α0 +
q∑
i=1
αia
2
t−i +
p∑
j=1
βjσ
2
t−j (1.2)
with further parameters β1, . . . , βp, which are equivalent to an ARCH(∞) when p =
q = 1, but with different ARCH effects:
σ2t = α0 +
∞∑
k=1
α1β
k−1
1 a
2
t−k
= α0 + αaa
2
t−1 + α1β1a
2
t−2 + α1β
2
1a
2
t−3 + . . .
The power of the GARCH model in (1.2) is that it retains all the previous observations’
lags in a simple, parsimonious structure, but in order to ensure that each σ2t is strictly
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positive, a simple set of restrictions can be applied:
α0 > 0, α1, . . . , αq ≥ 0, and β1, . . . , βp ≥ 0. (1.3)
A further condition for the whole GARCH process to remain stationary is for the
unconditional variance to be strictly positive and finite, which can be checked using:
E(σ2) =
α0
1−∑qi=1 αi −∑pj=1 βj (1.4)
In order for (1.4) to be strictly positive and finite,
∑q
i=1 αi +
∑p
j=1 βj < 1 must hold, a
condition which is applied during estimation, or included in most econometric packages.
For most instances when GARCH models are used, a simple GARCH(1,1) is sufficient
to capture the volatility dynamics of the data, which having only a small number of
parameters, has made it a very popular framework for this sort of analysis.
1.2 Realised Volatility
The above specification of GARCH, whilst being parsimonious, does suffer from the
shortcoming that it typically only uses daily returns as a source of information to form
expectations of the next period’s volatility. By using this proxy to determine the current
level of volatility, it can be argued (P. R. Hansen, Huang, and Shek (2012)) that it only
provides a weak signal, and therefore in an environment where volatility changes rapidly
such a model would be slow in catching up to the new level of conditional volatility, as
argued by Andersen, Bollerslev, Diebold, and Labys (2003).
A rapidly growing field has emerged due to the combination of the availability of
high-frequency data for many equity series and the lowering in storage and computation
costs; numerous realised volatility measures have been introduced such as realised variance
(Andersen and Bollerslev (1998), Andersen, Bollerslev, Diebold, and Labys (2001) and
Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008)), realised kernel (Barndorff-Nielsen
et al. (2008)), bi-power variation (Barndorff-Nielsen and Shephard (2004)) and the
realised range (Martens and Van Dijk (2007), Gerlach and Wang (2015)) amongst others.
Such measures can be used in place of returns as they are believed to be more informative,
which opens up a whole new class of GARCH models which are used to model volatility.
Early models such as the GARCH-X of Engle (2002) simply used realised variance in
place of squared returns, but this is regarded as an incomplete model as the realised
measure is not modelled at all. The first model to also include an additional latent
process for the realised measure was introduced by Engle and Gallo (2006), in which
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they use a Multiplicative Error Model (MEM) specification with the addition of daily
returns, high-low range, together with intra-day data.
Overall it has been found that that there are significant gains in using realised measures
(Christoffersen, Feunou, Jacobs, and Meddahi (2012) and Dobrev and Szerszen (2010)),
and this thesis utilises the specification introduced by P. R. Hansen et al. (2012) which
has a complete model made up of a GARCH framework for returns and an integrated
model for the realised volatility which we refer to as the measurement equation. One of
the chief advantages of having a full specification for both returns and realised variance
is that a multi-period forecast is now possible, which would not be the case if the
measurement equation was not present.
The main motivation behind using high frequency data is to try and improve the
measurement of volatility in financial assets, with the central idea being to sample
the frequency of returns at the intra-daily level, in order to measure ex-post the price
variation of a financial asset. It is argued (Y. Chen, Ha¨rdle, and Pigorsch (2010)) that
the log price of an asset p follows a Brownian semi-martingale, and therefore the theory
of quadratic variation of semi-martingales, which can be expressed as:
pt =
∫ t
0
µ(s)ds+
∫ t
0
σ(s)dW (s)∀t ≥ 0, (1.5)
in which {µ(t)}t≥0 is the instantaneous mean process with continuous and finite variation,
and where the ca`dla`g instantaneous volatility is {σ(t)}t≥0 with constraint σ(t) > 0 ∀t
and {W (t)}t≥0 being the classic definition of Brownian Motion. We can then express
the quadratic variation process of (1.5) by:
[p]t = plim
l−1∑
j=0
(pτj+1 − pτj)2, (1.6)
where τ0 = 0 ≤ τ1 ≤ . . . τl = t is a sequence of partitions with supj {τj+1 − τj} → 0 for
l→ inf, is given by
[p]t =
∫ t
0
σ2(s)ds,
which can be regarded as the integrated variance
∫ t
0 σ
2(s)ds of the price process. Realised
volatility can therefore be viewed as the total of high frequency returns which according
to quadratic theory might provide an ex-post measure of the integrated variance described
above. If we were interested in finding the daily realised volatility by observing log prices
pt,nj at a certain time frequency, with a total of M observations per day, we would
calculate the j period return as:
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rt,j = pt,nj − pt,nj−1 , j = 1, . . .M,
for each trading day t, which can then be used in calculating daily realised volatility by
R˜Vt =
M∑
j=1
r2t,j . (1.7)
It is easy to see, and formally proved by Andersen and Bollerslev (1998) and Barndorff-Nielsen
and Shephard (2004), that as we increase the sampling frequency and therefore M → inf,
the realised volatility process in (1.7) will converge to the quadratic variation of the
price process as per (1.6). This is not without its problems though (Hasbrouck (2006));
Firstly from a practical point of view, prices can only be observed at a discrete frequency
constrained by the amount of trading and quoting activity. Moreover, even if price data
is available at very small intervals, the data will suffer from what is commonly referred
to as micro-structure effects; e.g. bid-ask-bounce and price discretisation. In order to
overcome any bias which might be introduced, a sampling frequency in the 5 to 30 minute
spectrum is selected, at which point these effects should become negligible (Andersen et
al. (2001)), with the counterargument being that not all available data is being used, and
therefore a loss of volatility accuracy is inevitable with this approach. Possible solutions
to this issue are discussed in future chapters, with a more in-depth review provided by
Pigorsch, Pigorsch, and Popov (2012) and McAleer and Medeiros (2008).
1.3 Bayesian Parameter Estimation and Inference
Most inbuilt software packages utilise a maximum-likelihood approach in order to estimate
model parameters due to its fast results and quick set-up so that even the non-expert
user can obtain results easily. When GARCH models are considered though, parameter
restrictions are usually necessary in order to avoid the model exploding, such as α1 +
β1 < 1 for a simple GARCH (1,1) model. The typical Newton-Raphson method used
in maximum-likelihood estimation does have shortcomings in these situations though
(Silvapulle and Sen (2011)). When estimated parameter values approach their restriction
boundaries the algorithms tend to become unstable and produce inconsistent results as
would be the case as financial data tends to exhibit near unity for the sum of ARCH and
GARCH parameter pairs. This would translate into problems in calculating standard
errors and confidence intervals.
A way to overcome such limitations is to use a Bayesian approach to parameter estimation
with Markov Chain Monte Carlo (MCMC) methods to simulate from the posterior.
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One of the main attractions of Bayesian methods over maximum-likelihood is that any
information the researcher might have can be introduced via a prior distribution on the
parameters. MCMC methods, whilst computationally expensive, can easily generate
standard errors from the posterior distributions generated from the simulated chains
produced.
As computer power has become more readily available to researchers, many have turned
to use MCMC for parameter evaluation, especially as the complexity of the model
grows. Bauwens and Lubrano (1998), Ardia and Hoogerheide (2010), Gerlach, Chen, and
Lin (2012) , Jin and Maheu (2012), Rossi, Ehlers, and Andrade (2012), Smith (2013),
C. W. Chen, Gerlach, and Lin (2014), amongst others have successfully used Bayesian
MCMC approaches for a variety of GARCH-type models such as the ones encountered
in this thesis, with further detailed descriptions provided in the relevant chapters.
1.4 Risk in the Financial Markets
The Collins Dictionary of the English language (Hanks (1986)) defines risk as
“the possibility of incurring misfortune, loss or hazard”,
and the past 30 years in the financial markets have certainly seen a diverse mix of
behaviour, including much prosperity, but also much financial uncertainty due to fast
and deep crises in many international markets and assets. This has given rise to a large
number of research initiatives in the subject, by academia, financial institutions and
especially regulators who strive to attain better risk and forecast indicators (see Jorion,
2007 , Crouhy, Mark, & Galai, 2001 Dowd, 1998).
Notable events of the 1990’s include the £700 million loss which collapsed Barings Bank,
one of the oldest and historically most conservative banks in the UK, which boasted
Queen Elizabeth the II as a client (Chua-Eoan (2007)).
1994 saw Orange County’s highly leveraged position resulting in its bankruptcy with The
New York Times (Norris (1994)) already foreseeing the potential danger of complicated,
leveraged financial instruments:
“. . . it served as a warning of how rapidly new and popular financial strategies can sour,
leaving an apparently prosperous county unable to pay its bills”.
The year 1998 saw the near collapse of the global financial system partly due to the
huge exposure Long Term Capital Management (LTCM) had amassed with the aid of
derivatives and off-balance sheet activities the counterparty banks were involved in. This
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ultimately required a US$ 3.6 billion bailout under the supervision of the Federal Reserve
as it was feared the spillover effects to all areas of financial markets and ultimately
the real economy were too much of a possibility for the American central bank not to
intervene (Greenspan (2008)). These instruments were complicated and did not react
in a linear fashion to gains or losses (which were also potentially unlimited), and had
previously claimed notable victims such as Metallgesellschaft AG in 1993 due to a flawed
futures hedging strategy resulting in a loss of US$ 1.3 billion.
The year 2008 certainly saw a barrage of financial distress around the globe, with the
UK seeing high-profile names being acquired or bankrupted such as Northern Rock (Shin
(2009)), Alliance & Leicester (Goldsmith-Pinkham and Yorulmazer (2010)), Halifax
Bank of Scotland (HBOS) (Stephan (2011)), Lloyds TSB (Stephan (2011)), and the
Royal Bank of Scotland Group (RBS) (Tett (2009)). The USA saw national institutions
such as Fannie Mae and Freddie Mac being acquired by the Federal Housing Finance
Agency (Goldfar, Cho, and Appelbaum (2008)) in order to avoid a total collapse of
millions of residential mortgages. Even dominant investment banks such as Merrill Lynch
(Karnitschnig, Mollenkamp, and Fitzpatrick (2008)) and Lehman Brothers (McDonald
and Robinson (2010)) had to be acquired by Bank of America and Nomura Holdings
respectively. What surprised the market was that even low risk profile entities such
as insurance companies were entangled in the contagion, with American International
Group (AIG) having to be rescued by the US federal government for US$ 182 billion
(Felkerson (2011)).
The above will certainly not be the last victims of financial markets knowing human
nature and their capacity to circumvent even the most stringent of regulations, but
hopefully more focus will be placed on risk-management systems which will become
part of both investment policy and capital budgeting.
1.5 Chapter Summary
This chapter gave a brief overview of the various key themes and unifying topics that
will be covered during this thesis, together with a review of the available literature in the
field. GARCH and realised volatility models will be used to tackle financial time series
data, all within a Bayesian framework. A few select case studies are provided to show
that financial crises are not rare occurring events, and many could have been prevented
with better oversight tools.
The following chapter gives an overview of the risk forecasting approaches which are
considered in this thesis.
Chapter 2
Risk Forecasting
2.1 Tail Risk Estimators
2.1.1 Value-at-Risk
One of the most commonly used risk measures is the Value-at-Risk (”VaR”), which has
gained much attention in the business community due to its relatively easy estimation
and comprehension by a non-technical audience, especially following its introduction
by official institutions such as the Basel Committee on Banking supervision (Basel
Committe on Banking Supervision (1998)), and the Bank for International Settlements
(”BIS”) (Fisher-Report (1994)).
VaR has become the cornerstone of internal risk management as a way to quantify
financial exposure following the market turmoil of the late 80’s and early 90’s in both
financial and non-financial institutions as discussed above. This is possibly due to
its intuitive representation of a firm’s capital at risk, becoming the measure of choice
compared to other competing risk measures proposed at the time and especially following
J.P. Morgan’s introduction of the RiskMetrics system in 1996.
Szego¨ (2004) provides and excellent literature review of VaR, with the salient points
summarised as follows: Two main VaR calculation methodologies can be classified as
either factor models, such as RiskMetrics, or by using historical quantiles. With the
former approach, a number of factors are used to forecast the volatility and correlation
of a universe of assets. Often using normality for simplicity, the VaR can easily be
calculated as it is assumed to be proportional to the standard deviation of the portfolio.
The second approach uses historical returns of the constructed portfolio, together with
statistical models in order to calculate VaR. There are numerous approaches in forecasting
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these quantiles: either by volatility estimation via GARCH models, rolling historical
quantiles or even via extreme value theory.
Boudoukh, Richardson, and Whitelaw (1998) use a hybrid method in which volatility and
historical simulation techniques are combined, with the shortcoming that the exponentially
declining parameter value and the VaR computation procedure are ad-hoc.
Danielsson and De Vries (2000) have proposed an extreme quantile estimation method,
with the focus being on the asymptotic form of the tail, instead of modelling the whole
distribution. The authors do show that one major shortcoming is that the approximation
may be poor at low probability levels, as they are not extreme enough.
A. J. McNeil and Frey (2000) have used an alternative approach which fits GARCH
models to the time series, and then uses EV theory on the standardised residuals. This
also suffers from the usual problems as most volatility models.
Further research by Chernozhukov (2000) and Engle and Manganelli (2004) show that
EV theory can be incorporated into the regression quantile framework.
The VaR concept has emerged as the most prominent measure of downside market risk as
it places an upper bound on losses in the sense that these will exceed the VaR threshold
with only a small target probability α, typically chosen between 1% and 5%, with a
common time horizon of 1 or 10 days.
More generally, given a confidence level α ∈ (0, 1), the VaR of a portfolio of risky assets at
the specified confidence level is given by the smallest number l such that the probability
that the loss L exceeds l is no larger than (1− α).
Formally A. McNeil, Frey, and Embrechts (2005) define it as:
V aRα = inf {l ∈ R : P (L > l) ≤ (1− α)} = inf {l ∈ R : FL(l) ≥ α} .
We can therefore view VaR as a quantile of the loss distribution, when viewed from a
strict probabilistic framework. The clear drawback of this approach is that no information
is available about the magnitude of losses once this level is breached, which by definition
will occur with frequency (1− α), but this is addressed in the next section.
The conditional 1 period VaR forecast is formally defined as:
α = Pr(rt+1 < V aRα|Ωt) (2.1)
where rt+1 is the one period return from time t to time t+ 1, α is the quantile level and
Ωt is the information set at time t. For a Student-t distribution standardised to have
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variance 1, VaR is calculated via the inverse CDF (t−1ν ) of the distribution as follows:
V aRα = µ+ σt
−1
ν (α)
√
ν − 2
ν
, (2.2)
similarly, for a B. E. Hansen (1994) Skewed Student-t using its inverse CDF (skt−1α,ν,λ)
as follows:
V aRα = µ+ σskt
−1
α,ν,λ, (2.3)
where skt−1α,ν,λ is:
skt−1(α|ν, λ) =

1− λ
b
√
ν − 2
ν
t−1ν
(
α
1− λ, ν
)
− a
b
; if α <
1− λ
2
1 + λ
b
√
ν − 2
ν
t−1ν
(
0.5 +
α
1 + λ
(
α− 1− λ
2
)
, ν
)
− a
b
; if α ≥ 1− λ
2
In Chapters 3 and 5 I use univariate GARCH models to calculate VaR, whilst in
Chapter 4 I explore the multivariate approach with the use of copula models, which allow
for a flexible multivariate distribution with different margins and different dependence
structures, without the usual limitations of traditional joint-normal distributions.
2.1.2 Conditional Value-at-Risk
Conditional Value at Risk (CVaR) or Expected Shortfall (ES), can be viewed as an
extension of VaR as it looks further into the tail, and can therefore provide further
insight into the potential losses that VaR cannot.
Embrechts (2000) and A. McNeil et al. (2005) provide an overview of the shortcomings
of VaR, chiefly not being sub-additive; VaR is not a coherent risk measure, as the total
risk of a portfolio can be larger than the sum of the individual risks (Artzner, Delbaen,
Eber, and Heath (1997) and Artzner, Delbaen, Eber, and Heath (1999)).
A. McNeil et al. (2005) show that if we define L as the portfolio loss, and given E(|L|) <
∞ and PDF FL, given a confidence level α ∈ (0, 1) we can define ES generally as:
ESα =
1
1− α
∫ 1
α
qu(FL)du,
where qu(FL) = F
←
L (u) is the quantile function of FL.
It is easy to see how ES and VaR are related via:
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ESα =
1
1− α
∫ 1
α
V aRu(L)du.
For a Gaussian distribution A. McNeil et al. (2005) show that ES is:
ESα = µ+ σ
φ(Φ−1(α))
1− α (2.4)
where φ is the Normal PDF and Φ−1 is the Normal inverse CDF.
For a Student-t distribution A. McNeil et al. (2005) show that ES is:
ESα = µ+ σ
tν(t
−1
ν (α))
1− α
(
ν + (t−1ν (α))2
ν − 1
)√
ν − 2
ν
(2.5)
where ν is the estimated degrees of freedom restricted to ν > 2, tν and t
−1
ν are
the Student-t probability density function and inverse cumulative distribution function
respectively.
For a standard normal density, we can express VaR, Θ and ES as:
Θ = Φ−1(α),
ES = E[| < Θ] = φ(Θ)
Φ(Θ)
where φ is the Normal PDF and Φ is the Normal cumulative distribution function.
We can derive the ES for a B. E. Hansen (1994) Skewed Student-t distribution for a
long position given the standardised VaR value Θ:
ESα = µ+ σE[| < Θ] (2.6)
where
E[| < Θ] = 1
sktν,λ(Θ)
Θ∫
−∞
bc
(
1 +
1
ν − 2
(
b+ a
1− λ
)2)− ν+12
d
=
c(1− λ)2
b · sktν,λ(Θ)
ν − 2
1− ν
(
1 +
1
ν − 2
(
bΘ + a
1− λ
)2) 1−ν2
− a
b
where sktν,λ is the CDF of the Skewed Student-t distribution:
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skt(|ν, λ) =

(1− λ)tν
(√
ν
ν − 2
(
b+ a
1− λ
)
, ν
)
if  < −a
b
1− λ
2
(1 + λ)
[
tν
(√
ν
ν − 2
(
b+ a
1− λ
)
, ν
)
− 0.5
]
if  ≥ −a
b
Dokov, Stoyanov, and Rachev (2008) provide numerical approximations via Monte Carlo
methods to calculate both VaR and CVaR by defining the Skewed Student-t distribution
as a normal mixture with inverse gamma distribution. However the closed form solutions
provided above avoid the large computational burden usually associated with using such
techniques, and are able to provide a precise solution which is easily repeatable. When
using copulas though, it is necessary to use these analytical techniques as no other
solution is possible. Further details on these methods are provided in the relevant
chapter.
2.2 Model Evaluation
In order to formally assess the validity of the competing risk models, the following
back-testing techniques are employed:
• Unconditional Coverage Test
• Conditional Coverage Test
• Dynamic Quantile Test
• Loss Function (Koenker and Bassett)
2.2.1 Unconditional Coverage Model Evaluation: Kupiec’s Test
This test was first introduced by Kupiec (1995), and it was one of the earliest proposed
VaR back tests using a non-parametric approach based on the proportion of violations
or exceptions. At its core it uses the binomial theory in order to assess the difference
between the observed and expected number of VaR violations for a given portfolio and
model. For a known number of observations T , we observe N VaR violations given
confidence level α, proportionally this would amount to N/T (pi) violations. By using
the Unconditional Coverage (UC) test, we can determine if the ratio N/T is statistically
significantly different from α. Given basic binomial theory, the probability of observing
N =
∑T
t=1Ht violations given T observation is (1−α)T−NαN , null hypothesis:
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H0 : α = E(Ht)
The likelihood ratio test statistic:
LRUC = −2ln[(1− α)T−NαN ] + 2ln[(1− pi)T−N (pi)N ] (2.7)
which tends towards χ2(1) asymptotically under the null hypothesis H0. A model with
either high or low violation rates would be rejected under this test, but as stated by
Kupiec (1995), its statistical power does appear to be poor, and therefore caution should
be used when interpreting results.
2.2.2 Conditional Coverage Model Evaluation: Christoffersen’s Test
This is a more advanced version of the UC test above, developed by Christoffersen
(1998), it similarly employs a likelihood ratio statistic to test the joint assumption of
unconditional coverage, but also looks at the independence of the violations. When
compared directly with the UC test above, the Conditional Coverage (CC) test has the
superior ability to take account of any conditionality in the generated forecast, where a
change in volatility from high to low and vice-versa would be reflected in a change in
VaR forecast due to the clustering effects seen in high volatility environments. The UC
test’s two major shortcomings are that serial dependence in the returns invalidates the
test, and secondly that dependence in the violations is itself a misspecification indicator
since it implies that the volatility clustering of returns has not been adequately explained
by the underlying model.
Christoffersen (1998) argues that given a violation, the hit sequence should be independent
over time and we should therefore not be able to predict if VaR will be violated or not,
as this new information could be used to build a better forecasting model.
The likelihood ratio statistic is calculated as:
LRCC = −2ln[(1− α)T−NαN ] + 2ln[(1− pi01)n00pin0101 (1− pi11)n10pin
11
11 ] (2.8)
where given a hit sequence Ht and nij is the number of days with the state i followed
by j occurred for i, j = 0, 1 and is distributed as χ2(2) under the null hypothesis H0.
piij =
nij∑
j nij
(2.9)
are the corresponding probabilities of observing a violation, conditional on the state
i the previous day. It is assumed that the hit sequence follows a first order Markov
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sequence with a transition matrix given by:
∏
=
[
1− pi0 1− pi1
pi0 pi1
]
If we observed a series of N violations and they were truly independent, then the
probability of either observing or not observing a VaR violation in the next period
would be identical, i.e. pi01 = pi11 = α. If the CC test is rejected, this might imply
that the Value-at-Risk model needs improvement as it is not properly accounting for
clustering of the data. By splitting the effects of clustering due to heteroscedasticity
and any effects due to distributional assumptions, the CC test is believed to provide
more statistically significant results, with the shortcoming of requiring a high number
of observations in order for the results to be valid, while also only accounting for an
autocorrelation of order 1 in the hit sequence.
2.2.3 Dynamic Quantile Model Evaluation: Engle’s Test
The Dynamic Quantile (DQ) test of Engle and Manganelli (2004) allows Xt to include
lags of Hitt, V aRt and its lags, where Hitt = Ht − τ∗ are the demeaned violations
which form a martingale difference sequence, as detailed in Berkowitz, Christoffersen,
and Pelletier (2011), where the authors show that
E[Hitt|Ωt−1] = 0, (2.10)
and hence the demeaned violations form a martingale difference sequence with respect
to Ωt−1 and therefore Hitt is uncorrelated at all leads and lags.
The test statistic is given by:
DQ = (Hit′tXt[X
′
tXt]
−1X ′tHitt)/(p(1− p)) (2.11)
where the vector of instruments Xt might include lags of Hitt, V aRt and its lags. The
null hypothesis being tested is that Hitt and Xt are orthogonal, with the test statistic
following a χ2(q) distribution where q = Rank(Xt). Berkowitz et al. (2011) show that
the DQ test is the superior model evaluation tool when testing VaR at the 1% level,
while other tests have lower power against VaR misspecified models.
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2.2.4 Loss Functions
The big shortcoming of all of the above tests is that they show very little power in
distinguishing between different, yet close alternatives, so the magnitude as well as
the number of violations should be considered when competing models are proposed.
Discussion by the Basel Committe on Banking Supervision (1998) has noted that both
of these metrics are of paramount importance when applied to a regulatory framework.
Loss function which account for both violations and magnitude, take the general form:
LF =
{
f(Lt+1, V aRt) if Lt+1 > V aRt+1
g(Lt+1, V aRt) if Lt+1 ≤ V aRt+1
where f(x, y) and g(x, y) are user specified functions where f(x, y) ≥ g(x, y) given y so
that more weight is placed on portfolio losses L exceeding VaR.
As per Koenker and Bassett Jr (1978) this could be done through a criterion function,
which should be minimized in quantile regression estimation, defined as:
LF =
s+f∑
t=s+1
(at −Qt)(α− It).
Where I is an indicator taking the value of 1 if there is a violation for either VaR or ES
(at < Qt), Qt is the quantile forecast, and α is the evaluation quantile for VaR.
2.3 Chapter Summary
The above examples of financial meltdowns should hopefully spur a conservative attitude
to risk management, or at least a more watchful eye by the powers that be. It might be
inevitable that newer, more complex financial instruments will come along generating
new untold wealth and prosperity, with the potential for the unsophisticated buyer to
be lured in by this trojan horse. VaR and CVaR are certainly not a panacea, and
instruments can be engineered to look benign when assessed with this lens, but they are
a front line defence and certainly could have prevented much of the angst over the past
20 years. The following three chapters present novel approaches to risk management
by implementing various types of GARCH models using high-frequency data, in both
univariate and multivariate settings.
Chapter 3
Bayesian Tail Risk Forecasting
Using Realised GARCH
This chapter is an extended version of the journal article: “Bayesian Tail Risk Forecasting
Using Realised GARCH” (Contino and Gerlach (2015)) under review at “Applied Stochastic
Models in Business and Industry”.
3.1 Introduction
Volatility of financial assets is a crucial aspect of risk management, and as such has
attracted much attention from both academia and industry. An undisputed and key
feature of returns is the change of volatility over time, and therefore it becomes paramount
to model such dynamics. Seminal models such as the ARCH model by Engle (1982) and
its generalisation, the GARCH model by Bollerslev (1986), were developed in order to
capture such features, and are extensively used in a wide variety of applications that
require the forecast of a volatility process, such as options pricing and risk management.
A large number of GARCH specifications have since been developed, with the majority
utilising daily returns as the key component in their specification of conditional variance.
The reasoning behind this is that the current level of volatility can be unbiasedly
estimated by squared returns and used to form expectations regarding the next period,
but this only offers a weak signal about the current level of volatility (P. R. Hansen et al.,
2012). This results in GARCH models being inefficient in reflecting the ‘true’ volatility
during times of rapid volatility changes due to them overreacting to large shocks and
being slow in going back to the long term average (Andersen et al., 2003).
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Far more efficient measures of realised volatility have therefore been constructed following
the availability of high-frequency data, such as Realised Variance and Realised Kernel
amongst others, as discussed in Andersen and Bollerslev (1998), Andersen et al. (2001),
Barndorff-Nielsen (2002) and Barndorff-Nielsen et al. (2008). These measures are more
accurate proxies of volatility compared to squared returns, and have therefore been used
in some of the recent papers in the field.
Unfortunately these methods are not a panacea as there are issues in calculating Realised
Volatility due to micro-structure noise caused by bid-ask spread and non-synchronous
trading (Campbell & Lo, 1997). Methods influenced by L. Zhang, Mykland, and Aı¨t-Sahalia
(2005), Bandi and Russell (2008) Bandi and Russell (2011) and Barndorff-Nielsen,
Hansen, Lunde, and Shephard (2011) have been developed to partially overcome such
shortcomings. Non-trading hours where the availability of high-frequency returns is
scarce or unavailable (such as during lunch-time or overnight) also introduces another
issue in computing realised volatility. Other similar approaches have been employed by
Ghysels, Santa-Clara, and Valkanov (2004) in their Mixed Data Sampling Regression
Models (MIDAS), where time series at different frequencies are included into a single
regression model, with a further extension being the HYBRID-GARCH model of X. Chen,
Ghysels, and Wang (2011) where, within a GARCH framework, returns are sampled at
higher frequency than the prediction horizon and assigned non identical weights. The
introduction of Realised GARCH by P. R. Hansen et al. (2012) with the inclusion of a
measurement equation has been shown to posses many attractive features together with
substantial improvements over daily returns GARCH.
This chapter builds on recent work by Watanabe (2012) and P. R. Hansen et al. (2012)
on Realised GARCH models for estimation of quantile forecasts, extending it in the
following ways: First, Bayesian Markov Chain Monte Carlo (MCMC) procedures are
employed for the estimation of all models to account for estimation risk. With the
addition of five extra parameters in the measurement equation, it means that complex
numerical estimation methods are required, so an MCMC approach is used. Bayes’ law
is used to recover the posterior distribution of the parameters, and since they have a
complicated functional form, MCMC methods are used as it is impossible to simulate
from them directly. Second, a Student-t distribution is proposed in the measurement
equation in order to account for non-Gaussianity in the distribution of the respective
error term, as proposed by Watanabe (2012) as an extension to his work, for example
an outlier occurring due to a sudden intra-day price movement. Third, an alternative
specification of the Skewed Student-t distribution using B. E. Hansen (1994) is proposed
for the returns equation. Lastly, three different Realised Volatility measures are utilised
within this framework, so that they can be scrutinised and their performance compared
to one another.
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To the best of my knowledge this is the first implementation of a Realised Volatility
GARCH model within a Bayesian framework. The proposal of a Student-t distribution
for the measurement equation is also novel, together with Hansen’s specification of the
Skewed Student-t distribution. Student-t as well as Skewed Student-t distributions are
considered for all models, and skewness and kurtosis parameters are estimated jointly
with the other parameters of the volatility and measurement equations. Intra-daily data
from eight international equity indexes are used from January 2000 to February 2014.
For each data set daily returns and a variety of Realised Volatility measures are tested
against a range of models and compared by the quantile forecasting performance of 1000
one-step ahead forecasts using a moving estimation window.
The main results are: Realised Volatility GARCH models perform better than their daily
counterpart for Value-at-Risk and Expected Shortfall, with the choice of distribution
being a significant factor. Realised Volatility models implementing a Skewed Student-t
distribution for returns in the GARCH equation clearly are favoured, with the choice
of Realised Volatility measure not being a large factor for quantile forecasting emerging
from this analysis.
The chapter is structured in the following way; Section 3.2 specifies the Realised Volatility
GARCH model and the calculation of the various Realised Volatility Measures. Section
3.3 gives a brief overview of the Bayesian approach and Markov-Chain Monte Carlo
methods employed. Section 3.4 gives an overview of the forecasting methodologies
employed and the relevant back-testing. Section 3.5 provides details of the simulation
study. Section 3.6 presents the data and the empirical studies from eight international
equity indexes for both VaR and ES using formal and informal tests. Concluding
remarks and possible extensions are given in Section 3.7. An Appendix and Tables
with parameter estimation results follow.
3.2 Realised Volatility GARCH Model specifications
3.2.1 Calculating Realised Volatility Measures
For a log return series rt, the Realised Volatility (RV) over the time period [t− j, t], for
0 < j ≤ t ≤ T is defined as:
RV (t, j;m) ≡
m∑
j=1
r2(t−(j−1)/m), (3.1)
wherem is the number of intra-daily observations and 1/m is the sampling frequency. We
can therefore treat RV as the second sample moment of a fixed interval return process of
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length j, in turn providing a volatility measure for the the j-period measurement interval.
In this chapter I consider RV calculated using the following intervals: 5 minutes (RV5),
5 minutes using 1 minute sub-samples (RV5ss) as well as the realised kernel (RK) as
evaluated in Barndorff-Nielsen et al. (2008) using a Parzen weight function taking the
following form:
K(X) =
H∑
h=−H
k
(
h
H + 1
)
γh, γh =
n∑
j=|h|+1
xjxj−|h|, (3.2)
in which k(x) is the kernel weight function, in this case using the Parzen kernel function:
k(x) =

1− 6x2 + 6x3 0 ≥ x ≥ 1/2
2(1− x)3 1/2 ≥ x ≥ 1
0 x > 1.
(3.3)
where xj is the high frequency return in both (3.2) and (3.3) and H is the choice of
bandwidth:
H∗ = c∗ξ4/5n3/5, c∗ = ((12)2/0.2969)1/5 = 3.5134,
and ξ2 =
ω2√
T
∫ T
0 σ
4
udu
As discussed in Barndorff-Nielsen et al. (2008), the realized kernel has broadly the
same form as a standard heteroskedasticity and autocorrelated (HAC) covariance matrix
estimator, but differs due to the statistics not being normalised by the sample size.
The sub-sampling uses a method developed by L. Zhang et al. (2005) in which fewer
data are discarded as opposed to (3.1). Sampling here is carried out over sub-grids
of observations every 1 minute, and the results are averaged across those sub-grids.
L. Zhang et al. (2005) show that this results in a substantial decrease in bias of the
estimator. By demeaning the return series so that µ(t) ≡ 0, the realised volatility
represents the ex-post sample variance computed fromm discretely sampled (j/m)-period
returns over the period [t − j, t]. In this case RV is (ex-ante) unbiased (except for
micro-structure effects) for the expected volatility Var(t, j). Watanabe (2012) estimates
RV-GARCH models with the following ARCH and GARCH orders: (1,1), (2,1) and (2,2)
for quantile forecasts, but performance does not alter by much across these choices, and
I therefore only consider RV-GARCH(1,1) in this chapter.
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3.2.2 Realised Volatility GARCH with Log-Linear Specification
The RV-GARCH(1,1) model employing a simple log-linear specification is defined by
the following volatility and measurement equation respectively:
at = rt − µ,
at = σtt,
t
iid∼ tν , or t iid∼ sktν,λ,
ln(σ2t ) = α0 + α1ln(RVt−1) + β1ln(σ
2
t−1) (3.4)
ln(RVt) = ξ + φln(σ
2
t ) + τ1t + τ2(
2
t − 1) + ut (3.5)
ut
iid∼ N (0, σ2u) or ut iid∼ tνmes ,
This is a similar specification as employed by P. R. Hansen et al. (2012) with the addition
of a Student-t specification for the measurement equation in (3.5), which provides a
coherent way to model the joint dependence between returns and the Realised Volatility
measure. A limitation of GARCH models is their inability to distinguish between the
asymmetry of returns and the respective effects on volatility, the so called “leverage
effect”, as only the magnitude of returns are considered and not their signs. (3.5) also
includes a leverage function τ1t + τ2(
2
t − 1) in quadratic form which captures any
asymmetry in the dependence between returns and future volatility. This is similar to
the EGARCH structure introduced by Nelson (1991), and therefore makes the use of an
explicit leverage function in the volatility equation redundant. This quadratic form is
chosen as in P. R. Hansen et al. (2012) as for the chosen distributions where E(t) = 0
and var(t) = 1 it guarantees that E(τ(t)) = 0.
This is similar to the Threshold Autoregressive (TAR) model of Tong (1978, 1990) where
if it was believed that a shock asymmetry only took effects for larger negative values,
then the threshold parameter could be set at the appropriate level of -3% for example
to indicate a more severe response once returns were lower than -3% similar to a GJR
GARCH model of Glosten, Jagannathan, and Runkle (1993). This model is therefore
non-linear due to the response of τ1t+τ2(
2
t −1) to a negative or positive t, as if τ1 < 0
and τ2 > 0 as expected, negative shocks will have larger impacts than positive ones. The
size of the asymmetry between a negative and positive shock is dictated by τ1 while the
level at which this occurs is governed by τ2.
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A logarithmic specification is chosen for both (3.4) and (3.5) as it guarantees a positive
variance in (3.4). One drawback of using a logarithmic specification, known as LGARCH
as per Geweke (1986); Pantula (1986); Milhøj (1988), is that if a zero return is observed,
it will cause a runtime error in the likelihood evaluation. This is not an issue in either
(3.4) and (3.5) as returns do not appear in either equation.
Micro-structure noise and non-trading hours can introduce bias in RV, but this should be
adjusted by ξ and φ in (3.5), while also considering RV calculated at different intervals
as well as the Realised Kernel should reduce this bias to a minimum. Estimates for φ in
(3.5) will suggest how much Realised Volatility is explained by conditional variance. In a
scenario with zero bias and where Realised Volatility was an unbiased estimator of true
volatility, we would observe ξ = 0 and φ = 1. As prices are sampled at finer intervals,
micro-structure issues such as bid-ask spread, bid-ask bounce and autocorrelation of
intra-day returns become more apparent, therefore sampling over longer horizons (rather
than tick-by-tick) reduces this impact drastically (L. Zhang et al., 2005) as well as
using sub-sampling. Kernel based estimators in which higher-order auto-covariances are
used have been shown to eliminate bias in Realised Volatility (P. R. Hansen & Lunde,
2005). Barndorff-Nielsen, Hansen, Lunde, and Shephard (2004) have shown that the bias
reduction properties are near identical for either method and are therefore all optimal.
I adopt a standardised Skewed Student-t distribution which has mean 0 and variance 1,
introduced by B. E. Hansen (1994) with takes the following PDF:
f(|ν, λ) =

bc
(
1 +
1
ν − 2
(
b+ a
1− λ
)2)−(ν+1)/2
if  < −a
b
bc
(
1 +
1
ν − 2
(
b+ a
1 + λ
)2)−(ν+1)/2
if  ≥ −a
b
(3.6)
where ν is the kurtosis parameter with range 2 < ν <∞ and λ is the skewness parameter
with range −1 < λ < 1 and a, b, and c are given by:
a = 4λc
(
ν − 2
ν − 1
)
, b =
√
1 + 3λ2 − a2, c =
Γ
(
ν + 1
2
)
√
pi(ν − 2)Γ
(ν
2
) .
The density above specialises to a Student-t density when λ = 0, and when λ > 0 the
mode is to the left of zero and the density is skewed to the right, with the opposite
occurring when λ < 0.
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In this chaper I propose standardised Student-t and standardised Skewed Student-t
specifications in (3.4) and standard Normal and standardised Student-t in (3.5), leading
to four possible distribution combinations. We leave out Gaussian in (3.4) as a straw
man.
The joint likelihood to be evaluated becomes:
L(rt, RVt|It−1) =
n∏
t=1
l(RVt|rt, It−1)l(rt|It−1) (3.7)
where l(RVt|rt, It−1) is the PDF of the distribution of  in (3.4) and l(rt|It−1) is the
PDF of the distribution of ut in (3.5), and It−1 is the past information vector including
[RV1 . . . RVt−1 and r1 . . . rt−1].
The distributions used and parameters to estimate in the models are as follows, with
detailed joint log-likelihoods provided in Appendix 3.A:
Table 3.2.1: Distributions and Parameters to estimate
ut: Normal
: Student-t µ, α0, α1, β1, ν, ξ, φ, τ1, τ2, σ
2
u, σ0
: Skew Student-t µ, α0, α1, β1, ν, λ, ξ, φ, τ1, τ2, σ
2
u, σ0
ut: Student-t
: Student-t µ, α0, α1, β1, ν, ξ, φ, τ1, τ2, σ
2
u, νmes, σ0
: Skew Student-t µ, α0, α1, β1, ν, λ, ξ, φ, τ1, τ2, σ
2
u, νmes, σ0
Table 3.2.2: Distribution Notation
ut: Normal ut: Student-t
: Student-t RGtN RGtt
: Skew Student-t RGSktN RGSktt
These parameters are estimated via Bayesian MCMC methods which are further discussed
in Section 3.3.
The long run unconditional means of (3.4) and (3.5) are respectively:
E(ln(σ2)) =
(α0 + α1ξ)
(1− β1 − α1φ) , and E(ln(RV )) = ξ + φln(σ
2) (3.8)
and hence hence stationarity is achieved given that
φα1 + β1 < 1. (3.9)
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3.3 Markov-Chain Monte Carlo Estimation
A likelihood function is specified according to the model, with standard Student-t or
Skewed Student-t distributions. A likelihood function for both distributions is provided
for reference in Appendix 3.A.
3.3.1 Prior
A combination of mostly uninformative and Jeffrey’s priors are chosen over the possible
region for the parameters in θ, where:
θ = [α0, α1, β1, ν, λ, ξ, φ, τ1, τ2, σ
2
u, νmes, µ, σ
2
0]
′
The prior, pi(θ) ∝ 1
σ2u
, 1ν ,
1
νmes
IA, (where A is the region described by the restrictions
in Table 3.3.1) is used for the degree of freedom parameters in (3.4) and (3.5) and a
standard Jeffry’s prior for the volatility of ut in (3.5) as I am assuming they are a priori
independent. A flat prior on the degree of freedom parameters would lead to an improper
posterior distribution as shown in Bauwens and Lubrano (1998).
During the MCMC process, the following parameter restrictions are employed.
Table 3.3.1: MCMC Parameter Restrictions
Parameter µ, α0, ξ, τ1, τ2 α1, β1 ν, νmes |λ| φ, σ2u, σ20 φα1 + β1
Bounds ±∞ ≥ 0, < 1 > 2, < 200 < 1 > 0 < 1
The ν and νmes parameters are restricted to be above 2 and under 200, as without an
upper limit, and with a normal distribution of the data, the likelihood is not integrable
in terms of degrees of freedom, so a limit of 200 was put in place, as the Student-t
distribution is effectively normal at this level. The initial volatility is estimated during
MCMC via the σ20 parameter.
3.3.2 Sampling
In order to make inference about the parameters θ, the random walk Metropolis (RWM)
algorithm is used to draw samples from the posterior distribution. The adaptive proposal
(AP) algorithm of Haario, Saksman, and Tamminen (1999) is used during burn-in
iterations to produce an efficient proposal distribution for the RWM algorithm. The
high number of iterations, combined with many unknown parameters, eight data sets
and 12 distribution/RV combinations plus two for daily models, all for 1000 day forecast
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results in a very large computational burden. Using several computers simultaneously,
the entire empirical forecasting exercise was completed in 5 days. Each single day’s
forecast takes approximately 90 seconds on a standard desktop PC with 8GB RAM and
a 3GHz Intel i7 processor using MATLAB. Computation times could be further reduced
by using currently available techniques based on GPU processing.
3.3.3 Burn-in
Assuming that the parameter vectors θ(1), . . . ,θ(i−1), for i > H, have been generated, to
generate θ(i), the AP algorithm first simulates θp from the multivariate Normal proposal
distribution:
θp ∼ N
(
θ(i−1), cdΣt−1 + cdεId
)
,
where Σt−1 is the sample covariance matrix of θt−H , . . . ,θt−1, H is the “memory
parameter”, which is the number of previously sampled parameter vectors used for
evaluating the covariance matrix, cd is a scale factor depending on the dimension, d,
of the parameter vector, and ε is a small positive constant, which is used to prevent
zero variances. Following Haario et al. (1999) and Gelman, Roberts, and Gilks (1996),
cd = 2.4
2/d. The algorithm then accepts θp as θ(i), i.e., θ(i) = θp with probability:
α = min
{
p(θp|r)
p(θ(i−1)|r) , 1
}
, (3.10)
and rejects θp, i.e., θ(i) = θ(i−1) with probability 1− α.
The AP algorithm is set to run for 20,000 iterations per parameter, in order to guarantee
convergence of the parameters. So a five parameter model would have a chain length of
100,000. Convergence usually occurs quickly, by 25,000 iterations or so.
3.3.4 Post burn-in
As the stationary distribution of the AP algorithm is not strictly ergodic, and it samples
from a slightly different distribution from the target posterior distribution, it is used
only during the burn-in period. After burn-in, the standard random walk Metropolis
algorithm is used, whose proposal distribution is a multivariate Normal with a sample
covariance matrix of the last 10,000 burn-in samples.
Assuming that the parameter vector θ(i−1), for i > 1, has been generated, to generate
θ(i), the RWM algorithm first simulates θp from the multivariate Normal proposal
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distribution:
θp ∼ N
(
θ(i−1), cdΣ
)
.
The algorithm then accepts θp as θ(i) with probability α given by equation (3.10), and
rejects θp with probability 1 − α. For post burn-in iterations, θ and Σ are chosen to
be the sample mean and the sample covariance matrix, respectively, of the parameter
vectors sampled in the last 10,000 burn-in iterations. The RWM algorithm is set to
run for 10,000 iterations per parameter, and a mean of the last 10,000 chains is used
to generate the parameter values, standard errors and 95% credible intervals. Tables of
parameter results for two data sets are shown Tables 3.8.1 and 3.8.2.
3.4 Forecasting Methodology
Each model is used to produce 1000 one-step ahead volatility forecasts by using the
estimated parameters from the MCMC procedure with equation (3.4) together with the
last day of the sample period. This will generate a σ2 forecast, which in turn is used
to form a VaR and CVaR forecast at both the 95% and 99% confidence level α as per
(2.2),(2.3),(2.5) and (2.6). The accuracy of each model can then be measured by their
relative forecast performance. Alternatives include using monte carlo simulations to
produce a distribution of returns from which VaR and CVaR can be estimated, but this
technique is far more computationally expensive compared to the closed form above.
3.4.1 Back-testing VaR forecast models
An informal way to assess the performance of VaR forecasts, is to compute their Violation
Rate (VRate) as per Gerlach, Chen, and Chan (2011).
V Rate =
s+f∑
t=s+1
I(at < V aRt), (3.11)
where s is the estimation period, f is the forecast period, I is the indicator taking a
value of 1 when at < V aRt, with the scope of comparing individual violation ratios
(VRatio) which is simply (3.11) divided by the respective level of α, with a target of
1. If competing models are equidistant from such target, the model that produces the
lower VRatio is preferred as it indicates a more conservative model as per Wong and
So (2003). Formal methods of evaluation are the Unconditional Coverage (UC) test
introduced by Kupiec (1995), the Conditional Coverage (CC) of Christoffersen (1998)
and the Dynamic Quantile (DQ) test using 3 lags of Engle and Manganelli (2004), with
details provided in Sections (2.2.1). (2.2.2) and (2.2.3) respectively.
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3.4.2 Back-testing CVaR forecast models
Expected Shortfall Rate (ESRate) is the equivalent violation rate for the CVaR forecasts,
and is defined by Q. Chen, Gerlach, and Lu (2012) as:
ESRate =
s+f∑
t=s+1
I(at < ESt), (3.12)
once again used to obtain an ESRatio, where 1 is preferred, by dividing (3.12) by the
expected remaining quantile at the respective level δα, where each δα is obtained by
taking the average degree of freedom and skewness, calculating the theoretical standardised
CVaR, and running this through the CDF of that distribution. δα levels used are shown
in Table (3.4.1). Similarly to VaR back-testing, the UC, CC and DQ test can also be
applied to examine the violations from a CVaR forecast.
Table 3.4.1: δα level used to calculate ESRate for each distribution. Average Kurtosis
and Skewness are used for each distribution per data set.
δα=5% δα=1%
Gt GSkt RGtN RGtt RGSktN RGSktt Gt GSkt RGtN RGtt RGSktN RGSktt
CAC40 0.0182 0.0182 0.0187 0.0187 0.0188 0.0188 0.0036 0.0036 0.0037 0.0037 0.0037 0.0037
DAX 0.0182 0.0183 0.0187 0.0187 0.0189 0.0189 0.0036 0.0036 0.0037 0.0037 0.0037 0.0037
DJIA 0.0181 0.0182 0.0186 0.0185 0.0186 0.0186 0.0035 0.0036 0.0036 0.0036 0.0036 0.0036
IBEX 0.0180 0.0180 0.0186 0.0185 0.0186 0.0186 0.0035 0.0035 0.0036 0.0036 0.0036 0.0036
RUSS 0.0194 0.0194 0.0194 0.0194 0.0194 0.0194 0.0038 0.0038 0.0038 0.0038 0.0038 0.0038
SP500 0.0182 0.0183 0.0185 0.0185 0.0186 0.0185 0.0036 0.0036 0.0036 0.0036 0.0036 0.0036
SSMI 0.0181 0.0181 0.0186 0.0186 0.0186 0.0186 0.0035 0.0035 0.0036 0.0036 0.0036 0.0036
STOXX 0.0181 0.0182 0.0188 0.0188 0.0189 0.0189 0.0035 0.0036 0.0037 0.0037 0.0037 0.0037
3.5 Simulation Studies
In order to investigate the adequacy of the RV GARCH model and associated estimators,
I examine the properties of the estimators such as bias and coverage of confidence
intervals. Results from the MCMC methods explained above are compared by using both
strong and uninformative, flat priors, and for a large variety of distribution combinations
by altering the distribution of the volatility equation from Normal, Student-t to Skewed
Student-t and from Normal to Student-t for the measurement equation. The results from
the MCMC simulation are also compared to Maximum Likelihood methods in order to
provide a direct benchmark.
3.5.1 Simulation Set-up and Models
The RV GARCH model as per equation (3.4) is used to generate 1,000 simulated
return and realised volatility series of N = 3000 observations each, and subsequently
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estimated using Bayesian methods detailed in Section (3.3), using both strong and flat,
uninformative priors, in order to study the effectiveness and sampling properties on
simulated data.
The algorithm to generate Skewed-t returns and Student-t realised volatilities is as
follows:
1. Set ln(σ2t=1) and σ
2
t=1 from parameter σ0
2. Simulate t=1 using the independent univariate standard Skewed Student-t distribution
t=1 = skt
−1
ν,λ(u) where u is drawn from a Unif[0,1] distribution.
3. Set rt=1 = σt=1t=1 + µ
4. Simulate ut=1 using the univariate standard Student-t distribution with νmes as
the kurtosis parameter.
5. Set ln(RVt=1) = ξ + φln(σ
2
t=1) + τ1t=1 + τ2(
2
t=1 − 1) + ut=1
6. Set ln(σ2t ) = α0 + α1 + β1ln(σ
2
t−1) for t = 2 to N
7. repeat steps 2 to 6 for t = 2 to N
The mean and medians and standard errors of 1,000 posterior means are presented,
together with the Mean Squared Error (MSE), calculated as the squared deviation of
the estimated mean posterior from the true value, where smaller values are preferred,
MSEi =
1
K
K∑
k=1
(θ˜k,i − θk,i)2
K is the number of runs, i is the parameter of interest, θ˜ is the estimated parameter and
θ is the true, known parameter. I perform 100,000 MCMC iterations and discard the
first 20,000 iterates, as a burn in sample, for each data series analysed. The Maximum
Likelihood estimation is set-up using standard inbuilt packages in MATLAB and uses
an identical likelihood to the MCMC estimator.
3.5.2 Simulation Results
Table 3.5.1 shows the summary statistics of the simulation results using MCMC methods,
with the first row being the true value, and for each model block, the subsequent rows
being the mean, median and standard errors of posterior means, and the MSE. Results
are provided for the Maximum Likelihood estimation method in table 3.5.2. Both tables
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show very favourable estimation performance, with the posterior mean and medians
being very close to the true values, small standard deviation and MSE. There does
appear to be a noticeable improvement in accuracy via the standard error and MSE for
the relevant parameters when stronger priors are included, which would suggest it is
worthwhile including them rather than uninformative, flat priors. The MCMC methods
give similar results when compared to Maximum Likelihood in terms of all metrics used.
Table 3.5.1: MCMC Simulation Results Based on 1,000 replications.
Estimatea: Mean of 1,000 posterior means
Estimateb: Median of 1,000 posterior means.
Parameters α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
True Values 0.10 0.34 0.64 8.00 -0.30 -0.10 0.99 -0.05 0.05 0.40 8.00 0.00 0.50
N N no prior Estimatea 0.1037 0.3421 0.6368 -0.0979 0.9888 -0.0510 0.0502 0.4003 -0.0005 0.4873
Estimateb 0.1041 0.3422 0.6368 -0.0988 0.9890 -0.0510 0.0502 0.4002 -0.0020 0.4847
Std. 0.0256 0.0155 0.0142 0.0786 0.0264 0.0120 0.0083 0.0105 0.0581 0.4740
MSE 0.0007 0.0002 0.0002 0.0062 0.0007 0.0001 0.0001 0.0001 0.0034 0.2246
N N prior Estimatea 0.1024 0.3423 0.6370 -0.0953 0.9883 -0.0501 0.0500 0.4007 0.0024 0.4898
Estimateb 0.1017 0.3424 0.6373 -0.0931 0.9887 -0.0498 0.0503 0.4011 -0.0003 0.4804
Std. 0.0259 0.0158 0.0150 0.0785 0.0266 0.0116 0.0083 0.0104 0.0590 0.4838
MSE 0.0007 0.0003 0.0002 0.0062 0.0007 0.0001 0.0001 0.0001 0.0035 0.2340
t N no prior Estimatea 0.1018 0.3420 0.6375 8.6676 -0.0928 0.9872 -0.0495 0.0498 0.4014 -0.0031 0.4801
Estimateb 0.1018 0.3422 0.6373 8.4203 -0.0952 0.9872 -0.0490 0.0497 0.4016 -0.0014 0.4825
Std. 0.0298 0.0167 0.0146 1.5273 0.0900 0.0294 0.0119 0.0068 0.0100 0.0571 0.5143
MSE 0.0009 0.0003 0.0002 2.7761 0.0081 0.0009 0.0001 0.0000 0.0001 0.0033 0.2646
t N prior Estimatea 0.1025 0.3419 0.6374 8.5739 -0.0970 0.9884 -0.0498 0.0503 0.4004 -0.0002 0.4899
Estimateb 0.1014 0.3413 0.6376 8.3066 -0.0950 0.9878 -0.0499 0.0504 0.4003 0.0036 0.4728
Std. 0.0298 0.0167 0.0152 1.4432 0.0903 0.0298 0.0120 0.0067 0.0100 0.0562 0.5095
MSE 0.0009 0.0003 0.0002 2.4102 0.0082 0.0009 0.0001 0.0000 0.0001 0.0032 0.2595
t t no prior Estimatea 0.1043 0.3413 0.6374 8.5708 -0.1035 0.9907 -0.0500 0.0500 0.4003 8.5937 -0.0012 0.5026
Estimateb 0.1042 0.3409 0.6375 8.3978 -0.1047 0.9897 -0.0502 0.0501 0.3999 8.4752 -0.0022 0.5031
Std. 0.0328 0.0186 0.0162 1.3338 0.1001 0.0335 0.0112 0.0061 0.0135 1.2662 0.0533 0.4817
MSE 0.0011 0.0003 0.0003 2.1032 0.0100 0.0011 0.0001 0.0000 0.0002 1.9541 0.0028 0.2318
t t prior Estimatea 0.1049 0.3433 0.6355 8.3568 -0.1031 0.9900 -0.0500 0.0505 0.4011 8.4217 0.0008 0.4952
Estimateb 0.1036 0.3432 0.6354 8.2280 -0.1013 0.9886 -0.0500 0.0508 0.4004 8.2402 -0.0002 0.4830
Std. 0.0321 0.0190 0.0169 1.1601 0.0965 0.0320 0.0109 0.0065 0.0137 1.2785 0.0530 0.4634
MSE 0.0011 0.0004 0.0003 1.4718 0.0093 0.0010 0.0001 0.0000 0.0002 1.8108 0.0028 0.2145
skt N no prior Estimatea 0.1021 0.3427 0.6369 8.4169 -0.2994 -0.0943 0.9875 -0.0500 0.0500 0.4002 0.0023 0.4888
Estimateb 0.1014 0.3422 0.6374 8.3485 -0.2994 -0.0951 0.9870 -0.0502 0.0500 0.4000 0.0015 0.5038
Std. 0.0317 0.0186 0.0172 1.0899 0.0243 0.0933 0.0303 0.0127 0.0066 0.0104 0.0571 0.4834
MSE 0.0010 0.0004 0.0003 1.3605 0.0006 0.0087 0.0009 0.0002 0.0000 0.0001 0.0033 0.2336
skt N prior Estimatea 0.1047 0.3419 0.6371 8.2545 -0.3006 -0.1016 0.9893 -0.0509 0.0499 0.4007 -0.0016 0.4563
Estimateb 0.1035 0.3416 0.6374 8.1848 -0.3003 -0.1035 0.9901 -0.0507 0.0496 0.4007 0.0010 0.4460
Std. 0.0318 0.0179 0.0160 1.0422 0.0251 0.0959 0.0309 0.0128 0.0067 0.0099 0.0562 0.4667
MSE 0.0010 0.0003 0.0003 1.1499 0.0006 0.0092 0.0010 0.0002 0.0000 0.0001 0.0032 0.2195
skt t no prior Estimatea 0.1035 0.3421 0.6371 8.5319 -0.2998 -0.0992 0.9887 -0.0504 0.0498 0.4006 8.5534 -0.0043 0.4907
Estimateb 0.1012 0.3427 0.6368 8.3937 -0.3003 -0.0938 0.9883 -0.0503 0.0497 0.4000 8.3779 -0.0032 0.4897
Std. 0.0322 0.0182 0.0160 1.2713 0.0247 0.0991 0.0316 0.0124 0.0063 0.0138 1.2454 0.0583 0.5087
MSE 0.0010 0.0003 0.0003 1.8975 0.0006 0.0098 0.0010 0.0002 0.0000 0.0002 1.8556 0.0034 0.2586
skt t prior Estimatea 0.1047 0.3432 0.6357 8.3528 -0.2997 -0.1007 0.9890 -0.0507 0.0501 0.4009 8.4377 -0.0008 0.5120
Estimateb 0.1033 0.3431 0.6360 8.1830 -0.2982 -0.1000 0.9887 -0.0506 0.0501 0.4011 8.3455 0.0008 0.5008
Std. 0.0320 0.0172 0.0153 1.1818 0.0248 0.0949 0.0302 0.0123 0.0064 0.0129 1.1644 0.0565 0.4754
MSE 0.0010 0.0003 0.0003 1.5198 0.0006 0.0090 0.0009 0.0002 0.0000 0.0002 1.5460 0.0032 0.2260
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Table 3.5.2: Maximum Likelihood Simulation Results Based on 1,000 replications.
Estimatea: Mean of 1,000 estimates
Estimateb: Median of 1,000 estimates.
Parameters α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
True Values 0.10 0.34 0.64 8.00 -0.30 -0.10 0.99 -0.05 0.05 0.40 8.00 0.00 0.50
N N Estimatea 0.1011 0.3410 0.6386 -0.0926 0.9876 -0.0496 0.0499 0.3990 0.0001 0.4868
Estimateb 0.1009 0.3407 0.6388 -0.0947 0.9878 -0.0495 0.0500 0.3990 0.0004 0.4973
Std. 0.0276 0.0159 0.0148 0.0837 0.0277 0.0111 0.0086 0.0100 0.0582 0.4826
MSE 0.0008 0.0003 0.0002 0.0070 0.0008 0.0001 0.0001 0.0001 0.0034 0.2329
t N Estimatea 0.1003 0.3404 0.6395 8.1780 -0.0907 0.9870 -0.0498 0.0502 0.3996 -0.0007 0.3498
Estimateb 0.1007 0.3401 0.6397 8.0453 -0.0905 0.9871 -0.0498 0.0502 0.3990 0.0005 0.4845
Std. 0.0304 0.0176 0.0152 1.1974 0.0945 0.0310 0.0119 0.0069 0.0105 0.0578 0.9660
MSE 0.0009 0.0003 0.0002 1.4640 0.0090 0.0010 0.0001 0.0000 0.0001 0.0033 0.9547
t t Estimatea 0.1005 0.3397 0.6398 8.3133 -0.0930 0.9885 -0.0501 0.0498 0.4018 8.2016 0.0004 0.4842
Estimateb 0.1010 0.3397 0.6393 8.1332 -0.0954 0.9894 -0.0499 0.0500 0.3984 8.0504 0.0000 0.4668
Std. 0.0290 0.0165 0.0151 1.2825 0.0867 0.0291 0.0107 0.0064 0.0895 1.2213 0.0549 0.4689
MSE 0.0008 0.0003 0.0002 1.7413 0.0076 0.0008 0.0001 0.0000 0.0080 1.5306 0.0030 0.2199
skt N Estimatea 0.1000 0.3415 0.6387 8.2257 -0.3013 -0.0873 0.9854 -0.0495 0.0502 0.3984 -0.0030 0.4290
Estimateb 0.1001 0.3416 0.6385 8.0786 -0.3016 -0.0894 0.9856 -0.0495 0.0502 0.3981 0.0002 0.4685
Std. 0.0290 0.0161 0.0145 1.2736 0.0231 0.0868 0.0282 0.0116 0.0067 0.0104 0.0580 0.6827
MSE 0.0008 0.0003 0.0002 1.6714 0.0005 0.0077 0.0008 0.0001 0.0000 0.0001 0.0034 0.4706
skt t Estimatea 0.1014 0.3403 0.6392 8.1856 -0.3005 -0.0955 0.9882 -0.0499 0.0500 0.4005 8.1526 -0.0016 0.4890
Estimateb 0.1007 0.3401 0.6397 8.0362 -0.3003 -0.0966 0.9874 -0.0499 0.0497 0.4003 7.9540 -0.0013 0.4994
Std. 0.0291 0.0157 0.0142 1.2034 0.0236 0.0863 0.0281 0.0120 0.0063 0.0135 1.2020 0.0582 0.4754
MSE 0.0008 0.0002 0.0002 1.4812 0.0006 0.0075 0.0008 0.0001 0.0000 0.0002 1.4667 0.0034 0.2259
Histograms of the posterior means are shown in figures 3.B.1 to 3.B.10, and all clearly
show accurate and approximately unbiased estimation for all parameters. Histograms
for the results using Maximum Likelihood estimation are shown in figures 3.B.11 to
3.B.15 and also show accurate parameter estimation.
In summary, MCMC methods recover the true parameters with accuracy, with priors
reducing the variance around the estimated value.
3.6 Empirical Study
3.6.1 Data
The models are tested by utilising both daily and RV series from eight international
equity indices: Cotation Assiste´e en Continu 40 (CAC40) - France; Deutscher Aktien
Index (DAX) - Germany; Dow Jones Industrial Average (DJIA) - USA; I´ndice Bursatil
Espan˜ol 35 (IBEX) - Spain; Russell 2000 (RUSS) - Small Cap USA; Standard & Poor’s
500 (SP500) - USA; Swiss Market Index (SSMI) - Switzerland; Euro Stoxx 50 (STOXX)
- Eurozone. The data was obtained from the Oxford-Man Institute of Quantitative
Finance 1, in turn sourcing from Thompson Reuters and SIRCA, covering the period
1http://realized.oxford-man.ox.ac.uk/data/download
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Figure 3.6.1: Plots of Returns for all data sets. Red dotted line separates estimation
and forecast period.
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Table 3.6.1: Summary of descriptive statistics for each of the eight return series. JB
is the Jarque-Bera statistic to test the null hypothesis of normality.
Period Mean Std Skewness Kurtosis Min Max JB
CAC40 Estimate (00-09) -0.06 1.30 -0.13 7.13 -8.12 7.28 1,852
Forecast (10-14) -0.01 1.18 -0.14 6.91 -7.23 6.14 640
DAX Estimate (00-09) -0.05 1.47 -0.04 7.44 -9.41 9.99 2,120
Forecast (10-14) 0.00 1.10 -0.25 7.68 -7.44 5.76 923
DJIA Estimate (00-09) 0.01 1.29 0.10 10.77 -8.41 10.75 6,370
Forecast (10-14) 0.05 0.95 -0.43 6.90 -5.48 4.01 663
IBEX Estimate (00-09) -0.05 1.24 -0.23 6.11 -6.43 6.74 1,056
Forecast (10-14) -0.04 1.50 0.40 10.46 -7.58 13.04 2,347
RUSS Estimate (00-09) -0.01 1.59 -0.25 6.73 -11.05 7.78 1,481
Forecast (10-14) 0.04 1.27 -0.18 6.46 -7.15 7.04 504
SP500 Estimate (00-09) -0.01 1.34 -0.07 9.90 -9.35 10.22 5,010
Forecast (10-14) 0.04 1.01 -0.52 7.75 -6.76 4.59 984
SSMI Estimate (00-09) -0.03 1.09 0.03 9.01 -6.73 8.68 3,823
Forecast (10-14) 0.00 0.81 -0.62 9.83 -6.32 4.21 2,006
STOXX Estimate (00-09) -0.04 1.45 -0.17 7.33 -9.35 8.27 2,026
Forecast (10-14) -0.01 1.24 0.07 7.04 -6.91 8.05 681
January 2000 to February 2014. Daily percentage log-returns are defined by
rt = (ln(Pt)− ln(Pt−1))× 100,
where Pt is the closing price on day t. RV is calculated as per Section 3.2.1 using the
following intervals: 5 minutes, 5 minutes using 1 minute sub-samples of L. Zhang et al.
(2005), as well as the Realised Kernel as evaluated in Barndorff-Nielsen et al. (2008) using
a Parzen weight function as per equations (3.2) and (3.3). This generates approximately
3600 data points for each return series with small sample size variations due to trading
day holidays etc. This sample is then divided into an initial learning period of 2600 days
from January 2000 to early 2010 which includes the Global Financial Crisis (GFC) and
a forecasting period of 1000 days from early 2010 to February 2014. A forecast during
the GFC would have been beneficial and insightful, but the learning period would have
been too short to provide accurate results as the data only begins in the year 2000.
Figure 3.6.1 shows a plot of returns for the all data sets. Summary statistics for each
data series are shown in Table 3.6.1, which clearly show that the estimation period
has higher maximums and bigger losses, all periods exhibit leptokurtosis and negative
skewness except for DJIA and SSMI during during the estimation period and STOXX
during the forecast period. Formal tests (Jarque & Bera, 1987) for normality show that
none of the series are normally distributed, as the 5% critical JB test value is 6.
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3.6.2 Estimation Results
In this section I present the results of the parameter estimates obtained from the MCMC
chains during the learning period. Tables 3.8.1 and 3.8.2 summarise the estimation
results for the CAC40 and DAX data series using the GARCH models and the log-linear
RV-GARCH model with Student-t and Skewed Student-t distributions and each of the
four distribution combinations for RV and three RV measures using the first 2600 returns.
Other parameter result tables are omitted to save space but the findings are very similar.
What I tend to observe is the intercept parameter α0 has a clear level shift when
comparing GARCH and RV-GARCH models, as can be observed in Tables 3.8.1 and
3.8.2. In terms of statistical significance of α0, in GARCH it is statistically significant
in all models for all data data sets.
In terms of ARCH and GARCH parameters α1 and β1, there is also a clear shift when
moving from a GARCH model to the RV model, with the former going from circa 0.1
to 0.4 and the latter from 0.9 to 0.6 in the majority of data sets. While the sum
of these 2 parameters always remains around unity, α1 increases while β1 decreases
when comparing GARCH and RV-GARCH models, suggesting that more information is
contained in RV compared to daily returns. The sum of these parameters going beyond
unity does not cause the RV-GARCH model to explode due to the restriction detailed
in (3.9). This joint sum being close to unity is the usual characteristic of high volatility
persistence in asset returns, which is present in all models and all data sets.
The degree of freedom parameter ν is consistently estimated higher when using RV-GARCH
models, indicating that the data is being modelled in a superior manner when Realised
Volatility is used. The tails of the residuals are not required to be as fat to fit the data as
the model itself is better at capturing the excess kurtosis in the data via a more efficient
volatility estimation.
The skewness parameter λ is negative implying a negative skew and is statistically
different from zero (no skewness) in all data sets, which is the expected result for financial
returns data, as the tail would be longer on the left or negative side.
The parameter ξ should be close to zero if there is no bias in the estimation of true
volatility, and in most of my data sets the value is small at around -0.15, but statistically
significant.
Estimates of φ are all very close to unity, which suggest that the realised measure RV
being used in (3.4) is approximately unbiased for the conditional variance.
Chapter 3. Realised GARCH 34
The parameters in the leverage function τ1 and τ2 are all of the expected sign and
magnitude, with the former expected to be negative as is consistent with the well
known (Nelson (1991)) phenomenon in financial returns of a negative correlation between
today’s returns and tomorrow’s volatility, and the latter positive and the absolute value
of both being circa 0.10 in the majority of my data sets. The size of the asymmetry
between a negative and positive shock is dictated by τ1 while the level at which this
occurs is governed by τ2.
The σ2u and νmes have little practical importance, but are required as an input for the
likelihood function of the measurement equation in (3.5). Their value remains relatively
constant across all estimates, with a level of around 0.2 and 6 to 10 respectively.
The financial return mean µ is small and not statistically significant in essentially all
data sets, which is expected.
σ0 is interesting as it shows that using a constant value for the initial volatility might
not be ideal, as can be seen in Figure 3.6.2.
Figure 3.6.2: Forecast Period σ0 GARCH Skewed Student-t for the CAC40
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3.6.3 VaR forecast comparison
Table 3.6.2 shows a summary of violation ratios for each model across all data sets
and with each Realised Volatility measure employed. The values closest to 1 are boxed
while the violation ratios furthest from 1 are displayed in bold. At the α = 5% and
α = 1% level, RV-GARCH models always provide a better VRatio compared to standard
GARCH models, in many cases displaying a VRatio at exactly the 1.00 level for the
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former. GARCH models always have higher VRatios, therefore underestimating risk,
which is an undesirable property.
Table 3.6.2: Value at Risk Violation Ratios for each distribution, RV measure and
data set.
α = 5% α = 1%
Gt GSkt RGtN RGtt RGSktN RGSktt Gt GSkt RGtN RGtt RGSktN RGSktt
CAC40r 1.10 1.04 2.00 1.90
CAC40RV5 1.04 1.04 1.02 1.02 1.70 1.80 1.70 1.70
CAC40RV5ss 1.06 1.02 0.98 0.98 1.80 1.80 1.70 1.70
CAC40RK 1.06 1.06 0.98 0.96 1.80 1.80 1.70 1.60
DAXr 1.16 1.04 1.80 1.80
DAXRV5 1.14 1.12 1.08 1.08 1.50 1.70 1.10 1.10
DAXRV5ss 1.12 1.10 0.98 1.00 1.50 1.40 1.20 1.20
DAXRK 1.10 1.10 1.00 0.98 1.50 1.50 1.10 1.10
DJIAr 1.16 1.10 2.00 1.50
DJIARV5 1.30 1.32 1.06 1.12 1.70 1.90 1.20 1.20
DJIARV5ss 1.36 1.38 1.22 1.24 1.80 1.90 1.20 1.20
DJIARK 1.28 1.30 1.10 1.14 1.60 1.60 1.30 1.40
IBEXr 1.42 1.28 1.60 1.60
IBEXRV5 1.10 1.14 1.06 1.06 1.10 1.10 1.00 1.00
IBEXRV5ss 1.18 1.18 1.10 1.10 1.10 1.10 1.10 1.10
IBEXRK 1.18 1.16 1.06 1.06 1.10 1.10 1.10 1.10
RUSSr 1.12 1.08 2.00 1.40
RUSSRV5 1.24 1.24 1.12 1.14 1.90 2.00 1.50 1.60
RUSSRV5ss 1.14 1.12 1.02 1.00 2.00 2.00 1.30 1.30
RUSSRK 1.26 1.28 1.20 1.18 2.30 2.30 1.90 1.90
SP500r 1.18 1.12 1.80 1.50
SP500RV5 1.22 1.22 1.00 1.04 2.30 2.30 1.30 1.50
SP500RV5ss 1.38 1.38 1.22 1.22 2.20 2.20 1.50 1.50
SP500RK 1.32 1.32 1.14 1.14 2.20 2.10 1.50 1.50
SSMIr 1.28 1.10 1.40 1.30
SSMIRV5 1.16 1.18 1.06 1.06 1.60 1.60 1.30 1.20
SSMIRV5ss 1.22 1.24 0.98 1.02 1.70 1.70 1.40 1.40
SSMIRK 1.18 1.16 0.94 0.94 1.60 1.60 1.20 1.10
STOXXr 1.22 1.12 1.60 1.30
STOXXRV5 1.04 1.04 0.96 0.98 1.10 1.10 1.10 1.10
STOXXRV5ss 1.02 1.00 0.94 0.92 1.20 1.20 1.00 1.00
STOXXRK 1.02 1.02 1.02 0.98 1.30 1.30 1.10 1.10
In all data sets except for STOXX (this case is marginal) a Skewed Student-t distribution
provides the best forecast, with the choice of a Student-t distribution for the measurement
equation providing a similar or marginally superior forecast. It is therefore a worthwhile
endeavour to use a Student-t distribution in (3.5), even if an additional parameter needs
to be calculated. The introduction of skewness being significant is not surprising, as it is
a typical characteristic of financial data which exhibits both ‘fat-tails’ and an asymmetric
distribution.
Table 3.6.3 show the results of the UC, CC and DQ tests as described above, displaying
if the test rejects the null at either the 5% and 1% significance level, where 1 indicates
a rejection of the null. It can be observed that at the 5% and 1% level there is minimal
model rejection for models using a Skewed Student-t distribution, and the RV5ss data set
has the most model rejections when using a Student-t distribution for returns. A good
VaR forecasting performance is translated into a favourable test result, with RV-GARCH
models with a Skewed Student-t distribution exhibiting minimal test rejection.
As can be seen in Figure 3.6.3, RV-GARCH models always have preferred VRatios at the
5% and 1% quantile, regardless of distribution and frequency of RV employed, compared
to their daily GARCH counterparts. There is minimal model rejection for the preferred
VaR forecasts under all formal tests.
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Figure 3.6.3: Plots of Violation Ratios for Value at Risk forecasts across distributions
and models for all equity indexes with α = 5% on the left and α = 1% on the right.
Legend: x - Returns; Circle - RV5; Triangle - RV5ss; Star - RK. Ratio of 1 is best,
represented by dotted line.
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Table 3.6.3: Value at Risk Unconditional Coverage, Conditional Coverage and
Dynamic Quantile Test Results. Count of rejection by test at relevant α level for
the 8 data sets.
α = 5% α = 1%
Gt GSkt RGtN RGtt RGSktN RGSktt Gt GSkt RGtN RGtt RGSktN RGSktt
Returns 1|2|1 0|1|0 3|0|4 0|0|2
RV5 1|0|0 1|0|0 0|0|0 0|0|0 1|1|3 2|1|2 0|0|1 0|0|1
RV5ss 2|2|1 2|2|1 0|0|0 0|0|0 2|1|2 2|1|2 0|0|0 0|0|0
RK 1|0|0 2|0|1 0|0|0 0|0|0 2|2|2 2|2|2 0|0|1 0|0|1
3.6.4 CVaR forecast comparison
Figure 3.6.4 shows 1000 one-step ahead CVaR forecasts at the 1% level for the S&P500
for four models under consideration; GARCH-t, GARCH-Skt, RV5ss t t and RV5ss Skt t.
The data set was chosen as it provides a clear example of the different forecasting
performance of each model. The GARCH-t model consistently underestimates risk,
with an ESRatio of 2.25 over the whole period, and is slow to adjust once volatility has
declined. GARCH-Skt performs marginally better, with an ESRatio of 1.68, but is also
slow to adjust, as is expected given the high β1 value of circa 0.9 for both distributions.
The RV5ss t t, with an ESRatio of 1.93, perform well compared to the GARCH-t given
they are both using a Student-t distribution, indicating that the choice of RV has a
favourable impact on forecasts. The RV5ss Skt t performs very well with an ES-ratio
1.10, and follows a close forecast path over this period, levelling off quickly after a
shock. This demonstrates RV’s ability to provide a superior volatility proxy, regardless
of distribution, vis-a-vis a GARCH specification using daily returns. This improvement
occurred consistently across models, series and distributions. Table 3.6.4 shows a similar
summary described in Section 3.6.3 but for the ESRatios. As above, the values which
are closest to 1 are boxed while the values furthest from 1 are displayed in bold. The
results are consistent across both 5% and 1% quantiles, with RV-GARCH models always
providing the best ESRatio, and in some cases, such as with SP500, proving a very large
improvement in ES forecast. At the 5% quantile, a Skewed Student-t distribution always
provides the best ESRatio, except for IBEX where a Student-t distribution of returns
gives a preferred ESRatio. Using a Student-t distribution for the measurement equation
provides either a similar or marginally improved ESRatio for all data sets except for
DAX, DJIA and RUSS, where a normal distribution for the measurement equation is
preferred. I observe similar findings at the 1% quantile level. A plot of these results is
provided in Figure 3.6.5.
Table 3.6.5 show the results of the UC, CC and DQ tests as described above, displaying
if the test rejects the null at significance level as per Table 3.4.1, where 1 indicates a
rejection of the null. There is no rejection for the UC and CC tests for all models, and
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Figure 3.6.4: 1% ES Forecasts for GARCH with Student-t (black dashed dotted),
GARCH with Skewed Student-t (magenta dotted), RV5ss t t (blue dashed) and
RV5ss Skt t (green solid) for the S&P 500 over the whole 1000 day forecast period.
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Figure 3.6.5: Plots of Violation Ratios for Expected Shortfall forecasts across
distributions and models for all equity indexes with δα=5% on the left and δα=1% on
the right. Legend: x - Returns; Circle - RV5; Triangle - RV5ss; Star - RK. Ratio of 1
is best, represented by dotted line.
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Table 3.6.4: Expected Shortfall Violation Ratios for each distribution, RV measure
and data set.
δα=5% δα=1%
Gt GSkt RGtN RGtt RGSktN RGSktt Gt GSkt RGtN RGtt RGSktN RGSktt
CAC40r 1.49 1.37 3.10 3.09
CAC40RV5 1.34 1.28 1.23 1.28 3.00 3.00 2.45 2.45
CAC40RV5ss 1.28 1.28 1.23 1.23 3.27 3.27 2.99 2.99
CAC40RK 1.28 1.28 1.17 1.17 3.27 3.27 2.72 2.45
DAXr 1.37 1.20 2.81 2.79
DAXRV5 1.49 1.55 1.27 1.27 2.45 2.45 1.89 1.89
DAXRV5ss 1.39 1.34 1.11 1.22 1.91 2.18 1.89 1.89
DAXRK 1.39 1.39 1.16 1.16 1.91 2.18 1.89 1.89
DJIAr 1.71 1.38 1.97 1.97
DJIARV5 1.62 1.67 1.34 1.40 0.83 1.10 0.27 0.27
DJIARV5ss 1.83 1.78 1.51 1.51 1.93 1.93 0.82 1.10
DJIARK 1.67 1.73 1.18 1.29 1.38 1.10 0.55 0.55
IBEXr 1.45 1.33 2.27 1.70
IBEXRV5 0.97 0.97 0.81 0.86 1.10 1.10 0.82 0.82
IBEXRV5ss 0.97 0.97 0.86 0.86 1.38 1.38 1.10 1.10
IBEXRK 0.97 0.97 0.81 0.81 1.10 1.38 0.82 0.82
RUSSr 1.65 1.50 2.10 1.57
RUSSRV5 1.65 1.70 1.34 1.39 2.10 2.10 1.31 1.31
RUSSRV5ss 1.60 1.55 1.24 1.29 2.10 2.10 1.05 1.05
RUSSRK 1.75 1.70 1.50 1.50 2.62 3.15 1.84 1.84
SP500r 1.70 1.48 2.25 1.68
SP500RV5 1.78 1.78 1.51 1.46 1.65 1.65 1.37 1.37
SP500RV5ss 1.94 1.94 1.67 1.78 1.93 1.93 1.10 1.10
SP500RK 1.78 1.78 1.62 1.62 1.65 1.65 1.10 1.10
SSMIr 1.38 1.27 1.98 1.97
SSMIRV5 1.46 1.40 1.08 1.08 1.93 1.93 1.92 1.92
SSMIRV5ss 1.46 1.51 1.08 1.08 2.20 2.20 1.64 1.64
SSMIRK 1.46 1.51 0.97 0.97 1.65 1.93 1.64 1.64
STOXXr 1.38 1.15 2.26 1.96
STOXXRV5 1.54 1.49 1.11 1.11 1.63 1.36 1.35 1.35
STOXXRV5ss 1.49 1.44 1.06 1.06 1.63 1.63 1.35 1.35
STOXXRK 1.54 1.54 1.22 1.22 1.63 1.63 1.35 1.35
Table 3.6.5: Expected Shortfall Unconditional Coverage, Conditional Coverage and
Dynamic Quantile Test Results. Count of rejection by test at relevant α level for the 8
data sets.
δα=5% δα=1%
Gt GSkt RGtN RGtt RGSktN RGSktt Gt GSkt RGtN RGtt RGSktN RGSktt
Returns 0|0|1 0|0|0 0|0|5 0|0|5
RV5 0|0|0 0|0|0 0|0|0 0|0|0 0|0|1 0|0|1 0|0|1 0|0|1
RV5ss 0|0|1 0|0|0 0|0|0 0|0|0 0|0|1 0|0|1 0|0|1 0|0|1
RK 0|0|0 0|0|0 0|0|0 0|0|0 0|0|1 0|0|2 0|0|1 0|0|1
minimal for the DQ test at both quantile levels for RV models, but quite severe for
GARCH models at the 1% quantile with 5 rejections each.
In summary, RV-GARCH models always provide superior ES forecasts compared to using
daily GARCH models, with preferred ESRatios at both quantiles. This is an attractive
quality if being used for regulatory purposes, as this would forecast an optimal amount
of capital allocation for an institution.
3.6.5 Realised Volatility measure comparison
Following the above analysis, there does not appear to be a consistently superior RV
measure, but my findings are consistent that RV measures do provide a better data
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source than daily returns to generate VaR and ES forecasts.
3.6.6 Loss function
A loss function is employed in order to further assess both VaR and ES quantile forecasts
generated. as detailed in Section 2.2.4, taking δα values described in Table 3.4.1 for ES.
The model with the lowest loss function figure is preferred. Results for Value at Risk
and Expected Shortfall loss function are provided in Tables 3.6.6 and 3.6.7 respectively,
where lowest values are boxed and highest values are displayed in bold.
Table 3.6.6: Value at Risk Loss Function. Lower is better. Highest for data set/α
level in bold, lowest in box.
α = 0.05% α = 0.01%
Gt GSkt RGtN RGtt RGSktN RGSktt Gt GSkt RGtN RGtt RGSktN RGSktt
CAC40r 132.14 132.06 43.02 42.54
CAC40RV5 127.41 127.45 127.47 127.51 38.75 38.76 38.33 38.37
CAC40RV5ss 127.27 127.34 127.34 127.41 38.69 38.68 38.28 38.26
CAC40RK 127.41 127.43 127.41 127.48 38.68 38.67 38.23 38.26
DAXr 122.15 121.87 38.45 37.69
DAXRV5 118.38 118.47 118.10 118.11 33.34 33.53 33.23 33.33
DAXRV5ss 117.54 117.66 117.46 117.60 33.47 33.62 33.48 33.54
DAXRK 116.81 116.91 116.63 116.71 33.31 33.37 33.17 33.24
DJIAr 107.47 107.28 30.71 30.07
DJIARV5 102.84 102.89 101.86 101.83 26.32 26.48 25.63 25.84
DJIARV5ss 101.84 101.85 100.55 100.57 25.59 25.64 24.98 25.04
DJIARK 101.18 101.20 100.36 100.37 25.63 25.68 25.14 25.23
IBEXr 162.46 161.56 49.30 48.70
IBEXRV5 157.15 157.30 156.98 157.01 41.96 42.04 41.97 42.07
IBEXRV5ss 157.06 156.91 156.70 156.62 41.79 41.83 41.76 41.81
IBEXRK 156.72 156.76 156.49 156.50 41.72 41.82 41.72 41.82
RUSSr 139.77 139.75 38.17 37.40
RUSSRV5 136.04 136.11 135.47 135.49 35.93 36.12 35.07 35.18
RUSSRV5ss 134.99 135.07 134.76 134.54 35.39 35.64 34.75 34.89
RUSSRK 136.88 137.15 136.08 136.34 37.76 38.21 36.45 36.87
SP500r 113.97 113.78 33.69 33.03
SP500RV5 109.56 109.63 109.14 109.19 29.56 29.73 28.43 28.60
SP500RV5ss 110.11 110.10 108.58 108.62 28.85 28.90 27.67 27.76
SP500RK 109.37 109.37 108.34 108.35 29.30 29.43 28.18 28.32
SSMIr 94.62 94.42 29.09 28.89
SSMIRV5 88.54 88.75 88.36 88.53 25.81 25.84 25.49 25.56
SSMIRV5ss 88.79 89.03 88.63 88.83 25.84 25.94 25.45 25.48
SSMIRK 88.90 89.09 88.87 88.99 25.86 25.93 25.61 25.69
STOXXr 134.80 134.41 40.29 40.01
STOXXRV5 130.47 130.36 130.53 130.30 35.21 35.24 35.56 35.58
STOXXRV5ss 130.03 129.81 130.20 129.85 35.44 35.38 35.68 35.65
STOXXRK 130.28 130.09 130.17 130.02 35.25 35.19 35.37 35.41
For VaR, at the 5% quantile level, the lowest loss is always associated with a RV-GARCH
model, while the highest level is always associated with a daily GARCH model. At the
1% quantile level, the lowest loss is always found in a RV-GARCH model, with the
highest loss being associated with a daily GARCH model in all but one data sets, the
RUSS.
For ES, at the 5% and 1% quantile level, the lowest loss is always associated with an
RV-GARCH model, while the highest level is always associated with a daily GARCH
model.
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Figure 3.6.6: Loss Function plot for each model and distribution for the Value at Risk
forecast for each data set at the 5% and 1% level. Legend: Blue - Returns; Turquoise
- RV5; Green - RV5ss; Yellow - RK. Lower is better.
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Figure 3.6.7: Loss Function plot for each model and distribution for the Expected
Shortfall forecast for each data set at the δα=5% and δα=1% level. Legend: Blue -
Returns; Turquoise - RV5; Green - RV5ss; Yellow - RK. Lower is better.
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Table 3.6.7: Expected Shortfall Loss Function. Lower is better. Highest for data
set/α level in bold, lowest in box.
δα=5% δα=1%
Gt GSkt RGtN RGtt RGSktN RGSktt Gt GSkt RGtN RGtt RGSktN RGSktt
CAC40r 65.24 65.44 19.92 19.35
CAC40RV5 60.02 60.00 61.57 61.54 17.36 17.44 17.09 17.19
CAC40RV5ss 59.93 59.86 61.56 61.43 17.24 17.26 16.91 16.96
CAC40RK 59.86 59.75 61.40 61.37 17.29 17.37 17.01 17.15
DAXr 58.98 59.49 16.82 15.96
DAXRV5 53.35 53.36 54.86 54.87 14.87 14.95 14.76 14.84
DAXRV5ss 53.43 53.49 55.27 55.23 14.78 14.88 14.88 14.92
DAXRK 53.14 53.14 54.90 54.87 14.43 14.49 14.46 14.53
DJIAr 49.48 49.35 12.74 12.25
DJIARV5 45.57 45.52 45.29 45.43 9.99 9.97 10.35 10.30
DJIARV5ss 44.25 44.27 43.75 43.77 9.58 9.63 9.71 9.72
DJIARK 44.05 44.05 43.77 43.82 9.91 9.91 10.16 10.15
IBEXr 76.66 76.29 20.79 19.97
IBEXRV5 68.61 68.69 70.73 70.75 16.65 16.71 16.97 16.98
IBEXRV5ss 68.03 68.12 70.13 70.14 16.73 16.79 16.87 16.84
IBEXRK 68.09 68.21 70.34 70.36 16.74 16.75 17.01 16.96
RUSSr 63.02 65.44 16.45 16.56
RUSSRV5 59.70 59.91 62.43 62.62 14.65 14.71 15.12 15.18
RUSSRV5ss 58.90 59.14 61.76 61.97 14.61 14.74 15.18 15.25
RUSSRK 61.09 61.52 63.68 64.07 16.02 16.29 16.32 16.53
SP500r 53.45 53.04 14.47 13.94
SP500RV5 49.93 49.97 49.52 49.65 11.34 11.42 11.23 11.29
SP500RV5ss 49.51 49.55 48.30 48.41 11.09 11.16 11.06 11.11
SP500RK 49.77 49.82 49.07 49.18 11.38 11.44 11.25 11.32
SSMIr 44.97 44.90 13.11 12.59
SSMIRV5 40.58 40.64 41.40 41.45 11.43 11.56 11.17 11.30
SSMIRV5ss 40.71 40.80 41.46 41.54 11.39 11.53 11.11 11.20
SSMIRK 40.63 40.74 41.61 41.69 11.51 11.63 11.36 11.48
STOXXr 62.42 62.90 17.63 16.97
STOXXRV5 57.57 57.46 59.58 59.50 15.04 15.05 15.46 15.51
STOXXRV5ss 57.63 57.48 59.66 59.50 15.25 15.22 15.66 15.67
STOXXRK 58.00 57.68 59.39 59.33 15.13 15.13 15.51 15.56
As per Figures 3.6.6 and 3.6.7, the loss function is plotted against the various models
and distributions for every data set at each quantile level for both VaR and ES. It is
apparent that models using RV tend to have far lower loss figures, with models using
a Skewed Student-t distributions are the best performers in the vast majority of cases.
These findings reinforce the positive forecast results, where RV models not only produce
better estimates, but do so with more accuracy as reflected in the lower loss figures.
The distribution of the RV model also appears to be an important factor, with a Skewed
Student-t distribution of returns providing a large margin of improvement over Student-t,
while the addition of a Student-t distribution for the measurement equation providing
an additional marginal benefit to forecasts, formal tests and loss functions.
3.7 Conclusion
This chapter utilises the Realised Volatility GARCH model to produce quantile forecasts,
which are compared to traditional GARCH models using daily data. My findings show
that using Realised Volatility produces a more accurate forecast for both VaR and ES
at the 5% and 1% quantiles when using a variety of formal and informal tests. The
choice of distribution of returns is paramount to produce a useful model for forecasting,
with a Skewed Student-t distribution being the preferred choice, while the choice of
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distribution for the measurement equation having a marginal impact. Several extensions
could allow for a broader range of distributions such as the Asymmetric Laplace (Q. Chen
et al. (2012)) or Weibull distribution in either or both of the returns and measurement
equation, while further specifications for the volatility equation could also be considered.
Alternative realised measures such as Realised Range (Martens and Van Dijk (2007);
Gerlach and Wang (2015)) could also be examined as this Chapter only examined a
limited subset. Altering the sampling frequency to daily while producing weekly or
longer forecasts could also be a possible extension, as is the use of Realised Volatility
GARCH models as marginals in Copulas.
Chapter 3. Realised GARCH 46
3.8 Tables of Parameter Results
Table 3.8.1: CAC40 MCMC Parameter Estimate with 95% Credible Interval.
CAC40 α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
Gt 0.013 0.095 0.899 10.286 0.012 6.006
[0.007,0.020] [0.074,0.119] [0.874,0.920] [7.552,13.946] [-0.016,0.039] [2.026,12.578]
GSkt 0.013 0.096 0.897 10.751 -0.047 0.006 5.971
[0.007,0.020] [0.074,0.119] [0.872,0.920] [7.702,15.110] [-0.090,-0.003] [-0.022,0.035] [1.950,13.181]
RGtN5 0.059 0.364 0.626 16.93 -0.161 0.982 -0.078 0.109 0.183 -0.012 1.055
[0.039,0.079] [0.331,0.397] [0.594,0.656] [10.340,28.567] [-0.208,-0.114] [0.943,1.024] [-0.093,-0.063] [0.099,0.120] [0.175,0.192] [-0.039,0.015] [0.429,1.672]
RGtN5ss 0.069 0.378 0.612 17.246 -0.181 0.981 -0.079 0.108 0.177 -0.010 1.117
[0.048,0.090] [0.344,0.412] [0.580,0.643] [10.322,30.566] [-0.229,-0.134] [0.941,1.023] [-0.095,-0.064] [0.097,0.118] [0.169,0.185] [-0.037,0.017] [0.486,1.735]
RGtN5RK 0.059 0.346 0.643 16.631 -0.171 0.986 -0.074 0.122 0.194 -0.008 1.212
[0.041,0.079] [0.315,0.379] [0.613,0.673] [10.262,28.065] [-0.217,-0.126] [0.947,1.026] [-0.090,-0.057] [0.111,0.133] [0.185,0.203] [-0.034,0.019] [0.573,1.831]
RGtt5 0.054 0.336 0.656 16.933 -0.164 0.976 -0.077 0.102 0.185 6.269 -0.013 1.016
[0.036,0.073] [0.305,0.368] [0.625,0.686] [10.202,29.494] [-0.211,-0.119] [0.935,1.019] [-0.092,-0.063] [0.092,0.112] [0.173,0.198] [5.195,7.608] [-0.040,0.014] [0.476,1.592]
RGtt55ss 0.063 0.352 0.640 16.827 -0.183 0.977 -0.079 0.098 0.178 6.155 -0.010 1.071
[0.045,0.083] [0.319,0.385] [0.607,0.671] [10.327,28.267] [-0.230,-0.136] [0.936,1.018] [-0.092,-0.065] [0.089,0.108] [0.166,0.190] [5.091,7.406] [-0.037,0.017] [0.527,1.637]
RGtt5RK 0.055 0.318 0.673 16.500 -0.175 0.980 -0.073 0.113 0.194 6.554 -0.007 1.196
[0.038,0.072] [0.289,0.348] [0.644,0.702] [10.206,27.355] [-0.222,-0.130] [0.943,1.020] [-0.087,-0.058] [0.103,0.124] [0.182,0.207] [5.403,7.909] [-0.033,0.020] [0.683,1.717]
RGSktN5 0.058 0.364 0.625 18.508 -0.062 -0.158 0.984 -0.08 0.109 0.184 -0.018 1.047
[0.038,0.078] [0.331,0.397] [0.593,0.656] [10.685,32.013] [-0.107,-0.017] [-0.204,-0.110] [0.944,1.026] [-0.095,-0.064] [0.098,0.119] [0.175,0.192] [-0.046,0.009] [0.410,1.675]
RGSktN5ss 0.067 0.378 0.610 19.067 -0.062 -0.178 0.983 -0.081 0.107 0.177 -0.014 1.087
[0.047,0.088] [0.345,0.412] [0.578,0.641] [10.845,34.160] [-0.107,-0.016] [-0.225,-0.132] [0.943,1.025] [-0.096,-0.065] [0.097,0.118] [0.169,0.185] [-0.041,0.012] [0.458,1.722]
RGSktNRK 0.058 0.346 0.642 18.349 -0.058 -0.169 0.989 -0.075 0.122 0.194 -0.013 1.203
[0.040,0.078] [0.315,0.378] [0.611,0.672] [10.739,32.810] [-0.101,-0.015] [-0.215,-0.123] [0.950,1.031] [-0.091,-0.058] [0.110,0.133] [0.185,0.203] [-0.040,0.014] [0.574,1.814]
RGSktt5 0.054 0.337 0.654 18.239 -0.062 -0.162 0.977 -0.078 0.102 0.184 6.293 -0.017 0.996
[0.036,0.073] [0.307,0.369] [0.623,0.684] [10.618,32.156] [-0.106,-0.018] [-0.209,-0.115] [0.936,1.020] [-0.092,-0.063] [0.092,0.112] [0.172,0.198] [5.169,7.646] [-0.045,0.011] [0.452,1.558]
RGSktt5ss 0.063 0.353 0.638 18.069 -0.059 -0.180 0.977 -0.079 0.098 0.178 6.175 -0.014 1.050
[0.044,0.082] [0.321,0.387] [0.607,0.668] [10.728,31.419] [-0.102,-0.016] [-0.227,-0.134] [0.937,1.019] [-0.094,-0.066] [0.089,0.108] [0.166,0.191] [5.111,7.479] [-0.041,0.013] [0.504,1.630]
RGSkttRK 0.054 0.319 0.672 19.197 -0.057 -0.172 0.982 -0.074 0.113 0.193 6.651 -0.013 1.156
[0.037,0.072] [0.291,0.350] [0.642,0.700] [10.693,37.981] [-0.101,-0.014] [-0.218,-0.126] [0.945,1.022] [-0.090,-0.059] [0.102,0.123] [0.181,0.206] [5.433,8.146] [-0.040,0.014] [0.630,1.692]
Table 3.8.2: DAX MCMC Parameter Estimate with 95% Credible Interval.
DAX α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
Gt 0.013 0.089 0.905 11.703 0.037 8.897
[0.007,0.021] [0.071,0.109] [0.884,0.924] [8.440,16.385] [0.007,0.068] [3.121,18.783]
GSkt 0.013 0.091 0.903 13.72 -0.117 0.022 9.19
[0.007,0.020] [0.073,0.110] [0.883,0.921] [9.423,20.193] [-0.163,-0.070] [-0.009,0.053] [3.218,18.811]
RGtN5 0.050 0.371 0.607 21.158 -0.125 1.007 -0.100 0.104 0.201 0.004 1.822
[0.030,0.070] [0.339,0.405] [0.575,0.638] [12.342,34.929] [-0.172,-0.077] [0.965,1.050] [-0.116,-0.084] [0.093,0.115] [0.191,0.210] [-0.027,0.034] [1.156,2.459]
RGtN5ss 0.077 0.387 0.598 21.551 -0.191 0.992 -0.114 0.095 0.178 0.005 1.828
[0.056,0.099] [0.354,0.421] [0.566,0.630] [12.071,39.653] [-0.240,-0.143] [0.951,1.036] [-0.130,-0.099] [0.085,0.105] [0.170,0.187] [-0.025,0.036] [1.171,2.473]
RGtN5RK 0.058 0.386 0.595 23.653 -0.142 0.998 -0.107 0.103 0.187 0.004 1.871
[0.037,0.080] [0.353,0.421] [0.561,0.628] [12.794,46.819] [-0.189,-0.094] [0.958,1.041] [-0.122,-0.091] [0.093,0.114] [0.179,0.196] [-0.027,0.035] [1.184,2.523]
RGtt5 0.044 0.336 0.649 21.18 -0.128 1.000 -0.101 0.100 0.201 6.907 0.008 1.759
[0.026,0.063] [0.305,0.369] [0.616,0.680] [12.084,38.414] [-0.177,-0.080] [0.959,1.043] [-0.117,-0.086] [0.089,0.111] [0.189,0.215] [5.606,8.482] [-0.024,0.040] [1.142,2.342]
RGtt55ss 0.070 0.360 0.630 20.943 -0.188 0.982 -0.114 0.092 0.179 5.924 0.007 1.833
[0.051,0.090] [0.328,0.395] [0.597,0.661] [11.969,38.725] [-0.236,-0.141] [0.941,1.024] [-0.128,-0.100] [0.081,0.102] [0.167,0.193] [4.951,7.118] [-0.024,0.038] [1.275,2.377]
RGtt5RK 0.052 0.352 0.634 22.857 -0.144 0.994 -0.107 0.100 0.189 5.788 0.006 1.888
[0.034,0.072] [0.318,0.385] [0.602,0.666] [12.426,45.507] [-0.193,-0.098] [0.952,1.037] [-0.122,-0.093] [0.089,0.110] [0.176,0.204] [4.832,6.961] [-0.025,0.036] [1.291,2.456]
RGSktN5 0.047 0.370 0.608 33.735 -0.124 -0.117 1.008 -0.102 0.103 0.201 -0.006 1.810
[0.027,0.067] [0.338,0.403] [0.575,0.640] [14.093,81.247] [-0.169,-0.080] [-0.165,-0.070] [0.967,1.051] [-0.118,-0.086] [0.092,0.114] [0.192,0.210] [-0.036,0.024] [1.141,2.447]
RGSktN5ss 0.075 0.386 0.599 30.077 -0.127 -0.186 0.994 -0.116 0.095 0.178 -0.005 1.801
[0.054,0.096] [0.352,0.420] [0.566,0.631] [14.204,66.247] [-0.173,-0.082] [-0.233,-0.139] [0.954,1.035] [-0.131,-0.100] [0.085,0.105] [0.170,0.186] [-0.036,0.026] [1.149,2.448]
RGSktNRK 0.055 0.385 0.597 35.041 -0.125 -0.135 0.999 -0.108 0.102 0.187 -0.007 1.856
[0.036,0.076] [0.352,0.419] [0.564,0.629] [14.963,85.872] [-0.170,-0.079] [-0.182,-0.090] [0.958,1.041] [-0.124,-0.092] [0.092,0.113] [0.179,0.196] [-0.037,0.024] [1.211,2.476]
RGSktt5 0.040 0.334 0.651 28.216 -0.125 -0.117 1.000 -0.103 0.098 0.201 6.839 -0.005 1.742
[0.023,0.059] [0.302,0.366] [0.617,0.683] [13.617,57.420] [-0.170,-0.079] [-0.168,-0.070] [0.958,1.045] [-0.119,-0.088] [0.088,0.109] [0.189,0.214] [5.641,8.296] [-0.034,0.024] [1.095,2.346]
RGSktt5ss 0.067 0.358 0.631 28.46 -0.126 -0.182 0.983 -0.116 0.091 0.179 5.888 -0.003 1.826
[0.049,0.087] [0.325,0.393] [0.598,0.663] [13.929,59.379] [-0.172,-0.081] [-0.229,-0.135] [0.943,1.026] [-0.130,-0.102] [0.081,0.101] [0.168,0.193] [4.934,7.058] [-0.033,0.029] [1.243,2.391]
RGSkttRK 0.050 0.351 0.634 32.986 -0.127 -0.136 0.995 -0.110 0.099 0.189 5.787 -0.006 1.864
[0.031,0.069] [0.318,0.385] [0.601,0.666] [14.586,75.454] [-0.172,-0.081] [-0.184,-0.090] [0.953,1.040] [-0.125,-0.095] [0.088,0.110] [0.176,0.203] [4.833,6.946] [-0.036,0.024] [1.240,2.441]
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Table 3.8.3: DJIA MCMC Parameter Estimate with 95% Credible Interval.
DJIA α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
Gt 0.009 0.076 0.918 9.555 0.053 4.372
[0.005,0.014] [0.060,0.094] [0.899,0.935] [7.235,12.695] [0.026,0.080] [1.514,9.017]
GSkt 0.009 0.077 0.917 10.040 -0.080 0.042 3.899
[0.005,0.014] [0.061,0.094] [0.900,0.934] [7.496,13.540] [-0.123,-0.035] [0.014,0.069] [1.400,7.745]
RGtN5 0.087 0.311 0.667 13.706 -0.283 1.006 -0.050 0.115 0.260 0.017 0.665
[0.068,0.108] [0.281,0.342] [0.637,0.696] [9.422,20.062] [-0.333,-0.232] [0.959,1.054] [-0.068,-0.032] [0.104,0.127] [0.248,0.273] [-0.011,0.045] [0.005,1.323]
RGtN5ss 0.179 0.427 0.562 13.049 -0.421 0.967 -0.081 0.085 0.200 0.020 0.798
[0.151,0.208] [0.390,0.466] [0.528,0.596] [9.102,18.753] [-0.470,-0.372] [0.922,1.013] [-0.097,-0.065] [0.076,0.095] [0.191,0.210] [-0.006,0.046] [0.109,1.466]
RGtN5RK 0.124 0.394 0.604 12.935 -0.317 0.954 -0.067 0.086 0.201 0.021 0.739
[0.100,0.149] [0.358,0.430] [0.572,0.634] [9.047,18.617] [-0.368,-0.269] [0.909,1.001] [-0.083,-0.051] [0.077,0.096] [0.192,0.210] [-0.006,0.047] [0.082,1.396]
RGtt5 0.084 0.298 0.688 14.022 -0.291 0.984 -0.052 0.122 0.262 7.735 0.018 0.631
[0.065,0.103] [0.269,0.328] [0.659,0.715] [9.522,20.905] [-0.341,-0.241] [0.938,1.032] [-0.070,-0.035] [0.109,0.135] [0.246,0.279] [6.129,9.854] [-0.008,0.045] [-0.001,1.273]
RGtt55ss 0.171 0.409 0.584 13.203 -0.431 0.955 -0.082 0.083 0.201 7.031 0.021 0.783
[0.144,0.199] [0.372,0.447] [0.550,0.618] [9.169,19.238] [-0.481,-0.381] [0.911,1.002] [-0.097,-0.067] [0.073,0.093] [0.189,0.215] [5.633,8.778] [-0.006,0.048] [0.150,1.440]
RGtt5RK 0.118 0.378 0.619 13.244 -0.322 0.954 -0.067 0.088 0.203 6.958 0.019 0.698
[0.095,0.142] [0.345,0.412] [0.588,0.649] [9.206,19.256] [-0.371,-0.273] [0.910,1.000] [-0.082,-0.051] [0.078,0.098] [0.190,0.217] [5.621,8.614] [-0.008,0.047] [0.098,1.305]
RGSktN5 0.089 0.314 0.667 14.657 -0.112 -0.285 0.999 -0.054 0.115 0.260 0.003 0.659
[0.069,0.109] [0.284,0.345] [0.637,0.695] [9.704,22.157] [-0.156,-0.066] [-0.335,-0.236] [0.955,1.045] [-0.072,-0.035] [0.103,0.127] [0.249,0.273] [-0.024,0.031] [-0.045,1.355]
RGSktN5ss 0.179 0.428 0.563 13.772 -0.118 -0.420 0.962 -0.084 0.085 0.200 0.005 0.764
[0.152,0.210] [0.392,0.466] [0.530,0.596] [9.345,20.388] [-0.163,-0.072] [-0.470,-0.371] [0.919,1.007] [-0.099,-0.068] [0.076,0.095] [0.191,0.209] [-0.022,0.033] [0.045,1.467]
RGSktNRK 0.123 0.394 0.604 13.806 -0.114 -0.314 0.951 -0.069 0.086 0.201 0.007 0.703
[0.099,0.149] [0.360,0.430] [0.573,0.635] [9.425,20.265] [-0.160,-0.069] [-0.363,-0.266] [0.907,0.997] [-0.085,-0.053] [0.077,0.096] [0.192,0.211] [-0.020,0.033] [0.039,1.352]
RGSktt5 0.084 0.299 0.688 14.585 -0.112 -0.291 0.980 -0.056 0.123 0.262 7.689 0.005 0.619
[0.066,0.104] [0.269,0.329] [0.660,0.715] [9.757,21.784] [-0.156,-0.067] [-0.339,-0.243] [0.936,1.027] [-0.073,-0.038] [0.110,0.136] [0.246,0.278] [6.162,9.629] [-0.022,0.032] [-0.011,1.250]
RGSktt5ss 0.172 0.412 0.583 14.080 -0.117 -0.428 0.951 -0.084 0.083 0.202 7.046 0.006 0.755
[0.144,0.200] [0.376,0.449] [0.550,0.616] [9.497,20.874] [-0.162,-0.073] [-0.478,-0.379] [0.907,0.996] [-0.099,-0.070] [0.073,0.092] [0.189,0.215] [5.656,8.830] [-0.021,0.033] [0.101,1.400]
RGSkttRK 0.118 0.379 0.619 14.225 -0.114 -0.321 0.952 -0.069 0.088 0.203 6.984 0.006 0.659
[0.096,0.142] [0.346,0.414] [0.588,0.648] [9.614,20.936] [-0.159,-0.070] [-0.369,-0.274] [0.909,0.998] [-0.084,-0.054] [0.078,0.098] [0.190,0.217] [5.635,8.690] [-0.021,0.033] [0.055,1.256]
Table 3.8.4: IBEX MCMC Parameter Estimate with 95% Credible Interval.
IBEX α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
Gt 0.009 0.085 0.911 10.178 0.026 4.516
[0.004,0.014] [0.061,0.113] [0.882,0.936] [7.653,13.717] [-0.001,0.053] [1.508,9.429]
GSkt 0.009 0.085 0.910 10.889 -0.091 0.015 4.580
[0.004,0.015] [0.062,0.112] [0.882,0.934] [8.064,14.899] [-0.136,-0.045] [-0.012,0.042] [1.427,10.151]
RGtN5 0.095 0.363 0.629 15.826 -0.263 0.978 -0.077 0.105 0.169 0.004 1.334
[0.074,0.116] [0.330,0.398] [0.598,0.660] [10.284,24.643] [-0.312,-0.216] [0.937,1.020] [-0.093,-0.062] [0.095,0.115] [0.162,0.177] [-0.022,0.031] [0.786,1.889]
RGtN5ss 0.112 0.387 0.603 16.594 -0.292 0.982 -0.076 0.105 0.158 0.007 1.140
[0.089,0.136] [0.352,0.424] [0.569,0.635] [10.398,27.151] [-0.340,-0.244] [0.941,1.024] [-0.091,-0.061] [0.095,0.115] [0.151,0.166] [-0.019,0.033] [0.577,1.696]
RGtN5RK 0.112 0.374 0.612 15.705 -0.300 0.996 -0.075 0.108 0.170 0.008 0.946
[0.090,0.135] [0.341,0.410] [0.579,0.643] [10.147,25.219] [-0.350,-0.252] [0.955,1.038] [-0.090,-0.060] [0.098,0.118] [0.162,0.178] [-0.017,0.034] [0.373,1.519]
RGtt5 0.089 0.338 0.653 15.757 -0.274 0.987 -0.077 0.102 0.169 8.410 0.003 1.306
[0.069,0.109] [0.306,0.372] [0.621,0.683] [10.135,24.635] [-0.321,-0.226] [0.943,1.032] [-0.091,-0.063] [0.091,0.112] [0.159,0.180] [6.537,10.885] [-0.024,0.029] [0.746,1.835]
RGtt55ss 0.105 0.363 0.626 16.093 -0.299 0.985 -0.074 0.102 0.158 8.255 0.006 1.106
[0.084,0.128] [0.329,0.399] [0.594,0.658] [10.396,25.297] [-0.348,-0.252] [0.944,1.028] [-0.088,-0.060] [0.092,0.113] [0.149,0.168] [6.488,10.521] [-0.020,0.033] [0.556,1.611]
RGtt5RK 0.105 0.348 0.637 15.263 -0.311 1.003 -0.075 0.104 0.171 7.925 0.007 0.936
[0.084,0.127] [0.315,0.383] [0.605,0.668] [10.086,23.591] [-0.360,-0.264] [0.960,1.047] [-0.089,-0.061] [0.094,0.115] [0.161,0.182] [6.252,10.101] [-0.018,0.033] [0.415,1.457]
RGSktN5 0.092 0.362 0.628 18.378 -0.091 -0.256 0.983 -0.079 0.104 0.169 -0.002 1.327
[0.072,0.113] [0.329,0.396] [0.596,0.659] [10.757,33.493] [-0.138,-0.044] [-0.303,-0.211] [0.942,1.024] [-0.094,-0.063] [0.094,0.114] [0.161,0.177] [-0.028,0.025] [0.769,1.892]
RGSktN5ss 0.110 0.385 0.603 16.762 -0.084 -0.288 0.987 -0.078 0.104 0.158 0.002 1.127
[0.088,0.133] [0.351,0.422] [0.570,0.634] [10.747,26.357] [-0.132,-0.038] [-0.334,-0.241] [0.946,1.030] [-0.093,-0.063] [0.095,0.114] [0.151,0.165] [-0.024,0.028] [0.581,1.683]
RGSktNRK 0.109 0.372 0.612 16.268 -0.084 -0.296 1.000 -0.076 0.107 0.170 0.002 0.937
[0.087,0.133] [0.338,0.407] [0.580,0.644] [10.418,25.684] [-0.131,-0.037] [-0.346,-0.248] [0.959,1.044] [-0.092,-0.061] [0.097,0.117] [0.162,0.178] [-0.024,0.029] [0.353,1.510]
RGSktt5 0.087 0.336 0.653 16.841 -0.094 -0.270 0.990 -0.079 0.101 0.170 8.376 -0.005 1.311
[0.067,0.108] [0.304,0.370] [0.621,0.682] [10.684,27.108] [-0.141,-0.047] [-0.319,-0.221] [0.946,1.036] [-0.093,-0.065] [0.091,0.112] [0.160,0.181] [6.498,10.746] [-0.031,0.022] [0.726,1.858]
RGSktt5ss 0.103 0.361 0.627 17.003 -0.087 -0.295 0.990 -0.075 0.101 0.159 8.227 -0.001 1.098
[0.082,0.125] [0.327,0.397] [0.594,0.658] [10.819,27.083] [-0.134,-0.040] [-0.343,-0.248] [0.948,1.035] [-0.089,-0.061] [0.092,0.111] [0.149,0.168] [6.443,10.562] [-0.028,0.026] [0.536,1.614]
RGSkttRK 0.102 0.346 0.637 16.575 -0.086 -0.304 1.005 -0.075 0.104 0.170 8.045 0.001 0.913
[0.081,0.124] [0.314,0.380] [0.606,0.668] [10.556,26.964] [-0.132,-0.039] [-0.353,-0.256] [0.963,1.050] [-0.090,-0.061] [0.094,0.114] [0.160,0.181] [6.357,10.249] [-0.026,0.027] [0.392,1.420]
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Table 3.8.5: RUSSEL 2000 MCMC Parameter Estimate with 95% Credible Interval.
RUSS α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
Gt 0.040 0.087 0.894 90.514 0.034 6.182
[0.023,0.059] [0.069,0.107] [0.870,0.917] [29.831,180.020] [-0.005,0.074] [2.261,12.675]
GSkt 0.038 0.088 0.894 100.654 -0.113 0.033 6.045
[0.022,0.057] [0.070,0.109] [0.869,0.916] [34.757,184.955] [-0.159,-0.066] [-0.007,0.072] [2.232,12.432]
RGtN5 0.284 0.278 0.665 102.807 -0.956 1.105 -0.054 0.154 0.296 0.008 1.267
[0.254,0.315] [0.251,0.307] [0.633,0.694] [34.902,186.874] [-1.018,-0.897] [1.046,1.165] [-0.074,-0.033] [0.140,0.169] [0.282,0.310] [-0.033,0.050] [0.543,1.967]
RGtN5ss 0.377 0.312 0.608 93.012 -1.145 1.160 -0.075 0.122 0.250 -0.001 1.114
[0.340,0.415] [0.282,0.344] [0.575,0.640] [30.169,183.187] [-1.213,-1.082] [1.097,1.227] [-0.093,-0.057] [0.110,0.135] [0.238,0.262] [-0.041,0.040] [0.478,1.721]
RGtN5RK 0.306 0.291 0.641 92.140 -0.992 1.135 -0.065 0.134 0.268 0.003 1.272
[0.276,0.338] [0.263,0.320] [0.610,0.672] [29.602,185.107] [-1.056,-0.930] [1.074,1.200] [-0.084,-0.046] [0.121,0.148] [0.256,0.281] [-0.037,0.043] [0.625,1.934]
RGtt5 0.279 0.276 0.670 102.997 -0.956 1.096 -0.054 0.149 0.298 8.538 0.007 1.301
[0.250,0.310] [0.248,0.304] [0.639,0.700] [34.821,187.046] [-1.017,-0.897] [1.040,1.155] [-0.073,-0.034] [0.135,0.164] [0.280,0.316] [6.631,11.053] [-0.034,0.047] [0.540,1.984]
RGtt55ss 0.367 0.307 0.619 92.454 -1.143 1.148 -0.076 0.116 0.251 7.909 0.000 1.135
[0.331,0.405] [0.277,0.338] [0.586,0.650] [30.541,183.762] [-1.209,-1.080] [1.084,1.216] [-0.093,-0.059] [0.104,0.129] [0.236,0.266] [6.218,10.125] [-0.039,0.040] [0.520,1.710]
RGtt5RK 0.300 0.288 0.650 91.859 -0.987 1.121 -0.065 0.128 0.269 7.253 0.002 1.317
[0.269,0.333] [0.259,0.318] [0.618,0.681] [30.144,183.251] [-1.052,-0.926] [1.061,1.184] [-0.083,-0.047] [0.116,0.142] [0.253,0.288] [5.807,9.157] [-0.039,0.042] [0.624,1.926]
RGSktN5 0.283 0.278 0.664 102.833 -0.088 -0.955 1.103 -0.055 0.154 0.296 0.005 1.272
[0.254,0.315] [0.251,0.306] [0.634,0.694] [36.279,186.096] [-0.135,-0.040] [-1.016,-0.896] [1.047,1.163] [-0.075,-0.034] [0.139,0.169] [0.283,0.310] [-0.036,0.045] [0.540,1.975]
RGSktN5ss 0.377 0.313 0.608 94.612 -0.089 -1.144 1.160 -0.075 0.122 0.250 -0.002 1.109
[0.341,0.414] [0.283,0.344] [0.576,0.639] [30.428,183.908] [-0.136,-0.042] [-1.211,-1.080] [1.094,1.228] [-0.093,-0.056] [0.110,0.135] [0.239,0.261] [-0.042,0.039] [0.475,1.735]
RGSktNRK 0.306 0.291 0.642 93.221 -0.090 -0.989 1.133 -0.065 0.134 0.268 0.000 1.251
[0.274,0.339] [0.263,0.321] [0.609,0.673] [30.914,181.853] [-0.135,-0.043] [-1.054,-0.927] [1.073,1.198] [-0.084,-0.046] [0.121,0.147] [0.256,0.281] [-0.040,0.041] [0.589,1.890]
RGSktt5 0.279 0.276 0.670 106.587 -0.088 -0.956 1.095 -0.055 0.150 0.298 8.462 0.005 1.298
[0.250,0.309] [0.248,0.304] [0.640,0.700] [36.643,188.814] [-0.135,-0.041] [-1.017,-0.899] [1.039,1.155] [-0.075,-0.035] [0.136,0.164] [0.280,0.316] [6.580,10.903] [-0.035,0.045] [0.519,1.986]
RGSktt5ss 0.368 0.308 0.619 92.384 -0.088 -1.141 1.144 -0.078 0.116 0.251 7.927 -0.004 1.135
[0.332,0.406] [0.278,0.339] [0.586,0.651] [30.218,182.340] [-0.136,-0.040] [-1.209,-1.077] [1.081,1.211] [-0.095,-0.060] [0.104,0.128] [0.235,0.267] [6.227,10.094] [-0.045,0.037] [0.494,1.727]
RGSkttRK 0.298 0.286 0.652 95.673 -0.092 -0.988 1.121 -0.065 0.129 0.270 7.217 0.002 1.296
[0.267,0.331] [0.257,0.316] [0.620,0.683] [31.560,183.357] [-0.139,-0.045] [-1.051,-0.926] [1.060,1.185] [-0.083,-0.047] [0.116,0.142] [0.253,0.289] [5.737,9.137] [-0.039,0.043] [0.606,1.913]
Table 3.8.6: S&P500 MCMC Parameter Estimate with 95% Credible Interval.
SP500 α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
Gt 0.010 0.079 0.915 10.185 0.041 5.035
[0.005,0.015] [0.062,0.097] [0.896,0.933] [7.523,14.050] [0.013,0.069] [1.704,10.772]
GSkt 0.010 0.081 0.913 10.672 -0.097 0.028 4.745
[0.005,0.016] [0.064,0.099] [0.894,0.931] [7.797,14.949] [-0.138,-0.054] [-0.001,0.057] [1.626,9.893]
RGtN5 0.114 0.345 0.635 15.442 -0.327 0.996 -0.061 0.113 0.248 0.007 0.974
[0.092,0.137] [0.314,0.378] [0.604,0.665] [10.055,23.531] [-0.377,-0.279] [0.951,1.043] [-0.079,-0.044] [0.101,0.125] [0.237,0.260] [-0.021,0.035] [0.334,1.635]
RGtN5ss 0.208 0.455 0.531 13.781 -0.456 0.976 -0.090 0.083 0.194 0.005 1.001
[0.178,0.240] [0.417,0.494] [0.496,0.565] [9.374,20.093] [-0.508,-0.406] [0.932,1.021] [-0.106,-0.074] [0.074,0.093] [0.185,0.203] [-0.023,0.032] [0.307,1.676]
RGtN5RK 0.136 0.390 0.595 14.834 -0.346 0.979 -0.070 0.102 0.222 0.006 1.015
[0.111,0.161] [0.357,0.425] [0.563,0.626] [9.788,22.760] [-0.395,-0.297] [0.937,1.024] [-0.087,-0.053] [0.091,0.113] [0.211,0.232] [-0.022,0.034] [0.345,1.698]
RGtt5 0.110 0.338 0.649 15.505 -0.331 0.979 -0.062 0.117 0.248 10.934 0.008 0.979
[0.090,0.133] [0.307,0.371] [0.618,0.679] [10.056,23.888] [-0.380,-0.282] [0.937,1.026] [-0.080,-0.045] [0.105,0.130] [0.235,0.262] [8.070,14.810] [-0.020,0.036] [0.321,1.651]
RGtt55ss 0.200 0.440 0.551 13.948 -0.462 0.962 -0.09 0.083 0.195 8.713 0.005 1.001
[0.172,0.230] [0.403,0.477] [0.518,0.585] [9.447,20.522] [-0.510,-0.414] [0.918,1.009] [-0.104,-0.075] [0.073,0.093] [0.184,0.207] [6.705,11.410] [-0.023,0.032] [0.358,1.662]
RGtt5RK 0.131 0.380 0.612 14.949 -0.350 0.963 -0.069 0.105 0.223 9.327 0.007 1.022
[0.107,0.156] [0.346,0.414] [0.581,0.643] [9.774,23.223] [-0.400,-0.301] [0.920,1.008] [-0.085,-0.053] [0.094,0.117] [0.210,0.236] [7.083,12.416] [-0.021,0.034] [0.373,1.690]
RGSktN5 0.114 0.348 0.633 16.178 -0.120 -0.325 0.994 -0.065 0.113 0.248 -0.007 0.929
[0.092,0.138] [0.317,0.381] [0.601,0.663] [10.214,25.904] [-0.164,-0.075] [-0.377,-0.275] [0.950,1.039] [-0.084,-0.047] [0.101,0.125] [0.237,0.260] [-0.036,0.021] [0.241,1.616]
RGSktN5ss 0.209 0.457 0.530 14.412 -0.127 -0.455 0.972 -0.093 0.083 0.194 -0.010 0.983
[0.179,0.239] [0.420,0.494] [0.496,0.563] [9.573,22.148] [-0.173,-0.083] [-0.505,-0.407] [0.930,1.017] [-0.109,-0.077] [0.073,0.093] [0.185,0.203] [-0.037,0.018] [0.292,1.662]
RGSktNRK 0.135 0.391 0.596 15.343 -0.121 -0.344 0.976 -0.073 0.102 0.222 -0.008 1.001
[0.112,0.161] [0.356,0.425] [0.564,0.628] [9.961,24.184] [-0.164,-0.077] [-0.395,-0.295] [0.933,1.022] [-0.090,-0.056] [0.091,0.113] [0.212,0.232] [-0.036,0.020] [0.310,1.694]
RGSktt5 0.111 0.340 0.648 15.995 -0.118 -0.331 0.976 -0.065 0.118 0.248 11.005 -0.006 0.933
[0.090,0.134] [0.307,0.373] [0.616,0.679] [10.192,25.312] [-0.161,-0.074] [-0.381,-0.282] [0.933,1.021] [-0.083,-0.048] [0.105,0.131] [0.235,0.263] [8.089,15.089] [-0.034,0.022] [0.268,1.590]
RGSktt5ss 0.203 0.445 0.549 14.198 -0.127 -0.462 0.957 -0.092 0.082 0.195 8.834 -0.009 0.991
[0.174,0.235] [0.407,0.484] [0.515,0.582] [9.428,21.505] [-0.172,-0.082] [-0.512,-0.413] [0.913,1.002] [-0.108,-0.077] [0.072,0.093] [0.184,0.207] [6.722,11.659] [-0.037,0.019] [0.313,1.702]
RGSkttRK 0.131 0.381 0.612 15.183 -0.121 -0.349 0.960 -0.072 0.105 0.222 9.411 -0.006 1.005
[0.109,0.156] [0.348,0.416] [0.580,0.642] [9.888,23.729] [-0.165,-0.076] [-0.397,-0.302] [0.918,1.004] [-0.088,-0.055] [0.094,0.116] [0.210,0.236] [7.086,12.674] [-0.034,0.021] [0.358,1.676]
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Table 3.8.7: SSMI MCMC Parameter Estimate with 95% Credible Interval.
SSMI α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
Gt 0.014 0.105 0.883 8.843 0.017 4.299
[0.008,0.021] [0.082,0.130] [0.857,0.907] [6.752,11.555] [-0.007,0.041] [1.274,9.622]
GSkt 0.014 0.104 0.885 9.126 -0.073 0.008 3.775
[0.008,0.020] [0.082,0.128] [0.859,0.908] [6.929,11.983] [-0.120,-0.027] [-0.016,0.032] [1.179,8.288]
RGtN5 0.072 0.379 0.605 12.454 -0.207 0.997 -0.068 0.093 0.149 -0.004 0.418
[0.049,0.098] [0.345,0.415] [0.573,0.636] [8.791,17.736] [-0.260,-0.155] [0.951,1.045] [-0.082,-0.054] [0.084,0.102] [0.142,0.156] [-0.028,0.019] [-0.166,0.987]
RGtN5ss 0.089 0.406 0.575 13.235 -0.235 1.001 -0.073 0.088 0.135 -0.004 0.425
[0.063,0.115] [0.371,0.443] [0.541,0.608] [9.102,19.632] [-0.287,-0.183] [0.955,1.049] [-0.086,-0.060] [0.079,0.097] [0.128,0.141] [-0.028,0.019] [-0.126,0.969]
RGtN5RK 0.101 0.411 0.571 12.59 -0.260 1.002 -0.074 0.082 0.128 -0.005 0.255
[0.075,0.128] [0.375,0.448] [0.539,0.604] [8.782,18.237] [-0.313,-0.207] [0.955,1.050] [-0.087,-0.061] [0.073,0.090] [0.122,0.134] [-0.028,0.018] [-0.291,0.790]
RGtt5 0.067 0.344 0.645 12.499 -0.220 0.988 -0.064 0.091 0.149 7.585 -0.006 0.397
[0.046,0.089] [0.312,0.377] [0.613,0.674] [8.802,18.077] [-0.273,-0.169] [0.943,1.036] [-0.078,-0.050] [0.082,0.100] [0.140,0.158] [6.023,9.667] [-0.029,0.017] [-0.168,0.937]
RGtt55ss 0.081 0.367 0.618 13.211 -0.244 1.000 -0.068 0.085 0.134 7.261 -0.006 0.359
[0.057,0.105] [0.333,0.402] [0.585,0.649] [9.047,19.373] [-0.298,-0.190] [0.955,1.048] [-0.080,-0.055] [0.077,0.094] [0.126,0.143] [5.847,9.081] [-0.030,0.017] [-0.216,0.939]
RGtt5RK 0.094 0.377 0.611 12.510 -0.267 0.996 -0.071 0.079 0.128 7.590 -0.007 0.236
[0.070,0.120] [0.344,0.413] [0.579,0.641] [8.748,18.121] [-0.321,-0.215] [0.950,1.044] [-0.084,-0.059] [0.072,0.088] [0.120,0.136] [6.099,9.499] [-0.031,0.016] [-0.325,0.775]
RGSktN5 0.071 0.379 0.605 13.809 -0.097 -0.203 0.997 -0.070 0.092 0.149 -0.012 0.383
[0.048,0.095] [0.345,0.414] [0.572,0.636] [9.285,21.261] [-0.144,-0.050] [-0.255,-0.152] [0.953,1.045] [-0.084,-0.056] [0.083,0.102] [0.142,0.156] [-0.036,0.011] [-0.194,0.956]
RGSktN5ss 0.087 0.405 0.576 14.284 -0.099 -0.232 1.001 -0.075 0.088 0.135 -0.014 0.388
[0.063,0.114] [0.369,0.442] [0.543,0.608] [9.612,21.501] [-0.145,-0.051] [-0.284,-0.181] [0.956,1.050] [-0.088,-0.061] [0.079,0.097] [0.128,0.141] [-0.037,0.010] [-0.166,0.932]
RGSktNRK 0.100 0.412 0.570 14.009 -0.102 -0.257 1.001 -0.076 0.081 0.128 -0.015 0.220
[0.074,0.127] [0.377,0.449] [0.538,0.603] [9.361,21.754] [-0.149,-0.055] [-0.309,-0.204] [0.955,1.048] [-0.089,-0.063] [0.073,0.090] [0.122,0.134] [-0.039,0.009] [-0.331,0.764]
RGSktt5 0.066 0.345 0.643 13.323 -0.096 -0.215 0.990 -0.066 0.09 0.149 7.606 -0.014 0.385
[0.044,0.088] [0.312,0.378] [0.612,0.672] [9.183,19.616] [-0.143,-0.049] [-0.268,-0.164] [0.946,1.038] [-0.080,-0.053] [0.081,0.099] [0.140,0.159] [6.056,9.584] [-0.038,0.010] [-0.183,0.950]
RGSktt5ss 0.080 0.367 0.618 14.242 -0.099 -0.242 1.001 -0.070 0.085 0.134 7.230 -0.015 0.345
[0.057,0.104] [0.333,0.401] [0.586,0.649] [9.516,21.786] [-0.146,-0.052] [-0.294,-0.189] [0.955,1.050] [-0.083,-0.057] [0.077,0.094] [0.126,0.143] [5.839,8.980] [-0.038,0.009] [-0.245,0.901]
RGSkttRK 0.093 0.377 0.611 13.740 -0.102 -0.264 0.996 -0.073 0.079 0.128 7.550 -0.016 0.215
[0.070,0.118] [0.343,0.413] [0.577,0.642] [9.205,21.266] [-0.149,-0.056] [-0.318,-0.214] [0.950,1.044] [-0.085,-0.061] [0.071,0.088] [0.120,0.136] [6.070,9.405] [-0.040,0.008] [-0.310,0.746]
Table 3.8.8: STOXX50 MCMC Parameter Estimate with 95% Credible Interval.
STOXX α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
Gt 0.015 0.092 0.901 10.733 0.030 7.144
[0.008,0.023] [0.074,0.112] [0.880,0.920] [7.858,14.733] [-0.000,0.060] [2.476,14.953]
GSkt 0.014 0.093 0.900 11.695 -0.103 0.017 7.560
[0.008,0.022] [0.075,0.114] [0.879,0.919] [8.344,16.413] [-0.150,-0.057] [-0.014,0.048] [2.395,16.565]
RGtN5 0.087 0.342 0.649 21.222 -0.242 0.967 -0.110 0.126 0.254 -0.015 1.289
[0.068,0.107] [0.311,0.376] [0.616,0.679] [11.517,43.351] [-0.290,-0.196] [0.925,1.009] [-0.128,-0.092] [0.114,0.139] [0.242,0.266] [-0.045,0.015] [0.590,1.982]
RGtN5ss 0.139 0.390 0.605 20.604 -0.347 0.961 -0.128 0.108 0.207 -0.012 1.156
[0.117,0.162] [0.357,0.426] [0.572,0.637] [11.674,38.326] [-0.393,-0.301] [0.922,1.002] [-0.145,-0.111] [0.097,0.119] [0.197,0.217] [-0.042,0.018] [0.476,1.827]
RGtN5RK 0.101 0.363 0.625 20.665 -0.265 0.975 -0.117 0.123 0.229 -0.012 1.221
[0.081,0.122] [0.331,0.397] [0.592,0.656] [11.801,37.012] [-0.313,-0.220] [0.936,1.017] [-0.134,-0.099] [0.111,0.135] [0.219,0.240] [-0.042,0.018] [0.532,1.907]
RGtt5 0.079 0.316 0.680 19.865 -0.242 0.960 -0.110 0.120 0.250 6.581 -0.015 1.322
[0.061,0.097] [0.286,0.348] [0.650,0.709] [11.464,35.258] [-0.290,-0.197] [0.919,1.003] [-0.127,-0.093] [0.108,0.133] [0.234,0.268] [5.414,8.026] [-0.046,0.015] [0.664,1.955]
RGtt55ss 0.131 0.372 0.631 21.139 -0.343 0.946 -0.124 0.099 0.203 5.652 -0.011 1.201
[0.110,0.154] [0.339,0.406] [0.598,0.661] [11.535,40.442] [-0.390,-0.298] [0.908,0.986] [-0.139,-0.109] [0.089,0.109] [0.190,0.218] [4.750,6.721] [-0.041,0.019] [0.583,1.821]
RGtt5RK 0.092 0.339 0.657 20.479 -0.261 0.960 -0.115 0.116 0.226 6.112 -0.011 1.263
[0.073,0.112] [0.307,0.371] [0.626,0.688] [11.644,37.420] [-0.308,-0.215] [0.921,1.000] [-0.131,-0.099] [0.105,0.128] [0.211,0.243] [5.095,7.310] [-0.040,0.019] [0.634,1.892]
RGSktN5 0.086 0.341 0.650 24.103 -0.120 -0.240 0.967 -0.113 0.126 0.253 -0.026 1.231
[0.067,0.107] [0.309,0.373] [0.618,0.681] [12.378,47.790] [-0.166,-0.075] [-0.288,-0.193] [0.927,1.010] [-0.132,-0.095] [0.114,0.138] [0.242,0.265] [-0.057,0.005] [0.519,1.924]
RGSktN5ss 0.137 0.389 0.606 26.372 -0.121 -0.343 0.962 -0.130 0.107 0.207 -0.020 1.131
[0.115,0.161] [0.355,0.423] [0.573,0.638] [12.984,58.244] [-0.167,-0.076] [-0.389,-0.298] [0.924,1.001] [-0.147,-0.113] [0.096,0.118] [0.198,0.217] [-0.050,0.010] [0.438,1.812]
RGSktNRK 0.099 0.361 0.627 24.772 -0.116 -0.261 0.976 -0.118 0.123 0.229 -0.020 1.211
[0.078,0.121] [0.331,0.394] [0.596,0.657] [12.927,48.201] [-0.163,-0.069] [-0.309,-0.215] [0.937,1.017] [-0.136,-0.100] [0.111,0.135] [0.219,0.240] [-0.050,0.010] [0.538,1.879]
RGSktt5 0.078 0.316 0.681 26.077 -0.121 -0.238 0.958 -0.112 0.120 0.250 6.506 -0.025 1.285
[0.061,0.096] [0.286,0.347] [0.651,0.710] [12.388,58.715] [-0.167,-0.074] [-0.284,-0.193] [0.917,1.001] [-0.129,-0.095] [0.107,0.133] [0.235,0.268] [5.377,7.814] [-0.055,0.005] [0.601,1.935]
RGSktt5ss 0.129 0.371 0.632 26.304 -0.120 -0.338 0.946 -0.125 0.099 0.204 5.633 -0.019 1.170
[0.108,0.151] [0.337,0.406] [0.599,0.663] [12.703,58.084] [-0.165,-0.074] [-0.382,-0.294] [0.908,0.986] [-0.141,-0.110] [0.089,0.109] [0.189,0.219] [4.735,6.681] [-0.048,0.011] [0.529,1.765]
RGSkttRK 0.090 0.336 0.659 25.701 -0.120 -0.257 0.961 -0.116 0.116 0.226 6.147 -0.019 1.243
[0.071,0.111] [0.306,0.369] [0.628,0.689] [12.877,54.103] [-0.165,-0.073] [-0.304,-0.211] [0.923,1.001] [-0.133,-0.100] [0.105,0.128] [0.211,0.242] [5.110,7.397] [-0.049,0.011] [0.595,1.878]
Appendix
3.A Log-Likelihoods Functions
: Student-t distribution
L(θ|r) =T
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]
: Skewed Student-t distribution
L(θ|r) =

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if t ≥ −a
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L(b) = 0.5ln(1 + 3λ2 − a2)
L(c) = lnΓ
(
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)
− lnΓ
(ν
2
)
− 0.5ln[(ν − 2)pi]
ut : Normal distribution
L(θ|RV ) = −0.5
T∑
t=1
(
ln(σ2u,t) +
u2t
σ2u,t
)
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ut : Student-t distribution
L(θ|RV ) =T
[
lnΓ
(
νmes + 1
2
)
− lnΓ
(νmes
2
)
− 0.5ln[(νmes − 2)pi]
]
−
T∑
t=1
[
νmes + 1
2
ln
(
1 +
u2t
(νmes − 2)σ2u,t
)
+ 0.5ln(σ2u,t)
]
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3.B Simulation Results Figures
Figure 3.B.1: Histogram of 1000 Posteriors means for the RV GARCH model with
Normal returns and Normal measurement equation - Flat Prior. True Parameter
as red dotted line and mean estimate as solid green line.
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Figure 3.B.2: Histogram of 1000 Posteriors means for the RV GARCH model with
Normal returns and Normal measurement equation - With Prior. True Parameter
as red dotted line and mean estimate as solid green line.
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Figure 3.B.3: Histogram of 1000 Posteriors means for the RV GARCH model with
Student-t returns and Normal measurement equation - Flat Prior. True Parameter
as red dotted line and mean estimate as solid green line.
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Figure 3.B.4: Histogram of 1000 Posteriors means for the RV GARCH model with
Student-t returns and Normal measurement equation - With Prior. True Parameter
as red dotted line and mean estimate as solid green line.
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Figure 3.B.5: Histogram of 1000 Posteriors means for the RV GARCH model
with Student-t returns and Student-t measurement equation - Flat Prior. True
Parameter as red dotted line and mean estimate as solid green line.
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Figure 3.B.6: Histogram of 1000 Posteriors means for the RV GARCH model
with Student-t returns and Student-t measurement equation - With Prior. True
Parameter as red dotted line and mean estimate as solid green line.
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Figure 3.B.7: Histogram of 1000 Posteriors means for the RV GARCH model with
Skewed Student-t returns and Normal measurement equation - Flat Prior. True
Parameter as red dotted line and mean estimate as solid green line.
0 0.1 0.2
0
20
40
60
80
100
α0
0.2 0.4 0.6
0
20
40
60
80
100
α1
0.5 0.6 0.7
0
20
40
60
80
100
β1
5 10 15
0
50
100
150
ν
-0.4 -0.3 -0.2
0
20
40
60
80
100
λ
-0.5 0 0.5
0
20
40
60
80
100
ξ
0.8 1 1.2
0
20
40
60
80
100
φ
-0.1 -0.05 0
0
20
40
60
80
100
τ1
0 0.05 0.1
0
20
40
60
80
100
τ2
0.35 0.4 0.45
0
50
100
150
σ
2
u
-0.5 0 0.5
0
50
100
150
µ
-5 0 5
0
50
100
150
σ0
Appendix 3. Log-Likelihoods 56
Figure 3.B.8: Histogram of 1000 Posteriors means for the RV GARCH model with
Skewed Student-t returns and Normal measurement equation - With Prior. True
Parameter as red dotted line and mean estimate as solid green line.
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Figure 3.B.9: Histogram of 1000 Posteriors means for the RV GARCH model with
Skewed Student-t returns and Student-t measurement equation - Flat Prior. True
Parameter as red dotted line and mean estimate as solid green line.
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Figure 3.B.10: Histogram of 1000 Posteriors means for the RV GARCH model with
Skewed Student-t returns and Student-t measurement equation - With Prior.
True Parameter as red dotted line and mean estimate as solid green line.
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Figure 3.B.11: Histogram of 1000 Maximum Likelihood estimates for the RV
GARCH model with Normal returns and Normal measurement equation. True
Parameter as red dotted line and mean estimate as solid green line.
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Figure 3.B.12: Histogram of 1000 Maximum Likelihood estimates for the RV
GARCH model with Student-t returns and Normal measurement equation. True
Parameter as red dotted line and mean estimate as solid green line.
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Figure 3.B.13: Histogram of 1000 Maximum Likelihood estimates for the RV
GARCH model with Student-t returns and Student-t measurement equation. True
Parameter as red dotted line and mean estimate as solid green line.
0 0.1 0.2
0
20
40
60
80
100
α0
0.2 0.3 0.4
0
20
40
60
80
100
α1
0.5 0.6 0.7
0
20
40
60
80
100
β1
5 10 15
0
20
40
60
80
100
ν
-0.5 0 0.5
0
20
40
60
80
100
ξ
0.8 1 1.2
0
20
40
60
80
100
φ
-0.1 -0.05 0
0
50
100
150
τ1
0 0.05 0.1
0
50
100
150
τ2
0 2 4
0
200
400
600
800
1000
σ
2
u
0 10 20
0
50
100
150
ν
mes
-0.5 0 0.5
0
50
100
150
µ
-5 0 5
0
50
100
150
σ0
Appendix 3. Log-Likelihoods 59
Figure 3.B.14: Histogram of 1000 Maximum Likelihood estimates for the RV
GARCH model with Skewed Student-t returns and Normal measurement equation.
True Parameter as red dotted line and mean estimate as solid green line.
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Figure 3.B.15: Histogram of 1000 Maximum Likelihood estimates for the
RV GARCH model with Skewed Student-t returns and Student-t measurement
equation. True Parameter as red dotted line and mean estimate as solid green line.
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Chapter 4
Bayesian Tail Risk Forecasting
using Realised Volatility
DCC-Copula-GARCH Models
4.1 Introduction
In the field of multivariate modelling, the use of GARCH models (Engle (1982) and
Bollerslev (1986)) in the marginals, so called Copula-GARCH models is not novel, and
has previously been used to model the joint distributions of multiple asset returns (see
Patton (2004, 2006a, 2006b) Jondeau and Rockinger (2006)); and has been shown to
significantly improve forecast accuracy. My work implements a Bayesian approach, by
drawing from the posterior distribution of the parameters using a ‘Metropolis-Hastings’
algorithm. This builds on Xu (2004), who applies a Markov Chain Monte Carlo (MCMC)
algorithm, but only assumes a constant mean and i.i.d. returns for the marginal
distribution of each of the financial assets’ returns. This was further extended by Kang
(2011), who within a Bayesian framework, implements a GARCH specification for the
marginals. As the marginals each have their own set of parameters, together with the
Copula function, the model can be hard to estimate directly due to the large number of
parameters. To overcome this issue, we adopt an ‘Inference For Margins’ (IFM) approach
(Joe and Xu (1996) and Joe (2005)), where the marginals are estimated first, and then
the Copula parameters are estimated conditional on this, where Smith, Gan, and Kohn
(2012) and Kang (2011) implement this within a Bayesian framework. A comprehensive
overview of Bayesian approaches to Copula modelling is discussed in Smith (2013).
This chapter combines three strands of recent popular research, the first being the use
of Realised Volatility GARCH models (Andersen et al. (2003), P. R. Hansen and Lunde
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(2005), Watanabe (2012), P. R. Hansen et al. (2012)) which have become popular in
recent times as they provide superior forecasting performance.
The second is the use of time varying dynamic Copulas, with extensive literature on
the matter (see Dias and Embrechts (2004), Patton (2004, 2006b), X. Chen and Fan
(2006), Jondeau and Rockinger (2006), Giacomini, Ha¨rdle, and Spokoiny (2009), Jin
(2009), Lai, Chen, and Gerlach (2009). Hafner and Manner (2012), Ha¨rdle, Okhrin, and
Okhrin (2010)), with all these approaches implementing a Copula structure that has
time-varying parameters driven by the past realization of the underlying data generating
process. This model uses a realised version of the Dynamic Conditional Correlation
(DCC) framework of Engle and Sheppard (2001) and based on preliminary work by
Bauwens, Storti, and Violante (2012). Recent work by Jin and Maheu (2012, 2014)
model Realised Covariance and returns within a Bayesian framework and compare their
results to multivariate GARCH models and existing Realised Covariance models.
The use of high frequency data in Copulas has remained surprisingly scarce, with Jin
and Maheu (2012, 2014), Breymann, Dias, and Embrechts (2003), Dias and Embrechts
(2004). Fengler and Okhrin (2011, 2012) being notable exceptions.
The bulk of the above research tries to model the data’s skewness and kurtosis in various
ways, but their methods do not extend to all parts of their framework. While Jondeau
and Rockinger (2006) use marginals employing a Skewed Student-t distribution, this does
not extend to their Copula, which is the opposite approach of Lai et al. (2009), in which
their Copula does account for asymmetry, but their marginal distribution does not. The
use of Skewed Student-t Copulas is the third strand, as it has only emerged in recent
literature, with the arrival of multivariate Skewed Student-t distributions (Jones (2002),
Azzalini and Capitanio (2003) Sahu, Dey, and Branco (2003) Bauwens and Laurent
(2005)), with practical implementations explored in papers by Chan and Kroese (2010),
with Smith et al. (2012) doing so in a Bayesian framework.
By employing the univariate and multivariate Skewed Student-t framework of Ferna´ndez
and Steel (1998) and Bauwens and Laurent (2005) respectively as one is the natural
extension of the other, a new Realised Volatility Skewed Student-t Copula-GARCH
model is proposed, which is expected to model skewness and asymmetry in both the
marginal and dependence structures.
I explore the use of high frequency data to improve the forecasting performance of tail
estimates of an equally weighted portfolio, by modelling the dependence structure of its
constituents using a dynamic Copula, and compare this to using traditional GARCH
models also within a Copula. This is also compared to a univariate return series of
the portfolio as a whole, whilst also including an RV component using high-frequency
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data. This combination of high and low frequency data to improve the modelling of low
frequency returns is similar in nature to research by Ghysels et al. (2004), X. Chen et
al. (2011), Engle and Gallo (2006), Shephard and Sheppard (2010), P. R. Hansen et al.
(2012) and P. R. Hansen, Lunde, and Voev (2014).
The main results are: the use of Realised Volatility GARCH as marginals results in a
better VaR and CVaR forecasting performance than their low frequency counterpart,
with the choice of Copula distribution not being a significant factor. RV GARCH
Copulas also outperformed models using the return series of the single portfolio for
certain tests, showing that modelling the dynamic of the individual assets is worthwhile.
The chapter is structured in the following way; Section 4.2 specifies the dynamic Copula
model and Realised Volatility GARCH model. Section 4.3 gives a brief overview of
the Bayesian approach and Markov-Chain Monte Carlo methods employed. Section
4.4 gives an overview of the forecasting methodologies employed and the relevant back
testing. Section 4.5 provides details of the simulation study. Section 4.6 presents the
data and the empirical studies from five international markets and five domestic stocks
for both Value-at-Risk and Conditional Value-at-Risk using formal and informal tests.
Concluding remarks and possible extensions are given in Section 4.7. An appendix and
tables with parameter estimation results follow.
4.2 Conditional Multivariate Modelling
4.2.1 Data Synchronisation
As discussed by Sheppard (2013), the issue of synchronisation is vital when using a
cross-section of financial returns from international markets, as returns will be non-synchronous
due to closing hour differences, local market closures due to public holidays, opening/closing
delays and for certain assets, illiquidity and stale prices. To counteract this problem,
we extend the frequency of data from daily to weekly, which increases the period
being synchronised from 30% to 86% when comparing New-York and London markets
(Sheppard (2013)). As not all markets are open on the same day, when looking at
weekly returns, the data needs to be cleaned by aligning all data sets, and removing
days in which any of the asset’s markets are closed, and then summing the returns of
five consecutive days to create a ‘pseudo-week’ as detailed in Figure 4.2.1. The remaining
daily returns are used to construct the Realised Volatility as detailed in Section 4.2.2.
My international data sample consists of 9,747 daily returns, which translates into 1,949
Realised Volatility data points. The USA only data sample consists of 4,396 daily
returns with the same number of Realised Volatility data points. The same data clean-up
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Figure 4.2.1: Synchronisation of International Financial Assets
sequence is not required for intra-day returns, as long as they are all generated in the
same market, and hence synchronisation and alignment issues do not arise, unless one
of the specific stocks halts trading for a particular reason.
4.2.2 Realised Volatility GARCH Model specifications
For a log return series rt, we define the Realised Volatility (RV) over the time period
[t− j, t], for 0 < j ≤ t ≤ T as:
RV (t, j;m) ≡
m∑
j=1
r2(t−(j−1)/m), (4.1)
where m is the number of daily observations and 1/m is the sampling frequency. For
daily data, the above is simple the sum of five daily squared returns. We define Realised
Covariance (RCov) for assets i to k over the time period [t− j, t], for 0 < j ≤ t ≤ T as:
RCovi,k(t, j;m) ≡
m∑
j=1
ri,k,(t−(j−1)/m)r′i,k,(t−(j−1)/m), (4.2)
where the diagonal elements in (4.2) are equal to (4.1).
The RV GARCH(1,1) model employing a simple log-linear specification is defined by
the following volatility and measurement equation:
Chapter 4. Copula-GARCH Models 64
at = rt − µ,
at = σtt,
t
iid∼ tν , or t iid∼ sktν,λ,
ln(σ2t ) = α0 + α1ln(RVt−1) + β1ln(σ
2
t−1) (4.3)
ln(RVt) = ξ + φln(σ
2
t ) + τ1t + τ2(
2
t − 1) + ut (4.4)
ut
iid∼ tν ,
This is a similar specification as employed by P. R. Hansen et al. (2012) and Watanabe
(2012) with the addition of a Student-t specification for the measurement equation in
(4.4), which provides a coherent way to model the joint dependence between returns,
latent volatility and the Realised Volatility measure.
I adopt a standardised Skewed Student-t distribution introduced by Ferna´ndez and Steel
(1998), which differs from the Skewed Student-t distribution of B. E. Hansen (1994)
used in Chapter 2 by the fact that the latter is more conveniently parameterised. The
distribution can be expressed as:
skt(|ν, λ) =

2λ
1 + λ2
[
tν
( 
λ
)]
if  ≥ 0
2λ
1 + λ2
[tν(λ)] if  < 0
(4.5)
where tν is the standardised Student-t PDF:
tν(r|µ, σ2) =
Γ(ν+22 )
Γ(ν2 )
√
(ν − 2)piσ2
[
1 +
(r − µ)2
(ν − 2)σ2
] ν+1
2
(4.6)
by combining (4.5) and (4.6) we obtain the PDF:
skt(|ν, λ) =

2λsΓ(ν+12 )
(1 + λ2)Γ(ν2 )
√
(ν − 2)piσ2
[
1 +
λ−2 (mσ + s)2
(ν − 2)σ2
]− ν+1
2
if  ≥ −mσ
s
2λsΓ(ν+12 )
(1 + λ2)Γ(ν2 )
√
(ν − 2)piσ2
[
1 +
λ2 (mσ + s)2
(ν − 2)σ2
]− ν+1
2
if  < −mσ
s
(4.7)
where
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m =
Γ(ν−12 )
√
ν − 2
Γ(ν2 )
√
pi
(
λ− 1
λ
)
, s =
√(
λ2 +
1
λ2
− 1−m2
)
.
ν is the kurtosis parameter with range 2 < ν < ∞ and λ is the skewness parameter
with range 0 < λ < ∞, m and s are the mean and variance of the non-standardised
Skewed Student-t distribution, and we standardise the distribution to have mean and
variance µ and σ2 respectively. Lambert and Laurent (2000) show that the direction of
the skewness is determined by the sign of ln(λ), where the third moment is positive when
if ln(λ) > 0 and hence the density is skewed to the right and vice versa if ln(λ) < 0.
4.2.3 Copulas
4.2.3.1 Copula Properties
A link between a joint distribution and a Copula can be formulated by employing
Sklar’s theorem (Sklar (1959)), in which an N-dimensional distribution F and marginal
distribution Fi, i = 1, . . . , N there exists a Copula C, such that:
F(x1, . . . , xN ) = C(F1(x1), . . . , FN (xN )). (4.8)
The Copula in (4.8) is unique given that the marginals employed are continuous, and
from it we can obtain a formula for the Copula:
C(u1, . . . , uN ) = F(F
−1
1 (u1), . . . , F
−1
N (uN )), (4.9)
where
ui = Fi(xi), i = 1, . . . , N.
We can obtain the joint density if F is N times differentiable:
f (x ) =
∂N
∂x1∂x2 . . . ∂xN
F(x ) =
=
N∏
i=1
fi(xi)
∂N
∂u1∂u2 . . . ∂uN
C(F1(x1), . . . , FN (xN ))
=
N∏
i=1
fi(xi)c(F1(x1), . . . , FN (xN ))
with the Copula density taking the form:
c(u1, . . . , uN ) =
f (F−11 (u1), . . . , F
−1
N (uN ))
N∏
i=1
fi(F
−1
i (ui))
(4.10)
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where x = (x1, . . . , xN ) and c is the Copula density. Evidence shows that the assumption
of a joint normal distribution is not sufficient in capturing the behaviour and structural
dependence of financial assets, as it has been widely observed that correlation is higher
during downturns (Patton (2004)), so features such as asymmetric dependence and
non-zero tail dependence can be modelled via Copulas. This chapter will only deal
with three classes of Copulas, Gaussian, Student-t and Skewed Student-t, and not deal
with Archimedean Copulas or the use of vines for higher dimensions.
By applying a Bayesian approach, we can formulate the cumulative distribution using
Copulas as follows:
F (r1,t, . . . , rN,t|r1,t−1, . . . , rN,t−1; θ1, . . . , θN , δ)
= C(u1,t(r1,t|r1,t−1, θ1), . . . , uN,t(rN,t|rN,t−1, θN |δ) (4.11)
where r1,t, . . . , rN,t are excess returns of N financial assets at time t, r1,t−1, . . . , rN,t−1
are vectors of past excess return up to time t − 1. θ1, . . . , θN are the set of parameters
of the marginal distributions from Section (4.2.2) and δ is the parameters of the Copula
being used. u1, . . . , uN are the cumulative distributions of the respective excess returns.
To derive the joint density function we differentiate (4.11) w.r.t each excess return:
f(r1,t, . . . , rN,t|r1,t−1, . . . , rN,t−1; θ1, . . . , θN , δ)
=c(u1,t(r1,t|r1,t−1, θ1), . . . , uN,t(rN,t|rN,t−1, θN )|δ)
×f1(r1,t|r1,t−1, θ1) . . .× fN (rN,t|rN,t−1, θN ) (4.12)
where c is the density form of the Copula being used and f1, . . . , fN are the marginal
densities of the respective asset returns.
The use of Vine Copulas was considered as an alternative, especially after the large
and relevant research being undertaken in the field; with pertinent topics such as
tail dependence in financial returns (Jaworski (2015); Nikoloulopoulos, Joe, and Li
(2012); Joe, Li, and Nikoloulopoulos (2010)), time series analysis (Smith and Vahey
(2013); Smith (2014); Brechmann and Czado (2014)), model selection with application
to financial returns (Dissmann, Brechmann, Czado, and Kurowicka (2013)), Bayesian
approaches (Min and Czado (2010)), the use of MCMC (Schmidl, Czado, Hug, Theis,
et al. (2013)), VaR (Hofmann and Czado (2010)) and banking capital requirements
(Brechmann, Czado, and Paterlini (2014)). While the above are promising and do show
the flexibility that Vine Copulas do provide, I felt that a more straight forward and
parsimonious approach by combining GARCH and Gaussian Copulas was more suited
for this research.
Chapter 4. Copula-GARCH Models 67
4.2.3.2 Inference Functions for the Margins
Joe and Xu (1996) proposed an Inference Functions for the Margins (IFM) method
in which the marginal distribution and Copula parameters are estimated separately in
a two-step process, as the number of parameters can be very large even in moderate
dimensions. Joe (1997) shows that the IFM method is consistent and has the property
of asymptotic normality under regular conditions, while Patton (2006a) shows that
this two-step method yields asymptotically efficient and normal parameter estimates.
The procedure is fairly straight forward; the marginal parameters in Section (4.2.2) are
estimated by a Bayesian MCMC procedure (as per Section (4.3)) independently of each
other; the Copula parameters are optimised, conditional on the results obtained in the
first step. Kang (2011) shows that the joint density given (4.12) and all observations
can be written as:
f(r1,0, . . . , rN,0, . . . , r1,T , . . . , rN,T |θ1, . . . , θN , δ)
=f(r1,0, . . . , rN,0|θ1, . . . , θN , δ)
×
t∏
t=1
f(r1,t, . . . , rN,t|r1,t−1, . . . , rN,t−1; θ1, . . . , θN , δ). (4.13)
The log-likelihood can be derived by omitting the first term:
L(θ1, . . . , θN , δ|r) ≈
T∑
t=1
log f(r1,t, . . . , rN,t|r1,t−1, . . . , rN,t−1; θ1, . . . , θN , δ).
The log-likelihood can be written as follows by using (4.12) and substitution:
L(θ1, . . . , θN , δ|r, ut) =
T∑
t=1
log c(u1,t(r1,t|r1,t−1, θ1),
. . . uN,t(rN,t|rN,t−1, θN )|δ)
+
T∑
t=1
N∑
i=1
log fi(ri,t|ri,t−1; θi).
The IFM two-step procedure can therefore be broken down so that each θi is estimated
separately, and then plugged into the Copula in step two to estimate the Copula parameters
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δ, which Ausin and Lopes (2010) have demonstrated to be valid in a Bayesian framework
as follows:
Step one:
L(θˆi|r) =
T∑
t=1
log fi(ri,t|ri,t−1; θi)
for i = 1 . . . N
Standardised residuals are then obtained zit =
rit−µi√
hit
, following which uit = CDF (zit)
so that u ∈ [0, 1] using the CDF for the respective marginal distribution.
Step two:
L(δˆ|ut) =
T∑
t=1
log c(u1,t(r1,t|r1,t−1, θ1), . . . uN,t(rN,t|rN,t−1, θN )|δ)
My model utilises the IFM method detailed above, which while being less efficient, it is
computationally benign and simple to implement. Ha¨rdle, Hautsch, and Overbeck (2008)
give a comprehensive discussion of alternative methods to estimate Copula models and
their parameters.
4.2.3.3 Copula Models
This chapter will look at the two most commonly used specifications for Copulas, the
Normal and the Student-t, together with a more flexible approach via the Skewed
Student-t which will be discussed below. By combining the multivariate Normal and
Student-t distribution PDFs given in (4.14) and (4.15) with (4.9) and (4.10) we can
obtain their respective Copulas.
N (x|µ,Σ) = (2pi)−N2 |Σ|− 12 exp
[
−1
2
(x− µ)′Σ−1(x− µ)
]
(4.14)
Tη(x|µ,Σ) =
Γ
(
η+N
2
)
Γ(η2 )(ηpi)
N
2 |Σ| 12
[
1 +
1
η
(x− µ)′Σ−1(x− µ)
]
(4.15)
where x = (xi, . . . , xN ) is the observation vector, µ is a vector of means, Σ = [σij ] is a
covariance matrix.
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Normal Copula
C(u1,t, . . . , uN,t) = N(Φ
−1(u1,t), . . . ,Φ−1(uN,t)|0, Rt), (4.16)
c(u1,t, . . . , uN,t) = |Rt|− 12 exp
[
−1
2
x′t(R
−1
t − IN )xt
]
(4.17)
where N is the multivariate normal CDF with zero mean vector, Φ−1 is the univariate
normal inverse CDF, xt = (x1,t, . . . xN,t) and xi,t = Φ
−1(ui,t), Rt = [pij,t] is a correlation
matrix and IN is a N ×N identity matrix.
Student-t Copula
C(u1,t, . . . , uN,t) = Tη(T
−1
ν (u1,t), . . . , T
−1
ν (uN,t)|0, Rt), (4.18)
c(u1,t, . . . , uN,t) =
|Rt|− 12 Γ
(
η +N
2
)[
Γ
(η
2
)]N−1(
1 +
1
η
x′tR
−1
t x
)− η+N
2
[
Γ
(
η + 1
2
)]N N∏
i=1
(
1 +
x2i,t
η
)− η+1
2
(4.19)
where Tη is the multivariate Student-t CDF with zero mean vector, t
−1
ν is the univariate
Student-t inverse CDF, xt = (x1,t, . . . xN,t) and xi,t = t
−1
ν (ui,t).
Skewed Student-t Copula
I use the multivariate Skewed Student-t distribution proposed by Bauwens and Laurent
(2005) which is a natural extension of the univariate distribution of Ferna´ndez and Steel
(1998) described in Section (4.2.2) and its PDF (Sη,γ) takes the following form:
Sη,γ(x|µ,Σ) =
(
2√
pi
)N ( N∏
i=1
γisi
1 + γ2i
)
Γ(η+N2 )|Σ|−
1
2
Γ(η2 )(η − 2)
N
2
(
1 +
a′a
η − 2
)− η+N
2
(4.20)
where η and γ are the degree of freedom and skewness parameters respectively, with
the elements of vector a = (a1, . . . , aN ) defined by ai = γ
−Ii
i (mi + six
∗
i ) and x
∗ =
(x∗1, . . . , x∗N ) = Σ
− 1
2 (x− µ) and
Ii,t =
 1 if i,t ≥ −
miσi,t
si
,
−1 if i,t < −miσi,t
si
,
mi =
Γ(η−12 )
√
η − 2
Γ(η2 )
√
pi
(
λi − 1
γi
)
, si =
√(
γ2i +
1
γ2i
− 1−m2i
)
.
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This allows us to formulate the Copula for a Skewed Student-t distribution where Sη,γ
and skt−1ν,λ are the CDF of the multivariate and inverse CDF of the univariate Skewed
Student-t distribution with zero mean vector respectively:
C(u1,t, . . . , uN,t) = Sη,γ(Skt
−1
ν,λ(u1,t), . . . , skt
−1
ν,λ(uN,t)|0, Rt), (4.21)
c(u1,t, . . . , uN,t) =
|Rt|− 12 Γ
(
η +N
2
)[
Γ
(η
2
)]N−1(
1 +
a′tat
η − 2
)− η+N
2
[
Γ
(
η + 1
2
)]N N∏
i=1
(
1 +
γ
−2IC
i,t
i (m
C
i +s
C
i xi,t)
2
η−2
)− η+1
2
(4.22)
where
vector xt = (x1N ...xtN ), has elements xi,t = skt
−1
ν,λ(ui,t),
vector at = (a1N ...atN ), has elements ai,t = γ
−IC∗i,t
i (m
C
i + s
C
i x
∗
i,t)
given x∗t , = R
− 1
2
t xt, where Rt = [pij,t]
where
IC
∗
i,t =

1 if x∗i,t ≥ −
mCi
sCi
,
−1 if x∗i,t < −
mCi
sCi
ICi,t =

1 if xi,t ≥ −m
C
i
sCi
,
−1 if xi,t < −m
C
i
sCi
given
mCi =
Γ(η−12 )
√
η − 2
Γ(η2 )
√
pi
(
γi − 1
γi
)
, sCi =
√(
γ2i +
1
γ2i
− 1− (mCi )2
)
.
The correlation structure Rt = [pij,t] in all Copulas above follows a Dynamic Conditional
Correlation (DCC) structure similar to that of Engle (2002) or a Realised Dynamic
Conditional Correlation (rDCC) based on preliminary work by Bauwens et al. (2012),
with further details given in sections (4.2.3.4) and (4.2.3.5) respectively. A Skewed
Student-t distribution is chosen for both the marginal and Copula models as it provides
a very flexible framework, which can capture the asymmetry of returns in the variance
equation (Alberg, Shalit, and Yosef (2008) and Tu, Wong, and Chang (2008)) and a non
linear dependence in the Copula structure.
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4.2.3.4 The Dynamic Conditional Correlation
The Dynamic Conditional Correlation (DCC) of Engle (2002) is used to model the
evolution of the correlation structure Rt in the Copulas by allowing it to evolve over
time. A DCC(1,1) structure is used, taking the following form:
Qt = (1− α− β) · Q¯+ α(xt−1x′t−1) + βQt−1
Rt = Qˆ
−1
t QtQˆ
−1
t ,
where Q¯ is the sample covariance of standardised iid residuals x, Qˆt is a diagonal matrix
with the diagonal elements taking the square root of Qt:
Qt =

√
q11 0 0 . . . 0
0
√
q22 0 . . . 0
...
...
...
...
...
0 0 0 . . .
√
qNN

therefore the elements of Rt are in the form pij,t =
qij,t√
qiiqjj
, and the parameter constraints
are identical to a univariate GARCH(1,1) model:
α+ β < 1, α, β ∈ (0, 1).
4.2.3.5 The Realised Covariance Dynamic Conditional Correlation
In order to take advantage of intra period dynamics, the Realised Covariance from (4.2)
is used within a DCC framework, based on preliminary work by Bauwens et al. (2012),
in order to model the evolution of the correlation structure Rt in the Copulas by allowing
it to evolve over time. The Realised DCC(1,1) (rDCC) take the following form:
Qt = (1− α− β) · Q¯+ αPt−1 + βQt−1
Rt = Qˆ
−1
t QtQˆ
−1
t ,
where
Pt = {diag(Ct)}−1/2Ct{diag(Ct)}−1/2
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and
Ct =
[
RV1,t RCov1,2,t
RCov1,2,t RV2,t
]
where Q¯ is the sample covariance of standardised iid residuals x, Qˆt is a diagonal matrix
with the diagonal elements taking the square root of Qt as per Section (4.2.3.4).
The main difference between the rDCC and DCC is that the transformed Copula data is
only used in Q¯ in the former, and all correlation information is provided in the Realised
Covariance component. The purpose of introducing this component is to try and extract
intra-period information which might be lost when examining data at a lower frequency,
such as only close-to-close correlation.
4.3 Markov-Chain Monte Carlo Estimation
A likelihood function is specified according to the marginal and Copula models, with
Student-t and Skewed Student-t distributions for the former and Gaussian, Student-t
and Skewed Student-t for the latter. A likelihood function for all distributions is provided
for reference in Appendix 4.A.
4.3.1 Prior
A combination of mostly uninformative and Jeffrey’s priors are chosen over the possible
region for the parameters in θ, where:
θ = [α0, α1, β1, ν, λ, ξ, φ, τ1, τ2, σ
2
u, νmes, µ, σ
2
0, αc, βc, η, γ]
′
The prior, pi(θ) ∝ 1
σ2u
, 1ν ,
1
νmes
, 1η IA, (where A is the region described by the restrictions
in Table 4.3.1) is used for the degree of freedom parameters in (4.3) and (4.4) and a
standard Jeffery’s prior for the volatility of ut in (4.4) as we are assuming they are a
priori independent. A flat prior on the degree of freedom parameters would lead to an
improper posterior distribution as shown in Bauwens and Lubrano (1998).
During the MCMC process, the following parameter restrictions are placed, partly to
achieve stationarity.
The degree of freedom parameters ν, νmes and η are restricted to be above 2 and under
200 as without an upper limit, and with a normal distribution of the data, the likelihood
is not integrable in terms of degrees of freedom, so a limit of 200 was put in place, as
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Table 4.3.1: MCMC Parameter Restrictions
Parameter µ, α0, ξ, τ1, τ2 α1, β1, αc, βc ν, νmes, η
Bounds ±∞ ≥ 0, < 1 > 2, < 200
Parameter λ, γ φ, σ2u, σ
2
0 φα1 + β1, αc + βc
Bounds > 0 > 0 < 1
the Student-t distribution is practically normal at this level. The use of an inverse prior
also places a stronger emphasis on lower values. The mean return and initial volatility
are also optimised during MCMC via the µ and σ20 parameters respectively, while the
σ20 is only restricted positive in non RV GARCH models.
4.3.2 Sampling
In order to make inference about the parameters θ, the random walk Metropolis (RWM)
algorithm is used to draw samples from the posterior distribution. The adaptive proposal
(AP) algorithm of Haario et al. (1999) is used during burn-in iterations to produce an
efficient proposal distribution for the RWM algorithm. The high number of iterations,
combined with many unknown parameters, number of models, all for 1000 day forecast
results in a very large computational burden. Using several computers simultaneously,
the entire empirical forecasting exercise was completed in 5 days. Each single day’s
forecast takes approximately 180 seconds on a standard desktop PC with 8GB RAM
and a 3GHz Intel i7 processor using MATLAB. Computation times could be further
reduced by using currently available techniques based on GPU processing.
4.3.3 Burn-in
Assuming that the parameter vectors θ(1), . . . ,θ(i−1), for i > H, have been generated, to
generate θ(i), the AP algorithm first simulates θp from the multivariate Normal proposal
distribution:
θp ∼ N
(
θ(i−1), cdΣt−1 + cdεId
)
,
where Σt−1 is the sample covariance matrix of θt−H , . . . ,θt−1, H is the “memory
parameter”, which is the number of previously sampled parameter vectors used for
evaluating the covariance matrix, cd is a scale factor depending on the dimension, d, of
the parameter vector, and ε is a small positive constant, which is used to prevent zero
variances. Following Haario et al. (1999) and Gelman et al. (1996), cd = 2.4
2/d. The
algorithm then accepts θp as θ(i), i.e., θ(i) = θp with probability:
α = min
{
p(θp|r)
p(θ(i−1)|r) , 1
}
, (4.23)
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and rejects θp, i.e., θ(i) = θ(i−1) with probability 1− α.
The AP algorithm is set to run for 20,000 iterations per parameter, in order to guarantee
convergence of the parameters. So a five parameter model would have a chain length of
100,000.Convergence usually occurs by 25,000 iterations or so.
4.3.4 Post burn-in
As the stationary distribution of the AP algorithm is not strictly ergodic, and it samples
from a slightly different distribution from the target posterior distribution, it is used
only during the burn-in period. After burn-in, the standard random walk Metropolis
algorithm is used, whose proposal distribution is a multivariate Normal with a fixed
covariance matrix determined using the last 10,000 burn-in samples.
Assuming that the parameter vector θ(i−1), for i > 1, has been generated, to generate
θ(i), the RWM algorithm first simulates θp from the multivariate Normal proposal
distribution:
θp ∼ N
(
θ(i−1), cdΣ
)
.
The algorithm then accepts θp as θ(i) with probability α given by equation (4.23), and
rejects θp with probability 1 − α. For post burn-in iterations, θ and Σ are chosen to
be the sample mean and the sample covariance matrix, respectively, of the parameter
vectors sampled in the last 1000 burn-in iterations. The RWM algorithm is set to run for
10,000 iterations per parameter, and a mean of the last 10,000 chains is used to generate
the parameter values, standard errors and 95% credible intervals. Tables of parameter
results are shown Tables 4.8.1 and 4.8.2 for the weekly model and in Tables 4.8.3 and
4.8.4 for the daily model.
4.4 Forecasting Methodology
4.4.1 VaR Forecasts
Each of the univariate and multivariate models are used to produce 1000 one-step ahead
volatility forecasts, which in turn are used to form a Value-at-Risk (VaR) forecast at
both the 95% and 99% confidence level α as per (4.25), (4.26) and Section 4.4.1.1. The
accuracy of each model can then be measured by their relative risk forecast performance.
The conditional 1 period VaR forecast is formally defined as:
α = Pr(at+1 < V aRα|Ωt) (4.24)
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where at+1 is the one period return from time t to time t+1, α is the quantile level and
Ωt is the information set at time t. For the univariate case using a Student-t distribution,
VaR is calculated via the inverse CDF (t−1ν ) of the distribution as follows:
V aRα = µ+ σt
−1
ν (α)
√
ν − 2
ν
, (4.25)
similarly, for a Skewed Student-t using its inverse CDF (skt−1ν,λ) as follows
V aRα = µ+ σskt
−1
ν,λ(α), (4.26)
where skt−1ν,λ is defined in Appendix 4.B.2.
It is worthwhile to estimate the dependency structure in a portfolio even if this increases
the computational and modelling burden, as a univariate model will only be valid until
the model is rebalanced, at which point it needs to be re-estimated, and hence a notable
advantage of a multivariate model is the ability to remain valid under any weighting
scheme, actual or proposed. Further discussion on the prediction of VaR and CVaR
using multivariate models is available in Christoffersen, Jacobs, Ornthanalai, and Wang
(2008).
Other notable applications of a multivariate models in financial settings are:
• Hedging - Storti (2008)
• Portfolio Optimisation - Engle and Colacito (2006)
• Option Pricing - Rombouts, Stentoft, and Violante (2014)
• Analysis of contagion (Billio and Caporin (2005)) and volatility spillovers (Chang,
McAleer, and Tansuchat (2013))
My aim is to estimate the one-step ahead VaR for a portfolio consisting of various
financial assets, by employing each of the respective time series and formulating the most
appropriate joint distribution function. By choosing specific marginals and Copulas to
link the assets together we can form a joint distribution function which can be used
to form a VaR estimate. For a simple 2 assets portfolio composed of assets x and y,
and hence given their respective log-returns and allocation weight β, we can obtain the
following conditional joint distribution function estimated at time t− 1:
Ht(x, y|Ωt−1) = Ct(Ft(x|Ωt−1), Gt(y|Ωt−1)|Ωt−1) (4.27)
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and therefore the cumulative distribution function for the portfolio return zt = βxt +
(1− β)yt:
ζ(z) = Pr(Z ≤ zt) = Pr(βX + (1− β)Y ≤ zt)
=
∫ +∞
−∞
[∫ 1
β
zt− 1−ββ yt
−∞
ct(Ft(x|Ωt−1), Gt(y|Ωt−1)|Ωt−1) · ft(x|Ωt−1)dx
]
· gt(y|Ωt−1)dy
The solution z∗ for the equation ζ(z∗) = α where α is the confidence level, will produce
the VaR at time t − 1. As there as no closed form solutions for the calculation of VaR
for Copulas using various marginals, Monte Carlo simulations will need to be employed,
as used by Bauwens and Laurent (2005) and Jorion (2007), where Giot and Laurent
(2003) show that 100,000 simulations provide an adequate level of precision for quantile
estimates.
4.4.1.1 Monte Carlo simulation VaR for Copulas
By using the methods detailed in Cherubini, Luciano, and Vecchiato (2004), in a multivariate
setting, I simulate 100,000 scenarios for each of assetN in the portfolio with a predetermined
weight, in this case I use an equally weighted approach with rebalancing at each time
period so that individual asset performance does not cause asset dilution. Together with
the conditional distribution function (4.27), a portfolio distribution of returns is formed
at time t, where V aR(α) is determined by taking the empirical quantile at α.
The method can be broken down into the following steps:
1. Simulate 100,000 Monte Carlo scenarios for each asset of the portfolio using the
conditional joint distribution (4.27).
(a) Simulate a random variate (uj,1, . . . uj,N )
′ from the Copula Ct(·).
i. For an N-dimensional conditional Normal Copula (4.16) we use the
following algorithm:
• Calculate the Cholesky decomposition A of the NxN correlation matrix
Σ i.e. [1 pˆt, pˆt 1], where pˆt is the forecast conditional correlation
estimated using (4.2.3.4) or (4.2.3.5).
• Simulate N independent random variates from the standard normal
distribution zj = (zj,1 . . . zj,N )
′.
• Set bj = Azj.
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• Calculate (uj,1 . . . uj,N )′ = (Φ(bj,1), . . .Φ(bj,N ))′ where Φ is the standard
normal CDF. This vector is a random variate from the N-dimensional
Normal Copula CN (·; pˆt|Ωt−1)
ii. For an N-dimensional conditional Student-t Copula (4.18) we use the
following algorithm:
• Calculate the Cholesky decomposition A of the NxN correlation matrix
Σ i.e. [1 pˆt, pˆt 1], where pˆt is the forecast conditional correlation
estimated using (4.2.3.4) or (4.2.3.5).
• Simulate N independent random variates from the standard normal
distribution zj = (zj,1 . . . zj,N )
′.
• Simulate a random variate sj from a χ2ηˆt distribution where ηˆt is the
forecast degree of freedom parameter of the Copula.
• Set bj = Azj.
• Set cj =
√
ηˆt√
sj
bj.
• Calculate (uj,1 . . . uj,N )′ = (tηˆt(bj,1), . . . tηˆt(bj,N ))′ where tηˆt is the
Student-t CDF where ηˆt is the forecast degree of freedom parameter of
the Copula . This vector is a j random variate from the N-dimensional
Student-t Copula Ct(·; pˆt, ηˆt|Ωt−1)
iii. For an N-dimensional conditional Skewed Student-t Copula (4.21) we
use the following algorithm:
• Calculate the Cholesky decomposition A of the NxN correlation matrix
Σ i.e. [1 pˆt, pˆt 1], where pˆt is the forecast conditional correlation
estimated using (4.2.3.4) or (4.2.3.5).
• Simulate N independent random variates using the independent univariate
standard Skewed Student-t distribution zj = (zj,1 . . . zj,N )
′ where
zj,1 = skt
−1
ηˆt,λˆ1,t
(uj) and uj is drawn from a Unif[0,1] distribution.
• Set bj = Azj.
• Calculate (uj,1 . . . uj,N )′ = (sktηˆt,γˆ1,t(bj,1), . . . sktηˆt,γˆi,t(bj,N ))′ where
sktηˆtγˆi,t is the Skewed Student-t CDF where ηˆt and γˆi,t are the forecast
degree of freedom and skewness parameter of the Copula respectively.
This vector is a j random variate from the N-dimensional Skewed
Student-t Copula Cskt(·; pˆt, ηˆt, γˆi,t|Ωt−1)
(b) Calculate the standardized log-returns of each asset by using the inverse CDF
of the distribution employed in the marginal model (See Appendix for details):
• Normal: Qj = (qj,1 . . . qj,N )′ = Φ−1(uj,1) . . .Φ−1(uj,N )
• Student-t: Qj = (qj,1 . . . qj,N )′ = t−1νˆ1,t(uj,1) . . . t−1νˆi,t(uj,N )
• Skewed Student-t: Qj = (qj,1 . . . qj,N )′ = skt−1νˆ1,t,λˆ1,t(uj,1) . . . skt
−1
νˆi,t,λˆi,t
(uj,N )
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(c) Use the marginal models from section (4.2.2) to rescale the standardized
log-returns using the forecast mean (µˆt) and variances (
√
hˆt):
[z1,j,t, . . . zN,j,t] = (µˆ1,t + qj,1 ·
√
hˆ1,t, . . . µˆN,t + qj,N ·
√
hˆN,t) (4.28)
2. Calculate Zt by using the portfolio weights (wi) of each asset.
Zjt =
N∑
i=1
(wi)zi,j,t
3. Repeat (a) to (c) for j = 100, 000.
4. To calculate V aRα,t simply take the α quantile of Zt where Z
j
t ∈ Zt.
4.4.2 CVaR Forecasts
Conditional Value-at-Risk (CVaR) or Expected Shortfall (ES) is also used to evaluate
models, as it has become preferred to VaR (A. McNeil et al., 2005) due to the the latter’s
shortcomings. If we let V aRα,t denote the VaR for an asset at confidence level α at time
t, then we can define CVaR as:
CV aRα = µ+ σE[| < V aRα,t] (4.29)
For the univariate case using a Student-t distribution A. McNeil et al. (2005) show that:
CV aRα = µ+ σ
tν(t
−1
ν (α))
1− α
(
ν + (t−1ν (α))2
ν − 1
)√
ν − 2
ν
(4.30)
where ν is the estimated degrees of freedom restricted to ν > 2 as per (4.3), tν and
t−1ν are the Student-t probability density function and inverse cumulative distribution
function respectively.
We can derive the CVaR for a Ferna´ndez and Steel (1998) Skewed Student-t distribution
for a long position given the standardised VaR value Θ:
CV aRα = µ+ σE[| < Θ] (4.31)
where
E[| < Θ] = 1
sktν,λ(Θ)
Θ∫
−∞
bc
(
1 +
1
ν − 2
(
b+ a
1− λ
)2)− ν+12
d
=
c(1− λ)2
b · sktν,λ(Θ)
ν − 2
1− ν
(
1 +
1
ν − 2
(
bΘ + a
1− λ
)2) 1−ν2
− a
b
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where
a = 4λc
(
ν − 2
ν − 1
)
, b =
√
1 + 3λ2 − a2, c =
Γ
(
ν + 1
2
)
√
pi(ν − 2)Γ
(ν
2
)
where sktν,λ is the CDF of the Skewed Student-t distribution as per Appendix 4.B.1.
To calculate CVaR for a multivariate case we simply extend the simulations employed
in (4.4.1.1) as follows:
1. Find the mean of the quantile given that Zjt < V aRα,t at level α.
4.4.3 Back-testing VaR forecast models
An informal way to assess the performance of VaR forecasts, is to compute their Violation
Rate (VRate):
V Rate =
s+f∑
t=s+1
I(at < V aRt), (4.32)
where s is the estimation period, f is the forecast period, I is the indicator taking a
value of 1 when at < V aRt, with the scope of comparing individual violation ratios
(VRatio) which is simply (4.32) divided by the respective level of α, with a target of
1. If competing models are equidistant from such target, the model that produces the
lower VRatio is preferred as it indicates a more conservative model. Formal methods of
evaluation are the Unconditional Coverage (UC) test introduced by Kupiec (1995), the
Conditional Coverage (CC) of Christoffersen (1998) and the Dynamic Quantile (DQ) test
using 3 lags of Engle and Manganelli (2004), with details provided in Sections (2.2.1).
(2.2.2) and (2.2.3) respectively.
4.4.4 Back-testing CVaR forecast models
Expected Shortfall Rate (ESRate) is the equivalent violation rate for the CVaR models,
and is defined as:
ESRate =
s+f∑
t=s+1
I(at < ESt), (4.33)
once again used to obtain an ESRatio, where 1 is preferred, by dividing (4.33) by the
expected remaining quantile at the respective level δα, where each δα is obtained by
taking the average degree of freedom and skewness, calculating the theoretical standardised
CVaR, and running this through the CDF of that distribution. δα levels used are shown
in Tables (4.4.1) and (4.4.2) for weekly and daily models respectively. δ levels for
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the Copula are an average of the δ levels used in the portfolios. Similarly to VaR
back-testing, the UC, CC and DQ test can also be applied to examine the violations
from a CVaR forecast.
Table 4.4.1: δα level used to calculate ESRate for each distribution for weekly data
model.
δα=5% δα=1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 0.01832 0.01830 0.01840 0.01840 0.01840 0.00359 0.00359 0.00360 0.00360 0.00360
RV GARCH 0.01843 0.01842 0.01840 0.01840 0.01840 0.00361 0.00361 0.00360 0.00360 0.00360
rDCC 0.01840 0.01840 0.01840 0.00360 0.00360 0.00360
Table 4.4.2: δα level used to calculate ESRate for each distribution for daily data
model.
δα=5% δα=1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 0.01815 0.01830 0.01840 0.01840 0.01840 0.00355 0.00359 0.00360 0.00360 0.00360
RV GARCH 0.01801 0.01807 0.01840 0.01840 0.01840 0.00353 0.00354 0.00360 0.00360 0.00360
rDCC 0.01840 0.01840 0.01840 0.00360 0.00360 0.00360
4.5 Simulation Studies
In order to investigate the properties of the RV DCC-Copula-GARCH model, I examine
the properties of the estimators such as bias and coverage of confidence intervals. Results
from the MCMC methods explained above are compared for the most complex model
with Skewed Student-t distribution for the returns in GARCH and a Student-t distribution
for the measurement equation. The Skewed Student-t Copula is then used for the
multivariate part.
4.5.1 Simulation Setup and Models
The RV Copula GARCH model as per (4.3) is used to generate 1,000 simulated return
and realised volatility series of N = 3000 observations each for 5 assets with a given
correlation structure, and subsequently estimated using Bayesian methods detailed in
Section 4.3 in order to study the effectiveness and sampling properties on simulated data.
The mean and medians and standard errors of 1,000 posteriors means are presented,
together with the Mean Squared Error (MSE), calculated as the squared deviation of
the estimated mean posterior from the true value, where smaller values are preferred.
We perform 100,000 MCMC iterations and discard the first 20,000 iterates, as a burn in
sample, for each data series analysed.
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4.5.2 Simulation Results
Tables 4.5.1 and 4.5.2 show the summary statistics of the simulation results for the
GARCH and Copula components respectively, with the first row being the true value,
and for each asset, the subsequent rows being the mean, median and standard errors of
posterior means, and the MSE. The table shows very favourable estimation performance,
with the posterior mean and medians being very close to the true values, small standard
deviation and MSE. There does appear to be some slight upward bias for the νmes
parameter when using the mean value, which is slightly improved by using the median.
Table 4.5.1: GARCH Simulation Results Based on 1,000 replications.
Estimatea: Mean of 1,000 posterior means
Estimateb: Median of 1,000 posterior means.
Parameters α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
True Values 0.10 0.34 0.64 8.00 0.80 -0.10 0.99 -0.05 0.05 0.40 12.00 0.00 0.50
Asset 1 Estimatea 0.099 0.342 0.637 8.500 0.801 -0.091 0.989 -0.050 0.049 0.400 14.33 0.015 0.479
Estimateb 0.0976 0.3426 0.6366 8.328 0.801 -0.0902 0.988 -0.050 0.049 0.400 13.05 0.0154 0.4839
Std. 0.0346 0.0205 0.0183 1.307 0.0143 0.1066 0.035 0.012 0.006 0.012 5.082 0.0552 0.5003
MSE 0.0012 0.0004 0.0003 1.957 0.0002 0.0114 0.001 0.000 0.000 0.000 31.23 0.0033 0.2505
Asset 2 Estimatea 0.121 0.342 0.638 8.543 0.795 -0.096 0.987 -0.052 0.053 0.401 14.03 -0.050 0.562
Estimateb 0.1193 0.3425 0.6377 8.434 0.7949 -0.0956 0.987 -0.053 0.053 0.401 12.99 -0.0498 0.5535
Std. 0.0360 0.0205 0.0186 1.317 0.0167 0.1114 0.034 0.013 0.006 0.012 5.070 0.0621 0.4582
MSE 0.0017 0.0004 0.0004 3.019 0.0003 0.0124 0.001 0.000 0.000 0.000 29.81 0.0033 0.2137
Asset 3 Estimatea 0.106 0.342 0.637 8.887 0.803 -0.107 0.991 -0.050 0.050 0.400 14.19 0.009 0.495
Estimateb 0.1051 0.3416 0.6369 8.640 0.802 -0.1051 0.991 -0.050 0.050 0.400 12.93 0.0101 0.4978
Std. 0.0346 0.0193 0.0170 1.498 0.0178 0.1046 0.035 0.012 0.007 0.012 4.909 0.0562 0.4746
MSE 0.0012 0.0004 0.0003 3.029 0.0003 0.0110 0.001 0.000 0.000 0.000 28.87 0.0032 0.2250
Asset 4 Estimatea 0.120 0.343 0.637 8.472 0.801 -0.101 0.987 -0.053 0.053 0.401 14.06 -0.058 0.542
Estimateb 0.1195 0.3430 0.6367 8.371 0.8017 -0.0993 0.986 -0.053 0.053 0.401 13.01 -0.0582 0.5472
Std. 0.0379 0.0198 0.0181 1.396 0.0158 0.1147 0.035 0.013 0.006 0.012 4.517 0.0623 0.4775
MSE 0.0018 0.0004 0.0003 3.009 0.0003 0.0131 0.001 0.000 0.000 0.000 24.64 0.0031 0.2295
Asset 5 Estimatea 0.103 0.341 0.638 8.880 0.799 -0.100 0.990 -0.050 0.050 0.400 14.22 0.011 0.516
Estimateb 0.1009 0.3402 0.6375 8.645 0.799 -0.0979 0.989 -0.050 0.050 0.400 12.95 0.0141 0.5233
Std. 0.0342 0.0207 0.0186 1.496 0.0160 0.1037 0.034 0.012 0.007 0.012 5.611 0.0557 0.4947
MSE 0.0012 0.0004 0.0004 3.010 0.0003 0.0107 0.001 0.000 0.000 0.000 36.37 0.0032 0.2448
Table 4.5.2: Copula Simulation Results Based on 1,000 replications.
Estimatea: Mean of 1,000 posterior means
Estimateb: Median of 1,000 posterior means.
Parameters α1 β1 η γ1 γ2 γ3 γ4 γ5
True Values 0.02 0.97 8.00 0.70 0.70 0.70 0.70 0.70
Copula Estimatea 0.022 0.964 9.52 0.720 0.710 0.697 0.718 0.699
Estimateb 0.0218 0.965 8.040 0.719 0.710 0.695 0.718 0.698
Std. 0.0034 0.007 4.780 0.030 0.043 0.033 0.044 0.030
MSE 0.0000 0.000 25.15 0.001 0.002 0.001 0.002 0.001
Histograms of the posterior means are shown in Figures 4.C.1 to 4.C.6, and all clearly
show accurate and approximately unbiased estimation for all parameters.
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Figure 4.6.1: Plots of Returns for all weekly data sets. Red dotted line separates
estimation and forecast period.
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In summary, MCMC methods recover the true parameters with accuracy, with near to
no bias present which gives great confidence for the empirical study.
4.6 Empirical Study
4.6.1 Weekly Return Data
The models are tested by utilising both weekly and RV series from daily data, from
N = 5 international asset classes: Equity Index: Standard & Poor’s 500 (SP500) - USA;
Equity - IBM - USA; Commodity: Gold; Currency: GBP-USD; Fixed Income: US
Treasury 10 Year Bond (US10YRT). The data was obtained from Bloomberg, covering
the period March 1971 to May 2014. Five day percentage log-returns are defined by
rt = (ln(Pt)− ln(Pt−5))× 100
where Pt is the closing price on day t. RV is calculated as per (4.1) using daily data,
with m = 5.
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Table 4.6.1: Summary of descriptive statistics for each of the five asset return series
using weekly data. JB is the Jarque-Bera statistic to test the null hypothesis of
normality.
Period Mean Std Skewness Kurtosis Min Max JB
S&P 500 Estimate (73-93) 0.20 2.16 -0.57 7.68 -16.66 8.01 916
Forecast (93-14) 0.14 2.60 -0.87 12.28 -20.26 17.49 3,715
IBM Estimate (73-93) 0.02 3.23 -0.19 5.20 -16.83 11.87 196
Forecast (93-14) 0.26 4.12 0.01 7.37 -21.17 23.00 796
Gold Estimate (73-93) 0.08 3.32 0.19 21.69 -30.91 29.20 13,817
Forecast (93-14) 0.12 2.40 -0.37 8.27 -14.79 13.27 1,179
GBP-USD Estimate (73-93) -0.04 1.59 -0.28 5.83 -10.09 6.99 329
Forecast (93-14) 0.01 1.22 -0.31 4.93 -6.41 4.85 171
US10YRT Estimate (73-93) 0.00 2.15 0.48 7.37 -8.70 13.60 790
Forecast (93-14) 0.05 1.34 0.04 5.15 -5.44 8.39 192
This generates 9,747 daily data points after adjusting for synchronisation issues and small
sample size variations due to trading day holidays etc, which converts into 1,949 weekly
return observations. This sample is then divided into an initial learning period of 949
weeks from March 1971 to March 1993 which includes the Black Monday Crash of 1987,
and a forecasting period of 1,000 weeks from March 1993 to May 2014 which includes
the dot-com crash and the Global Financial Crisis (GFC). Figure 4.6.1 shows a plot of
returns for the all data sets. Summary statistics for each data series are shown in Table
4.6.1, which clearly show that the estimation period has higher maximums and bigger
losses, all periods exhibit leptokurtosis and negative skewness. Formal tests (Jarque &
Bera, 1987) for normality show that none of the series are normally distributed.
Table 4.6.2 shows the sample correlation coefficients for the underlying assets of the
portfolio using three types of measures, with Pearson’s r showing the strength in linear
relationship, and both Spearman’s ρ and Kendall’s τ being non-parametric and showing
the strength of the non-linear relationship. The strongest relationship is between IBM
and the SP500, showing 0.628 for Pearson, 0.631 for Spearman and 0.455 for Kendall.
Figure 4.6.2 shows the pairwise correlation for the historical daily returns, while Figures
4.6.3 and 4.6.4 show the transformed data on the unit-hypercube for the GARCH and
RV-GARCH marginals respectively, prior to fitting the Copulas.
4.6.2 Daily Return Data
The models are also tested by utilising both daily and RV series from 15 minute intra-daily
data for five USA equities: Apple (AAPL), General Electric (GE), Microsoft (MS),
IBM (IBM) and S&P 500 (SPX). The data was obtained from Thomson Reuters Tick
History and SIRCA, covering the period January 1996 to January 2015. Daily percentage
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Table 4.6.2: Sample correlation coefficients for the learning period using weekly
data.
Return Correlation Type S&P 500 IBM Gold GBP-USD US10YRT
Pearson (r)
S&P 500 Spearman (ρ) 1
Kendall (τ)
Pearson (r) 0.6284
IBM Spearman (ρ) 0.6305 1
Kendall (τ) 0.4549
Pearson (r) 0.0428 0.0683
Gold Spearman (ρ) 0.0178 0.0464 1
Kendall (τ) 0.0120 0.0311
Pearson (r) 0.0703 0.0690 0.2351
GBP-USD Spearman (ρ) 0.0906 0.0558 0.2842 1
Kendall (τ) 0.0602 0.0372 0.1940
Pearson (r) 0.3337 0.2184 -0.0020 0.1528
US10YRT Spearman (ρ) 0.3888 0.2519 -0.0376 0.1146 1
Kendall (τ) 0.2705 0.1731 -0.0266 0.0766
Figure 4.6.2: Plots of pairwise correlation for historical weekly returns for the weekly
model.
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Figure 4.6.3: GARCH Skew-t transformed returns prior to fitting a Copula to weekly
data.
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Figure 4.6.4: RV GARCH Skew-t transformed returns prior to fitting a Copula to
weekly data.
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log-returns are defined by
rt = (ln(Pt)− ln(Pt−1))× 100
where Pt is the closing price on day t. RV is calculated as per (4.1) using intra-daily, 15
minute pricing data.
This generates 4,396 daily data points after adjusting for small sample size variations
due to trading day holidays. This sample is then divided into an initial learning period of
3,396 days from January 1996 to December 2010 which includes the Dot.com crash and
the Global Financial Crisis (GFC), and a forecasting period of 1000 days from December
2010 to January 2015 which includes the European Sovereign Crisis. Figure 4.6.5 shows
a plot of returns for the all data sets. Summary statistics for each data series are shown
in Table 4.6.3 where all periods exhibit leptokurtosis and negative skewness. Formal
tests (Jarque & Bera, 1987) for normality show that none of the series are normally
distributed, as the 5% critical JB test value is 6.
Table 4.6.4 shows the sample correlation coefficients for the underlying assets of the
portfolio using three types of measures, with Pearson’s r showing the strength in linear
relationship, and both Spearman’s ρ and Kendall’s τ being non-parametric and showing
the strength of the non-linear relationship. The strongest relationship is between GE
and the SP500, showing 0.76 for Pearson, 0.73 for Spearman and 0.55 for Kendall.
Figure 4.6.6 shows the pairwise correlation for the historical daily returns, while Figures
4.6.7 and 4.6.8 show the transformed data on the unit-hypercube for the GARCH and
RV-GARCH marginals respectively, prior to fitting the Copulas.
Table 4.6.3: Summary of descriptive statistics for each of the five asset return series
using daily data. JB is the Jarque-Bera statistic to test the null hypothesis of normality.
Period Mean Std Skewness Kurtosis Min Max JB
Apple Estimate (96-10) 0.10 3.36 -3.02 71.9 -73.12 21.4 677,138
Forecast (10-15) 0.07 1.68 -0.44 9.17 -13.19 8.50 1,617
GE Estimate (96-10) 0.01 2.08 0.05 10.1 -13.68 18.0 7,158
Forecast (10-15) 0.03 1.34 -0.11 6.28 -6.77 6.87 451
IBM Estimate (96-10) 0.05 1.88 -0.11 9.71 -16.89 11.4 6,378
Forecast (10-15) 0.01 1.18 -0.77 9.78 -8.64 5.51 2,018
MS Estimate (96-10) 0.03 2.19 -0.01 9.81 -16.96 17.9 6,565
Forecast (10-15) 0.05 1.40 -0.42 10.0 -12.10 7.03 2,080
S&P 500 Estimate (96-10) 0.02 1.30 -0.05 10.1 -9.35 11.0 7,150
Forecast (10-15) 0.04 0.98 -0.56 8.56 -6.90 4.63 1,341
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Figure 4.6.5: Plots of Returns for all daily data sets. Red dotted line separates
estimation and forecast period.
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Table 4.6.4: Sample correlation coefficients for the learning period using daily data.
Return Correlation Type Apple GE IBM MS S&P 500
Pearson (r)
Apple Spearman (ρ) 1
Kendall (τ)
Pearson (r) 0.3217
GE Spearman (ρ) 0.3530 1
Kendall (τ) 0.2471
Pearson (r) 0.358 0.4521
IBM Spearman (ρ) 0.3946 0.4562 1
Kendall (τ) 0.2791 0.3268
Pearson (r) 0.368 0.4516 0.4652
MS Spearman (ρ) 0.4156 0.454 0.4942 1
Kendall (τ) 0.2912 0.3247 0.3598
Pearson (r) 0.4546 0.7602 0.6141 0.6472
S&P 500 Spearman (ρ) 0.5014 0.7298 0.6104 0.6443 1
Kendall (τ) 0.3553 0.5549 0.4496 0.4733
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Figure 4.6.6: Plots of pairwise correlation for historical daily returns for the daily
returns model.
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Figure 4.6.7: GARCH Skew-t transformed returns prior to fitting a Copula to the
daily returns model.
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Figure 4.6.8: RV GARCH Skew-t transformed returns prior to fitting a Copula to
the daily returns model.
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4.6.3 Estimation Results
In this section we present the results of the parameter estimates obtained from the
MCMC chains during the learning period of using both weekly and daily data. Tables
4.8.1 and 4.8.2 summarise the estimation results for the GARCH and Copula parameters
respectively for weekly data and Tables 4.8.3 and 4.8.4 for the daily data. Results are
presented for each of the marginal models together with the GARCH on the aggregate
equally-weighted portfolios for day 1 of the forecast period.
The GARCH parameter results for the aggregate portfolio are similar for both the
GARCH (PGt and PGSkt) and the Realised Volatility GARCH (PRVtt and PRVSktt)
using either the Student-t or Skewed Student-t distributions in both the daily and
weekly data analysis. There is a slight reduction in the α0 intercept parameter between
GARCH and RV-GARCH, but all are statistically significant. The shift in α0 is far more
pronounced when comparing the results for the individual assets between GARCH and
RV-GARCH.
In terms of ARCH and GARCH parameters α1 and β1, there is a mild shift up and
down respectively when comparing GARCH and RV-GARCH, while the sum of the
two parameters always remains below unity, even if this restriction is lifted while using
RV-GARCH as per Table 4.3.1. This shift is again more pronounced when comparing
the individual asset return series. The joint sum being close to unity is the usual
characteristic of high volatility persistence in asset returns, which is present in all models
and data sets.
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The degree of freedom parameter ν is similar between GARCH and RV-GARCH, and
is fairly low in all cases (below 10), as is common with financial data as it exhibits
leptokurtic tails.
The skewness parameter λ is close to 1 (implying no skewness) or marginally below
(implying negative skewness), and is not statistically different to 1 in nearly all data
sets. The parameter ξ should be close to zero if there is no bias in the estimation of true
volatility, and in all of the data sets the value is small, and statistically significant. It
can be observed that this value is larger for the weekly data set, probably due to the low
number of observations used to calculate the RV variable, hence causing bias to appear.
Estimates of φ are all very close to unity, which suggest that the realised measure RV is
roughly proportional to the conditional variance.
The parameters in the leverage function τ1 and τ2 are all of the expected sign and
magnitude, except RGSkt SP500 and RGSkt IBM for weekly data, with τ1 expected to
be negative as is consistent with the well known (Nelson (1991)) phenomenon in financial
returns of a negative correlation between adjoining periods’ volatility, with τ2 expected
to be positive. The size of the asymmetry between a negative and positive shock is
dictated by τ1 while the level at which this occurs is governed by τ2.
The parameters σ2u and νmes have little practical importance, but are required as an
input for the likelihood function of the measurement equation in (4.4).
The financial return mean µ is small and not statistically significant in essentially all
data sets, which is expected.
σ0 is the starting value for the volatility in GARCH, and as per Chapter 3, shows that
a constant value as is typically used might not be ideal.
The estimates for the Copula parameters in Tables 4.8.2 and 4.8.4 show that the values
for αc and βc are similar for the Copula using GARCH marginals and RV marginals,
while the Copula using the realised DCC exhibits lower βc values, with the sum being
further from unity.
Copulas using the Student-t distribution exhibit a similar value for the degree of freedom
parameter η, while the Copulas using GARCH marginals and the Skewed Student-t
distribution exhibit a much lower degree of freedom value.
Skewness parameters γ1 to γ5 are all slightly above one, indicating a positive skewness,
but not statistically different from one.
A plot of the one-step ahead correlation forecast using the RV Skewed Student-t marginal
and Student-t Copula (other combinations gave similar results) is provided in Figure
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4.6.9 for weekly data and in Figure 4.6.10 for daily data, and shows the evolving nature of
the correlation dynamics, and emphasises the need to accurately model such dependence
structure using a Copula model. Using a static correlation between return pairs is clearly
over simplistic, and might result in an incorrect portfolio allocation or risk forecast.
Figure 4.6.9: RV GARCH Skew-t Marginal and Student-t Copula one-step ahead
correlation forecast using Weekly returns model.
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Figure 4.6.10: RV GARCH Skew-t Marginal and Student-t Copula one-step ahead
correlation forecast using the daily returns model.
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4.6.4 VaR forecast comparison
4.6.4.1 Weekly Return Data
Table 4.6.5 shows a summary of the violation ratios for each model for both the aggregate
portfolio and when Copula models are employed. At the α = 5% level, the univariate
models provide similar estimates, getting very close to 1. For models using Copulas,
there is a clear improvement from GARCH to RV-GARCH marginals, with a similar
improvement using the realised DCC Copulas and RV GARCH as marginals. The worst
estimate uses GARCH marginals with a Normal Copula. A similar situation arises at
the α = 1% level, again RV GARCH portfolio providing superior estimates to GARCH
only portfolio. The worst performing univariate model uses GARCH with a Student-t
distribution. The Skewed Student-t Copula provides the best estimate when using RV
GARCH marginals for both DCC and rDCC models. It therefore appears that modelling
the portfolio constituent dependencies is a worthwhile endeavour as the outcome could
be used for both optimal portfolio allocation and Value-at-Risk prediction. A further
advantage is the ability to easily rebalance portfolio weights without having to re-run
the model as per the univariate case.
In all cases, both univariate and multivariate, it is clear that using RV GARCH does
provide superior estimates, while it is ambiguous if a Realised Covariance structure
within the rDCC is providing an improvement using this test, but is certainly not
detrimental.
Table 4.6.6 shows the results of the UC, CC and DQ tests as described above, displaying
if the model is rejected by the null at either the 5% and 1% significance level, where
1 indicates a rejection of the null. There is only one instance of a null rejection, the
DQ test for the portfolio RV GARCH model with Student-t distribution at the α = 1%
level. A good VaR forecasting performance is translated into a favourable test result,
with essentially all models doing well.
Table 4.6.5: Value at Risk Violation Ratios for each model using Weekly data.
α = 5% α = 1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 0.98 0.90 1.26 1.14 1.04 1.40 1.30 1.40 1.30 1.40
RV GARCH 1.04 0.98 0.98 0.96 0.96 1.20 1.00 1.10 1.10 1.00
rDCC 0.94 0.92 0.98 1.20 1.10 1.00
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Table 4.6.6: Value at Risk Unconditional Coverage, Conditional Coverage and
Dynamic Quantile Tests Results using Weekly data. 1 indicates rejection by test
at relevant α level.
α = 5% α = 1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0
RV GARCH 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|1 0|0|0 0|0|0 0|0|0 0|0|0
rDCC 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0
4.6.4.2 Daily Returns Data
Table 4.6.7 shows a summary of the violation ratios for each model for both the aggregate
portfolio and when Copula models are employed. At the α = 5% level, there is a
clear improvement from GARCH to RV-GARCH marginals, with a similar improvement
using the realised DCC Copulas and RV GARCH as marginals. The best forecasting
models use Skewed Student-t Copulas with RV GARCH marginals, both DCC and rDCC
dependency structures performing equally as well. The worst estimate is the Normal
Copula using GARCH marginals. A similar situation arises at the α = 1% level, with
the same models as the α = 5% providing the best estimates. The worst performing
model is the univariate Student-t GARCH.
In all cases, both univariate and multivariate, it is clear that using RV GARCH does
provide superior estimates, with the Realised Covariance structure within the rDCC is
providing an improvement in some instances.
Table 4.6.8 shows the results of the UC, CC and DQ tests as described above, displaying
if the model is rejected by the null at either the 5% and 1% significance level, where 1
indicates a rejection of the null. The DQ test does throw up quite a few model rejections
at the 5% level, with all GARCH Copula models being rejected. All models using the
Normal Copula are also rejected by the DQ test. As per the weekly data, a good VaR
forecasting performance is translated into a favourable test result.
Table 4.6.7: Value at Risk Violation Ratios for each model using Daily data.
α = 5% α = 1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 1.12 1.04 1.24 1.12 1.08 1.50 1.30 1.20 1.20 1.20
RV GARCH 1.28 1.12 1.16 1.06 1.00 1.20 1.00 1.10 1.20 1.00
rDCC 1.12 1.10 1.00 1.10 1.10 1.00
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Table 4.6.8: Value at Risk Unconditional Coverage, Conditional Coverage and
Dynamic Quantile Tests Results using Daily data. 1 indicates rejection by test at
relevant α level.
α = 5% α = 1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 0|0|1 0|0|0 0|0|1 0|0|1 0|0|1 0|0|0 0|0|0 0|0|0 0|0|0 0|0|1
RV GARCH 0|0|1 0|0|1 0|0|1 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0
rDCC 0|0|1 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0
4.6.5 CVaR forecast comparison
4.6.5.1 Weekly Return Data
Figure 4.6.11 shows the 1000 one-step ahead CVaR forecasts at the 1% level for a
selection of models under consideration; Portfolio GARCH with Student-t (black dashed
dotted), Portfolio RV GARCH with Skewed Student-t (magenta dotted), GARCH and
Skewed Student-t Copula (blue dashed) and RV GARCH and Student-t Copula (green
solid). It is interesting to note how the univariate models follow a different forecast
compared to multivariate models using Copulas. The GARCH and Skewed Student-t
Copula models consistently underestimate risk with an ESRatio of 1.39 over the whole
period, while at the other end of the performance spectrum, the portfolio RV GARCH
with Skewed Student-t model has an ESRatio of 1.11, an identical result to the portfolio
RV GARCH with Student-t. As per the VaR results above, the univariate models using
RV GARCH perform better than the GARCH models using any Copula. There is again a
clear performance improvement when using RV GARCH models for both the univariate
and multivariate setting, while the models using the rDCC with RV GARCH marginals
have marginally better performance when tested at the 1% level. There is no model
rejection at the 5% level, while at the 1% level the portfolio RV GARCH with Skewed
Student-t being rejected by all tests, and the DQ test rejecting nearly all Copula models.
In summary, the use of Realised Volatility in either a univariate or multivariate setting
does provide a consistent improvement compared to lower frequency data sets at both
quantiles. This is an attractive quality if being used for regulatory purposes, as this
would forecast an optimal amount of capital allocation for an institution. Table 4.6.9
shows a similar summary described in Section 4.6.4 but for the ESRatios. As above, the
values which are closest to 1 are boxed while the values furthest from 1 are displayed in
bold.
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Figure 4.6.11: 1% CVaR Forecast for Portfolio GARCH with Student-t (black dashed
dotted), Portfolio RV GARCH with Skewed Student-t (magenta dotted), GARCH and
Skewed Student-t Copula (blue dashed) and RV GARCH and Student-t Copula (green
solid) over the whole 1000 week forecast period using Weekly data. Portfolio Returns
(Solid Red).
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Table 4.6.9: Conditional Value at Risk Violation Ratios for each model using Weekly
data.
δ = 5% δ = 1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 1.47 1.31 1.30 1.30 1.20 1.39 1.12 1.67 1.67 1.39
RV GARCH 1.30 1.14 1.08 0.92 1.03 1.11 1.11 1.67 1.39 1.11
rDCC 0.98 0.98 1.03 1.39 1.11 1.11
Table 4.6.10: Conditional Value at Risk Unconditional Coverage, Conditional
Coverage and Dynamic Quantile Tests Results using Weekly data. 1 indicates rejection
by test at relevant α level.
δα=5% δα=1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|1 0|0|1 0|0|1
RV GARCH 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|1 1|1|1 0|0|1 0|0|1 0|0|0
rDCC 0|0|0 0|0|0 0|0|0 0|0|1 0|0|1 0|0|1
4.6.5.2 Daily Return Data
Figure 4.6.12 shows the 1000 one-step ahead CVaR forecasts at the 1% level for a
selection of models under consideration; Portfolio GARCH with Student-t (black dashed
dotted), Portfolio RV GARCH with Skewed Student-t (magenta dotted), GARCH and
Skewed Student-t Copula (blue dashed) and RV GARCH and Student-t Copula (green
solid). A similar forecasting outcome is visible, where the univariate models tend to
underestimate risk compared to multivariate models using Copulas. Even though these
four models have similar ESratios, the models using RV tend to have a shorter volatility
memory, so after a shock, non-RV models take longer to return to their long term average.
As per the VaR results above, the univariate models using RV GARCH perform better
than GARCH models at the 5% level, with similar results the at the 1% level. There
is again a clear performance improvement when using RV GARCH models for both the
univariate and multivariate setting, while the rDCC and DCC Copula have very similar
results at both quantiles. Under formal tests, there is again minimal model rejection at
the 5% level, with the DQ test rejecting all GARCH models at the 1% level.
In summary, the use of Realised Volatility in either a univariate or multivariate setting
does provide a consistent improvement compared to lower frequency data sets at both
quantiles. Table 4.6.11 shows a similar summary described in Section 4.6.4 but for the
ESRatios. As above, the values which are closest to 1 are boxed while the values furthest
from 1 are displayed in bold.
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Figure 4.6.12: 1% CVaR Forecast for Portfolio GARCH with Student-t (black dashed
dotted), Portfolio RV GARCH with Skewed Student-t (magenta dotted), GARCH and
Skewed Student-t Copula (blue dashed) and RV GARCH and Student-t Copula (green
solid) over the whole 1000 day forecast period using Daily data. Portfolio Returns
(Solid Red).
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Table 4.6.11: Conditional Value at Risk Violation Ratios for each model using Daily
data.
δ = 5% δ = 1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 1.38 1.16 1.30 1.20 1.14 1.12 0.84 1.67 1.39 0.83
RV GARCH 1.16 0.94 1.14 1.09 1.03 0.85 0.85 1.39 1.11 1.11
rDCC 1.20 1.09 1.03 1.39 1.39 1.11
Table 4.6.12: Conditional Value at Risk Unconditional Coverage, Conditional
Coverage and Dynamic Quantile Tests Results using Daily data. 1 indicates rejection
by test at relevant α level.
δα=5% δα=1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 0|0|0 0|0|0 0|0|1 0|0|1 0|0|1 0|0|1 0|0|1 0|0|1 0|0|1 0|0|1
RV GARCH 0|0|1 0|0|1 0|0|0 0|0|0 0|0|0 0|0|0 1|1|0 0|0|0 0|0|0 0|0|0
rDCC 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0 0|0|0
4.6.6 Loss function
A loss function is employed in order to further assess both VaR and CVaR tail forecasts
generated. As per Koenker and Bassett Jr (1978) this is done through a criterion
function, which should be minimized in quantile regression estimation, defined as:
LF =
sf∑
t=s+1
(at −Qt)(α− It).
Where I is an indicator taking the value of 1 if there is a violation for either VaR or
CVaR (at < Qt), Qt is the quantile forecast, and α is the evaluation quantile for VaR,
taking δα values described in Tables 4.4.1 and 4.4.2 weekly and daily models for CVaR
respectively. The model with the lowest loss function figure is preferred.
4.6.6.1 Weekly Return Data
Results for Value-at-Risk and Conditional Value-at-Risk loss function are provided in
Tables 4.6.13 and 4.6.14 respectively, where lowest values are boxed and highest values
are displayed in bold.
For VaR, at the 5% quantile level, the lowest loss is exhibited by the RV GARCH
marginal with Skewed Student-t Copula and the highest by the portfolio GARCH with
Skewed Student-t distribution. As can be seen in Figure 4.6.13, there is always a clear
improvement when going from GARCH to RV GARCH at the 5% quantile level.
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At the 1% quantile level, the best performing is again the RV GARCH marginal but
with Student-t Copula, with the worst performing again being the portfolio GARCH
with Skewed Student-t distribution. As per Figure 4.6.13, there is a clear improvement
when using RV GARCH compared to GARCH for the portfolio or Copula models.
A similar situation is present for CVaR, with the RV GARCH marginal with Normal
Copula being the best performer at the 5% quantile level, and the worst being the
portfolio GARCH with Student-t distribution. Figure 4.6.14, shows a mild improvement
when using RV GARCH for the portfolio compared to GARCH, but again a drastic
improvement when Copulas with RV GARCH are used.
At the 1% quantile level, the best performing model is the RV GARCH marginal with
Skewed Student-t Copula with the worst being the portfolio GARCH with Skewed
Student-t distribution. A similar finding as per VaR can be observed in Figure 4.6.14,
at the 1% quantile level for the portfolio models, with again a strong improvement when
comparing Copula GARCH and Copula RV GARCH models. Figures 4.6.13, and 4.6.14,
reinforce the findings of RV GARCH models being superior to GARCH models, but also
do show that Copula models can provide more accurate forecasts if the Loss Function
metric is used as a basis.
Table 4.6.13: Value at Risk Loss Function using Weekly data. Lower is better.
Highest for α level in bold, lowest in box.
α = 5% α = 1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 152.86 153.11 150.59 150.40 149.89 43.00 43.24 42.67 42.67 42.75
RV GARCH 150.71 150.63 147.16 147.44 147.16 42.22 42.16 41.51 41.49 41.54
rDCC 147.48 147.47 147.66 41.53 41.74 41.60
Table 4.6.14: Conditional Value at Risk Loss Function using Weekly data. Lower
is better. Highest for α level in bold, lowest in box.
δα=5% δα=1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 70.72 70.25 70.35 70.32 70.21 17.14 17.22 17.04 17.09 17.04
RV GARCH 70.28 69.88 67.40 67.57 67.54 17.12 17.04 16.77 16.74 16.59
rDCC 67.80 67.67 67.75 16.75 16.71 16.61
4.6.6.2 Daily Return Data
Results for Value-at-Risk and Conditional Value-at-Risk loss function are provided in
Tables 4.6.15 and 4.6.16 respectively, where lowest values are boxed and highest values
are displayed in bold.
Chapter 4. Copula-GARCH Models 100
Figure 4.6.13: Loss Function plot for each model and Copula Distribution for the
the Value at Risk forecast at the 5% and 1% level using Weekly data. Legend: Blue -
GARCH; Green - RV GARCH; Yellow - rDCC RV GARCH.
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Figure 4.6.14: Loss Function plot for each model and Copula Distribution for the the
Conditional Value at Risk forecast at the δα=5% and δα=1% level using Weekly data.
Legend: Blue - GARCH; Green - RV GARCH; Yellow - rDCC RV GARCH.
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For VaR, at the 5% quantile level, the lowest loss is exhibited by the RV GARCH
marginal with rDCC Student-t Copula and the highest by the GARCH marginal with
Normal Copula. As can be seen in Figure 4.6.15, there is always a clear improvement
when going from GARCH to RV GARCH at the 5% quantile level.
At the 1% quantile level, the best performing is the RV GARCH marginal with Skewed
Student-t Copula, with the worst performing being the GARCH marginal with Skewed
Student-t Copula. As per Figure 4.6.15, there is always a clear improvement when going
from GARCH to RV GARCH at the 1% quantile level.
A similar situation is present for CVaR, with again the RV GARCH marginal with rDCC
Student-t Copula being the best performer at the 5% quantile level, and the worst being
the GARCH marginal with Normal Copula. Figure 4.6.16, shows a drastic improvement
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when using RV GARCH for the portfolio compared to GARCH, and again a drastic
improvement when RV GARCH Copulas are used.
At the 1% quantile level, the best performing model is the portfolio RV GARCH
with Student-t distribution, with the worst being the GARCH marginal with Normal
Copula. With similar findings as per the above, this can be observed in Figure 4.6.16
Figures 4.6.15, and 4.6.16, reinforce the findings of RV GARCH models being superior
to GARCH models, but also do show that Copula models can provide more accurate
forecasts even if the Loss Function is used as a metric.
Table 4.6.15: Value at Risk Loss Function using Daily data.
α = 5% α = 1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 111.63 111.41 113.39 112.64 112.65 31.76 31.52 32.23 32.18 32.35
RV GARCH 109.13 108.13 107.14 107.01 106.62 28.47 28.11 27.49 27.59 27.48
rDCC 106.12 106.09 106.16 27.58 27.57 27.64
Table 4.6.16: Conditional Value at Risk Loss Function using Daily data.
δα=5% δα=1%
Portfolio Copula Portfolio Copula
Student-t Skew-t Normal Student-t Skew-t Student-t Skew-t Normal Student-t Skew-t
GARCH 51.72 51.90 52.30 52.10 52.11 13.23 13.21 14.10 13.99 14.04
RV GARCH 48.28 48.27 46.97 46.78 46.74 10.59 10.63 10.86 10.87 10.82
rDCC 46.89 46.83 46.92 11.05 10.87 11.02
Figure 4.6.15: Loss Function plot for each model and Copula Distribution for the
the Value at Risk forecast at the 5% and 1% level using Daily data. Legend: Blue -
GARCH; Green - RV GARCH; Yellow - rDCC RV GARCH.
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Figure 4.6.16: Loss Function plot for each model and Copula Distribution for the
the Conditional Value at Risk forecast at the δα=5% and δα=1% level using Daily data.
Legend: Blue - GARCH; Green - RV GARCH; Yellow - rDCC RV GARCH.
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4.7 Conclusion
This chapter utilises the Realised Volatility GARCH model as a marginal in a multivariate
setting by employing various Copula models, which are compared to univariate GARCH
models and Copula models with GARCH marginals. My findings show that using
Realised Volatility produces a more accurate forecast for both VaR and CVaR at the
5% and 1% quantiles when using a variety of formal and informal tests. The choice of
distribution does appear to be a significant factor in producing accurate forecasts, at
both the univariate and Copula level. This is true for both weekly and daily data.
The use of high-frequency data in the covariance structure only offers a marginal improvement
to using daily/weekly returns data, whilst the use of high frequency data in the volatility
equation offers a clear improvement.
Several extensions could compare the performance of Archimedean Copulas (Lee and
Long (2009)) when GARCH and RV GARCH marginals are used, as well as Vine-Copulas
(Hofmann and Czado (2010)). The use of alternative realised measures such as the
Realised Range (Martens and Van Dijk (2007), Gerlach and Wang (2015)) could also be
considered.
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4.8 Tables of Parameter Results
Table 4.8.1: GARCH MCMC Parameter Estimate with 95% Credible Interval using
Weekly data.
GARCH α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
PGt 0.120 0.113 0.833 9.538 0.053 10.267
[0.042,0.230] [0.064,0.178] [0.746,0.906] [5.685,17.320] [-0.024,0.132] [1.969,30.312]
PGSkt 0.121 0.113 0.832 9.775 1.019 0.057 11.307
[0.045,0.225] [0.064,0.176] [0.751,0.906] [5.642,17.329] [0.924,1.121] [-0.025,0.146] [1.987,50.199]
PRVtt 0.089 0.143 0.825 8.747 -0.474 1.018 -0.007 0.261 0.502 9.232 0.035 0.962
[0.058,0.124] [0.108,0.185] [0.775,0.869] [5.462,15.146] [-0.631,-0.353] [0.890,1.172] [-0.056,0.050] [0.222,0.302] [0.448,0.568] [5.612,15.645] [-0.041,0.115] [0.118,1.788]
PRVSktt 0.087 0.144 0.827 8.367 1.003 -0.466 1.010 -0.005 0.258 0.497 9.868 0.040 1.044
[0.058,0.129] [0.109,0.182] [0.773,0.873] [5.490,13.495] [0.911,1.099] [-0.618,-0.343] [0.880,1.159] [-0.058,0.048] [0.220,0.300] [0.447,0.558] [5.446,19.795] [-0.037,0.125] [0.219,1.897]
GSkt SP500 0.508 0.097 0.791 10.793 0.923 0.185 37.659
[0.144,1.235] [0.050,0.164] [0.599,0.901] [6.387,18.495] [0.838,1.018] [0.061,0.312] [5.375,137.206]
GSkt IBM 1.423 0.066 0.798 6.849 1.044 0.069 86.990
[0.310,3.150] [0.026,0.124] [0.623,0.930] [4.709,10.293] [0.949,1.146] [-0.127,0.265] [18.902,190.084]
GSkt GOLD 0.284 0.153 0.830 4.309 0.952 -0.021 31.779
[0.095,0.596] [0.084,0.239] [0.735,0.904] [3.423,5.576] [0.878,1.030] [-0.161,0.120] [5.029,108.423]
GSkt GBPUSD 0.064 0.129 0.857 6.577 0.964 -0.030 1.932
[0.019,0.142] [0.075,0.196] [0.788,0.912] [4.638,9.961] [0.885,1.046] [-0.117,0.059] [0.339,6.048]
GSkt US10YRT 0.091 0.153 0.831 10.636 0.966 -0.035 6.627
[0.037,0.170] [0.103,0.219] [0.761,0.886] [6.140,20.828] [0.886,1.050] [-0.131,0.062] [1.211,22.572]
RGSkt SP500 0.138 0.150 0.804 11.483 0.911 -0.583 1.077 0.032 0.280 0.429 10.432 0.143 2.640
[0.091,0.194] [0.108,0.199] [0.750,0.851] [6.661,21.764] [0.830,0.999] [-0.883,-0.341] [0.914,1.271] [-0.022,0.084] [0.235,0.328] [0.383,0.479] [6.121,19.860] [0.024,0.263] [1.920,3.375]
RGSkt IBM 0.173 0.108 0.835 7.493 1.027 -0.768 1.174 0.069 0.247 0.526 8.483 0.041 3.373
[0.097,0.274] [0.074,0.148] [0.777,0.882] [5.000,11.933] [0.934,1.129] [-1.446,-0.235] [0.948,1.469] [0.014,0.122] [0.208,0.291] [0.468,0.597] [5.102,15.363] [-0.151,0.232] [2.623,4.174]
RGSkt GOLD 0.328 0.303 0.629 3.813 0.944 -0.654 1.046 -0.024 0.337 0.712 5.909 -0.050 3.171
[0.220,0.461] [0.255,0.354] [0.562,0.692] [2.958,4.982] [0.874,1.023] [-0.931,-0.418] [0.960,1.148] [-0.092,0.044] [0.261,0.446] [0.622,0.829] [4.107,8.827] [-0.190,0.094] [1.667,4.644]
RGSkt GBPUSD 0.258 0.224 0.654 5.680 0.944 -0.925 1.365 -0.057 0.357 0.891 4.456 -0.019 -0.180
[0.195,0.337] [0.183,0.271] [0.589,0.714] [3.979,8.147] [0.865,1.026] [-1.123,-0.755] [1.252,1.491] [-0.120,0.005] [0.296,0.437] [0.749,1.101] [3.307,6.149] [-0.088,0.046] [-2.011,1.271]
RGSkt US10YRT 0.179 0.229 0.733 8.926 0.952 -0.656 1.078 -0.056 0.326 0.640 7.631 -0.058 0.746
[0.134,0.234] [0.188,0.272] [0.680,0.781] [5.273,17.042] [0.873,1.038] [-0.794,-0.529] [1.003,1.158] [-0.115,0.002] [0.276,0.382] [0.567,0.731] [4.876,12.427] [-0.144,0.024] [-0.379,2.001]
Table 4.8.2: Copula MCMC Parameter Estimate with 95% Credible Interval using
Weekly data.
COPULA αc βc ηc λc,1 λc,2 λc,3 λc,4 λc,5
N GSkt 0.020 0.950
[0.012,0.030] [0.912,0.974]
t GSkt 0.024 0.943 16.340
[0.015,0.037] [0.897,0.970] [11.450,24.612]
Skt GSkt 0.025 0.941 9.884 1.189 1.060 1.283 1.062 1.427
[0.016,0.037] [0.904,0.967] [9.668,10.092] [0.941,1.459] [0.878,1.243] [0.943,1.701] [0.829,1.325] [1.068,1.712]
N RGSkt 0.019 0.956
[0.012,0.027] [0.927,0.975]
t RGt 0.021 0.952 16.827
[0.013,0.031] [0.920,0.973] [11.698,27.080]
Skt RGSkt 0.021 0.953 16.277 1.090 1.017 1.348 1.068 1.412
[0.013,0.029] [0.927,0.973] [11.331,24.085] [0.854,1.347] [0.828,1.208] [0.948,1.783] [0.793,1.345] [1.012,1.770]
rDCC N RGSkt 0.021 0.934
[0.011,0.034] [0.905,0.955]
rDCC t RGSkt 0.026 0.929 18.333
[0.014,0.041] [0.899,0.952] [12.400,28.006]
rDCC Skt RGSkt 0.024 0.929 16.989 1.065 0.987 1.496 1.067 1.363
[0.013,0.038] [0.892,0.953] [11.741,25.982] [0.839,1.330] [0.811,1.182] [0.954,1.986] [0.674,1.397] [0.879,1.806]
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Table 4.8.3: GARCH MCMC Parameter Estimate with 95% Credible Interval using
Daily data.
GARCH α0 α1 β1 ν λ ξ φ τ1 τ2 σ
2
u νmes µ σ0
PGt 0.02 0.073 0.92 9.034 0.098 3.576
[0.009,0.033] [0.053,0.097] [0.896,0.942] [7.065,11.754] [0.060,0.136] [1.105,8.275]
PGSkt 0.02 0.074 0.919 9.165 0.927 0.085 3.527
[0.010,0.035] [0.054,0.098] [0.893,0.941] [7.149,11.895] [0.884,0.974] [0.042,0.125] [1.050,8.797]
PRVtt 0.003 0.367 0.567 8.011 0.036 1.118 -0.066 0.045 0.14 9.127 0.069 1.605
[0.000,0.011] [0.330,0.404] [0.530,0.603] [5.994,10.755] [0.011,0.059] [1.048,1.187] [-0.079,-0.053] [0.035,0.055] [0.131,0.148] [7.188,11.798] [0.026,0.111] [1.035,2.118]
PRVSktt 0.003 0.371 0.564 7.89 0.913 0.038 1.112 -0.068 0.046 0.14 9.435 0.04 1.573
[0.000,0.011] [0.335,0.410] [0.526,0.599] [6.000,10.823] [0.870,0.960] [0.013,0.059] [1.043,1.179] [-0.082,-0.053] [0.036,0.057] [0.132,0.150] [7.085,12.625] [-0.010,0.083] [1.038,2.182]
GSkt Apple 0.044 0.033 0.962 5.138 1.047 0.185 17.899
[0.012,0.105] [0.020,0.056] [0.937,0.977] [4.392,6.009] [0.998,1.098] [0.093,0.274] [7.392,36.594]
GSkt GE 0.011 0.054 0.944 8.095 1.035 0.034 2.355
[0.004,0.021] [0.039,0.074] [0.923,0.959] [6.453,10.492] [0.988,1.084] [-0.010,0.081] [0.806,5.434]
GSkt IBM 0.019 0.065 0.931 6.124 1.005 0.05 7.88
[0.008,0.035] [0.044,0.091] [0.904,0.953] [5.119,7.449] [0.958,1.053] [0.006,0.094] [2.152,19.269]
GSkt MS 0.025 0.071 0.926 5.265 1.035 0.043 10.011
[0.010,0.046] [0.047,0.100] [0.897,0.951] [4.566,6.157] [0.987,1.084] [-0.007,0.094] [2.693,23.725]
GSkt SP500 0.011 0.08 0.914 9.957 0.91 0.049 1.381
[0.006,0.019] [0.063,0.100] [0.893,0.932] [7.356,13.845] [0.869,0.954] [0.017,0.079] [0.384,3.447]
RGSkt Apple 0.323 0.292 0.624 5.983 1.055 -0.98 1.224 -0.054 0.088 0.25 7.938 0.202 3.169
[0.271,0.381] [0.257,0.329] [0.587,0.661] [4.997,7.195] [1.007,1.104] [-1.198,-0.787] [1.139,1.321] [-0.071,-0.037] [0.076,0.100] [0.235,0.266] [6.403,9.858] [0.117,0.289] [2.588,3.763]
RGSkt GE 0.121 0.372 0.635 10.299 1.027 -0.279 0.925 -0.049 0.073 0.213 10.849 -0.005 1.136
[0.095,0.150] [0.333,0.413] [0.598,0.670] [7.811,13.712] [0.979,1.078] [-0.352,-0.211] [0.880,0.974] [-0.065,-0.032] [0.062,0.084] [0.201,0.226] [8.143,14.601] [-0.049,0.040] [0.378,1.891]
RGSkt IBM 0.16 0.387 0.623 7.619 1.006 -0.368 0.921 -0.052 0.071 0.209 16.079 0.03 1.902
[0.131,0.192] [0.347,0.427] [0.588,0.656] [6.102,9.663] [0.958,1.056] [-0.442,-0.298] [0.871,0.974] [-0.068,-0.036] [0.061,0.081] [0.198,0.220] [10.420,27.126] [-0.013,0.071] [1.096,2.714]
RGSkt MS 0.141 0.423 0.618 6.572 1.026 -0.274 0.852 -0.046 0.057 0.212 8.309 0.016 2.549
[0.108,0.176] [0.381,0.467] [0.583,0.651] [5.435,8.014] [0.977,1.076] [-0.356,-0.197] [0.805,0.903] [-0.062,-0.030] [0.048,0.068] [0.199,0.225] [6.630,10.560] [-0.033,0.065] [1.695,3.415]
RGSkt SP500 0.236 0.404 0.591 15.308 0.879 -0.585 0.948 -0.159 0.05 0.224 11.459 0.019 -0.342
[0.206,0.269] [0.367,0.443] [0.556,0.625] [9.867,24.824] [0.837,0.923] [-0.638,-0.535] [0.898,1.002] [-0.176,-0.142] [0.040,0.060] [0.211,0.237] [8.263,16.352] [-0.010,0.048] [-1.218,0.552]
Table 4.8.4: Copula MCMC Parameter Estimate with 95% Credible Interval using
Daily data.
COPULA αc βc ηc λc,1 λc,2 λc,3 λc,4 λc,5
N GSkt 0.015 0.972
[0.011,0.018] [0.963,0.980]
t GSkt 0.014 0.975 12.037
[0.011,0.018] [0.965,0.983] [10.553,13.839]
Skt GSkt 0.014 0.975 11.912 1.087 0.987 0.971 0.976 0.934
[0.011,0.018] [0.964,0.983] [10.360,13.827] [0.984,1.197] [0.904,1.080] [0.886,1.058] [0.893,1.059] [0.867,1.001]
N RGSkt 0.011 0.98
[0.008,0.014] [0.970,0.986]
t RGt 0.011 0.982 14.708
[0.008,0.014] [0.973,0.988] [12.545,17.258]
Skt RGSkt 0.011 0.982 14.917 1.162 1.003 0.999 1.013 0.929
[0.008,0.014] [0.974,0.988] [12.646,17.826] [1.048,1.292] [0.919,1.103] [0.911,1.095] [0.930,1.101] [0.866,1.004]
rDCC N RGSkt 0.166 0.474
[0.112,0.231] [0.309,0.612]
rDCC t RGSkt 0.173 0.464 13.371
[0.113,0.245] [0.293,0.612] [11.336,15.846]
rDCC Skt RGSkt 0.164 0.473 13.18 1.135 1.014 0.99 1.001 0.94
[0.104,0.238] [0.306,0.620] [11.141,15.710] [1.002,1.289] [0.909,1.123] [0.887,1.098] [0.903,1.103] [0.855,1.030]
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4.A Log-Likelihood Functions
: Student-t distribution
L(θ|r) =T
[
lnΓ
(
ν + 1
2
)
− lnΓ
(ν
2
)
− 0.5[ln(ν − 2)pi]
]
−
T∑
t=1
[
ν + 1
2
ln
(
1 +
a2t
(ν − 2)σ2t
)
+ 0.5ln(σ2t )
]
: Skewed Student-t distribution
L(θ|r) =T
[
lnΓ
(
ν + 1
2
)
− lnΓ
(ν
2
)
− 0.5[ln(ν − 2)pi] + ln(2λs)− ln(1 + λ2)
]
−
T∑
t=1
[
ν + 1
2
ln
(
1 +
λ−2I(mσt + sat)2
(ν − 2)σ2t
)
+ 0.5ln(σ2t )
]
where
I =
 1 if at ≥ −
m
s
,
−1 if at < −m
s
ut : Normal distribution
L(θ|RV ) = −0.5
T∑
t=1
(
ln σ2u,t +
u2t
σ2u,t
)
ut : Student-t distribution
L(θ|RV ) =T
[
lnΓ
(
νmes + 1
2
)
− lnΓ
(νmes
2
)
− 0.5[ln(νmes − 2)pi]
]
−
T∑
t=1
[
νmes + 1
2
ln
(
1 +
u2t
(νmes − 2)σ2u,t
)
+ 0.5ln(σ2u,t)
]
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Normal Copula
L(R|ut) = 1
2
T∑
t=1
(ln|R|+ x′t(R−1 − I)xt)
where
xt = (x1N ...xtN ), xit = Φ
−1(ui,t)
Student-t Copula
L(R, η|ut) =− T
[
lnΓ
(
η +N
2
)
+ (N − 1)lnΓ
(η
2
)
−N · lnΓ
(
η + 1
2
)]
− η +N
2
T∑
t=1
ln
(
1 +
x′tR
−1
t xt
η
)
− 1
2
T∑
t=1
ln|Rt|
+
η + 1
2
T∑
t=1
N∑
i=1
ln
(
1 +
x2i,t
η
)
where
xt = (x1N ...xtN ), xi,t = t
−1
η (ui,t)
Skewed Student-t Copula
L(R, η, γ|ut) =− T
[
lnΓ
(
η +N
2
)
+ (N − 1)lnΓ
(η
2
)
−N · lnΓ
(
η + 1
2
)]
− η +N
2
T∑
t=1
ln
(
1 +
a′tat
η − 2
)
− 1
2
T∑
t=1
ln|Rt|
+
η + 1
2
T∑
t=1
N∑
i=1
ln
1 + γ−2ICi,ti,t (mCi + sCi xi,t)2
η − 2

where
vector xt = (x1N ...xtN ), has elements xi,t = skt
−1
η,γ(ui,t),
vector at = (a1N ...atN ), has elements ai,t = γ
−IC∗i,t
i,t (m
C
i + s
C
i x
∗
i,t)
given x∗t = R
− 1
2
t xt.
where
IC
∗
i,t =

1 if x∗i,t ≥ −
mCi
sCi
,
−1 if x∗i,t < −
mCi
sCi
ICi,t =

1 if xi,t ≥ −m
C
i
sCi
,
−1 if xi,t < −m
C
i
sCi
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given
mCi =
Γ(η−12 )
√
η − 2
Γ(η2 )
√
pi
(
γi − 1
γi
)
, sCi =
√(
γ2i +
1
γ2i
− 1− (mCi )2
)
.
4.B Properties of the Skewed Student-t Distribution
4.B.1 The Cumulative Distribution Function
The CDF of the Skewed Student-t Distribution is denoted by sktν,λ(z). As per the PDF
at (4.7), this is defined over 2 regions either side of −m
s
.
If z < −m
s
:
sktν,λ(z) =
2λsΓ(ν+12 )
(1 + λ2)Γ(ν2 )
√
(ν − 2)pi
∫ z
−∞
[
1 +
λ2(m + st)2
(ν − 2)
]− ν+1
2
dt.
By using the following substitutions:
• w =
√
ν
ν − 2[λ(m + st)], therefore dw =
√
ν
ν − 2[λs]dt.
• When t = −∞, w = −∞ and when t = z, w =
√
ν
ν − 2[λ(m + st)]
Therefore:
sktν,λ(z) =
2λsΓ(ν+12 )
(1 + λ2)Γ(ν2 )
√
(ν − 2)pi
√
ν − 2
νλ2s2
∫ z
−∞
[
1 +
λ2(m + st)2
(ν − 2)
]− ν+1
2
√
νλ2s2
ν − 2 dt
=
2Γ(ν+12 )
(1 + λ2)Γ(ν2 )
√
νpi
∫ √ ν
ν−2 [λ(m+sz)]
−∞
(
1 +
w2
ν
)− ν+1
2
dw
=
2
1 + λ2
Tν
(√
ν
ν − 2[λ(m + sz)]
)
. (4.34)
If z ≥ −m
s
, then the CDF if composed of the following two integrals I1 and I2:
sktν,λ(z) =
2λsΓ(ν+12 )
(1 + λ2)Γ(ν2 )
√
(ν − 2)pi
∫ −m
s
−∞
[
1 +
λ2(m + st)2
(ν − 2)
]− ν+1
2
dt
+
2λsΓ(ν+12 )
(1 + λ2)Γ(ν2 )
√
(ν − 2)pi
∫ z
−m
s
[
1 +
(m + st)2
λ2(ν − 2)
]− ν+1
2
dt
= I1 + I2.
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To obtain I1 we substitute z = −m
s
into (4.34):
I1 =
2
1 + λ2
tν(0) =
1
1 + λ2
.
Similarly, to calculate I2 we can do the following substitution:
• w =
√
ν
ν − 2
[
1
λ
(m + st)
]
, therefore dw =
√
ν
ν − 2
[ s
λ
]
dt.
• When t = −m
s
, w = 0 and when t = z, w =
√
ν
ν − 2
[
1
λ
(m + sz)
]
giving:
I2 =
2λsΓ(ν+12 )
(1 + λ2)Γ(ν2 )
√
(ν − 2)pi
√
λ2ν − 2
νs2
∫ z
−m
s
[
1 +
(m + st)2
λ2(ν − 2)
]− ν+1
2
√
νs2
λ2(ν − 2)dt
=
2λ2Γ(ν+12 )
(1 + λ2)Γ(ν2 )
√
νpi
∫ √ ν
ν−2 [λ(m+sz)]
0
(
1 +
w2
ν
)− ν+1
2
dw
=
2λ2
1 + λ2
[
tν
(√
ν
ν − 2
[
1
λ
(m + sz)
])
− tν(0)
]
=
2λ2
1 + λ2
[
tν
(√
ν
ν − 2
[
1
λ
(m + sz)
])
− λ
2
1 + λ2
]
So given z = −m
s
:
sktν,λ(z) = I1 + I2 =
1− λ2
1 + λ2
+
2λ2
1 + λ2
[
Tν
(√
ν
ν − 2
[
1
λ
(m + sz)
])]
(4.35)
By combining (4.34) and (4.35) we obtain the CDF of the Skewed Student-t Distribution:
sktν,λ(z) =

2λ2
1 + λ2
[
tν
(√
ν
ν − 2
[
1
λ
(m + sz)
])
− λ
2
1 + λ2
]
if z < −m
s
,
1− λ2
1 + λ2
+
2λ2
1 + λ2
[
tν
(√
ν
ν − 2
[
1
λ
(m + sz)
])]
if z ≥ −m
s
.
(4.36)
4.B.2 The Inverse Cumulative Distribution Function
The Inverse CDF of the Skewed Student-t Distribution is denoted by skt−1ν,λ(u) where
u ∈ [0, 1]. To determine the change point −m
s
on the inverse scale we use the CDF
(4.36) so that:
skt−1ν,λ
(
−m
s
)
=
1
1 + λ2
.
Therefore the region z < −m
s
is equivalent to u <
1
1 + λ2
and z ≥ −m
s
is equivalent to
u ≥ 1
1 + λ2
on the inverse scale. To obtain the inverse CDF we interchange the variables
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into the CDF and solve the resulting equation. Let u = sktν,λ(z) and q = z in (4.36).
Over the region u <
1
1 + λ2
we obtain:
u =
2
1 + λ2
tν
(√
ν
ν − 2[λ(m + sq)]
)
solving for q yields:
q =
1
s
[
1
λ
√
ν − 2
ν
t−1ν
(
1 + λ2
2
u
)
−m
]
. (4.37)
Similarly, over the region u ≥ 1
1 + λ2
:
u =
1− λ2
1 + λ2
+
2λ2
1 + λ2
tν
(√
ν
ν − 2
[
1
λ
(m + sq)
])
solving for q yields:
q =
1
s
[
λ
√
ν − 2
ν
t−1ν
(
1 + λ2
2λ2
u− 1− λ
2
2λ2
)
−m
]
. (4.38)
By combining (4.37) and (4.38), the Inverse CDF for the Skewed Student-t distribution
is defined as:
skt−1ν,λ(u) =

1
s
[
1
λ
√
ν − 2
ν
t−1ν
(
1 + λ2
2
u
)
−m
]
if u <
1
1 + λ2
,
1
s
[
λ
√
ν − 2
ν
t−1ν
(
1 + λ2
2λ2
u− 1− λ
2
2λ2
)
−m
]
if u ≥ 1
1 + λ2
.
(4.39)
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4.C Simulation Results Figures
Figure 4.C.1: Histogram of 1000 Posteriors means for the RV GARCH model for
Asset 1 with Skewed Student-t returns and Student-t measurement equation. True
Parameter as red dotted line and mean estimate as solid green line.
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Figure 4.C.2: Histogram of 1000 Posteriors means for the RV GARCH model for
Asset 2 with Skewed Student-t returns and Student-t measurement equation. True
Parameter as red dotted line and mean estimate as solid green line.
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Figure 4.C.3: Histogram of 1000 Posteriors means for the RV GARCH model for
Asset 3 with Skewed Student-t returns and Student-t measurement equation. True
Parameter as red dotted line and mean estimate as solid green line.
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Figure 4.C.4: Histogram of 1000 Posteriors means for the RV GARCH model for
Asset 4 with Skewed Student-t returns and Student-t measurement equation. True
Parameter as red dotted line and mean estimate as solid green line.
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Figure 4.C.5: Histogram of 1000 Posteriors means for the RV GARCH model for
Asset 5 with Skewed Student-t returns and Student-t measurement equation. True
Parameter as red dotted line and mean estimate as solid green line.
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Figure 4.C.6: Histogram of 1000 Posteriors means for the RV Copula model for all
Assets with Skewed Student-t Copula. True Parameter as red dotted line and mean
estimate as solid green line.
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Chapter 5
Bayesian Detection of Regime
Changes Utilising
High-Frequency Data
5.1 Introduction
There has been an enormous amount of literature on the subject of (multiple) change
point models, with the focus being either on the type of model being specified or the
process in identifying the various change points and hence the regimes. The main idea
with this class of models is taking a parameter set whose values change at certain
unknown time points, but remain constant inside each regime, with the researcher
identifying how many of the parameters are allowed to change during each transition.
Early pioneers in the field such as Chernoff and Zacks (1964) proposed a constant
probability model in which each time point has an identical probability of being a regime
change, and ignored any other identified change point and was therefore not depended
on the history of the change points. Further approaches were either concerned with
exchangeable models for the parameters for either single change point models (Yao
(1984); Carlin, Gelfand, and Smith (1992)) or multiple change point models (Inclan
(1993); Stephens (1994)). Carlin et al. (1992) was one of the first to use a Gibbs sampler
approach for Bayesian inference, specifically a hierarchical Bayesian regression model,
when tackling the change point issue.
There have been studies (Liu and Maheu (2008)) which have identified the existence of
structural breaks in Realised Volatility, but no research has tried to tie this together in
identifying their effect/role in regime change points for GARCH type models. The topic
of Realised Volatility with a GARCH framework is covered in more detail in Chapter 3,
but the main idea is that intra-daily data has been identified to contain more information
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and hence is a more accurate measure of daily volatility compared to standard squared
returns. I therefore use a similar setup for this chapter, with the addition of structural
breaks, with further details provided below.
There are two schools of thoughts when it comes to the type of transition function that
should be implemented, either smooth or sharp, with Dahlhaus, Rao, et al. (2006)
introducing a time-varying ARCH model with smooth transitions and Amado and
Tera¨svirta (2008, 2013) introducing a time-varying (TV-)GARCH where the unconditional
volatility can transition to different levels through either an additive or multiplicative
structure, which also uses a smooth transition function. My model uses a sharp transition
similar to the approach employed by Gerlach, Carter, and Kohn (2000), C. W. Chen,
Gerlach, and Liu (2011) and Yang and Chen (2014).
Other prominent models in the break literature include the Threshold Autoregressive
Conditional Duration (TACD) model of M. Y. Zhang, Russell, and Tsay (2001), which
addresses some of the inadequacies of the Autoregressive Conditional Duration (ACD)
model of Engle and Russell (1998). TACD tries to maximise the conditional log-likelihood
function by using a grid search across each pair of breaks. This uses the BHHH algorithm
proposed by Berndt, Hall, Hall, and Hausman (1974), which selects the pair of break
points which maximises the value of the likelihood.
This chapter builds on methods by Chib (1998); C. W. Chen et al. (2011, 2014), which
use a Bayesian sequential Monte Carlo approach, with the former using a latent discrete
state variable that indicates the regime from which a particular observation was drawn,
and hence requires a transition probability matrix, which my model does not require.
Further to this, all parameters in the model are allowed to change once a structural
break has been identified, and hence a new set of parameters is used for the subsequent
regime, which differs from Chopin (2007) which proposes a particle filtering algorithm
where the fixed model parameters are formulated as part of the state variables, and
hence cannot easily incorporate a case where only a subset of parameters have breaks,
due to the path dependence problem that occurs in local MCMC moves. This is not
without its challenges, as due to the fact that GARCH is a path dependent model and
hence a previous regime will affect future conditional variance (Gray (1996)), with the
introduction of each new regime, the number of total model parameters also grows. This
limits the amount of breaks a model can realistically have, as the computational burden
becomes an issue, and hence I propose a novel MCMC sampler which overcomes this
by breaking down the sampling problem into smaller, more manageable components,
with the limiting factor being the number of observations in the sample period. As a
Bayesian approach is used throughout this chapter, efficient and accurate estimation is
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possible, together with inference, which allows for interval estimation for the breakpoint
locations.
Various studies e.g. Stock and Watson (1996); Pesaran and Timmermann (2007),
have proposed the underlying reasons behind financial time series being subject to
structural breaks, with the main proponents identifying financial crises, speculative
bubbles, legislative changes in monetary and debt policies; while Rapach and Strauss
(2008) and Choi, Yu, and Zivot (2010) have shown that failure to identify structural
breaks when undertaking volatility forecasts will result in overestimation of the long
term memory and hence poor forecasting capabilities.
The empirical analysis identifies five international indexes for which daily and intra-daily
data is available and 1000 one-step ahead volatility forecasts are generated in order
generate Value-at-Risk (VaR) predictions which are tested under a series of formal and
informal tests. The main results are: Structural Break models using Realised Volatility
models perform better than their daily counterparts under a series of formal and informal
tests. In sample Log-Likelihoods and break dating analysis is also performed vis-a-vis a
daily returns model, again with favourable results for the RV models.
Based on simulated data I find that the proposed algorithm performs well in identifying
both the true regime change dates and the parameters which generated the data, especially
when compared to a daily returns only model.
The chapter is broken down as follows: Section 5.2 outlines the specifications for the
structural break model. Section 5.3 gives details of the Bayesian framework employed.
Section 5.5 shows the set-up and results of the simulation study. Section 5.6 gives details
of the data, the VaR forecasting results, the break dating and other analysis. Section
5.7 concludes with providing a chapter summary and details of possible future research
topics.
5.2 Regime-switching Realised-GARCH models
A model which uses a GARCH specification for the returns and a measurement equation
for the realised volatility component is considered (5.1), similar to models used in 3.2
and 4.2.2. All parameters are allowed to change at the break point, with a model having
up to k structural breaks occurring at b1, b2, . . . , bk and hence k + 1 regimes.
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The full model is specified as:
rt = µ+ σtt,
ln(σ2t ) = ω + γxt−1 + β ln(σ
2
t−1),
xt = µu,t + σuut,
µu,t = ξ + φ ln(σ
2
t ) + τ(t),
τ(t) = τ1t + τ2(
2
t − 1),
t ∼ fskt(t; η, λ),
ut ∼ ft(ut; ν).
(5.1)
Where rt is the daily return and xt = ln(RV t) is the log daily realised variance. I
let θ = (θ′r,θ
′
x)
′, where θr = (µ, ω, γ, β, η, λ)′ are those parameters associated with the
conditional distributions of rt and θx = (ξ, φ, τ1, τ2, σu, ν)
′ are those associated with the
conditional distribution of xt. I assume that θ does not stay constant over time; rather
it changes at k unknown points, b1, . . . , bk. Specifically,
θ =

θ1, 1 < t ≤ b1,
...
θi, b1 < t ≤ bi,
...
θk+1, bk < t ≤ n,
(5.2)
where θj = (θ
′
r,j ,θ
′
x,j)
′, θr,j = (µj , ωj , γj , βj , ηj , λj)′, and θx,j = (ξj , φj , τ1,j , τ2,j , σu,j , νj)′.
Further details of this model are provided in Chapter 3.2, with the above including
similar features such as a leverage function to account for asymmetry and bias reduction
parameters to account for micro-structure noise etc.
I model the conditional distribution of returns by the skewed-t distribution of B. E. Hansen
(1994), with the PDF provided in (3.6).
5.3 Bayesian inference
5.3.1 Likelihood and prior
Let θRS = (θ
′
1, . . . , θ
′
k+1, b1, . . . , bk)
′ be the vector of all parameters of the regime-switching
realised-GARCH model with k breaks. Following from (5.1) and (5.2) the likelihood
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function can be written as
f(r,x;θRS) =
n∏
t=1
fr(rt;θr,1, . . . , θr,k+1)fx(xt;θx,1, . . . , θx,k+1), (5.3)
where fr(rt) is the conditional density of a daily return,
rt | Ft−1 ∼ fr(rt;θRS) = 1
σt
fskt
(
rt − µ
σt
)
(5.4)
and fx(xt) is the conditional density of a daily log realised variance.
xt | Ft−1 ∼ fx(xt;θRS) = 1
σu
ft
(
xt − µu,t
σu
)
(5.5)
I use an improper flat prior for most parameters, with the exception of the degrees-of-freedom
parameters of both the skewed-t and t distributions, ηj and νj , respectively,
p(θRS) ∝ I(θRS)
k+1∏
i=1
η−2i ν
−2
i , (5.6)
where the indicator function I(θRS) is equal to one when the values of all parameters
are within their allocable bounds, and is equal to zero otherwise.
Given the likelihood function in (5.3) and the prior density in (5.6), the posterior density
is then
pi(θRS) ∝ f(r,x;θRS)p(θRS) (5.7)
5.3.2 Adaptive MCMC algorithm
I employ a random-walk Metropolis algorithm with adaptive burn-in iterations to simulate
from the posterior distribution in (5.7). The entire parameter vector θRS is generated
in 2k + 1 blocks according to the following sampling scheme:
1. Generate θi | θi 6=j for i ∈ {1, . . . , k + 1},
2. Generate bi | bi 6=j ,θ1, . . . , θk+1 for i ∈ {1, . . . , k}.
Each block is generated conditional on all the other blocks taking their most recently
accepted values. The block i ∈ {1, . . . , 2k + 1} is generated by first proposing a value
from a multivariate Gaussian distribution with mean set to the most recently accepted
value, and a “tuned” covariance matrix Σi = siΣ
∗
i , where the scaling factor si is tuned
every t iterations to target a block-specific acceptance rate of 0.234 for blocks whose
dimension is greater than four, 0.35 for two- or three-dimensional blocks, and 0.44 for
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one-dimensional blocks. The covariance matrix Σ∗i is updated every c iterations and it
is chosen to be the sample covariance matrix of the most recent c iterations of block i.
In all of my applications I choose the value of t to be 200, and the value of c to be 10000.
Notice that in step two of the sampling scheme, each break position is in a block by
itself. Each break bi is sampled conditional on all the other breaks and the rest of the
parameters. Each bi is proposed by rounding a Gaussian random number to an integer,
as it represents a specific observation, i.e., a specific date. To ensure that each regime
has a sufficient number observations for estimating its parameters, I impose separation
constraints that bi+1 − bi > m for i ∈ {2, . . . , k}, b1 − 1 > m, and n− bk−1 > m. I set
the margin to be 10% of the number of observations, i.e., m = 0.1n.
After the initial w burn-in iterations, the adaptation on the covariance matrix of each
block is stopped, where si and Σ
∗
i are set to be the average scaling factor and the
sample covariance matrix of the last c burn-in iterations, respectively. To ensure that
the posterior sample approximates that from the correct target distribution, namely
(5.7), only the post-burn-in iterations are used for the subsequent inference.
5.4 Forecasting Methodology
Each model is used to produce 1000 one-step ahead volatility forecasts by using the
estimated parameters from the MCMC procedure with equation (5.1) together with the
last day of the sample period. A fixed period moving window is used, with size T −1000.
This will generate a σ2 forecast, which in turn is used to form a VaR and CVaR forecast
at both the 95% and 99% confidence level α as per (2.2),(2.3),(2.5) and (2.6). The
accuracy of each model can then be measured by their relative forecast performance.
5.5 Simulation studies
Simulated data is generated in order to study the sampling properties of the proposed
MCMC sampler together with the effectiveness and sampling properties of the Bayesian
estimator proposed. Returns and RV data generated from the model proposed in (5.1),
with k = 1 . . . 3 being considered. The simulated returns are also parsed through a daily
returns GARCH model in order to identify if model misspecification via omission of the
measurement equation introduces bias in such a scenario. 1000 replicated time series
data sets with sample size n = 5, 000 are simulated and subsequently the parameters
are recovered.
Details of the MCMC procedure are discussed in Section 5.3.2.
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Table 5.5.1 shows the summary statistics of the simulation results using MCMC methods,
with the first row being the true value, and for each model block, the subsequent rows
being the mean, median and standard errors of posterior means, and the MSE.
Table 5.5.1: MCMC Simulation Results Based on 1,000 replications. 4 break points
are proposed, and each model is used with its correct number of breaks. i.e. No model
misspecification.
Parameters ω γ β η λ ξ φ τ1 τ2 σ
2
u ν µ
True Values - Regime 1 0.10 0.34 0.64 10.00 -0.20 -0.10 0.99 -0.05 0.05 0.40 12.00 0.00
RV G Skt t k1 Mean Estimate 0.1103 0.3420 0.6360 10.0750 -0.1987 -0.1114 0.9896 -0.0508 0.0501 0.4033 11.9951 -0.0011
Std. 0.0421 0.0235 0.0217 2.7106 0.0355 0.1241 0.0417 0.0168 0.0097 0.0185 3.7765 0.0195
MSE 0.0019 0.0006 0.0005 7.346 0.0013 0.0155 0.0017 0.0003 0.0001 0.0004 14.248 0.0004
RV G Skt t k2 Mean Estimate 0.1087 0.3440 0.6348 9.9737 -0.2009 -0.0983 0.9849 -0.0498 0.0514 0.4051 11.6220 -0.0019
Std. 0.0427 0.0239 0.0211 2.7031 0.0363 0.1291 0.0427 0.0171 0.0101 0.0179 3.4725 0.0299
MSE 0.0019 0.0006 0.0005 7.300 0.0013 0.0167 0.0018 0.0003 0.0001 0.0003 12.189 0.0009
RV G Skt t k3 Mean Estimate 0.1095 0.3451 0.6335 9.8041 -0.2020 -0.0961 0.9841 -0.0497 0.0509 0.4038 11.5741 -0.0017
Std. 0.0430 0.0243 0.0215 2.4117 0.0365 0.1339 0.0442 0.0173 0.0100 0.0183 3.3860 0.0275
MSE 0.0019 0.0006 0.0005 5.849 0.0013 0.0179 0.0020 0.0003 0.0001 0.0004 11.635 0.0008
True Values - Regime 2 0.07 0.40 0.58 8.00 -0.15 -0.10 0.99 -0.10 0.10 0.50 8.00 -
RV G Skt t k1 Mean Estimate 0.0726 0.4014 0.5782 8.0990 -0.1505 -0.1021 0.9890 -0.0999 0.1008 0.5010 8.0621 -
Std. 0.0161 0.0143 0.0137 1.0276 0.0229 0.0376 0.0182 0.0126 0.0072 0.0159 1.0543 -
MSE 0.0003 0.0002 0.0002 1.065 0.0005 0.0014 0.0003 0.0002 0.0001 0.0003 1.114 -
RV G Skt t k2 Mean Estimate 0.0769 0.4029 0.5753 8.0970 -0.1512 -0.1063 0.9878 -0.1018 0.1014 0.5040 8.0173 -
Std. 0.0266 0.0233 0.0211 1.8463 0.0370 0.0596 0.0305 0.0193 0.0115 0.0265 1.7387 -
MSE 0.0008 0.0005 0.0005 3.415 0.0014 0.0036 0.0009 0.0004 0.0001 0.0007 3.020 -
RV G Skt t k3 Mean Estimate 0.0796 0.4008 0.5771 7.9516 -0.1504 -0.1104 0.9870 -0.1003 0.1012 0.5015 7.9910 -
Std. 0.0294 0.0262 0.0245 1.8169 0.0410 0.0690 0.0352 0.0212 0.0140 0.0297 1.8186 -
MSE 0.0010 0.0007 0.0006 3.300 0.0017 0.0049 0.0012 0.0004 0.0002 0.0009 3.304 -
True Values - Regime 3 0.10 0.30 0.67 12.00 -0.40 0.10 0.98 -0.15 0.15 0.30 10.00 -
RV G Skt t k2 Mean Estimate 0.1084 0.2999 0.6684 12.2375 -0.3999 0.0929 0.9806 -0.1506 0.1511 0.3021 10.1891 -
Std. 0.0395 0.0172 0.0167 3.3219 0.0296 0.1163 0.0309 0.0135 0.0094 0.0121 2.4040 -
MSE 0.0016 0.0003 0.0003 11.080 0.0009 0.0136 0.0010 0.0002 0.0001 0.0002 5.809 -
RV G Skt t k3 Mean Estimate 0.1121 0.3120 0.6561 11.4510 -0.3739 0.0708 0.9789 -0.1471 0.1467 0.3260 9.6672 -
Std. 0.0538 0.0400 0.0372 4.3074 0.0906 0.1713 0.0448 0.0253 0.0216 0.0670 3.0035 -
MSE 0.0030 0.0017 0.0016 18.836 0.0089 0.0302 0.0020 0.0006 0.0005 0.0052 9.123 -
True Values - Regime 4 0.07 0.40 0.57 12.00 -0.20 0.05 0.99 -0.03 0.07 0.30 14.00 -
RV G Skt t k3 Mean Estimate 0.1010 0.3900 0.5716 11.6469 -0.2106 -0.0017 1.0035 -0.0367 0.0767 0.3033 13.2149 -
Std. 0.0556 0.0378 0.0338 3.8142 0.0529 0.1477 0.0534 0.0271 0.0190 0.0158 4.7184 -
MSE 0.0040 0.0015 0.0011 14.658 0.0029 0.0247 0.0030 0.0008 0.0004 0.0003 22.858 -
The results show very favourable estimation performance, with the posterior mean being
very close to the true values, small standard deviation and MSE. Table 5.5.2 shows the
estimated break points when using an RV model compared to a GARCH model, together
with standard deviation and Root Mean Squared Error (RMSE). There does appear to
be a noticeable improvement in break point detection accuracy when RV models are
used, which would suggest that when empirical data is being tested, accuracy might be
compromised if the true data generating process is believed to be using intra-daily data,
rather than simply daily returns.
Histograms of the break point estimates are shown in Figure 5.5.1, and show accurate
estimation for all parameters. One apparent issue when using posterior means to
calculate the break point, is that the sampler might identify other break points, as
can be seen in Figure 5.5.1, and hence the mean becomes a biased estimator.
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Table 5.5.2: MCMC Simulation Results of Break Points Estimates Based on 1,000
replications.
Estimatea: Mean of 1,000 posterior means
Estimateb: Mean of 1,000 posterior modes.
Break 1 Break 2 Break 3
True Values 1,500 3,000 4,000
G Skt k1 Estimatea 1,675
Estimateb 1,499
Std.a 602
Std.b 626
RMSEa 626
RMSEb 659
RV G Skt t k1 Estimatea 1502
Estimateb 1499
Std.a 72
Std.b 89
RMSEa 71
RMSEb 89
G Skt k2 Estimatea 1,541 3,007
Estimateb 1,497 3,006
Std.a 247 55
Std.b 265 66
RMSEa 250 55
RMSEb 271 66
RV G Skt t k2 Estimatea 1,505 3,002
Estimateb 1,500 3,000
Std.a 98 26
Std.b 111 30
RMSEa 97 26
RMSEb 111 30
G Skt k3 Estimatea 1,470 2,465 3,359
Estimateb 1,512 3,007 3,006
Std.a 258 437 501
Std.b 267 450 524
RMSEa 260 690 813
RMSEb 267 764 837
RV G Skt t k3 Estimatea 1,491 2,903 3,892
Estimateb 1,501 3,000 4,000
Std.a 140 283 313
Std.b 142 284 317
RMSEa 140 299 331
RMSEb 142 301 336
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For the RV model with 3 break points, the 3rd break point is identified at day 3,892 using
the posterior mean, rather than the true 4,000, which is due to the sampler occasionally
identifying the 2nd break point at day 3,000 and hence the mean being shifted down.
In order to overcome this issue, taking the mode of the posterior removes this bias, as
can be seen in Table 5.5.2.
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Figure 5.5.1: Histogram of 1000 Posterior means for the RV GARCH model with 1
to 3 breaks. True Parameter as red dotted line and mean estimate as solid green line.
In summary, MCMC methods recover the true parameters with accuracy, especially
when using posterior modes for the break parameter, and an improvement is apparent
when comparing RV GARCH with GARCH models.
5.6 Empirical studies
5.6.1 Data
The models are tested by utilising data from five international equity indices: Amsterdam
Exchange Index (AEX) - Netherlands; Financial Times Stock Exchange 100 Index
(FTSE100) - UK; Nikkei 225 (NIKKEI) - Japan; Standard & Poor’s 500 (SP500) -
USA; Euro Stoxx 50 (STOXX) - Eurozone.
The data was obtained from the Oxford-Man Institute of Quantitative Finance in turn
sourcing data from Thompson Reuters and SIRCA, covering the period January 2000
to September 2015. Daily log-returns are defined by
rt = (ln(Pt)− ln(Pt−1))× 100
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where Pt is the closing price on day t. RV is calculated as per (3.1) using 5-minute
intra-daily data.
This generates approximately 4,000 daily data points for each market after adjusting for
small sample size variations due to trading day holidays. This sample is then divided
into an initial learning period of 3,000 days from January 2000 to October 2011 which
includes the Global Financial Crisis (GFC), and a forecasting period of 1,000 days from
October 2011 to September 2015. This is the minimum sample size to include the
possibility of estimating multiple breaks.
Figure 5.6.1 shows a plot of returns for the all data sets. Summary statistics for each
data series are shown in Table 5.6.1, which clearly show that the estimation period has
higher maximums and bigger losses, most periods exhibit leptokurtosis and negative
skewness. Formal tests (Jarque & Bera, 1987) for normality show that none of the series
are normally distributed; the 5% critical JB test value is 6.
Figure 5.6.1: Plots of Returns for all data sets. Red dotted line separates estimation
and forecast period.
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Table 5.6.1: Summary of descriptive statistics for each of the eight return series. JB
is the Jarque-Bera statistic to test the null hypothesis of normality.
Period Mean Std Skewness Kurtosis Min Max JB
AEX Estimate (00-11) -0.07 1.29 -0.19 9.1 -8.42 9.2 4,699
Forecast (11-15) 0.02 0.86 0.07 5.5 -3.82 4.8 270
FTSE100 Estimate (00-11) -0.05 1.05 -0.14 6.7 -5.76 7.0 1,662
Forecast (11-15) -0.01 0.66 0.04 5.2 -2.56 3.8 207
NIKKEI Estimate (00-11) -0.05 1.25 -0.40 13.2 -10.56 11.7 12,305
Forecast (11-15) 0.00 0.93 -0.88 11.1 -8.32 3.7 2,849
SP500 Estimate (00-11) -0.01 1.32 -0.13 9.8 -9.35 10.2 5,672
Forecast (11-15) 0.04 0.85 -0.22 5.6 -3.66 4.1 281
STOXX Estimate (00-11) -0.05 1.44 -0.16 7.4 -9.35 8.3 2,391
Forecast (11-15) 0.02 1.10 0.13 4.7 -4.09 4.7 126
5.6.2 Estimation Results
Tables 5.8.1 to 5.8.5 show the parameter estimates obtained from the MCMC chains for
the entire data set, when no forecast is performed. Both the GARCH and RV GARCH
parameters are shown, for k = 1 . . . 3, for all possible regimes. Two characteristics are
immediately evident; there is a clear parameter shift from regime to regime, for all
models, and there is a noticeable difference in parameter choice between the GARCH
and RV GARCH models, especially in terms of γ and β. This change was also evident
in Chapters 3 and 4 above.
Figures 5.6.2 to 5.6.6 show histograms of 100,000 log-likelihood values computed from
the MCMC iterations for competing models, and clearly show the improvement when
additional break points are added, with higher (further to the right) log-likelihood
numbers being preferred. There are also clear net improvements when RV GARCH
models are used over GARCH, with a consistent shift across all data sets.
Figures 5.6.7 to 5.6.11 show the breaks for competing models for all data sets. What
is evident in all data sets is the reduction in uncertainty and multi-modality around a
structural break when comparing daily data models and RV GARCH models, with the
later displaying much smaller deviation.
Tables 5.6.3 to 5.6.7 show the actual dates attached to the break positions, together with
the 95% credible intervals. This again reinforces the visual findings, where RV GARCH
models produce much tighter estimates than daily models.
Figures 5.6.12 to 5.6.16 show the unconditional volatilities for the GARCH and RV
GARCH models within each regime, for a k = 3 model. The absolute returns are
plotted in green, whilst the unconditional volatility is displayed by the blue line, with
Chapter 5. Structural Breaks using GARCH 125
the red lines representing the 95% credible intervals. It is clearly observable that the
model does a good job in identifying the changes in volatility, even by visual inspection,
for both the GARCH and RV GARCH. The GARCH credible intervals always being far
wider than the RV GARCH counterpart, especially during the GFC period. This might
be caused by the sum of γ and β being close to the stationarity boundary region of unity
in the GARCH case, and φγ + β < 1 for RV GARCH.
Table 5.6.8 shows the mean unconditional volatilities from 100,000 MCMC iterates for
all data sets and models. Once again it is evident that the GARCH models overreact
during regime 3, which always occurs during the GFC, due to the stationarity issues
detailed above.
Table 5.6.2 shows the sum of the (mean MCMC iterates) ARCH and GARCH parameters
for k = 3, and it is clear that GARCH comes very close to unity, especially during the
3rd regime, which is during the GFC.
Table 5.6.2: Sum of ARCH and GARCH parameters from all data sets for k = 3.
Regime 1 AEX FTSE NIKKEI SP500 STOXX
G Skt k3 0.988 0.984 0.944 0.954 0.985
RV Skt t k3 0.980 0.991 0.926 0.956 0.981
Regime 2
G Skt k3 0.218 0.994 0.983 0.987 0.951
RV Skt t k3 0.931 0.928 0.940 0.911 0.922
Regime 3
G Skt k3 0.994 0.992 0.976 0.996 0.983
RV Skt t k3 0.961 0.964 0.951 0.976 0.946
Regime 4
G Skt k3 0.977 0.943 0.957 0.881 0.975
RV Skt t k3 0.931 0.936 0.906 0.846 0.884
5.6.3 VaR forecast comparison
Table 5.6.9 shows a summary of violation ratios for each model across all data sets and
for k = 1 . . . 3 for both GARCH and RV GARCH. The values which are closest to 1 are
boxed while the violation ratios furthest from 1 are displayed in bold.
At the 5% level, RV GARCH models with k = 1 are the best performing for the AEX and
Nikkei, whilst RV GARCH models with k = 2 and k = 3 perform equally for S&P 500
and Stoxx 50. GARCH with k = 1 outperform in only one instance, the FTSE 100. In all
other cases, the VRatio is always higher for GARCH models compared to RV GARCH,
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Figure 5.6.2: Plots of Log-Likelihood for the entire data set for each model for the
AEX.
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Figure 5.6.3: Plots of Log-Likelihood for the entire data set for each model for the
FTSE 100.
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Figure 5.6.4: Plots of Log-Likelihood for the entire data set for each model for the
Nikkei 225.
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Figure 5.6.5: Plots of Log-Likelihood for the entire data set for each model for the
S&P 500.
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Table 5.6.3: Mode of Break points and 95% credible interval for AEX.
Break 1 Break 2 Break 3
G k1 16-Aug-2004
[17-Dec-2003, 14-Mar-2005]
RV k1 22-Aug-2001
[17-Aug-2001, 22-May-2002]
G k2 16-Aug-2004 2-May-2006
[16-Aug-2004, 21-Sep-2004] [23-Mar-2006, 12-May-2006]
RV k2 22-Aug-2001 17-Dec-2013
[20-Aug-2001, 27-Mar-2002] [30-Jul-2013, 17-Jan-2014]
G k3 16-Aug-2004 21-Apr-2006 19-Nov-2012
[16-Aug-2004, 13-Sep-2004] [23-Mar-2006, 10-May-2006] [10-Nov-2011, 2-Jan-2014]
RV k3 24-Mar-2004 1-Nov-2007 2-Jul-2012
[22-Dec-2003, 15-Dec-2004] [11-Oct-2007, 2-Jan-2008] [14-Jun-2012, 13-Aug-2013]
Table 5.6.4: Mode of Break points and 95% credible interval for FTSE 100.
Break 1 Break 2 Break 3
G k1 6-Aug-2012
[03-Feb-2012, 27-Sep-2013]
RV k1 22-Jul-2005
[1-Sep-2005, 16-Nov-2006]
G k2 19-May-2003 13-Sep-2005
[16-May-2003, 01-Jul-2003] [19-Jul-2005, 13-Oct-2005]
RV k2 22-Jul-2005 13-Jun-2012
[2-Sep-2005, 17-Mar-2006] [12-Jun-2012, 15-Jan-2013]
G k3 19-May-2003 12-Sep-2005 6-Aug-2012
[19-May-2003, 03-Sep-2003] [24-Aug-2005, 11-Oct-2005] [30-May-2012, 29-Nov-2013]
RV k3 22-Jul-2005 8-Aug-2007 13-Jun-2012
[22-Jul-2005, 21-Nov-2005] [24-Jul-2007, 10-Oct-2007] [6-Jun-2012, 19-Oct-2012]
Table 5.6.5: Mode of Break points and 95% credible interval for Nikkei 225.
Break 1 Break 2 Break 3
G k1 17-Dec-2003
[23-Apr-2003, 12-May-2004]
RV k1 1-Apr-2004
[4-Mar-2004, 20-Jul-2004]
G k2 18-Dec-2003 27-May-2010
[24-Sep-2003, 20-Feb-2004] [15-Dec-2009, 31-Jan-2014]
RV k2 24-May-2004 6-Dec-2012
[3-Mar-2004, 20-Jul-2004] [29-Nov-2012, 23-Apr-2013]
G k3 21-Oct-2003 1-Nov-2007 26-Jan-2010
[17-Jul-2003, 1-Mar-2004] [21-Aug-2007, 17-Dec-2007] [24-Sep-2009, 17-Sep-2010]
RV k3 19-May-2004 8-Feb-2006 5-Dec-2012
[18-May-2004, 27-May-2004] [12-Jan-2006, 28-Apr-2006] [2-Nov-2012, 1-Apr-2013]
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Figure 5.6.6: Plots of Log-Likelihood for the entire data set for each model for the
STOXX 50.
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Table 5.6.6: Mode of Break points and 95% credible interval for S&P 500.
Break 1 Break 2 Break 3
G k1 26-Nov-2012
[12-Nov-2012, 11-Feb-2013]
RV k1 6-Oct-2009
[2-Oct-2009, 05-Apr-2010]
G k2 17-Jul-2003 26-Nov-2012
[3-Apr-2003, 16-Oct-2003] [12-Nov-2012, 06-Mar-2013]
RV k2 1-Oct-2003 3-Jan-2013
[1-Aug-2003, 22-Dec-2006] [18-Dec-2012, 19-Feb-2013]
G k3 24-Jul-2002 19-Apr-2006 26-Nov-2012
[26-Jul-2002, 16-May-2003] [1-Mar-2006, 04-Jan-2007] [9-Nov-2012, 14-Mar-2013]
RV k3 5-Aug-2003 20-Jun-2007 3-Jan-2013
[31-Jul-2003, 20-Oct-2003] [11-May-2007, 20-Jul-2007] [27-Dec-2012, 19-Feb-2013]
indicating that the former is less conservative. In terms of the worst performing model,
no obvious pattern is apparent, either by number of breaks or GARCH vs RV GARCH.
At the 1% level, RV GARCH models outperform GARCH in all but one case, the Nikkei
225, where k = 0 and k = 1 perform equally. For AEX and Stoxx 50, k = 2 and k = 3
are the joint best performers, whilst for the FTSE, k = 1 and k = 2 are also the best
joint performers. In terms of the worst performing model, k = 0 does appear to be
consistently less conservative, with the highest VRatio in four out of five data sets, AEX
and FTSE 100 for GARCH and S&P 500 and Stoxx 50 for RV GARCH.
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Figure 5.6.7: Plots of break detection for the entire data set for each model for the
AEX. First row: Returns and mode of the breaks. Rows two to four: MCMC iterates
of break positions. Left: GARCH. Right: RV GARCH.
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Table 5.6.7: Mode of Break points and 95% credible interval for STOXX 50.
Break 1 Break 2 Break 3
G k1 9-Oct-2003
[22-Apr-2003, 25-Mar-2004]
RV k1 23-Oct-2007
[29-Nov-2006, 07-Jan-2008]
G k2 9-Oct-2003 7-Nov-2007
[22-Sep-2003, 29-Apr-2004] [21-Dec-2006, 9-Jun-2008]
RV k2 18-Nov-2003 7-Nov-2007
[14-Nov-2003, 23-Dec-2003] [1-Nov-2007, 7-Jan-2008]
G k3 9-Oct-2003 2-Nov-2007 7-Aug-2012
[9-Oct-2003, 28-Nov-2003] [17-Oct-2007, 19-May-2008] [14-Oct-2011, 3-Jul-2013]
RV k3 18-Nov-2003 2-Jan-2008 27-Jul-2012
[17-Nov-2003, 15-Dec-2003] [23-Nov-2007, 15-Jan-2008] [29-Jun-2012, 21-Dec-2012]
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Figure 5.6.8: Plots of break detection for the entire data set for each model for the
FTSE 100. First row: Returns and mode of the breaks. Rows two to four: MCMC
iterates of break positions. Left: GARCH. Right: RV GARCH.
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Overall it can be said that models with more break points do tend to perform better, at
both the 5% and 1% level, especially when comparing GARCH and RV GARCH, with
the later showing a lower, and hence more conservative, VRatio value. It is therefore
worthwhile to model structural breaks in the data for the purpose of VaR forecasting.
Table 5.6.10 shows the p value for the DQ test, estimated via Monte Carlo method. The
majority of models are not rejected by the test, indicating that they perform adequately
for VaR forecasting, as reflected in the VaR forecasting test above.
5.6.4 Loss function
A loss function is employed in order to further assess VaR quantile forecasts generated.
As per Koenker and Bassett Jr (1978) this is done through a criterion function, which
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Table 5.6.8: Unconditional Volatility for all models, for each regime.
GARCH RV GARCH
Model Regime 1 Regime 2 Regime 3 Regime 4 Regime 1 Regime 2 Regime 3 Regime 4
AEX k0 1.47 0.90
k1 1.82 1.27 0.92 0.92
k2 1.66 0.55 1.57 0.92 0.95 0.74
k3 2.63 0.30 8.24 1.65 1.05 0.66 1.13 0.74
FTSE 100 k0 1.39 0.69
k1 1.64 0.71 0.53 0.72
k2 1.33 0.31 1.14 0.52 0.82 0.57
k3 1.87 0.09 2.94 0.52 0.54 0.56 0.96 0.57
NIKKEI 225 k0 1.30 0.93
k1 1.30 1.09 1.21 0.87
k2 1.29 1.28 0.92 1.21 0.86 0.93
k3 1.68 0.93 4.79 0.90 1.21 0.74 0.89 0.93
S&P 500 k0 1.51 0.91
k1 1.59 0.81 0.98 0.81
k2 1.54 1.24 0.80 1.15 0.95 0.66
k3 2.38 0.43 20.50 0.64 1.24 0.67 1.14 0.66
STOXX 50 k0 1.75 1.15
k1 1.99 1.37 1.03 1.20
k2 1.88 0.80 1.79 1.45 0.81 1.23
k3 3.28 0.64 4.65 2.05 1.46 0.80 1.36 1.00
Table 5.6.9: Value-at-Risk Violation Ratios for each data set.
α = 5% α = 1%
Breaks (k) 0 1 2 3 0 1 2 3
AEX G 1.08 1.06 1.04 1.04 1.30 1.20 1.20 1.10
AEX RV 1.04 1.02 0.96 0.94 1.20 1.10 1.00 1.00
FTSE100 G 1.06 1.02 1.08 1.04 1.30 1.10 1.00 0.80
FTSE100 RV 0.88 0.84 0.86 0.90 1.10 1.00 1.00 0.90
NIKKEI G 0.96 1.20 1.26 1.20 1.00 1.00 0.70 1.10
NIKKEI RV 1.12 1.00 1.06 1.04 0.90 0.80 0.60 0.70
SP500 G 1.14 1.12 1.08 1.06 1.30 1.10 1.10 1.10
SP500 RV 1.10 0.98 1.00 1.00 1.60 0.90 1.00 0.90
STOXX G 1.10 1.10 1.08 1.12 1.10 0.90 0.90 0.90
STOXX RV 0.90 0.92 1.00 1.00 1.30 1.10 1.00 1.00
Table 5.6.10: Value-at-Risk DQ p values for each data set.
α = 5% α = 1%
Breaks (k) 0 1 2 3 0 1 2 3
AEX G 0.433 0.293 0.298 0.117 0.378 0.349 0.400 0.417
AEX RV 0.435 0.540 0.520 0.833 0.204 0.339 0.373 0.089
FTSE G 0.067 0.174 0.010 0.041 0.286 0.237 0.676 0.092
FTSE RV 0.050 0.031 0.038 0.064 0.739 0.699 0.721 0.577
NIKKEI G 0.673 0.506 0.366 0.505 0.675 1.000 0.793 0.881
NIKKEI RV 0.556 0.796 0.809 0.657 0.563 0.509 0.450 0.754
SP500 G 0.189 0.227 0.417 0.445 0.153 0.158 0.154 0.165
SP500 RV 0.115 0.258 0.108 0.351 0.034 0.688 0.596 0.676
STOXX G 0.028 0.059 0.172 0.148 0.383 0.364 0.393 0.388
STOXX RV 0.026 0.036 0.078 0.216 0.056 0.137 0.111 0.231
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Figure 5.6.9: Plots of break detection for the entire data set for each model for the
Nikkei 225. First row: Returns and mode of the breaks. Rows two to four: MCMC
iterates of break positions. Left: GARCH. Right: RV GARCH.
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should be minimized in quantile regression estimation, defined as:
LF =
s+f∑
t=s+1
(at −Qt)(α− It).
Where I is an indicator taking the value of 1 if there is a violation for VaR (at < Qt),
Qt is the quantile forecast, and α is the evaluation quantile for VaR.
The model with the lowest loss function figure is preferred. Results for the Value at Risk
loss function are provided in Table 5.6.11, where lowest values are boxed and highest
values are displayed in bold.
At the 5%, there is an improvement when comparing GARCH and RV GARCH models,
with the latter exhibiting the lowest LF value in four out of five data sets. In terms
of breaks, there is not a major differentiation between the number of breaks used, with
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Figure 5.6.10: Plots of break detection for the entire data set for each model for the
S%P 500. First row: Returns and mode of the breaks. Rows two to four: MCMC
iterates of break positions. Left: GARCH. Right: RV GARCH.
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k = 0 being the best performer in three out of five data sets, with k = 1 claiming
the remaining two. A similar story is present when examining the 1% results, with an
improvement when comparing GARCH and RV GARCH, but no net improvement when
the number of breaks increases.
Figure 5.6.17 shows the results for Table 5.6.11 in graphical form.
5.7 Conclusion
This chapter uses a Realised Volatility GARCH model with Structural Breaks, which
is compared to a GARCH model, also with breaks. My findings are multi-faceted: The
new sampling algorithm proposed accurately dates breaks in volatility when employed
within a Bayesian framework. Increasing the number of breaks does provide better
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Figure 5.6.11: Plots of break detection for the entire data set for each model for the
STOXX 50. First row: Returns and mode of the breaks. Rows two to four: MCMC
iterates of break positions. Left: GARCH. Right: RV GARCH.
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Table 5.6.11: Value at Risk Loss Function. Lower is better. Highest for data set/α
level in bold, lowest in box.
α = 5% α = 1%
Breaks (k) 0 1 2 3 0 1 2 3
AEX G 95.61 96.14 96.17 95.92 27.94 28.29 28.05 28.52
AEX RV 93.33 93.66 93.37 93.79 26.32 26.42 26.56 26.69
FTSE100 G 73.99 73.48 73.82 73.44 20.70 20.86 21.23 21.13
FTSE100 RV 72.75 72.58 72.58 72.71 20.99 21.08 20.99 21.16
NIKKEI G 104.63 106.95 106.34 107.75 32.53 32.93 32.2 33.29
NIKKEI RV 102.88 103.81 104.49 103.8 31.98 33.15 32.75 32.76
SP500 G 95.57 94.66 94.76 95.03 26.06 25.37 25.65 25.51
SP500 RV 93.84 93.89 93.85 93.97 24.85 24.84 24.94 25.05
STOXX G 121.38 121.21 121.81 121.49 34.17 34.59 34.68 34.59
STOXX RV 122.44 122.08 121.89 121.29 34.20 33.93 34.20 34.09
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Figure 5.6.12: AEX Unconditional Volatility within each regime for a GARCH (Top)
and RV GARCH model (bottom) with 3 break points. Red dotted lines represent the
95% credible intervals.
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Value-at-Risk forecasting performance, at both the 5% and 1% quantiles when using a
variety of formal and informal tests. RV GARCH once again does seem to dominate
under the scrutiny of a variety of metrics compared to GARCH, and does show its
versatility.
Several extensions could compare the dating performance of my new algorithm against
other established models, with both smooth and sharp transitions as proposed candidates.
The use of alternative realised measures such as the Realised Range (Martens and
Van Dijk (2007), Gerlach and Wang (2015)) could also be considered.
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Figure 5.6.13: FTSE 100 Unconditional Volatility within each regime for a GARCH
(Top) and RV GARCH model (bottom) with 3 break points. Red dotted lines represent
the 95% credible intervals.
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Figure 5.6.14: Nikkei 225 Unconditional Volatility within each regime for a GARCH
(Top) and RV GARCH model (bottom) with 3 break points. Red dotted lines represent
the 95% credible intervals.
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Figure 5.6.15: S&P 500 Unconditional Volatility within each regime for a GARCH
(Top) and RV GARCH model (bottom) with 3 break points. Red dotted lines represent
the 95% credible intervals.
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Figure 5.6.16: Stoxx 50 Unconditional Volatility within each regime for a GARCH
(Top) and RV GARCH model (bottom) with 3 break points. Red dotted lines represent
the 95% credible intervals.
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Figure 5.6.17: Loss Function plot for each model for the Value at Risk forecast for
each data set at the 5% and 1% level. Legend: Blue Circle - GARCH; Red Cross - RV.
Lower is better.
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26.5
27
27.5
28
28.5
AEX 1% VAR Loss Function
k = 0 k = 1 k = 2 k = 3
20.5
21
FTSE100 1% VAR Loss Function
k = 0 k = 1 k = 2 k = 3
32
33
NIKKEI 1% VAR Loss Function
k = 0 k = 1 k = 2 k = 3
25
25.5
26
SP500 1% VAR Loss Function
k = 0 k = 1 k = 2 k = 3
34
34.5
35
STOXX 1% VAR Loss Function
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5.8 Tables of Parameter Results
Table 5.8.1: AEX MCMC Parameter Estimate with 95% Credible Interval
AEX Regime 1 ω γ β η λ ξ φ τ1 τ2 σ
2
u ν µ
G Skt k1 0.024 0.114 0.875 12.683 -0.046 -0.003
[0.012,0.040] [0.089,0.146] [0.843,0.903] [8.373,19.487] [-0.103,0.009] [-0.024,0.019]
G Skt k2 0.025 0.113 0.875 12.467 -0.038 -0.001
[0.016,0.036] [0.093,0.138] [0.849,0.896] [8.899,17.544] [-0.082,0.006] [-0.018,0.016]
G Skt k3 0.025 0.112 0.876 12.261 -0.036 0.000
[0.016,0.035] [0.096,0.132] [0.856,0.895] [9.738,15.932] [-0.070,-0.002] [-0.015,0.014]
RV Skt t k1 0.012 0.261 0.686 6.502 -0.108 -0.072 1.059 -0.119 0.058 0.195 7.078 -0.026
[0.000,0.040] [0.169,0.348] [0.604,0.748] [4.185,10.729] [-0.206,-0.006] [-0.186,-0.020] [0.817,1.472] [-0.150,-0.088] [0.038,0.078] [0.173,0.223] [4.884,10.537] [-0.046,-0.005]
RV Skt t k2 0.008 0.253 0.691 6.215 -0.111 -0.061 1.072 -0.120 0.058 0.197 6.970 -0.027
[0.000,0.026] [0.175,0.332] [0.621,0.745] [4.350,9.556] [-0.208,-0.018] [-0.131,-0.021] [0.825,1.489] [-0.145,-0.095] [0.042,0.072] [0.175,0.224] [4.948,9.858] [-0.045,-0.009]
RV Skt t k3 0.046 0.362 0.666 15.858 -0.052 -0.122 0.868 -0.105 0.077 0.179 8.342 -0.030
[0.026,0.068] [0.324,0.402] [0.635,0.698] [10.693,26.304] [-0.092,-0.012] [-0.181,-0.071] [0.822,0.917] [-0.119,-0.092] [0.065,0.088] [0.169,0.190] [6.596,10.645] [-0.046,-0.014]
Regime 2
G skt k1 0.010 0.079 0.913 6.648 -0.102
[0.006,0.014] [0.063,0.098] [0.893,0.931] [5.595,7.916] [-0.138,-0.065]
G Skt k2 0.219 0.041 0.242 7.138 -0.068
[0.090,0.305] [0.002,0.101] [0.005,0.683] [4.807,10.868] [-0.141,0.012]
G Skt k3 0.236 0.036 0.182 7.020 -0.068
[0.133,0.303] [0.003,0.087] [0.003,0.522] [5.170,9.827] [-0.137,-0.007]
RV Skt t k1 0.095 0.426 0.590 10.359 -0.106 -0.231 0.912 -0.111 0.092 0.206 6.435
[0.075,0.115] [0.398,0.454] [0.566,0.614] [8.132,13.359] [-0.141,-0.071] [-0.270,-0.193] [0.883,0.942] [-0.122,-0.099] [0.085,0.101] [0.195,0.217] [5.579,7.519]
RV Skt t k2 0.093 0.409 0.606 10.640 -0.085 -0.232 0.916 -0.104 0.090 0.198 6.429
[0.076,0.110] [0.383,0.434] [0.585,0.629] [8.558,13.508] [-0.117,-0.055] [-0.270,-0.196] [0.889,0.944] [-0.115,-0.094] [0.083,0.098] [0.189,0.207] [5.593,7.352]
RV Skt t k3 0.033 0.312 0.633 6.723 -0.136 -0.291 0.956 -0.100 0.106 0.217 5.299
[0.001,0.078] [0.273,0.358] [0.590,0.671] [5.112,9.056] [-0.189,-0.085] [-0.395,-0.210] [0.864,1.052] [-0.121,-0.083] [0.095,0.120] [0.200,0.239] [4.566,6.236]
Regime 3
G Skt k2 0.011 0.086 0.908 6.519 -0.105
[0.007,0.016] [0.070,0.103] [0.889,0.924] [5.576,7.683] [-0.137,-0.071]
G Skt k3 0.013 0.086 0.908 6.166 -0.094
[0.008,0.026] [0.069,0.118] [0.865,0.926] [5.064,7.250] [-0.190,-0.051]
RV Skt t k2 0.076 0.501 0.481 10.455 -0.244 -0.236 0.898 -0.155 0.101 0.255 6.299
[0.010,0.158] [0.411,0.588] [0.413,0.545] [5.707,21.622] [-0.335,-0.147] [-0.353,-0.128] [0.798,1.009] [-0.191,-0.122] [0.079,0.125] [0.219,0.299] [4.428,9.479]
RV Skt t k3 0.087 0.501 0.518 9.793 -0.072 -0.156 0.884 -0.102 0.077 0.203 6.114
[0.060,0.119] [0.448,0.548] [0.482,0.562] [7.338,13.240] [-0.119,-0.028] [-0.223,-0.103] [0.837,0.938] [-0.118,-0.088] [0.068,0.088] [0.190,0.219] [5.054,7.506]
Regime 4
G Skt k3 0.020 0.108 0.869 6.710 -0.131
[0.006,0.039] [0.067,0.153] [0.809,0.930] [5.162,8.983] [-0.194,-0.061]
RV Skt t k3 0.079 0.451 0.510 8.343 -0.205 -0.269 0.933 -0.144 0.103 0.228 6.039
[0.021,0.140] [0.393,0.515] [0.462,0.558] [5.830,12.297] [-0.264,-0.148] [-0.363,-0.167] [0.843,1.029] [-0.167,-0.123] [0.087,0.119] [0.206,0.258] [4.642,8.103]
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Table 5.8.2: FTSE100 MCMC Parameter Estimate with 95% Credible Interval
FTSE 100 Regime 1 ω γ β η λ ξ φ τ1 τ2 σ
2
u ν µ
G Skt k1 0.006 0.086 0.911 15.172 -0.121 -0.018
[0.003,0.030] [0.076,0.106] [0.876,0.921] [11.392,36.890] [-0.148,-0.084] [-0.036,-0.001]
G Skt k2 0.030 0.110 0.873 28.107 -0.087 -0.018
[0.028,0.033] [0.105,0.119] [0.866,0.879] [21.449,35.818] [-0.113,-0.060] [-0.025,-0.011]
G Skt k3 0.029 0.108 0.876 34.480 -0.097 -0.017
[0.017,0.044] [0.088,0.129] [0.852,0.896] [18.347,63.320] [-0.143,-0.044] [-0.029,-0.005]
RV Skt t k1 0.053 0.252 0.758 35.998 -0.109 -0.253 0.924 -0.066 0.111 0.210 5.700 -0.036
[0.039,0.067] [0.227,0.279] [0.728,0.782] [17.950,76.870] [-0.161,-0.058] [-0.298,-0.209] [0.884,0.968] [-0.081,-0.052] [0.100,0.123] [0.196,0.227] [4.823,6.773] [-0.052,-0.019]
RV Skt t k2 0.052 0.251 0.761 31.310 -0.105 -0.250 0.918 -0.066 0.111 0.210 5.657 -0.037
[0.040,0.064] [0.230,0.273] [0.740,0.780] [17.845,54.788] [-0.151,-0.063] [-0.285,-0.213] [0.887,0.951] [-0.080,-0.053] [0.102,0.121] [0.198,0.225] [4.929,6.490] [-0.051,-0.023]
RV Skt t k3 0.050 0.248 0.764 29.380 -0.104 -0.245 0.917 -0.066 0.111 0.213 5.575 -0.037
[0.040,0.062] [0.229,0.268] [0.746,0.780] [18.609,48.174] [-0.140,-0.064] [-0.280,-0.212] [0.888,0.949] [-0.078,-0.054] [0.103,0.120] [0.202,0.226] [4.937,6.372] [-0.049,-0.024]
Regime 2
G skt k1 0.024 0.150 0.793 7.321 -0.152
[0.006,0.045] [0.091,0.211] [0.703,0.903] [5.028,10.446] [-0.227,-0.087]
G Skt k2 0.001 0.000 0.993 11.344 -0.060
[0.000,0.001] [0.000,0.002] [0.992,0.994] [8.872,14.732] [-0.097,-0.030]
G Skt k3 0.001 0.002 0.992 10.693 -0.063
[0.000,0.001] [0.000,0.006] [0.988,0.994] [7.515,16.454] [-0.122,0.001]
RV Skt t k1 0.042 0.369 0.603 12.198 -0.157 -0.155 1.014 -0.097 0.094 0.200 6.715
[0.020,0.066] [0.338,0.399] [0.575,0.630] [8.881,17.304] [-0.197,-0.116] [-0.207,-0.102] [0.966,1.062] [-0.111,-0.084] [0.084,0.103] [0.188,0.212] [5.642,8.076]
RV Skt t k2 0.054 0.380 0.579 17.277 -0.154 -0.168 1.043 -0.089 0.099 0.201 6.180
[0.033,0.076] [0.349,0.414] [0.548,0.609] [11.404,26.397] [-0.192,-0.113] [-0.215,-0.120] [0.996,1.088] [-0.101,-0.076] [0.090,0.109] [0.189,0.214] [5.288,7.325]
RV Skt t k3 0.045 0.403 0.526 19.158 -0.315 -0.317 0.998 -0.089 0.100 0.175 9.644
[0.002,0.109] [0.337,0.469] [0.465,0.590] [9.970,35.605] [-0.392,-0.234] [-0.441,-0.220] [0.905,1.116] [-0.112,-0.065] [0.083,0.118] [0.157,0.199] [6.310,15.132]
Regime 3
G Skt k2 0.009 0.111 0.881 8.545 -0.133
[0.007,0.011] [0.101,0.123] [0.869,0.892] [7.689,9.457] [-0.151,-0.115]
G Skt k3 0.010 0.096 0.896 9.262 -0.122
[0.007,0.015] [0.079,0.115] [0.877,0.914] [7.549,11.718] [-0.157,-0.085]
RV Skt t k2 0.025 0.373 0.589 6.648 -0.173 -0.266 0.928 -0.119 0.085 0.194 7.890
[0.001,0.080] [0.323,0.430] [0.540,0.634] [4.942,9.343] [-0.232,-0.111] [-0.384,-0.186] [0.835,1.014] [-0.141,-0.097] [0.069,0.103] [0.179,0.214] [5.784,10.896]
RV Skt t k3 0.059 0.405 0.562 14.771 -0.107 -0.153 0.993 -0.089 0.099 0.210 5.244
[0.035,0.083] [0.367,0.442] [0.525,0.596] [9.768,25.478] [-0.151,-0.064] [-0.206,-0.105] [0.938,1.052] [-0.103,-0.075] [0.089,0.110] [0.194,0.229] [4.472,6.190]
Regime 4
G Skt k3 0.023 0.152 0.791 7.120 -0.156
[0.014,0.037] [0.115,0.198] [0.732,0.837] [5.273,9.594] [-0.221,-0.095]
RV Skt t k3 0.022 0.370 0.590 6.672 -0.173 -0.257 0.934 -0.117 0.085 0.193 7.853
[0.001,0.074] [0.325,0.420] [0.546,0.633] [5.018,9.046] [-0.230,-0.119] [-0.358,-0.179] [0.849,1.014] [-0.139,-0.096] [0.071,0.100] [0.180,0.209] [5.952,10.620]
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Table 5.8.3: NIKKEI 225 MCMC Parameter Estimate with 95% Credible Interval
NIKKEI 225 Regime 1 ω γ β η λ ξ φ τ1 τ2 σ
2
u ν µ
G Skt k1 0.104 0.059 0.879 15.958 -0.012 -0.015
[0.052,0.187] [0.035,0.086] [0.824,0.920] [9.338,29.307] [-0.081,0.061] [-0.039,0.008]
G Skt k2 0.090 0.054 0.892 14.375 -0.013 -0.015
[0.057,0.138] [0.039,0.072] [0.856,0.919] [10.177,19.848] [-0.063,0.047] [-0.029,-0.002]
G Skt k3 0.095 0.057 0.887 14.864 -0.013 -0.014
[0.059,0.150] [0.039,0.077] [0.851,0.919] [10.083,21.956] [-0.065,0.047] [-0.032,0.003]
RV Skt t k1 0.093 0.276 0.613 18.436 -0.049 -0.234 1.123 -0.002 0.111 0.166 7.809 -0.025
[0.064,0.126] [0.218,0.336] [0.561,0.662] [10.765,33.839] [-0.105,0.006] [-0.359,-0.141] [0.949,1.367] [-0.017,0.014] [0.099,0.124] [0.155,0.179] [5.752,11.017] [-0.047,-0.003]
RV Skt t k2 0.094 0.272 0.617 16.656 -0.050 -0.239 1.127 -0.003 0.111 0.166 7.775 -0.026
[0.069,0.124] [0.227,0.318] [0.571,0.659] [10.726,27.082] [-0.104,0.005] [-0.332,-0.159] [0.981,1.311] [-0.016,0.011] [0.100,0.122] [0.156,0.178] [6.031,10.290] [-0.045,-0.008]
RV Skt t k3 0.094 0.277 0.619 13.899 -0.061 -0.240 1.108 -0.005 0.110 0.165 7.632 -0.026
[0.076,0.115] [0.249,0.315] [0.590,0.653] [11.151,17.328] [-0.094,-0.026] [-0.297,-0.190] [0.993,1.216] [-0.013,0.004] [0.103,0.118] [0.157,0.174] [6.446,9.365] [-0.039,-0.013]
Regime 2
G skt k1 0.022 0.090 0.890 6.704 -0.075
[0.015,0.032] [0.073,0.111] [0.866,0.910] [5.679,7.918] [-0.109,-0.038]
G Skt k2 0.018 0.099 0.889 8.851 -0.074
[0.012,0.026] [0.082,0.116] [0.870,0.906] [6.460,11.120] [-0.112,-0.037]
G Skt k3 0.014 0.066 0.917 7.298 -0.068
[0.006,0.024] [0.035,0.089] [0.889,0.949] [5.484,9.363] [-0.122,-0.012]
RV Skt t k1 0.137 0.449 0.528 7.268 -0.064 -0.336 0.935 -0.054 0.138 0.216 6.959
[0.111,0.164] [0.417,0.481] [0.497,0.559] [6.116,8.621] [-0.101,-0.026] [-0.381,-0.295] [0.900,0.974] [-0.068,-0.040] [0.127,0.149] [0.206,0.228] [5.975,8.226]
RV Skt t k2 0.118 0.457 0.543 8.552 -0.040 -0.289 0.903 -0.043 0.134 0.191 9.905
[0.095,0.142] [0.426,0.486] [0.516,0.571] [7.012,10.688] [-0.075,-0.003] [-0.328,-0.252] [0.873,0.933] [-0.054,-0.032] [0.125,0.145] [0.182,0.200] [7.905,12.652]
RV Skt t k3 0.023 0.261 0.609 7.183 0.001 -0.225 1.267 -0.061 0.143 0.190 12.777
[0.001,0.063] [0.220,0.309] [0.562,0.661] [5.303,9.381] [-0.062,0.061] [-0.332,-0.142] [1.104,1.451] [-0.082,-0.042] [0.125,0.159] [0.177,0.205] [7.722,22.487]
Regime 3
G Skt k2 0.050 0.086 0.854 5.152 -0.092
[0.026,0.277] [0.064,0.210] [0.467,0.894] [3.751,5.651] [-0.170,-0.067]
G Skt k3 0.068 0.151 0.825 14.580 -0.093
[0.021,0.137] [0.107,0.204] [0.770,0.875] [8.229,28.437] [-0.168,-0.014]
RV Skt t k2 0.205 0.435 0.437 5.330 -0.144 -0.503 1.076 -0.094 0.152 0.297 5.146
[0.132,0.288] [0.370,0.508] [0.363,0.506] [4.235,6.934] [-0.208,-0.081] [-0.631,-0.395] [0.968,1.191] [-0.123,-0.067] [0.127,0.180] [0.266,0.338] [4.100,6.550]
RV Skt t k3 0.119 0.504 0.517 8.554 -0.043 -0.259 0.861 -0.039 0.139 0.190 8.639
[0.098,0.136] [0.484,0.529] [0.496,0.542] [7.213,10.551] [-0.075,-0.016] [-0.283,-0.228] [0.840,0.878] [-0.048,-0.029] [0.129,0.147] [0.182,0.197] [7.395,10.251]
Regime 4
G Skt k3 0.039 0.079 0.878 5.005 -0.072
[0.023,0.061] [0.054,0.109] [0.829,0.916] [4.174,5.939] [-0.110,-0.035]
RV Skt t k3 0.199 0.429 0.444 5.319 -0.139 -0.498 1.076 -0.092 0.152 0.297 5.037
[0.149,0.255] [0.382,0.478] [0.393,0.497] [4.496,6.292] [-0.189,-0.093] [-0.584,-0.407] [0.998,1.158] [-0.114,-0.073] [0.133,0.173] [0.273,0.324] [4.227,5.870]
Chapter 5. Structural Breaks using GARCH 145
Table 5.8.4: S&P 500 MCMC Parameter Estimate with 95% Credible Interval
S&P 500 Regime 1 ω γ β η λ ξ φ τ1 τ2 σ
2
u ν µ
G Skt k1 0.011 0.088 0.907 8.453 -0.093 0.043
[0.007,0.015] [0.075,0.101] [0.894,0.919] [7.062,10.202] [-0.123,-0.065] [0.023,0.063]
G Skt k2 0.076 0.090 0.876 10.212 0.006 0.043
[0.035,0.132] [0.067,0.119] [0.834,0.910] [7.299,14.452] [-0.052,0.062] [0.026,0.061]
G Skt k3 0.106 0.107 0.847 8.502 -0.004 0.044
[0.050,0.187] [0.075,0.149] [0.775,0.898] [6.125,11.307] [-0.065,0.051] [0.029,0.059]
RV Skt t k1 0.107 0.332 0.658 14.055 -0.109 -0.325 0.974 -0.062 0.115 0.247 9.754 -0.001
[0.091,0.124] [0.307,0.357] [0.634,0.682] [10.654,19.156] [-0.142,-0.074] [-0.364,-0.288] [0.943,1.008] [-0.075,-0.049] [0.106,0.125] [0.237,0.259] [7.967,12.189] [-0.020,0.019]
RV Skt t k2 0.110 0.261 0.694 18.511 -0.036 -0.372 1.030 -0.053 0.109 0.242 8.304 0.000
[0.075,0.143] [0.225,0.296] [0.647,0.743] [11.855,27.841] [-0.097,0.031] [-0.475,-0.299] [0.923,1.156] [-0.073,-0.033] [0.097,0.121] [0.227,0.258] [6.293,10.642] [-0.017,0.018]
RV Skt t k3 0.119 0.258 0.684 17.536 -0.020 -0.390 1.054 -0.049 0.109 0.242 8.161 0.002
[0.101,0.141] [0.227,0.296] [0.648,0.715] [11.689,26.575] [-0.069,0.028] [-0.458,-0.327] [0.971,1.150] [-0.065,-0.034] [0.098,0.120] [0.228,0.256] [6.509,10.461] [-0.014,0.017]
Regime 2
G skt k1 0.076 0.262 0.615 8.407 -0.217
[0.044,0.114] [0.181,0.355] [0.500,0.718] [5.428,14.030] [-0.295,-0.138]
G Skt k2 0.012 0.087 0.904 7.540 -0.112
[0.008,0.017] [0.074,0.101] [0.890,0.916] [6.265,9.118] [-0.142,-0.086]
G Skt k3 0.006 0.010 0.977 26.740 -0.043
[0.003,0.013] [0.000,0.039] [0.937,0.990] [14.170,51.145] [-0.096,0.014]
RV Skt t k1 0.122 0.416 0.519 8.316 -0.213 -0.366 0.987 -0.117 0.174 0.347 12.185
[0.083,0.163] [0.377,0.454] [0.480,0.557] [6.125,11.506] [-0.264,-0.164] [-0.433,-0.300] [0.932,1.047] [-0.142,-0.093] [0.156,0.195] [0.326,0.370] [8.348,18.450]
RV Skt t k2 0.119 0.361 0.631 8.247 -0.143 -0.335 0.954 -0.080 0.152 0.286 9.920
[0.094,0.154] [0.330,0.409] [0.592,0.660] [5.689,10.932] [-0.176,-0.110] [-0.383,-0.291] [0.916,0.989] [-0.095,-0.064] [0.139,0.170] [0.267,0.315] [7.935,12.400]
RV Skt t k3 0.013 0.274 0.635 9.548 -0.131 -0.306 1.007 -0.074 0.117 0.235 12.075
[0.001,0.042] [0.240,0.316] [0.589,0.675] [7.002,13.595] [-0.174,-0.089] [-0.383,-0.247] [0.912,1.096] [-0.092,-0.056] [0.101,0.133] [0.222,0.249] [8.835,16.981]
Regime 3
G Skt k2 0.075 0.262 0.617 8.308 -0.218
[0.047,0.107] [0.194,0.347] [0.517,0.709] [5.546,12.948] [-0.290,-0.145]
G Skt k3 0.013 0.101 0.895 6.004 -0.116
[0.009,0.020] [0.087,0.116] [0.880,0.910] [5.167,7.094] [-0.152,-0.084]
RV Skt t k2 0.120 0.541 0.348 11.389 -0.312 -0.463 0.918 -0.136 0.140 0.361 8.184
[0.033,0.216] [0.473,0.615] [0.289,0.404] [6.902,19.565] [-0.382,-0.239] [-0.572,-0.351] [0.823,1.014] [-0.171,-0.102] [0.115,0.168] [0.328,0.402] [5.464,12.596]
RV Skt t k3 0.135 0.392 0.615 7.515 -0.145 -0.329 0.920 -0.080 0.166 0.302 10.713
[0.112,0.163] [0.362,0.422] [0.586,0.642] [5.912,9.631] [-0.186,-0.105] [-0.382,-0.283] [0.884,0.957] [-0.097,-0.062] [0.152,0.181] [0.285,0.320] [8.177,14.370]
Regime 4
G Skt k3 0.073 0.260 0.621 8.168 -0.218
[0.048,0.104] [0.198,0.332] [0.529,0.700] [5.713,12.221] [-0.281,-0.146]
RV Skt t k3 0.124 0.546 0.347 11.463 -0.315 -0.466 0.914 -0.136 0.139 0.36 7.873
[0.037,0.208] [0.483,0.608] [0.291,0.398] [7.231,18.954] [-0.377,-0.251] [-0.566,-0.362] [0.833,1.013] [-0.170,-0.105] [0.117,0.163] [0.329,0.396] [5.473,11.213]
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Table 5.8.5: STOXX 50 MCMC Parameter Estimate with 95% Credible Interval
STOXX 50 Regime 1 ω γ β η λ ξ φ τ1 τ2 σ
2
u ν µ
G Skt k1 0.049 0.096 0.889 23.271 -0.028 0.015
[0.023,0.083] [0.074,0.125] [0.858,0.914] [12.167,49.618] [-0.096,0.037] [-0.010,0.041]
G Skt k2 0.045 0.092 0.894 20.498 -0.028 0.016
[0.025,0.068] [0.076,0.112] [0.873,0.913] [13.589,31.117] [-0.077,0.022] [-0.010,0.043]
G Skt k3 0.047 0.091 0.894 20.549 -0.025 0.017
[0.029,0.068] [0.076,0.108] [0.876,0.911] [13.503,33.191] [-0.066,0.017] [-0.001,0.036]
RV Skt t k1 0.068 0.266 0.737 21.037 -0.119 -0.252 0.950 -0.113 0.127 0.251 6.590 -0.031
[0.054,0.081] [0.236,0.293] [0.710,0.768] [12.823,37.251] [-0.162,-0.071] [-0.291,-0.212] [0.914,0.988] [-0.129,-0.096] [0.116,0.139] [0.233,0.269] [5.575,7.848] [-0.054,-0.008]
RV Skt t k2 0.098 0.255 0.719 38.565 -0.038 -0.329 1.028 -0.097 0.102 0.222 5.350 -0.034
[0.079,0.117] [0.228,0.282] [0.692,0.747] [19.589,79.962] [-0.088,0.014] [-0.402,-0.263] [0.971,1.092] [-0.112,-0.082] [0.090,0.114] [0.206,0.240] [4.559,6.335] [-0.055,-0.012]
RV Skt t k3 0.097 0.254 0.720 35.738 -0.038 -0.326 1.028 -0.097 0.102 0.222 5.262 -0.034
[0.080,0.114] [0.232,0.280] [0.694,0.742] [20.440,61.758] [-0.085,0.011] [-0.383,-0.272] [0.974,1.084] [-0.109,-0.083] [0.091,0.113] [0.207,0.238] [4.618,6.047] [-0.052,-0.016]
Regime 2
G skt k1 0.018 0.086 0.903 6.882 -0.093
[0.012,0.026] [0.071,0.104] [0.884,0.919] [5.783,8.249] [-0.126,-0.061]
G Skt k2 0.030 0.065 0.886 8.440 -0.154
[0.011,0.063] [0.028,0.102] [0.810,0.942] [5.790,13.327] [-0.226,-0.085]
G Skt k3 0.030 0.069 0.882 8.115 -0.155
[0.018,0.047] [0.052,0.092] [0.842,0.916] [6.390,10.580] [-0.201,-0.109]
RV Skt t k1 0.113 0.394 0.548 7.609 -0.116 -0.243 1.026 -0.127 0.104 0.272 4.263
[0.085,0.146] [0.359,0.438] [0.509,0.585] [6.022,9.746] [-0.156,-0.075] [-0.302,-0.185] [0.968,1.086] [-0.142,-0.111] [0.091,0.117] [0.249,0.298] [3.697,4.873]
RV Skt t k2 0.008 0.242 0.633 8.842 -0.201 -0.178 1.181 -0.134 0.173 0.273 9.845
[0.000,0.025] [0.208,0.277] [0.582,0.678] [6.354,12.640] [-0.255,-0.148] [-0.238,-0.132] [1.068,1.305] [-0.158,-0.111] [0.156,0.191] [0.256,0.292] [7.054,14.237]
RV Skt t k3 0.007 0.236 0.643 8.765 -0.199 -0.172 1.183 -0.136 0.172 0.279 7.993
[0.000,0.022] [0.210,0.265] [0.604,0.685] [6.700,11.993] [-0.244,-0.155] [-0.222,-0.130] [1.090,1.286] [-0.156,-0.116] [0.157,0.188] [0.264,0.298] [6.209,11.298]
Regime 3
G Skt k2 0.028 0.098 0.890 6.400 -0.068
[0.016,0.044] [0.076,0.123] [0.864,0.914] [5.197,8.023] [-0.109,-0.027]
G Skt k3 0.054 0.099 0.884 6.186 -0.042
[0.031,0.094] [0.076,0.130] [0.850,0.910] [4.795,7.814] [-0.089,0.002]
RV Skt t k2 0.117 0.396 0.545 7.490 -0.112 -0.247 1.028 -0.126 0.101 0.270 4.150
[0.091,0.147] [0.364,0.434] [0.510,0.575] [6.044,9.533] [-0.149,-0.075] [-0.307,-0.191] [0.972,1.082] [-0.140,-0.113] [0.091,0.113] [0.249,0.294] [3.700,4.669]
RV Skt t k3 0.108 0.464 0.501 10.109 -0.077 -0.163 0.959 -0.112 0.098 0.208 6.188
[0.077,0.144] [0.425,0.508] [0.465,0.538] [7.610,13.914] [-0.121,-0.037] [-0.231,-0.104] [0.906,1.015] [-0.127,-0.095] [0.088,0.107] [0.192,0.226] [4.984,7.785]
Regime 4
G Skt k3 0.037 0.107 0.868 5.894 -0.081
[0.017,0.065] [0.076,0.150] [0.815,0.909] [4.609,7.614] [-0.135,-0.032]
RV Skt t k3 0.108 0.354 0.484 5.831 -0.149 -0.303 1.131 -0.147 0.12 0.384 3.224
[0.055,0.163] [0.317,0.394] [0.436,0.533] [4.597,7.400] [-0.199,-0.096] [-0.410,-0.206] [1.032,1.241] [-0.172,-0.123] [0.102,0.139] [0.323,0.475] [2.810,3.698]
Chapter 6
Conclusion
In the domain of risk management, practitioners and academics are constantly seeking
reliable, parsimonious but cutting edge methods to assess the risks inherent with financial
transactions. This has never rung truer after the extreme market events that were
witnessed during the GFC. Even though some market participants were already using
advanced tools, such as Value-at-Risk, others were using simplistic measures that could
not account for the extreme level of co-movement that was experienced once the markets
saw large drawdowns and a flight-to-quality scenario occurred.
This thesis has presented a variety of models, all underpinned by the concept of Realised
Volatility, which was born out of the availability of high frequency data in the latter part
of the 1990’s. The problem of parameter estimation was addressed by using Bayesian
methods, which address the issue of parameter uncertainty together with incorporating
prior information, which is a noticeable advantage over traditional maximum likelihood
techniques.
Chapter 1 provided a quick recap of univariate GARCH models, together with a review of
the available literature in the field. Realised Volatility GARCH models were introduced
in a formal setting, and their evolution and advantages explained, together with the
advantages of using a Bayesian framework. The contributions for each chapter were also
outlined.
Chapter 2 gave a quick history lesson in the topic of recent financial disasters, a segue for
the introduction of Value-at-Risk and Conditional Value-at-Risk. A brief recap of how
such a metric emerged out of market turmoil is provided, followed by a formal definition.
Various specifications for the various distributions employed in this thesis are provided.
A similar review is provided for CVaR. Model appraisal techniques are discussed, as
they were used as formal evaluation tools throughout the thesis for the various models
proposed.
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Chapter 3 presents a univariate model, the Realised Volatility GARCH model, which
was estimated using Bayesian techniques. This is the foundation to subsequent models
used in the thesis, and is evaluated against a GARCH counterpart using low-frequency,
or daily data. A simulation study is also provided, which showed favourable MCMC
performance when compared to models fitted by maximum likelihood. The addition of
a Student-t distribution is implemented in the measurement equation, together with an
alternative specification of the Skewed Student-t distribution for the volatility equation.
Various Realised Volatility measures are directly compared, and they all showed a
positive improvement over GARCH models under a variety of formal and informal tests.
Chapter 4 builds on Chapter 3 by implementing the univariate RV GARCH model as
a marginal in a multivariate setting by employing various Copula models, which are
compared to univariate GARCH models and Copula models with GARCH marginals. A
simulation study again showed unbiased sampling performance. High-frequency data is
used in the construction of a Realised Correlation, which is used within a DCC framework
and directly compared to a traditional DCC framework. International markers are
explored via the use of daily and weekly data, due to issues of return synchronisation,
together with a domestic (USA) only data set which takes advantage of intra-daily data.
The whole framework is implemented with a Bayesian MCMC approach, with the use
of a two-step IFM to tackle the margins and copula parameters. The first step is to
recover marginal parameters by simulating from the joint posterior of the parameters
for each marginal distribution. Conditional on the estimates from the marginals step
two is performed by again simulating from the joint posterior of the copula parameters.
The use of high-frequency data in the covariance structure does seem to offer an identical
result or only a marginal improvement, but is not as evident of an improvement as
including high frequency data in the volatility equation. Realised Volatility produces a
more accurate forecast for both VaR and CVaR at the 5% and 1% quantiles when using
a variety of formal and informal tests. The choice of distribution does appear to be a
significant differentiating factor, at both the univariate and Copula level. This is true
for both weekly and daily data.
Chapter 5 returns to a univariate setting, but addresses the issue of breaks in volatility
by introducing structural breaks in RV GARCH models. A new MCMC algorithm
is proposed to accurately date breaks in volatility when employed within a Bayesian
framework. Favourable performance compared to GARCH is shown by a simulation
study. When examined from the lens of Value-at-Risk forecasting performance, increasing
the number of breaks does provide superior performance compared to GARCH, at both
the 5% and 1% quantiles when using a various back-testing procedures.
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The main findings can be summarised as follows: Realised Volatility GARCH models
provide a more accurate framework in the context of risk forecasting, specifically Value-at
Risk and Conditional Value-at-Risk. There are also improvements for portfolio construction,
and estimation of break points. The use of Skewed Student-t distributions does also
suggest an improved forecasting performance, albeit its contribution is marginal compared
to using high-frequency data.
6.1 Proposed Future Research
• In the context of RV GARCH, several extensions could allow for a broader range
of distributions such as the Asymmetric Laplace (Q. Chen et al. (2012)) or Weibull
distribution in either or both of the returns and measurement equation.
• In Chapter 3, only a small subset of possible realised measures was explored,
and therefore additional measures such as Realised Range (Martens and Van Dijk
(2007); Gerlach and Wang (2015)) could be examined.
• Further specifications for the volatility equation could also be considered, such as
extending the leverage function or the inclusion of further exogenous data.
• Several extensions could compare the performance of Archimedean Copulas (Lee
and Long (2009)) when GARCH and RV GARCH marginals are used, as well as
Vine-Copulas (Hofmann and Czado (2010)).
• The structural break model in Chapter 5 could be extended by comparing the
dating performance of my new algorithm against other established models, with
both smooth and sharp transitions as proposed candidates.
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