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Abstract
A system of stochastic differential equations is formulated describing
the heat and salt content of a two-box ocean. Variability in the heat
and salt content and in the thermohaline circulation between the boxes
is driven by fast Gaussian atmospheric forcing and by ocean-intrinsic,
eddy-driven variability. The eddy forcing of the slow dynamics takes the
form of a colored, non-Gaussian noise. The qualitative effects of this non-
Gaussianity are investigated by comparing to two approximate models:
one that includes only the mean eddy effects (the ‘averaged model’), and
one that includes an additional Gaussian white-noise approximation of the
eddy effects (the ‘Gaussian model’). Both of these approximate models
are derived using the methods of fast averaging and homogenization.
In the parameter regime where the dynamics has a single stable equi-
librium the averaged model has too little variability. The Gaussian model
has accurate second-order statistics, but incorrect skew and rare-event
probabilities. In the parameter regime where the dynamics has two stable
equilibria the eddy noise is much smaller than the atmospheric noise. The
averaged, Gaussian, and non-Gaussian models all have similar stationary
distributions, but the jump rates between equilibria are too small for the
averaged and Gaussian models.
1 Introduction
H. Stommel (1961) developed a conceptual model of the global ocean thermo-
haline circulation that consists of a system of ordinary differential equations
modeling the heat and salt content of two containers (‘boxes’). One box models
the equatorial ocean, and the other models the extra-tropical ocean. The boxes
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exchange heat and salt with each other and with the atmosphere. The rate of
flow between the boxes is proportional to the density difference between the
boxes, and a major result of Stommel’s investigation was that in some param-
eter regimes the system exhibits two equilibria: one analogous to the current
climate, with dense cold water sinking at high latitudes, and one correspond-
ing to a very different regime with dense salty water sinking in the equatorial
ocean. In general, the goal of studies using extremely simplified models like
Stommel’s is to observe and understand qualitative features that might inform
and guide subsequent studies using more complete and more complex models.
The qualitative predictions of Stommel’s model have since been verified using
more complete ocean models, e.g. Rahmstorf (1995) and Deshayes et al. (2013).
The present investigation develops a model closely related to Stommel’s
where the slow, density-driven exchange of heat and salt between the boxes is
augmented by fast, non-Gaussian stochastic processes representing eddy-driven
heat and salt transport. Eddies smaller than the grid scale of comprehensive
numerical ocean (and atmosphere) models can have significant impacts on the
global circulation, and modeling the impacts of these unresolved eddies is a
topic of continuing research; Berner et al. (2016) contains a review of stochastic
models of eddy effects from an operational modeling perspective. The second
author recently proposed a non-Gaussian model of the heat and salt transport
associated with unresolved ocean eddies (Grooms, 2016). In this model, the
eddy velocity and density fields (the latter linearly related to temperature and
salinity) are modeled as centered Gaussian random fields, and the transports are
modeled as the product of eddy velocity and density. The product of centered,
jointly Gaussian random variables has a distinctive, non-Gaussian probability
density, with a logarithmic singularity at the origin and skewed, algebraically-
modulated exponential decay in the tails. This non-Gaussian model is sig-
nificantly different from recent Gaussian stochastic models of eddy transport,
e.g. Andrejczuk et al. (2016); Williams et al. (2016) and Juricke et al. (2017).
The present investigation is motivated by the desire to observe the qualitative
effects of this kind of non-Gaussian transport in an extremely simple model, in
particular by comparison to Gaussian stochastic models, with the expectation
of informing future investigations using more complex models.
Several authors have developed stochastic versions of Stommel’s model to
investigate the slow response of the ocean thermohaline circulation to fast atmo-
spheric forcing, e.g. Cessi (1994); Ve´lez-Belchı et al. (2001); Monahan (2002);
Monahan et al. (2002) and Monahan and Culina (2011). In these stochastic
Stommel models the atmospheric heat and salt fluxes in Stommel’s model are
replaced by Gaussian stochastic noise terms, resulting in a system of stochastic
differential equations (SDEs). The model developed here attempts to under-
stand a qualitatively different physical process: fast eddy transport. Since the
eddies are typically faster than the global thermohaline circulation, the new
model has the form of a slow-fast system, where eddy variables evolve on a fast
time scale and converge towards a jointly Gaussian distribution conditioned on
the slow variables. The slow variables (the heat and salt difference between the
boxes) are impacted by quadratic products of fast variables modeling the fast
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eddy transport. The formal theory of fast averaging (Papanicolaou and Kohler,
1974; Pavliotis and Stuart, 2008; Freidlin and Wentzell, 2012), is used to gener-
ate approximate slow systems for comparison: one with a drift correction and
one with both drift and diffusion corrections derived from the eddy dynamics.
These approximate systems qualitatively represent more complete ocean mod-
els with, respectively, deterministic and Gaussian stochastic models of the eddy
transport.
A new stochastic Stommel model is developed in §2. The two approximate
models of the slow system are derived in §3. The numerical methods and ex-
perimental configuration are described in §4 and the results of these simulations
are described in §5. A slightly different model with two stable equilibria is for-
mulated and simulated in §6. The results and their implications are discussed
in §7.
2 Formulating a Slow-Fast Two-Box Stochastic
Ocean Model
Consider a domain [0, Lx] × [0, Ly] × [0, H] representing an ocean basin, and
let this domain be partitioned into two subdomains [0, Lx] × [0, `] × [0, H] and
[0, Lx]× [(`, Ly]× [0, H] with volumes V1 = Lx`H and V2 = Lx(Ly − `)H. The
first box (index 1) will represent the equatorial side of the ocean basin, and the
second will represent the poleward side. The domain is filled with a fluid whose
density is related to its temperature and salinity via
ρ = ρ0[1 + αS(S − S0)− αT (T − T0)]
where ρ0 = 1029 kg/m
3 is a constant reference density, T0 = 5 C and S0 = 35
psu are a constant reference temperature and salinity (psu are practical salinity
units; for the present purposes it is reasonable to use the simplification 1 psu =
1 g/kg), and αS = 7.5×10−4 psu−1 and αT = 1.7×10−4 C−1 are coefficients of
haline and thermal expansion. The conservation equations for heat are in the
form of a system of two differential equations
dT1
dt
= − 1
τT
(T1 − T ∗1 )−
Fq
ρ0cpV1
,
dT2
dt
= − 1
τT
(T2 − T ∗2 ) +
Fq
ρ0cpV2
where T1 and T2 are the mean temperature in each box, τT is the timescale
of relaxation towards an externally-specified atmospheric temperature T ∗i , cp =
4000 J/kg is the heat capacity of seawater (e.g. ρ0cpV1T1 is the heat content
of the equatorial box), and Fq is the heat flux from the equatorial box to the
poleward box. The total heat content ρ0cp(V1T1 + V2T2) thus depends only on
the external forcing.
Similarly, the conservation equations for salt are
dS1
dt
=
1
2
F (t)− FS , dS2
dt
= −1
2
F (t) + FS
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where 2F (t) is the external freshwater forcing in the equatorial box (e.g. rain,
runoff, ice melt) and FS is the salt flux from the equatorial box to the poleward
box. The external freshwater forcing is assumed not to change the net salt
content, so that S1 + S2 remains constant in time.
Following Stommel (1961), the heat and salt fluxes between the boxes are
assumed to depend only on the temperature and salinity differences between
the boxes. As a result, the temperature and salinity differences between the
boxes decouple from the net heat and salt content. Defining ∆T = T1− T2 and
∆S = S1 − S2,
d∆T
dt
= − 1
τT
(∆T −∆T ∗)− 2
[
1
ρ0cpV1
+
1
ρ0cpV2
]
FT
d∆S
dt
= F (t)− 2FS .
Similar to Cessi (1994) and Ve´lez-Belchı et al. (2001), the atmospheric tem-
perature difference ∆T ∗ and external freshwater forcing are here modeled as
constant mean terms plus Gaussian white noise, leading to
d∆T =
[
− 1
τT
(∆T −∆T ∗)− 2
[
1
ρ0cpV1
+
1
ρ0cpV2
]
FT
]
dt+
σ∆T√
τT
dW∆T
d∆S =
[
F − 2FS
]
dt+
σS√
τd
dWS .
The amplitude of the noise forcing is here related to τd, a diffusive time scale,
defined below.
In Stommel’s original model the fluxes between the boxes consists of diffusive
fluxes proportional to the temperature and salinity differences, and advective
fluxes associated with the large-scale ocean circulation whose rate is proportional
to the magnitude of the density difference between the boxes
2
[
1
ρ0cpV1
+
1
ρ0cpV2
]
FT =
(
1
τd
+
1
τaρ0αT∆T ∗
|∆ρ|
)
∆T
2FS =
(
1
τd
+
1
τaρ0αT∆T ∗
|∆ρ|
)
∆S
where τd is the time scale of diffusive transport, τa is the time scale of advective
transport, and
∆ρ = ρ0[αS∆S − αT∆T ]
is the density difference between the boxes. Cessi (1994) used a smoother for-
mulation, which does not qualitatively change the results
2
[
1
ρ0cpV1
+
1
ρ0cpV2
]
FT =
(
1
τd
+
1
τa(ρ0αT∆T ∗)2
∆ρ2
)
∆T
2FS =
(
1
τd
+
1
τa(ρ0αT∆T ∗)2
∆ρ2
)
∆S.
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The novel contribution to the model made here consists of the addition of fast
variables crudely representing eddy velocity v, temperature T , and salinity S
anomalies at the interface between the boxes. The eddy-induced fluxes between
the boxes will be modeled as an addition to the slow diffusive and advective
fluxes
2
[
1
ρ0cpV1
+
1
ρ0cpV2
]
FT =
(
1
τd
+
1
τa(ρ0αT∆T ∗)2
∆ρ2
)
∆T +
[
1
`
+
1
Ly − `
]
vT
2FS =
(
1
τd
+
1
τa(ρ0αT∆T ∗)2
∆ρ2
)
∆S +
[
1
`
+
1
Ly − `
]
vS.
The prefactors of `−1 + (Ly − `)−1 account for the fact that the boxes need
not have equal volume, and that total heat and salt need to be conserved. For
simplicity, only ` = Ly/2 is considered from here on.
In general the flux between the boxes should be described by
∫ Lx
0
∫H
0
vTdzdx
where v and T are evaluated at y = `. Our formulation amounts to a severe
simplification that ignores the spatial structure of the eddy velocity and temper-
ature perturbations between the boxes, and considers them only as zero-mean
jointly-Gaussian variables. This level of simplification is consistent with the sim-
plification of the ocean to two well-mixed boxes in the original Stommel model,
and is guided by the desire to investigate the qualitative effects of Gaussian-
product noise, since eddy noise with this structure was recently observed by
Grooms (2016).
The fast eddy velocity will be modeled as an Ornstein-Uhlenbeck process
dv = − 1
τe
vdt+
√
2
τe
σvdWv
where τe is the eddy time scale and σv is the eddy velocity scale, chosen to
be 15 days and 10 cm/s, respectively Stammer (1997). The eddy velocity can
be thought of as being set by wind-driven processes independent of the density
difference between the boxes. This is a simplification of the more complex reality
where eddy kinetic energy depends also on the large-scale density gradient. The
following model of the eddy dynamics is perhaps more qualitatively appropriate
dv = − v
τe
dv +
√
2(1 + µ∆ρ2)
τe
dWv
where µ > 0 is a parameter representing the sensitivity of the eddy variance to
the large-scale density gradient. This model is not pursued further here, in part
because of the difficulties in guaranteeing its ergodicity and in finding a robust
numerical method for its solution.
The eddy temperature and salinity anomalies will be modeled as resulting
from eddy transport across the large-scale gradients
dT
dt
= − T
τe
− v 2∆T
Ly
,
5
dS
dt
= − S
τe
− v 2∆S
Ly
.
The relaxation towards zero on a time scale of τe qualitatively represents the
full range of dissipative processes acting on temperature and salinity anomalies:
cascade towards small scales and eventual diffusion, and atmospheric damping
of thermal anomalies, etc. The time scale τe should not be associated with
any particular physical process, but instead guarantees decorrelation of eddy
anomalies on the time scale τe.
The governing equations are nondimensionalized using the diffusive time
scale, the external constant atmospheric temperature difference ∆T ∗ ≈ 20 C for
large-scale temperature, and the convenient salinity scale αT∆T ∗/αS ≈ 4.5 psu
for large-scale salinity. It will be convenient to scale the eddy temperature and
salinity variables differently; specifically, T will have dimensions ∆T ∗Ly/(σvτd)
and S will have dimensions αT∆T ∗Ly/(αSσvτd). The reason for this unexpected
scaling will be commented on shortly.
Following traditional notation, the nondimensional temperature difference
will be denoted x and the nondimensional salt difference will be denoted y;
risking confusion, the nondimensional eddy variables will have the same nota-
tion as their dimensional counterparts. The complete nondimensional system is
therefore
dx =
[
− 1
T
(x− 1)− [1 + Pa(x− y)2]x+ 4vT
]
dt+
√
1
T
σxdWx (1a)
dy =
[
1− [1 + Pa(x− y)2]y + 4vS
]
dt+ σydWy (1b)
dv = −v

dv +
√
2

dWv (1c)
dT = −1

[
T + 2P 2vx
]
dt (1d)
dS = −1

[
S + 2P 2vy
]
dt (1e)
where
T =
τT
τd
,  =
τe
τd
, Pa =
τd
τa
, Pe =
σvτd
Ly
, P =
√
Pe.
Pa and Pe are Pe´clet numbers comparing the time scales of large-scale advective
transport and fast eddy transport to the time scale of diffusion, respectively.
The following parameter estimates are drawn from Cessi (1994) and Ve´lez-
Belchı et al. (2001), and are consistent with the more recent observational anal-
ysis of Schmitt (2008). The diffusive time scale τd is approximately 219 years,
and the time scale of large scale advection τa is approximately 35 years. Cessi
estimates τT to be 25 days Cessi (1994), but Ve´lez-Belchi et al. argue convinc-
ingly that large-scale temperature anomalies are damped on a slower time scale
of approximately 220 days. Ve´lez-Belchi et al. used salinity noise whose nondi-
mensional amplitude is here σy = 0.15, and assuming that fast atmospheric
temperature fluctuations lead to perturbations on the order of 0.07 C implies
nondimensional thermal noise has amplitude σx = 0.005. Finally, using a length
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scale appropriate to the global oceans Ly ≈ 8, 250 km leads to the following set
of parameters which are adopted for the remainder of the investigation
T =
1
400
,  =
1
5000
, Pa = 6, Pe = 80, σx = 0.005, σy = 0.15. (2)
The reason for scaling S and T differently from ∆S and ∆T should now be
clear: 2P 2e is the same order of magnitude as 
−1, implying that both terms in
the evolution equations for S and T are of comparable magnitude.
For the parameters (2) the system (1) has three equilibria, two of which are
stable. The equilibria all have v, T, S = 0, and the stable equilibria occur at
(x, y) ≈ (0.989, 0.22) and (x, y) ≈ (0.998, 1.00). In the absence of eddy dynam-
ics, one would expect small atmospheric noise to lead to jumping between the
two stable equilibria of the system; this was the focus of Cessi (1994); Monahan
(2002); Monahan et al. (2002) and Monahan and Culina (2011). The existence
of stable equilibria is intrinsically tied to the nonlinear terms that model slow
advective exchange between the boxes. As the exchange between the boxes be-
comes dominated by diffusion instead of advection (Pa → 0) one of the stable
equilibria disappears in a reverse saddle-node bifurcation leaving a single stable
equilibrium.
Equations (1d) and (1e) lack noise terms, implying that the classical condi-
tions for ergodicity (Khasminskii, 2012) do not apply. Conditions for ergodic-
ity of this type of system of SDEs can be found in Mattingly et al. (2002).
The first condition is that there is an inner-product norm ‖ · ‖ such that
〈u,F (u)〉 ≤ α − β‖u‖2 for some α, β > 0 where u is a vector containing the
dependent variables and F (u) is the drift. It is straightforward to verify that
‖u‖2 = x2 + y2 + v2 + (2/P 2)(T 2 + S2) satisfies this condition. The second
condition is that the vectors {ρi, [[F ,ρj ],ρk]} span R5 where ρi, i = 1, 2, 3
are the columns of the diffusion matrix, which are here proportional to the
first three standard basis vectors, and [·, ·] is a Lie bracket. Since [[F ,ρ1],ρ3]
and [[F ,ρ2],ρ3] are proportional to the fourth and fifth standard basis vectors,
respectively, the system satisfies the conditions of Mattingly et al. (2002) for
ergodicity.
3 Two Approximate Slow Models
In this section two systems of SDEs are derived approximating the evolution of
the slow variables x and y in (1). The system of SDEs (1) with parameters (2)
has three time scales since  < T  1: x evolves significantly more quickly than
y, yet slower than the eddy variables v, T , and S. Many previous investigations
(which lacked the eddy variables) accounted for the scale separation somewhat
crudely by setting x = 1, and focused on the dynamics of the slowest variable y,
e.g. Cessi (1994); Monahan (2002); Monahan et al. (2002), and Monahan et al.
(2008). The analysis of Monahan and Culina (2011) is more careful, employing
the same methods used here but for the system without eddy variables and in
the limit T → 0. This section considers the limit → 0 while holding T fixed.
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The two approximate models are derived using standard approximations for
slow-fast systems (Papanicolaou and Kohler, 1974; Pavliotis and Stuart, 2008;
Freidlin and Wentzell, 2012). The presentation here follows the convenient re-
view found in Bouchet et al. (2016); the formulas are derived in a straightforward
manner using formal asymptotic methods applied to the backwards Kolmogorov
equation for the system (for details, see the appendices of Bouchet et al. (2016)).
The first approximation is derived via simple averaging. In the limit  → 0
the eddy variables are well approximated as solutions to (1c)–(1e) with x and
y considered constant. Curiously, although the full system (1) has a smooth
invariant measure the system (1c)–(1e) does not: the long-time limiting distri-
bution of v, T , and S is jointly Gaussian with a singular covariance matrix. In
light of this, the following noise-augmented system is considered instead
dv = −v

dv +
√
2

dWv (3a)
dT = −1

[
T + 2P 2vx
]
dt+
√
2

σdWT (3b)
dS = −1

[
S + 2P 2vy
]
dt+
√
2

σdWS (3c)
and the limit σ → 0 is taken after the fact.
The invariant measure of (3) is Gaussian with zero mean and covariance 1 −P 2x −P 2y−P 2x 2P 4x2 + σ2 2P 4xy
−P 2y 2P 4xy 2P 4y2 + σ2
 . (4)
The averages of the terms vT and vS in the slow equations with respect to
the invariant measure of the fast system are simply −P 2x and −P 2y, respec-
tively. It is worth noting that these values are independent of the auxiliary noise
amplitude σ. Inserting these into the slow equations leads to the following ap-
proximate model
Deterministic Approximation
dx =
[
− 1
T
(x− 1)− [1 + Pa(x− y)2]x− 4P 2x
]
dt+
√
1
T
σxdWx (5a)
dy =
[
1− [1 + Pa(x− y)2]y − 4P 2y
]
dt+ σydWy. (5b)
The model (5) is referred to as the ‘deterministic’ or ‘averaged’ approximation
since it models the eddy terms vT and vS as deterministic functions of x and
y. It is straightforward to verify that this model is ergodic under the classical
conditions of Khasminskii (2012).
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As described in Bouchet et al. (2016), one can derive equations that ap-
proximate the variations of the true solution to (1) around the solution of the
approximate model (5). Combining the equations for the variations with the
deterministic approximation leads to further corrections in both the drift and
diffusion, of order  and
√
, respectively. The drift correction is significantly
smaller than the leading-order drift. But the leading-order diffusion terms in
the x and y equations are of order ≈ 0.1, and corrections of order √ may be
of comparable magnitude.
In order to compute the diffusion corrections, it is convenient to define some
notation. Let Y = (v, T, S)T denote the solution to the noise-augmented system
(3). Define constant matrices
M = −1

 1 0 02P 2x 1 0
2P 2y 0 1
 , G = √2

 1 0 00 σ 0
0 0 σ

such that the fast system (3) may be written dY = MY + GdW . The solution
is thus
Y (τ) = eMτY0 +
∫ τ
0
eM(τ−s)GdW . (6)
The deviations of the eddy terms vT and vS from their conditional means are
denoted
f(x, y,Y ) =
(
vT + 4P 2x
vS + 4P 2y
)
.
According to Bouchet et al. (2016), the diffusion-corrected model for the slow
variables has the form
dx =
[
− 1
T
(x− 1)− [1 + Pa(x− y)2]x− 4P 2x
]
dt
+
√
axx(x, y)dWˆx +
√
axy(x, y)dWˆy +
√
1
T
σxdWx
dy =
[
1− [1 + Pa(x− y)2]y − 4P 2y
]
dt
+
√
ayx(x, y)dWˆx +
√
ayy(x, y)dWˆy + σydWy.
where the matrix
A =
[
axx axy
ayx ayy
]
is any square root of the following symmetric positive definite matrix
C =
∫ ∞
0
EY0
[
EY (τ)
[
f(x, y,Y (τ))fT (x, y,Y0) + f(x, y,Y0)f
T (x, y,Y (τ))
]]
dτ.
The matrix C is the integral of the time-lagged auto-covariance of f with x and
y considered constant. In the above expression, EY (τ) denotes the expectation
on Y (τ) conditioned on the initial condition Y0; the distribution is Gaussian
with mean and covariance implied by (6). EY0 denotes expectation on Y0 whose
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distribution is the stationary distribution of the fast process, in this case a
zero-mean Gaussian with covariance (4). The calculation for the system under
consideration here is particularly straightforward since it requires only higher
moments of jointly-Gaussian variables. The matrix C is found to have the form
C =
[
16(5P 4x2 + σ2 ) 80P
4xy
80P 4xy 16(5P 4y2 + σ2 )
]
.
In this case (unlike the leading-order drift term) the limit σ → 0 is singular
in the sense that the matrix C becomes positive semi-definite. Nevertheless, a
square root matrix A exists; in the limit σ → 0 it has the form
A = 4
√
5P 2
[
x 0
y 0
]
.
The model for the slow variables with leading-order drift and diffusion correc-
tions (but ignoring the order- drift correction) is thus
Gaussian Stochastic Approximation
dx = −
[
1
T
(x− 1) + [1 + Pa(x− y)2]x+ 4P 2x
]
dt+ 4
√
5P 2xdWˆ +
√
1
T
σxdWx
(7a)
dy =
[
1− [1 + Pa(x− y)2]y − 4P 2y
]
dt+ 4
√
5P 2ydWˆ + σydWy. (7b)
For x ≈ 1 the noise amplitude associated with the eddies is ≈ 0.16, which is
slightly larger than the ‘atmospheric’ noise σ/
√
T = 0.1. The order- drift
corrections have also been calculated, but they are small in comparison with
the leading-order terms, and have been left out of the model for simplicity.
This system of SDEs is interpreted in the Ito sense; while the drift corrections
in slow-fast systems with one slow degree of freedom can be interpreted as a
correction from Stratonovich to Ito, this is no longer generally true in systems
with multiple slow degrees of freedom (Pavliotis and Stuart, 2008; Freidlin and
Wentzell, 2012). It is straightforward to verify that this model is ergodic under
the classical conditions of Khasminskii (2012).
It is interesting to note that the Gaussian stochastic model replaces the eddy
terms vT and vS by −4P 2x(dt+√5dWˆ ) and −4P 2y(dt+√5dWˆ ). This form
of subgrid-scale parameterization is qualitatively the same as that proposed in
Buizza et al. (1999), where it was proposed to multiply a deterministic parame-
terization (here −4P 2x) by a stochastic process (here 1 +√5W˙ ). This style of
stochastic parameterization has been widely used in atmospheric models (Berner
et al. (2016) provides a review), and much has been made of the role of multi-
plicative noise by, e.g. Sura et al. (2005). The above derivation gives an example
where this style of ad hoc parameterization is rigorously justified, though mul-
tiplicative noise with a linear coefficient is certainly not the universal form of
eddy-induced noise (see e.g. Monahan and Culina, 2011, for a counterexample).
10
Recall that for the parameters (2) the system (1) has only three equilibria,
two of which are stable. The equilibria all have v, T, S = 0, and the stable
equilibria occur at (x, y) ≈ (0.989, 0.22) and (x, y) ≈ (0.998, 1.00). The deter-
ministic and Gaussian stochastic models have the same drift, which has only
one equilibrium at (x, y) ≈ (0.974, 0.093). As will be verified by the results in
§5, the inclusion of nonlinear eddy effects completely changes the regime of the
ocean model from a regime of multiple equilibria to a regime with a single stable
equilibrium.
The averaged drift has a single stable equilibrium for all P greater than
approximately 0.117; below this value the drift undergoes a saddle-node bifur-
cation that creates a pair of equilibria near x = 1 and y = 1. To achieve such
small values of P would require reducing the eddy velocity scale from 10 cm/s
to 1 cm/s, which is unrealistically small. The approximate models derived in
this section show that the mean effect of eddies is linear and diffusive. Since a
linear diffusive effect is already present in the equations (the terms −x and −y
in (1a) and (1b)), the mean eddy effect could be viewed as a double-counting
of eddy-induced diffusive exchange between the boxes. This can be rectified
by eliminating the mean diffusion terms, and such a model is formulated and
studied in §6. By avoiding a double-counting of diffusive exchange, the model
in §6 allows multiple equilibria with small, yet realistic eddy amplitudes.
4 Numerical Methods
Numerical methods are needed to compare the qualitative behavior of the three
models (1), (5), and (7) . Many methods are derived based on the assumption
that the drift is globally-Lipschitz (Kloeden and Platen, 1992), which is not the
case here. Several more recent investigations have analyzed numerical methods
for SDEs whose drift satisfies a one-sided Lipschitz condition (e.g. Higham et al.
(2002) and Mao and Szpruch (2013)), but none of the models in consideration
here satisfy such a condition. A method appropriate to polynomial drifts is
derived by Lamba et al. (2007), but their analysis requires an invertible diffusion
matrix, which the model (1) does not have. The Euler-Maruyama method may
be appropriate, but is known to behave poorly in problems with polynomial
drift (Mattingly et al., 2002; Hutzenthaler et al., 2011). In light of this, the
‘backward Euler’ (BE) method is used here for all three models. For a general
system of SDEs of the form
dX = b(X)dt+ Σ(X)dW
the BE method takes the following form
Xn+1 −∆tb(Xn+1) = Xn + Σ(Xn)∆Wn (8)
where ∆t is the time step. In every simulation presented here ∆t = 2 × 10−6,
which is significantly smaller than the smallest time scale of the system  =
2×10−4. Mattingly et al. (2002) prove that the method is ergodic (for sufficiently
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Figure 1: Base-10 logarithm of the climatological joint probability density func-
tions of x and y for (a) Full model (1), (b) Deterministic approximation (5),
and (c) Gaussian-stochastic approximation (7). The vertical lines are placed at
x = 0.96 and x = 0.985.
small ∆t) and that the invariant measure of the numerical method converges
to that of the SDE as ∆t → 0. Though the analysis of Mattingly et al. (2002)
focuses on models with additive noise, the BE method is nevertheless applied
here to the model (7) with multiplicative noise.
For the model (1), a two-step process is used to generate solutions of the
nonlinear system of equations (8). First, an asymptotic approximation in the
limit ∆t→ 0 is computed that has the form X∗ = Xn + Σ(Xn)∆Wn +O(∆t);
this approximation is followed by a single Newton step. For the systems (5) and
(7), approximate solutions to the the nonlinear systems were generated using
10 fixed-point iterations started at Xn. Given the small step size, the resulting
approximations solve their respective nonlinear systems with high accuracy; the
residuals are typically on the order of 10−11.
5 Results
5.1 Climatology
A suite of 10,000 independent simulations was run starting from x, y, v, T, S =
0 at t = 0. Data were saved for the time interval t ∈ [4, 10], saving every
100th time step for a spacing of 2 × 10−4. The mean and covariance appeared
to have stabilized by t = 4, suggesting that the data in t ∈ [4, 10] represents
the stationary climatological distribution of the system. Recalling that the
dimensional time unit is 219 years, this amounts to 1,314 years of data saved
approximately twice per month. The three models all have the same mean of
(x, y) ≈ (0.974, 0.094), which is very close to the equilibrium of the deterministic
and Gaussian stochastic models at (0.974, 0.093). All three models have the
same marginal standard deviation of y approximately equal to 0.034. This
can be explained by the fact that the amplitude of the eddy noise in the y
equation is estimated in the Gaussian stochastic model to be 4
√
5P 2y ≈ 0.015
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for y = 0.093, which is much less than the atmospheric noise with amplitude
σy = 0.15.
The climatological distributions of the models differ in other respects. For
example, the marginal standard deviation of x is 0.0063, 0.0035, and 0.0065 in
the full, deterministic, and Gaussian stochastic models, respectively. The eddy
noise in the x equation is of comparable size to the atmospheric noise, and has
a significant impact on the variability; the deterministic model lacks this eddy
noise, and has too little variability. The lack of eddy noise in the x equation of
the deterministic model also leads to an overestimate of the correlation between
x and y: the full and Gaussian stochastic models have correlations 0.15 and
0.14, respectively, while the deterministic model has correlation 0.23. The most-
probable values of the distributions are (x, y) ≈ (0.976, 0.092) for the full model,
(0.974, 0.091) for the deterministic model, and (0.973, 0.093) for the Gaussian
stochastic model; the differences in the y value are negligible, but the differences
in the x value are up to half of a standard deviation.
Time-lagged correlation functions were computed, for example Corr[x(t), x(t+
τ)] = C(τ) (stationarity is assumed). The correlation functions are all very sim-
ilar across the models (not shown). The correlation functions all decay mono-
tonically to zero, so it is natural to define a decorrelation time by
∫∞
0
C(τ)dτ .
The correlation functions for y in all three models are very similar, with decor-
relation time approximately 22 years. The correlation function for x exhibits
similar rapid initial decay in all three models. The correlation function for x in
the deterministic model has a long tail, with larger long-lag correlations than
the other two models, leading to a decorrelation time of 1.6 years, which is
longer than the decorrelation times of the full model and Gaussian stochastic
model, both of which are approximately 1 year.
A simple binning procedure was used to generate approximations to the
climatological probability density function (pdf) for each model; results are
shown in Fig. 1, with panels (a)–(c) presenting the full model, deterministic
model, and Gaussian stochastic model, respectively. It has already been noted
that the three models have the same marginal variance for y, and indeed the
range of y in the three models is quite similar. The deterministic model is
clearly under-dispersed with respect to x. The climatological distribution of the
Gaussian stochastic model has a more-accurate core, but is not skewed in the
same way as the full model.
It is possible that minor deficiencies near the core of the distribution could
be corrected by adding order- corrections to the drift of the Gaussian stochastic
model, but the results of Bouchet et al. (2016) indicate that such corrections
will not generate correct rare-event probabilities even in the limit  → 0. To
emphasize differences in the rare event probabilities, the probabilities of x ≤ 0.96
and x ≥ 0.985 were calculated for the three models (these x values are indicated
by vertical lines in Fig. 1). The small-event probabilities are 0.039 for the full
model, less than 10−4 for the deterministic model, and 0.022 for the Gaussian
stochastic model. The large-event probabilities are 0.016 for the full model, less
than 10−3 for the deterministic model, and 0.048 for the Gaussian stochastic
model. Not surprisingly, the deterministic approximation has too-small rare
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Figure 2: (a) and (b): x trajectories of the full model (1). (c) probability that
x > 0.985 at t = 0, and (d) probability that x < 0.96 at t = 0 for forecasts
initialized from the trajectories in (a) and (b), respectively. Note that the time
axes in (a) and (b) are different from those in (c) and (d).
event probabilities. The Gaussian-stochastic model is more accurate, but is still
incorrect by more than a factor of 2 in each case.
In order to verify that the system does not remain near the stable equilib-
rium of (1) at (x, y) ≈ (1, 1), a set of 1,000 simulations of (1) was run with
initial condition (x, y, v, T, S) = (1, 1, 0, 0, 0). These simulations were again run
for the interval t ∈ [0, 10], saving the output from t ∈ [4, 10]. The stationary
distribution did not display a secondary peak near (1, 1), indicating that the
two stable equilibria of the full model are largely irrelevant to the dynamics of
the system.
5.2 Rare event forecasting
The previous section examined only the stationary climatological distributions
of the three models. Within a climate prediction scenario, short-term behavior is
also important. Given that the climatological distributions differ mainly in their
rare event probabilities, a separate set of experiments was used to investigate
the ability of the models to predict rare events over a shorter time interval. The
goal was to test how accurately the approximate models forecast the probability
of the unusually large and small x values over a range of forecast lead times.
Two trajectories of the system (1) were selected out of the 10,000 discussed
above: one with a value of x ≤ 0.96 and one with a value of x ≥ 0.985. These
trajectories are shown in Fig. 2 panels (a) and (b). Note that the large-x
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trajectory passes the threshold of 0.985 approximately half a year before the
final time, whereas the small-x trajectory crosses the 0.96 threshold only at
the last time step. For a single lead time, e.g. 2 years before the rare event,
ensembles of 10,000 independent forecasts for all three models were initialized
from the true trajectory. At the time of the rare event these ensembles were used
to estimate the probability of x ≤ 0.96 (or x ≥ 0.985). The probabilities shown
in Fig. 2c correspond to the large-x trajectory, and those in Fig. 2c correspond
to the small-x trajectory. Since the large-x trajectory crosses the threshold
nearly half a year before the final time, all 10,000 of the forecasts initialized
at any lead time less than half a year in advance are already above threshold;
nevertheless, the probability at the final time is less than one because many of
the trajectories cross the threshold back towards smaller values of x.
In both cases the forecast by the deterministic model is severely untrustwor-
thy, assigning extremely low rare-event probability even when initialized close
to or even beyond the threshold. The rare-event probability forecast by the
Gaussian stochastic model, in contrast, begins to increase from its climatolog-
ical value at approximately the same time that the true forecast probability
begins to increase, between 0.8 and 0.6 years in advance for the large-x event
and around 0.3 years in advance for the small-x event. Although the actual
probability assigned by the Gaussian stochastic model at relatively long lead
times is incorrect, the fact that it begins to increase at the right time could
still be used qualitatively to predict whether the model is getting close to a rare
event. Once the probability of a rare event increases past about 20%, the Gaus-
sian stochastic model uniformly under-predicts the correct probability, despite
having over-predicted the climatological probability for x > 0.985. For example,
with a lead time of about 2.5 months the Gaussian stochastic model predicts
the large-x event with probability only 53% while the true probability is in fact
67%; with a lead time of half a month the Gaussian stochastic model predicts
the small-x event with probability only 21% while the true probability is 61%.
In summary, the deterministic model is essentially useless for rare-event fore-
casting, while the Gaussian stochastic model is only qualitatively useful, pre-
dicting whether a rare event is more likely but not with a robust uncertainty
estimate.
6 A model without mean diffusion
As noted at the end of §3, the averaged effect of the eddies is linear and diffusive.
Linear diffusive terms are already included in the budgets of heat and salt, with
the result that the averaged models have only one stable equilibrium unless the
eddies are assumed to be extremely weak, with velocities on the order of 1 cm/s.
If one assumes that linear diffusive exchange between the boxes is entirely eddy-
driven then one can drop the mean diffusion terms from the governing equations
of the full model, i.e. equations (1a) and (1b) are changed to
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dx =
[
− 1
T
(x− 1)− Pa(x− y)2x+ 4vT
]
dt+
√
1
T
σxdWx (9)
and
dy =
[
1− Pa(x− y)2y + 4vS
]
dt+ σydWy (10)
respectively. The eddy reductions proceed as before, so that the −x and −y
terms are similarly dropped from the deterministic (5) and Gaussian (7) models.
The resulting model is much more amenable to multiple equilibria. For P greater
than about 0.514 there is a single stable equilibrium with x ≈ 1 and y ≈
0.25. Below this value of P the system undergoes a saddle-node bifurcation
that creates a pair of equilibria near (x, y) = (1, 1); the saddle then moves
down towards the original equilibrium, which it joins in a reverse saddle-node
bifurcation at P approximately 0.301, below which there remains only a single
equilibrium. We investigate the system at a value of Pe = 32, i.e. P ≈ 0.45,
where there are three equilibria: a stable one at (.99, .24), a saddle at (1.00, .65),
and another stable one at (1.00, 1.11).
6.1 Ergodicity
Recall that there are two conditions for ergodicity of hypoelliptic SDEs in Mat-
tingly et al. (2002). The first condition is that there is an inner-product norm
‖ ·‖ such that 〈u,F (u)〉 ≤ α−β‖u‖2 for some α, β > 0 where u is a vector con-
taining the dependent variables and F (u) is the drift. The second condition is
that the vectors {ρi, [[F ,ρj ],ρk]} span R5 where ρi, i = 1, 2, 3 are the columns
of the diffusion matrix, and [·, ·] is a Lie bracket. It is straightforward to verify
that the second condition is met in this model in the same way that it is met
in the original model (1).
The first condition is more difficult. We will use the inner product 〈u,v〉 =
u1v1 + u2v2 + u3v3 + (2/P
2)(u4v4 + u5v5), so we must show that there are
α, β > 0 such that
〈u,F (u)〉 − α+ β‖u‖2 ≤ 0
i.e.
− α+ y − x(x− 1)/T − Pa(x− y)2(x2 + y2)− v2 − (2/P 2)(T 2 + S2)
+ β(x2 + y2 + v2 + (2/P 2)(T 2 + S2)) ≤ 0.
The terms involving the eddy variables (v, T , and S) will clearly pose no problem
provided that β < −1. It therefore remains to see whether one can choose α, β
such that
−α+ y − x(x− 1)/T − Pa(x− y)2(x2 + y2) + β(x2 + y2) ≤ 0.
Consider the behavior along a line through the origin in the (x, y) plane: along
any line except y = x the function is a quartic polynomial that can be made
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Figure 3: (a) Climatological marginal probability density functions p(y) for the
three models without mean diffusion. Climatological joint probability density
functions p(x, y) for (b) Full model, (c) Deterministic approximation, and (d)
Gaussian-stochastic approximation.
negative by choosing α sufficiently large. Along the line y = x the condition
reduces to
−α+ x− x(x− 1)/T + 2βx2 ≤ 0.
As long as β < T /2 it will be possible to choose α sufficiently large that this
condition is met. The model without mean diffusion terms is therefore still
ergodic. Ergodicity is important because it implies that there is a single cli-
matological distribution independent of the initial condition; the conditions of
Mattingly et al. (2002) further guarantee that the distribution collapses expo-
nentially quickly towards the climatological distribution.
6.2 Numerical experiments
Ensemble simulations for the three models without mean diffusion were run with
1000 ensemble members each. The deterministic and Gaussian approximate
models were initialized with x = 1, y = 0.6, while the full model was initialized
with x = 1, y = 0.65, and v, T, S = 0. After a burn-in of 4 nondimensional time
units, the simulations were run for 500 more time units, i.e. about 110,000 years.
Although the models are geometrically ergodic, with distributions collapsing
exponentially quickly towards the invariant distribution, this was not enough
time for the approximate models to reach the invariant distribution. These
models were then extended for a further 500 time units, during which time
their distributions converged. The full model was initialized closer to the saddle
point, so its distribution converged within the first 504 time units.
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Figure 4: Regime transitions for the three models without mean diffusion. (a)
A single y(t) trajectory from the full system showing jumps between regimes.
(b) The probability p01(τ) of a transition from y(t) < 0.5 to y(t+ τ) > 0.8. (c)
The probability p10(τ) of a transition from y(t) > 0.8 to y(t+ τ) < 0.5.
The climatological distributions of the slow variables are shown in Fig. 3.
Panel (a) shows the marginal y distributions of the three models, while panels
(b)–(d) show the joint (x, y) distributions. The three models are remarkably
similar. Though  is the same as in the previous case, P is smaller. The diffu-
sion correction in the x equation of the Gaussian-stochastic approximation has
amplitude 4
√
5P 2x ≈ 0.026 which is smaller than the atmospheric noise ampli-
tude σx/
√
T = 0.1; the atmospheric noise similarly dominates the y equation.
As a result, the effects of eddy noise are not seen in the equilibrium distributions
of the three models.
The noise levels are low enough that the system trajectories make rare tran-
sitions between the neighborhoods of the two stable equilibria; Fig. 4 panel (a)
shows a system trajectory y from the full model that jumps between regimes.
The rates and paths of these transitions are the subject of large deviation theory
(Freidlin and Wentzell, 2012). The methods of Bouchet et al. (2016) to analyze
the transitions do not seem to apply directly here because of the inclusion of
noise forcing in the slow dynamics. In any case, it is not difficult to estimate
the transition probabilities from simulations. For practical purposes it was con-
venient to estimate the following probabilities p01(τ) = P (y(t+ τ) > 0.8 | y(t) <
0.5) and p10(τ) = P (y(t + τ) < 0.5 | y(t) > 0.8). These transition probabilities
are plotted for the three models in panels (b) and (c), respectively. The effects
of differences in the eddy noise are clear: the deterministic model has the low-
est transition probabilities; the Gaussian stochastic model has higher transition
probabilities; the full model has the highest transition probabilities.
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7 Conclusions
This paper formulates a stochastic two-box ocean model modeled after Stom-
mel’s (1961); the model consists of a system of 5 SDEs (1). Previous stochastic
Stommel models (e.g. Cessi, 1994; Ve´lez-Belchı et al., 2001; Monahan et al.,
2002; Monahan, 2002; Monahan and Culina, 2011), modeled the atmospheric
heat and freshwater forcing as Gaussian stochastic processes, and the exchange
of heat and salt between the boxes as a nonlinear drift term corresponding to the
large-scale overturning thermohaline circulation. The novelty of the formulation
here is that a fast, eddy-driven component is added to the the exchange between
the boxes. The terms modeling the eddy-driven exchange are quadratic prod-
ucts of approximately Gaussian random variables; products of jointly-Gaussian
random fields were recently found to be an accurate model of eddy-driven ex-
changes in Grooms (2016).
In more complete and complex ocean models, fast eddy effects are frequently
modeled deterministically. Stochastic parameterizations have recently been de-
veloped that multiply these deterministic eddy parameterizations by Gaussian
random fields (Andrejczuk et al., 2016; Juricke et al., 2017), which is a popular
approach for atmospheric models based on the work of Buizza et al. (1999) and
Sura et al. (2005). Using methods of averaging and homogenization for slow-
fast systems (Pavliotis and Stuart, 2008; Freidlin and Wentzell, 2012; Bouchet
et al., 2016), two models were derived approximating the evolution of the slow
components (the difference in heat and salt content of the two boxes). The first
model (5) replaces the fast eddy-driven exchange terms by a fixed ‘deterministic’
drift term, analogous to the standard approach of deterministic parameteriza-
tion in more complex ocean models. The second model (7) adds an additional
multiplicative noise term accounting for fast variations in the eddy-driven flux.
A suite of simulations of each of the three models was used to compare their
qualitative behavior. Two regimes were considered: one with a single stable
equilibrium, and one with two stable equilibria.
The main results are as follows. There is little qualitative difference in the
core of the stationary distributions of the full, non-Gaussian model and the
Gaussian multiplicative approximation. In the regime with a single equilibrium
the deterministic model has too little variability, but the Gaussian model gives
an accurate climatological mean and covariance. In the regime with two stable
equilibria the climatological distribution of the three models is nearly the same.
In the regime with two stable equilibria the amplitude of the eddies is smaller
than in the regime with a single equilibrium, which could perhaps account for
the fact that the deterministic model is more accurate in the former regime.
Observational estimates suggest that up to 30% of the variability of the Atlantic
Meridional Overturning Circulation (AMOC) is driven by ocean eddies, with the
rest driven by atmospheric noise Hirschi et al. (2013); Sonnewald et al. (2013).
Though the Gaussian stochastic model gives a good approximation of the
core of the climatological distribution, the rare event probabilities are inaccu-
rate. In the single-equilibrium regime there is no clear trend in the behavior: the
Gaussian model overestimates rare event probabilities on one side of the mean,
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and underestimates on the other side. This inaccuracy manifests for short time,
transient behavior too: even with a short lead time, the Gaussian model gives
inaccurate predictions of the probability of a rare event.
In the regime with two stable equilibria the rare events of interest are the
transitions between the two. Despite the reduced amplitude of the eddies in
this regime, clear differences were observed in the rates of transition from the
neighborhood of one equilibrium to another: the deterministic model had the
rarest transitions, and the Gaussian model still made transitions less frequently
than the full model.
The goal of the investigation was to investigate the qualitative impacts of
non-Gaussian eddy noise of the type observed by Grooms (2016) in a simple
model, and to compare to models with Gaussian noise and without eddy noise.
The results suggest that Gaussian stochastic parameterizations may be able to
successfully produce the day-to-day variability associated with the core of the
climatological distribution, but that more accurate non-Gaussian models may
be needed to correctly model rare events. Such rare events include extreme
behavior like droughts and heat waves, as well as abrupt transitions between
climate regimes. The impact of stochastic parameterizations on rare event dis-
tributions in climate models has only recently begun to be investigated Tagle
et al. (2016).
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