Wind is considered to be a free, renewable and environmentally friendly source of energy.
Introduction
Weather derivatives are financial tools that can help organizations or individuals to reduce risk associated with adverse or unexpected weather conditions and can be used as part of a risk management strategy. Weather derivatives linked to various weather indices, such as rainfall, temperature or wind, are extensively traded in Chicago Mercantile Exchange (CME) as well as on Over-The-Counter (OTC) market.
According to Challis (1999) and Hanley (1999) nearly $1 trillion of the US economy is directly exposed to weather risk. It is estimated that nearly 30% of the US economy and 70% of the US companies are affected by weather, (CME 2005) . The electricity sector is especially sensitive to the temperature and wind since temperature affects the consumption of electricity while wind affects production of electricity in wind farms.
Hence, it is logical that energy companies are the main investors of the weather market.
In Alexandridis (2008, 2009 ), Alexandridis (2010) and Zapranis and Alexandridis (2010) a detailed framework for modeling and pricing temperature derivatives was developed. In this study we focus on wind derivatives.
The notional value of the traded wind-linked securities is around $36 million indicating a large and growing market, (WRMA 2010) . However, after the close of the US Future Exchange wind derivatives are traded OTC. The demand from these derivatives exists.
However, investors hesitate to enter into wind contracts. The main reasons of the slow growth of the wind market compared to temperature contracts are the difficulty in accurately modeling wind and the challenge to find a reliable model for valuing related contracts. As a result there is a lack of reliable valuation framework that makes financial institutions reluctant to quote prices over these derivatives.
The aim of this paper is to model and price wind derivatives. Wind derivatives are standardized products that depend only on the daily average wind speed measured by a predefined meteorological station over a specified period and can be used by wind (and weather in general) sensitive business such as wind farms, transportation companies, construction companies, theme parks to name few. The financial contracts that are traded are based on the simple daily average wind speed index and this is the reason that we choose to model only the dynamics of the daily average wind speeds. The revenues of each company have a unique dependence and sensitivity to wind speeds.
Although wind derivatives and weather derivatives can hedge a significant part of the weather risk of the company always some basis risk will still exists which must be hedged from each company separately. This can be done either by defining a more complex wind index or by taking an additional hedging position. In Cao & Wei (2003) various examples of how weather derivatives can reduce the basis and volumetric risks in weather sensitive business (ski resorts, restaurants, theme parks, electricity companies) are presented.
Wind is free, renewable and environmentally friendly source of energy, Billinton et al. (1996) . Wind derivatives are extensively traded in the electricity sector. While the demand for electricity is closely related to the temperature, the electricity produced by a wind farm is dependent on the wind conditions. The risk exposure of the wind farm depends on the wind speed, the wind direction and in some cases on the wind duration of the wind speed at certain level. However, modern wind turbines include mechanisms that allow turbines to rotate on in the appropriate wind direction, (Caporin and Pres 2010) . Wind derivatives can be used as a part of a hedging strategy in wind sensitive Preprint -Published in Computational Economics, 41 (3), pp. 299-326, 2013. business. However, the underlying wind indices do not account for the duration of the wind speed at certain level but rather, usually, measure the average daily wind speed.
Hence, the parameter of the duration of the wind speed at certain level is not considered in our daily model. Hence, the risk exposure of a wind sensitive company can be analyzed by quantifying only the wind speed. On the other hand, companies like wind farms that its revenues depend on the duration effect can use an additional hedging strategy that includes this parameter. This can be done by introducing a second index that measures the duration. A similar index for temperature is the Frost Day index.
Many different approaches have been proposed so far for modeling the dynamics of the wind speed process. The most common is the generalized autoregressive moving average (ARMA) approach. There have been a number of studies on the use of linear ARMA models to simulate and forecast wind speed in various locations (Daniel and Chen 1991; Caporin and Pres 2010; Huang and Chalabi 1995; Torres et al. 2005; Billinton et al. 1996; Tol 1997; Kamal and Jafri 1997; Martin et al. 1999; Castino et al. 1998 ; J. r. a. Benth and Benth 2010) . In Kavasseri and Seetharaman (2009) a more sophisticated fractional integrated ARMA (ARFIMA) model was used. Most of these studies did not consider in detail the accuracy of the wind speed forecasts, Huang and Chalabi (1995) . On the other hand, Ailliot et al. (2006) apply an autoregressive model (AR) with time-varying coefficients to describe the space-time evolution of wind fields.
In F. E. Benth and Saltyte-Benth (2009) a stochastic process, called Continuous AR (CAR) model is introduced in order to model and forecast daily wind speeds. Finally, in Nielsen et al. (2006) various statistical methods were presented for short-term wind speed forecasting. Sfetsos (2002) argues about the use of linear or meteorological models since their prediction error is not significantly lower than the elementary persistent method. Alternatively, some studies use space-state models to simultaneously fit the speed and the direction of the wind, (Castino et al. 1998; Cripps et al. 2005; Martin et al. 1999; Tolman and Booij 1998; Tuller and Brett 1984; Haslett and Raftery 1989) .
Alternatively to the linear models, artificial intelligence was applied in wind speed modeling and forecasting. In Sfetsos (2000 Sfetsos ( , 2002 , More and Deo (2003) , Barbounis et al. (2006) , Beyer et al. (1994) , Mohandes et al. (1998) and Alexiadis et al. (1998) neural networks were applied in order to model the dynamics of the wind speed process. In Preprint -Published in Computational Economics, 41 (3), pp. 299-326, 2013 . Mohandes et al. (2004 support vector machines were used while in Pinson and Kariniotakis (2003) fuzzy neural networks were applied.
Depending on the application, wind modeling is based on hourly, (Yamada 2008; Ailliot et al. 2006; Torres et al. 2005; Sfetsos 2000 Sfetsos , 2002 Castino et al. 1998; Martin et al. 1999; Kamal and Jafri 1997; Daniel and Chen 1991) , daily, (Caporin and Pres 2010; F. E. Benth and Saltyte-Benth 2009; More and Deo 2003; Tol 1997; Billinton et al. 1996; Huang and Chalabi 1995) , weekly or monthly basis, (More and Deo 2003) .
When the objective is to hedge against electricity demand and production, hourly modeling is used while for weather derivative pricing the daily method is used. More rarely, weekly or monthly modeling is used in order to estimate monthly wind indexes.
Since, we want to focus on weather derivative pricing the daily modeling approach is followed; however, the proposed method can be easily adapted in hourly modeling too.
Wind speed modeling is much more complicated than temperature modeling since wind has a direction and is greatly affected by the surrounding terrain such as building, trees, etc. (Jewson et al. 2005) . However, in Benth and Saltyte-Benth (2009) it is shown that wind speeds dynamics share a lot of common characteristics with the dynamics of temperature derivatives as it was found on Benth and Saltyte-Benth (2007) , Alexandridis (2008, 2009 ), Alexandridis (2010) and Zapranis and Alexandridis (2010) . In this context we use a mean reverting Ornstein-Uhlenbeck stochastic process to model the dynamics of the wind speed dynamics were the innovations are driven by a Brownian motion. The statistical analysis reveals seasonality in the mean and variance. In addition we use a novel approach to model the autocorrelation of the wind speeds. More precisely, a wavelet network (WN) is applied in order to capture accurately the autoregressive characteristics of the wind speeds.
The evaluation of the proposed methodology against alternative modeling procedures proposed in prior studies indicates that WNs can accurately model and forecast the dynamics and the evolution of the speed of the wind. The performance of each method was evaluated in-sample as well as out-of-sample and for different time periods.
The rest of the paper is organized as follows. In section 2 a statistical analysis of the wind speed dynamics is presented. In section 3 a linear model is fitted to the data while in section 4 a nonlinear nonparametric WN is applied. The evaluation of the studied models is presented in section 5. In section 6 we derive the pricing formulas for futures derivatives written on the wind indices. More precisely, in section 6.1 the market price Preprint -Published in Computational Economics, 41 (3), pp. 299-326, 2013. of wind risk is discussed. In section 6.2 and section 6.3 the pricing formulas of futures written on the cumulative average wind speed index and on the Nordix wind index are presented respectively. Finally, in section 7 we conclude.
Modelling the Daily Average Wind Speed
In this section we derive empirically the characteristics of the daily average wind speed In the Fig. 1 the DAWSs for the first 20 years are presented. The descriptive statistics of the in-sample data are presented in Table 1 . The values of the data are always positive and range from 1.8 to 32.8 with mean around 9.91. Also, a closer inspection of Fig. 1 reveals seasonality.
The descriptive statistics of the DAWSs indicate that there is a strong positive kurtosis and skewness while the normality hypothesis is rejected based on the Jarque-Bera statistic. The same conclusions can be reached observing the first part of Fig. 2 where the histogram of the DAWSs is represented. The distribution of DAWSs deviates significantly from the normal and it is not symmetrical. In literature the Weibull or the Rayleigh (which is a special case of the Weibull) distributions were proposed in order describe the distribution of the wind speed, ( Brown et al. 1984; Daniel and Chen 1991; Garcia et al. 1998; Justus et al. 1978; Kavak Akpinar and Akpinar 2005; Nfaoui et al. 1996; Torres et al. 2005; Celik 2004; Tuller and Brett 1984) . In addition, some studies propose the use of the lognormal distribution, (Garcia et al. 1998) , or the Chi-square, (Dorvlo 2002 (Celik 2004; Tuller and Brett 1984) .
A closer inspection of part (a) of Fig. 2 Following (Brown et al. 1984; Daniel and Chen 1991) in order to symmetrize the data, the Box-Cox transform is applied. The Box-Cox transformation is given by: 
In addition we examine the data for a linear trend representing the global warming or the urbanization around the meteorological station. First, we quantify the trend by fitting a linear regression to the DAWS data. The regression is statistically significant with intercept 0 2.3632 a  and slope 0 0.000024 b  indicating a slightly decrease in the DAWSs. Next, the seasonal periodicities are removed from the detrended data. The remaining statistically significant estimated parameters of equation (2) with 11 1 IJ  are presented in Table 2 . As it is shown on the second part of Fig. 3 the seasonal mean was successfully removed. The same conclusion was reached in previous studies for daily models for both temperature and wind, (Alexandridis 2010; Zapranis and Alexandridis 2008 Benth and Saltyte-Benth 2009) 
The linear ARMA model
In literature, various methods for studying the statistical characteristics of the wind speed, in daily or hourly measurements, were proposed. However the majority of the studies utilize variations of the general ARMA model, (Ailliot et al. 2006; Billinton et al. 1996; Brett and Tuller 1991; Daniel and Chen 1991; Huang and Chalabi 1995; Kamal and Jafri 1997; Lei et al. 2009; Nfaoui et al. 1996; Rehman and Halawani 1994; Torres et al. 2005) . In this paper we will first estimate the dynamics of the detrended and deseasonalized DAWSs process using a general ARMA model and then we will compare our results with a WN.
We define the detrended and deseasonalized DAWS as:
The dynamics of () () l t W are modeled by a vectorial Ornstein-Uhlenbeck stochastic
where p I is the p th unit vector in R p and () t  is the standard deviation. 
Note that we assume that the seasonal variance is periodic and repeated every year, i.e. Table 4 the estimated parameters of equation (5) are presented. Non-surprisingly, the variance exhibits the same characteristics as in the case of temperature. More precisely the seasonal variance is higher in the winter and early summer while it reaches its lower values during the summer period.
Finally, the descriptive statistics of the final residuals are examined. A closer inspection of Table 5 shows that the autocorrelation has successfully removed as indicated by the Ljung-Box Q-statistic. In addition the distribution of the residuals is very close to the normal distribution as it is shown on the first part of Fig. 8 . However, small negative skewness exists. More precisely, the residuals have mean 0 and standard deviation of 1. In addition, the kurtosis is 3.03 and the skewness is -0.09.
Concluding, the previous analysis indicates that an AR(4) model provides a good fit for the wind process while the final residuals are very close to the normal distribution.
Wavelet Networks for Wind Speed Modeling
In this section WNs are used in the transformed, detrended and deseasonalized wind speed data in order to model the daily dynamics of wind speeds in New York. Motivated by the waveform of the data we expect a wavelet function to better fit the wind speed.
In addition, it is expected that the non-linear form of the WN will provide more accurate representation of the dynamics of the wind speed process both in-sample and out-ofsample.
In the context of the linear ARMA model the mean reversion parameter a is typically assumed to be constant over time. In (Brody et al. 2002) it was mentioned that in general a should be a function of time, but no evidence was presented. The impact of a false specification of a , on the accuracy of the pricing of temperature derivatives is significant, (Alaton et al. 2002) .
In this section, we address that issue, by using a WN to estimate non-parametrically relationship (4) and then estimate a as a function of time. In addition, we propose a novel approach for selecting the number of lags in the temperature process first presented by (Alexandridis 2010 This is done for the first time, and it gives us a much better insight in DAWS dynamics and in wind derivative pricing. As we will see the daily variation of () i at is quite significant after all. In addition it is expected that the waveform of the WN will provide a better fit to the DATs that are governed by seasonalities and periodicities.
Here we present only the basic notion of WNs. For an analytical study on WNs refer to (Alexandridis 2010 ).
In Fig. 9 the structure and the mathematical expressions of a WN are presented. Given an input vector x (the harmonics) and a set of weights w (parameters), the network
In that expression, () j  x is a multidimensional wavelet which is constructed by the product of m scalar wavelets, x is the input vector, m is the number of network inputs,  is the number of HUs and w stands for a network weight. The multidimensional wavelets are computed by:
where
The mother wavelet is given by the Mexican Hat function:
Using WNs the generalized version of the autoregressive dynamics of detrended and deseasonalized DAWS estimated nonlinearly and non-parametrically are given by: Wt is given by (3) .
Model (10) uses past DAWS (detrended and deseasonalized) over one period. Using more lags we expect to overcome the strong correlation found in the residuals in models such as in Alaton et al. (2002) , Benth and Saltyte-Benth (2007) and Zapranis and Alexandridis (2008) . However, the length of the lag series must be selected. In Alexandridis (2010) detailed explanation of how to use WNs in model identification problems is described. Model identification can be separated in two parts, in model selection and in variable significance testing. Since WNs are nonlinear tools, criteria like AIC or LLF cannot be used. Hence, in this section WNs will be used in order to select the significant lags, to select the appropriate network structure, to train a WN in order to learn the dynamics of the wind speeds and, finally, to forecast the future evolution of the wind speeds.
The algorithm developed by Alexandridis (2010) simultaneously estimates the correct number of lags that must be used in order to model the wind speed dynamics and the architecture of the WN by using a recurrent algorithm. An illustration of the model identification algorithm is presented in Fig. 10 . In Alexandridis (2010) We set this threshold at 5%. In this study the selected statistical measure is the Sensitivity Based Pruning (SBP) proposed by Moody and Utans (1992) . Previous analysis in Alexandridis (2010) indicates that the SBP fitness criterion was found to significantly outperform alternative criteria in the variable selection algorithm. The SBP quantifies the effect on the empirical loss of replacing a variable by its mean.
Analytical description of the SBP is given in Alexandridis (2010), Zapranis and Refenes (1999) and Moody and Utans (1992) . In each step the SBP and the corresponding pvalue are calculated. For analytical explanation of each step of the algorithm we refer to Alexandridis (2010) .
The proposed variable selection framework will be applied on the transformed, Initially the training set contains the dependent variable and 7 lags. The analysis in the previous section indicates that a training set with 7 lags will provide all the necessary information of the ACF of the detrended and deseasonalized DAWSs. Hence, the initial training set consists of 7 inputs, 1 output and 7,293 training pairs. Table 6 summarizes the results of the model identification algorithm for the New York.
Both the model selection and the variable selection algorithms are included in Table 6 . at not to be constant. If the wind speed today is away from the seasonal average then it is expected that the speed of mean reversion to be high; i.e. wind speed cannot deviate from its seasonal mean for long periods.
Examining the second part of Fig. 5 we conclude that the autocorrelation was successfully removed from the data; however, the seasonal autocorrelation in the squared residuals is still present as it is shown in Fig. 6 . We will remove the seasonal autocorrelation using equation (5). The estimated parameters are presented in Table 7 and as it was expected their values are similar to those of the case of the linear model.
In Fig. 7 the empirical and the fitted seasonal variance is presented. The variance is higher at winter period while it reaches its minimum during the summer period.
Finally, examining the final residuals of the WN model, we observe that the distribution of the residuals is very close to the normal distribution as it is shown in Fig. 8 while the autocorrelation was successfully removed from the data. In addition we observe an improvement in the distributional statistics in contrast to the case of the linear model.
The distributional statistics of the residuals are presented in Table 8 .
Concluding, the distributional statistics of the residuals indicate that in-sample the two models can accurate represent the dynamics of the DAWSs however an improvement is evident when a nonlinear nonparametric WN is used.
Forecasting daily average wind speeds
In this section the proposed model will be validated out-of-sample. In addition the performance of the model will be tested against two models, first, against the linear model previously described and second, against the simple persistent method usually referred as benchmark. The linear model is the AR(4) model described in the previous section. The three models will be used for forecasting DAWSs for two different periods. Usually wind derivatives are written for a period of a month. Hence, DAWSs for 1 and 2 months will be forecasted. The out-of-sample dataset correspond to the period from January 1 st to February 28 th 2008 and were not used for the estimation of the linear and nonlinear models. Note that our previous analysis reveals that the variance in higher in the winter period indicating that it is more difficult to forecast accurately DAWS for these two months. In order to compare our results, the Monte Carlo approach is followed. We simulate 10.000 paths and calculate the average error criteria.
In Table 9 the performance of the three methods when the forecast window is one month is presented. Various error criteria are estimated like the Mean, Median and Maximum Absolute Error (Max. AE), the Mean Square Error (MSE), the Position of Change in Direction (POCID) and the Independent POCID. As it is shown on Table 9 our proposed method outperforms both the persistent and the AR(4) model. The AR(4) model performs better than the naïve persistent method however all error criteria are further improved when a nonlinear WN is used. The MSE is 16.3848 for the persistent method, 10.5376 for the AR(4) model and 10.4643 for the WN. In addition our model can predict more accurately the movements of the wind speed since the POCID is 80%
for the WN and the AR(4) models while it is only 47% for the persistent method.
Moreover the IPOCID is 37% for the proposed model while it is only 33% for the other two methods.
Next, the three forecasting methods are evaluated in two months day-ahead forecasts.
The results are similar and presented in Table 10 . The proposed WN outperforms the other two methods. Only the Md. AE is slightly better when the AR(4) model is used.
However the IPOCID is 38% for the AR(4) method while it is 43% for the WN. Also, our results indicate that the benchmark persistent method produces significantly worse forecasts.
Our results indicate that the WN can forecast the evolution of the dynamics of the DAWSs and hence they constitute an accurate tool for wind derivatives pricing.
In order to have a better insight of the performance of each method the cumulative average wind speed (CAWS) index is calculated. Since we are interested in weather derivatives, one common index is the sum of the daily rainfall index over a specific period. In Table 11 the estimation of three methods are presented. More precisely, the WN, the AR(4) as well as the historical burn analysis (HBA) method are compared. The HBA is a simple statistical method that estimates the performance of the index over the specific period the previous years and it is often used in the industry. In other words, is the average of 20 years of the index over the period of January and February and it serves as a benchmark.
The final row of Table 11 presents the actual values of the cumulative rainfall index. An inspection of Where forecasts for one month ahead are estimated, the forecast of the CAWS index using WN is 312.7 while the actual index is 311.2. On the other hand the forecast using the AR(4) model is 305.1. However, when the forecast period increases the forecast of the AR(4) model significantly deviates. More precisely, for the second case, the forecast of the WN is 591.1 while the actual index is 600.6 and the AR(4) forecast is 579.5.
Finally, we have to mention that the WN use less information than the AR(4) model, since in the case of WN only the information of 3 lags are used.
Since we are interested in wind derivatives and the valuation of wind contracts, next an illustration of the performance of each method using a theoretical contract is presented. Incorporating meteorological forecasts can lead to a potentially significant improvement of the performance of the proposed model. Meteorological forecasts can be easily incorporated in both the linear and the WN models previously presented. A similar approach was followed for temperature derivatives by Dorfleitner and Wimmer (2010) for temperature derivatives. However, this method cannot be always applied.
Despite great advances in meteorological science, weather still cannot be predicted precisely and consistently and forecasts beyond 10 days are not considered accurate, Wilks (2011) . If the day that the contract is traded is during or close to the life of the derivative (during the period that wind measurements are considered) the meteorological forecasts can be incorporated in order to improve the performance of the methods. However, very often weather derivatives are traded long before the start of the life of the derivative. More precisely, very often weather derivatives are traded months or even a season before the starting day of the contract. In this case, meteorological forecasts cannot be used.
Pricing Wind Derivatives
In this section the pricing formulas for wind derivatives are presented under the assumption of a normal driving noise process. The analysis that performed in the previous section indicates the assumption that the final residuals, after dividing out the seasonal variance, follow a normal distribution is justified.
When the market is complete, a unique risk-neutral probability measure QP can be obtained, where P is the real world probability measure. This change of measure turns the stochastic process into a martingale. Hence, financial derivatives can be priced under the risk-neutral measure by the discounted expectation of the derivative payoff.
The weather market is an incomplete market in the sense that the underlying weather derivative cannot be stored or traded. Moreover the market is relatively illiquid. In principle, (extended) risk-neutral valuation can be still carried out in incomplete markets, (Xu et al. 2008) . However, in incomplete markets a unique price cannot be obtained using the no-arbitrage assumption. In other words, many equivalent martingales exist and as a result, only bounds for prices on contingent claims can be provided, (Xu et al. 2008 ).
The change of measure from the real world to the risk-neutral world under the dynamics of a BM can be performed using the Girsanov theorem. The Girsanov theorem tells us how changes in the measure affect a stochastic process. Then the discounted expected payoff of the various weather contracts can be estimated. However, in order to estimate the expected payoff of each derivative, the solution of the stochastic differential equation that describes the wind speed dynamics must be solved. This can be done by applying the Itô's Lemma when a BM is considered.
The statistical analysis indicates that the transformed DAWSs can be modeled by a vectorial mean reverting Ornstein-Uhlenbeck process where the speed of mean reversion variable is a function of time:
where S(t) is the seasonal function, () t  is the seasonal variance which is bounded by zero, () t is the speed of mean reversion and t B is the driving noise process.
Using the Girsanov's theorem, under the risk neutral measure QP , we have that:
where () t  is the market price of wind risk and 
Hence, applying Itô Formula on equations (12) and (13) 
The proposed model is an extension of the CAR(p) introduced by (Brockwell and 
The market price of wind risk
The wind index is not a tradeable asset, hence the wind derivatives market is a classical incomplete market. In incomplete markets, the derivative contract cannot be replicated by the underlying index. Moreover, in incomplete markets there are infinite equivalent martingale measures. Here, we limit our choices by selecting a parametric class of probabilities Q  , where () t  is square integrable function as it is assumed by equation (14).
The parameter () t  is called the market price of wind risk. The choice of () t  actually captures the risk preference of the market participants. In other words, it reflects the trader's view on exposing themselves to risk, Benth (2004) . The parameter () t  was introduced in our model by applying the Girsanov's theorem. The change of measure of an asset's stochastic process is closely related to the concept of the market price of risk, Xu et al. (2008) . Actually the drift rate of the asset's stochastic process is corrected by a parameter that reflects the market price of risk, Xu et al. (2008) .
In most studies so far the market price of risk in the weather market was considered zero. However, recently many studies examine the market price of risk and found that it is different than zero.
The most common approach in estimating the market price of risk is the one presented in Alaton et al. (2002) and it was followed by Bellini (2005) , Hardle and Lopez Cabrera (2011) . Alaton et al. (2002) suggest that the market price of risk can be estimated from the market data. More precisely the market price of risk is derived as follows: we examine what value of the () t  gives a price from the theoretical model that fits the observable market price.
In Hardle and Lopez Cabrera (2011) , the implied market price of risk from Berlin was estimated. Their results indicate that the market price of risk for CAT derivatives is different from zero and shows a seasonal structure that increases as the expiration date of the temperature future increases. Alternatively, Turvey (2005) proposed to estimate the market price of risk by using the capital asset pricing model. Cao and Wei (2004) and Richards et al. (2004) apply a generalized Lucas' (1978) equilibrium pricing model to study the market price of risk. In that framework direct estimation of the weather risk's market price is avoided, Xu et al. (2008) . Their findings indicate that the market price of risk associated with the temperature variable is significant. They also conclude that the market price of risk affects option values much more than forward prices, mainly due to the payoff specification.
The market price of wind risk is necessary in pricing wind derivatives. However, in order to estimate  the actual prices of derivatives are required. Since the shutdown of the US Future Exchange wind derivatives are traded only in the OTC market and as a result it is hard to obtain market data. Hence, it is very difficult to estimate the market price of wind risk. However, the trading volume of wind derivatives is increasing every year, (WRMA 2010) and it is expected that wind derivatives will be soon included in the listed products of the CME.
A solution to this problem is presented by As it is already mentioned, the market price of risk is connected with the risk preference of the market participants. Alternatively, utility functions that describe the risk reference of the market preference can be applied. For example in Xu et al. (2008) an indifference pricing approach which is based on utility maximization is proposed.
The cumulative average wind speed index
In this section we derive the pricing equation for the Cumulative Average Wind Speed Index (CAWS). The CAWS index is the sum of the DAWSs over a specific period 12
[ , ]
 and it is given by:
Our aim is to give a mathematical expression for the CAWS futures prices. If Q is the risk-neutral probability and r is the constant compounding interest rate, then the arbitrage-free future price of a CAWS contract at time 12 t   is given by:
and since CAWS F is t F adapted we derive the price of a CAWS futures to be
To derive the future price, we must calculate the conditional expectation of () Ws given t F , for st  . This is done in the following Lemma first presented in F. E. Benth and Saltyte-Benth (2009) . For reasons of completeness we reproduce this Lemma here. 
Conclusions
In this study DAWSs from New York were studied. Our analysis revealed strong seasonality in the mean and variance. The DAWSs were modeled by a mean reverting Ornstein-Uhlenbeck process in the context of wind derivatives pricing. In this study the dynamics of the wind generating process are modeled using a non-parametric nonlinear WN. Our proposed methodology was compared in-sample and out-of-sample against two methods often used in prior studies. The characteristics of the wind speed process are very similar to the process of daily average temperatures. Our results indicate a slight downward trend and seasonality in the mean and variance. In addition the seasonal variance is higher in the winter while it reaches its lower values during the summer period.
Our method is validated in a two month ahead out of sample forecast period. Moreover, The results in this study are preliminary and can be further analyzed. More precisely alternative methods for estimating the seasonality in the mean and in the variance can be developed. Alternative methods could improve the fitting to the original data as well as the training of the WN. In addition, the inclusion of meteorological forecasts can further improve the forecasting performance of the WNs. Also, it is important to test the largest forecasting window of each method. Since meteorological forecasts of a window larger than few days are considered inaccurate this analysis will suggest the best model according to the desired forecasting interval.
Finally, a large scale comparison must be conducted. Testing the proposed methods as well as more sophisticated models, like general ARFIMA or GARCH, in various meteorological stations will provide a better insight in the dynamics of the DAWS as well as in the predictive ability of each method. The algorithm concluded in 4 steps. In each step the following are presented: which variable is removed, the number of hidden units for the particular set of input variables and the parameters used in the wavelet network, the ratio between the parameters and the training patterns, the empirical loss and the prediction risk. 
