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Resumen. El problema del desbalance de clases 
puede producir un deterioro importante en la 
efectividad del clasificador, en particular con los 
patrones de las clases menos representadas. El 
desbalance en el conjunto de entrenamiento (CE) 
significa que una clase es representada por una gran 
cantidad de patrones mientras que otra es 
representada por muy pocos. Los estudios existentes 
se encuentran orientados principalmente a tratar 
problemas de dos clases, no obstante, un importante 
número de problemas reales se encuentran 
representados por múltiples clases, donde resulta más 
difícil su discriminación para el clasificador. El éxito de 
la Mezcla de Expertos (ME) se basa en el criterio de 
“divide y vencerás”. En su funcionamiento general, el 
problema es dividido en fragmentos más pequeños que 
serán estudiados por separado. De este modo, el 
modelo general es poco influenciado por las 
dificultades individuales de sus componentes. La idea 
principal del estudio aquí mostrado, es construir una 
Mezcla de expertos cuyos miembros serán entrenados 
en una parte del problema general y de este modo, 
mejorar el rendimiento del clasificador en el contexto 
de múltiples clases. Para este fin, se hace uso de los 
métodos conocidos como Error-correcting output codes 
(ECOC), que permiten realizar una codificación en 
parejas de clases el problema de estudio.  Resultados 
experimentales sobre conjuntos de datos reales, 
muestran la viabilidad de la estrategia aquí propuesta. 
Palabras clave. Desbalance de clases, mezcla de 
expertos, fusión, múltiples clases, error correcting 
output codes (ECOC). 
Handling the Multi-Class Imbalance 
Problem using ECOC 
Abstract. Imbalanced training sample means that one 
class is represented by a large number of examples 
while the other is represented by only a few. This 
problem may produce an important deterioration of the 
classifier performance, in particular with patterns 
belonging to the less represented classes. The majority 
of the studies in this area are oriented, mainly, to 
resolve problems with two classes. However, many real 
problems are represented by multiple classes, where it 
is more difficult to discriminate between them. The 
success of the Mixture of Experts (ME) strategy is 
based on the criterion of “divide and win”. The general 
process divides the global problem into smaller 
fragments which will be studied separately. In this way, 
the general model has few influences of the individual 
difficulties (of their members). In this paper we propose 
a strategy for handling the class imbalance problem for 
data sets with multiple classes. For that, we integrate a 
mixture of experts whose members will be trained as a 
part of the general problem and, in this way, will 
improve the behavior of the whole system. For dividing 
the problem we employ the called Error-correcting 
output codes (ECOC) methods, when the classes are 
codified in pairs, which are considered for training the 
mixture of experts. Experiments with real datasets 
demonstrate the viability of the proposed strategy. 
Keywords. Class imbalance, fusion, mixture of experts, 
error correcting output codes (ECOC). 
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1 Introducción 
Una Mezcla de expertos (ME) es un método 
en el cual múltiples clasificadores son entrenados 
individualmente y combinan sus decisiones 
individuales para obtener la decisión general del 
sistema [7]. La idea fundamental [6] considera la 
utilización de un grupo de clasificadores D =  
D1,..., D, donde cada clasificador tendrá como 
entrada un vector de atributos Є ℝ
n
, al cual se 
asigna una etiqueta de clase. En la fase final, las 
decisiones individuales de la ME son combinadas 
mediante algún esquema de toma de decisiones 
para determinar la clase definitiva que se asigna 
al patrón y. 
Algunos aspectos que estos sistemas 
pretenden optimizar y que están presentes al 
utilizar un único clasificador son [11]: la decisión 
combinada toma ventaja sobre las decisiones 
individuales de cada clasificador, los errores 
correlacionados de los componentes individuales 
pueden ser eliminados cuando se considera el 
total de las decisiones, los patrones de 
entrenamiento y que pueden no proporcionar 
información suficiente para seleccionar el mejor 
clasificador, el algoritmo de aprendizaje puede no 
ser adaptado para resolver el problema y, 
finalmente, el espacio individual de búsqueda 
puede no contener la función objetivo. 
De forma general, la ME se construye en dos 
etapas: entrenamiento de los clasificadores 
individuales y combinación de las decisiones 
individuales. Al respecto, en la construcción de 
los clasificadores individuales, es importante 
considerar el grado de diversidad, ya sea en la 
naturaleza de la regla de decisión o la 
información proporcionada a cada uno y, 
finalmente, en la toma de decisiones. 
En lo concerniente a la construcción de los 
miembros individuales de la ME, la literatura 
distingue métodos que generan varias 
submuestras mediante la selección de patrones, 
atributos o clases [7]. Por otro lado, para obtener 
la decisión final de la ME, en la literatura se 
proponen dos estrategias para realizar la 
combinación de las decisiones individuales de los 
clasificadores: la fusión y la selección.  En la 
primera se asume que todos lo clasificadores son 
competitivos y complementarios (igualmente 
expertos), en tanto que la selección se elige sólo 
uno de los clasificadores para emitir la decisión 
final [12]. 
La mayoría de los sistemas que emplean 
aprendizaje supervisado fueron creados 
asumiendo que el CE está bien balanceado, es 
decir, que la representación de patrones por 
clase es muy pareja. No obstante, esta 
suposición frecuentemente no es aplicable en el 
mundo real, ya que existen dominios en los 
cuales el CE cuenta con desbalance de clases, 
es decir, una o varias de las clases (minoritarias) 
está menos representada con respecto al número 
de patrones pertenecientes a otras clases 
(mayoritarias).  
En la vida real, muchas bases de datos se 
caracterizan por presentar desbalance en la 
distribución de los patrones entre las clases, 
requiriendo especial interés en la correcta 
clasificación de los patrones contenidos en la(s) 
clase(s) minoritaria(s), tal es el caso de las bases 
de datos de información médica. Por ejemplo, en 
[5] se utiliza una base de datos de mamografías, 
con 11443 patrones, de los cuales tan solo 260 
corresponden a casos de pacientes con micro-
calcificaciones en la mama. Al clasificar nuevos 
casos, la precisión observada es de 97.68% 
clasificando los nuevos casos como sanos. Esta 
situación no es nada deseable, ya que muchos 
de los casos que presentan micro-calcificaciones 
no fueron detectados como tal.  
El problema se complica cuando se trata de 
CE con más de dos clases, pues resulta difícil 
determinar qué clases serán consideradas como 
minoritarias y cuáles como mayoritarias. Se ha 
comprobado que esta situación puede deteriorar 
de forma importante la precisión del clasificador, 
en particular con los patrones que pertenecen a 
la clase menos representada [2]. 
La mayoría de las investigaciones que han 
desarrollado metodologías para lograr el 
adecuado tratamiento y la disminución de los 
efectos nocivos que los CE desbalanceados 
presentan al momento de la clasificación, se 
enfocan a corregir el desequilibrio de la cantidad 
de patrones, con tres vertientes básicamente [9]: 
under-sampling (eliminando patrones) en la clase 
mayoritaria, over-sampling (replicando patrones) 
en la clase minoritaria y, por último, internamente 
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predisponer el proceso de discriminación para 
compensar el desequilibrio del CE. 
En el contexto de redes neuronales, para 
trabajar con este tipo de problemas se ha 
propuesto la codificación de las clases, en 
problemas de dos clases [15]. Es decir, en un CE 
que dispone de más de dos clases, se codifican 
las clases con una distribución en dos grupos, de 
tal modo que en un grupo se incluyen una parte 
de las clases y en el segundo grupo el resto, esta 
codificación comúnmente es conocida como  
error-correcting output coding o ECOC.  
Este trabajo presenta una exploración de 
técnicas adaptadas para el tratamiento del 
desbalance en conjuntos de datos con múltiples 
clases con la utilización de una ME. Se usa como 
clasificador individual la regla del vecino más 
cercano [19]. El artículo tiene la siguiente 
estructura: En la sección 2 se describen los 
métodos de ECOC utilizados para el tratamiento 
del problema de múltiples clases. Los métodos de 
sub-muestreo utilizados se exponen en la 
Sección 3, en tanto que los métodos de fusión de 
decisiones se muestran en la Sección 4. 
Finalmente, los resultados experimentales son 
presentados en la Sección 5. 
2 Construcción de la mezcla de 
expertos 
Los métodos conocidos como error-correcting 
output coding han sido propuestos para generar 
diferentes clasificadores que son entrenados 
como un problema de dos clases en un contexto 
de múltiples clases [6], [13]. Para ello, las clases 
representadas en el CE se re-etiquetan 
temporalmente como pertenecientes a una de 
esas dos clases. Considerando el siguiente 
conjunto de etiquetas de clases = {x1,. . ., xC}, 
estos métodos codifican en 0’s y 1’s las etiquetas 
de clases formando dos grupos, la clase (1)  y 
la clase (0). Por ejemplo, si el conjunto de 
datos tuviera 5 clases {x1,. . ., x5} y al utilizar 
algún método para codificar, se obtiene la 
codificación de las clases de la siguiente manera 
[0, 1, 1, 0, 1]. Cada una de las clases se estaría 
separando literalmente en dos casos formando 
dos conjuntos (1)  y (0). Donde la clases 
que están codificadas con 0’s estarían dentro del 
conjunto (0) y las codificadas en 1’s en ℮ 
conjuntos (1) respectivamente. 
Cada matriz de código puede ser 
representada como un vector binario, donde el 
número de espacios estará determinado por el 
número de clasificadores a construir en la ME. 
Cada vector estará formado con 1’s y 0’s y serán 
diferentes unos de otros (situación conseguida 
por el método de codificación). El conjunto de 
todos los vectores formaría la matriz de código. 
Los métodos utilizados en este estudio se 
describen a continuación. 
2.1 Método uno por clase 
Este es el método estándar utilizado para la 
generación de ECOC. Esta codificación es 
comúnmente usada, para las salidas de las redes 
neuronales sobre problemas con múltiples clases. 
La matriz de código que se obtiene para un 
problema de 6 clases con este método es la que 
se muestra en la tabla 1. 
Como se puede observar, con el método se 
tiene una codificación correspondiente a la matriz 
identidad, en la que por cada codeword se 
descarta utilizar sólo una clase [13]. 
2.2 Método exhaustivo 













Tabla 1. ECOC Uno por clase  para  c = 6 clases  
(L = 6 clasificadores) 
 D1 D2 D3 D4 D5 D6 
1 0 1 1 1 1 1 
2 1 0 1 1 1 1 
3 1 1 0 1 1 1 
4 1 1 1 0 1 1 
5 1 1 1 1 0 1 
6 1 1 1 1 1 0 
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Para garantizar un mejor funcionamiento, se 
ha sugerido que este método sólo se use, si el 
número de clases es mayor a tres y menor a siete 
[13], debido a que cuando se tienen más de 7 
clases se tendría una carga computación 
demasiado grande. Para formar cada codeword 
se aplican las siguientes reglas: 
 La fila 1 está formada por 1’s. 






 La fila 3 consiste en 2
(c-3)
 ceros, los siguientes 
por 2
(c-3)
 unos. Así sucesivamente con todos 
los clasificadores.  




 La última fila es intercalada con unos y ceros. 
De este modo, la matriz de código para un 
conjunto de datos con 4 clases se muestra en la 
siguiente tabla. 
2.3 Método aleatorio 
La forma en que trabaja este método, es elegir 
aleatoriamente qué clases van a pertenecer al 
conjunto 0 y al conjunto 1, no contempla un 
número definido de clasificadores a realizar. Para 
ilustrar el método considere un conjunto A= (1, 
2, 3, 4) de clases. Para construir el clasificador 
1, de forma aleatoria se establece que la clase 
“1  y 2”, forman el grupo 0 y que el resto  de las 
clases en el grupo 1. El clasificador 2 
aleatoriamente tendría en el grupo 0 las clases 
“2, y 3” y el resto en el grupo 1. Para el 
clasificador 3 de forma aleatoria tendría en el 
grupo 1 las clases “3 y 1” y para el grupo 0 las 
clases “2 y 4”. Para el clasificador 4 tendría en 
el grupo 0 las clases “1, 2, 3 ” y el resto para el 
grupo 1 (Tabla 3). 
3 Métodos de sub-muestreo 
Mediante estos métodos, se realiza la 
manipulación de patrones para generar múltiples 
submuestras o subconjuntos, algunos de ellos 
afectando al tamaño del CE por disminución en el 
número de patrones resultantes.  
Uno de los algoritmos más utilizados para 
generar subconjuntos es el propuesto por 
Breiman [4], denominado Bagging (Bootstrap 
Aggregating). Con este algoritmo se generan 
submuestras llamadas bootstrap de tamaño m, 
construidas mediante la selección aleatoria con 
reemplazo de patrones contenidos en el CE 
original, también de tamaño m. En cada 
ejecución, el algoritmo de aprendizaje utiliza una 
sub-muestra bootstrap diferente. Para cada sub-
muestra, cada patrón tiene la probabilidad 1-
(1/m)
m
 de ser seleccionado por lo menos una vez 
de entre las m veces que se selecciona un 
patrón. Para valores grandes de m, esto se 
aproxima a 1- 1/e  63.2%, es decir, cada patrón 
tiene aproximadamente un 63% de 
probabilidades de aparecer entre los patrones de 
entrenamiento de la sub-muestra.  
Pese a la obtención de una adecuada 
codificación de las clases, esto no garantiza que 
al momento de realizar la distribución de las 
clases en los grupos se elimine o disminuya el 
desbalance existente entre las clases. Es posible 
que algunos grupos manejen el desbalance en su 
interior [16]. Por esta situación es fundamental 
atender este efecto no deseado del tratamiento 
de desbalance, de lo contrario, el desempeño del 
clasificador podría verse seriamente afectado. 

Tabla 3. ECOC aleatorio en un conjunto de 
datos con 4 clases 
 D1 D2 D3 D4 
1 1 1 1 0 
2 1 0 0 0 
3 0 0 1 0 
4 0 1 0 1 
Tabla 2. ECOC obtenido con método exhaustivo con 
conjunto de datos con 4 clases 
 D1 D2 D3 D4 D5 D6 D7 
1 1 1 1 1 1 1 1 
2 0 0 0 0 1 1 1 
3 0 0 1 1 0 0 1 
4 0 1 0 1 0 1 0 
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Para atender este problema, en esta 
investigación al método de sub-muestreo se le ha 
realizado una modificacion. Se establece un 
umbral h (eq. 2) que determine si una clase se 
considera mayoritaría o minoritaría. 
c
m
h   (2) 
donde m = total de patrones y c es el número de 
clases. 
Con la determinación del umbral, las clases 
cuyo número de patrones es mayoritario al 
umbral, son  consideradas como clases 
mayoritarias. 
Una vez identificadas la categoría de las 
clases (mayoritarias o minoritarias), de las 
consideradas mayoritarias se seleccionan tantos 
patrones como el valor del umbral, en tanto que 
de las consideradas como minoritarias, se toma 
el total de patrones que contienen.  
4. Fusión de clasificadores 
Uno de los más populares métodos para 
obtener la decisión final en una ME, es la fusión 
de las decisiones. La fusión asume que todos los 
clasificadores son competitivos y 
complementarios (igualmente expertos). Por este 
motivo, cada uno de ellos emite una decisión 
respecto a cada patrón de prueba que se 
presenta. La salida de los clasificadores es un 
vector H-dimensional que contiene las decisiones 




Del conjunto de salidas, se toma la decisión 
final mediante la aplicación y/o utilización de 
alguno de los siguientes principios: votación por 
mayoría simple o votación por mayoría 
ponderada. 
4.1 Votación por mayoría no ponderada 
Dentro de esta investigación se aplicó el 
método más tradicional y sencillo; la votación por 
mayoría simple. Básicamente este método 
consiste en proporcionar un voto con valor de 1 a 
la clase que predijo el clasificador, al final se 
suman los votos de cada una de las clases y se 
determina como la clase ganadora aquella que 
tiene el número mayor de votos [10].  
4.2 Votación por mayoría ponderada  
Para asignar el peso w a los clasificadores 
individuales, se implementaron dos métodos: 
considerando la distribución (previa al proceso de 
sub-muestreo) de patrones por clase y 
considerando el error en la clasificación de 
patrones por clase. En lo que respecta al primer 








donde mci es el número patrones de  la clase i y 
m es el total de patrones en el CE. 
Una vez aplicado el método, se logró 
garantizar que a los patrones de las clases 
minoritarias tengan mayor reconocimiento en el 
proceso de clasificación. 
5. Experimentación 
Para la experimentación realizada se utilizaron 
4 conjuntos de datos reales obtenidos del 
Repositorio de la Universidad de California (UCI, 
http://archive.ics.uci.edu/ml/) cuyas 
características principales se muestran en la 
Tabla 4. De cada CD, se estimó su precisión 
general mediante el método de validación 
cruzada con la obtención de 5 muestras, 
utilizando un 80% de los patrones para 
entrenamiento y el 20% restante para conjunto de 
prueba. 




1 2 3 4 5 6 7 
Vehicle 218 212 217 199    
Winne 59 71 84     
Segment        
Glass 70 76 17 13 9 29  
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5.1 Métodos para análisis de resultados 
Para evaluar la efectividad del sistema se 
utiliza una matriz de confusión como la mostrada 
en la Tabla 5. Los elementos en esta tabla 
caracterizan el desempeño en términos de 
precisión de un sistema dado. 
De la Tabla 5 es posible obtener la precisión 
general (ecuación 6), medida ampliamente 
utilizada para el análisis de resultados en 





i ii  1Pr  (6) 
donde N es el número total de patrones y nii=ni+ 
es le Precisión por clases. 
Muchos estudios han establecido que la 
precisión general no es el mejor criterio para 
medir el desempeño del clasificador en dominios 
de desbalance.  
Por ejemplo, considere un dominio donde sólo 
el 5% de los patrones corresponden a la clase 
minoritaria. En este caso, si se clasifican todos 
los nuevos patrones como pertenecientes a la 
clase mayoritaria, la precisión general 
proporcionaría un índice de 95%. Como es 
posible ver, este resultado se aleja de lo real, 
pues al desconocer los patrones de la clase 
menos representada se estaría omitiendo 
identificar patrones de gran importancia para el 
problema de estudio.  
Para evitar esta situación, es necesario utilizar 
otro criterio que refleje con más certeza el 
rendimiento del clasificador en contextos de 
desbalance. Para fines de este estudio se utiliza 
el coeficiente Kappa. 
Basado en la matriz de confusión de la Tabla 
2 es factible obtener el coeficiente y la varianza 
del Kappa. La idea fundamental implica el análisis 
de las diferencias entre los datos de referencia y 
los datos entrantes determinados por la diagonal 
principal. 
Kappa (ecuación 7) es un indicador que 
adquiere valores entre 0 y 1, representando el 
primero la absoluta falta de concordancia y el 
segundo, concordancia total. Un valor menor a 
0.4 se considera como expresión de 
concordancia insuficiente entre 0.41-0.60 como 
moderada y mayor que 0.60 elevada. Este 
método puede medir la exactitud de manera más 
precisa que la matriz de confusión por calcular, 
no solamente los valores de sus columnas de los 
extremos, sino también los contenidos en el 
interior de la matriz [14]. 
 
(7) 
donde γ es el número de filas, xi,i   número de 
patrones en una fila i y una columna i, xi+ y x+i 
totales marginales de una fila i y una columna i 
respectivamente, y m número de patrones 
evaluados. 
Cuando el resultado obtenido por el Kappa 
muestra que la concordancia es pobre, esto 
puede indicar mayor confiabilidad, a diferencia de 
cuando se obtiene concordancia elevada. Esto se 
debe a que, si en la muestra estudiada la 
proporción de una de las alternativas de 
calificación es mucho más frecuente que la otra 
(por ejemplo, gran disparidad entre la proporción 
de individuos con y sin daño) y para ella la 
concordancia es adecuada, el resultado 
expresará una elevada concordancia global, pero 
en realidad, está informando la concordancia 
para la alternativa de calificación de mayor 
frecuencia. Por ello, se ha propuesto calcular por 
separado la concordancia para cada alternativa, 
permitiendo una visión más equilibrada del 


























Tabla 5. Matriz de confusión para un problema de 
múltiples clases 




1 2 … m 
Total 
(ni+) 
1 n11 n12 … n1m n1+ 
2 n21 n11 … n2m n2+ 
… … … … … … 
m nm1 nm2 … nmm nm+ 
Total (n+j) n+1 n+2 … n+m N 
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Para la integración de la ME se consideró la 
manipulación de los patrones utilizando los 
métodos ECOC. Para fines de clasificación, se 
utilizó la regla del vecino más cercano aplicada a 
cada uno de los miembros del ME, combinando 
sus salidas con los esquemas de votación simple 
y votación ponderada. Los resultados obtenidos 
con el clasificador único (sin combinación) han 
sido incluidos como valores de referencia. La 
Tabla 6 muestra los resultados de la clasificación 
expresados tanto en precisión general, como 
coeficiente Kappa. 
Como puede apreciarse, los resultados de la 
Tabla 6 respecto a precisión general (PG) y 
coeficiente Kappa muestran diferencias 
significativas respecto al desempeño del 
clasificador con cada conjunto de datos. Estas 
diferencias están dadas por los aspectos 
descritos en la sección 5.1.  
Para determinar las diferencias significativas 
de los resultados, entre cada uno de los métodos 
analizados, se calculan los rank de cada método 
[17]. En este caso, para cada conjunto de datos, 
el método con la mayor precisión recibe rango 1, 
y el peor recibe un rank de 6. Si hay un empate, 
el resultado es compartido entre los métodos  
empatados. Para cada método, hay 4 valores de 
clasificación, uno para cada conjunto, así, el 
rango general de un método es el rango 
promedio de este método a través de los 4 
conjuntos de datos.  
Para completar el análisis de significancia 
estadística entre los resultados obtenidos, se 
utilizó la prueba de Namenyi [17]. La prueba 
obtiene una diferencia crítica (DC) para rechazar 
las hipótesis en las que el valor de p 
correspondiente es menor que el ajustado α, la 









donde, qa es el valor crítico, K es el número de 
métodos a comparar y N es el número de 
conjunto de entrenamiento utilizado. Para este 
cálculo, qa se basa en el estadístico del rango 
estudentizado dividida por √2, esto puede 
observarse en la Tabla 7 [17]. 
Por lo expuesto previamente y debido a que 
en este artículo se están comparando 3 
diferentes métodos para aplicar los ECOC con 
dos métodos de fusión; el valor correspondiente 
de q0.05  es 2.85 y para q0.10 es de 2.59. 
Los resultados experimentales son  
proporcionados en la Tabla 8, donde se incluyen 
los resultados obtenidos en la fusión ponderada y 
no ponderada de clasificadores. La tabla se 
encuentra dividida en dos partes, en la primera 
de ellas se muestran los resultados de la 
clasificación expresados tanto en precisión 
general (PG), como con el coeficiente Kappa. 
En la segunda parte (línea inferior de la tabla) 
se proporcionan los valores del rank general para 
cada uno de los métodos utilizados 
Como puede observarse para el CD Wine, por 
la naturaleza del método exhaustivo, no fue 
posible construir la mezcla de expertos. 
De los resultados mostrados en la tabla 7 se 
pueden observar varias situaciones. 
Primeramente, al analizar los tres métodos de 
codificación, encontramos que la mejor 
representación y distribución de patrones es 
obtenida con el uno por clase, esto es confirmado 
Tabla 6. Resultados de clasificación utilizando el 
conjunto de datos original 
 Kappa P.G 
Glass 58.5 70.0 
Vehicle 52.2 99.5 
Segment 95.6 97.1 
Wine 55.4 67.7 
Tabla 7. Valores críticos para la prueba de Nemenyi 
Clasif. 2 3 4 5 6 7 
q0.05 1.960 2.343 2.569 2.728 2.850 2.949 
q0.10 1.645 2.052 2.291 2.459 2.589 2.693 
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por los rank generales obtenidos (2.6 y 1.6, 
según Kappa). De igual modo, se logra identificar 
que pese a lo elaborado del método exhaustivo, 
es el que en promedio proporciona los peores 
resultados con los CD utilizados. 
Por otro lado, analizando el comportamiento 
de los métodos de fusión utilizados, la votación 
por mayoría simple ofrece mejores resultados en 
casi todos los casos y cuando no es así, 
proporciona resultados muy similares a los de la 
fusión ponderada. 
El gráfico de la Figura 1, muestra las 
diferencias obtenidas en los valores críticos entre 
los métodos de ECOC respecto al rank general.  
Para interpretar los resultados mostrados en la 
Figura 1, se establece que un determinado 
método A es significativamente diferente al B, si 
el rank general (A)+DC<rank general de (B). En 
este sentido, observando las diferencias 
significativas entre el menor rank obtenido (1.6) y 
el mayor (5.8), se puede concluir que el 
rendimiento del método uno por clase con 
votación simple muestra una mejora 
estadísticamente significativa respecto a los otros 
dos métodos. 
6. Conclusiones  
En este estudio, se presenta la adaptación de 
modelos utilizados en contextos de redes 
neuronales (ECOC), para realizar la codificación 
de las clases en contextos donde el conjunto de 
datos cuenta con más de dos clases utilizando el 
modelo de ME, de forma adicional, se propone 
establecer un umbral para que sea utilizado por el 
método de sub-muestreo con la intención de 
disminuir el desbalance que pudiera existir en los 
grupos formados por las codificaciones 
obtenidas. 
Para construir las submuestras que integrarían 
la Mezcla de Expertos, se adecuaron algunos 
métodos de sub-muestreo ampliamente 
estudiados en la literatura. La adecuación 
consistió en la implementación de un umbral 
basado en la cardinalidad de patrones por clase 
de tal manera que se guío la selección de 
patrones para evitar el efecto no deseado del 
desbalance en las submuestras resultantes. Una 
vez obtenidas las submuestras y las 
codificaciones se construyó la Mezcla de 
Expertos en la que se incorporó una medida de 
ponderación estática con la intención de 
incrementar la eficiencia del modelo. 
 
 
Fig. 1. Rank general obtenido por el coeficiente Kappa 
Tabla 8. Coeficiente Kappa y precisión general obtenidos con los diferentes métodos de fusión, los valores en 
negrita enfatizan los mejores resultados de cada problema 
CD 
Uno por clase Aleatorio Exhaustivo 
Ponderada Simple Ponderada Simple Ponderada Simple 
Kappa P.G Kappa P.G Kappa P.G Kappa P.G Kappa P.G Kappa P.G 
Glass 45.7 58.0 50.0 62.5 40.0 51.5 44.4 57.5 25.7 35.5 44.4 57.5 
Segment 95.5 96.2 95.5 96.2 89.9 96.3 89.9 96.4 48.4 70.0 48.4 70.0 
Vehicle 47.1 62.1 47.4 48.3 46.4 57.8 48.8 60.6 44.0 57.9 50.4 60.9 
Wine 51.0 68.8 54.0 70.0 47.1 69.4 51.7 69.4 ------- ----- -------- ----- 
Rank general 2.6 2.1 1.6 2.4 4.4 3.8 2.8 2.9 5.8 5.2 8.2 3.4 
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Con la utilización del coeficiente Kappa y la 
prueba de significancia estadística de Nemenyi, 
fue posible realizar un análisis más apegado a la 
naturaleza de los conjuntos de datos utilizados y 
obtener las siguientes conclusiones: pudo 
mostrarse la conveniencia de utilizar la ME para 
tratar de forma más eficiente el proceso de 
clasificación al utilizar múltiples clases, el 
métodos de codificación que favorece una mejor 
representación y distribución de patrones es el 
método uno por clase. De igual modo, es posible 
identificar que la utilización del método 
exhaustivo muestra bajo rendimiento. Esta 
situación  es conveniente si se observa que el 
método uno por clase es el que requiere menos 
costo computacional y tiene mayor simplicidad en 
su construcción (ver sección 2.1). 
Respecto a los métodos de fusión, no se logra 
observar diferencias significativas, por lo que, con 
los datos aquí utilizados no se identifica mayor 
ventaja la utilización de un método u otro. 
Por último, realizar la adaptación de los 
métodos de codificación ECOC para el 
tratamiento de múltiples clases ha sido la primera 
aproximación de su uso, si bien, es una idea 
atractiva, al construir ME, observando los índices 
de precisión mostrados, es evidente la necesidad 
de profundizar en su estudio mediante la 
utilización de métodos de bajo (limpieza y 
condensado) y alto muestreo con la intención de 
mejorar el rendimiento que en los  momentos los 
métodos ofrecen.  De igual modo, se contempla 
la implementación de nuevos métodos de 
ponderación (basados en distancias) que ayuden 
a mejorar el rendimiento del clasificador. Por 
último, el estudio comparativo con otros métodos 
utilizados para el tratamiento del desbalance en 
múltiples clases, principalmente en el contexto de 
redes neuronales es un estudio en proceso de 
realización. 
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