We introduce embodied lenses for visual queries on tabletop surfaces using physical interaction. The lenses are simply thin sheets of paper or transparent foil decorated with fiducial markers, allowing them to be tracked by a diffuse illumination tabletop display. The physical affordance of these embodied lenses allow them to be overlapped, causing composition in the underlying virtual space. We perform a formative evaluation to study users' conceptual models for overlapping physical lenses. This is followed by a quantitative user study comparing performance for embodied versus purely virtual lenses. Results show that embodied lenses are as efficient as purely virtual lenses, and also support tactile and eyes-free interaction. We then present several examples of the technique, including image layers, map layers, image manipulation, and multidimensional data visualization. The technique is simple, cheap, and can be integrated into many existing tabletop displays.
Introduction
Why are visual representations effective? Cognitive science suggests that such visualizations offload working memory, re-represent data in a form amenable to analysis, and constrain reasoning in a process known as external cognition. 1 However, external cognition alone is not sufficient to account for other phenomena commonly employed in sensemaking 2 such as interaction, 3, 4 physical manifestations, 5 spatial and temporal arrangements, 6, 7 and social and collaborative aspects. 8 In this paper, we propose the notion of embodied lenses that begin to capture these aspects of embodied interaction 9 for interactive queries on digital tabletop displays. 10, 11 Our approach is similar to Spindler et al. 12 and Koike et al. 13 in that we bridge virtual objects on the tabletop display with lens manifestations in physical space. However, we continue the physical metaphor further by allowing users to overlap the lenses in physical space to control object composition in virtual space. The concept is simple: we use sheets of normal paper or transparent foil decorated with fiducial markers that can be recognized and tracked by the tabletop. These sheets can now serve as embodied lenses that can be moved around on the tabletop, composed with other physical lenses, and decorated with interface controls (Figure 1 ). The lenses are truly embodied: (i) they have physical form; (ii) they support natural physical affordances 14 for moving, rotating, and overlapping; and (iii) they serve as social indicators of presence and current activity for other collaborators.
Imagine a user exploring real estate using a Google Maps application on a tabletop display. An embodied lens would allow the user to easily filter the available real estate according to cost, square footage, acreage, and number of bedrooms without affecting the global display, thus not interfering with other concurrent users of the real estate application. While not necessarily faster than an entirely virtual lens, the embodied lens has a physical form with many and wellunderstood benefits, 5, 16 including haptic feedback, eyes-free operation, and clear physical affordances. Furthermore, our technique for embodied lenses is exceedingly simple, cheap, and flexible: the sheets can be easily printed on a normal laser printer, cut into the desired shape with a pair of scissors, and registered for use on the tabletop surface. In addition, transparent foil has the added advantage of allowing touches to be recognized inside its extents as well as allowing lenses to be nested inside other lenses.
To inform our design, we conducted a formative evaluation with human subjects on spatial filtering to derive their conceptual model for composing physical lenses. Based on these findings, we then explore the design space of embodied lenses made from thin sheets of paper or transparent foil. We then conducted a formal user study comparing user performance for placing different configurations of virtual versus embodied lenses on a multitouch tabletop. Our results indicate that embodied lenses have comparable performance with virtual lenses with no difference in accuracy, and several potential benefits in relation to the tangible and eyes-free nature of the lenses.
In the second part of the paper, we showcase the technique in several examples, starting with simple focus + context lenses followed by filtering in Google Maps, as in the example above. Image manipulation applications, while not strictly within the concept of visualization, is another example where composable filters are common, and we show how our technique generalizes for this purpose. Finally, we demonstrate how our lenses can be used as movable filters in core visualization applications, such as in 2D scatterplots 17 and parallel coordinate plots. 18 
Related work
Lenses are a common interface tool in graphical applications, but are traditionally virtual in nature. However, recent work is starting to make it possible to integrate tangible objects on horizontal displays. Below we survey the literature on these topics.
Lenses in information visualization
Lenses have a long history of use in visual applications, dating back to Furnas's original fisheye views in 1986, 19 and work is still ongoing in this domain. Some examples of work in this domain include magic lenses, 20 movable filters, 21 and high-precision magnification lenses. 22 However, all of these lenses are virtual in scope and have no tangible component.
Tangible interaction
A tangible user interface employs physical items for controlling digital information. 5 Research has shown that tangible objects increase the intuitiveness of interactions because of their physical affordance, haptic feedback, and potential for eyes-free operation. Much work has been performed since the original metaDESK 16 platform for tangible interfaces, such as refs. [23] [24] [25] [26] . The work by Ullmer et al. 27 on tangible tokens for performing dynamic database queries is particularly relevant to our work.
Tangible interaction on tabletops
Digital tabletop displays are becoming available to a wide audience, but direct touch interaction in general is plagued by a lack of haptic feedback. To address this issue, recent work has looked at integrating tangible interaction with tabletops. One of the pioneering works in this domain is Sensetable, 25 which uses wireless technology to integrate physical pucks with a frontprojected tabletop display. SLAP widgets 28 are silicone-based physical itemssuch as keyboards, sliders, and knobs-that are tracked by the tabletop using visual markers. They can be used to interact with the tabletop, and, by virtue of being transparent, can also be relabeled on the fly. The SLAP system uses a combination of Diffuse Illumination (DI) 29 and Frustrated Total Internal Reflection (FTIR) 11 to make this hybrid virtual/physical approach possible.
Spindler et al. 30 use tangible props to detach user interface elements from the digital content on the tabletop display. Their solution is based on an additional overhead projector displaying these controls on a tracked sheet of cardboard.
Most recently, Luminos 31 has allowed for constructing physical 3D structures on the tabletop surface. This is achieved using clever arrangements of fiber optic bundles in tangible blocks that transmit light from the tabletop surface up into the block structure itself.
Tracking objects on tabletop displays
One of the core problems of tangible integration on tabletops is recognizing and tracking physical objects placed on the horizontal surface. One solution is to use external components, such as wireless sensing, 25 radio-frequency identification, 32 or magnetic tags. 33 These techniques are capable of capturing the location of objects, but cannot detect an object's rotation or whether it is touching the surface (although two sensors can be attached to an object to detect rotation 25 ).
Computer vision is another promising solution for tracking objects, and it has been used with great success in the augmented reality field. ARTag 34 is capable of tracking unique and rotation-asymmetric visual markers using low-cost cameras-typically webcams-and has also been adapted to tabletop displays for tracking objects using an overhead camera. Another approach makes use of the camera already present in diffuse illumination 29 tabletops to track fiducial markers placed on the undersides of objects resting on the tabletop surface. Both of these approaches detect not only position, but also rotation information.
Tangible lenses
Among the many uses of tangible objects, there have been a number of attempts to use tangible objects as lenses. Ullmer and Ishii 16 present tangible lenses as displays on articulated arms in their original metaDESK. SecondLight 35 uses a special diffused film to select the desired state of the display, such as choosing between one of two projected images. This technique allows a physical lens to acquire a different image than the surrounding area, but the system requires separate projectors for each display. The Paper Windows system 36 uses a camera-and projection-based system to track sheets of tangible paper in a physical environment. Their approach allows for projecting arbitrary digital content on different sheets, and they exhaustively explore the design space of interaction techniques for such digital/ physical uses of paper.
Lee et al. 37 utilize four light sensors to identify the corners of a rectangular surface. The technique uses relatively cheap light sensors, and requires only one projector. However, the tangible object needs power, and must thus be wired or battery powered, and only one region can be active at a time.
Similarly, Looser et al. 38 propose a flexible and transparent tangible prop for use as a lens in augmented reality. Once again, however, the proposed lens is intended to be used only as a single lens, but their approach of marker-based tracking is similar to the technique proposed in this paper.
Another related system is UlteriorScape 39 where physical sheets are integrated with the digital content of a tabletop system.
Schmalstieg et al. 40 present two transparent props-a pad and a pen-that can be used for interaction with a 3D world on a stereoscopic tabletop display. The props can be used for a wide range of interactions, including tool palettes, dynamic controls, and magic lenses, but the system supports only a single transparent prop of each type at the same time.
On the topic of tangible lenses for visualization, Spindler et al. 12, 41 study the use of the 3D space above a tabletop, projecting dynamic imagery onto a tracked piece of cardboard using a projector. They propose to use this for volumetric data, layers, sampling, zooming, and slicing, etc., and their approach includes an interaction vocabulary for how these cardboard lenses can be used to explore the data. Similar to our work here, they also study scatterplot and parallel coordinate applications as well, and their work is therefore the closest to ours in terms of the visualization application area.
Finally, in terms of technology, the work that is closest to ours are the 2D transparent markers for tabletops proposed by Koike et al. 13 These transparent markers are invisible to the human eye, yet can be detected by the tabletop using polarization of the underlying LCD display. The authors apply this to a magic lens application and show some examples on its use. Our implementation does not use a liquid-crystal display tabletop and so must rely on visible markers, but this would be an interesting feature to add to our work. The primary difference with our work is that we focus on the physical and virtual affordances of lens composition, and we also study how to perform touch interaction inside a lens. Furthermore, our treatment includes examples of the utility of applying these lenses to visualization applications.
Background: embodied, distributed, and situated cognition
External cognition, 1 where physical representations in the world are used to offload, re-represent, and constrain internal cognitive processing, is often named as the main cognitive mechanism for perceptualization in general, and visualization in particular. 42 Donald Norman, who has long distinguished between knowledge in the head and in the world, 43 draws parallels between graphical representations and the use of external representations in our physical world, such as Postit notes, calendars, and pen and paper to extend our cognitive abilities, noting that 'it is [physical] things that make us smart.' 44 However, the concept of external cognition is abstract and general in nature, and does not fully capture the situated and embodied aspects of physical items; for example, it is not clear how interaction fits into this model, and much work has been devoted to remediating this discrepancy. 3, 4 More specifically, pens, paper, Post-it notes, and calendars all exist in the world as physical artifacts, can be interacted with, and can interact with their environment. For example, a pen can be used to write on paper, Post-it notes, or calendars, and Post-it notes can be affixed to the world (such as a wall or a monitor) or to other artifacts (such as on the pen). These physical arrangements also utilize our inherent spatial abilities as humans. Furthermore, all physical artifacts exist within a social context that is shared among several individuals 9 ; for example, a Post-it on a pen might be a label denoting ownership, whereas a Post-it on a monitor might be a reminder about a future event.
Given this reasoning, it seems clear that external cognition alone is insufficient to account for the rich vocabulary of embodied and situated action that we should be able to draw upon for sensemaking. 2 In fact, ethnographic studies 6,7 of both casual 45 and expert users alike working in both laboratory settings and 'in the wild' indicate that the sensemaking process is a highly iterative and polymorphic workflow characterized by a plethora of external visual, tangible, and cognitive aids such as physical artifacts, 5 annotations, multiple views, 46 environmental cues, 7 and arrangements in time and in space. 6, 7 In this work, we draw upon the nascent fields of embodied cognition and embodied interaction 9 as reasoning tools for discussing, designing, and evaluating tools for sensemaking. Embodied cognition takes the view that the human mind is shaped by the form and function of the body, and embodied interaction applies this to interaction design where the above physical and social aspects come together when building interactive systems situated in the world. In practice, this translates to designing sensemaking tools and representations that harness our innate human abilities to reduce the cognitive load and to facilitate the explicit processing from external to internal representations. More specifically, we derive the following three high-level requirements for such embodied sensemaking techniques:
Physicality. The technique should be tangible and thus inhabit the world as an artifact in itself.
Embodied. The appearance of the technique should give a indication of its affordances, 14 i.e. its purpose and use. Social context. The presence and usage of the technique should communicate the activity to other participants.
Design framework: embodied sensemaking
In order to begin to explore these aspects of embodied sensemaking, we adopt interactive tabletop displays as an enabling platform. Tabletop displays are particularly suited for collaboration, 47 are relatively cheap and easy to build (even by hobbyists), 11, 29 and are starting to be used for a wide array of co-located collaborative tasks such as tree comparison, 48 data analysis, 48, 49 and command and control. 50 Furthermore, tabletops based on diffuse illumination 29 can detect and track fiducial markers placed on the bottom of physical objects resting on the display surface.
However, supporting embodied sensemaking on tabletop displays gives rise to a number of design constraints. One of the most important is the need to separate the displays of individual users 49 to support both coupled and decoupled collaboration. 51 Furthermore, many applications utilize global visual representations that cover the entire display-such as maps, image collections, and graphs-making independent views in the style of standard graphical user interface windows impractical and unsuitable.
Tabletop displays, for all their popularity, sport only virtual controls drawn graphically on the display surface. The primary benefit of such controls is dynamic visual appearance, which allows them to be easily moved and modified. However, by virtue of only having a visual appearance and no physical form, these virtual controls have no haptic feedback. Recent work 28, 31 highlights the benefits of combining the dynamic nature of virtual controls with the physical affordances of tangible controls integrated with the tabletop display.
Formative evaluation
Our research question in this paper is to study novel methods for supporting this combination of physical and virtual spaces in the context of tabletop displays. Our particular approach is to overlap physical lenses to create composition in virtual space, a common operation in tasks such as image manipulation, data filtering, and map queries. To guide our inquiries, we conducted a formative evaluation on the physical affordances and conceptual model of these physical lenses for controlling object composition in virtual space.
Participants. We recruited six unpaid participants (one female, five male) from the student population at our university (average age 25). All were regular users of computers, all had experience of using touch devices, and two had used horizontal displays in the past.
We motivate the choice of university students as a representative population by the fact that the focus of our study was to elicit basic affordances and conceptual models for tangible objects on horizontal display, and therefore no particular expertise or knowledge was needed on behalf of the participants.
Methods. The evaluation platform was a 60-inch rear-projected tabletop display. The display showed a maximized Google Maps view of the city of Chicago ( Figure 2 ). Because of the formative nature of the evaluation, we had not yet built a functioning embodied lens system to use as a testing platform. Instead, we used a Wizard of Oz protocol where an experimenter controlled a faceted search interface (right side of Figure 2 ) using a mouse in response to the participant physical actions. This also meant that touch input was disabled during the experiment.
Participants were given a sheet of trials for building queries in a fictional house-hunting task. The map view showed a set of 100 icons for a randomly generated database of available houses, including data on their price, taxes, square footage, number of bedrooms, number of bathrooms, and acreage. The trials all consisted of forming queries to satisfy various constraints on these six dimensions: for example, a typical trial may have the form 'Price$220,000 AND 2 4 Bedrooms 4 4.' We organized trials in increasing order of difficulty as measured by the number of predicates involved. With six levels of number of predicates (1 through 6) and three repetitions per level, participants performed a total of 18 trials.
Each trial started with participants having access to six physical lenses (overhead transparencies) stacked in one corner of the table. Each lens was clearly labeled for which of the six house dimensions it filtered, and had a range slider (made from paper) for manipulating the selected range. Starting from the current trial on the task sheet, participants selected the relevant physical lenses, configured the range sliders, and overlapped them on the tabletop to search for candidate houses. In accordance with the Wizard of Oz protocol, the experimenter changed the dynamic query filters based on the participant's physical actions.
After completing a full session, we asked participants to fill out a post-test questionnaire consisting of both Likert-scale ratings ( Table 1) as well as free-form interview questions (Table 2) .
Results. Although we timed each trial, the completion time was not the primary outcome of our study (average completion ranged from 7.3 (one predicate) to 51 (six predicates) seconds and was largely linear, and a one-way repeated-measures analysis of variance revealed a significant effect of predicate number on completion time: F(5, 25) = 286:3, p \ :001). Rather, we were interested in qualitative results on the physical affordances of embodied lenses.
For the Likert-scale ratings, depicted in Figure 3 , the results were uniformly high for the embodied lenses approach. Perceived accuracy was rated as lowest at 3.83 (SD 0.75), indicating that participants were concerned with the precision of a embodied lens. They also rated the power of this approach at 4.33 (SD 0.52), and preference to use it in their daily work was 4.16 (SD 0.41). On the other hand, all participants rated the utility of physical lenses for collaborating with others at 5, and its enjoyability received identical ratings. In particular, the naturalness of the approach was rated at a 4.83 (SD 0.41) average.
Interview questions.
Summarizing the free-text responses to our interview questions, all participants indicated that the physical action of overlapping two transparent objects means combining data, such as for two overhead transparencies, or retrieving more information, such as for a magnifying glass. On the other hand, one participant remarked that overlapping Table 1 . Likert scale from 1 (strongly disagree) to 5 (strongly agree) post-test questionnaire for the formative evaluation.
Metric Statement
Accuracy Physical lenses are accurate for this task Analogies
This task is analogous to common physical actions I perform in the real world Collaboration
Physical lenses would be particularly useful when collaborating with others Composition
Combining physical objects in this way in the real world is can be used to achieve combined effects Efficiency
Physical lenses are efficient for this task Enjoyability
Physical lenses are enjoyable for this task Naturalness
Physical lenses are natural for this task Power
Physical lenses are powerful for this task Preference I would prefer to use physical lenses than virtual lenses in my daily work Settings
There are some settings for which physical lenses work better than virtual lenses Tangible
The physical form of a lens is helpful in some situations Tasks
There are some tasks for which physical lenses work better than virtual lenses Table 2 . Interview questions for the formative evaluation.
Number Question 1
What does the physical action of overlapping or stacking two physical objects (such as overhead transparencies) mean to you? 2
Does the model used in this experiment-that overlapping sheets means combining filters-make sense to you? 3
Can you think of any real-world situations where you find yourself overlapping physical objects (sheets of paper, playing cards, books, etc.)? 4
The traditional design alternative to physical lenses are virtual lenses that exist only on the computer screen and have no physical form. What are the strengths and weaknesses of each approach? Are there particular tasks, situations, or users for which one is better than the other? 5
Can you think of any particular strengths or weaknesses when using physical lenses for collaboration with several people gathered around the tabletop display? 6
Do you have any particular thoughts or suggestions on how to design a user interface that mixes both physical objects (the lenses) and virtual objects (the graphical map on the screen)? Table 1 .
opaque physical objects is used in the real world for organizing information, such as when stacking books or sheets of paper, or even for hiding information, such as masking out pieces of an overhead transparency using a piece of paper. However, they all thought that stacking physical objects was a natural and intuitive physical operation for this task. Furthermore, the physical form meant that participants found the lenses easy to see, and memorizing their spatial location was also perceived as easy. Some of the drawbacks mentioned include confusion about the logical operation resulting from composing lenses (AND vs. OR), scalability concerns when too many physical objects are being overlapped, and some issues with limited precision over virtual lenses. Participants also thought that a physical border, for example of cardboard, would make the lenses less flimsy and more robust. Finally, as hinted at by the low accuracy rating, some participants felt that the physical lenses may not be as precise as an entirely virtual lens, although this effect may well arise from the imprecision inherent in the Wizard of Oz protocol.
Observations. Participants required very little guidance on how to operate the physical lenses on the tabletop, and, with no exception, all participants immediately grasped the general concept. Practically within minutes of encountering the experimental setup, all participants were constructing visual queries by configuring range sliders on the lens sheets and overlapping them to achieve combined effects. In general, this particular use of physical lenses seemed straightforward and intuitive to our users.
The physical lenses also provided a natural way to efficiently parse visual query tasks. When reading task descriptions, participants would immediately grasp the affected sheets corresponding to the query to form, pushing other sheets aside until later required. The participant would configure the filters of each sheet separately and then instinctively arrange them in a stack that would be moved together as a unit on the tabletop. All of these observations were consistent with our hypotheses in regards to physical interaction on tabletop displays.
Design constraints
We summarize the above design constraints as follows: To accommodate all of these constraints, we propose embodied lenses (C1, C2) that are tangible (C3) and composable (C5). These are made out of thin sheets of paper or transparent foil that can be easily tracked, and thus may also have a virtual representation (C4).
Embodied lenses
Our embodied lenses for tabletop surfaces are physical sheets of paper or transparent foil decorated with fiducial markers. The physical nature of the lens allows it to be manipulated by the user through operations such as moving, rotating, overlapping, and even reshaping the lens (C3). The fiducial marker allows a diffuse illumination (DI) tabletop surface to track the lens and translate physical operations into virtual ones (C4). Together, these two features provide a way to bridge the physical and virtual space on the tabletop.
In this section, we explore the design space of embodied lenses. We start by discussing basic physical interaction and its virtual counterpart. We move on to discuss the visual representation of a lens-its interior-as well as visual decorations that can be added to its exterior. Overlapping lenses in physical space leads to lens composition (C5) in virtual space, a topic that renders a section of its own. We then discuss practical issues regarding physical materials.
Physical interaction
The basic setup for our embodied lens technique is a diffuse illumination (DI) 29 tabletop display. These devices use computer vision in the infrared spectrum to detect objects on (or above) the horizontal surface that are being illuminated with invisible infrared light. The technology allows for tracking fiducial markers that are placed on the undersides of objects and are resting on the tabletop surface.
We summarize the physical interaction of our lenses in Figure 4 . Interaction is initiated by placing an embodied lens onto the tabletop surface so that its fiducial marker can be detected and identified (Figure 3 ). Each lens must have a unique marker so that they can be reliably identified. Depending on the lens material (see below), the lens may now have to be registered, i.e., its extents must be defined. We support this by allowing the user to trace a finger around the perimeter of the desired lens extents, at the same time giving visual feedback of the boundary (Figure 3 ). By lifting the lens from the surface, the lens is reset and its extents can be redefined ( Figure 3) ; however, depending on the software configuration, lenses can be toggled to remember their shapes. This functionality even allows the user to lift the lens, use a pair of scissors to cut the lens to a new shape, and then re-register the lens onto the surface.
Note that lens shape can easily be encoded into the marker-based lens identity, eliminating the need for registration altogether. However, registration does allow for changing lens geometry for situations where this is useful.
With a lens placed and registered on the display, it can now be moved and rotated by sliding it on the surface (Figure 3) . The tabletop tracks the position and orientation of the lens and updates the display, including the visual representation within the lens as well as its decorations. When several embodied lenses are registered on the display, they can be overlapped in physical space, causing application-dependent composition (C5) in virtual space ( Figure 5 ). The only constraint is that fiducial markers must not be occluded by other markers from the point of view of the tabletop tracking system; we describe ways to avoid this below.
Visual representation
The key feature for any focus + context framework is that the visual representation inside the lens extents can be different than the global view for the whole display (C2). This supports the local focus views of the data necessary for shared collaborative displays (C1), for example by filtering or changing the color scale of data inside the lens. From the perspective of the framework, a lens is a two-dimensional region identified by a unique fiducial marker. The marker conveys the position and rotation of the lens region. The lens then accesses the global visual representation within its extents and either transforms it (such as for an imageprocessing filter) or replaces it with new visual content. Each lens propagates its contents upwards in the hierarchy, allowing for chains of lenses.
Exactly which visual representation to use depends on the application. Some applications will even use many different types of lenses, each with different visual representations. We will explore some examples of different lens types later in this paper.
Visual decoration
Beyond the visual representation of the lens region, a lens can also choose to incorporate visual decorations, typically outside the perimeter of the lens. Again, the actual decorations depend on the application, but standard decorations include a title, a visual border, and an enable/disable toggle. If the lens is representing a filter, it is customary to add controls for changing parameters of the filter; for example, a range slider to select the data interval of items to show inside the lens 52 or a button to invert the selection. Figure 5 shows three lenses with decorations similar to an interface window, including a title, a minimize button (to temporarily disable a lens), and a close button (to remove the lens).
Concrete-embodied lens implementations may also use visual decorations such as buttons or tabs to control the composition operation (see the next section) that will be used when combining two lenses.
Lens composition
Overlapping embodied lenses in physical space will cause the lens regions to be composed in virtual space ( Figure 5 ). This is a key feature of the lenses, and enables a user to, for example, combine real estate filters from our earlier example on house hunting by simply overlapping the lenses in physical space on the table.
Definition. We define lens composition simply as a basic function composition f g, i.e., an associative application of one lens onto the output of another. In an implementation, this amounts to simply finding the non-empty intersection of each combination of 2D regions for all lenses that are active on the tabletop. These combinations should now be applied to each of the intersections of the display space and transform that portion of the display space.
Depending on the capabilities of the hardware, an additional constraint may be that the lens composition must be commutative as it is often impossible to determine the stacking order (and thus application order) of individual lenses. One approach is to track the order that lenses were added to the tabletop, and then give explicit visual feedback and controls to change this order. Another is to track the dynamics-if a lens A is slid onto a lens B, we can reasonably assume that lens A is on top of B.
Finally, a complication arises if the fiducial markers (shown in Figure 5 ) of one lens happens to overlap the fiducial marker of another. In such situations, the tabletop computer will lose tracking of the occluded lens. We suggest two ways to deal with this situation: when tracking is lost on a lens whose fiducial marker is nested inside another lens, assume that the sheets representing the two lenses were collated into a neat pile and simply merge the functionality of the lenses; or add tangible non-flat handles to each lens on top of the fiducial marker-the physical affordance of these handles suggest that they should not be overlapped with other handles.
Physical lens type
There are several different approaches we can use for material and physical design of the physical lenses. We outline the three major types of physical lenses below ( Figure 6 ).
Paper sheet. The most straightforward lens type is to use a sheet of paper cut into an arbitrary shape and decorated with a fiducial marker. Paper sheets provide physical and visual feedback on shape, position, and extents. Furthermore, because the lens surface appears opaque to the tabletop system, lens shape registration can be done automatically without user guidance.
We recommend using a slightly heavier paper stock to avoid some of the flimsiness of standard office paper. However, paper that is too thick may result in loss of tracking when overlapping lenses, and the rearprojected image may also not be able to penetrate the paper. Also, because paper is opaque, touch interaction inside its extents cannot be detected, and overlapping lenses may cause fiducial markers to be partially or completely occluded from the point of view of the tabletop's vision-based tracking system. Figure 7 shows an example of a back-projected image on a paper lens.
Transparent foil. Using transparent foil, i.e., transparencies used for overhead projectors, is perhaps the most flexible approach because transparencies, just like normal paper, can typically have their fiducial markers printed using a standard laser printer, yet their transparency allows for easily overlapping and nesting several lenses. This will be problematic only when the actual markers of two overlapped lenses happen to overlap, causing one to become occluded. Furthermore, the sheet still gives physical and visual feedback to the user.
Significantly, because the lens is transparent, users can still interact with the interior of the lens using standard multitouch gestures; finger touches are generally visible to the tracking system even through several overlapped lenses. On the other hand, because the lens extents are invisible to the tracking system, transparent lenses must be registered manually. Furthermore, it is often necessary to add a white background to the printed fiducial marker, i.e., by taping a piece of paper behind it, to facilitate tracking. A minor point is also that transparencies are typically made of cellulose acetate, and thus are prone to build-ups of static charges, especially when rubbed against each other (such as when overlapping lenses).
Handle only. Finally, the most straightforward approach is to just provide a physical handle with no spatial extents and with only a fiducial marker on its underside. The handle controls an entirely virtual lens, so there is no physical feedback on its extents. If the marker does not encode the lens geometry, manual registration of the virtual lens shape is naturally also necessary. On the other hand, this approach avoids issues in physical overlap of lenses on the tabletop surface, particularly if the handles are given some physical form beyond a thin piece of paper (e.g., a wooden brick).
User study
While the purpose of our embodied lens framework is primarily to provide additional scaffolding for embodied sensemaking using visual queries, it would still be interesting to know how these embodied lenses compare with purely virtual lenses (i.e., lenses with only a graphical representation). Such findings would provide another data point for designers who are deciding on which visual query technique to utilize in a particular project. To this end, we conducted a quantitative user study comparing time performance using these techniques in a canonical visual query task. As our goal was to compare the low-level affordances of these virtual and physical lenses, we chose to use an abstract scenario involving covering geometric regions on the visual space using different lenses.
Hypotheses
We advance the following three simple hypotheses:
H1 Fitting a new virtual lens will be faster than moving an existing virtual lens. Giving participants the capability to create, resize, and rotate a virtual lens out of thin air should yield faster performance than having to acquire and manipulate an existing virtual lens. H2 Embodied lenses will be significantly faster than existing virtual lenses. We think that the physicality of the embodied lenses will cause users to outperform existing virtual lenses in terms of completion time in the coverage task. However, we will not make any prediction on fitting new virtual lenses.
H3 Fitting a new virtual lens will have significantly less accuracy than the other two techniques. As stated above, because fitting a new lens allows users to explicitly select the size and not just the position and orientation of each lens, it will yield either significantly lower coverage or significantly higher error than the other two.
Participants
We recruited 12 (eight male, four female) unpaid participants from the general student population at our university (median age 24). Participants were selfselected, had significant computer experience (11 reported significant touch interaction experience), and had normal or corrected-to-normal vision with no color deficiency (self-reported).
Apparatus
We conducted the experiment on an 1.2 m 3 0.9 m (approximately 60 inch) Diffused Surface Illumination (DSI) 29 multitouch tabletop display equipped with two DLP projectors, each with 1280 3 800 resolution (for a total of 1600 3 1280). The projectors were powered by a computer running Microsoft Windows 7.
Task
For the purposes of simplicity, we reduced the task studied in this experiment to its simplest components: an empty (white) canvas upon which a constellation of query regions are placed ( Figure 8 ). The task entailed Figure 8 . Experimental setup for our quantitative user study. Participants were asked to maximize the coverage of a constellation of query regions using a set of predefined virtual or physical lenses, while minimizing the empty space incorrectly covered by these lenses.
placing lenses (embodied or virtual) so that the query regions were fully covered. The objective was to minimize the time to complete the task while maximizing the covered query regions and minimizing the empty area of the space incorrectly covered by a lens. There are several additional design decisions to consider for this simple experimental task. To ease virtual resizing of a lens, each of the query regions was rectangular in shape. In fact, because embodied lenses are not readily resizable (we did not allow participants to cut the lenses to size using scissors), we chose to restrict each of the individual query regions to four specific sizes: small (5 cm 3 5 cm), medium (10 cm 3 10 cm), large (15 cm 3 15 cm), and extra large (20 3 20 cm). In other words, participants were provided with exactly one lens corresponding to each query region size. We also restricted the number of query regions used in each trial as a factor N, giving it a value range of 1, 2, or 3. As there existed only one instantiation of each region size, this meant that for N=3, all but one of the query region sizes were placed on the canvas.
Finally, region placement turned out to be key to achieving interesting scenarios. As our tabletop is large, we first ensured that all placed query regions were easily reachable without moving from the participant's position along one of the long sides of the table, i.e., in a 0.75-m semi-circle centered in the middle of one long side (this semi-circle was explicitly rendered on the table as visual feedback). Furthermore, as we wanted to study overlapping effects for the lens techniques, we placed query regions so that they overlapped with at least 25-75% of their surface area with one or more other lens. Placing an individual query region involved randomly selecting a center position and orientation so as to fulfill the above criteria.
Visual query techniques
The motivation for this experiment was to study the performance of embodied lenses in comparison with purely virtual lenses that exist only as graphical representations manipulated through multitouch interaction. However, depending on the task setup, we identify two separate ways to instantiate a virtual lens: either by fitting a new lens or by moving (and rotating) an existing virtual lens to a specific location. For this reason, we include three separate techniques in the experiment:
VirtualSized: The most straightforward instantiation method is for a user to simply create a new lens by placing two fingers on an empty part of the space, thereby forming the two diagonal corners of a rectangular lens. Moving the fingers allows for dynamically resizing and rotating the lens. Existing lenses can be modified-moved, rotated, and resized-by simply tapping and dragging on the borders of a virtual lens. VirtualMoved: As opposed to creating a lens out of thin air as in the VirtualSized technique, this technique would instead have the user move and rotate an existing lens by tapping and dragging on the borders of an existing lens from a lens palette. Similar to the pinch and drag operations outlined above, the difference with VirtualMoved is that the lens cannot be resized. We provided virtual lenses in the four basic sizes outlined above.
Embodied: This was the basic embodied lens technique as described in this paper, with four physical lenses in the four sizes outlined above. We chose to use paper lenses to maximize the accuracy of the DSI object tracking.
While the VirtualSized technique is likely the most natural and straightforward instantiation method for virtual lenses, it is also not able to capitalize on the fixed sizes of the query regions. However, it can certainly be argued that these fixed query regions are an artifact of our user study, but this is an unfortunate side-effect of many tangible user interfaces that is outside the scope of this experiment. Nevertheless, we were interested to see what impact, if any, these different instantiation methods would have on task performance.
For the VirtualMoved and Embodied techniques, we placed the lens palette in an area in the center of the table, i.e. at a distance of 0.75 m directly in front of the participant's position (see Figure 8 ). For the embodied lens condition, participants were required to return all physical lenses to this area prior to starting a new trial.
Experimental design
We used a full factorial within-participants design with the following factors:
Trials were organized in blocks for each technique. Block order was balanced using a Latin square across participants to counteract learning effects; other factors were randomized within blocks. platform collected completion time as well as the accuracy of the placed lenses. Completion time was measured from when the participant initiated a trial by clicking a button until the participant clicked the same button to end the trial. Lens placement accuracy was measured in two ways: coverage, i.e. the ratio of the query region area covered by the lenses ([0,1] ), as well as error, i.e. the ratio of empty area incorrectly covered by a lens in regards to the cumulative query region area (½0, ').
Procedure
A user study session involved briefing each participant on the background of the study (2 minutes), introducing them to the task (1 minute), and allowing them to train on practice trials (5 minutes). Participants were instructed to perform each trial as quickly as possible, while still ensuring that they cover each query region accurately. After the participants indicated that they felt confident in each of the three techniques, they were allowed to proceed to the timed trials. A trial started with an empty canvas and with any embodied lenses placed in the lens palette. Participants started the trial by pressing and holding a button in the center of the semi-circle for 1 second. The query region configuration was then shown on the visual canvas as grey boxes rendered on the white surface (Figure 8) , and the task timer was started. Participants were now free to instantiate, place, and orient lenses to cover the query regions. No visual feedback was given on the coverage or task progress. When participants were satisfied with their coverage, they pressed another button to the side of the canvas semi-circle. This stopped the timer and calculated the coverage and error metrics for the trial. These metrics were silently recorded by the user study platform.
After having finished a full user study session, the participants were given a short exit interview. A typical user study session lasted approximately 30-40 minutes.
Results
Correctness results for coverage and error were all within 90% correctness, and there were no significant differences depending on technique or (surprisingly) number of lenses (repeated-measures analysis of variance, all assumptions valid). For this reason, we chose to disregard correctness for the remainder of this treatment. Figure 9 shows a summary of the completion times for the experiment; Embodied lenses yielded an average completion of 3.57 (SD 1.35) seconds, VirtualSized yielded 3.81 (SD 1.46) seconds, and VirtualMoved 5.65 (SD 2.24) seconds. We analyzed the completion time using a repeated-measures analysis of variance (all assumptions met), and found that there was a significant main effect of both technique T (F(2, 22) = 105:75, p \ :0001) as well as number of regions N (F(2, 22) = 222:73, p \ :0001) on this metric. Furthermore, there was significant interaction effects between both factors (F(4, 88) = 3:02, p \ :0191).
We investigated pair-wise differences between techniques using Tukey HSD, and found that both Embodied and VirtualSized were significantly faster than VirtualMoved (p \ :05). However, there was no significant difference between Embodied and VirtualSized.
Discussion
Our findings confirmed H1: VirtualSized was significantly faster than VirtualMoved. Furthermore, the results allow us to confirm H2: as hypothesized, the Embodied technique was significantly faster than the VirtualMoved technique. However, the results rejected H3: the fact that the VirtualSized technique required users to explicitly select the size of the lens did not yield any significant differences in accuracy compared with the other two lenses.
These findings yield two conclusions: First of all, that our virtual lenses were sufficiently responsive so that resizing the lens did not slow down the VirtualSized condition. In fact, our observations and the informal comments offered by participants seem to indicate that the ability to move, scale, and rotate a lens in a single multitouch gesture was a natural way of interacting with the lenses. The second conclusion that can be drawn from our results is that our embodied lenses appeared to promote faster task performance than the equivalent condition with purely virtual lenses (VirtualMoved), without being slower than the VirtualSized condition. Again, our observations offer some explanation: for the embodied lenses condition, participants often grabbed lenses with both hands when responding to a new trial, and would almost automatically rotate the lenses while sliding them to their destination. This is in contrast with the VirtualMoved condition, where users would often move a single lens at a time (even if our tabletop had no such limitation) and would rotate the lens only when it had reached its approximate destination (again, despite our tabletop easily supporting both moving and rotating at the same time). We speculate that it is the physical and tangible feedback of the embodied lenses that cause this difference.
These same observations do offer some insight on why Embodied lenses may be a better fit than VirtualSized. First of all, even if we found no significant difference in our statistical analysis, the bimanual, tangible, and virtually eyes-free manipulation of the embodied lenses that we observed seem to suggest that the embodied lenses are more natural to use than virtual lenses. In the virtual-sized condition, each lens was created in a separate operation, whereas embodied lenses could theoretically be grabbed by the handful from the lens palette. Second, many visual query lenses in a real application setting must be persistent because they are decorated with user interface elements for type, filtering, and color scale assignment. In such settings, lenses are almost always pre-existing, and the manipulation is then concerned with acquiring and moving an existing lens.
The coverage task evaluated in this user study is a low-level task, and it could be argued that other emerging factors would manifest themselves in a higherlevel visual query task similar to the one tested in our formative evaluation. While this is certainly possible, high-level visual query tasks are also more suspectible to systematic effects due to chance, individual differences among participants, and compound interaction tasks. In other words, the results from such a task would be significantly harder to analyze, not to mention interpret. We feel that the simple coverage task here is the canonical lens interaction task-even for high-level visual query tasks-and that our experiment, therefore, is more general and widely applicable when designed in this fashion.
One remaining issue to consider is whether to use the VirtualMoved or VirtualSized lens instantiation approach in a real application. The latter technique is clearly much faster, and it is highly likely that the instantiation technique is the main cause of the difference. The pinch gesture used in VirtualSized allows the user to create a lens 'out of thin air' and position it appropriately with minimum effort. For VirtualMoved, the user must spend time acquiring and moving an existing lens from the lens palette at the edge of the screen, thereby consuming valuable time. However, as argued above, many lenses must be pre-existing and cannot simply be created anew every time. Therefore, VirtualMoved can be considered to be a more realistic instantiation technique than VirtualSized. For this reason, we think that the findings from this study do indeed provide a useful recommendation for designers choosing between embodied or purely virtual lenses.
Application examples
Beyond the elementary usage shown earlier in this paper, we implemented four applications to showcase our embodied lenses. In all of these examples, we use a hybrid FTIR 11 /DI 29 multitouch tabletop display with support for marker-based tracking. The FTIR functionality is used for accurate sensing of finger touches, whereas DI is employed for tracking lenses.
Multidimensional data visualization
Collaborative data visualization is a canonical example of the need for multiple individual views 49 to seamlessly support multiple modes of collaborative coupling. 51 We implemented two scenarios for parallel coordinates 18 and scatterplots. 17 Our lenses in each of these applications have additional decorations to allow filtering within a particular lens using dynamic queries 52 on a specified dimension. To allow the users to control the type of composition used, these visualization supports both AND and OR lenses encoded into the fiducial markers themselves. In other words, the user can explicitly choose different physical lenses depending on whether they want to get the union or the intersection when composing a lens with another lens.
Scatterplot. We implemented a scatterplot visualization capable of visualizing items as points using any two dimensions in the dataset by mapping them to the x-and y-axes of the plot (Figure 10 ). We then integrated our embodied lenses as movable filters 21 supporting excentric labeling. 53 Each lens, once registered, is decorated with buttons to step through the dimensions of the dataset to filter on. Two sliders are also added to each side of a lens for changing the minimum and maximum of the range of items to show inside the lens (this is in lieu of a double-ended range slider, which is the optimal way of supporting dynamic queries 52 ). Data points in the scatterplot falling inside the extents of an active lens will be filtered out (i.e., temporarily removed) if its value for the selected filter dimension falls outside of this range. Combining lenses by overlapping causes a conjunction of the filters in data space.
Parallel coordinate plot. Our second visualization example is a parallel coordinate plot 18 where all of the dimensions of a dataset are stacked in parallel and data items become polylines connecting the positions for each axis corresponding to the item's value for that axis (Figure 11 ).
Our implementation adds standard dynamic query sliders 52 to each axis to allow for global filtering affecting the whole display, but also supports our embodied lenses with movable filters for local queries more amenable to collaborative work. As with the scatterplot example, lens decorations allow for filtering data items that fall outside the range of a selected data dimension.
Implementation. Our visualizations have been implemented using Adobe Flex and uses the TUIO 55 protocol. We import data into the tools as commaseparated files exported from a spreadsheet.
Layer exploration lenses
The layer exploration application (similar to that of Spindler et al. 41 ) allows users to collaborative explore different layers of a visual space. The layers are partially transparent information substrates that are stacked to occupy the same visual space, and can be toggled on and off. 56 Users register a lens for a specific layer, and the lens will henceforth show only that layer in its contents. This can be applied to a wide variety of scenarios: contractors studying building plans with different kinds of blueprints, such as water, electricity, sewage; car designers with different expertise collaboratively working on related systems in a vehicle (Figure 7) ; and a team of doctors collaboratively diagnosing a patient with many layers of medical data (scenario below).
In this fashion, the system allows users to collaborate in the same visual space while avoiding conflicts and interference. Implementation. We implemented the layer lens system in Java using Java 2D for graphics and using the TUIO 55 protocol for touch interaction. We provide a generalized file format for loading several layers of image data. A slider allows for changing lens transparency.
Scenario: collaborative medical diagnosis. Imagine a situation where a team of doctors is diagnosing the victim of a traffic accident, trying to decide which surgery is most critical for the patient. Each doctor has different expertise and needs to look at different test results and scans of the body. However, the doctors must reach a consensus in a timely manner before they can decide on a course of action. In this scenario, we can add each view of the patient-such as X-rays, magnetic resonance imaging, and computed axial tomography scans-as a layer into the lens system ( Figure 12 ). Each doctor gets his or her own lens that he or she can use to reveal the dimension of interest of the scanned image. The lens sheet gives the user a clear indication on how to use the system-important for non-expert use-as well as implicitly communicates the focus of each doctor to the others. Visual decorations on the lens allow the user to change settings, such as the layer, to show the transparency, rendering order, etc.
For instance, an orthopedic surgeon wants to see fractures on the patient's skeleton, so he takes his lens and registers for the skeletal layer ( Figure 11 ). This is done by simply placing the new lens on the tabletop and communicating the extents of the lens geometry to the system. The surgeon will now see only x-ray images in his lens without interfering with the view of the other doctors. As he scans through the body, he finds a major fracture of the tibia, and decides that he needs to discuss the damage with neurosurgeon to determine if it is critical or not. The neurosurgeon overlays her lens (Figure 11 ) on the orthopedic surgeon's lens to acquire an overlapped image ( Figure  11 ). They both change the transparencies of their respective lenses by moving a slider attached to the lens to have the best view of the composition of the two layers.
Tangible Map interaction
The Tangible Map enables users to view geographical regions and query for geospatial features using embodied lenses (Figure 13 ). In this application, the lens is used to add information to the map rather than filter it out. After placing a lens on the table, the user registers its extents and chooses a data dimension to view. Moving the lens on the table will now reveal the underlying geospatial data.
The operation to use for compositing lenses can also be controlled using the lens. More specifically, this controls whether the result of a lens composition will be the union or the intersection of the data shown in individual lenses.
Scenario: planning a biohazard storage site. Let us suppose that the state of Indiana is choosing a new site Figure 11 . Parallel coordinate plot 18 for a car dataset. Each axis has range sliders to allow for axis filtering, 54 and also visible are the horizontal range sliders decorating the two lenses. The interface allows for cycling through which dimension to filter using these range sliders.
for biohazard storage. A set of experts are collaborating on this task using a tabletop display and our Tangible Map software (Figures 1 and 13) . One of them, a public health official, creates a lens for studying the population density. The lens is augmented with visual decorations to control the parameters of the lens. The health official sets the filter range to 0 to 5000, as he wants to find areas that have a low population density, thus minimizing the risk of any hazardous spill in the area. The lens shows values of counties satisfying this criterium using excentric labels 53 to efficiently display the names of places in a small region around his physical lens. Meanwhile, a water management engineer creates a lens for highlighting ground water aquifers. Figure 1 ). Each lens has been configured to show only sites that fulfill certain criteria: low population density, ground water aquifers, and high-capacity roads. Combining one or all of the lenses temporarily combines these filters.
Again, the planning team wants to minimize lasting impact of any accidents involving hazardous waste.
The new lens will show the position and density of water flow in its focus region. A third official, this one a transporation expert, uses his own lens to filter out roads with too small capacity for the task. Moving biohazard waste requires special heavy trucks escorted by lead and trailing vechicles, and the roads must be capable of supporting these convoys. Working individually, these experts can use their embodied lenses to find candidate places on the map-potentially even creating a new embodied lens for each potential site they find. They can then start combining their individual lenses to find the small set of candidate sites that satisfy all criteria. The fact that the lenses are physical again helps the officials in instinctively knowing how to use the interface, and also supports implicit communication 57 between participants. They can even leave a lens on a promising location as an indication to other participants, and register a new lens to continue the exploration while awaiting a time to discuss it.
Implementation. We implemented the Tangible Map application in Adobe Flex using the Google Maps application programming interface. We again use TUIO 55 to communicate with the tabletop. The application fetches live map data from Google and displays them on the display, overlaying information from a geospatial database using map markers.
We used the public microsample of the US Census 2000 data, containing anonymized data such as population, income, housing units, water area, and land area for geographical regions in the USA. We utilize a county dataset with longitude and latitude data to transform these values to positions on the map, and draw either a marker or a circle scaled by the data on that location.
Image manipulation
We have implemented an image manipulation program using our embodied lenses. Although image manipulation is not strictly an example of a sensemaking task, this example showcases the general nature of the technique. Just like in any image manipulation program, such as Adobe Photoshop, our prototype supports image filters, but with the difference that our filters work inside particular lenses. Figure 14 shows a photograph of the city of Chicago with three different lenses active-an edge detection lens, a smear lens, and a grayscale lens. Overlapping lenses causes the image filters to be composited in the same order the lenses were applied; in other words, sliding one lens on top of another assumes that the stationary lens is closest to the surface and its filter should be applied first.
Implementation. Our application was implemented in Java and uses the JH Labs Java Image Processing Filters (http://www.jhlabs.com/ip/) for real-time image processing. The prototype currently supports only the above three lens types, but adapting additional JH Labs image filters is simple. Touch input is received using the TUIO 55 protocol.
Implications for design
A key strength of our proposed embodied lenses is that they are very cheap and straightforward to adopt for any existing collaborative application running on a DI tabletop display. There is no extra equipment needed to detect and track lenses-only extra central processing unit cycles-and the lenses themselves can be created using a normal laser printer in a matter of minutes. The lenses add a whole new and tangible dimension to the tabletop display.
However, there are a number of potential drawbacks with this approach. First of all, embodied lenses require marker-based tracking and can be imprecise in a way that a fully virtual lens is not. Some of this could be addressed by the transparent visual markers proposed by Koike et al. 13 In addition, the benefits of an embodied lens are also probably highest for novice users, where the physical affordance will help the user perform tasks, whereas an experienced power user will likely be much more efficient with a virtual lens. Finally, transparent sheets can build up static charges, and paper sheets result in a less clear, yet still legible (Figure 7) , image.
Nevertheless, we think that the drawbacks of embodied lenses are outweighed by their benefits, so we feel confident in recommending this approach be adopted in a wide range of tabletop applications, particularly for novice users and particularly those fulfilling the requirements in our design framework.
One interesting discussion point is the applicability of embodied lenses for visualization, which so far has mostly focused on traditional computing platforms such as desktop and laptop computers. Given this trend, it is not clear how widely applicable these results will be on the field as a whole. On the other hand, recent developments in visualization for tabletop computing, such as refs. 12, 48, 49 and 58 suggest that this state of affairs may very well change in the future.
Conclusion
We have presented an exploration of the design space of embodied lenses made from thin sheets of paper or transparent foil for bridging physical and virtual interaction on tabletop displays. The physical affordances of these sheets allow for natural tangible interaction, such as moving, overlapping, and even reshaping the lenses, causing predictable results on the visual display. An empirical user study showed that our physical lenses were as efficient to use as virtual lenses, but provided additional benefits such as tangible form, eyes-free operation, and instructive physical affordances. Our treatment also included a diverse set of application examples within visual computing, ranging from multiple image and map layers to image manipulation and multidimensional visualization.
