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Abstract 
Named Entity Recognition (NER) is a key step in the information extraction phase of text 
mining. Extracting and recognising Named Entities (NEs) from informal text is a challenging 
task owing to its complex and unstructured (free) nature. In this thesis, two techniques are 
proposed to enhance extraction and classification of NEs from unstructured and informal text.  
The first is an extension to the traditional Segment Representation (SR) technique. A new label 
is assigned to words that have different implications in different contexts of a text document, 
i.e., words that do not belong to a Named Entity (NE) in one context while appearing as an NE 
in other contexts. Ambiguity in such cases can negatively affect the results of classification-
based NER techniques. Assigning a separate label to the words that can potentially cause 
ambiguity in NER allows a classifier to detect NEs more accurately; therefore increasing 
classification accuracy. The second is a new graph-based technique for representing 
unstructured text. The new representation is used to extract discriminative features that are able 
to enhance the NER performance. Both techniques are domain independent, and are able to 
deal with informal text regardless its structure and complexity. 
To evaluate the usefulness of the proposed SR and graph-based techniques, a series of 
comprehensive experiments focusing on medical NER is conducted.  Both formal and informal 
benchmark textual data sets pertaining to unstructured text from the public domain are collated 
and used to demonstrate the generic nature of the proposed techniques. The classification 
results before and after applying the proposed techniques are quantified using the F-score 
measure. The results are analysed, compared, and discussed.  
The experimental results of the proposed extended SR technique indicate an overall average 
improvement in six out of seven classifiers when dealing with informal data sets. The overall 
averages of the F1-measure improve from 0.1% (by the k-NN classifier) to 10.4% (by C4.5). 
On the other hand, the graph-based features enhance all the results of informal data sets in all 
the tested classifiers using the traditional SR techniques. The enhancements range between 
0.2% (by the k-NN classifier) and 16.7% (by C4.5). Combining the graph-based features with 
the extended SR technique is able to improve most of the results from informal data sets by up 
to 7.8%.  In summary, both the proposed extended SR technique and graph-based features are 
effective in undertaking unstructured and informal text in NER tasks. 
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Chapter 1 
Introduction 
1 INTRODUCTION 
1.1 OVERVIEW 
It has been estimated that nearly 80% of the world’s digital data are represented in an 
unstructured textual form (Miner et al. 2012). These data encompass a considerable amount of 
information, which has attracted the attention of many researchers to carry out text mining. 
Indeed, unstructured text plays a vital role in many areas, including the medical domain.  
There are a number of reasons that lead to the increase in digital medical data (Liao and Wu 
2012a; Tsai et al. 2006a; S. Zhang and Elhadad 2013). Firstly, the emergence of clinical 
information systems adopted by many hospitals has contributed to the creation of a huge 
number of medical records. Furthermore, electronic medical databases are now common, and 
some are available for public access, e.g. MEDLINE (NLM 2015), DrugBank (Wishart 2014), 
and PubMED (NCBI 2015). Textual medical data exist in various forms, which include 
Electronic Patient Records (EPRs), clinical reports, medical discussion forums, and medical 
literature, all of which contain extensive amount of valuable, undiscovered knowledge and 
hidden relations (Friedlin et al. 2011). The rapid increase in unstructured text including medical 
data repositories has created an urgent need for text mining studies, which have emerged and 
progressed significantly, especially in the last decade.  
To understand the increased research interest in text mining, two initial surveys have been 
conducted in this research to show the change in the number of related publications in the past 
decade. Figure 1.1 displays the results of two search queries initiated with the keyword ‘text 
mining’. The search was executed on two different scientific databases, PubMed and Science 
Direct.  
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Figure 1.1: The number of publications indexed by 'ScienceDirect' and ‘PubMed’ scientific databases related to ‘Text 
mining’ for the last decade. The search is conducted on titles, keywords or abstracts. 
Figure 1.1 (a) shows the results of the first survey conducted from Science Direct website. 
Science direct (Elsevier 2014) is a scientific publications database that index more than thirteen 
million publications ranging between books and journal articles. In 2004, 2,222 publications 
were displayed in the search results. This number increased to 4,072 in 2014, while in 2015, it 
jumped to 4,505 publications. Figure 1.1 (b) shows the results of the second survey. The results 
were queried from the PubMed database. PubMed (NCBI 2015) is one of the most 
comprehensive databases for the biomedical literature. It contains more than 25 million 
citations. The search in PubMed demonstrated the increased attention given to text mining in 
the medical field. The number of publications increased from 596 in 2005 to 1319 in 2015. In 
summary, both surveys indicate that researchers’ interests in text mining increased rapidly in 
the last decade. 
Text mining is a branch of data mining that is concerned with handling textual data. The main 
aim of text mining is to extract meaningful information, implicit knowledge, and hidden 
relations from natural language text (Ananiadou et al. 2006; W. He 2013; Zhu et al. 2013). 
Figure 1.2 illustrates different phases of text mining. In this regard, Named Entity Recognition 
(NER) is an initial, and yet essential, step in the information extraction phase of text mining. In 
general, NER is the process of detecting all Named Entities (NEs) within a given piece of 
unstructured text. An NE is a noun or nominal phrase that belongs to a specific semantic type, 
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e.g. the name of a person. Indeed, NER is the first step towards understanding the semantics of 
words (Marrero et al. 2013). 
 
Figure 1.2: A typical text mining process, where NER is part of the information extraction phase.  
The concept of NEs was first introduced in 1995 during the sixth Message Understanding 
Conference (MUC-6) (Evaluation 1996). The objective of MUC was to introduce new 
techniques to improve the information extraction process for unstructured text. During MUC-6, 
a challenge of extracting NEs was launched, and, the first formal categorisation of NEs was 
announced. This categorisation consisted of only five basic NEs, namely organisation, person, 
location, quantity, and time. After noticing the crucial role of NER in information extraction, 
the categories list has since been continuously expanding, reaching up to 200 different 
categories by 2002 (Sekine et al. 2002). Figure 1.3 illustrates an example of extracting 
‘treatment’ and ‘person’ NEs from a patient discharge summary report. 
 
Figure 1.3: An example for extracting 'treatment' and 'person' NEs from text. Words highlighted in yellow are ‘treatment’ 
NEs while words highlighted in green are ‘person’ NEs 
This thesis tackles the problem of NER from unstructured and informal text focusing on the 
medical domain as an in-depth case study. It aims to enhance the recognition results by 
minimising the impact of ambiguity on the detection results without the use of domain 
knowledge. 
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1.2 MOTIVATION 
NER is a crucial step in text mining. In this section, the importance of text mining and the 
significance of extracting information from unstructured medical text are presented. Different 
text mining applications are described, and challenges in NER research are discussed. 
1.2.1 Significance of information in unstructured text 
Text-based information is increasing rapidly in the medical field (Athenikos and Han 2010; 
Brandt and Nadkarni 2001). It forms an important part of the scientific literature in medicine, 
Electronic Medical Records (EMRs), medical databases, and medical discussion forums. Most 
of the text is in an unstructured format.  
Australia ranks the fifth among the countries in the world that use EMRs in hospitals. 
According to the latest survey conducted by the commonwealth fund foundation (Schoen et al. 
2012), 92% of doctors in Australia use EMRs in their practice. Figure 1.4 shows the top ranked 
countries that use EMRs.  
 
Figure 1.4: Use of electronic medical records in different countries 
As indicated earlier, EMRs consist mostly of unstructured text. The study by Friedlin et al. 
(2011) indicated that unstructured medical text contains valuable unexplored knowledge. In 
addition, a recent case study presented by IBM and Seton healthcare showed a significant 
difference between information that could be extracted from unstructured text relative to 
structured text (Hake 2012). The study aimed to identify a list of indicators that resulted in 
patient re-admissions. A number of indicators extracted from EMRs were defined. The records 
consisted of both structured and unstructured fields. During the analysis, researchers attempted 
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to extract the same indicators from both structured and unstructured sections. Some of the 
indicators such as “assisted living” and “living arrangements” were nearly non-existent in the 
structured sections. Other indicators with specific fields in structured text, e.g. “smoking 
indicator”, were extracted with higher accuracy from unstructured sections. The details are 
shown in Figure 1.5. New hidden indicators were discovered only in unstructured text. The 
study concluded that without considering both structured and unstructured sections in the 
analysis of patient records, it would be difficult to have a complete understanding of the 
patient’s health status.  
 
Figure 1.5: IBM and Seton healthcare case study results showing the difference between the percentages of indicators 
extracted from structured text as compared with the same indicators extracted from unstructured ones in electronic patient 
records 
1.2.2 Applications of text mining and NER 
The potential of text mining has been well-recognised in analysing social networks, medical 
records, product reviews, blogs, news articles, and scientific literature (Zhu et al. 2013). A wide 
range of text mining applications has been introduced, which include plagiarism detection, 
disease diagnosis, search engine enhancement, document summarization, user identity 
recognition (Keretna et al. 2013), customer satisfaction measurement (Miner et al. 2012), and 
terrorist or criminal activities detection (Al-Zaidy et al. 2012). Text mining has also been 
recognised to offer great benefits in inter-disciplinary fields like media, marketing, and 
medicine (Fleuren and Alkema 2015; W. He 2013; Kushima et al. 2011). 
NER (Evaluation 1996; Marrero et al. 2013), also known as concept extraction, is a 
fundamental step in text mining. It refers to the procedure of detecting specific concepts from 
textual data in the information extraction process (Lukman et al. 2007; Marrero et al. 2013). 
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The concepts can be general like person names, or domain specific like drug names where they 
are called Medical NEs, or MNEs (Brandt and Nadkarni 2001). The procedure of extracting 
MNEs is called Medical Named Entity Recognition (MNER).  
MNER serves as the basis in many medical applications (Fleuren and Alkema 2015; López-
Fernández et al. 2013; Lukman et al. 2007), e.g. drug-drug interaction (Zazo et al. 2013; R. 
Zhang et al. 2014), adverse drug effects (Benton et al. 2011; Zhu et al. 2013), diagnosis 
classification (L. M. d. Bruijn et al. 1997), protein-protein, and gene-gene interactions (Seoud 
and Mabrouk 2013). MNER is also useful for identifying disease risk factors (Urbain 2015) 
and in biomedical question-answer systems (Athenikos and Han 2010). 
1.2.3 Challenges in NER 
Many challenges are encountered when trying to extract NEs from unstructured text generally 
and MNEs in biomedical text specifically. MNEs have a very special nature as they involve 
high ambiguity (Hamon and Grabar 2010; Majumder et al. 2012). In this section, the challenges 
related to extracting NEs in general and MNEs in the medical domain are discussed. 
1) Informal text: 
Unlike scientific papers, which are considered as a type of formal text, informal text is not 
well-structured, which poses as a challenging issue when it comes to text mining. Examples of 
informal text include medical notes in EMRs, tweets, forums discussion, and Facebook feeds. 
Some of the challenges that researchers face when trying to automatically analyse informal text 
include (Esuli et al. 2013; Jonnalagadda et al. 2012; Thomas et al. 2013): 
x NE boundary detection: This challenge occurs when the NE is composed of more than 
one words. Detecting the beginning and the end of an NE is not a straightforward task, 
and is error prone. As an example, some data sets consider determiners like ‘the’ as part 
of the NE, while others do not. In general, the definition of an NE boundary causes a 
conflict that represents a challenge in NER (Dehghan et al. 2013; Munkhdalai et al. 
2011). An example of NE boundary detection problem is illustrated in Figure 1.6 where 
an ‘organisation’ NE is annotated in two different sentences. Although the two 
sentences have the exact same structure, the first sentence mentions two different 
organisations, while the second sentence mentions only one organisation. The decision 
of including ‘and’ as part of an organisation name is a challenging task for an NE 
recogniser. 
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Figure 1.6: An example of an NE boundary detection problem 
x Spelling mistakes: informal text suffers from a high rate of spelling mistakes. This can 
be observed at the example in Figure 1.7. As can be observed, the word ‘an’ is used 
instead of ‘and’.  Spelling of some words has also been intentionally altered to express 
different emotions, e.g. changing the word ‘yes’ to ‘yesss’. 
x Lack of a sentence structure: A sentence structure is important for part-of-speech 
tagging. It is useful for detecting noun phrases from text, in order to help in boundary 
detection. Informal text usually suffers from sentences that are not very well structured. 
The lack of a sentence structure can be observed in the four tweets in Figure 1.7, as 
well the text sample from a patient’s discharge summary report in Figure 1.8. 
x The text is not properly punctuated: Punctuating the text is a crucial part in detecting 
noun phrases in the sentence. Noun phrases are the building blocks of an NE. The text 
in Figure 1.7 and Figure 1.8 show examples of poorly-punctuated informal text. 
x Capitalisation: In formal text, capitalisation is a common feature used to detect NEs. 
For example, in formal text like scientific publications, person NEs and drug NEs start 
with capital letters, therefore useful for detecting NE words. However, in informal text, 
capitalisation is not properly used. For example, Figure 1.7 shows that capitalisation is 
used on non-NE words in the middle of the sentence to show different feelings of 
excitement or disappointment.  
x Abbreviations: Use of abbreviations is common especially in medical text and in tweets, 
e.g. due to the limited number of characters per tweet. The tweets example in Figure 1.7 
shows the use of abbreviation ‘omg’ instead of ‘Oh my God’. Figure 1.8 illustrates an 
extensive use of abbreviations in the medical domain where abbreviations ‘q. 6h’, 
‘b.i.d’, ‘p.r.n’ and ‘q.a.c’ are used to indicate ‘use every six hours’, ‘twice daily’, ‘as 
needed’, and ‘before each meal’, respectively. 
IBM and Boeing signed a new agreement. 
Procter and Gamble launched a new product. 
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Figure 1.7: Examples from real tweets showing the lack of sentence structure, proper capitalisation, use of abbreviations 
and spelling mistakes that commonly exist in informal text 
 
Figure 1.8: Examples from a real patient record showing the lack of sentence structure (in green) and use of abbreviations 
(in red) that commonly exist in informal text 
x Homonymy: Homonymy refers to the situation in which the same term holds different 
meanings. Words with homonymies can be mistakenly extracted as NEs. While a 
context-based analysis can be used to solve this problem, it still poses a challenge to 
NER (Krauthammer and Nenadic 2004). Figure 1.9 illustrates an example of 
homonymy in the language. In the first sentence, the word ‘Apple’ refers to an 
‘organisation’ NE. The second sentence mentions the word ‘apple’ as a fruit. 
 
Figure 1.9: An example of homonymy 
 
 
Apple launched a new iPhone 
USA is the second leading producer of apple trees. 
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2) Ambiguity 
Ambiguity poses a key challenge in both formal and informal text. The level of ambiguity is 
usually higher in informal text due to the lack of an appropriate sentence structure and 
punctuation.  
Referring to the example in Figure 1.10, ambiguity occurs when extracting the ‘treatment’ NE 
from ‘ventral hernia’ and ‘ventral hernia repair’. In the former, ‘ventral’ and ‘hernia’ are regular 
words because the whole phrase refers to a medical problem. In the latter, the phrase refers to 
a treatment procedure. In other words, ‘hernia’ and ‘repair’ represent two segments of the 
‘treatment’ NE in the latter, while in the former, both are just regular words. Figure 1.11 
illustrates a set of words that can cause ambiguity. Ambiguity has a negative impact with 
respect to the learning procedure of a classification algorithm. As explained earlier, a word can 
appear as either an NE or a regular word in different contexts; therefore leading to 
misclassification. While contextual features can help reduce the effect of ambiguity, it still does 
not solve the problem completely. 
 
Figure 1.10: Example of ambiguity in medical text 
 
Figure 1.11: Words that cause ambiguity owing to their existence as NEs as well as normal words according to their context 
3) MNEs  
Biomedical terms in general are characterised by vagueness and uncertainties that present 
challenges when attempting to extract them automatically (Zhu and Shen 2012; Zhu et al. 
2013). As an example, there are many challenges for extracting ‘treatment’ NEs from 
unstructured text. Firstly, ‘treatment’ NEs do not have a specific pattern or length. Secondly, it 
is very common to have a treatment NE written in an abbreviated form and with variations, 
Ventral hernia is treated with ventral hernia repair which is a surgery 
Treatment NE Medical problem 
 Ambiguity 
Not 
Named 
Entity 
Named 
Entity 
All Words 
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e.g., ‘zanax’ and ‘xanax’. Thirdly, some treatment NEs can be easily confused with normal 
English phrases, like ‘stay awake’ and ‘good sense’. Besides that, a drug name which is 
considered as a treatment NE can have both a generic name and a brand name, and both are 
used in medical reports, e.g., ‘Acetaminophen’ and ‘Panadol’ refer to the same entity. Some of 
these challenges are addressed in Table 1.1, with examples from a ‘treatment’ NE in the 
biomedical field (Atkinson and Bull 2012; Jonnalagadda et al. 2012; Z. Yang et al. 2008; Zhu 
et al. 2013). 
Table 1.1: Challenging characteristics and examples of ‘treatment’ NEs 
‘Treatment’ NE Characteristics Examples 
There are no specific patterns for ‘treatment’ 
NEs; they can be very long and complex, or very 
short and simple 
x Complex, long name: 17-alpha-
hydroxy-progesterone caproate 
x Simple name: akarpine 
‘Treatment’ NEs can be written either in the 
abbreviated or normal forms 
x Asa Æ Aspirin 
x Nicotinic acid sust. rel. Æ Nicotinic 
acid sustained release 
Latin letter and Greek numbers are both very 
common in ‘treatment’ NEs 
x Latin: aminophylline dehydrate 
x Greek: aerolate III 
A ‘treatment’ NE that describes a medicine name 
has both generic and brand names, any of them 
can be used 
Acetaminophen Æ Panadol 
There are spelling variations that doctors 
normally use for some ‘treatment’ NEs 
x Zanax Æ Xanax 
x ‘NAcetylCysteine’, ‘N-acetyl-cysteine’ 
and ‘N-acetylcysteine’ 
 
Some ‘treatment’ NEs can be confused with 
normal English language 
x Aid to sleep 
x Air 
 
1.3 PROBLEM STATEMENT AND RESEARCH OBJECTIVES 
The purpose of this research is to investigate and overcome the problems related to extracting 
NEs from unstructured and informal text, with the focus on the medical domain. The main 
research question is: how to efficiently and effectively extract NEs from unstructured and 
informal text? 
To answer the research question, the key research objectives are as follows. 
x to propose a domain independent NER technique to extract NEs from  unstructured and 
informal text. Such technique requires minimal effort when it is applied to tackling 
NER tasks in different domains. 
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x to analyse the roots of ambiguity in informal text and develop solutions that minimise 
their effects on NER; 
x to analyse the hidden relations and connections between words in informal text and 
develop solutions that minimise their effects on NER; 
x to collate textual benchmark data sets from public domains and to evaluate the proposed 
techniques comprehensively, with the results analysed and compared with those from 
existing methods in the literature 
1.4 RESEARCH METHODOLOGY 
Figure 1.12 illustrates the steps adopted in the research methodology. Firstly, a review of the 
literature is conducted, along with a knowledge gap analysis. Identifying the knowledge gap 
leads to defining the research question and research objectives. Identifying and collating 
suitable textual data sets from public domains for evaluation is then conducted. Motivated by 
the knowledge gap in the literature, useful NER techniques are developed, tested and assessed. 
 
Figure 1.12: Research methodology 
Review of the literature for text mining and NER focusing 
on the medical field 
Step#1: Literature review 
and gap analysis 
Identify and collate data sets that will be used for testing, 
evaluation and benchmarking 
Step#2: Data collation 
Different NER techniques inspired from the literature are 
experimented to analyse which techniques are better to 
achieve the research objectives (i.e. domain independency) 
  
Step#3: Applying 
techniques inspired by the 
literature 
  
(1) Extend existing Labelling techniques to enhance 
classification results 
(2) Add graph features for the classifiers that minimise the 
ambiguity in the text 
Step#4: Propose potential 
solutions to improve 
existing techniques 
  
Analyse the results of the suggested improvement against 
the traditional NER techniques using the collected data sets 
Step#5: Results analysis 
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1.5 SCOPE AND LIMITATIONS 
According to the problem statement and objectives defined earlier; the scope pertaining to data 
collation and NER technique development is defined, as follows. 
¾ Data collation: 
Three data sets are collated for the experiments in this thesis. The experiments are developed 
on the following basis: 
x The data sets collated and used for the experiments are benchmark unstructured text. 
This means that the data sets exist in a free text format. 
x All the data sets are in English. 
x The collated data sets are labelled with existing NEs. 
x Labelled NEs should not overlap. 
 
¾ Techniques development: 
x The proposed techniques focus on overcoming ambiguity in unstructured and 
informal text.  
x The proposed techniques are domain independent, which means that they require 
minimal effort when they are applied to other data sets from other domains. 
The experiments in this thesis focus on the medical domain, as MNER is a challenging 
application. As such, comprehensive experiments are conducted using medical data sets. 
However, the proposed techniques are also applied to a general domain data set of informal 
text, in order to demonstrate and validate that the techniques are domain-independent. 
1.6 THESIS OUTLINE 
The remaining part of this thesis is organised as follows. In Chapter Two, the background for 
understanding and analysing NER methodologies and techniques are discussed. In addition, 
recent research literature in NER, and especially, MNER, is presented. The knowledge gap is 
also highlighted in this chapter. 
In Chapter Three, the research methodology used throughout the thesis is explained. The 
chapter covers the techniques and classifiers used throughout the experiments in the thesis. It 
also explains the proposed modifications on existing techniques that contribute in enhancing 
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the recognition results. The proposed techniques include an extended segment representation 
technique along with graph-based features used for classification. The proposed techniques are 
motivated by the knowledge gap in the literature explained in Chapter 2. 
In Chapter Four, the experiments used to validate the proposed techniques discussed in Chapter 
Three are explained. Three different data sets are used. The results are presented, along with 
discussion and analysis of the results. Finally, conclusions and suggestions for further work are 
presented in Chapter Five. 
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Chapter 2 
A  Review on Named Entity Recognition 
2 A REVIEW ON NAMED ENTITY RECOGNITION 
2.1 OVERVIEW 
A literature review on text mining in general, and NER in particular, is presented in this chapter. 
The aim is to explain some popular and useful techniques and methodologies used to analyse 
unstructured and informal text. The state-of-the-art investigations on NER in the biomedical 
field are also presented. 
2.2 TEXT MINING 
Text mining is a branch of data mining that is focused on extracting useful information and 
hidden relations from textual resources. Mining information from text was first introduced in 
1999 (Hearst 1999) when data mining techniques focused only on structured databases and 
numerical data. The idea was inspired from (Swanson 1987) who discussed the problem of 
expanding medical literature. This expansion led to losing track of possible logical connections 
that already exist in the literature that can lead to important discoveries like rare diseases or 
adverse effects. At that time, Swanson’s work focused on discovering these links manually. 
Nowadays, while text mining is used in various fields, the medical domain remains as one of 
the most challenging areas due to its complex nature. Examples of some recent applications of 
text mining across different domains are listed in Table 2.1. 
Table 2.1: Recent applications in text mining 
Domain Applications  
Biomedical domain Analysing scientific papers 
Mining heart-disease risk factors 
Cardiac risk factors 
Cancer research 
Protein-protein interactions 
(Fleuren and Alkema 2015) 
(Urbain 2015) 
(Cormack et al. 2015) 
(Zhu et al. 2013) 
(Papanikolaou et al. 2015) 
Banking domain Detecting trends in business 
intelligence applications 
(Moro et al. 2015) 
Marketing Identifying new market opportunities 
Products reviews (hotels) 
Market prediction 
Product recommendation (i.e. Netflix) 
(Jin et al. 2015) 
(Berezina et al. 2016) 
(Nassirtoussi et al. 2014) 
(Itto et al. 2015) 
Emotion analysis Human-machine interaction 
Consumer brand sentiments 
(Bhaskar et al. 2015) 
(Mostafa 2013) 
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Opinions/reviews ranking 
Opinion mining 
(J.-z. Wang et al. 2015b) 
(Balazs and Velásquez 2016) 
Construction  Analyse employers expectations (Gao and Eldin 2014) 
Author detection Plagiarism detection 
Social network identity detection 
(Oberreuter and Velásquez 2013) 
(Keretna et al. 2013) 
General User experience extraction (advices) (Wicaksono and Myaeng 2012) 
 
The process of text mining consists of four main activities (Zhu et al. 2013): information 
retrieval, information extraction, knowledge discovery, and hypothesis generation, as 
illustrated in Figure 2.1.  
 
Figure 2.1 The process of text mining 
Information retrieval is the activity of retrieving the most relevant documents to be processed 
at the later stages in the text mining process (Dinha et al. 2013). It depends on the document 
similarity and search optimisation techniques. The importance of this activity is that it 
eliminates extra processing of irrelevant data that can cause delays and errors in the subsequent 
processing stages. As such, this is the main activity used for developing and optimising search 
engines. 
Information extraction, also known as concept extraction, is the activity of extracting 
meaningful information from the retrieved documents (Esuli et al. 2013; Lourenço et al. 2009). 
It is divided into two main activities, NER and relation extraction. The objective of NER is to 
recognise terms in the text, and give each term certain classification. The extracted terms 
comprise anything that can be categorised, e.g. organisation names, diseases, or phone 
numbers. After discovering and classifying the terms, it is necessary to extract the relations 
among the terms. The extracted relations are then analysed in the later stages to provide insight 
of the hidden knowledge. 
Relevant 
Documents 
Information 
Retrieval 
Relevant 
Information 
Knowledge Discovery 
(Text Mining Techniques) Hypothesis Generation 
 
Named Entity 
Recognition 
Information Extraction 
Relation 
Extraction 
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Knowledge discovery is the stage in which text mining techniques are applied to discover 
implicit or explicit information and facts (Krallinger et al. 2005). The discovered knowledge 
can be re-used for extracting additional information. Text mining techniques that are usually 
deployed in this activity are illustrated in Figure 2.2. 
Based on the discovered knowledge, hypothesis generation is carried out to suggest a solution 
for the text mining problem. This is the last activity in the text mining process whereby a 
question is finally being answered. The success of hypothesis generation depends heavily on 
knowledge driven pattern matching techniques (Lourenço et al. 2009; Zhu et al. 2013). 
As explained earlier, text mining techniques are used in the knowledge discovery phase of the 
text mining process to detect hidden connections. These techniques usually are divided into 
two main types: supervised and unsupervised techniques (Jonnalagadda et al. 2012). Some 
classification taxonomies also include semi-supervised techniques (Majumder et al. 2012). 
This taxonomy of techniques and examples of them is illustrated in Figure 2.2.
 
Figure 2.2: Categorisation of some popular and useful text mining techniques 
TM 
Techniques 
Descriptive 
(Unsupervised 
learning) 
Predictive 
(Supervised 
Learning) 
Clustering 
Association 
Classification 
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Neural Networks 
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K-Means 
EM 
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Non-linear 
Logical 
C4.5 
Naïve Bayes  
AdaBoost 
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K-NN 
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Supervised techniques (Lee and Yang 2009), also known as predictive techniques, are used 
when a labelled training set is available. The training set is labelled with pre-defined classes. 
A supervised technique then computes a functional relationship between the annotated data 
and their labels. The challenge in supervised techniques is that the data samples need to be 
assigned to certain classes so that they can be used for training. Labelling data sampling is 
usually a manual process, which needs considerable time and effort. However, supervised 
techniques usually produce better results than unsupervised ones (Jimeno-Yepes and Aronson 
2010). 
Unsupervised techniques (Shijun Wang and Summers 2012), also known as descriptive 
techniques, are used when data categorisation is not well stated. The aim of unsupervised 
techniques is to cluster the data samples into a number of categories, and discover the 
relationships between them based on similarity measures. It does not need labelled training 
data which is considered a strength point for this type of techniques. This is because, in real 
world, labelled data are usually expensive and not always available. 
The results of knowledge discovery techniques in the text mining process are highly affected 
by the information extraction phase (Mooney and Bunescu 2005). This is because, the concepts 
that exist in the text as well as the relations between these concepts (i.e. the IE output) are used 
as input to the knowledge discovery techniques. This input is used as a base for further analysis 
to discover hidden relationships and implicit knowledge. Incorrect concepts or inaccurate 
relations will propagate through the text mining process and may result in false reasoning and 
mislead output knowledge. This thesis focuses on the activity of extracting concepts from text 
that will serve as an input to knowledge discovery techniques in later stages of the text mining 
process. The activity of extracting concepts from text is called Named Entity Recognition. 
2.3 NAMED ENTITY RECOGNITION 
2.3.1 Overview 
NER is an activity in information extraction that is responsible for identifying terms in text and 
classifying them (Saha and Ekbal 2013). The concept of NEs was first introduced in 1995 
during the sixth Message Understanding Conference (MUC-6) (Evaluation 1996). The objective 
of MUC was to introduce new techniques to improve the information extraction process for 
unstructured text. During MUC-6, a challenge of extracting NEs was launched, and, the first 
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formal categorisation of NEs was announced. This categorisation consisted of only five basic 
NEs, namely organisation, person, location, quantity, and time. After noticing the crucial role 
of NER in information extraction, the categories list has since been continuously expanding, 
reaching up to 200 different categories by 2002 (Sekine et al. 2002). The extended NE categories 
as presented by Sekine are illustrated in Figure 2.3. 
 
Figure 2.3 Extended NE categories as introduced by Sekine et al. (2002) 
The need to develop and enhance the existing NER techniques surged with the increase and 
variation of NEs being detection. NER techniques have evolved over times, starting with 
lexicon-based techniques (Deléger et al. 2010). Later, rule-based techniques (Gődény 2012), 
machine learning techniques (L. He et al. 2014), and hybrid techniques (Jiang et al. 2011; Saha 
and Ekbal 2013) were introduced. These techniques will be further discussed in Section 2.3.4.  
2.3.2 Applications of NER 
There are various applications in different domains that employ NER to achieve their required 
objectives. As an example, NER is used in product reviews. Entities extracted from customer’s 
reviews are the product names and models i.e. IPhone 6S (Luo et al. 2011), or the features the 
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customers are happy or complaining from for a certain product (i.e. processing, screen size) 
(Somprasertsri and Lalitrojwong 2010). NER is also used as a step towards identifying the 
relations between products (i.e. phone model X is better than phone model Y) (Balahur and 
Montoyo 2008). Moreover, the NEs used frequently by a social network user are used as a way 
to detect user identity (Keretna et al. 2013). Other applications that use NER are listed in 
Table 2.2. 
Table 2.2: Examples of applications that use NER 
Application References 
Plagiarism detection (Oberreuter and Velásquez 2013) 
Text summarisation (Rout et al. 2013) 
User identity recognition (Keretna et al. 2013) 
Terrorist/ criminal activities detection (Al-Zaidy et al. 2012) 
Emotion/ Sentiment analysis (Bhaskar et al. 2015; Mostafa 2013) 
 
2.3.3 Data sources for text mining and NER 
Generally, data are categorised into three types: structured, unstructured and semi-structured 
(Madani et al. 2013; Nassirtoussi et al. 2014). Structured data is when the data exists in a highly 
organised format like in databases. In this case, every data item has a clear meaning and 
context. Besides, it’s relation with other data items is well known. Unstructured data, also 
referred to as flat data, is when the data exists in its raw state where no structure of any kind is 
applied to it. Most of the unstructured data exists in a textual format like emails and news 
articles. Semi-structured data is when the data is composed of a combination of structured and 
unstructured data. A well-known example of semi-structured data are the data collected from 
online forms (i.e. questionnaires, surveys). In the online forms, all answers collected using 
checkboxes, radio buttons and dropdowns represent structured data while text area sections 
(i.e. comments) represent unstructured data. The categorised of data is illustrated with 
examples in Figure 2.4. TM in general and NER in particular are concerned about extracting 
knowledge from unstructured data (Hashimi et al. 2015).  
Unstructured data can be of either a formal nature or informal one (Nassirtoussi et al. 2014). 
Informal and unstructured text presents another key challenge for NER. Formal text is less 
prone to grammatical and punctuation error. It has a correct sentence structure and a low rate 
of spelling mistakes. It is usually revised by more than one person. Examples of formal text 
include news articles and scientific publications. Informal text does not have a formal sentence 
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structure. It does not follow any punctuation rules and has frequent spelling mistakes. 
Moreover, it uses abbreviations frequently usually due to ‘number of allowed characters’ 
limitations. An example of informal text is the content in social networks. 
 
Figure 2.4: Data sets taxonomy. NER techniques are usually applied on un-structured data sets. 
NER techniques are usually applied on both formal and informal text. However, informal text 
involve more challenges due to its complicated nature. Most of the NER techniques in literature 
are applied on formal text while most of the NER techniques applied on informal text presents 
lower results. This will be explained in more details in the coming sections.  
This thesis focuses more on NER from informal text. During the experiments, three different 
data sets are used, one of a formal nature and the other two have an informal nature. The formal 
data set is composed of abstracts from scientific publication while the informal data sets are 
composed of tweets from the Twitter social network and real life patient’s medical notes 
respectively. 
2.3.4 NER Techniques 
As illustrated in Figure 2.5, NER techniques are composed of two categories: data driven and 
knowledge driven (Dehghan et al. 2015). The data-driven techniques, sometimes referred to as 
corpus-driven, use existing data for learning and creating a model useful for recognising NEs. 
ML is considered a data-driven technique. The knowledge-driven techniques are the ones that 
depend on tailored rules or collected lexicons. It usually comprise a domain-independent 
technique. Rule-based and lexicon-based techniques are considered knowledge-driven. To 
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enhance the NER results, as discussed later in this section, most of the recent NER techniques 
are composed of hybrid of both knowledge-driven and data-driven techniques. 
NER techniques are applied on data sets from different domains and different languages. A list 
of recent NER techniques listed at Table 2.6 and Table 2.7 will be discussed later in this section. 
Table 2.6 shows a list of recent NER applications on general domains in English data sets. 
Table 2.7 shows a list of recent NER techniques that are applied on different languages. This 
section explains the different categories of NER techniques, their points of strength and 
weakness, and their related work references from Table 2.6 and Table 2.7. 
 
Figure 2.5 NER techniques categorisation and famous techniques 
2.3.4.1 Dictionary-based techniques 
Dictionary-based techniques (Vazquez et al. 2011; Z. Yang et al. 2008), sometimes called 
lexicon-based techniques, depend mainly on a large dictionary that covers as many terms of 
the category to be classified as possible. The dictionary can be collected from various online 
resources. Every term in the document being analysed is then be compared against the collected 
dictionary. If the term is found, it is recognised as an NE. 
The problem with dictionary-based techniques is that, in some NEs, it is very challenging, not 
to mention laborious, to compile a complete list of all possible NEs. A greater challenge is 
encountered when it is required to maintain the list as complete and up-to-date as possible, after 
its compilation (Atkinson and Bull 2012; Coden et al. 2012; Jonnalagadda et al. 2012). 
Furthermore, NEs need to be updated frequently. Besides that, some NEs are not finite, like 
NER 
Techniques 
Machine 
Learning 
Rule based 
Dictionary/ Lexicon 
based 
Markov 
Model based 
Classifier 
based 
CRF 
MEMM 
HMM 
SVM 
Naïve Bayes 
Decision Trees 
Hybrid 
Knowledge 
driven 
Data driven 
36 | P a g e  
 
 
phone numbers. As such, dictionary-based techniques usually do not produce satisfactory 
results. 
Nevertheless, the main advantage of dictionary-based techniques is that they are 
straightforward in their implementation. They produce good results in cases where NEs are not 
frequently updated and where a complete dictionary can be created and maintained (Vazquez 
et al. 2011). Examples for stable NEs are country names, where the possibility that the list of 
all countries in the world keeps changing is low.  
Dictionary-based techniques are rarely used independently in NER techniques. They are 
usually integrated with either a rule-based technique, a ML technique or both. Table 2.3 shows 
a list of the most recent NER techniques from the literature that employ a lexicon. The NER 
techniques in Table 2.3 are further investigated in Table 2.6 and Table 2.7 and also illustrated 
in Figure 2.6 by showing the change over the past five years in the number of publication and 
the respective techniques used. From the figure, it can be observed that integrating ML 
techniques with the lexicon is an increasing trend. The highest two trends that involve lexicon-
based techniques are the ones that employ ML either alone or integrated with rule-based 
techniques. It is also important to mention that a lexicon-based technique is nearly non-existent 
on its own in the past five years. This is due to the increasing complexity of the data being 
mined which makes using a lexicon alone a non-practical solution. 
Table 2.3 Recent work for NER that use dictionary-based techniques. The categorisation is made according to the types of 
techniques used and whether the technique is used individually or is hybrid with other techniques 
Technique Related work 
Lexicon +  
Rule-based technique 
(Al-Jumaily et al. 2012; Asharef et al. 2012; Boulaknadel 
et al. 2014; Jain et al. 2014; Krstev et al. 2014; Savary and 
Piskorski 2011) 
Lexicon +  
Machine Learning technique 
(Yanping Chen et al. 2015b; Cho et al. 2013; Asi Ekbal 
and Bandyopadhyay 2014; Hao et al. 2013; Henriksson et 
al. 2014; Y.-B. Kang et al. 2014; Kanungsukkasem et al. 
2014; Kaur and Josan 2015; X. Liu and Zhou 2013; Luo et 
al. 2011; Nguyen et al. 2015; Shuwei Wang et al. 2014) 
Lexicon +  
Rule-based technique +  
Machine Learning technique 
(Ahmadi and Moradi 2015; Guo et al. 2015; Karan et al. 
2013; Küçük and Yazıcı 2012; Küçük 2015; Marcinczuk 
and Piasecki 2011; Matthew 2015; Meselhi et al. 2014; 
Park et al. 2014; X. Yang et al. 2014; Y. Yao and Sun 
2015; Zitnik and Bajec 2015) 
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Figure 2.6 Recent NER researches that use lexicon 
2.3.4.2 Rule-based techniques 
Rule-based techniques are implemented by defining contextual rules (Gong et al. 2009; 
Mykowiecka et al. 2009). Contextual rules are created when a context for the NE can be 
recognised from the text, and the rules can be built based on the recognised context. Rules 
defining naming conventions can also be used whenever possible.  
The problem with rule-based techniques is that they are very domain specific. The extracted 
rules are only valid within the domain they are defined in. In many cases, the rules are only 
valid for specific NEs in a sub-domain, and not extendable to other NEs even in the same 
domain, e.g. when creating contextual rules for detecting drug names. Knowledge from domain 
experts is often needed in these techniques (Esuli et al. 2013; Majumder et al. 2012). 
Rule-based techniques produce good results with NEs that have specific patterns. Phone 
numbers or dates are examples of NEs that can be easily recognised using rule-based 
techniques. NEs like phone numbers have finite number of patterns, and specialised domain 
experts are not crucial in producing the related entities. 
Rule-based techniques, like lexicon-based techniques, are rarely used individually in recent 
NER techniques. They are usually integrated with lexicon-based or ML techniques or both. 
Table 2.4 shows a list of the most recent NER techniques from the literature that employ rule-
based techniques. The NER techniques in Table 2.4 are further investigated in Table 2.6 and 
Table 2.7 and illustrated in Figure 2.7 by showing the change over the past five years in the 
number of publication and the respective techniques used. It can be observed that, most of the 
techniques are the ones that use all three types, that is, ML, rule-based and lexicon techniques. 
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Table 2.4 Recent work for NER that use rule-based techniques. The categorisation is made according to the types of 
techniques used and whether the technique is used individually or is hybrid with other techniques 
Technique Related work 
Rule-based + 
lexicon 
(Al-Jumaily et al. 2012; Asharef et al. 2012; Boulaknadel et al. 
2014; Jain et al. 2014; Krstev et al. 2014; Savary and Piskorski 
2011) 
Rule-based + ML (C. Li et al. 2015; Y. Liu and Ren 2011) 
Rule-based + 
lexicon + ML 
(Ahmadi and Moradi 2015; Guo et al. 2015; Karan et al. 2013; 
Küçük and Yazıcı 2012; Küçük 2015; Marcinczuk and Piasecki 
2011; Matthew 2015; Meselhi et al. 2014; Park et al. 2014; X. Yang 
et al. 2014; Y. Yao and Sun 2015; Zitnik and Bajec 2015) 
   
 
Figure 2.7 Recent NER researches the use rules 
2.3.4.3 Machine learning techniques 
Machine learning (ML) techniques (Oquendo et al. 2012) have recently been investigated by 
many researchers for text mining. Unlike rule-based techniques, ML techniques can easily be 
used and adapted to different domains (Saha and Ekbal 2013). Some of the commonly used 
ML techniques for NER, as illustrated in Figure 2.5 include Decision Trees (DT), Naïve Bayes, 
Support Vector Machines (SVM), Hidden Marcov Model (HMM), Maximum Entropy Markov 
Model (MEMM), and Condition Random Field (CRF), which is a special case of HMM. 
Supervised techniques are the dominant type of ML techniques used for NER. 
ML techniques for NER can be divided into two broad categories: supervised and unsupervised 
(S. Zhang and Elhadad 2013). Supervised techniques are the most widely used, e.g. SVM 
(Bjorne et al. 2013; Ju et al. 2011) and CRF models (Esuli et al. 2013; Liao and Wu 2012a; 
Majumder et al. 2012), or hybrid SVM and CRF models (Asif Ekbal and Saha 2013; Saha and 
Ekbal 2013). Although supervised techniques achieve promising results, they require labelled 
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data to be available for training. Creation of labelled data is usually a very expensive task. A 
lot of time and effort is required to create enough labelled data for training, not to mention the 
requirement of domain expertise in labelling data. As labelled data are not always available, it 
is challenging to use supervised ML techniques, as compared with unsupervised ones, in NER 
applications. 
Table 2.5 shows a list of the most recent NER techniques from the literature that employ ML 
techniques. The NER techniques in Table 2.5 are further investigated in Table 2.6 and 
Table 2.7. Also, Figure 2.8 shows the change over the past five years in the number of 
publication and the respective techniques used. From Table 2.5 and Figure 2.8, it can be 
observed that most of the techniques are the ones that use all three types, that is, ML, rule-
based and lexicon techniques. Unlike rule-based and lexicon-based techniques, ML techniques 
are used frequently as stand-alone techniques in NER. This can be observed from the number 
of publications that only use ML in the past five years.  
Table 2.5 Recent work for NER that use ML techniques. The categorisation is made according to the types of techniques 
used and whether the technique is used individually or is hybrid with other techniques 
Technique Related work 
ML only (Agic and Bekavac 2013; Dahanayaka and Weerasinghe 2014; Demir 
and Özgür 2014; Desmet and Hoste 2013; Fersini et al. 2014; Goh et 
al. 2015; Konkol et al. 2015; Ludwig and Sack 2011; Pan et al. 2013; 
Peng et al. 2013; Saha and Ekbal 2013; Usie et al. 2014; D. Wang et al. 
2015a; Y. Zhang et al. 2013) 
ML + lexicon (Yanping Chen et al. 2015b; Cho et al. 2013; Asi Ekbal and 
Bandyopadhyay 2014; Hao et al. 2013; Henriksson et al. 2014; Y.-B. 
Kang et al. 2014; Kanungsukkasem et al. 2014; Kaur and Josan 2015; 
X. Liu and Zhou 2013; Luo et al. 2011; Nguyen et al. 2015; Shuwei 
Wang et al. 2014) 
ML + rule-based (C. Li et al. 2015; Y. Liu and Ren 2011) 
ML + lexicon + 
rule-based 
(Ahmadi and Moradi 2015; Guo et al. 2015; Karan et al. 2013; Küçük 
and Yazıcı 2012; Küçük 2015; Marcinczuk and Piasecki 2011; 
Matthew 2015; Meselhi et al. 2014; Park et al. 2014; X. Yang et al. 
2014; Y. Yao and Sun 2015; Zitnik and Bajec 2015) 
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Figure 2.8 Recent NER researches that use ML 
2.3.4.4 Hybrid techniques 
Hybrid techniques constitute recent trends that have been successfully used in NER (Minard et 
al. 2011; Munkhdalai et al. 2012; Saha and Ekbal 2013). The idea is to combine two or more of 
the abovementioned techniques. The combined techniques can be of the same or different 
categories (Atkinson and Bull 2012; Asif Ekbal and Saha 2013; L. Li et al. 2012b). Examples 
of hybrid techniques include lexicon with heuristics (Coden et al. 2012; Deléger et al. 2010) or 
heuristics with ML techniques (Patrick and Li 2010). In general, hybrid models are able to 
produce better results in NER problems (L. Li et al. 2012a) because they exploit the advantages 
and avoid the limitations of each constituent. As an example, hybrid techniques can result in an 
increase of the F-score by up to 81%, as reported in (Hamon and Grabar 2010). Figure 2.6 , 
Figure 2.7, and Figure 2.8 show that there is an increasing trend of using hybrid methods across 
all existing NER techniques. The highest number of publications in the past five years employ 
hybrid technique of lexicon-base, rule-based and ML techniques.  Table 2.6 and Table 2.7 
further investigates recent NER techniques including different types of hybrid techniques. 
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2.4 NAMED ENTITY RECOGNITION IN THE MEDICAL DOMAIN 
2.4.1 Overview 
In this section, the important publications in the literature that cover NER in the medical field 
and the employed techniques are reviewed, as follows. 
2.4.2 Applications of NER in the medical domain 
There are various applications in the medical domain that employ NER to achieve the required 
objectives. As an example, Identifying possible Adverse Drug Effects (ADE) is a popular 
application that uses NER techniques (Karimi et al. 2015). First, it extracts disease and 
symptom NEs from patient’s social networks or EHRs. Then, it extracts the possible relations 
between the extracted NEs. The main applications that use NER are listed in Table 2.2. 
Table 2.8: Medical applications that use NER 
Application References 
Adverse drug effects (Benton et al. 2011; Eriksson et al. 2013; Feldman et al. 
2015; Karimi et al. 2015; L. Yao et al. 2011) 
Drug-drug interaction (Bjorne et al. 2013; R. Zhang et al. 2014) 
Protein-Protein interaction (Ambert and Cohen 2012; Danger et al. 2014; 
Papanikolaou et al. 2015; Zhou and He 2009) 
Detecting cardiac risk factors (Cormack et al. 2015) 
Cancer research (Seoud and Mabrouk 2013; Zhu et al. 2013) 
Discovering co-relations 
between diseases 
(L. Yao et al. 2011) 
Drug re-purposing (Andronis et al. 2011) 
 
2.4.3 Data sets available for the medical domain 
One of the most challenging tasks in text mining is finding suitable corpus that fits the research 
needs. This challenge becomes serious in the medical domain because the data samples needed 
for research are usually related to patients, which involve ethical and/or legal considerations. 
As a result, many researchers use information from scientific literature in the medical field, 
rather than the actual patient records. However, according to Finkel et al. (2005), even scientific 
literature has its availability limitation because it is usually open for personal use and not for 
‘mining’ purposes (Jour 2012; Noorden 2012, 2013).  
In general, data sets related to free text in the medical domain can be categorised into three 
types: 
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1. Scientific literature: This category is concerned with medical publications in the literature. 
Researchers noticed that, from mining the medical literature, many hidden relations 
between MNEs can be discovered (Andronis et al. 2011; Zhou and He 2009; Zhu et al. 
2013). The attention of this type of data sets is continuously increasing owing to the 
substantial increase in medical publications every year and their availability, as compared 
with other categories of medical data sets. 
2. EMRs: These are clinical records of real patients. This type of data sets is the most 
challenging to be made available, as it requires approvals from patients and agreements 
with healthcare institutions. Data from EMRs are considered a very rich source of 
information, as they contain real patient information. Mining EMRs can help discover more 
information pertaining to patients and diseases, e.g. Adverse Drug Reactions (ADR), 
hidden relations between diseases, disease progression, and drug-drug interactions (L. Yao 
et al. 2011). These data sets can be either in the structured or unstructured forms. Some 
research institutions made their medical data sets publicly accessible for research purposes, 
e.g. the National Centre for Biomedical Computing which has initiated the I2b2 series of 
text mining challenges (Torii et al. 2009). 
3. Patients’ social networks: This is a recent attempt for making patient data available for 
research purposes. The data source is from patients who suffer from certain diseases and 
communicate through online social networks to share their experience. During this 
communication, patients describe, using their own wordings, their conditions in blog-like 
diaries. Patients are also able to upload their hospital records, medication history and other 
reports related to their conditions. Before using these networks, patients are asked to agree 
that their data/information to be made available for research purposes. Indeed, researchers 
have started to utilise social networks as a new source for mining medical data (Costa 2013; 
Wicksa et al. 2012).  
Table 2.9 shows a list of popular data sets that are publicly available. These data sets focus on 
the medical domain only. The size and category of each data set are described. 
Table 2.9 List of popular data sets that are publicly available for medical text mining research 
Data set Name Category Notes 
MEDLINE  Scientific literature It is one of the largest databases of the medical 
literature. It contains more than 20 million 
references accessible through web interface 
PubMed. Researchers usually conduct their 
research using sub-sets of this database. 
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GENIA (Tsujii 1998-
2012) 
Scientific literature It contains 2000 Medline abstracts with 
annotated biological terms. 
I2b2 Challenges data 
sets (Uzuner et al. 
2010; Uzuner et al. 
2011) 
EMRs A collection of data sets of unstructured 
medical text extracted from patient records. 
This data set is used in a series of research 
challenges, as initiated by the National Centre 
for Biomedical Computing. 
Patients Like Me 
(Heywood et al. 
2004) 
Patients social network This is a social network that aims to bring 
together patients with life changing diseases to 
discuss their experience and share information 
about their conditions. It now has more than 
200,000 members. 
Inspire (Company) Patients social network This is a social network with about 300,000 
members and more than 5 million posts from 
patients sharing their experience in free text. 
MediGuard (Cascade 
and Plummer) 
Patients social network It is an online patient community that aims to 
keep patients up-to-date with the latest findings 
regarding the medications they are taking. It 
contains data from more than 2.5 million 
members. 
 
2.4.4 NER techniques used in the medical domain 
As discussed in section 2.3, NER techniques can be divided into three main categories, i.e., 
dictionary-based, rule-based, and ML techniques. In this section, recent researches that use 
NER techniques for medical text along with some of the best results achieved are discussed 
and analysed. Table 2.13 shows a list of the most thirty recent NER techniques in the medical 
field. The techniques in this table will be further investigated according to their categories later 
in this section. 
2.4.4.1 Dictionary-based NER techniques 
Dictionary-based techniques mainly depend on one or more data sources in its processing. The 
text being analysed is tokenised and compared against the data sources to check for NEs.  
Researchers use various types of data sources in dictionary-based techniques. Some researchers 
deploy a simple dictionary of words collected from online resources, and store them in a 
database (Deléger et al. 2010; Gold et al. 2008; Z. Yang et al. 2008). Others use medical 
ontologies, e.g. the Medical Subject Headings (MeSH) (Asif Ekbal and Saha 2013) ontology 
or the Unified Modelling Language System (UMLS) Ontology (Torii et al. 2009) for the 
recognition process. Sometimes both types of data sources are used in the same technique. A 
list of recent medical NER techniques that use lexicon-based techniques are listed in 
Table 2.10. This list is explained in more details at Table 2.13. 
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Dictionary-based techniques achieve better results in closed environments. A closed 
environment is one that is not volatile and is not updated frequently, e.g. country names. If the 
NE being recognised belongs to a volatile category of words that is continuously changing or 
subject to ambiguity, these techniques are not able to achieve good results. This is because it 
is hard to maintain a complete dictionary covering all words, e.g. disease name and organisation 
names. 
Using dictionary-based techniques alone can negatively affect the results because it is possible 
for these techniques to fail in detecting NEs with variations like spelling mistakes, different 
orthographic or grammatical features. Researchers tend to combine a dictionary-based 
technique with other method(s) to form a hybrid algorithm that is able to enhance the results. 
As an example, dictionary-based techniques are usually combined with rule-based techniques 
to enhance their performances (Deléger et al. 2010; Gold et al. 2008; Gong et al. 2009). Some 
studies to combine dictionary-based and ML techniques are also available (Minard et al. 2011; 
Torii et al. 2009), which are able to achieve F-measure up to 88.87% (Torii et al. 2009) as 
shown in Table 2.13. 
Table 2.10 Recent work for medical NER that use dictionary-based techniques. The categorisation is made according to the 
types of techniques used and whether the technique is used individually or is hybrid with other techniques 
Technique Related Work 
Lexicon + rules (Coden et al. 2012; Deléger et al. 2010; Hamon and Grabar 2010; Song et 
al. 2015) 
Lexicon + ML (Y. Chen et al. 2015a; Danger et al. 2014; L. He et al. 2014; N. Kang et 
al. 2012; Minard et al. 2011; Tang et al. 2013) 
Lexicon + rules 
+ ML 
(Korkontzelos et al. 2015; Torii et al. 2009; Torii et al. 2011) 
 
2.4.4.2 Rule-based NER techniques 
Rule-based techniques are often used in such a way that they are either combined with 
dictionary-based techniques (Coden et al. 2012; Deléger et al. 2010; Gold et al. 2008; Gong et 
al. 2009; Hamon and Grabar 2010; Z. Yang et al. 2008) or ML techniques (Tatar and Cicekli 
2009). They heavily depend on linguistic features like POS and contextual pattern matching. 
Rule-based techniques are very domain specific, and usually require domain expertise to set 
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the required rules for NE extraction. A list of recent medical NER techniques that use rule-
based techniques are listed in Table 2.11. This list is explained in more details at Table 2.13.  
Table 2.11 Recent work for medical NER that use rule-based techniques. The categorisation is made according to the types 
of techniques used and whether the technique is used individually or is hybrid with other techniques 
Technique Related Work 
Rules alone (B. d. Bruijn et al. 2011) 
Rules + lexicon (Coden et al. 2012; Deléger et al. 2010; Hamon and Grabar 2010; Song et 
al. 2015) 
Rules + ML (Atkinson and Bull 2012; Jiang et al. 2011; Patrick and Li 2010) 
Rules + lexicon 
+ ML 
(Korkontzelos et al. 2015; Torii et al. 2009; Torii et al. 2011) 
 
2.4.4.3 Machine learning techniques 
Researchers put a lot of emphasis on ML techniques nowadays. There are also investigations 
to use different combinations of ML algorithms, in order to produce better results. 
The most common ML technique used for NER recently is CRF. It is able to yield promising 
results when it is used independently (Esuli et al. 2013; Jiang et al. 2011; L. Li et al. 2009; Liao 
and Wu 2012b; Tsai et al. 2006b) or in combination with other algorithms (Asif Ekbal et al. 
2012; Asif Ekbal and Saha 2013; Esuli et al. 2013; Minard et al. 2011). Other popular ML 
techniques for NER are HMM (GuoDong and Jian 2004) and SVM (GuoDong and Jian 2004; 
Ju et al. 2011). A list of recent medical NER techniques that use ML techniques are listed in 
Table 2.12. This list is explained in more details at Table 2.13. 
Table 2.12 Recent work for medical NER that use ML techniques. The categorisation is made according to the types of 
techniques used and whether the technique is used individually or is hybrid with other techniques 
Technique Related Work 
Single ML technique (Ju et al. 2011; Liao and Wu 2012a; Lv et al. 2014) 
Hybrid of ML 
techniques 
(Asif Ekbal and Saha 2013; L. Li et al. 2012b) 
ML + lexicon (Y. Chen et al. 2015a; Danger et al. 2014; L. He et al. 2014; N. 
Kang et al. 2012; Minard et al. 2011; Tang et al. 2013) 
ML + rules (Atkinson and Bull 2012; Jiang et al. 2011; Patrick and Li 2010) 
ML + Rules + lexicon (Korkontzelos et al. 2015; Torii et al. 2009; Torii et al. 2011) 
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Some related research studies on ML techniques for both formal and informal text are shown 
in Table 2.13. It is important to mention that, most of the techniques mentioned in Table 2.13 
use knowledge resources, domain-related rules, or both, to achieve the reported F-measure 
scores. The table also shows the types of techniques used, NEs detected, data sets used, and 
results achieved. The analysis is focused on research publications of NER in the medical field. 
More analysis on the research listed in Table 2.13 is further explored on the next section.
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2.5 KNOWLEDGE GAP ANALYSIS 
In the previous sections, the strengths, weaknesses and relevant researches relating to different 
NER techniques have been discussed. This section summarises NER researches and the 
knowledge gap. 
Table 2.14 summarises the techniques discussed in Table 2.13. It shows the number of 
techniques that use data sets with informal text versus formal text. Table 2.14 also shows the 
number of techniques according to their dependency on the domain. A technique is considered 
domain dependent if it falls in one of the following two cases: 
x the technique uses domain knowledge resources either stand-alone or as a feature in 
classification 
x the technique uses rules crafted from the domain. 
Table 2.14: Number of NER techniques categorised by the data set nature and domain dependency 
 # NER techniques 
Domain dependent Domain independent 
Formal data sets 7 10 
Informal data sets 12 1 
 
Table 2.14 shows that researches using informal data sets are common for domain dependent 
techniques. However, it is not the same scenario for domain-independent techniques. Only one 
of the thirty techniques reported in Table 2.13 is domain-independent for informal data sets.  
Similarly, Table 2.15 shows the average F-measure for all thirty reported NER techniques. The 
results are categorised by domain dependency and data set nature. The averages show that 
domain-independent techniques usually have lower results than domain dependant ones. 
Table 2.15 also shows that domain independent techniques applied to informal data sets exhibit 
the lowest results of the four categories. 
Table 2.15: Average F-measure for NER techniques reported in this section. The averages are categorised by domain 
dependency and data set nature. 
 Average F-measure for NER techniques 
Domain dependent Domain independent 
Formal data sets 82.6% 77.9% 
Informal data sets 82.2% 66% 
 
From the above observations, it is clear that ML techniques play a vital rule in enhancing the 
results of an NER model. In the special case of informal text, rule-based and lexicon-based 
techniques are also useful for yielding good results. However, using a rule-based technique or 
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depending on a domain knowledge resource, makes the technique to be domain dependent, 
which means that the technique requires significant customisation, usually implemented by a 
domain expert, in order to produce results in different domains. 
In summary, it can be observed from Table 2.14 that the work in domain independent NER 
techniques on informal data set is limited. Also, Table 2.15 shows that the average f-measure 
for domain independent techniques on informal data sets is still considerably lower than both 
domain dependent techniques and formal data sets. Also, integrating ML with rule-based or 
lexicon-based techniques can achieve excellent results. However, only very limited number of 
techniques that use ML for informal data sets without being domain dependent or without using 
domain knowledge resources exist in the literature. 
2.6 SUMMARY 
Unstructured and informal text in the medical domain is recognised as an important source of 
information for analysing and extracting hidden relations and useful medical knowledge. 
Investigations on applying text mining to medical data show increased potential for medical 
knowledge discovery. To be able to mine medical text, information extraction techniques must 
be applied first to prepare the data samples for text mining purposes.  
NER or concept extraction is a basic step in information extraction. It serves as the base for 
many applications like structuring medical records, detecting adverse drug reactions, and 
analysing drug-drug interactions. NER techniques are broadly divided into three categories: 
dictionary-based techniques, rule-based techniques, and ML techniques. Better results are 
achieved by using combination of these techniques, rather than individual techniques. 
Researchers are currently focusing on using ML techniques combined with either dictionary-
based techniques, or rule-based techniques, or both, because hybrid techniques have been 
demonstrated to produce better results. Nevertheless, an NER technique that is both domain 
independent and can produce good results is still a challenge in the current literature. This thesis 
tackles the challenge of extracting NEs from informal and unstructured text using a domain 
independent technique. 
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Chapter 3 
A Domain Independent Named Entity 
Recognition Technique 
3 A DOMAIN INDEPENDENT NAMED ENTITY RECOGNITION TECHNIQUE 
3.1 OVERVIEW 
This chapter introduces all the techniques investigated and adapted to enhance NER results. 
Section 3.2 describes the research methodology used throughout the thesis. Section 3.3 
investigates the possibility of creating a domain-independent technique using a hybrid of 
general rules and lexicon-based techniques on both formal and informal data sets. Section 3.4 
introduces classifiers in NER as an alternative to rules and lexicons. The basic concepts behind 
the classifiers used in the thesis are also explained. Section 3.5 introduces an enhancement on 
the NER classification process through an extended segment representation techniques. Section 
3.6 further enhancer the classification results by using graph-based features. The chapter finally 
concludes in Section 3.7. 
3.2 RESEARCH METHODOLOGY 
Figure 3.1 illustrates an overview of the research methodology applied in the thesis, and how 
the research question is formulated and refined. After the literature review, benchmark data 
sets are collected. The data sets consist of unstructured text, both formal and informal, labelled 
with different NEs.  A series of experiments is conducted using the collated data sets with two 
different NER techniques: rule-based and lexicon based. The experiments show that both 
techniques are highly dependent on the domain, and require considerable maintenance effort. 
It also show that informal text has a higher level of ambiguity than that from formal text, which 
affects the results negatively. As a result, this research addresses the challenge of ambiguity in 
informal text.  In addition, ML techniques are used, instead of lexicon and rule-based 
techniques, in order to achieve the objective of formulating a domain –independent solution.  
Focusing on informal text, two techniques are proposed to address the ambiguity challenge. 
The first technique is a new labelling method that assigns a separate class to words in the data 
set that contribute to higher ambiguity. The second technique is used to represent the text in 
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the data set using a graph. Features are then extracted from the generated graph and are used 
with an ML technique. The proposed techniques are evaluated using three different data sets 
and different classifiers. The experiments show that the two techniques are able to improve the 
ML classification results. 
 
 
Figure 3.1 Research methodology and its' alignment with the thesis chapters 
 
3.3 A HYBRID OF LEXICON AND RULE-BASED MODEL FOR NER 
 In this section, a hybrid NER model combining lexicon-based and rule-based techniques to 
extract NEs from unstructured and informal data sets is proposed. A lexicon is first used as the 
initial step to detect the required NEs.  Inference rules are then deployed to enhance the results.  
An NER model is proposed to address the existing knowledge gap and answer the research 
question.  Specifically, an NER model that can use a lexicon as an add-on component without 
affecting the portability of the resulting model is proposed.   
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Lexicon-based or dictionary-based techniques are frequently used for detecting NEs. These 
techniques depend mainly on collecting a large dictionary of words that fall under the category 
of the NE. The dictionary is normally collected from online databases. The accuracy rate highly 
depends on the completeness of the words collected. A dictionary-based technique is usually 
combined with rules to improve the results. Figure 3.2 illustrates the proposed lexicon- and 
rule-based model.  To evaluate the proposed model, two data sets are used: JNLPBA and 
Twitter. 
 
Figure 3.2 The structure of a hybrid model of lexicon- and rule-based NER techniques. The 
model takes informal text as the inputs. It uses a dictionary collected from various online 
sources. The model supports the detection of both single-word and multi-word NEs. 
The structure of the proposed hybrid model is illustrated in Figure 3.2. Its algorithm is stated 
in Algorithm 3.1. The NER model has four main phases: a dictionary collection phase, a pre-
processing phase, a single and multi-word NE checking phase, and an NE rule extraction phase. 
These four phases are explained in the following sub-sections. 
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Algorithm 3.1 A hybrid model of lexicon- and rule-based techniques 
01: function check_token ( token ) 
02: token_pos  =  get_POS ( token ); 
03: if ( size_of ( token )  <= 2   OR   is_stop_word ( token )  ) 
04:  return false; 
05: if ( token_pos  ==  VERB ) 
06:  return false; 
07: //Pre-processing steps 
08: token  =  decapitalise ( token ) ; 
09: token  =  normalise_symbols  ( token ) ; 
10: token  =  normalise_numbers  ( token ) ; 
11:  if (is_part_of_or_equal_to_entry_in_dictionary ( token ) ) 
12:  return true; 
13: return false; 
14: end_of function 
15: 
16: Input :  doc  
17: for each    token   in  doc   do 
18: if ( check_token ( token ) ) 
19:  start_index = index_of  ( token ) ; 
20:  next_token = get_next_token ( token ) ; 
21:  while ( check_token ( next_token ) ) 
22:   next_token = get_next_token (  token ); 
23:  end_index = index_of  ( next_token ) ; 
24:  add_to_results ( start_index ,  end_index ); 
 
 
3.3.1 Dictionary data collection 
For this research, a dictionary is collected for each NE used in the processing step. Two NEs 
are of interest: protein and person NEs. The dictionary data samples are collated from various 
online resources as follows   
¾ Protein NEs dictionary 
A list of genes and their protein products is used from http://www.genenames.org/ . The 
downloaded list originally has 18,997 entries. Some of these entries contain more than one 
protein names. These entries are cleaned and separated into different entities, e.g. 
“contactin 2 (axonal)” becomes “contactin 2” and “axonal”.  The final list has 254,186 
entities. 
¾ Person NEs dictionary 
A list of all the names that exist in the birth records from both the USA and UK is used. 
The data of the USA cover the period between 1880 and 2011, while the data of the UK 
cover the period between 1904 and 1994. The two lists are published in 
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https://github.com/OpenGenderTracking/globalnamedata . The final dictionary with the 
list has 105,599 different names. 
After compiling the stated dictionaries, the duplicates are removed. Furthermore, each 
dictionary is automatically inspected using a Java program developed specifically for the 
purposes of this research. During the automatic inspection, all the short words that can cause 
ambiguity are eliminated. Words are considered short if they are composed of one or two 
characters. As an example, the person names database contains ‘A’ and ‘be’ as names.  So, 
these names are ignored when extracting names from the collected dictionary.  
3.3.2 Pre-processing 
The text in JNLPBA and Twitter data sets is completely unstructured and full of punctuation 
errors. Sentences are not very well structured, besides the challenges discussed in Section 1.2.3 
(i.e., abbreviations usage, homonymy). As a result, a pre-processing step to prepare the data 
for the rest of the recognition processes is required. One of the pre-processing steps is to remove 
capitalisation and convert all the data into small letters.  
3.3.3 NEs checking 
NEs are checked in two main steps. Firstly, the input is checked, and if it exists in the raw 
format, the text is tokenised. Tokenisation is the process of segmenting the input text to phrases 
or words according to the given separators. The extracted phrases or words are called tokens.  
Examples of the word separators are spaces, newlines, tabs, and symbols like ‘.’, or ‘+’ 
symbols. In other words, given a pre-processed report as the input, the output comprises a list 
of all tokens included in the report in the order of their appearance.  
Secondly, the tokens are analysed to check if they represent an NE or otherwise. They are firstly 
checked independently, and then in sequences. This is because sometimes an NE can comprise 
more than one word. The tokens or sequences of tokens found in the collected dictionary or 
through the rules are stored in the results, and are displayed after processing all the input data 
set. 
3.3.4 NE extraction rules 
Rules are formulated for this research to aid the recognition process. They are defined in a way 
that they are general to all domains.  The formulated rules mainly depend on the definition of 
the NEs, the concepts of searching informal text from databases (i.e. wild card search) and the 
nature of the English language. Examples of the used rules are: POS: A part-of-speech tagger 
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is used to tag each word. If the word is classified to be verb or adjective, it is considered as a 
non-NE. 
x Stop words: These are the most commonly used words in English. A list of stop words is 
compiled. A stop word is considered as a non-NE on its own, even if it exists in the 
dictionary. If a word is identified as a stop word and an NE, and at the same time, neither 
the previous nor the following words are NEs, it is considered as a non-NE.  Examples of 
stop words include determiners, pronouns, and prepositions. Stop words normally exist 
with high frequency rates in any data sets. 
x Numbers-normalisation: If the NE in the dictionary contains a number, and the investigated 
word is similar to the dictionary word but with a different number, it is  considered an NE. 
Examples from the protein dictionary are: 
o ‘IL-6’ is  matched with ‘IL-#’, where # is any number 
o ‘IRF-1’ is  matched with ‘IRF-#’, where # is any number 
o ‘interleukin-6’ is  matched with ‘interleukin-#’, where # is any number 
x Symbols-normalisation: If the NE in the dictionary contains a symbol, and the investigated 
word is similar to the dictionary word but with a different symbol, it is considered an NE. 
Examples are: 
o From protein dictionary: ‘IL-6’ is  matched with ‘IL 6’ and ‘IL_6’ 
o From person dictionary: ‘A.J.’ is  matched with ‘A.J’, ‘A J’, and ‘A J.’ 
o From person dictionary: ‘danny-james’ is  matched with ‘danny.james’ and ‘danny 
james 
3.3.5 Remarks  
Lexicon-based techniques have limited capabilities if they are used independently. The 
accuracy of any lexicon-based technique is highly dependent on the completeness of the 
dictionary collected. Integrating rule-based techniques can achieve better results. However, 
considering the results reported in the literature, the rules that are domain dependent are more 
effective than the general rules used in the experiments. Domain experts are normally needed 
to provide an accurate set of rules. 
Although implementing the lexicon-based technique is fairly straightforward, maintaining a 
complete dictionary is not easy. Rule-based techniques avoid the need of a complete dictionary. 
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But, they can cause the over-fitting problem to recognising NEs. Consequently, the extracted 
rules cannot be applied to other domains, or with other types of NEs.  
In summary, the experiments in this section show that adapting knowledge-driven techniques 
(i.e. lexicons and rules) to create a domain-independent NER technique is not able to achieve 
the objectives of this research even when combining more than one technique. The experiments 
produce insignificant results due to the challenging nature of informal data in general, and in 
the medical field in particular. The next section explores the use of data-driven techniques 
through ML techniques and classification.   
3.4 USING CLASSIFIERS FOR NER 
In this section, the use of ML techniques for NER is introduced. Three different data sets are 
used in the experiments, namely, JNLPBA, Twitter, and I2b2 2010 medication challenge data 
set. Different classifiers are applied to the three data sets, and their effects are analysed against 
the use of lexicon-based and rule-based techniques in Section 3.3. The need for ML techniques 
originate from the conclusion that using rules or lexicon strictly ties the NER technique to a 
specific domain and, in some cases, to a specific NE. ML techniques are highly portable, and 
can be used for designing a domain-independent NER model. 
3.4.1 Classification process 
The classification process in supervised NER techniques is composed of two basic steps, as 
illustrated in Figure 3.3:  
x The first step is ‘data training’, where annotated data are given as the input. Feature 
vectors are extracted from the input data. Then, a suitable model is built according to 
the training results from analysing the feature vectors. The built model is used for 
annotating the input data in the second step.  
x The second step is actually what an ML technique is built for. It aims to categorise the 
input data sample, and gives it a label according to the model built in the first step. 
When an input data sample is given, representative features are extracted from the data 
sample to form a feature vector. The feature vector then goes to the ML model to have 
an annotation. The annotation is a label given to the input data sample suggesting its 
predicted class 
63 | P a g e  
 
 
 
Figure 3.3 Steps for supervised ML technique for NER 
In the case of NER, as shown in Figure 3.3, the training data or annotated data are free text 
documents where the NEs are labelled according to the class the data sample belongs to. The 
training process is where the ML techniques are used. The model is used to categorise the 
unannotated data after its training stage, and give the data sample a label suggesting the NE 
type it belongs to. 
3.4.1.1 Methods to enhance classification in NER 
In the literature, researchers have attempted to enhance NER results by tackling different 
aspects of the classification process. The aspects of interest to this research are discussed, as 
follows.   
¾ Data pre-processing: 
This phase involves all the modifications that are applied to the data before using the actual 
classifier. The activities in this phase involve data cleansing, data normalisation, sentence 
detection, tokenisation, and segment representation (Song et al. 2015).  
¾ Feature selection: 
The real challenge in this step is to be able to select a set of features that is important and 
representative for recognising the target NEs. The results of ML techniques highly depend 
on the features selected. Some examples of useful features are: 
o POS: In this case the feature extractor needs a POS tagger 
o Affixes (also referred to as ‘n-grams’): These are the prefix, postfixes, and infixes 
of a word. As an example a prefix ‘anti’ suggests that the word is a ‘treatment’ NE 
Feature 
Extractor 
Word 
Features Vectors 
Training Module  
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(i.e. antibiotics). N-grams referred to the number of character at the beginning or 
the end of the word that will be considered as an affix. 
o Orthographic features 
o Morphological features: These are the set of features that describe the properties of 
the word like capitalisation, existence of numbers or symbols 
o Context: Researchers attempt to enhance NER results by considering the context 
of the word. This type of features can reduce the impact of the ambiguity of the 
word. This is because some words can exist in different context with different 
meaning. Context is usually represented by one or more features extract for previous 
and next words of the current word. 
3.4.2 Classifiers 
For the evaluation in this thesis, seven different classifiers are used. As shown in Table 3.1, the 
selected classifiers possess the following properties: 
1. The ability to handle multi-class classification; 
2. The ability to handle numerical, categorical, discrete, and real-valued data; 
3. The ability to perform supervised classification. 
Table 3.1: Properties of the selected classifiers 
Classifier Type 
Naïve Bayes (John and Langley 1995) Statistical 
CRF (Lafferty et al. 2001) Statistical 
Maximum entropy (ME) (Manning and Klein 2003) Statistical 
k-NN (Aha et al. 1991) Geometric 
Random Tree (Breiman 2001) Logical 
C4.5 (John Ross Quinlan 1993) Logical 
Random Forest (Breiman 2001) Ensemble 
 
In this thesis, CRF and ME are applied to three data sets through all classification experiments. 
The rest of the classifiers are used for an extensive analysis on the I2b2 data set. The focus of 
the experiments is on CRF and ME because both classifiers are provided through the Stanford 
NLP group.  Stanford researchers have shown that both classifiers are able to perform well 
with textual, imbalanced data in general and NER applications in particular. The rest of the 
classifiers are provided through Weka, which is a popular tool for data mining. Most of the 
classifiers in Weka are not insensitive to tackle imbalanced data, and they fail to generate a 
valid classification model for small data sets like Twitter or large data set like JNLPBA. 
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Besides that, this research focuses on the I2b2 data set because it is an informal and 
unstructured data set, and it provides annotations for three different medical NEs, which are, 
problems, treatments, and tests. 
3.4.2.1 Conditional random fields 
CRF is a statistical classifier (Lafferty et al. 2001). It is commonly used in information 
extraction tasks related to labelling and segmenting sequences like POS tagging, noun-phrase 
chunking, and NER. CRF is an undirected graphical model that uses a conditional distribution 
P(Y|X) rather than the traditional joint probability distribution P(Y,X) to avoid the explicit 
modelling of p(x), which can be challenging in unstructured text. It is considered an 
improvement and a more generalised model over the Hidden Markov Model (HMM) classifier. 
CRF is a discriminative model, while HMM is a generative model. It relaxes the independence 
assumption of HMM due to its conditional nature. Figure 3.4 illustrates the difference between 
HMM and CRF. 
 
Figure 3.4 Conditional random fields classifier (CRF) compared to Hidden Markov Model classifier (HMM) as explained in 
Sutton (2012) 
The classifier used in this evaluation is a linear chain CRF (LC-CRF). The conditional 
probability of the tags are calculated using Eq. (3.1).  
ܲሺܻȁܺሻ ൌ  ͳܼሺܺሻ ෍෍ߣ௞ ௞݂ሺܵ௞ሺܻሻǡ ܺ௜ሻ௞௜
 (3.1) 
where 
Y is the sequence of input tokens (i.e. words) 
X is the sequence of input tags (i.e. labels) 
Z(x) is a normalisation factor calculated in Eq. (3.2) below 
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i represents an iterator over all the tokens related to the current state. The 
current state is identified according to the n-grams adopted. 
k represents an iterator over all the features of the current token 
λk is the weight of the k-th feature 
fk is the feature function 
Sk(Y) represents the current state which depends on the n-gram adopted. If the 
CRF algorithm uses a 3-gram, then the context of the current word will 
be analysed using three consecutive words/tokens (i.e. From Yi-n+1 to 
Yi) where i represents the current word/token being investigated. 
 
The normalisation factor is calculated using Eq. (3.2) 
 
ܼሺܺሻ ൌ ෍ሺ෍෍ɉ௞ ௞݂ሺܵ௞ሺݕሻǡ ܺ௜ሻ
௞௜
ሻ
௬א௒
 (3.2) 
The objective of the training process is to maximise the log likelihood of the training data 
samples by calculating the feature weights that can achieve this target. The log likelihood is 
calculated using Eq. (3.3) 
ܮ݋݈݈݄݃݅݇݁݅݋݋݀ ൌ ෍ܲ൫ ௝ܻห ௝ܺሻ െ෍
ߣ௞ଶ
ʹߪଶ௞௝
 (3.3) 
 
where 
j is an iterator over the tokens (i.e. words) 
Y is the sequence of input tokens 
X is the sequence of input tags 
k represents an iterator over all the features of the current token 
λk is the weight of the k-th feature 
෍ ߣ௞
ଶ
ʹߪଶ௞
 is a spherical Gaussian prior over the feature weights λk 
 
Unlike most of the classifiers, CRF does not assume that the observations (i.e. token) are 
independent. By not assuming independency of the observations, the context of the words plays 
a role in building the model. That is why, in NER, CRF performs very well as compared with 
other classifiers (Rais et al. 2014). However, it becomes computationally expensive with the 
increase of the number of tags or training data. 
3.4.2.2 Maximum entropy 
Maximum Entropy (ME) is a statistical classifier based on the principle that the data model is 
represented by the distribution that maximises the entropy (i.e. the most uniform distribution 
possible) subject to the constraints, and hence, get the minimum information gain, or, in other 
words, maximum uncertainty. The constraints are the facts extracted from the data and 
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represented using the features. ME does not assume that the features are independent. 
Calculating the optimum probability distribution model (p*) with the maximum entropy is 
achieved through Eq. (3.4) 
݌כ ൌ ܽݎ݃݉ܽݔ௣א௉ܪሺ݌ሻ (3.4) 
where  
H(p) the conditional entropy calculated using Eq. (3.5) 
P is the probability distribution satisfying the features constraints where 
the modelled probability distribution equals the observed probability   (J. 
R. Quinlan 1986)} 
 
The conditional entropy is calculated using Eq. (3.5) 
ܪሺ݌ሻ ൌ െ෍݌෤ሺݔሻ݌ሺݕȁݔሻ  ݌ሺݕȁݔሻ
௬ǡ௫
 (3.5) 
where 
x is the sequence of input tags 
Y is the sequence of input tokens 
݌෤ is the observed probability 
 
3.4.2.3 C4.5 
C4.5 is a logical tree-based classifier. It is an extension of ID3 algorithm (J. R. Quinlan 1986). 
The idea of C4.5 is to select the features that have the maximum information gain (i.e. 
minimum entropy), and put them as a branching condition at a top level of the generated tree. 
The information gain of a feature is calculated by subtracting the entropy after splitting the tree 
using the feature from the entropy of the training data set. The entropy of the training data set 
is calculated using Eq. (3.6) while the entropy after partitioning the data is calculated using Eq. 
(3.7). The final information gain is calculated using Eq. (3.8). 
ܫሺܻሻ ൌ െ෍݌ሺݔሻ ଶ ݌ሺݔሻ
௫א௑
ൌ െ෍ሺ݂ݎ݁ݍሺݔǡ ݕሻȁݕȁ௫א௑
ሻଶሺ
݂ݎ݁ݍሺݔǡ ݕሻ
ȁݕȁ ሻ (3.6) 
where 
y is the sequence of input tokens 
x is the sequence of input tags 
p(x) is the frequency of tag x in y  
 
The entropy after partitioning the data is calculated using Eq. (3.7) below 
 
ܫ௙ሺܶሻ ൌ െ෍݌ሺݐሻܫሺݐሻ
௧א்
 (3.7) 
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where 
f is the feature being investigated 
T is a subset of y created after partitioning the data using feature f 
I(t) is the information gain for T for all features 
 
The information gain for a feature f is calculated by subtracting the information gain of the 
subset training data from the information gain of the training data set. The feature with the 
highest information gain will be used for branching. The processes is a recursive one that ends 
when all the features are used in the generated tree. 
ܫ݂݊݋ݎ݉ܽݐ݅݋݊ܩܽ݅݊ሺ݂ሻ ൌ ܫሺܻሻ െܫ௙ሺܶሻ (3.8) 
 
After generating the tree, C4.5 applies a pruning technique to the tree to prevent over fitting. 
The pruning is applied by replacing sub-trees with leafs. Reduced-error pruning (Mohamed et 
al. 2012) is a well-known technique for C4.5. A subset of the training data is used separately 
to test the error change in the tree after each pruning step. This training subset is not used during 
the training process and is only used for tree pruning. The pruning stops when the error reaches 
a given threshold. 
3.4.2.4 Random tree 
Random tree is a logical weak classifier that has been introduced as the main component of the 
random forest classifier (Breiman 2001). In each node of the tree, a random subset of the 
features is selected to find the best split. Consequently, the same feature can exist more than 
once in each constructed random tree. The tree keeps splitting until one of the following 
conditions occur:  
x no more features remain from the features set selected. 
x the class distribution on the tree nodes is unchanged from the higher level parent 
nodes. 
x no more data samples exist for splitting. 
x the tree has reached a given maximum depth. 
3.4.2.5 Random forest 
Random forest (Breiman 2001) is a logical ensemble classifier. The main advantage of random 
forest is that it does not need pruning to overcome over fitting. Instead of generating a tree of 
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a high degree of depth that can cause over fitting, Random forest generates multiple random 
trees that are trained on different parts of the training data set, causing lower variance. 
 Each of the generated trees provides a prediction of the answer (i.e. suggested label), and the 
final decision is made by averaging all predictions. The Random Forest prediction function is 
defined in Eq. (3.9) 
ܨሺݔሻ ൌ  ͳܴ෍ܿ௥௙௨௟௟௥אோ
൅෍ሺͳܴ෍ሺ ௞݂ሺݔሻሻ௥אோ
ሻ
௞א௄
 (3.9) 
where 
X is the sequence of input tags 
r is an index of the set of all trees R 
cr full is the value of the root node at tree r 
fk Is the feature function of kth feature for input x at tree r 
K Number of features where kאK 
3.4.2.6 k-NN 
The k-Nearest Neighbour (Aha et al. 1991) is a geometric classifier. The classifier measures 
the distance between instances as a metric for belonging to the same class. This means that an 
instance belongs to a specific class C if it is the most common class among its k-nearest 
neighbours. It is useful when the data distribution is unknown. The most common distance 
measure in k-NN is the Euclidean distance between instances (i.e. tokens) X1 and X2 defined 
in Eq. (3.10). 
ܧݑ݈ܿ݅݀݁ܽ݊݀݅ݏݐܽ݊ܿ݁ሺݔଵǡ ݔଶሻ ൌ ඨ෍ ሺ ௞݂ሺݔଵሻ െ ௟݂ሺݔଶሻሻଶ
௞ǡ௟א௄
 (3.10) 
where 
x1, x2 are two input tokens (neighbours) 
fk Is the feature function 
K Number of features where kǡ ݈ אK 
3.4.2.7 Naïve Bayes 
Naïve Bayes (NB) is a statistical classifier (John and Langley 1995). Unlike ME, NB assumes 
that all the features are independent, which is not usually considered as a practical assumption 
in a complicated environment like free text. However, NB is known to produce good results in 
email spam detection applications with accuracy the reaches more than 99% (Yerazunis 2004). 
This is because the probabilities of word frequencies in spam emails are highly regular and can 
be easily formulated using a NB classification model. The model is built using Eq. (3.11). 
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ܲሺܻȁܺሻ ൌ ܲሺܻሻ ൈ ς ܲሺ݂ሺ݇ሻȁܻሻ௞א௄ܲሺܺሻ  (3.11) 
where 
Y is the sequence of input tokens 
X is the sequence of input tags 
f(k) is the feature function 
K number of features where kǡ ݈ אK 
 
3.4.3 Remarks 
The main challenge of applying ML techniques to NER is to be able to obtain the annotated 
data that can be used as the inputs to the learning phase of the ML techniques. Obtaining 
annotated data is usually challenging, and is an expensive step that involves a lot of human 
efforts because the data usually need to be manually annotated. If annotated data sets can be 
obtained, ML techniques are the most suitable methods for detecting NEs with dynamic 
vocabulary. 
The next sections investigate the possible ways of enhancing classification results for NER. 
The main objective is to enhance the classification results without using domain-based lexicon. 
Enhancing the results without using domain knowledge will maintain the portability nature of 
the ML technique, and hence, keep it domain independent.  
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3.5 ENHANCING NER RESULTS BY EXTENDING SEGMENT REPRESENTATION 
This section introduces an extension of the traditional existing SR techniques. The proposed 
SR technique adds an ‘Ambiguous’ label in the annotation phase of the classification process. 
It intends to minimise the error rate in NER that originates from ambiguity. Ambiguity in NER 
is triggered when the same word exists more than once in the data set, i.e., as an NE and as a 
regular word according to its context. In other words, the same word exists in the data set in 
multiple senses; each can have a different meaning.  
The proposed SR technique is applied on two different traditional techniques commonly used 
in NER, namely, IOB2 and IOBES. Three data sets are used in the experiments covering five 
different NEs. The new SR technique is general and can be applied on any NE at any domain 
as it does not depend on any domain knowledge. 
3.5.1 Segment representation techniques 
Segment Representation (SR), also known as chunking models, (Cho et al. 2013) in NER is 
concerned with the technique of tagging NEs in the training data. The tagged or annotated data 
are then used as inputs to a ML algorithm. SR has been applied to various natural language 
processing tasks like part of speech (POS) tagging (Wu 2014). In this study, we focus on the 
use of SR for NER.  
SR describes how the tokens are tagged in the annotated data set. A number of popular SR 
techniques include IO, IOB2, IOE2, IOB, and IOBES (Ratinov and Roth 2009; Wu 2014). An 
example of how these SR techniques work is shown in Table 3.2. The most frequently used SR 
technique in NER is IOB2 (Asif Ekbal and Saha 2013; Jiang et al. 2011; McDonald and Pereira 
2005; Skeppstedt et al. 2014). IOBES is less frequently used in NER tasks, as compared with 
IOB2 (Ratinov and Roth 2009). 
Table 3.2 shows an example of some SR techniques that are used in MNER, and their tagging 
techniques. In the example, a piece of medical text is tagged using three SR techniques (Cho 
et al. 2013), namely Inside/ Outside (I/O), Inside/ Outside/ Begin (IOB2), and Inside/ Outside/ 
Begin/ End/ Single (IOBES). The text is ‘ventral hernia is treated with ventral hernia repair 
which is a surgery’. Note that ‘ventral hernia repair’ and ‘surgery’ are treatment NEs, while 
others are regular words. In I/O, all words forming NEs are tagged with ‘Inside’ while other 
words are tagged with ‘Outside’. In IOB2, the first word of every NE is tagged with ‘Begin’, 
the subsequent words of NEs are tagged with ‘Inside’, and the rest of the words are tagged with 
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‘Outside’. In IOBES, the first word of every multi-word NE is tagged with ‘Begin’, a middle 
word in a multi-word NE is tagged with ‘Inside’, the last word in a multi-word NE is tagged 
with ‘End’. In addition, a single-word NE is tagged with Single, while other words are tagged 
with Outside in IOBES. 
 Ventral hernia Is treated with ventral hernia repair which is a surgery 
IO O O O O O I I I O O O I 
IOB2 O O O O O B I I O O O B 
IOBES O O O O O B I E O O O S 
Table 3.2: An example of different segment representation techniques applied to medical text 
Investigations in SR, in general, can be considered limited. In NER, selecting a classification 
method, and designing the feature set that can be identified and extracted from the data set are 
the main concerns. Indeed, an appropriate SR technique can affect the detection results 
significantly (Ratinov and Roth 2009). Nevertheless, this area is commonly overlooked in 
NER, as only few investigations are reported in the literature thus far. 
SR techniques were first introduced as a classification pre-processing step, which served as an 
alternative to bracket structure representations (Sang 2000b). It was designed to aid the 
extraction of non-overlapping, non-recursive chunks of text used for shallow parsing and noun 
phrase (NP) chunking applications. The idea of the SR technique is to give every word a tag 
and a label. The label shows the class that the word belongs to while the tag shows the position 
of the word in the class, since classes can be formed using more than one word (i.e. text 
chunks). Examples of classes are POS and NEs. Examples of labels are ‘Begin’, ‘Middle’, and 
‘End’ where these labels represent NE/ POS words as well as their positions in the NE/ POS 
phrase. The process of representing segments of texts is also known as chunk tagging, chunk 
encoding, and chunk representation (Ratinov and Roth 2009).  
The first SR technique introduced was IO, i.e., a simple representation composed of only two 
labels: ‘Inside’ and ‘Outside’. The ‘Inside’ label is for NE words while ‘Outside’ is for non-
NE words. The IO technique is unable to recognise class boundaries for two or more 
consecutive classes. IOB1(Ramshaw and Marcus 1995) was then introduced to solve the 
boundary limitation problem of IO. IOB1 tags all the words in a class as ‘Inside’, except for 
the first word of a class that directly follows words having the same class, which is tagged as 
‘Begin’. Words that do not belong to a class in IOB1 are tagged as ‘Outside’. Later, IOE1 (Sang 
and Veenstra 1999; Sang 2000a) was introduced. It follows the same technique as IOB1 except 
that it tags the last word of a class chunk that is followed by another class chunk as ‘End’, 
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forming a class boundary. The work in (Ratnaparkhi 1998) showed that IOB1 could cause 
ambiguity in POS applications; therefore an updated technique known as IOB2 was introduced. 
In IOB2, the first word of every class has the same start tag of ‘Begin’, regardless what class 
appears after that. IOE2 was then introduced (Sang and Veenstra 1999; Sang 2000a), following 
the same rational of IOB2. The IOBE (Sang and Veenstra 1999) technique was introduced with 
IOE2 and IOE1. It tags the ‘Begin’ and ‘End’ class chunks. The IOBE technique is also known 
as O+C, referring to ‘Opened’ and ‘Closed’ brackets. The latest SR technique was IOBES 
(Uchimoto et al. 2000), which was created to extract general domain NEs like organization 
name, person name, and location. A list of SR techniques is in Table 3.3. 
SR Technique Tags Task NER Applications 
IO Inside, Outside Shallow parsing  
IOB1 (Ramshaw 
and Marcus 
1995) 
Inside, Outside, 
Begin 
NP chunking  
IOB2 
(Ratnaparkhi 
1998) 
POS tagging Protein and gene mentions (Atkinson and 
Bull 2012; Danger et al. 2014; Asif Ekbal 
and Saha 2013; Hsu et al. 2008; McDonald 
and Pereira 2005; Zhu and Shen 2012) 
Clinical NEs (Skeppstedt et al. 2014; Torii 
et al. 2011) 
IOE1 (Sang and 
Veenstra 1999) 
Inside, Outside, 
End 
NP chunking  
IOE2 (Sang and 
Veenstra 1999) 
NP chunking  
IOBE (Sang and 
Veenstra 1999) 
Inside, Outside, 
Begin, End 
NP chunking  
IOBES 
(Uchimoto et al. 
2000) 
Inside, Outside, 
Begin, End, 
Single 
NER Biological NE (Jiampojamarn et al. 2005) 
Person, location, and organisation (X. Liu 
and Zhou 2013; Ratinov and Roth 2009; 
Uchimoto et al. 2000) 
Table 3.3: Different segment representation techniques, the task they were originally designed for and their applications 
It is worth mentioning that most of the SR techniques introduced are originally designed for 
Part of Speech (POS) tagging or Noun Phrase (NP) chunking. Some of the techniques are 
designed to reduce the ambiguity in these applications (Ratnaparkhi 1998; Sang and Veenstra 
1999). NER techniques do not receive a similar development for designing a customised SR 
technique (Cho et al. 2013), although ambiguity is one of its main challenges (Dehghan et al. 
2013). At present, most of the NER techniques use the existing SR techniques originally 
developed for other types of applications without any customisation. As such, this thesis argues 
that designing an SR technique customised for reducing the ambiguity of NER applications 
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can enhance the final results of existing NER techniques that use classifiers. The details of our 
proposed technique are explained in the following sections. 
3.5.2 Tagging ambiguous words 
The idea of the proposed SR technique is to extract all words that are NEs in one context while 
they appear as not NEs in other contexts in the same data set. Instead of tagging these words 
as regular words, a new class known as ‘Ambiguous’ is formed as in Figure 3.5. Algorithm 3.2 
shows a pseudo-code of the tagging process. An example using the same text in Figure 3.5. is 
shown in Table 3.4. The phrase “ventral hernia” appears twice, firstly, as a medical problem 
and, secondly, as part of a treatment NE (i.e., in “ventral hernia repair”). As such, both “ventral” 
and “hernia” exist in different categories in the same data set, which means that they can cause 
ambiguity to a classifier. Table 3.4 shows that different SR techniques tag the first appearance 
of “ventral” and “hernia” as Outside. Instead of tagging “ventral” and “hernia” as Outside, a 
new proposed tag known as ‘Ambiguous’ is assigned to them in the proposed SR technique. 
Giving an independent class for words that are NEs in one context while they appear as not 
NEs in other context leads to a more specific feature space. This extension helps a classifier to 
detect ambiguous words easily; therefore improving classification accuracy. 
Algorithm 3.2 Tagging ambiguous words in the training data set 
01: Input :  training_docs  
02: NE_words [] = {}; 
03: for each    token, tag   in  training_docs   do 
04: if ( tag <> OUTSIDE ) 
05:  NE_words . add ( token ); 
06: 
07: for each    token, tag   in  training_docs   do 
08: new_tag = tag; 
09: if ( tag == OUTSIDE ) 
10:  if (  NE_words.exists ( token )  ) 
11:   new_tag = AMBIGUOUS; 
12: add_to_new_training_file ( token , new_tag); 
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Figure 3.5: Preparing the data for classification. The text is first tokenised. Each token is treated as a separate entry to the 
classifier that has its own features. In the training process, if the word exists more than once in different senses, the non-NE 
words will be tagged at ‘Ambiguous’. The rest of the words will be tagged as the traditional IOBES technique. 
Table 3.4 A new tag of ‘Ambiguous’ is given to ‘ventral’ and ‘hernia’ in the proposed SR technique 
 Ventral hernia is treated With Ventral hernia repair which is a surgery 
IO O O O O O I I I O O O I 
IOB2 O O O O O B I I O O O B 
IOBES O O O O O B I E O O O S 
Proposed 
SR 
technique 
(IOBESA
) 
A A O O O B I E O O O S 
 
The new tagging technique is applied on three data sets JNLPBA, Twitter, and I2b2. JNLPBA 
and Twitter are both tagged with IOB2 SR technique. After applying the proposed SR 
technique, both data sets will be tagged with IOBA2 (i.e. A for Ambiguous). I2b2 was tagged 
with IOBES technique. After applying the proposed technique, it will be tagged with IOBESA 
as shown in Table 3.4. 
 
 
Tokeniser 
Ventral hernia 
is treated with 
is repair which 
a surgery . 
f1 f2 … 
Data set 
Ventral hernia 
is treated with 
ventral hernia 
repair which is 
a surgery. 
Text 
extractor 
Ventral 
hernia 
is 
treated 
with 
Ventral 
hernia 
is 
repair 
which 
a 
surgery 
. 
Ambgs 
Ambgs 
Outside 
Outside 
Outside 
Begin 
Inside 
End 
Outside 
Outside 
Outside 
Single 
Outside 
Ventral hernia 
f1 f2 … 
f1 f2 … 
f1 f2 … 
f1 f2 … 
f1 f2 … 
f1 f2 … 
f1 f2 … 
f1 f2 … 
f1 f2 … 
f1 f2 … 
f1 f2 … 
f1 f2 … 
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3.5.3 Modifying the classification process 
3.5.3.1 Process 
The classification process is composed of two phases, i.e., training and testing, as follows. 
Training: Figure 3.6 (a) shows the procedure of the training phase. Firstly, the annotated data 
set is updated in a pre-processing step according to the SR technique discussed in section 3.5.2. 
All tokens pertaining to regular words that can cause confusion are tagged with “Ambiguous”, 
instead of “Outside”. The “Feature Extractor” step then extracts the contextual and word 
features of each word and provides them to the classifier. On one hand, word features are those 
from each individual word regardless of the preceding or following words. Examples of word 
features are ‘word shape’, ‘is digit’, ‘is symbol’, ‘is stop word’, ‘has number’, ‘has symbol’, 
‘word length’, POS, prefixes, and suffixes. On the other hand, contextual features are features 
before and after the processed word. In this case, features pertaining to the previous and next 
two words (i.e., ±2) are extracted. After learning through the extracted features, a trained 
classification model is produced. 
Testing: Figure 3.6 (b) shows the procedure of the testing phase. The trained classifier is used 
to provide a predicted output (i.e., tag) for each word in the test data set. The first few steps in 
the testing phase are the same as those in the training phase. The data samples are tokenized 
and pre-processed. The new tag is added, and the features of each word are extracted. The 
trained classifier takes the features of each word as the inputs, and generates the predicted tag 
of each word as the output. Computation of the performance indicators ensues.  
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(a) Training phase (b) Testing phase 
 
Figure 3.6: Procedures of the training and testing phases 
3.5.3.2 Features 
Table 3.5 shows a list of the main features used in the classification process. Note that all 
classifiers used the same feature set in the experimental study. As such, variations in the f1-
measure results before and after applying the proposed SR technique could be evaluated 
without being affected by the extracted features. Note that one of the features used for 
classification was ‘is-stop-word’. Examples of stop words include determiners, pronouns, and 
prepositions, and they normally exist with high frequency rates. In the proposed technique, 
most of these words in the data set were tagged as ‘Ambiguous’. As a result, the use of the ‘is-
stop-word’ feature allowed a data set to substantially reduce noise caused by stop words in the 
new label ‘Ambiguous’. Instead of removing the stop words, the ‘is-stop-word’ feature was 
included to maintain the phrase structure; therefore providing a realistic and accurate 
representation of multi-word NEs in the experimental study. 
 
 
Text Tokeniser 
Feature Extractor 
Annotated 
training 
data set 
Contextual features Word features 
Classifier 
Tokenised 
document 
Classification model 
Pre-processing 
New 
tag 
added 
Text Tokeniser 
Feature Extractor 
Annotated 
testing 
data set 
Contextual features Word features 
Tokenised 
document
Classification model 
Pre-processing 
New 
tag 
added 
Final result 
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Table 3.5: Examples of features used in the classification process 
Feature Description 
Part of Speech 
(POS) 
The POS feature of each word is dependent on the phrase it belongs 
to. It can help in detecting NEs by detecting noun phrases in the 
text. As an example, a ‘verb’ has a lower probability of being an NE 
than that of a ‘noun’. The POS feature for the previous and next two 
words are also used as part of the contextual features in the 
experimental study. 
Prefixes, 
postfixes, and 
infixes 
Affixes can suggest that the word is an NE or otherwise. As an 
example, prefix ‘anti’ in ‘antibiotics’ suggests that the word belongs 
to the ‘treatment’ NE. 
Orthographical 
features 
Features that indicate ‘capitalisation’, ‘symbols’, and ‘numbers’ in 
the word are used (i.e. is-symbol, is-number, is-symbol-with-
number) 
Frequency The frequency of each word in the data set provides an indicator 
whether the respective word is an NE or otherwise. NEs usually 
have lower frequency rates as compared with those from other 
words 
Is_English This feature is used because medical terms have many non-English 
words. 
Is_Stop_Word This feature is ‘true’ if the word is frequently used in the English 
language 
 
3.5.3.3 Classifiers 
To evaluate the effectiveness of the proposed SR technique, seven different classifiers were 
used for experimentation. Table 3.6 lists the used classifiers for each data set. 
Table 3.6: Classifiers used for each data set 
Classifier Used in JNLPBA Used in Twitter Used in I2b2 
CRF Yes Yes Yes 
ME Yes Yes Yes 
Naïve Bayes No No Yes 
k-NN No No Yes 
Random Tree No No Yes 
C4.5 No No Yes 
Random Forest No No Yes 
 
Each classifier was trained independently using each of the three data sets. The results were 
compared with those from the alternative SR tagging method. All classifiers used the same set 
of features, either with the original SR technique or the proposed one. The main aim of the 
experiment was to examine the differences in classification performance before and after 
applying the proposed SR technique. 
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The Java programming language with Eclipse IDE Kepler edition was used for software 
development. Weka (Hall et al. 2009) java API V3.6 was used for implementing Naïve Bayes, 
k-NN, C4.5, Random Forest, and Random Tree classifiers. The Stanford classifier package 
(Finkel et al. 2005) V3.3.1 was used for implementing the Maximum Entropy (ME) and CRF 
classifiers. 
3.5.4 Remarks  
In this section, a new SR technique for handling MNER tasks has been introduced. The 
objective of the new SR technique is to enhance the NER classification results. The proposed 
SR technique adds a new tag of “Ambiguous” for the words that can cause ambiguity in the 
data set, in an attempt to reduce the detection error and to increase the accuracy rate. The new 
tag is added to tackle the ambiguity that increases in the informal text due to the lack of proper 
sentence structure or punctuation. In the experiments, most of the results in the informal data 
sets were enhanced where a minor decline was reported in the formal data set. The experiments 
related to this section will be explained in details in Section 4.6. 
While the proposed SR technique produces promising results. Its potential can be further 
explored by incorporating it within other NER techniques or enhancements. The next section 
explores another method to enhance classification results by adding graph-based features to the 
classifier to produce more accurate model. After assessing the graph-based features, the new 
SR technique is used with the graph-based features, and the combined results are assessed 
thoroughly. 
3.6 ENHANCING NER RESULTS BY USING GRAPH-BASED FEATURES 
This section proposes a new graph-based technique for representing unstructured and informal 
text. The new representation is used to extract discriminative features that are able to enhance 
the NER performance. Three data sets are used to evaluate the usefulness of the proposed 
graph-based technique. The three data sets are: the I2b2 medication challenge, Twitter, and 
JNLPBA data sets. The results are then presented and analysed. 
Enhancing the classification results of NER techniques is gaining increasing importance. A 
number of attempts use graph-based methods as a way of achieving improvements. In (F. Wang 
et al. 2013), a graph-based technique was adopted to measure the similarity between phrases 
in unstructured text and product names stored in a database. An F-measure of 25% for detecting 
matching product names was reported. In (L. He et al. 2014), a context pattern-induction-based 
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technique was used to extract drug NEs from medical research papers. A lexicon of drugs was 
used to find sentences in text that contained drug NEs. The extracted sentences were then 
analysed to extract the NE contexts. The extracted contexts formed the common words before 
and after the mentioned drug NEs. A directed-graph format was used for the extracted contexts, 
and the originally constructed drugs lexicon was extended. The constructed lexicon was used 
in a CRF-based technique, which produced an F-measure of 77.11%. 
This section describes the method to generate a graph from unstructured text. The graph 
features used for classification are also explained. 
3.6.1 Data preparation 
The text in each data set is extracted and pre-processed for the graph generation step. Figure 3.7 
shows the process of data preparation. The steps involved are explained, as follows. 
 
Figure 3.7 Preparing the data set for the graph generation step 
 
1. The text tokeniser divides the text in a raw discharge summary report into a set of 
tokens (i.e. words). Each token serves as an input to the classifier, either for training or 
test. 
2. The basic feature extractor takes each token as an input and extracts a basic set of 
features (as shown in Table 3.7). The extracted features are used for classification. By 
the end of this step, each token in the data set is associated with a set of basic features. 
3. This is a basic step for generating the graph. The word normaliser converts each token 
to its stem form. A stem is a basic form of a word. As an example, words like 
‘discussion’, ‘discussed’, and ‘discussing’ have the same stem, i.e., ‘discuss’. Besides 
stemming, tokens that are composed of symbols only, combination of symbols and 
number, or numbers only have a unique name. As an example, all tokens that are 
composed of a combination of symbols and numbers have a value ‘SN’ instead. Then, 
Text 
tokeniser 
Data set 
Tokenised 
document 
Word 
normaliser 
IOBES/ 
IOB tagger 
Words +  
Basic features 
Basic 
feature 
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all stop words are given the same value, i.e., ‘SW’. Stop words are common words in a 
language, such as ‘the’ or ‘a’ in English. This step is very important for creating the 
graph, as similar words are identified and are grouped together in one node of the graph. 
Examples of the changes that occur on the tokens that pass by the ‘word normaliser’ 
phase are illustrated in Figure 3.8. 
 
Figure 3.8: Examples of changes in tokens after passing by the 'word normalisation' phase in the graph construction process 
4. The final step is to give each token a label (i.e. class) that represents the target output 
for training the classifier. The I2b2 data set has already been annotated, and all the NEs 
have been identified. The IOBES tagger takes each token in the data set, and labels it 
according to the IOBES Segment Representation (SR) technique (Ratinov and Roth 
2009). An IOBES means that each token takes an ‘Outside’ label if it is not part of an 
NE, or one of the labels ‘Begin’, ‘Inside’, ‘End’, or ‘Single’ based on where it appears 
in the NE phrase. The reason for choosing IOBES as the SR technique is to allow the 
classifier to create a model for each word location for the NE. This helps reduce the 
‘boundary detection’ problem. Similarly, Twitter and JNLPBA go through the same 
steps but using an IOB2 tagger. 
3.6.2 Graph generation 
 After the data preparation step, it is ready to generate a graph. The idea is to group similar 
tokens into one unique node. This means, as an example, all numerical tokens are grouped into 
one node (‘N’), and all stop-word tokens are grouped into one node (‘SW’). Each token is then 
long 
histori 
Same value 
act 
term 
--N-- 
--S-- 
discuss 
--SW-- 
Long 
history 
action 
Term 
1, 2, 49 
-, ., [, % 
discussion 
And, is, a 
Normalised 
value 
Substitution 
value 
82 | P a g e  
 
 
analysed according to its preceding and following nodes, as well as when and how these nodes 
together form an NE.  
Algorithm 3.3 Data preparation and graph generation 
01: Input :  training_docs  
02: //Get graph nodes, each token will be normalised and added as a unique node in the graph 
03: nodes [] = {}; 
04: for each    token   in  training_docs   do 
05: token = decapitalise ( token ); 
06: token = get_lemma (token ); 
07: token = normalise_numbers ( token ); 
08: token = normalise_symbols ( token ); 
09: token = normalise_stop_words (token ); 
10: if (nodes.exists ( token ) == FALSE   ) 
11:  nodes.add ( token ); 
12: //Create graph vertices 
13: for each    tokeni, tagi   in  training_docs   do 
14: tokeni_node = get_ node (token , nodes ); 
15: tokeni+1_node = get_node ( tokeni+1  , nodes ); 
16: if ( vertex_exists ( tokeni_node , tokeni+1_node, tagi) == TRUE ) 
17:  get_vertex (tokeni_node , tokeni+1_node, tagi).value ++; 
18: else 
19:  add_vertex (tokeni_node , tokeni+1_node, tagi); 
20:  get_vertex (tokeni_node , tokeni+1_node, tagi).value = 1; 
 
As an example, Figure 3.9 shows a sub-graph, generated from the I2b2 training data set, for all 
the nodes that are connected with the word ‘long’. The edges show the words that follow each 
other in the data set, their labels, and the number of times they are assigned to these labels. As 
can be seen, the sub-graph shows that in seven out of eight times when ‘long’ is followed by 
‘term’, the beginning of an NE is formed.  
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Figure 3.9: A sub-graph shows the connections associated with the word 'long' extracted from I2b2 data set 
After generating the graph from the training data set, the graph features are generated, as listed 
in Table 3.8. To generate the graph features, each token is used as an input to the ‘word 
normaliser’ to find a matching node. When a matching node is identified, the graph features 
are extracted. If no such matching node is found, all the graph features values are set to -1. 
3.6.3 Features 
Two feature sets are used for classification: the basic and graph feature sets. Table 3.7 and 
Table 3.8 explain both features sets, respectively. Each of the six classifiers is trained twice to 
generate two different models, i.e., one based on the basic feature set only, and another based 
on both the basic and graph feature sets. The F-measure is calculated for both models. The 
difference in the results before and after incorporating the graph features is recorded and 
analysed. 
The basic set contains a number of features commonly used in NER applications (Danger et al. 
2014; Konkol et al. 2015). They cover orthographical, morphological, and contextual features. 
Contextual features are used to reduce ambiguity that exists in free text by considering the 
context of words. The context of a word is concerned with the words that surround it. 
Contextual features are also considered in the graph set. 
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Table 3.7: Basic features used in the classification process 
Features Description 
POS Part of speech of the word in the sentence. 
Suffixes Prefixes and postfixes of the word. Some suffixes such as ‘anti’ prefix or ‘ing’ 
postfix can indicate the likelihood of the word being a NE. 
TF-IDF The Term Frequency – Inverse Document Frequency (TF-IDF) indicates the 
frequency of the word in the data set. Medical NEs usually appear in a very low 
frequency compared to other words in the data set. 
Ortho-
graphical 
These features include word shape (indicating if the word includes symbols, 
number or capital letters) and word size. 
Previous 
words 
Features for the words preceding the current word. These features are called 
contextual features and are important because some words exist in the data set in 
different contexts each with a different meaning.  
Next words Features for the words following the current words. 
 
Table 3.8 Graph features used in the classification process 
Features Description 
# conns Total number of words connected to the current word. 
# NE Number of words connected to the current word that forms an NE. 
#NOT NE Number of words connected to the current word that does not form an NE. 
#Prev NEs Number of previous words (-2) to the current word that forms an NE. 
#Next NEs Number of next words (+2) to the current word that forms an NE. 
#Prev Words Number of previous words (-2) to the current word that does not form an NE. 
#Next Words Number of next words (+2) to the current word that does not form an NE. 
 
The graph set contains a number of numerical features that help reduce ambiguity in text. The 
features mainly comprise the number of connections between the current word and the words 
directly following it. The graph features help the classifier identifies how frequently each word 
appears in an NE context. The numbers extracted from the graph are different than the 
probabilities generated from the classifier when building its model. This is because the graph 
shows the relationships among words by converting the words to a basic form and grouping 
similar words together. This means that the graph can obtain numerical relationships among 
words that are not explicit in the data set. 
3.6.4 Data sets 
The data sets used in this chapter are JNLPBA, Twitter, and I2b2 data sets. As in Section (3.5), 
JNLPBA is used as an example of formal-text data set while Twitter and I2b2 are informal data 
sets. 
3.6.5 Remarks  
This section proposes a graph-based technique that enhances the classification results of NER 
in informal data sets. A directed graph is constructed from unstructured text. Each word 
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represents a unique node with connections to all other words (i.e. nodes) that directly precede 
or follow the designated word in the text. New features are then extracted from the constructed 
graph, and are used in the classification process.  
The effectiveness of the proposed graph-based features has been evaluated using seven 
different classifiers. Enhanced results have been achieved from informal data sets in all the 
tested classifiers using the traditional SR techniques. Also, combing the suggested graph-based 
features with the extended SR techniques from Section 3.5 enhanced most of the results. On 
the other hand, the proposed technique did not perform well with the formal data sets as will 
be explained further in the experiments in Section 4.7.  
3.7 CONCLUSIONS 
This chapter discussed the methodology used to enhance NER results focusing on informal 
data. The research methodology used is first illustrated. Then, the first technique is discussed 
which is a hybrid of lexicon and rule-based techniques. Through the design and implementation 
of the hybrid technique, it was observed that, in order to achieve better results, increasing the 
dependency of the technique to the domain is essential, due to the following reasons: 
x The collected lexicon need to be maintained and updated regularly and a different 
lexicon is needed per NE being detected. 
x The general rules designed, although they enhance the results, are not enough for 
detecting the ambiguity in the words. More domain-related rules need to be designed 
which will change according to each NE (i.e. a words after ‘Mrs’ is probably a person 
name NE). 
The next step was to investigate classification in NER. The basic concepts of the classifiers 
used are explained in details. Classifiers, with standard and domain-independent features, were 
then applied to extract NEs from both formal and informal data sets. Classification results were 
better than rule and lexicon-based results. Also, classifiers were found to be adequate for 
designing a domain independent technique.  
Enhanced classification results was then achieved using two approaches: 
x An extended segment representation technique is proposed. It adds extra label to the 
training data to identify the ambiguous words and give them a separate class. This helps 
the classifier to recognize the context of where the ambiguous words might exists. 
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x A set of graph-based features were introduced. The data set was represented in a graph 
form where the relations between words are identified in a context of whether the words 
exist near NEs or not. The features are then used by the classifier along with the other 
standard features to generate a classification model. 
The two approaches were then applied individually and incorporated together on three different 
data sets to extract five different NEs. The results showed an enhancement in most of the 
classifiers used. All the experiments for the techniques discussed in this chapter will be 
explained in full details in the coming chapter. Also, an analysis of the results of each classifiers 
will be discussed at the end of every section. 
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Chapter 4  
Experiments, Results, and Analyses 
4 EXPERIMENTS, RESULTS, AND ANALYSES 
4.1 OVERVIEW 
The techniques discussed in Chapter 3 are evaluated thoroughly through experiments in this 
chapter.  The results obtained are analysed, compared, and discussed.  Section 4.2 explains the 
evaluation measures used in the experiments in this chapter. The three data sets used are 
described in Section 4.3. The detailed experiments for each technique are presented 
comprehensively in Sections 4.4 to 4.7.  
4.2 DATA SETS 
Three data sets are used in this evaluation, one formal-text data set and two unstructured, 
informal-text data sets. The properties of the three data sets are shown in Table 4.1.  
Table 4.1: Properties for the data sets used in the evaluation 
  Medical Structured 
Formal 
text Type NEs SR technique 
Twitter No No No Tweets Person  IOB2 
JNLPBA Yes No Yes Scientific papers abstracts 
Protein IOB2 
I2b2 Yes No No patients discharge summaries 
Problem 
Treatment 
Test 
IOBES 
 
4.2.1 JNLPBA data set 
The JNLPBA (Kim et al. 2004) is a subset of GENIA data set V3.02. It was published in 
the BioNLP/ JNLPBA shared task 2004. JNLPBA is composed of 2,404 annotated abstracts 
from PubMed scientific database. 2,000 annotated abstracts are published for training while 
the other 404 annotated abstracts are published for testing.  
JNLPBA is manually annotated for five NEs, that is, protein, DNA, RNA, cell type, and cell 
line NEs mentions. Furthermore, it uses IOB2 SR labelling technique. In the experiments in 
this thesis, the Protein mentions will be used since they have the highest frequency in the 
data set than the rest of the NEs annotated. JNLPBA is considered an example of a formal 
text data set as it is composed of abstract of scientific publication from the literature. 
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4.2.2 Twitter data set 
The twitter NLP data set (Ritter et al. 2011) is a compilation of 800 random tweets. It is 
manually annotated with 10 different NEs, which are: Person, location, company, facility, 
product, band, sports team, movie, TV show, and ‘others’ NE. Person NE is used in the 
experiments in this thesis because it has the highest frequency compared to other NEs. 
Twitter-NLP is considered an example of informal textual data sets. 
4.2.3 I2b2 data set 
I2b2 comprised discharge summary reports of real patients. It was collected for concept and 
relation extraction purposes. In the data set, 826 discharge reports were manually annotated 
with three different NEs, namely, treatment, problem, and test. These annotated reports 
served as the gold standard for the evaluation.  By following the data samples prepared and 
provided by the competition organisers, a total of 349 reports were used for training while 
the remaining 477 were used for testing. 
The size and properties of the training and testing data for each data set are described in 
Table 4.2. Note that the training and testing data sets used in this evaluation follow the 
guidelines of the data providers. Table 4.2 also reveals the imbalanced problem of NER-related 
data sets. As an example, NEs in the Twitter training data set contain only 1.48% of the total 
number of tokens in the training data set. 
Table 4.2: Number of NE and non-NE words and their percentages in each data set. The 
percentages show the  data imbalanced problem in NER-related data sets 
 
 Entity #entities #words 
data set size 
(#words) 
% of NE words in 
data set 
Testing 
data 
Twitter Person 259 374 27,421 1.36 
JNLPBA Protein 5054 7413 101,039 7.34 
I2b2 
  
  
Problem 12546 25233 
266,654 
9.46 
Treatment 9310 15670 5.88 
Test 9005 15565 5.84 
Training 
data 
Twitter Person 190 281 19,048 1.48 
JNLPBA Protein 30269 55117 492,551 11.19 
I2b2 
  
  
Problem 7073 17328 
149,624 
11.58 
Treatment 4844 8944 5.98 
Test 4608 8494 5.68 
 
Table 4.1 shows that, the three data sets do not follow the same SR technique. Twitter and 
JNLPBA use IOB2 while I2b2 uses IOBES. The main reason of selecting IOBES is that there 
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is evidence from the literature that IOBES performs better than other SR techniques in NER 
applications (Cho et al. 2013; Ratinov and Roth 2009). However, applying IOBES in Twitter 
and JNLPBA data sets was not practical due to the following reasons: 
x The training data set in Twitter is composed of only 281 tokens that form 190 person 
NEs as shown in Table 4.2. Using IOBES, the available 281 tokens need to be divided 
into four different labels (i.e. Inside, Begin, End, and Single). This results in having 
very few number of tokens per label for the classifier to train on. With IOB2, the 
available tokens are divided into two labels (i.e. Begin and Inside) only.  This gives the 
classifier a higher number of training data to generate a more accurate classification 
model for each label.  
x The training data set in JNLPBA has 491,551 words as shown in Table 4.2. This number 
can generate an accurate classification model using IOBES. However, with the large 
number of training samples along with the 5 different classes that need to be detected 
by the classifier in IOBES, applying IOBES results in an expensive computational load 
especially on CRF and ME classifiers as a matter of time and memory. As an example, 
the required RAM for processing IOBES in JNLPBA corpus exceeded 8GB. 
4.3 EVALUATING NER TECHNIQUES 
In this section, the data imbalance problem in NER data sets is first explained. The evaluation 
measures used to overcome the shortcoming of using traditional evaluation measures in 
imbalanced data sets are then introduced. Finally, the evaluation measures used for the 
experiments in this thesis are discussed. 
4.3.1 Imbalanced Data in NER 
A well-known challenge in text classification is the data imbalance problem (Forman and 
Scholz 2010). A data set is imbalanced when the frequency of one class is significantly higher 
than that of another class. An imbalanced data set can cause the classification model to bias 
towards the majority class while detecting the minority class is the one of interest. As such, a 
data imbalance problem can affect the performance of the classifiers used (Maratea et al. 2014). 
Figure 4.1 shows the difference in the class distribution between a balanced data set (in the first 
example) and the rest of the data sets used in this thesis. The figure shows that NEs are 
significantly out-numbered by the non-NE words. In the data sets used in this thesis, the 
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percentage of NE words compared to non-NE words ranges from 1.5% in twitter data set to 
11.6% in I2b2 data set. 
 
Figure 4.1: Balanced vs imbalanced data sets illustrated through the percentages of NEs compared to the three data sets in 
this thesis: JNLPBA, Twitter and I2b2 
Although accuracy is a common evaluation measure for classification techniques, it can be a 
misleading evaluation in case of imbalanced data sets. This is because the classification model 
will bias towards the majority class resulting in a false high accuracy value that does not reflect 
the detected minority instances. That is why accuracy is not used as an evaluation measure in 
imbalanced data sets. A precision and recall are less sensitive alternatives to accuracy in 
imbalanced data sets. Both measures are combined using an evaluation measure called f-
measure. An analysis of the different evaluation measures in imbalanced data sets will further 
be discussed using examples in the coming section. 
4.3.2 F-measure 
F1-measure (Hripcsak and Rothschild 2005) is used to evaluate and compare the results of the 
NER experiments. F-measure is the harmonic mean of precision and recall. It is a common 
measurement for text mining applications. Specifically, F-measure for each label is calculated 
individually using equations (4.1) to (4.3). The collective F-measure is then calculated using 
the micro- and macro- average F-measures (Forman and Scholz 2010; Özgür et al. 2005) by 
applying equations (4.4) to (4.6) for micro F-measure and equations (4.7) to (4.9) for macro F-
measure. Both micro- and macro-average F-measures consider not only the exact matches, but 
also the partial matches in the results. In addition, each measure considers a different context 
of the results. Micro-average F-measure is calculated by giving each token an equal weight, 
while macro-average F-measure is calculated by giving each label an equal weight.  
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ܲݎ݁ܿ݅ݏ݅݋݊௟௔௕௘௟ ൌ 
͓ܶ ௟ܲ௔௕௘௟
͓ܶ ௟ܲ௔௕௘௟ ൅ ͓ܨ ௟ܲ௔௕௘௟ 
(4.1) 
ܴ݈݈݁ܿܽ௟௔௕௘௟ ൌ 
͓ܶ ௟ܲ௔௕௘௟
͓ܶ ௟ܲ௔௕௘௟ ൅ ͓ܨ ௟ܰ௔௕௘௟ 
(4.2) 
ܨଵ െ ݏܿ݋ݎ݁ሺ݈ܾ݈ܽ݁ሻ ൌ ʹǤ
ܲݎ݁ܿ݅ݏ݅݋݊௟௔௕௘௟ כ ܴ݈݈݁ܿܽ௟௔௕௘௟
ܲݎ݁ܿ݅ݏ݅݋݊௟௔௕௘௟ ൅ܴ݈݈݁ܿܽ௟௔௕௘௟ 
(4.3) 
ܯ݅ܿݎ݋ െ ܲݎ݁ܿ݅ݏ݅݋݊ ൌ  σ ܶ ௜ܲ
௅௔௕௘௟௜ୀଵ
σ ሺܶ ௜ܲ ൅ ܨ ௜ܲሻ௅௔௕௘௟௜ୀଵ
 
(4.4) 
ܯ݅ܿݎ݋ െ ܴ݈݈݁ܿܽ ൌ  σ ܶ ௜ܲ
௅௔௕௘௟௜ୀଵ
σ ሺܶ ௜ܲ ൅ ܨ ௜ܰሻ௅௔௕௘௟௜ୀଵ
 
(4.5) 
ܯ݅ܿݎ݋ െ ܨܯ݁ܽݏݑݎ݁ ൌ ʹǤܯ݅ܿݎ݋ െ ܲݎ݁ܿ݅ݏ݅݋݊ܯ݅ܿݎ݋ െ ܴ݈݈݁ܿܽ  
(4.6) 
ܯܽܿݎ݋ െ ܲݎ݁ܿ݅ݏ݅݋݊ ൌ  ͳ͓݈ܾ݈ܽ݁ݏǤ
σ ܶ ௜ܲ௅௔௕௘௟௜ୀଵ
σ ሺܶ ௜ܲ ൅ ܨ ௜ܲሻ௅௔௕௘௟௜ୀଵ
 
(4.7) 
ܯܽܿݎ݋ െ ܴ݈݈݁ܿܽ ൌ  ͳ͓݈ܾ݈ܽ݁ݏ Ǥ
σ ܶ ௜ܲ௅௔௕௘௟௜ୀଵ
σ ሺܶ ௜ܲ ൅ ܨ ௜ܰሻ௅௔௕௘௟௜ୀଵ
 
(4.8) 
ܯܽܿݎ݋ െ ܨܯ݁ܽݏݑݎ݁ ൌ ʹǤܯܽܿݎ݋ െ ܲݎ݁ܿ݅ݏ݅݋݊ܯܽܿݎ݋ െ ܴ݈݈݁ܿܽ  (4.9), 
 
where TP is the number of true positive answers, FP is the number of false positive answers, 
FN is the number of false negative answers, and label indicates the SR label used (i.e. ‘Begin’, 
‘Inside’, ‘End’ or ‘Single’). 
 
Note that, while ‘accuracy’ is commonly used in classification problems, it is not a suitable 
indicator in NER problems owing to the data imbalance problem in most NER data sets. This 
is because the majority class, i.e., the normal word, has a significantly high occurrence rate in 
imbalanced data sets.  Precision and recall, on the other hand, together are less sensitive with 
respect to data distribution. Using precision or recall measures individually does not give a 
complete picture for the results.  As such, the F-measure that combines both precision and 
recall in one value is commonly used in NER applications. 
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Figure 4.2, Figure 4.3 and Figure 4.4 show three different examples of classification outputs 
and how they are evaluated using four evaluation measures: accuracy, precision, recall and f-
measure. These examples demonstrate why f-measure is the most suitable evaluation technique 
for NER applications. The three figures assume an examples of an imbalanced data with 20% 
NEs and 80% Not-NEs.  
In the first example, the classifier in Figure 4.2 correctly extracted 50% of the existing NEs 
and most of the Non- NE words. The accuracy of this classifier reached 90% although it just 
extracted half the items of interest. Also, the precision was 100% because all the extracted NEs 
were correct. However, as not all the NEs were extracted, the recall was just 50%. Although 
50% can be considered as the closest logical evaluation, it did not consider that the classifier 
was actually able to extract most of the non-NEs correctly. Combining recall and precision 
resulted in a 67% f-measure. The f-measure gave higher weights to minority classes, however, 
it also considered the correct classification of the majority classes. 
 
Figure 4.2 An example for an imbalanced data set that shows how the classifier output is evaluated using different evaluation 
measures. In this example, the f-measure is lower than the accuracy 
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Named Entity Not Named Entity 
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In the second example, the classifier in Figure 4.3 considered that all the data set is 
composed of NEs. The accuracy of this classifier was 20% although extracting the minority 
class is the most complicated task. Also, contrary to the first example, the recall was 100% 
because all the NEs were extracted. However, as not all the extracted NEs were correct, the 
precision was just 20%. Although 20% can be considered as the closest logical evaluation, it 
did not consider that extracting the minority class actually has the highest priority. Combining 
recall and precision resulted in a 33% f-measure. The f-measure gave higher weights to 
minority classes, however, it also considered the false classifications of the majority classes. 
 
Figure 4.3 An example for an imbalanced data set that shows how the classifier output is evaluated using different 
evaluation measures. In this example, the f-measure is higher than the accuracy 
In the third example, the classifier in Figure 4.4 was able to label half of the data correctly. 
That is why the accuracy is calculated to be 50%. However, after analysing the results, it is 
observed that only 20% of the results labelled as NEs were correct. This means that 80% of the 
extracted NEs were misclassified. On the other side, the precision, recall and f-measures report 
results of 20%. In this examples an f-measure of 20% was equivalent to a 50% accuracy.  
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Figure 4.4 An example for an imbalanced data set that shows how the classifier output is evaluated using different 
evaluation measures. In this example, a 20% f-measure is equivalent to a 50% accuracy 
From the discussed three examples, it is safe to say that, an f-measure reflected more adequate 
evaluation measure for NER techniques. The examples demonstrated that, accuracy was not 
sensitive enough to the class of interest, which is the minority class. Besides, precision and 
recall individually were not enough. They need to be combined to one value that considers both 
measures for extracting all the classes correctly (i.e. recall) and extracting all the correct classes 
(i.e. precision), which is the f-measure. 
  
Training data set 
Classifier output 
Named Entity Not Named Entity 
1 2 3 4 5 6 7 8 9 10 
Accuracy Precision Recall F-measure 
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4.4 EVALUATING THE HYBRID LEXICON AND RULE-BASED MODEL FOR NER 
In this section, an experiment to extract protein and person NEs from JNLPBA and Twitter 
data sets, respectively, using the proposed hybrid model of lexicon and rule-based techniques 
was conducted.  The Java programming language with Eclipse IDE, version 3.4.1 was used to 
develop the proposed hybrid NER model. The dictionary was collected and stored in a file-
based system, which was accessed and administrated through the developed Java program. 
4.4.1 Results 
Two data sets were used, i.e., JNLPBA and Twitter, for extraction of protein and person NEs 
respectively.  
4.4.1.1 JNLPBA results 
Two tests were conducted, firstly with the dictionary only and secondly with the dictionary and 
the rules.  The average micro F-measure of the experiment increased from 20.1% to 28.2% 
while the average macro F-measure increased from 23.9% to 27.7% from the first test to the 
second, respectively. Figure 4.5 shows the overall results. The detailed results are listed in 
Table 4.3. 
 
Figure 4.5: Average micro- and macro F-measure (in percentages) for the JNLBPA data se 
Table 4.3 Detailed results for the JNLPBA data set 
   TP TN FP FN P R Acc F1 
Lexicon only B-protein 1,574 87,717 8,255 3,493 0.160 0.311 0.884 0.211 
I-protein 545 95,401 864 4,229 0.387 0.114 0.950 0.176 
Lexicon + rules B-protein 1,573 93,767 2,205 3,494 0.416 0.310 0.944 0.356 
I-protein 545 95,401 864 4,229 0.387 0.114 0.950 0.176 
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4.4.1.2 Twitter data set results 
Similarly, two tests were conducted, firstly with the dictionary only and secondly with the 
dictionary and the rules.  Both average micro F-measure and macro F-measure showed slight 
improvement, i.e., from 22.8% to 23.6% and from 35.5% to 35.6% from the first test to the 
second, respectively. Figure 4.6 summarises the results. The detailed results are listed in 
Table 4.4. 
 
 
Figure 4.6: Average micro- and macro- average F-measure (in percentages) for the Twitter-NLP data set  
Table 4.4: Detailed results for the Twitter-NLP data set 
   TP TN FP FN P R Accuracy F1 
Lexicon only B-person 145 26,209 953 114 0.132 0.560 0.961 0.214 
I-person 31 27,266 31 93 0.500 0.250 0.995 0.333 
Lexicon + 
rules 
B-protein 144 26,270 892 115 0.139 0.556 0.963 0.222 
I-protein 31 27,266 31 93 0.500 0.250 0.995 0.333 
 
4.4.2 Discussion 
From the experiments, using a dictionary on NER did not produce high results owing to the 
collected dictionary. Combining the rule-based technique with the dictionary data could 
produce better results with formal data (i.e. JNLPBA), but not with informal data (i.e. Twitter).  
The following observations could be made: 
x NE variations could not be detected if they were not stored in the dictionary. As an 
example: 
o In person NEs: The collected dictionary could detect ‘Louis’ as a person name, 
but failed to detect ‘Lois’ because it was not available in the dictionary.  
22.8
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o In protein NEs: The dictionary could detect ‘toll-like receptor’ but was not able 
to detect ‘toll-like receptors’ because it is has an extra ‘s’ at the end. The singular 
and plural could have been taken care of in the pre-processing in data sets like 
news articles for example. However, it is not practical in medical data as an 
extra ‘s’ at the end of the word can refer to a different medical component or 
meaning. This is because the medical text is characterised by extensive use of 
abbreviations and Latin words that cannot be handled like normal English 
words. For example the word ‘receptor’ and ‘receptors’ were used differently 
in different contexts in the data sets as follows: 
 ‘progesterone, and glucocorticoid receptor levels’ Å Not protein 
 ‘Number of glucocorticoid receptors in lymphocytes’ Å protein 
x NEs in the dictionary could be mixed with normal English words. This happened 
specially when detecting person names. As an example:  
o In person NEs: ‘Candy’ was detected as a person name, while, in the context of 
some tweets, it was just an object name in the tweet ‘Who left the candy in the 
lunchroom’. Besides that, ‘America’ and ‘Arizona’ were detected as person NEs 
while there were just country or state names. The same issue occurred with 
words like ‘White’ and ‘Woods’. 
o In protein NEs: the word ‘receptor’ was sometimes mentioned as part of a 
protein NE, while in other context, it was just a normal word, for example: 
 ‘Content of receptors to hormonal form of vitamin D3 …’ Å Not 
protein 
 ‘Concentration of the receptors to 1.25 (OH) …’ Å Protein 
x The dictionary-based technique required an exact match for recognizing NEs. As an 
example, NEs with spelling mistakes were not recognised at all by using the dictionary 
alone. 
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4.5 USING CLASSIFICATIONS FOR NER 
This section explains results of applying different classifiers on the three data sets. 
4.5.1 Results 
4.5.1.1 JNLPBA data set 
Figure 4.7 illustrates the results of applying CRF and ME classifiers on the JNLPBA data set. 
The results are compared with the results of applying lexicon and rule-based techniques 
discussed in Section 4.4. Both Micro- and Macro- average results are compared. 
 
Figure 4.7: Difference between classification results of two different classifiers and a hybrid of lexicon and rule-based 
techniques in JNLPBA data set 
4.5.1.2 Twitter data set 
Figure 4.8 illustrates the results of applying CRF and ME classifiers on the Twitter data set. 
The results are compared with the results of applying lexicon and rule-based techniques 
discussed in Section (4.4). 
 
Figure 4.8: Difference between classification results of two different classifiers and a hybrid of lexicon and rule-based 
techniques in Twitter data set 
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4.5.1.3 I2b2 data set 
Figure 4.9, Figure 4.10, and Figure 4.11 illustrate the results of applying six different classifiers 
on the problem, treatment, and test NEs respectively from Twitter data set. The classifiers used 
are CRF, ME, C4.5, Random Forest, Random Tree, and K-NN. 
 
Figure 4.9 Classification F-measure results (in percentages) of six different classifiers for the recognition of ‘problem’ NE 
 
Figure 4.10 Classification F-measure results of six different classifiers for the recognition of treatment NE 
 
Figure 4.11 Classification F-measure results of six different classifiers for the recognition of test NE 
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4.5.2 Discussion 
ML techniques produced better results than lexicon and rule-based techniques in the three data 
sets JNLPBA, Twitter, and I2b2. The comparison between Micro-average F-measure results in 
Figure 4.12 shows that Twitter data set produced the least results compared to the other two 
data sets. The possible reasons are: 
x Twitter data set has a small number of training instances which were not enough for the 
classifier to generate an accurate model. That is the reason why IOB2 SR technique was 
used instead of IOBES. However, even with IOB2 technique, the training data set is 
still considered small in size. 
x Twitter data set encompass the highest informality level among the other two data sets. 
It is composed of a random set of tweets. Because a tweet cannot exceed 140 characters, 
users tend to use uncommon abbreviation and totally ignore sentence structure forsake 
of utilizing the number of characters. As a result of this, a tweet lacks many properties 
that can be used to identify a NE, especially context-related features. 
Furthermore, Figure 4.12 illustrates that JNLPBA produced similar results to the I2b2 
treatment NEs for the CRF classifier. However, CRF in I2b2 exceeded the results of JNLPBA 
in the other two NEs ‘problem’ and ‘test’. On the other hand, JNLPBA results were the highest 
in the ME results by more than 8% in the three NEs ‘problem’, ‘treatment’, and ‘test’. 
 
Figure 4.12: Comparison of the micro-average F-measures for five different NEs across the three data sets using ME and 
CRF classifiers 
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4.6 EVALUATING THE EXTENDED SEGMENT REPRESENTATION TECHNIQUE 
In this section, the experimental results for the extended SR technique discussed in Section 3.5 
are presented and analysed for the three data sets I2b2, Twitter, and JNLPBA. 
4.6.1 Data sets properties 
This section describes some properties related to the three data sets used in the experiments to 
evaluate the extended SR technique. It will list the number of tokens in each data set that belong 
to each label after applying the new SR technique. The numbers in this section show that the 
number of ambiguous words in a free-text document is usually significantly higher than the 
number of NEs, and it is usually close to the number of Non NE words. This suggests that 
handling the ambiguity that comes from these words can be effective in enhancing the 
classification results of NER techniques. 
4.6.1.1 JNLPBA data set 
JNLPBA data set is used in the experiments to compare the results of using a formal data set 
against the results of using informal data sets (i.e. Twitter and I2b2). The data set is tagged 
with IOB2 SR tagging technique. After applying the proposed SR technique on the JNLPBA 
data set, the number of words in each tag is reported in Table 4.5. 
Table 4.5 The numbers of words annotated in the JNLPBA training and testing data sets after applying the proposed SR 
technique 
 Traditional ‘Outside’ Begin Inside Outside Ambiguous 
Training data set 176,216 261,218 30,269 24,848 
Testing data set 52,857 38,341 5,067 4,774 
 
4.6.1.2 Twitter data set 
Twitter data set is used in the experiments as an example of an informal data set that is not 
from a medical domain. It is used to test the domain independency of the proposed technique. 
Twitter data set is composed of 800 random tweets of general topics. The data set is tagged 
with IOB2 SR technique. After applying the proposed SR technique on the Twitter data set, 
the number of words in each tag is reported in Table 4.6. 
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Table 4.6: The numbers of words annotated in the Twitter training and testing data sets after applying the proposed SR 
technique 
 Traditional ‘Outside’ Begin Inside Outside Ambiguous 
Training data set 18,095 672 190 91 
Testing data set 25,951 1,087 259 124 
 
4.6.1.3 I2b2 2010 data set 
I2b2 data set is initially tagged with IOBES technique. It is then prepared to be tagged with 
IOBESA (i.e. the labels of ‘Begin’, ‘Inside’, ‘End’, ‘Single’, ‘Outside’, or ‘Ambiguous’), in 
accordance with the proposed SR technique. Table 4.7 and Table 4.8 show the numbers of 
words belonging to each tag after applying the proposed SR technique on the training and 
testing data sets respectively. 
Table 4.7: The numbers of words annotated in the I2b2 training data set after applying the proposed SR technique 
 Traditional ‘Outside’ Begin Inside End Single Outside Ambiguous 
Problem 63,752 68,113 4,532 5,722 4,532 2,540 
Treatment 81,863 58,387 2,229 1,871 2,229 2,612 
Test 80,247 60,451 2,261 1,625 2,261 2,346 
 
 
Table 4.8: The numbers of words annotated in the I2b2 testing data set after applying the proposed SR technique 
 Traditional ‘Outside’ Begin Inside End Single Outside Ambiguous 
Problem 121,366 115,012 8,087 9,597 8,087 4,505 
Treatment 124,552 124,804 4,364 3,590 4,364 4,980 
Test 130,296 119,121 4,587 3,425 4,587 4,638 
 
Note that, in the reported results, we focus on only four labels/tags in the experimental study, 
i.e., ‘Begin’, ‘Inside’, ‘End’, and ‘Single’. The differences in the results of the ‘Outside’ and 
‘Ambiguous’ tags in the experiments are not reported because they contain the majority of 
words in the data set, as shown in Table 4.7 and Table 4.8. Therefore, the problem associated 
with imbalanced data distribution that can bias the performance of a classifier is avoided. 
Indeed, the “Outside” tag results normally are not reported in the literature, e.g. in 
(Jiampojamarn et al. 2005; X. Liu and Zhou 2013). 
4.6.2 Results 
This section provides the results of the five NEs across the three data sets after applying the 
new SR technique.  
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4.6.2.1 JNLPBA data set 
The changes in JNLPBA results before and after applying the IOBA2 technique are shown in 
Figure 4.13. The figure shows a comparison between the micro-average F-measure results of 
IOB2 (traditional technique) and IOBA2 (proposed technique) after applying two classifiers 
CRF and ME. Table 4.9 shows the macro- and macro- average F-measure results of the change 
of performance in the experiments of each classifier. The macro- and micro- averages combine 
the results of the extracted tags (‘Begin’ and ‘Inside’) to show the overall variation in the 
performance with respect to the ‘protein’ NE. The detailed results are listed in Table 4.10. 
 
Figure 4.13 Micro-average F-measure results (in percentages) of JNLPBA data set for ‘protein’ NE before and after 
applying the new SR technique using two different classifiers CRF and ME. 
 
Table 4.9: The differences in the results (in percentages) after applying IOBA2 to JNLPBA data set (After - Before) 
 CRF ME 
Change in micro-average F-measure results -0.2% +0.4% 
Change in macro-average F-measure results -0.3% +0.5% 
 
Table 4.10: Detailed results for each tag before and after applying the proposed SR technique for JNLPBA data set. The 
green values represent an enhancement in the results while the red ones represent a decline in the results. 
    TP TN FP FN P R F1 
 IOB2 
(Before) 
B-protein 4,073 94,580 1,405 981 0.744 0.806 0.774 
CRF 
classifier 
I-protein 1,578 97,975 705 781 0.691 0.669 0.680 
IOBA2 
(After) 
B-protein 4,149 94,455 1,530 905 0.731 0.821 0.773 
I-protein 1,605 97,884 796 754 0.669 0.680 0.674 
ME 
classifier 
IOB2 
(Before) 
B-protein 3,283 93,810 2,162 1,784 0.603 0.648 0.625 
I-protein 2,326 94,770 1,495 2,448 0.609 0.487 0.541 
IOBA2 
(After) 
B-protein 3,374 93,718 2,254 1,693 0.600 0.666 0.631 
I-protein 2,338 94,758 1,507 2,436 0.608 0.49 0.543 
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4.6.2.2 Twitter data set 
The changes in Twitter results before and after applying the IOBA2 technique are shown in 
Figure 4.14. The figure shows a comparison between the micro-average F-measure results of 
IOBES (traditional technique) and IOBESA (proposed technique) after applying two classifiers 
CRF and ME. 
 
Figure 4.14 Micro-average F-measure results (in percentages) of Twitter data set for ‘person’ NE before and after applying 
the new SR technique using two different classifiers CRF and ME. 
Table 4.11 shows the macro- and macro- average F-measure results (Özgür et al. 2005) of 
the change of performance in the experiments of each classifier. The macro- and micro- 
averages combine the results of the extracted tags (‘Begin’ and ‘Inside’) to show the overall 
variation in the performance with respect to the ‘person’ NE. Detailed results are in Table 4.12. 
Table 4.11: The differences in the results (in percentages) after applying IOBA2 to Twitter data set 
 CRF ME 
Change in micro-average F-measure results +5% +2.6% 
Change in macro-average F-measure results +4.8% +1.8% 
 
Table 4.12: Detailed results for each tag before and after applying the proposed SR technique for Twitter data set. The 
green values represent an enhancement in the results while the red ones represent a decline in the results. 
    TP TN FP FN P R F1 
 IOB2 
(Before) 
B-protein 69 27,154 8 190 0.896 0.266 0.411 
CRF 
classifier 
I-protein 39 27,300 6 76 0.867 0.339 0.488 
IOBA2 
(After) 
B-protein 80 27,156 6 179 0.930 0.309 0.464 
I-protein 43 27,302 4 72 0.915 0.374 0.531 
ME 
classifier 
IOB2 
(Before) 
B-protein 79 27,143 19 180 0.806 0.305 0.443 
I-protein 26 27,272 25 98 0.510 0.210 0.297 
IOBA2 
(After) 
B-protein 89 27,137 25 170 0.781 0.344 0.477 
I-protein 26 27,273 24 98 0.520 0.210 0.299 
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4.6.2.3 I2b2 2010 data set 
The changes in I2b2 results before and after applying the IOBESA technique are shown in 
Figure 4.15, Figure 4.16 and Figure 4.17 for problem, treatment and test NEs respectively. The 
figure shows a comparison between the micro-average F-measure results of IOBES (traditional 
technique) and IOBESA (proposed technique) after applying seven different classifiers. 
 
Figure 4.15 Micro-average F-measure results (in percentages) of I2b2 data set for ‘problem’ NE before and after applying 
the new SR technique using seven different classifiers. 
 
Figure 4.16 Micro-average F-measure results (in percentages) of I2b2 data set for ‘treatment’ NE before and after applying 
the new SR technique using seven different classifiers. 
 
Figure 4.17 Micro-average F-measure results (in percentages) of I2b2 data set for ‘test’ NE before and after applying the 
new SR technique using seven different classifiers. 
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Table 4.13 shows the macro- and macro- average F-measure results (Özgür et al. 2005) of 
the change of performance in the three experiments of each classifier. The macro- and micro- 
averages combines the results of the extracted tags (‘Begin’, ‘Inside’, ‘End’, and ‘Single’) to 
show the overall variation in the performance with respect to each NE. Detailed results are in 
Table 4.14. 
 
Table 4.13: The differences in micro- and macro- average F1-measures (in percentages) for all tags in I2b2 data set after 
applying the proposed SR technique 
Micro-average F-measure 
 Naive 
Bayes k-NN C4.5 
Random 
forest 
Random 
tree CRF ME 
Treatment +1.4 0 +17.7 +7.5 +0.3 +1.8 -0.2 
Problem +2.7 0 +3.3 +6.1 +0.7 +1 0 
Test +1.7 +0.9 +8.7 +6.6 +2.1 +1.1 0 
Overall average +1.9 +0.3 +9.9 +6.7 +1 +1.3 -0.01 
Macro-average F-measure 
Treatment +2 0 +18.9 +7.4 +0.4 +1.9 -0.3 
Problem +1.8 0 +3.5 +6 +0.6 +1 -0.1 
Test +2.6 +0.1 +8.9 +6.7 +2.2 +1.1 0 
Overall average +2.1 +0.03 +10.4 +6.7 +1.1 +1.3 -0.1 
 
 
The F1-measure results of “treatment”, “problem”, and “test” NE detection are shown in 
Table 4.14 (a), Table 4.14 (b), and Table 4.14 (c), respectively. For each classifier, the F1-
measure results ‘before’ and ‘after’ applying the proposed SR technique are shown. Besides 
that, the differences of the respective results are calculated. Table 4.14 shows the detailed 
results of individual tags from three different experiments conducted independently using the 
I2b2 data set. The first experiment was designed to extract the ‘treatment’ NE, while the second 
and third experiments were for detecting ‘problem’ and ‘test’ NEs, respectively. From 
Table 4.14, it can be observed that the proposed SR technique is able to improve the F1-
measure results in 71 out of 84 cases (or 84.5% of the results). More details pertaining to TP, 
TN, FP, FN, Recall and Precision values for the experiments in this section are in Appendix 
(A). 
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4.6.3 Discussion 
In this section, some useful observations pertaining to the results are discussed. 
4.6.3.1 JNLPBA data set results 
Based on the results on Table 4.9, JNLPBA data experienced a minimal decline in CRF results 
(-0.3%) and minimal improvement in ME results (0.5%). JNLPBA is used as an example of a 
formal data set. This means that it comprises the lowest ambiguity level of all the three data 
sets. As the new SR technique is proposed to tackle the ambiguity that arises from the informal 
free text, it is expected that it will minimally affect a formal data set like JNLPBA. 
4.6.3.2 Twitter data set results 
Based on the results on Table 4.11, both CRF and ME classifiers achieved an enhancement in 
their results. CRF achieved an improvement in the performance of up to 5% while ME 
experienced an improvement of 2.6%. No decline in the results is reported in the experiments 
on the Twitter data set. 
 It is important to mention that Twitter data set comprise the highest informality of the three 
data sets used in this chapter. This means that it suffers the most from the ambiguity challenge. 
Hence, it is expected to benefit the most out of the proposed SR technique that specifically 
tackles the ambiguity problem in the free text. This was realised in the results considering that 
the results of Twitter comprised the highest improvement in both the CRF and ME classifiers 
across the three data sets used. 
4.6.3.3 I2b2 data set results 
Based on the results in Table 4.13, six out of seven classifiers achieved improvements in all 
their overall macro- and micro- average F1-measure result, while the ME classifier recorded 
an average reduction of 0.1%. An analysis of the results is as follows. 
(i) Improvement in performance (0.1%-10%):  
x Random Forest: This is an ensemble classifier. Ensemble classifiers are known to be 
able to achieve better results than single classifiers (Audhkhasi et al. 2012; Asif Ekbal 
and Saha 2013; Saha and Ekbal 2013). This is because the process of combining 
individual predications of an ensemble helps improve the final prediction. In other 
words, ensemble classifiers help minimise incorrect answers generated from individual 
classifiers in the ensemble by combining the results using different techniques such as 
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bagging and boosting (Dietterich 2000). This explains the enhancement achieved by 
Random Forest in all results. 
x C4.5: C4.5 is a tree-based classifier. It uses the training data to create a decision tree. 
Introducing a new tag “Ambiguous” to the training data leads to creating special cases 
in words that cause confusion in the training data; therefore producing a lower level of 
noise in the training data and leading to better classification results. Note that, although 
C4.5 is not usually used as a stand-alone classifier in MNER applications, it has been 
effectively used as part of hybrid techniques with promising results (Saha and Ekbal 
2013). As an example, seven classifiers, which included C4.5, were used in an ensemble 
model in (Saha and Ekbal 2013). The final results were extracted using a weighted 
voting method adjusted with a genetic algorithm. The study concluded that combining 
these classifiers produced better results as compared with those from individual 
classifiers. 
x Naïve Bayes: The classification process of Naïve Bayes depends on the computation 
of mean and variance of the features of each class. The lower the calculated variance, 
the better the classification performance is. In the proposed SR technique, words that 
are tagged with “Outside” and, at the same time, cause confusion are re-tagged as 
“Ambiguous”. This allows the feature of “Outside” words has a better representation 
with a lower level of noise, therefore lowering the variance and improving classification 
results. 
x CRF: This classifier is frequently used in NER problems because it is designed to 
consider ‘context’ in its processing (Finkel et al. 2005). A classifier that puts a large 
weight on certain context is expected to perform better when the provided context 
feature space is more specific. This phenomenon occurs after applying the proposed SR 
technique. 
x Random Tree: This classifier is regarded as a weak classifier (Breiman 2001). Weak 
classifiers are usually designed to generate results that are slightly better than a random 
guess (Rodríguez and Maudes 2008). Nevertheless, the Random Tree results showed 
an average improvement of around1% after applying the proposed SR technique. 
x k-NN: k-NN is a geometric-based classifier. Geometric classifiers generally measure 
the distance between instances and classify them according to a threshold. If the 
distance between two instances is small, they are likely to be considered in the same 
class. Features pertaining to words that cause confusion are expected to have a close 
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distance measure to those of the same words tagged as NEs because they share common 
features. As such, detection errors in k-NN occur owing to a close distance measure 
between the features. Therefore, k-NN entropy results show minimal changes (0.3% 
overall) before and after applying the proposed SR technique. 
(ii) Reduction in performance (<0.1%): 
x Maximum Entropy: Unlike CRF, the ME classifier does not assign weights to 
contextual data. This means that words that cause ambiguity can have nearly identical 
features to those from the same words tagged as NEs. As such, detection errors occur 
whereby regular words that cause confusion can be mistakenly tagged as NEs, and vice 
versa. Nevertheless, the reduction in the results is minimal (0.1% overall). 
In general, the above analysis reveals some useful observations, as follows. 
x Using the proposed SR technique on an ensemble classification model helps enhance 
the final results. As an example, ‘Random Forest’ is an ensemble model comprising a 
number of ‘Random Tree’ classifiers. The average results in Table 4.13 show an 
enhancement in the results of the ‘Random Tree’ classifier with a maximum average 
enhancement of 1.1% while the results of ‘Random forest’ classifier show an 
enhancement of up to 7.5% for the “treatment” NE detection. 
x Statistical classifiers, i.e., Naïve Bayes and CRF, show improvement in their results. 
However, ME, although being a statistical classifier, show minimal reduction because 
it does not utilize the contextual features in the data. This means that the “Ambiguous” 
tag does not bring any advantage to the final results. 
x Tree-based classifiers, i.e., C4.5 and Random Forest, attain considerable improvement 
in the results. Similarly, the weak tree-based classifier ‘Random Tree’ achieved an 
improvement of 1% in the overall average results. 
x Geometric-based classifiers, i.e., k-NN, depict slight enhancement in the results. 
Nevertheless, the enhancement in performance is considered minimal. 
It is worth noting that while the experiments presented in this chapter deploy basic feature sets 
with a straightforward SR technique in the pre/post-processing stages of classification, the 
results, in general, compare well against other sophisticated supervised learning models in the 
literature that use the I2b2 data set. In (Lv et al. 2014), the authors examined the IOB2 
technique for MNER. ME was used as the base classifier for training of AdaBoost using a 
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certain data distribution to extract NEs, while the recognition process was based on a different 
distribution. The reported F1-measure results were 66.2%, 67.5%, and 63.2% in extracting 
problem, treatment and test NEs, respectively. In (Jonnalagadda et al. 2012), the IO technique 
was employed with the CRF classifier. Good F1-measure results of 81.7%, 81.2% and 82.1% 
pertaining to problem, treatment and test NEs, respectively, were reported. One contributing 
factor for the good results was the use of a lexicon to extract information from medical domain 
resources including Drugs@FDA, MedDRA, UMLS, and DrugBank for NE recognition. 
Other publications in the literature that employ the I2b2 data set without mentioning specific 
SR techniques used for MNER include [64-66]. In (Minard et al. 2011), the authors reported 
F1-measure results of 76.7%, 77.9%, and 77% for problem, treatment, and test NEs, 
respectively. They used CRF together with the UMLS medical ontology to extract domain-
relevant features. In (Roberts and Harabagiu 2011), a hybrid model of SVM and CRF was used, 
and F1-measure results of up to 79% were reported. Again the UMLS medical ontology was 
exploited along with other external resources including GENIA and Wikipedia. In (N. Kang et 
al. 2012), the results of seven different annotation models were discussed. The JNET model 
achieved F1-measure results of up to 77%. Then, an ensemble model comprising all seven 
models was formulated to improve further the F1-measure results to 82.2% after using external 
resources such as UMLS through the MetaMap tool. Based on the above account, the proposed 
SR technique in this study, which is straightforward technique that does not include special 
feature sets from domain-relevant resources, is able to produce competitive F1-measure results 
as compared with those reported in the literature. 
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4.7 EVALUATING THE GRAPH-BASED FEATURES 
The experiments in this section are applied on three data sets JNLPBA, Twitter, and I2b2. Five 
different NEs are tested, namely, protein, person, problem, treatment and test NEs. For each 
NE, both the traditional and the extended SR techniques are applied in separate experiments to 
assess the effect of integrating the graph-based features to each of them. The results are then 
assessed and analysed. 
4.7.1 Results 
4.7.1.1 JNLPBA data set 
Two classifiers, CRF and ME, are used to extract Protein NE from JNLPBA data set. JNLPBA 
is the formal and less ambiguous data set in the experiments. The results of applying the graph-
based features to JNLPBA are illustrated in Figure 4.18 and Figure 4.19. Figure 4.18 shows 
the results of using the graph-based features with the traditional IOB2 SR technique. 
Figure 4.19 illustrates the results of combining the extended IOBA2 technique with the graph-
based features. The differences in the micro- and macro-average F-measures for each SR 
technique are reported in Table 4.15. 
 
Figure 4.18 Micro-average F-measure results (in percentage’s) of JNLPBA data set for ‘protein’ NE before and after using 
the graph features using two different classifiers CRF and ME (using IOB2 tagging). 
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Figure 4.19: Micro-average F-measure results (in percentages) of JNLPBA data set for ‘protein’ NE before and after using 
the graph features using two different classifiers CRF and ME (using IOBA2 tagging). 
 
Table 4.15: The differences in the results (in percentages) after using the graph features on JNLPBA data set (using IOB2 
tagging) 
 CRF ME 
IOB2 Diff. in micro-average F-measure results -0.1% +1.4% 
Diff. in macro-average F-measure results -0.1% +1.5% 
IOBA2 Diff. in micro-average F-measure results -1.8% -0.7% 
Diff. in macro-average F-measure results -1.8% -0.4% 
4.7.1.2 Twitter data set 
Two classifiers, CRF and ME, are used to extract ‘person’ NE from Twitter data set. Twitter 
data set has the highest level of ambiguity and informality compared to JNLPBA and I2b2 data 
sets. The results of applying the graph-based features to twitter data set are illustrated in 
Figure 4.20 and Figure 4.21. Figure 4.20 shows the results of using the graph-based features 
with the traditional IOB2 SR technique. Figure 4.21 illustrates the results of combining the 
extended IOBA2 technique with the graph-based features. The differences in the micro- and 
macro-average F-measures for each SR technique are reported in Table 4.16. 
 
Figure 4.20 Micro-average F-measure results (in percentages) of Twitter data set for ‘person’ NE before and after using the 
graph features using two different classifiers CRF and ME (using IOB2 tagging). 
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Figure 4.21: Micro-average F-measure results (in percentages) of Twitter data set for ‘person’ NE before and after using 
the graph features using two different classifiers CRF and ME (using IOBA2 tagging). 
 
Table 4.16: The differences in the results (in percentages) after using the graph features on Twitter data set (using IOB2 
tagging) 
 CRF ME 
IOB2 Diff. in micro-average F-measure results +8.6 +2.4 
Diff. in macro-average F-measure results +8.9 +2.7 
IOBA2 Diff. in micro-average F-measure results +7.7 +2.8 
Diff. in macro-average F-measure results +7.6 +2.8 
 
4.7.1.3 I2b2 data set 
More extensive experiments are performed on I2b2 data set. It has three different annotated 
NEs ‘problem’, ‘treatment’, and ‘test’. Seven different classifiers are used, namely, CRF, ME, 
C4.5, Random forest, Random tree, Naïve Bayes, and k-NN. For each NE, the seven classifiers 
with the graph-based features are applied separately first using the IOBES SR technique and 
then using the IOBESA technique. The total number of experiments run on the I2b2 data set is 
42 different experiments (i.e. 7 classifier * 2 SR techniques * 3 NEs). The detailed results of 
each experiment are listed in Appendix B. The results of using basic features compared to graph 
features in problem NE is illustrated in Figure 4.22 and Figure 4.23 for IOBES and IOBESA 
SR techniques respectively. Treatment NE results are highlighted in Figure 4.24 and 
Figure 4.25 while ‘test’ NE results are shown in Figure 4.26 and Figure 4.27. The differences 
in the Micro- and Macro-average results in the three NEs before and after using the graph-
based features are listed in Table 4.17 and Table 4.18 for IOBES and IOBESA respectively. 
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Figure 4.22 Micro-average F-measure results (in percentages) of I2b2 data set for ‘problem’ NE before and after using the 
graph features using seven different classifiers (using IOBES tagging). 
 
 
Figure 4.23: Micro-average F-measure results (in percentages) of I2b2 data set for ‘problem’ NE before and after using the 
graph features using seven different classifiers (using IOBESA tagging). 
 
Figure 4.24 Micro-average F-measure results (in percentages) of I2b2 data set for ‘treatment’ NE before and after using the 
graph features using seven different classifiers (using IOBES tagging). 
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Figure 4.25: Micro-average F-measure results (in percentages) of I2b2 data set for ‘treatment’ NE before and after using 
the graph features using seven different classifiers (using IOBESA tagging). 
 
Figure 4.26 Micro-average F-measure results (in percentages) of I2b2 data set for ‘test’ NE before and after using the 
graph features using seven different classifiers (using IOBES tagging). 
 
 
Figure 4.27: Micro-average F-measure results (in percentages) of I2b2 data set for ‘test’ NE before and after using the 
graph features using seven different classifiers (using IOBESA tagging). 
 
Table 4.17: The differences in the results (in percentages) after using the graph features on I2b2 data set for ‘problem’, 
‘treatment’ and ‘test’ NEs (IOBES tagging techniques) 
IOBES Micro-average F-measure difference 
 CRF ME C4.5 Random forest Random tree k-NN Naïve Bayes 
Problem 0.8 1.5 10.0 4.2 2.6 0.2 3.6 
Treatment 3.4 0.2 26.6 5.6 2.9 0.1 2.3 
Test 1.4 0.9 13.6 1.0 1.3 0.2 0.8 
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Average 1.9 0.9 16.7 3.6 2.3 0.2 2.2 
IOBES Macro-average F-measure difference 
 CRF ME C4.5 Random forest Random tree k-NN Naïve Bayes 
Problem 0.7 1.3 10.9 4.6 2.7 0.2 3.1 
Treatment 5.1 0.1 27.7 5.3 2.7 0.1 1.4 
Test 1.2 0.8 13.8 1.0 1.3 0.3 0.5 
Average 2.3 0.7 17.5 3.6 2.2 0.2 1.7 
 
 
Table 4.18: The differences in the results (in percentages) after using the graph features on I2b2 data set for ‘problem’, 
‘treatment’ and ‘test’ NEs (IOBESA tagging techniques) 
IOBESA Micro-average F-measure difference 
 CRF ME C4.5 Random forest Random tree k-NN Naïve Bayes 
Problem -1.0 1.0 7.8 3.4 1.0 0.1 3.1 
Treatment 0.2 0.5 10.1 3.9 3.1 0.1 2.2 
Test -1.1 0.3 5.4 0.1 0.8 -0.6 0.9 
Average -0.6 0.6 7.8 2.5 1.6 -0.1 2.1 
IOBESA Macro-average F-measure difference 
 CRF ME C4.5 Random forest Random tree k-NN Naïve Bayes 
Problem -1.0 0.9 8.5 3.7 1.4 0.2 2.8 
Treatment 0.0 0.5 10.0 3.7 2.9 0.1 1.0 
Test -1.3 0.1 5.5 0.1 0.7 -0.6 -0.1 
Average -0.8 0.5 8.0 2.5 1.7 -0.1 1.2 
 
4.7.2 Discussion 
This section analyses the results of applying the proposed graph-based features to five NEs 
across three different data sets. Besides, the extended SR technique is also integrated to the 
graph-based features to assess the effect of combining both changes together. 
4.7.2.1 JNLPBA data set 
Graph-based features did not perform well in JNLPBA data set. The results declined by values 
that range from -0.1% to -1.8% except for ME with IOB2 whose results were enhanced by up 
to 1.5%. However, this is not an unexpected result.  
JNLPBA is a formal data set that has a proper sentence structure and punctuation which allows 
the classifier to build an accurate model. Using the graph-based features is mainly intended for 
resolving the ambiguity that arises from the informality of text. This type of ambiguity is 
minimal in a formal data set like JNLPBA and, in this case, contradicted with the well-defined 
features of the data set that is related to the punctuality and structure. 
4.7.2.2 Twitter data set 
The results of using graph-based features on the Twitter data set achieved an increase in 
performance in all its results. As an example the enhancement with the traditional IOB2 SR 
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technique was up to 8.9% in CRF classifier and 2.7% in ME. Another enhancement is noticed 
with the extended IOBA2 technique that reached up to 7.7%. This indicates that integrating the 
extended SR technique with the graph-based features achieved an overall enhancement of 
12.7% in CRF and 5.4% in ME. 
4.7.2.3 I2b2 data set 
From the experimental results in Table 4.17, the seven classifiers produced enhanced micro-
average F-measure that ranged from 0.1% to 26.6%. The k-NN classifier showed an 
insignificant enhancement of 0.2% while C4.5 showed the highest enhancement of 16.7% in 
average. None of the classifiers with IOBES SR recorded degradation in the final results.  
Using graph-based feature with IOBESA results are listed in and Table 4.18. Three out of seven 
classifiers experienced minimal change in their results of -0.1, -0.8 and 0.5 in k-NN, CRF and 
ME classifiers respectively. C4.5, which is a tree-based classifier, had the highest average 
enhancement of 8%. 
Generally, tree-based classifiers, i.e. Random Tree, Random Forest, and C4.5, achieved the 
highest enhancement in their results. The Random Tree results were enhanced by 3.1%, the 
lowest enhancement among the tree-based classifiers. This is because the Random Tree is 
considered as a weak classifier (Dong et al. 2006). The Random Forest, on the other hand, is 
an ensemble classifier whose base is a Random Tree. Ensemble classifiers, which include the 
Random Forest, are known to outperform individual classifiers (Saha and Ekbal 2013). C4.5 
recorded an enhancement of 26.6%, i.e., the highest among all classifiers. C4.5 creates a 
decision tree where the features form the splitting criteria according to the principle of 
information gain. The final tree is optimised by pruning to remove less informative features as 
well as to avoid over-fitting. From the final tree generated by C4.5, all the graph based features 
were preserved. This implied that the enhancement in C4.5 was because the graph features 
were informative and independent among themselves, as indicated by the final tree structure 
where all features were retained. 
Naïve Bayes, i.e., a probabilistic classifier, produced an enhancement of 2.2%. After adding 
the new graph features, the classifier was able to form a more accurate probability distribution 
pertaining to different classes. CRF produced promising enhancement of 2.3% in IOBES but 
did not perform well after integrating the extended IOBESA SR.  
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CRF is a probabilistic classifier that focuses on extracting the conditional dependencies 
between instances and their context. The extracted features are numerical values that indicate 
the number of occurrences of words as NEs with consideration of their context. This could 
cause similar results between the normal and graph-based features. On the other hand, ME and 
k-NN experienced minimal changes in their results. 
k-NN showed an insignificant enhancement of 0.2% with IOBES and minimal decline of -0.1% 
in IOBESA. k-NN is a geometric classifier that measures the distances between instances in 
the feature space (J. Zhang and Mani 2003). It assigns the class that belongs to the most k-
nearest neighbour instances. The insignificant enhancement in k-NN implied that the graph-
based features did not affect the distances between instances sufficiently to improve the k-NN 
results. 
4.8 CONCLUSIONS 
In this chapter, all the experiments for the techniques described in Chapter 3 are explained. The 
experiments use three different data sets, two informal and one formal. The results in this 
chapter show that classification techniques outperform rules and lexicon based techniques 
especially for complicated tasks like the medical domain or informal text. The results also 
indicate that classification is a useful domain-independent NER approach. The two techniques 
introduced to enhance NER in Chapter 3 have been applied separately at first, and then 
combined together, and all the results have been evaluated comprehensively. 
For the extended SR technique, three data sets have been used: the I2b2 2010 medical challenge 
data set, JNLPBA and Twitter data sets. A total of seven different classifiers have been 
implemented to classify five different NEs across the three data sets. The experimental results 
show an average overall improvement in six out of seven classifiers especially in the informal 
data sets Twitter and I2b2. The improvements in the overall average of F1-measure vary from 
0.1% in k-NN to 10.4% in C4.5. The ME classifier shows a reduction of 0.1% in the overall 
average of F1-measure. 
For the graph-based features, three data sets have been used: the I2b2 2010 medical challenge 
data set, JNLPBA and Twitter data sets. A total of seven different classifiers have been 
implemented to classify five different NEs across the three data sets. Twitter informal data set 
show the highest improvement using graph-based features where all the classifier results have 
been enhanced. As an example, the results of the traditional IOB2 SR technique have improved 
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by 8.9% with the CRF classifier and by 2.7% with ME. Another enhancement is noticed with 
the extended IOBA2 technique, in which the results have improved by 7.7% with the CRF 
classifier. Integrating the extended SR technique with the graph-based features has achieved 
an overall enhancement of 12.7% with CRF and 5.4% with ME.  The results from the I2b2 
informal data set have been enhanced in all but one classifier. The k-NN classifier has shown 
an insignificant enhancement of 0.2% while C4.5 achieved the highest enhancement of 16.7%. 
In addition, the micro-average F-measure in detecting single labels has shown improvement 
from 0.1% to 26.6%. On the other hand, the formal data set (JNLPBA) does not show good 
performance. The results indicate a decline from 0.1% to 1.8%, except for ME with IOB2 
which has recorded an enhanced result by up to 1.5%.  From the results, it can be observed that 
the proposed techniques perform well in informal data sets, however, the formal data sets 
results were slightly declined.  
The results of the formal data set were negatively affected because both formal and informal 
data sets behaved differently towards the POS feature given to the classifiers. The POS is 
considered a way of resolving ambiguity in NER by understanding a term’s position and sense 
in the sentence (Collier and Takeuchi 2004) i.e. context. The POS feature is more effective in 
formal data sets than informal ones. In formal data sets, POS is detected with higher accuracy 
and, therefore, better detection results. Meanwhile, POS in informal data sets gives misleading 
results due to the lack of a sentence structure.  
The extended SR technique and graph-based features are proposed to introduce a different way, 
as compared with the POS, to disambiguate the terms in informal text. The proposed techniques 
are able to provide an understanding of the term’s context in informal text as closely as possible 
to that of the POS. However, in formal data sets, the classifiers are not able to make use of 
these techniques as they have a more informative feature for the context i.e. POS. Therefore, 
classifiers are not able to use the proposed techniques with respect to formal data to generate 
an enhanced model and, in some cases, are confused with the new features and the extended 
technique.  
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Chapter 5  
Conclusions and Suggestions for Future 
Work 
5 CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK 
5.1 CONCLUSIONS 
NER is a crucial step in text mining. The unstructured nature of free text makes NER a 
challenging task, especially when dealing with informal text. Informal text lacks a proper 
sentence structure or punctuation, and is full of grammatical and spelling mistakes. This thesis 
presents two techniques that can be used to enhance the results of NER from unstructured, 
informal text.  A summary of the research presented in this thesis, together with the key results 
and analyses, is as follows.   
In Chapter 1, the problem of mining unstructured text is presented.  Potential information that 
can be extracted from unstructured text is explained. The challenges of NER in general and 
NER with unstructured, informal text specifically, are described. A problem statement is 
formulated, which focuses on enhancing the NER results by tackling the issues of ambiguity 
in informal text. One of the main focuses of this research is to enhance the results using a 
technique that is domain independent. 
In chapter 2, a literature review on the existing NER techniques is presented. The review 
focuses on the medical domain, because medical concepts appear as one of the most 
challenging NEs for extraction. Three reviews covering NER techniques in general domains 
and the medical field as well as with different languages are conducted. From the reviews, an 
important knowledge gap is identified, i.e., most of the existing NER techniques highly depend 
on domain knowledge for achieving good results.  This implies that most of the existing 
techniques may not perform well when they are applied to problems in other domains.    
In chapter 3, the research methodology is explained.  An NER technique inspired from the 
identified knowledge gap is presented. It is a hybrid model of rule-based and lexicon-based 
techniques. The lexicon is added to analyse the possibility of having a pluggable lexicon 
component without affecting portability of the NER technique. In Section 3.3, it has been 
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explained that maintaining an up-to-date lexicon is complicated and volatile as informal text in 
the domain, especially the medical field, is difficult to deal with.  Informal text is characterised 
by spelling mistakes and abbreviations that affect the results from the lexicon-based techniques.  
It has been noted that adding domain-independent rules can enhance the results.  Nevertheless, 
the technique proposed is not able to achieve the required portability.  Therefore, classification 
techniques have been suggested. Seven classifiers have been introduced, viz.,  CRF, ME, 
Random forest, Random Trees, C4.5, Naïve Bayes, and k-NN. The classification results 
outperform the techniques discussed in Section 3.3. It also maintains portability because no 
domain knowledge is required in the classification process.  
In section 3.5, an extended SR technique that is used in the pre-processing phase of the 
classification process has been proposed. The new technique extends both IOB2 and IOBES 
techniques. An extra ‘Ambiguous’ tag is added into the list of other traditional boundary tags. 
The ‘ambiguity’ tag is used to isolate the tokens (i.e. words) that exist multiple times, but with 
different meanings.  The proposed technique allows a classifier to generate a separate model 
for the ‘ambiguous’ words and, therefore, providing more accurate results in identifying words 
with the right classes.  Moreover, the proposed technique is general, and can be applied to 
different domains.    
In section 3.6, the procedure of converting textual documents to a directed graph structure is 
explained. Each word in the data set is represented by a unique node in the graph. The vertices 
of the graph show what words commonly exist before or after each other along with the 
frequency of their SR annotations (i.e. Begin, Outside.. etc.). These frequencies are converted 
to features that are used in the classification process.  By using the graph-based features from 
informal data sets, all the results from the traditional SR techniques (i.e. IOB2 and IOBES) 
have been improved. Most of the results from the extended SR techniques (i.e., IOBA2 and 
IOBESA) pertaining to informal data sets have been enhanced as well. 
Finally, all the experiments and results are reported, analysed, and discussed.  Three data sets 
have been used for the experiments: one formal and two informal data sets. The formal data 
set, JNLPBA, is composed of scientific medical abstracts annotated with Protein NEs. The first 
informal data set contains tweets from Twitter annotated with ‘Person NEs’. The second 
informal data set is I2b2, which is composed of patients discharge reports annotated with three 
different NEs, i.e., ‘treatment’, ‘test’ and ‘problem’. 
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The results of the combined rules and lexicon techniques are not promising for both formal and 
informal data sets. Ambiguity in both data sets affects the results negatively. The lexicon does 
not contribute to minimising the ambiguity effect, as it is based on string matching techniques 
only. In addition, the domain-independent designed rules are not enough to detect ambiguity 
in text from different domains. The micro-average f-measure for JNLPBA is 28.2%, while for 
Twitter is 23.6%. This is due to the highly informal nature of data in Twitter and the 
complicated medical domain terminologies in JNLPBA.  
Applying classifiers using the designed domain-independent features are able to improve the 
results significantly, as compared with using lexicons and rules. CRF produces the highest 
micro-average f-measure for JNLPBA is 74.5%, while for Twitter is 43.5%, and for i2b2 is 
between 72.5%-79%.   The lowest result reported using traditional classifiers is for C4.5, i.e.  
35.5% for detecting treatment NE in i2b2. Applying the extended SR technique and graph-
based features enhances these results in informal data sets of Twitter and i2b2, but insignificant 
in formal data set of JNLPBA. 
The extended SR technique enhances the CRF classification results of Twitter with 5%, 
reaching 48.5% micro-average f-measure. ME results of Twitter are also enhanced by 2.6%. 
For i2b2, the highest improvement achieved is from tree-based classifiers, i.e., C4.5 with an 
average improvement of 16.7%, which is followed by Random Forest with 3.6%. For formal 
JNLPBA data set, the results reduce with insignificant changes ranging from -0.3% to -0.5%. 
The graph-based features are then applied to traditional SR techniques. The new features 
enhance the classification results of Twitter data by 8.6% with CRF and 2.4% with ME.  Similar 
to the extended SR technique, C4.5 and Random Forest produce the highest micro-average f-
measure improvement of 7.8% and 2.5%, respectively. Again, the results for JNLPBA show 
insignificant changes from -0.1% to 1.4%. 
Applying the graph-based features to the extended SR technique further improves the results 
pertaining to informal data sets (Twitter and i2b2), but with slight inferior results for the formal 
data set (JNLPBA). The classification results of Twitter are enhanced by 7.7% micro-average 
f-measure with CRF and 2.8% with ME. For i2b2, the highest average improvement is by 7.8% 
with C4.5, which is followed by 2.5% with Random Forest. The results of JNLPBA range 
between -1.8% with CRF and -0.7 with ME.  
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In general, the two informal data sets used for the experiments in this thesis are challenging 
from different aspects. Twitter is not only an informal data set, but it also has very limited 
numbers of words per tweet. This implies a brief and limited context that represents a challenge 
for classifiers to understand and model. On the other hand, i2b2 is composed of many 
complicated medical terminologies with a high frequency of ambiguous terms, owing to the 
common annotations of medical terms as both disease and treatment at the same time (e.g. 
‘ventral hernia’ and ‘ventral hernia repair’). Being able to model the context of words is an 
important step to resolve ambiguity of text in informal data sets. The extended SR technique 
and graph-based features proposed in this thesis focus on this aspect, and they have been able 
to improve the classification results for both informal data sets. 
5.2 CONTRIBUTIONS 
In this research, techniques to enhance NER results with unstructured and informal text, 
especially from the medical domain, have been proposed. The issues of ambiguity from 
informal text have been tackled.  Two main contributions of this research are:  
1. an extended SR technique that minimises ambiguity in informal text. This technique is 
general, and can be applied to different domains;  
2. graph-based features that enhances the NER results with informal text. The process of 
generating the graph is also general, and can be applied to informal text from different 
domains.   
To evaluate the proposed SR technique and graph-based features, three benchmark data sets 
with five different NEs have been used, as follows. 
1. JNLPBA: This is a formal data set. Although the contribution mainly targets informal 
data sets, JNLPBA has been used to measure the effects of the proposed changes to a 
formal data set. 
2. Twitter: This informal data set has the highest level of ambiguity. It poses two major 
challenges. Firstly, an extreme degree of imbalance in the data distribution and low 
number of training samples; secondly, a high level of ambiguity, with a limited number 
of characters allowance for the users which leads to many abbreviations and improper 
sentence structures.  
3. I2b2: This is an informal data set from the medical domain. As this thesis focuses on 
the medical domain and informal data sets, this data set has been used for 
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comprehensive evaluation and analysis of the proposed SR technique and graph-based 
features.  . 
It can be observed that the results from the informal data sets have been enhanced considerably. 
The most significant enhancement comes from tree-based classifiers, especially C4.5, while 
the least is from the k-NN classifier. This is owing to the principle of the k-NN classifier, i.e., 
a geometrical classifier that categorises data instances according to their distance from each 
other. As words that cause ambiguity are involved in classification, they are usually close to 
each other, therefore causing confusion to the k-NN classifier. 
In dealing with formal data sets, the findings indicate that having a correct sentence structure 
and proper punctuation is still a better way to accurately detect NERs. However, formal text is 
usually not available, e.g. in Electronic Patient Records (EPR) or social networks, both of 
which contain a lot of valuable information. 
5.3 FUTURE WORK 
This research has explored the possibility of enhancing NER tasks with unstructured and 
informal text by tackling the issues related to ambiguity. Being able to accurately mine informal 
text opens up a wide range of opportunities for future work. Suggestions for future work are 
discussed, as follows.   
¾ Mine different social networks from different domains 
Social networks, across different domains, are unstructured and informal by nature. A potential 
extension is to apply the proposed modifications to medical social networks, which serve as a 
valuable source of information pertaining to patients, their symptoms, and disease progression. 
From patients’ discussion forums, it is possible to extract drugs, symptoms, and diseases NEs. 
The extracted NEs can then be used for extracting drug-drug interactions and adverse drug 
effects. It can also be used to measure the effectiveness of a specific drug as compared with 
other drugs prescribed for the same disease. Examples of patients’ social networks that can be 
used are PatientsLikeMe and MedHelp. Tweets with hashtags of specific diseases can be 
collated and analysed for the same purpose i.e., #diabetes and #obesity. 
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¾ Apply the extended SR technique in applications other than NER 
In the extended SR technique, the idea of isolating a set of words to have a separate annotation 
of ‘ambiguous’ has been able to enhance the NER results.  This concept can be applied to other 
problems such as POS tagging or NP chucking. This means that applying the concept to POS 
tagging or NP chunking can indirectly enhance the results of NER in formal data sets. 
¾ Extract more features from the generated graph 
More features can be extracted from the generated graph, and tested against the basic features. 
The effects of applying different graph pruning techniques can be explored. Currently, the 
relationships between words in the graph depend only on the distances between normalised 
words and their neighbours (i.e. preceding or following words). As such, different 
methodologies to map the relationships between words in the graph can be studied. 
¾ Modify the technique to be effective for dealing with ambiguity in formal data 
Using the proposed changes, the results of formal data show either a slight decline or no change. 
An important extension to investigate possible ways to tackle ambiguity in formal data sets. 
This will potentially involve analysing the POS tags of formal text since it is not used in 
informal data sets. The use of POS tags in informal data sets does not play an important role 
because the sentences do not have proper structures to warrant meaningful tags. When dealing 
with ambiguity in formal data, the ‘ambiguous’ label can be added according to tailored rules 
related to the POS tags, instead of just the words that exist in different meanings in the text. 
¾ Apply the technique on data sets from different languages 
The experiments in this thesis covers data sets in English language only. However, ambiguity 
is a feature of any natural languages. In many languages, people use informal text for 
communication in social networks and in other forms of reports. The cause of ambiguity, 
however, may not be the same in every language. The effect of applying the proposed 
modifications on other non-English data sets, both formal and informal, can be examined. The 
properties of each language should be taken into consideration when applying the proposed 
modifications and analysing the results. 
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