CANDECOMP/PARAFAC (CPD) approximates multiway data by sum of rank-1 tensors. Our recent study has presented a method to rank-1 tensor deflation, i.e. sequential extraction of the rank-1 components. In this paper, we extend the method to block deflation problem. When at least two factor matrices have full column rank, one can extract two rank-1 tensors simultaneously, and rank of the data tensor is reduced by 2. For decomposition of order-3 tensors of size R × R × R and rank-R, the block deflation has a complexity of O(R 3 ) per iteration which is lower than the cost O(R 4 ) of the ALS algorithm for the overall CPD.
In our recent study [2] , [3] , we have introduced a tensor decomposition which is able to extract a rank-1 tensor from a high rank tensor. The method is based on the rank-1 plus multilinear-(R − 1, R − 1, R − 1) block tensor decomposition, but with a smaller number of parameters, only two vectors per modes. This paper extends the rank-1 tensor extraction to block tensor deflation or rank splitting which splits a high rank-R tensor into two tensors with smaller ranks. In particular, we develop an alternating subspace update (ASU) algorithm to extract a multilinear rank-(2,2,2) tensor from a rank-R tensor. Since decomposition of a 2 × 2 × 2 tensor can be found in closed-form, we can straightforwardly obtain the desired rank-1 components. The proposed algorithm estimates only 4 vectors and two scalars per dimension with a computational complexity of O(R 3 ). Moreover, it also requires a lower space cost than algorithms for the ordinary CANDECOMP/PARAFAC (CPD).
The paper is organised as follows. A tensor decomposition for block tensor deflation or rank splitting is presented in Section II. The proposed algorithm is presented in Section III. Simulations in Section IV will verify validity and performance of the proposed algorithm. Section V concludes the paper.
II. Preliminaries
Throughout the paper, we shall denote tensors by bold calligraphic letters, e.g., A ∈ R I 1 ×I 2 ×···×I N , matrices by bold capital letters, e.g., A =[a 1 , a 2 , . . . , a R ] ∈ R I×R , and vectors by bold italic letters, e.g., a j . The Kronecker product is denoted by ⊗. Inner product of two tensors is denoted by X, Y = by X, Y m , whereas X, Y −n represents contraction along all modes but mode-n. Generally, we adopt notation used in [4] .
vec(X)
The mode-n matricization of tensor Y is denoted by Y (n) . The mode-n multiplication of a tensor Y ∈ R I 1 ×I 2 ×···×I N by a matrix U ∈ R I n ×R is denoted by Z = Y × n U ∈ R I 1 ×···×I n−1 ×R×I n+1 ×···×I N . Products of a tensor Y with a set of N matrices {U (n) } = U (1) , U (2) , . . . , U (N) are denoted by
where "•" denotes the outer product,
(n) r = 1, for r = 1, . . . , R and n = 1, . . . , N, and
and can be expressed in the Tucker form as
where G = [g r 1 r 2 ...r N ], and A (n) are of full column rank. For compact expression, λ; {A (n) } denotes a
Kruskal tensor, where G; {A (n) } represents a Tucker tensor.
The main focus of this paper is a block deflation which splits a rank-R CPD into two sub rank-K and rank-(R − K) CPDs. This tensor decomposition is a particular case of the block tensor decomposition [5] but with only two blocks of multilinear rank-(K, K, K) and rank-(R − K, R − K, R − K) as illustrated in Fig. 1 . That is
where U (n) and V (n) are matrices of size I n × K and I n × (R − K), respectively. Following this tensor decomposition, decomposition of a rank-R tensor can proceed simultaneously through decompositions of sub-tensors with smaller ranks. When K = 1, we have the rank-1 tensor deflation discussed in Part-1 [3] and Part-2 [6] .
For this kind of tensor decomposition and block tensor deflation, we can use the ALS algorithm [5] or the non-linear least squares (NLS) algorithm [7] developed for the multilinear rank-(L r , M r , N r ) block tensor decomposition with two blocks. However, these existing algorithms are expensive due to a large number of parameters of the two core tensors G and H. The proposed algorithm will estimate only four vectors of length R per dimension whereas the core tensors G and H need not to be estimated.
We will first introduce an orthogonal normalisation for the block tensor deflation, then state the correctness of the proposed deflation scheme. 
Lemma 1 (Orthogonal normalization for rank splitting). Given a decomposition of
• and obey conditions (
Proof: See Appendix A. tensors G and H.
Theorem 1 (Rank splitting). A rank-R tensor
where
• at least two factor matrices B (n) ∈ R I n ×R are of full column rank,
Then G is a tensor of rank-K and H of rank (R − K).
Proof: See Appendix B.
III. Alternating Subspace Update Algorithm
In this section, we consider order-3 tensors of size R×R×R. Tensors of larger and unequal sizes should be compressed to this size using the Tucker decomposition [8] - [10] . We will develop an algorithm for the block tensor deflation which reduces the rank by K = 2. For this particular case, the core tensor G is size of 2 × 2 × 2, and the core tensor H of size (R − 2) × (R − 2 × (R − 2). The factor matrices U (n) and V (n) are of size R × 2 and R × (R − 2), respectively. The rank-2 block deflation has an advantage over the rank-1 tensor deflation when factor matrices have two nearly collinear components.
We denote matricesV
2 ] which comprise the first two columns of V (n) , and perform reparameterization of U (n) as
Consider the following criterion to be minimized,
The ALS algorithm [5] and the non-linear least squares (NLS) algorithm [7] consider the same optimisation criteria. We will later simplify the objective function in (5) by replacing the core tensors by their closed-form expressions and applying the above reparameterization. The objective function will finally depend only on W (n) ,V (n) and σ n for n = 1, 2, 3.
A. Closed-form expressions for the core tensors
The first derivatives of the cost function D in (5) with respect to the core tensors G and H are given
whereH = H(1:2, 1:2, 1:2). We obtain closed-form expressions for H and G as
where S = σ 1 •σ 2 •σ 3 is a rank-1 tensor of size 2×2×2, ⊛ and ⊘ represent the Hadamard (element-wise) product and division, respectively.
We replace H in the cost function (5) by its closed-form in (8) , and rewrite D as
June 17, 2015 DRAFT
For an index n ∈ {1, 2, 3}, define n 1 and n 2 with n 1 < n 2 as its complement in {1, 2, 3}, i.e., {n, n 1 ,
The objective function in (10) can be expressed as
(ξ 1,r 1 w
B. Estimation of σ n
We begin with deriving update rules for
As shown in the cost function in (14) , the parameters σ 1 involve only the third term. In order to estimate σ 1 , we keep other parameters fixed. Then minimization of the cost function (14) leads to maximization of the function of σ 1 max
Each σ 1,r 1 is found as σ 1,
where x r 1 is solution to the problem
. The optimal x r 1 is a root of a polynomial of degree-8. The other σ n,r can be estimated similarly.
C. Estimation of orthogonal components
This section will present update rules which preserve orthogonality constrains on W (n) and V (n) . Indeed we only need to update W (n) and the first two column vectorsV
where (14) is rewritten as
It follows that W (n) andV (n) are solutions to the following quadratic optimisation
Following the Crank-Nicholson-like scheme [11] , we can update the orthogonal matrices
with X T n X n = I 4 using the following rules
] of size R × 4 are the first order derivatives of the function
and Γ n = X T n G f and τ > 0 is a step size chosen using the Barzilai-Borwein method [12] . Each iteration to update X n = [W (n) ,V (n) ] inverts a matrice of size 4 × 4.
We finally derive update rules for all parameters. The proposed Alternating Subspace Update (ASU) algorithm is summarized in Algorithm 1. The algorithm alternating updates σ n and [W (n) ,V (n) ] for n = 1, 2, 3. The entire factor matrices V (n) and core tensors G, H are computed only once. Compute G f as in (23) and (24)
until a stopping criterion is met
Compute output G and H as in (9) and (8) The most expensive step in the ASU algorithm is computation of the matrices
. We present a more efficient computation which requires a cost of order O(R 3 ) r = 1 for all n (see Appendix F in [6] ). We use the subroutine "gen matrix ′′ in the TENSORBOX [13] to generate factor matrices with specific correlation coefficients.
We compare the ASU algorithm with the ALS algorithm [5] for the multilinear rank-(L r , M r , N r ) block tensor decomposition with two blocks. For this problem, one can use the non-linear least squares (NLS) algorithm [7] . However, as similar to the ALS algorithm [5] , the NLS algorithm needs to estimate two core tensors and full factor matrices. Hence this algorithm is much more expensive than the ASU algorithm.
Simulations were run on a Macbook-air laptop having 4 GB memory and a 1.8 GHz core i7. Due to space and time consuming, the ALS [5] was only ran in simulations for R = 10.
The algorithms were initialised by the same values generated using the Direct Trilinear Decomposition (DTLD) [14] . The algorithms ran until differences between consecutive approximation errors were small The results confirmed high speed and accuracy of the proposed ASU algorithm.
Example 2 [Decomposition of large-scale tensors with high rank] This example illustrates an advantage
of ASU over existing algorithms for the ordinary CPD in decomposition of large-scale tensors with relatively high rank R = 300 and 500. We generated rank-R synthetic tensors of size R × R × R as Extraction of all components is expensive in both computation time and space. The main reason is that CP gradient computation is with a cost of O(R 4 ) [17] . For such big tensors, sequential extraction of rank-1 tensors using the ASU algorithm is more efficient. The ASU algorithm is particularly suited to tracking a few components without estimation of the full CP model as other algorithms. In this example, ASU could extract components after, on average, only 3.8 seconds for R = 300, and 20 seconds when R = 500. Decomposition of the same tensors using the FastALS algorithm for CPD [17] on average needed 538 and 3675 seconds, respectively. Comparison of execution times of ASU and FastALS [17] is given in Table I .
Example 3 [Comparison of rank-1 and block tensor deflations]
This example presents a case when the block tensor deflation is more appropriate than the rank-1 tensor deflation. We considered tensors whose factor matrix A (1) comprised two highly collinear components.
More specifically, we first generated rank-R synthetic tensors of size R × R × R where R = 10 as tensors in Example 1, i.e., a 
2 was then adjusted so that its collinearity degree with a where α = (1 − ρ 2 )/(1 − c 2 ). Collinearity degrees between a
2 and the other components a (1) r for r > 2 were then given by
Since a
1 or a
2 were highly collinear, extraction of only one rank-1 tensor associated with a
2 is difficult as analysed in Part 2 [6] . We will show that there are loss of accuracy in extraction of the rank-1 tensor a
1 , compared with block tensor deflation which extracts two rank-1 tensors comprising components a (1) 1 or a (1) 2 . For this comparison, we initialised the ASU algorithm (ASU-1) [3] for the rank-1 tensor deflation and the ASU algorithm proposed in this paper (ASU-2) by the true components. The mean SAEs (dB) of estimated components achieved by the two algorithms shown in Fig. 3 indicate that the loss varied from 0.37 dB to 2.5 dB when c increased from 0.1 to 0.9.
In another simulation with similar settings, we compared ASU-1 and ASU-2 when the factor matrices A (1) and A (2) comprised two highly collinear components a
2 = 0.95. It is necessary to remind conditions for the rank-1 tensor deflation, i.e, conditions for ASU-1. According to Lemma 2 in Part 1 [3] , a rank-1 tensor can only be uniquely extracted if at least two components do not lie within the column spaces of the other components. Since the two components a (1) 1 and a (2) 1 were highly collinear with a (1) 2 and a (2) 2 , respectively, the rank-1 tensors a
2 can be considered to violate the condition. Extraction of one of the two rank-1 tensors is not stable. Instead, they should be extracted together. It is shown in Fig. 3(b) that the loss of accuracy of ASU-1 was higher for this difficult decomposition. (1) and A (2) . 
V. Conclusions
We have introduced a rank-splitting scheme for CPD, and developed an ASU algorithm for rank- Proof: Let Q n and F n be column space of U (n) , and V (n) , respectively, which can be obtained from QR decompositions
Then, the new decomposition is equivalently defined through
and
It can be verified that U (n) and V (n) are orthogonal and
This completes the proof.
Appendix B Proof of Theorem 1
Proof: For simplicity, we assume that B (1) and B (N) are of full column rank. Since
, V (1) and U (N) , V (N) are also full column rank matrices.
Thanks to Lemma 1, we can assume, without any loss in generality, that the factor matrices U (n) and V (n) for n = 1 and n = N, obey the normalization condition, i.e., U (n) T U (n) = I K , V (n) T V (n) = I R−K and 
where R denotes set of indices of non-zero columns w k 0 for k ∈ R, B (n) R = B (n) (:, R) are sub matrices taken from B (n) and β R = β(R). 
which leads to 
That is B (n) R are spanned by U (n) for n = 1, . . . , N − 1, respectively. In addition, since G has multilinear rank-(K, . . . , K), from (35), B
(1) R must be of size I 1 × K, and can be expressed as
where Q 1 is a full-column rank matrix of size K × K. Implying that G is a rank-K tensor, and uniquely identified
