Non-procedural large-scale modelling: Theoretical and practical significanc  by Scheurer, Thierry
NON-PROCEDURAL LARGE-SCALE MODELLiNG: THEORETICAL AND PRACTICAL SIGNIFICANCE 
Thierry Scheurer 
Department of Computation, University of Manchester Institute of Science and 
Technology, P.O. Box RR, Manchester M60 lC!D, UK 
Abstract. One of the current major developments of computer science is a trend away 
frcm procedural programming languages, towards the creation of nm-procedural 
languages. The paper examines the implicaticns of this trend on large-scale 
mathematical modelling. In a procedural program, the basic rule is tha assignment 
statement. In contrast, a nm-procedural program consists of an underdeterminad 
system of equations and nothing else. Consequently s non-procedural program is far 
more flexible and powerful than its procedural counterpart. While the latter describes 
only one problem the former may be used to solve every legitimate problem about the 
object represented by the program. The first major difficulty in designing s nm- 
procedural modelling system is to specify the informatim to be derived from the nm- 
procedural program. An interactive aolutim to this problem is presented, based m a 
purely structural analysis of the program. This solution fully exploits tha sparsity 
of the program, can be efficiently implemented, and enables the user both to identify 
and to solve every legitimate problem associated with the program. 
Keywords. Non-procedural systems; sparse systems of equations; large-scale 
mode lling . 
INTRODUCTION 
One of the current major developments in computer 
science is the emergence of an alternative view of 
cunputer programming. The now traditional and 
still dominant viaw is procedl(rallstr~tcu~~~the 
reflects the familiar sequentia 
modern digital canputer, the so-called ‘vm Neuman 
machine * . Under this view, a program is 
essentially a collectim of instructions to be 
executed by the computer in a well-defined 
sequence. Each instruction defines a new state of 
the machine, as a function of its current state. 
The new alternative view of a cornouter prwrsm is 
often called declarative, or non- rocedural ‘f-. p 
Under this view a orwram is not a set o 
executable instructions, but a collection of 
equatims which must be satisfied by a set of 
variables. The actual calculations to be carried 
out by the computer are implicit in the program. 
The difference between a procedural and a nm- 
procedural program is subtle but fundamental. 
The purpose of this paper is to clarify the 
concept of non-procedural program and to examine 
its theoretical and practical implications. 
Firstly, the difference between these two types 
of program will be illustrated by an example. To 
emphasise that the distinction is largely a matter 
of viewpoint, it will be shown that the sane 
program can be interpreted either as a procedural 
program or as a non-procedural me. Secondly, 
the problem of ascribing a meaning to a nm- 
procedural program will be considered. To 
define the f;ll meafninq of a program is to 
specify the ype 0 useful informatim to be 
derived from it, in response to well-defined 
commands. It will be shovrn that the problem of 
specifying this information is not trivial. 
Thirdly, a solution to this problem will be 
provided, bqsed m a purely structural analysis 
of the non-procedural program. By structural 
analysis is meant an analysis of the boolean 
matrix representing the occurrences of variables 
in equations (‘occurrence matrix’) and no other 
information. Fwrthly, the main properties and 
limitations of this solution will be examined. 
Fifthly, the implemntatim of this solution by 
graph-theoretical methods will be outlined. 
Finally, a conclusion will summarise the signif- 
icance of non-procedural programming and give a 
brief description of a non-procedural modelling 
system based m the solution presented. 
PROCEDURAL VERSUS NON-PROCEDURAL INTERPRETATION 
OF A PROGRAM: AN EXAMPLE 
Tha follwing program represents the activities 
of s business company. It involves four rules, 
or statements, and ten variables. The meaning 
of the variables is clear from their names. 
Proqram 1 
1. Sales = Price * Output 
2. Labour : Labour Rate Q Output + Indirect 
Labour 
3. Wages = Wage Rate * Labwr 
4. Profit I Sales - Wages - Overhead 
This collection of statements may be interpreted 
either as a procedural program or 8s a non- 
procedural one. Under the procedural 
interpretatim, each rule is an assiqnmant 
statement. It is an inatructim to the computer 
to evaluate the expressim on the right-hand side 
of I=’ and to assign the result of this 
evaluation to the variable m tha left-hand aide. 
This is what cm ba called the ‘traditional 
interpretation’ of a computer program. It is the 
intended interpretation in most major programming 
languages, such as FORTRAN, COBOL, ALGOL, PASCAL, 
etc. 
The procedural interpretation of a collect- 
ion of rules like Program 1 has strong 
implications. Firstly, the set 
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of output (i.e. calculated) variables is logically 
fixed in the program. It necessarily consists of 
all the variables occurrina on the left-hand side 
of an assignment statement: This set is composed 
of Sales, Labour, Wages end Profit in the example. 
Secondly, by implication, the set of input 
variables is logically fixed. It necessarily 
consists of all tha other variables. And thirdly, 
the rules must be executed in en order which is 
partially fixed in the program. For instance 
clearly in Program 1 this partial order is as 
shwn in the follwing graph. 
Rule 1 Rule 2 
Ruie 3 
\, 
Rule 4 
Fig. 1. Logical precedence order in Program I 
Consequently, in a procedural program, it is the 
programmer's responsibility to select the set of 
input variables, the set of output variables, 
the order of calculations and-the precise form of 
each calculation rule. Moreover, all these 
choices must be made consistently. A second 
important consequence is that a procedural program 
is more than a pure model of a certain object like 
a business firm; i.e. it describes more than a 
collection of facts about this object. What a 
procedural program describes is a particular 
problem about the object represented: given the 
value of certain variables - the input variables - 
find the corresponding values of the other 
variables - the output variables - by performing 
the stated calculations in the stated order. 
Under the non-procedural interpretation, a form 
like Program 1 is not a sat of calculation rules 
to be executed in acertain order. It is just a 
collection of equations which must bs satisfied-by 
tha variables occurring in them, and nothing more. 
For instance Rule 1 is not an instruction 'to 
calculate Sales from Price and Output'. It is a 
statement that 'when Sales, Price and Output 
have been defined, Sales must be equal to Price 
times Output' - regardless of the way each 
variable has been fixed, i.e. input or calculated. 
The non-procedural interpretatim of a program 
carries the follwing implications. Firstly, in a 
non-procedural program, tbere is no distinction 
between input and output variables. Consequently 
it is not the prograner's responsibility to 
select an appropriate set of input variables and 
to ensure that a calculation rule has been 
specified for every other variable. Secondly, as 
the statements of a non-procedural program are not 
calculation rules, their order is immaterial. 
Hence, there is no need to check that they are 
specified in the correct or&r. Thirdly, it is 
easier to specify equations than assignmnt 
statements, as the form of the latter is more 
restrictive. For instance as a pure equation, 
Rule 1 could also be written as 
Price + Output : Sales 
or Sales - Price * Output I 0 
etc. 
Another major implication of the non-procedural 
viev is that under this interpretatim a program 
describes not a specific problem about the object 
represented, but merely a series of known facts 
about the object. Thus, in a non-procedural 
program, facts are clearly separated from goals, 
i.e. from the ihformation the user may wish to 
derive from the facts. The ultimate consequence 
is that a non-procedural program describes not ma 
but (implicitly) all the problems that may ba - 
formulated about the cbiect reoresented. There- 
fore, if properly processed, s'nm-procedural 
program may be used to salve not one but all the 
problems associated with it. This is a very 
significant advantage. 
SIGNIFICANCE OF A NON-PROCEDURAL PROGRAM 
Having defined the concept of nm-praedural 
program, yle nw face the following qensral 
problem: What shculd be the precise goals of a 
computer system desiqned to process such a 
program? In other terms, what kind of information 
should it produce, in response to which commands? 
Henceforth, the computer system itself will be 
called non-procedural machine, to avoid confusion 
with the systems of ewatims which are the main 
input to the machine. 
First, consider the mathematical nature of a nm- 
procedural program. Tha example of the previms 
section (Program 1) shows that in general a nm- 
procedural program is just a system of equations, 
but not any system. In general, a non-procedural 
program may be expected to have two fundamental 
properties: 
1. It may be expected to be underdetermined, i.e. 
to cmtain more variables than equations. 
2. It is likely to be sparse, even very sparse. 
A svstem of eauatims is soarse if each 
equation contains only a small subset of all 
the variables. 
For instance Program 1 is underdetermined as it 
consists of fcur equations in ten variables, Each 
equatim contains 35?; of all the variables m 
average. However, this example is very small. 
With larger systems - of hundreds or thousands of 
equations - this ratio will generally be much 
lover, often less than me per cent. 
The general problem may nw be rephrased as 
follows: Hw shculd a sparse underdetermined 
system of equations be processed by a om-proced- 
ural machine? This problem is not trivial. To 
see this, consider the following apparent 
'solution'. It seems quite obvious and simple. 
Unfortunately it is wrong, as will be shown below. 
Suppose the system contains m equations in n 
variables, with m < n. The solution is: 
1. Let the user select an arbitrary subset I of 
n-m variables. Such a subset will be celled 
'input set'. 
2. Let the user assign an arbitrary value to each 
variable x E I. This means that x is replaced 
by a constant in the system. 
3. Solve the (transformed) system for the m 
remaining variables. 
This solution is incorrect for the following 
reasons. For a system of m equations in n 
variables, with m < n, there are 
(;) = & 
different input sets, i.e. sets of n-m variables. 
However, if the system is sparse, many of these 
input sets will not be consistent with the 
equations, in the sense that the system in the 
remainina m variables cannot be solved exactlv. 
Such inconsistent input sets will be called ’ 
illegitimate, the others legitimate. AlthaJgh it 
is very difficult to calculate the orooortion of 
legitimate input sets in a given system, this 
proportim may be expected to be generally quite 
small. 
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SO suppose for instance that in the system m hand 
the proportion of legitimate input sets is mly 
ten per cent. Then with the above solution, nine 
- tims out of ten the user would select an 
illegitimate input set and attempt to so&e an 
unsolvable problem! Clearly this solution u 
incorrect because it is totally impractical. 
STRUCTURAL ANALYSIS OF A NON-PROCEWRAL PROGRAM 
The conclusion of the previous sectim shavs that 
in order to process a program properly, a nm- 
procedural machine shwld meet the following 
requirements. 
1. It should be capable of testing whether a 
given input set is legitimate or not. 
2. It should enable the user to construct 
effectively, i.e. without error, 2 
legitimate input set. By implication it 
shwld prevent the construction of 
illegitimate input sets (even partial ones). 
3. Given a legitimate input set, it should be 
capable of solving the system for the 
remaining variables. 
These various requirements may be met almost 
entirely through a purely structural analysis of 
the system of equations, inthe sense defined in 
the Introductim. This analysis has several 
advantages. Firstly, it is cmceptually simple 
and natural. Secmdly, it can be implemented very 
efficiently. This is because it makes maximum use 
of the sparsity of the system. Thirdly, it is 
independent of the form of the equations: it can 
be used with linear and non-linear systems alike. 
Finally, in-practice this analysis goes a long way 
towards solving the general problem completely. 
Thus it is worth determining precisely how far it 
does so, as well as its limitations. 
The structural analysis of a sparse underdeter- 
mined system S (of m equations in n variables) 
hinges m three basic concepts. These are as 
follows. 
Def initims 
1. 
2. 
3. 
An overdetermined subsystem of S is a subset 
of -equationsin with p > q. 
A (structurally) solvable subsystem of S is a 
subset of p equations in exactly p variables, 
which contains no overdetermined subsystem. 
A solvable subsystem S’ of p equations is 
reducible if it contains a proper solvable 
subsystem (i.e. a subsystem of q eplatims in 
q variables with q < p). If this condition 
is not satisfied then 5’ is irreducible. 
The first concept gives a criterion of cmsist- 
ency, i.e. legitimacy of an input set. Consider 
any such set I (by definition it contains n-m 
variables). Replace each variable x E I in the 
system S by a constant. As a result, S is nav a 
new system, of m equations in the remaining m 
variables. NW either this new system contains an 
overdetermined subsystem; or it does not. In 
general if the new system S contains an over- 
determined subsystem then it cannot be solved 
exactly; and if it does not contain an over- 
determined subsystem then it can be solved 
exactly. These remarks suggest the following. 
Definition. A set I of variables is structurally 
legitimate, or s-legitimate, iff the system S in 
the remaining variables contains no overdetermined 
subsystem. 
Henceforth we shall make the assumptim that an 
input set I is legitimate iff it is s-legitimate. 
This assumptim is generally true. The special 
cases when it is false will be examined in the 
next section. 
%=@ 
Consider the boolean matrix representing 
e structure of Rogrsw 1 (variable names are 
abbreviated in an obvicus fashim): 
Variables 
Equations S Pri Out L LR IL W WR Pro Oh 
1 11 1 
2 1 11 1 
1 1 1 
1 1 1 1 
Fig. 2. Occurrence matrix of Prajrmn 1 
It is easy to-see from Figure 2 that Program 1 
cmtains no overdetermined subsystem. Likewise 
if we take as input ths last six variables the 
system in the remaining four variables (5, Pri, 
Out, L) has the following structure: 
Variables 
Equations S Pri Out L 
21 
1 1 
11 1 
3 1 
4 1 
Fig. 3. Occurrence matrix of-Program 1 restricted 
to four (c&put) variables 
It can bs seen from Figure 3 that the new system 
too contains no overdetermined subsystem. There- 
fore the carresponding input set is s-legitimate. 
However, if we take as input the first six 
variables then equatims 1 and 2 form an over- 
determined subsystem (of two equations in zero 
variables). Consequently this input set is 
(structurally) illegitimate (see Fig. 2). 
There remains to &fins a process that enables ths 
user to construct effectively any s-legitimate 
input set (and only such sets), and also solves 
the system for the other variables. See require- 
ments 2 and 3 above. Hare is a possible solution, 
expressed in terms of ths purely structural 
cmcepts defined above. 
Algorithm 1 
1 Step Check that the system S contains no over- 
determined subsystem. (If it does then 
every input set I is s-illegitimate). 
2 Step If S contains no werdeterminsd subsystem 
then perform the following repetition: 
At each iteration do 
beg in 
Step 2.1 Check if S contains any 
solvable subsystem. If it does than 
rewove every solvable subsystem, 
solve it snd replace each of its 
variables by the value found for it 
in the remaining equations. 
Assertion: at this point every nm- 
empty subset of the remaining 
equatims contains more variables 
than equations. 
2;’ 2.2 Let the user select just one 
itimal input variable x from the 
remaining variables and a value for 
x. Replace x by this value in the 
equetims. 
end of repetition. 
This algorithm cm be refined as follows, again in 
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a very natural way. At Step 2.1 suppose the 
current system S does contain a solvable sub- 
system S’ of p equations in p variables. Then 5’ 
must be identified, solved and removed. However, 
S’ may itself contain a smaller solvable sub- 
system 5”) of q e+ations in q variables with 
q < P. In this case S” should be removed and 
solved first for its q variables. Then the sub- 
system 5’ -S” may be solved for the p - q 
remaining variables. Following this reasoning 
repeatedly we conclude that Step 2.1 shculd 
consist of the following sub-algorithm: 
Alqorithm 2 
Repeat 
find an irreducible solvable subsystem 
5’ of 5: solve and remwe 5’ from 5. and 
replace’its variables by the values’ 
found for them in the remaining equations 
until every irreducible solvable subsystem S’ 
has been remwed from S. 
APPRAISAL OF ALGORITHM 1 
Assuming that an input set is legitimate iff it 
is s-legitimate, Algorithm 1 provides a complete 
solution to the main problem, namely: to specify 
precise (and practical) goals for a non-procedural 
machine. This solution is crnplete in the 
following sense. Recall that at Step 2.2, the 
user is allowed to select 9 one of the remaining 
variables as next input variable. It can be show, 
that a set of variables is s-leqitimate iff it can 
be selected according to the rules of Algorithm 1. 
The reader can easily prove this by induction, 
using the assertion follwing Step 2.1. Therefore 
the requirement that the user should be able to 
construct any legitimate input set without error 
is clearly satisfied. Note that as the user’s 
choice of next input variable at Step 2.2 is 
arbitrary, the algorithm is non-deterministic. 
There remains to consider the circumstances under 
which the assumptim that s-legitimacy coincides 
with legitimacy may be false. To simplify, the 
discussion will be restricted to the case in which 
for every s-legitimate input set, every 
irreducible solvable subsystem identified by Step 
2.1 (using Algorithm 2) is linear. 
Given the m x n system S of equations, cmsider 
any s-legitimate set I of n - m variables. It is 
easy to see that I is legitimate iff every 
irreducible structurally solvable subsystem 
identified by Step 2.1 does admit an exact sol- 
ution. Any such irreducible subsystem is of the 
form Ax = b where x is a subset of the variables 
in 5, and A is p x-p with p < m. If A is nm- 
singular, then Ax I b can be-solved for any 
and the solution-is Unique. Thus Ax : b may-fail 
to have an exact solution only if A-is singular. 
Consequently in practice we should consider the 
probability that any such A is singular. The main 
result, which will be given without proof is this: 
if the non-zero coefficients of A may assume any 
real value and are independent of one another, 
then the probability that A is singular is zero. 
However, it must be remembered that some of these 
coefficients may depend on the values of the input 
variables chosen by the user. Taking this into 
account, we may conclude that if the non-zero 
coefficients of the overall system S and the 
values input by the user are independent, then 
Algorithm 1 has a probability one of SUCCBSS. 
A similar reasoning also shows that the test of 
legitimacy used in Algorithm 1 is the strongest 
that can be derived from a purely structural 
analysis of the equations. For given any m x n 
boolean matrix B with m < n, it is possible to 
construct a linear system S whose Occurrence 
matrix equals B and in which every input set is 
legitimate iff it is s-legitimate. 
IMPLEMENTATION F ALGORITHM 1 
The various steps of Algorithm 1 may be carried 
out by graph-theoretical methods. As these 
methods are well-known, their application to the 
present problem will only be outlined. 
First. the Occurrence matrix of the svstem S is 
represented by a bipartite directed graph 
G = CE. X. IJ) defined ss follows. E and X , 
represent’the set of equations and the set of 
variables of S respectively. IJ is the set of arcs 
of the graph. It contains exactly one arc (ei, xj) 
for each ei E E and xj E X such that Xj is a 
variable occurring in equation ei. 
Step 1 is perfarmed by constructing a maximum 
matching in G. By K’dnig-Hall’s theorem Cll, the 
system S contains no overdetermined subsystem iff 
in the maximum matching found, every equation 
ei E E is assigned s variable xj E X. 
Once a first maxirmm matching has been constructed, 
it can be used in subsequent steps, subject to the 
elementary transformation described below. Thus 
assuming S contains no overdetermined subsystem, at 
the start of Step 2.1 the data consists of the 
graph G - (E, X, Ll) and the initial maximum 
matching in G. It is now convenient to construct a 
secondary directed graph H q (E, X, V) by adding to 
G an arc (xj, ei) for every pair (ei, xj) such that 
xj 1s matched with ei. Note that while the arcs of 
G lead from E to X, the new arcs lead from X back 
to E. Therefore, H represents simultaneously the 
original graph G and the current maximum matching 
in G. 
Now, given H, the system S contains an irreducible 
solvable p x p subsystem S’ iff H has a strongly- 
connected component (see) C with the following 
properties. Firstly, the points of C are 
precisely the p equations ei making up S’ and the 
p variables xj occurring in these equations. 
Secondly, C is a ‘basic’ see in the sense that 
there is no arc leading out of C in H. Therefore, 
Step 2.1 may be performed by identifying the see’s 
of H in topological order, i.e. basic components 
first. This can be dme using an algorithm by 
Tarjan C21. Whenever a new basic see C containing 
one or more equations is found, it is removed from 
H (and its equations solved). This elimination 
process is repeated until every such see has been 
eliminated. 
At the end of Step 2.1, either all the graph H has 
been eliminated, or every basic see of H consists 
of me unmatched variable xj E X. This property 
of H at this stags corresponds to the assertion 
stated after Step 2.1. At this stage, any 
remaining variable xj may be selected as next 
input variable. If x. is already unmatched, then 
it is simply removed $ rom H. If xj is assigned to 
an equation in the current matching, then a new 
maximum matching is found in which xj is unmatched, 
H is modified accordingly and xj is removed from 
H (such a new matching cm always be found at this 
stage). This completes Step 2.2. 
The algorithms required to perform these various 
steps are efficient in the sense of computatimal 
complexity theory. The complexity of Tarjan’s 
algorithm is O(e), where e is the number of arcs 
in the graph H C21. An algorithm to construct 
(from scratch) a maximum matching in the bipartite 
graph G may be found in Cl1 or C31. The complex- 
ity of the algorithm described in C31 is O(me), 
where m = IEl. Each transformation of H at Step 
2.2 requires searching for a path from xj to an 
5th ICBl 
unmatched variable in the graph H. The complexity 
of this step is O(e). 
CONCLUSION 
The emergence of the non-procedural view of .- 
computer programming is are of the most important 
developments of contemporary computer science. A 
non-procedural program involves no calculation 
rules. It is nothing more than a sparse, under- 
determined collection of equations which must be 
satisfied by a set of variables. Consequently as 
a modelling tool, a non-procedural program is far 
more flexible and powerful than its procedural 
counterpart. In particular while a procedural 
program describes mly me problem about the 
object represented by the program, the correspmd- 
ing non-procedural program implicitly describes 
and may ba used to solve every legitimate 
problem. 
Although a non-procedural program is easy to 
define formally, the full meaning of such a 
program is not immediately obvious. The full 
significance of a program is defined by the type 
of useful informatim that may be &rived from it 
in respmse to well-defined commands. As has 
been shown, the problem of specifying this 
information, i.e. the goals of s non-procedural 
machine, is not trivial. For instance an 
essential function of this machine is to separate 
legitimate input sets from illegitimate ones. 
Another essential function is to enable the user 
to specify any legitimate input set without error. 
The necessity of these functims and the way to 
achieve them becomes clear only after Enalysing 
the nature of non-procedural programs. 
The problem of specifying a non-procedural machine 
may be solved almost completely through a purely 
structural analysis of the program. The solution 
based m this analysis, i.e. Algorithm 1, is 
effective because it systematically exploits the 
sparsity of the program. It is conceptually 
simple and natural and may be implemented 
efficiently. Another important feature of this 
solution is its completeness. The user of 
Algorithm 1 may identify any structurally legiti- 
mate input set without error, and attempt to 
solve the correspmding problem. 
The solution presented in this paper is used in an 
interactive non-procedural mcdelling system called 
CMS and developed by the author. This mcdslling 
system conceptually works as described in 
Algorithm 1, with the follaving qualification: at 
any stage, even half-way through the solution of 
a legitimate problem, the user may define and solve 
any legitimate problem, even partially specified. 
Experience gained in solving operational research 
problems shows that in practice, the various 
features of Algorithm 1 are very useful. For 
instance even with small non-procedural programs, 
the guidance provided by the machine in identi- 
fying legitimate input sets rapidly becomes 
indispensable. The immediate solution of the 
solvable subsystems as som as they arise is 
another invaluable feature. It means that the 
user may construct and solve partial problems, 
using some of the equatims and ignoring others. 
This facility too is frequently used. 
By far the most important feature is the sbility 
to backtrack, redefine the input set (even 
partially) and solve the new corresponding 
problem. All this can be dme interactively in a 
matter of seconds. The reasm why this facility 
is very useful is that often the need to solve a 
particular problem is suggested by the solution to 
the previous problem(s). In other terms problems 
often arise in chains, one solutim leading to the 
next problem. The only practical way of con- 
structing and solving such chains of problems is 
the interactive process described above. This 
more practical issue is discussed and illustrated 
by the author in another paper C43. 
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