Abstract. We study the spectrum of unbounded J-self-adjoint block operator matrices. In particular, we prove enclosures for the spectrum, provide a sufficient condition for the spectrum being real and derive variational principles for certain real eigenvalues even in the presence of non-real spectrum. The latter lead to lower and upper bounds and asymptotic estimates for eigenvalues.
Introduction
Let H 1 and H 2 be Hilbert spaces and consider a block operator matrix acting in the direct sum H := H 1 ⊕ H 2 , i.e. an operator of the form
where, e.g. A is an operator in H 1 and B an operator from H 2 to H 1 . Such operators play an important role in many spectral problems and their applications; see, e.g. the monograph [30] and the references cited therein. In recent years, many papers have studied and described spectral properties of such block operator matrices in terms of their entries A, B, C and D. In particular, spectral enclosures and variational principles for characterising eigenvalues, often in a gap in the essential spectrum, have received a great deal of attention; see, e.g. [1, 3, 4, 5, 9, 13, 15, 17, 19, 21, 24, 25, 26, 28, 29] . In many of these papers the case was studied when A and D are self-adjoint and C = B * , in which case M 0 is a symmetric operator in H, and often even essentially self-adjoint.
In the present paper we consider the situation when A and D are self-adjoint and C = −B * . In this case the operator M 0 is J-symmetric where J = I 0 0 −I ; this means that JM 0 is a symmetric operator in H, or in other words, the operator M 0 is symmetric in the Krein space K := H 1 ⊕ H 2 with indefinite inner product [x, y] := Jx, y , where · , · denotes the inner product in the Hilbert space H. Every bounded self-adjoint operator in a Krein space can be written as a block operator matrix with A, D self-adjoint and C = −B * . However, this is not true in general for unbounded operators. Moreover, for given self-adjoint A, D and C = −B * it is not guaranteed that M 0 has a closure that is self-adjoint in the Krein space. Even if the latter is true, it is not clear whether this closure has non-empty resolvent set.
We consider two classes of unbounded block operator matrices: certain upper dominant matrices (where the operators in the top row, i.e. A and B are stronger than those in the bottom row in the sense that the latter are relatively bounded with respect to the former) and certain diagonally dominant matrices (where the stronger operators are the diagonal operators A and D). In these situations the operator M 0 is closable, its closure M is J-self-adjoint, i.e. self-adjoint in the Krein space, and it has non-empty resolvent set. Certain diagonally dominant Jself-adjoint block operator matrices, often with bounded B or some other extra assumptions, have been investigated, e.g. in [1, 3, 4, 15, 19, 20, 21, 29] . However, 1 to our knowledge, upper dominant J-self-adjoint block operator matrices have not been studied in many papers; see [15, 28] .
Since in both cases that we consider (upper and diagonally dominant case) the operator A is stronger in some sense than C = −B * , there exist a ∈ R and b ≥ 0 such that B * x 2 ≤ a x 2 + b Ax, x for all x ∈ dom(A). Using these constants a, b and the location of the spectra of A and D we prove enclosures for the spectrum of M. In particular, the non-real spectrum is always contained in a compact set and hence the resolvent set is non-empty; see Theorem 4.13. We also give a sufficient condition for the spectrum of M being real, namely condition (A) introduced in Definition 4.5. In the latter situation we can give an enclosure that consists of one interval (in a limiting case) or of two disjoint intervals (in the generic case). The main tool for proving these enclosures is the quadratic numerical range W 2 (M) ⊂ C, which was introduced in [26] and whose closure contains the spectrum in many situations; see Definition 4.1 and Proposition 4.12.
The second set of results concerns the characterisation of certain eigenvalues with variational principles. Instead of the classical Rayleigh quotient we use either a functional that is connected with the quadratic numerical range (see Theorem 5.12) or a generalised Rayleigh functional that is associated with the Schur complement of the block operator matrix (see Theorem 5.6) ; the Schur complement is formally given by
and is an operator function acting only in the first component H 1 . With the help of these variational principles we also prove enclosures for eigenvalues of M as well as asymptotic enclosures under the extra assumption that A has compact resolvent. Further, we prove some results concerning the properties of M considered as an operator in a Krein space. In particular, we prove that spectral points in a certain interval are of positive type, and therefore there exists a local spectral function for the operator M. If A has compact resolvent, then M is definitisable. Finally, we discuss some examples with differential operators as entries to illustrate our results.
Let us give a brief synopsis of the paper. In Section 2 we define the operator M, which is the closure of the block operator matrix M 0 , describe its domain and action and show that it is J-self-adjoint. The Schur complement S of M is introduced and studied in Section 3. In particular, in Theorem 3.6 we show that the spectra of M and S coincide on the set where S is defined. In Section 4 the quadratic numerical range W 2 (M) of M is introduced and used to show that the spectrum of M is contained in the set B that is defined in Definition 4.5; see Theorem 4.13. A number µ ∈ R also plays an important role in the definition of B (real parts of non-real points in B are bounded from above by µ) and in later sections. Section 5 is devoted to the characterisation of eigenvalues in (µ, ∞) via variational principles: Theorems 5.6 and 5.12 use functionals that are connected with the Schur complement and the quadratic numerical range, respectively. These characterisations are used in Section 6 to obtain enclosures for eigenvalues in the interval (µ, ∞). In Section 7 we prove that spectral points in (µ, ∞) are of positive type, we show that if a strict version of condition (A) is satisfied, then M−γ is nonnegative in the Krein space for certain γ, and we prove that M is definitisable if A has compact resolvent. Finally, in Section 8 we apply our results to some examples where the entries of the block operator matrix are differential and multiplication operators.
Notation. For a linear operator T we denote its spectrum by σ(T ) and its resolvent set by ρ(T ). In addition, we define the essential spectrum, point spectrum, discrete spectrum, approximate point spectrum and the numerical range as follows:
The square root of a real number is defined such that √ t ≥ 0 for t ∈ [0, ∞) and Im √ t > 0 for t ∈ (−∞, 0). Moreover, we use the notation (t) + := max{t, 0} for t ∈ R.
J-self-adjoint operator matrices
Throughout this paper let H 1 and H 2 be Hilbert spaces with inner products · , · ; we also denote the inner product in H := H 1 ⊕ H 2 by · , · . Moreover, let A be a self-adjoint operator acting in H 1 which is bounded from below; let B be a densely defined and closable operator acting from H 2 to H 1 ; and let D be a self-adjoint operator acting in H 2 which is bounded from above. Let a and d be the closed quadratic forms associated with the operators A and D, respectively, and set
We shall be concerned with the spectral properties of (the closure of) the block operator matrix
Taking the infimum of the right-hand side over all x ∈ dom(a)\{0} we obtain
In the following we shall often use the boundedness of certain operators. Let ν < min σ(A). The condition dom(a) ⊂ dom(B * ) and the closed graph theorem imply that B * (A − ν) 
hold. In the next theorem we explicitly describe the domain and the action of the closure M of M 0 . In the proof we reduce the problem to a situation with a selfadjoint operator in a Hilbert space. To this end, define the matrix Let ν < min σ(A) be arbitrary. In both cases (I) and (II) we have 
where ν < min σ(A) is arbitrary. Since J is an involution, M 0 is closable and M = M 0 = JJM 0 = JJM 0 , which shows (2.9) and (2.10). It follows also from [30, Theorem 2.3.6] that (x, y) T ∈ dom(M) implies that x ∈ dom(a).
In order to show (2.11), let (x, y) T ∈ dom(M) and (x,ŷ) T ∈ dom(a) × H 2 . From (2.10) and (2.7) we obtain
which proves (2.11).
From (2.11) we can deduce the following: if (x, y)
this follows by setting (x,ŷ) T = (x, 0) T and (x,ŷ) T = (0, y) T , respectively, in (2.11).
Remark 2.5. If we introduce the inner product x y ,
with J from (2.8), then H 1 ⊕H 2 becomes a Krein space with fundamental symmetry J, and M is self-adjoint in this Krein space. This implies that σ(M) is symmetric with respect to the real axis; see, e.g. [8, Corollary VI.6.3] . We come back to the properties of M in the Krein space in Section 7.
We can also describe the adjoint of the operator M in the Hilbert space H.
Corollary 2.6. The adjoint of M is equal to the closure of the operator
which explicitly is given by
Proof. We have
The Schur complement
In this section we define and study the (first) Schur complement S of the block operator matrix M, which is an operator function acting in the first component H 1 . Formally, S is given by
However, the domain of S(z) may be too small, and therefore we define S(z) via quadratic forms and for z in a (possibly) smaller set. The main result of this section is a spectral equivalence of the operator M and the operator function S, which is explained further below.
Definition 3.1. Let b 0 be as in (2.4) and set
Moreover, define the family of sesquilinear forms Proof. Evidently, for any x ∈ dom(a), the function s(·) [x] : U → C is holomorphic. We must show that s(z) is closed and sectorial for every z ∈ U. Let z ∈ U; then there exist a ∈ R, b ≥ 0 such that (2.3) and
hold. For x ∈ dom(a) we obtain from (2.3) that 
The family S(·) is called the Schur complement of M and is a holomorphic family of type (B); see [16, Theorem VI.4.2] . The spectrum, essential spectrum, point spectrum and resolvent set of the Schur complement are defined as follows:
In the next proposition we describe the domain and the action of S(z) explicitly. 
Proof. For x, y ∈ dom(a) we obtain from (2.6) and (2.7) that
Now let x ∈ dom(S(z)) and y ∈ dom(a). Then
Conversely, suppose that x ∈ dom(a) with
. Then, for y ∈ dom(a), we obtain from (3.4) that
The next lemma gives a first connection between the operator M and the Schur complement S.
(ii) If (x, y) T ∈ dom(M) and
Proof. (i) Let x ∈ dom(S(z)) and set y := (D − z) −1 B * x. Then x ∈ dom(s(z)) = dom(a) and hence x ∈ dom(B * ). Moreover, y ∈ dom(D). Now, combining Theorem 2.4 and Proposition 3.3 we obtain that (x, y)
T ∈ dom(M) and
(ii) The assumption implies that y = (D − z) −1 B * x. The claim follows again from Theorem 2.4 and Proposition 3.3.
Before we prove the spectral equivalence of M and S, we need a lemma about approximative eigensequences, which is also used in later sections.
Then the following statements hold.
The sequences a[x n ] and B * x n are bounded.
In particular, lim
(iv) If z ∈ U and x n → x 0 for some x 0 ∈ H 1 , then
Proof. For the first items we may assume that (x n , y n ) T is only a bounded sequence rather than a normalised one. This is used in the the proof of item (iv).
(i) Set
From (2.12) we obtain
This, together with (2.3) implies that, as n → ∞,
It follows that a[x n ] is bounded and, again by (2.3) , that also B * x n is bounded. (ii) Let z ∈ ρ(D). Comparing the second components in (3.6) we obtain
which implies (3.5).
(iii) Let z ∈ U and let ξ n be as in the statement of the lemma. Relations (2.11) and (3.8) yield
The left-hand side and the second and the third terms on the right-hand side converge to 0 by the assumption on ξ n . Hence s(z)[x n , ξ n ] → 0. For ξ n = x n the assumptions on ξ n are satisfied because of item (i); hence
T is just bounded. Before we prove the remaining items, let us show the following inequalities. Let a ∈ R, b ≥ 0 such that (2.3) and (3.1) hold and let α − be as in (2.1). For x ∈ dom(a) we obtain from (3.2) that
and hence
In the following assume that x n 2 + y n 2 = 1. Next we show the first statement of (iii), i.e. that lim inf n→∞ x n > 0. Suppose to the contrary that there exists a subsequence (x n k ) of (x n ) such that x n k → 0. Then the right-hand side of (3.9) with x = x n k converges to 0 as k → ∞ by the already proved last assertion of (iii). Hence a[
which is a contradiction to (3.5) and the relation y n k → 1. (iv) Assume that x n → x 0 . It follows from the already proved items that
Hence the right-hand side of (3.9) with x = x n −x m converges to 0 as n, m → ∞ and therefore also a[x n − x m ] → 0. This means that x n a −→ x 0 (see [16, §VI.3] ), which implies that x 0 ∈ dom(a) because a is closed. Again by (2.3) we obtain that B
The theorem below is analogous to [17, Proposition 2.2] which treats the selfadjoint case. The last part of our proof is more involved in the sense that it uses Lemma 3.5. This is due to the loss of self-adjointness and the possibility of nonreal spectrum. See also [15 
Proof. First we show (3.11). Let z ∈ U and (x, y)
Now let x ∈ ker(S(z)). Lemma 3.4 (i) implies that
Therefore nul(S(z)) ≤ nul(M − z), and (3.11) is proved. From this we also obtain the second relation in (3.10). It remains to show the first relation in (3.10). Let z ∈ ρ(M) ∩ U and u ∈ H 1 . Then there exists an (x, y)
T ∈ dom(M) with
It follows from Lemma 3.4 (ii) that x ∈ dom(S(z)) and S(z)x = u. Hence S(z) is surjective. By the already proved relation in (3.11) we obtain that z ∈ ρ(S(z)).
Then M − z is injective and therefore has an inverse. A direct calculation establishes that this inverse, restricted to
where It therefore suffices to show that the operator on the right-hand side of (3.12) is bounded. We suppose the contrary. Then there exists a sequence
From [16, Theorem VI.2.5] we have S(z) * = S(z) and therefore z ∈ ρ(S). Further, dom(S(z)) ⊂ dom(a) ⊂ dom(B * ) and hence the operator
Then, using (3.14), we deduce that x n → 0, which is a contradiction to Lemma 3.5 (iii). Hence
In Theorem 4.17 below we show the equivalence of essential spectra of S and M in a certain interval.
In the next proposition we consider the situation where we can describe the essential spectrum of M. 
for any ν < min σ(A).
B is bounded by (2.7) and its preceding paragraph and since
2 B is compact, it follows that all assumptions of [5, Theorem 2.2] are satisfied. The latter yields the first equality in (3.15) . Note that the essential spectrum of D + B * (A − ν) −1 B is independent of ν since differences of these operators for different ν are compact.
To show the inclusion in (3.15), let a ∈ R and b ≥ 0 be any pair of numbers such that (2.3) holds. Since B * (A − ν) −1 B ≥ 0, we have
for any ν < min σ(A). Moreover, if ν < 0, ν < min σ(A) and x ∈ H 1 , we obtain from (2.3) that
This implies that
If we take the infimum over all b > b 0 and combine this relation with (3.16), we obtain the inclusion in (3.15).
Remark 3.8. If, in addition to the assumptions of Proposition 3.7, the operator
is compact for some ν < min σ(A), then B * (A − ν) −1 B is compact as well, and hence σ ess (M) = σ ess (D).
The quadratic numerical range
The quadratic numerical range of a block operator matrix is a very useful tool for proving spectral enclosures, it uses the block structure of the operator, and the enclosures are tighter than those obtained from the numerical range. It was introduced in [26] and later studied in various paper; see, e.g. [24, 21, 19, 29, 30] . 
The eigenvalues of M x,y are
Remark 4.2.
(i) Note that our definition differs slightly from that in [30] , where x and y vary only in dom(A) and dom(D), respectively. However, in order to have λ ± x y defined for all (x, y) T ∈ dom(M) with x, y = 0, we chose the larger sets dom(a) and dom(d). These sets were also used in [17] for self-adjoint block operator matrices.
(ii) It is easy to see that W 2 (M) is symmetric with respect to the real axis and it consists of at most two connected components. It follows in the same way as in [19 We shall often use the following notation. Let x ∈ dom(a)\{0} and y ∈ dom(d)\{0} and set
It follows from (2.3) that
First we show that W 2 (M) contains the eigenvalues of M.
It follows from (2.12) and (2.13) that . For any u ∈ dom(a)\{0} we have
Next suppose that y = 0. Then x = 0, B * x = 0 and (A − z)x = 0 by (4.4) and (4.5). For any v ∈ dom(d)\{0} we have
. Finally, we assume that x = 0 and y = 0. Then (4.6) and (4.7) imply that
The next lemma is shown in the same way as [29, Proposition 3.3] .
In the following definition we introduce a set, B, in which the quadratic numerical range and the spectrum of M are contained, as we shall show in Proposition 4.10 and Theorem 4.13 below. Moreover, we introduce condition (A) under which W 2 (M) and σ(M) are contained in R. Some comments concerning these definitions are given in Remark 4.6; see also Figure 1 , which shows the set B when D is bounded. (i) We say that condition (A) is satisfied if
(ii) Set
(4.12)
(4.14) .8) and (4.9) are satisfied; (4.15)
(iii) Define the sets
is not satisfied and D is bounded,
is not satisfied and D is unbounded. 
In particular, the spectra of A and D must be separated. The inequalities in (4.19) are true because of the following considerations. If (4.8) holds, then b > 0, and from (i), (4.8) and (2.5), we obtain
If (4.9) holds, then
If (4.9) holds but (4.8) does not, then µ + < α − . If either of the inequalities (4.8), (4.9) is strict, then µ < µ + . If (4.9) is strict, then 
(vii) If B is bounded, then one can choose a = B 2 and b = 0, and hence
Before we prove that B contains W 2 (M) and σ(M), we need some lemmas.
Lemma 4.7. Let b ≥ 0 and a, t, δ ∈ R, and assume that
If strict inequality holds in (4.23), then the inequalities in (4.24) are also strict.
Proof. Relation (4.23) is equivalent to
The zeros of the polynomial in t on the left-hand side are
If (4.23) is satisfied, then the discriminant is non-negative and t − ≤ t ≤ t + , which yields (4.24). If the inequality in (4.23) is strict, then t − < t < t + and hence the discriminant is strictly positive. if (4.9) holds, then
Proof. Let α, β and δ be as in (4.1). Suppose that λ ± x y / ∈ R. Then, by (4.2) and (4.3), we have
This, together with Lemma 4.7, implies that
By the definition of α − and δ + we obtain
which is a contradiction to (A). Hence λ ± x y ∈ R. It follows again from (4.2) and (4.3) that
Assume that (4.8) holds. Then
and b > 0. Define the function
which is real-valued by (4.27). Its derivative is
which implies that f ′ (t) > 0 if and only if f (t) > δ + b. From this it follows that the sign of f ′ is constant on R. Since f (t) → ∞ as t → ∞, we obtain that f is increasing on R and f (t) > δ + b for all t ∈ R. Relations (2.5) and (4.27) imply that
i.e. (4.25) holds. Now assume that (4.9) is satisfied. Note first that, for r, s ∈ R such that r ≥ 0 and r ≥ s, one has
which is easy to see. From this and the relation
i.e. (4.26) holds.
Lemma 4.9. Let x ∈ dom(a)\{0} and y ∈ dom(d)\{0} and let µ be as in (4.10) . Then
Proof. Let x ∈ dom(a)\{0} and y ∈ dom(d)\{0} and let α, β and δ be as in (4.1). Then
and (4.3) is valid. Let us first consider the case when
It follows from Lemma 4.7 that the inequalities in (4.24) hold, which imply
Now we consider the case when
It follows from (4.28) and (4.3) that λ − ∈ R and
Define the function
for such t for which the expression under the square root is non-negative, i.e. either dom(f ) = R or dom(f ) = (−∞, t − ] ∪ [t + , ∞) where t ± are the zeros of the polynomial under the square root:
The derivative of f is
If a = b = 0, then β = 0 and the assertion is clear since then λ − = min{α, δ}. So assume that a = 0 or b = 0. Then f is not constant. It follows from (4.30) that the sign of f ′ is constant on each interval in the domain of f . Let us first consider the case when dom(f ) = R. Since f (t) → −∞ as t → −∞, we have f (t) < δ + b for all t ∈ R and hence (with (4.29))
Now consider the case when dom(f ) = R. It follows from (4.28) that α ∈ [t + , ∞). Moreover,
which, by (4.30), implies that f ′ (t) ≤ 0 on (t + , ∞). Hence (again with (4.29))
which proves the assertion also in this case.
The next proposition shows that the closure of the quadratic numerical range is contained in B. 
Proof. Since B is closed, it suffices to prove that W 2 (M) ⊂ B. Let z ∈ W 2 (M). Then there exist x ∈ dom(a)\{0} and y ∈ dom(d)\{0} such that z = λ + 
which shows that z ∈ B when z ∈ R. Now assume that z / ∈ R. Using (4.3) and the relation t 2 ≥ ((t) + ) 2 for t ∈ R we obtain for the imaginary part of z that
The upper bound for Re z follows directly from Lemma 4.9. For the lower bound observe that
Hence bα + a > 0 and α − δ 2 < √ bα + a , which implies that 
which attains its minimum at t 0 :=
Hence Re z ≥ ξ 1 also in this case. If D is bounded, then one also has δ ≥ δ − and hence
This shows that Re z ≥ ξ − in all cases and hence z ∈ B.
Next we need an auxiliary lemma before we prove the spectral inclusion. For a similar result for certain diagonally dominant block operator matrices we refer to [29, Theorem 4.2].
Lemma 4.11. Suppose that Assumption 2.1 is satisfied and let z
Proof. Let z ∈ C such that z / ∈ W 2 (M) and suppose that ran(M − z) is not closed. Then, z ∈ σ app (M), i.e. there exists a sequence (x n , y n ) T ∈ dom(M) with
If dim H 1 = 1 or dim H 2 = 1, then B is bounded, and hence [29, Corollary 4.3] implies that z ∈ W 2 (M), a contradiction. For the rest of the proof assume that dim H 1 ≥ 2 and dim H 2 ≥ 2.
It follows from (2.12) and (2.13) that
First we consider the case when z ∈ C\R. Taking the imaginary parts of the left and the right-hand sides of (4.33) and (4.34) we obtain − Im z x n 2 + Im y n , B * x n → 0 and − Im B * x n , y n − Im z y n 2 → 0.
If we take the difference and observe that Im z = 0, we get x n − y n → 0 and thus 
Since all entries of M xn,yn are bounded, (4.36) and (4.35) imply that
Hence there exists a sequence z n ∈ σ(M xn,yn ) ⊂ W 2 (M) such that z n → z, which is a contradiction to the fact that z / ∈ W 2 (M). Now let z ∈ R. Taking the sum of the real parts of the left-hand sides of (4.33) and (4.34) we obtain
If z < µ − , i.e. D is bounded and z < α − and z < δ − , then
which is a contradiction.
In both cases it follows from Lemma 4.4 that z ∈ W 2 (M), a contradiction.
Finally, assume that z ∈ (δ + + b 0 , α − ). Since z ∈ U in this case, we have lim inf n→∞ x n > 0 by Lemma 3.5 (iii). If y n k → 0 for a subsequence y n k , then (4.33) implies that a[x n k ] − z x n k 2 → 0, which is a contradiction to the fact that x n k → 1 and z < α − . Hence also lim inf n→∞ y n > 0 and we can argue as in the case z ∈ C\R to obtain a contradiction.
The next proposition shows that, essentially, the spectrum of M is contained in the closure of the quadratic numerical range. Only in the interval (δ + , δ + + b 0 ) we are not able to prove such a spectral inclusion. For other types of block operator matrices results about spectral inclusion were shown in many papers; see, e.g. [ 
When B is a bounded operator, then µ, which bounds the imaginary parts of spectral points, is given by (4.22) . In the case of a diagonally dominant block operator matrix this was proved in [29, Theorem 5.5 (iii)].
The above theorem shows that the spectrum is real provided the spectra of the diagonal components are sufficiently separated and B is not "too large". As the following result shows, this can be particularly straightforward when B is bounded; see also [30, Proposition 2.6.8] and [29, Theorem 5.5] .
In the next corollary, which follows immediately from Theorem 4.13 and Remark 4.6 (vii), we consider the situation when B is bounded. The estimate for the imaginary part in (4.38) was also proved in [ 
Corollary 4.14. Suppose that Assumption 2.1 is satisfied and that B is bounded. If
Otherwise,
Proof. Since B is bounded, we can chose a = B 2 and b = 0. Under our assumptions the inequality (4.9) is satisfied. Hence (4.37) holds by Theorem 4.13 and the definition of B. 
which was also studied in [21] . Clearly, if Assumption 2.1 is satisfied for t = 1, then it is satisfied for all t ∈ [0, ∞). If δ + < α − , i.e. the spectra of A and D are separated, then there exists a t 0 > 0 such that, for t ∈ [0, t 0 ], condition (A) is satisfied and hence σ(M t ) ⊂ R. If δ + ≥ α − , then the spectrum of M may be non-real for any positive t. If δ + < α − , then, in general, the gap (δ + , α − ) in the spectrum closes from both endpoints with increasing t. However, if, e.g. α − = 0 and a = 0, b > 0 in (2.3), then µ + = α − as long as (4.8) is satisfied, i.e. the gap closes only from the left endpoint.
If D is bounded and δ − = min σ(D), then for all t ∈ [0, ∞), the set σ(M t ) ∩ R is bounded from below by min{α − , δ − } and the real parts of points from σ(M t )\R are bounded from below by
In the next section we characterise elements from σ(M) in the interval (µ, ∞) with variational principles. Since the proof uses the Schur complement, we must ensure that S and M have the same essential spectrum in (µ, ∞). Note that (µ, ∞) ⊂ U. 
(4.39)
Proof. Let z ∈ σ ess (S) ∩ (µ, ∞). Since 0 ∈ σ ess (S(z)) and S(z) is self-adjoint, the operator S(z) is not semi-Fredholm with nul(S(z)) < ∞. By [10, Theorem IX. 1.3] there exists a singular sequence for S(z) corresponding to 0, i.e. there exist x n ∈ dom(S(z)), n ∈ N, such that
From Lemma 3.4 (i) we obtain thatŵ n ∈ dom(M) and
note that w n ≥ 1. Moreover, for u in the dense set dom(B(D − z) −1 ) we have
Since y n is bounded by Lemma 3.5 (i), we have y n ⇀ 0 and thereforeŵ n ⇀ 0. Henceŵ n is a singular sequence for M corresponding to z. Again from [10, Theorem IX.1.3] we obtain that z ∈ σ ess (M). This shows the inclusion "⊂" in (4.39). Now let z ∈ σ ess (M) ∩ (µ, ∞) and suppose that z / ∈ σ ess (S). It follows from Theorem 3.6 that z ∈ σ(S) and that
Since S(z) is self-adjoint, we also have 0 ∈ σ dis (S(z)). Suppose that M − z has closed range. Then M−z is semi-Fredholm with def(M−z) = ∞. Let z n = z +i/n, n ∈ N. Then z n → z, z n / ∈ B and hence z n ∈ ρ(M) by Theorem 4.13. It follows from [16, Theorem IV.5.17] that ind(M − z n ) = ind(M − z) for large enough n, which is a contradiction since ind(M−z n ) = 0 for all n ∈ N and ind(M−z) = −∞. Hence ran(M − z) is not closed. Therefore, by [16, Theorem IV.5.2] , there exists a sequence of vectors (x n , y n )
x n y n ⊥ ker(M − z) and x n 2 + y n 2 = 1 for each n ∈ N (4.41)
such that
Let P be the orthogonal projection from H 1 onto ker(S(z)), setx n = (I − P )x n and letS(z) be the restriction of S(z) to the Hilbert space (I − P )H 1 , which has a bounded inverse since 0 ∈ σ dis (S(z)). Set ξ n :=S(z) −1x n . Since B * S (z)
is a bounded operator by the closed graph theorem, the assumptions on ξ n in Lemma 3.5 (iii) are satisfied. The latter implies that
n → 0. Since ker(S(z)) is finite-dimensional, there exists a subsequence x n k such that x n k → x ∈ ker(S(z)). It follows from Lemma 3.5 (iv) that x ∈ dom(a) and
by Lemma 3.4. As this contradicts (4.41), we have z ∈ σ ess (S). Hence the reverse inclusion in (4.39) is also shown.
Proof. In view of Theorem 4.17, it is sufficient to show that (µ, ∞) ∩ σ ess (S) = ∅. Let z ∈ (µ, ∞) and x ∈ dom(a). It follows from (3.2) that Recall that under the extra assumption 2.1.(I) more can be said about σ ess (M); see Proposition 3.7.
Variational Principles
In this section we prove variational principles that characterise eigenvalues of the operator M and the Schur complement S in a certain interval. The functionals in these variational principles are connected either with the Schur complement or the quadratic numerical range of the operator M.
First we recall a property of operator functions that was used in [31, Lemma 2] by A. Virozub and V. Matsaev for functions whose values are bounded operators; see also, e.g. [20, 23] . In [27] this property was introduced for certain functions whose values are unbounded operators. Here we formulate it for families of quadratic forms and apply it then to holomorphic operator functions of type (B).
Definition 5.1. Let ∆ ⊂ R be an interval and let t(λ), λ ∈ ∆, be a family of closed symmetric quadratic forms such that dom(t(λ)) is independent of λ and such that t(·)[x] is differentiable for each x ∈ dom(t(λ)). We say that t(·) satisfies the condition (VM − ) on the interval ∆ if, for each compact subinterval I ⊂ ∆, there exist ε, δ > 0 such that, for all λ ∈ I and all x ∈ dom(t(λ))\{0},
The condition implies in particular that if λ 0 is an inner point of ∆ and |t(λ 0 
Proof. First note that
Let ε > 0 be arbitrary for the moment, let λ ∈ (µ, ∞) and let x ∈ dom(a) = dom(s(λ)) such that |s(λ)[x]| ≤ ε x 2 . It follows from (2.3) and (5.2) that
Rearranging this inequality we obtain
Since λ > δ + + b, we have
where
.
it is easily seen that the latter inequality is true for λ ∈ (µ, ∞). Now let I be a compact subinterval of (µ, ∞). Since g is continuous on (µ, ∞) and I is compact, there exists a c < 0 such that g(λ) ≤ c for λ ∈ I. Choose ε > 0 so small that εh(λ) ≤ c/2 for λ ∈ I. Then, with δ := c/2, we have s
The previous lemma implies that if the function s(·) [x] , for x ∈ dom(a)\{0}, has a zero, then the derivative is negative at this zero. In particular, for each x ∈ dom(a)\{0} the function s(·)[x] is decreasing at value zero (in the terminology of [7] and [12] ) and hence has at most one zero in (µ, ∞). Moreover, s(λ)[x] → −∞ as λ → ∞.
Next we define a generalised Rayleigh functional, which is used in the variational principle below. This functional generalises the Rayleigh quotient for linear operators to the situation of an operator function; for more general operator functions it has been defined in [7] and [12] . Definition 5.3. We define the generalised Rayleigh functional p : dom(a)\{0} → R ∪ {−∞} as follows
Remark 5.4. In the case when s(λ)[x] < 0 for all λ ∈ (µ, ∞) one can also set p(x) equal to any number in (−∞, µ] (which may depend on x); see [14, §3] .
Before we formulate the next theorem we introduce another notation that is needed.
Definition 5.5. For a self-adjoint operator T denote by κ − (T ) the dimension of the spectral subspace for T corresponding to the interval (−∞, 0).
The next theorem contains a variational principle for eigenvalues of M in the interval (µ, ∞). Note that there is a shift in the index: in general, the index of the eigenvalue does not match the dimension of the corresponding subspace in the variation. For bounded A, B and D a similar but slightly weaker result was proved in [7, §4.3] . 
for n ∈ N, n ≤ N . Moreover, if N is finite and H 1 is infinite-dimensional, then λ e < ∞ and Suppose that λ e = µ. Then, for every ε > 0, there exists a λ ∈ (µ, µ + ε) such that λ ∈ σ ess (S). This, together with [12, Lemma 2.9], implies that κ − (S(t)) = ∞ for all t > λ, a contradiction. Hence λ e > µ. Now almost all remaining assertions follow immediately from [12, Theorem 2.1]. We only have to show that λ e < ∞ if N < ∞ and dim
e. for every L ⊂ dom(a) with dim L > κ+ N one has sup x∈L\{0} p(x) = ∞. By [12, Lemma 2.8] the supremum is attained and therefore p(x) = ∞ for some x ∈ L. However, this is a contradiction to the definition of p in our case and hence λ e < ∞.
In the next corollary we consider again the case when A has compact resolvent. 
x 2 y 2 .
Proof. Clearly, y = 0. From the definition of M x,y we obtain
which proves the assertion.
In the next proposition we consider the case when one of the inequalities (4.8), (4.9) is strict. Then the index shift κ is equal to 0 for appropriate γ 0 .
Proposition 5.9. Suppose that Assumption 2.1 is satisfied, let M be the operator as in Theorem 2.4, let a ∈ R, b ≥ 0 be such that (2.3) is satisfied and let µ, µ + be as in (4.10) and (4.15), respectively. Assume that
with some c > 0, and hence κ − (S(γ)) = 0.
Proof. The inequalities in (5.10) follow from Remark 4.6 (iii). Let γ ∈ (µ, µ + ) and
Now Lemma 5.8 implies that
Since γ > δ + , this shows that s(γ)[x] > 0. Hence the operator S(γ) is non-negative.
Further, (µ, µ + ) ⊂ ρ(M) by Theorem 4.13 and therefore 0 ∈ ρ(S(γ)) by Theorem 4.17. This proves that S(γ) is uniformly positive, i.e. (5.11) holds and κ − (S(γ)) = 0.
In Theorem 5.12 below we prove a variational principle with the functional λ + . To this end we need some lemmas to rewrite p(x) in terms of λ + .
Lemma 5.10. Let x ∈ dom(a) and assume that
If s(λ)[x] = 0, then there is equality in (5.12).
Proof. Set y := (D − λ) −1 B * x, which is non-zero. From Lemma 5.8 we obtain 
and
Since d[y]/ y 2 ≤ δ + ≤ µ, the assertion follows in both cases (i) and (ii). For the rest of the proof we assume that
Since det(M x,y − λ) is a monic quadratic polynomial in λ with real coefficients, the inequality in (5.15) implies that its zeros λ ± x y are real and that
This, together with Lemma 5.10, proves (5.13).
(ii) Now assume that s(λ)[x] < 0 for all λ ∈ (µ, ∞). For each λ ∈ (µ, ∞) we obtain from Lemma 5.10 that there exists a y ∈ dom(d)\{0} such that λ + x y ≤ λ, which implies (5.14). Re λ + x y = max
Re λ + x y for n ∈ N, n ≤ N . Moreover, if N is finite and H 1 is infinite-dimensional, then λ e < ∞ and
Re λ + x y = max
Re λ + x y for n > N .
Eigenvalue estimates and asymptotics
In this section we prove estimates for certain real eigenvalues of M. In particular, we compare these eigenvalues with eigenvalues of A. To this end, we denote by ν 1 ≤ ν 2 ≤ · · · the eigenvalues of A that lie below min σ ess (A) counted according to multiplicities. If A has only finitely many eigenvalues, say M , below its essential spectrum and H 1 is infinite-dimensional, then set ν k := min σ ess (A) for k > M . In the case when A has compact resolvent we also show asymptotic estimates. The following estimates are analogous to those found for upper dominant selfadjoint matrices; see [17, 
Assume, in addition, that D is bounded, set δ − := min σ(D), and letâ ∈ R and b ≥ 0 be such that
Proof. Throughout the proof let n ∈ N such that κ + n ≤ dim H 1 . First we show that
If p(x) = −∞, then the statement is trivial. Otherwise, we have p(x) > µ ≥ δ + , and therefore
which implies (6.5). Now (5.7), (5.8) and the standard variational principle for self-adjoint operators imply that
which shows the second inequality in (6.1). If the expression
is negative, then the left-hand side of (6.1) is equal to (ν κ+n + δ + )/2, which, by Lemma 4.7, satisfies
Hence the first inequality in (6.1) is proved in this case. Now assume that the expression in (6.6) is non-negative. Let x ∈ dom(a)\{0} and λ > µ. From (2.3) we obtain
It follows from the standard variational principle for self-adjoint operators that, for
Since the expression in (6.6) is non-negative, the polynomial in λ within the square brackets has real zeros. The larger of these zeros is equal to the left-hand side of (6.1), which we denote by µ n . From (6.7) we obtain
which is the first inequality in (6.1). Now assume that D is bounded and that (6.2) is satisfied. Let ε > 0 be arbitrary. By the standard variational principle applied to A there exists an
for all x ∈ L 0 (if ν κ+n is an eigenvalue, we could choose ε = 0). From (5.7) and (5.8) we obtain that
For x ∈ L 0 \{0} and λ ∈ (µ, ∞) we have
Letμ n,ε,± be the zeros of the polynomial in λ in the numerator of the fraction in (6.9), i.e.
If these zeros are non-real orμ n,ε,+ ≤ µ, then s(λ)[x] < 0 for all λ ∈ (µ, ∞) and hence p(x) = −∞ for all x ∈ L 0 \{0}. This, together with (6.8), would imply that λ n = −∞, a contradiction. Thereforeμ n,ε,± ∈ R andμ n,ε,+ > µ. In particular,
Relation (6.9) yields that s(λ)[x] < 0 for all λ ∈ (μ n,ε,+ , ∞) and hence p(x) ≤μ n,ε,+ for all x ∈ L 0 \{0}. This, together with (6.8) implies that λ n ≤μ n,ε,+ . If we take the limit as ε → 0 in the latter inequality and in (6.10), we obtain (6.3) and (6.4) .
Under the extra assumption that A has compact resolvent we can obtain asymptotic estimates for the eigenvalues of M that lie in (µ, ∞). Analogous estimates for self-adjoint block operator matrices were shown in [ 
If, in addition, D is bounded with δ − ,â andb as in Corollary 6.1, then
Proof. The first statements follow from Corollary 5.7. For the estimates we use Corollary 6.1, which for sufficiently large n yields If D is bounded, we obtain from (6.4) in a similar way that
Spectrum of positive type
In this section we consider properties of the operator M considered in the Krein space K := H 1 ⊕ H 2 equipped with the indefinite inner product (2.14). Recall that a point λ ∈ σ app (M) is called spectral point of positive type if for every sequence (x n , y n )
T ∈ dom(M) such that (M − λ) x n y n → 0 and x n 2 + y n 2 = 1 (7.1) one has lim inf n→∞ x n y n , x n y n > 0. (7.2) In the next theorem we consider spectral points in the interval (µ, ∞). For bounded operators M this was shown in [19 Since lim inf n→∞ x n 2 > 0, we obtain lim inf n→∞ x n y n , x n y n ≥ δ lim inf n→∞ x n 2 > 0, which shows that λ is a spectral point of positive type.
It follows from this theorem and [6, §8] (cf. also [22, Theorem 3 .1] for bounded operators) that there exists a spectral function for M corresponding to the interval (µ, ∞).
In the following proposition we consider again the situation from Proposition 5.9, namely that in (4.8) or (4.9) strict inequality holds. If x = 0 or y = 0, then the expression in (7.3) is non-negative since δ + < γ < α − . Now assume that x, y = 0. It follows from Proposition 4.10 that λ ± x y ∈ R and λ − x y ≤ µ < γ < µ + ≤ λ + x y .
Examples
In this section we consider two examples where the entries of the block operator matrix M 0 are differential or multiplication operators. The first example was studied in [21] for bounded w and in [15, 25] in the one-dimensional case.
Example 8.1. Let n ∈ N and let Ω ⊂ R n be an arbitrary bounded domain (we do not assume any smoothness of the boundary of Ω). Moreover, let u ∈ L ∞ (Ω) and w ∈ L p (Ω) where The operator A has compact resolvent; let ν 1 ≤ ν 2 ≤ · · · be its eigenvalues in non-decreasing order and set δ − := ess inf u, δ + := ess sup u. Proposition 3.7 implies that σ ess (M) ⊂ [δ − , δ + + b 0 ], and Theorem 4.13 gives an enclosure for σ(M). Moreover, Theorem 7.4 shows that the non-real spectrum is finite, and Corollaries 5.7, 6.1 and 6.2 yield that σ(M) ∩ (µ, ∞) consists of a sequence of eigenvalues that tends to ∞ and satisfies (6.1) and (6.11) .
If p > n/2 when n ≥ 3 and p as above when n = 1, 2, then the embedding H 
