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In this paper we are concerned with the regularity of minimizers
u ∈ W 1,p(Ω,RN ) of quasi-convex integral functionals of the type
F[u] :=
∫
Ω
f (x,u, Du)dx.
The crucial point here is that the integrand f admits very weak
regularity properties. With respect to the gradient variable it sat-
isﬁes degenerate/singular p-growth conditions without necessa-
rily possessing a quasi-diagonal Uhlenbeck-type structure, and with
respect to the x-variable the integrand might be even discontinu-
ous. It is only assumed that a certain VMO-condition holds. Under
those assumptions we prove partial Hölder continuity of minimiz-
ers, i.e. Hölder continuity of u for any Hölder exponent α ∈ (0,1)
outside a set of measure zero. Under such weak assumptions regu-
larity results for the gradient of minimizers is not expected to hold
since even in the scalar case counterexamples to C1-regularity are
known.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider minimizers u ∈ W 1,p(Ω,RN ) of quasi-convex integral functionals of the
type
F[u] :=
∫
Ω
f (x,u, Du)dx, (1.1)
E-mail address: boegelein@mi.uni-erlangen.de.0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.09.031
V. Bögelein / J. Differential Equations 252 (2012) 1052–1100 1053where Ω denotes a bounded, open set in Rn and the minimizers are possibly vector valued, i.e.
u :Ω →RN , with N  1. Thereby, the integrand f :Ω ×RN ×RNn →R is supposed to satisfy degen-
erate (p > 2), respectively singular (p < 2) p-growth assumptions with respect to the gradient variable
while with respect to the x-variable we only assume a weak VMO-condition; see Section 1.1 for the
precise set of assumptions. The main novelty here is the fact that we are able to deal at the same
time with a degenerate/singular problem not necessarily possessing a quasi-diagonal Uhlenbeck-type
structure, i.e. integrands of the form f (x,u, Du) = g(x,u, |Du|2), while with respect to x and u only
a very weak degree of regularity of the integrand f is supposed, i.e. the partial map x → f (x,u, ξ) is
assumed to be merely VMO while u → f (x,u, ξ) is continuous.
In order to understand the degree of regularity we can expect we ﬁrst consider the scalar case
N = 1. If the integrand f is continuous with respect to (x,u) then it is known that minimizers are
Hölder continuous with any Hölder exponent α < 1, cf. Cupini, Fusco and Petti [9]. This result is
indeed optimal in the sense that α = 1 cannot be achieved since there are examples of non-Lipschitz
minimizers and solutions to PDEs [9,24]. In the vectorial case the situation is more diﬃcult since it
is known that singularities may appear [11,30] and solutions may be even discontinuous although
the integrand is analytic [21,27]. Therefore, everywhere Hölder continuity cannot be expected in the
vectorial case and the best we can hope for is a result ensuring at least partial Hölder continuity, i.e.
Hölder continuity outside a set of measure zero. In fact, we are able to establish that minimizers are
locally Hölder continuous with any Hölder exponent α ∈ (0,1) in an open subset Ω0 ⊆ Ω with full
Lebesgue measure, i.e. |Ω \ Ω0| = 0.
1.1. Assumptions and results
Throughout the paper we let p > 1. The integrand f :Ω ×RN ×RNn →R is assumed to be Borel-
measurable such that the partial map ξ → f (·, ·, ξ) is of class C2 on RNn if p  2 and on RNn \ {0} if
1< p < 2. Moreover, f satisﬁes the following p-growth conditions:{
ν|ξ |p + f (x,u,0) f (x,u, ξ) L(1+ |ξ |)p,∣∣D2ξ f (x,u, ξ)∣∣ L|ξ |p−2 (|ξ | = 0 if 1 < p < 2) (1.2)
whenever x ∈ Ω , u ∈RN and ξ ∈RNn and constants 0< ν  1 L. Furthermore, we assume that f is
strictly degenerate quasi-convex, i.e.∫
(0,1)n
f
(
x,u, ξ + Dϕ(y))− f (x,u, ξ)dy  ν ∫
(0,1)n
(|ξ | + ∣∣Dϕ(y)∣∣)p−2∣∣Dϕ(y)∣∣2 dy, (1.3)
for all x ∈ Ω , u ∈ RN , ξ ∈ RNn and any testing function ϕ ∈ W 1,p0 ((0,1)n,RN ). With respect to x we
merely assume that x → f (x,u, ξ)/(1 + |ξ |)p satisﬁes a VMO-condition, uniformly with respect to
(u, ξ), in the sense that∣∣ f (x,u, ξ) − ( f (·,u, ξ))x0,r∣∣ vx0(x, r)|ξ |p, for all x ∈ Br(x0) (1.4)
holds whenever x0 ∈ Ω , r ∈ (0,0], u ∈RN and ξ ∈RNn , where 0 > 0 and vx0 :Rn ×[0,0] → [0,2L]
are bounded functions satisfying
lim
↘0 V () = 0, where V () := supx0∈Ω
sup
0<r
−
∫
Br(x0)
vx0(x, r)dx. (1.5)
Note that assuming vx0  2L is no restriction because of the growth assumption (1.2)1. Moreover, we
impose the following continuity assumptions on f and D2 f . With respect to u we assume that
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where ω : [0,∞) → [0,1] is a nondecreasing, concave modulus of continuity, i.e. lims↓0 ω(s) = 0 =
ω(0). Furthermore, we put the following mild quantitative continuity assumption on D2 f :
∣∣D2ξ f (x,u, ξ) − D2ξ f (x,u, ξ0)∣∣
⎧⎨⎩ Lω˜
( |ξ−ξ0||ξ |+|ξ0| )(|ξ | + |ξ0|)p−2 for p  2,
Lω˜
( |ξ−ξ0||ξ |+|ξ0| )( |ξ |+|ξ0||ξ ||ξ0| )2−p for p < 2 (1.7)
whenever x ∈ Ω , u,u0 ∈RN and ξ, ξ0 ∈RNn . In the case p < 2 (1.7) is assumed only if |ξ | = 0 = |ξ0|.
Here, ω˜ : [0,∞) → [0,1] is a nondecreasing, concave modulus of continuity with lims↓0 ω˜(s) = 0 =
ω˜(0). Finally, instead of assuming an Uhlenbeck-type diagonal structure for f we only require that
ξ → Df (x,u, ξ) behaves asymptotically at zero as the p-Laplacian, i.e.
lim
s↓0
Df (x,u, sξ)
sp−1
= |ξ |p−2ξ (1.8)
uniformly in {ξ ∈RNn: |ξ | = 1} and uniformly for all x ∈ Ω and u ∈RN .
Under this set of assumptions we have the following partial regularity result:
Theorem 1.1. Let p > 1 and u ∈ W 1,p(Ω,RN ) be a minimizer of the functional (1.1), where the assumptions
(1.2)–(1.8) are in force. Then, there exists an open subset Ω0 ⊆ Ω such that
u ∈ C0,αloc
(
Ω0,R
N) for every α ∈ (0,1) and |Ω \ Ω0| = 0.
Moreover, for any γ ∈ (0,n) we have Du ∈ Lp,γloc (Ω0,RNn) (see (2.1) below for the deﬁnition). Finally, the
singular set satisﬁes Ω \ Ω0 ⊆ Σ1 ∪ Σ2 , where
Σ1 :=
{
x0 ∈ Ω: lim inf
↘0 −
∫
B(x0)
∣∣Du − (Du)x0,∣∣p dx > 0},
Σ2 :=
{
x0 ∈ Ω: limsup
↘0
∣∣(Du)x0,∣∣= ∞}.
Remark 1.2. The case of continuous integrands f , i.e. when (1.4) is replaced by a continuity assump-
tion is certainly implied by (1.4). Moreover, our assumptions cover integrands of splitting type such
as
F[u] =
∫
Ω
c(x) f˜ (u, Du)dx,
where the map (u, ξ) → f˜ (u, ξ) satisﬁes the assumptions (1.2), (1.3) and (1.6)–(1.8) with ν and L
replaced by
√
ν and
√
L and the coeﬃcients c ∈ VMO(Ω) satisfy
0<
√
ν  c(x)
√
L for all x ∈ Ω and
sup
x0∈Ω
sup
0<r
−
∫
Br(x0)∩Ω
∣∣c(x) − (c)x0,r∣∣dx→ 0 as  ↘ 0. (1.9)
In this case, the assumptions (1.4) and (1.5) are satisﬁed with the choice vx0 (x, r) :=
√
L|c(x)− (c)x0,r |.
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minimizers has been established in the case p  2 by Foss and Mingione in [17]. To our knowledge
the sub-quadratic case p ∈ (1,2) had not yet been established even in the non-degenerate setting
and it is thus also included in our result. Note that in the special case of low dimensions n  p + 2
Campanato [7], for elliptic systems, and Kristensen and Mingione [25], for convex integral function-
als, established (partial) Hölder continuity for a ﬁxed Hölder exponent (which can be determined
in dependence on the dimension n and the growth exponent p) together with an estimate for the
Hausdorff dimension of the singular set. The case of a non-degenerate integrand satisfying a VMO-
condition with respect to the x variable has been treated in [4]. Related results at the boundary were
obtained by Beck [2] and for systems with non-standard p(x)-growth by Habermann [23]. Finally,
a partial Hölder continuity result for solutions to parabolic systems with continuous coeﬃcients has
been established by Bögelein, Foss and Mingione [6].
In the case of a degenerate integrand with a quasi-diagonal Uhlenbeck structure and stronger as-
sumptions with respect to (x,u) there are the up to now classical and well-known (partial) regularity
results by Uhlenbeck [31], Acerbi and Fusco [1] and Giaquinta and Modica [19]. The scalar case had
been previously treated by Ural’tseva [32]. The case of a general autonomous degenerate integrands
f (ξ), i.e. an integrand without Uhlenbeck structure and without dependence upon (x,u), has been
considered in [14] by Duzaar and Mingione; there the partial C1,α-regularity of minimizers for some
α < 1 is established. Schmidt [28] obtained a similar result when f has (p,q)-growth and Beck and
Stroffolini [3] for differential forms depending on (x,u) in a Hölder continuous way. Here it is worth
to add that a continuous respectively VMO dependence upon (x,u) is the obstacle which prevents us
from proving partial C1-regularity, i.e. a continuity result for the gradient. Recently, in [5] Bögelein,
Duzaar and Mingione were able to obtain a partial C1-regularity result for weak solutions to parabolic
systems with degenerate diffusion. The proof in the parabolic setting is very delicate since it uses cer-
tain parabolic Lipschitz-truncation arguments.
1.2. Technical aspects
In this section we brieﬂy comment on the techniques involved in the proof of our main result.
The maybe surprising fact is that the re-scaled excess which is typically used for low-order regularity
problems and the distinction whether the problem behaves degenerate, respectively non-degenerate
perfectly match together. This shall be explained a bit more in detail in the following. When consid-
ering a ball B(x0) ⊆ Ω we shall distinguish between the degenerate and non-degenerate regime.
We say that we are in the degenerate regime if the excess functional
Φ(x0,) := −
∫
B(x0)
∣∣∣∣V |Dx0, |(u − x0,
)∣∣∣∣2 dx
of the minimizer u is large compared to |Dx0,|p . Here, x0, :Rn → RN denotes the aﬃne function
minimizing  → ∫B(x0) |u − |2 dx amongst all aﬃne functions; see Section 2.4 for the basic proper-
ties. The precise deﬁnition of the Vμ-function is given in (2.3); |Vμ|2 interpolates in a certain sense
between |ξ |2 – when |ξ | is small – and |ξ |p – when |ξ | is large – taking into account the parameter μ
which is a measure for the degeneration. To be more precise, the degenerate regime is characterized
by
Φ(x0,)μ|Dx0,|p, (D)
for some ﬁxed μ  1. Then, via hypothesis (1.8) we can show that the solution has approximately
p-Laplacian-type behavior on the ball B(x0) and we can prove that if the excess is small at radius 
it is also small at some smaller radius, i.e. there exist ε,κ  1 and θ < 1 such that for any α ∈ (0,1)
there holds
1056 V. Bögelein / J. Differential Equations 252 (2012) 1052–1100Φ(x0,) < ε ⇒ Φ(x0, θ) < ε and Ψα(x0, θ) < κ, (1.10)
where
Ψα(x0,) := −αp −
∫
B(x0)
∣∣u − (u)x0,∣∣p dx.
This can be iterated up to the scale θk as long as (D) is satisﬁed with θk instead of . Now let k0
denote the ﬁrst integer where (D) fails. Then, θk0 is called the switching radius, where the behav-
ior of the minimizer switches from degenerate to non-degenerate. In the so-called non-degenerate
regime we have that |Dx0,| is large in a certain sense and therefore we linearize the problem
around Dx0, . This is the point where the assumptions (1.4) and (1.6) come into the play. Unfor-
tunately, they are too week to allow to further iterate the excess Φ – because this would require
Hölder continuity of f with respect to (x,u). Therefore, we have to re-scale the excess by the quan-
tity |Dx0,|p which cannot be controlled during the iteration (note that |Dx0,| ∼ |(Du)x0,| might
blow up). The re-scaled excess Φ(x0,)/|Dx0,|p can in fact be iterated, i.e. it can be shown that
there exists ϑ < 1 such that
Φ(x0, θk0)
|Dx0,θk0|p
< μ and Ψα
(
x0, θ
k0
)
< κ
⇒ Φ(x0,ϑθ
k0)
|Dx0,ϑθk0|p
< μ and Ψα
(
x0,ϑθ
k0
)
< κ. (1.11)
The crucial point here is that the ﬁrst assumption in (1.11) is satisﬁed exactly when (D) fails and
therefore we can proceed the iteration in the non-degenerate regime. Moreover, as pointed out be-
fore |Dx0,θk| might blow up in the iteration since we cannot expect C1-regularity; however the
Campanato-type excess Ψα(x0, θk) stays bounded, exactly as it should be for a C0,α-regularity result.
Hence, having arrived at the non-degenerate regime at level k0, the behavior stays non-degenerate at
any larger level k  k0 and we can proceed the iteration. We have thus ensured the smallness of Ψα
at any level and by Campanato’s characterization of Hölder continuous functions we conclude the
Hölder continuity of u in x0 provided the excess functionals Φ and Ψα are small at some initial ra-
dius  (note that the smallness of the excess is an open condition and therefore it is satisﬁed already
on a neighborhood of x0). In a ﬁnal step it is then ensured that such an initial smallness condition on
the excess is indeed satisﬁed on the complement of Σ1 ∪ Σ2 from Theorem 1.1.
Let us ﬁnally comment on the methods leading to the conclusions in (1.10) and (1.11). The main
tools are the lemmata of p-harmonic approximation and A-harmonic approximation. Provided the
minimizer is in a certain sense approximatively p-harmonic, respectively A-harmonic, these lemmas
ensure the existence of a p-harmonic, respectively A-harmonic function which is Lp-close to the
original minimizer. These kind of lemmas have their origin in De Giorgi’s harmonic approximation
lemma [10] and were proved in their ﬁrst versions in [16] and [13].
2. Preliminaries
2.1. Notations
By B(x0) we denote the open ball in Rn with radius  > 0 and center x0. For the mean value of
a function v ∈ L1(B(x0),Rk) we write
(v)x0, := −
∫
B(x0)
v dx.
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identify RNn with the space of linear functions Rn → RN and write 〈·,·〉 for the Euclidean scalar
product on RNn .
For 1  p < ∞ and γ  0 we denote by Lp,γ (Ω,Rk) the Campanato-space of functions v ∈
Lp(Ω,Rk) satisfying
sup
>0, x0∈Ω
−γ
∫
B(x0)∩Ω
∣∣v − (v)x0,∣∣p dx < ∞, (2.1)
and Lp,γloc (Ω,Rk) for the space of all functions v ∈ Lploc(Ω,Rk) with v|U ∈ Lp,γ (U ,Rk) for every sub-
domain U Ω .
As mentioned before we consider both, the super-, and sub-quadratic case, i.e. p > 2 and 1< p < 2.
Thereby, some arguments are slightly different for the two cases, e.g. some terms only appear in
one of the two cases. In order to provide a uniﬁed treatment for both cases we use the following
notation:
χp<2 :=
{
1 if p < 2,
0 if p  2 and χp>2 :=
{
0 if p < 2,
1 if p  2. (2.2)
2.2. The V -function
Since we are dealing with p-growth problems it will be convenient to use the function Vμ :
R
k →Rk , where μ 0 and k ∈N, given by
Vμ(A) :=
(
μ2 + |A|2) p−24 A for A ∈Rk. (2.3)
In the following we shall provide some useful properties of the V -function. The ﬁrst lemma collects
some algebraic properties, cf. [14, Lemma 1].
Lemma 2.1. Let p > 1, k ∈N and μ 0. Then, for any A, B ∈Rk there holds
(
μ2 + |A|2) p−22 |A||B| c(p)(∣∣Vμ(A)∣∣+ ∣∣Vμ(B)∣∣) (2.4)
and
∣∣Vμ(A + B)∣∣ c(p)(∣∣Vμ(A)∣∣+ ∣∣Vμ(B)∣∣) (2.5)
and
∣∣Vμ(σ A)∣∣max{σ ,σ p/2}∣∣Vμ(A)∣∣, for any σ > 0, (2.6)
and ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2
p−2
4  |Vμ(A)|
min{μ p−22 |A|, |A| p2 }
 1 if 1 < p < 2,
1 |Vμ(A)|
max{μ p−22 |A|, |A| p2 }
 2
p−2
4 if p  2.
(2.7)
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Lemma 2.2. Let p  1, μ  0, ϑ ∈ (0,1), A,B,C  0, β > 0, v ∈ Lp(B(x0),RN ) and φ : [r,] → [0,∞)
be a bounded function satisfying
φ(s) ϑφ(t) + A
∫
B(x0)
∣∣∣∣Vμ( vt − s
)∣∣∣∣2 dz + B(t − s)−β + C,
for all r  s < t  . Then, there exists a constant c = c(ϑ, p, β) such that
φ(r) c
[
A
∫
B(x0)
∣∣∣∣Vμ( v − r
)∣∣∣∣2 + B( − r)−β + C].
The following Poincaré inequality for the V -function can be found in [14, Lemma 8] for p ∈ (1,2)
(see also [12, Theorem 2]). Note that in the case p  2 it follows from the usual Poincaré inequal-
ity.
Lemma 2.3. Let p > 1, k ∈ N, μ 0 and u ∈ W 1,p(B(x0),Rk). Then, there exists a constant c = c(n,N, p)
such that
−
∫
B(x0)
∣∣∣∣Vμ(u − (u)x0,
)∣∣∣∣2 dx c −∫
B(x0)
∣∣Vμ(Du)∣∣2 dx,
where Vμ(·) is deﬁned according to (2.3).
The following algebraic fact can be retrieved from [1].
Lemma 2.4. For every σ ∈ (−1/2,0), k ∈ N and μ 0 we have
1
∫ 1
0 (μ
2 + |A + s(B − A)|2)σ ds
(μ2 + |A|2 + |B|2)σ 
8
2σ + 1 ,
for any A, B ∈Rk, not both zero if μ = 0.
Remark 2.5. From Lemma 2.4 we easily deduce: For every σ ∈ (−1/2,0) and μ 0 we have
1∫
0
(
μ2 + |A + sB|2)σ ds 24
2σ + 1
(
μ2 + |A|2 + |B|2)σ , (2.8)
for any A, B ∈RNn , not both zero if μ = 0.
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From the growth assumption (1.2)2 and (2.8) we conclude that
∣∣Dξ f (x,u, ξ) − Dξ f (x,u, ξ0)∣∣ 1∫
0
∣∣D2ξ f (x,u, ξ0 + s(ξ − ξ0))∣∣ds |ξ − ξ0|
 L
1∫
0
∣∣ξ0 + s(ξ − ξ0)∣∣p−2 ds |ξ − ξ0|
 c(p)L
(|ξ0|2 + |ξ − ξ0|2) p−22 |ξ − ξ0| (2.9)
for all x ∈ Ω , u ∈RN and ξ, ξ0 ∈RNn . Note the ﬁrst and second identities in (2.9) need to be justiﬁed
in the case p < 2 since then the mapping ξ → f (·, ·, ξ) is of class C2 only on RNn \ {0}. Thereby it is
enough to consider ξ, ξ0 ∈RNn with ξ = ξ0, since otherwise the term on the left-hand side is zero. In
this case we shall ﬁrst justify the identity
Dξ f (x,u, ξ) − Dξ f (x,u, ξ0) =
1∫
0
D2ξ f
(
x,u, ξ0 + s(ξ − ξ0)
)
ds (ξ − ξ0). (2.10)
To this aim we consider the function [0,1]  s → g(s) := D2ξ f (x,u, ξ0 + s(ξ − ξ0)) ∈RNn . We ﬁrst note
that (2.10) is easily seen to hold if the segment [ξ, ξ0] does not contain the origin of RNn because
then g(·) is differentiable on [0,1]. Therefore, we can assume that there exists one parameter value
s˜ ∈ [0,1] such that ξ0 + s˜(ξ − ξ0) = 0. In the case s˜ ∈ (0,1) we know that g(·) is differentiable on
[0, s˜) and on (s˜,1] and hence, for any 0< ε <min{s˜,1− s˜} the following identities are valid:
g(1) − g(s˜ + ε) =
1∫
s˜+ε
D2ξ f
(
x,u, ξ0 + s(ξ − ξ0)
)
ds (ξ − ξ0)
and
g(s˜ − ε) − g(0) =
s˜−ε∫
0
D2ξ f
(
x,u, ξ0 + s(ξ − ξ0)
)
ds (ξ − ξ0).
Since the function g is continuous we now can recover (2.10) by passing to the limit ε ↓ 0 in
the previous identities, noting that the integrals converge due to the growth condition (1.2)2, i.e.
|D2ξ f (x,u, ξ0 + s(ξ − ξ0))|  L|ξ0 + s(ξ − ξ0)|p−2 and the fact that p − 2 > −1. The cases s˜ = 0 and
s˜ = 1 are similar. This proves (2.10) and hence the ﬁrst inequality in (2.9). The second one is then jus-
tiﬁed in a similar way, noting that (1.2)1 provides a pointwise bound for the integrand which ensures
the ﬁniteness of the integral.
Taking into account that Dξ f (·, ·,0) = 0 by (1.8) the inequality (2.9) implies∣∣Df (x,u, ξ)∣∣ L|ξ |p−1, (2.11)
for any x ∈ Ω , u ∈RN and ξ ∈RNn . Finally, from (2.11) we immediately conclude that
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0
∣∣Dξ f (x,u, ξ0 + s(ξ − ξ0))∣∣ds |ξ − ξ0|
 L
(|ξ | + |ξ − ξ0|)p−1|ξ − ξ0|
 c(p)L
(|ξ |p + |ξ0|p). (2.12)
Hypothesis (1.8) implies that there exists a function η : (0,1] → (0,1] such that for any x ∈ Ω ,
u ∈RN and δ ∈ (0,1] we have
∣∣Df (x,u, ξ) − |ξ |p−2ξ ∣∣ δ|ξ |p−1, for any ξ ∈RNn with |ξ | η(δ). (2.13)
In order to “re-absorb” certain terms, we will use the following iteration lemma, which is a stan-
dard tool and can for instance be found in [20, Lemma 6.1].
Lemma 2.6. Let 0 < ϑ < 1, A, B,C  0 and 0 < β < α. Then there exists a constant c = c(α,ϑ) such that
the following holds: For any 0< r <  and any non-negative, bounded function φ : [r,] → [0,∞) satisfying
φ(s) ϑφ(t) + A
(t − s)α +
B
(t − s)β + C for all r  s < t  ,
we have
φ(r) c
(
A
( − r)α +
B
( − r)β + C
)
.
2.4. Minimizing aﬃne functions
In order to measure the oscillation of a function certain related aﬃne functions play a crucial role.
Especially, aﬃne functions constructed from mean values of the function and those minimizing the
L2-distance – or Lp-distance – to the function are typically of interest. In this section we summarize
some basic properties of those minimizing aﬃne functions. Let us consider a ball B(x0) ⊂ Rn , with
x0 ∈Rn and  > 0. For v ∈ L1(B(x0),RN ) we denote by x0, ≡ v;x0, :Rn →RN the aﬃne function
deﬁned by
x0,(x) := ξx0, + Ax0,(x− x0), (2.14)
where
ξx0, := (v)x0, and Ax0, :=
n+ 2
2
−
∫
B(x0)
v ⊗ (x− x0)dz. (2.15)
For notational convenience we omit the center point x0 in our notation when x0 = 0, writing for
instance  ≡ 0, . It is a well-known fact that if v ∈ L2(B(x0),RN ), then x0, is the unique aﬃne
map minimizing
 → −
∫
(x0)
|v − |2 dx (2.16)
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to [26].
In the following we collect some useful properties of the map v;x0, . First of all, we recall that for
any A ∈RNn and ξ ∈RN there holds
|Ax0, − A|
n+ 2

−
∫
B(x0)
∣∣v − ξ − A(x− x0)∣∣dx, (2.17)
which can be deduced by a slight modiﬁcation of the proof of [26, Lemma 2].
The following lemma ensures that x0, is an almost minimizer of the functional  →
−∫B(x0) |v − |p dx amongst the aﬃne functions  :Rn →Rk , cf. [4, formula (2.7)].
Lemma 2.7. Let p  1, k ∈N, B(x0) be a ball in Rn with  > 0 and v ∈ Lp(B(x0),Rk). Then, we have
−
∫
B(x0)
|v − x0,|p dx c(n, p) −
∫
B(x0)
|v − |p dx
for any aﬃne function  :Rn →Rk.
The next lemma ensures that x0, is also an almost minimizer of the functional  →
−∫B(x0) |Vμ( v− )|2 dx amongst the aﬃne functions  :Rn → Rk . The argument is quite similar to [29,
Lemma 6.2].
Lemma 2.8. Let p  1, k ∈ N, μ  0, B(x0) be a ball in Rn with  > 0 and v ∈ Lp(B(x0),Rk). Then, we
have
−
∫
B(x0)
∣∣∣∣Vμ( v − x0,
)∣∣∣∣2 dx c(p) −∫
B(x0)
∣∣∣∣Vμ( v − 
)∣∣∣∣2 dx
for any aﬃne function  :Rn →Rk.
Proof. Without loss of generality we assume x0 = 0. From (2.5) we have
−
∫
B
∣∣∣∣Vμ( v − 
)∣∣∣∣2 dx c[−∫
B
∣∣∣∣Vμ( v − 
)∣∣∣∣2 dx+ −∫
B
∣∣∣∣Vμ( − 
)∣∣∣∣2 dx], (2.18)
with c = c(p). At this point it remains to estimate the second term on the right-hand side. From (2.17)
and the fact that −∫B Dxdx= 0 we conclude that for any x ∈ B there holds
∣∣(x) − (x)∣∣ ∣∣(v) − (0)∣∣+ |D − D|  (n+ 3)−∫
B
|v − |dx.
Using the preceding estimate, the monotonicity of Vμ and (2.6) we infer
−
∫
B
∣∣∣∣Vμ( − 
)∣∣∣∣2 dx c−∫
B
∣∣∣∣Vμ(−∫
B
∣∣∣∣ v − 
∣∣∣∣dx)∣∣∣∣2. (2.19)
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ing inequality. But, unfortunately Vμ is not convex if p  1 is too small. To overcome this lack of
convexity, we deﬁne
Wμ(A) :=
(
μ+ |A|) p−22 A for A ∈Rk.
Then, on the one hand there holds
c(p)−1Wμ(A) Vμ(A) c(p)Wμ(A) for all A ∈Rk
and on the other hand the mapping A → |Wμ(A)|2 is convex which can be veriﬁed by the use of one-
dimensional calculus. Therefore, we can apply Jensen’s inequality to Wμ(·) and proceed to estimate
the right-hand side of (2.19) as follows:
−
∫
B
∣∣∣∣Vμ( − 
)∣∣∣∣2 dx c−∫
B
∣∣∣∣Wμ(−∫
B
∣∣∣∣ v − 
∣∣∣∣dx)∣∣∣∣2 dx
 c−
∫
B
∣∣∣∣Wμ( v − 
)∣∣∣∣2 dx c−∫
B
∣∣∣∣Vμ( v − 
)∣∣∣∣2 dx.
Joining this with (2.18) yields the claim. 
Finally, in the case p  2 we can show that x0, is also an almost minimizer of  →
−∫B(x0) |V |D|( v− )|2 dx.
Lemma 2.9. Let p  2, k ∈N, B(x0) be a ball in Rn with  > 0 and v ∈ Lp(B(x0),Rk). Then, we have
−
∫
B(x0)
∣∣∣∣V |Dx0, |
(
v − x0,

)∣∣∣∣2 dx c(n, p) −∫
B(x0)
∣∣∣∣V |D|( v − 
)∣∣∣∣2 dx,
for any aﬃne function  :Rn →Rk.
Proof. For simplicity we assume x0 = 0. From Lemma 2.8 and (2.7) we obtain
−
∫
B
∣∣∣∣V |D |( v − 
)∣∣∣∣2 dz c(p)−∫
B
∣∣∣∣V |D |( v − 
)∣∣∣∣2 dz
 c(p)
[
|D|p−2 −
∫
B
∣∣∣∣ v − 
∣∣∣∣2 dz + −∫
Q
∣∣∣∣ v − 
∣∣∣∣p dz].
Moreover, from (2.17) we infer
|D| |D − D| + |D| (n+ 2)−
∫
B
∣∣∣∣ v − 
∣∣∣∣dx+ |D|.
Inserting this above and applying Hölder’s inequality we deduce the claim. 
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Given a bilinear form A on RNn that is strictly elliptic in the sense of Legendre–Hadamard, with
ellipticity constant ν and upper bound L, i.e.
A(ζ ⊗ η, ζ ⊗ η) ν|ζ |2|η|2 and ∣∣A(ξ, ξ˜ )∣∣ L|ξ ||ξ˜ |, (2.20)
for all ζ ∈ RN , η ∈ Rn and ξ, ξ˜ ∈ RNn . Here and in the following, we say that a map h ∈
W 1,2(B(x0),RN ) is A-harmonic on B(x0) ⊂Rn if and only if∫
B(x0)
A(Dh, Dϕ)dx= 0, for all ϕ ∈ C∞0
(
B(x0),R
N).
By the classical theory it is well known that h is smooth in the interior of B(x0), and also up to
the boundary provided that the boundary data is smooth enough. Moreover, it satisﬁes the following
estimate that we shall use later on:
sup
B/2(x0)
|Dh|2 + 2 sup
B/2(x0)
∣∣D2h∣∣2  c(n,N, ν, L) −∫
B(x0)
|Dh|2 dx. (2.21)
Moreover, given p > 1 we say that a map h ∈ W 1,p(B(x0),RN ) is p-harmonic on B(x0) ⊂ Rn if
and only if ∫
B(x0)
|Dh|p−2Dh · Dϕ dx= 0, for all ϕ ∈ C∞0
(
B(x0),R
N).
By the famous result of Uhlenbeck [31] it is known that any p-harmonic function is locally of class
C1,α with some α ∈ (0,1). The following version of this result can be found in [18, Theorem 4.2 and
Corollary 4.3] for the case p > 2, respectively in [1, Proposition 2.13] for the case p < 2 (note that by
[1, Lemma 2.2] the excess functional used in [1] is equivalent to the one in (2.23)).
Theorem 2.10. Let p > 1. There exist constants α0 = α0(n,N, p) ∈ (0,1) and c = c(n,N, p)  1 such that
the following holds:Whenever h ∈ W 1,p(U ,RN ) is p-harmonic on U and BR(x0) U then for any r ∈ (0, R]
there holds
sup
R/2(x0)
|Dh|p  c −
∫
BR (x0)
|Dh|p dx (2.22)
and
−
∫
Br(x0)
∣∣VHx0,r (Dh − Hx0,r)∣∣2 dx c( rR
)2α0
−
∫
BR (x0)
∣∣VHx0,R (Dh − Hx0,R)∣∣2 dx, (2.23)
where Hx0, ∈RNn,  > 0, is deﬁned by{Hx0, = (Dh)x0, if p  2,
V0(Hx0,) =
(
V0(Dh)
)
x0,
if p < 2.
(2.24)
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Later on, we are going to compare in the non-degenerate case the minimizer of our integral func-
tional with solutions to constant coeﬃcient elliptic systems. In the case p  2 this will be achieved
by the following version of the A-harmonic approximation lemma which can be retrieved from the
corresponding parabolic version in [15, Lemma 3.2], cf. [4, Lemma 2.1] after a scaling argument (i.e.
one applies the lemma to w˜ ≡ w/γ instead of w; note that the lemma holds trivially if γ = 0). In
the case p = 2 the lemma was initially proved in [16, Lemma 3.3].
Lemma 2.11. Let 0< ν  L and p  2 be given. For every ε > 0, there are constants δ0 = δ0(n,N, p, ν, L, ε) ∈
(0,1] and c = c(n, p) 1 such that the following holds: Assume that γ ∈ [0,1] and that A is a bilinear form
on RNn satisfying (2.20). Furthermore, let w ∈ W 1,p(B(x0),RN ) be an approximately A-harmonic map in
the sense that there holds ∣∣∣∣ −∫
B(x0)
A(Dw, Dϕ)dx
∣∣∣∣ δ0γ sup
B(x0)
|Dϕ| (2.25)
for all ϕ ∈ C∞0 (B(x0),RN ) that satisﬁes
−
∫
B(x0)
∣∣V1(Dw)∣∣2 dx γ 2. (2.26)
Then there exists an A-harmonic map h ∈ C∞(B/2(x0),RN ) satisfying
−
∫
B/2(x0)
∣∣V1(Dh)∣∣2 dx cγ 2
and
−
∫
B/2(x0)
∣∣∣∣V1(w − h/2
)∣∣∣∣2 dx εγ 2. (2.27)
The following variant of the A-harmonic approximation lemma shall be used in the sub-quadratic
case 1 < p < 2 and can be retrieved from [12, Lemma 6] (after a scaling argument, i.e. applying the
lemma with w˜ ≡ w/γ instead of w and taking into account that c(p)−1|V (·)| |W (·)| c(p)|V (·)|).
Lemma 2.12. Let 0 < ν  L and 1 < p < 2 be given. For every ε > 0, there are constants δ0 =
δ0(n,N, p, ν, L, ε) ∈ (0,1] and c = c(n, p)  1 such that the following holds: Assume that γ ∈ [0,1] and
A is a bilinear form on RNn satisfying (2.20). Furthermore, let w ∈ W 1,p(B(x0),RN ) be an approxi-
mately A-harmonic map in the sense of (2.25) satisfying (2.26). Then there exists an A-harmonic map
h ∈ C∞(B/2(x0),RN ) satisfying
−
∫
B/2(x0)
∣∣V1(γ −1Dh)∣∣2 dx c
(respectively h ≡ 0 in the case γ = 0) and (2.27).
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proximate “almost p-harmonic functions” by p-harmonic functions.
Lemma 2.13. For any ε > 0 there exists a positive constant δ0 ∈ (0,1], depending only on n,N, p, ε, such that
the following is true: whenever w ∈ W 1,p(B(x0),RN ) with
−
∫
B(x0)
|Dw|p dx 1
is approximatively p-harmonic in the sense that
∣∣∣∣ −∫
B(x0)
|Dw|p−2Dw · Dϕ dx
∣∣∣∣ δ0 sup
B(x0)
|Dϕ|
holds for all ϕ ∈ C10(B(x0),RN ), then there exists a p-harmonic function h ∈ W 1,p(B(x0),RN ) such that
−
∫
B(x0)
|Dh|p dx 1 and −
∫
B(x0)
∣∣∣∣w − h
∣∣∣∣p dx ε.
2.7. Ekeland’s variational principle
The following version of Ekeland’s variational principle will be used for the construction of suit-
able comparison maps within the linearization procedure. A proof can be found e.g. in [20, Theo-
rem 5.6].
Lemma 2.14. Let (X,d) be a complete metric space, and assume that G : X → [0,∞] is not identically ∞
and lower semicontinuous with respect to the metric topology on X. If for some u ∈ X and some κ > 0, there
holds
G(u) inf
X
G + κ,
then there exists v ∈ X with the properties
d(u, v) 1 and G(v) G(w) + κd(v,w) ∀w ∈ X .
3. Partial continuity
This section is devoted to the proof of the main result.
3.1. Caccioppoli inequality and higher integrability
We ﬁrst state a zero order Caccioppoli inequality. Thereby it is crucial that no additive constant
appears on the right-hand side of the Caccioppoli inequality. For the sake of completeness we give
the proof, although it can essentially be deduced from the one of [20, Theorem 6.5].
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W 1,p(Ω,RN ) is a minimizer of the functional (1.1), under the assumption (1.2)1 . Then, for any u0 ∈ RN and
x0 ∈ Ω and all radii 0<  < dist(x0, ∂Ω) and r ∈ [2 ,) there holds:
−
∫
Br(x0)
|Du|p dx c −
∫
B(x0)
∣∣∣∣u − u0 − r
∣∣∣∣p dx.
Proof. For the sake of brevity we write Bs ≡ Bs(x0) for any s > 0. For radii r  s < t   we choose
a standard cut-off function η ∈ C∞0 (Bt , [0,1]) with η ≡ 1 on Bs and |Dη| 2t−s . Then, we deﬁne the
function ϕ := η(u − u0) ∈ W 1,p0 (Bs,RN ). Using (1.2)1 and the fact that Dϕ ≡ Du on Bs we obtain
ν
∫
Bt
|Dϕ|p dx 
∫
Bt
f (x,u, Dϕ) − f (x,u,0)dx
=
∫
Bt
f (x,u, Du) − f (x,u,0)dx+
∫
Bt\Bs
f (x,u, Dϕ) − f (x,u, Du)dx
=: I + II, (3.1)
with the obvious meaning of I and II. For the estimate of I we use the minimality of u, (2.12) and
the fact that Du − Dϕ ≡ 0 on Bs . This leads us to
I 
∫
Bt
f (x,u, Du − Dϕ) − f (x,u,0)dx
 L
∫
Bt\Bs
|Du − Dϕ|p dx c(p)L
∫
Bt\Bs
|Du|p + |Dϕ|p dx.
Using (2.12) again we estimate II as follows:
II c(p)L
∫
Bt\Bs
|Du|p + |Dϕ|p dx.
Joining the preceding estimates for I and II with (3.1) we arrive at
ν
∫
Bt
|Dϕ|p dx c(p)L
∫
Bt\Bs
|Du|p + |Dϕ|p dx.
Recalling that Dϕ ≡ Du on Bs and Dϕ  c[Du + | u−u0t−s |] this leads us to
∫
Bs
|Du|p dx cˆ(p, L/ν)
∫
Bt\Bs
|Du|p +
∣∣∣∣u − u0t − s
∣∣∣∣p dx.
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∫
Bs
|Du|p dx and divide by cˆ+1.
This yields
∫
Bs
|Du|p dx ϑ
∫
Bt
|Du|p +
∣∣∣∣u − u0t − s
∣∣∣∣p dx,
with ϑ = cˆ
cˆ+1 < 1 depending only on p, L/ν . At this point the asserted Caccioppoli inequality imme-
diately follows from the iteration Lemma 2.6. 
From Lemma 3.1 we deduce in a standard way with the help of Gehring’s Lemma the following
higher integrability result.
Lemma 3.2. Let p > 1. There exist an exponent q0 = q0(n,N, p, L/ν) > p and a constant c = c(n,N, p, L/ν)
such that the following holds. Assume that u ∈ W 1,p(Ω,RN ) is a minimizer of the variational functional (1.1)
where the assumptions (1.2)1 are in force. Then, u ∈ W 1,q0loc (Ω,RN ). Moreover, for any x0 ∈ Ω and all radii
0<  < dist(x0, ∂Ω) and r ∈ [2 ,) the quantitative estimate
−
∫
Br(x0)
|Du|q dx c
(

 − r
) n(q−p)
p
(
−
∫
B(x0)
|Du|p dx
) q
p
holds, for all q ∈ (0,q0].
Furthermore, we will need the following global higher integrability result.
Lemma 3.3. Let p > 1 and u ∈ W 1,q0(Br(x0),RN ) for some q0 > p. Then there exist an exponent q =
q(n,N, p, L/ν,q0) ∈ (p,q0] and a constant c = c(n,N, p, L/ν) such that there holds: Whenever v ∈ u +
W 1,p0 (Br(x0),R
N ) is a minimizer of the integral functional G[v] := ∫BR (x0) g(Dv)dx with a C1-integrand
g :RNn →R satisfying the growth assumptions
ν|ξ |p  g(ξ) L(1+ |ξ |)p and ∣∣Dg(ξ)∣∣ L|ξ |p−1
for all ξ ∈RNn, then we have v ∈ W 1,q(Br(x0),RN ) and moreover,
−
∫
Br(x0)
|Dv|q dx c
(
−
∫
Br(x0)
|Dv|p dx
) q
p
+ c
(
−
∫
Br(x0)
|Du|q0 dx
) q
q0
.
Remark 3.4. We now ﬁx the exponent q0 = q0(n,N, p, L/ν) > p from Lemma 3.2. From now on we
shall denote by q = q(n,N, p, L/ν) ∈ (p,q0] the exponent determined by Lemma 3.3 applied with the
exponent q0.
The crucial point in the following Caccioppoli inequality is based on the fact that the constant
appearing on the right-hand side depends only upon the structural constants of the elliptic system,
but is independent from |D|, where  :Rn → RN is any aﬃne function. Later on, we will apply
this inequality with the minimizing aﬃne function  = x0,r :Rn → RN introduced in the deﬁni-
tion (2.14).
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u ∈ W 1,p(Ω,RN ) is a minimizer of the functional (1.1), under the assumptions (1.2)–(1.6) and  :Rn → RN
is an aﬃne function, then for any ball B(x0) ⊆ Ω with  0 there holds:
−
∫
B/2(x0)
∣∣V |D|(Du − D)∣∣2 dx
 c −
∫
B(x0)
∣∣∣∣V |D|(u − 
)∣∣∣∣2 dx+ c|D|p[ω( −∫
B(x0)
∣∣u − (x0)∣∣+ |u − |dx) q−pq + V () q−pq ],
where q is the exponent determined by Remark 3.4.
Proof. Without loss of generality we assume x0 = 0. For radii 2  r < s < t  34 with s := r+t2 we
choose a standard cut-off function η ∈ C∞0 (Bs, [0,1]) with η ≡ 1 on Br and |Dη| 2s−r = 4t−r on Bs .
With these choices we deﬁne the functions ϕ := η(u − ) ∈ W 1,p0 (Bs,RN ) and ψ := (1 − η)(u − ) ∈
W 1,p(Bs,RN ). From the quasi-convexity (1.3) we obtain for any y ∈ Bs that
ν
∫
Bs
(|D| + |Dϕ|)p−2|Dϕ|2 dx

∫
Bs
[
f
(
y, (0), D + Dϕ(x))− f (y, (0), D)]dx.
Integrating the preceding inequality with respect to y over Bs , taking mean values and ﬁnally applying
Fubini’s theorem yields
ν
∫
Bs
(|D| + |Dϕ|)p−2|Dϕ|2 dx
−
∫
Bs
∫
Bs
[
f
(
y, (0), D + Dϕ(x))− f (y, (0), D)]dxdy
=
∫
Bs
[(
f
(·, (0), D + Dϕ(x)))s − ( f (·, (0), D))s]dx
= I1 + I2 + I3 + I4 + I5 + I6 + I7, (3.2)
where we have abbreviated (note that  + ϕ = u − ψ ):
I1 :=
∫
Bs
[(
f
(·, (0), Du(x) − Dψ(x)))s − ( f (·, (0), Du(x)))s]dx,
I2 :=
∫
Bs
[(
f
(·, (0), Du(x)))s − ( f (·,u(x), Du(x)))s]dx,
I3 :=
∫
B
[(
f
(·,u(x), Du(x)))s − f (x,u(x), Du(x))]dx,s
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∫
Bs
[
f
(
x,u(x), Du(x)
)− f (x,u(x) − ϕ(x), Du(x) − Dϕ(x))]dx,
I5 :=
∫
Bs
[
f
(
x,u(x) − ϕ(x), D + Dψ(x))− f (x, (0), D + Dψ(x))]dx,
I6 :=
∫
Bs
[
f
(
x, (0), D + Dψ(x))− ( f (·, (0), D + Dψ(x)))s]dx,
I7 :=
∫
Bs
[(
f
(·, (0), D + Dψ(x)))s − ( f (·, (0), D))s]dx.
In the following we will infer bounds for the terms I1–I7. First, we observe that the minimizing
property of u yields I4  0. From the deﬁnition of the partial mean of f with respect to the ﬁrst
variable and the continuity assumption (1.6) with respect to the second one, we obtain
I2 =
∫
Bs
−
∫
Bs
[
f
(
y, (0), Du(x)
)− f (y,u(x), Du(x))]dy dx
 L
∫
Bs
ω
(∣∣u − (0)∣∣)|Du|p dx,
while in a similar way we infer from (1.4) that
I3 
∫
Bs
v0(·, s)|Du|p dx.
For the estimate of I5, we use the continuity property (1.6) as well as |ϕ| |u − | and the choice of
η to ﬁnd that
I5  L
∫
Bs
ω
(∣∣u − ϕ − (0)∣∣)|D + Dψ |p dx
 c(p)L
∫
Bs
ω
(∣∣u − (0)∣∣+ |u − |)(|D| + |Du| + ∣∣∣∣u − t − s
∣∣∣∣)p dx.
In order to bound U := u−t−s in terms of V |D|(U) and |D| we distinguish the cases when |U | |D|
and |U | < |D|. Using that we have |U |p  2|V |D|(U)|2 in the ﬁrst case while |U |p  |D|p in the
second one, we observe that ∣∣∣∣u − t − s
∣∣∣∣p  2∣∣∣∣V |D|(u − t − s
)∣∣∣∣2 + |D|p. (3.3)
Keeping in mind that ω 1 this leads us to
I5  c
∫
B
∣∣∣∣V |D|(u − t − s
)∣∣∣∣p dx+ c ∫
B
ω
(∣∣u − (0)∣∣+ |u − |)(|D| + |Du|)p dx,s s
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follows:
I6 
∫
Bs
v0(·, s)|D + Dψ |p dx
 c
∫
Bs
∣∣∣∣V |D|(u − t − s
)∣∣∣∣p dx+ c ∫
Bs
v0(·, s)
(|D| + |Du|)p dx,
for a constant c = c(p). It remains to consider the terms I1 and I7 which can be combined to
I7 + I1 =
∫
Bs
−
∫
Bs
1∫
0
〈
Dξ f
(
y, (0), D + τ Dψ(x))− Dξ f (y, (0), D), Dψ(x)〉dτ dy dx
+
∫
Bs
−
∫
Bs
1∫
0
〈
Dξ f
(
y, (0), D
)− Dξ f (y, (0), Du(x) − (1−τ )Dψ(x)), Dψ(x)〉dτ dy dx
=: I ′7 + I ′1,
with the obvious meaning of I ′7 and I ′1. For the estimate of I ′7 we use (2.9), (2.8) and the fact that
Dψ ≡ 0 on Br to infer
I ′7  c(p)L
∫
Bs
1∫
0
(|D|2 + τ 2|Dψ |2) p−22 τ |Dψ |2 dτ dx
 c(p)L
∫
Bs\Br
∣∣V |D|(Dψ)∣∣2 dx.
To estimate I ′1 we proceed in a similar way. We ﬁrst recall that Du − (1− τ )Dψ = D + Dϕ + τ Dψ .
Then, we use (2.9) and the fact that Dψ ≡ 0 on Br . Finally, we apply Young’s inequality (2.4) for V |D| ,
the triangle inequality from (2.5) and the fact that τ → |V |D|(τ B)| is increasing. This leads us to
I ′1  c(p)L
∫
Bs
1∫
0
(|D|2 + |Dϕ + τ Dψ |2) p−22 |Dϕ + τ Dψ |dτ |Dψ |dx
 c(p)L
∫
Bs\Br
1∫
0
∣∣V |D|(Dψ)∣∣2 + ∣∣V |D|(Dϕ + τ Dψ)∣∣2 dτ dx
 c(p)L
∫
Bs\Br
∣∣V |D|(Dψ)∣∣2 + ∣∣V |D|(Dϕ)∣∣2 dx.
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∣∣V |D|(Dϕ)∣∣ c(p)[∣∣V |D|(η(Du − D))∣∣+ ∣∣V |D|(∇η ⊗ (u − ))∣∣]
 c(p)
[∣∣V |D|(Du − D)∣∣+ ∣∣∣∣V |D|(u − t − r
)∣∣∣∣],
and similarly:
∣∣V |D|(Dψ)∣∣ c(p)[∣∣V |D|(Du − D)∣∣+ ∣∣∣∣V |D|(u − t − r
)∣∣∣∣],
so that
I1 + I7 = I ′1 + I ′7  c
∫
Bs\Br
∣∣V |D|(Du − D)∣∣2 dx+ c ∫
Bs
∣∣∣∣V |D|(u − t − r
)∣∣∣∣2 dx,
where c = c(p, L). Finally, we observe that since ϕ = u −  on Br , the left-hand side of (3.2) can be
bounded from below by
ν
∫
Bs
(|D| + |Dϕ|)p−2|Dϕ|2 dx ν ∫
Br
(|D| + |Du − D|)p−2|Du − D|2 dx
 ν
2
∫
Br
∣∣V |D|(Du − D)∣∣2 dx.
Joining the preceding estimate and the bounds for I1–I7 with (3.2) and keeping in mind that I4  0
and s ∈ [2 ,], we infer∫
Br
∣∣V |D|(Du − D)∣∣2 dx
 cˆ
∫
Bs\Br
∣∣V |D|(Du − D)∣∣2 dx+ cˆ ∫
BR
∣∣∣∣V |D|(u − t − r
)∣∣∣∣2 dx
+ cˆ
∫
Bs
(
ω
(∣∣u − (0)∣∣+ |u − |)+ v0(·, s))(|D| + |Du|)p dx,
with a constant cˆ > 0 depending only on p, ν , L. Now we add cˆ times the left-hand side to both sides
of the estimate and divide by 1+ cˆ. This yields∫
Br
∣∣V |D|(Du − D)∣∣2 dx
 ϑ
∫
Bs
∣∣V |D|(Du − D)∣∣2 dx+ ∫
B
∣∣∣∣V |D|(u − t − r
)∣∣∣∣2 dx
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∫
Bs
(
ω
(∣∣u − (0)∣∣+ |u − |)+ v0(·, s))(|D| + |Du|)p dx
=: II1 + II2 + II3, (3.4)
where ϑ := cˆ1+cˆ ∈ (0,1). Our next aim is to bound the term II3 further. This is achieved with the help
of Hölder’s inequality, the bounds ω  1 and v0  2L, the concavity of ω, Jensen’s inequality and the
higher integrability estimate from Lemma 3.2 as follows:
II3  c|Bs|
(
−
∫
B
ω
(∣∣u − (0)∣∣+ |u − |) qq−p dx+ −∫
Bs
v0(·, s)
q
q−p dx
) q−p
q
·
(
−
∫
Bs
|D|q + |Du|q dx
) p
q
 c
(
t
t − r
)β
sn
[
ω
(
−
∫
B
∣∣u − (0)∣∣+ |u − |dx) q−pq + V (s) q−pq ]
· −
∫
Bt
|D|p + |Du|p dx
 c
β
(t − r)β · B,
where β := n q−pp and c = c(n,N, p, ν, L) and
B :=
[
ω
(
−
∫
B
∣∣u − (0)∣∣+ |u − |dx) q−pq + V () q−pq ] · ∫
B3/4
|D|p + |Du|p dx.
Here we enlarged in the ﬁrst and in the last step the domain of integration from Bs to B , respectively
from Bt to B3/4. Combining the preceding estimate with (3.4), we arrive at∫
Br
∣∣V |D|(Du − D)∣∣2 dx
 ϑ
∫
Bt
∣∣V |D|(Du − D)∣∣2 dx+ c ∫
B
∣∣∣∣V |D|(u − t − r
)∣∣∣∣2 dx+ cβ(t − r)β · B,
and this estimate holds for arbitrary radii r, t with 2  r < t  3/4. We note that the constant c
depends only on n, N , p, ν , L and ϑ < 1. Therefore, we may apply Lemma 2.2 to infer
∫
B/2
∣∣V |D|(Du − D)∣∣2 dx c ∫
B
∣∣∣∣V |D|(u − 
)∣∣∣∣2 dx+ cB.
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cioppoli inequality from Lemma 3.1 and (3.3) with  instead of t–s yielding that∫
B3/4
|Du|p dx c
∫
B
∣∣∣∣u − (0)
∣∣∣∣p dx
 c
[ ∫
B
∣∣∣∣u − 
∣∣∣∣p dx+ |D|p]
 c(p, L/ν)
[ ∫
B
∣∣∣∣V |D|(u − 
)∣∣∣∣2 dx+ |D|p].
Joining this with the second last inequality and using ω 1 as well as V (R) 2L we ﬁnally arrive at∫
B/2
∣∣V |D|(Du − D)∣∣2 dx
 c
∫
B
∣∣∣∣V |D|(u − 
)∣∣∣∣2 dx
+ cn|D|p
[
ω
(
−
∫
B
∣∣u − (0)∣∣+ |u − |dx) q−pq + V () q−pq ],
where c = c(n,N, p, ν, L). Taking means on both sides of the preceding inequality we deduce the
desired Caccioppoli inequality. 
Later on, the Caccioppoli inequality will be applied with the choice  ≡ x0, , where x0, :
R
n →RN is the aﬃne function deﬁned in (2.14). This motivates the deﬁnition of the following excess
functionals. For x0 ∈ Ω ,  ∈ (0,dist(x0, ∂Ω)) we set
Φ(x0,) ≡ Φ(x0,, x0,) := −
∫
B(x0)
∣∣∣∣V |Dx0, |(u − x0,
)∣∣∣∣2 dx (3.5)
and
Ψα(x0,) := −αp −
∫
B(x0)
∣∣u − (u)x0,∣∣p dx, for α ∈ [0,1]. (3.6)
Moreover, we deﬁne the following hybrid excess functional:
Φ∗(x0,) := Φ(x0,) + |Dx0,|pH(x0,)min{1−
1
p ,
1
p }, (3.7)
where
H(x0,) := ω
(
Ψ0(x0,)
1
p
) q−p
q + V () q−pq . (3.8)
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writing for instance Φ() ≡ Φ(0,). The reason for using the exponent min{1 − 1p , 1p } of H in the
deﬁnition of Φ∗ , which does not appear in the Caccioppoli inequality, will become clear during the
linearization procedure in Lemma 3.9 (see estimate (3.21)).
With the preceding deﬁnitions we can re-formulate the Caccioppoli 3.1 as follows.
Corollary 3.6. Under the assumptions of Lemma 3.5, there exists a constant c = c(n,N, p, ν, L) 1 such that
there holds
−
∫
B/2(x0)
∣∣V |Dx0, |(Du − Dx0,)∣∣2 dx cΦ∗(x0,). (3.9)
Proof. Recalling from (2.15) that x0,(x0) = (u)x0, and using (2.17) with the choices A = 0 and
ξ = (u)x0, and Hölder’s inequality we obtain
−
∫
B(x0)
|u − x0,|dx −
∫
B(x0)
∣∣u − (u)x0,∣∣dx+ |Dx0,| (n+ 3)Ψ0(x0,) 1p .
Joining this with the Caccioppoli inequality from Lemma 3.5 and using the sub-linearity of the concave
function ω we get
−
∫
B/2(x0)
∣∣V |Dx0, |(Du − Dx0,)∣∣2 dx cΦ(x0,) + c|Dx0,|pH(x0,).
Since ω 1 and V  2L we have H(x0,) 1+ (2L)
q−p
q and hence
H(x0,)
(
1+ (2L) q−pq )max{ 1p ,1− 1p }H(x0,)min{1− 1p , 1p }.
Inserting this above and recalling the deﬁnition of Φ∗ , this proves the claim. 
3.2. Approximate A-harmonicity and p-harmonicity
The aim of this section is to provide two different linearization strategies for the minimization
problem. We will show that on the one hand the minimizer is an almost A-harmonic function (see
Lemma 3.9), and on the other hand it is an almost p-harmonic function (see Lemma 3.11). Later on,
these results will be the starting point for the application of the A-harmonic approximation lemma,
respectively the p-harmonic approximation lemma.
In the course of the proofs of these two lemmas we will need suitable comparison functions. These
will be constructed with the help of Ekeland’s variational principle in the following lemma.
Lemma 3.7. Let p > 1 and assume that u ∈ W 1,p(Ω,RN ) is a minimizer of the functional (1.1), under the
assumptions (1.2)–(1.6). Furthermore, let B(x0) ⊆ Ω with   0 and abbreviate
g(ξ) ≡ gx0,(ξ) :=
(
f
(·, (u)x0,, ξ))x0, for all ξ ∈RNn. (3.10)
Then there exists a minimizer v ∈ u + W 1,p0 (B/2(x0),RN ) of the functional
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∫
B/2(x0)
g(Dw)dx+ K (x0,)1−
1
p
(
−
∫
B/2(x0)
|Dv − Dw|p dx
) 1
p
,
that satisﬁes
−
∫
B/2(x0)
|Dv − Du|p dx cp∗ K (x0,), (3.11)
with a constant c∗ = c∗(n,N, p, ν, L). Here, we abbreviated
K (x0,) := H(x0,)Ψ1(x0,), (3.12)
where Ψα(x0,), for α ∈ [0,1] is deﬁned in (3.6) and H(x0,) in (3.8).
Remark 3.8. Later on we shall make use of the minimality property of v , i.e.
G˜[v] G˜[v + ϕ] for all ϕ ∈ C∞0
(
B/2,R
N) (3.13)
in the following way. Taking the derivative with respect to t at 0 from above and below in:
G˜[v + tϕ] = −
∫
B/2
g(Dv + tDϕ)dx+ |t|K ()1− 1p
(
−
∫
B/2
|Dϕ|p dx
) 1
p
,
the minimality property (3.13) ensures that v also satisﬁes the following associated Euler–Lagrange
variational inequality:
∣∣∣∣ −∫
B/2
〈
Dg(Dv), Dϕ
〉
dx
∣∣∣∣ K ()1− 1p ( −∫
B/2
|Dϕ|p dx
) 1
p
, (3.14)
for all ϕ ∈ C∞0 (B/2,RN).
Proof of Lemma 3.7. For simplicity we assume that x0 = 0. First, we recall that from the Caccioppoli
inequality of Lemma 3.1 we have
−
∫
B3/4
|Du|p dx c−
∫
B
∣∣∣∣u − (u)
∣∣∣∣p dx= c(p, L/ν)Ψ1(). (3.15)
By v˜ ∈ u + W 1,p0 (B/2,RN ) we denote a minimizer of the functional
G[v] := −
∫
B/2
g(Dv)dx
in the Dirichlet class u + W 1,p0 (B/2,RN ), which can be constructed by the direct method, using the
assumptions (1.2) and (1.3). Using the minimality of v˜ , the growth condition (1.2)1 and (2.12) we
obtain
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∫
B/2
|Dv˜|p dx 1
ν
−
∫
B/2
g(Dv˜) − g(0)dx
 1
ν
−
∫
B/2
g(Du) − g(0)dx c(p)L
ν
−
∫
B/2
|Du|p dx. (3.16)
Together with Poincaré’s inequality and (3.15) this yields
−
∫
B/2
∣∣v˜ − (u)∣∣p dx 2p−1 −∫
B/2
|v˜ − u|p + ∣∣v˜ − (u)∣∣p dx
 cp −
∫
B/2
|Dv˜|p + |Du|p dx cpΨ1() = cΨ0(), (3.17)
for a constant c = c(n, p, ν, L) 1. Moreover, the application of Lemmas 3.2 and 3.3 and the estimates
(3.16) and (3.15) yield the following higher integrability result(
−
∫
B/2
|Dv˜|q dx
) p
q
 c −
∫
B3/4
|Du|p dx cΨ1(), (3.18)
where c = c(n,N, p, ν, L) and q = q(n,N, p, ν, L) > p denotes the exponent determined in Remark 3.4.
Now, we want to show that u is in some sense an almost minimizer of the functional G . To this
aim we use the minimality of u and the assumptions (1.6) and (1.4) to infer
−
∫
B/2
f (x,u, Du)dx− G[v˜] −
∫
B/2
f (x, v˜, Dv˜)dx− G[v˜]
= −
∫
B/2
f (x, v˜, Dv˜) − ( f (·, v˜, Dv˜))

dx
+ −
∫
B/2
[(
f (·, v˜, Dv˜))

− ( f (·, (u), Dv˜))]dx
 c(L) −
∫
B/2
[
v0(·,) +ω
(∣∣v˜ − (u)∣∣)]|Dv˜|p dx.
Using Hölder’s inequality, the bounds ω  1 and v0  2L, the concavity and sub-linearity of ω, and
ﬁnally (3.17), (3.18) and Hölder’s inequality we obtain from the preceding estimate
−
∫
B/2
f (x,u, Du)dx− G[v˜]
 c
[
ω
(
−
∫
B/2
∣∣v˜ − (u)∣∣dx) q−pq + V () q−pq ]( −∫
B/2
|Dv˜|q dx
) p
q
 c
[
ω
(
Ψ0()
1
p
) q−p
q + V () q−pq ]Ψ1() = cK (),
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G[u] − −
∫
B/2
f (x,u, Du)dx
= −
∫
B/2
[(
f
(·, (u), Du))r − f (x, (u), Du)]dx+ −∫
B/2
[
f
(
x, (u), Du
)− f (x,u, Du)]dx
 c
[
ω
(
−
∫
B/2
∣∣u − (u)∣∣dx) q−pq + V () q−pq ]( −∫
B/2
|Du|q dx
) p
q
 c
[
ω
(
Ψ0()
1
p
) q−p
q + V () q−pq ] −∫
B3/4
|Du|p dx
 c
[
ω
(
Ψ0()
1
p
) q−p
q + V () q−pq ]Ψ1() = cK (),
where c depends only upon n, N , p, ν , L and q. Adding the last two estimates and recalling the
minimality of v˜ , we conclude
G[u] G[v˜] + c∗K () = min
u+W 1,p0 (B/2,RN )
G + c∗K (),
with some constant c∗ = c∗(n,N, p, ν, L,q). Due to the dependency of q upon the structural parame-
ters n, N , p, ν and L, this amounts to the dependencies of c∗ on n, N , p, ν and L. Now we deﬁne the
metric
d(v1, v2) := 1
c∗
(
1
K ()
−
∫
B/2
|Dv1 − Dv2|p dx
) 1
p
for v1, v2 ∈ X := u + W 1,p0 (B/2,RN). The application of Ekeland’s variational principle stated in
Lemma 2.14, with the choice κ = c∗K () yields the existence of a function v ∈ u + W 1,p0 (B/2,RN)
with the desired properties. 
We are now in the position to prove the approximate A-harmonicity of a minimizer to (1.1). Later
on, this will be the starting point for the application of the A-harmonic approximation lemma.
Lemma 3.9. For p > 1 there exists a constant c = c(n,N, p, ν, L) 1 such that the following holds: Assume
that u ∈ W 1,p(Ω,RN ) is a minimizer of the functional (1.1), under the assumptions (1.2)–(1.7) and that for a
ball B(x0) ⊆ Ω the smallness assumptions
Φ(x0,) |Dx0,|p and   0 (3.19)
are satisﬁed. Then, u is approximately A-harmonic on the ball B/2(x0) in the sense that
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B/2(x0)
A(Du − Dx0,, Dϕ)dx
∣∣∣∣
 c|Dx0,|
[
Φ∗(x0,)
|Dx0,|p
] 1
2
[
ω˜
(√
Φ∗(x0,)
|Dx0,|p
)
+ Φ∗(x0,)|Dx0,|p
] 1
2
sup
B/2(x0)
|Dϕ|
holds for all ϕ ∈ C∞0 (B/2(x0),RN ). Here we used the short-hand notation
A := D
2g(Dx0,)
|Dx0,|p−2
≡ (D
2
ξ f (·, (u)x0,, Dx0,))x0,
|Dx0,|p−2
.
Remark 3.10. We point out that by (1.2)2 and (1.3), the bilinear form A on RNn satisﬁes the el-
lipticity and boundedness conditions (2.20). Note that the above ellipticity condition (2.20)1 in the
sense of Legendre–Hadamard holds because the quasi-convexity condition (1.3) implies rank-one-
convexity, cf. [20, Proposition 5.2]. Thus, A satisﬁes the assumptions of the A-harmonic approxi-
mation Lemma 3.9.
Proof of Lemma 3.9. For convenience in notation, we assume once again x0 = 0. Moreover, we assume
without loss of generality that |Dϕ| 1 on B/2. We deﬁne g , K and c∗ = c∗(n,N, p, ν, L) according
to Lemma 3.7. The application of the lemma together with Remark 3.8 yields a function v ∈ u +
W 1,p0 (B/2,R
N ) satisfying (3.11) and (3.14).
Next, we want to infer a bound for the term Ψ1() appearing in the deﬁnition of K () in (3.12)
in terms of |D|p . For this aim we ﬁrst recall that (0) = (u) to infer
Ψ1() = −
∫
B
∣∣∣∣u − (0)
∣∣∣∣p dx 2p−1[−∫
B
∣∣∣∣u − 
∣∣∣∣p dx+ |D|p].
Using (2.7) and the assumption (3.19) we obtain for the ﬁrst term on the right-hand side of the
preceding inequality (recall the deﬁnition of χp<2 in (2.2))
−
∫
B
∣∣∣∣u − 
∣∣∣∣p dx c[−∫
B
∣∣∣∣V |D |(u−
)∣∣∣∣2 +χp<2|D| p(2−p)2 ∣∣∣∣V |D |(u−
)∣∣∣∣p dx]
 c
[
Φ(,) +χp<2|D| p(2−p)2 Φ(,) p2
]
 c(p)|D|p .
Joining this with the second last inequality we obtain
Ψ1() c(p)|D|p. (3.20)
Using (3.20) and recalling the deﬁnitions of K () and Φ∗() in (3.12) and (3.7) we infer for θ 
min{1− 1p , 1p } that
K ()θ  c|D|θ p
[
ω
(
Ψ0()
1
p
) q−p
q + V () q−pq ]θ
= c|D|p(θ−1)|D|p
[
ω
(
Ψ0()
1
p
) q−p
q + V () q−pq ]θ
 c(p)|D|p(θ−1)Φ∗(). (3.21)
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of A and
1∫
0
D2g
(
D + s(Dv − D)
)
(Dv − D)ds = Dg(Dv) − Dg(D)
as well as
−
∫
B/2
〈
Dg(D), Dϕ
〉
dx= 0
we now re-write
−
∫
B/2
A(Du − D, Dϕ)dx
= −
∫
B/2
A(Du − Dv, Dϕ)dx
+ 1|D|p−2 −
∫
B/2
1∫
0
〈[
D2g(D) − D2g
(
D + s(Dv−D)
)]
(Dv − D), Dϕ
〉
dsdx
+ 1|D|p−2 −
∫
B/2
〈
Dg(Dv), Dϕ
〉
dx
=: I + II + III, (3.22)
with the obvious labeling of I–III. For the estimate of the ﬁrst term we use |Dϕ| 1, (2.20), Hölder’s
inequality, (3.11) and (3.21) with the choice θ = 1p to infer that
|I| L −
∫
B/2
|Du − Dv|dx cK () 1p  c(n,N, p, ν, L)|D| Φ∗()|D|p .
To estimate the second term we use |Dϕ|  1, the deﬁnition of g in (3.10) and the continuity as-
sumption (1.7) for D2ξ f to infer that
|II| L|D|p−2 −
∫
B/2
ω˜
( |Dv − D|
|D|
)
X(·)|Dv − D|dx,
where
X(x) :=
⎧⎨⎩
∫ 1
0 (|D| + |D + s(Dv(x) − D)|)p−2 ds if p  2,∫ 1
0
( |D |+|D+s(Dv(x)−D)|
|D ||D +s(Dv(x)−D )|
)2−p
ds if p < 2.  
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obtain from Lemma 2.4 that X c(p)|D|p−2. Inserting this above yields
|II| c(p)L|D|p−2 −
∫
B/2
ω˜
( |Dv−D|
|D|
)(|D| + χp>2|Dv − D|)p−2|Dv − D|dx.
We now infer pointwise estimates for the integrand distinguishing those points in x ∈ B/2 where
|Dv(x) − D| is smaller, respectively larger than |D|. In the case |Dv − D|  |D| we have
|Dv − D| c(p)|D| 2−p2 |V |D |(Dv − D)| by (2.7), and hence
ω˜
( |Dv − D|
|D|
)(|D| +χp>2|Dv − D|)p−2|Dv − D|
 c(p)ω˜
( |Dv − D|
|D|
)
|D|p−2|Dv − D|
 c(p)|D|p−1ω˜
( |V |D |(Dv − D)|
|D| p2
) |V |D |(Dv − D)|
|D| p2
,
where we also used the sub-linearity of ω˜. On the other hand, in the case |Dv − D| > |D| we
have |Dv − D|p  |V |D |(Dv − D)|2. Using also that ω˜ 1 we ﬁnd
ω˜(. . .)
(|D| +χp>2|Dv − D|)p−2|Dv − D|
 c(p)
[|D|p−2|Dv − D| +χp>2|Dv − D|p−1]
 c(p)|D|p−1 |Dv − D|
p
|D|p  c(p)|D|
p−1 |V |D |(Dv − D)|2
|D|p .
Combining both cases we arrive at
|II| c(p)L|D|
[
−
∫
B/2
ω˜
( |V |D |(Dv − D)|
|D| p2
) |V |D |(Dv − D)|
|D| p2
dx
+ −
∫
B/2
|V |D |(Dv − D)|2
|D|p dx
]
.
With the help of Hölder’s and Jensen’s inequalities (recall that ω˜ 1 is concave) we obtain
|II| c|D|
(
−
∫
B/2
ω˜2
( |V |D |(Dv−D)|
|D| p2
)
dx
) 1
2
(
−
∫
B/2
|V |D |(Dv−D)|2
|D|p dx
) 1
2
+ c|D| −
∫
B/2
|V |D |(Dv − D)|2
|D|p dx
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(
−
∫
B/2
|V |D |(Dv − D)|
|D| p2
dx
) 1
2
(
−
∫
B/2
|V |D |(Dv − D)|2
|D|p dx
) 1
2
+ c|D| −
∫
B/2
|V |D |(Dv − D)|2
|D|p dx,
where c = c(p, L). Now, we use (2.5), (2.7), the Caccioppoli inequality (3.9), (3.11) and (3.21) with the
choice θ = 1 and in the case p > 2 also with θ = 2p to deduce
−
∫
B/2
∣∣V |D |(Dv − D)∣∣2 dx
 c(p) −
∫
B/2
∣∣V |D |(Dv − Du)∣∣2 dx+ c(p) −∫
B/2
∣∣V |D |(Du − D)∣∣2 dx
 c −
∫
B/2
|Dv − Du|p +χp>2|D|p−2|Dv − Du|2 dx+ cΦ∗()
 c
[
c∗K () + χp>2|D|p−2
(
c∗K ()
) 2
p
]+ cΦ∗() cΦ∗(), (3.23)
where c = c(n,N, p, ν, L). Inserting this into the second last inequality and using also Hölder’s in-
equality we arrive at
|II| c(n,N, p, ν, L)|D|
[
ω˜
(√
Φ∗()
|D|p
) 1
2
√
Φ∗()
|D|p +
Φ∗()
|D|p
]
.
For the third term in (3.22), we have from (3.14), |Dϕ|  1 and (3.21) applied with the choice θ =
1− 1p that
|III| K ()
1− 1p
|D|p−2
(
−
∫
B/2
|Dϕ|p dx
) 1
p
 K ()
1− 1p
|D|p−2  c(p)|D|
Φ∗()
|D|p .
Joining the estimates for I–III with (3.22) we conclude that
∣∣∣∣ −∫
B/2
A(Dv − D, Dϕ)dx
∣∣∣∣ c|D|[ Φ∗()|D|p
] 1
2
[
ω˜
(√
Φ∗()
|D|p
)
+ Φ∗()|D|p
] 1
2
,
for a constant c = c(n,N, p, ν, L). This proves the assertion of the lemma. 
The following lemma ensures that any minimizer to (1.1) is in a certain sense approximately p-
harmonic. Later on, this will be the starting point for the application of the p-harmonic approximation
lemma.
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that u ∈ W 1,p(Ω,RN ) is a minimizer of the functional (1.1), under the assumptions (1.2)–(1.6) and (1.8).
Then, u is approximately p-harmonic on any ball B/2(x0) satisfying B(x0) ⊆ Ω in the sense that for any
δ > 0 there holds∣∣∣∣ −∫
B/2(x0)
|Du|p−2Du · Dϕ dx
∣∣∣∣
 cΨ1(x0,)1−
1
p
[
δ + H(x0,)min{1−
1
p ,
1
p } + Ψ1(x0,)
1
p
η(δ)
]
sup
B/2(x0)
|Dϕ|,
for all ϕ ∈ C∞0 (B/2(x0),RN ).
Proof. Again we assume without loss of generality that x0 = 0 and |Dϕ|  1 in B/2. We deﬁne g ,
K and c∗ = c∗(n,N, p, ν, L) according to Lemma 3.7. The application of the lemma together with
Remark 3.8 yields a function v ∈ u + W 1,p0 (B/2,RN ) satisfying (3.11) and (3.14). We now re-write
the considered integral as follows:
−
∫
B/2
|Du|p−2Du · Dϕ dx= −
∫
B/2
[|Du|p−2Du − Dg(Du)] · Dϕ dx
+ −
∫
B/2
[
Dg(Du) − Dg(Dv)] · Dϕ dx
+ −
∫
B/2
Dg(Dv) · Dϕ dx=: I + II + III, (3.24)
with the obvious meaning of I–III. For the estimate of I we ﬁrst recall the deﬁnition of g in (3.10)
and |Dϕ| 1 to see that
|I| −
∫
B/2
∣∣|Du|p−2Du − (Df (·, (u), Du))∣∣dx. (3.25)
We now decompose the domain of integration into the set where |Du|  η(δ) and its complement.
Therefore, we deﬁne
S1 :=
{
x ∈ B/2:
∣∣Du(x)∣∣ η(δ)} and S2 := {x ∈ B/2: ∣∣Du(x)∣∣> η(δ)}.
On S1 we ﬁrst use the assumption that Df behaves like the p-Laplacian at the origin, in the form
(2.13). Subsequently we use Hölder’s inequality and Caccioppoli’s inequality from Lemma 3.1 to de-
duce
1
|B/2|
∫
S1
∣∣|Du|p−2Du − (Df (·, (u), Du))∣∣dx
 δ −
∫
B/2
|Du|p−1 dx δ
(
−
∫
B/2
|Du|p dx
)1− 1p
 cδΨ1()1−
1
p , (3.26)
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|S2| 1
η(δ)p
∫
B/2
|Du|p dx,
which together with Hölder’s inequality and the Caccioppoli inequality from Lemma 3.1 leads us to
1
|B/2|
∫
S2
∣∣|Du|p−2Du − (Df (·, (u), Du))∣∣dx
 L + 1|B/2|
∫
S2
|Du|p−1 dx L + 1|B/2| |S2|
1
p
( ∫
B/2
|Du|p dx
)1− 1p
 L + 1
η(δ)
−
∫
B/2
|Du|p dx c
η(δ)
Ψ1(), (3.27)
where c = c(p, ν, L). Inserting (3.26) and (3.27) into (3.25) we ﬁnd
|I| c(p, ν, L)
[
δΨ1()
1− 1p + Ψ1()
η(δ)
]
.
We now start considering the second term in (3.24). Recalling the deﬁnition of g and |Dϕ| 1 and
using (2.9) we obtain
|II| c −
∫
B/2
(|Du|2 + |Dv − Du|2) p−22 |Dv − Du|dx
 c(p, L) −
∫
B/2
|Dv − Du|p−1 + χp>2|Du|p−2|Dv − Du|dx.
We proceed to estimate the right-hand side by the use of Hölder’s inequality, (3.11) and the Cacciop-
poli inequality from Lemma 3.1 to infer
|II| c
(
−
∫
B/2
|Dv − Du|p dx
)1− 1p
+ χp>2c
(
−
∫
B/2
|Du|p dx
) p−2
p
(
−
∫
B/2
|Dv − Du|p dx
) 1
p
 cK ()1−
1
p + χp>2c
(
−
∫
B/2
|Du|p dx
) p−2
p
K ()
1
p
 c(n,N, p, ν, L)Ψ1()1−
1
p
[
H()1−
1
p + H() 1p ].
Finally, for the estimate of the last term appearing on the right-hand side of (3.24) we use (3.14) to
infer that
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(
−
∫
B/2
|Dϕ|p dx
) 1
p
 K ()1−
1
p = [H()Ψ1()]1− 1p .
Inserting the estimates for I–III into (3.24) we ﬁnally arrive at
∣∣∣∣ −∫
B/2
|Du|p−2Du · Dϕ dx
∣∣∣∣ cΨ1()1− 1p [δ + H()min{1− 1p , 1p } + Ψ1()
1
p
η(δ)
]
,
where c = c(n,N, p, ν, L). This proves the claim. 
3.3. The non-degenerate regime
Now we are in the position to establish excess improvement estimates under certain smallness
conditions. We start with the non-degenerate regime which is characterized by (3.29) below, i.e. the
fact that Φ(x0,) is small compared to |Dx0,|p . The strategy of the proof is to approximate the given
minimizer by A-harmonic functions, for which suitable decay estimates are available from the classi-
cal theory.
Lemma 3.12. Let the assumptions of Theorem 1.1 be in force. For ϑ ∈ (0, 18 ]we denote by δ0 = δ0(n,N, p, ν, L,
ϑn+p+4) ∈ (0,1] the constant from Lemma 2.11 if p  2, resp. Lemma 2.12 if p < 2. Assumed that for some
ball B(x0) ⊆ Ω with  0 and |Dx0,| = 0 the smallness assumptions
[
ω˜
(√
Φ∗(x0,)
|Dx0,|p
)
+
(
Φ∗(x0,)
|Dx0,|p
)] 1
2
 δ0 (3.28)
and
Φ(x0,)
|Dx0,|p

(
ϑn+1
8(n+ 2)
)2p
(3.29)
are satisﬁed, then the following excess improvement estimate holds:
Φ(x0,ϑ) cϑ2Φ∗(x0,)
with a constant c depending on n, N, p, ν and L. Here, x0,ϑ and x0, denote the aﬃne functions introduced
in (2.14).
Proof. For simplicity we assume x0 = 0. We deﬁne the re-scaled function
w := u − 
c2|D| and γ :=
√
Φ∗()
|D|p  1, (3.30)
where c2 :=max{c1/pcac , c1/2cac , c1} 1, with ccac and c1 denoting the constants from (3.9) and Lemma 3.9
depending on n, N , p, ν , L. This amounts in a dependence of the constant c2 upon the same param-
eters n, N , p, ν , L. Note that γ  1 is a consequence of (3.28). Next we observe that the assumption
(3.19) of Lemma 3.9 is implied by (3.29). The application of the lemma together with (3.28) ensures
that w is approximately A-harmonic in the sense that
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∫
Br/2
A(Dw, Dϕ)dx c1γ
c2
[
ω˜
(√
Φ∗()
|D|p
)
+
(
Φ∗()
|D|p
)] 1
2
‖Dϕ‖L∞(B/2)
 δ0γ ‖Dϕ‖L∞(B/2). (3.31)
Moreover, from (2.6), the deﬁnition of γ and c2 and Caccioppoli’s inequality (3.9) we deduce the
following energy bound for w:
−
∫
B/2
∣∣V1(Dw)∣∣2 dx= |D|−p −∫
B/2
∣∣∣∣V |D |( Du − Dc2
)∣∣∣∣2 dx
max
{
c−p2 , c
−2
2
}|D|−p −∫
B/2
∣∣V |D |(Du − D)∣∣2 dx
 Φ∗()|D|p  γ
2. (3.32)
At this point we distinguish the cases p  2 and p < 2. When p  2 we apply the A-harmonic
approximation Lemma 2.11. In view of (2.20), (3.31) and (3.32) the assumptions of the lemma are
satisﬁed for the choice ε = ϑn+p+4 and with /2 instead of . The application of the lemma yields
the existence of an A-harmonic function h ∈ C∞(B/4,RN) with the properties
−
∫
B/4
∣∣V1(Dh)∣∣2 dx c(n, p)γ 2 (3.33)
and
−
∫
B/4
∣∣∣∣V1(w − h/4
)∣∣∣∣2 dx ϑn+p+4γ 2. (3.34)
Since h is an A-harmonic function on B/4 it satisﬁes (2.21) with (B, B/2) replaced by (B/4, B/8).
Therefore, using (2.21), (2.7) and (3.33) we obtain
2 sup
B/8
∣∣D2h∣∣2  c −∫
B/4
|Dh|2 dx c −
∫
B/4
∣∣V1(Dh)∣∣2 dx c(n,N, p, ν, L)γ 2.
For ϑ ∈ (0, 18 ] we hence conclude that
sup
x∈Bϑ
∣∣h(x) − (h)(x)∣∣ cϑ2γ , where (h)(x) := h(0) + Dh(0)x (3.35)
and c = c(n,N, p, ν, L). Together with (2.6) this implies
−
∫
Bϑ
∣∣∣∣V1(h − (h)ϑ
)∣∣∣∣2 dx ϑ2γ 2 −∫
Bϑ
∣∣∣∣V1(h − (h)ϑ2γ
)∣∣∣∣2 dx cϑ2γ 2, (3.36)
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−
∫
Bϑ
∣∣∣∣V1(w − (h)ϑ
)∣∣∣∣2 dx c −∫
Bϑ
∣∣∣∣V1(w − hϑ
)∣∣∣∣2 dx+ c −∫
Bϑ
∣∣∣∣V1(h − (h)ϑ
)∣∣∣∣2 dx
 c(4ϑ)−n−pϑn+p+4γ 2 + cϑ2γ 2
 c(n,N, p, ν, L)ϑ2γ 2. (3.37)
In the case p < 2 we apply the sub-quadratic A-harmonic approximation Lemma 2.12. As in the
super-quadratic case the assumptions of the lemma are satisﬁed in view of (2.20), (3.31) and (3.32)
for the choice ε = ϑn+p+4 and with /2 instead of . Therefore, the application of the lemma yields
an A-harmonic function h ∈ C∞(B/4,RN) satisfying
−
∫
B/4
∣∣V1(γ −1Dh)∣∣2 dx c(n, p) (3.38)
and
−
∫
B/4
∣∣∣∣V1(w − h/4
)∣∣∣∣2 dx ϑn+p+4γ 2. (3.39)
Since h is an A-harmonic function we can use (2.21) as in the case p > 2. Therefore, combining
(2.21), (2.7) and (3.38) we ﬁnd
2γ −2 sup
B/8
∣∣D2h∣∣2  cγ −2 −∫
B/4
|Dh|2 dx
 c −
∫
B/4
∣∣V1(γ −1Dh)∣∣2 + ∣∣V1(γ −1Dh)∣∣ 2p dx c(n,N, p, ν, L).
For ϑ ∈ (0, 18 ] we hence obtain (3.35), as in the case p  2. Together with (2.7) we ﬁnd
−
∫
Bϑ
∣∣∣∣V1(h − (h)ϑ
)∣∣∣∣2 dx −∫
Bϑ
∣∣∣∣h − (h)ϑ
∣∣∣∣2 dx cϑ2γ 2, (3.40)
with a constant c = c(n,N, p, ν, L). Using (2.5), (2.6), (3.39) and (3.40), we thus conclude
−
∫
Bϑ
∣∣∣∣V1(w − (h)ϑ
)∣∣∣∣2 dx c −∫
Bϑ
∣∣∣∣V1(w − hϑ
)∣∣∣∣2 dx+ c −∫
Bϑ
∣∣∣∣V1(h − (h)ϑ
)∣∣∣∣2 dx
 c(4ϑ)−n−2ϑn+p+4γ 2 + cϑ2γ 2
 c(n,N, p, ν, L)ϑ2γ 2, (3.41)
which is the counterpart to the estimate (3.37) for the case p  2.
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following lower bound for the left-hand side of (3.37) for the case p  2, respectively (3.41) for the
case p < 2:
−
∫
Bϑ
∣∣∣∣V1(w − (h)ϑ
)∣∣∣∣2 dx= |D|−p −∫
Bϑ
∣∣∣∣V |D |(u −  − |D|c2(h)c2ϑ
)∣∣∣∣2 dx

|D|−p
max{c22, cp2 }
−
∫
Bϑ
∣∣∣∣V |D |(u −  − |D|c2(h)ϑ
)∣∣∣∣2 dx,
which in any case leads us to
−
∫
Bϑ
∣∣∣∣V |D |(u −  − |D|c2(h)ϑ
)∣∣∣∣2 dx cϑ2γ 2|D|p = cϑ2Φ∗(),
for a constant c = c(n,N, p, ν, L). In view of Lemma 2.8 we can replace in the preceding inequality
the aﬃne function  + |D|c2(h) by ϑ . We therefore get
−
∫
Bϑ
∣∣∣∣V |D |(u − ϑϑ
)∣∣∣∣2 dx c(n,N, p, ν, L)ϑ2Φ∗(). (3.42)
Here, we want to replace the term V |D |(. . .) on the left-hand side by V |Dϑ |(. . .). For this we use
(2.17), (2.7) and (3.29) in order to estimate
|D − Dϑ| (n+ 2) −
∫
Bϑ
∣∣∣∣u − ϑ
∣∣∣∣dx n+ 2ϑn+1 −
∫
B
∣∣∣∣u − 
∣∣∣∣dx
 2(n+ 2)
ϑn+1
−
∫
B
∣∣∣∣V |D |(u − 
)∣∣∣∣
2
p
+ χp<2|D| 2−p2
∣∣∣∣V |D |(u − 
)∣∣∣∣dx
 2(n+ 2)
ϑn+1
[
Φ()
1
p + χp<2|D| 2−p2 Φ() 12
]
 12 |D|,
which in turn implies
|Dϑ| |D| + |D − Dϑ| |D| + 12 |D| 2|D| (3.43)
and
|D| |Dϑ| + |D − Dϑ| |Dϑ| + 12 |D|,
which after re-absorbing the last term of the right-hand side into the left, implies
|D| 2|Dϑ|. (3.44)
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c(p)V |Dϑ |(. . .). Plugging this into (3.42), we deduce
Φ(ϑ) = −
∫
Bϑ
∣∣∣∣V |Dϑ |(u − ϑϑ
)∣∣∣∣2 dx c(n,N, p, ν, L)ϑ2Φ∗().
This proves the claim and therefore ﬁnishes the proof of the lemma. 
In the following lemma we will iterate the excess-decay estimate from Lemma 3.12. This is pos-
sible since, within the iteration scheme, we can ensure that the smallness condition (3.28) and the
assumption (3.29) – which characterizes the non-degenerate regime – are also satisﬁed on any smaller
ball Bϑ(x0),  ∈N.
Lemma 3.13. Suppose that the assumptions of Theorem 1.1 are satisﬁed and let α ∈ (0,1). Then, there are
constants μ∗ = μ∗(n,N, p, ν, L,α, ω˜(·)) ∈ (0,1], κ∗ = κ∗(n,N, p, ν, L,α, ω˜(·),ω(·)) ∈ (0,1] and ∗ =
∗(n,N, p, ν, L,α,ω(·), ω˜(·), V (·)) ∈ (0,0] and ϑ = ϑ(n,N, p, ν, L,α) ∈ (0, 18 ], such that the conditions
Φ(x0,)
|Dx0,|p
< μ∗ and Ψα(x0,) < κ∗, (N0)
for B(x0) ⊆ Ω with  ∈ (0,∗] imply
Φ(x0,ϑ)
|Dx0,ϑ|p
< μ∗ and Ψα
(
x0,ϑ

)
< κ∗, (N)
for every  ∈N0 .
Proof. For notational convenience we once more assume x0 = 0. We start by choosing the constants
ϑ , μ∗ , κ∗ and ∗ as follows. First, we deﬁne
ϑ :=min
{
1
8
, (3cdec)
− 12 ,
[
2(n+ 2)] −11−α }, (3.45)
where cdec = cdec(n,N, p, ν, L) denotes the constant from Lemma 3.12. This yields the dependen-
cies ϑ = ϑ(n,N, p, ν, L,α). With δ0 = δ0(n,N, p, ν, L, ϑn+p+4) = δ0(n,N, p, ν, L,α) being the constant
from Lemma 2.11, applied with the choice ε = ϑn+p+4, we choose μ∗ > 0 so small that
μ∗ 
1
3
(
ϑn+1
8(n+ 2)
)2p
and
[
ω˜(3μ∗) + 3μ∗
] 1
2  δ0. (3.46)
This yields a constant μ∗ depending only on n, N , p, ν , L, α and ω˜(·). Next, we ﬁx the constant
κ∗ > 0 so small that
ω
(
κ
1
p∗
) q−p
q ·min{1− 1p , 1p } < μ∗, (3.47)
where q = q(n,N, p, ν, L) is determined in Remark 3.4. Finally, we choose the radius ∗ > 0 suﬃ-
ciently small to guarantee
∗  0 and V (∗)
q−p
q ·min{1− 1p , 1p } < μ∗. (3.48)
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will prove the assertion (N) by induction. Note that (N0) is implied by the hypothesis of the lemma.
Now, we assume that we have already established (N) up to some  ∈N0 and want to derive (N+1).
We begin with proving the ﬁrst part of the assertion (N+1), i.e. the one concerning Φ(ϑ+1). For
this we want to ensure that the assumptions for the excess improvement in Lemma 3.12 are satisﬁed
for ϑ instead of . First, we observe that from (N) and the choices of κ∗ and ∗ in (3.47) and
(3.48) we have
Φ∗(ϑ)
|Dϑ|p
= Φ(ϑ
)
|Dϑ|p
+ [ω(Ψα(ϑr) 1p ) q−pq + V (ϑr) q−pq ]min{1− 1p , 1p }
< μ∗ +ω
(
κ
1
p∗
) q−p
q ·min{1− 1p , 1p } + V (∗)
q−p
q ·min{1− 1p , 1p } < 3μ∗. (3.49)
By our choice of μ∗ from (3.46) the preceding inequality ensures that the smallness assumptions of
Lemma 3.12 are satisﬁed on the level ϑ, i.e. that there holds
[
ω˜
(√
Φ∗(ϑ)
|Dϑ|p
)
+
(
Φ∗(ϑ)
|Dϑ|p
)] 1
2

[
ω˜(3μ∗) + 3μ∗
] 1
2  δ0,
and
Φ∗(ϑ)
|Dϑ|p
< 3μ∗ 
(
ϑn+1
8(n+ 2)
)2p
.
We can thus apply Lemma 3.12 with the radius ϑ instead of , which yields
Φ
(
ϑ+1
)
 cdecϑ2Φ∗
(
ϑ
)
< 3cdecμ∗ϑ2|Dϑ|p μ∗|Dϑ|p,
by (3.49) and the choice of ϑ in (3.45). We have thus established the ﬁrst part of the assertion (N+1)
and it remains to prove the second one, i.e. the one concerning Ψα(ϑ+1). For this aim, we ﬁrst use
(2.7) and (N) to infer
−
∫
B
ϑr
∣∣∣∣u − ϑrϑr
∣∣∣∣p dx 2Φ(ϑ)+χp<22|Dϑr | p(2−p)2 Φ(ϑ) p2
 2μ∗|Dϑ|p + χp<22μ
p
2∗ |Dϑ|p  4
√
μ∗|Dϑ|p .
Recalling from (2.14) that ϑ(x) = (u)ϑ + Dϑx, we can estimate
Ψα
(
ϑ+1
)
 c(p)
(
ϑ+1
)−αp −∫
B
ϑ+1
∣∣u − (u)ϑ∣∣p dx

(
ϑ+1
)−αp[ −∫
B
ϑ+1
|u − ϑ|p dx+
(
ϑ+1
)p|Dϑ|p]

(
ϑ+1
)−αp[
ϑ−n −
∫
B
ϑ
|u − ϑ|p dx+
(
ϑ+1
)p|Dϑ|p]
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(
ϑ
)(1−α)p|Dϑ|p[4√μ∗ϑ−n−αp + ϑ(1−α)p].
To further estimate |Dϑr | appearing on the right-hand side of the preceding inequality we use (2.17)
with the choice ξ ≡ (u)ϑr and A ≡ 0 and the assumption (N) to infer
|Dϑ|p  (n+ 2)p
(
ϑ
)(α−1)p
Ψα
(
ϑ
)
< (n+ 2)p(ϑ)(α−1)pκ∗.
Combining the last two estimates and recalling the choice of μ∗ in (3.46) and the one of ϑ in (3.45)
we deduce
Ψα
(
ϑ+1
)
 (n+ 2)pκ∗
[
4
√
μ∗ϑ−n−αp + ϑ(1−α)p
]
 1
2p
κ∗ + 1
2p
κ∗ < κ∗.
This establishes the remaining part of the assertion (N+1) and thus completes the proof of the
lemma. 
3.4. The degenerate regime
We now establish an excess improvement estimate for the degenerate case which is characterized
by (3.50)2 below, i.e. by the fact that Φ(x0,) is large compared to |Dx0,|p . This will be achieved
via the p-harmonic approximation lemma which allows to approximate the original minimizer by a
p-harmonic function. In turn, this allows to transfer the a priori estimates for p-harmonic functions
due to Uhlenbeck to the original minimizer.
Lemma 3.14. Suppose that the assumptions of Theorem 1.1 are satisﬁed and let α,κ,μ ∈ (0,1). Then there
exist constants ε = ε(n,N, p, ν, L,α,κ,μ,η(·)) ∈ (0,1] and  = (n,N, p, ν, L,α,κ,μ,ω(·), V (·)) ∈
(0,0] and θ = θ(n,N, p, ν, L,α,κ,μ) ∈ (0, 12 ] such that the conditions
Φ(x0,) < ε and μ|Dx0,|p < Φ(x0,) (3.50)
for B(x0) ⊆ Ω with  ∈ (0,] imply
Φ(x0, θ) < ε and Ψα(x0, θ) < κ. (3.51)
Proof. As several times before we assume x0 = 0 without loss of generality. Initially we will estimate
Ψ1() in terms of Φ(). Indeed, from (2.7) and (3.50)2 we deduce
Ψ1() 2p−1
[
−
∫
B
∣∣∣∣u − 
∣∣∣∣p dx+ |D|p]
 2p
[
−
∫
B
∣∣∣∣V |D |(u − 
)∣∣∣∣2 + χp<2|D| p(2−p)2 ∣∣∣∣V |D |(u − 
)∣∣∣∣p dx+ |D|p]
 2p
(
1+χp<2μ− 2−p2 +μ−1
)
Φ(),
which yields the bound
Ψ1() c1Φ(), where c1 = 2p
(
1+μ−1). (3.52)
We now deﬁne the re-scaled function
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c2Φ()
1
p
for x ∈ B/2,
where c2  1 is a constant that will be ﬁxed later in the proof. Using the Caccioppoli inequality from
Lemma 3.1 and the inequality (3.52) we ﬁnd
−
∫
B/2
|Dw|p dx= 1
cp2Φ()
−
∫
B/2
|Du|p dx ccacΨ1()
cp2Φ()
 ccacc1
cp2
 1, (3.53)
provided we have chosen c2  (ccacc1)
1
p . Recalling that ccac = ccac(p, L/ν) and c1 = c1(p,μ) we see
that c2 depends on p, L/ν , μ. Moreover, from Lemma 3.11 we know that u is approximatively
p-harmonic in the sense that for any δ > 0 and ϕ ∈ C10(B/2,RN ) there holds∣∣∣∣ −∫
B/2
|Du|p−2Du · Dϕ dx
∣∣∣∣
 capΨ1()1−
1
p
[
δ + H()min{1− 1p , 1p } + Ψ1()
1
p
η(δ)
]
sup
B/2
|Dϕ|
 c1capΦ()1−
1
p
[
δ + H()min{1− 1p , 1p } + Φ()
1
p
η(δ)
]
sup
B/2
|Dϕ|,
where cap = cap(n,N, p, ν, L) is the constant from Lemma 3.11. By the deﬁnition of w we infer from
the preceding inequality
∣∣∣∣ −∫
B/2
|Dw|p−2Dw · Dϕ dx
∣∣∣∣ [δ + H()min{1− 1p , 1p } + Φ()
1
p
η(δ)
]
sup
B/2
|Dϕ|, (3.54)
provided we have chosen c2 large enough to ensure c
p−1
2  c1cap. Note that this can be achieved
by enlarging c2. Then, c2 depends upon the parameters n, N , p, ν , L, μ. Now let θ ∈ (0, 12 ] to be
ﬁxed later. We set ε := θn+2p and let δ0 = δ0(n,N, p, ε) ∈ (0,1] be the corresponding constant from
Lemma 2.13. Note that by the choice of ε the constant δ0 ultimately depends upon n, N , p, θ . Next,
we ﬁx δ > 0 such that
δ  δ0
2
.
Note that δ has the same dependencies as δ0, i.e. δ = δ(n,N, p, θ). This also ﬁxes η(δ). Assuming that
Φ()
1
p
η(δ)
 δ0
4
and H()min{1−
1
p ,
1
p }  δ0
4
, (3.55)
we infer from (3.53) and (3.54) that the assumptions of the p-harmonic approximation Lemma 2.13
are satisﬁed for w and the choice ε = θn+2p . The application of the lemma yields a p-harmonic
function h ∈ W 1,p(B/2,RN ) such that
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∫
B/2
|Dh|p dx 1 and −
∫
B/2
∣∣∣∣w − h
∣∣∣∣p dx ε = θn+2p . (3.56)
We now deﬁne Hθ according to (2.24). From (3.56) and Theorem 2.10 we infer
|Hθ|p  sup
Bθ
|Dh|p  c −
∫
B/2
|Dh|p  c(n,N, p). (3.57)
From now on we distinguish the cases p  2 and p < 2. In the ﬁrst case, i.e. when p  2 we use (2.5),
(2.7), Poincaré’s inequality in the form (2.3), (3.57), Hölder’s inequality, Theorem 2.10 and (3.56) to
infer the following excess estimate for w:
−
∫
Bθ
∣∣∣∣V |Hθ |(w − (h)θ − Hθxθ
)∣∣∣∣2 dx
 c
[
−
∫
Bθ
∣∣∣∣V |Hθ |(w − hθ
)∣∣∣∣2 dx+ −∫
Bθ
∣∣∣∣V |Hθ |(h − (h)θ − Hθxθ
)∣∣∣∣2 dx]
 c
[
−
∫
Bθ
|Hθ|p−2
∣∣∣∣w − hθ
∣∣∣∣2 + ∣∣∣∣w − hθ
∣∣∣∣p dx+ −∫
Bθ
∣∣V |Hθ |(Dh − Hθ)∣∣2 dx]
 c
[
θ
− 2np −2ε
2
p + θ−n−pε + ∣∣V |H |(Dh − H)∣∣2 dx]
 c
[
θ2 + θ p + θ2α0 −
∫
B
|H|p + |Dh|p dx
]
 c(n,N, p)θ2α0 ,
where α0 = α0(n,N, p) ∈ (0,1) denotes the constant from Theorem 2.10. Re-scaling back to u we can
re-write the preceding inequality as follows:
−
∫
Bθ
∣∣∣∣V |D|(u − θ
)∣∣∣∣2 dx ccp2θ2α0Φ(), (3.58)
where we have abbreviated
R
n  x → (x) := c2Φ()
1
p
(
(h)θ + Hθx
) ∈RN . (3.59)
By Lemma 2.9 and (3.50) this implies
Φ(θ) c −
∫
Bθ
∣∣∣∣V |D|(u − θ
)∣∣∣∣2 dx cθ2α0Φ() < c3θ2α0ε, (3.60)
for a constant c3 = c3(n,N, p, ν, L,μ). Moreover, from (2.7), (3.58) and the fact that |D| cΦ()
1
p –
which is a consequence of (3.57) and the deﬁnition of  – we get
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∫
Bθ
∣∣u − (0)∣∣p dx
 4p(θ)(1−α)p
[
−
∫
Bθ
∣∣∣∣u − θ
∣∣∣∣p dx+ |D|p]
 4p(θ)(1−α)p
[
−
∫
Bθ
∣∣∣∣V |D|(u − θ
)∣∣∣∣2 dx+ cΦ()]
 c(θ)(1−α)pΦ() c4θ(1−α)p, (3.61)
where c4 = c4(n,N, p, ν, L,μ).
Now we turn our attention to the case p < 2. Using Poincaré’s inequality, (3.56), (2.7), (3.57),
Hölder’s inequality and Theorem 2.10 we infer the following estimate for w:
−
∫
Bθ
∣∣∣∣w − (h)θ − Hθxθ
∣∣∣∣p dx
 c
[
−
∫
Bθ
∣∣∣∣w − hθ
∣∣∣∣p dx+ −∫
Bθ
∣∣∣∣h − (h)θ − Hθxθ
∣∣∣∣p dx]
 c
[
θ−n−p −
∫
B
∣∣∣∣w − h
∣∣∣∣p dx+ −∫
Bθ
|Dh − Hθ|p dx
]
 c
[
θ−n−pε + −
∫
Bθ
∣∣V |Hθ |(Dh − Hθ)∣∣2 + |Hθ| p(2−p)2 ∣∣V |Hθ |(Dh − Hθ)∣∣p dx]
 c
[
θ p + −
∫
Bθ
∣∣V |Hθ |(Dh − Hθ)∣∣2 dx+( −∫
Bθ
∣∣V |Hθ |(Dh − Hθ)∣∣2 dx) p2 ]
 c
[
θ p + θ2α0 −
∫
B
∣∣V |H |(Dh − H)∣∣2 dx+ θ pα0(−∫
B
∣∣V |H2 |(Dh − H)∣∣2 dx) p2 ]
 c
[
θ p + θ2α0 −
∫
B
|H|p + |Dh|p dx+ θ pα0
(
−
∫
B
|H|p + |Dh|p dx
) p
2
]
 c
[
θ p + θ2α0 + θ pα0] c(n,N, p)θα0 .
Re-scaling back to u we can re-write the preceding inequality as follows:
−
∫
Bθ
∣∣∣∣u − θ
∣∣∣∣p dx ccp2θα0Φ(), (3.62)
where we used the abbreviation for  introduced in (3.59). By Lemma 2.7 we can replace  by θ in
the preceding inequality. Using also (2.7) and (3.50) we obtain the following chain of inequalities:
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∫
Bθ
∣∣∣∣u − θθ
∣∣∣∣p dx c −∫
Bθ
∣∣∣∣u − θ
∣∣∣∣p dx cθα0Φ() < c3θα0ε, (3.63)
for a constant c3 = c3(n,N, p, ν, L,μ). Moreover, from (3.62) and the fact that |D| cΦ()
1
p – which
is a consequence of (3.57) and the deﬁnition of  – we get
Ψα(θ) 2p(θ)−αp −
∫
Bθ
∣∣u − (0)∣∣p dx
 4p(θ)(1−α)p
[
−
∫
Bθ
∣∣∣∣u − θ
∣∣∣∣p dx+ |D|p]
 c(θ)(1−α)pΦ() c4θ(1−α)p, (3.64)
where c4 = c4(n,N, p, ν, L,μ).
In any case we now choose θ small enough to ensure that
c3θ
α0  1 and c4θ(1−α)p < κ.
Then, θ depends on n, N , p, ν , L, μ, α, κ . By the choice of θ we infer from (3.60) and (3.61) in the
case p > 2, respectively (3.63) and (3.64) in the case p < 2 that
Ψα(θ) < κ and Φ(θ) < ε,
and this proves the assertion of the lemma, provided the smallness assumption (3.55) is satisﬁed. This
will be achieved by the following choices of ε and  . We ﬁrst choose ε ∈ (0,1] such that
ε 
(
δ0η(δ)
4
)p
,
which ensures by (3.50) the validity of (3.55)1. For (3.55)2 we choose  ∈ (0,0] according to
[
ω(c1)
q−p
q + V ()
q−p
q
]min{1− 1p , 1p }  δ0
4
.
From (3.52), (3.50) and the fact that ε  1 we get
Ψ0() = Ψ1() c1Φ() c1,
which together with the deﬁnition of H() in (3.8) yields that
H()min{1−
1
p ,
1
p } 
[
ω(c1)
q−p
q + V ()
q−p
q
]min{1− 1p , 1p }  δ0
4
,
ensuring the validity of (3.55)2. Finally, we comment on the dependency of ε and  on the various
parameters. By the choices from above ε initially depends on p, δ, δ0, η(·), and  depends on p,
q, δ0, c1, ω(·), V (·). Since c1 = c1(p,μ), q = q(n,N, p, ν, L) and δ, δ0 depend on n, N , p, θ and θ
depends on n, N , p, ν , L, μ, α, κ we see that ε ﬁnally depends on n, N , p, ν , L, μ, α, κ , η(·) and
 depends on n, N , p, ν , L, μ, α, κ , ω(·), V (·). This completes the proof of the lemma. 
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In the following lemma we combine the degenerate and the non-degenerate regime provided in
Lemmas 3.13 and 3.14. The diﬃculty results in the fact that within the iteration scheme the behavior
of the solution in each point might change from degenerate to non-degenerate and we do not know
when this occurs. On the other hand, the switching cannot occur the other way round, i.e. if the
solution behaves non-degenerate for some radius, it stays non-degenerate for any smaller radius (see
the proof of Lemma 3.13). Therefore the strategy will be as follows. We consider a sequence of nested
balls and on each scale we check if we are in the degenerate or in the non-degenerate regime. If
we are in the degenerate regime we apply Lemma 3.14 and continue the procedure. If we are in the
non-degenerate regime we may apply Lemma 3.13 and stop the procedure.
Lemma 3.15. Suppose that the assumptions of Theorem 1.1 are satisﬁed and let α ∈ (0,1). Then there ex-
ist constants ε = ε(n,N, p, ν, L,α,ω(·), ω˜(·), η(·)) ∈ (0,1], κ∗ = κ∗(n,N, p, ν, L,α,ω(·), ω˜(·)) ∈ (0,1],
1 = 1(n,N, p, ν, L,α,ω(·), ω˜(·), V (·)) ∈ (0,0] and c = c(n,N, p, ν, L,α,ω(·), ω˜(·)) such that the con-
ditions
Φ(x0,) < ε and Ψα(x0,) < κ∗, (3.65)
for B(x0) ⊆ Ω with  ∈ (0,1] imply
sup
r∈(0,]
rp(1−α) −
∫
Br
∣∣Du − (Du)r∣∣p dx c and sup
r∈(0,]
Ψα(x0, r) c. (3.66)
Proof. Without loss of generality we assume x0 = 0. We now ﬁx the various constants in Lemmas 3.13
and 3.14. By μ∗ = μ∗(n,N, p, ν, L,α, ω˜(·)) ∈ (0,1], κ∗ = κ∗(n,N, p, ν, L,α,ω(·), ω˜(·)) ∈ (0,1], ∗ =
∗(n,N, p, ν, L,α,ω(·), ω˜(·), V (·)) ∈ (0,0] and ϑ = ϑ(n,N, p, ν, L,α) ∈ (0, 18 ] we denote the corre-
sponding constants from Lemma 3.13. Next, we choose μ = μ∗ and κ = κ∗ in Lemma 3.14. This ﬁxes
the constants ε = ε(n,N, p, ν, L,α,κ∗,μ∗, η(·)) ∈ (0,1],  = (n,N, p, ν, L,α,κ∗,μ∗,ω(·), V (·)) ∈
(0,0] and θ = θ(n,N, p, ν, L,α,κ∗,μ∗) ∈ (0, 12 ]. Finally, we set 1 := min{∗,}. Note that tracing
back the dependencies of the constants ε , κ∗ and 1 from above, they are exactly the ones stated in
the lemma.
Now, we introduce the set of integers
S := {k ∈N0: μ∗|Dθk|p Φ(θk)}.
We distinguish the cases S=N0 and S =N0.
In the case S=N0 we ﬁrst prove by induction that
Φ
(
θk
)
< ε and Ψα
(
θk
)
< κ∗ (Dk)
holds for every k ∈ N0. Note that (D0) trivially holds by assumption (3.65). Suppose now that (Dk)
holds for some k ∈ N0. Since k ∈ S = N0 the assumptions (3.50) of Lemma 3.14 are satisﬁed for 
replaced by θk (recall that μ = μ∗). Therefore, the application of the lemma with κ = κ∗ ensures
the validity of (Dk+1). Therefore, by induction (Dk) is valid for any k ∈N0.
Now, we come to the proof of (3.66). For any r ∈ (0,] we ﬁnd some k ∈ N0 such that θk+1 <
r  θk. Then, by the second inequality in (Dk) we have
Ψα(r) 2pθ−n−αpΨα
(
θk
)
< 2pθ−n−αpκ∗,
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second inequality in (Dk) we infer
|Dθk|
n+ 2
(θk)1−α
Ψα
(
θk
) 1
p  n+ 2
(θk)1−α
κ
1
p∗ . (3.67)
Hence, using the Caccioppoli inequality from (3.9) and (Dk) and the preceding estimate we ﬁnd
−
∫
B
θk/2
∣∣V |D
θk |(Du − Dθk)
∣∣2 dx
 c
[
Φ
(
θk
)+ |Dθk|p[ω(Ψ0(θk) 1p ) q−pq + V (θk) q−pq ]min{1− 1p , 1p }]
< c
[
ε + |Dθk|p
[
ω
(
κ
1
p∗
) q−p
q + V (0)
q−p
q
]min{1− 1p , 1p }]
 c
[
ε + (n+ 2)
pκ∗
(θk)(1−α)p
[
ω
(
κ
1
p∗
) q−p
q + V (0)
q−p
q
]min{1− 1p , 1p }]
 c(n,N, p, ν, L)
(
θk
)(α−1)p
.
Now, for r ∈ (0,/2] we choose k ∈N0 such that θk+1/2 < r  θk/2. Then, (2.7) and the preceding
estimate imply
−
∫
Br
∣∣Du − (Du)r∣∣p dx 2pθ−n −∫
B
θk/2
|Du − Dθk|p dx
 cθ−n −
∫
B
θk/2
∣∣V |D
θk |(Du − Dθk)
∣∣2
+ χp<2|Dθk|
p(2−p)
2
∣∣V |D
θk |(Du − Dθk)
∣∣p dx
 c
(
θk
)p(α−1)  crp(α−1),
where c = c(n,N, p, ν, L,α,ω(·), ω˜(·)). This proves the second claim in (3.66) (note that for r ∈
(/2,] we trivially obtain a similar estimate by enlarging the domain of integration from Br to
B) and ﬁnishes the proof of the lemma in the case S=N0.
In the case S = N0 there exists k0 := minN0 \ S. Since k ∈ S for any integer k < k0 we can iterate
as in the case S=N0 for k = 0,1, . . . ,k0 − 1 to infer that (Dk) holds for any k k0. By the deﬁnition
of S we have
Φ
(
θk0
)
< μ∗|Dθk0|p,
which together with the second inequality in (Dk0 ) ensures that the assumptions (N0) of Lemma 3.13
are satisﬁed for  replaced by θk0. The application of the lemma yields that
Φ(ϑθk0)
|Dϑθk0|p
< μ∗ and Ψα
(
ϑθk0
)
< κ∗ (N)
holds for every  ∈N0.
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that the behavior switches from degenerate to non-degenerate at scale θk0. The crucial point thereby
is that the involved constants must be independent of the integer k0 which depends on the particular
point x0 and cannot be controlled. We consider an arbitrary radius r ∈ (0,]. If r ∈ (θk0/2,] we ﬁnd
0 k  k0 such that θk+1 < r  θk (note that θ  12 ) and therefore we can argue exactly as in the
case S=N. In the second case when r ∈ (0, θk0/2] we ﬁnd  ∈N0 such that ϑ+1θk0 < r  ϑθk0.
Then, from the second inequality in (Nk) we obtain
Ψα(r) 2pϑ−n−αpΨα
(
ϑθk0
)
< 2pϑ−n−αpκ∗,
proving the second assertion in (3.66). Moreover, with the help of (2.17) and the second inequality
in (Nk) we infer as in (3.67) that
|Dϑθk0|
n+ 2
(ϑθk0)1−α
κ
1
p∗ .
Combining this with the Caccioppoli inequality from (3.9) and (Nk) we conclude that
−
∫
B
ϑθk0 /2
∣∣V |D
ϑθk0 
|(Du − Dϑθk0)
∣∣2 dx
 c
[
Φ
(
ϑθk0
)+ |Dϑθk0|p[ω(Ψ0(ϑθk0) 1p ) q−pq + V (ϑθk0) q−pq ]min{1− 1p , 1p }]
< c|Dϑθk0|p
[
μ∗ +
[
ω
(
κ
1
p∗
) q−p
q + V (0)
q−p
q
]min{1− 1p , 1p }]
 c(n+ 2)κ∗
(ϑθk0)(1−α)p
[
μ∗ +
[
ω
(
κ
1
p∗
) q−p
q + V (0)
q−p
q
]min{1− 1p , 1p }].
Now, for r ∈ (0, θk0/2] we choose  ∈ N0 such that ϑ+1θk0/2 < r  ϑθk0/2. Then (2.7) and the
preceding estimate imply
−
∫
Br
∣∣Du − (Du)r∣∣p dx 2pϑ−n −∫
B
ϑθk0 /2
|Du − Dϑθk0|p dx
 cϑ−n −
∫
B
ϑθk0 /2
∣∣V |D
ϑθk0
|(Du − Dϑθk0)
∣∣2
+ χp<2|Dϑθk0|
p(2−p)
2
∣∣V |D
ϑθk0
|(Du − Dϑθk0)
∣∣p dx
 c
(
ϑθk0
)p(α−1)  crp(α−1),
where c = c(n,N, p, ν, L,α). This proves the second claim in (3.66) and therefore ﬁnishes the proof
of the lemma. 
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We ﬁx an arbitrary α ∈ (0,1). By ε = ε(n,N, p, ν, L,α,ω(·), ω˜(·), η(·)) ∈ (0,1], κ∗ = κ∗(n,N, p, ν,
L,α,ω(·), ω˜(·)) ∈ (0,1] and 1 = 1(n,N, p, ν, L,α,ω(·), ω˜(·), V (·)) ∈ (0,0] we denote the corre-
sponding constants from Lemma 3.15. Note that by Lebesgue’s differentiation theorem, there holds
|Σ1 ∪ Σ2| = 0. Consequently, it suﬃces to show that every x0 ∈ Ω \ (Σ1 ∪ Σ2) is a regular point. For
this we note ﬁrst that for every 0<  < dist(x0, ∂Ω), the bound (2.17) and Poincaré’s inequality imply
∣∣Dx0, − (Du)x0,∣∣ n+ 2 −
∫
B(x0)
∣∣u − (u)x0, − (Du)x0,(x− x0)∣∣dx
 c(n) −
∫
B(x0)
∣∣Du − (Du)x0,∣∣dx.
Consequently, by Lemma 2.3 and (2.7) we obtain
Φ(x0,) c −
∫
B(x0)
∣∣V |Dx0, |(Du − Dx0,)∣∣2 dx
 c −
∫
B(x0)
|Du − Dx0,|p +χp>2|Dx0,|p−2|Du − Dx0,|2 dx
 c −
∫
B(x0)
∣∣Du − (Du)x0,∣∣p +χp>2∣∣(Du)x0,∣∣p−2∣∣Du − (Du)x0,∣∣2 dx, (3.68)
where c = c(n,N, p). Moreover, from Poincaré’s inequality we have
Ψα(x0,) (1−α)p −
∫
B(x0)
|Du|p dx
 −
∫
B(x0)
∣∣Du − (Du)x0,∣∣p dx+ (1−α)p∣∣(Du)x0,∣∣p . (3.69)
Keeping in mind the deﬁnition of the sets Σ1 and Σ2, the estimates (3.68) and (3.69) imply the
existence of a radius 0<  <min{1,dist(x0, ∂Ω)} with
Φ(x0,) < ε and Ψα(x0,) < κ∗.
Using the absolute continuity of the integral, we can ﬁnd a neighborhood U ⊆ Ω of x0 such that
Φ(x,) < ε and Ψα(x,) < κ∗ for all x ∈ U .
Applying Lemma 3.15 in any point x ∈ U thus yields
sup
x∈U , r∈(0,]
rp(1−α) −
∫
B (x)
∣∣Du − (Du)x,r∣∣p dx < ∞ and sup
x∈U , r∈(0,]
Ψα(x, r) < ∞.
r
V. Bögelein / J. Differential Equations 252 (2012) 1052–1100 1099The ﬁrst assertion ensures that Du ∈ Lp,γ (U ,RNn), where γ = n − p(1 − α). Note that γ can be
chosen arbitrarily close to n, since α ∈ (0,1) is arbitrary. Moreover, from the second one together
with the deﬁnition of Ψα(x, r) and Campanato’s characterization of Hölder continuous functions we
deduce that u ∈ C0,αloc (U ,RN ). The proof of Theorem 1.1 is thus complete.
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