Abstract-Terminal models have been used for various applications. In this paper, a three-terminal model is proposed for electromagnetic-interference (EMI) characterization. The model starts with a power electronic system at a particular operating condition and creates a unique linearized equivalent circuit. Impedances and current/voltage sources define the noise throughout the entire EMI frequency spectrum. All parameters needed to create the model are clearly defined to ensure convergence and maximize accuracy. In addition, the accuracy of the model is confirmed up to 100 MHz for a dc-dc boost converter using both simulation and experimental validation.
I. INTRODUCTION

M
ANY EFFORTS have been made to model and characterize electromagnetic-interference (EMI) noise emissions of a particular device or system in power electronics [1] - [20] . However, there is still no definitive way for a unified approach of modeling EMI. The accuracy, speed, generality, and information required to provide a model vary greatly in each approach. Even with many EMI prediction techniques available, the most common method for studying EMI is to do so after the design process, which entails measuring the EMI followed by implementing various techniques to reduce it [1] . This often results in reduced efficiency and power density and increased cost to a product. The goal of this paper is to introduce and validate an EMI modeling procedure that can characterize EMI at the terminals of the system with high accuracy and should have the ability to be solved quickly.
Previous models are also lacking in many areas. For example, a complete model that does not separate the common-mode and differential-mode (DM) noises but rather considers the entire converter without specific predefined noise characteristics is important particularly at higher frequencies. Often, the models are oversimplified and only provide a general idea of what EMI may be but miss some important interactions. The generality of the model is also a key feature needed; i.e., many models only consider a particular type of system, ac drives, boost converter, etc. The modular-terminal-behavioral (MTB) concept first introduced in [21] and built upon in [14] , [22] , and [23] tackles these important factors in the model. Although this concept covers many of these needed features, it is still lacking in some areas. The accuracy at the upper end of the EMI frequency spectrum is reduced; an error analysis is needed to optimize the accuracy of the model. Furthermore, the MTB model does not consider a black-box approach but rather more of a gray box. It requires knowledge of the topology and access to various components within the system. Finally, the MTB model is specifically for a two-terminal switching module with a separate method for characterizing impedances around the module.
The goal of this work is to expand upon this MTB concept to include the points aforementioned, focusing on the specific parameters needed to minimize the error occurring during the model acquisition up to and beyond the EMI frequencies. In addition, attention will be given to allowing any system to be characterized: two-, three-, or n-terminal system, for example, a phase leg, a group of switching devices, an entire converter, or even a set of converters. Finally, there should not be any need for a priori knowledge of the inner workings of the system, i.e., black-box modeling. Similar to previous methods, the model is to be used in the frequency domain. In addition, the versatility of the model should allow a system to be investigated at various source impedances. That is, it can be combined with other (converter or passive/filter) models to examine the interaction and noise characteristics of the combined systems. The model will improve on the previous MTB method as outlined in Table I .
In order to achieve these improvements, an investigation of some of the fundamental principles required in a two-terminal model will be conducted. This then provides the means to increase the order of the model to develop to a complete threeterminal model. A proper equivalent circuit and accompanying equations that uniquely define any three-terminal system are derived. The modeling procedure and limitations will be delineated along with examples to illustrate and validate the model. The two-terminal model will be defined in Section II and expanded to a three-terminal model in Section III. The viability of the model is verified in Section IV with a complete boost converter. Measurement validation is presented in Section V using a three-terminal dc-dc boost converter. Finally, a few concluding remarks are presented in Section VI.
II. TWO-TERMINAL-MODEL DEFINITION
A two-terminal model, by definition, is only DM noise. The two-terminal model is not necessarily new or novel; however, it is identified and evaluated first since the concepts are easier to comprehend and visualize. Although it is not a novel concept, the error analysis and limitation on the parameters to minimize the errors has not been investigated. Understanding the twoterminal model in detail will provide the means to evaluate a three (or higher)-terminal model more efficiently.
A. Equivalent Circuit
The model was designed to be as simple as possible. The most concise two-terminal equivalent circuit is either the Norton-Mayer or, its dual, the Thévenin-Helmholtz circuit [24] . The Norton equivalent circuit is initially chosen since it closely resembles the physical representation of a DM system; i.e., it consists of a noise current source and noise impedance. Given a source impedance Z Source , the equivalent circuit is shown in Fig. 1 . The source impedance is shown as a typical line impedance stabilization network (LISN). A LISN is designed to block any noise coming from the source, and the output impedance is dominated by its resistive element R LISN at the EMI frequencies.
The model is created by using the nominal case and an attenuated case, without and with the grayed Z Shunt , respectively (Fig. 1) . Typically, the Norton equivalent parameters are defined by short-and open-circuit conditions; however, this cannot be done for an operating converter. For this reason, a second measurement that is different enough (as explained later in Section II-B) from the nominal case is needed. An attenuated case is created by choosing an appropriate Z Shunt , used as shown in Fig. 1 . In this paper, the systems are voltage driven; therefore, a shunt impedance would not affect the input dc voltage or operating point.
With the knowledge of Z Shunt and the difference between the two terminal voltages V PN and V PN , the unknown equivalent circuit can be solved. The two equations used to solve the two unknowns I PN and Z PN are found by inspection of the equivalent circuit in Fig. 1 and provided in (1a) and (1b) . Solving the system of equations-two equations and two unknowns-the definitions for Z PN and I PN are defined in (2)
B. Error Analysis and Required Parameters
Assuming, for now, that the measurement error is negligible, the following section will evaluate the errors through the inherent physics of the electronics and mathematical manipulations. Since all the calculations are performed in the frequency domain and most measurements are acquired in the time domain, fast Fourier transform (FFT) is used. The FFT is a critical step in the modeling process, which enables the necessary conversion of time-domain data into the frequency domain. There are some inherent errors in the FFT algorithm which can cause errors up to 100% if the proper parameters are not implemented, which include the sampling frequency, total time of the data captured, bit resolution of the acquisition equipment, and leakage. The details of using the FFT accurately are provided in the Appendix.
An important metric is the amount of difference between the two cases. The attenuation A that Z Shunt provides to the terminal voltage is defined as shown in (3). Additionally, (1) can be rewritten as (4) to observe Z PN and I PN as a function
As A increases, the model approaches the traditional open and short conditions for a Norton equivalent circuit. Clearly, if A is too small, then the difference between the two cases is not adequate and an accurate model cannot be created; this accounts for part of the error in the previous modeling techniques [14] . This is also seen in (4); as A approaches unity, large errors occur, as observed in (5) . Therefore, an adequately large A needs to be chosen
Additionally, when (1) is inserted into (3), the relation shown in (6) occurs. If Z PN Z Source , then when (6) is substituted into (4a), the denominator is nearly zero, thereby creating a large error. This can also be intuitively explained. If Z PN Z Source , then most of the noise current source will flow through Z Source , not providing enough information about Z PN
Through analyzing the propagation error in the calculation of Z PN , this error is increased on the order of A. This becomes increasingly significant as the frequency approaches the Nyquist frequency due to inherent errors from the FFT. Therefore, A also needs to be chosen so that it is not too large where it will affect the error of Z PN . However, as discussed, this error in Z PN can better be controlled by choosing a Z Source that more closely matches Z PN in the desired frequency range. The analysis of the error of Z PN is also shown in Fig. 2 , where the attenuation is varied. Z PN is ideally a 100-µH inductor; hence, the magnitude should rise at 20 dB/dec. In Fig. 2 , Z Source = 50 Ω and 1 kΩ in the right and left columns, respectively, and A = 50, 500, and 5000 in the bottom, middle, and top rows, respectively. It clearly shows that the error increases as Z PN Z Source and as the attenuation increases. The parameters that should be implemented for accurate modeling results are summarized in
One issue that may arise from using two different conditions for a particular system is the similarity of the operating points.
In order for this model to be valid, the operating point must be the same for each condition. For a power electronics converter that is voltage fed, the shunt attenuation impedance ensures that the converter operates under the same conditions. If, for example, a converter were current fed, then using a series impedance to attenuate may better suit that application.
C. Uniqueness
The uniqueness of the model deserves a brief discussion. First, a comparison of the model is made when the shunt impedance changes, i.e., the attenuation changes. Both the Norton impedance and current source were investigated when the shunt impedance, or A, changes by two orders of magnitude, i.e., A = 10, 100, and 1000. The results are the same for all three attenuation conditions [25] .
Finally, an equivalent model that is created using R LISN = 1 kΩ is used with R LISN = 50 Ω and then compared to the same system simulated with R LISN = 50 Ω. The overall noise across the LISN will obviously be less than that when R LISN = 1 kΩ and the model predicts this, thus remaining very accurate for source impedances that differ from the impedance with which it was created.
III. THREE-TERMINAL-MODEL DEFINITION
A. Equivalent Circuit
As stated earlier, the most concise two-terminal equivalent circuit is either the Norton-Mayer or Thévenin-Helmholtz circuit. The simplest network that fully and uniquely defines a three-terminal system is composed of three impedances and two sources [26] . There must always be an impedance between every terminal; therefore, in a three-terminal system, the impedances are in a delta configuration. The two sources can be placed anywhere in the equivalent circuit model; furthermore, a combination of current and voltage sources can also be implemented. A simple algebraic conversion would allow a Thévenin equivalent instead of the Norton. Similar to the two-terminal case, given the source impedances Z Sourcep and Z Sourcen , the equivalent circuit used is shown in Fig. 3 . Any system can be represented by the network in the dashed box to produce identical voltages and currents at the terminals. The source impedance is shown as one complex impedance. A typical approach to ensure a well-known source impendence is the use of an LISN, as illustrated in the two-terminal schematic.
The model is created by using the nominal case and at least two attenuated cases. Fig. 3 shows the nominal case of the system when the grayed impedances Z Shuntp and Z Shuntn are not used. An attenuated case is when one or more shunt impedance(s) are inserted into the system that significantly affects the voltage seen at the terminals. An example of this is shown with the two grayed impedances Z Shuntp and Z Shuntn in Fig. 3 . There are seven (7) different attenuation schemes that can be implemented: one impedance between any two terminals (3), two impedances as illustrated (3), or three impedances in a delta configuration (1) . Any two of these possibilities along with the nominal system will provide enough information to solve all the unknowns. It should be noted that at least three different circuits should be used. Using one attenuation scheme with two differing A values may appear to be adequate; however, once the system is attenuated in a particular manner, providing more attenuation in the same way will not provide much more information on the unknowns. That is, once a shunt impedance is used, most of the current will already flow through that shunt. Therefore, when an additional shunt is added, the only information that can be gathered is a comparison between the two shunts used and little more on the unknowns.
In a two-terminal Norton-Thévenin network, there are only two unknowns; however, in a three-terminal system, there exist five unknowns. From each circuit, two independent parameters are known; therefore, three cases are needed in order to solve for all the unknowns. The system of equations that define the nominal case are determined by inspection and provided in (8) . The example of the attenuated case shown in Fig. 3 is defined by (9) , and similarly, all equations can be found for any attenuation scheme used
With the knowledge of all Z Shunt 's and Z Source 's and the difference between the terminal voltages V PG , V NG and V PG , V NG and V PG , V NG , the unknown equivalent circuit can be solved. However, a difference between the three-and twoterminal models is the method of solving for the unknowns. It is trivial with the two-terminal model since there are two equations and two unknowns with an explicit solution that is easily attainable. As stated earlier, the three-terminal model has eight different sets of (two) equations that are possible. Depending on which leg of the system is more dominant with various coupling situations, different sets of equations may produce less error. Therefore, a method to solve an overdetermined system of nonlinear equations is advantageous to minimize the error. The system of equations-five unknowns-is solved in Matlab, by Mathworks [27] , using lsqnonlin. The details of using this function are outlined in the Appendix.
B. Error Analysis
Section II-B defines the process needed to find a solution to a two-terminal system. In general, the same principles hold for the three-terminal model, summarized in the following, where A is the attenuation provided by a shunt impedance One difference of the three-terminal model compared with the two-terminal model is the existence of coupling between the two legs: positive and negative grounds. The coupling is determined by the value of Z PN compared to Z PG and Z NG . The equations account for this coupling; however, the errors in solving the system of equations may increase if certain conditions are not met. That is, (7a) should be maintained, but if the source impedance is much larger than the equivalent impedance, then a similar error will also occur. Therefore, upper and lower bounds should be placed on the source impedances, as shown in (10a) and (10b).
IV. MODEL VERIFICATION
This model is simple, accurate, and well defined for linear systems, both two terminal [25] and three terminal [28] ; however, power electronic systems can cause many issues when modeled as a linear network. A boost converter's schematic is shown in Fig. 4 . The nominal condition has an input voltage of 50 V and an output voltage of 400 V. The converter switches at 400 kHz with open-loop control. The active (MOSFET and diode) and passive (boost inductor and output capacitors) components shown in Fig. 4 are modeled from the components of an actual boost converter [9] .
There is an ideal voltage source with an LISN to provide a well-known and realistic source impedance. The converter operates in continuous conduction mode at roughly 50 W. Shunt impedances are comprised of a 1.5-µF capacitor to block the dc component and a 1-Ω resistor to attenuate at the desired frequencies. The ratio of the capacitance and resistor will determine the corner frequency. Since the model starts to determine the equivalent parameters at 100 kHz, this is the desired corner frequency. The 1-Ω impedance is used to provide enough attenuation to the system (as defined in Sections II-B and III-B). Using 1 Ω may not always provide the appropriate amount of attenuation; however, if the source impedance is between 50 Ω-1 kΩ, then using 1 Ω is generally a good choice.
The simulation was performed in Ansoft's Simplorer [29] and ran for a total simulation time of 3 ms at a time step of 1 ns. The captured data had a length of 1 ms (2-3 ms) that is subsequently transformed into its frequency spectrum using the FFT.
The modeled impedances are shown in Fig. 5 . The equivalent impedance across the positive and negative terminals starts out to be inductive and then resonates and is mostly capacitive with an exception of a resonance at about 20 MHz. This physically makes sense since, at lower frequencies, the terminal impedance will be dominated by the 400-µH boost inductor, which is the impedance from 400 kHz to 1 MHz. At higher frequencies, the parasitic capacitances of the inductor and the junction capacitance of the MOSFET will be seen at the terminals. There are a lot of factors that can cause the impedance to change at those frequencies, which is what is also seen with the resonances at higher frequencies. The impedance of Z PG has some error that is discussed later. Z NG is mostly the impedance of the switch in series with the capacitance to ground. Since the impedance of the switch (junction capacitance) is very small compared with that of the capacitor at these frequencies, the 50-pF capacitance is seen as Z NG . It is difficult, however, to simply lump these two impedances together to create a single impedance between two points. The model creates an equivalent circuit; in fact, many impedances in the system will contribute to every equivalent impedance. Only the dominant ones are described for a rough visual inspection. This is an example when the source impedance used to determine the model is critical. The magnitude of the impedances in the system range from 20 to > 100 dB. The lower impedances (higher frequencies) are most accurate when the source impedances are smaller (50 Ω). However, the higher impedances (lower frequencies) are more accurate with a larger source impedance (1 kΩ). Not shown in this paper are the intermediate results with only one or the other source impedances, and clearly, the errors were increased at the respective frequencies. A couple of options are available to reduce this error. A capacitive source impedance can be implemented to cause the impedance to decrease as the frequency increases, although in general, that may not always be desired. Furthermore, it will force a different source impedance to be manufactured for every model created. In order to keep the model acquisition process as simple as possible, only the two source impedances will be used, namely, 50 Ω and 1 kΩ. Measurements will be taken with both source impedances, and a least squares approximation (still using lsqnonlin) will be performed on all the data sets. This is what is seen in Fig. 5 . Even with the use of both source impedances, some errors are seen in the model. There is some error in Z PG ; this is primarily due to the large magnitude of Z PG . Even with the source impedance of 1 kΩ (60 dB), the magnitude of Z PG is more than 40 dB larger. This may be reduced by using an even larger source impedance. However, since these models will be primarily used with a source impedance of 50 Ω or smaller for EMI purposes, impedances much larger than 10 kΩ would not greatly impact the system. One instance where this may impact is with an interaction with another system of similar impedance; for increased accuracy, the model should also be created with the addition of a source impedance of roughly 10 kΩ.
The current source, as a function of frequency, is shown in Fig. 6(a) . The inverse FFT (IFFT) of the equivalent current source is plotted in Fig. 6(b) for visual inspection of the waveform in the time domain. The time-domain plot clearly shows two different switching instances, roughly 0.1 µs (turnoff) and 2.29 µs (turn-on), providing for the proper duty cycle. Furthermore, the overall shape of the current source is very similar to the terminal current's characteristics. For example, the turnoff of the MOSFET shows the dominant ringing, which is consistent with measurements.
Finally, the modeled terminal EMI is compared with the EMI seen at the LISN resistors of Fig. 4 . The noise of the nominal condition using time-domain simulation (Fig. 4) is compared with the terminal model and shown in Fig. 7 . The entire frequency spectrum (gray) is provided for the original system's noise, while only the envelope (black line) is plotted for the terminal model. A nearly perfect agreement is seen throughout the spectrum up to 100 MHz.
V. MEASUREMENT VALIDATION
Confidence in the modeling procedure is ensured in the previous section. Up to this point, however, the model has not been confirmed experimentally. This section will discuss the measurement procedure and the results that show the validity of the model.
A. Procedure
In order to ensure repeatable and reliable measurements, a fixture that provides a dependable connection of the voltage probes was made. The fixture also contains a passive network that resembles an LISN in order to minimize outside noise affecting the measurements, in addition to providing a known source impedance that is used in the model calculations. It is critical to have a very accurate representation of the impedances, both source and shunt, to avoid errors. In addition, utilizing the same fixture for all systems allows for a universal acquisition and calculation procedure. The schematic of the measurement fixture is shown in Fig. 9 . As shown, the shunt impedances comprise of a passive network of dc blocking capacitors and resistors that minimize the series inductance and provide a high impedance at low frequencies and a small impedance (∼ 1 Ω) at the EMI frequencies. Much care was taken to minimize all other stray/parasitic impedances to reach as close as possible to the ideal case illustrated. However, when considering frequencies from 100 kHz-100 MHz, the parasitics will begin to affect the system. This was taken into consideration since the exact/accurate value of Z Shunt is critical in the model accuracy. The ESR of the capacitor is on the order of 10 mΩ; when in series with a 1-Ω resistor, it is not of concern. However, the ESL of the resistor, capacitor, and other trace inductances will cause the impedance at higher frequency to deviate from the desired 1 Ω. The impedance starts to become inductive at 10-20 MHz and may approach 10 Ω at 100 MHz. Although this is not ideal and 1 Ω was found to achieve more accurate results, as long as the impedance of Z Shunt is known, then the modeling process can still be performed. In some cases, the increased impedance at higher frequencies may not allow for proper attenuation of the noise and increased errors may occur at these frequencies. A plot of the actual Z Shunt used in the measurements is shown in Fig. 8 . The shunt impedances can also be included in real time during operation by using a jumper to minimize variation between measurements. Z Shunt is accurately determined by using a well-known impedance with a noise source in a two-terminal configuration. Then, the model is solved in reverse to determine Z Shunt instead of Z PN . This calibration includes all parasitics and interconnections that are associated with the measurement fixture.
Finally, the fixture also provides two options for the source impedance, namely, 50 Ω or 1 kΩ, which can also be easily adjusted using a switch. The source impedances are determined using Agilent's 4295A Precision Impedance Analyzer. A photo of the fixture, and how it connects to the unknown system, is shown in Fig. 9(b) .
Care needs to be taken when capturing the measurements. A Tektronix TDS 7054 Oscilloscope was used with (10x attenuation) passive probes. The probes are measured simultaneously for the nominal case and each attenuation scheme used. The different measurements are done without changing any operating conditions to ensure consistency of the unknown parameters. Furthermore, a third channel is used to trigger the oscilloscope at a consistent point. Since either of the LISN voltage measurements change due to the attenuation schemes, a different location is needed for the triggering. Only one period is captured from the oscilloscope. This helps simplify the modeling procedure and memory usage during the calculations. To further improve the accuracy, an averaging of 100 triggered waveforms is done on the oscilloscope prior to saving the data. This reduces the noise in the captured waveform and therefore increases the fidelity of the model. This is particularly important since only one period is captured; it is similar to performing the FFT on 100 waveforms. Finally, the sampling time is set at the maximum of the oscilloscope, 400 ps.
B. Boost Converter
The converter used in the validation process is a power factor correction converter operating as a controlled dc-dc converter with 50-V input, 400-V output, and 50-W output power and switching at 400 kHz. The output voltage of the boost converter has a small ripple that is not greatly affected under the different measurement conditions; therefore, it was used as the trigger for all the measurements. The attenuation achieved with the shunt impedances is 20-50 dB throughout the frequency spectrum for both source impedances of 50 Ω and 1 kΩ.
The model results are shown next. Equivalent impedances are shown in Fig. 10 , equivalent current sources are shown in Fig. 11 , and the comparison of the overall EMI seen at the LISN is shown in Fig. 12 . First, the results above 50 MHz are not very accurate. This is due to the voltage measurements. The magnitude of the voltage at these frequencies is very low and on the order of the background noise; therefore, accurate measurements are not attainable. Below 50 MHz, however, the results are very accurate, within a couple of decibels. It is difficult to compare the impedance and current measurements to an ideal case. This is an equivalent circuit; hence, no one component makes up an equivalent impedance; i.e., all components-including, but not limited to, the discrete passives, actives, control, and layout-in the system are lumped together into the three equivalent impedances and two current sources. However, a system was created for a well-defined linear network. Each physical device in this linear system is directly correlated to a component in the equivalent circuit. The results show excellent agreement between the three measured impedances and the modeled impedances. Likewise, the two linear sources used in the system matched the model throughout the frequency range.
VI. CONCLUSION
The verification of the boost converter shows great promise for the modeling procedure and methodology. The procedure shows excellent agreement for all EMI frequencies-a result of the error analysis and proper measurement procedures. The overall time to create the model, once the measurements are taken, is relatively short compared with that taken to create a full time-domain model. The model can then be used under many conditions (for example, different values for Z Source ) very quickly as long as the operating point remains constant. With a complete model realized-noise impedance and sources-impedance interactions between systems can be studied and are currently under investigation.
The implementation of a three-terminal system allows for the investigation of EMI in single-phase or dc systems with a ground or common point. However, it may also be of some interest to explore EMI and terminal characteristics of threephase systems (also with a fourth ground or common terminal). The principles set forth in this paper lead directly to defining a four-terminal model. A four-terminal equivalent circuit would consist of six impedances (one between every terminal combination) and three sources (current or voltage). With three measurements available for every condition, the minimum number Fig. 9 . Measurement fixture provides a known source impedance (50 Ω or 1 kΩ) that is based on an LISN. The shunt impedances can also be included by the using the appropriate jumper(s). To provide a consistent method of acquiring the waveforms, measurements are taken directly from the BNC terminals.
of attenuation schemes needed would remain at two (in addition to the nominal case). Similarly, if the need arises, this modeling approach can be adapted to an n-terminal system.
With that said, modeling a three-phase system implies an ac system where the operating point is constantly changing. Therefore, to fully utilize this model, a method must be adapted to account for the nonlinearities of a varying operating point, which is under consideration. This allows the terminal model to be applied to ac and dc systems, as well as to fully explore how a system's characteristics are affected by parameters such as loading and input conditions. This potentially involves some kind of interpolation between models created at different operating points or an intelligent method to predict how the model changes based on a limited number of operating point measurements.
Finally, it should be noted that Z Source is not necessarily needed. Current at the terminal could also be measured instead of the source impedance. The choice of which method to use should be determined by comparing the accuracy of a current measurement to the accuracy of determining the source impedance. If an LISN of some kind is used, however, then the source impedance is usually known quite well, but this model is not limited to use with an LISN.
APPENDIX
A. FFT
Various factors need to be considered for accurate FFT results. First, an adequately large sampling frequency needs to be used; in other words, a small-enough time step in the time data is needed. The Nyquist criterion states that, to avoid aliasing, the maximum frequency attainable is half the sampling frequency of the time-domain data [30] , as shown in (11) . Although this is the limit to achieve real information, the results at frequencies close to the Nyquist frequency can have large errors [31] . For this reason, the sampling frequency is chosen to be ten times the maximum frequency desired. In this paper, the maximum frequency investigated is 100 MHz; therefore, the sampling frequency is ≥1 GHz
Another consideration for creating a model is the frequency resolution of the transformed data set. The finer the frequency step f step , the more accurate the frequencies of interest can be determined. Since the range of frequency that the model solves is quite large (100 kHz-100 MHz), it will become too computationally intensive if the frequency step is too small. Therefore, the frequency step needs to be adequately large (for example, ≥1 kHz). The frequency step is determined by the total time T total used in the FFT calculation. The following defines the frequency step and total time relationship:
An additional factor to take into account is to have the number of periods as an integer. This may affect the total time of the data used and, likewise, the frequency step. In fact, if one period is used, then f step will be equal to the switching frequency of the system and the FFT will create an envelope of frequency spectrum. As more periods are used, the noise floor of the FFT may be reduced by an averaging of all periods during the FFT calculations. When the number of periods used in the FFT is not an integer, leakage occurs. A result of leakage is that the noise floor is increased drastically; likewise, the signal-tonoise ratio is derogated. Leakage can be reduced with certain windowing techniques. For simulated data or when one period is measured, a rectangular window works best, since it is trivial to produce a periodic data set. For measured data, however, a more complex windowing such as a Hanning window [30] might be needed when many periods are captured.
A final concern is the bit resolution of the time-domain data. If there is not a significant number of bits for the input to the FFT calculation, the noise floor will increase, again, hurting the signal-to-noise ratio. Time-domain simulation data, in general, are capable of providing a large-enough bit resolution for a superior signal-to-noise ratio. Measurements, however, may not be able to provide enough significant bits, and the data could be lost in the noise; this is also called a quantization error. Care needs to be taken, and proper equipments should be used to ensure that quantization error is minimized.
The FFT calculation has inherent error as well. Through the nature of reducing integrals to finite summations, the error will increase as the frequency approaches the Nyquist frequency. For the simulations used in this paper (f s = 1 GHz and T total = 1 ms), the inherent error of the FFT function is shown in Fig. 13 [31] . be used, and the minimum least square error (L2 norm) for all equations will determine the solution of the five unknown parameters. For all the examples in this paper, five total sets of equations were used: nominal, the attenuation example shown in Fig. 3 , and all three possibilities with one shunt impedance. The FFT produces complex numbers that define the magnitude and phase of the time-domain waveform at various frequency points. Using lsqnonlin with complex numbers directly is not advised. The least square approximation calculates the first and second gradients to assist in the iterative process; since the gradient of a complex number is not well defined, each equation in the system is divided into two equations: one defining the real components and another defining the imaginary components. From the five sets of measurements, ten complex equations are obtained, creating 20 equations that lsqnonlin solves simultaneously.
B. Solving Overdetermined Systems
In order to solve an iterative process, an initial condition is needed. Since the solution from three conditions is typically close, it is an easy and accurate starting point for the lsqnonlin function to use. In general, it was found that the three best conditions to use are the nominal case, a shunt impedance between positive and ground, and then a shunt impedance between negative and ground. The convergence rate and error of lsqnonlin are user controlled; as expected, the smaller the error, the longer the time needed to solve the system.
The inherent characteristics of a power converter has a fundamental switching frequency from which the noise is produced; only the fundamental and every harmonic of the fundamental (up to 100 MHz) are needed. All the other frequency data between the harmonics are practically zero and can be ignored. Once the fundamental frequency is obtained, either by inspection or a search routine, the complex value of the terminal voltages can be found for each harmonic of the fundamental. With a 400-kHz switching frequency (used throughout this paper), there are only 250 points of interest in the desired frequency range, allowing the system to be solved in minutes.
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