We address the problem of DNA sequences, developing a "dynamical" method based on the assumption that the statistical properties of DNA paths are determined by the joint action of two processes, one deterministic with long-range correlations and the other random and b-function correlated. The generator of the deterministic evolution is a nonlinear map belonging to a class of maps recently tailored to mimic the processes of weak chaos responsible for the birth of anomalous diffusion. It is assumed that the deterministic process corresponds to unknown biological rules that determine the DNA path, whereas the noise mimics the inQuence of an infinite-dimensional environment on the biological process under study. We prove that the resulting diffusion process, if the effect of the random process is neglected, is an o.-stable Levy process with 1 ( o. ( 2. We also show that, if the diffusion process is determined by the joint action of the deterministic and the random process, the correlation effects of the "deterministic dynamics" are canceled on the shortrange scale, but show up in the long-range one. We denote our prescription to generate statistical sequences as the copying mistake map (CMM). We carry out our analysis of several DNA sequences and their CMM realizations with a variety of techniques and we especially focus on a method of regression to equilibrium, which we call the Onsager analysis. With these techniques we establish the statistical equivalence of the real DNA sequences with their CMM realizations. We show that long-range correlations are present in exons as well as in introns, but are diKcult to detect, since the exon "dynamics" is shown to be determined by the entanglement of three distinct and independent CMM's.
I. INTRODUCTION
In the past decade or so there has been a ground swell of interest in unraveling the mysteries of DNA. One approach that has, in just a few years, proven to be particularly fruitful in this regard is the statistical analysis of DNA sequences [1 -9] using modern statistical measures. One focus of this analysis has been on the distribution of the four bases adenine, cytosine, guanine, and thymine (A, C, G, and T) in order to shed light on the following fundamental problems: (i) establishing the role of the noncoding regions in DNA sequences (introns) in the hierarchy of biological functions [2, 5] , (ii) finding simple methods of statistical analysis of such sequences to distinguish the noncoding &om the coding regions (exons) [6] , (iii) discovering the constraints and regularities behind DNA evolution and their connections to the Darwin theory of selection and more generally to contemporary evolution theories [7, 8] , (iv) extracting new global information on DNA and its function [2, 3, 5] , and (v) establishing the roles of chance and determinism in genetic evolution and coding regarded as being the "program" underlying the development and life of every organism [7] .
A familiar kind of analysis of DNA sequences is that used by Voss [3] based on the equal-symbol correlation.
k=A, C,T,G SI (f), from which he removed the white noise Boor. The details of this technique are reviewed in Sec. IIID.
The analysis of the spectrum S(f) led Voss to the following two major observations regarding the general properties of DNA spectra: (a) the spectra have a peak at f = 1/3, t = 3 (for coding sequences) and (b) the DNA sequences have long-range correlations as indicated by the slope of the spectrum, when plotted on a log-log graph paper. We shall discuss the 1/3 peak subsequently. Here we stress that the long-range correlation means that 1 lim S(f) oc -, f -+0 (2) with 1 ) v ) 0 (the case v = 0 corresponds to a completely random distribution, with no correlation). The result for S(f) given by (2) is equivalent to the corresponding result for the correlation function [10] 1 lim t (7. ) oc -, TABOO gP' (3) with P = 1 -v, which is obtained using a Tauberian theorem. This consequently implies the condition 1 ) P ) 0, so that it is not possible to define a length scale for the correlation function, e.g. , the correlation is nonzero at all the distances 7 separating elements in the sequence.
This interpretation is the reason why this inverse-powerlaw behavior is called long ranged (see also [11] ).
Voss finds these inverse-power-law spectra for the sequences studied regardless of the percent of intron content. This is where the results of Voss disagree with those of Stanley et al. [5] , who, on the contrary, focus their attention on the different degrees of correlation in intronless and intron-containing sequences and find no correlation in cDNA sequences.
Let us now briefly review some of the main results of the research work of Stanley et al. [5] . They find longrange correlations in the noncoding regions and no correlation at all in the coding regions of DNA sequences. They use methods of analysis different &om that of Voss and are related to the dynamical treatment that we illustrate in Sec. II. They study the landscape variable, which, adopting the notation of this paper, reads (4) (5) where Zo is the initial point of the walk, the Eo subscript on the bracket means an average over initial positions, and »-:x (Ep + I. ) -x(Ep). (6) In Sec. II we introduce the statistical arguments appropriate for correlation fluctuations and show that with a correlation function of the forin (3) with 1 ) P ) 0 the asymptotic form of the second moment (5) becomes lim F (E) oc E e~w here H = 1 -P/2, so that 1 ) H ) 0.5 (again, the case of complete randomness corresponds to the extreme Here i represents the position in a sequence and E the distance along a DNA sequence (E is an integer between 1 and N, the length of the sequence) and (, is a variable that assumes the value +1 if a purine occurs and -1 if a pyrimidine occurs at the position i. Thus the cumulative variable z(I) with the increase of "time" l executes a trajectory similar to that of diffusional one-dimensional motion, called, by Stanley and co-workers, a DNA walk. This trajectory has a fractal structure (like a mountain) and is therefore called a "landscape. " Stanley et al . [5] focus their attention on the second-order properties of the landscape, such as the mean square deviation from the mean value H = 0.5). In the case of introns Stanley et aL [5] actually find H ) 1/2, in agreement with the results of Voss. In the case of the intronless sequences (where the introns were removed), on the contrary, Stanley et at. [5] hand H = 0.5 in the case of sufIiciently short E In the analysis of some coding sequences Stanley et at. [5] noticed that some coding DNA landscapes were a juxtaposition of patches of different biases whose lengths were distributed around a typical length scale; they noticed further that the dispersion they measured within such subsequences was normal. To avoid the subjectiveness of selecting such subsequences, they developed the detrended fluctuation analysis: they generalized the function F (/) and adopted the function Fd (/), allowing them to distinguish the cases where the inverse-power-law behavior exists at all length scales from those where the correlation only appears on a typical length I. This length scale is identified with the typical length of the random subsequences that they find in the studied intronless sequences. Thus Stanley et al. [5] attribute the presence of correlations at large 1 in the exons to a crossover effect among the subsequences, thereby implying that no substantial long-range correlation exists in the exons.
Stanley et al. [5] also proposed some models of evolution and reported the results of analyses of sequence coding for the same protein belonging to organisms in different positions in the evolutionary tree. They find an interesting increase of the coefBcient H with biological complexity, i.e. , H is a function of the position in the tree.
The differences in the findings of the two groups -longrange correlations being ubiquitous in DNA sequences by Voss [3] and such correlations being absent in exons by Stanley et al. [5] -has motivated us to develop a phenomenological dynamical model that might not only mitigate these differences, but also suggests the dynamical origins of the observed statistical properties. The proposed model is an application of nonlinear mappings to the understanding of the statistics of DNA sequences. We also believe that this affords a completely different strategy for determining the biological mechanisms underlying DNA structure and thereby indirectly biological functions.
Within this context we must mention the work of Grosberg et al. [2] , who suggest that an intrinsic constraint might lead DNA evolution towards a given statistical conformation. In fact, Grosberg et al. studied the statistical properties of a polymer confined within a minimum volume but constrained to remain essentially knot-&ee.
Under these conditions the sequence must result in longrange correlations with H = 2/3. This kind of packing (crumpled globule structure) shows up in the complete sequence of the DNA of the eukariots, i.e. , the living beings whose DNA is contained in a nucleus and are characterized by the presence of introns, that is, DNA sequences that do not code for proteins. The nuclear DNA must keep the capability of unfolding itself for the purpose of transcription and duplication.
The complete sequence consists mainly of noncoding DNA. For all these reasons Grosberg et al. argue that the role of introns might be that of producing the needed long-range correlation so as 5283 to rigorously maintain the convenient spatial configuration for the whole genome and, consequently, the correct function. According to this interpretation of the work of Grosberg et aL the lack of correlation in the coding sequences would be justified by the fact that in addition to the exons (which are responsible for the other fundamental function, the code) a further "structure" responsible for the function should exist.
It must be added that Lio et at. [8] also stress that the statistical properties of the DNA sequences imply either a series of internal causes or relations with the cellular environment.
These are constraints concerning the proper function of the DNA code and the complex mechanisms needed for the cell life. These authors apply the mutual information function to the pairs of bases AT and CG, distinguishing between weak and strong bonds, and find a period-3 correlation for the pair CG (strong) in organism living in limiting life cond. itions. They also mention a sort of internal natural selection that should account for these properties. This is additional evidence that the statistical properties of the DNA sequences may be related to internal and external constraints. We plan to approach the discussion of all these issues by adopting a dynamical model &om the point of view that the different positions of the sequence can be regarded as distinct values of a discrete time and the landscape variable (4) can be regarded as the collection of all the fluctuations that the statistical variable (, the "velocity" of our "Brownian particle, " undergoes throughout the observed. time interval. Our modeling is based on the assumption that this difFusion process rests on the joint action of two distinct statistical sources, the former being a statistical process with long-range correlations and the latter being a noise, namely, a random process with no correlations. The generator of the process with long-range correlations is assumed to be a deterministic nonlinear map, mimicking a state of weak chaos, and is thought of as expressing the rules determining the dynamics of the biological process under study. This biological process interacts with an infinite-dimensional environment and, according to traditional wisdom, this interaction is mimicked by a b-function correlated random process. The weight of these two distinct statistical sources is determined by a fitting procedure of the experimental data. This results in a special map, which we term the copying mistake map (CMM) and is our proposed model to interpret the DNA sequences.
Thus we see that our model balances the two major sources of randomness in statistical mechanics: noise, the traditional process introduced to model the infinite number of degrees of keedom of a complex mechanical system, and chaos, the paradigm of deterministic randomness &om nonlinear dynamics. This choice of including both noise and chaos is dictated by a criterion of eKciency as well as by a "philososophical" perspective on DNA sequences, in which the sequence is perceived as the result of a compromise between chance and necessity. In fact, as will become transparent &om the content itself of this paper, the DNA sequences are a biological case of anomalous difFusion and anomalous diffusion is determined by waiting time distributions in each of the states 1 or -1 of the velocity ( with an inverse power law. The deterministic map used in this paper is one of several possible generators of inverse-power-law distributions, another well know one being, for instance, a hierarchical model [12] . The choice of the deterministic map is also dictated by a criterion of efBciency, which makes the CMM an especially simple way of generating sequences statistically indistinguishable from the real DNA sequences. Furthermore, we shall see that the adoption of the deterministic map makes it possible to realize a variety of different conditions, including the oscillations detected by Voss [3] and Lio et at. [8] using a single approach. [13] in which the regression of a perturbed system back to equilibrium is used to determine the equilibrium correlation function. In Sec. IV we apply the standard methods of analysis to real DNA sequences to compare and contrast the result with those generated by the CMM. We summarize our results and draw some conclusions in Sec. V, which also illustrates the research directions suggested. by the results of this paper. (12) A. General dynamical remarks A diffusion process in the one-dimensional case stems &om the remarkably simple equation (8) If the correlation function @g(t) decays quickly enough to make~finite, we can explore the process for times t very large compared to v, thereby making the long-time limit of (10) sequently, the connections with the dynamical approach outlined here is made possible by assuming that the DNA sequence can be dealt with as being a single realization of an ergodic process. We also make the assumption that the time averages on the variable x would correspond to a stationary, or equilibrium, condition. The integration of (8) What about DNA sequences? The DNA sequences, when the association between letters and numbers that we use is adopted, are a biological realization of the equation of motion (8) , with the velocity ( fluctuating between the two values 1 and -1. According to the results illustrated here, the simplest possible way for these sequences to produce anomalous diffusion is by realizing a waiting time distribution with the structure of (18) 
II. DYNAMICAL THEORY OF ANOMALOUS DIFFUSION
where a = (1 -2d)d ' (this choice is made to fulfill ergodicity and to avoid oscillating trajectories) . The map is shown in Fig. 1 to the straight line z = y. In our mapping we have two such points, one at y = 0 and the other at y = 1 (see Fig.   1 ). In this case the particle undergoes a very slow motion out of the region near the fixed point (weak repeller) and then eventually exits the laminar region giving rise to the 0. (26) (5) . The evaluation of H comes from the equation for the second moment (10), where the averages are taken over all the possible initial conditions. It is also possible to evaluate the distribution probabilities P(x, t) that describe the probability of having traveled a "displacement" distance x in a "time" t. Such distributions are Gaussians for uncorrelated processes and, for the reasons pointed out in Sec. II, are Levy functions for the long-range correlated processes supplemented by the stationary assumption. This kind of analysis was applied to the study of the DNA sequences by Li and Kaneko [1] .
They studied a three-dimensional pseudorandom walk, of which each of the four bases represented a velocity vector relative to the four angles of a regular tetraedron. Our one-dimensional approach is a simplified version of this method since it can be regarded as being a geometric projection on a straight line connecting the middle points of two opposite sides of this tetraedron.
III. METHODS OF ANALYSIS B. Detrended fiuctuation analysis
The development of techniques to analyze the statistical properties of DNA sequences has become a very active field of research. A frequently used technique [1, 5, 8] is the method of information entropy, which is thought to be &ee &om the somewhat arbitrary identi6cation of symbols with real numbers [9] . We are aware of that problem and consequently of the potential importance of adopting the information entropy and other such bias&ee methods. However, since our aim here is to apply our dynamical model of DNA sequences, we prefer to focus on those traditional methods of analysis that associate letters with numbers in the assessment of the utility of the CMM. On the other hand, our statistical method leads us to conclusions consistent with those reached by Lio et al. [8] , on the basis of the entropy information method.
In this section we present a brief illustration of other methods of analysis that can be related to the dynamical approach, which we therefore apply in this paper.
The detrended fiuctuation analysis (DFA) was originally introduced by Stanley and co-workers [5] for the purpose of distinguishing, within a reasonably short time scale, if the dynaxnical process stemming kom a DNA sequence is dominated by correlated or uncorrelated Huc- tuations. This method was shown to be successful in distinguishing introns &om exons in a yeast chromosome [6] Stanley et al. [5] , is arbitrary, it has some merit compared to other possible Y&'(n) = y(n) -nM&' for (s -1)l + 1 (n, ( sl, (36) with the variance in the box given by P. ALLEGRINI [5] to show that D. Spectral analysis Spectral methods rest on the numerical evaluation of the equilibrium correlation function (11) followed by the application of a fast Fourier transform. The long-time correlations are then related to the low-&equency region of the spectrum due to the complementary relation between the Fourier transform and its inverse. As we mentioned in the Introduction, Voss defined a symbolic correlation function introducing a binary indicator function UA, , (x") that is equal to 1 if a letter k occurs at the position x and to 0 otherwise. The letter k is defined by k = A, C, T, G. In this way the four-symbol indicator correlation function can be defined as
Stanley et al. [5] find H ) 0.5 for intron-containing sequences, while for intronless sequences they find H = 0.5 under a certain characteristic length and H & 0.5 for l over that length. This can be seen in Fig. 2 , which shows some results of Stanley et al. [5] for intronless sequences using the DFA analysis.
while Cq(r) is defined as an equal-symbol correlation function and N is the total length of the considered sequence. As We now make the assumption that the equilibrium exists, even if it is reached very slowly with an inversepower-law decay rather than with an exponential regression, as in ordinary statistical mechanics. In this case the regression to equilibrium of the macroscopic fluctuation is proportional to the equilibrium correlation function. It has to be remarked that the Onsager method is eventually equivalent to a direct calculation of the correlation function, but this equivalence requires the stationary property on which the definition of 4t. (t) itself rests. However, we can perform the Onsager experiment even without knowing if the sequence is long enough to guarantee the attainment of the correct equilibrium with averages in time. We see that in cDNA sequences the presence of oscillations helps us to deal with this problem in an unambiguous way. These oscillations help us to assess whether the system satisfies the stationarity condition necessary to properly define the equilibrium correlation function (11). In future work we plan to investigate how the Onsager experiment is able to draw information out of nonstationary sequences.
We stress that in the case where the system is able to reach a stationary condition, the Onsager experiment is an efBcient way of determining the correlation function. The only disadvantage is that it requires fairly long sequences, also because of the efFects produced by the finite length of the time series: the lower I is, the worse the statistics are [3, 26] .
As proved by work in progress, a beneficial aspect of the Onsager analysis method is that in addition to detecting the presence of inverse-power-law correlation functions, it is an efFective and accurate method for the detection of short-range correlational features (e.g. , first neighbors anticorrelations and features introduced by repeated sequences and by codon usage statistics). In this section we present results given by the methods discussed in the previous sections, when applied to real DNA sequences and to the CMM generated sequences. Figures 2 and 3 are extracted &om the papers of Stanley et al. [5] and of Voss [3] , respectively. We notice that while there is substantial agreement on the presence of long-range correlation in intron containing sequences, there is substantial disagreement for cDNA sequences. In particular, Voss [3] finds for viruses values of H near the ballistic regime, while for Stanley et at. [5] [5] . We emphasize that their major discovery, namely, a difFerence in correlation for the two kinds of sequences at short-time scale, holds true. However, we are not satisfied with their explanation that the patches of biases present in intronless sequences are unimportant and do not contribute to the asymptotic correlational properties. Figure 4 shows landscapes generated by the random walk prescription applied to the human Cytomegalovirus strain AD169, compared to that of a CMM, with the parameters indicated. The qualitative similarity between the two landscapes is quite impressive. However, we find that quantitative measures applied to the two landscapes are even more impressive. We apply three kinds of analysis to the two data sets of Fig. 4 , namely, the determination of H, HIr (stemming &om Hurst analysis), and Hd (stemming from DFA). The results are indicated in Fig.  5 and lead us to the conclusion that the CMM gener- (ii) at later times, the lack of statistics makes it impossible to assess whether or not the densities develop long-range tails and consequently prove that the Gaussian assumption is incorrect. If DNA were really well described by our simple model, the theoretical distribution could not be Gaussian, since the Gaussian and the Levy process act independently, and so we expect a linear superposition for P(x, t). However, the Gaussian process is strong enough to destroy possible tails in the short-time regime, while in long-time regime the tails are destroyed by the errors generated by the finite length of the sequences.
IV. DATA ANALYSIS -AND RESULTS
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Long-range correlations can also be detected by observing the eventual asymptotic inverse power law of the correlation function (11). As explained in Sec. III, we use the Onsager experiment to determine @g(t). This method is equivalent to a direct evaluation of 4t (t) through the definition (11), but it has some technical advantages, since the ensemble over which the averages are performed is chosen throughout the whole sequence.
So it is possible to detect an inverse power law with good statistics. In fact, it has to be pointed out that although 4t (t) implies the existence of a stationary condition, the direct observation of its slow relaxation to zero (with an In Fig. 7 (a) the regression to equilibrium of the map with no copying mistakes is shown. A log-log plot of the long-time regression, shown in Fig. 7(b) , yields a straight line, indicating an inverse-power-law correlation function with index o. = 0.5, agreeing perfectly with the theoretical predictions of Trefan et al. [20] and others [19, 21] , for the map with z = 5/3. Notice that the agreement is good in the asymptotic limit, where the continuous treatment of the map dynamics is valid, and ful6lls a stationary scaling relation according to the treatment &om (29) to (32). The results of the Onsager regression experiment on the CMM and the DNA sequence are also shown in Fig. 7(a) . We find that there is good qualitative agreement between the two. In both cases we notice a rapid regression to the white noise background at the Grst time step. This is in line with the analysis that led to (34). We see, however, that there is also a striking discrepancy: in the case of the DNA sequence, after the short-time regression to the level of background noise we find regular oscillations with a time period of 3. This property is the time counterpart of the peak found by Voss at f = 1/3 in the frequency spectra shown in Fig. 3 [3] . It is important to stress that the Onsager experiment makes it possible for us to establish a connection between such oscillations and anomalous diffusion, in a clearer way than using spectral analysis alone.
In Fig. 8(a) we see indeed that the maxima of the oscillations regress to equilibrium with the power law a 0.5 that is in perfect agreement with the theoretical predictions for the CMM shown in Figs. 4 and 5 . This makes it clear that the detection of the anomalous diffusion is extremely delicate (for B )) A) and is strongly affected by the coarse graining. The analysis that led us to the results of Fig. 5 is based on the adoption of time repartitions much larger than the period 3, thereby making it impossible to observe them.
The Onsager analysis of Fig. 8(a) implies H = 3/4, which is slightly larger than the value given by the analysis of the finite sequence (Fig. 5) ; this prediction is, however, in very good agreement with the CMM studied in Fig. 4 . Note that the analysis of this paper (Fig. 5) proves this CMM to be equivalent to the DNA sequence and that the exact Hof the CMM is know'n [19 -21] . This is so because using (22) and (32) H is directly derived from the parameter z of the CMM (z = 5/3 leading to H = 3/4). The discrepancy between the standard equi-librium analysis and the "correct" prediction of the nonstationary Onsager analysis might become dramatically important when H l.
In Fig. 8(b) we plot the results of the Onsager experiment in a way that we can distinguish between two sets of points. The curve formed by the points in position 3n + 1 (the "peaks" curve), where n is an integer number, and the curve formed by the others points are separated in the short-time regime and they merge only at later times. The points that do not belong to the peaks curve form a kind of white noise background under the peaks curve itself. The absence of large drifts in the lower uncorrelalated curve tells us that the stationary assumption is fulfilled by our sequence. We can actually take the level of this curve as the true base line for computing the correlation function. We notice that for the splitting to become detectable we need fairly long sequences. However, when the splitting becomes visible, this represents an unambiguous method to remove part of the white noise background. We also stress that this behavior is typical of viruses of the same kind and we plot another example (Varicella Zooster) in Fig. 8(c) . As stressed by Voss [3] , the period-3 oscillations correspond to the number of bases present in a codon. To shed light on these oscillations we have built up three subsequences relative to the position (1, 2, with a short-time inverse power law and no regular oscillation, in full agreement with (34). (26) is a special version. The other is a model where the inverse power law of the distribution of waiting times in the closed channel state [31] is determined by the fact that, due to the thermal activation, which in turn implies the interaction between the system and its environment, the particle jumps into wells of increasing depth. Although the resulting vP(t) in the latter case is the same as that given by the deterministic map, the numerical realization of it would require much more computer time and would be less efficient than the deterministic map. Thus we see that our choice is dictated by a criterion of eKciency, elegance, and conceptual clarity. The adoption of the model where the waiting time distribution with an inverse time distribution is already determined by thermal Huctuation and. thus by the interaction with the environment would have made the distinction between determinism and randomness very confusing.
In future work we plan to investigate if it is possible to distinguish between these two kinds of processes and to shed light on the chance-necessity dichotomy in evolution.
(d) Herein we established that if DNA sequences result, as they do, in long-range correlations, and if they are stationary processes, then they must be o.-stable Levy processes. This conclusion opens up avenues for further interesting work of both biological and statistical research relevance. To make this aspect transparent let us consider (8 %'e thus reach the conclusion that a complex system, either physical or biological, "aiming" at realizing long-range correlations with no convict with the requirement of taking place at equilibrium, has to locate itself in the region 2 ( p ( 3. In the case of Hamiltonian systems, the reasons why the waiting time distribution @(t) must have an inverse-power-law structure of (18) are known [16] , and are related to the fractal nature of the region at the border between the chaotic sea and deterministic islands. However, it is not yet known how to derive p &om the Hamiltonian and consequently it is not yet understood why the power p so far has always been found, as a result of numerical observation, in the range (19) . We are tempted to say that it must be so if we have to fulfill the tenet that thermodynamical equilibrium is compatible with a microscopic derivation, but more direct evidence would be welcome.
In the case of DNA sequences, the situation is similar: the implication of DNA tertiary structure in eukariotes [2] [21] . We cannot rule out the possibility that H ) 1 either. This would be in con6ict with either the assumption that the stationary correlation function (11) can be defined or that the fiuctuations of ( are independent of x. We have adopted the strategy of first investigating the consequences of a dynamical model compatible with (10). In the future we shaB focus on the possible violations of this picture and, if they exist, on their eKects.
We must also point out that according to the dynamical modeling for the DNA sequences proposed in this paper, such sequences are not derived only &om the deterministic map but they result &om the joint dynamics of the deterministic map and noise (CMM) or from the parallel run of three independent CMM's. 
