Abstract. We consider the inertial motion of a system constituted by a rigid body with an interior cavity entirely filled with a viscous incompressible fluid. Navier boundary conditions are imposed on the cavity surface. We prove the existence of weak solutions and determine the critical spaces for the governing evolution equation. Using parabolic regularization in time-weighted spaces, we establish regularity of solutions and their long-time behavior. We show that every weak solution à la Leray-Hopf to the equations of motion converges to an equilibrium at an exponential rate in the Lq-topology for every fluid-solid configuration.
Introduction and formulation of the problem
In this paper, we investigate the stability properties and long-time behavior of the system S constituted by a rigid body with a cavity completely filled by a viscous incompressible fluid. No external forces act on the system, and so the motion is driven by the inertia of the whole system once an initial angular momentum is imparted on S (inertial motion). We suppose that the fluid is subject to Navier boundary conditions on the cavity surface. Under these conditions (see (1.1) 3,4 below), the fluid is allowed to partially slip on the impermeable boundary of the cavity. More precisely, it is assumed that the fluid normal velocity is zero, whereas the slip velocity is proportional to the shear stress on the solid boundary ( [22] ).
Problems of this kind arise in the study of fluid-solid interactions in many fields of the applied sciences, including microfluidics, geophysics, and cardiovascular science (see [41, 40, 19, 20] and the references contained therein).
From the mathematical point of view, so far there have been only few contributions aimed at furnishing a rigorous treatment of the problem at hand. Major results concerning the study of viscous incompressible fluids subject to Navier boundary conditions either consider the case where the fluid is confined to a fixed immovable domain ( [1, 3, 25, 29, 31] ), or the case where the fluid is flowing around moving (rigid or elastic) structures ( [23, 10, 27, 20, 2] ).
In contrast, there is a large literature dealing with the motion of fluid-filled rigid bodies with no-slip boundary conditions, it spans from the early work by Stokes [38] , Zhukovskii [42] , Hough [11] , Poincaré [26] , and Sobolev [35] to more recent contributions mostly concerned with stability problems ( [32, 33, 21, 4, 15, 13, 12, 34, 16, 9, 5, 17] ). A comprehensive study of the motion of fluid-filled rigid bodies has recently been given in [8] (in an L 2 framework), and in [18] (in a more general L q framework). It is shown that equilibria correspond to permanent rotations (rotations with constant angular velocity around the central axes of inertia) of S with the fluid at a relative rest with respect to the solid. Moreover, equilibria associated with the largest moment of inertia are stable, while all other equilibria are unstable. Finally, it has been proved that every Leray-Hopf weak solution converges to an equilibrium at an exponential rate in an appropriate topology.
These results have a natural physical explanation. Due to viscosity effects, after a sufficiently large time (which depends on the initial motion imparted on the system as well as the physical properties of the fluid) the fluid goes to a rest state relative to the solid. Thus, the long-time behavior of the coupled system is characterized by a rigid body motion with the system moving as a whole solid. The rigid body dynamics is quite rich, it includes permanent rotations, precessions, and more generally motions á la Poinsot. However, once the fluid is at rest, the pressure gradient must balance the centrifugal forces. Thus, the only rigid body motion the coupled system eventually performs is a permanent rotation. The aim of our work is to show that this "stabilizing effect" of the fluid on the motion of the rigid body can also be observed for the case of a fluid-filled rigid body with Navier boundary conditions.
In this manuscript, we answer fundamental mathematical questions about the existence of weak (á la Leray-Hopf) and strong solutions to the equations of motion for the coupled system S. We show that equilibrium configurations corresponding to permanent rotations of S around the central axes of inertia corresponding to the largest moment of inertia are asymptotically (actually, exponentially) stable. All other permanent rotations are unstable. Our stability results are all obtained in an L q -framework. The main ingredient that allows us to obtain such a result relies on the fact that the set of equilibria E (locally) forms a finite dimensional manifold, with dimension m = 1, 2, 3, depending on the mass distribution of S (see Proposition 2.3(c)). Moreover, a detailed study of the spectrum of the linearization around a nontrivial equilibrium shows that equilibria associated with the largest moment of inertia are normally stable, while all other equilibria are normally hyperbolic (see Theorem 5.1). These results yield a complete description of the long-time behavior of S.
The equations of motion given in (1.1) form a coupled system of nonlinear parabolic PDEs and ODEs with bilinear nonlinearities. The mathematical model features a combination of conservative and dissipative properties as can be observed by the conservation of angular momentum (1.3) and the energy inequality (4.5). These are distinctive characteristics for this type of fluid-solid interactions (see also [5, 17, 8, 18] ). We prove the existence of weak solutions á la Leray-Hopf to (1.1) corresponding to initial data with arbitrary (finite) kinetic energy. Although the proof adapts standard tools (see e.g. [3] for the classical Navier-Stokes equations in bounded domains), it nevertheless yields the first result in the literature concerning existence of global weak solutions for the fluid-solid interaction problem (1.1). In Theorem 3.3, we determine the largest space of initial data for which the equations of motion are well-posed. The functional setting we use is that of maximal L p − L q regularity in time-weighted L p spaces ( [28] ). Using parabolic regularization in time-weighted spaces ( [28, 29] ), we show that for any initial data with finite energy, all corresponding weak solutions will converge to an equilibrium at an exponential rate, in the topology of H 2α q with α ∈ [0, 1) and q ∈ (1, 6). The latter is shown by proving that, for each Leray-Hopf solution, there exists a time τ > 0 at which the solution has gained sufficient regularity to serve as initial condition for a strong solution constructed in Theorem 3.3. Well-posedness in [τ, ∞) then follows by choosing a suitable time-weight which ensures that weak and strong solutions coincide and trajectories are relatively compact. It is worth emphasizing that all the above results hold for every fluid-solid configuration. In particular, no assumption has been made on the geometric shape of the body and/or mass distribution within S.
Throughout the paper, the friction constant ζ in (1.1) 4 is assumed to be strictly positive. In fact, in the case ζ = 0, a preliminary analysis shows that the decay of the fluid's relative velocity can be obtained either in case the fluid domain is not a solid of revolution, or else in topological spaces corresponding to fields orthogonal to rigid body motions around the axis of symmetry. This is a consequence of Lemma 4.1. Indeed, in the case ζ = 0, the dissipation in the energy balance (see Lemma 2.2) would be only in terms of |D(v)| L2(Ω) . The dissipative term then would not be enough to control the norm |v| L2(Ω) , as no information is given for the tangential component of v to the boundary (see e.g. [37] for the classical Navier-Stokes equations).
Here is the plan of our paper. Below, we provide the mathematical formulation of the problem. In Section 2, we introduce the available energy of our system and characterize the set of equilibria. The well-posedness of the governing equations and the relevant critical spaces are discussed in Section 3. The existence of Leray-Hopf solutions and related properties are proved in Section 4. In Section 5, we analyze the spectrum of the linearization at an equilibrium, and provide a complete characterization of the nontrivial equilibria as either normally stable or normally hyperbolic. The stability properties of our equilibria, at the nonlinear level, is then analyzed. We finally use all information gained in the previous sections to provide an exhaustive description of the long-time behavior of S.
The equations governing the motion of the system fluid-filled rigid body S in a non-inertial frame with origin at G (the center of mass of the whole system), and axes e i , i = 1, 2, 3, directed along the principal axes of inertia of S, read as follows:
(1.1)
Here Ω ⊂ R 3 is a bounded domain with boundary Γ = ∂Ω of class C 3 , v denotes the fluid velocity relative to the rigid body, ν is its coefficient of kinematic viscosity, and p the pressure field. Moreover, I = diag[λ 1 , λ 2 , λ 3 ] denotes the inertia tensor of S with respect to G, λ j are the central moments of inertia of S, Ia is the total angular momentum of S with respect to G, and
Without loss of generality, we have set the fluid density equal to one. We note that the total angular momentum is a conserved quantity,
as can readily be seen by taking the inner product of (1.1) 5 with Ia. The equations in (1.1) can be derived as in [16] (see also [5] ). The noticeable difference here are the Navier boundary conditions (1.1) 3,4 . The vector field n denotes the outer unit normal on Γ and P Γ := I−n⊗n is the orthogonal projection onto the tangent bundle TΓ. Equation (1.1) 3 is a kinematic condition that describes the impermeability of the boundary surface. The constant ζ > 0 in (1.1) 4 is the coefficient of friction between the fluid and the boundary, and
is the fluid stretching tensor. Equation (1.1) 4 represents a partial-slip boundary condition. Dividing both sides of (1.1) 4 by ζ and taking the limit as ζ → ∞ one formally obtains the case of no-slip boundary condition v = 0 on Γ considered in [18] . Throughout this paper, we use the notation (·|·) for the Euclidean inner product in R 3 and | · | for the associated norm. Moreover, for a Banach space X, | · | X will denote its norm, and B X (u 0 , r) the open ball of radius r centered at u 0 ∈ X, with respect to the topology of X.
The set of all linear bounded operators from X to Y , with X, Y Banach spaces, is denoted by B(X, Y ). If A : D(A) ⊂ X → X is a linear operator, σ(A), N (A), R(A) stand for the spectrum, the null-space, and the range of A, respectively.
For
denotes the classical Lebesgue spaces, where D is either Ω or Γ. In some of the proofs (and when the context is clear), | · | D will be used for the
the space of all solenoidal vector fields on Ω and by P the Helmholtz projection of
1 We will use the same notation for scalar and vector valued functions.
Energy and equilibria
2.1. Dissipation of energy. The available energy of system (1.1) is given by
From the physical point of view, E represents the total kinetic energy of the system fluid-filled rigid body. The above functional is positive definite along the solutions to (1. 
Sufficiently smooth solutions to (1.1) enjoy the following energy balance.
Proof. From (2.1) and (1.1), one has
The energy is a strict Lyapunov functional as the function [t → E(v(t), a(t))] is strictly decreasing along non-constant solutions. In fact, suppose
by Korn's inequality (see for instance (4.1)). This implies ω = 0 on (t 1 , t 2 ), and henceȧ × x + ∇p = 0 on (t 1 , t 2 ). Taking the curl on both sides yields curl (ȧ × x) = 2ȧ = 0, and therefore, we are at an equilibrium.
3 is an equilibrium of (1.1). Then
L2(Γ) = 0, and by the argument used above, v = 0. Consequently, ω = 0 and (1.1) 5 then yields a × Ia = 0. This implies either a = 0, or a and Ia must be parallel and therefore, a ∈ N(λ − I) for some λ ∈ {λ 1 , λ 2 , λ 3 }. This yields the set of non-trivial equilibria
with constant pressure p in each case. We note, and this will turn out to be important later on, that E is locally a manifold of dimension m ∈ {1, 2, 3}, with m depending on the distribution of the central moments of inertia λ i . In more detail, for each non-trivial equilibrium (0, a * ), there is a neighborhood
such that E ∩ U is a smooth (in fact flat) manifold. We summarize our results.
Proposition 2.3. The following assertions hold for problem (1.1).
(a) The total angular momentum is conserved.
The set E of non-trivial equilibria is given by (2.2). E is locally a smooth manifold of dimension m ∈ {1, 2, 3}, with m depending on the distribution of the central moments of inertia
The critical points of the energy with prescribed total momentum are precisely the equilibria of the system. (e) If the energy with prescribed nonzero total momentum has a local minimum at a critical point (0, a * ) then necessarily λ * = max{λ 1 , λ 2 , λ 3 }.
Proof. The remaining assertions in (d) and (e) can be proved by the method of Lagrange multipliers, see also [18, Proposition 2.3].
Local well-posedness and critical spaces
In this section, we show that system (1.1) is locally well-posed in an L q -setting. We consider the Banach spaces
Notice that X 1 is compactly embedded in X 0 . System (1.1) can be rewritten in the following equivalent form
where
Then problem (3.2) can be reformulated as the following semilinear evolution equation in the unknown u := (v, a)
), provided we know that E is invertible. Consider the operator
where ℓ i are bounded linear functionals on L q,σ (Ω). One readily verifies that K has finite rank, and then it defines a compact linear operator on L q,σ (Ω). In [18] , it has been also proved that
Using well-known properties of the cross-product, (1.2) and Lemma 2.1 one ver-
(3.6)
With I + C := (I + K) −1 , these remarks lead to the following result (see also [18] ).
Proposition 3.1. E is invertible on X 0 . The inverse is given by
where I is the identity operator on L q,σ (Ω), and where C has the following properties:
A moment of reflection shows that the operator L in (3.4) is given by
Let A N be the Stokes operator with Navier boundary conditions, given by
Proof. (a) As A N has compact resolvent, σ(−A N ), the spectrum of −A N , consists solely of eigenvalues of finite algebraic multiplicity. Moreover, the spectrum is independent of q, and we may restrict ourselves to the case q = 2. Suppose that µ ∈ C is an eigenvalue of −A N with associated eigenfunction v, that is, µv + A N v = 0. Taking the L 2 -inner product of this relation withv, the complex conjugate of v, (for questions related to spectral theory we always consider the complexification of X 0 and X 1 ) yields
In particular, A N is invertible. We refer to [31, Theorem 4.1] for the remaining assertion.
(b) We will first show that A 1 = (I +C)A N is invertible and sectorial, with sectorial angle φ A1 < π/2. As in the proof of part (a), it suffices to locate the eigenvalues of
Suppose then that (µ + A 1 )v = 0 for some µ ∈ C and v ∈ D(A N ). Applying (I + C) −1 = (I + K) to this equation and then taking the L 2 (Ω) inner product withv results in µ((I + K)v|v) Ω − (P∆v|v) Ω = 0. We conclude that µ ∈ (−∞, µ 1 ] with µ 1 < 0, as both (I + K) and −P∆ are positive definite. In particular, A 1 is invertible.
Let
Hence, it is sectorial with angle φ A = 0, while B is a relative compact perturbation. It follows from [28, Lemma 3.1.7 and Corollary 3.1.6] that there is a positive number η 0 such that η 0 + A + B is invertible and sectorial with spectral angle less than π/2. Combining this result with the fact that σ(−A 1 ) ⊂ (−∞, µ 1 ] implies that A 1 is sectorial with sectorial angle φ A1 < π/2 as well.
Next we infer from the representation
where the spaces H s q,σ (Ω) are introduced below. From (3.9) and the fact that A has bounded imaginary powers, it follows that
, with α = s/2, is bounded. Observing that A + B is invertible and sectorial, we can now follow the proof of [28, Proposition 3.3.9] 
with [·, ·] θ the complex interpolation method, see [31, p. 750] . Moreover, for s, q as above and 
with (·|·) θ,p the real interpolation method, see [31, p. 750] . Finally, we recall that
where W s q (Ω) are the Sobolev-Slobodeckii spaces.
Well-posedness of (3.4) will be established in the following time-weighted spaces
where, for T ∈ (0, ∞), 1/p < µ ≤ 1, and X a Banach space, T ) ; X). We are now ready for our main result on existence and uniqueness of strong solutions for problem (1.1), or equivalently, problem (3.4). 13) and let µ satisfy
(Ω) × R 3 = X γ,µ be given. Then there are positive constants T = T (u 0 ) and η = η(u 0 ) such that (3.4) admits a unique solution u(·, u 0 ) = (v, a) in
for any initial value
(b) Suppose p j , q j , µ j satisfy (3.13)-(3.14) and, in addition, p 1 ≤ p 2 , q 1 ≤ q 2 as well as a 0 ) ), and enjoys the additional regularity property
Hence, v regularizes instantaneously if µ < 1.
Proof. By Proposition 3.2, the operator L in (3.4) has the same properties as the corresponding operator L in [18] (which is generated by the Stokes operator with no-slip boundary conditions), while the nonlinearity in (3.4) is identical to the one in [18] . Therefore, the proof of [18, Theorem 3.4] carries over to the current situation.
Remarks 3.4. (a)
It has been shown in [29] that the concept of critical weight µ crit and critical space X crit := X µcrit−1/p captures and unifies the idea of 'largest space for well-posedness,' and 'scaling invariant space.' In more detail, it has been shown in [29] that X crit is, in a generic sense, the largest space of initial data for which the given equation is L p,µ -well-posed, and that X crit is scaling invariant, provided the given equation has this property.
We note that the case of p = q = 2 is permissible in Theorem 3.3 and yields µ crit = 3/4. Hence
reminiscent of the celebrated Fujita-Kato Theorem [6] 
is continuous. By Hölder's inequality and Sobolev embedding we have
18) respectively. Choose r = 3. Then for any q satisfying 3/q < 5/2 there is β ∈ (µ − 1/p, 1) such that (3.18) holds. Indeed, the restriction 3/q < 5/2, which is already covered by (3.17) , ensures that µ − 1/p < 1. Since we can choose β as close to 1 as we wish, we only need to require 3/q − 3/qr < 2, 1 + 3/qr < 2, which holds for any q > 1 in case r = 3. Note that adding the two inequalities in (3.18) yields 1 + 3/q ≤ 4β. (c) Theorem 3.3(b) and Remark (b) assert that problem (3.4) admits for each initial value
a unique solution in the class
for any p ≥ 2, q ∈ [2, 6), with µ = 1/p + 3/2q − 1/4. In particular, we can conclude that v ∈ C((0, t + ); B
2−2/p qp
(Ω)) for any p ≥ 2, q ∈ [2, 6). In this class of solutions Lemma 2.2 holds.
Let us take the L 2 -inner product of (1.1) 1 with ∂ t v. Using (1.1) 2,3,4 and Lemma 2.1 together with Young's inequality, we find 1 2
Now consider the Helmholtz projection of (1.1) 1 . Using Hölder and Young inequalities, we obtain
From the latter two displayed inequalities and
, which is a consequence of Proposition 3.2(a), it follows that
Let us estimate the right-hand side of the above inequality. By (1.1) 5 and Lemma 2.2, we get
(Ω) ≤ C 3 where C 3 is a positive constant depending only on initial data and physical and geometric properties of S. Moreover, by Hölder's inequality, Sobolev embedding and the interpolation inequality together with Young's inequality, we find
(Ω) . Using (4.1), we conclude that
This differential inequality implies the following blow-up criterion: either t + = ∞ or else, if t + < ∞ then
Existence of global weak solutions and related properties
In this section we will show that the class of weak solutions à la Leray-Hopf of (1.1) is nonempty. Such solutions are global in time for data having finite initial kinetic energy, and they possess the further property of becoming "regular" (and unique) after a sufficiently large time. After this time, the equations of motion are satisfied a.e. in space and time.
Let us recall the following Friedrichs and Korn type inequalities.
Lemma 4.1. There exists a constant 0 < K 1 < 1 such that
Moreover, there exists a positive constant K 2 such that, for every v ∈ H 
Proof. The proof of (4.1) can be found in [37, Equation (26)]. The proof of (4.2) follows from two important inequalities. Friedrichs' inequality ([7, Exercise II.5.15])
is satisfied for every v ∈ H 3 not containing ω 0 and such that (v|n) = 0 on Γ. In our case, the boundary condition 2νP Γ (D(v)n) + ζv = 0 on Γ ensures the validity of (4.2) also in the case Ω is a solid of revolution around a vector ω 0 .
Consider the bilinear form
In particular, for every v ∈ H 
with associated norm equivalent to |·| H 1 2 (Ω) , thanks to Lemma 4.1 and trace theory.
showing that {ϕ n / √ Λ n } n∈N is complete. Finally,
We summarize these properties in the following theorem (see also [3, Theorem 4.11] where an analogous result is proved for the Navier-Stokes equations, using a reformulation of the Navier boundary condition (1.1) 4 in terms of the vorticity).
Theorem 4.2. The spectrum of the Stokes operator A N with Navier boundary condition is discrete and is contained in (0, ∞). The eigenvalues {λ n } n∈N satisfy
The corresponding eigenfunctions {ϕ
. This basis of eigenfunctions for the Stokes operator with Navier boundary conditions will be used to approximate solutions to (1.1) 1,2 in the Leray-Hopf class. The weak formulation of (1.1) can be obtained by dot-multiplying (1.1) 1 by a test function φ ∈ H 1 2,σ (Ω) and integrating the resulting equation first over space, and then in time. This leads to the following system of equations (recall also (3.5)): (
(3) (v, a) satisfies (4.4). (4) The strong energy inequality holds:
for all t ≥ s and a.a. s ≥ 0 including s = 0.
The class of the above solutions is nonempty for initial data having finite kinetic energy.
Theorem 4.4. For any initial value
, there exists at least one weak solution (v, a) à la Leray-Hopf such that
Proof. The existence of a global weak solution will be accomplished using the Galerkin method with the basis constructed in Theorem 4.2. Consider the approximating solutions
I a n (t) + t 0 (a n − ω n ) × Ia n dτ = I a n (0),
6) where
The coefficients c nr and a ni have to satisfy the following system of differential equations (with summation on repeated indices ranging from 0 to n and obviously, without summation on n and i):
7) where
For every n ∈ N, (4.7) is a system of first order, quadratic ordinary differential equations with constant coefficients, and it admits a unique solution defined in some interval [0, T n ) with T n > 0 (note that the operator I + K is invertible, as shown in the proof of Proposition 3.1). Actually, T n = +∞ since the following holds
and by (3.6), (2.1) and Lemma 2.1, it implies the uniform energy estimate
The latter inequality provides also the following important information.
For every n ∈ N, we denote by P n the orthogonal projecton of H 1 2,σ (Ω) onto the linear span of {ϕ 1 / √ Λ 1 , . . . , ϕ n / √ Λ n }. By Theorem 4.2, we infer that
From (4.6), for every w ∈ H 1 2,σ (Ω) one has
Using Hölder's inequality as well as interpolation inequalities, the trace theorem and Lemma 4.1, the right-hand side of the latter displayed equation can be estimated as follows with a positive constant c independent of n
. As a consequence, we have
′ ). By (3.6) and (c), we also infer that
and subsequences {(v n k , a n k )} n k ∈N such that, for every T > 0,
′ with the first embedding being compact, by the Aubin-Lions Lemma (see [39, Theorem 2.1]) and (3.6), we conclude that
The convergence results (4.9) and (4.10) allow to pass to limit in (4.6) and (4.8).
We omit this proof as it is standard (see e.g. [39, 16] ). Note that as a byproduct of (4.4) 2 , we also have that
is lower semicontinuous at t = 0. By Lemma 2.1 and the strong energy inequality with s = 0, we then infer that
In fact, by interpolation, for 3/q + 2/p = 3/2
Then,
.
As for the classical Navier-Stokes equations, also for the problem at hand, it is still an open question whether weak solutions are unique. However, we can show that such property holds if weak solutions are "slightly" more regular.
Theorem 4.6. Let (v 1 , a 1 ) and (v 2 , a 2 ) be two weak solutions corresponding to initial data (v 0 , a 0 ). Suppose that for some
Proof. 
11) for all t ∈ [0, T ), where
We recall that both (v 1 , a 1 ) and (v 2 , a 2 ) satisfy the strong energy inequality:
Recall (3.6) and (2.1). Adding the last two inequalities, and subtracting twice of (4.11), we find that the fields v := v 1 − v 2 , ω := ω 1 − ω 2 and a := a 1 − a 2 must satisfy the following inequality
(4.12)
Take p > 2 and q ∈ (2, 6) such that 1/q + 1/r = 1/2 and 1/p + 1/s = 1/2. Use Remark 4.5, interpolation inequality with α = 2/p = 3/r, Young's inequality and (4.2), to obtain the following estimate
where 2m := min{2ν, ζ} > 0. Estimating the other nonlinear terms in a similar (actually less sophisticated) way and using Lemma 2.1, we obtain
By Gronwall's Lemma we conclude that E(v(t), a(t)) ≡ 0 for every t ∈ [0, T ). By (2.1) and Lemma 2.1, the uniqueness property immediately follows.
The following properties of weak solutions to (1.1) will be fundamental in ascertaining the long-time behavior in Section 5. 
3 ), and
Proof. Let S := {s ∈ [0, ∞) : the strong energy inequality (4.5) holds}. By definition and (4.1), [0, ∞) \ S has zero Lebesgue measure, and for every δ and η there exists t 0 ∈ S, such that
(4.14)
For p ≥ 2 and q ∈ [2, 6),
as from Theorem 3.3(b) and Remark 3.4(b). Here we have used the notation
Since uniqueness of solutions holds in the above class, necessarily v ≡ṽ and a ≡ã on [t 0 , t 1 ], t 1 ∈ (t 1 , t + ), and (v, a) satisfy (1.1) a.e. on [t 0 , t 1 ], t 1 ∈ (t 0 , t + ).
In addition, v satisfies (3.19), implying the following differential inequalitẏ
for the function y(t) := 2ν|D(v)| Choosing τ > t 0 , the first assertion follows from the fact that T ) ; X) for any τ ∈ (t 0 , T ). Here we also note that the range q ∈ (1, 2) is admissible, since Ω is bounded. Let us conclude our proof by showing (4.13). Let α ∈ [0, 1) and q ∈ [2, 6) be given. By choosing p sufficiently large we have B We can now conclude from (
where µ crit = 1/p + 3/2q − 1/2. Theorem 5.7.1 in [28] shows that (v, a)([τ + 1, ∞)) is compact, and hence also bounded, in B 2−2/p qp
yields (4.13) by interpolation. In the case q ∈ (1, 2), convergence in (4.13) follows from the above since Ω is a bounded domain.
Stability, instability, and long time behavior
In this section, we analyze the stability properties of equilibria and the long time behavior of (weak) solutions to (1.1). A precise knowledge of the spectrum of the linearization of (1.1) at equilibria (0, a * ) ∈ E is of paramount importance in our approach.
The linearization of (1.1) at a non-trivial equilibrium (0, a * ) ∈ E is given by
(5.1) Problem (5.1) can be written in the condensed form
with E defined in (3.3). Here we record that L * has compact resolvent, and hence its spectrum consists entirely of eigenvalues. Associated to (5.1), or equivalently, to L * , is the eigenvalue problem
Let e * = (0, a * ) ∈ E be a non-trivial equilibrium of (1.1). Then e * is called normally stable if
Moreover, e * is called normally hyperbolic if (i)-(iii) in the definition of normally stable hold, while (iv) is replaced by
The next result states that each non-trivial equilibrium is either normally stable or normally hyperbolic.
Theorem 5.1. Let (0, a * ) ∈ E be a non-trivial equilibrium of system (1.1).
Then (0, a * ) is normally stable if λ * = max{λ 1 , λ 2 , λ 3 }, and normally hyperbolic otherwise.
More precisely, assuming that the eigenvalues λ j of I are ordered by λ 1 ≤ λ 2 ≤ λ 3 , we have Proof. A careful analysis shows that the proof of [18, Theorem 4.2] applies to the case with Navier boundary conditions as well. In fact, it suffices to observe that the term ν|∇v| Ω , occurring from partial integration of (−νP∆v|v) Ω in [18] , corresponds to 2ν|D(v)| In the next theorem, we provide a characterization of the nonlinear stability properties of the non-trivial equilibria for problem (1.1).
Theorem 5.2. Suppose p, q and µ satisfy the assumptions of Theorem 3.3 or of Remark 3.4(b). Let (0, a * ) ∈ E be a non-trivial equilibrium of (1.1), and recall that a * ∈ N(λ * − I). Then the following statements hold.
(i) If λ * = max{λ 1 , λ 2 , λ 3 }, then (0, a * ) is stable in B 2µ−2/p qp,σ
(Ω) × R 3 .
Moreover, there exists δ > 0 such that the unique solution (v(t), a(t)) of (Ω)×R 3 < δ exists on R + and converges exponentially fast to some (0,ā) ∈ E in the topology of H (ii) If λ * = max{λ 1 , λ 2 , λ 3 }, then (0, a * ) is unstable in B 2µ−2/p qp,σ
Proof. The result follows from Theorem 5.1, the generalized principle of linearized stability, (see [28, Chapter 5] or [30] ), and parabolic regularization. We refer to the proof of Theorem 5.2 in [18] for technical details.
We are now ready state our main result concerning the long-time behavior of solutions to (1.1). at an exponential rate.
Proof. We recall that, by Proposition 2.3(b), E is a strict Lyapunov function for (3.4). Moreover, the nonzero equilibria have been characterized in Theorem 5.1 to be either normally stable or normally hyperbolic. Let α ∈ (0, 1) and q ∈ (6/5, 6) be fixed and choose p large enough so that . Therefore, X γ,1 ֒→ X β ֒→ X γ,µ , and this implies F ∈ C 1 (X γ,1 , X 0 ), where F is the nonlinearity of (3.4). Here we recall that X γ,ν := (X 0 , X 1 ) ν−1/p,p , and we also recall that L has the property of maximal L p -regularity. By Theorem 4.7, we know that there exists a time τ > 0 such that v ∈ BC([τ, ∞); B 2−2/p pq,σ
(Ω)). This property in conjunction with (1.3) implies relative compactness of the trajectory {(v(t), a(t)) : t ≥ τ } in X γ,µ . Exponential convergence to an equilibrium, in the stated topology, now follows from [28] , Theorems 5.7.2, 5.3.1, 5.5.1, and the above embedding. It remains to observe that convergence in H 2α q (Ω) 3 for q ∈ (1, 6/5] follows from the fact that Ω is bounded. 
