It is important to maintain optimal blood volume of patients with infusion of crystalloid and/or colloid solutions. Inadequate fluid infusion can induce tachycardia, decreased blood pressure, and a decrease of perfusion pressure of major organs in surgical patients. As fluid overload may induce pneumonia and respiratory failure, impairment of cardiovascular and renal function, and coagulopathy, an adequate intravascular volume replacement is essential in the management of surgical patients
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Choi et al. [1] [2] [3] . Although static parameters, such as heart rate and blood pressure, are as essential as ever, recently, dynamic parameters, including stroke-volume variation and pulse-pressure variation, have assumed an important role in the management of fluid therapy during surgery [4, 5] . However, these methods cannot quantify the change of blood volume induced by administration of crystalloid and colloid solutions. If we can characterize this in a mathematical manner, it may be helpful in order to maintain the appropriate volume status in surgical patients.
A Fluid kinetic model had been developed to describe change of the volume of the fluid space expanded by administration of fluids, which can illustrate nomograms to administer loading and maintenance volume of fluids for achieving target dilution of body fluid space (BFS) [6] . In a previous study, one-volume fluid kinetic models for various fluids were established in patients undergoing elective surgery under general anesthesia [7] , however, validation of these models was not performed during the process of model building. To date, target-controlled fluid infusion has not been used in clinical situations, however, it may be used in the near future, even though innovative improvement of the fluid-kinetic model is required. Therefore, it may be necessary to evaluate the validity of kinetic models for various fluids.
The purpose of this study is to evaluate the predictive performance of fluid-kinetic models established in an earlier study in another patient population undergoing elective surgery under general anesthesia [7] . We also evaluated the relationship between blood-volume dilution and target dilution of BFS using regression analysis.
Materials and Methods

Patient population
After local ethics committee approval, written informed consent was obtained from 95 patients older than 18 years of age, ASA I-II, undergoing elective spinal surgery under general anesthesia. Those patients with diabetes mellitus, severe cardiopulmonary dysfunction, renal dysfunction were excluded (Table 1) .
Study procedure
All patients fasted from midnight. Intravenous infusion of 0.9% saline with rate of 40 ml/h was started at 6 a.m. Once in the operating room, patients were monitored with electrocardiography, pulse oximetry, end-tidal carbon dioxide partial pressure. Anesthesia was induced with intravenous propofol 2 mg/kg, effect-site target controlled infusion (TCI) of remifentanil (2 ng/ ml). Rocuronium (1 mg/kg) I.V. was used to facilitate tracheal Ⓡ for target dilution of body fluid space, loading and maintenance volume are determined by using left and right panels, respectively. For example, in such a case of 5% dilution, loading volume of Hextend Ⓡ is infused at 20 ml/ min for 13 minute, and then maintenance volume of Hextend Ⓡ is infused at 1.3 ml/min. k i and steady state mean infusion rate for administration of loading volume and infusion rate for administration of maintenance volume, respectively (cited from Korean J Anesthesiol 2008; 54: 300-6). Ⓡ for target dilution of body fluid space, loading and maintenance volume are determined by using left and right panels, respectively. For example, in such a case of 5% dilution, loading volume of Voluven Ⓡ is infused at 20 ml/ min for 13 minute, and then maintenance volume of Voluven Ⓡ is infused at 1.4 ml/min. k i and steady state mean infusion rate for administration of loading volume and infusion rate for administration of maintenance volume, respectively (cited from Korean J Anesthesiol 2008; 54: 300-6).
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Four arterial blood samples for hemoglobin measurement were obtained at preset intervals; before infusion, 10, 20 and 30 min after loading volume of fluid (t-0, t-10, t-20, t-30, respectively). Hemoglobin was measured by Gem Premier 3000 (Instrumentation Laboratory, Lexington, MA, USA). Efforts to finish the study before surgical incision was carried out. If surgical incision began before completion of the study, further samplings were not gathered. Hemoglobin concentration higher than baseline value (t-0) were discarded assuming sampling error. As a result, 22 samples for error, 25 samples for t-30 (15 for H group, 6 for V group, 4 for X group) were missing and then, 61 samples from H group, 118 samples from V group and 98 samples from X group were collected and used to evaluate predictive performance of fluid kinetic models.
Calculation of volume kinetics
In this study, computer-generated nomograms for colloid solutions (Hextend Ⓡ , Voluven Ⓡ ) and Hartmann's solution were used to infuse fluids. Nomograms were derived from onevolume, fluid-kinetic models [7] . The mathematical basis of the volume kinetics model has been described previously [7] . In short, fluid infused at the rate ki is distributed in BFS V, the sizes of which then increase to v at a later time (t). Elimination occurs by virtue of a zero-order parameter kb (basal), and a first-order elimination rate constant, kr (urine). The volume change in v is described by the following differential equations: Table 2 .
Predictive performance
As described in the earlier study [8] , four parameters including bias, inaccuracy, divergence, and wobble, were used to evaluate the performance of fluid kinetic models.
First, for each measured BFS and target BFS, the performance error (PE) of the ith individual was calculated as:
( equation 2) where predicted ij represents the target BFS at the jth sampling point from the ith patient, whereas measured ij is the measured BFS.
The first performance measure, a measure of bias, for the ith patient was reflected by calculating the median performance error (MDPE i ):
The inaccuracy, for the ith patient, was reflected by calculating the median absolute performance error (MDAPE i ):
where N i is the number of PE in the ith individual.
Divergence was calculated, for the ith patient, as the slope acquired from the linear regression of that individual's the |PE ij |s against time:
where t ij is the time at which the corresponding PE ij was determined.
The fourth performance measure, Wobble i , for the ith individual was simply a measure of the variability of the PE ij in the ith individual:
Relationship between blood volume dilution and target dilution of body fluid space
Blood volume dilution at 2, 3.5, 5 % of target dilution of body fluid space were calculated by the (Hb o /Hb t -1) in each fluid 
Statistical analysis
Population estimates of these performance measures was calculated by a pooled data approach (fit4NM 3.5.1, Eun-Kyung Lee and Gyu-Jeong Noh, http://www.fit4nm.org/download, last accessed: Oct 17, 2011) [8, 9] . Comparison analysis was performed using non-parametric analysis (Kruskal-Wallis One Way Analysis of Variance on Ranks with Dunn's method), and regression analysis was achieved using a Pearson test or Spearman's rho test when necessary. Statistical analysis was performed with SPSS 12.0 statistics software (SPSS, Chicago, IL, USA). The level of significance was P < 0.05.
Results
The demographic data of patients enrolled in this study did not show significant differences between each group. Non per oral (NPO) time was not statistically different from three groups Table 3 . As we expected, larger fluid volume was required to achieve higher target dilution of BFS. The results of predictive performance of fluid kinetic models are depicted in Table 4 . Significant bias was observed in fluid kinetic models of H and X groups. The fluid kinetic model for Hartmann's solution tends to over-predict target dilution of BFS, whereas that of Hextend Ⓡ tends to under-predict. Performance error and absolute performance error of target dilution in fluid kinetic models are displayed in Fig. 4 , where median absolute performance error of the fluid kinetic model for Hartmann's solution was lower than those of other models. This finding indicates that the fluid kinetic model for Hartmann's solution has better predictive performance compared with other models, which was accordance with results calculated by a pooled data approach (See the inaccuracy of Table 4 ). Fig. 5 indicates changes blood volume dilution according to target dilution of body fluid space, where blood volume dilution and target dilution of BFS showed a strong linear relationship in each group. Also, blood volume dilution of H group was two or three times greater than other groups in a target dilution of BFS.
Discussion
Over the last 20 years the concept of target-controlled infusion for hypnotics and opioid has considerably influenced the development and practice of intravenous anaesthesia [10] . A Median (inter-quartile range) value of BVD for H group was 9.4 (9.0-11.4), 17.8 (16.5-18.7) and 22.7 (21.8-24.4) % for 2, 3.5, and 5% of target dilution, respectively. Median (inter-quartile range) value of BVD for V group was 4.0 (3.7-4.3), 6.7 (6.2-7.5) and 9.1 (8.2-9.7) % for 2, 3.5, and 5% of target dilution, respectively. Median (inter-quartile range) value of BVD for X group was 4.2 (3.9-4.6), 6.1 (5.7-6.8) and 9.7 (9.2-11.0) % for 2, 3.5, and 5% of target dilution, respectively.
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Bias and inaccuracy of fluid kinetic model TCI system can induce and maintain target concentration of a drug using a pharmacokinetic model [11, 12] . A fluid kinetic model for optimal fluid therapy using concept of pharmacokinetic model was suggested by Hahn et al. [6, 13] . The model can estimate the volume and kinetics of fluid space by characterizing the distribution and elimination of the infused fluid [6] . Elimination of fluid occurs from a central BFS by two mechanisms, one consisting of baseline diuresis and evaporation (k b ) and the other being a dilution-dependent mechanism governed by a constant (k r ). In a previous study, the model demonstrated the volume effect of Hartmann's solution increases according to hypovolemic status by showing a reduction of the elimination rate constant [13] .
In earlier studies, one-volume and two-volume fluid kinetic models for various fluids were established in surgical patients and healthy volunteers, respectively [7, 14] . The two-volume fluid kinetic model describes the volume effect of infused fluids using expansion of a central and a peripheral BFS. While, the onevolume fluid kinetic model explains the volume effect using only a central BFS, without the assumption that fluid is transported to a peripheral BFS. Although a two-volume model is thought to be associated with a more physiological fluid model, one-volume model was sufficient to describe fractional dilution of hemoglobin [7] . This result may be explained by the fact that duration of sampling scheme for hemoglobin measurements was relatively short (the last sampling time was 60 min after administration of fluid) [7] , which may be a reason to ignore distribution from a central BFS to a peripheral BFS. At the process of model building, a statistical test was also used to determine whether the onevolume or two-volume model should be selected. There was a report that one-volume model is appropriate to describe timeprofiles of hemoglobin dilution and applies more consistently when a colloid fluid is infused [15] .
Target dilution of BFS and blood volume dilution and showed a linear relationship in each group (Fig. 5) , which means that infusion of fluid induces dilution of blood volume. Also, blood volume dilution of H group was greater than other groups, which may be explained by the fact that patients in H group received two or three times more volume than other groups. It seems that arterial blood sampling was performed before occurrence of fluid shift from blood vessel to interstitial space.
To the best of our knowledge, this study will be a fist study to evaluate the predictive performance of fluid kinetic models for various fluids. So, the criteria for acceptable range of fluid kinetic models are currently unavailable. Pooled biases and inaccuracies in pharmacokinetic predictions of propofol were clinically acceptable (<10-20% and approximately 20-30%, respectively) [16] [17] [18] . Although results of this study did not meet the criteria for acceptable range of propofol pharmacokinetic model, it is a significance to suggest reference values for fluid kinetic models, regardless of whether it's suitable or not. Pooled inaccuracies in three groups showed worse prediction of fluid kinetic models and divergences, index of how the resulting drug concentrations in a patient are affected by time, were high compared with those of propofol in adults (-2 to 13.2 % /h) [17] . These results were attributed by the infusion method (loading volume, followed by maintenance volume). In general, during target controlled infusion, pharmacokinetic parameters derived from administration of a bolus dose showed worse prediction than those derived from infusion data [19] . If same infusion rate will be applied to this study throughout sampling period, it may be a possibility to improve the value of divergence. For crystalloid fluid such as Hartmann's solution, the one-volume model typically applies because the urinary excretion is prompt [15] . This fact may explain the reason that MDAPE in H group was lower than those of other groups. Because sampling points within a patient were small, the value of wobble may be insufficient to evaluate variability of performance errors in this population.
There are three methods, two-stage method (TS), pooled data method (PD) and variance-weighted approach (VW), to evaluate the population estimate of performance errors [8] . TS, the most commonly used method to obtain population estimates, estimates the population measures by simply taking the average of the individual measures [8] . Simply averaging the individual performance measures together may induce overemphasis on the less accurate ones and an under-emphasis on the more accurate ones. Properly weighting may be necessary to produce more precise population estimates. One particularly straightforward method of assigning these weights is to simply use the number of measurements for an individual as that individual's weight (PD) [8] . A slightly more involved, but more accurate, method is to weight the individual estimates by the reciprocal of the variance of each of those estimates (VW) [8] . This is quite critical when there are large discrepancies in the sampling points from different individuals. In this study, results of three methods were similar and we had an experience to report performance error of TCI system using pooled data analysis [18] .
There were some issues to be considered as limitations of this study. First, pharmacokinetic parameters of one-volume fluid kinetic models had a large inter-individual variability as depicted in Table 2 , which may be a reason of worse prediction of models. If pharmacokinetic models include patient-specific covariates, such as weight, height, sex, individual fluid infusion would be possible by the guidance of individual nomograms, which may improve predictive performance of fluid kinetic models. Pharmacokinetic modeling based on the population approach using non-mixed effects modeling can overcome this drawback. Second, hemoglobin concentrations in the arterial blood were used to calculate dilution of blood volume with assumption that intravascular volume is changed directly in proportion to blood
