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The inﬁmal convolution is an important non-trivial tool in functional analysis. Let f , g be two functions, satisfying some
mild conditions, deﬁned on a Banach space (X,‖ · ‖). The inﬁmal convolution ( f g)(x) of f and g at a point x ∈ X is
deﬁned as
( f g)(x) = inf{ f (z) + g(x− z): z ∈ X}, x ∈ X . (1)
To illustrate this operation, we consider the following three examples:
1. Given a subset K of X and denoting by χK its indicator function, then χK‖ · ‖p , p  1, is nothing else but the p-th
power of the distance function to the set K .
2. If f is a general function on X and ( f ‖ · ‖p)(x) = f (z)+‖x− z‖p , for some x, z ∈ X , this attainment can be understood
as a variational statement saying that the graph of f is supported from below at the point z by an opening downward
“parabola” u → −‖u− x‖p + f (z)+‖x− z‖p , u ∈ X . This is of particular importance when the norm ‖ · ‖ possesses some
smoothness.
3. If f , g : X →R and f ∗, g∗ are the corresponding Fenchel conjugates, then
( f g)∗
(
x∗
)= f ∗(x∗)+ g∗(x∗) and ( f + g)∗(x∗)= ( f ∗g∗)(x∗), x∗ ∈ X∗.
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R. Cibulka, M. Fabian / J. Math. Anal. Appl. 368 (2010) 538–550 539Motivated by papers of S. Dutta [4] and of J.M. Borwein and J.R. Giles [1], we focus here on some (sub)differentiability
questions related to the inﬁmal convolution of a fairly general function f : X → R ∪ {∞} and the square of the norm. First,
we study the Gateaux, Fréchet, and Clarke subdifferentials of f ‖ · ‖2 in relation to the subdifferentials of ‖ · ‖2. Then, in
the second half of the paper, we prove a result on strong attainment and differentiability of f ‖ · ‖2 at generically many
points. Statements so obtained cover those from [4] and [1] where distance functions were considered. Our note is a free
continuation of [6] and [7].
We recall some notions. Let f : X → R ∪ {∞} be an extended real-valued function deﬁned on a Banach space (X,‖ · ‖).
The function f is called proper if f (x) ∈R for at least one x ∈ X . In what follows we shall always assume that f is such. The
inﬁmal convolution f ‖·‖2 will be often denoted by the symbol r f . Let x ∈ X . A sequence (zn)∞n=1 in X is called minimizing
for ( f ‖ · ‖2)(x) if limn→∞( f (zn)+‖x− zn‖2) = ( f ‖ · ‖2)(x). If there exists z ∈ X such that ( f ‖ · ‖2)(x) = f (z)+‖x− z‖2
we say that ( f ‖ · ‖2)(x) is attained (at z). If, moreover, limn→∞ ‖zn − z‖ = 0 for every minimizing sequence (zn)∞n=1 in X ,
then we say that ( f ‖ · ‖2)(x) is attained (at z) strongly. We say that the function f : X →R∪ {∞} has the property (P) if
it is either Lipschitzian on all of X , or it is proper, bounded from below, and lower semi-continuous. Note that, in this case,
( f ‖ · ‖2)(x) ∈R for every x ∈ X . For x ∈ X we deﬁne
L f ,x := lim
t↓0 sup
{
( f ‖ · ‖2)(u′) − ( f ‖ · ‖2)(u)
‖u′ − u‖ : u,u
′ ∈ X, u′ = u, ‖u − x‖ < t, ∥∥u′ − x∥∥< t
}
.
The following proposition collects some basic properties of f ‖ · ‖2.
Proposition 1. Let (X,‖ · ‖) be a Banach space, let f : X →R∪ {∞} be a function having the property (P), and let x ∈ X. Then:
(i) There exist constants Kx > 0 and δx > 0 such that ‖z− x‖ < Kx whenever y, z ∈ X satisfy ‖y− x‖ < δx and f (z)+ 12‖y− z‖2 <
( f ‖ · ‖2)(y) + 1.
(ii) f ‖ · ‖2 is Lipschitzian around x, more exactly, L f ,x  2 lim infn→∞ ‖x− zn‖ 2Kx for a suitable minimizing sequence (zn)∞n=1
for ( f ‖ · ‖2)(x).
(iii) If ( f ‖ · ‖2)(x) is attained at some z ∈ X, then L f ,x  2‖x− z‖.
(iv) If ( f ‖ · ‖2)(x) is attained at z ∈ X strongly, then even L f ,x = 2‖x− z‖.
Proof. (i) We shall imitate Step 2 in [6]. Let x ∈ X be arbitrary. The function r f is upper semi-continuous; this follows easily
from its deﬁnition. Thus, there is δx ∈ (0,1) such that r f (y) < r f (x) + 1 for each y ∈ X satisfying ‖y − x‖ < δx . Fix one
such y. Take any z ∈ X such that f (z) + 12‖y − z‖2 < r f (y) + 1.
Assume ﬁrst that f is bounded from below. Then
inf f + 1
2
‖y − z‖2  f (z) + 1
2
‖y − z‖2 < r f (y) + 1< r f (x) + 2,
and hence ‖y − z‖ <√2(r f (x) + 2− inf f ). Thus we can estimate
‖z − x‖ ‖z − y‖ + ‖y − x‖ <
√
2
(
r f (x) + 2− inf f
)+ 1 (=: Kx).
On the other hand, assume that f is Lipschitzian, with a constant L > 0, say. Then
f (x) − L‖x− z‖ + 1
2
(‖x− z‖ − ‖x− y‖)2  f (z) + 1
2
‖y − z‖2 < r f (x) + 2,
1
2
‖x− z‖2 − (L + 1)‖x− z‖ + ( f (x) − r f (x) − 2)< 0.
Hence, solving the quadratic inequality above, we infer that
‖x− z‖ < L + 1+
√
L2 + 2L + 5+ 2r f (x) − 2 f (x) (=: Kx).
(Note that the discriminant above is positive as r f (x) − f (x)− 14 L2.)
(ii) Fix any n ∈N greater than max{1,1/δx}. Put
ωn = sup
{
r f (u′) − r f (u)
‖u′ − u‖ : u,u
′ ∈ X, u′ = u, ‖u − x‖ < 1
n
,
∥∥u′ − x∥∥< 1
n
}
and ﬁnd distinct xn, x′n ∈ X such that ‖xn − x‖ < 1n , ‖x′n − x‖ < 1n , and (r f (x′n) − r f (xn))/‖x′n − xn‖ > ωn − 1/n (eventually
(r f (x′n) − r f (xn))/‖x′n − xn‖ > n if ωn = ∞). Further ﬁnd zn ∈ X so that
f (zn) + ‖xn − zn‖2 < r f (xn) +
∥∥x′n − xn∥∥2. (2)
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L f ,x = lim
n→∞ωn = limn→∞
r f (x′n) − r f (xn)
‖x′n − xn‖
 lim inf
n→∞
1
‖x′n − xn‖
(
f (zn) +
∥∥x′n − zn∥∥2 − f (zn) − ‖xn − zn‖2 + ∥∥x′n − xn∥∥2)
= lim inf
n→∞
‖x′n − zn‖2 − ‖xn − zn‖2
‖x′n − xn‖
 lim inf
n→∞
(‖x′n − zn‖ − ‖xn − zn‖)(‖x′n − xn‖ + 2‖xn − zn‖)
‖x′n − xn‖
 lim inf
n→∞
(∥∥x′n − xn∥∥+ 2‖xn − zn‖)= 2 lim infn→∞ ‖x− zn‖ 2Kx.
(iii) Assume that r f (x) = f (z) + ‖x − z‖2 for some z ∈ X . If z = x, then L f ,x  0 = 2‖x − z‖. So assume that z = x. Then
we can estimate
L f ,x  limsup
t↓0
r f (x) − r f (x− t(x− z))
t‖x− z‖
 limsup
t↓0
f (z) + ‖x− z‖2 − f (z) − ‖x− t(x− z) − z‖2
t‖x− z‖
= ‖x− z‖ lim
t↓0
1− (1− t)2
t
= 2‖x− z‖.
(iv) If r f (x) is attained at z strongly, then (ii) immediately yields that L f ,x  2‖x− z‖, and (iii) completes the proof. 
The next two propositions deal with subdifferentials of f ‖ · ‖2. Given a proper function g : X → R ∪ {∞} and a point
x ∈ X where g(x) ∈R, the Gateaux subdifferential ∂G g(x) of g at x is deﬁned by
∂G g(x) =
{
x∗ ∈ X∗: lim inf
t↓0
g(x+ th) − g(x)
t
 x∗(h) for every h ∈ X
}
,
and the Fréchet subdifferential ∂F g(x) of g at x is deﬁned by
∂F g(x) =
{
x∗ ∈ X∗: lim inf
0 =h→0
g(x+ h) − g(x) − x∗(h)
‖h‖  0
}
.
Clearly, ∂F g(x) ⊂ ∂G g(x). It should be noted that, in general, there is no guarantee that ∂G g(x) is non-empty. Further, it is
easy to check that, if g is a convex function, continuous at x, then ∂F g(x) = ∂G g(x) = ∂ g(x) where ∂ g(x) is the Moreau–
Rockafellar subdifferential of g at x deﬁned by
∂ g(x) = {x∗ ∈ X∗: g(x+ h) − g(x) x∗(h) for every h ∈ X}.
Proposition 2. Let (X,‖·‖) be a Banach space and let f : X →R∪{∞} be a function. Suppose that x, z ∈ X are such that ( f ‖·‖2)(x)
is attained at z. Then
∂G
(
f ‖ · ‖2)(x) ⊂ ∂(‖ · ‖2)(x− z). (3)
If, in addition, the norm ‖ · ‖ is Gateaux (Fréchet) differentiable at the point x − z and ∂G( f ‖ · ‖2)(x) = ∅ (∂F ( f ‖ · ‖2)(x) = ∅),
then f ‖ · ‖2 is Gateaux (Fréchet) differentiable at x and ( f ‖ · ‖2)′(x) = 2‖x− z‖‖ · ‖′(x− z).
Proof. Take an arbitrary x∗ ∈ ∂Gr f (x) (if there is any). Then for every h ∈ X and every t ∈ (0,1) we have
‖x− z + th‖2 − ‖x− z‖2 = f (z) + ‖x+ th − z‖2 − f (z) − ‖x− z‖2  r f (x+ th) − r f (x), (4)
so that
lim
t↓0
1
t
(‖x− z + th‖2 − ‖x− z‖2) lim inf
t↓0
1
t
(
r f (x+ th) − r f (x)
)
 x∗(h), (5)
and hence, x∗ ∈ ∂(‖ · ‖2)(x− z). We proved (3).
Now, assume that ‖ · ‖ is Gateaux differentiable at the point x− z, and that ∂Gr f (x) = ∅. Then, of course, ‖ · ‖2 is Gateaux
differentiable at x− z; denote ξ = (‖ · ‖2)′(x− z). Hence, by (3), we have ∂Gr f (x) = {ξ}. On the other hand, from (4) we get
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at x, and that r′f (x) = ξ .
If ‖ · ‖ is Fréchet differentiable at x− z, we get from (4) the estimate
limsup
0 =v→0
r f (x+ v) − r f (x) − x∗(v)
‖v‖  limsup0 =v→0
‖x− z + v‖2 − ‖x− z‖2 − x∗(v)
‖v‖ = 0,
which, together with the non-emptiness of ∂F r f (x), yields that r f is Fréchet differentiable at x. 
The inclusion (3) was proved for “smaller” Fréchet (Hadamard) subdifferential in [3, Lemma 3.6] and [10, Corollary 2.8],
respectively. However, such an inclusion is not true for any subdifferential as we will see in Example 4.
That it may happen that ∂G( f ‖ · ‖2)(x) is empty can be seen as follows. Let ‖ · ‖ be a norm on X which is not
Gateaux differentiable at some x ∈ X , with 0 < ‖x‖ < 1. Let f be the indicator function of the set {z ∈ X: ‖z‖  1}. Then
( f ‖ · ‖2)(x) = inf{‖x− z‖2: z ∈ X, ‖z‖ 1} = (1−‖x‖)2. Assume that some x∗ belongs to ∂G((1−‖ ·‖)2)(x). Then for every
h ∈ X we have
x∗(h) lim inf
t↓0
1
t
[(
1− ‖x+ th‖)2 − (1− ‖x‖)2]
= lim
t↓0
(
2− ‖x+ th‖ − ‖x‖) lim
t↓0
1
t
(‖x‖ − ‖x+ th‖)
= −2(1− ‖x‖) lim
t↓0
1
t
(‖x+ th‖ − ‖x‖),
and so,
lim
t↓0
1
t
(‖x+ th‖ − ‖x‖)
〈 −x∗
2(1− ‖x‖) ,h
〉
,
which implies that ‖ · ‖ is Gateaux differentiable at x, a contradiction.
The local Lipschitzian property of the inﬁmal convolution f ‖ · ‖2, guaranteed by (ii) in Proposition 1, suggests that
the Clarke subdifferential might be the right concept for the study of its (sub)differentiability properties. Let us recall the
corresponding deﬁnition. Consider a proper function g : X → R ∪ {∞} which is Lipschitzian in a vicinity of a point x ∈ X .
The Clarke directional derivative g◦(x;h) of g at x in a direction h ∈ X is deﬁned by
g◦(x;h) = limsup
y→x, t↓0
1
t
(
g(y + th) − g(y)).
The Clarke subdifferential ∂C g(x) of g at x is then deﬁned by
∂C g(x) =
{
x∗ ∈ X∗: g◦(x;h) x∗(h) for every h ∈ X}.
Clearly, ∂G g(x) ⊂ ∂C g(x). Also, if g is convex and continuous at x, then ∂C g(x) coincides with the Moreau–Rockafellar
subdifferential ∂ g(x), see [2, Proposition 2.2.7].
Elaborating and completing the ideas of the proof of [4, Lemma 1] we get:
Proposition 3. Let (X,‖ · ‖) be a Banach space and let f : X →R∪ {∞} be a function having the property (P). Suppose that x, z ∈ X
are such that ( f ‖ · ‖2)(x) is attained at z. Then
∂C
(
f ‖ · ‖2)(x) ∩ ∂(‖ · ‖2)(x− z) = ∅. (6)
If ( f ‖ · ‖2)(x) is attained at z strongly, then
∂C
(
f ‖ · ‖2)(x) ⊂ ∂(‖ · ‖2)(x− z), (7)
and, if, in addition, the norm ‖ · ‖ is Gateaux (Fréchet) differentiable at the point x− z, then f ‖ · ‖2 is Gateaux (Fréchet) differentiable
at x and ( f ‖ · ‖2)′(x) = 2‖x− z‖‖ · ‖′(x− z).
Proof. For every h ∈ X we have
r◦f (x;h)  limsup
t↓0
1
t
(
r f (x) − r f (x− th)
)
 limsup
t↓0
1
t
(
f (z) + ‖x− z‖2 − f (z) − ∥∥(x− th) − z∥∥2)
=: −D+(‖ · ‖2)(x− z;−h)−2‖x− z‖‖h‖.
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C1 =
{
(h, s) ∈ X ×R: s r◦f (x;h)
}
,
C2 =
{
(h, s) ∈ X ×R: s−D+(‖ · ‖2)(x− z;−h)}.
Clearly, C1 is disjoint from the interior of C2. Hence, the separation theorem yields (0,0) = (ξ, τ ) ∈ X∗ × R (≡ (X × R)∗)
such that
inf
{
ξ(h) + τ s: (h, s) ∈ C1
}
 0 sup
{
ξ(h) + τ s: (h, s) ∈ C2
}
.
Note that τ  0 since (0,1) ∈ C1. If τ = 0, then we would have 0 ξ(h) for every h ∈ X , and hence, ξ = 0, a contradiction.
Hence τ > 0, and we may and do assume that τ = 1. Then, for every h ∈ X we have ξ(h)+r◦f (x;h) 0, that is, −ξ ∈ ∂C r f (x).
Also ξ(h) − D+(‖ · ‖2)(x− z;−h) 0 for every h ∈ X , that is, −ξ ∈ ∂(‖ · ‖2)(x− z). We proved (6).
Further, assume that r f (x) is attained at z strongly. Let x∗ ∈ ∂C r f (x) be arbitrary. Find sequences (xn)∞n=1 in X and (tn)∞n=1
in (0,∞) such that ‖xn − x‖ → 0 and tn ↓ 0 as n → ∞, and that
x∗(z − x) lim
n→∞
1
tn
(
r f
(
xn + tn(z − x)
)− r f (xn)),
where the limit above does exist. For every n ∈ N ﬁnd zn ∈ X so that f (zn) + ‖xn − zn‖2 < r f (xn) + t2n , and then take
ξn ∈ ∂(‖ · ‖2)(xn + tn(z − x) − zn). Thus we have
x∗(z − x) lim inf
n→∞
1
tn
(
f (zn) +
∥∥xn + tn(z − x) − zn∥∥2 − f (zn) − ‖xn − zn‖2 + t2n)
= lim inf
n→∞
1
tn
(∥∥xn + tn(z − x) − zn∥∥2 − ‖xn − zn‖2)
 lim inf
n→∞ ξn(z − x) = limi→∞ ξni (z − x)
for a suitable increasing sequence (ni)∞i=1 in N. As (zn)
∞
n=1 is bounded by Proposition 1(i), we get that
r f (x) lim inf
n→∞
(
f (zn) + ‖x− zn‖2
)
 lim inf
n→∞
(
f (zn) + ‖xn − zn‖2 + 2‖x− xn‖‖xn − zn‖ + ‖x− xn‖2
)
= lim inf
n→∞
(
f (zn) + ‖xn − zn‖2
)
 lim
n→∞
(
r f (xn) + t2n
)= r f (x).
Thus, by the assumption, limn→∞ ‖zn − z‖ = 0, and hence limn→∞ ‖xn + tn y − zn − (x − z)‖ = 0. Therefore the sequence
(ξni )
∞
i=1 is bounded. Let ξ be a weak
∗ cluster point of it; then ξ ∈ ∂(‖ · ‖2)(x− z) by [11, Proposition 2.5]. We thus obtained
that x∗(z − x) ξ(z − x) = −2‖x− z‖2. On the other hand, the deﬁnition of ∂C r f (x) easily implies that ‖x∗‖ L f ,x , and by
(iv) in Proposition 1, we have that L f ,x = 2‖x− z‖. Thus
2‖x− z‖2  x∗(x− z) ∥∥x∗∥∥‖x− z‖ 2‖x− z‖2, (8)
which means that x∗/(2‖x− z‖) ∈ ∂‖ · ‖(x− z), and so x∗ ∈ ∂(‖ · ‖2)(x− z).
It remains to prove the differentiability statements. Assume that ‖ · ‖ is Gateaux differentiable at the point x− z. Then (7)
implies that ∂C r f (x) is a singleton consisting of the point 2‖x − z‖‖ · ‖′(x − z) only. Thus, by [2, Proposition 2.2.4], r f is
Gateaux differentiable at x, with the derivative r′f (x) = 2‖x− z‖‖ · ‖′(x− z). Moreover, L f ,x = 2‖x− z‖. Therefore,
r′f (x)
(
x− z
‖x− z‖
)
= 2‖x− z‖‖ · ‖′(x− z)
(
x− z
‖x− z‖
)
= 2‖x− z‖ = L f ,x.
Now, Fitzpatrick’s deep result [9, Corollary 2.6] guarantees that r f is Fréchet differentiable at x provided that ‖ · ‖ is Fréchet
differentiable at x− z. 
If f is the indicator function of a set K ⊂ X , then Proposition 3 yields [4, Lemma 1]. However, the proof of Fréchet
differentiability in [4] was not complete. We thank S. Dutta for showing us how to ﬁll this gap: Fitzpatrick’s result [9,
Corollary 2.6] was needed.
The assumption in Proposition 3 that the inﬁmum is attained strongly is essential and cannot be dropped in general.
Indeed, it is enough to take X = R and for r f the square of the distance function generated by the set {−1,1}. Then (7) is
violated for x = 0 and z = ±1. However, (7) may not hold true even if r f (x) is attained (not strongly) at just one point z.
This can be seen from the following:
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is, ‖ei‖ = 1 for each i ∈N∪ {0} and ei is orthogonal to e j whenever i = j. Put
K = {e0} ∪
{(
1+ 1
i
)
ei: i ∈N
}
,
this is a closed set. Let f : X → {0,∞} be the indicator function of K . Then r f is nothing else but the square of the distance
function generated by the set K . We have ‖0− e0‖2 = 1 and ‖0− z‖2 > 1 for every z ∈ K \ {e0}. Thus r f (0) = ‖0− e0‖2 = 1.
Further, r f (0) is not attained at e0 strongly since ‖0 − (1 + 1i )ei‖ → 1. We shall show that (7) is violated for x := 0 and
z := e0. Assume that this inclusion holds true, that is, ∂C r f (0) ⊂ ∂(‖ · ‖2)(0− e0) (= {−2e0}). This implies that r f is Gateaux
differentiable at 0.
Fix any 0 = t ∈R for a while. Then
∥∥∥∥te0 −
(
1+ 1
i
)
ei
∥∥∥∥
2
= t2 +
(
1+ 1
i
)2
↓ t2 + 1 as i → ∞,
and ‖te0 − e0‖2 = t2 − 2t + 1. Hence r f (te0) = t2 − 2t + 1 if t > 0 and r f (te0) = t2 + 1 if t < 0. Thus, we have
lim
t↓0
1
t
(
r f (te0) − r f (0)
)= lim
t↓0
1
t
(
t2 − 2t + 1− 1)= −2
and
lim
t↑0
1
t
(
r f (te0) − r f (0)
)= lim
t↑0
1
t
(
t2 + 1− 1)= 0,
which means that r f is not Gateaux differentiable at x = 0, a contradiction.
If ( f ‖ · ‖2)(x) is attained at some z ∈ X strongly and ‖ · ‖ is Fréchet differentiable at x − z, then Proposition 3 says
that f ‖ · ‖2 is Fréchet differentiable at x. A converse statement can be found in the proposition and the theorem below.
Such a statement in Hilbert space setting was proved in [12, Theorem 5.1]. We say that the norm ‖ · ‖ of a Banach space X
is locally uniformly rotund (LUR) at 0 = x ∈ X if limn→∞ ‖xn − x‖ = 0 whenever (xn)∞n=1 is a sequence in X such that
limn→∞ ‖xn‖ = ‖x‖ and limn→∞ ‖x+ xn‖ = 2‖x‖. We say that the norm ‖ · ‖ is LUR if it is LUR at each 0 = x ∈ X .
Proposition 5. Let (X,‖ · ‖) be a Banach space, let f : X → R ∪ {∞} be a function having the property (P), and let x, z ∈ X be such
that ( f ‖ ·‖2)(x) is attained at z. Assume further that ξ ∈ ∂F ( f ‖ ·‖2)(x) and let (zn)∞n=1 be a minimizing sequence for ( f ‖ ·‖2)(x).
Then
lim
n→∞‖x− zn‖ = ‖x− z‖ =
1
2
‖ξ‖ and lim
n→∞ ξ(x− zn) = 2‖x− z‖
2. (9)
If, in addition, the norm ‖ · ‖ is LUR at the point x− z, then ( f ‖ · ‖2)(x) is attained at z strongly.
Proof. For n ∈N put tn =
√
f (zn) + ‖x− zn‖2 − r f (x) + 1n , so
f (zn) + ‖x− zn‖2 < r f (x) + t2n . (10)
Note that tn → 0 as n → ∞. Fix any ε > 0. Fix any h ∈ X . As ξ ∈ ∂Gr f (x), for all n ∈N big enough we have
ξ(tnh) r f (x+ tnh) − r f (x) + εtn  f (zn) + ‖x+ tnh − zn‖2 − r f (x) + εtn,
and by (10),
< ‖x+ tnh − zn‖2 − ‖x− zn‖2 + t2n + εtn  2tn‖h‖‖x− zn‖ + t2n‖h‖2 + t2n + εtn.
Hence, dividing this by tn , and letting then n → ∞, we get
ξ(h) 2‖h‖ lim inf
n→∞ ‖x− zn‖ + ε.
Here, ε > 0 and h ∈ X were arbitrary. So
‖ξ‖ 2 lim inf
n→∞ ‖x− zn‖. (11)
Again, ﬁx any ε > 0. By Proposition 1(i), we know that the sequence (zn) is bounded. Thus ‖tn(zn − x)‖ → 0 as n → ∞.
Since ξ ∈ ∂F r f (x), for all n ∈N big enough we have
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(
tn(zn − x)
)
 r f
(
x+ tn(zn − x)
)− r f (x) + εtn‖zn − x‖
 f (zn) +
∥∥x+ tn(zn − x) − zn∥∥2 − r f (x) + εtn‖zn − x‖,
and by (10),
<
∥∥x+ tn(zn − x) − zn∥∥2 − ‖x− zn‖2 + t2n + εtn‖zn − x‖
= (−2tn + t2n)‖zn − x‖2 + t2n + εtn‖zn − x‖.
Dividing this by tn and then performing a small rearrangement, we get
2‖zn − x‖2 < ξ(x− zn) + tn‖zn − x‖2 + tn + ε‖zn − x‖, (12)
and letting n → ∞, we get
2 limsup
n→∞
‖zn − x‖2  limsup
n→∞
ξ(x− zn) + limsup
n→∞
ε‖zn − x‖,
and, as ε > 0 was arbitrary,
2 limsup
n→∞
‖zn − x‖2  limsup
n→∞
ξ(x− zn).
This, together with (11), yields
2 limsup
n→∞
‖zn − x‖2  2 lim inf
n→∞ ‖zn − x‖ · limsupn→∞ ‖x− zn‖,
and hence limn→∞ ‖zn − x‖ exists. Knowing this, then (12) yields
2 lim
n→∞‖zn − x‖
2  lim inf
n→∞ ξ(x− zn) ‖ξ‖ limn→∞‖x− zn‖,
and so 2 limn→∞ ‖zn − x‖ ‖ξ‖. This, together with (11) guarantees that ‖ξ‖ = 2 limn→∞ ‖zn − x‖. But Proposition 2 says
that ξ ∈ ∂‖ · ‖2(x− z), so ‖ξ‖ = 2‖x− z‖. Thus the ﬁrst equality in (9) is proved. Moreover, (11) and (12) yield
2‖x− z‖2 = 2 lim
n→∞‖zn − x‖
2  lim inf
n→∞ ξ(x− zn)
 limsup
n→∞
ξ(x− zn) ‖ξ‖ lim
n→∞‖zn − x‖ =
1
2
‖ξ‖2 = 2‖x− z‖2.
This proves the second equality in (9).
Assume now that the norm ‖ · ‖ on X is LUR at x− z. From (9) we have
∥∥(x− z) + (x− zn)∥∥
〈
ξ
2‖x− z‖ , (x− z) + (x− zn)
〉
= ‖x− z‖ + ξ(x− zn)
2‖x− z‖ → 2‖x− z‖
as n → ∞. Therefore, ‖zn − z‖ = ‖(x− z) − (x− zn)‖ → 0 as n → ∞. 
Theorem 6. Let (X,‖ · ‖) be a Banach space, let f : X →R∪ {∞} be a function having the property (P), and let x, z ∈ X be such that
( f ‖ · ‖2)(x) is attained at z. Assume further that the norm ‖ · ‖ is both Fréchet differentiable and LUR at the point x − z. Then the
following assertions are equivalent:
(i) ( f ‖ · ‖2)(x) is attained at z strongly.
(ii) f ‖ · ‖2 is Fréchet differentiable at x.
(iii) ∂F ( f ‖ · ‖2)(x) is non-empty.
(iv) ∂F ( f ‖ · ‖2)(x) = ∂G( f ‖ · ‖2)(x) = ∂C ( f ‖ · ‖2)(x) = {(‖ · ‖2)′(x− z)}.
Proof. That (i) implies (ii) and (iv) follows from Proposition 3. (ii) ⇒ (iii) and (iv) ⇒ (iii) are trivial. That (iii) implies (i)
follows from Proposition 5. 
The next result is an extension of [1, Theorem 4]. A similar statement, with different assumptions, is [4, Theorem 2].
However, we are afraid that the proof of the latter has a gap.
A norm ‖ · ‖ on a Banach space X is called uniformly Gateaux smooth if
1
t
sup
{‖x+ th‖ + ‖x− th‖ − 2: x ∈ X, ‖x‖ = 1} ↓ 0 as t ↓ 0
for every h ∈ X .
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property (P) and such that the set
A f :=
{
x ∈ X: ( f ‖ · ‖2)(x) is attained at some point}
is dense in X, and let x ∈ X. Consider any subset M ⊂ A f that is dense in a neighborhood of x and denote by D f ,x,M the set of possible
weak∗ limits of all sequences (‖ · ‖2)′(xn − zn) where (xn)∞n=1 is a sequence in M converging to x, and (zn)∞n=1 is a sequence in X such
that ( f ‖ · ‖2)(xn) is attained at zn for each n ∈N.
(i) If ( f ‖ · ‖2)(x) < f (x), then
∂C
(
f ‖ · ‖2)(x) = cow∗D f ,x,M . (13)
(ii) If ( f ‖ · ‖2)(x) = f (x), then
∂C
(
f ‖ · ‖2)(x) = cow∗({0} ∪ D f ,x,M). (14)
Proof. Take any ξ ∈ Dx, f ,M . Find sequences (xn)∞n=1 and (zn)∞n=1 in X such that r f (xn) is attained at zn for each n ∈ N, that
xn → x, and that ξn := (‖ · ‖2)′(xn − zn) → ξ weak∗ as n → ∞. By Proposition 3, ξn ∈ ∂C r f (xn) for each n ∈ N. Hence [2,
Proposition 2.1.5] yields ξ ∈ ∂C r f (x). Now, the set ∂C r f (x) being always weak∗ closed and convex, we get the inclusion “⊃”
in (13).
If r f (x) = f (x), then r f (y) f (x) + ‖y − x‖2 = r f (x) + ‖y − x‖2 for every y ∈ X , and hence the function −r f − ‖ · −x‖2
has a minimum at the point x. Therefore, in this case, 0 ∈ ∂C (−r f − ‖ · − x‖2)(x) (= −∂C r f (x)+ 0), and so 0 ∈ ∂C r f (x). This,
together with the previous paragraph yields the inclusion “⊃” in (14).
Let us prove the opposite inclusion in (13) provided that r f (x) < f (x). Let x∗ ∈ ∂C r f (x) be arbitrary. Suppose on the
contrary that x∗ /∈ cow∗ Dx, f ,M . The separation theorem yields h ∈ X such that
x∗(h) > sup
{
ξ(h): ξ ∈ cow∗Dx, f ,M
}
. (15)
From the deﬁnition of the Clarke subdifferential, ﬁnd sequences (xn)∞n=1 in X and (tn)∞n=1 in (0,∞) such that ‖xn − x‖ → 0
and tn ↓ 0 as n → ∞, and that
x∗(h) lim
n→∞
1
tn
(
r f (xn + tnh) − r f (xn)
)
,
where the limit above does exist. For each n ∈ N, choose yn ∈ M such that ‖xn − yn‖ < t2n , ﬁnd then zn ∈ X such that
r f (yn) = f (zn) + ‖yn − zn‖2, and ﬁnally put ξn = (‖ · ‖2)′(yn − zn). By Proposition 1(i), the sequence (zn) is bounded, hence
so is the sequence (ξn). Since Gateaux smooth Banach spaces have dual balls weak∗ sequentially compact [5, Theorem 2.1.2
and Corollary 4.2.5], we may and do assume that the sequence (ξn) weak∗ converges, to ξ ∈ X∗ , say. Thus ξ ∈ D f ,x,M .
Proposition 1(ii) says that r f is Lipschitzian around x, with a constant L > 0, say. Now, we are ready to estimate
x∗(h) lim
n→∞
1
tn
(
r f (xn + tnh) − r f (xn)
)
 lim inf
n→∞
1
tn
(
r f (yn + tnh) − r f (yn) + 2L‖yn − xn‖
)
 lim inf
n→∞
1
tn
(
r f (yn + tnh) − r f (yn) + 2Lt2n
)
 lim inf
n→∞
1
tn
(
f (zn) + ‖yn + tnh − zn‖2 − f (zn) − ‖yn − zn‖2
)
= lim inf
n→∞
1
tn
(‖yn + tnh − zn‖2 − ‖yn − zn‖2)
 lim inf
n→∞
(‖ · ‖2)′(zn − yn + tnh)(h).
Now, since r f (x) < f (x), there is 	 > 0 such that r f (yn) < 	 < f (x), that is f (zn) + ‖yn − zn‖2 < 	 < f (x) for all n ∈ N
suﬃciently large. If lim infn→∞ ‖yn− zn‖ = 0, then lim infn→∞ ‖zn−x‖ = 0 and we would get from the lower semi-continuity
of f that f (x)	 (< f (x)), a contradiction. Therefore lim infn→∞ ‖yn − zn‖ > 0. Now [13, Proposition 7] can be applied so
that
(
x∗(h)
)
lim inf
n→∞
(‖ · ‖2)′(zn − yn + tnh)(h) = lim
n→∞ ξn(h)
(= ξ(h)),
a contradiction with (15). We thus proved (13).
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Dx, f ,M). The separation theorem yields h ∈ X such that
x∗(h) > sup
{
ξ(h): ξ ∈ cow∗({0} ∪ Dx, f ,M)}. (16)
Further we proceed exactly as in the previous paragraph. We thus get that
x∗(h) lim inf
n→∞
(‖ · ‖2)′(zn − yn + tnh)(h).
Here x∗(h) > 0 as it follows from (16). Therefore 0 < 2 lim infn→∞ ‖zn − yn‖‖h‖. Then [13, Proposition 7] can be applied
again, so that(
x∗(h)
)
lim inf
n→∞
(‖ · ‖2)′(zn − yn + tnh)(h) = lim
n→∞ ξn(h)
(= ξ(h)),
a contradiction. We thus proved (14). 
In the rest of the paper we shall focus on “generic” statements.
Lemma 8. Let (X,‖ · ‖) be a Banach space and let f : X →R∪ {∞} be a function having property (P). Then the set
E f :=
{
x ∈ X: ( f ‖ · ‖2)(x) is attained at some point strongly}
is Gδ in X.
Proof. For x ∈ X and δ > 0 put
P δf (x) =
{
z ∈ X: f (z) + ‖x− z‖2 < r f (x) + δ
}
.
It is easy to check that x ∈ E f if and only if limδ↓0 diam P δf (x) = 0. Thus E f =
⋂∞
n=1 Gn where
Gn =
{
z ∈ X: diam P δf (z) <
1
n
for some δ > 0
}
.
It suﬃces to show that the sets Gn are open. To see this, ﬁx any n ∈N, and let x ∈ Gn be arbitrary. We shall ﬁnd 	 > 0 such
that each y ∈ X , with ‖y − x‖ < 	, lies in Gn . Find δ1 ∈ (0,1) such that diam P δ1f (x) < 1/n. From (i) in Proposition 1, ﬁnd
constants K > 0 and δ2 ∈ (0, δ1) such that
‖z − x‖ < K (17)
whenever y, z ∈ X satisfy ‖y − x‖ < δ2, and f (z) + 12‖y − z‖2 < r f (y) + 1. Further, ﬁnd δ3 ∈ (0, δ2) such that
r f (y) < r f (x) + 13δ1 whenever y ∈ X and ‖y − x‖ < δ3. (18)
Finally, ﬁnd 	 ∈ (0, δ3) so small that
3	2 + 2	K < 1
3
δ1. (19)
Take any y ∈ X , with ‖y − x‖ < 	. We claim that
P δ1/3f (y) ⊂ P δ1f (x).
To prove this, pick an arbitrary z ∈ P δ1/3f (y). By the very deﬁnition, we have
f (z) + ‖y − z‖2 < r f (y) + 13δ1 < r f (y) + 1. (20)
As 	 < δ2, (17) holds for our z. Thus, a combination of (20), (17), (18), and (19) yields
f (z) + ‖x− z‖2  f (z) + ‖x− y‖2 + 2‖x− y‖‖y − z‖ + ‖y − z‖2
< 	2 + 2	(‖y − x‖ + ‖x− z‖)+ r f (y) + 13δ1
< 	2 + 2	(	 + K ) + r f (x) + 13δ1 +
1
3
δ1
= 3	2 + 2	K + r f (x) + 23δ1 < r f (x) + δ1.
Therefore z ∈ P δ1 (x), and the claim is proved. The claim yields that diam P δ1/3(y) < 1 , and hence y ∈ Gn . f f n
R. Cibulka, M. Fabian / J. Math. Anal. Appl. 368 (2010) 538–550 547The following lemma is an analytic counterpart to a known geometric fact that all the points lying in the complement
to a set in the direction of a nearest point have the same nearest point.
Lemma 9. Let (X,‖ ·‖) be a Banach space and let f : X →R∪{∞} be a function. Suppose that x1, x0 ∈ X are such that ( f ‖ ·‖2)(x0)
is attained at x1. Let λ ∈ (0,1) be given and put uλ = λx0 + (1− λ)x1 . Then ( f ( 1λ )‖ · ‖2)(uλ) is also attained at x1 .
Proof. The deﬁnition of uλ implies
‖uλ − x0‖ = (1− λ)‖x1 − x0‖ and ‖uλ − x1‖ = λ‖x1 − x0‖. (21)
We have to show that
f (x1) + λ−1‖uλ − x1‖2  f (z) + λ−1‖uλ − z‖2 for every z ∈ X . (22)
To see this, suppose on the contrary, that there is z ∈ X such that
f (z) + λ−1‖uλ − z‖2 < f (x1) + λ−1‖uλ − x1‖2.
Hence, the triangle inequality and (21) yield that, putting β = ‖x0 − x1‖, we have
f (x1) f (z) + ‖x0 − z‖2 − β2
< f (x1) + λ−1‖uλ − x1‖2 − λ−1‖uλ − z‖2 + ‖x0 − z‖2 − β2
 f (x1) + λβ2 − λ−1‖uλ − z‖2 + ‖uλ − z‖2 + 2‖uλ − z‖‖uλ − x0‖ + ‖uλ − x0‖2 − β2
= f (x1) + λβ2 − λ−1(1− λ)‖uλ − z‖2 + 2(1− λ)‖uλ − z‖β + (1− λ)2β2 − β2
= f (x1) − λ(1− λ)β2 − λ−1(1− λ)‖uλ − z‖2 + 2(1− λ)‖uλ − z‖β
= f (x1) − 1− λ
λ
(
λ2β2 − 2λ‖uλ − z‖β + ‖uλ − z‖2
)
= f (x1) − 1− λ
λ
(
λβ − ‖uλ − z‖
)2  f (x1),
a contradiction. 
If the norm on an underlying Banach space is LUR, then we get a stronger conclusion in the lemma above. We shall need
the following geometrical lemma. It was implicitly used by Dutta in the proof of [4, Theorem 4]. Dutta’s proof is different,
more complicated, and works for α ∈ (0, 13 ) only.
Lemma 10. Let (X,‖ ·‖) be a Banach space whose norm is LUR, let α ∈ (0,1), and let u0,u1,u2, . . . be a sequence of norm-one vectors
in X such that limn→∞ ‖un − αu0‖ = 1− α. Then limn→∞ ‖un − u0‖ = 0.
Proof. For n ∈N put
vn = α
2
(u0 + un).
We claim that limn→∞ ‖vn‖ = α. Indeed, for each n ∈N we have
‖vn‖ =
∥∥∥∥α2 (u0 + un)
∥∥∥∥ α2
(‖u0‖ + ‖un‖)= α.
Suppose that there are ε ∈ (0,α) and an inﬁnite subset N ⊂N such that ‖vn‖ < α − ε for every n ∈ N . Then
‖un − vn‖ ‖un‖ − ‖vn‖ > 1− (α − ε) for every n ∈ N. (23)
By the assumption, there is n ∈ N such that ‖un − αu0‖ < 1− α + ε. For this n we then get
‖un − vn‖ =
∥∥∥∥un −
(
α
2
u0 + α
2
un
)∥∥∥∥=
∥∥∥∥12 (un − αu0) +
1
2
(un − αun)
∥∥∥∥
<
1
2
(1− α + ε) + 1
2
(1− α) = 1− α + ε
2
,
a contradiction with (23). The claim is thus proved.
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lim
n→∞‖u0 + un‖ = limn→∞
2
α
‖vn‖ = 2= 2‖u0‖,
and the LUR property of ‖ · ‖ yields that limn→∞ ‖un − u0‖ = 0. 
Now, we are ready to prove an analogue of Lemma 9 which guarantees that the inﬁmum is attained even strongly.
A special case of the lemma below, for distance functions, can be found in [14, Lemma 1.7].
Lemma 11. Let the assumptions of Lemma 9 be satisﬁed. Assume, in addition, that the norm ‖ · ‖ on X is LUR. Then ( f ( 1
λ
)‖ · ‖2)(uλ)
is attained at x1 strongly.
Proof. By Lemma 9, we know that(
f 
(
1
λ
)
‖ · ‖2
)
(uλ) = f (x1) + 1
λ
‖uλ − x1‖2. (24)
Let (zn)∞n=1 be any sequence in X such that
lim
n→∞
(
f (zn) + 1
λ
‖uλ − zn‖2
)
=
(
f 
(
1
λ
)
‖ · ‖2
)
(uλ). (25)
We have to prove that limn→∞ ‖zn − x1‖ = 0.
We claim that the sequence
‖x0 − zn‖ =: βn, n ∈N,
converges to ‖x0 − x1‖ =: β as n → ∞. To prove this, let ε > 0 be arbitrary. From (25), we ﬁnd n0 ∈N such that
f (zn) + 1
λ
‖uλ − zn‖2 < f (x1) + 1
λ
‖uλ − x1‖2 + ε (1− λ)
λ
for all n > n0.
Fix an arbitrary n > n0. As
f (x1) + ‖x0 − x1‖2  f (zn) + ‖x0 − zn‖2 and ‖uλ − zn‖
∣∣βn − ‖uλ − x0‖∣∣,
we have
0 f (zn) + β2n −
(
f (x1) + β2
)
=
(
f (zn) + 1
λ
‖uλ − zn‖2 − f (x1)
)
− β2 + β2n −
1
λ
‖uλ − zn‖2
<
(
1
λ
‖uλ − x1‖2 + ε (1− λ)
λ
)
− β2 + β2n −
1
λ
(
βn − ‖x0 − uλ‖
)2
.
Note that, by the deﬁnition of uλ we have ‖x1 − uλ‖ = λ‖x1 − x0‖ = λβ and ‖uλ − x0‖ = (1− λ)‖x1 − x0‖ = (1− λ)β . Hence,
substituting this into the inequality above, we get
0< λβ2 − β2 + β2n −
1
λ
(
βn − (1− λ)β
)2 + ε (1− λ)
λ
,
and so
0< λ2β2 − λβ2 + λβ2n −
(
βn − (1− λ)β
)2 + ε(1− λ)
= (λ − 1)β2n − 2(λ − 1)βnβ +
(
λ2 − λ − (1− λ)2)β2 − ε(λ − 1).
Taking into account that λ ∈ (0,1) and dividing this inequality by λ − 1, we infer that (βn − β)2 < ε for each n > n0, which
establishes the claim. We proved that
lim
n→∞‖x0 − zn‖ = ‖x0 − x1‖. (26)
Moreover, we have
lim ‖uλ − zn‖ = λ‖x0 − x1‖. (27)
n→∞
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f (x1) + ‖x0 − x1‖2  lim inf
n→∞
(
f (zn) + ‖x0 − zn‖2
)
= lim inf
n→∞
((
f (zn) + 1
λ
‖uλ − zn‖2
)
+ ‖x0 − zn‖2 − 1
λ
‖uλ − zn‖2
)
= f (x1) + 1
λ
‖uλ − x1‖2 + ‖x0 − x1‖2 − 1
λ
limsup
n→∞
‖uλ − zn‖2,
and so
limsup
n→∞
‖uλ − zn‖ ‖uλ − x1‖
(= λ‖x0 − x1‖).
On the other hand,
lim inf
n→∞ ‖uλ − zn‖ limn→∞
(‖x0 − zn‖ − ‖x0 − uλ‖)= ‖x0 − x1‖ − ‖x0 − uλ‖ = ‖uλ − x1‖,
which establishes (27).
If x1 = x0, then (26) says that the sequence (zn)∞n=1 converges to x1. Further assume that x1 and x0 are distinct. For n ∈N
put
v0 = x0 − x1‖x0 − x1‖ and vn =
x0 − zn
‖x0 − zn‖ .
Then (26) and (27) imply
lim
n→∞
∥∥vn − (1− λ)v0∥∥= lim
n→∞
∥∥∥∥ x0 − zn‖x0 − zn‖ − (1− λ)
x0 − x1
‖x0 − x1‖
∥∥∥∥
= lim
n→∞
∥∥∥∥ x0 − zn‖x0 − x1‖ − (1− λ)
x0 − x1
‖x0 − x1‖
∥∥∥∥
= 1‖x0 − x1‖ limn→∞
∥∥λx0 + (1− λ)x1 − zn∥∥
= 1‖x0 − x1‖ limn→∞‖uλ − zn‖ = λ.
Applying Lemma 10 with α := 1− λ, we infer that limn→∞ ‖vn − v0‖ = 0. Hence
lim
n→∞‖x1 − zn‖ = limn→∞
∥∥(x0 − zn) − (x0 − x1)∥∥
= ‖x0 − x1‖ lim
n→∞
∥∥∥∥ x0 − zn‖x0 − x1‖ −
x0 − x1
‖x0 − x1‖
∥∥∥∥
= ‖x0 − x1‖ lim
n→∞‖vn − v0‖ = 0,
which ﬁnishes the proof. 
Theorem 12. Let (X,‖ · ‖) be a Banach space whose norm ‖ · ‖ is LUR, and let f : X →R∪ {∞} be a function having the property (P).
Suppose that there is a sequence (λm)∞m=1 in (0,1), with limm→∞ λm = 1, and such that for every m ∈N the set{
x ∈ X: ( f λm‖ · ‖2)(x) is attained at some point}
is dense in X. Then the set
E f :=
{
x ∈ X: ( f ‖ · ‖2)(x) is attained at some point strongly}
is dense Gδ in X.
If, in addition, the norm ‖ · ‖ is Gateaux (Fréchet) smooth, then f ‖ · ‖2 is Gateaux (Fréchet) differentiable at each x ∈ E f .
Proof. By Lemma 8, we already know that the set E f is Gδ . It remains to prove its density. Fix any x ∈ X and any ε > 0. Let
Kx > 0 and δx > 0 be the constants found in Proposition 1(i) for our x. Find m ∈N so big that λm > 12 and
2Kx
< λm.2Kx + ε
550 R. Cibulka, M. Fabian / J. Math. Anal. Appl. 368 (2010) 538–550From the assumptions, ﬁnd x0 ∈ X such that ‖x0−x‖ <min{ 12ε, δx} and that ( f λm‖·‖2)(x0) is attained at some x1 ∈ X . Put
| · | = √λm‖ · ‖; this is clearly an equivalent LUR norm. Also, ( f | · |2)(x0) is attained at x1 ∈ X . Put u = λmx0 + (1− λm)x1.
Lemma 8 applied for the norm | · | then says that ( f (1/λm)| · |2)(u) is attained at x1 ∈ X strongly. This means that
( f ‖ · ‖2)(u) is attained at x1 ∈ X strongly, that is, that u ∈ E f .
It remains to show that ‖u − x‖ < ε. Since 12 < λm < 1 and ( f λm‖ · ‖2)(x0) is attained at x1, we have
f (x1) + 1
2
‖x0 − x1‖2  f (x1) + λm‖x0 − x1‖2 = inf
z∈X
(
f (z) + λm‖x0 − z‖2
)
 inf
z∈X
(
f (z) + ‖x0 − z‖2
) (= ( f ‖ · ‖2)(x0)).
Thus, Proposition 1(i), with y := x0 and z := x1, yields that ‖x1 − x‖ < Kx , and so
‖x1 − x0‖ ‖x1 − x‖ + ‖x− x0‖ < Kx + ε
2
.
Now, we are ready to estimate
‖u − x‖ ‖u − x0‖ + ‖x0 − x‖ = (1− λm)‖x1 − x0‖ + ‖x0 − x‖
< (1− λm)
(
Kx + ε
2
)
+ ε
2
<
ε
2Kx + ε
(
Kx + ε
2
)
+ ε
2
= ε.
The differentiability statements follow immediately from Proposition 3. 
A non-empty subset K of a Banach space (X,‖ · ‖) is called almost proximinal if the set of points x ∈ X \ K possessing
a point z ∈ K such that dist(x, K ) = ‖x − z‖ is dense in X \ K . Taking, in Theorem 12, for f the indicator function of the
set K , we get:
Corollary 13. (See [4, Corollary 6].) Let (X,‖ · ‖) be a Banach space whose norm is both LUR and Gateaux (Fréchet) smooth. Then the
distance function generated by a non-empty closed almost proximinal subset K of X is generically Gateaux (Fréchet) smooth on X \ K .
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