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INTEGRAL THEORY FOR HOPF (CO)QUASIGROUPS
JENNIFER KLIM
Abstract. We recall the notion of a Hopf (co)quasigroup defined in [2] and
define integration and Fourier Transforms on these objects analogous to those
in the theory of Hopf algebras. Using the general Hopf module theory for Hopf
(co)quasigroups from [1] we show that a finite dimensional Hopf (co)quasigroup
has a unique integration up to scale and an invertible antipode. We also sup-
ply the inverse Fourier transformation and show that it maps the convolution
product on H to the product in its dual H∗. Finally, we further develop the
theory to consider Frobenius Hopf (co)quasigroups, separability and semisim-
plicity.
1. Introduction
In [2] we defined the notion of a Hopf quasigroup as a not necessarily associative, but
unital algebra with a coassociative coalgebra structure and an antipode satisfying
certain conditions. We showed that a theory similar to that of Hopf algebras was
possible in this case, including an application of the Hopf module lemma to study
differential calculus on a Hopf coquasigroup. In [1] the notion of Hopf modules and
the Hopf module lemma or Galois property were formalized in the general case and
used to characterize the axioms of a Hopf (co)quasigroup. Here we will apply the
same ideas to the notion of integration.
In Section 2 we recall the necessary background. In section 3 we define left and
right integrals on Hopf quasigroups and prove some useful identities. We use the
theory developed in [1] to prove existence and uniqueness of these integrals. These
definitions and properties also hold for Hopf (co)quasigroups, and this is proved in
section 4. We prove existence of integrals on commutative flexible Hopf coquasi-
groups, by proving that if A is a Hopf coquasigroup andM is a right A-Hopf module
as defined in [1], then M is isomorphic as a right A-Hopf module to M ĉoA ⊗ A,
where M ĉoA is the set of A-coinvariants with respect to some induced coaction.
This leads us to define the Fourier transform F : H → H∗ from a finite-dimensional
Hopf quasigroup to its dual in Section 5. If we assume the Hopf quasigroup is
cocommutative and flexible we obtain more familiar identities. As one would expect,
the Fourier transform maps the convolution product on H to the product on H∗.
In Section 6 the Fourier transform is defined on Hopf coquasigroups in a similar
manner and we consider the example of G a finite (IP) quasigroup, so that, as
shown in [2], the group function algebra k[G] is a Hopf coquasigroup. We describe
the resulting integrals and Fourier transform.
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In Section 7, we develop the theory further by discussing Frobenius and separable
Hopf (co)quasigroups. Finally, in Section 8 we consider semisimple Hopf coquasi-
groups.
2. Hopf quasigroups and Hopf modules
We recall that an (inverse property) quasigroup or IP loop [5] is a set G with a
product, denoted by omission, an identity e, and for each u ∈ G an element u−1 ∈ G
such that
u−1(uv) = v, (vu)u−1 = v, ∀v ∈ G.
A quasigroup is flexible if u(vu) = (uv)u for all u, v ∈ G, andMoufang if u(v(uw)) =
((uv)u)w for all u, v, w ∈M .
In [2] we linearised these definitions to Hopf quasigroups in the same way that a
Hopf algebra linearises the notion of a group.
Definition 2.1. [2] A Hopf quasigroup is a possibly nonassociative but unital
algebra H equipped with algebra homomorphisms ∆ : H → H ⊗ H , ε : H → k
forming a coassociative coalgebra and a map S : H → H such that
m(id⊗m)(S ⊗ id⊗ id)(∆ ⊗ id) = ε⊗ id = m(id⊗m)(id⊗ S ⊗ id)(∆⊗ id),
m(m⊗ id)(id⊗ S ⊗ id)(id ⊗∆) = id⊗ ε = m(m⊗ id)(id⊗ id⊗ S)(id⊗∆).
One can write these more explicitly as∑
Sh(1)(h(2)g) =
∑
h(1)((Sh(2))g) =
∑
(gSh(1))h(2) =
∑
(gh(1))Sh(2) = ε(h)g,
for all h, g ∈ H , where we write ∆h =
∑
h(1) ⊗ h(2) as in [6]. For brevity, we shall
omit the summation signs for the remainder of the paper. In this notation the Hopf
quasigroup H is called flexible if
h(1)(gh(2)) = (h(1)g)h(2) ∀h, g ∈ H,
and Moufang if∑
h(1)(g(h(2)f)) =
∑
((h(1)g)h(2))f ∀h, g, f ∈ H.
In [2] it was proven that, as for Hopf algebras, the antipode S is antimultiplicative
and anticomultiplicative, that is for all h, g ∈ H
S(hg) = (Sg)S(h), ∆(Sh) = Sh(2) ⊗ Sh(1).
Lemma 2.2. [2] If H is a cocommutative flexible Hopf quasigroup, then S2 = id
and for all h, g ∈ H,
h(1)(gSh(2)) = (h(1)g)Sh(2).
A Hopf-like theory is established in [2], for example, S is antimulitpicative and
anticomultiplicative. As in Hopf algebra theory, we can dualise this theory by
reversing the arrows on each map to obtain a Hopf coquasigroup.
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Definition 2.3. [2] A Hopf coquasigroup is a unital associative algebra A equipped
with counital algebra homomorphisms ∆ : A→ A⊗ A, ε : k → A, and linear map
S : A→ A such that
(Sa(1))a(2)(1) ⊗ a(2)(2) = 1⊗ a = a(1)Sa(2)(1) ⊗ a(2)(2),
a(1)(1) ⊗ (Sa(1)(2))a(2) = a⊗ 1 = a(1)(1) ⊗ a(1)(2)Sa(2),
for all a ∈ A. A Hopf coquasigroup is flexible if
a(1)a(2)(2) ⊗ a(2)(1) = a(1)(1)a(2) ⊗ a(1)(2) ∀a ∈ A,
and Moufang if
a(1)a(2)(2)(1) ⊗ a(2)(1) ⊗ a(2)(2)(2) = a(1)(1)(1)a(1)(2) ⊗ a(1)(1)(2) ⊗ a(2) ∀a ∈ A.
Lemma 2.4. [2] If A is a commutative flexible Hopf coquasigroup, then S2 = id
and for all a ∈ A,
a(1)Sa(2)(2) ⊗ a(2)(1) = a(1)(1)Sa(2) ⊗ a(1)(2).
Actions and coactions of Hopf (co)quasigroups are also considered in [2]. In [1] the
author extends the theory to defining Hopf modules of Hopf (co)quasigroups and
proves that the category of left and right H-Hopf modules are equivalent to the
category of vector spaces.
Definition 2.5. [1] Let H be a Hopf quasigroup. A vector space M is called a
right H-Hopf module if there are maps α : M ⊗ H → M , m ⊗ h 7→ m ⊳ h, and
ρ :M →M ⊗H , m 7→ m(0) ⊗m(1), such that for all m ∈M,h ∈ H
(2.1) (m ⊳ h(1)) ⊳ Sh(2) = ε(h)m = (m ⊳ Sh(1)) ⊳ h(2), m ⊳ 1 = m,
m(0)(0) ⊗m(0)(1) ⊗m(1) = m(0) ⊗m(1)(1) ⊗m
(1)
(2), m
(0)ε(m(1)) = m,
(2.2) (m ⊳ h)(0) ⊗ (m ⊳ h)(1) = m(0) ⊳ h(1) ⊗m
(1)h(2).
Left H-Hopf modules are similarly defined. Let H be a Hopf quasigroup and M be
a right H-Hopf module. Denote the set of H-coinvariants by M coH , that is
M coH = {m ∈M |ρ(m) = m⊗ 1}.
Then M coH ⊗H is a right H-Hopf module with action (m ⊗ h) ⊳ g = m⊗ hg and
coaction m⊗ h 7→ m⊗ h(1) ⊗ h(2).
Theorem 2.6. [1] If H be a Hopf quasigroup and M is a right H-Hopf module,
then M ∼=M coH ⊗H as right H-Hopf modules.
Proof. [1] The proof involves constructing an isomorphism σ : M coH ⊗ H → M
defined by m ⊗ h 7→ m ⊳ h, with inverse σ−1 : M → M coH ⊗ H sending m 7→
m(0)(0) ⊳ Sm(0)(1) ⊗m(1). 
The case of the universal differential calculus M = Ω1univ ⊂ H ⊗ H when H is a
Hopf coquasigroup is given in [2] and the proof of the required isomorphisms in the
general case are similar,
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3. Integrals on Hopf quasigroups
Let H be a finite dimensional Hopf quasigroup and H∗ be the dual space with
natural Hopf coquasigroup structure given by
〈φψ, h〉 = 〈φ, h(1)〉〈ψ, h(2)〉,
〈∆φ, h ⊗ g〉 = 〈φ, hg〉,
〈1, h〉 = ε(h),
ε(φ) = 〈φ, 1〉,
〈Sφ, h〉 = 〈φ, Sh〉,
for all h, g ∈ H , φ, ψ ∈ H∗.
Definition 3.1. Let H be a Hopf quasigroup. A left integral on H is an element
∫ ∈ H∗ such that
(3.1) h(1) ∫(h(2)) = ∫(h).1 ∀h ∈ H.
A left integral ∫ is normalised if ∫(1) = 1. We denote the space of left integrals on
H by IHl .
Right integrals on H are defined similarly. We find that an integral on H satisfies
many of the same identities as integrals on Hopf algebras.
Lemma 3.2. If H is a Hopf quasigroup, then ∫ ∈ H∗ is a left integral on H iff for
all ϕ ∈ H∗
ϕ ∫ = ε(ϕ) ∫ .
Proof. Let h ∈ H,φ ∈ H∗ then,
〈ϕ ∫ , h〉 = 〈ϕ, h(1)〉〈∫ , h(2)〉 = 〈ϕ, h(1) ∫(h(2))〉
and,
〈ε(ϕ) ∫ , h〉 = 〈ϕ, 1〉〈∫ , h〉 = 〈ϕ, ∫(h)〉
Hence, h(1) ∫(h(2)) = ∫(h).1 ⇐⇒ ϕ ∫ = ε(ϕ) ∫ . 
Following the terminology in classical Hopf algebra theory, elements x ∈ H such
that hx = ε(h)x for all h ∈ H are called left integrals in H . So by the above lemma
we have that ∫ is a left integral on H iff ∫ is a left integral in H∗.
Lemma 3.3. If ∫ is a left integral on a Hopf quasigroup H then,
(1) S ∫ is a right integral on H,
(2) if ε(∫) = 1, then ∫ = S ∫ .
Proof. For all h ∈ H we have,
〈S ∫ , h(1)〉h(2) = 〈∫ , Sh(1)〉h(2)
= 〈∫ , (Sh(1))(2)〉(Sh(1))(1)h(2) by (3.1)
= 〈∫ , Sh(1)(1)〉(Sh(1)(2))h(2)
= 〈∫ , Sh〉.1 by coassociativity
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= 〈S ∫ , h〉.1
So S ∫ is a right integral, which proves (1). For (2), under our assumption, ε(∫) = 1
hence also ε(S ∫) = 1. Therefore,
∫ = ε(S ∫) ∫ = (S ∫) ∫ by Lemma 3.2.
Since S ∫ is a right integral, it satisfies (S ∫)ϕ = ε(ϕ)S ∫ for all ϕ ∈ H∗ by a right
integral version of Lemma 3.2, and in particular, (S ∫) ∫ = ε(∫)S ∫ . So, by our
assumption, this implies that,
S ∫ = ε(∫)S ∫ = (S ∫) ∫
Hence, ∫ = S ∫ , as required. 
Lemma 3.4. If H is a Hopf quasigroup and ∫ is a left integral on H, then for all
h, g ∈ H,
(1) h(1) ∫(h(2)Sg) = g(2) ∫(hSg(1)),
(2) h(1) ∫(gh(2)) = Sg(1) ∫(g(2)h).
Proof. To prove (1), let h, g ∈ H ; by the axioms of a Hopf quasigroup,
h(1) ∫(h(2)Sg) = h(1)ε(g(2)) ∫(h(2)Sg(1)) = (h(1)Sg(2)(1))g(2)(2) ∫(h(2)Sg(1)),
then by coassociativity and antimultiplicity of the antipode, this is equal to
(h(1)(Sg(1))(1))g(2) ∫(h(2)(Sg(1))(2)) = (hSg(1))(1)g(2) ∫(hSg(1))(2) = g(2) ∫(hSg(1)),
where the final equality is from (3.1). The second identity is similar. 
Theorem 3.5. If H is a finite-dimensional Hopf quasigroup then dim(IHl ) = 1,
i.e. a left integral exists and is unique up to scale.
Proof. It was shown in [2] that since H is finite-dimensional, H∗ is a Hopf coquasi-
group. On H∗ we have a right H-action and right H-coaction given by
(3.2) ϕ ↽ h = ϕ(1)〈ϕ(2), Sh〉,
(3.3) ϕ(0) ⊗ ϕ(1) =
∑
i
f iϕ⊗ ei,
for all h ∈ H and ϕ ∈ H∗, where {ei} is a basis of H and {f i} a dual basis. We
will prove that H∗ is a right H-Hopf module with this action and coaction. Let
h, x ∈ H and ϕ ∈ H∗ then,
〈(ϕ ↽ h(1))↽ Sh(2), x〉= 〈ϕ ↽ h(1), xS
2h(2)〉
= 〈ϕ, (xS2h(2))Sh(1)〉
= 〈ϕ, S(h(1)((Sh(2))S
−1x))〉
= 〈ε(h)ϕ, x〉 by the Hopf quasigroup axiom.
Hence (ϕ ↽ h(1)) ↽ Sh(2), and similarly, (ϕ ↽ Sh(1)) ↽ h(2) = ε(h)ϕ for all
h ∈ H,ϕ ∈ H∗. In order to check that (3.3) is a coassociative coaction, we need
f i ⊗ ei(1) ⊗ ej(2) = f
if j ⊗ ei ⊗ ej , which is easily verified by evaluating against
general elements.
ϕ(0) ⊗ ϕ(1)(1) ⊗ ϕ
(1)
(2) = f
iϕ⊗ ei(1) ⊗ ei(2)
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= (f if j)ϕ⊗ ei ⊗ ej
= f i(f jϕ)⊗ ei ⊗ ej since H
∗ is associative
= f iϕ(0) ⊗ ei ⊗ ϕ
(1)
= ϕ(0)(0) ⊗ ϕ(0)(1) ⊗ ϕ(1).
It is clear that ϕ(0)ε(ϕ(1)) = ϕ, hence (3.3) defines an H-coaction on H∗. Finally,
we check the compatibility condition, for which we require another identity on the
dual bases, f i(1) ⊗ f
i
(2) ⊗ ei = f
i ⊗ f j ⊗ eiej.
ϕ(0) ↽ h(1) ⊗ ϕ
(1)h(2) = (f
iϕ)↽ h(1) ⊗ eih(2)
= f i(1)ϕ(1) ⊗ eih(2)〈f
i
(2)ϕ(2), Sh(1)〉
= f i(1)ϕ(1) ⊗ eih(2)〈f
i
(2), Sh(1)(2)〉〈ϕ(2), Sh(1)(1)〉
= f iϕ(1) ⊗ (eiej)h(2)(2)〈f
j , Sh(2)(1)〉〈ϕ(2), Sh(1)〉
= f iϕ(1) ⊗ (eiSh(2)(1))h(2)(2)〈ϕ(2), Sh(1)〉
= f iϕ(1) ⊗ ei〈ϕ(2), Sh〉 by the Hopf quasigroup axiom
= f i(ϕ ↽ h)⊗ ei
= (ϕ ↽ h)(0) ⊗ (ϕ ↽ h)(1)
By Theorem 2.6, we deduce that H∗ ∼= H∗coH ⊗H as right H-Hopf modules, but
from these definitions clearly
H∗coH = {ϕ ∈ H∗|h(1)〈ϕ, h(2)〉 = 〈ϕ, h〉.1 ∀h ∈ H} = I
H
l .
Since, dimH = dimH∗, we can conclude that dim IHl = 1.
Corollary 3.6. If H is a finite dimensional Hopf quasigroup then the antipode S
is bijective.
Proof. This follows the proof for Hopf algebras [6]. Let h ∈ kerS and ∫ be a non-zero
left integral on H . Then under the isomorphism σ in Theorem 2.6 we have
σ(∫ ⊗h) = ∫ ↽ h = ∫ (1)〈∫ (2), Sh〉 = ∫ (1)〈∫ (2), 0〉 = 0.
σ is an isomorphism hence ∫ ⊗h = 0, but ∫ is non-zero, so h = 0. Thus kerS = ∅
and S is injective. Since H is finite dimensional, it is also bijective. 
There are analogous results for right integrals. We state them here without proof
as we will refer to them later.
Definition 3.7. Let H be a Hopf quasigroup. ∫R ∈ H
∗ is a right integral on H if
for all h ∈ H ,
(∫ Rh(1))h(2) = ∫ R(h).1.
The space of right integrals on H is denoted IHr .
Proposition 3.8. If H is a Hopf quasigroup and ∫R is a right integral on H then,
(1) ∫R is a right integral on H iff for all ϕ ∈ H
∗, ∫R ϕ = ε(ϕ) ∫R,
(2) ∫R((Sg)h(1))h(2) = ∫R((Sg(2))h)g(1) for all h, g ∈ H,
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(3) ∫R(g(1)h)g(2) = ∫R(gh(1))Sh(2) for all h, g ∈ H.
Theorem 3.9. If H is a finite-dimensional Hopf quasigroup then dim(IHr ) = 1,
i.e. a right integral exists and is unique up to scale.
4. Integrals on Hopf coquasigroups
We can similarly define integrals on a Hopf coquasigroupA, which satisfy equivalent
properties as those for integrals on a Hopf quasigroup.
Definition 4.1. A left integral on a Hopf coquasigroup is an element ∫ ∈ A∗ such
that a(1) ∫(a(2)) = ∫(a).1 for all a ∈ A.
Lemma 4.2. Is A is a Hopf coquasigroup and ∫ ∈ A∗ is a left integral on A then,
(1) ∫ ∈ A∗ is a left integral on A iff for all ϕ ∈ A∗, ϕ ∫ = ε(ϕ) ∫ ,
(2) S ∫ is a right integral on A,
(3) if ∫(1) = 1, then ∫ = S ∫ ,
(4) a(1) ∫(a(2)Sb) = b(2) ∫(aSb(1)) for all a, b ∈ A,
(5) a(1) ∫(ba(2)) = Sb(1) ∫(b(2)a) for all a, b ∈ A.
Proof. The proofs are analogous to those in the previous section, but we shall show
the proof of (4) as an example:
a(1) ∫(a(2)Sb) = a(1)(Sb(1)(2))b(2) ∫(a(2)Sb(1)(1)) by the Hopf coquasigroup axiom
= a(1)(Sb(1))(1)b(2) ∫(a(2)(Sb(1))(2))
= (aSb(1))(1)b(2) ∫(aSb(1))(2)
= b(2) ∫(aSb(1))

In order to prove the existence of these left integrals, we first need to prove a form
of the Hopf module lemma on Hopf coquasigroups.
Definition 4.3. [1] Let A be a Hopf coquasigroup. A vector space M is a right
A-Hopf module if there are maps α : M ⊗ A → M, m ⊗ a 7→ m ⊳ a and ρ : M →
M ⊗ A, m 7→ m(0) ⊗m(1), such that α is an associative unital right-action on M
and
(4.1) m(0)(0)⊗(Sm(0)(1))m(1) = m⊗1 = m(0)(0)⊗m(0)(1)Sm(1),m(0)ε(m(1)) = m
(4.2) (m ⊳ a)(0) ⊗ (m ⊳ a)(1) = m(0) ⊳ a(1) ⊗m
(1)a(2),
for all a ∈ A,m ∈M .
In [1] it was shown that if M is a right A-Hopf module with coaction ρ(m) =
m(0)⊗m(1), thenM is a right A-Hopf module with the same action and the induced
coaction
ρ̂(m) = m(0)(0) ⊳ ((Sm(0)(1))m(1)(1))⊗m
(1)
(2).
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Theorem 4.4. If A is a Hopf coquasigroup and M is a right A-Hopf module, then
M ∼=M ĉoA⊗A as right A-Hopf modules, where M ĉoA⊗A is a right A-Hopf module
by
(m⊗ a) ⊳ b = m⊗ ab, (m⊗ a)(0) ⊗ (m⊗ a)(1) = m⊗ a(1) ⊗ a(2),
for all a, b ∈ A,m ∈ M , and M ĉoA = {m ∈ M |ρ̂(m) = m ⊗ 1}. The isomorphism
is given by
σ : M ĉoA ⊗A→M by m⊗ a 7→ m ⊳ a,
σ−1 :M →M ĉoA ⊗A by m 7→ m(0)(0) ⊳ Sm(0)(1) ⊗m(1).
Proof. It is straightforward to check that σ as stated gives the required isomor-
phism, however here we will make use of Theorem 3.13 in [1], which gives an
isomorphism M ∼= MA ⊗ A, where MA is the set of A-invariants defined by the
coequalizer
M ⊗A
α
//
id⊗ε
// M
piM
// MA
so that πM ◦ α = πM (id ⊗ ε). As noted in [1], for Hopf algebras, there exists an
isomorphism MA ∼= M coA. We now show that the same maps also provide an
isomorphism MA ∼=M ĉoA when A is a Hopf coquasigroup; define ω :M ĉoA →MA
by m 7→ πM (m) for m ∈M ĉoA, and ω−1 :MA →M ĉoA by πM (m) 7→ m(0) ⊳ Sm(1)
for all m ∈M .
First we have to check that ω−1 is well-defined,
ρ̂(ω−1(πM (m))) =
= ρ̂(m(0) ⊳ Sm(1))
= (m(0) ⊳ Sm(1))(0)(0) ⊳ ((S(m(0) ⊳ Sm(1))(0)(1))(m(0) ⊳ Sm(1))(1)(1))⊗ (m
(0) ⊳ Sm(1))(1)(2)
= (m(0)(0)(0) ⊳ (Sm(1))(1)(1)) ⊳ (S(m
(0)(0)(1)(Sm)(1)(2))(m
(0)(1)(Sm(1))(2))(1))
⊗(m(0)(1)(Sm(1))(2))(2) by the compatibility condition (4.2),
=m(0)(0)(0) ⊳ ((Sm(1))(1)(1)S((Sm
(1))(1)(2))(Sm
(0)(0)(1))(m(0)(1)(Sm(1))(2))(1))
⊗(m(0)(1)(Sm(1))(2))(2)
=m(0)(0)(0) ⊳ ((Sm(0)(0)(1))(m(0)(1)Sm(1))(1))⊗ (m
(0)(1)Sm(1))(2)
by the antipode property on (Sm(1))(1)
=m(0) ⊳ Sm(1) ⊗ 1 by (4.1),
= ω−1(πM (m)) ⊗ 1.
Hence, ω−1(πM (m)) lies in M
ĉoA so is well-defined. Finally, we check that these
maps are mutually inverse; for all m ∈M ,
ω(ω−1(πM (m))) = ω(m
(0) ⊳ Sm(1))
= πM (m
(0) ⊳ Sm(1))
= πM (m
(0)ε(Sm(1)))
= πM (m) by (4.1),
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and for all m ∈M ĉoA,
ω−1(ω(m)) = ω−1(πM (m))
=m(0) ⊳ Sm(1)
=m(0)(0) ⊳ Sm(0)(1)ε(m(1)) by (4.1),
=m(0)(0) ⊳ (Sm(0)(1))m(1)(1)Sm
(1)
(2)
= (m(0)(0) ⊳ (Sm(0)(1))m(1)(1)) ⊳ Sm
(1)
(2)
=m ⊳ S1 since m ∈M ĉoA,
=m.

Theorem 4.5. If A is a finite dimensional, commutative, flexible Hopf coquasi-
group, then dim(IAl ) = 1, i.e. a left integral exists and is unique up to scale.
Proof. Since A is finite dimensional, A∗ is a Hopf quasigroup and hence coassocia-
tive. On A∗ we have a right A-action and a right A-coaction given as in Theorem
3.5 by
(4.3) ϕ ↽ a = ϕ(1)〈ϕ(2), Sa〉,
(4.4) ϕ(0) ⊗ ϕ(1) = f iϕ⊗ ei.
for a ∈ A,ϕ ∈ A∗, where {ei} is a basis for A and {f i} is a dual basis. The proof
is similar to the case when A is a Hopf quasigroup; let ϕ ∈ A∗ and a, b ∈ A then
(ϕ ↽ a)↽ b= ϕ(1) ↽ b〈ϕ(2), Sa〉
= ϕ(1)(1)〈ϕ, Sb〉〈ϕ(2), Sa〉
= ϕ(1)〈ϕ(2)(1), Sb〉〈ϕ(2)(2), Sa〉 by coassociativity in A
∗,
= ϕ(1)〈ϕ(2), S(ab)〉
= ϕ ↽ (ab)
and clearly, ϕ ↽ 1 = ϕ, so (4.3 is a associative unital right A-action. For the
coaction we evaluate against a ∈ A in the first factor and find,
〈ϕ(0)(0), a〉(Sϕ(0)(1))ϕ(1) = 〈(f iϕ)(0), a〉(S(f iϕ)(1))ei
= 〈f j(f iϕ), a〉(Sej)ei
= 〈f j , a(1)〉〈f
i, a(2)(1)〉〈ϕ, a(2)(2)〉(Sej)ei
= 〈ϕ, a(2)(2)〉(Sa(1))a(2)(1)
= 〈ϕ, a〉.1
This holds for all a ∈ A, hence, ϕ(0)(0)⊗ (Sϕ(0)(1))ϕ(1) = ϕ⊗ 1. Similarly, ϕ(0)(0)⊗
ϕ(0)(1)Sϕ(1) = ϕ ⊗ 1. Finally, we have to check the compatibility condition holds;
let a, b ∈ A and ϕ ∈ A∗ then,
〈ϕ(0) ↽ a(1), b〉ϕ
(1)a(2) = 〈(f
iϕ) ↽ a(1), b〉eia(2)
= 〈f i(1)ϕ(1), b〉〈f
i
(2)ϕ(2), Sa(1)〉eia(2)
= 〈f iϕ(1), b〉〈f
j , Sa(1)(2)〉〈ϕ(2), Sa(1)(1)〉eieja(2)
= 〈f iϕ(1), b〉〈ϕ(2), Sa(1)(1)〉ei(Sa(1)(2))a(2)
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= 〈f iϕ(1), b〉〈ϕ(2), Sa〉ei by the Hopf coquasigroup axiom,
= 〈f i(ϕ ↽ a), b〉ei
= 〈(ϕ ↽ a)(0), b〉(ϕ ↽ a)(1).
Hence, (ϕ ↽ a)(0) ⊗ (ϕ ↽ a)(1) = ϕ(0) ↽ a(1) ⊗ ϕ
(1)a(2) for all a ∈ A,ϕ ∈ A
∗, and
A∗ is a right A-Hopf module. We note that for this right coaction ρ, ρ̂ = ρ; let
a ∈ A and ϕ ∈ A∗ then,
〈ϕ(0)(0) ↽ ((Sϕ(0)(1))ϕ(1)(1)), a〉ϕ
(1)
(2) = 〈ϕ
(0)(0), aS((Sϕ(0)(1))ϕ(1)(1))〉ϕ
(1)
(2)
= 〈ϕ, a(2)(2)S((Sa(1))a(2)(1)(1))〉a(2)(1)(2)
= 〈ϕ, S((Sa(1))a(2)(1)(1)S
−1a(2)(2))〉a(2)(1)(2)
= 〈ϕ, S((Sa(1))a(2)(1)(1)Sa(2)(2))〉a(2)(1)(2)
since S2 = id Lemma 2.4
= 〈ϕ, S((Sa(1))a(2)(1)Sa(2)(2)(2))〉a(2)(2)(1)
by Lemma 2.4 on a(2),
= 〈ϕ, S2a(2)〉a(1) by the Hopf coquasigroup axiom,
= 〈ϕ, a(2)〉a(1)
= 〈ϕ(0), a〉ϕ(1).
By Theorem 4.4, we deduce that A∗ ∼= A∗ĉoA ⊗A = A∗coA ⊗ A, and as in Lemma
3.5,
A∗coA = {ϕ ∈ A∗|a(1)〈ϕ, a(2)〉 = 〈ϕ, a〉.1 ∀ a ∈ A} = I
A
l .

5. Fourier transformations on Hopf quasigroups
In this section H will be a finite dimensional Hopf quasigroup, and H∗ its dual
space with the structure of a Hopf coquasigroup. We will follow the treatment in
[4] of Fourier transformations on Hopf algebras.
Definition 5.1. Let ∫ be a left integral on H . A Fourier transformation on H is
a linear map F : H → H∗ defined by
(5.1) F (h) = ∫ ↽ h,
for all h ∈ H , where the right action of H on H∗ is given by (3.2).
Lemma 5.2. If ∫ is a left integral on H and F is a Fourier transform on H, then
for all h ∈ H, ϕ ∈ H∗,
(1) F (h(1)Sh(2)) = F (h(1)) ↽ Sh(2),
(2) F ((Sh(1))h(2)) = F (Sh(1))↽ h(2),
(3) F (ϕ ⇀ h) = ϕF (h),
(4) ρ(F (h)) = (F ⊗ id)∆(h),
(5) H cocommutative and flexible =⇒ 〈F (h(1)g), h(2)〉 = 〈F (h(1))↽ g, h(2)〉,
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where the left coaction is given by (3.3) and the left action of H∗ on H is given by
ϕ ⇀ h = h(1)〈ϕ, h(2)〉 for all h ∈ H and ϕ ∈ H
∗.
Proof. To prove (1) we evaluate against a general element x ∈ H ,
〈F (h(1)Sh(2)), x〉= 〈∫ , xS(h(1)Sh(2))〉
= 〈∫ , x(S(Sh(2))Sh(1))〉
= 〈∫ , x(S((Sh)(1))(Sh)(2))〉
= 〈∫ , (xS(Sh)(1))(Sh)(2)〉 by the Hopf quasigroup axiom,
= 〈∫ , (xS(Sh(2)))Sh(1)〉
= 〈F (h(1)), xS(Sh(2))〉
= 〈F (h(1))↽ Sh(2), x〉 by (3.2).
Therefore F (h(1)Sh(2)) = F (h(1)) ↽ Sh(2). Similarly we can prove (2). To prove
(3), let x ∈ H then,
〈F (ϕ ⇀ h), x〉= 〈F (h(1)), x〉〈ϕ, h(2)〉
= 〈∫ , xSh(1)〉〈ϕ, h(2)〉
= 〈∫ , x(2)Sh〉〈ϕ, x(1)〉 by Lemma 3.4 (1),
= 〈F (h), x(2)〉〈ϕ, x(1)〉
= 〈ϕF (h), x〉.
This holds for all x, h ∈ H , hence F (ϕ ⇀ h) = ϕF (h) for all h ∈ H,ϕ ∈ H∗. To
prove (4),
ρ(F (h)) = f iF (h)⊗ ei
= F (f i ⇀ h)⊗ ei by (3),
= F (h(1))⊗ ei〈f
i, h(2)〉
= F (h(1))⊗ h(2)
= (F ⊗ id)∆(h)
Finally if H is cocommutative and flexible we find,
〈F (h(1))↽ g, h(2)〉= 〈F (h(1)), h(2)Sg〉
= 〈∫ , (h(2)Sg)Sh(1)〉
= 〈∫ , (h(1)Sg)Sh(2)〉 since H is cocommutative,
= 〈∫ , h(1)(SgSh(2))〉 by Lemma 2.2,
= 〈∫ , h(1)S(h(2)g)〉
= 〈∫ , h(2)S(h(1)g)〉
= 〈F (h(1)g), h(2)〉
which is the required identity (5). 
Lemma 5.3. If H is a Hopf quasigroup with Fourier transform F defined by (5.1),
then for all g, h ∈ H,
F (g)F (h) = F (F (g) ⇀ h).
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Proof. Let x ∈ H , then
〈F (g)F (h), x〉= 〈F (g), x(1)〉〈F (h), x(2)〉
= 〈F (g), x(1)〉〈∫ , x(2)Sh〉
= 〈F (g), h(2)〉〈∫ , xSh(1)〉 by Lemma 3.4 (1),
= 〈∫ , xS(F (g) ⇀ h)〉
= 〈F (F (g) ⇀ h), x〉.
Since this holds for all x ∈ H , F (g)F (h) = F (F (g) ⇀ h). 
Let ∫ be a left integral on H and ∫∗R be a right integral on H
∗ and set µ = 〈∫ , ∫∗R〉.
Define the map F−1 : H∗ → H by
(5.2) F−1(ϕ) =
1
µ
(ϕ ⇀ ∫ ∗R),
for all ϕ ∈ H∗. We show that F and F−1 are mutually inverse.
F−1(F (h)) =
1
µ
(∫ ↽ h)⇀ ∫ ∗R
=
1
µ
∫ ∗R(1)〈∫ ↽ h, ∫
∗
R(2)〉
=
1
µ
∫ ∗R(1)〈∫ , ∫
∗
R(2)Sh〉
=
1
µ
h(2)〈∫ , ∫
∗
RSh(1)〉 by Lemma 3.4 (1),
=
1
µ
h(2)〈∫ , ε(Sh(1)) ∫
∗
R〉 since ∫
∗
R is a right integral,
=
1
µ
h〈∫ , ∫ ∗R〉
= h.
Also,
F (F−1(ϕ)) =
1
µ
∫ ↽ (ϕ ⇀ ∫ ∗R)
=
1
µ
∫ (1)〈∫ (2), S(ϕ ⇀ ∫
∗
R)〉
=
1
µ
∫ (1)〈S ∫ (2), ϕ ⇀ ∫
∗
R〉
=
1
µ
∫ (1)〈(S ∫ (2))ϕ, ∫
∗
R〉
=
1
µ
ϕ(2)〈(S ∫)ϕ(1), ∫
∗
R〉 by Lemma 3.4 (2),
=
1
µ
ϕ(2)〈ε(ϕ(1))S ∫ , ∫
∗
R〉
since S ∫ is a right integral by Lemma 3.3 (1),
=
1
µ
ϕ〈S ∫ , ∫ ∗R〉
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Now, F−1 ◦F = id, so F−1(F (F−1(ϕ))) = F−1(ϕ), but also, by the above calcula-
tion,
F−1(F (F−1(ϕ))) = F−1(
1
µ
〈S ∫ , ∫ ∗R〉ϕ) =
1
µ
〈S ∫ , ∫ ∗R〉F
−1(ϕ).
So we have
F−1(ϕ) =
1
µ
〈S ∫ , ∫ ∗R〉F
−1(ϕ),
which implies 〈S ∫ , ∫∗R〉 = µ = 〈∫ , ∫
∗
R〉, and hence F (F
−1(ϕ)) = ϕ and the two maps
are mutually inverse.
Definition 5.4. For g, h ∈ H and ∫ ∈ H∗ a left integral on H , define the convolu-
tion product g ∗ h ∈ H by
g ∗ h = h(1)〈∫ , h(2)Sg〉.
Proposition 5.5. If H is a finite dimensional Hopf-quasigroup with non-zero left
integral ∫ , then the Fourier transform F : H → H∗ maps the convolution product
in H to the product in H∗, that is,
F (g ∗ h) = F (g)F (h), ∀h, g ∈ H.
Proof. Let g, h, x ∈ H then,
〈F (g)F (h), x〉= 〈F (F (g) ⇀ h), x〉 by Lemma 5.3,
= 〈F (h(1)), x〉〈F (g), h(2)〉
= 〈F (h(1)), x〉〈∫ , h(2)Sg〉
= 〈F (h(1)〈∫ , h(2)Sg〉), x〉
= 〈F (g ∗ h), x〉.
This holds for all x ∈ H , hence, F (g)F (h) = F (g ∗ h) for all g, h ∈ H . 
Lemma 5.6. If ∫ is a left integral on H such that ∫(hg) = ∫(gS2h) for all h, g ∈ H,
then
S(g ∗ h) = S(h) ∗ S(g),
for all g, h ∈ H.
Proof. Let h, g ∈ H then,
S(g ∗ h) = Sh(1)〈∫ , h(2)Sg〉
= Sh(1)〈∫ , (Sg)S
2h(2)〉 by assumption,
= Sh(1)〈S ∫ , (Sh(2))g〉
= Sg(2)〈S ∫ , (Sh)g(1)〉 by Proposition 3.8 (2),
= Sg(2)〈∫ , (Sg(1))S
2h〉
= (Sg)(1)〈∫ , (Sg)(2)S
2h〉
= (Sh) ∗ (Sg).

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6. Fourier transformations on Hopf coquasigroups
Let A be a finite dimensional, commutative, flexible Hopf coquasigroup. In section
4 we showed that there exists a unique left integral ∫ on A. We define a Fourier
transform on a Hopf coquasigroup in the same way as for Hopf quasigroups.
Definition 6.1. Let ∫ be a left integral on A. A Fourier transformation on A is a
linear map F : A→ A∗ defined by
(6.1) F (a) = ∫ ↽ a,
for all a ∈ A, where the action of A on A∗ is given by (4.3). The inverse Fourier
transform F : A∗ → A is given by
(6.2) F−1(ϕ) =
1
µ
(ϕ ⇀ ∫ ∗R),
for all ϕ ∈ A∗ where ∫ ∗R is a right integral on A
∗, µ = 〈∫ , ∫ ∗R〉, and the left action
⇀ is as defined in Lemma 5.2.
The proof that these maps are indeed mutually inverse is the same as for Hopf
quasigroups as we did not require coassociativity of the Hopf quasigroup, and the
Fourier transform has similar properties as before.
Lemma 6.2. If ∫ is a left integral on A and F is a Fourier transform on A, then
for all a, b ∈ A, ϕ ∈ A∗,
(1) F (ab) = F (a)↽ b,
(2) F (ϕ ⇀ a) = ϕF (a),
(3) ρ(F (a)) = (F ⊗ id)∆(a),
(4) F (a)F (b) = F (F (a)⇀ b),
where the left coaction is given by (4.4).
Proof. The proofs of (2), (3) and (4) are the same as those in Lemma 5.2 so we
shall omit them. The proof of (1) just uses associativity of the action. Let a, b ∈ A
then
F (ab) = ∫ ↽ (ab) = (∫ ↽ a)↽ b = F (a)↽ b.

The convolution product on a Hopf quasigroup A is defined as before by
a ∗ b = b(1)〈∫ , b(2)Sa〉,
for all a, b ∈ A.
Proposition 6.3. If A is a finite dimensional Hopf coquasigroup with non-zero left
integral ∫ , then the Fourier transform F : A→ A∗ maps the convolution product in
A to the product in A∗, that is,
F (a ∗ b) = F (a)F (b), ∀a, b ∈ A.
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Proof. The proof is as in Proposition 5.5 since we did not require coassociativity of
the Hopf quasigroup. We include it here for completeness. Let a, b, x ∈ A then,
〈F (a)F (b), x〉= 〈F (F (a)⇀ b), x〉 by Lemma 6.2 (4),
= 〈F (b(1)), x〉〈F (a), b(2)〉
= 〈F (b(1)), x〉〈∫ , b(2)Sa〉
= 〈F (b(1)〈∫ , b(2)Sa〉), x〉
= 〈F (a ∗ b), x〉.
This holds for all x ∈ H , hence, F (a)F (b) = F (a ∗ b) for all a, b ∈ A. 
Lemma 6.4. If ∫ is a left integral on A such that ∫(ab) = ∫(bS2a) for all a, b ∈ A,
then
S(a ∗ b) = (Sb) ∗ (Sa),
for all a, b ∈ A.
Proof. The proof is as in Lemma 5.6. 
Example 6.5. Let G be a finite (IP) quasigroup with identity element e; by defi-
nition u−1(uv) = v = (vu)u−1 for all u, v ∈ G. It was shown in [2] that the group
algebra kG is a Hopf quasigroup. Since G is finite, the dual space k[G] is a Hopf
coquasigroup with structure shown here on the basis elements {δs|s ∈ G}.
δsδt = δs,t δt
1 =
∑
t
δt
∆(δs) =
∑
t
δt ⊗ δt−1s
ε(δs) = δs,e
S(δs) = δs−1
Then
∑
u∈G u is a left integral for k[G] since,
δs(1)〈δs(2),
∑
u∈G
u〉 =
∑
t,u
δtδt−1s,u =
∑
u
δsu−1 = 1 = 〈δs, u〉.1
The Fourier transformation on the basis elements is given by
F (δs) =
∑
u
(u ↽ δs) =
∑
u
u(1)δs−1,u(2) =
∑
u
uδs−1,u = s
−1,
and the convolution product by
δs ∗ δt =
∑
u
δt(1)〈δt(2)Sδs, u〉 =
∑
u,x
δx〈δx−1tδs−1 , u〉 =
∑
x
δxδx−1t,s−1 = δts.
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7. Frobenius and separable Hopf (co)quasigroups
Definition 7.1. Let H be a Hopf quasigroup and B : H × H → k be a bilinear
form on H . B is inverse associative if
B(h(1), (Sh(2))g) = ε(h)B(1, g) = B(Sh(1), h(2)g),
B(gh(1), Sh(2)) = ε(h)B(g, 1) = B(gSh(1), h(2)),
for all g, h ∈ H , and we say it is non-degenerate if
B(h, g) = 0 ∀g ∈ H =⇒ h = 0, and B(h, g) = 0 ∀h ∈ H =⇒ g = 0.
Definition 7.2. A Hopf quasigroup H is Frobenius if there exists an inverse asso-
ciative non-degenerate bilinear form on H .
Proposition 7.3. Every finite dimensional Hopf quasigroup is Frobenius.
Proof. Let H be a finite dimensional Hopf quasigroup, then by Theorem 3.5, a left
integral
∫
∈ H∗ on H exists and is unique up to normalization. By Theorem 2.6
we have an isomorphism H∗ ∼=
∫
⊗H . Recall the left action of H on H∗ defined in
Lemma 5.2 by h ⇀ ϕ = ϕ(1)〈ϕ(2), h〉, so ϕ ↽ h = Sh ⇀ ϕ for all h ∈ H,ϕ ∈ H
∗,
where the right action is defined in (3.2). Then we have
H∗ = ∫ ↽ H = SH ⇀ ∫ = H ⇀ ∫ ,
the last equality coming from the bijectivity of the antipode from Corollary 3.6.
Now, define a form B : H × H → k on H by B(h, g) = 〈
∫
, hg〉 for all h, g ∈ H .
Clearly B is bilinear, and it is inverse associative by a simple application of the
Hopf quasigroup axioms, for example,
B(Sh(1), h(2)g) = 〈∫ , Sh(1)(h(2)g)〉 = 〈∫ , ε(h)g〉 = ε(h)B(1, g).
It remains to show that B is non-degenerate. Assume there exists x ∈ H such that
B(x,H) = 0, then,
0 = B(x,H) = 〈∫ , xH〉 = 〈H ⇀ ∫ , x〉 = 〈H∗, x〉.
By the non-degeneracy of the dual pairing, this implies that x = 0, and B is left
non-degenerate. Since H is finite dimensional this is sufficient to prove that B is
non-degenerate. 
Definition 7.4. Let A be a Hopf coquasigroup and B : A × A → k be a bilinear
form on A. We say B is associative if
B(a, bc) = B(ab, c) ∀a, b, c ∈ A,
and we say it is non-degenerate if
B(a, b) = 0 ∀b ∈ H =⇒ a = 0, and B(a, b) = 0 ∀a ∈ H =⇒ b = 0.
Definition 7.5. A Hopf coquasigroup A is Frobenius if there exists an associative
non-degenerate bilinear form on A.
Proposition 7.6. Every finite dimensional, commutative, flexible Hopf coquasi-
group is Frobenius.
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Proof. If A is a finite dimensional, commutative, flexible Hopf coquasigroup, the
by Theorem 4.5, a left integral
∫
∈ A∗ on A exists and is unique up to scale. Define
a form B : A × A → k by B(a, b) = 〈
∫
, ab〉 for a, b ∈ A. Clearly B is associative
since A is;
B(a, bc) = 〈∫ , a(bc)〉 = 〈∫ , (ab)c〉 = B(ab, c).
The proof that B is non-degenerate is the same as in the proof that finite dimen-
sional Hopf quasigroups are Frobenius. 
Definition 7.7. A Hopf (co)quasigroup H is separable if there exists ω =
∑
ω(1)⊗
ω(2) ∈ H ⊗H , such that
∑
ω(1)ω(2) = 1 and
∑
hω(1) ⊗ ω(2) =
∑
ω(1) ⊗ ω(2)h for
all h ∈ H .
Proposition 7.8. If H is a Hopf (co)quasigroup with left integral Λ ∈ H in H,
then H is separable.
Proof. Let Λ ∈ H be a left integral in H with ε(Λ) = 1, that is hΛ = ε(h)Λ for all
h ∈ H . Define ω = Λ(1) ⊗ SΛ(2). For all h ∈ H ,
∆(Λ)⊗ h = ∆(ε(h(1))Λ)⊗ h(2) = ∆(h(1)Λ)⊗ h(2),
so,
Λ(1) ⊗ (SΛ(2))h= h(1)(1)Λ(1) ⊗ S(h(1)(2)Λ(2))h(2)
= h(1)(1)Λ(1) ⊗ ((SΛ(2))Sh(1)(2))h(2)
= hΛ(1) ⊗ SΛ(2). by Hopf (co)quasigroup axioms
Also, ω(1)ω(2) = Λ(1)SΛ(2) = ε(Λ) = 1, and ω is the required separability element.

Corollary 7.9. (1) Every finite dimensional, cocommutative, flexible Hopf quasi-
group is separable,
(2) Every finite dimensional Hopf coquasigroup is separable.
Proof. If a Hopf quasigroup H is as in (1), then by Theorem 4.5, a left integral on
H∗, and hence a left integral in H exists. While if H is a finite dimensional Hopf
coquasigroup as in (2), Theorem 3.5 proves that a left integral in H exists. 
8. Semisimple Hopf coquasigroups
Definition 8.1. A Hopf coquasigroup A is semisimple iff every left A-module is
completely reducible.
Proposition 8.2. Let A be a finite-dimensional Hopf coquasigroup and Λ be a
non-singular left integral in A. Then A is semi-simple iff ε(Λ) 6= 0.
Proof. The proof is as in [3], although we now require the Hopf coquasigroup ax-
ioms. Suppose ε(Λ) = 0. Then Λ2 = ε(Λ)Λ = 0, so kΛ is a nilpotent left ideal in
A. Therefore, if A is semisimple then ε(Λ) 6= 0.
Conversely, suppose ε(Λ) 6= 0. By uniqueness of the integral, we can assume ε(Λ) =
1. To prove A is semisimple, it is sufficient to prove that every left A-module is
completely reducible. Let M be a left A-module (by an associative, unital action
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labeled ⊲) and N ⊂ M be an A-submodule; we show that N has a complement in
M . Let E :M → N be a projection and define E0 :M → N by
E0(m) = Λ(1) ⊲ E(SΛ(2) ⊲ m)
for all m ∈M . Then, for any n ∈ N ,
E0(n) = Λ(1) ⊲ E(SΛ(2) ⊲ n) = Λ(1) ⊲ (SΛ(2) ⊲ n) = ε(Λ)n = n.
It is easily seen that,
∆(Λ)⊗ a = a(1)(1)Λ(1) ⊗ a(1)(2)Λ(2) ⊗ a(2)
by using the property aΛ = ε(a)Λ,so for all m ∈M,a ∈ H ,
E0(h ⊲ m) = Λ(1) ⊲ E(SΛ(2) ⊲ (a ⊲ m))
= a(1)(1)Λ(1) ⊲ E(S(a(1)(2)Λ(2)) ⊲ (a(2) ⊲ m))
= a(1)(1)Λ(1) ⊲ E((SΛ(2))(Sa(1)(2))a(2) ⊲ m)) since the action is associative
= aΛ(1) ⊲ E(SΛ(2) ⊲ m) by the Hopf coquasigroup axiom
= a ⊲ E0(m).
So E0 is a projection and an A-module map, therefore kerE0 is an A-complement for
N by a generalization of Maschke’s theorem [3] and so M is completely reducible.

Remark 8.3. To prove that a Hopf quasigroup H is semisimple is not quite so
straightforward. It seems that we may need extra conditions on H , or more specif-
ically on the action of H on a module M .
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