Abstract. Decomposition of state spaces into dynamically different components is helpful for the understanding of dynamical behaviors of complex systems. A Conley type decomposition theorem is proved for nonautonomous dynamical systems defined on a non-compact but separable state space. Namely, the state space can be decomposed into a chain recurrent part and a gradient-like part.
Introduction
The decomposition of state spaces for dynamical systems or flows is desirable for better understanding of dynamical behaviors. The Conley decomposition theorem [8] says that any flow on a compact state space decomposes the space into a chain recurrent part and a gradient-like part. The theorem describes the dynamical behavior of each point in the systems. It is considered as a fundamental theorem of dynamical systems [23] .
There are two essential concepts in the consideration of Conley decomposition of state spaces. One is the chain recurrence set. Conley [8] showed that the chain recurrent set CR(ϕ) for a dynamical system ϕ on a compact state space can be represented in terms of complement sets of (local) attractors. This result is widely studied and further extended by others in different contexts [6, 7, 10, 14, 15, 16, 24] or for random dynamical systems [20, 21, 22] .
The other essential concept is the so-called complete Lyapunov function, which quantifies gradient-like behavior. A complete Lyapunov function for a dynamical system ϕ is a continuous, real-valued function L defined on the state space which is strictly decreasing on orbits outside the chain redurrent set and such that: (a) The range L(CR(ϕ)) is nowhere dense; (b) If c belongs to the range L(CR(ϕ)), then L −1 (c) is a component of the chain recurrent set. We call the complement of the chain recurrent set the gradient-like part of the flow. For more details see [8] . Furthermore, the complete Lyapunov function can be extended to non-compact state spaces for deterministic dynamical systems [15, 17, 24, 25] or random dynamical systems [21, 22] . Especially, in [21] , the base space needs to be separable to construct the countable local attractors. While in [22] , it is the weak complete Lyapunov function for the random semiflows.
In the present paper, we consider Conley type decomposition for nonautonomous dynamical systems (NDS), defined on not necessarily compact state spaces. Recall that a nonautonomous dynamical system is defined in terms of a cocycle mapping on a state space that is driven by an autonomous dynamical system acting on a base space. More details about nonautonomous dynamical systems are reviewed in the next section. The standard examples of nonautonomous dynamical systems are those generated by nonautonomous ordinary or partial differential equations, which arising from modeling in biological, physical and environmental systems. We will prove the following main result.
Theorem 1.1. (Conley decomposition for NDS). A nonautonomous dynamical system with a separable (but not necessarily compact) state space decomposes the space into a chain recurrent part and a gradient-like part.
Here the "gradient-like part" for the NDS is indicated by the complete Lyapunov function. Such function is constructed using special attractor-repeller pairs. It is known that the attractor-repeller pairs are basic notions for the definition of Morse decompositions [9, 27, 28] . The Conley type state space decomposition for NDS can be applied to both nonautonomous ordinary differential equations on Euclidean space (which is only locally compact), and nonautonomous partial differential equations on infinite dimensional function space (which is not even locally compact). In Section 5, we illustrate this result by discussing a few concrete examples, such as the Lorenz system and the Navier-Stokes system, under time-dependent forcing.
To prove the above decomposition theorem, we first define and investigate the chain recurrent set for a nonautonomous dynamical system. In this context, a local attractor is a pullback attractor when it is a nonempty compact subset in the state space. The relationship of different attractors for nonautonomous dynamical systems is considered in [4, 18] . In the case of nonautonomous ordinary or partial differential equations, we can consider chain recurrent set for the corresponding skew-product dynamical system [3, 26] . It is known that the global attractor for a skew-product dynamical system corresponds to the pullback attractor on the state space [4, 5, 32] . We prove a similar relation for local attractors (Lemma 3.7) and apply to the chain recurrent set. Then, we consider the complete Lyapunov function for NDS. This concept of Lyapunov functions is weaker than that for autonomous dynamical systems. Note that the base space here does not need to be separable. This paper is organized as follows. After reviewing basic facts for nonautonomous dynamical systems (NDS) in Section 2, we investigate chain recurrent sets and complete Lyapunov functions for NDS in Section 3 and Section 4, respectively. The nonautonomous decomposition Theorem 1.1 is thus proved. In Section 5 we present a few examples, both ordinary and partial differential equations, to demonstrate the decomposition result.
Prelimineries
We will use the symbol T for either R or Z, and denote by T + all non-negative elements of T. Let dist X denote the Hausdorff semi-metric between two nonempty sets of a metric space ( 
for A ⊂ X, B ⊂ X. In addition, if A or B are empty, we set dist X (A, B) = 0. We recall some basic definitions for nonautonomous dynamical systems [4, 27, 29] on state space X with base space (also a metric space) P .
Definition 2.1. (Nonautonomous Dynamical System (NDS)
). An autonomous dynamical system (P, T, θ) on P consists of a continuous mapping θ t : T × P → P for which the θ t = θ(t, ·) : P → P , t ∈ T, form a group of homeomorhpisms on P under composition over T, that is, satisfy θ 0 = id P , θ t+s = θ t · θ s for all t, s ∈ T. In addition, a continuous mapping ϕ : T + × P × X → X is called a cocycle with respect to an autonomous dyanmical system (P, T, θ) if it satisfies
for all t, s ∈ T + and (p, x) ∈ P × X.
The triple < X, ϕ, (P, T, θ) > is called a nonautonomous dynamical system [4, 29] . Let (U, d U ) be the cartesian product of (P, d P ) and (X, d X ). Then the mapping π : T + ×U → U defined by π(t, (p, x)) := (θ t p, ϕ(t, p, x)) forms a semi-group on U over T + ; see [31] . 
and the pullback convergence property
In the following we recall the definitions of local attractor and chain recurrent set, which are important to the state space decomposition.
Definition 2.3. (Local attractor for NDS). An open set U(p) is called a pre-attractor if it satisfies
where τ is a function. We define the local attractor A(p) inside U(p) as follows:
The basin of attraction B(A, U)(p), determined by A(p) and U(p), is defined as follows:
It can be proved that if the time T is two-sided and the state space X is compact, then for any
For a given local attractor A(p), we define the repeller, corresponding to A(p), as R(p) := X − B(A, U)(p). We call the pair (A, R) an attractor-repeller pair. Observe that attractor-repeller pair depends on the pre-attractor U(p). We allow A(p) = ∅ or R(p) = ∅. We use F (P × X) to denote the set of all maps from P × X to R + and is continuous at fixed p ∈ P .
Definition 2.4. (Chain recurrent set for NDS). (a) For a given
(c) We denote CR ϕ (p) the chain recurrent set for ϕ, i.e.,
Such a generalized fixed point for the NDS Φ is chain recurrent with respect to P (for more details see [13] ).
Definition 2.6. (Stationary solution for NDS). A solution x(p) is called stationary for NDS
From the Definition 2.6 we know that the stationary solution for NDS is in the chain recurrent set. In fact, we know from the definition that a generalized fixed point for NDS is also a stationary solution for NDS. This is the same as the random case [30] . If x(p) and y(p) are chain recurrent with respect to P . We say x(p) ∼ y(p) if and only if for each ε ∈ F (P × X), T (p) > 0 there is an (ε, T )(p)-chain from x(p) and y(p) and one from y(p) to x(p) for p ∈ P . The equivalence classes are called the chain transitive components of ϕ.
Definition 2.7. (Complete Lyapunov function for NDS) A complete Lyapunov function for a NDS ϕ is a function
L : P × X → R + , with L(p, ·) being continuous for p ∈ P , that satisfies the following conditions: (a) If x ∈ CR ϕ (p), then L(θ t p, ϕ(t, p)x) = L(p, x), ∀t > 0; (b) If x ∈ X − CR ϕ (p), then L(θ t p, ϕ(t, p)x) ≤ L(p, x), ∀t > 0; (c) The range of L(p, ·) on CR ϕ (p) is a compact nowhere dense subset of [0, 1]; (d) If x(p) and y(p) belong to the same chain transitive component of ϕ, then L(p, x(p)) = L(p, y(p)).
And if x(p) and y(p) belong to the different chain transitive components, then
L(p, x(p)) = L(p, y(p)).
Chain recurrent sets for nonautonomous dynamical systems
First we present some Lemmas related to the NDS.
Lemma 3.1. Assume that U(p) is a given pre-attractor and
Therefore A(p) is a nonempty compact set. The invariance of A(p) can be shown as in the proof of invariance for the Ω-limit set of a random set [12] .
Moreover, for any
which shows that A(p) is the pullback attractor with respect to D.
Remark 3.2.
In the definition of (2.3), the local attractor needs not be compact and it can be allowed as an empty set. It is known that the attractor is also noncompact in [1] . But when the state space is compact, the local attractor is the pullback attractor. For more details about pullback attractor see [2, 4, 29] .
In the random case, the pre-attractor can be selected as a forward invariant open set and repeller is a forward invariant closed set [20, 21] . The following Lemma 3.3, which can be proved as in [20, 21] , shows that the basin of attraction is a backward invariant open set and the repeller is forward invariant closed set. Proof. The idea is from [6, 16] . For τ (p) satisfies (2.2), we have
We need to show that there exists an ε(p, x) > 0 such that ε(p, x) ≤ 1 and
for all x(p) ∈ U(p) and t ≥ τ (p).
Let us construct such a function ε. Define δ(p, x) by
Thus we have
and ε = min{δ, 1} is the desired function.
Let m, n be positive integers. Select ε > 0 satisfies (3.2) for
we have
It follows that x(p) ∈ Cl
This implies
Now x(p) ∈ B(A, U)(p), p ∈ P , which implies there exists s ≥ 0 such that
for fixed p ∈ P . By a same method that given in [7, 16] , we can conclude that CR ϕ is forward invariant. Hence ϕ(s, p)x(p) ∈ CR ϕ (θ s p). Combining the above prove process we have We now present the following result on chain recurrent set.
Theorem 3.5. (Chain recurrent set for NDS) Let U(p) be an arbitrary pre-attractor, A(p) be the local attractor determined by U(p), and B(A, U)(p) be the basin of attraction determined by U(P ) and A(p). Then the following decomposition holds:
where the union is taken over all local attractors A(p) determined by pre-attractors.
Proof. Suppose x is a map from P to X, the function ε(p, x) > 0 and τ (p) > 0. Define
Since U n (p) (n ≥ 1) are all open sets. So the set
is an open set. From the construction of U x (p) we see that U x (p) is the set of all possible end points of (ε, τ )(p)-chains that begin at x(p). In the following we prove that U x (p) is a pre-attractor and it determines a local attractor A x (p). Since there exists a map δ :
Hence there exists an (ε, τ )(p)-chain from x(p) to y(p). This means that
If x(p) ∈ X−CR ϕ (p), then for arbitrary ε(p, x) > 0 and τ (p) > 0 there exists no (ε, τ )(p)-chain begins and ends at x(p). Take U x defined by (3.5), then by the construction of U x , it is easy to see that x(p) ∈ B(A x , U x )(p) and x(p) / ∈ U x (p). Hence
If x(p) is a chain recurrent variable and x(p) ∈ B(A, U)(p), then by Lemma 3.4, we have x(p) ∈ A(p). Hence
Therefore, by (3.6) and (3.7), we obtain that
Corollary 3.6. Assume that U(p) is a pre-attractor, A(p) is the local attractor determined by U(p), and R(p) is the repeller corresponding to A(p) with respect to U(p).
Then
where the intersection is taken over all local attractrs.
Lemma 3.7. Let U and A be nonautonomous sets. If U is the pre-attractor for the skew-product system, then
is the local attractor with the property
Proof. Since U is the pre-attractor for the skew-product system, there exists T ≥ 0 such that s≥T π(s, U) ⊂ U. Suppose y ∈ s≥T ϕ(s, θ −s p, U(θ −s p)), there exists s n ≥ T and
We thus conclude that y ∈ U(p). Thus U(p) is the pre-attractor and A(p) is the corresponding local attractor.
let the sequence s n → +∞ in (3.8). As in the proof of (3.8), we see that
Corollary 3.8. With the convention (p, ∅) = ∅, we have the following relation:
Proof. From Theorem 3.5, Lemma 3.7 and the fact that B(A, U) = p∈P {p}×B(A, U)(p), the required relation follows.
Complete Lyapunov functions for nonautonomous dynamical systems
If X is a separable metric space, then we take {x j } ∞ j=1 as a countable dense subset of X.
By the construction of (3.5), we obtain countable local attractors which we denote as {A n (p)} ∞ n=1 .
Lemma 4.1. Assume that (A(p), R(p)) is a given attractor-repeller pair and
. Then there exists a function l for (A(p), R(p)) such that l(p, x) is continuous with respect to x ∈ X and possesses the following properties:
.
Then the function λ is continuous with respect to x ∈ X and
In the following we prove that g(p, x) is continuous
This implies that g(p, x) = sup
λ(θ t p, ϕ(t, p)x) for some t 0 > 0. The continuity of g(p, x) for fixed p ∈ P follows from the continuity of g(p, x) = sup
The function l is defined by l(p, x) = +∞ 0 e −t g(θ t p, ϕ(t, p)x)dt. Since A(p) and R(p) are forward invariant, we conclude that l(p, x) = 0 for x ∈ A(p), and l(p, x) = 1 for
Hence g(θ t p, ϕ(t, p)x) = g(θ t+t 1 p, ϕ(t + t 1 , p)x) for all t ≥ 0, from which we see that g(x, p) = g(θ nt 1 p, ϕ(nt 1 , p)x) for all n ∈ N. Let n → ∞, we arrive at a contradiction to (4.1). Hence we have l(θ t p, ϕ(t, θ −t p)x) < l(p, x).
Obviously, l(p, x) is continuous with respect to x ∈ X.
Remark 4.2. In this proof, we have used a similar construction as in [22, 25, 27] , which was originated from [8] .
Assume that l n (p, x) is the Lyapunov function determined by the attractor-repeller pair
We now show that L(p, x) defined by (4.2) is a complete Lyapunov function for ϕ.
Theorem 4.3. (Complete Lyapunov function for NDS) The function defined by (4.2) is a complete Lyapunov function for the NDS ϕ.
Proof. We show that all conditions in Definition 2.7 are satisfied.
(a) If x(p) ∈ CR ϕ (p), then we have
which takes value 0 or 1 for each n ∈ N by Corollary 3.6 and Lemma 4.1. (b) By Lemma 4.1, we have
(c) This is due to the fact that L(p, CR ϕ (p)) is a subset of the Cantor middle-third set.
, with x(p) and y(p) belonging to the same chain transitive component, then p, x) ).
Proof of Theorem 1.1:
Making use of the above Theorems 3.5 and 4.3 for chain recurrent set and complete Lyapunov function, respectively, we obtain the decomposition in Theorem 1.1.
Applications
In this section we consider a few examples to illustrate the applications of the decomposition result in Theorem 1.1.
Example 5.1. Consider the differential equation [19] x = 2tx.
The solution is x(t, t 0 , x 0 ) = x 0 e t 2 −t 2 0 , where t ≥ t 0 , and the cocycle mapping is
Here the driving space is P = R with element p = t 0 , the shift map is θ t t 0 = t+t 0 and the state space is X = R. The pre-attractor is selected as U = (−1, 1). The corresponding local attractor is A(p) = {0}. From the definition of ϕ we see that the basin of attraction is B(A, U)(p) = R. So the chain recurrent set is {0}. Moreover, the complete Lyapunov function is nonincreasing outside X − {0}.
We revise the example in [11] to fit our purpose here.
Example 5.2. Consider the base space P = S 1 and the state space X = S 1 . Define a shift map θ t p = p + t. Introduce a homeomorphism ψ(p) :
We consider a NDS defined by
where ϕ 0 is the semiflow on S 1 determined by the equatioṅ
Then the NDS ϕ has no nontrivial local attractor. Hence by the decomposition result in Theorem 1.1, the chain recurrent set is X. This means that for any x(p) ∈ X, there exists an (ε, T )(p)-chain, beginning and ending at x(p) for p ∈ P .
The following Lorenz system under time-dependent forcing was considered in [3] . 
where ωt := σ(t, ω), A ∈ C(Ω, L(H)), B ∈ C(Ω, H), and f ∈ C(Ω, H). Moreover, we assume (5.2) satisfies the following conditions: (a) there exists α > 0 such that
for all ω ∈ Ω and u ∈ H, where | · | is a norm in H, generated by the scalar product
for every u, v, w ∈ H and ω ∈ Ω. It can be shown that there exists a global solution ϕ(t, x, ω) of (5.2) on R + , which defines a nonautonomous dynamical system ϕ.
Recall that the dynamical system (Ω, R, θ) is called asymptotically compact if for any positively invariant bounded set A ⊂ X, there is a compact K A ⊂ X such that
The NDS ϕ is called asymptotic compact if the associated skew-product flow, on P × X, is asymptotic compact.
If ( f C B )/α 2 < 1, where C B := sup{|B(ω)(u, v)| : ω ∈ Ω, u, v ∈ H, |u| ≤ 1, |v| ≤ 1} and the system (5.2) is asymptotic compact, then there exists a map x : Ω → H such that x(ωt) = ϕ(t, x(ω), ω) for all ω ∈ Ω and t ∈ R + . Here we have P = Ω and X = H. So the map x is chain recurrent with respect to Ω. Therefore using the decomposition result in Theorem 1.1, we can decompose the space H into two nontrivial parts. One is the chain recurrent part and the other is the gradient-like part. The following example is the nonautonomous Navier-Stokes equation, which was also considered in [4, 26] . 
