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Abstract—Cell switching has been identified as a major
approach to significantly reduce the energy consumption of
Heterogeneous Networks (HetNets). The main idea behind cell
switching is to turn off idle or lightly loaded Base Stations (BSs)
and to offload their traffic to neighbouring active cell(s). However,
the impact of the offloaded traffic on the power consumption of
the neighbouring cell(s) has not been studied sufficiently in the
literature, thereby leading to the development of sub-optimal
cell switching mechanisms. In this work, we first considered a
Control/Data Separated Architecture (CDSA) with a macro cell
serving as the Control Base Station (CBS) and multiple small
cells as Data Base Stations (DBS). Then, a Q-learning assisted
cell switching algorithm is developed in order to determine the
small cells to switch off by considering the increase in power
consumption of the macro cell due to offloaded traffic from
the sleeping cells. The capacity of the macro cell is also taken
into consideration to ensure that the Quality of Service (QoS)
requirements of users are maintained. Simulation results show
that the proposed cell switching algorithm can achieve up to
50% reduction in the total energy consumption of the considered
HetNet scenario.
I. INTRODUCTION
Multi-tier Heterogeneous Network (HetNet) where mas-
sive number of small cells are deployed under the coverage
of macro cell(s) have been identified as one of the major
approaches to enhance the capacity of 5G networks [1].
Small cells have the advantage of proximity to user resulting
in reduced propagation loss as well as improved signal-to-
interference-plus-noise ratio (SINR) and lesser delay. How-
ever, massive deployment of small cells leads to increase in
the energy consumption of wireless networks, which in turn
increases CO2 emission and network operating costs [2].
Base Stations (BSs) have been identified as the major
contributor to the total energy consumption in cellular net-
works [3], hence minimizing the energy consumption of BSs
can significantly reduce the overall energy consumption of the
network. Since 5G promises a thousand-fold increase in data
rate, a thousand-fold increase in energy efficiency needs to
be achieved in order to maintain energy consumption at its
current level [2].
The temporal and spatial variation of traffic load in cellular
networks due to varying user distribution and mobility patterns
results in most BSs been either idle (i.e. serving no user) or
under-utilized (i.e. serving very few users) for most part of the
day which amounts to energy wastage. Hence, a significant
amount of energy saving can be obtained by dynamically
turning off idle and underutilized cells during periods of low
traffic load.
In conventional HetNets, switching off small cells is quite
challenging as it often results in the existence of coverage
holes and hence degradation in the QoS of users originally
associated with the deactivated cell(s). This is not the case in
the HetNet with Control/Data Separated Architecture (CDSA)
where the macro BS provides continuous coverage, signalling
functions and low data rate services while the small cells
handles high data rate transmissions. With coverage always
guaranteed by the macro BS, the small cells can be easily
turned off/on without affecting the QoS of users [4].
In addition to energy savings, the QoS requirements of users
must be also be guaranteed using techniques such as traffic
offloading and user association. Traffic offloading for energy
efficient network operation entails transferring the traffic load
of sleeping BS(s) to other active BS(s). Three categories
of traffic offloading have been identified in literature. First,
vertical offloading [5], [6] where the traffic load of the sleeping
cell(s) is transferred to the macro cell, secondly, horizontal
offloading [7], [8] which involves offloading the traffic to the
neighbouring cell(s) and lastly, joint traffic offloading [9], [10]
where both vertical and horizontal traffic offloading techniques
are employed. The use of reinforcement learning for traffic
offloading and cell switching has also been considered in [7],
[8].
A Transfer Actor Critic (TACT) model was applied in [8]
while in [7] a centralized and decentralized Q-learning al-
gorithm was used to determine the cell switching strategy.
However, none of these works considered the increase in
transmission power of the macro BS due to offloaded traffic
from the sleeping small cell when developing their cell switch-
ing mechanisms thereby leading to sup-optimal cell switching
designs. Moreover, reinforcement learning have mostly been
applied for horizontal traffic offloading and cell switching in
conventional HetNets but to the best of our knowledge, it has
not yet been applied for vertical traffic offloading in CDSA.
Therefore, we propose a reinforcement learning based cell
switching scheme that employs vertical traffic offloading to
turn off lightly loaded small cell(s) in a HetNet with CDSA
during periods of low traffic load. We consider the additional
energy consumption of the macro BS due to offloaded traffic
as well as the capacity of the macro BS in order to develop
an efficient switching mechanism.
The rest of the paper is organized as follows. Section II
discusses related works, while the system model is introduced
in Section III. Section IV presents the optimization objective
and constraints. The Q-learning framework for small cell
switching is presented in Section V, while Section VI presents
the performance evaluation of the proposed learning algorithm.
Section VII concludes the paper.
II. RELATED WORKS
The design of efficient cell sleeping techniques with traffic
offloading has attracted much research attention lately. A novel
small cell wake up scheme was developed in [5], where the
small cells offload their traffic to macro cell before entering
into sleep mode while an optimal number of small cells are
woken up to accommodate the increase in traffic load during
peak traffic periods. In [6], an analytical model to determine
the number of small cells that can be switched off with vertical
traffic offloading was proposed using two sleeping schemes
(random and repulsive scheme). In the random scheme, the
small cells have equal probability of being turned off while
in the repulsive scheme, only the small cell(s) closest to the
macro BS are turned off. The use of reinforcement learning
framework to optimise cell switching strategy was considered
in [7], [8], [11], [12]. The author in [11], [12] apply Q-learning
algorithm for adaptive sleep mode management in order to
optimize energy consumption of BSs in 5G homogeneous
network deployment. In [7], centralized and decentralized
Q-learning algorithm was developed to optimize the traffic
offloading and small cell switch off process. A Transfer Actor-
Critic (TACT) model to optimize the dynamic switching off/on
of small cells in order to match traffic load with energy
consumption in a HetNet was developed in [8].
Although previous works [7], [8] have applied reinforce-
ment learning for cell switching with horizontal traffic of-
floading, none have applied it to vertical traffic offloading.
In addition, HetNet scenario with CDSA has never been
considered in reinforcement learning aided traffic offloading
techniques. Also, in designing vertical traffic offloading and
small cell switching schemes, one of the factors that needs
to be considered is the increase in transmission power of the
macro cell in case of traffic offloading from small cells. In
other words, energy saving obtained from switching off the
lightly loaded small cells should be compared with the increase
in the transmit power of the macro cell in order to make the
cell switching process valid and more reasonable. This criteria
is often overlooked in many studies [5], [6] when designing
small cell switching schemes in both the conventional HetNet
and HetNet with CDSA.
Therefore, we develop a Q-learning algorithm for vertical
traffic offloading and small cell switching to minimize en-
ergy consumption in HetNet with CDSA while taking into
cognizance the capacity of the macro cell as well as the
incremental power consumption on the macro cell due to traffic
offloading from sleeping small cells.
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Fig. 1. Network model comprising a macro BS and three small cells in HetNet
deployment with CDSA
III. SYSTEM MODEL
A. Network Model
We consider a two-tier HetNet consisting of a macro cell
and three small cells as shown in Fig. 1, with separated
control plane and data plane where the macro cells and small
cells operate in dedicated frequency bands. The macro cell is
responsible for providing coverage, signalling as well as low
data rate services while the small cells provide high capacity
in hotspot locations and are linked to the macro cell using the
backhaul. Small cells are switched off during low traffic load
periods and their traffic offloaded to their associated macro
cell provided there is enough capacity in the macro cell to
accommodate the offloaded traffic load.
B. Power Consumption Model of HetNet
The Earth model [3] for determining the total power con-
sumption of base station is adopted and is expressed as:
Psum =
{
Pc + δyPtx 0 < Ptx < Pmax
Ps Ptx = 0,
(1)
where Psum is the total power consumption of a BS, δy is the
slope of the load dependent power consumption, Pc denotes
the constant power consumption component of the BS when in
operation, Ps is the power consumed by the BS when in sleep
mode, Ptx, Pmax are the instantaneous and maximum transmit
power of the BS respectively.
We assume a network consisting of BSs (both macro
and small cells) each having limited number of resource
blocks (RB) and that both macro cell and small cell have the
same number of RBs. We model the load profile of each BS
as the proportion of RBs occupied per minute over a 24 hour
period. Hence, for a BS having (NT) total number of RBs with
(Nu) number of RBs occupied per minute, the load (ρi) of the
BS per minute as well as the relation between the load (ρi),
the instantaneous (Ptx) and maximum transmit power (Pmax)
can be expressed as [3]:
ρi =
Nu
NT
=
Ptx
Pmax
. (2)
Ptx = ρi.Pmax, (3)
where i = {1, 2, 3, ..., n}, and i is in minutes
Combining (1) and (3) and assuming that Ps is zero when
the BS is in sleep mode, the total power consumption of a
macro BS can be expressed as:
Pm = P
m
c + δmρ
m
i P
m
max, (4)
where Pm denotes the total power consumption of a macro
BS, Pmc denotes the constant power consumption component
of the BS when the BS is in operation, δm is the load dependent
component of power consumption of the macro BS, ρmi is the
load of the macro BS per minute.
The total power consumption of a small cell is given as:
P ks = P
s
c + δsρ
s
iP
s
max, (5)
where P ks denotes the total power consumption of a small BSs,
k = {1, 2, 3, ...K}, is the number of small cells, P sc denotes
the constant power consumption component of small BS in
active mode, δs is the load dependent component of power
consumption of the small BS, ρsi is the load of the a small
cell at every minute.
The total power consumption of the HetNet is the sum of
the power consumption of the macro cell(s) and all the smalls
cells under its coverage. It can be written as:
PHetNet = Pm +
K∑
k=1
P ks , (6)
where PHetNet, Pm and P ks is the total power consumption of
the HetNet, the power consumption of the macro BS as well
as that of the k-th small BS respectively.
IV. PROBLEM FORMULATION
The aim is to determine the optimal strategy to switch off
lightly loaded small cells during low traffic periods that will
minimise the total power consumption of the HetNet while
considering the QoS requirement of offloaded traffic which is
availability of capacity. Therefore, our optimization objective
can be defined as:
min
ψ∈Ψ
P
(
ψ
)
s.t.
∑
N offs <
(
NTm −NUm
)∑
P ks-off > ∆Pm,
(7)
where Ψ is the set of all possible small cell switching
strategies. P
(
ψ
)
is the expected power consumption of the
HetNet using any switching strategy ψ. The first constraint is
the capacity constraint, which implies that the number of RBs
required to offload the traffic of sleeping small BS(s),
∑
N offs
must be less than the available number of RBs in the macro
BS, where NTm and N
U
m are the total number of resource blocks
and utilized resource blocks in the macro cell respectively. The
second constraint is the dynamic power (power consumption
due to transmission) constraint which implies that the power
consumption gain
∑
P ks-off obtained by switching off small
BS(s) must be greater than the increase in power consumption
in the macro cell, ∆Pm as a result of additional load from
sleeping small BS(s). We develop a reinforcement learning
based small cell switching and traffic offloading mechanism
in the next session to optimize energy consumption in the
HetNet.
V. PROPOSED METHODOLOGY
We propose a reinforcement learning algorithm, a set of
machine learning algorithms, to implement the small cell
switching operation. Reinforcement learning is a risk and
reward kind of learning whereby the agent (or macro cell) gets
information from the environment and then tries to take action
and is rewarded or penalized depending on whether the action
taken is right or wrong. Reinforcement learning is applied in
this work due to its suitability to handle this kind of tasks that
involve making decisions out of a wide-range of options [13].
As a illustration in our study, the macro cell interacts with
the network environment, obtains information about the traffic
loads levels of the small cells through its backhaul connection
with them and then decide which combination of small cells
to switch off per time. Hence, reinforcement learning is able
to cope with the requirement for solving this kind of problem
because it can adapt to changing environment through learning
and then decide the action that would yield the best desired
performance.
In this work, we adopt Q-learning algorithm [14]. Q-
learning is one of the most popular reinforcement algo-
rithms, and has a proven capability of working in dynamic
environments [15]. There are six main components in Q-
learning: (i) agent, (ii) environment, (iii) action, (iv) state,
(v) reward/penalty, and (vi) action-value table. Agent takes
actions by interacting with a given environment in order to
maximize the reward or minimize the penalty. After each
action that the agent takes, resulting state and reward/penalty
are evaluated. Then, the action-value table, which stores the
rewards/penalties for all the possible actions and states, are
updated according to following rule:
Q(st, at) := Q(st, at)+
λ
[
γt+1 + φmin
a
(Q(st+1, a))−Q(st, at)
]
, (8)
where st and st+1 are the current and next states, respectively.
γt+1 is the expected penalty for the next step and at is the
taken action, where a is the set of all possible actions. λ is a
learning rate while φ is a discount factor. min function in (8)
should be converted to max function to make the update policy
suitable for the reward-based framework, which includes a
reward function, Γ, instead of γ.
Q-learning is an off-policy method, meaning that it follows
different policies in determining the next action and updating
the action-value table. Although -greedy is the base policy, pi
policy, where  > 0, is followed in selecting the next action,
while µ policy, where  = 0, is followed in updating the
action-value table. Moreover, Q-learning is a model-free ap-
proach, where the agent does not have a prior knowledge about
the environment; instead it interacts with the environment by
taking actions.
The motivation for using Q-learning in this work stems
from the fact that as a model free learning algorithm [14],
it is suitable for application in dynamic environments whose
statistics continually changes such as the traffic loads of BSs in
a HetNet and it has low computational overhead compared to
other cell switching heuristic algorithms which mainly employ
exhaustive search techniques. Hence, it can lead to a more
robust and scalable implementation of BS switching even
when the network size is large. It has also been proven to
converge to optimal solution most of the time [16]. In this
work, we assume a simple HetNet model with 1 macrocell and
3 small cells such that the state space will be small enough to
apply a simple look up table (Q table), which is updated for
every state action pair.
In designing the small cell switching mechanism, our goal
is to find the best switching strategy i.e., select the best set
of small cell(s) to switch off out of all possible set of small
cells. This is known as the optimal policy in reinforcement
learning. We consider a simple HetNet deployment scenario
as a representative case comprising 1 macro BS and 3 small
BSs which can later be generalized with more BSs. The
environment is the traffic loads levels of the small cells.
The state is related to our optimization constraint which is
availability of capacity in the macro cell for traffic offloading.
Two states, δ1 and δ2, are then described as follows:{
δ1, Cm < Col,
δ2, Cm > Col,
(9)
where the first state is when the capacity constraint is not
satisfied and the second state is when the capacity constraint
is satisfied. The penalty function, γ, is designed to be the total
power consumption of the network as in (6):
γ(a) = PHetNet(Pm, P
k
s ). (10)
There are eight possible action sets that the agent can take.
These actions correspond to each policy, that is, the set of
small BS(s) that can be switched off at a given time instant.
The proposed Q-learning algorithm is provided in Algo-
rithm 1, where w is the window size for resetting the action-
value table.
VI. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed
Q-learning based cell switching algorithm. The network pa-
rameters used for the simulation were obtained from [3] and
are listed in Table I. The learning rate, λ, was set to 0.3 while
the discount factor, φ, was set to 0.9 [15]. The simulation
environment comprises a macro BS and three smalls cells.
We consider a scenario where horizontal offloading among
the small cells is not possible as their footprints do not
overlap. As such, vertical offloading from small cells to macro
cell is considered in this work. Also the macro cell controls
Algorithm 1: Proposed Q-Learning Algorithm
Input : Traffic loads of macro and small cells
Output: Small cells to be switched off
1 Initialize Q(s, a) := 0;
2 for every episode do
3 if episode ≡ 0 (mod w) then
4 Initialize Q(s, a) := 0;
5 end
6 for iterations do
7 Determine the current state using (9);
8 Take an action;
9 Calculate penalties through (10);
10 Go to the next state;
11 Update the action-value table with (8).
12 end
13 end
TABLE I
SIMULATION PARAMETERS
Parameter Value
Bandwidth 20 MHz
Number of RBs per macro cell 100
Number of RBs per small cell 100
Pmmax, P
s
max 20 W, 6.3 W
Pmc , P
s
c 130 W, 56 W
δm, δs 4.7, 2.6
Number of iterations 100
the switching off/on operation of the small cells under its
coverage. The network is monitored over a 24 hour period with
1 minute resolution, meaning that the switching operation is
performed every minute. We compare the energy consumption
of the HetNet with and without Q-learning at different BSs
traffic load. With no Q-learning, no switching mechanism is
implemented, hence all the BSs are active irrespective of their
traffic load level. Then, the energy consumption gain achieved
by implementing the proposed Q-learning based cell switching
algorithm is quantified.
The load of the small cells, ρs, are generated using a uniform
random distribution and can be depicted as ρs ∈ [1,ms],
where ms is the normalized maximum load level of the small
cell. Similarly, a uniformly distributed random traffic load of
the macro BS, ρm, is also generated using ρm ∈ [1,mm],
where mm is the normalized maximum load level of the
macro cell. For each simulation, we specify the maximum
load level of the macro BS while the load of the small cells
are continually varied. The energy consumption of the HetNet
with and without learning is depicted in Fig. 2. It can be
be observed that there is a significant reduction in the total
power consumption of the HetNet with the application of the
developed Q-learning-based cell switching algorithm. This is
because Q-learning is able select the optimal set of small
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Fig. 2. Total HetNet energy consumption with and without Q-learning where
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energy consumption with Q-learning and mm is the normalized maximum
load of the macro BS. α = 0.1 and w = 50.
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Fig. 3. Energy consumption gain with Q-learning (i.e. percentage reduction
in HetNet energy consumption with Q-learning). α = 0.1 and w = 50.
Note that while the shaded areas in the figure show the confidence levels
(minimums and maximums of 100 runs) of the findings, the straight lines
with markers represent the averages of the runs.
cell(s) to be switched off per time thereby enabling the HetNet
to operate with minimal energy consumption.
Fig. 2 also shows that the energy consumption of the HetNet
increases as the traffic load of the small cells increases. With
increasing traffic load on the small cell, the opportunity for
offloading traffic to the macro BS reduces due to availability
of limited resources, therefore more small cells have to be left
in active mode in order to sustain the increased network traffic
load. As a result, the HetNet has to operate at higher energy
consumption when the traffic load increases. Also from Fig. 2,
the lower the maximum load of the macro BS, (mm), the lesser
the energy consumption since there will be provision to switch
off more small cells but higher mm values results in higher
energy consumption.
Fig. 3 presents the gain in energy consumption as well as
the confidence levels of the results obtained when Q-learning
is implemented. Since the findings in Fig. 3 are obtained using
the results of Fig. 2, the confidence levels are only presented
in Fig. 3 for the sake of simplicity of the presentation. The
energy consumption gain is the percentage reduction in energy
consumption of the HetNet due to the application of the
proposed framework. Similar to the observation in Fig. 2, the
power consumption gain reduces with increasing small cell
load, as the probability of switching off smalls cell reduces
with increasing traffic load.
Fig. 3 also shows that higher energy consumption gain is
obtained with lesser mm values but the gain decreases as the
value of mm increases because more switching opportunities
exits when the maximum load of the macro BS is low. The
simulation results reveals that an energy consumption gain
of up to 50% can be achieved with the proposed Q-learning
framework.
The experimental proof of convergence of the proposed Q-
learning algorithm and the impact of learning rate, α, and
the window size, w, for initializing the action-value table are
shown in Fig. 4. The main idea of initializing the action-value
table with w is to decrease the computational expense of Q-
learning implementation. Ideally, the action-value table should
be initialized once at the beginning of the implementation, and
kept the same until the end in order to reduce the computa-
tional cost. When building the action-value table, environment
learning takes some time in the beginning; however, once the
environment is learnt, minor changes in the built action-value
table would be enough for Q-learning to adapt itself to new
conditions. Nonetheless, this is only the case for gradually
changing environments, where Q-learning adapts itself easily.
Since we determine the traffic loads of the macro cell and
small cells in a random manner, it results in abrupt changes
in the environment of interest, making the built action-value
table no more valid, as the experienced environment might be
significantly different from the learnt one.
Initializing the action-value table at every episode could be
an approach for this kind of abruptly changing environments;
however, it comes with the expense of computational burden,
since it makes Q-learning try to learn the environment at each
episode. Thus, instead of initializing the action value-table at
each episode, it could be initialized at every w episodes in
order to save from the computational cost. However, there is
a trade-off between the performance of Q-learning and the
computational cost, making the selection of proper α and w
quite critical.
There are two main takeaways that can be inferred from
Fig. 4: 1) Comparing Fig. 4a and Fig. 4b, smaller w values
give better results in terms of the performance of Q-learning,
as the action-value table learnt just after the initialization is
not valid for upcoming episodes due to abrupt changes in the
environment, resulting in performance degradation. 2) Fig. 4a
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Fig. 4. Performance impacts of learning rate, α and the window size for
resetting the action-value table, w, on Q-learning convergence. The maximum
traffic loads for both macro cell and small cells (mm and ms) are set to 0.5.
The results are the averages of 100 runs.
reveals that having smaller α value is better given that Q-
learning starts focusing on the new observations more with
decreasing α. Therefore, in this work, w and α are selected
as 50 and 0.1, respectively.
VII. CONCLUSION
In this paper, we developed a Q-learning algorithm to
minimize the total power consumption of a two-tier HetNet
with CDSA. The Q-learning based cell switching algorithm
is able to select the optimal set of small cells to be switched
off in order to maximize energy saving in the HetNet. The
increase in power consumption in the macro cell due to
offloaded traffic from sleeping smalls cells was also considered
when developing the switching mechanism. The result of the
simulation reveals an energy savings gain of about 50% while
ensuring that the QoS of users is maintained. A simple network
deployment was considered in this study, future work would
consider a more complex network scenario and make use of
more realistic traffic data in order to develop a cell switching
algorithm that is applicable to practical network scenarios.
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