Abstract: We present a novel generalized model for the analysis of noise with a known spectral density. This model is particularly appropriate for the analysis of noise with a 1/f α distribution. The noise model reveals that, for α>1, 1/f α noise significantly impacts the signal-to-noise ratio (SNR) for integration times that near a characteristic time, beyond which the SNR will no longer significantly improve with increasing integration time. We experimentally verify our theoretical findings with a set of experiments employing a quadrature homodyne optical coherence tomography (OCT) system and find good agreement. The characteristic integration time is measured to be approximately 2 ms for our system. Additionally, we find that the 1/f noise characteristics, including the exponent, α , as well as the characteristic integration time, are system and photodetector dependent.
Introduction
1/f noise, alternately referred to as pink or flicker noise, is found in a wide range of physical systems [1] [2] [3] [4] , from carbon resistors and semiconductors [5] , to heartbeat dynamics [6] and traffic flow [7] . In general, 1/f noise has a power spectral density that follows the form 1/f α , where α commonly ranges from 0.5 to 1.5 [8] . Despite significant effort in describing a universal model for the origin of 1/f noise [9] , no single model is currently accepted, and the origins of 1/f noise have only been well characterized in very specific circumstances. For example, 1/f noise in vacuum tubes is commonly modeled as a superposition of relaxation rates that characterize the release of electrons from cathode surface trapping sites [8, 10, 11] . Additionally, the 1/f noise measured in cellular ion currents has been attributed to the stochastic nature of the opening and closing mechanisms of voltage gated ion channels [12] .
The presence of 1/f noise in optical detection can significantly degrade the effective precision and sensitivity of the optical technique. In interferometric methods, including time domain optical coherence tomography (OCT) [13] , a typical strategy for avoiding 1/f noise involves the use of heterodyne detection in which the signal of interest is modulated and shifted into a frequency band in which 1/f noise is small compared to other sources of noise. Under these circumstances, we typically consider only white noise processes which include receiver noise, shot noise, and excess intensity noise [14] .
Homodyne methods are advantageous in their simplicity. By directly detecting the interferometric signal, there is no need for scanning mechanisms or lock-in detection. In addition, a properly performed homodyne experiment can provide a 3 dB improvement in SNR compared to heterodyne techniques [15] [16] [17] . Homodyne interferometric methods have long been used to measure displacements [18, 19] and vibrations [20, 21] , and have been adapted to a variety of other applications including the detection of trace gasses [22] . In addition, there is a recent rise in homodyne interferometric methods for biomedical applications [23] [24] [25] [26] . We also note that most of the spectrometer-based OCT systems reported thus far, which have an improved SNR over time domain techniques [27] [28] [29] , are homodyne in nature. An understanding of the impact of 1/f noise can guide better detection scheme design, and direct the selection of operating parameters.
The issue of 1/f noise in homodyne detection, and optical detection in general, is an understudied problem. In an optical system, we expect 1/f noise to be generated by the broadband source [30] , as well as the photodetector circuitry [31] . The complex nature of the light detection process makes it difficult to directly identify the specific noise generating sources in the light detection chain. More importantly, even if the 1/f noise characteristics of a given system can be empirically determined, there is a need for a suitable theoretical model that can be used to characterize the impact of 1/f noise on the sensitivity of a detection system.
In Section 2, we present a novel time domain approach to determine the SNR behavior of an optical system in the presence of 1/f noise. To our knowledge, this approach has not been previously reported. Using this model, we examine the impact of the noise exponent, α , (Section 2.1) as well as the total experimental time frame, T (Section 2.2). Two findings are particularly noteworthy. 1) The noise model shows that for α >1, the 1/f noise variance is proportional to the square of the integration time (τ). This implies that for measurements that are dominated by 1/f noise, the SNR can not be improved by increasing the integration time of the measurement.
2) The noise model also predicts the existence of a characteristic time (τ white-to-1/f ) at which 1/f noise begins to dominate over white noise, such as shot noise. In Section 3, we describe our 3x3 fiber coupler based homodyne interferometer, as well as the experiments that were conducted to characterize 1/f noise in that system. In Section 4, we compare our theoretical results to experimental findings from the homodyne interferometer. In addition to validating our theoretical results, we also find that the 1/f noise characteristics are detector dependent. Finally, we summarize our findings in Section 5.
Theoretical noise model
In the following analysis we will consider a generalized noise source with known power spectral density. It is a well known fact that SNR in the limit of dominant white noise, such as shot noise, increases linearly with integration time (τ). (In keeping with interferometry convention, we define SNR as the ratio of the square of the signal count to the noise variance.) However, we do not expect this trend in the case of dominant 1/f noise. The presence of 1/f noise implies that the amplitude of noise fluctuations will increase on longer time scales. The following model allows us to examine the dependence of both 1/f noise and white noise on integration time, and determine the appropriate detection parameters to obtain the optimal SNR for a given optical system.
In order to determine the contribution of 1/f noise to the SNR of an optical system, we would like to determine the variance of the 1/f noise amplitude distribution as a function of the integration time of the detection system. The following derivation presents a method for determining this variance using the power spectral density of the noise to construct a time series that can then be ensemble averaged appropriately. This is, to the best of our knowledge, a new approach that is useful for analyzing any generalized noise sources for which the power spectral density is known. For the sake of clarity, we choose to quantify our signal in terms of photon count rate and photon counts. We note that through appropriate scaling these expressions can be converted to quantities of energy and power.
We can describe the signal time trace as a combination of a DC term, representing the mean signal, and a time varying, zero mean term that represents the noise. The noise term can be expressed as a summation of frequency dependent contributions, each weighted by the power spectral density of the noise distribution:
Here, x 0 is the mean signal (photon count rate), S(f i ) is the power spectral density corresponding to the frequency f i , and δ i is a random phase shift that varies uniformly on the interval [0, 2π]. The phase shifts between f i and f i+1 are uncorrelated, producing the desired noise source. The exact definition of the power spectral density, S(f), can vary from community to community. The power spectral density employed here is given by the Fourier transform of autocorrelation function of the measured signal. This results in a symmetrically distributed power spectrum. S(f) in Eq. (1) is a single sided power spectrum, which contains double the original value for each positive frequency. The power contained in each frequency step, Δ f, is given by S(f)Δf. Thus, to obtain the total signal in each frequency step we must include the discretization within the square root in Eq. (1). We briefly verify our representation of the signal in Eq. (1) 
where the expected value of the noise fluctuations is zero. Thus, the variance of the noise is given by the second moment of
We can then rewrite the product, (4) noting that since 
The expectation can then be evaluated by taking an ensemble average where
Finally, we decrease the spacing between subsequent elements in the infinite sum, and rewrite the variance in integral form.
This expression is useful and generalized. It can be used with any noise power spectral density to derive the noise variance.
To verify our result, we begin by considering the situation where white noise dominates (i.e. S(f)=A white ). In this situation, Eq. (7) can be rewritten as:
Here, we can immediately recognize this form as the variance of white noise. For an idealized photon flow that is shot noise limited, the coefficient A white is given by 2x 0 . This leads to
; a result that is consistent with the Poissonian nature of shot noise.
If we instead substitute the power spectral density that we expect for 1/f noise, S(f)=A pink-/f α , we obtain Eq. (10). However, this integral diverges at f=0. By integrating from a minimum frequency, f min , we can effectively cap the function and force the integral to converge. As we will show in section 2.1, this truncation is valid under certain experimental conditions, and f min is directly related to the total time frame of the experiment (T). The variance is then given by:
In the following sections we analyze Eq. (10) in terms of its dependence on both f min and α . Additionally, since there is no straightforward analytical solution to Eq. (10), we approximate the solution in order to show the form of the dependence on integration time (τ).
Choice of f min
In our analysis, we choose f min =1/T, where T is the total experimental time frame. This is different from the integration time τ , which gives the time step over which the signal is sampled. The difference between these two time constants can be better appreciated in the following scenario. Suppose we have a light source with a known 1/f noise power spectrum, S(f), which we decide to amplitude modulate in order to send a message. The message length is T in its entirety. The message is analog in nature but is band limited such that it does not contain frequency components beyond f signal . The message can be received, with no information loss, by measuring the light intensity over a time frame of T and choosing a time step of τ =2/f signal for signal integration. Intuitively, we can appreciate that this time step integration is useful for suppressing high frequency (f>f signal ) noise contributions in our measurements. The noise variance for this experiment can be calculated using Eq. (10) based on the abovementioned parameters. We can see that the message length T is relevant for noise variance consideration; as the length of T is increased, more low frequency noise components will be incorporated, and the SNR will correspondingly deteriorate. Noise components of frequency lower than f min are present in the collected signal trace. However, these components are manifested as a net DC shift in the entire collected signal, and have no impact on the content of the sent message (see Fig. 1 ).
There is an additional scenario in which a minimum frequency may be imposed on Eq. (10). In certain situations the power law behavior of 1/f noise breaks down for very low frequencies [8] . This imposes a natural cap on Eq. (10), which is approximately constant across these low frequencies, implying that fluctuations do not become infinitely large. In this case however, we cannot approximate Eq. (10) by simply integrating from the corner frequency through infinity. We must also consider the area under the constant portion of the power spectrum in determining the total noise variance (so long as these frequencies fall above the f min imposed by the detection system). In reality, this type of natural capping has only been seen in very few experimental situations [32, 33] . Most often, 1/f behavior can be seen down to the lower frequency bound of the measurement. In fact, 1/f noise has been measured over 6 frequency decades [34] , and has been shown to display the familiar trend at frequencies as low as 1/(3 weeks) in MOSFETs [35] and even 1/(300 years) for weather data [36].
Influence of the noise exponent, α
The value of α can dramatically influence the 1/f noise variance characteristics. To motivate our discussion, we will first present numerical solutions to Eq. (10), allowing for an empirical determination of the dependence on integration time. For verification, we will more rigorously demonstrate the τ dependence by deriving an approximation to Eq. (10), which clearly reveals the role of τ . Equation (10) is numerically approximated (MATLAB), and the standard deviation of the noise fluctuations (square root of Eq. 10) is plotted in Fig. 2 for various values of α . These curves are solely intended for the purpose of examining the dependence of the noise on integration time. The individual curves plotted in Fig. 2 have arbitrary amplitudes relative to one another, as the units of A pink will change as α is varied. A f min of 1.6 mHz, corresponding to a relatively long experimental time frame, was used in these simulations.
As we expect, the white noise curve,
show a dependence on the square root of the integration time. As α varies from 0 to 1 [ Fig. 2(a) ], the standard deviation appears to transition from a square root -type dependence towards a linear dependence. This response demonstrates the gradual transition from white noise to 1/f noise as α is increased. Interestingly, for α >1 [ Fig. 2(b) ], the standard deviation appears to increase linearly with integration time. This suggests the fact that, under conditions where 1/f noise is dominant, the total noise increases in proportion with the signal. Additionally, we note that the white noise curve tapers faster than all curves for which α ≠ 0. Thus, each of the 1/f noise curves necessarily crosses the shot noise curve at some point. This fact implies the existence of a characteristic time (τ white-to-1/f ) at which 1/f noise begins to dominate over white noise.
SNR traces corresponding to the same α values as Fig. 2 are plotted in Fig. 3 . Here, we define SNR as (X/σ) 2 [37], where X is the total number of photon counts, which increases linearly with τ , and σ is the standard deviation of the noise. As expected, the theoretical shot noise limited SNR increases linearly with integration time. For 0<α<1, the SNR transitions from a curve that is approximately linear (similar to white noise), to a curve that appears to taper towards a constant value. The linear dependence of the 1/f noise standard deviation in Fig. 2(b) implies that the corresponding SNR will be constant, since the total signal also α=1.8 α=1.6 α=1.4 α=1.2 α=0 Fig. 3 . Theoretical results for SNR versus integration time. As expected, the white noise limited SNR increases linearly with integration time. In the case of dominant 1/f noise, the SNR increases with decreasing slope for 0<α<1, and tapers to a constant value for α >1.
increases linearly with increasing integration time. Figure 3(b) shows that this appears to be empirically true. The above simulations provide some initial intuition into the dependence of integration time on SNR in the limit dominant 1/f noise. It is possible to derive an approximate solution to Eq. (10) that shows the explicit dependency of the noise variance on integration time, (10) can be easily simplified. In the context of the thought experiment described above (Section 2.1), this constraint corresponds to a situation in which the message is long (f min small) and the maximum signal frequency is high (τ=2/f signal is small) -a signal that can be expected to describe an overwhelmingly large fraction of practical situations. Under these conditions, we arrive at the following expressions for the noise variance: . This confirms our intuition of a transition from white noise to 1/f noise, as the SNR moves from a function with τ dependence to a function of constant value. This dependence implies that the SNR can still increase after crossing the characteristic integration time (τ white-to-1/f ) at which 1/f noise begins to dominate, although the gain in SNR from further increases in 
Experimental methods
The model described in Section 2 is widely applicable. In particular, it is very appropriate for determining the noise characteristics that are influential in homodyne interferometry. In the next two sections, we describe our findings for this specific application area. A 3x3 fiber coupler based homodyne optical coherence tomography system first described by Yaqoob et al. [25] was used to study 1/f noise and its impact in homodyne interferometry. This type of system was chosen because of its ability to instantaneously decouple phase and amplitude information [24] . Additionally, the system sensitivity does not depend on maintaining a phase difference of exactly 90°. A calibration procedure accompanied by appropriate processing allows us to relax the requirement for stringent phase control in order to use the inherent phase shifts of the fiber coupler. Figure 5 (a) shows the experimental setup utilized in this study. Broadband light from a superluminescent diode (λ 0 =1300nm, Δ λ =85nm) enters a 2x2 fiber coupler, followed by a 3x3. Backscattered light from the sample is mixed with reference light to create an interference pattern that is detected at detectors 1-3. Detector 4 is used to monitor and correct for source fluctuations. 
where P r,j and P s,j represent the total DC power returning from the reference and sample arms, respectively; 1/s j is a scaling factor that accounts for both coupler and detector loss; P r is the returning reference power; P s (z) is the returning coherent light from a depth z within the sample; with each depth in the sample, where k 0 is the optical wavenumber corresponding to the center wavelength of the source and ψ (z) is the intrinsic reflection phase shift of the sample at depth z; Finally, φ j represent the phase shifts between each of the three detectors, attributable to the phase shifts inherent to the 3x3 fiber coupler. The signal of interest, which describes the reflectivity profile of the sample, is the coefficient of the cosine term, which can be isolated, after DC removal, by simply squaring and summing the signals from the three ports.
The system depicted in Fig. 5 was built and calibrated, with phase shifts measured as μ W, measured at a single detector, was used in all following experiments. In order to experimentally measure the SNR of the homodyne interferometer, time traces of the OCT signal were acquired with a mirror in the sample arm. To measure the noise contribution, the sample arm was blocked. Varying integration times were used to bin the measured signal into integrated 'blocks'. These 'blocks' are represented in Fig. 1 by dashed lines with spacing τ , and the integrated signal is proportional to the total number of photons detected over this time interval. The power spectrum of the noise was determined using only the integrated noise signal. The SNR was determined by taking the square of the mean value of the integrated signal divided by the standard deviation of the integrated noise signal
To set a baseline for the evaluation of the effects of 1/f noise on the homodyne system, a heterodyne system was constructed and evaluated as well. The reference mirror labeled in Fig. 5 was mounted on a voice coil to allow for modulation of the reference arm optical path length. The interferometric signal was detected at a single port of the fiber coupler, and the envelope of the interferogram was acquired using a lock-in amplifier set at the Doppler shift frequency created by the velocity of the moving reference mirror. Instead of visualizing only a single point, we acquired the entire coherence function in depth as we scanned the reference arm. To measure the SNR we integrated over the central portion of the peak, defined by the full width at half maximum (FWHM), as well as over the same number of points in an area distant to the peak. The integration time was set by the width of the peak, determined by the speed at which the reference arm was scanned. By changing the scan speed, and locking in on the appropriate carrier frequency, we were able to determine the dependence of the SNR on integration time.
Finally, we were interested in investigating the source of 1/f noise in our homodyne interferometer. In order to examine the contribution of detector 1/f noise, we replaced our initial detectors (NewFocus, #2011) with new detectors (Thorlabs, #DET10C). We acquired (a) (b) homodyne data as described above, and compared the data sets in terms of the 1/f noise characteristics.
One potential problem that was necessary to address involved the discrete sampling of the photodetectors. We wanted to acquire data points that represented the mean signal over the time between subsequent samples, but photodiodes do not integrate over this time period. There was the potential for high frequency noise to skew the data as we integrated over various amounts of time in post processing. To solve this problem, we set the low pass cutoff frequency on the photodetectors to match our sampling rate in all experiments. Thus, fluctuations were smoothed out on the scale of the sampling time. We note that the power spectral density remains constant with or without filtering since the cutoff frequency is found at twice the maximum frequency displayed in the power spectrum.
Results and discussion

Measured power spectrum
We begin our investigation of 1/f noise by displaying the power spectrum of our measured homodyne noise signal averaged over 85 data sets (Fig. 6) . No capping of the 1/f noise at low frequencies can be seen over our measurement range. By fitting to the linear portion of the curve, we found an exponent of α =1.39 ± 0.1. The results of the fit also gave us a value for A pink , used in the above derivation. The constant value of the white noise determined A white . Additionally, we note that the frequency at which white noise processes, shot noise in this case, became dominant was approximately 70 Hz.
Experimental SNR versus integration time
After measuring the SNR of the homodyne system as described above, we plotted SNR versus integration time averaged over 65 data sets in Fig. 7 . Notably, for short integration times the curve was approximately linear, while for long integration times the curve was flat. This implies that white noise was initially dominant, and that 1/f noise became increasingly prominent as the integration time was increased. This behavior agrees well with the analysis described above and plotted in Figs. 2 and 3 . By fitting to the linear and constant portions of the data in Fig. 7 we experimentally determined the integration time at which 1/f noise began to dominate as τ white-to-1/f =2.1 ms. The curve was almost completely constant after several 10s of ms, and any further increase in integration time did not significantly increase the SNR. We next compared this result with those from the corresponding heterodyne system, which were collected and analyzed as described in Section 3. The use of a carrier frequency shifted our desired signal away from the baseband and out of the 1/f regime. This form of detection is the standard method employed for minimizing the contribution of 1/f noise when making electronic measurements. The stable range of voice coil frequencies, approximately 1-20 Hz, imposed the range of modulation frequencies that we were able to utilize, approximately 5-20 kHz. The voice coil frequency, directly related to the scan speed, set the width of the coherence envelope as well as the integration time of the measurement. Figure 8 displays both heterodyne and homodyne SNR plotted on a log-log scale versus integration time. The homodyne data were averaged over 65 data sets. It is clear that the initial portion of the homodyne data falls along a line that intersects the heterodyne data at longer integration times. This is evidence confirming that the homodyne system is white noise limited for short integration times. The theoretical upper limit on SNR, when white noise is dominant, is plotted in black in Fig. 8 . This upper shot noise limit assumes perfect constructive interference of the detected signal (i.e. the cosine term in Eq. (13) is always equal to 1) and the absence of other white noise sources. In principle, it is possible to reach this upper limit in homodyne detection when maintaining perfect phase control. In contrast, due to the nature of its time modulation, it is not possible to reach using heterodyne detection since we always detect the coherence function modulated by a fringe pattern. This implies that the homodyne data is white noise limited for short integration times, after
1/f noise power dependence
In the initial analysis we arrived at an expression for the variance of the noise amplitude distribution in terms of constants A pink and A white . For shot noise, the constant can be determined using knowledge of Poisson statistics. One question that arises concerns the form of the constant for 1/f noise, A pink . Figure 9 shows the dependence of 1/f noise on reference arm power. These noise values were computed using an integration time of τ =10 ms, which falls well above the point at which 1/f noise becomes dominant in Figs. 7 and 8 . The linear trend in Fig. 9 makes intuitive sense; like shot noise, the 1/f noise is directly proportional to the number of detected photons. Reference Power (μW) Standard Deviation (a.u.) Fig. 9 . The form of the 1/f noise amplitude [A pink in Eq. (10)] is unknown, although we might expect it to depend on the reference arm power in some fashion. The blue dots represent experimental measurements and the black line is a linear fit to the data. The amplitude was found to follow a linear trend versus reference arm power, similarly to the shot noise amplitude.
Sources of 1/f noise
Finally, we examined the contribution of the photodetectors to 1/f noise in the interferometric system. We expect a different set of photodetectors to have different 1/f characteristics, and possibly different exponents, Figs. 10(a) -10(b) . We expect the shot noise limited SNR curve to be similar between both sets of detectors since the photon count rate remained the same. Using the results of our theoretical analysis plotted in Figs. 2 and 3 , we expect that 1/f noise with a higher exponent will intersect the shot noise curve at a shorter integration time. These expectations are verified by comparing the experimental SNR versus integration time for the two sets of detectors. Although the two curves look very similar in the shot noise regime, the signals from Thorlabs detectors begin to shift from a linear shot noise curve to a flat 1/f noise curve almost an order of magnitude earlier than those of the initial photodetectors. These results emphasize the importance of careful detector selection in minimizing 1/f noise for optical systems.
In addition to detector noise, there is a component of the 1/f noise that arises from the light source. A portion of the noise was removed by subtracting the detected signal at D 4 from the signals at the other three ports. When this subtraction was not performed, we found a difference in SNR similar to that displayed in Fig. 10(c) where 1/f noise caused the SNR curve to flatten out at shorter integration times. This result was less dramatic than that in Fig.  10(c) , with a maximum difference of approximately 3 dB between the data that had and had not been corrected using the signal from D 4 . We note that this type of correction, commonly used to reduce excess intensity noise [14] , is also an important factor in reducing 1/f noise. 
Conclusions
In conclusion, we have presented what is, to the best of our knowledge, a novel time domain method for analysis of the dependence of the noise variance on the integration time of the detection system. While we used this model to investigate 1/f noise in a homodyne interferometry system, it is applicable for any optical detection scheme in which the power spectrum of the noise fluctuations is known. We confirmed the validity of our model by demonstrating that our results are consistent with the well known dependence of white noise on integration time. The solutions to our model were found to be dependent on a minimum frequency, f min , which was inversely related to the total time frame of the experiment. By restricting this total time frame it is possible to exclude large amplitude, low frequency components from the acquired signal. Our analysis revealed that the variance of the 1/f noise amplitude distribution shows two distinct regimes. For 0<α<1, the noise variance is dependent on
, representing a transition from white noise to 1/f noise. However, for α >1, the noise variance is dependent on τ 2 , implying that when the dominant noise processes display a 1/f characteristic, the SNR of the measurement is constant versus integration time. The presence of both white and 1/f noise sources suggests the existence of a characteristic integration time, beyond which 1/f noise dominates and the SNR can no longer be significantly improved by increasing integration time.
We experimentally characterized the 1/f noise of our homodyne interferometer, finding a 1/f exponent of α =1.39 ± 0.1 and a 1/f noise corner of approximately 70 Hz. Experimental data confirmed our theoretical results, showing that the measured SNR tapers to a constant value in the 1/f regime. For short integration times, white noise processes were dominant. We have established white noise limited detection for short integration times by comparing our homodyne SNR to the SNR of the corresponding heterodyne interferometer, as well as to theory. Our experimental results demonstrated a characteristic integration time for our homodyne OCT interferometer, of τ white-to-1/f =2.1 ms, beyond which increases in integration time did not produce corresponding increases in SNR. This time agrees fairly well with the theoretically determined value of τ white-to-1/f =1.65 ms based on the measured power spectral characteristics of system. This characteristic time depends on the 1/f characteristics of the optical system, and is both system and detector dependent. Finally, we note that careful (a) (b) (c) photodetector selection and characterization is important in order to minimize 1/f noise in homodyne detection.
