





























Heterogeneity analyses indicated no statistically significant
variation among experiments based on the STEM discipline of
the course in question, with respect to either examination scores
(Fig. 2A; Q = 910.537, df = 7, P = 0.160) or failure rates (Fig. 2B;
Q = 11.73, df = 6, P = 0.068). In every discipline with more than
10 experiments that met the admission criteria for the meta-
analysis, average effect sizes were statistically significant for
either examination scores or failure rates or both (Fig. 2, Figs.
S2 and S3, and Tables S1A and S2A). Thus, the data indicate
that active learning increases student performance across the
STEM disciplines.
For the data on examinations and other assessments, a het-
erogeneity analysis indicated that average effect sizes were lower
when the outcome variable was an instructor-written course ex-
amination as opposed to performance on a concept inventory
(Fig. 3A and Table S1B; Q = 10.731, df = 1, P << 0.001). Al-
though student achievement was higher under active learning for
both types of assessments, we hypothesize that the difference in
gains for examinations versus concept inventories may be due to
the two types of assessments testing qualitatively different cogni-
tive skills. This explanation is consistent with previous research
indicating that active learning has a greater impact on student
mastery of higher- versus lower-level cognitive skills (6–9), and
the recognition that most concept inventories are designed to
diagnose known misconceptions, in contrast to course examinations
that emphasize content mastery or the ability to solve quantitative
problems (10). Most concept inventories also undergo testing for
validity, reliability, and readability.
Heterogeneity analyses indicated significant variation in terms
of course size, with active learning having the highest impact
on courses with 50 or fewer students (Fig. 3B and Table S1C;
Q = 6.726, df = 2, P = 0.035; Fig. S4). Effect sizes were sta-
tistically significant for all three categories of class size, how-
ever, indicating that active learning benefitted students in
medium (51–110 students) or large (>110 students) class sizes
as well.
When we metaanalyzed the data by course type and course
level, we found no statistically significant difference in active
learning’s effect size when comparing (i) courses for majors
versus nonmajors (Q = 0.045, df = 1, P = 0.883; Table S1D), or
(ii) introductory versus upper-division courses (Q = 0.046, df = 1,
P = 0.829; Tables S1E and S2D).
Fig. 1. Changes in failure rate. (A) Data plotted as percent change in failure rate in the same course, under active learning versus lecturing. The mean change
(12%) is indicated by the dashed vertical line. (B) Kernel density plots of failure rates under active learning and under lecturing. The mean failure rates under
each classroom type (21.8% and 33.8%) are shown by dashed vertical lines.
Fig. 2. Effect sizes by discipline. (A) Data on examination scores, concept inventories, or other assessments. (B) Data on failure rates. Numbers below data
points indicate the number of independent studies; horizontal lines are 95% confidence intervals.
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•  Centrée étudiants 
•  Centrée enseignant 
Classe d’apprentissage actif - CLAAC 17 
Motivation 
Modèle de Pintrich 
Modèle américain accompagné 
d’un questionnaire (1991, 1993) 
Validé 
Validation transculturelle avec: 
•  Traduction directe et inversée 
•  Validation statistique  
      > 1 200 étudiants du collégial 
Pré et post 
Questionnaire distribué au début et 
à la fin de chaque itération.  
Classe d’apprentissage actif - CLAAC 18 
Engagement 
Cognitif 





Arriver à temps, prévoir 
dans un calendrier, 





Validation et passation pré-post 
















Contrôle accentué aux apprenants 
 
magistrocentré pédocentré 
Dimension sociale et collaborative accentuée 
 
sociocentré individuel 
Dimension de médiatisation accentuée 
 






















































































































































































































































contrôle	utilisés Prof1 Prof2 Prof3 Prof4 Prof5














Vérification	durant	mini-activités Vérification,	Questions	orales Vérification Vérification
Conclusion5 Éval	formative	par	les	pairs
Évaluation	des	pairs	(axé	sur	l'effort	
durant	le	travail)
Conclusion6
Formatif	oral	à	mains	levées	après	
activités
Formatif	oral	à	mains	levées	après	
activités
Conclusion7
Évaluation	formative	de	la	
production	(Étudiant	va	re-corriger	
avant	de	l'insérer	à	son	portfolio)
Correction	hebdomadaire	des	
travaux
Niveau	de	
contrôle:	 moyen
absent	
(tout	est	formatif) élevé très	élevé
absent	
(tout	est	formatif)
	
Déﬁ	3:	doser	l’accompagnement	et	l’encadrement	
Rétroaction	et	contrôle	
§  Points	de	rétroaction	:		Moments	d’une	séquence	pédagogique	propices	
pour	vériﬁer	où	en	sont	les	étudiants	et	fournir	une	rétroaction.	
§  Niveau	de	contrôle	:	Niveau	relatif	selon	lequel	l’étudiant	est	incité	ou	forcé	
d’adopter	les	comportements	prévus	à	la	séquence	pédagogique.	
§  À	partir	des	besoins	de	l’individu	
§  Pression	sociale	des	pairs	
§  Pression	de	l’enseignant	sur	les	individus	(questions	à	main	tordue,	conditions	
pour	participer	à	la	classe)	
§  Évaluation	sommative	
Les	points	de	rétroaction	
Taxonomie	des	points	de	rétroaction	
§  Formats:		
§  Vériﬁcation	d’activité	(analytiques	en	ligne,	présence	en	classe,	
etc.)	
§  Quiz	(en	ligne	/	en	classe)	
§  Questions	à	main	levée	/	tordue	
§  Productions	orales	et	écrites	
§  Types	de	notation:	formatif,		sommatif	
§  Groupements:	individuel,	par	équipe	
§  Évaluateurs:	l’enseignant,	les	pairs	
§  Processus	cognitifs	évalués	:	se	souvenir,	comprendre,	
appliquer,	analyser,	évaluer,	créer	
Points	de	rétroaction	1-3	:	En	amont	de	l’activité	d’apprentissage	
§  Spécialité:	s’assurer	que	l’étudiant	a	compris	les	rudiments	nécessaire	à	la	
réalisation	des	activités	en	classe	
§  Formats:	vériﬁcations,	quiz,	questions	à	main	levée,	à	main	tordue	
§  Groupement:	individuel	(majoritairement)	
§  Notation:	au	choix	
§  Évaluateur:	l’enseignant	
§  Processus	cognitifs	évalués:	Se	souvenir,	Comprendre,	Appliquer	
	
Déﬁ	3:	doser	l’accompagnement	et	l’encadrement	
Exemples	tirés	des	entrevues	
	
Point	1:	Le	prof	vériﬁe	avant	chaque	séance	que	les	étudiants	
ont	regardé	la	vidéo,	en	consultant	les	outils	analytiques	de	
Moodle,	sa	plateforme	de	cours.		
	
Point	2:	La	prof	valide	la	compréhension	de	la	vidéo	à	l'aide	
d'un	quiz	sur	télévoteurs.	
	
Point	3:	Le	prof	valide	la	compréhension	de	la	vidéo	à	l'aide	
de	questions	à	main	levée	durant	la	phase	d'amorce.	
	
Déﬁ	3:	doser	l’accompagnement	et	l’encadrement	
Points	de	rétroaction	4	:	Durant	l’activité	d’apprentissage	
§  Spécialité:	L’accompagnement	
§  Ils	comprennent	la	tâche	?	Ils	sont	en	train	de	l’exécuter	?	Ils	sont	sur	la	bonne	piste	?	
§  Formats:	vériﬁcations,	questions	à	main	levée	
§  Groupement:	en	équipe	
§  Notation:	formative	
§  Évaluateur:	l’enseignant,	les	pairs	
§  Processus	cognitifs	évalués:	Appliquer,	Analyser,	Évaluer,	Créer	
	
Déﬁ	3:	doser	l’accompagnement	et	l’encadrement	
Exemples	tirés	des	entrevues	
	
Point	4:	Le	prof	valide	oralement	les	réponses	ou	étapes	
intermédiaires	qui	enlignent	les	étudiants	vers	le	résultat	
escompté.	
	
Point	4:	La	prof	répond	aux	mains	levées	durant	une	étude	
de	cas	en	équipes.	Elle	répond	uniquement	par	oui	ou	par	non	
pour	guider	les	étudiants	sans	leur	donner	la	bonne	réponse.	
	
Déﬁ	3:	doser	l’accompagnement	et	l’encadrement	
Points	de	rétroaction	5-7	:	En	conclusion	/	après	le	cours	
§  Spécialité:	valider	l’atteinte	des	objectifs	pédagogiques	
§  Formats:	questions	à	main	levée,	productions	orales	/	écrites	
§  Groupement:	au	choix	
§  Notation:	au	choix	
§  Évaluateur:	l’enseignant,	les	pairs	(inter-équipes)	
§  Processus	cognitifs	évalués:	Appliquer,	Analyser,	Évaluer,Créer	
	
Déﬁ	3:	doser	l’accompagnement	et	l’encadrement	
Exemples	tirés	des	entrevues	
	
Point	5:	Le	prof	demande	oralement	aux	équipes	de	fournir	leurs	réponses,	il	les	écrit	à	
l'avant	au	projecteur.	Lorsque	toutes	les	équipes	ont	parlé,	il	se	base	sur	les	réponses	
fournies	pour	faire	la	synthèse	de	la	séance	
	
Point	6:	La	prof	fait	la	synthèse	des	concepts	abordés	et	des	réponses	possibles.	Elle	
demande	ensuite	aux	équipes	de	s'échanger	leurs	travaux	puis	de	les	corriger	selon	une	
grille	fournie	
	
Point	7:	Le	prof	récolte	les	productions	faites	durant	l'activité	(papier)	des	étudiants	puis	
les	corrige	après	le	cours.	Il	les	remet	aux	étudiants	qui	pourront	les	corriger	avant	de	les	
mettre	dans	leur	portfolio	individuel.	
	
	
À	la	ﬁn	de	la	session	l'enseignant	acorde	une	note	au	portfolio	en	se	basant	sur	les	4	
exercices	les	plus	réussis	
	
Déﬁ	3:	doser	l’accompagnement	et	l’encadrement	
DISCUSSION	
