In this paper we propose a novel computational system for simultaneous modelling of rainfall occurrence and amount. The proposed system is based on a hierarchical system of Nominal-Ordinal Support Vector Classifiers, the former to set the rainfall occurrence, and the latter to obtain the expected rainfall amount from a set of four different ordinal classes. In addition to the proposed model, we use a novel set of predictive meteorological variables, which improve the classifiers performance in this problem. We evaluate the proposed system in a real problem of rainfall forecast at Santiago de Compostela airport, Spain, where we have shown that the system is able to obtain an accurate prediction of occurrence and rainfall amount, and we discuss the usefulness of the proposed system as part of the airport weather forecast and warning system, in order to improve airport operations.
Introduction

1
Rainfall modelling is a very important problem that arises in many applica-2 tions such in Agriculture [1] , water resources management [2, 3] or facilities 3 maintenance and control [4] , among others [5] . Currently, numerical weather 4 prediction models have improved their performance, but they are still unable 5 to provide accurate models for expected precipitation amount at high spacial 6 and time resolutions. Different previous works have applied approaches to overcome this difficulty, mainly based on neural networks and 8 related approaches. These approaches have several advantages over global nu-9 merical models: they are much more easy and fast to train, can be applied 10 to data from a specific point of measurement, and their performance is really 11 competitive compared to global techniques.
12
Neural computation models for precipitation prediction started to be applied 13 about twenty years ago [6] [7] [8] . Some of these first works applied multi-layer 14 perceptrons to a set of predictive variables, carefully chosen to be related 15 to rainfall, and with data from precipitation gauges (pluviometers) to ob-16 tain rainfall quantity [8, 10, 11] . The majority of these approaches considered 17 short-term precipitation prediction, from 6 hours to 24 hours time-horizons, 18 obtaining good results in the prediction [12] . There are other approaches fo- Vector Machines (SVMs)) has been carried out for a short-term precipitation 8 prediction problem in Thailand. In [19] a hybrid SVM for regression with par-9 ticle swarm optimization was applied to a problem of rainfall prediction. In
10
[20] a SVM approach with different kernel functions is presented to predict 11 monthly rainfall in a region of China. In [21] and groups of these variables in the proposed hierarchical SVM performance.
21
Regarding the objective variables, real rainfall data from a measurement sta- The rest of this paper is structured as follows: next section presents a re-25 view of the main predictive variables and precipitation data used in the study.
26
We also estate the exact modelling carried out, which includes the estima- Rainfall requires the existence of adequate clouds to produce precipitation.
7
Therefore in order for precipitation to occur, three basic factors should be com- and vertical movements (updrafts and downdrafts as well as the atmospheric 10 stability). As a consequence, data selection should cover all these three ele-11 ments so as to obtain a robust group of predictive meteorological variables 12 related to the physical processes involved in the production of precipitation. 
19
As has been shown in some studies [8, 10] , it is difficult to determine the cri-20 teria that should be followed to select the best set of meteorological variables In our study we combine observed variables, taken from an upper air sound-6 ing station, and meteorological variables derived from a numerical weather 7 prediction model, plus the observed precipitation. this case, the variables were taken at the grid point closest to the ground sta-5 tion used in this study. Likewise, the reason for using this numerical weather 6 model is that data from GFS are freely available on the Internet. In addition, 7 in this study we have used a novel predictive variable, trying to get better re-8 sults in the forecast precipitation model proposed: the synoptic situation. As 9 it is well known, some atmospheric circulation patterns promote precipitation 10 whereas others make it difficult. In fact, some recent studies have been de-11 voted to determine the more probable weather patterns that cause rainfall as Table 2 .
22
The target variable is the observed precipitation, which in this work is consid- Table 3 ). Ordinal classifiers exploit 8 this relationship of the data with the goal of improving performance. However, 9 this performance cannot be measured as in nominal classification tasks, here, 10 in addition to the error rate, the magnitude of the error should be considered.
11
For instance, if we have a new unseen pattern of class C 3 , an error classifying 12 it as C 1 is more severe than classifying the pattern as C 4 . For this reason 13 specific performance metrics should be used (see Experimental Section). 
Support Vector Machine for Nominal Classification
18
The SVM [35, 36] is perhaps the most common kernel learning method for 
where y * = +1 if x belongs to the corresponding class and y * = −1 otherwise.
6
SVMs are linear models, based on a linear combination of a kernel function 
17
As Vapnik [36] shows, the optimal separating hyperplane is the one which maximizes the distance between the hyperplane and the nearest points of both classes (called margin) and results in the best prediction for unseen data.
In this way, the optimal separating hyperplane with maximal margin can be formulated as the following Quadratic Programming (QP) problem:
subject to:
where y i is the class of the input pattern x i .
1
In order to deal with the multiclass case, a "1-versus-1" approach can be 2 considered, following the recommendations of Hsu and Lin [42] . The idea is to responses to obtain a final prediction.
5
Finally, among other specific issues, SVMs can have problems when dealing 6 with imbalanced data (i.e. the number of patterns of each class significantly dif-7 fers). This can lead to models that tend to ignore minority populated classes.
8
The rainfall prediction problem is a clear example of imbalanced dataset,
9
where the non-rain case is much more frequent than the rain cases. For deal- 
being C + and C − the soft-margin constants for positive and negative samples this is:
where n + and n − are the number of positive and examples. 
Support Vector Machines for Ordinal Regression (SVOR).
3
The SVM formulation has been ported to the ordinal classification case (SVOR). 
10
In this paper we will work with SVOR with Implicit constraints of Chu and This paper proposes to address the rainfall prediction problem as an ordi-18 nal regression problem that will be tackled by using a hierarchical classifier. (BIORK).
5
The training process consist on simultaneously training the binary and the better fit of the models to the data. In addition, since the current data set 13 is highly imbalanced regarding non-rain and rain patterns (see Table 3 ), we 14 have selected the CSVC classifier for the binary model, where the cost C + is 15 weighted according to the criteria shown in Eq. 5.
16
The prediction phase consist on first getting the binary prediction, and then model. Figure 1 shows the two models decision flow. • Acc: the accuracy (Acc), also known as Correct Classification Rate, is the rate of correctly classified patterns:
where y i is the true label, y * i is the predicted label and c is the indicator 
10
• GM : The geometric mean of the Sensitivity or precision for each class is typically used to evaluate performance in imbalanced problems [45] :
where J is the number of classes and S j is the accuracy of the classifier . It has been proposed as a more robust alternative
where n j is the number of patterns in class j and M AE is defined as:
where e(
AM AE values range from J to J − 1.
1
As previously mentioned, ordinal regression problems need specific perfor-2 mance metrics. 
Comparison methods
4
A wide selection of computational intelligence methods has been done for the 
12
• Evolutionary extreme learning machine for ordinal regression (EELMOR)
13
[48]. This algorithm applies differential evolution to improve neural network 14 models trained with the extreme learning machine algorithm.
15
• Matlab software has been used.
6
• RED-SVM 1 , by [52] , applies the reduction from cost-sensitive ordinal rank-7 ing to weighted binary classification (RED) framework to SVM. multiclass approach is applied 2 .
10
• The SVM for ordinal regression with implicit constraints, SVORIM. 
Experimental results
15
Regarding the experimental procedure, 30 different random splits of the dataset parameters.
16 Table 4 shows the generalization performance of the different algorithms in terns as no-rain class (C 1 ) will obtain an Accuracy performance near 69.04%.
24
Observe than EELMOR have the best Acc performance, however it is not able Table 2 Variables selected to determine updrafts, downdrafts and the atmospheric stability. 
