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ABSTRACT
Electronic orders in cuprates and nickelates have been of great interest in condensed
matter physics. In particular, well-ordered charge and spin stripes have been observed.
Charge stripes were observed in most of the 214 cuprates except the superoxygenated
ones. Stripe-like spin ordering was found in these superoxygenated cuprates.
Here I present a resonant x-ray scattering study on our superoxygenated cuprates. The
evidence for seeing charge order is well established from the data. This is one of the
first results that evidently shows charge order appears in a low-temperature orthorhom-
bic structure. Additionally, our charge-ordered sample shows an absence of a scatter-
ing that is reported to be related to an electronic nematicity associated with stripe-like
charge order. Our discovery implies different ordering pattern of charges than other
compounds.
Zhiwei Zhang - University of Connecticut - 2018
In our superoxygenated nickelates, a nematic-like order parameter is found associated
with an incommensurate charge order identified in another similar sample. The transi-
tion temperature matches a typical one for charge order.
I will also present three works, one on 113-type cobalt oxide films, one on cobalt tel-
luride compounds and one on strained nanoribbons. The purpose to grow high-quality
epitaxial cobalt oxide films with 0.25 doping is to search for charge order. In the
cobalt telluride project I show how our result helps to identify the magnetic source of
the cobalt-tellurium compound. I will also include a discussion on topological phases
in strained squared ribbons. These projects give promising results and opens interest-
ing further research.
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Chapter 1
Cuprates and Nickelates
1.1 Importance of Work
The Cu-based superconductors are unconventional superconductors. Unconventional
superconductors are given the name mainly because their TC ’s exceed the BCS theory
limit (∼ 30 K). As such they are also called high TC superconductors. High TC su-
perconductors are doped compounds. Their parent compounds are anti-ferromagnetic
insulators with a large band gap. For these compounds, the single-electron band theory
fails to explain the origin of the large insulating nature. The conductivity is suppressed
due to strong electronic correlation. Thus a large effort in the condensed matter physics
arose to explore the nature of the high TC superconductivity and the strong correlation
in these compounds.
High TC superconducting (HTSC) cuprates are layered structured and the conduct-
ing layer is composed of CuO2 atoms. One of the HTSC cuprates is the 214 family,
which is also the earliest discovered high TC superconductors. Doped version of them
can be superconducting. One interesting phenomenon, however, is that when they are
doped with 0.125 hole per Cu atoms, the superconductivity is suppressed largely and
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ordered stripe state emerges. In this state, charge spontaneously form stripe arrange-
ments along the Cu-O bonds. In these compounds, anti-ferromagnetic correlation re-
main long ranged and thus form ordered spin patterns. Thus charge and spin are two
channels featuring this stripe order in 214 cuprates. It turns out that stripe order has
relationship to the unconventional superconductivity, but in itself the properties are not
fully explored yet. The presence of charge stripes appears to have dependence on a
particular low-temperature structural pattern, though this remains unclear. It is impor-
tant to know how the symmetry breaking is associated with the emergence of charge
order and how it affects the property of the material.
214 nickelates are similar in structure to 214 cuprates. What is surprising in nickelates
is that the doped Ni-based compounds are insulators. The reason why nickelates are
different from cuprates has yet been known, a possible one being much stronger cor-
relation. What’s more, the charge stripes go along the diagonal direction (456◦ to the
Ni-O bonds) and transition temperature are generally higher than in cuprates. Thus
studying in nickelates should enrich the knowledge for stripes in 214 transition metal
oxides in general.
This dissertation focuses on the electronic orders in the 214 cuprates and nickelates
doped by superoxygenation. Superoxygenated compounds are hole-doped with pure
cation sites if oxygen is the only dopant. The compounds spontaneously separate into
several particular phases, with one of them the stripe-like order. This unique property
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makes the superoxygenated compounds a phase-pure case for the study of stripe-like
order.
1.2 The 214 Cuprates and Nickelates and Their Structures
The 214 transition metal oxides (TMO’s) are in general written as A2BO4. A conven-
tional unit cell usually consists of two layers of BO2 and four layers of AO, stacking
alternatively as shown in Fig. 1.2.1. The prototype example of a 214 TMO unit cell is
shown in Fig. 1.2.1 with the notation “HTT”. Alternating layers are stacked along the
long c-axis.
A thermally-induced structural transition in 214 TMO’s involves local BO6 group tilt-
ing. The tilt axis can be either along [1,0,0] and [1,1,0]. In the [1,0,0] style, the BO6
octahedra tilt about [1,0,0] for one layer and [0,1,0] for the next. It happens that a
and b are changed but they remain equal to each other. Thus this tilting brings a new
structure called low-temperature tetragonal (LTT). In the [1,1,0] style, the tilt axis is
universally among all layers. In this way, a and b become unequal and this structure is
low-temperature orthorhombic (LTO). Thus in LTT there is an orbital anisotropy, es-
pecially associated with the apical oxygen between layers whereas in LTO there is not.
Fig. 1.2.1 shows the scheme for both tilting styles. If a structure involves a mixture
of two types of tilting, the orthorhombicity is smaller than LTO and is thus given the
name low-temperature less orthorhombic (LTLO).
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Figure 1.2.1: Crystal structure for a 214 cuprate in HTT (left) and the tilting patterns
in LTO (right top) and LTT (right below). The three basis are a ([100]), b ([010]) and
c ([001]) in the tetragonal notation. From [Hu¨cker et al., 2011]. Reuse permission has
been approved.
Associated with the tilting, the crystal structure is slightly changed. While a new
Bravais lattice can be used to accommodate the new structure after the tilting, the
high-temperature tetragonal (HTT) notation is used unless otherwise specified. In the
tetragonal notation as shown in Fig. 1.2.1, the unit cell is a body-centered structure.
However, to incorporate the tilt-patterns into the translation symmetry, the conven-
tional unit-cell should be doubled and the in-plane axes should be along B-B direc-
tions. Table 1.2.1 shows a summary of the structures with different notations.
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Structure Space group Notation a, b and c in A˚
——————-——————-——————–——————————–
HTT I4-mmm Body-centered ∼3.80, ∼3.80 ∼13.20.
LTO Bmab Body-centered ∼3.76, ∼3.78, ∼13.30.
Face-centered ∼5.32, ∼5.34, ∼13.30.
LTT P42/ncm Body-centered ∼3.79, ∼3.79, ∼13.20.
Face-centered ∼5.36, ∼5.36, ∼13.20.
LTLO Pccn Face-centered
Table 1.2.1: The structures that 214 TMO’s can have. The examples taken to
show lattice parameters are LBCO’s [Bozin et al., 2015] and La1.91Sr0.09CuO4+y
[Udby et al., 2009].
The two representative parent cuprate compounds are La2CuO4 and Nd2CuO4. At high
temperature, the crystal structure for both compounds are tetragonal, with lattice pa-
rameters a ' 3.8A˚ and c ' 12.5A˚. Alternating layers of CuO2 and LaO (NdO) are
stacked along the c-axis. La2CuO4 and Nd2CuO4 are both LTO at low temperature.
In particular for La2CuO4, LTO→ LTT can be induced by proper Ba doping. Some Ba
doping can induce an LTLO structure. Specifically, for La2−xBaxCuO4 with x from
0.10 to 0.15, the transition temperature for HTT→LTO changes from 300 to 150 K and
for LTO→LTT is from 20 to 60 (at x = 0.125) to 40 K.
The 214 nickelates, Ln2NiO4, have similar structures as the 214 cuprates. The parent
compound is LTO. When it is doped with Sr, the situation becomes complicated. The
HTT→LTO transition temperature (THT denoted in white open circle) depends largely
on the doping level and the lanthanum cation species, whereas the LTO→LTLO tran-
sition temperature (TLT ) is 80 K regardless of the cations and doping levels. The LTO
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Figure 1.2.2: Crystal structure for La2CuO4 and Nd2CuO4 at high temperature. From
[Scalapino, 2012]. Reuse permission has been approved.
phase vanishes when δ > 0.20.
1.3 Stripe Order and Phase Diagrams
The stripes are domains with stripe patterns, consisting of charge stripes and spin
stripes. The stripes appear in an ordered scheme, thus in both channels there is charge
order and spin order.
A typical charge order in 214 TMO’s is shown in Fig. 1.3.1. The circles indicate Cu/Ni
sites. Holes sit in the conducting layers in an repeated charge stripes every four unit
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cells along (a) the bond direction or (b) the diagonal direction.
B-O Bond scheme Diagonal scheme
4
a
Figure 1.3.1: Stripe order picturing the charge and spin order schematics. The yellow
line drawn across a line of sites can indicate either the short axis or the diagonal axis
of the Cu/NiO2 layer.
Early in 1989, CO was proposed by J. Zaanen et al. [Zaanen and Gunnarsson, 1989]
and D. Poilblanc et al. [Poilblanc and Rice, 1989] who described the charge modu-
lation as charge solitons. From their Hartree-Fock (HF) Approximation with large-U
Hubbard term, a minimum HF energy in a doped Mott insulator is achieved by allowing
one-dimensional defects either along [1, 0] or [1, 1] upon the anti-ferromagnetic back-
ground. The domain phases on two sides of the “soliton line” have phase difference of
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pi. However, they proposed a checkerboard-like modulation while recent studies have
shown that the CO is actually unidirectional.
The first discovery of CO in cuprates was in 1995 by Tranquada et al. using neutron
scattering [Tranquada et al., 1995]. Later in the next 16 years, with the development
of the synchrotron facilities and experimental instruments, CO is confirmed to exist in
most high TC cuprates. Note that CO was found in superoxygenated cuprates in this
work, but not previously.
The anti-ferromagnetic spin correlation behave static and long-ranged, even across the
charge stripes, thus anti-phase domains are separated by charge stripes. This anti-
ferromagnetic order is called spin order, or SO.
CO and SO form interwoven patterns in every BO2 layer. Charge stripes are uni-
directional and the direction alternates 90◦ from layer to layer. Combined with SO is
the so-called stripe order. Thus far, stripe order was found in almost all the LTT and
some LTO 214 cuprates as well as in LTT and HTT 214 nickelates.
In the phase diagram of the 214 cuprates, stripe order appears to be a competing or-
der against the superconductivity. As shown in phase diagram is for the Ba-doped
La2−xBaxCuO4 (LBCO) (Fig. 1.3.2), the SC is completely suppressed at the optimal
doping for stripe order. In Sr-doped La2−xSrxCuO4 (LSCO), at 0.125 doping there is
8
Figure 1.3.2: The phase diagram for LBCO. TLT represents the transition tempera-
ture from LTO to LTT. Phase regions for superconductivity, charge order, spin order
are indicated by “SC”, “CO” and “SO” in green, blue and red, respectively. From
[Hu¨cker et al., 2011]. Reuse permission has been approved.
a slight suppression of superconductivity (TC ).
Fig. 1.3.3 gives the electronic phase diagram in a wider temperature range for 214
cuprates both hole doped and electron doped. The representative members are (La,
Sr)2CuO4 (LSCO) and (Nd, Ce)2CuO4 (NCCO). As can be seen, the winning phase
for doping range in two doping methods are distinct, but a common feature is that
doping suppresses anti-ferromagnetism and induces superconductivity. It is reportedly
found that charge order exists in both doping methods, and both near the supercon-
ducting region.
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Figure 1.3.3: The phase diagram for 214 cuprates. From [Scalapino, 2012]. Reuse
permission has been approved.
Note, other 214 and even non-214 families have similar behaviors so this phase dia-
gram is generally universal for cuprates.
The stripes in 214 nickelates are along the diagonal directions, or Ni-Ni directions in
the NiO2 planes. It occurs with a large doping level (> 0.20/Ni). This seems to suggest
that in nickelates the charge density in the stripe is close to 1e−/site. The periodicity
of the stripes is either 3 unit cells for 0.33 doping or 4 unit cells for 0.25 doping. The
CO transition temperature TCO is about 200 K, a lot larger than the SO transition tem-
perature TSO which is about 80 ∼ 100 K. (See Fig. 1.5.1)
While the nickelates share the same overall structure with the cuprates with slightly
different ordering patterns, the transport property between the two materials are rather
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Figure 1.3.4: Phase diagram for Ln2−xSrxNiO4. From [Hu¨cker et al., 2007]. Reuse
permission has been approved.
distinct. Cuprates are superconductors when doped by some proper amount, while
nickelates remain insulating even when doped to 0.25/Ni. What’s more, in nickelates
the CO does not alternate directions. More importantly, whether CO exists in the LTT
structure or not remains unclear. These open questions remain unresolved and are im-
portant in understanding the origin of charge stripes in 214 TMO’s.
1.4 Nematicity in 214 Cuprates and Nickelates
One feature associated with the emergence of an order parameter, say charge order,
is symmetry breaking. In stripe-ordered 214 cuprates, for example, 1D charge stripes
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reduce the rotational symmetry (about c-axis) from C4 down to C2. The translational
symmetry was also reduced from a or 2a to 4a along one short axis while unchanged
along the other.
The LTT and LTO tilts are two different ways of breaking the C4 rotation symmetry.
The LTT tilts give rise to orbital anisotropy and orbital ordering. The nature of alterna-
tion for the direction of charge order is also one kind ofC4 rotation symmetry breaking.
The symmetry types are usually divided into four categories - crystal, nematic, smectic
and isotropic. The crystal is an ordered state with well defined rotational symmetry and
translation symmetry. A nematic order is an order whose rotational symmetry is bro-
ken but the translational symmetry remains. A smectic order is an order whose trans-
lational symmetry is broken but rotational symmetry remains unbroken. An isotropic
state has neither of these two symmetries. Fig. 1.4.1 gives a simple case for nematicity
and smecticity. The left case denotes a case for C4 symmetry breaking whereas the
right case denotes the translational symmetry breaking.
The concept of nematicity was first used to describe the arrangement of liquid-crystal
molecules that point in the same direction but do not occupy some ordered posi-
tional sites. It was later proposed for in charge-ordered cuprates by Kivelson et al.
[Kivelson et al., 1998] For unconventional superconductors, nematicity was found and
intensively studied in iron-based superconductors, mostly by transport measurements
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Figure 1.4.1: A simple picture for nematicity and smecticity. The blue rod represents
the molecule. Originally there is C4 and nearest neighbor translational symmetry. Say
now two different polarization styles (indicated with the orange dot) are induced by
applying a field. The left case is the nematic case, and the right case is the smectic.
[Chu et al., 2010] and some by STM [Chuang et al., 2010] and Angle-resolved Photo-
emission Spectroscopy [Yi et al., 2011].
Figure 1.4.2: Left: Charge order. Middle: structural tilts. Red O and black A
represents the oxygen and the A atom in A2BO4. Right is partially adopted from
[Kivelson et al., 1998].
Another description for the nematic phase in cuprates is proposed in a recent report.
[Achkar et al., 2016] Reportedly, from the HTT phase, the emergence of charge order
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breaking the rotation symmetry of the whole lattice and thus is called the inter-unit-cell
C4 breaking. The LTT or LTO tilts induce the symmetry breaking for each single unit
cell thus is called the intra-unit-cell C4 breaking. These two phenomena are two chan-
nels for the material to go into the nematic phase. (See Fig. 1.4.2) And it is claimed
that such nematic phase in the LTT cuprates can be measured using a resonant scatter-
ing peak with Q = (001). Part of my thesis will include discussion to this aspect of
topic.
1.5 Superoxygenated 214 Cuprates and Nickelates
1.5.1 Structural Properties
This thesis is mainly about a study in the superoxygenated 214 curpates ((La, Sr)2Cu
O4+y) and nickelates (Ln2NiO4+y). The (La, Sr)2CuO4+y and Ln2NiO4+y are 214
TMO’s with over-stochiometric oxygen dopants. Like the other cation-doped cuprates
and nickelates, superoxygenated TMO’s exhibit superconductivity and/or electronic
ordering such as charge stripes and spin stripes. However, little is known about the
electronic properties in these materials which are of importance in fulfilling a more
profound knowledge of the phase diagram.
For (La, Sr)2CuO4+y, the structure depends on the doping profile. For small amount
of dopants, the space group is Bmab (LTO structure). For large amount of dopants,
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Figure 1.5.1: Phase diagram for La2−xNiO4+δ. From [Hu¨cker et al., 2004]. Reuse
permission has been approved.
the space group becomes of Fmmm. For Ln2NiO4+y, the structure also depends on
the doping level. The phase diagram is shown in Fig. 1.5.1. LTT phase starts to appear
when δ > 0.005. At various doping ranges, the LTT phase is pure while at others, the
structure is a mixed phase. LTO exists basically only in small doping range (δ > 0.02),
whereas LTT extends until δ ' 0.06. At high doping levels δ > 0.07, a symmetry-
reduced HT structure appears. The space group for this phase is Fmmm. NiO6 tilts
do not seem to occur in this phase but some orthorhombicity does.
1.5.2 Phase Separation
One unique feature in superoxygenated 214 cuprates and nickelates is the spontaneous
phase separation which other doped 214 compounds do not show.
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Figure 1.5.2: The phase diagram for (La, Sr)2CuO4+y. The diamond and the circle
denote the doping level for samples studied in part of this thesis: La2CuO4+y and
La1.94Sr0.06CuO4+y . From [Zhang et al., 2017b].
Under-doped (La, Sr)2CuO4+y phase separate into four phases. They are anti-ferromagne-
tism associated with parent compound, superconducting with TC 25 K, magnetic cor-
relation associated with 1/8th doped and superconducting with 40 K. (See Fig. 1.5.2)
Volume fraction for anti-ferromagnetism and the 40 K superconductivity decreases and
increases respectively as dopant amount increases.
For nickelates, the structural phase diagram is shown in Fig. 1.5.1. At certain doping
levels, the structure is a mixed one. The mixing recipe both depends on the tempera-
ture and the doping amount. The oxygen appears very mobile in nickelates and as a
result the phase diagram appears a lot richer in phases than cuprates.
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1.5.3 Staging
The excess oxygen are intercalated between layers in superoxygenated 214 TMO’s.
They are very mobile and are good candidates for solid-state fuel cells. At low tem-
perature, these oxygen can induce ordered tilt patterns of the BO6 groups. This phe-
nomenon is called staging. Usually, the “stage-n” notation represents the number of
unit cells in a period of the tilt pattern. Thus it corresponds to a Q = ±1/n diffraction
peak. As is obvious, higher doping level should allow for stronger staging with smaller
n. (See Fig. 1.5.3)
Figure 1.5.3: Staging schematics in a 214 TMO. From [Tranquada et al., 1994]. Reuse
permission has been approved.
Different staging levels can co-exist. (Still, see Fig. 1.5.1). This is one example of
phase segregation given rise to by oxygen intercalation and its mobile ability in the
17
material.
1.5.4 Stripe-like Orders
In superoxygenated 214 nickelates, stripes are well measured with neutron and hard
x-ray, both the 3- and 4-unit-cell ones. In cuprates, the charge order remained a long
mystery. Linda et al. found stripe-like spin peaks in the (La, Sr)2CuO4+y samples by
neutron scattering, with a correlation length as long as 300A˚. [Udby et al., 2009] The
intensity at four incommensurate corners are equal within error bars. What was ob-
served seems to point to charge stripes. With proper doping, the electronic phase sepa-
ration yields large regions of the sample favoring the 1/8th doped magnetically striped
state and the rest the optimally doped superconductor. Part of this thesis work is en-
deavored to search self-formulated charge order in the superoxygenated 214 cuprates.
1.6 Thesis Outline
This thesis is presented in the following parts in order:
(i) The experimental technique, resonant x-ray scattering, is introduced and an ex-
planation to why this technique is powerful to find the electronic orders in 214
superoxygenated cuprates and nickelates.
(ii) Electrochemistry, the sample oxidation technique, and the superconducting quan-
tum interferrometry, the magnetic measurement technique, is introduced.
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(iii) The data and discussion about the measurements and observations for cuprates
are presented.
(iv) The data and discussion about the measurements and observations for nickelates
are presented.
(v) A summary chapter on other work I have done during my PhD study.
(vi) A closing remark on all the results I collected and what they mean to the big
picture of more fundamental problems.
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Chapter 2
Experimental Technique: Resonant X-ray Scattering
2.1 Bragg’s Law and Structure Factor
2.1.1 Bragg’s Law and Crystals
The method used in this dissertation to see charge order is photon diffraction. The
principle that governs wave diffraction is the Bragg’s Law. Bragg’s Law states that
in an elastic photon-in-photon-out process when constructive interference occurs, a
diffraction peak occurs. For example, as shown in Fig. 2.1.1, in the scattering process
off a periodic lattice, when the incoming and the outgoing beam form some angle, or
so-called a Bragg angle, a constructive interference i.e. diffraction maximum occurs.
Thus each Bragg angle satisfies
nλ = 2d sin θ (2.1.1)
where λ is the wavelength of the photon, d is the spacing of the periodic crystal planes,
θ is the beam incident angle with respect to the crystal plane and n is the order of the
diffraction. The Bragg angle is the photon scattering angle 2θ. Usually, we define
spacing in a manner that normalizes out the order of the reflection, d/n. As described
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later, it is the periodicity of the crystalline plane which gives rise to diffraction.
Figure 2.1.1: A scheme describing Bragg’s Law. Peak maximum occurs when the
scattering angle is a Bragg angle.
Crystals are ordered lattices, formed by one or more atoms. According to how the
lattices are arranged, there are 14 types of lattices possible. They are called Bravais
lattices. Each of them are assigned a space group based on their rotational symmetry
and translational symmetry. More information about all the Bravais lattices can be ac-
cessed on Wikipedia.[Wikipedia, 2017a]
For a 3D crystal, a general representation for all lattice is by a linear combination of
the basis
−→
R = x−→ai + y−→aj + z−→ak (2.1.2)
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Applying a Fourier transform gives
s(
−→
k ) =
1√
V
∞∑
n
exp(i
−→
k · −→Rn) (2.1.3)
where s represents the reciprocal lattice. We notice that when
−→
k ·−→Rn 6= 2pi will vanish
when the sum is taken throughout the space. Thus substitute Eq. 2.1.2 into the above
equation and allow a product of 2pi for all
−→
Rn, we need to have
kiRj = 2piδij (2.1.4)
where ki and Rj are components of
−→
k and
−→
Rn. This yields that
−→
k =
−→
G = h
−→
b∗i + k
−→
b∗j + l
−→
b∗k (2.1.5)
where b∗i , b
∗
j and b
∗
k follows
−→
b∗k =
2piijk
−→ai ×−→aj
|(−→ai ×−→aj ) · −→ak |
(2.1.6)
with ijk labelling the order of
−→ai , −→aj and −→ak . This is the reciprocal lattice of a crystal,
with the unit of 1/distance. After incorporated with ~, it represents the quantized mo-
menta in the momentum space.
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Here we show the notation (hkl) for crystal planes. These indices are called Miller
indices. Each of them represents to how small a dimension of the unit cell is “sliced”
down. For example, Fig. 2.1.2 shows the (223) plane. It basically renders that along
−→a1 , −→a2 and −→a3 the unit cell is sliced down by half, half and 1/3. Thus by multiplied a
least common multiple 6 a plane is drawn with intersects 3, 3 and 2.
Figure 2.1.2: The (223) plane in the real space.
Following the geometry, we can find that the reciprocal basis (h, k, l) is perpendicular
to crystal plane (hkl). The spacing between two neighboring (hkl) planes is
d =
2pi
|hb∗i + kb∗j + lb∗k|
(2.1.7)
Finally, in the momentum representation, Bragg’s Law for diffraction is
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G = 2k sin θ (2.1.8)
2.1.2 Form Factor and Structure Factor
The Bragg’s Law governs where a diffraction peak appears, the structure factor deter-
mines how strong the diffraction is. Different crystal planes can have different diffrac-
tion intensity because the number and the positions of atoms within one period of the
crystal plane is different. Atoms, or the electrons around the nuclei, is the actual photon
scatter-er. The density of the electron cloud influences the scattering ability of an atom.
In order to define the strength of scattering, the form factor for an atom is defined. For
a given momentum transfer
−→
Q ,
f(
−→
Q) =
∫
ρ(−→r ) exp (i−→Q · −→r )d3r (2.1.9)
where ρ(−→r ) is the spatial density of the scatter around its center of mass.
For a crystal, the positions of the atoms brings in extra phases for the scattering factor.
When these extra phases are incorporated, we have the structure factor
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S(
−→
Q) =
∑
j
fj(
−→
Q) exp (i
−→
Q · −→Rj) (2.1.10)
For now we consider regular or off resonance case, when the form factor basically
only has real part. Take HTT 214 cuprate as an example. The unit cell has a mirror
symmetry about z = 0.5 plane. For momentum transfer
−→
Q = (001) each individual
pair of atoms above and below this plane bring in opposite phases in their contributions
to structure factor and the atoms in the plane cancel out that in top layer and bottom
layer. Thus the structure factor for (001) peak is zero and this diffraction is not al-
lowed. However, (002) is allowed, in that this momentum transfer the atoms no longer
cancel out each other. If one carefully studies the CuO6 tilts in LTO or LTT, he/she can
figure out that (001) is also not allowed in these structures. In fact, all the (00L)’s with
L odd are disallowed for 214 cuprates, even though they satisfy Bragg condition.
2.2 Resonant Scattering
2.2.1 Atomic Edges and Absorption
By quantum mechanics, in an atom electron(s) sit in quantized atomic energy levels.
By Pauli principle, at most two electrons with different spins can occupy one orbital
state. A principal energy band, called shell, is labeled by a principal quantum number
n, and for En, there are at most 2n − 1 orbitals, called subshells. Within a principal
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energy band different shells have different energy levels, mainly due to
−→
L · −→L cou-
pling and
−→
L · −→S coupling. For example, a Cu atom has the electron configuration
1s22p63d104s1. The 4s shell is lower than 3d shell. The j quantum number is involved
to label the further energy splitting by the relativistic effect, especially for the 3d shell.
According to Hund’s rule, for given term, if a subshell is more than half filled, the
higher a j has a lower energy. If a subshell is no more than half filled, the lower j gives
lower energy. Since the outmost subshell 4s1 is no more than half filled, 2p1/2 has a
lower energy than 2p3/2. For Cu2+, however, say in a crystal, 2p1/2 has a higher energy
than 2p3/2.
Absorption of photon happens when the photon energy matches energy of an excita-
tion and when there is room for electron to hop on to the excited state. For example,
when the photon energy is tuned to be the level difference of Cu 3d and Cu 2p edges,
an L-edge absorption is triggered. This phenomenon is called resonant absorption, and
the absorbed energy is called resonant absorption energy.
Resonance happens only at or near the difference between two energy levels. In reality,
“imperfect” matter makes an energy absorption spectrum never a sharp step function.
Typically an energy profile is a right-skewed bell curve. Singly-shaped peak usually
indicates one intrinsic feature.
However, additional features to some known absorption profile is what is interesting
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to us. For example, in un-doped cuprates, the O K-edge absorption spectrum is an
upper Hubbard band and main edge plateau, showing the Hubbard feature for a Mott
insulator and the 2p6 outer-shell of the O2− ions. Doped cuprates, however, produces
holes in the Cu 3d and O 2p bonds and open extra energy levels near the upper Hubbard
band in the O K-edge profile. The feature is like shown in the following Fig. 2.2.1. A
pre-edge peak whose intensity is proportional to the number of doped holes.
Figure 2.2.1: The x-ray absorption profile for LSCO and a superoxygenated LCO+O
under different doping levels. From [Chen et al., 1991].
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As photons penetrate into a material, the intensity drops exponentially. The absorption
ability is shown by λ, a quantity indicating how fast the photon intensity decays with
depth:
I(z) = I0 exp(−λz) (2.2.1)
where z is the distance down from the surface. This is why in resonance and resonant
scattering, there is a penetration depth effect in several scattering measurements.
2.2.2 Resonant Scattering
Scattering are categorized into two types, elastic and inelastic based on whether there is
energy transfer between the photon and the scatterer. Consider the following. Photons
with incoming flux per area I0 (cts/(m2·sec)) are scattered. At some solid angle ∆Ω,
the scattered flux is Isc (cts/sec). Then differential cross-section is defined as
dσ
dΩ
=
Isc
I0∆Ω
(2.2.2)
The structure factor and the polarization and energy of the beam make a difference in
determining the differential cross-section:
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d2σ
dΩdE
∝ r20|ˆi · ˆf |2S(Q, E) (2.2.3)
When on resonance, absorption happens and the form factor has an imaginary compo-
nent. In general, f is a function of energy and
f(E) = f ′(E) + if”(E) (2.2.4)
Since f(E) is analytic (Definition: The Taylor series is convergent at the proximity of
the investigated point(s)) in the upper half-plane, the real part and the imaginary part
is connected by the Kramers-Kronig relations
f ′(E) =
1
pi
P
∫ +∞
−∞
f”(E ′)
E ′ − E dE
′ (2.2.5)
f”(E) = − 1
pi
P
∫ +∞
−∞
f ′(E ′)
E ′ − E dE
′ (2.2.6)
The imaginary part f” ∝ σabs × k, where k is the momentum of the photon. For ex-
ample, Fig. 2.2.2 shows the f ′ and f” for back-scattering off Cu atom. At absorption
edges, f ′ shows some singularity whereas f” shows a step-like feature.
The full form of the form factor is a 3× 3 tensor. The tensor form is necessary in res-
onant scattering in that the anisotropy between dimensions plays a role in determining
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Figure 2.2.2: Form factors for Cu. Data obtained from NIST X-Ray Form Factor,
Attenuation, and Scattering Tables. [Chantler, 1995]
the scattering intensity with the polarization probes.
To summarize all above, we find the total form for the intensity of a scattering:
I(ˆi, ˆf ,
−→
Q , E) ∝ |ˆ†iS(
−→
Q , E)ˆj|2 (2.2.7)
Note that the form for Eq. 2.2.7 is in the crystal frame. If another frame is used, rota-
tional matrix is then needed to transform the representation.
2.2.3 Fluorescence Yield and Electron Yield
There are two channels we can use to measure absorption. One is the fluorescence
yield and the other is the electron yield.
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The fluorescence yield measures the fluorescence of the photon emitted when an ex-
cited electron drops back down to the ground level. (See Fig. 2.2.3). Typically the
resonant energy measured in fluorescence yield is the same as the absorption energy.
This energy is different from the emission energy as measured in a photoelectron spec-
troscopy. In photoelectron spectroscopy, electrons are excited to the vacuum contin-
uum level. The electron configuration is thus different than in the absorption when
only a few electrons are kicked out of the ground core levels.
The electron yield measures the current needed to keep absorbant neutral by compen-
sating the loss of electrons during absorption. (Also see Fig. 2.2.3) Auger electrons are
produced from absorbing the emitted fluorescence photons. It is a secondary effect.
Figure 2.2.3: Schematics for (a) fluorescence yield and (b) electron yield, two channels
measuring the absorption spectroscopy.
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One drawback of fluorescence yield is that if a compound has a heavy element and a
light element, the heavy element has more electron at shallow states that could absorb
the fluorescence photons of some edge of the light element.
2.2.4 How to See Charge Order
The origin of seeing charge order by resonant scattering is the key reason for using this
technique.
To start, let’s review the origin for resonance. The resonance is the absorption between
two energy levels which are determined by the electronic properties around a site. If
there is property change, one of the energy level changes and thus alters the resonant
energy.
Next, let’s revisit the picture for a four-unit-cell periodic charge order. As shown in
Fig. 2.2.4, if we assume that the doped holes are local enough on each site with some
wave-like density pattern, the resonant energy depends on the actual doping level for
each site and modulates between sites. According to a Pauli principle and Hund’s rule,
sites have a larger/smaller absorption energy when hole/electron-doped than un-doped.
In this case, we can realize that we need to use the Cu 3d → 2p resonant energy. The
holes sit at Cu sites, and the highest occupied for Cu is 3d9±. Since photon is elec-
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Figure 2.2.4: Energy shift model for charge density wave in CuO2 planes.
tromagnetic wave in the other form, dipole electrical excitation confines transition to
∆l = ±1. In principle, holes can stay in bonds between Cu and O. That said, holes can
sit in O sites and thus O 2p → 1s is another channel for seeing charge density wave,
or charge order.
Finally, let’s do the math to calculate the structure factor. A simplified model is along
the dimension in-plane normal to stripes, the resonant energy is shifted up and down
alternatively every other, or E0, E0 + δE, E0 and E0 − δE. The shape of the whole
spectrum remains unchanged. Near Cu L-edge resonant energy, one can assume that
form factors for other atoms such as O and La (Sr. . . ) remain constant. This gives a
total structure factor
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S(Qa = 1/4) = ifCu(E)− fCu(E + δE)− ifCu(E) + fCu(E − δE)
+
else∑
j
(ifj + (−1)fj + (−i)fj + f(j))
= fCu(E − δE)− fCu(E + δE)
6= 0
(2.2.8)
This suggests that a diffraction is allowed at the charge ordering
−→
Q . This model is
called energy-shift model. [Achkar et al., 2013] According to perturbation theory in
scattering a shift in energy is a first-order correction to the estimated eigen-energy.
The shift depends on the actual effect on the atomic edges caused by the dopants.
There are also other models such as valence variation model which uses actual exper-
imental data for the local form factors. Both this model and energy-shift model are
models that simplify the picture for charge order and remain qualitative to an extent,
though very effective in simulating the energy dependence for charge order scattering.
2.2.5 A Probe of the LTT Structure
Resonant scattering is also a sensitive probe of the LTT structure in 214 TMO’s. As
discussed in Chp. 1, LTT structure involves BO6 tilting about alternating axes between
two neighboring planes. The apical O and Cu has a 2p-3d orbital hybridization with
tilts either about a-axis or b-axis. Consider an incoming beam of photon polarized
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along the crystalline a-axis. The photon energy is at either Cu absorption edges or O
absorption edges and thus induces susceptibility with the this hybridized orbital. Based
on the geometry, the a-axial tilts does cause any change in the susceptibility, but the
b-axial tilts increases the susceptibility as the diople of the orbital is no longer in a
normal angle to the beam polarization. This thus gives a non-zero structure factor for
(001) and this resonant scattering turns out to be an indicator for LTT structure.
Nominally speaking, a (001) peak at Cu L-edge and O K-edge at the main absorption
edge are two key indicators for an LTT structure. In general, this peak measures a kind
of symmetry breaking to the original HTT structure.
LTT structure has a 42 symmetry, namely a symmetry of four-fold rotation plus a
(a/2, b/2, c/2) gliding. The structure factor for (001) with a 42 symmetry is given
as follows,
S001 =

F1 F2 0
F2 − F1 0
0 0 0
 (2.2.9)
where F1 and F2 are the susceptibility tensor components that are diagonal and con-
nect different dimensions. More information can be found in Ref. [Dmitrienko, 1983].
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2.3 Synchrotron in a Nut Shell
One powerful facility that allows us to have access to changeable photon energy is the
synchrotron radiation source. The synchrotron radiation source produces fast electrons
in relativistic speed. By changing the momentum of the electron using insertion de-
vices, white photons are produced. Photons with selective energies for users are then
accessed after monochromization device at the beamline.
Synchrotrons are the most advanced x-ray generation facilities. The development of
the x-ray generating technique has a long history. In 1895, Ro¨ntgen discovered x-ray
in his discharge tube. Then in 1919, W. D. Coolidge developed the Coolidge tube
and had set standards for the x-ray tubes for decades. It was not until 1960s when
rotating anode was invented to allow for a commercial application. Tube generated
x-ray is by using photo-excitation. Electrons were produced from a glowing filament,
hit a cold metal anode and emitted x-ray during the deceleration. This method typi-
cally generates two types of radiation, the bremsstrahlung and the fluorescence. The
bremsstrahlung has a continuous energy spectrum, and there is a maximum energy cut-
off. The fluorescence is a two-level transition and has characteristic lines.
A drawback for Coolidge tube, however, is that the strong intensity photons are only
at characteristic lines. This is good for a lab-based x-ray machine but not for tunable
energy purposes. A synchrotron source can serve this need. Generically there are four
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Figure 2.3.1: A drawing for a typical synchrotron radiation source.
parts in a synchrotron source. They are electron gun, accelerator, storage ring and the
beamlines for users. The electrons are emitted from the electron gun, accelerated to
relativistic speed in the synchrotron, then injected into the storage ring, where their
paths are bent either by bending magnet which curves the electron trajectory or the
insert devices which oscillate the electron. During the momentum change of the elec-
trons, electromagnetic wave is emitted into user beamlines.
The radiation produced by bending magnet is pulsed. There is range profile in both
direction and spectrum. The maximum intensity occurs at the instantaneous velocity
direction due to Doppler effect and decays as
√
1− (v/c)2 with viewing angles to
the velocity. The spectrum is (1 − (v/c)2)− 32 of the cyclic frequency of the orbiting
electron. So the higher the speed, the better the collimation and the worse the energy
resolution.
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Figure 2.3.2: The brilliance vs the invention year for different x-ray generation tech-
niques.
Undulators, one kind of insertion device, are lined up magnets along the electron path.
They produce alternating fields perpendicular to the paths and when electrons pass
through them, they oscillate and produce radiation.
The radiation depends on the spatial period λu. Similar to a single-slit diffraction, the
photon produced by undulation has an energy profile having maxima at different or-
ders, 1st, 3rd, · · · . Switching the order from one and other might allow users to pick
the appropriate band width for their own purposes.
One important quantity that characterizes the functioning ability is the brilliance. The
brilliance of a synchrotron source is determined by the photon production rate, colli-
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mation, source size and the band spectrum. Typical, the following formula is used to
get the brilliance,
brilliance =
photons/sec
mrad2 solid angle ·mm2 source area · 0.1%BW (2.3.1)
The 0.1% is a conventional percentile as the fixed relative band width (BW). It is re-
garded that the measured intensity is contributed from this 0.1% range of band.
The brilliance has been increasing with new technology and new instruments. Fig. 2.3.2
shows the invention year and the brilliance for different x-ray generation technique.
The most brilliant source thus far is the free electron laser, which is 1/1010 more bril-
liant than synchrotron with third-generation with average brilliance 1020.
Measurements done for this dissertation was carried out in the Canadian Light Source.
A snapshot of panel display showing the beam status for the light source is given in
Fig. 2.3.3. A comparison of the technical facts for synchrotron sites are summarized
in Table 2.3.2.
2.4 The Beamline and the Experimental Facility
The measurements for this dissertation was performed at the REIXS (Resonant Elastic
and Inelastic X-ray Scattering) 10ID-2 beamline. The optical configuration is shown
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Figure 2.3.3: A panel display showing the status for a synchrotron light source. The
shown status indicates a normal functioning. Acknowledgement: the Canadian Light
Source.
Name Location Energy (GeV) Perimeter (m) Current (mA)
—————–——————-——————————————-————————
CLS Canada 2.9 147 250
SPRING-8 Japan 8 1436 100
NSLS II US 3 792 500
SLS switzerland 2.4 240 400
ALS US 1.9 197 400
Table 2.3.2: Some technical facts regarding the Canadian Light Source and a compar-
ison with others. Data from Ref. [Wikipedia, 2017b].
in Fig. 2.4.1.
The insertion device for this beamline is an elliptical polarized undulator (EPU). This
EPU produces linearly polarized photons with energy 100→ 3000 eV or circularly po-
larized photons with energy 100→ 1000 eV. The produced photon get monochromized
by cylindrical mirrors, a plane mirror with three grating options (Ni low energy, Au low
energy and Au high energy) and four coating options (Ni, C, Si, Au). For Cu L edges,
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Figure 2.4.1: Optical configuration for REIXS 10ID-2 beamline at Canadian Light
Source. From http://reixs.lightsource.ca/about/beamline/.
usually for a decent monochromization and photon flux, Au low energy grating and
Si coating is used. When a large energy (> 2000 eV) is used, such as for sample
alignment, Au coating can be used to allow sufficient flux. Afterwards, the exit slit
allows user to have adjustable photon flux, but more flux has to trade for energy reso-
lution and beam collimation. The photons travel between more mirrors and get more
monochromized before they reach the scattering chamber.
For detail parameters for the beamline, see Table 2.4.3.
Property Value
——————————–—————————————————————
Flux 1012 at 100 eV and 5× 1011 at 1000 eV
Spot Size 250× 150µm2
Wavelength 155 ∼ 5.2A˚
Resolution ∆E/E at E 5× 10−5 at 100 eV and 1.3× 10−4 at 1000 eV
Table 2.4.3: The parameters for the REIXS 10ID-2 beamline.
The cryostat pumps in cold Helium gas and recirculate the warm Helium. The loadlock
is where the sample is temporarily placed. It has a vacuum as good as 10−7 torr. The
magnetic transfer arm transfers the sample to and from the scattering chamber. The
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diffractometer frame and the chamber frame provide adjustment to the relative posi-
tions of the setup to the beam.
The vacuum in the scattering chamber is 10−10 torr. The detector usually used is
the MCP (multi-channel plate). The photodiode can take the direct exposure of the
beam. It is used when user adjusts the sample height.The x, y and z stage are mo-
tors that adjust the displacement of the sample. They can be used to probe different
regions of the sample and search for the position the user wants to study. A four-
circle diffractometer is built in reconciliation to all these setups. The movement of χ
is constrained to ±5◦ due to the technical limitation while φ can be tuned to any angle
manually. The external and internal view of the scattering chamber can be found in
Ref. [Achkar, Andrew, 2015].
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Chapter 3
Techniques for Sample Preparation and
Characterization
3.1 Electrochemistry for Sample Oxidation
Electrochemistry is one of the most effective ways in optimally doping oxygen into
lanthanum cuprates. [Blakeslee et al., 1998] A typical wet electrochemical re-dox pro-
cess is shown in Fig.3.1.1. Three electrodes are immersed in some hydroxide solution
from left to right (or the other way). The working electrode (WE), the reference elec-
trode (RE) and the counter electrode (CE) are connected to the positive, negative input
and output of an op amp (OP290). When a bias is applied between WE and RE, the
H2O molecules are ionized and OH− groups travel toward the WE and H+ ions travel
toward the CE, causing a current to run from the WE to the CE in the solution. Conduc-
tion electrons move from the CE to the solution and from the solution to the WE. The
whole current loop is closed in two parallel paths. The current driven by the battery is
split into two branches after the OP290. One goes through the op amp and reach back
to the negative end of the battery and the other goes through a resistor, WE, solution,
CE, op amp and back to the battery.
43
The sample is wrapped in platinum mesh tight. The mesh is wrapped tightly onto WE,
giving enough contact as much as possible. The hydroxide is a catalyst that drives the
re-dox reaction to happen. In detail, the entire chemical reaction can be broken down
to the following procedures:
La2−xSrxCuO4 + 2yOH− → La2−xSrxCuO4+y + yH2O + 2ye− (3.1.1)
2yH2O + 2ye
− → 2yOH− + yH2 ↑ (3.1.2)
Reaction 3.1.1 happens at the WE and reaction 3.1.2 happens at the CE.
When a large enough voltage is biased between the WE and the CE, bubbles can be
seen at both the CE (H2 formed) and the WE (O2 formed). However, in order to let
oxygen go into the crystal, we should try to avoid having bubbles at the WE. Oxidizing
a single crystal is a time-consuming task. An appropriate voltage would be one that
just avoids H2 bubbles.
The oxidation takes a long time to achieve a desired oxygen doping level. The time
scales range from three months to a couple of years, depending on the sample size
and how it is grown. Thus the electrodes need to be stable. In my research, all the
electrodes are platinum. The solution is potassium hydroxide solution. The concentra-
tion for the solution most often used is 0.2∼0.4N. For a clean platinum electrode and
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Figure 3.1.1: Wet chemical reaction for producing superoxygenated cuprates. While
biased voltage is applied between WE and RE, water in solution decomposes into H
and O, the latter of which oxidizes the crystal on WE while the former recombines and
bubbles out.
a sample that is not oxidized to some optimal level, the average voltage that starts to
drive H2 bubbles is ∼ 0.6V, WE high and RE low.
The temperature (around 295 K to 375 K) does not seem to play a significant role in
the reaction rate. An elevated temperature should increase the oxygen diffusion rate,
even though by just a tiny bit. Given this fact, a solution temperature in 345 K ∼ 355
K was still used during the oxidation.
45
Over a long time oxidation, oxide layers are formed on the surface of the electrodes.
Since oxygen are driven to WE by the electric field, WE is the electrode that is covered
with the thickest layers.
3.2 Magnetization
Magnetization is a useful technique to keep track of the doping levels. According to
the general phase diagram for cuprates, doped samples are not anti-ferromagnetic and
can be superconducting. Magnetization measurement allows us to characterize these
properties.
Quantum Design Magnetic Properties Measurement Instrument is a highly sensitive
magnetometer with resolution of 10−5 emu and temperature limit as low as 4.2 K
(liquid Helium boiling point). This instrument utilizes the Superconducting Quantum
Interference Device (SQUID). The DC SQUID uses the DC Josephson Effect. A pair
of Josephson junctions in SQUID is simply shown in Fig. 3.2.1.
The Josephson Effect, discovered by B.D. Josephson in 1962, is known as a DC cur-
rent tunneling without any bias in a Josephson junction, or a superconductor-insulator-
superconductor hetero-structure. In SQUID, as shown in Fig. 3.2.1, two parallel Joseph-
son junctions are connected to each other and the sample is placed inside the loop.
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Figure 3.2.1: A pair of Josephson junctions in SQUID.
Two DC currents flows across both junctions and forms a circulating current (Ic in
Fig. 3.2.1). When there is a change in the magnetic moment inside the junctions,
flux quantization requires that the total current (I in Fig. 3.2.1) change to accommo-
date multiples of flux quanta. The change in current is the measure of the moment.
The current-field relationship is an interference pattern. Typically the first order peak
width is ∼ 1 Gauss (in Sn-I-Sn junctions at 1.2 K).
Fig. 3.2.2 shows how the SQUID works to obtain a measurement. Sample is sur-
rounded by three coils, one turn at the bottom, two turns in the middle and one turn
at the top. The bottom and top ones are wound the same direction and opposite to the
one in the middle. The three-coil setup is a second-order gradiometer which provides
more noise immunity than a first-order setup (two-coil). During the measurement, the
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Figure 3.2.2: How a measurement is obtained in SQUID.
sample is lifted from below to above the middle level of the superconducting magnet.
By Josephson Effect, current change in the coil is induced in response to change in the
dipole field caused by the sample movement. A second-order derivative curve vs. po-
sition is as plotted (as right of Fig. 3.2.2) to find the best estimate of the measurement.
3.3 Four-Circle Diffractometer - Crystal Alignment
At the beamline, there is a technical limitation of the motion in the scattering chamber
and small Q range within 180◦ for alignment due to limited photon energy(< 2.5keV).
Therefore, a pre-alignment is necessary. X-ray diffraction is the technique we utilize
to align the crystal. The diffractometer for crystal alignment is a laboratory-based 4-
Circle Oxford XCalibur diffractometer with CCD area detector. The x-ray is Cu Kα
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line with maximum 45 kV, 45 mA source power. The software that we use to do align-
ment is CrysAlisPro. Each image is consists of 1024*1024 pixels and the center is at
X = 512, Y = 512. The lattice parameters for 214 cuprates and nickelates are∼ 3.8A˚
and ∼ 13A˚, so there are enough Bragg peaks obtain the orientation of the crystal.
A sample that needs to be aligned is placed on a goniometer. A goniometer has x, y
and z displacements and two orthogonal rotations. They allow users to make small
adjustments. Too large an adjustment might cause collision or more confined range
while working with the x-ray tube.
A complete alignment requires us to know all the directions for a, b and c axes. Take
cuprates or nickelates (with long c) as an example. The procedures for the crystal
alignment is as follows.
(i) Find (0 0 L) peaks first. Set Θ = 1
2
· 2θ and do a φ scan. Find (004) or (006) on
the 2D detector.
(ii) Go to φ that gives (006), for example. Adjust Θ and you find that the optimal Y
(pixel coordinates) for (006) changes and the χ for the peak changes. Adjust Θ
until (006) goes to the center line in the detector, meaning that the diffraction is
in horizontal plane. If the (006) disappears before it gets to the center position
(Y = 512), re-glue the sample until you can see it on the center position.
(iii) Unscrew the sample and only adjust φ such that one goniometer is horizontal
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and the other is vertical. This makes it easy to track the adjustments. Then
screw back the sample, adjust the horizontal cradle such that the (006) appears
with Θ = 1
2
· 2θ. If this adjustments has a big angle, re-glue the sample to
eliminate the discrepancy.
(iv) Now normal direction to the goniometer base is the c-axis. Change Θ by δΘ =[
1
2
(2θ(105)− 2θ(006)) + 〈(105), (006)〉]. Then do a φ scan.
(v) At the φ when the (105) peak is at the center line, the a-axis is along the hori-
zontal.
Note tetragonal notation (body-centered unit cell) is considered here. The peak indices
will change for orthorhombic notation, but the method is the same.
3.4 Crystal Cutting: The Wire Saw
Sometimes a desired crystalline plane is not normal to the goniometer base. And after
it is align to normal, the sample is in a weird angle. One example is shown in Fig. 3.4.1.
This alignment gives (00L) normal to the goniometer base, but the correction angle is
large.
Wire saw is a machine that can do the cutting job. A rotated diamond blade mills down
a plane until the sample is fully cut. Water drips while the cutting happens, in order to
lubricate and cool down the blade. The speed for the rotation of the blade is adjustable.
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Figure 3.4.1: The pose of the crystal (Pr2NiO4.25) when aligned to (00L) normal to the
goniometer base.
Fig. 3.4.2 shows the Model 850 wire saw from South Bay Technology. Usually, a
blade with 0.10 mm or 0.15 mm in diameter is used. For cuprates, I go for the slowest
speed as the blade is fragile and a faster speed increases the possibility of breaking it.
A moderate dripping rate of water is 1∼2 drops/second.
The tricky part is to start the mill. If a corner of a sample is exposed to the blade at the
beginning, don’t apply too strong a force bending the blade. After the blade mills in
and form some larger cutting and smoother area, a stronger force can be safely applied
for acceleration.
51
Figure 3.4.2: A picture of the wire saw I used. Detailed description on each part of the
saw is written in orange boxes. The green smiling face is where the sample position is
at ideally.
Usually we want to have (00L) plane normal to the goniometer base because for res-
onant scattering measurement the interesting crystalline plane is (H0L), in which
charge order scattering and (001) reflection are. After the cut, the flat cur surface
would be glued to a special sample holder designed for the RXS measurement. Then
to fulfill a complete knowledge of H0L plane, we then only need to remember or mark
on the sample holder for the a-axis.
When necessary, after the sample is glued to the sample holder, another cut on the
other side is needed so that it is easy to put on a cleaving top post.
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Chapter 4
Orders in La2CuO4+y and La1.94Sr0.06CuO4+y
4.1 A Brief Summary of Results
In this chapter I will present RXS results on two samples, a La2CuO4+y (LCO+O)
and a La1.94Sr0.06CuO4+y (LSCO+O). According to the oxygen spectra measured in
TEY, the LCO+O was doped with a total hole concentration close to 0.125/Cu and the
LSCO+O was doped close to 0.16/Cu. The LCO+O sample shows stripe-like charge
order in it but not the LSCO+O sample. The charge-ordered sample is LTO, accord-
ing to the absence of La M resonance. This clearly indicates that charge order can
exist in the LTO structure. The non-charge-ordered sample shows some evidence for
an LTLO structure. More importantly, the stripe-like charge-ordered sample does not
have a (001) reflection on either Cu L-edge or O MCP (mobile-carrier peak, explained
below), which is present in all the stripe-ordered LTT 214 cuprates. This indicates that
the charge order in our LCO+O follows some special pattern.
4.2 Sample Bulk Oxidation Levels
The pristine LCO sample was a flux-grown single crystal. The size of it was 5mm ×
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2mm × 1mm. The pristine sample was oxidized for 80 days and turned into a “sharp”
superconductor. The magnetization measurements for different amounts of oxidation
time are presented in the Fig. 4.2.1.
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Figure 4.2.1: The bulk magnetization of the LCO+O oxidized for different amounts of
time. A. Superconductivity transition and B. anti-ferromagnetic transition.
The pristine LSCO sample was a travelling-float-zone grown single crystal. The size
of it was a quarter-cylinder with length 10mm and diameter 3mm. The prisine sample
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was oxidized for more than a year and turned into a (close to) “sharp” superconductor.
The magnetization for the final stage before RXS measurement is shown in Fig. 4.2.2.
Figure 4.2.2: The bulk magnetization of the LSCO+O studied in RXS.
The reason we want the samples to be oxidized to a sharp superconductor is that we
would like to have the samples at or above 0.125. Then in the phase segregation, more
volume fraction for stripes can be obtained. That said, a decent desired level should
yield a fully suppressed 25 K superconductivity. Thus a sharp 40 K transition is what
we aim at.
One way to estimate the volume fraction for 40 K superconductivity in the LCO+O
is by looking at the ratio between the field-cooled (FC) susceptibility and the zero-
field-cooleld (ZFC) susceptibility. FC shows how much of a part of the sample is field-
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repelling. One caveat is that due to shielding effect some enclosed non-superconducting
part is missed out. From the measurement in Fig. 4.2.1 for the final stage, the supercon-
ducting volume fraction is 0.133. It suggests a good chunk of sample was a promising
candidate for stripes.
4.3 Mounting the Samples
After the sample is oxidized, the next thing is to align the crystal. After sample is
aligned, we need to glue them on a sample holder.
Why this part is alone as a section is because special attention is needed when one
mounts the sample using heat-cure glue such as EPOXY.
The type of EPOXY I used is type H20E. According to spec sheet, the mixed glue can
cure in 3 hours after kept at 80◦C. One piece of fact that needs to pay attention to is
that cure at any temperature higher than 120◦C for more than five hours would drive
oxygen out and lower the bulk doping level. While thus far I am not sure whether or
not 80◦C is safe, it is the lowest temperature for curing the glue vs. saving oxygen.
In order to eliminate the loss of oxygen, a procedure for mounting the sample is pro-
vided. Mounting the top post follows the same procedure.
(i) Weigh: Part A, Part B 0.5g each.
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(ii) Stir the mixture for 2 min clockwise, then 2 min counter-clockwise. Keep air
bubbles out of the mixture.
(iii) Glue the sample on the holder (or wet the top post) with enough EPOXY.
(iv) If gluing a top post, prepare aluminum foil.
(v) When mounting top post, press on the sample, find stable angle and foil-wrap
tight to stop top post falling.
(vi) Pre-heat the hot plate to 80◦C. Wait for 1 hr until the temperature is stable.
(vii) Make an aluminum dome. Cover. Heat for 3.5 hrs.
(viii) Ready.
After the sample is mounted, the sample is ready for x-ray measurement.
The LCO+O was cleaved in air then immediately transferred to the vacuum and cooled
to 20 K whereas the LSCO+O was cleaved at low temperature in vacuum.
4.4 The X-ray Absorption Spectroscopy Results
A critical issue for the presence of charge and spin order is the local hole density,
determined by Sr and O doping. Knowing the detailed oxygen concentration is dif-
ficult without performing destructive testing [Mohottala et al., 2006] such as thermal
gravimetric analysis. More importantly, for a near-surface techniques such as RXS,
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the region sampled may not have the same oxygen concentration as the bulk. The best
measure of the doping level in the region of interest is the O K-edge absorption spec-
trum measured at the same time as the scattering.
We use the total electron yield (TEY) measure, as it is less subject to saturation effects
than fluorescence measurements and probes a near-surface region (tens of nanometers)
safely within the range probed by resonant scattering.
There are two pre-peaks to the main O K edge, the first identified as the mobile carrier
peak (MCP) and the second as the upper Hubbard band (UHB). It has been shown
that with hole doping, the MCP grows in intensity while the UHB reduces. The ratio
of the two is a measure of the hole concentration in the region sampled, with some
complication in carrying out an accurate subtraction of the contribution from the rest
of the K edge. Fig. 4.4.1 shows the oxygen K-edge x-ray absorption for both samples
measured in the TEY. The MCP and UHB peaks are at ∼528 and ∼531 eV, followed
by the main part of the K edge above 532 eV.
By comparing the shapes of the whole spectra to that presented by [Chen et al., 1991],
we found that the doping levels for our LCO+O and LSCO+O samples are ∼ 0.125
and ∼ 0.16, respectively.
Fig. 4.4.2A plots the O XAS spectra for the two samples used in this work, labelled
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Figure 4.4.1: A(B): Fitting profile for the total electron yield of the O-XAS for LCO+O
(LSCO+O). The insets are the pre-edge peaks MCP and UHB for the two samples
obtained by subtracting the K edges and hybridization from the raw data, respectively.
Corresponding symbols are used to indicate the doping levels for both samples in the
phase diagram in Fig. 1.5.2.
LCO+O, LSCO+O, along with two XAS plots for LSCO doped to 0.10 and 0.15 holes
per Cu from Fig. 4.4.2. As discussed in Chp. 2, the ratio between the intensities of
MCP, near 528.5 eV, and the UHB peak, near 531 eV, depends on the hole doping
level. Detailed differences in the lineshapes can lead to small differences in the ex-
tracted lineshapes of the unresolved peaks, making a rigorously quantitative compari-
son between our work and the reference impossible. However, a qualitative compari-
son indicates that our more highly doped sample, labelled LSCO+O, has a similar but
slightly higher doping level than the x=0.15 sample from the reference. The lesser
doped sample studied here, labelled LCO+O, is clearly more highly doped than the
x=0.10 sample but less than the x=0.15 sample from the reference. Fig. 4.4.2B gives
the normalized XAS measured in TEY at the O K pre-edges for both charge-ordered
LCO+O and non-charge-ordered LSCO+O samples. The normalized data were ob-
tained by first subtracting the components of the absorption from the hybridization
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states near 532 eV and the main K edge at higher energies, and then normalizing both
to equal energy-integrated intensity. The higher doping level in LSCO+O is quite clear.
Thus we estimate the LCO+O sample near 0.125 holes and the LSCO+O sample near
0.16 (rounded).
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Figure 4.4.2: A. Raw data of XAS at O edges for LCO+O, LSCO+O and LSCO with
0.10 and 0.15 doping levels from [Chen et al., 1991]. Here all the spectra were nor-
malized to a universal main K edge height. B. The normalized TEY at MCP and UHB
for both LCO+O and LSCO+O samples, plotted in orange and blue respectively.
One caveat, sample kept in the high-vacuum chamber might lose oxygen on the surface
in some relatively fast rate. By experience, 48-hour stay in the chamber the sample will
lose oxygen by some significant amount on the very shallow surface (about TEY prob-
ing range).
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4.5 Charge Order in La2CuO4+y
Fig. 4.5.1A shows the region where we expect to find a CO peak on and off resonance
at the Cu L3 edge at T = 20 K. A peak appears on resonance only.
Figure 4.5.1: The appearance of CO peak on resonance and the non-appearance off
resonance. The red dashed is the fitted background.
In order to extract the energy dependence of the CO scattering intensity we used the
difference between a fixed Q scan at 20 K versus another at 60 K where the CO
peak is gone. Fig. 4.5.2A shows the scans in energy with Q fixed on the peak at
the QCO =(0.247, 0, 1.55), measured in total fluorescence yield (TFY). At 60K the in-
tensity is purely the non-ordering fluorescence response whereas at 20K the intensity
is a sum of the non-ordering fluorescence response and the CO scattering response.
Fig. 4.5.2B plots the TFY at 931.5 eV (the height of the peaks in Fig. 4.5.2A) as a
function of the temperature. The red dotted curve is a guide to the eye and makes clear
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the extra intensity associated with CO below ∼ 50K.
Figure 4.5.2: A. Total fluorescence yields at CO under different temperatures. A sig-
nificant height increase at the Cu L3 edge at 20 K compared to 60 K and above is due
to the contribution by the CO scattering. B. Total fluorescence yield at CO at Cu L3
edge as a function of temperature. The non-ordering resonant fluorescence background
is fitted to a polynomial function. The units are arbitrary but are comparable between
these two figures.
The Cu XAS measured in TEY at 60 K is shown in Fig. 4.5.3A. Using the Chantler ta-
ble [Chantler, 1995], we can tabulate f ′′(E), which is shown in Fig. 4.5.3B. It is found
that at Cu L3 edge, f ′′ ' 145 electrons/atom. Further by Kramers-Kronig transforma-
tion, f ′(E) is found and the energy dependence was plotted in Fig. 4.5.3C.
The energy profile of the scattering peak closely matches that of the Cu L3 XAS itself,
as shown in Fig. 4.5.4. The red curve is a fit to the data using the energy shift model.
This model fits the CO scattering peak intensity across the Cu L3 edge well.
Fig. 4.5.5 shows a set of H scans of (H 0 1.55) under different temperatures from 20
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Figure 4.5.3: Calculated absorption scattering form factors at the Cu L3 edge range at
60 K for the charge-ordered sample. A. The XAS measured in TEY at the Cu L3 edge.
B(C). Energy dependence of the imaginary(real) part of the total form factor across the
Cu L3 edge.
Figure 4.5.4: Energy dependence of the CO peak intensity at 20 K and calculated
energy-dependence by the energy-shift model.
K to 300 K. These are the raw scans that led to the temperature dependent data plotted
in Fig. 2A of the main article. The peaks are fit to Lorentzian shapes. A well-defined
CO peak appears at H = 0.247 when the temperature is below T = 50 K. We estimate
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Figure 4.5.5: H scans of the resonant CO peaks (H 0 1.55) at CuL3 edge under various
temperatures from 20 K to 300 K. The presented data were background subtracted. All
data were fit to Lorentzian peak shapes.
a transition temperature near ∼ 50 K based upon the temperature dependence of the
peak intensities at lower temperatures.
Fig. 4.5.6A shows the background-subtracted CO peak at 30 K and 100 K while
Fig. 4.5.6B shows the full temperature dependence of the peak intensity and width
taken from fitting the peaks. The peak width remains constant below the transition tem-
perature while the intensity grows like an order parameter as the sample is cooled. At
20 K the peak width corresponds to a correlation length for CO of 60A˚ (= 1/HWHM),
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Figure 4.5.6: A. The appearance of the resonant CO peak of (H 0 1.55) at 30 K and the
disappearance at 100 K. Background was subtracted. B. The temperature dependence
of the integrated intensity and the width in H for the CO peak in LCO+O on Cu L3
edge.
5 times shorter than magnetic correlation length reported in Ref. [Udby et al., 2013].
Different than in most cuprates, the intensity of the CO peak does not drop at the su-
perconducting transition temperature. The competition between superconductivity and
charge order is seen in studies showing a magnetic field, which suppresses supercon-
ductivity, enhances the CO state. [Gerber et al., 2015, Jang et al., 2016] However, in
the superoxygenated compounds, the competition between the superconducting and
magnetic regions has already played out in electronic phase separation. Since the su-
perconducting and charge ordered regions are already spatially separated, there is no
further competition to be detected.
At the O K edge, we find only a hint of a CO peak that cannot clearly be detected
above the background. The CO resonance on oxygen edges (particularly MCP) is ei-
ther weak or absent.
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The parameters of the CO in the charge ordered sample appear roughly as one would
expect assuming both the ubiquity of stripe-like charge order in nh = 1/8th 214 cuprates
and the presence of a substantial fraction of the LCO+O sample separated into the 1/8th
doped phase. The low temperature correlation length of 60A˚ is smaller than in similar
samples that showed similar resolution limited magnetic neutron scattering peaks. The
ordering temperatures for both charge and spin order are remarkably similar to that
found in 1/8th doped LBCO, 40 K for spin order and 55 K for charge order. The latter
is surprising since the charge order transition coincides with the LTO to LTT structural
transition in LBCO [Hu¨cker et al., 2011] but there is no such transition in the superox-
ygenated LCO+O. The similarity might imply that the charge ordering in LBCO is not
simply determined by the structural transition and the transition temperature may be
more intrinsic.
4.6 New Insight into Charge Order and Nematicity
Some time ago it was shown that in the presence of the type of CuO6 octahedral tilts
that characterize the LTT and LTLO phases, an electronic ordering in the hybridized
states between apical O and La makes the nominally disallowed (001) peak appear
on resonance.[Fink et al., 2011] As described by Bozin et al., the LTT and LTLO tilts
are characterized by a local symmetry where the Cu-O bond directions form “orthogo-
nally inequivalent” structures, and thus support charge stripe formation along the Cu-O
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bonds.[Bozin et al., 2015] This led to speculation that the appearance of weak charge
order peaks in “orthogonally equivalent” La1.875Sr0.125CuO4 (LSCO) may arise from
twin domain boundaries with LTT-like tilts. More recently, an additional resonant en-
ergy profile was found for the (001) peak that had a temperature profile associated with
charge ordering.[Achkar et al., 2016] Thus, it is important to investigate any resonant
appearance of an (001) peak.
The behavior of the (001) peak in both samples is surprising. The lack of an (001) peak
resonant at the Cu and in-plane oxygen state energies differs from the result reported
by Achkar et al. in similar compounds. Those authors interpret this resonant peak
as arising from an electronic nematic associated with stripe-like charge and spin order.
This conclusion is drawn from their calculation of the peak structure factor which gives
an intensity on resonance proportional to η2, with η = faa(z = 0)− faa(z = 0.5). In-
voking the symmetry of the structure gives faa(z = 0.5) = fbb(z = 0). Combining
the two results in η = faa(z = 0) − fbb(z = 0), and thus the peak intensity is given
by differences between the electronic states in the two principle in-plane directions. In
our case, the lack of such a peak must mean one of the following possibilities holds.
One possibility is that in our charge-ordered sample faa(z = 0) = fbb(z = 0),
and thus η = 0. This condition is incompatible with charge stripes as usually con-
ceived, but would allow for the sort of checkerboard pattern that Christensen et al.
[Christensen et al., 2007] found to be a compatible spin structure for their set of neu-
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tron magnetic peaks.
The other possibility is that the symmetry condition faa(z = 0.5) = fbb(z = 0) does
not hold in our sample. This would likely imply the presence of spin stripes that do not
alternate direction (a vs. b) in adjacent CuO2 layers. Neutron scattering study of the
spin order in a set of superoxygenated samples found equal intensities for all four of
the set of incommensurate spin order peaks, representing equal populations of stripes
along a and along b. [Udby et al., 2013] That suggests some ordering of stripe orien-
tation to enforce equal populations. In addition, in this work the charge order peak
is found to be most prominent near L =1.5. Half integer values for CO peaks imply
a periodicity of four Cu-O planes along c. For other 214 compounds this periodic-
ity was interpreted as representing both stripes that alternate in direction in adjacent
layers and those stripes along the same direction offset to lower the Coulomb energy.
[Zimmermann et al., 1998, Kim et al., 2008]
4.7 LTLO-like Order in La1.94Sr0.06CuO4+y
However, the LSCO+O sample with higher hole concentration and no charge order
does have a resonant (001) reflection near O K edge which is robust up to at least 70
K, well above the transition temperature for CO in LCO+O. In Fig. 4.7.1A, the energy
dependence of the (001) reflection is plotted in the region of the O K edge. The data
plotted is a constant Q = (001) energy scan with a background subtracted from a sub-
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sequent scan with the detector out of the scattering plane. This leaves intensity from
both the (001) peak and the (002) with higher order light, but only the former will have
a resonant profile. For reference, the XAS profile measured with TEY is also plotted
in the figure. The resonant (001) peak profile in Q can also be extracted, which is
shown in Fig. 4.7.1B. The (001) peak is about three times broader than the (002) peak
(shown in the inset of Fig. 4.7.1B), indicating that the resonant (001) peak represents
an ordering that extends over a significantly smaller region than the crystalline order
itself.
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Figure 4.7.1: A. Energy dependence of the (001) reflection in LSCO+O at 20 K. The
data plotted is a constant Q = (001) energy scan with a background subtracted from a
subsequent scan with the detector out of the scattering plane. The scattering response
and the TEY are in red and cyan colors, respectively. The scales on the two vertical
axes are not comparable. B. L-scan of the (001) at the most resonance (532 eV). The
higher order (002) contamination was subtracted from a measurement off resonance.
While there is no detectable (001) peak in the LCO+O sample with charge order, we
do detect the (001) peak on resonance in the more heavily doped LSCO+O sample.
This observation gives confidence that the null result in the charge order sample is
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robust, but in itself is a surprising observation. The energy dependence for the (001)
peak is very much like that previously published in LESCO in the overdoped region.
[Fink et al., 2011] Ray et al. found that the 6.5% Sr superoxygenated samples have
staging peaks with significantly broader tails than the 4% samples. [Ray et al., 2017]
Staging is related to the octahedral tilts with some ordering patterns in superoxyenated
samples. [Wells et al., 1996] The broadened tails may be an indication of tilts around
an axis other than the orthorhombic (010), a partial LTT or LTLO ordering. In LBCO,
the presence of the LTT plus LTLO phase is considered to pin the charge order, and
static stripe-like spin and charge order is measured up to the optimal doping region. It
appears that the degree of LTT/LTLO indicated by the (001) resonance in our sample
is not enough to pin charge order which appears confined to the phase separated 1/8th
doped regions.
4.8 Conclusions
In conclusion, we report RXS study on two superoxygenated 214 cuprates, one doped
only with oxygen leading to a hole concentration near 1/8th and the other co-doped
with Sr and oxygen with a hole concentration near 0.16. While both are phase sep-
arated into magnetic and superconducting (Tc=40 K) regions, the former should be
primarily magnetic and the latter primarily superconducting. Charge order, found in
the 1/8th doped sample, has a transition temperature of 50 K, similar to several other
214 cuprates. We note that spins in these samples order near 40 K, which appears
to be near-universal. [Udby et al., 2013, Yamada et al., 1998, Tranquada et al., 2008]
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In most 214 compounds, charge order were found in LTT or LTLO phase, or even at
twin domain boundaries [Wu et al., 2012, Christensen et al., 2014, Croft et al., 2014]
of LTT-like tilts in La15/8Sr1/8CuO4 compounds. In our LCO+O sample, while we
cannot rule out that the charge order is confined to the near surface or domain walls,
we can rule out LTT-like tilts by the absence of a resonant (001) peak at the apical
oxygen or La edges. Thus while stripe-like charge and spin order remains particular to
the 214-type cuprates, it may not be closely tied to symmetry breaking structural tilt
patterns as previously believed.
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Chapter 5
Orders in Pr2NiO4.25
5.1 A Brief Summary of Results
In this chapter I present a study of the electronic orders in a superoxygenated praseody-
mium nickel oxide by RXS. This sample is doped with 0.25 oxygen per molecule,
Pr2NiO4.25 (PNO425). RXS results show that a scattering with Q = (001) was ob-
served resonant at Ni L and Pr M edges. The resonance at Ni edges suggests that
there is a nematic-like order in our sample as proposed by Achkar et al. in their work
on stripe-order 214 cuprates. The temperature dependence of the resonant (001) peak
at Pr edges indicates a relation to this nematic order. The results also shows an extra
order parameter with TC > 280K associated with the Pr resonance. One possible as-
signment to these observations is the LTT structural tilts in our sample. There is no
(001) resonance found through the whole oxygen K edge.
5.2 X-ray Absorption Spectroscopy
The PNO425 sample was mounted on an aluminum cylindrical holder with the (00L)
position nearly normal to the sample holder. The surface was polished and cut with an
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about 20◦-tilt to its (00L) plane. The studied scattering plane was (H, 0, L), which was
horizontal in the lab frame. Sample was cooled in a steady and slow rate (compared to
quenched cooling).
The X-ray absorption spectroscopy for the PNO425 sample at Ni, O and Pr edges are
given in this section.
Fig. 5.2.1 gives the X-ray absorption spectrum at Ni L edges taken at 20 K. The incom-
ing beam is vertically polarized. Ni L3 (2p1/2 → 3d) and L2 (2p3/2 → 3d) edges are
located at ∼ 852 eV and ∼ 870 eV, respectively. Each absorption edge appears to be
doublet, indicating two chemical states in Ni sites in this material. Extra holes sit at Ni
sites and open extra states for occupations. The TEY result shows that the absorption
coefficient at L3 edge is about 1.5 times of that at L2 edge.
Fig. 5.2.2 gives the X-ray absorption spectrum at OK edges taken at 20 K. The incom-
ing beam is vertically polarized. The pre-edge feature, the MCP, is a reliable measure
for doping level. The absorption spectrum measured in two different modes are signif-
icantly different near the main edge.
This oxygen absorption spectrum for nickelate is different from that for cuprates as
shown in the previous Chapter. The nickelates remain an insulator even when doped.
It is apparent that the nickelates lack the pre-edge that corresponds to the itinerant elec-
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Figure 5.2.1: X-ray absorption spectroscopy at Ni L edges.
Figure 5.2.2: X-ray absorption spectroscopy at O K edges.
tronic states.
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Figure 5.2.3: X-ray absorption spectroscopy at Pr M edges.
Fig.5.2.3 gives the X-ray absorption spectrum at Pr M edges taken at 20 K. The in-
coming beam is vertically polarized. The profile for the absorption, especially at the
M4 edge, is clearer in the EY mode than in the FY mode. This profile is a prototype
Pr3+ absorption spectrum. (Pr4+ will correspond to a shoulder on the right side of each
main edge. See Ref. [Herrero-Martı´n et al., 2011]) This suggests that holes do not sit
in the Pr sites and the Pr in the material is quite isovalent. The absorption coefficient
at the M5 edge is about 1.5 times of that at M4 edge.
As already introduced in the previous Section and will be discussed later, there is a
(001) reflection at the Ni L edge. However, this happens only at some particular re-
gions. It turns out that these regions have different doping levels, i.e. different oxygen
pre-edge absorption lineshape, than those showing no Ni L (001) reflection. Fig. 5.2.4
75
Figure 5.2.4: The X-ray absorption spectrum for regions with and without the existence
of Ni L resonant (001) reflection. The left and right are measurements in EY and FY
mode, respectively.
gives the evidence. Between the regions with and without the Ni L resonant (001)
reflection, while the absorption spectra in FY mode are the same, the spectra in EY
mode are quite different. The EY mode has a higher resolution in the absorption and
thus the amount of the oxygen absorbant. This also suggests that for superoxygenated
TMO’s, the oxygen distribution is uneven and knowing the exact doping level is cru-
cial in understanding these TMO’s properties.
5.3 The (001) Reflection at Various Edges
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5.3.1 Energy Dependence
The resonant (001) reflection was measured at various absorption edges. The energy
profile of the peak height are given in Figs. 5.3.1 and 5.3.2 for Ni L edges and Pr M
edges, respectively. All measurements are taken at 20 K. Resonant features are clearly
seen at both edges.
Figure 5.3.1: The energy dependence for the (001) reflection at Ni L edges.
Fig. 5.3.3 gives the Q scans at various energies above and below the Pr M edges. A
strong resonant peak occurs at the M4 edge and a weak resonant peak at the M5 edge.
As shown in Fig. 5.3.1, at Ni L edges doublets appear at both L3 and L2 edges. The
top figure shows the measurements taken with the detector in and off the scattering
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Figure 5.3.2: The energy dependence for the (001) reflection at Pr M edges.
Figure 5.3.3: Q scans at various energies across the Pr M edge.
plane denoted in the red and black, respectively. The former case corresponds to sig-
nals from both the absorption and the scattering, whereas the latter corresponds only
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to the absorption. Thus the subtraction between the two should yield basically only the
scattering. The resonance is a lot stronger at L3 edge than at L2 edge. At Pr M edges
the resonance is stronger at M4 edge than at M5 edge.
5.3.2 Temperature Dependence
The temperature profile for the resonant (001) reflection in PNO425 are presented in
this section.
Figure 5.3.4: The Q scans for (001) at Ni L3,2 edges.
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TheQ-scans for the (001) peak at various temperatures are graphed in Figs. 5.3.4, 5.3.5
and 5.3.6. At Ni edges and Pr edges, a temperature dependence is seen. The peak is of
equivalent sharpness between both edges (∆L ' 0.0025). The (001) peak at Ni edges
disappears at 200 K, while at Pr edges it remains present near 260 K.
Figure 5.3.5: The Q scans for (001) at Pr M5,4 edges.
For O edges, there appears to have unchanged intensity up to 180 K. Between pre-edge
and K edge, the intensity is the same. This might suggest that the peak at both edges
are purely higher order (002). In fact, between the regions with and without the reso-
80
Figure 5.3.6: The Q scans for (001) at O pre and K edge.
nant (001) at Ni L edges, there is no difference in width of the (001) peak at O MCP.
(See Fig. 5.3.7) This means that the resonance of (001) reflection at this edge is absent
in the PNO425.
From Fig. 5.3.5 it is apparent that at Pr M5 edge the scattering peak is a doublet,
with one sharp and the other rather broad. Thus an effort was made to fit two peaks.
Fig. 5.3.8 shows the integrated intensity as a function of temperature for the fitted two
peaks. They both persist to be present at 280 K and for both of them the intensity
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Figure 5.3.7: Q scans for (001) at O MCP at two different regions. The blue and
orange curves correspond to regions with and without the resonant (001) reflection at
Ni L edge. The incoming beaming was vertically polarized.
Figure 5.3.8: The temperature profile for the integrated intensity of the two fitted peaks
measured at Pr M5 edge. The narrow peak is centered at (001) and the wide peak is
centered at 0.935±0.010.
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Figure 5.3.9: Temperature dependence for the integrated intensity (over L) of resonant
(001) reflection at Ni L3,2 edges and Pr M5,4 edges. The data for Ni L3, L2, Pr M5 and
Pr M4 are in black square, red diamond, blue upward triangle and green downward
triangle, respectively. For Pr M5 edge, the data is the sum of the two parts.
decreases sharply until 200 K but smoothly above 200 K. This feature is the same for
regions with and without Ni L (001).
The temperature dependence of the integrated intensity for (001) resonant at all edges
are plotted in Fig. 5.3.9. It is clear that at Ni edges, a transition happens at 200 K,
whereas the TC for Pr edges is above 280 K.
Fig. 5.3.10 shows a temperature profile for the full-width at half maximum (FWHM)
for the (001) peaks at all edges. It appears that the peak width at Ni edges are equiva-
lent; both are measured ∼ 0.03. The width remains mostly unchanged as temperature
increases until near TC . At Pr edges, however, there is an edge-dependent feature. The
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FWHM of Pr M5 (001) is about 0.06 and of M4 (001) is about 0.07.
Figure 5.3.10: The temperature profile for widths of all the peaks measured at Ni L3,2
and Pr M5,4 edges, denoted by black blocks, red diamonds, blue upward triangles and
green downward triangles, respectively. Dashed lines are used for guides to eyes.
5.4 Discussions
5.4.1 Difference Between (001) Peaks at Different Edges
One unambiguous difference between the (001) peaks resonant at Ni L edges and Pr
M edges is the difference between the transition temperatures for (001) resonant at Ni
edges and at Pr edges.
The other significant difference is the width of (001) peaks at Ni L and Pr M edges.
Here Fig. 5.4.1 shows the L scans for (001) peaks at the four edges. A width difference
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is clearly seen between Ni and Pr edges. The width for the peaks are similar within Ni
L edges and Pr edges, respectively.
Figure 5.4.1: The (001) peaks resonant at different edges.
The peak widths at 20 K is used to represented the most fully developed order parame-
ters of (001) at various edges. According to the data shown in Fig. 5.3.10 and 5.4.1, the
peak width for Ni L3,2 edges and PrM5,4 edges are 0.027, 0.029, 0.060 and 0.070 r.l.u.
5.4.2 Width of Peaks And Dynamical Diffraction
The width in Q of a resonant scattering peak depends on both the correlation length of
the ordering and the probing depth. If the probing depth is dominant, then dynamical
diffraction should be used to model the width. Here I show an attempt of dynamical
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diffraction modeling. According to the dynamical diffraction, the width of the peak is
proportional to the imaginary part of the structure factor for zero momentum transfer,
ImS(0, E),
ImS(0, E) = F (0) =
∑
i
fi = 2f
Ni
2 + 4f
Pr
2 + 8.5f
O
2 (5.4.1)
All of the form factors can be achieved either directly from or through a tabulation to
the Chantler table. The FWHM is given as the following equation,
∆Q =
2c2r0
vc
ImS(0, E) (5.4.2)
where c is the lattice parameter for PNO425, vc is the volume of the unit cell (190A˚)
and r0 is the Thompson scattering length 2.85× 10−5A˚. The calculated FWHM at Ni
and Pr absorption edges are plotted in Fig. 5.4.2. The actual measurements for width
at various edges are put on top of the calculation. It is clear that at Ni edges and Pr M4
edge, the actual width falls way beyond the dynamical diffraction regime, whereas at
M5 edge the sharp component falls into the regime. This suggests that at Ni edges and
Pr M4 edge the dominant aspect that accounts for the peak width is the intrinsic order
parameter from the material associated with the Ni sites, whereas at the Pr M5 edge
there is a convolution of the dynamical diffraction and the intrinsic order parameter
associated with Pr sites.
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Figure 5.4.2: The widths of (001) peaks at Ni L edges and Pr M edges overlaid onto
the widths of (001) peaks calculated according to dynamical diffraction under strong
absorption limit. The data used for peak at Pr M5 edge is the sharp one, or the one
centered at (001).
5.5 Conclusions
According to the discussions above, clearly the (001) resonance at Ni and Pr edges
are measures of different orders. The origin of the order parameters measured at Ni L
edges and Pr M edges are discussed in this section.
The (001) peak measured at Ni edge is a measure for an incommensurate charge order
associated with the Ni 3dx2−y2 orbitals, which has Q = (0.44, 0.22, 0) and a tran-
sition temperature around 200 K. The result also suggests that the direction of the
charge stripes alternates between the neighboring layers. Unlike many stripe-ordered
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214 TMO’s, this PNO425 exhibits a special incommensurability of the charge density
wave, indicating that the charge order can be more versatile than the B-O scheme and
diagonal scheme. Moreover, this charge order is related to some high doping level as
indicated by the oxygen XAS measured in EY mode.
The (001) peak measured at Pr edge is partly a measure for the LTT structure and this
LTT structure is robust in oxygen amount. In the Sr-doped 214 lanthanum nickelates,
the LTT is completely suppressed at 0.25 doping level. In the superoxygenated ver-
sions, this LTT can persist up to such a high doping level (0.50/Ni in our PNO425). It
also suggests that this LTT structure is more robust than that in cuprates which has a
relatively low TC .
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Chapter 6
Direct Evidence for Magnetic Source in Co-Te Films
The part is mostly adapted from Ref. [Zhang et al., 2017a].
6.1 A Review of The Study of Co-Te Binary Compounds
Metal tellurides have been the focus of considerable research activity recently due to
their unique properties and vast potential for practical applications. In particular, the
Co-Te system, expressed here as CoTex, is being investigated for use as a non-precious
metal electrocatalyst as well as for other specialized materials. CoTex has been syn-
thesized with a variety of nanostructured morphologies and there are reports in the
literature that they are magnetic semiconductors with distinctive electrical transport
properties. [Peng et al., 2003, Wu et al., 2009] In spite of this effort, there are still dif-
ferences of opinion concerning the nature of the magnetic behavior for CoTex. In a
very early study, Uchida reported that CoTex, with 1.00 ≤ x ≤ 1.20 was ferrimag-
netic with the “stoichiometric CoTe” compound having a saturation magnetization of
7.52 emu/g (0.25 µB /Co) and ordering temperature of 1003 ◦C. [Uchida, 1955] Fur-
thermore, when x = 1.20, the compound was no longer magnetic and became weakly
paramagnetic with no temperature dependence. A short time later, Uchida made de-
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tailed magnetic measurements on CoTex samples with 0 ≤ x ≤ 1.00, and concluded
that the magnetic behavior observed earlier could be explained by assuming a eutectic
mixture of metallic cobalt and the nonmagnetic compound CoTe1.20. [Uchida, 1956]
In a later Mo¨ssbauer study, Fano and Ortalli concluded that the stoichiometric com-
position CoTe does not exist. [] However, there are still several recent reports in the
literature of Co-Te nanostructured materials having the CoTe stoichiometry and be-
ing magnetic. [Dahal et al., 2016b, Umeyama et al., 2012, Shi et al., 2010] One such
study reports CoTe nanowires which exhibit ferrimagnetic behavior well above room
temperature with a saturation magnetization of 0.2 µB/Co. [Dahal et al., 2016a] An-
other report concerning CoTe nanotubes shows hysteresis loops with coercivity indi-
cating ferromagnetic behavior. [Shi et al., 2010] A magnetic transition from param-
agnetism to ferrimagnetism at approximately 40 K has been seen in Co-rich CoTe0.79
nanostructures. Finally, a very recent study reports weak ferromagnetism in 100 nm
nanorods. [Lei et al., 2017, Haraldsen et al., 1956] As discussed below, an explanation
of the magnetic behavior for CoTex follows from an understanding of the phase dia-
gram and the nuclear magnetic resonance (NMR) results reported here.
Fig. 6.1.1 shows the equilibrium phase diagram for the binary Co-Te system based
on a review of available data assembled by K. Ishida and T. Nishizawa. The Co-rich
region has the -Co terminal phase with negligible solid solubility of Te and is stable
up to 422 ◦C. The hexagonal β(Co2Te3) phase has the NiAs structure (space group
P63/mmc) with a homogeneity range from 54.5 at.% Te (CoTe1.20) to 64.3 at.% Te
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(CoTe1.80), and is stable up to the congruent melting temperature of 1050 ◦C. (There
is some variation in the reports for the upper limit of this phase, e.g., 65.0 at.% Te.)
As discussed above, Uchida has suggested that the Co-Te system only becomes phase
homogeneous at CoTe1.20. [Uchida, 1956] Alloys with lower Te content contain the β-
phase and metallic cobalt. The orthorhombic phase γ(CoTe2) (space group Pnnm) is
homogeneous over the range 66.5 at.% Te (CoTe1.99) to 70 at.% Te (CoTe2.33) and sta-
ble up to the peritectic temperature of 764 ◦C. One interesting feature of the β(Co2Te3)
phase is that as the Te content increases from x = 1.20 to 1.80, Co atoms are removed
continuously from the middle layer (0 0 1/2) in the unit cell (see insert in Fig. 6.1.1)
with the lattice parameters also varying continuously from a = 3.8937A˚, c = 5.3763A˚
to a = 3.8017A˚, c = 5.4094A˚, respectively. As the Te content increases further, the
system passes through a narrow two phase region and evolves into the orthorhombic
γ(CoTe2) phase.
In this section, the structural and magnetic properties of two sets of CoTex epitaxial 300
nm films grown by pulse laser deposition (PLD) on different substrates are presented.
The principal motivation for growing relatively thick films was to create a pathway for
exploring the properties for high-quality bulk CoTex materials, not “thin” film prop-
erties. Epitaxial film growth is a way of obtaining single-crystal-like materials. The
films, with Te content 1.20 ≤ x ≤ 1.80, consisted of the β(Co2Te3) phase as the
principal phase; however, 59Co spin-echo NMR, along with complimentary magnetic
measurements, clearly showed small amounts of a metallic Co second phase. Due to an
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Figure 6.1.1: The phase diagram for the Co-Te binary compounds.
enhancement factor which occurs for ferromagnetically-ordered materials, NMR can
detect the existence of trace amounts of a second magnetic phase which are not seen in
x-ray diffraction (XRD). In addition, NMR can distinguish between two phases which
have very similar XRD patterns. The results presented here clearly identify metallic Co
as the source of magnetism observed in several recent studies. Furthermore, although
the Co-Te system has been studied for several decades, there is still a misunderstanding
of the phase diagram concerning the existence of the stoichiometric composition CoTe.
6.2 The Sample Prepared
The CoTex films were grown using PLD with a target consisting of elemental cobalt
and tellurium powders. The powders were mixed together and shaken vigorously. A
thickness value of ' 300 nm was obtained from the cross section images of a repre-
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sentative film using scanning electron microscopy (SEM). The commercial substrates,
which included MgO, SrTiO3 (STO), and Al2O3, were all 0.5 mm thick. The first set
of CoTex films, designated CoTe(1), was grown with a Co:Te target mixture having
the atomic ratio 50:50, while the second set, designated CoTe(2), was grown with a
Co:Te target mixture of 35:65. From previous work by Narangammana et al. on FeTe,
[Narangammana et al., 2013] another binary telluride compound, a substrate growth
temperature of 360 ◦C was used with a growth pressure of 4.0 × 10−7 torr. The
substrate-target distance was 4 cm. The 248 nm KrF laser pulses with power 4.8
watt/cm2 impacted the target with a frequency of 4 Hz. The target rotates at 1 Hz
during the deposition.
X-ray diffraction was carried out on the CoTex films using a 2-circle Bruker D2 Phaser
diffractometer and a 4-circle Oxford XCaliburTM PX Ultra (2D) diffractometer. Four
representative films are described below which highlight the results of this study; they
are CoTe(1)-MgO, CoTe(1)-Al2O3, CoTe(1)-STO, and CoTe(2)-MgO. The XRD pat-
terns obtained from the Bruker diffractometer are shown Fig. 6.2.1 (a). For all four
of the epitaxial films, (001), (002), and (004) peaks were seen and assigned to the
NiAs structure which characterizes the β(Co2Te3) phase. As discussed below, confir-
mation that these reflections can be assigned to the NiAs structure was obtained from
the Oxford 2D diffractometer XRD patterns. The 2θ-values for the peak positions were
essentially independent of the substrate; however, there was a small difference between
the CoTe(1)-MgO and CoTe(2)-MgO films as shown in Fig. 6.2.1 (b). The measured
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Figure 6.2.1: XRD (a)-(d) and SEM results (e)-(f) for the CoTex films grown by PLD.
In (a) “∗” denotes the substrate peaks. (b) From the (002) peak positions for the
CoTe(1)-MgO and CoTe(2)-MgO films, the compositions CoTe1.71 and CoTe1.76 are
assigned, respectively. The calculated peak positions for the (Co2Te3) phase compo-
sition limits, CoTe1.20 and CoTe1.80, are indicated. The data in (c) is obtained from
a rocking curve scan and (d) is from a φ scan. (e) is the EDX spectrum and (f) is the
imaging of the film surface near its corner.
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lattice parameters were c = 5.396A˚ for the former and c = 5.403A˚ for the latter. Using
the dependence of the c lattice parameter on the Te content x provided by Haraldsen et
al. , the compositions CoTe1.71 and CoTe1.76 are assigned to the CoTe(1) and CoTe(2)
films, respectively. These compositions are within the range for the β(Co2Te3) phase,
1.20 ≤ x ≤ 1.80. Concerning the XRD patterns shown in Figs. 6.2.1 (a) and (b), two
points should be made. (1) There was no indication of any second phase metallic Co
peaks in the XRD patterns. (2) With a complete hexagonal NiAs structure, the (00l)
peaks where l is odd are forbidden. However, with the removal of some Co in the mid-
dle plane (see Fig. 6.1.1, insert), these reflections will start to appear. This can explain
the relatively weak appearance of the (001) peak in the patterns shown in Fig. 6.2.1;
however, the (003) peak is still not seen. A possible explanation is that it is too weak
to be detected in the XRD patterns.
Fig. 6.2.1 (c) shows the diffraction image for the CoTe(1)-Al2O3 film obtained using
a 2D detector in a θ-scan with the 4-circle Oxford diffractometer. The image was ob-
tained with the film aligned such that the c-axis stayed in the same plane as the incom-
ing beam during sample rocking. All of the spots are labeled with the corresponding
reciprocal latticeG-vector values for the hexagonal NiAs (P63/mmc) crystal structure.
(JCPDS Card No. 34-0420) Fig. 6.2.1 (d) shows the azimuthal crystallization pattern
for the CoTe(1)-Al2O3 film. The azimuthal scan was taken as the film was rotated
about the c-axis. Since the NiAs structure is six-fold symmetric, the appearance of the
(103) peak every 30◦ indicates that there are two azimuthal stacking orientations in the
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film. The insert shows a θ/2θ scan with the azimuthal angle set at the peak maximum
in the azimuthal scan.
In order to obtain a quantitative estimate of the elemental Te/Co content, energy-
dispersive x-ray spectroscopy (EDXS) was carried out using a JEOL JSM-6335F field
emission scanning electron microscope (SEM). Fig. 6.2.1 (e) shows the EDXS spec-
trum for the CoTe(1)-MgO, CoTe1.71, film. Fig. 6.2.1 (f) is an image of the film surface
near its edge. Both the Co L-edge and the Te L-edge peaks are clearly visible in the
spectrum indicating the presence of both elements in the film. A quantitative estimate
of the atomic ratio Te/Co = 1.14±0.12 for the CoTe(1)-MgO film was made by count-
ing the fluorescence photons of L-edges for Co and Te at various points on the surface.
However, this result might underestimate the amount of tellurium. Since the Co Lα-
edge (0.776 keV) and Te M -edge (0.778 keV) are so close [Rumble et al., 1992], Te
M -edge fluorescence might erroneously enhance the Co Lα-edge spectrum.
Measurements of the dc magnetization were carried out for magnetic fields -50 kOe
≤ H ≤ +50 kOe over the temperature range 5.0 K ≤ T ≤ 300 K using a supercon-
ducting quantum interference device (SQUID) MPMS-5 magnetometer from Quan-
tum Design. The hysteresis loops were obtained with the magnetic field applied in
the plane (parallel to the ab-plane) of the film; the films were mounted on a quartz
rod for the parallel field measurements. In order to check for spurious background
contributions, corresponding magnetic measurements were also made on clean sub-
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strates. As is the case with this work, great care must be taken to avoid contam-
ination when making measurements involving nanoscale magnetism (e.g., moment
values < 10−4 emu). [Garcia et al., 2009] Furthermore, the SQUID response curves
are somewhat distorted as the samples are in the form of finite planes and not ideal
dipoles. [Culberson et al., 2006] Finally, magnetic artifacts can occur if the sample
chamber contains even small amounts of residual oxygen. [Gregory, 1978] These is-
sues, all of which are important for the work reported here, are discussed in detail in
[Garcia et al., 2009, Culberson et al., 2006, Gregory, 1978].
Fig. 6.2.2 shows the magnetic field dependence of the total magnetic moment -50 kOe
≤ H ≤ +50 kOe at the temperature T = 300 K for the CoTe(1)-MgO film (open cir-
cles) and the CoTe(2)-MgO film (closed circles), with the magnetic field applied in the
ab-plane of the films. It can be seen that, a small, but clear, ferromagnetic component
appears for the CoTe(2)-MgO film with a much larger ferromagnetic component for the
CoTe(1)-MgO film. In order to isolate the ferromagnetic component due to the film,
linear fits were made to the high-field (|H| ≥ 10kOe) portions of each curve shown in
Fig. 6.2.2 (a), which accounts for the diamagnetic susceptibility of the substrate plus
a very small paramagnetic contribution due to the film. These corrections were then
subtracted from the curves in Fig. 5(a) to obtain the curves shown in Fig. 6.2.2 (b).
For comparison, consistent correction values were also obtained by directly measur-
ing the magnetic field dependence and temperature dependence of the magnetization
for the various clean substrates. In order to make a quantitative comparison between
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Figure 6.2.2: (a) Total magnetic moment versus magnetic field at T = 300 K for the
CoTe(1)-MgO film (open circles) and the CoTe(2)-MgO film (closed circles), with the
magnetic field applied in the ab-plane (perpendicular to the c-axis of the films). (b)
The magnetic field dependence (or hysteresis loop) of just the film (ferromagnetically-
ordered) magnetization at T = 300 K which was obtained by subtracting the diamag-
netic component from data in (a) and normalizing for the film volume. The ferromag-
netic component for the CoTe(1)-MgO film is approximately four times that for the
CoTe(2)-MgO film.
the two films, the film ordered moment obtained after the subtraction was divided by
the effective volume of the film. However, since the films are two phase, “arbitrary
units” are used in Fig. 6.2.2 (b). From Fig. 6.2.2 (b), it can be seen that the ferro-
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magnetic component for the CoTe(1)-MgO film is approximately four times that for
the CoTe(2)-MgO film. As described below, NMR clearly identifies the ferromagnetic
component as metallic Co. For the CoTe(1)-MgO film, the Co ferromagnetic moment
value is 0.0005 emu as seen in Fig. 6.2.2 (a). Using the saturation magnetization for
bulk Co (' 160 emu/g), an estimate of the mass density for β(Co2Te3) (' 8 g/cm3),
and the approximate volume of the film (' 3.8×10−6cm3), it is estimated that 10% of
the mass of the film is due to the metallic Co. Furthermore, it follows that the Co:Te
ratio is 47:53, which compares well with the PLD target ratio of 50:50.
6.3 The Magnetic Source of The Material
“Zero-field” 59Co spin-echo NMR spectra were obtained over the frequency range
from ν = 210 MHz to 235 MHz using a Matec model 7700 pulsed-oscillator main-
frame with a model 765 pulsed-oscillator/receiver, with the sample in a tuned circuit
that was matched to 50 ohms. The NMR echo amplitude was optimized using a stan-
dard τp1 − τ − τp2 spin-echo pulse sequence with τp1, τp2 = 5.0 µs rf pulses, a pulse
separation of τ = 20µs, and a repetition rate of 33 Hz. Spectra were obtained by
averaging the NMR signals 500 to 1,000 times with a 1.0 MHz interval across the
frequency range. A resolution of 0.20 MHz is consistent with the 5.0 µs rf pulses.
Spin-echo NMR spectra were obtained at T = 4.2 K with H = 0 and H = 8.0 kOe. The
NMR sensitivity of the spectrometer (including the 1/ν2 correction) was monitored
over the entire frequency range by injecting an rf calibration pulse signal using a 50
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ohm antenna. Measurements of the spin-spin relaxation time T2 were made at selected
frequencies across the spectrum by varying the pulse separation time from = 15 µs to
45 µs. As discussed below, the frequency dependence of T2 can result in a significant
correction to the NMR spectrum. Operation at liquid He temperature was carried out
using a conventional glass double dewar system.
Figure 6.3.1: (a) 59Co spin-echo NMR spectrum obtained from the stacked CoTe(1)
films at 4.2 K for both H = 0 (closed circles) and 8.0 kOe (open circles) external
magnetic field. (b) The NMR spin-echo amplitude at 220 MHz as a function of the
applied magnetic field. (220 MHz is at a relatively flat part of the spectrum and hence,
the reduction in echo amplitude is not due to the shift.) The magnetic field behav-
ior is consistent with a reduction of the NMR enhancement factor most likely within
domains.
As mentioned above, the motivation for the NMR experiments was to confirm the ex-
istence and identify the structure of the Co metal phase in the CoTex films. The Co
metal phase was indicated by the appearance of a ferromagnetic contribution in the
SQUID magnetic measurements. A serious challenge existed in the NMR experiments
due to the extremely small NMR coil filling factor. In addition, the Co metal occurs as
a “trace amount” or “second phase” in the films. The observation of the 59Co signal
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is only possible due to the existence of the NMR enhancement factor which occurs in
ferromagnetically- and ferrimagnetically-ordered materials [Dho et al., 1997]. In these
experiments, the four-turn NMR coil had a rectangular cross-section 3.0 mm× 6.0 mm
and was 6.0 mm in length. Five 5.0 mm × 5.0 mm CoTe(1) films on substrates were
stacked tightly inside the coil.
Fig. 6.3.1 (a) shows the 59Co spin-echo NMR spectrum obtained from the stacked
CoTe(1) films at 4.2 K for both H = 0 (closed circles) and 8.0 kOe (open circles) ex-
ternal magnetic field. The spectrum for H = 0 is quite broad, suggesting more than one
component, and has a maximum at approximately 223 MHz. The single peak positions
for face-centered-cubic (fcc) and hexagonal close-packed cobalt (dw = domain wall,
d = domain, and np = nanoparticle) are indicated. The spectrum for H = 8.0 kOe is
also broad with twin-peak-like features at 216 MHz and 221 MHz. The overall spec-
trum appears to be shifted downward in frequency by approximately 2.6 MHz. The
application of the external magnetic field reduces the NMR echo amplitude consider-
ably; however, the spectrum for H = 8.0 kOe has been normalized to that for H = 0 in
Fig. 6.3.1 (a) in order to compare the details. Fig. 6.3.1 (b) shows the NMR spin-echo
amplitude at 220 MHz as a function of the applied magnetic field. (220 MHz is at a
relatively flat part of the spectrum and hence, the reduction in echo amplitude is not
due to the shift.) The magnetic field behavior is consistent with the reduction of the
NMR enhancement factor which characterizes domains. These measurements clearly
show that metallic cobalt appears to exist in the films.
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Measurements of the spin-spin relaxation time T2 were made at selected frequencies
across both spectra. The variation of the echo amplitude with the rf pulse separation
was always a single exponential. For the H = 0 spectrum, values of T2 = 110 µs, 75 µs,
70 µs, and 64 µs were obtained for = 215 MHz, 220 MHz, 225 MHz, and 230 MHz,
respectively, while for H = 8.0 kOe, T2 = 99 µs, 130 µs, 74 µs for = 215 MHz, 220
MHz, and 225 MHz, respectively. Since T2 is relatively long compared to the rf pulse
separation for spectrum acquisition (20 µs), the correction is minimal.
Concerning previous work on the CoTex system, two issues need to be addressed. The
first issue is whether or not the stoichiometric CoTe composition actually occurs; i.e.
does the system form the “perfect” NiAs structure with all of the Co sites filled in the
middle planes between the Te atoms (see Fig. 1). As discussed above, it has been
suggested that CoTex for 0 ≤ x ≤ 1.20 might be a eutectic mixture of metallic Co and
the nonmagnetic compound CoTe1.20. In support of this picture, Uchida [7] has made
detailed magnetic measurements which are compelling. On the other hand, there are
reports in the literature of materials with the CoTe stoichiometry, also having the NiAs
structure with somewhat smaller a and c lattice parameters than those for CoTe1.20
[3,15,18]. The second issue concerns the source of the magnetism observed in recent
studies on nanostructured CoTex materials [9-13]. Wang et al. [Wang et al., 2016] car-
ried out high-resolution x-ray photoelectron spectroscopy (XPS) on cobalt telluride
branched nanostructured samples. They observed weak satellite peaks in their Co
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2p3/2/2p1/2 spectra which they attribute to elemental Co. Wu et al. [Wu et al., 2009]
observed second phase fcc Co peaks in their XRD patterns from carbon supported
CoTe1.20 nanoparticles; the second phase peaks were reduced for higher heat treatment
temperatures.
This report presents a structural and magnetic study of two sets of epitaxial CoTex films
(x = 1.71 and 1.76) prepared by PLD using two targets with different Co:Te atomic ra-
tios. While XRD did not see the cobalt phase in the films, 59Co NMR clearly identifies
metallic Co as the magnetic second phase (see Fig. 6.3.1 (a)). Although the existence
of some amount of cobalt oxide phase(s) cannot be completely ruled out, the oxides
tend to be antiferromagnetic with a completely different NMR signature. Furthermore,
the calculation above with the magnetic data indicates that essentially all of the Co is
accounted for in the films. Fig. 6.3.1 (b) shows a reduction in the NMR signal inten-
sity with the application of a magnetic field. Based on a consideration of the (high) rf
power level, the magnetic field behavior suggests that a significant portion of the NMR
signal arises from domains, as would be the case for nanoparticles, and not domain
walls, which characterize multi-domain or bulk-like particles [Dho et al., 1997]. If this
is the case, the Co inclusions in the films would be smaller than 76 nm, which is the
approximate domain size in metallic Co. This would also provide a possible explana-
tion for the absence of metallic Co lines in the XRD scans. While both the fcc and hcp
phases can exist at room temperature, the fcc structure is preferred above 450 C with
the hcp structure preferred below 450 ◦C. However, the fcc structure has appeared for
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nanoscale particles at room temperature and below [Dinega and Bawendi, 1999].
In order to identify crystallographic phase(s) from the 59Co NMR spectra, an assign-
ment of the spectral features must include both structural and magnetic considerations.
Recently, a comprehensive discussion of the various spectral features for both fcc and
hcp Co has been provided by Andreev et al. For reference, the NMR peak frequencies
(at T = 4.2 K and H = 0) for bulk (domain wall) fcc Co (217.0 MHz), nanoparticle
(domain) fcc Co (220.8 MHz) and bulk (domain wall) hcp Co (228.0 MHz) are shown
in Fig. 6.3.1 (a) [Zhang et al., 2000]. Although very weak and broad peaks sometimes
occur due to twin and stacking faults, the fcc domain wall, fcc domain, and hcp domain
wall cases for Co are each characterized by only a single main peak. Due to local field
anisotropy, the situation for the hcp domain case is more complex. However, based on
experimental results for hcp nanoparticles, an assignment of 225.5 MHz is reasonable.
[Matveev et al., 2006] As can be seen in Fig. 6.3.1 (a), the 59Co NMR spectrum for the
CoTe(1) films is characterized by a broad peak with apparently two structural compo-
nents; the components clearly do not match peaks associated with domain walls in the
fcc or hcp phases. A more likely description is that the broad peak is characteristic of
a combination of fcc and hcp domain peaks. The application of an external magnetic
field results in a downward shift and narrowing of the component peaks; however, the
separation remains consistent with the fcc and hcp domain frequencies. It is notewor-
thy that the epsilon cobalt (-Co) phase, which has been identified in nanoparticles as
well as single crystals ≤ 0.3 µm, has two distinct Co sites. There is one report of 59Co
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NMR in -Co; however, the spectra were obtained from single-domain 6.5 nm particles
and, therefore, extremely broad, particularly on the low frequency side. Although the
-Co NMR spectra showed considerable intensity over the frequency range 220 MHz
to 225 MHz, the association of the spectral features shown in Fig. 6.3.1 (a) to -Co is
not possible. In any case, 59Co NMR clearly identifies the existence of metallic cobalt
as a second phase and a source of magnetism in the CoTex films. On the other hand,
XRD shows that the principal phase is hexagonal β(Co2Te3) which has the NiAs struc-
ture. This result suggests that recent reports of CoTe being a magnetic semiconductor
should be revisited.
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Chapter 7
Other Attempted Projects
7.1 Charge Inhomogeneity in (La, Sr)CoO3−y(y ≥ 0) Epitaxial Films
7.1.1 Phase Diagrams for 113 TMO’s and (La, Sr)CoO3−y(y ≥ 0)
Like in 214 TMO’s, doping can induce different kinds of phases in 113 TMO’s, es-
pecially charge order. The 113 TMO’s are magnets, either ferromagnets or anti-
ferromagnets, insulating or conductive, but not superconductors. They have been found
to have other novel properties such as colossal magnetic receptivity which are of huge
application potential and attract large attention. Given these different properties of the
113 TMO’s compared to 214 TMO’s, the investigation of the 113 TMO’s can enrich
our knowledge about charge order in TMO’s in general.
A typical 113 TMO is a perovskite. The molecular form is ABO3. The structure is
seen in Fig. 7.1.1 (a). BO6 octahedra form cubic structure with the A sites sitting
at the center of the conventional unit cell. Two most well-known 113 TMO systems
are La1−xCaxMnO3 (LCMO3) and La1−xSrxCoO3 (LSCO3). The phase diagram for
LCMO3 is shown in Fig. 7.1.1 (b). As doping levels changes from x = 0 to 1, anti-
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ferromagnetic phase, charge order phase, ferromagnetic phase take places off and on
and occupy specific doping ranges, respectively. The phase diagram for LSCO3 is
shown in Fig. 7.1.1 (c). [He et al., 2007]
One other channel of doping is oxygen doping. [Rueckert et al., 2017] reported that a
strong charge order occurs at Q = (1/4, 1/4, 1/4) in oxygen doped SrCoO3−y (SCO-
O). The phase diagram for SCO-O is given in Fig. 7.1.1 There is regions for phase
separations, namely the ones between two line phases. [Xie et al., 2011] (d). Strong
charge order was found at the y = 2.875. It then becomes reasonable to guess that in
LSCO3, with 0.25 La or x = 0.75, a pure charge order phase occurs. Thus this project
is to study charge order and charge inhomogeneity in Sr0.75La0.25CoO3 (SLCO3).
7.1.2 Films Grown by Pulsed Laser Deposition
Some promising preliminary achievement has already been made, especially in sample
production. Epitaxial films were successful grown on SrTiO3 and LaAlO3 substrates
by using pulsed laser deposition (PLD).
PLD is a deposition film growth technique using laser ablation. Laser beam, usually
excimer such as KrF laser, was focused, collimated and shot in pulses toward a target.
Atoms or molecules are ablated by the laser pulses and get deposited onto the sub-
strate usually under elevated temperature. The deposition usually happens in a vacuum
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Figure 7.1.1: (a) Structure of a perovskite ABO3. (b) The phase diagram for
La1−xSrxCoO3 and (c) for La1−xCaxMnO3. In (b), R, O, O∗, CAF, FI, CO, FM and
AF represent rombohedral, orthorhombic (Jahn-Teller distorted), orthorhombic (octa-
hedron rotated), canted anti-ferromagnet, ferromagnetic insulator, charge order, fer-
romagnetic metal, anti-ferromagnet, respectively. [Schiffer et al., 1995]. In (c), PI,
PMM, FMM, SGI, MIT represent paramagnetic insulator, paramagnetic metal, ferro-
magnetic metal, spin glass insulator and metal-insulator transition, respectively. From
[He et al., 2007]. Reuse permission has been approved. (d) Phase diagram for SrCoOy.
Orange and black bars represent the ferromagnetic and anti-ferromagnetic phases, re-
spectively. Phase separation occurs in between two bar phases.
chamber, with a vacuum level picked to user preference. PLD is deposition technique
that reproduces the target atomic composition of the heavy or metal elements. Thus a
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target with the right atomic ratio is always favored in growing PLD films.
Figure 7.1.2: XRD patterns for (a) LSCO3 (x = 0.2) and (b) SLCO3 targets. Peaks
are labelled with the corresponding G. The PDF card number 50-0093 and 48-0137
are for LaSrCoO4 and La0.7Sr0.3CoO3, in red and green, respectively.
The growth condition for the LSCO3 (with x = 0.2) and SLCO3 was 600∼700 ◦C
in temperature, 1∼10 mTorr in oxygen pressure, 200 mJ/pulse in laser energy and
4∼6 Hz in pulse frequency. The power density was about 3.2 W/cm2. The target was
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LSCO3 or SLCO3 pressed pellet of 1” in diameter and 0.5cm in height. It was rotated
with 4 sec/round during growth.
The XRD patterns for the targets are shown in Fig. 7.1.2. From (a) it is learned that a
significant amount of the target is LaSrCoO4, a tetragonal structure with space group
I4-mmm. Part of the peaks can be assigned to the 113-structured (La, Sr)CoO3. (b)
shows a pure pattern for LSCO3 from the comparison to the database.
The XRD patterns for the films grown on STO and LAO shown in Fig. 7.1.3.
The epitaxiy of growth is along [100] for films grown on STO [100] and LAO [100]
and along [111] for films grown on STO [111]. This result suggests that for SLCO3,
even though the target to begin with is not a pure SLCO3, a 113 phase is favored by
this growth condition as described above.
Interaction between the substrate and the films is observed from the different lattice
parameter c is LSCO3 films on different substrates. The peak for (200) of LSCO3 on
STO is at 2θ = 47.50◦ and on LAO 46.23◦. The calculated c for LSCO3 on STO is
3.83 A˚ and on LAO 3.94 A˚. It appears that on STO the c is larger than on LAO. STO
has a = 3.905 A˚ which is greater than LAO a = 3.791 A˚. The bulk LSCO3 with
x = 0.2 is 3.85 A˚. LAO induces an in-plane compression to LSCO3 and increases the
c whereas on STO the tensile strain is less intensive.
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Figure 7.1.3: XRD patterns for (a) LSCO3 (x = 0.2) films on STO and LAO and
(b) SLCO3 film on STO. Peaks are labelled with the corresponding G. “∗” denotes
substrate peaks, both in Kα and Kβ lines.
7.1.3 The Crystallinity of the Films
In order to get good films for further study such as RXS, the epitaxy or crystallinity
should be optimized; the more single crystalline, the more reliable a result can be ob-
tained. The rocking curve crystallinity was a good measure for the plane out-of-plane
mosaics.
The method to obtained the rocking curve for our films is by integrating counts around
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the proximity of the best estimated 2θ (or say the peak maximum) at different rock-
ing curve angles or within each narrow angle window. The CrysAlisr software has a
function to do this. Fig. 7.1.4 shows the rocking curve dependence of the (300) peak
for LSCO3 on STO. The FWHM is given by the “w” in the inset and is measured to
be 0.209◦ ± 0.002◦.
Figure 7.1.4: Rocking curve profile for LSCO3 on STO. Pseudo Voigt (sum of a Gaus-
sian and a Lorentzian and “mu” is the ratio for Lorentzian) fit curve is plotted in red
and the inset is the fitting result.
7.1.4 Magentization Results
A magnetization measurement was done on one of our SLCO3 films. As shown in
Fig. 7.1.5, the result shows a ferromagnetic TC = 190 K. The films were grown at 650
◦C with oxygen partial pressure 1 mTorr.
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Figure 7.1.5: A magnetization measurement for a SLCO3-STO film.
Compared to SrCoO2.875, the transition temperature for 0.25-doped samples is 220 K.
This suggests that our sample is low in hold dopants.
7.1.5 Energy-dispersive X-ray Spectroscopy Results
Energy-dispersive x-ray spectroscopy was done on both the LSCO3, SLCO3 targets
and the films grown with both targets. Results are plotted in Fig. 7.1.6.
The results suggest that film reproduce the concentration of target well. This suggests
that our SLCO3 film with TC = 190 K might be low in oxygen amount, thus we need
to grow films with higher oxygen partial pressure. One other approach is electrochem-
istry.
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LSCO3-target
From “quantitative analysis”:   
At%(Sr) : At%(La) = 4.5 : 30
LSCO3-STO film
From “quantitative analysis”:   
At%(Sr) : At%(La) = 4.5 : 24
No Ti detected, indicating film is thick.
SLCO3-target
From “quantitative analysis”:   
At%(Sr) : At%(La) = 9 : 17
SLCO3-STO film
From “quantitative analysis”:   
At%(Sr) : At%(Ti) : At%(La) = 17 : 13 : 5
Figure 7.1.6: The EDX results for the LSCO3, SLCO3 targets and films grown with
both targets.
7.2 Topological Phases in Strained Square Ribbons
This section is mostly adapted from Ref. [Zhang et al., 2017c].
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7.2.1 Introduction to Quantum Spin Hall Effect in 2D Materials
Over the past decade, the Quantum Spin Hall Effect (QSHE) has become a very active
area of research since its theoretical prediction in graphene-type structural materials
[Kane and Mele, 2005, Fu et al., 2007]. The discovery of topological states in HgTe
quantum wells [Ko¨nig et al., 2007, Bernevig et al., 2006], Bi2Se3 [Cheng et al., 2010,
Xia et al., 2009, Hsieh et al., 2008] as well as other materials has provided essential
experimental support. The Quantum Spin Hall (QSH) state has edge/surface states
that conduct spin and charge while the bulk remains insulating due to the spin-orbit
interaction (SOI). In QSH materials, the spin Hall conductivity may be controlled
without the application of a magnetic field, unlike in the Quantum Hall (QH) ma-
terials; the surface/edge states are protected by the time reversal symmetry (TRS)
[Kane and Mele, 2005] or the sublattice (pseudo-spin) symmetry [Hsieh et al., 2012].
Although a lattice strain will not break the TRS, it can have an effect on the pseudospin
while an external or internal magnetic field can destroy the TRS. Unlike the Landau-
level-free QH Effect proposed by Haldane [Haldane, 1988], the QSHE requires no
magnetic field or even a localized (applied) magnetic field.
It is now well known that the SOIs play a key role in controlling the QSH states. In
addition to the intrinsic SOI which is intra-atomic in origin, there are other types of
SOIs named after Rashba and Dresselhaus. In some cases, spin transport is influ-
enced by a competition of the Rashba and Dresselhaus terms such as in quantum wires
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[Scheid et al., 2008]. In most others, the Rashba interaction has garnered more atten-
tion in the past decade [Chappert et al., 2007, Koo et al., 2009, Jungwirth et al., 2012,
Xiao et al., 2010, Takayama et al., 2015] as it has been found that the motion of the
electrons can be easily manipulated by the Rashba SOI(RSOI), say induced by an ap-
plied electric field; this has resulted in many attempts at developing a large number
of spintronic devices. In one- and two-dimensional systems, RSOI splits the spin de-
generacy along the +k and −k directions in k-space, resulting in two sets of quadratic
energy bands with different spins. However, this quadratic behavior is not robust to the
hopping interaction as observed in the system we will discuss in this paper.
Various recipes that lead to the opening of a band gap at the Dirac points of graphene-
type materials have been found, such as inversion and time-reversal symmetry break-
ing. Among many engineering techniques, there have been a great number of at-
tempts in straining the structure to open band gaps. Reports include opening a gap
by breaking the TRS in Rashba-present strained graphene [Diniz et al., 2013], by in-
teractions with the substrate [Summerfield et al., 2016, Bruna et al., 2010], by disloca-
tions between grain boundaries [Liu et al., 2014], by highly distorting the 2D system
[Abdelouahed et al., 2010], and many others. There also have been relevant work dis-
cussing possible ways for tuning the QSH states [Taghizadeh Sisakht et al., 2016]. In
this paper we propose a 1D (one-dimensional) distorted square ribbon that enables tun-
ing of band gaps.
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7.2.2 The Studied System: Arm Distorted Ribbon & The Model
Here we study the strained ribbon with a zig-zag distortion starting from a square rib-
bon (Fig. 7.2.1a) having a finite width. The strain is applied locally on transverse
bonds at every other nominal unit cell of the square ribbon, while the bond distances
for all other bonds remain unchanged. The strained structure is shown in Fig. 7.2.1b
and labeled Arm-distorted Ribbon (ADR). It can be realized by applying a uni-axial
local strain on a square ribbon or by an interaction with a lattice-mismatched substrate.
We define the angle between the distorted bond and the ribbon axis to be the distortion
angle of an ADR. Under this arm distortion, the local bulk C4 rotational symmetry is
broken and the lattice is now split into two sublattices as in graphene (Fig. 7.2.1c).
Our band structure calculations utilized the Kane-Mele model described in Kane et al.
[Kane and Mele, 2005] with an additional 2nd-order hopping and Rashba interaction
between sites in the strained bonds:
H = HKM +HSB (7.2.1)
where HKM is the original Kane-Mele Hamiltonian composed of nearest-neighbor
hopping, Rashba interactions and a second-neighbor SOI, and HSB includes (2nd-
order) hopping and Rashba interactions between the two sites in the strained bonds,
which can be expressed as
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HSB = H
t
SB +H
R
SB = t× f(|∆R|)
∑
SB
c†icj + iλRf(|∆R|)
∑
SB
c†i (s× dˆ)zcj + h.c.
(7.2.2)
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Figure 7.2.1: (Upper half) Ribbons of different geometries: (a) square, (b) arm-
distorted and (c) honeycomb. The distortion angle is defined to be between the bonds
on the distorting arms and the ribbon axis. The interaction in the strained bonds is
a second-order interaction due to the elongation. The (bulk) 2D unit cell vectors are
denoted as a1 and a2. (Lower half) The (bulk) First Brillouin Zones (FBZs) for each
case are also given. For square lattice, specifically, if the neighboring sites are equiv-
alent, the FBZ is in dashed line instead. Special k-points, M, M′ and M′′, used in the
parity-based Z2 calculation are also indicated.
where t is the nearest-neighbor hopping strength for the whole ADR, λR is the nearest-
neighbor Rashba strength for the whole ADR and the f(|∆R|) is a distance-dependent
factor, scaling the strength of the interaction which is explicitly modeled according to
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the following exponential distance dependence
f(|∆R|) = exp [−β( |∆R||R0| − 1)] (7.2.3)
where R0 is the unstrained bond vector, i.e., a vector pointing to the nearest-neighbor
and β is a factor scaling the damping of the hopping strength on these strained bonds.
Specifically, when β = 3.37, f(
√
3|R0|) ' 0.03 which matches the second-neighbor
hopping strength in graphene [Pereira et al., 2009]. As defined inHKM , the Spin-Orbit
Coupling is within the same sublattice and for the geometry of the ADR,
HˆSO = iλSO
∑
i,j
2f(|∆R|)√
3f(
√
3|R0|)
c†is · (dˆ1 × dˆ2)cj + h.c. (7.2.4)
Here the factor f(
√
3|R0|) is used to match our Spin-Orbit Interaction(SOI) parameter
λSO to Kane et al. [Kane and Mele, 2005] The β for this term is fixed to βSO = 3.4
in order to match that used for graphene. Moreover, the mass term considered here is
zero and thus the Hamiltonian preserves a two-fold rotational symmetry in the system.
The overall Hamiltonian preserves the TRS. We diagonalized the Hamiltonian in the
k-space using an orthonormal basis between different orbitals and spins.
The non-Rashba case (λR = 0) was first explored. Figs. 7.2.2a and 7.2.2b show the
end case band structures for the honeycomb and square ribbons with two different sub-
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Figure 7.2.2: a) and b) are the end cases of ADR, i.e., honeycomb and square rib-
bons as depicted in Fig. 7.2.1c (with two sublattices) and Fig. 7.2.1a. c) βtSB = 3.0
and d) βtSB = 9.0 for the strained bond hopping term. c) corresponds to the standard
parameter setting and represents a hopping-present case, while in d) this hopping is
suppressed by specifically setting a large β. Both calculations were with λSO = 0.05t
and λR = 0 for the ADR with a distortion angle of 1.5◦. e) Band calculations with
specific Rashba strength considered. “Tidal”-shape spin-filtered bands touch respec-
tively on both sides of ka = pi line and follow an oscillating behavior along quadratic
trend-lines. f) Electron state count near Fermi level as a function of Rashba strength in
ADR. All the band calculation are carried out with a supercell of 48 (sites)×400 (unit
cells). The filling factor is 0.5.
lattices, respectively. Dirac edge states are seen in the honeycomb ribbon case and a
gap sits at the zone edge in the square ribbon. With a small distortion angle (1.5◦),
edge-like features start to appear. Fig. 7.2.2c (d) shows the band structures with hop-
ping present (absent) in the strained bonds. We observe that a gap opens up in the
hopping-present case, while the Dirac edge states are present in the hopping-absent
case. The instantaneous breaking of the bulk local symmetry by distorting the bonds
eliminates the conductivity in the bulk. When this hopping is present, a gap at the
zone edge opens up due to non-zero off-diagonal matrix elements of the Hamiltonian,
which split the degeneracy; “tidal”-shape bands are formed and the number of “waves”
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depends on the width of the ribbon. This gap is closed “adiabatically” and the Dirac
edge states melt with decreasing β (i.e., increasing the range of the hopping interac-
tion). Increasing the ribbon width can also narrow the gap. The introduction of this
2nd-order hopping opens a gap without breaking the time-reversal symmetry and two-
fold rotational symmetry.
We have tested the distorted ribbon by using periodic boundary conditions in the di-
rection of the width to make it a two dimensional (bulk) system. Following the work
of [Fu and Kane, 2007], using similar Dirac matrices to express the Hamiltonian, we
have calculated the relevant parity eigenvalues at the special points M , M ′, M ′′ and Γ
points (as shown in Fig. 7.2.1, lower half) in the Brillouin zone as defined in their work.
These values, in the presence of the extra hopping interaction introduced to the Hamil-
tonian, yield the topological invariant Z2 = 1 for the bulk system. At moderate film
thicknesses shown in Fig. 7.2.2c and 7.2.2d, the topological invariant Z2 is not well
defined and, with proper tuning of interactions or strain, it is possible to open/close the
gap shown there. However, we expect the topological properties of the ribbon and the
bulk to be similar at sufficiently large ribbon thicknesses.
One realistic case showing results similar to our calculations is the 1T ′-WTe2 mono-
layer (Fig. 7.2.3a) which exhibits edge states near the Fermi surface and a gap at the
zone edge [Tang et al., 2017]. In the T ′ structure, Te atoms form zigzag chains along
the a axis and behaves as quasi-one dimensional by spontaneously breaking the sym-
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Figure 7.2.3: a) sketch for T ′-WTe2 and and b) for arsenene.
metry in the T structure. This is similar to our ADR picture but with a different elon-
gation direction. From many recent first-principles calculations, a gap as well as band
inversion appear in the case with strong enough SOC [Qian et al., 2014]. ARPES re-
sults on a Fermi-level lifted Potassium-doped 1T ′-WTe2 also show that hole pockets
exist near the zone edge on the Fermi surface [Tang et al., 2017]. Based on our model,
the gap in 1T ′-WTe2 at the zone edge might be due to the intermediate bonding, which
is the “strained” bonding in our ADRs. With our model, we predict that straining
the T ′-WTe2 along the short axis can reduce this edge gap, and the work by Sung et
al. [Sung et al., 2016] provides supportive evidence from their first-principles calcula-
tions.
Another realistic system where the QSH states can be engineered in the ADR structure
is strained, buckled arsenene (Fig. 7.2.3b). Non-strained buckled arsenene has a 92◦
bond angle which corresponds to a 2◦-distorted ADR case. Due to the buckled nature,
arsenene can stably hold a large strain up to 18.4%. [Zhang et al., 2015] reported that
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Dirac-like edge states can be obtained in 11.7% strained arsenene zigzag ribbons. Our
model predicts as to why there is a gap at the zone edge and explains as to how strain
plays a role in producing the Dirac-like edge states in these systems.
It is also interesting to explore how the band structure changes after the introduction
of the Rashba SOI into this system. Here Fig. 7.2.2e shows the band structure with a
Rashba strength λR = 0.05t. Similar to the hopping term, the bands oscillate along
quadratic trend-lines. The Rashba term splits the bands left and right about the ka = pi
point and move the bands up and down. As shown in Fig. 7.2.2f, the gap is closed at
about λ = 0.045t as seen from the electron state counts around the Fermi level. This
result again matches [Qian et al., 2014] in T ′-WTe2 under an electric field.
7.2.3 RSOI in infinite square ribbons
Introduction of the RSOI forces the band structure to develop additional features in the
square ribbons depicted in Fig. 7.2.1a. Here we calculate the field-induced hopping
currents in the square ribbon with RSOI. There are no strained bonds in this system,
and the Hamiltonian contains only nearest neighbor hopping and Rashba terms under
a magnetic field.
To introduce a magnetic field, we consider the ribbon with periodic boundary con-
ditions. By using suitable Peierls factors [Riera, 2013] or a vector potential, a flux
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threading uniform magnetic field that is perpendicular to the ribbon axis (but in the
plane of the ribbon) can be generated. The threaded flux Φ through the ribbon is given
in terms of the flux quantum Φ0 = hc/e. Then the hopping and Rashba coupling terms
are modified by a factor exp(iθ) where θ = 2piΦ/LΦ0 with L being the repeat length
used for periodic boundary conditions. This field gives rise to a total current along
the axis of the ribbon which can be calculated as the adiabatic derivative of the total
electronic energy with respect to the magnetic flux through the ribbon, i.e.,
Jtot =
∂E
∂Φ
(7.2.5)
The spin-conserving current operator is
jˆh = −i(
∑
l
tl,l+dc
†
l cl+d − h.c.) (7.2.6)
where the hopping is only along the axis, i.e., d is along the ribbon axis.
In Fig. 7.2.4, we show the calculated hopping currents for an 11-leg square ribbon as
function of the magnetic flux at λR = 0.5t. This plot shows the spin up and spin down
currents moving in opposite directions along the ribbon edge. In addition, we note that
the hopping current is smaller by an order of magnitude in the interior region of the
ribbon. The introduction of the RSOI with field as in the case generates a spin-flipping
current as well that usually opposes the hopping current. However, this current clearly
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Figure 7.2.4: Hoping current (in units of t) along the square ribbon versus the magnetic
flux at λR = 0.5t and 2.5% away from half-filling. Here, we show spatial and spin
projections of this current along the edges as well as the center leg. Note that the spin
up and spin down currents move in opposite directions along the (say left) edge and the
near absence of such an effect in the center leg. In addition, the spin-flipping current,
which is not shown here, is about an order of magnitude smaller than the maximum
hopping current.
depends on the strength of the ratio of the Rashba coefficient and the hopping parame-
ter (i.e., r = λR/t). For values of this ratio r < 1, the spin-flipping current is about an
order of magnitude smaller than the hopping current. For internal consistency, we have
separately compared the total energy derivative (Eq. 7.2.5) and the sum of the hopping
and spin-flipping currents and found them to agree well.
In addition, the spin component perpendicular to the ribbon, Sz, is not conserved when
the Rashba term is nonzero but it leads to the QSHE as seen explicitly in this fig-
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Figure 7.2.5: Spin difference between the edges of a square ribbon with 8 and 11
legs, 2.5% away from half-filling as a function of the magnetic flux (in units of the
flux quantum) at Rashba parameter λ/t = 0.5. Although the spin is not conserved
here, we note the near plateau structure of the spin difference which may be observed
experimentally.
ure. The difference in spin populations on the two (left and right, say) edges ∆Sz =
Sleftz − Srightz turns out to be nonzero. This effect is clearly seen as plateaus when the
filling factor is slightly below half filling, as shown in Fig. 7.2.5. Within a plateau,
there is no transfer of spin from one edge to the other due to small changes in the mag-
netic flux. Laughlin [Laughlin, 1981] used a somewhat similar argument to illustrate
the fact that the required gauge invariance of the magnetic field leads to quantization
of the Hall conductivity in a two dimensional metal in a spinless situation; our results
are driven by the Rashba term in a different setting. These results related to the QSHE
appear to be robust when the number of legs is varied (up to the tested maximum of 32
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legs) in the square ribbons. It is obviously interesting to see the above features develop
in the (metallic) square ribbons at these thicknesses.
7.2.4 Conclusions
In conclusion, we have shown that a gap can be opened up in the second-neighbor
spin-orbit-coupled ADR by a small distortion. The gap is induced due to a second-
order hopping interaction along the strained bonds and can be reduced by increasing
the strain to adiabatically retrieve the Dirac-like edge states. This discovery provides
important experimental guidance for tuning the edge states in some realistic materials.
In addition, QSHE related phenomena in the square ribbons with RSOI were discussed.
The spin currents along the edges are found to move along opposite directions when a
magnetic field is present and remains non-zero even when the magnetic field is absent.
The spin difference between edges has a plateau-like field dependence which can per-
haps be used in ON/OFF switch devices. In summary, these results suggest possible
approaches to tune the edge states through strain and edge currents through the Rashba
interaction in square ribbons and also the conductivity in the intermediate structures
between the honeycomb and square ribbons.
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Chapter 8
Closing Remarks
8.1 The Work on Cuprates
The cuprate work describes an important discovery in a field of intense current focus -
self organized charge order and nematic order in copper oxide superconductors.
First in importance, it is discovered that a resonant peak for a nematic ordering is ab-
sent in our charge-stripe-ordered 214-cuprate. This result is fundamentally different
from results on closely related compounds. Our superoxygenated samples appear to
exhibit stripe-like ordering, so lack of such nematic order implies a special ordering
pattern along c.
Second, we establish an important new insight into the structure-property relationships
associated with valence charge order. In this material state stripe-like charge order
is found explicitly not in regions with supporting structural motifs (CuO6 octahedral
tilts) that had been deemed necessary to pin such charge order. This emphasizes that
the energetic advantages of charge ordering must be larger than previously surmised.
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Third, La1.94Sr0.06CuO4+y has an important and unique role among cuprate supercon-
ductors. While most cuprate compounds show signs of frustrated nanoscale inho-
mogeneity, this compound with particularly mobile oxygen dopant ions will sponta-
neously separate into large regions with different electronic grounds states. The com-
pound in question has magnetic regions that have been shown to be well ordered with
sharp magnetic neutron scattering peaks. However, to this date, the charge order ex-
pected to be associated with spin order has not been detected. While negative results
are generally not published, common wisdom in the community is that efforts to find
such charge order had failed. Now, after a difficult search, we report clear finding of
such charge order. Merely detecting the charge order in such compounds is a notable
discovery given the situation described.
In summary, our result provides critical confirmation of the ubiquity of charge order
in 1/8th doped cuprates, makes clear that the stability of stripe-like charge/spin or-
dering in 1/8th doped 214 compounds is not reliant upon a structural distortion, and
demonstrates that an important new measure of electronic nematicity in cuprates is
more complex than previously reported.
For future work, it is of importance to study the region-dependence of the electronic
phases. It is reported that excess oxygen is mobile and causes inhomogeneous doping
levels within the sample. Exploring the regions using microscopy can allow us to gain
more insights into the phase segregation in superoxygenated cuprates.
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The study of the in-plane Q dependence of the charge order peak is interesting and can
show the incommensurability of the charge order. [Thampy et al., 2014] shows that in
LSCO the direction of charge stripes is not completely parallel to the Cu-O bonds. A
slight second-axis component of the QCO is observed. It is possible that superoxy-
genated versions of L(S)CO can have such similar property.
A more in-depth study of the temperature dependence of the charge order is of impor-
tance for knowing whether or not there is competition between superconductivity and
charge order, especially the behavior of the intensity near superconducting TC ’s. The
result will clearly explain how charge order and superconductivity compete with each
other in a phase-separated system.
8.2 The Work on Nickelates
Studying the nickelates will help us understand the mechanism and properties of charge
order in 214 TMO’s. The transition temperature of charge order is a lot larger than that
in cuprates. Charges appear more localized in nickelates than in cuprates. The reason
remains a mystery. The low conductivity might be related to a stronger correlation in
the nickelates. Unlike in cuprates, a nematic-like (001) was observed. A feature of
LTT structure is observed at the A site (A2BO4) absorption edge.
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For future work, an effort should be made to carefully study of the structure and its tem-
perature dependence. What’s more, polarization of the (001) peaks at various edges
should be explored such that the origin of these (001) peaks is clear.
8.3 The Work on (La, Sr)CoO3
The cobalt oxide work involves the study of charge order in the 113 cobalt oxide sys-
tem. In this system, charge order appears to be more robust in both transition tempera-
ture and order parameter. The cation-doped system (SLCO3) can clearly show whether
the (1/4, 1/4, 1/4) order exists. If it does, it is undoubtedly a charge order.
8.4 The Work on Co-Te Compounds
Co-Te compounds are good catalysts and nano-structured materials. Nano-materials
have shown value in many industrial fields even in optics [Li et al., 2016]. Our work
clearly shows that the ferromagnetic source is from the metallic cobalt. This elemental
cobalt phase is stable in the β-CoTex compound with 1.20 < x < 1.80. Our calcula-
tion suggests that cobalt telluride itself is non-magnetic. These results should benefit
relevant nano-technological research and development in applications of the Co-Te
system. For future work, resistivity should be explored.
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Appendix A
List of Data Files
A.1 The La2−xSrxCuO4+y Project
File Name Keywords Comments and Notes
———————————–———————————————————————————————————-
FC-SC.opj ZFC/FC Meissner Final oxidation stage for La2CuO4+y sample.
LCO+O tran wid.xlsx Transition width Final oxidation stage for La2CuO4+y sample.
LSCO+O tran wid.xlsx Transition width Final oxidation stage for La1.94Sr0.06CuO4+y sample.
XAS fits.nb XAS, energy-shift model The plots for O-XAS for two samples studied in
the curpates project and the energy-shift
modeling for LCO+O.
Cuprates-Fig1.opj O-XAS Plots for the O-XAS for both samples, especially
only for the pre-edge region.
Feb25 O-XAS.xlsx O-XAS The O-XAS data and the fitting profiles for
LCO+O and LSCO+O.
CTChenCompare.opj O-XAS The file that contains replica to O-XAS LSCO
with 0.10 and 0.15 hole concentration from
Chen et al. 1991.
LCO+O Cu-XAS.xlsx Cu-XAS The Cu-XAS used to find the form factors
for charge order resonant scattering.
LCO+O tab f2.xlsx Form factors The imaginary part of the form factors across
Cu-XAS in the charge-ordered sample after the
tabulation using Chantler table. (See the “Form
Factor” sheet in the file)
LCO+O ffs.xlsx Form factors The tabulated form factors for LCO+O at Cu L3 edge.
LTT 1983paper.nb Polarization A template for studying polarization dep-
endence of the scattering. (Sample crystalline
frame, incoming beam as polarized as (1, 0, 0)).
LCO+O rxs work.opj RXS, charge order All data with finalized analysis on the O-XAS,
charge order peak fitting results and energy-
shift model.
(001) in 2 samples.opj RXS, (001) peaks The L scans for Q = (001) at various resonant
edges for both samples, the energy scans for
(001) at O K edge for LSCO+O and other charge-
ordered samples.
cupO2 (File) RXS, raw file The RXS raw file for the charge-ordered LCO+O.
Scans 157, 161, 165, 169, 173, 177, 180 are h-scans
for charge order at different temperatures.
cupO2 Sat Zhiwei (File) raw file The RXS file for the LCO+O. This file contains
the data used in Zhang et al. 2017b.
Scans 21 to 70 are h scans and E scans for
charge order at different temperatures.
Exp flowchart.pdf Instruction Scattering work experiment flowchart.
Latest sample list.xlsx Latest samples A list of the latest samples for future research.
Latest sample pic.jpeg Latest samples The pictures for the latest samples.
Table A.1.4: The raw files for the cuprates project.
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The files are stored in the “All Dissertation/LSCO cuprates” Folder.
A.2 The Pr2NiO4.25 Project
File Name Keywords Comments and Notes
———————————————————————————————————————————————-
PNO425 2016 (File) RXS, raw file A raw RXS file for Pr2NiO4.25 crystal sample.In
this file can find all the L scans and E scans for
the (001) peaks at Pr M , Ni L and O K edges.
PNO425 2017 (File) RXS, raw file Another raw RXS file for Pr2NiO4.25 crystal sample.
This file contains measurements on the region where
there is no Ni L resonant (001) but only Pr M
resonant (001).
All The Data.opj RXS, analyzed This file contains important analysis results on the
raw data. The imporatant plots are all prefixed with
“IMP-”, denoting “Important”.
All The Data.xlsx RXS, analyzed This file contains the raw data for L scans and E
scans. Fitted intensity and width profiles are also
stored in this file (Fits were mostly done using
the Newplot software.)
Peaks forXRD.xlsx Alignment This file contains Bragg peak positions for Cu Kα
line for Pr2NiO4+y .
RegionVS.opj O-XAS This file contains the O-XAS on surface regions
where there is and is not the Ni L resonant
(001) peak.
XAS in general.opj XAS This file contains the energy scans across the Pr,
Ni and O edges.
dyn diff PNO425.nb Dynamical diffraction The simulation of the (001) peak widths at various
resonant edges using dynamical diffraction. The
result does not show a good match to our expe-
rimental data.
dyn diff PNO425.xlsx Dynamical diffraction The preliminary data for dynamical diffraction
simulation, e.g. the form factors (across each
resonant energy) extracted using Chantler table.
sample pic.jpeg Samples The two Pr2NiO4.25 crystals aligned along (001) and
(100) respectively and the box they are in. The green
arrows indicate which ones they are.
Table A.2.5: The raw files for the nickelates project.
The files are stored in the “All Dissertation Data/PNO+O Nickelates” Folder.
A.3 The Sr0.75La0.25CoO3−y Project
The files are stored in the “All Dissertation Data/SLCO cobaltates” Folder.
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File Name Keywords Comments and Notes
———————————————————————————————————————————————-
xrd-work LSCO and XRD, epitaxy The XRD patterns for LSCO3 films grown with the
SLCO.opj La0.8Sr0.2CoO3 (Praxair, LSCO3) target and SLCO3
films grown with the Sr0.75La0.25CoO3 (MSE,
SLCO3) target.
SLCO-STO-from MSE EDX The EDX file for the films grown on STO using
.pptx the LSCO3 target.
SLCO-MSE target.pptx EDX The EDX file for the LSCO3 target.
LSCO-STO from Praxair EDX The EDX file for the film grown on STO using
.pptx the SLCO3 target.
LSCO-Praxair target.pptx EDX The EDX file for the SLCO3 target.
SLCO-STO MvsT.xlsx Magnetization The moment-vs-temperature plot for a SLCO3 film
grown on STO. (Sample ID: SLCO-STO 020118).
Table A.3.6: The raw files for the cobaltates project.
A.4 The CoTe project
File Name Keywords Comments and Notes
———————————————————————————————————————————————-
xrd eds squid.xlsx All raw data The raw data for the XRD, EDX and magnetization
measurements.
CoTe-Al2O3.opj XRD, in-plane φ-scan The azimuthal φ scan for in-plane epitaxy of
the CoTe grown on Al2O3.
xrd.opj XRD The plots for XRD patterns for all films discussed
in this dissertation.
XRD-compareC.opj XRD, lattice constant The XRD measurements for getting the small
difference in lattice constant c between films with
different Co concentrations.
for finding atom ratio.xlsx Calculation The spreadsheet for finding the approximate atomic
ratio in the CoTe.
Table A.4.7: The raw files for the Co-Te film project.
The files are stored in the “All Dissertation Data/Co-Te films” Folder.
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