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Resumo
O sedentarismo é um estado cada vez mais predominante na população mundial, com o nú-
mero de casos de obesidade a aumentar principalmente a obesidade infantil. Como a obesidade
está relacionada com doenças crónicas, como diabetes e doenças cardiovasculares é um tema que
chamou a atenção da Organização Mundial da Saúde (OMS). Como consequência, o combate
à obesidade tem sido um dos grandes focos da OMS. Este problema pode ser solucionado com
alterações de comportamentos, dietas alimentares e introdução de atividade física na rotina das
pessoas.
O desenvolvimento desta dissertação foca a atenção na análise da atividade física. Para alterar
o comportamento de uma pessoa de forma a que esta comece a praticar atividade física regu-
larmente é necessário detetar fatores que motivem a mesma. O objetivo desta dissertação não é
detetar esses fatores, mas sim disponibilizar ferramentas que auxiliem a sua deteção. Atualmente
este processo é feito manualmente por pessoas especializadas em classificar a atividade física.
Um processo mais rápido e eficaz terá interesse de ser explorado uma vez que a quantidade de
informação a ser processada é cada vez maior.
Nesta dissertação são abordados vários algoritmos de classificação automática de dados com
a finalidade de melhorar ou auxiliar a classificação da atividade física efetuada por observadores.
É utilizado um conjunto de 8 algoritmos de classificação automática para classificar a atividade
física de 10 indivíduos através da análise de sequências de vídeo. Esta análise é efetuada em duas
dimensões (2D) e em três dimensões (3D).
No sentido de tornar o processo de classificação da atividade física mais automatizado, o uso
de algoritmos de tracking é uma boa solução. Nesta dissertação não foi implementado nenhum
algoritmo de tracking, mas foi simulado o seu uso através da introdução do ruído presente no uso
desses algoritmos de forma a se verificar qual o impacto que teria na taxa de acerto da classificação
da atividade física efetuada pelos classificadores automáticos.
No final foi realizada uma comparação da classificação da atividade física entre a observação
direta e a classificação automática, verificando-se que a classificação automática é mais eficiente
e eficaz, resultando numa diminuição do número de pessoas que são mal classificadas.
Como resultado destas abordagens conseguiu-se construir um método de classificação da ati-
vidade física fiável, sendo que foram detetados alguns fatores que afetam a taxa de acerto da
classificação da atividade física das pessoas. São esses a escolha do intervalo de tempo, a análise
do vídeo em 2D ou em 3D, o uso de diferentes algoritmos de classificação automática assim como
o uso ou não de algoritmos de tracking. Conclui-se que é preferível o uso de intervalos de tempo
pequenos (neste caso de 3 segundos contra 5 ou 10 segundos) e uma análise do vídeo em 3D, uma
vez que se verifica um aumento da taxa de acerto. Em relação ao uso de algoritmos de classifi-
cação automática, verifica-se que na análise do vídeo em 2D o Bayes Network é o algoritmo que
se destaca, alcançando-se uma taxa média de acerto na classificação da atividade física de 81,6%
e que na análise do vídeo em 3D existem vários algoritmos que apresentam um bom desempe-
nho obtendo-se uma taxa de acerto de 86,7%. Na simulação do uso de um algoritmo de tracking
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constatou-se que o desempenho dos classificadores automáticos diminui, refletindo numa dimi-
nuição entre 3 e 5 pontos percentuais da taxa de acerto. Por último verificou-se que a classificação
automática tem vantagens sobre a observação direta, pois permite fazer uma avaliação individual e
em grupo simultaneamente assim como uma avaliação da atividade física em intervalos de tempo
menores.
Abstract
Inactivity is an increasingly prevalent condition in the world population. The number of obe-
sity cases has increased especially pediatric obesity. Since obesity is related to chronic conditions
such as diabetes and cardiovascular disease it is a topic that drew the attention of the World He-
alth Organization (WHO). As a consequence, the fight against obesity has been a major focus of
WHO. This problem can be solved with behavior changes, diets and introducing physical activity
into people’s lives.
The development of this dissertation focuses on the analysis of physical activity. In order to
change a person’s behavior so that they start practicing regular physical activity is necessary to
detect factors that motivate them. However the aim of this work is not detecting these factors, but
provide tools that help its detection. Currently this process is done by experts to classify physical
activity. It is therefore relevant to explore a better method to efficiently process the increasing
amount of information.
This dissertation explores several automatic classification algorithms in order to enhance or
assist the classification of the physical activity performed by observers. It uses a set of eight auto-
matic classification algorithms to classify the physical activity of 10 individuals through analysis
of video sequences. This analysis is performed in two dimensions (2D) and three dimensions (3D).
In order to make the method of physical activity classification more automated, the use of
tracking algorithms is a good solution. In this work a tracking algorithm was not implemented,
but its use was simulated through the introduction of noise present in the use of these algorithms.
As result it was possible to see the impact it would have on the classification accuracy rate of
physical activity performed by automatic classifiers.
At the end of the experiment it was carried out a comparison of the physical activity classi-
fication between direct observation and automatic classification. The evidence suggested that the
automatic classification is more efficient and conclusive, resulting in a decrease in the number of
people who are wrongly classified.
Furthermore as result of these experiments it was possible to elaborate a method which is
reliable in classifying physical activity. In addition it was detected some factors affecting the
classification accuracy rate of people’s physical activity. These are the choice of the time interval,
the analysis of the video in 2D or 3D, the use of different automatic classification algorithms and
the use or not of tracking algorithms. It is concluded that the use of small time intervals (in this case
3 seconds instead of 5 or 10 seconds) and an analysis of the video in 3D is preferable, since there is
an increased success rate. Regarding the use of automatic classification algorithms, it turns out that
an analysis of the video in 2D, Bayes Network is the algorithm that stands out, achieving an average
rate of 81,6% in physical activity classification. In 3D video analysis there are various algorithms
that perform well, yielding a 86,7% hit rate. In the simulation of using a tracking algorithm was
found that the performance of automatic classifiers decreases, reflecting a decrease between 3
and 5 percentage points. Finally it was found that the automatic classification has advantages
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over direct observation, since it allows an individual and group assessment simultaneously, and an
evaluation of physical activity into smaller time intervals.
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“A tarefa não é tanto ver aquilo que ninguém viu,
mas pensar o que ninguém ainda pensou sobre aquilo que toda a gente vê.”
Arthur Schopenhauer
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Capítulo 1
Introdução
1.1 Contextualização
A Organização Mundial de Saúde (OMS) define o excesso de peso e a obesidade como acu-
mulação anormal ou excessiva de gordura, que apresenta um risco para a saúde. O excesso de
peso e a obesidade são os principais fatores de risco para uma série de doenças crónicas, incluindo
diabetes, doenças cardiovasculares e cancro. A obesidade torna-se assim um dos assuntos mais
preocupantes da saúde pública nos dias de hoje por ser um dos principais fatores no desenvolvi-
mento de doenças crónicas (principalmente em países de médios e baixos rendimentos per capita)
e por afetar crianças; problemas de obesidade detetados em adultos já começam também a ser
detetados em crianças.
O aumento do sedentarismo em crianças e jovens assenta em diversos fatores tais como a
substituição de brincadeiras que requeriam um gasto energético benéfico para o controlo do peso,
por atividades de base tecnológica, tais como videojogos, que na maioria dos casos não implicam
esforço físico e, como comprovado por diversos estudos, levam a um aumento do consumo de
alimentos pouco saudáveis. Uma vez que as crianças são mais vulneráveis a doenças crónicas
provenientes da obesidade do que os adultos, a obesidade infantil torna-se assim num problema
ainda mais importante a combater. Uma criança obesa tem uma maior probabilidade de sofrer de
doenças ortopédicas, neurológicas, pulmonares, gastrointestinais e endocrinológicas do que uma
criança com um peso saudável, o que justifica o investimento no combate à obesidade infantil [1].
Para combater a obesidade infantil é necessário que a energia consumida pela criança não seja
superior à energia gasta. Como tal, uma mudança na dieta alimentar e um aumento da atividade
física poderá ser uma solução.
Na última década foram realizados diversos estudos sobre formas de combater a obesidade
quer através de intervenções para a sua prevenção, quer através de atividades que levem à perda
de peso. Muitos destes programas de combate à obesidade são baseados em alterações dos com-
portamentos das pessoas, das suas dietas e da introdução de exercício físico diário como estilo de
vida. Os estudos sugerem que a introdução de exercício físico diário como estilo de vida é o que
poderá produzir os melhores resultados a longo termo [2]. Desta forma, combater o sedentarismo,
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com vista à diminuição da obesidade, poderá ser uma importante estratégia para um aumento nos
níveis da saúde pública.
Neste contexto, é essencial identificar fatores que contribuam para que uma pessoa passe de
um estilo de vida sedentário para um estado mais ativo e saudável. Apesar de já existirem diversas
formas de avaliar a atividade física, estes métodos recorrem na sua maioria à observação direta
que consiste em registar presencialmente e manualmente as observações e analisá-las de acordo
com um conjunto de padrões pré-definidos de forma a classificar o nível da atividade física de
um indivíduo. Contudo, esta análise tem algumas limitações, sendo que a utilização neste pro-
cesso de técnicas baseadas em visão computacional poderão melhorar e aumentar a qualidade dos
resultados obtidos.
Estudos recentes [3] compararam a observação direta (método tradicional) e a classificação
automática da atividade física, chegando-se à conclusão que o uso da classificação automática
pode produzir melhores resultados, quer na taxa de acerto da classificação da atividade física, quer
no número de pessoas que são classificadas incorretamente. Assim a tecnologia será usada como
uma aliada para promoção de uma vida mais saudável.
1.2 Objetivos
Com esta dissertação pretende-se contribuir para o processo de avaliação da atividade física
individual com recurso a sistemas baseados em visão computacional através do processamento
de vídeo e métodos de classificação automática, mais especificamente com o uso de algoritmos
computorizados. Atualmente esta avaliação é feita essencialmente por observação direta, mas o
resultado deste método está dependente da opinião do observador, tornando-se assim num método
subjetivo. O trabalho desenvolvido em [3] demonstrou que é possível obter melhores resultados
fazendo uso de processos automáticos do que recorrendo à classificação por observação direta.
Com o objetivo de tornar a metodologia de classificação da atividade física mais consistente,
são propostas as seguintes análises para classificar a atividade física individual:
• analisar o impacto na taxa de acerto do uso de diferentes intervalos de tempo na análise do
vídeo para classificação da atividade física;
• analisar o impacto do uso de diferentes algoritmos de classificação automática na taxa de
acerto;
• analisar o impacto do uso de diferentes conjuntos de características a fornecer aos vários
algoritmos de classificação automática;
• analisar o vídeo em 2D e 3D;
• analisar o impacto da utilização de algoritmos de tracking no desempenho dos classificado-
res automáticos.
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Com estas análises e comparando os melhores resultados obtidos com a observação direta,
pretende-se mostrar que o uso de algoritmos de classificação automática é um método fiável para
avaliar a atividade física de pessoas.
1.3 Estrutura da Dissertação
Esta dissertação está dividida em 5 capítulos, onde no primeiro capítulo se faz uma introdu-
ção, dando uma contextualização, seguido da apresentação dos objetivos desta dissertação. No
Capítulo 2 é feita uma revisão bibliográfica sobre observação direta, métodos auxiliares à classi-
ficação da atividade física e ferramentas que ajudem a classificação automática. No Capítulo 3 é
descrita a proposta de desenvolvimento desta dissertação com base num trabalho exploratório [3].
O Capítulo 4 apresenta os resultados alcançados numa abordagem do vídeo em 2D e 3D, assim
como o impacto que o uso de algoritmos de tracking tem na classificação da atividade física das
pessoas. No final deste capítulo é apresentada uma comparação da classificação da atividade fí-
sica entre a observação direta e o uso de algoritmos de classificação automática. Já o Capítulo 5
foi destinado à apresentação de conclusões relativas a esta dissertação, assim como propostas de
desenvolvimento de trabalho no futuro.
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A atividade física é definida como qualquer movimento corporal produzido pelos músculos
esqueléticos que resulte num gasto energético superior ao que é gasto quando um indivíduo está
em repouso [4]. Deste modo, a caracterização da atividade física torna-se abstrata, o que levou
ao desenvolvimento de diversos métodos para possibilitar a sua caracterização. A seleção do
método é efetuada tendo em consideração a relação de compromisso entre o nível de exatidão e de
viabilidade do mesmo. Porém, a escolha final do método varia com o objetivo de cada problema,
tornando-se necessário a análise dos prós e contras de cada método para que a melhor opção seja
aplicada de acordo com o problema em questão.
A observação direta, onde existe um observador especializado na caracterização da atividade
física, apesar de não ser um método automático continua a ser o mais utilizado, devido ao facto
de ser o mais eficaz até ao momento [5]. Contudo, à medida que o número de dados a serem
recolhidos aumenta, torna-se vantajoso o uso de recursos automáticos, como por exemplo, a de-
teção automática de pessoas e os algoritmos de classificação da atividade física e de seguimento
das mesmas. Atualmente, existem vários tipos de sensores que auxiliam métodos computacionais
de caracterização da atividade física como por exemplo os acelerómetros, o sistema de posicio-
namento global (GPS) e o sistema de informação geográfica (GIS). Neste capítulo abordam-se
métodos de captura e processamento de vídeo para posterior análise e classificação da atividade
física. Relativamente a estes métodos, serão abordadas estratégias empregues, assim como as suas
vantagens e desvantagens.
2.1 Observação Direta
Como já foi mencionado anteriormente, a observação direta é efetuada por um técnico especi-
alizado na avaliação do nível da atividade física e nos comportamentos de pessoas. A observação
direta é um método subjetivo, uma vez que está dependente de um observador, estando sujeito a
erros. Com o intuito de reduzir o erro associado à observação direta, foram desenvolvidas várias
metodologias. A escolha do método varia com o ambiente e os objetivos do estudo. O Behaviors
of Eating and Physical Activity for Children’s Health: Evaluation System (BEACHES) tem como
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objetivo avaliar a influência do ambiente familiar sobre os comportamentos alimentares e físicos
de uma criança, sendo a casa ou a escola os ambientes mais adequados [5]. Este método tem como
desvantagem a avaliação da atividade física de um único indivíduo. Um método mais focado na
atividade física dos estudantes, em contexto escolar, é o System for Observation Fitness (SOFIT).
O SOFIT é um dos mais utilizados na observação direta, e foi desenvolvido com o intuito de
avaliar a qualidade das aulas de educação física. No entanto, o SOFIT é limitado no sentido em
que só permite a avaliação individual dos comportamentos físicos. Em contrapartida o System to
Observe Physical and Leisure Activity in Youth (SOPLAY) permite a caracterização da atividade
física em grupos [5]. A utilização deste método torna possível a avaliação do nível de atividade
dos indivíduos numa área específica. Existe ainda a opção de guardar aspetos ou configurações da
área escolhida que influenciam a atividade física. Para tal, é necessário que todas as áreas de ati-
vidade física sejam identificadas e medidas antes da recolha de dados. A localização, a dimensão
e os limites de cada área também têm de ser determinados, assim como um mapa que identifi-
que a localização dessas áreas. Deste modo, a recolha de dados realizada pelos observadores é
consistente.
A caracterização da atividade física recorrendo à observação direta tem o inconveniente de
influenciar a atividade das pessoas sob análise, uma vez que esta sabe que está a ser observada
e avaliada; os seus movimentos e comportamentos passam a ser condicionados quando deveriam
ser naturais. Uma outra desvantagem deste método é o facto de um observador poder não con-
seguir fazer a avaliação correta de um grupo de pessoas, porque basta existirem duas pessoas a
fazerem uma deslocação em direções opostas que o observador só irá conseguir focar a atenção
num deles. Neste sentido quando é necessário avaliar um grande número de pessoas, ao mesmo
tempo, a observação direta torna-se mais difícil. Assim, a utilização de uma câmara de vídeo pode
permitir uma análise posterior, mais cuidada e atenta, o que pode contribuir significativamente
para melhorar a eficácia deste método. O uso da câmara também tem a vantagem de as pessoas
não sentirem tanto que estão a ser observadas resultando num comportamento mais natural por
parte das mesmas. No entanto, a subjetividade e erros continuam a estar presentes sendo uma das
principais desvantagens associadas a este método, dependendo do conhecimento e experiência dos
profissionais especializados na análise e classificação da atividade física.
2.2 Métodos Auxiliares à Caracterização da Atividade Física
Para além da observação direta, existem outros métodos que possibilitam a caracterização
da atividade física, como por exemplo os acelerómetros. Estes aparelhos medem a aceleração
corporal provocada pelo movimento de um indivíduo, recorrendo à amplitude e frequência da ace-
leração. Apesar deste método ser muito útil em algumas aplicações, contém certas limitações,
como é o caso da incapacidade de medir igualmente todas as atividades físicas e depender da parte
do corpo onde é colocado. Por exemplo, os acelerómetros não conseguem fazer uma avaliação
adequada da energia gasta por um ser humano a subir uma rua inclinada ou a transportar cargas
pesadas, devido à variação da aceleração presente nestes movimentos ser praticamente nula. Outro
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inconveniente deste método é a necessidade do indivíduo ter de usar o dispositivo (normalmente
colocado abaixo do peito, recorrendo ao uso de uma banda elástica) durante vários dias de ativi-
dade física para que os dados sejam precisos e confiáveis. O artigo [6] faz referência à utilização
conjunta dos acelerómetros com a monitorização do batimento cardíaco. Esta combinação conse-
gue congregar as vantagens de cada um destes métodos, eliminando assim algumas desvantagens
que têm ao serem utilizados individualmente. Por exemplo, numa atividade física de baixo es-
forço, a medição do batimento cardíaco é menos precisa na estimação do nível de energia gasta,
ao contrário dos acelerómetros. A combinação destes métodos possibilita uma avaliação precisa
da energia gasta por uma pessoa, tendo como inconveniente o custo relativamente elevado dos
aparelhos.
O GPS também tem sido uma das tecnologias usada pelos investigadores nesta área, uma vez
que disponibiliza a informação da posição de um recetor GPS em qualquer lugar do planeta, a
direção do deslocamento assim como a velocidade do mesmo. Este sistema foi declarado opera-
cional em 1995 e consiste num agrupamento de vinte e quatro satélites, em que cada um deles dá
duas voltas à Terra por dia, garantido que pelo menos quatro deles estejam acessíveis para qual-
quer recetor GPS [7]. Cada recetor capta o sinal de quatro satélites para determinar a sua posição
no planeta Terra, sendo que o recetor não necessita de ter um relógio de grande precisão uma vez
que cada um dos satélites tem a bordo um relógio atómico, fornecendo assim informação horária
ao recetor. Apesar de o GPS oferecer um potencial melhoramento na classificação da atividade
física [8] quando usado como uma ferramenta complementar, nenhum estudo mostra que a utili-
zação exclusiva do GPS para a classificação da mesma é uma medida válida e confiável, com o
agravamento de que o GPS apresenta algumas falhas de cálculo de posição, principalmente den-
tro de edifícios, tornando inviável a sua utilização como recurso para a classificação da atividade
física quando a mesma é praticada dentro de edifícios.
No artigo [9] explora-se a combinação de acelerómetros com o GPS para classificação da ati-
vidade física diária de trinta e cinco pessoas durante três dias. Cada um dos participantes usava
um dispositivo GPS e um acelerómetro para monitorização da atividade física durante 3 dias com
a exceção de atividades que resultariam em submersão das unidades em água (tomar banho, nadar,
etc). No artigo chegou-se à conclusão, fazendo uso da informação de hora e data, que mais de
metade de todas as atividades físicas efetuadas e mais de dois terços do tempo de atividade física
total poderiam ser detetadas recorrendo unicamente ao GPS. Também é explicado que os períodos
de atividade física detetados pelo GPS são maiores dos que os que são detetados pelos aceleró-
metros. No entanto, é explicado que isso acontece devido ao facto de a atividade física efetuada
dentro de edifícios não ser suscetível de produzir dados GPS e que a atividade física praticada ao
ar livre (em que os dados têm maior probabilidade de serem produzidos pelo GPS) é geralmente
mais longa do que a praticada dentro de edifícios.
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2.2.1 Utilização de Vídeo
Tanto a observação direta, como o uso de acelerómetro são métodos invasivos, uma vez que
o indivíduo tem consciência de que está a ser observado e analisado, podendo assim influenciar
o seu comportamento. Se se pretender um método menos invasivo a esse nível, a utilização de
uma câmara de vídeo como auxílio para caracterização da atividade física é uma alternativa. As-
sim o indivíduo em causa não sente a presença de um observador, ou um aparelho eletrónico a
monitorizar a sua atividade física, podendo resultar num comportamento físico mais natural. Este
método permite que o vídeo seja utilizado tanto por observadores na observação direta como em
aplicações computacionais que façam uma classificação automática de dados. No caso da obser-
vação direta, a captura de vídeo é vantajosa porque possibilita que o observador reveja as suas
anotações e detete erros, caso estes existam. Contudo, como existe uma avaliação mais cuidada,
onde o observador pode analisar as pessoas com mais detalhe (pois consegue andar para trás, para
a frente e parar o vídeo), o tempo que leva a fazer a avaliação da atividade física de uma pessoa
aumenta. Na captura de vídeo é preciso ter em atenção à câmara a utilizar e ao modo como será
feita a captura de vídeo, tanto a nível do número de câmaras necessário como a perspetiva a que
a câmara é colocada para a captura do vídeo. Estes pormenores são fundamentais neste processo,
uma vez que irão influenciar todo o procedimento subsequente. Por este motivo é indispensável
fazer uma escolha cuidada da câmara e da perspetiva da mesma de acordo com os resultados que
se pretendem obter.
Em relação ao número de câmaras a utilizar, opta-se pelo uso de uma só câmara, quando se
pretende uma solução mais acessível economicamente, sendo que a câmara tem que cobrir toda
a área em análise. Assim, a utilização de apenas uma câmara implica a cobertura de uma área
menor. Esta limitação pode ser minimizada colocando a câmara a uma maior distância da cena,
com a agravante de os objetos de interesse apresentarem dimensões menores na imagem. Esta
solução implica uma complexidade superior a nível de processamento, no que toca à deteção de
pessoas e à resolução de ocultações, uma vez que a captura do vídeo é efetuada apenas de um
ângulo, tornando-se difícil generalizar todo o processo. Em [10] são apresentadas formas de fa-
zer seguimento de um grupo de pessoas utilizando apenas uma câmara, recorrendo ao algoritmo
CONDENSATION e ao filtro de Kalman, solucionando assim problemas de ocultação de jogado-
res. A utilização de múltiplas câmaras tem a vantagem de conseguir capturar toda a área de análise
em diferentes perspetivas com uma maior resolução, facilitando assim o processo de deteção e re-
solução de ocultação de pessoas [11]. O artigo [12] recorre ao uso de duas câmaras fixas no topo
de um pavilhão, evitando assim casos de ocultação (ver Figura 2.1). Todavia, esta configuração de
câmaras é muito limitada no seguimento de pessoas, não permitindo, por exemplo, executar uma
análise de movimentação corporal.
2.2.2 Deteção de Pessoas Utilizando Vídeo
Apesar de a bibliografia existente sobre a deteção de pessoas utilizando vídeo ser significativa,
uma vez que é um assunto emergente e com grande interesse nos sistemas baseados em visão, o
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Figura 2.1: Imagens recolhidas das duas câmaras (retirado de [12])
reconhecimento automático de pessoas em vídeos é um dos problemas mais difíceis de contornar
nesta área. Esta dificuldade está presente devido ao facto de o ser o humano ter muitas variações
na sua forma, como a estatura, a aparência e a postura. A postura que uma pessoa pode tomar é
um dos maiores desafios na deteção de pessoas. Em pé, sentado ou de cócoras são só algumas
de muitas posturas que um indivíduo pode tomar, sendo que existe uma grande variação na forma
que o corpo humano pode ter entre cada uma delas. Para além da postura que um indivíduo possa
tomar, existem outros fatores que dificultam a tarefa de deteção de pessoas utilizando o vídeo. São
entre outros, a perspetiva a que a câmara é colocada, assim como a iluminação.
Outro fator a ter em consideração, na deteção de pessoas, é a possibilidade de existirem ob-
jetos que possam ocultar parte do corpo do ser humano durante a deteção do mesmo. O método
Histogram of Oriented Gradients (HOG) é muitas vezes complementado com outros métodos para
melhorar a deteção de pessoas ou, até mesmo, o tempo de processamento. Em [13] usa-se o HOG
para melhorar o tempo de processamento sem comprometer o desempenho, quando comparado
com outros métodos. Em [14] utiliza-se HOG com Local Bionary Pattern (LBP) para conseguir
manipular a ocultação parcial do corpo dos indivíduos em questão.
Existem outros métodos de deteção a ter em consideração, como por exemplo o Cascade
Detector [15] que consiste na combinação de diferentes métodos de classificação em cascata, com
consequente aumento da velocidade de deteção de objetos. A estrutura dos métodos em cascata
é similar à de uma árvore de decisão, onde cada ramo só é explorado se tiver interesse; o mesmo
acontece no Cascade Detector. Existe uma série de classificadores que são aplicados em cada
subjanela da imagem a ser analisada, de modo a que o primeiro classificador elimine a maior parte
de exemplos negativos. Subsequentemente outros classificadores são aplicados com o objetivo de
reduzir o número de subjanelas, detetando e eliminando os exemplos negativos existentes. Este
método é utilizado por Viola e Jones [16], tendo conseguido reduzir o tempo de processamento
ao mesmo tempo que executava uma deteção com uma alta exatidão. Segundo Viola e Jones [16],
conseguiu-se uma velocidade quinze vezes superior, quando comparado com outras abordagens
feitas anteriormente, recorrendo a novos algoritmos, representações e perceções.
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2.2.3 Seguimento de Pessoas
Para que seja possível realizar o seguimento de pessoas é decisivo que se consiga atribuir, de
forma consistente ao longo do tempo, uma etiqueta a cada objeto, ou seja, resolver o problema de
associação de dados a cada indivíduo. Contudo, existem fatores que dificultam esta tarefa como
a movimentação da câmara, a existência de ruído nas imagens de vídeo e movimentos bruscos
ou complexos das pessoas. Variações na iluminação e ocultação parcial ou completa das pessoas
também são outros fatores que contribuem para a dificuldade existente no seguimento de pessoas.
O seguimento automático de pessoas em sequências de vídeo tem sido o foco de muitas pesqui-
sas [17, 18, 19]. Este desafio apresenta inúmeras dificuldades, especialmente em ambientes não
controlados como é o caso de quase todos os cenários encontrados no dia-a-dia. Como resultado,
uma única solução para o problema não foi encontrado. Várias abordagens tentam simplificar o
problema para o tornar mais aplicável [20]. A escolha do posicionamento da câmara, da informa-
ção relevante para a deteção e identificação de pessoas assim como a introdução de modelos que
ajudem a minimizar os erros, são as estratégias comuns aplicadas [21, 22].
A complexidade do seguimento de pessoas aumenta em ambientes onde mais do que uma
câmara é utilizada. O uso de multi-câmaras é útil para cobrir grandes áreas ou para adquirir
várias perspetivas de modo a resolver ambiguidades (como por exemplo ocultações). Na deteção
de pessoas usando mais do que uma câmara, é preciso ter em conta as diferentes características
das mesmas [23]. Análises exaustivas de vídeo para seguimento de objetos podem ser vistos
em [24, 25].
Para que seja possível fazer uma etiquetagem correta, o uso da cor, a delimitação das pessoas
através de contornos, a textura e a forma, assim como o recurso a filtros para combater ruído,
ocultações e movimentos da câmara são algumas das técnicas usadas [26]. Filtros como o filtro
de Kalman, o filtro de Kernel e o filtro de partículas são os mais conhecidos, sendo que o filtro
de partículas é bastante usado nos algoritmos de seguimento, enquanto que o filtro de Kalman é o
mais utilizado quando se pretende um processamento em tempo real. Em [27] usa-se um filtro de
partículas para fazer o seguimento de pessoas, onde se recorre ao Principal Components Analysis
(PCA) como ferramenta de deteção de indivíduos conseguindo reduzir o número de dados de teste
e de amostras. O filtro de Kalman é muito poderoso na estimativa dos estados passado, presente
e futuro dos objetos, conseguindo corrigir a rota de uma pessoa caso exista uma deteção incorreta
da mesma. Em [28] encontra-se uma descrição detalhada deste filtro. O artigo [29] utiliza o filtro
de Kernel, obtendo bons resultados; adicionalmente, conseguiu-se lidar com as movimentações da
câmara e as ocultações parciais. Foi também demonstrado, neste artigo, que é possível associar
este filtro a outros, havendo uma melhoria significativa no seguimento de pessoas e objetos.
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2.3 Ferramentas de Auxílio à Classificação Automática da Atividade
Física
Para executar uma classificação automática da atividade física, é normal recorrer a algoritmos
de aprendizagem (em inglês machine learning). Machine learning explora a construção e estudo
de algoritmos de aprendizagem e de previsões a partir de dados. Estes algoritmos constroem
regras de classificação a partir de um conjunto de dados analisados e classificados previamente
(ver Figura 2.2). Com a construção destas regras de classificação é possível fazer previsões ou
decisões sobre um novo conjunto de dados por analisar e classificar. Como resultado obtém-se
a classificação desses mesmos dados. Desta forma um algoritmo de aprendizagem não se limita
Figura 2.2: Diagrama representativo de um algoritmo de aprendizagem
a seguir instruções pré-definidas, sendo o que geralmente acontece na programação, mas tenta
emular comportamentos que o ser humano faz automaticamente na tomada de decisões baseadas
em experiências passadas. Assim, estes algoritmos estão relacionados com a inteligência artificial
e problemas de otimização.
Na utilização de algoritmos para a classificação automática de dados é preciso ter em consi-
deração problemas de overfitting. Overfitting ocorre frequentemente quando os dados utilizados
para treino são os mesmos usados para avaliação ou quando os dados de treino usados não apre-
sentam ser uma boa representação da população. Este fenómeno também pode ocorrer quando
existe uma exploração excessiva do algoritmo de classificação de dados usado. Por exemplo, na
classificação de dados recorrendo ao Support Vector Machine (SVM) com o Kernel do tipo poli-
nomial é possível acomodar algumas relações curvilíneas e por isso é mais flexível do que o uso
de um Kernel do tipo linear. Mas se o conjunto de dados está em conformidade com o modelo
linear, o uso do Kernel do tipo polinomial irá acrescentar um nível de complexidade sem qualquer
prestação correspondente no desempenho ou, pior ainda, com pior desempenho do que o modelo
mais simples.
Exemplos comuns de algoritmos de aprendizagem são os filtros para deteção de correio ele-
trónico não desejado, os motores de pesquisa e a computação visual como o reconhecimento ótico
de caracteres, reconhecimento facial e deteção de pessoas. Caso se pretenda efetuar um proces-
samento de informação, em tempo real, torna-se vantajoso proceder a um pré-processamento para
eliminar características não desejáveis de modo a reduzir a quantidade de informação, acelerando
assim o processo. Outra forma de simplificar esta tarefa é através da recolha de informação sobre
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o problema em concreto. Assim, é importante utilizar um algoritmo que se enquadre o melhor
possível no conjunto de dados reunidos, de forma a obter-se bons resultados.
2.3.1 Algoritmos de Classificação Automática de Dados
Atualmente, o machine learning é utilizado na deteção da atividade física [30, 31], sendo que
o leque de algoritmos existentes é grande. Um exemplo de aplicação de algoritmos de aprendi-
zagem na saúde pública pode ser visto em [30], onde estes são aplicados em indivíduos de idade
com o intuito de efetuar uma chamada de emergência após a deteção de uma queda do indivíduo
em questão, permitindo que receba ajuda de imediato. No artigo [31] são apresentados métodos
automáticos para classificação da atividade física utilizando sensores, sendo que o foco é feito nos
acelerómetros.
Ultimamente, os algoritmos de classificação de dados são cada vez mais utilizados e explo-
rados, consequência da enorme e crescente quantidade de informação (maioritariamente digital),
o que torna a análise de dados manual ineficiente. De entre os algoritmos de classificação mais
conhecidos encontram-se Decision Trees, Bayesian Network, K Nearest Neighbors e SVM.
Uma árvore de decisão providencia como resultado um modelo baseado em testes de lógica
feita sobre as variáveis de entrada, sendo computacionalmente eficientes. Em [32] dá-se ênfase ao
algoritmo C4.5, que produz classificadores chamados árvores de decisão. Em [33] foram usados
vários classificadores incluindo árvores de decisão para classificação da atividade física diária de
20 pessoas. A recolha da informação foi feita recorrendo a 5 acelerómetros colocados em várias
partes do corpo humano (antebraço, pulso, coxa, cintura e tornozelo). Foi pedido a cada pessoa
que executasse um conjunto de atividades diárias e que as registasse. Dos vários classificadores
usados o que se destacou foi a árvore de decisão com uma taxa média de acerto de 84% em 20
atividades diárias diferentes.
Uma rede bayesiana é um modelo probabilístico gráfico que representa um conjunto de variá-
veis e as suas dependências condicionais através de um grafo dirigido acíclico (DAG). Em [34]
recorreu-se a uma rede bayesiana para prever o desenvolvimento de diabetes do tipo dois em paci-
entes, utilizando um conjunto de dados próprios (Pima Indians Diabetes Data Set). Com a quanti-
dade de informação recolhida nos centros de saúde e hospitais sobre a saúde e bem-estar dos pa-
cientes torna-se praticamente impossível analisar toda a informação. A utilização de data mining
e, neste caso da rede bayesiana juntamente com o software Waikato Environment for Knowledge
Analysis (WEKA) torna possível a análise desta enorme quantidade de informação, conseguindo-
se obter em [34] uma taxa de acerto de 72.3%.
O K Nearest Neighbor [35] foi inicialmente descrito em 1951, mas não lhe foi atribuído a
devida importância por ser um modelo computacionalmente intenso e por requerer um grande
conjunto de dados para treino. Com o desenvolvimento do poder computacional, a popularidade
deste método cresceu significativamente, devido à sua simplicidade e eficácia. Para classificar um
ponto desconhecido Xu o K Nearest Neighbor mede a distância dos K pontos vizinhos mais próxi-
mos e dependendo do resultado classifica o ponto desconhecido. Na Figura 2.3 está representado
o ponto desconhecido (Xu). Os exemplos de treino são vetores num espaço multidimensional, cada
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um com uma etiqueta indicativa da classe a que pertence. A fase de treino, consiste apenas em
armazenar as características como vetores e as etiquetas dos dados usadas para treino. Na classi-
ficação K é uma constante, neste caso de valor igual a 5, e o ponto Xu será classificado de acordo
com a distância Euclidiana (ver Equação 2.1) entre este ponto e os seus 5 vizinhos mais próximos.
d(x,y) =
√
p
∑
i=1
(xi− yi)2 (2.1)
Como pode ser visto na Figura 2.3, 4 dos vizinhos mais próximos pertencem ao conjunto ω1 e
apenas 1 vizinho pertence ao conjunto ω3. Deste modo Xu é classificado como ω1.
Figura 2.3: Xu é um ponto por classificar. Neste exemplo K = 5. A distância Euclidiana é calculada
entre este ponto e os seus 5 vizinhos mais próximos. 4 deles pertencem a ω1, e 1 pertence a ω3.
Então Xu é atribuído ao conjunto ω1 (retirado de [36])
Em [36] é proposta uma abordagem da classificação da atividade física recorrendo a smartpho-
nes, uma vez que estes dispositivos apresentam uma grande variedade de sensores como o GPS,
sensores de temperatura, sensores de direção e sensores de aceleração. O smartphone é usado para
recolha de dados, sendo que o K-Nearest Neighbors é utilizado como classificador para classifica-
ção dos dados. Os dados recolhidos pelo smartphone são provenientes dos sensores de hardware
físicos e pela combinação do GPS, do acelerómetro e do sensor magnético. As atividades físicas
classificadas foram: em pé, andar, correr, sentado, subir e descer escadas. Estas foram as ati-
vidades físicas escolhidas por serem atividades que a maior parte das pessoas executam no seu
dia-a-dia. Como resultado da classificação recorrendo ao K-Nearest Neighbors obteve-se em [36]
uma taxa de acerto de 100% para as atividades sentado e em pé. Para as restantes não foram
apresentados resultados, sendo apenas referido que os resultados poderiam ser melhorados com o
aumento do conjunto de dados usados para treino do algoritmo. Uma das limitações detetadas no
uso desta implementação foi a localização do telemóvel (onde se encontram os sensores), uma vez
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que este é colocado normalmente na zona pélvica e poderá não ser suficiente para monitorizar e
classificar devidamente a atividade física do indivíduo.
Outro método utilizado como classificador em machine learning é o SVM. Como classificador,
o SVM é uma ferramenta que divide os dados automaticamente em classes (ver Figura 2.4), sendo
que este procedimento é descrito com detalhe em [37]. Uma vez que esta divisão permite efetuar
a melhor classificação possível dos dados, todo o algoritmo do SVM tem como objetivo encontrar
hiperplanos ótimos que dividem os dados em classes. A representação efetuada na Figura 2.4 pode
sugerir que esta tarefa é fácil, contrariando esta ideia apresenta-se a Figura 2.5, onde apesar de os
dados não serem separáveis linearmente em duas dimensões espaciais, são separáveis através da
função Kernel não linear.
Figura 2.4: Os dados da amostra em duas dimensões, e o hiperplano de separação (uma linha
neste caso) que pode ser encontrado por SVMs neste caso. Os vetores de suporte, os exemplos
mais próximos ao hiperplano, foram circulados. (adaptado de [32])
Em [39] utiliza-se o SVM para fazer classificação da atividade humana, recolhendo os dados
com assinaturas micro-Doppler. Neste artigo são analisadas sete atividades humanas diferentes
(correr; andar; andar com auxilio de um pau; gatinhar; boxe enquanto anda para a frente; boxe
estando parado e sentado), em doze pessoas diferentes, sendo extraídas seis características como
base para a classificação das várias atividades. Com estas características e utilizando o SVM como
classificador, foi obtido em [39] uma taxa de acerto acima dos 90%. No artigo ainda é comparado
o SVM com outros classificadores, como por exemplo as redes neuronais, onde se obteve uma taxa
de acerto inferior (por volta dos 80%). Segundo [40] apesar de o SVM ser uma técnica popular e
simples de implementar quando comparado com as redes neuronais, se esta for usada sem que se
tenha um conhecimento mínimo do funcionamento desta ferramenta, corre-se o risco de obter-se
resultados insatisfatórios. Um tutorial de como se deve usar o SVM é apresentado em [40].
Em [3] faz-se a classificação da atividade física de pessoas como sedentário, moderado ou
vigoroso de forma automática. Nesta dissertação o algoritmo escolhido para a classificação auto-
mática de dados foi o SVM, sendo que os resultados obtidos com este algoritmo foram comparados
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Figura 2.5: Exemplo de dados sintéticos de duas classes em duas dimensões que mostram contor-
nos de constante y (x), obtido a partir de um SVM utilizando uma função de kernel Gaussiana. São
também mostrados a fronteira de decisão, os limites da margem, e os vetores de suporte (retirada
de [38])
com os resultados obtidos provenientes da observação direta feita por três observadores especia-
lizados. Como resultado dessa comparação conclui-se que é possível ter resultados tão bons ou
melhores, poupando assim recursos humanos e tempo. Em [3] mostrou-se que a observação direta
tende a falhar mais pessoas nas suas classificações quando comparado com o uso do classificador
automático. Em adição, a classificação automática torna-se mais objetiva, uma vez que não de-
pende do cansaço dos observadores, possibilitando também, a análise de grandes quantidades de
informação sem comprometer o desempenho.
2.3.2 Soluções Comerciais Existentes
A Amisco [41] foi fundada em 1995, auto titulada como a melhor empresa em tecnologia de
tracking de jogadores de futebol. Ela chegou a ser independente e trabalhava junto das melhores
equipas profissionais de todo o mundo, prestando o serviço de recrutamento de jogadores de fute-
bol, análise dos adversários e análise dos jogos em direto, fazendo a deteção de todos os jogadores
e da interação deles com a bola. Isto é conseguido com o processamento de imagem capturada por
seis a oito câmaras de alta definição, sendo que estas encontram-se instaladas no topo do estádio.
A Prozone [42] fundada também em 1995 é uma concorrente da Amisco e é uma empresa
que faz a classificação da atividade física, mais especificamente em análise individual e coletiva
de desempenho de jogadores de futebol. Inicialmente trabalhou com muitos dos principais clubes
e organizações desportivas para entregar serviços de análise de desempenho. Em 2011 a Amisco
e a Prozone unem forças com a finalidade de liderarem a indústria de análise do desempenho de
atletas de vários desportos.
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Outra solução comercial existente é a OptaPro [43] que consiste, também na análise de jogos
desportivos, como o futebol, o cricket e o rugby. A OptaPro também contribui para análise de
equipas e jogadores adversários assim como para tarefas de recrutamento de jogadores. OptaPro
considera-se a empresa mais eficaz na recolha de informação, análise e distribuição de dados
em tempo real. O serviço de aquisição de dados e processamento da OptaPro usa imagens da
transmissão de TV para anotar todos os dados relevantes durante um jogo. Cada jogo é analisado
por três pessoas, uma pessoa por equipa, sendo que a terceira fica encarregada de supervisionar
todo o processo. Todos os dados analisados e processados são inseridos numa base de dados,
sendo uma das maiores a nível mundial. Nos jogos de futebol, a OptaPro recolhe por jogo cerca
de 1600 a 2000 ações individuais incluindo posições, trajetórias e interações com a bola.
Capítulo 3
Uma Abordagem à Classificação da
Atividade Física
O desenvolvimento desta dissertação representa uma evolução do trabalho desenvolvido em [3],
uma vez que o trabalho desenvolvido foi exploratório, no sentido de tentar contribuir para a inves-
tigação da área da promoção da atividade física recorrendo a vídeo. Assim o trabalho desenvolvido
em [3] é também preparatório no sentido de permitir a outros investigadores focar o seu trabalho na
análise detalhada dos mecanismos de processamento e classificação automática da atividade física.
Na secção 3.1 será descrito com mais detalhe o trabalho desenvolvido em [3], sendo apresentado
de seguida a proposta de desenvolvimento desta dissertação (secção 3.2).
3.1 Resumo do Trabalho Base
O trabalho desenvolvido em [3] teve como objetivo executar a classificação automática da
atividade física. Como a classificação é para ser efetuada recorrendo a vídeo é necessário ter um
conjunto de sequências de vídeos para analisar. Assim a captura de vídeo torna-se essencial e
condicional para o processo consequente. Deste modo foram utilizadas duas câmaras (uma Sony
SNC-CH120 e uma Vivotek FD8162) para adquirir duas sequências de vídeo com características
semelhantes (ver Tabela 3.1), tendo estas sido colocadas em posições típicas de monitorização.
Cada uma das câmaras foi colocada numa posição elevada e direcionada para baixo de modo
a aumentar o campo de visão, conseguindo-se assim abranger metade do espaço utilizado (ver
Figuras 3.1a e 3.1b). Deste modo consegue-se registar toda a atividade decorrente em cada uma das
metades do espaço. O ângulo utilizado para as câmaras diminui o número de ocultação que possam
ocorrer. Desta forma obtém-se um conjunto de 2 sequências, onde cada uma faz a monitorização
do comportamento de 5 pessoas ao longo de 8 minutos e 40 segundos.
Após a captura das sequências foi realizada, por três observadores especializados, uma análise
da atividade física de cada um dos dez indivíduos recorrendo ao método SOPLAY. Como resultado
desta análise obteve-se uma caracterização da atividade física de cada um dos indivíduos, durante
todo o período da gravação. Esta avaliação passou por três fases. Numa primeira, cada um dos
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Tabela 3.1: Propriedades das sequências de vídeo (adaptado de [3])
Duração (minutos) Resolução Frame/Rate Codec No Pessoas
8:40 1024x768 30 frames/s mp4 5
(a) Grupo verde (Sony SNC-CH120) (b) Grupo laranja (Vivotek FD8162)
Figura 3.1: Perspetiva das sequências
observadores fez uma avaliação da atividade física dos indivíduos de dez em dez segundos sem
paragens, onde os primeiros dez segundos serviam para observação da atividade física, sendo que
os dez segundos seguintes são usados para anotação das observações realizadas. Numa segunda
fase o mesmo foi realizado com a diferença de que desta vez era permitido paragens do vídeo
para registo das anotações. Desta forma os dez segundos que antes eram perdidos, para ser feita a
anotação da atividade física dos indivíduos, agora são utilizados. Com esta diferença é produzido
o dobro da informação relativa à atividade física dos dez indivíduos analisados. Numa última fase
a avaliação foi realizada em conjunto pelos três observadores para criação de um modelo de refe-
rência. O resultado da avaliação tem três classificações de atividade física possíveis: sedentária,
moderada e vigorosa. Esta classificação é efetuada de acordo com o movimento/estado de cada
um dos indivíduos (deitado, sentado, em pé, em marcha lenta, em marcha, a correr e a saltar).
Após ter sido feito o registo da atividade física de cada um dos indivíduos gerada pelos três
observadores, essa informação foi utilizada como referência (ground truth) para analisar o desem-
penho dos classificadores automáticos. O seguimento dos indivíduos no vídeo foi feita manual-
mente através da construção da bounding box para cada indivíduo em cada frame do vídeo. Assim,
com a informação proveniente da análise do vídeo é possível ter para cada pessoa em cada frame,
a sua orientação (deitado ou em pé) e o seu tipo de atividade física (sedentário, moderado ou vi-
goroso). A partir daqui é possível retirar/criar conjuntos de informação que serão usados como
sendo as características que o classificador automático vai analisar para classificar devidamente
cada indivíduo como sedentário, moderado ou vigoroso. A informação utilizada em [3] para ser
utilizada pelos classificares automáticos foi a velocidade média, máxima e mínima de cada indi-
víduo num intervalo de tempo, assim como a sua aceleração média e orientação. Os intervalos de
tempo escolhidos para avaliar cada um dos indivíduos foram de 10, 5 e 3 segundos. Para evitar
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overfitting a divisão foi feita recorrendo ao Cross-Validation. Como existe um conjunto de dez
anotações correspondente a cada um dos jogadores, a divisão dos conjunto de dados foi feita de
modo a ter-se 9 conjuntos de anotações para dados de treino e 1 conjunto de anotações para dados
de teste, como é representado na Tabela 3.2.
Tabela 3.2: Ficheiros de teste e de treino usados por algoritmos automáticos para classificação da
atividade física
Ainda foi implementada uma normalização da altura e da largura da Bounding Box aplicado na
velocidade, uma vez que a distância a que um jogador se encontra da câmara influencia o valor da
sua velocidade, tentando desta forma ajustar a velocidade registada de cada indivíduo à velocidade
real. Esta normalização foi efetuada por não existirem calibrações das câmaras usadas que permi-
tissem uma análise 3D. Como pode ser visto na Figura 3.2, dois jogadores a diferentes distâncias
da câmara têm uma variação da altura muito grande. O mesmo se pode verificar para a distância
percorrida a diferentes perspetivas. A mesma distância percorrida em perspetivas diferentes, cor-
responde a diferentes valores de pixels no vídeo. Foi por esse motivo que se implementou em [3]
a seguinte normalização (ver Equação 3.1),
V =
(d1−d2)
H
T
(3.1)
onde, V é a velocidade média de um jogador entre dois determinados pontos, d1 e d2, num intervalo
de tempo T , sendo que d1 e d2 são as coordenada do centroide da bounding box. H é a média da
variação da altura da bounding box nos dois pontos.
O algoritmo de classificação automática que foi usado em [3] para classificar cada um dos
dez indivíduos foi o SVM. Inicialmente foi testado para o intervalo de tempo de 10 segundos
para coincidir com o intervalo de tempo que é utilizado pelos observadores humanos. De seguida
escolheu-se reduzir o intervalo de tempo para metade, o que corresponde a um intervalo de tempo
de 5 segundos. Por último escolheu-se o intervalo de tempo de 3 em 3 segundos. Esta redução
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Figura 3.2: Influência da perspetiva na análise de vídeo
foi efetuada com o objetivo de melhorar os resultados provenientes do SVM. De facto o melhor
resultado registado foi para o intervalo de tempo de 3 em 3 segundos com o uso da normalização,
onde se obteve uma taxa de acerto de 78,01%.
3.2 Evolução Proposta
De forma a atingir os objetivos descritos na secção 1.2, foi proposto um plano de trabalho para
o desenvolvimento desta dissertação. O plano foi dividido em quatro fases, onde as sequências
de vídeo usadas para análise da atividade física de pessoas foram as mesmas que em [3]. A
descrição dos diferentes intervalos de tempo, algoritmos de classificação automática e conjuntos
de características usados serão apresentados no capítulo 4 assim como o impacto que a utilização
de algoritmos de tracking tem no desempenho de classificadores automáticos.
A primeira fase desta dissertação consiste em usar outros algoritmos de classificação auto-
mática de dados para além do SVM. Esta fase foi a mais demorada, uma vez que foi necessário
fazer-se uma familiarização com o trabalho anteriormente desenvolvido e escolher assim como
estudar os algoritmos a serem testados, para utilizá-los da forma mais rentável. Foi também nesta
fase que se desenvolveu a maior parte do código, incluindo o código para criar os ficheiros de
treino e de teste a serem usados pelos algoritmos de classificação automática de dados e o código
que otimiza o uso dos mesmos. Esta otimização passa pela escolha de um conjunto de parâmetros
que cada algoritmo de classificação automática tem ao seu dispor. Esta escolha será descrita com
mais detalhe na secção 4.2.
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Na segunda fase do desenvolvimento desta dissertação foi proposta uma análise do vídeo em
3D, uma vez que existia a calibração das câmaras usadas. Esta abordagem possibilita uma aná-
lise mais detalhada e precisa dos indivíduos, onde se obtém uma melhoria da normalização usada
na análise do vídeo em 2D, sendo esperado obter-se resultados melhores que os obtidos ante-
riormente. Foi proposto fazer-se uma análise do vídeo em 2D e em 3D, porque nem sempre é
possível efetuar-se uma análise do vídeo em 3D, pois a viabilidade desta análise está dependente
da existência de uma distorção e calibração da câmara em causa. Com uma análise do vídeo em
2D e em 3D têm-se também a vantagem de poder comparar resultados, mais especificamente no
desempenho dos algoritmos de classificação automática usados.
Numa terceira fase, uma vez que o seguimento dos dez indivíduos foi feita manualmente,
(ou seja, não foi implementado nenhum algoritmo de seguimento de pessoas) considerou-se útil
simular o uso de algoritmos de tracking de forma a comparar o desempenho dos algoritmos de
classificação automática usados. Esta simulação foi implementada através da introdução do ruído
que está associado ao uso de algoritmos de tracking. Posteriormente, foram implementadas medi-
das para combater o ruído presente nestes algoritmos. Foi necessário estudar-se qual era o ruído
normalmente associado a uso de algoritmos de tracking assim como a sua probabilidade de ocor-
rência. Uma das maiores dificuldades encontradas na simulação do ruído foi implementar uma
suavização nas janelas dos indivíduos; este processo será descrido com mais detalhe no próximo
capítulo.
Para a última fase deixou-se a comparação da observação direta com a classificação auto-
mática. Esta comparação só faz sentido após a produção de todos resultados desejados. Esta
comparação torna-se difícil de executar, uma vez que tem-se informação de cada indivíduo em
cada frame do vídeo. Isto resulta numa quantidade de informação produzida, muito maior quando
comparado com a informação proveniente da observação direta efetuada por observadores espe-
cializados. Outro problema encontrado que dificulta esta comparação é o facto de na observação
direta, utilizando o método SOPLAY, a classificação dos indivíduos é efetuada como um grupo
em vez de ser individualmente. Isto quer dizer que o resultado da classificação efetuada pelos
observadores é o número de pessoas que esteve sedentário, moderado e vigoroso sem identificar
se foi a pessoa X, Y ou Z, enquanto que na classificação automática obtém-se uma classificação
individual. Desta forma, optou-se por comparar os resultados dos classificadores automáticos com
o ground truth computacionalmente produzido. Esta abordagem será detalhada na secção 4.7.
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Capítulo 4
Análise de Algoritmos e Estratégia
Proposta
Neste capítulo são apresentados todos os resultados alcançados acompanhados de alguns co-
mentários. Como referido anteriormente foi implementada a análise do vídeo em 2D e em 3D,
a simulação do uso de algoritmos de tracking e a comparação dos resultados com a observação
direta. As características usadas na análise 2D dos dados foram as seguintes:
• Velocidade instantânea mínima e máxima em x e y;
• Velocidade média num determinado número de frames;
• Aceleração média em x e y num determinado número de frames;
• Orientação;
• Altura e largura da Bounding Box (uma caixa que envolve cada pessoa).
Destas características usou-se três combinações diferentes, A, B e C, que estão representadas
na Figura 4.1. Usaram-se estas três combinações porque no início do desenvolvimento desta dis-
sertação foram recriados os resultados em [3] como base para o desenvolvimento. Numa análise do
vídeo em 3D acrescentou-se o módulo da velocidade e da aceleração ao conjunto de características
usadas (será detalhado na secção 4.4).
4.1 Algoritmos Aplicados
Em [44] faz-se uma comparação de diferentes algoritmos de classificação para deteção do can-
cro da mama. De entre os vários algoritmos testados neste estudo tem interesse em utilizar o Bayes
Network, por apresentar os melhores resultados, o Decision Tree e o K-Nearest Neighbors Algo-
rithm por serem algoritmos bastante conhecidos de classificação automática de dados no estado
da arte.
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Figura 4.1: Características usadas pelos classificadores automáticos para os intervalos de tempo
300, 150 e 90 frames
Outros métodos têm interesse em serem abordados. O Decision Table [45] é um dos casos, pois
é um dos algoritmos mais simples de serem implementados e compreendidos, com a vantagem de
que resultados experimentais mostram que na avaliação de características discretas este algoritmo
apresenta por vezes melhores resultados que algoritmos descritos no estado da arte, tais como o
C4.5. O Naive Bayes simplifica bastante a aprendizagem de um classificador, porque assume que
as características usadas são classes independentes. Embora a independência de características
seja por vezes uma má assunção, normalmente o Naive Bayes compete bem contra outros classifi-
cadores mais sofisticados. Um outro algoritmo, da mesma família das árvores, que tem interesse
em ser testado é o Random Forest [46], uma vez que este algoritmo consegue, por vezes, obter
um melhor desempenho quando comparado com árvores de decisão, principalmente para maiores
conjuntos de dados [47]. Por último escolheu-se uma combinação de 2 algoritmos, uma vez que
a combinação de algoritmos por vezes resulta num melhor desempenho. Decision Tree e Naive
Bayes foi a combinação escolhida resultando no Decision Tree with Naive Bayes Classifier, por o
Pruned Tree ser um dos mais usados e conhecidos classificadores e o Naive Bayes ter um bom de-
sempenho quando comparado com outros algoritmos. Em suma, os métodos que foram abordados
são os seguintes:
• Support Vector Machine;
• Bayes Network;
• Decision Tree;
• K-Nearest Neighbors Algorithm;
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• Naive Bayes;
• Decision Table;
• Decision Tree with Naive Bayes Classifier;
• Random Forest.
4.2 Método de Análise
Para os vários algoritmos de classificação automática, o conjunto de características escolhido
(A, B e C referido em 4.1 para análise 2D e D, E, F e G referido em 4.4 para análise 3D) é
introduzido através da criação de dados de treino e de teste que são utilizados pelos mesmos para
a classificação. A classificação é efetuada individualmente para cada um dos 10 indivíduos, sendo
calculada uma taxa média de acerto assim como o desvio padrão amostral.
Após ter sido feito um estudo dos algoritmos de classificação automática escolhidos, foi ne-
cessário identificar e escolher os parâmetros mais importantes a mudar no seu uso. Cada um dos
algoritmos de classificação automática tem um conjunto de parâmetros diferentes que podem ser
alterados, sendo que os parâmetros escolhidos para serem alterados assim como seus valores são
apresentados de seguida:
SVM
• Tipo de SVM utilizado: C-SVC (utilizado para classificação de dados);
• Tipo de Kernel usado: linear (u′ ∗ v) e função de base radial (e−gamma∗|u∗v|2);
• gamma: constante gamma utilizada (valor variável);
• cost: o parâmetro de custo C para C-SVC usado (valor variável).
BAYES NETWORK
• Algoritmos de pesquisa usados:
– HillClimber;
– K2;
– LAGDHillClimber;
– LocalScoreSearchAlgorithm;
– RepeatedHillClimber;
– SimulatedAnnealing;
– TabuSearch;
– TAN.
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K-NEAREST NEIGHBORS ALGORITHM
• K número de vizinhos utilizados:
– 1, 2, 3 e 4;
• Peso da distância usados: sem peso e com peso = 1distancia .
NAIVE BAYES
• opção do uso de um estimador de Kernel para atributos numéricos em vez de uma distribui-
ção normal: testaram-se ambos;
• opção do uso de discretização supervisionado para converter atributos numéricos para as
nominais.
RANDOM FOREST
• número escolhido de árvores a ser gerado:
– 100, 200, 300, 400 e 500;
A implementação do algoritmo de classificação automática Decision Tree with Bayes Classi-
fier fornecida pelo software utilizado não permitia alteração de parâmetros, até porque não eram
identificados nenhuns, sendo remetido uma referência para mais informação [48]. Em relação
aos algoritmos Decision Tree e Decision Table optou-se por usar os valores por omissão, pois
estes pareceram ser os mais indicados, após verificar-se com pequenos testes que a mudança dos
parâmetros mais significativos não alteravam a taxa de acerto.
4.3 Resultados Obtidos em 2D
Após ter sido selecionado um leque de 8 algoritmos diferentes para classificação automática
da atividade física dos indivíduos, vários testes foram aplicados. Começou-se com o intervalo de
tempo de tempo de 10 segundos (correspondente a 300 frames), diminuindo até ao intervalo de
tempo de 3 segundos (90 frames). Para cada intervalo de tempo foram usados vários conjuntos
de características (A, B, C) para cada um dos algoritmos de classificação automática. Como foi
referido anteriormente, a escolha dos parâmetros para cada algoritmo de classificação automática
é essencial para que estes tenham um melhor desempenho na classificação dos dados. Para cada
um dos classificadores automáticos foi escolhida uma lista de parâmetros a utilizar (descritos an-
teriormente). Ou seja, para cada classificador efetuou-se a classificação dos dados recorrendo a
várias combinações de alguns dos parâmetros que estes classificadores disponibilizam. No final é
escolhida a combinação que resulta nos melhores resultados.
4.3 Resultados Obtidos em 2D 27
Testes Efetuados para o Intervalo de Tempo de 10 Segundos
Começa-se a análise dos resultados obtidos para o intervalo de tempo de 300 frames, porque
é o mesmo intervalo de tempo utilizado pelos observadores humanos utilizando o SOPLAY (10
segundos de observação seguidos de anotação da atividade física dos indivíduos). Uma compa-
Figura 4.2: Comparação da taxa de acerto dos melhores algoritmos de classificação automática
para o intervalo de tempo de 300 frames com o conjunto de características A
ração entre os vários conjuntos de características usadas com e sem normalização foi realizada.
Começando pelo conjunto de características A sem normalização, verifica-se pela Figura 4.2 que
o Naive Bayes é o que tem uma taxa média de acerto superior. Em segundo lugar vem o SVM com
uma diferença de 0,1 pontos percentuais. No entanto olhando para todos os resultados encontrados
na Tabela 4.1 para o conjunto de características A, verifica-se que o desvio padrão do Naive Bayes
é superior ao do SVM em 0,3 pontos percentuais, tornando o SVM um algoritmo preferível neste
caso, uma vez que tem uma maior precisão da classificação da atividade física dos 10 indivíduos.
Tabela 4.1: Taxa de acerto e desvio padrão obtidos (em percentagem) para o intervalo de tempo
de 300 frames sem normalização
Características A Características B Características C
SVM 72,7 ± 10,3 73,3 ± 11,4 73,3 ± 12,0
BAYES NETWORK 71,6 ± 11,5 71,6 ± 11,5 72,4 ± 9,7
DECISION TREE 65,9 ± 14,4 69,7 ± 12,5 68,9 ± 11,6
K-NEAREST NEIGHBORS 64,3 ± 11,2 64,7 ± 12,3 64,3 ± 10,6
NAIVE BAYES 72,8 ± 10,6 73,6 ± 9,9 73,3 ± 8,8
DECISION TABLE 68,6 ± 12,5 68,6 ± 12,5 68,8 ± 12,3
DECISION TREE NB 72,5 ± 14,9 72,7 ± 12,0 67,6 ± 11,0
RANDOM FOREST 71,3 ± 10,7 71,7 ± 9,5 73,4 ± 10,5
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Figura 4.3: Comparação da taxa de acerto dos melhores algoritmos de classificação automática
para o intervalo de tempo de 300 frames com o conjunto de características B
Aplicando a normalização (Equação 3.1) obteve-se resultados mais satisfatórios para maior
parte dos métodos. Observando a Figura 4.2, constata-se que o desempenho do Naive Bayes me-
lhora. Em contrapartida verifica-se uma descida na taxa de acerto do método SVM. Comparando
os métodos com e sem normalização para o conjunto de características A, constata-se que o me-
lhor resultado é com o uso do Random Forest com normalização ficando em segundo lugar o uso
do Naive Bayes também com normalização.
Analisando a Figura 4.3 verifica-se que para o conjunto de características B sem normalização
existe uma vez mais um destaque do algoritmo Naive Bayes, sendo que desta vez ultrapassa a taxa
de acerto do SVM em 2 pontos percentuais ao mesmo tempo que obtém um desvio padrão inferior
em 1,6 pontos percentuais, como pode ser constado na Tabela 4.1. Verifica-se que não existe muita
diferença entre o conjunto de características A e B quando não se faz uso da normalização. Com o
uso da normalização para o conjunto de características B, pode-se ver através da Figura 4.3 que o
melhor resultado é com o uso do Random Forest sendo atingida uma taxa média de acerto de 76%
com um desvio padrão de 11,5%. Em segundo lugar encontra-se o Bayes Network com o menor
valor de desvio padrão (9,3%).
Por fim, analisando o conjunto de características C para o intervalo de tempo de 300 frames
(10 segundos), não tendo em conta o uso da normalização, verifica-se através da Figura 4.4 que a
taxa de acerto dos 2 melhores classificadores é próxima da obtida recorrendo ao SVM. No entanto
pode-se ver que na Tabela 4.1 que o desvio padrão dos dois melhores algoritmos (Random Forest e
Naive Bayes) têm um valor do desvio padrão inferior ao do SVM, sendo assim algoritmos com um
melhor desempenho que o SVM. Entre o Random Forest e o Naive Bayes, apesar de a Figura 4.4
dar a entender que o melhor destes dois é o Random Forest, na Tabela 4.1 constata-se que o melhor
classificador é o Naive Bayes apresentando uma melhor relação entre a taxa de acerto e o desvio
padrão. Desta vez, com o uso da normalização verifica-se apenas um incremento no desempenho
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Figura 4.4: Comparação da taxa de acerto dos melhores algoritmos de classificação automática
para o intervalo de tempo de 300 frames com o conjunto de características C
Tabela 4.2: Taxa de acerto e desvio padrão obtidos (em percentagem) para o intervalo de tempo
de 300 frames com normalização
Características A Características B Características C
SVM 70,4 ± 12,4 72,4 ± 11,6 64,5 ± 9,5
BAYES NETWORK 72,5 ± 10,8 73,0 ± 9,3 72,6 ± 9,8
DECISION TREE 69,3 ± 10,9 70,6 ± 13,4 70,6 ± 8,5
K-NEAREST NEIGHBORS 64,5 ± 9,5 69,8 ± 9,3 59,9 ± 10,6
NAIVE BAYES 73,1 ± 9,9 72,1 ± 10,5 71,9 ± 9,5
DECISION TABLE 72,3 ± 10,9 72,3 ± 10,9 74,1 ± 11,0
DECISION TREE NB 71,8 ± 11,1 72,1 ± 11,9 67,7 ± 11,7
RANDOM FOREST 74,4 ± 11,5 76,0 ± 11,5 73,2 ± 11,1
em metade dos algoritmos usados (ver Tabela 4.2). Ainda assim, obteve-se um bom desempenho
por parte do Random Forest e do Decision Table, como pode ser visualizado na Figura 4.4, sendo
estes os algoritmos com o melhor desempenho para este caso.
Agrupando os melhores resultados com e sem o uso da normalização, pode-se ver pela Ta-
bela 4.3 qual é a melhor combinação entre os algoritmos de classificação automática de dados e o
conjunto de características a usar para o intervalo de tempo de 300 frames. Sem o uso da norma-
lização pode-se verificar que a melhor combinação é o uso do Naive Bayes aliado ao conjunto de
características B. Com o uso da normalização, consegue-se ver pela Tabela 4.3 que a conjugação
que traz um melhor desempenho é o algoritmo Random Forest com o conjunto de características
B.
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Tabela 4.3: Comparação dos melhores resultados encontrados (em percentagem) com e sem o uso
da normalização para o intervalo de tempo de 300 frames
Características A Características B Características C
sem SVM NAIVE BAYES NAIVE BAYES
normalização 72,7 ± 10,3 73,6 ± 9,9 73,3 ± 8,8
com RANDOM FOREST RANDOM FOREST DECISION TABLE
normalização 74,4 ± 11,5 76,0 ± 11,5 74,1 ± 11,0
Testes Efetuados para o Intervalo de Tempo de 5 Segundos
Com o uso de métodos automáticos para a classificação da atividade física tem-se a vanta-
gem de conseguir facilmente reduzir o intervalo de tempo para o qual se pretende classificar um
indivíduo. Ao reduzir o intervalo de tempo para metade pretende-se melhorar a classificação,
pois num intervalo de tempo de 10 segundos pode existir um segmento do tempo onde exista um
comportamento vigoroso do indivíduo que seja ignorado por o indivíduo ter um comportamento
maioritariamente sedentário. Assim foram exploradas as vantagens da diminuição do tempo de
amostragem.
Figura 4.5: Comparação da taxa de acerto dos melhores algoritmos de classificação automática
para o intervalo de tempo de 150 frames com o conjunto de características A
Começando por analisar os resultados obtidos para o conjunto de características A, pode-se re-
parar nas diferenças entre a utilização ou não da normalização (Equação 3.1) através da Figura 4.5.
Desta vez constata-se que sem o uso da normalização, o SVM é o algoritmo que tem uma maior
taxa média de acerto, sendo que esta aumentou com a diminuição do intervalo de tempo. Em
segundo lugar encontra-se o Naive Bayes que apesar de ter uma taxa média de acerto inferior no
valor de 0,9 pontos percentuais, regista uma maior precisão na classificação dos 10 indivíduos.
Este facto pode ser constatado na Tabela 4.4, pelo valor do desvio padrão, o qual é 0,8 pontos
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percentuais inferior. No entanto quando se faz uso da normalização, existem vários métodos que
superam o SVM, sendo os dois melhores o Bayes Network e o Decision Table. Isto acontece por
causa da perspetiva a que o jogador se encontra da câmara, sendo que esta influência a medição da
sua velocidade. O uso da normalização tenta reajustar esse valor de forma a ficar aproximadamente
igual à velocidade real.
Figura 4.6: Comparação da taxa de acerto dos melhores algoritmos de classificação automática
para o intervalo de tempo de 150 frames com o conjunto de características B
Observando os resultados para o conjunto de características B através da Figura 4.6, pode pa-
recer que os algoritmos apresentam o mesmo comportamento quando não se faz uso da normali-
zação. No entanto, analisando os resultados obtidos com mais detalhe apresentados na Tabela 4.4,
verifica-se que o Naive Bayes tem um desempenho melhor, porque apesar de ter uma taxa de
acerto ligeiramente inferior ao do SVM tem um menor desvio padrão, possuindo assim uma me-
lhor relação entre a taxa de acerto e o desvio padrão. Quando se recorre à normalização aparecem,
mais uma vez, algoritmos com um melhor desempenho quando comparado com o SVM. Os dois
algoritmos que se destacam, como pode ser visualizado na Figura 4.6, são o Decision Tree with
Naive Bayes Classifier e o Random Forest.
Os resultados obtidos recorrendo ao conjunto de características C sem normalização já não
tem o mesmo comportamento que se observou para os outros conjuntos de características. Desta
vez, como pode ser constatado na Figura 4.7 o Naive Bayes é o algoritmo com uma taxa de
acerto superior, estando em segundo lugar o Bayes Network. Na Figura 4.7, está representado
a comparação entre os dos dois melhores resultados e o SVM, onde se destacam os algoritmos
Bayes Network e Decison Table com uma taxa média de acerto superior a 75% e um desvio padrão
inferior a 7% como pode ser comprovado na Tabela 4.5.
Analisando agora todos os resultados obtidos para o intervalo de tempo de 150 frames, inde-
pendentemente das características usadas pode-se ver pelas Tabelas 4.4 e 4.5 que o melhor resul-
tado encontrado sem o uso da normalização é utilizando o SVM com o conjunto de características
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Figura 4.7: Comparação da taxa de acerto dos melhores algoritmos de classificação automática
para o intervalo de tempo de 150 frames com o conjunto de características C
Tabela 4.4: Taxa de acerto e desvio padrão obtidos (em percentagem) para o intervalo de tempo
de 150 frames sem normalização
Características A Características B Características C
SVM 74,9 ± 8,4 74,2 ± 9,6 72,8 ± 7,7
BAYES NETWORK 73,9 ± 8,4 72,0 ± 6,5 73,6 ± 8,9
DECISION TREE 67,8 ± 10,9 71,7 ± 9,4 69,9 ± 10,6
K-NEAREST NEIGHBORS 66,3 ± 11,0 69,3 ± 9,1 66,6 ± 10,2
NAIVE BAYES 74,0 ± 7,6 73,9 ± 7,8 74,0 ± 7,7
DECISION TABLE 72,6 ± 8,7 72,6 ± 9,3 73,3 ± 9,7
DECISION TREE NB 72,2 ± 10,1 72,2 ± 11,2 68,0 ± 9,8
RANDOM FOREST 71,3 ± 10,5 74,0 ± 8,4 71,5 ± 10,2
A. Já para o uso da normalização o método com o melhor desempenho é o Decision Tree with
Naive Bayes Classifier aliado ao conjunto de características B. Ou seja sem o uso da normalização
obtém-se uma taxa média de acerto de 74,9% com um desvio padrão de 8,4%. Quando a normali-
zação é utilizada, não só a taxa de acerto aumenta para 75,3%, como o desvio padrão diminui para
6,0%.
Comparando os resultados obtidos para este intervalo de tempo verifica-se que, em geral, os
métodos usados melhoram a sua taxa média de acerto da atividade física dos indivíduos ao mesmo
tempo que o desvio padrão diminui, havendo menos variação nos resultados obtidos para cada
um dos indivíduos. Verifica-se que com a diminuição do intervalo de tempo, o desempenho dos
algoritmos usados melhora. Isto acontece, porque num intervalo de tempo de 10 segundos um
jogador pode ter comportamentos associados a uma atividade sedentária e vigorosa, como é o
caso de estar parado e começar a correr. Num intervalo de tempo mais pequeno isso é mais difícil
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de acontecer. Em cinco segundos isso pode acontecer na mesma, mas é menos provável do que
num intervalo de tempo de 10 segundos. Por este motivo é que tem interesse em avaliar a atividade
dos dez indivíduos num intervalo de tempo ainda mais pequeno.
Tabela 4.5: Taxa de acerto e desvio padrão obtidos (em percentagem) para o intervalo de tempo
de 150 frames com normalização
Características A Características B Características C
SVM 71,9 ± 9,6 74,4 ± 9,5 67,7 ± 8,6
BAYES NETWORK 75,3 ± 6,0 74,8 ± 6,6 76,9 ± 5,8
DECISION TREE 69,7 ± 10,2 73,5 ± 10,6 68,6 ± 11,8
K-NEAREST NEIGHBORS 67,2 ± 10,8 71,7 ± 9,1 67,1 ± 7,2
NAIVE BAYES 75,0 ± 6,0 74,2 ± 6,4 74,6 ± 6,7
DECISION TABLE 75,3 ± 6,9 75,3 ± 6,9 75,8 ± 6,6
DECISION TREE NB 72,1 ± 8,3 76,9 ± 5,5 73,3 ± 11,4
RANDOM FOREST 74,2 ± 9,6 76,7 ± 9,2 72,8 ± 10,0
Testes Efetuados para o Intervalo de Tempo de 3 Segundos
Como se verificou que a redução do intervalo de tempo provoca um melhor desempenho dos
métodos utilizados, ainda foi feita uma segunda redução para 90 frames (avaliação dos indivíduos
um intervalo de tempo de 3 em 3 segundos). Os resultados obtidos da redução do intervalo de
tempo de 150 para 90 frames apresentaram uma melhoria superior à verificada na redução do
intervalo de tempo de 300 para 150 frames (ver Figuras 4.11 e 4.12).
Figura 4.8: Comparação da taxa média de acerto dos melhores algoritmos de classificação auto-
mática para o intervalo de tempo de 90 frames com o conjunto de características A
Começando, uma vez mais, pelo conjunto de características A, constata-se pela Figura 4.8
que quer sem normalização quer com normalização os algoritmos de classificação Bayes Network
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e Naive Bayes, usados para classificação da atividade física dos 10 indivíduos, apresentam um
melhor desempenho do que o SVM. Dá-se destaque ao Bayes Network por ser o método que
prevalece com e sem normalização apresentado uma taxa de acerto de 78%, sendo que esta sobe
para 81,5% quando se recorre à normalização (Equação 3.1).
Figura 4.9: Comparação da taaxa média de acerto dos melhores algoritmos de classificação auto-
mática para o intervalo de tempo de 90 frames com o conjunto de características B
Olhando para o conjunto de características B (ver Figura 4.9) verifica-se que sem normali-
zação existem 2 algoritmos com uma taxa de acerto superior a 78%, sendo que com o uso da
normalização a taxa de acerto destes algoritmos supera os 81,5%. Estes 2 algoritmos são o Bayes
Network e o Naive Bayes, estando novamente o Bayes Network em primeiro lugar com e sem o
uso da normalização.
Por último restam os resultados provenientes do uso do conjunto de características C que
estão apresentados na Figura 4.10. Mais uma vez os algoritmos Bayes Network e Naive Bayes
continuam a ser os dois melhores, sendo que o Bayes Network continua a ser o melhor com e sem
a normalização. Conclui-se assim, que para este intervalo de tempo (90 frames) o Bayes Network
é o método dominante, sendo o Naive Bayes o segundo.
Analisando com mais detalhe os resultados, apresenta-se as Tabelas 4.6 e 4.7 como referência.
Como pode ser constatado, o algoritmo Bayes Network sem o uso da normalização apresenta uma
taxa média de acerto sempre superior a 77,4% independentemente do conjunto de características
que se usa. Já com o uso da normalização este valor situa-se sempre acima dos 81%, sendo
um dos algoritmos com maior desempenho e estabilidade para este intervalo de tempo. Mais
uma vez pode-se verificar um aumento do desempenho dos algoritmos com a implementação da
normalização.
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Figura 4.10: Comparação da taxa de acerto dos melhores algoritmos de classificação automática
para o intervalo de tempo de 90 frames com o conjunto de características C
Tabela 4.6: Taxa de acerto e desvio padrão obtidos (em percentagem) para o intervalo de tempo
de 90 frames sem normalização
Características A Características B Características C
SVM 77,0 ± 4,7 76,8 ± 7,0 75,6 ± 5,9
BAYES NETWORK 78,0 ± 6,8 78,1 ± 4,7 77,4 ± 7,0
DECISION TREE 69,6 ± 12,4 74,2 ± 8,4 71,6 ± 9,7
K-NEAREST NEIGHBORS 69,9 ± 10,6 73,8 ± 9,9 69,4 ± 10,6
NAIVE BAYES 77,3 ± 6,7 78,1 ± 4,7 75,6 ± 5,5
DECISION TABLE 74,8 ± 6,1 76,4 ± 6,0 74,7 ± 6,0
DECISION TREE NB 70,4 ± 7,8 76,9 ± 7,0 70,3 ± 11,0
RANDOM FOREST 73,9 ± 10,0 75,0 ± 7,9 74,1 ± 9,9
Tabela 4.7: Taxa de acerto e desvio padrão obtidos (em percentagem) para o intervalo de tempo
de 90 frames com normalização
Características A Características B Características C
SVM 73,2 ± 10,1 78,0 ± 5,9 75,0 ± 9,7
BAYES NETWORK 81,5 ± 5,5 81,6 ± 5,1 81,1 ± 5,2
DECISION TREE 71,4 ± 13,0 77,8 ± 8,5 70,0 ± 11,9
K-NEAREST NEIGHBORS 67,3 ± 12,1 74,5 ± 8,8 69,3 ± 8,5
NAIVE BAYES 80,7 ± 5,1 81,5 ± 5,0 80,9 ± 5,1
DECISION TABLE 79,8 ± 6,0 79,8 ± 6,0 80,1 ± 6,1
DECISION TREE NB 75,3 ± 7,3 80,9 ± 5,2 79,8 ± 6,8
RANDOM FOREST 77,5 ± 7,6 79,2 ± 6,0 77,3 ± 8,7
Conclusões
Nas experiências realizadas, utilizaram-se três conjuntos de características diferentes e inter-
valos de tempo (Figura 4.1) que foram testados para 8 algoritmos diferentes com a finalidade de
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identificar qual a combinação que resulta numa melhor classificação da atividade física dos indi-
víduos. Verifica-se que com a utilização do intervalo de tempo de 90 frames se obtêm os melhores
resultados. Isto acontece por a periodicidade da classificação da atividade física ser menor, sendo
possível desta forma efetuar uma distinção mais clara das várias classes da atividade física (se-
dentário, moderado, vigoroso). Poder-se-ia reduzir ainda mais o intervalo de tempo, mas não iria
ter muito impacto, uma vez que torna-se difícil avaliar a atividade física de um indivíduo num
intervalo de tempo inferior a 3 segundos. Correr-se-ia o risco de fazer uma avaliação incorreta,
prejudicando assim o desempenho dos classificadores automáticos. Por este motivo, recomenda-se
para trabalho futuro testar intervalos de tempo menores para verificar-se qual é o limite.
Estando feita a análise para cada um dos intervalos de tempo, verifica-se que o desempenho
de qualquer um dos classificadores aumenta à medida que o intervalo de tempo diminui. Na Fi-
gura 4.11 está representado o melhor resultado obtido para cada um dos três intervalos de tempo
usados sem normalização. Pode-se verificar que existe uma melhoria de 4,5 pontos percentuais
entre o melhor resultado encontrado no intervalo de tempo de 300 e de 90 frames. No caso
Figura 4.11: Comparação dos melhores resultados encontrados sem normalização para os vários
intervalos de tempo
Figura 4.12: Comparação dos melhores resultados encontrados sem normalização para os vários
intervalos de tempo
do uso da normalização, a diferença aumenta para 5,6 pontos percentuais. Em qualquer um dos
casos constata-se que a redução do intervalo do tempo é uma mais valia, como mencionado an-
teriormente. Analisando as Figuras 4.11 e 4.12 também se constata que os melhores resultados
4.4 Resultados Obtidos em 3D 37
encontrados com normalização nos vários intervalos de tempo são superiores aos resultados en-
contrados sem o uso da normalização, sendo que este incremento é superior a 2 pontos percentuais.
O uso desta normalização resulta em melhores resultados porque tenta lidar com a perspetiva a que
a câmara se encontra, dando valores temporais mais próximos da realidade. É de salientar que o
processo da normalização pode ser melhorado, de forma a melhorar a classificação efetuada pelos
classificadores automáticos.
Uma vez que é para o intervalo de tempo de 90 frames que se obtém os melhores resultados,
escolheu-se este intervalo de tempo para futuros testes. Os vários algoritmos escolhidos con-
tinuaram a serem testados, uma vez que apresentam comportamentos diferentes para os vários
conjuntos de características (A, B e C).
4.4 Resultados Obtidos em 3D
Depois de se analisar o vídeo em 2D, uma análise do vídeo em 3D foi realizada. Esta aborda-
gem foi efetuada recorrendo a uma estimação de pontos 2D em 3D (homografia). Ou seja com as
coordenadas x,y do vídeo e a altura e largura da bounding box de cada indivíduo, as novas coorde-
nadas xz,yz são estimadas, como está representado na Figura 4.13. Este processo é possível através
da distorção da câmara e de pontos de referência colocados no espaço utilizado, como pode ser
visualizado na Figura 4.14. Como o espaço utilizado tem como dimensões 20 metros de largura
Figura 4.13: Passagem das coordenas 2D (x,y) para 3D (xz,yz)
por 40 metros de comprimento, o valor das novas coordenadas vai estar compreendido entre [0,
4000] e [0, 2000] para xz e yz respetivamente.
Como temos um novo conjunto de dados que corresponde a uma localização aproximada dos
indivíduos (existe um erro médio de um metro aproximadamente associado à posição dos indi-
víduos), o conjunto de características usadas foram adaptadas. Agora não se faz uso da altura e
largura da bounding box de cada indivíduo, mas faz-se uma análise da sua velocidade e aceleração
vetorial. Como resultando tem-se os seguintes conjuntos de características:
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(a) Homografia (b) Pontos de referência
Figura 4.14: Calibração da câmara
• Conjunto de Características D: todas as características apresentadas
– Velocidade máxima e mínima em xz e yz;
– Velocidade e aceleração média em xz e yz;
– Orientação.
• Conjunto de Características E: adiciona uma análise vetorial
– Velocidade máxima e mínima em xz e yz;
– Velocidade e aceleração média em xz e yz;
– Módulo da velocidade máxima e mínima;
– Módulo da velocidade e aceleração média;
– Orientação.
• Conjunto de Características F: adiciona uma análise vetorial excluindo a aceleração
– Velocidade máxima e mínima em xz e yz;
– Velocidade média em xz e yz;
– Módulo da velocidade máxima e mínima;
– Módulo da velocidade média;
– Orientação.
• Conjunto de Características G: exclui a aceleração
– Velocidade máxima e mínima em xz e yz;
– Velocidade média em xz e yz;
– Orientação.
Como se pode ver pelo conjunto de características acima descrito, verifica-se que o conjunto
de características F é o conjunto de características E excluindo a informação relativa à aceleração.
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O mesmo se pode dizer do conjunto de características G em relação ao conjunto de características
D. A remoção da aceleração tem interesse em ser analisada, uma vez que para o intervalo de tempo
de 3 segundos (90 frames) existe casos em que não é possível efetuar o seu cálculo. Isto acontece
porque no intervalo de tempo de 90 frames, faz-se uma análise dos dados de 30 em 30 frames, ou
seja no máximo têm-se três conjuntos de dados da posição de cada indivíduo. No caso de não se
conseguir reunir os três conjuntos de dados relativos à posição do indivíduo (poderá acontecer se
ele não estiver no ângulo de visão da câmara), o cálculo da sua aceleração deixa de ser possível.
Salienta-se o facto de já não ser necessário utilizar a normalização (Equação 3.1), uma vez que
a estimação da localização dos indivíduos de 2D para 3D resolve o problema da perspetiva da
câmara.
Em relação ao intervalo de tempo, como foi referido anteriormente, escolheu-se testar apenas
a classificação da atividade física dos indivíduos para o intervalo de tempo de 3 segundos o que
equivale a 90 frames. Testou-se apenas este intervalo de tempo para o novo conjunto de dados,
uma vez que é para este que se obtém os melhores resultados. Os algoritmos testados foram os
mesmos, apresentando-se na Tabela 4.8 os resultados provenientes do teste destes algoritmos para
os vários conjuntos de características escolhidas.
Tabela 4.8: Taxa de acerto e desvio padrão obtidos (em percentagem) para o intervalo de tempo
de 90 frames numa análise 3D
Caract. D Caract. E Caract. F Caract. G
SVM 84,9 ± 7,7 77,6 ± 11,7 83,4 ± 7,4 84,7 ± 8,0
BAYES NETWORK 86,7 ± 7,5 85,2 ± 8,5 85,2 ± 8,5 85,3 ± 7,5
DECISION TREE 84,7 ± 7,5 85,1 ± 7,2 85,6 ± 7,1 84,6 ± 6,7
K-NEAREST NEIGHBORS 82,6 ± 7,0 82,5 ± 6,9 82,1 ± 6,6 82,8 ± 6,2
NAIVE BAYES 84,5 ± 7,3 84,2 ± 8,5 84,2 ± 8,2 84,1 ± 8,2
DECISION TABLE 84,5 ± 7,7 83,9 ± 8,0 84,1 ± 7,6 84,9 ± 7,9
DECISION TREE NB 85,0 ± 7,1 84,6 ± 7,0 83,4 ± 8,4 84,2 ± 7,7
RANDOM FOREST 84,7 ± 7,1 85,2 ± 7,7 84,8 ± 7,6 85,2 ± 6,9
Como se pode observar na Tabela 4.8, o algoritmo com o melhor desempenho está destacado
a negrito, sendo que para o conjunto de características E e F é o Decision Tree que se destaca. Já
para o conjunto de características D e G os algoritmos que se destacam são o Bayes Network e o
Random Forest, respetivamente.
Para uma melhor análise dos resultados encontrados para cada conjunto de características,
apresenta-se a Figura 4.15, onde são destacados os três algoritmos com o melhor desempenho.
Para o conjunto de características D (Ver Figura 4.15a) consegue-se uma taxa de acerto de 86,7%
com um desvio padrão de 7,5% recorrendo ao Bayes Network. Em segundo e terceiro lugar
encontram-se os algoritmos Decision Tree with Naive Bayes Classifier e o Random Forest res-
petivamente. No conjunto de características E, o Bayes Network e o Random Forest conseguem
uma taxa média de acerto de 85,2%, mas como apresentam um desvio padrão superior ao Decision
Tree, este último apresenta um melhor desempenho com uma taxa de acerto de 85,1% aliado a um
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desvio padrão de 7,2%. Avaliando os algoritmos para o conjunto de características F, os três al-
goritmos que apresentam o melhor desempenho são os mesmos que com o uso das características
E. Analisando finalmente o comportamento dos algoritmos para o conjunto de características G
o Random Forest é o melhor algoritmo; de seguida está o Bayes Network e só depois o Decision
Tree. Pode-se concluir assim, que com a adição de informação relativa ao módulo da velocidade
dos indivíduos, o Decision Tree é o algoritmo que melhor comportamento tem. Salienta-se o facto
de que para qualquer conjunto de características usadas (D, E, F ou G), os algoritmos que apre-
sentaram um melhor desempenho foram o Bayes Network, o Decision Tree e o Random Forest.
No entanto, verifica-se que os restantes algoritmos apresentam um nível de desempenho muito
próximo dos anteriores.
(a) (b)
(c) (d)
Figura 4.15: Representação, por ordem decrescente, da taxa média de acerto e do desvio padrão
dos três algoritmos com melhor desempenho
Após ter sido feita uma comparação entre os algoritmos com o uso de várias características,
é conveniente ver a melhoria que houve na análise do vídeo em 3D em relação à análise em 2D.
Para a análise do vídeo em 2D verificou-se que o melhor resultado encontrado foi de 81,6% (ver
Figura 4.12). Analisando o vídeo em 3D houve um acréscimo da taxa média de acerto em 5,1
pontos percentuais obtendo-se assim uma taxa de acerto de 86,7%. Conclui-se assim que a análise
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do vídeo em 3D é uma mais-valia, caso haja a possibilidade de a fazer, melhorando assim a taxa
média de acerto na classificação da atividade física dos indivíduos.
4.5 Simulação de Tracking em 2D
Uma forma de elevar o nível de automatização do processo de avaliação da atividade física de
pessoas, é a introdução de algoritmos de seguimento (tracking). Embora não se tenha implemen-
tado um algoritmo de tracking, uma simulação das consequências do uso do mesmo foi efetuada
através da introdução de ruído presente nestes algoritmos. Apesar de se verificar que numa análise
3D obtêm-se melhores resultados, fez-se esta simulação também numa análise 2D, para o caso
de não haver possibilidade de fazer-se uma análise 3D do vídeo, conseguir-se na mesma verificar
qual o impacto que a utilização deste algoritmo tem sobre o desempenho dos classificadores auto-
máticos. Os erros que normalmente estão associados a algoritmos de tracking são a ocorrência de
falsos positivos, falsos negativos e variação da bounding box (jitter) quer em deslocação horizon-
tal e vertical (Figura 4.16a) como de dimensões de altura e largura da mesma (Figura 4.16b) [49].
Um falso negativo (ver Figura 4.18) ocorre quando uma pessoa aparece no vídeo e não é detetada
(a) Deslocação horizontal e vertical (b) Alteração das dimensões (altura e
largura)
(c) Alteração simultânea de desloca-
ção e dimensão
Figura 4.16: Variação da bounding box (quadrado amarelo contínuo)
pelo algoritmo de tracking, enquanto que um falso positivo é a deteção de uma pessoa feita pelo
algoritmo quando na verdade ela não existe. Como foi criado um ficheiro de deteção e classifica-
ção da atividade física para cada um dos dez indivíduos, a simulação da ocorrência de um falso
positivo não tem interesse, pois caso ocorra, o algoritmo vai identificar uma nova pessoa. Uma vez
que se faz a classificação da atividade física individualmente, a ocorrência de um falso positivo
não iria influenciar o resultado. Em relação à ocorrência de falsos negativos, a não deteção do
indivíduo influencia o resultado, pois irá limitar o número de informação disponível para a classi-
ficação do mesmo. O mesmo se aplica à variação da bounding box, pois irá influenciar no cálculo
da velocidade do jogador e consequentemente na classificação da atividade física do mesmo.
Para a simulação do ruído, tomaram-se três valores para a probabilidade de ocorrência de um
falso negativo: 1%, 3% e 5%, para avaliar o impacto que o ruído tem no algoritmo de classificação
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automática. Num algoritmo de seguimento de pessoas quando um falso negativo ocorre, este efeito
tende a prolonga-se por algum tempo. Por esse motivo no código desenvolvido para introdução
de ruído quando um falso negativo ocorre, este é prolongado durante um intervalo de tempo que
varia entre um terço de segundo e um segundo (equivale a uma variação entre 10 e 30 frames).
No caso da variação da bounding box quer seja a nível de deslocamento ou de tamanho da
mesma colocou-se uma probabilidade de ocorrência de 10%. Caso aconteça definiu-se que existe
uma maior probabilidade de deslocamento da mesma do que uma alteração das suas dimensões.
No caso da ocorrência de deslocamento da bounding box, definiu-se que o deslocamento da mesma
é proporcional a 10% das dimensões da bounding box. Já para o caso do aumento ou diminuição da
altura e largura da bounding box, definiu-se apenas um acréscimo de 5% em relação às dimensões
da mesma. Estes valores foram definidos de forma a simular o comportamento existente no uso
de algoritmos de tracking. Note-se que o deslocamento e o redimensionamento da bounding box
podem acontecer em simultâneo (ver Figura 4.16c).
Mais uma vez foi classificado a atividade física dos 10 indivíduos recorrendo aos mesmos
classificadores automáticos e conjuntos de características. A análise dos resultados obtidos será
apresentada de seguida por ordem crescente de probabilidade da ocorrência de um falso negativo.
Introdução de Ruído
Começou-se por atribuir uma probabilidade baixa de ocorrência de um falso negativo e subindo
a sua probabilidade até à percentagem desejada (5%) para conseguir-se registar, de forma gradual,
o impacto que a utilização de um algoritmo de tracking pode ter no desempenho de classificadores
automáticos.
Tabela 4.9: Taxa de acerto e desvio padrão obtidos (em percentagem) para 1% de probabilidade
de ocorrência de um falso negativo em 2D
Características A Características B Características C
SVM 64,8 ± 7,4 68,3 ± 4,7 67,4 ± 7,8
BAYES NETWORK 76,7 ± 6,4 76,7 ± 5,7 76,1 ± 7,0
DECISION TREE 72,6 ± 6,2 74,5 ± 7,8 72,2 ± 6,7
K-NEAREST NEIGHBORS 67,5 ± 6,5 73,5 ± 5,4 67,1 ± 4,4
NAIVE BAYES 70,3 ± 7,5 69,5 ± 7,3 70,7 ± 7,2
DECISION TABLE 73,0 ± 6,6 74,2 ± 6,8 72,2 ± 7,2
DECISION TREE NB 73,4 ± 6,9 73,8 ± 5,3 71,5 ± 6,3
RANDOM FOREST 79,3 ± 5,2 78,1 ± 6,5 77,6 ± 6,1
Na Tabela 4.9 estão representados os resultados obtidos com a simulado de ruído com probabi-
lidade de ocorrência de um falso negativo igual a 1%. Apesar de a probabilidade ainda ser baixa já
se notam diferenças a nível de desempenho nos classificadores automáticos utilizados. Verifica-se
que todos os classificadores automáticos utilizados pioraram o seu desempenho em maior parte
dos casos. Aumentando a probabilidade de um jogador não ser detetado por um algoritmo de
tracking para 3%, comprova-se pelos resultados apresentados na Tabela 4.10 que o desempenho
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Tabela 4.10: Taxa de acerto e desvio padrão obtidos (em percentagem) para 3% de probabilidade
de ocorrência de um falso negativo em 2D
Características A Características B Características C
SVM 64,1 ± 6,0 65,2 ± 5,7 61,2 ± 5,2
BAYES NETWORK 72,3 ± 5,0 73,0 ± 5,3 72,0 ± 4,0
DECISION TREE 72,3 ± 4,8 73,7 ± 3,7 73,7 ± 2,6
K-NEAREST NEIGHBORS 63,3 ± 7,6 72,1 ± 3,9 60,5 ± 5,9
NAIVE BAYES 68,2 ± 5,2 68,2 ± 5,3 68,2 ± 4,2
DECISION TABLE 71,1 ± 6,6 71,8 ± 6,5 70,2 ± 6,6
DECISION TREE NB 72,6 ± 6,2 71,4 ± 4,3 70,6 ± 7,8
RANDOM FOREST 78,2 ± 5,4 74,7 ± 3,6 76,5 ± 5,4
desce ainda mais. Salienta-se o facto de o Random Forest ser, para estes dois casos, o algoritmo
que melhor comportamento tem. Aumentando para 5% a probabilidade de ocorrência de um falso
negativo verifica-se pela Tabela 4.11 que o Random Forest continua a apresentar o melhor desem-
penho para o conjunto de características A, mas que para os conjuntos de características B e C, o
classificador automático que se destaca é o Bayes Network.
Tabela 4.11: Taxa de acerto e desvio padrão obtidos (em percentagem) para 5% de probabilidade
de ocorrência de um falso negativo em 2D
Características A Características B Características C
SVM 55,4 ± 10,0 67,5 ± 7,3 52,9 ± 9,7
BAYES NETWORK 72,0 ± 8,3 74,9 ± 6,5 72,2 ± 7,2
DECISION TREE 67,6 ± 5,7 69,8 ± 5,8 68,7 ± 7,1
K-NEAREST NEIGHBORS 58,4 ± 7,7 69,1 ± 8,9 58,1 ± 8,1
NAIVE BAYES 69,6 ± 5,3 69,8 ± 6,2 70,0 ± 5,7
DECISION TABLE 71,9 ± 8,5 72,8 ± 7,0 72,7 ± 9,1
DECISION TREE NB 67,9 ± 8,5 71,4 ± 5,2 69,7 ± 8,2
RANDOM FOREST 74,7 ± 7,0 74,1 ± 8,1 72,8 ± 8,4
Analisando todos os resultados obtidos sem ruído e com simulação do ruído numa análise do
vídeo em 2D, pode-se ver na Tabela 4.12 os melhores resultados encontrados para cada conjunto
de características usados (A, B e C). Verifica-se que com o aumento da probabilidade da ocorrência
de um falso negativo o desempenho dos classificadores automáticos diminui. Para o conjunto de
características A, verifica-se uma diminuição de 6,4 pontos percentuais entre o melhor resultado
encontrado para a análise do vídeo em 2D sem ruído e o melhor resultado encontrado com a simu-
lação de ruído (com probabilidade de ocorrência de um falso negativo igual a 5%) presente num
algoritmo de tracking, também numa análise 2D do vídeo. Para o conjunto de características B,
esta diferença aumenta para 6,7 pontos percentuais e para o conjunto de características C aumenta
para 8,9 pontos percentuais. Comparando os melhores resultados encontrados com a simulação
do ruído independentemente do conjunto de características usados apresenta-se a Figura 4.17.
Pode-se constatar que os melhores resultados obtidos foram alcançados através dos algoritmos
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de classificação automática Bayes Network e Random Forest, com a utilização dos conjuntos de
características A e B.
Tabela 4.12: Comparação dos melhores resultados encontrados (em percentagem) em 2D com a
introdução de ruído
Características A Características B Características C
sem introdução BAYES NETWORK BAYES NETWORK BAYES NETWORK
de ruído 81,1 ± 5,5 81,6 ± 5,1 81,1 ± 5,2
falso negativo RANDOM FOREST RANDOM FOREST RANDOM FOREST
de 1% 79,3 ± 5,2 78,1 ± 6,5 77,6 ± 6,1
falso negativo RANDOM FOREST RANDOM FOREST RANDOM FOREST
de 3% 78,2 ± 5,4 74,7 ± 3,6 76,5 ± 5,4
falso negativo RANDOM FOREST BAYES NETWORK BAYES NETWORK
de 5% 74,7 ± 7,0 74,9 ± 6,5 72,2 ± 7,2
Figura 4.17: Taxa de acerto e desvio padrão dos melhores resultados encontrados com a simulação
de ruído em 2D
Combate do Ruído
Apesar de existir ruído associado à utilização de algoritmos de tracking, existem também mé-
todos para reduzir o ruído presente. Como a simulação do ruído passou pela introdução de jitter
e ocorrência de falsos negativos, o combate do ruído passa por atacar esses problemas. Para o
caso do jitter, pode-se aplicar uma suavização da bounding box. Esta suavização pode ser imple-
mentada recorrendo um filtro de partículas ou a um filtro de Kalman. Mas, como foi explicado
anteriormente, a avaliação da atividade física dos 10 indivíduos está a ser realizada num intervalo
de tempo de 90 frames (de 3 em 3 segundos), sendo recolhida informação de 30 em 30 frames
acerca dos mesmos, tornando-se difícil tirar proveito dos filtros anteriormente referidos, uma vez
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que para o caso do filtro de Kalman são necessários três amostras de pontos para a estimação do
próximo ponto. Em alternativa, usou-se a informação de cada indivíduo 3 frames antes e depois,
fazendo a média dos valores para suavizar a bounding box. Em relação à ocorrência de falsos
negativos considerou-se a deteção da pessoa como uma deteção contínua sem interrupções. Ou
seja, na ocorrência de falso negativo considera-se que o indivíduo em causa tem um movimento
linear desde a deteção anterior à ocorrência do falso negativo até à próxima deteção, como pode
ser visualizado na Figura 4.18. Como pode ser visto na figura temos um intervalo de tempo onde
Figura 4.18: Ocorrência de um falso negativo (quadrado branco a tracejado)
um indivíduo está a ser detetado e durante esse intervalo de tempo o indivíduo deixa de ser de-
tetado (falso negativo). A solução que se implementou é ignorar o período no qual o indivíduo
deixou de ser detetado e considerar a deteção do indivíduo como uma deteção sem interrupções.
Este procedimento tem a vantagem de prever o deslocamento do indivíduo que está a ser detetado.
Em contrapartida esta abordagem pode trazer alguns inconvenientes como classificar erradamente
a atividade física do indivíduo. Esta desvantagem agrava com o tamanho do período de ocorrência
do falso negativo. Como pode ser visto pela Figura 4.18, apesar de o indivíduo não ter sido de-
tetado é-lhe atribuído na mesma uma trajetória (linha amarela contínua). No entanto constata-se
que não corresponde à realidade (linha branca a tracejado), sendo apenas uma aproximação.
Tabela 4.13: Taxa de acerto e desvio padrão obtidos (em percentagem) para 1% de probabilidade
de ocorrência de um falso negativo em 2D (combate do ruído)
Características A Características B Características C
SVM 81,0 ± 3,6 83,9 ± 5,8 79,9 ± 4,1
BAYES NETWORK 84,7 ± 4,5 85,1 ± 3,9 84,7 ± 4,5
DECISION TREE 83,4 ± 5,7 83,6 ± 5,7 83,0 ± 6,1
K-NEAREST NEIGHBORS 70,3 ± 8,9 80,8 ± 7,8 68,2 ± 9,0
NAIVE BAYES 84,6 ± 4,9 84,4 ± 4,0 84,9 ± 4,5
DECISION TABLE 84,1 ± 6,1 84,1 ± 6,1 84,1 ± 6,3
DECISION TREE NB 81,6 ± 5,4 84,1 ± 5,3 83,3 ± 5,0
RANDOM FOREST 85,5 ± 6,1 85,0 ± 5,7 84,5 ± 6,0
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Após ter sido feita a suavização da bounding box e resolvido a ocorrência dos falsos negativos,
voltou-se a classificar a atividade física dos 10 indivíduos recorrendo, mais uma vez aos mesmos
classificadores automáticos de forma a poder-se fazer uma comparação dos resultados. De seguida
são apresentadas as Tabelas 4.13, 4.14 e 4.15 com todos os resultados obtidos.
Tabela 4.14: Taxa de acerto e desvio padrão obtidos (em percentagem) para 3% de probabilidade
de ocorrência de um falso negativo em 2D (combate do ruído)
Características A Características B Características C
SVM 76,0 ± 8,8 81,7 ± 6,3 76,8 ± 9,2
BAYES NETWORK 84,4 ± 4,7 81,6 ± 5,4 84,4 ± 4,7
DECISION TREE 79,0 ± 5,8 81,9 ± 4,5 79,3 ± 8,5
K-NEAREST NEIGHBORS 73,7 ± 11,1 76,6 ± 8,2 73,5 ± 11,3
NAIVE BAYES 82,5 ± 5,4 81,8 ± 5,5 83,8 ± 4,6
DECISION TABLE 80,2 ± 3,6 80,2 ± 3,6 80,2 ± 3,6
DECISION TREE NB 82,2 ± 3,9 82,8 ± 5,3 78,7 ± 4,7
RANDOM FOREST 84,3 ± 4,3 82,7 ± 4,8 84,1 ± 4,6
Tabela 4.15: Taxa de acerto e desvio padrão obtidos (em percentagem) para 5% de probabilidade
de ocorrência de um falso negativo em 2D (combate do ruído)
Características A Características B Características C
SVM 75,4 ± 8,0 78,9 ± 4,4 74,4 ± 8,6
BAYES NETWORK 81,9 ± 5,4 81,5 ± 5,3 81,6 ± 5,2
DECISION TREE 79,0 ± 5,8 81,9 ± 4,5 81,4 ± 5,5
K-NEAREST NEIGHBORS 73,8 ± 11,2 75,1 ± 6,4 73,6 ± 12,0
NAIVE BAYES 81,6 ± 5,6 82,1 ± 5,6 81,2 ± 6,0
DECISION TABLE 79,2 ± 6,0 79,9 ± 6,8 79,2 ± 6,0
DECISION TREE NB 79,6 ± 5,6 81,2 ± 5,8 79,8 ± 4,1
RANDOM FOREST 82,8 ± 4,5 82,1 ± 6,1 82,8 ± 5,0
Como pode ser visto o desempenho dos algoritmos usados subiu em todos os casos em com-
paração com os resultados anteriormente alcançados numa análise do vídeo em 2D. É curioso o
facto de os resultados obtidos no combate do ruído em 2D serem melhores do que quando não
existia ruído. Acredita-se que isto acontece, por existir uma análise dos dados mais cuidada. An-
tes, quando não existia informação acerca de uma pessoa, era porque esta não se encontrava no
espaço abrangente pela câmara. Agora esta ocorrência é substituída por uma previsão da trajetória
da pessoa. A suavização da janela também poderá ser a causa que resulta em melhores resultados
em comparação com os alcançados sem a introdução de ruído. Isto, porque poderá ter havido erros
ocasionais na construção manual da bounding box, sendo que estes são resolvido (caso existam)
com a suavização da bounding box.
Agrupando os melhores resultados alcançados para cada conjunto de características e nível de
ruído introduzido (1%, 3%, e 5% probabilidade de um falso negativo) apresenta-se a Tabela 4.16.
Pode ser visto que se consegue uma taxa média de acerto acima dos 82% na classificação da
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atividade física dos 10 indivíduos. Na ocorrência de falsos negativos com probabilidade de 1%
verifica-se que o melhor resultado alcançado foi com o uso do Random Forest aliado ao conjunto
de características A. Contudo o Bayes Network apresenta um bom desempenho, pois tem um des-
vio padrão menor que todos os outros. Analisando o aumento de probabilidade de ocorrência de
Tabela 4.16: Comparação dos melhores resultados encontrados (em percentagem) em 2D com a
introdução e combate de ruído
Características A Características B Características C
sem introdução BAYES NETWORK BAYES NETWORK BAYES NETWORK
de ruído 81,1 ± 5,5 81,6 ± 5,1 81,1 ± 5,2
falso negativo RANDOM FOREST BAYES NETWORK NAIVE BAYES
de 1% (combate) 85,5 ± 6,1 85,1 ± 3,9 84,9 ± 4,5
falso negativo BAYES NETWORK DECISION TREE NB BAYES NETWORK
de 3% (combate) 84,4 ± 4,7 82,8 ± 5,3 84,4 ± 4,7
falso negativo RANDOM FOREST NAIVE BAYES RANDOM FOREST
de 5% (combate) 82,8 ± 4,5 82,1 ± 5,6 82,8 ± 5,0
um falso negativo verifica-se mais uma vez que o desempenho dos algoritmos de classificação au-
tomática de dados usados desce. Para uma melhor comparação entre todos os melhores resultados
obtidos na análise do vídeo em 2D, apresenta-se a Figura 4.19. Constata-se que com o aumento
Figura 4.19: Taxa de acerto e desvio padrão dos melhores resultados encontrados com a simulação
e combate do ruído em 2D
da probabilidade da ocorrência de uma pessoa não ser detetado por um algoritmo de tracking, a
taxa de acerto dos classificadores automáticos diminui na classificação da atividade física de uma
pessoa. Contudo verifica-se que com a implementação da suavização da bounding box e novo
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cálculo da trajetória da pessoa esse decréscimo da taxa de acerto diminui. Com a introdução do
ruído verifica-se uma diminuição de 4,4 pontos percentuais (79,3%−74,9%) na classificação da
atividade física, enquanto que quando existe combate do ruído esta diminuição é só de 2,7 pontos
percentuais (85,5%−82,8%). Esta redução é mais notória quando se aumenta de 3% para 5% a
probabilidade de ocorrer um falso negativo.
Desta forma conclui-se que a estratégia aplicada, apesar de ter algumas desvantagens, aumenta
a taxa de acerto dos classificadores automáticos ao mesmo tempo que reduz o desvio padrão.
4.6 Simulação de Tracking em 3D
Também numa análise 3D do vídeo uma simulação do ruído presente em algoritmos de trac-
king foi realizada, de forma a verificar se o ruído teria o mesmo impacto nos classificadores auto-
máticos que teve na análise do vídeo em 2D. Também aqui se testou os oito algoritmos propostos
no início desta dissertação com os vários conjuntos de características definidos para uma análise
3D do vídeo (D, E, F e G).
Introdução de Ruído
O processo para simular o ruído presente em algoritmos de tracking foi idêntico ao descrito
anteriormente, ou seja, fez-se a simulação de jitter e de ocorrência de falsos negativos com as
probabilidades de 1%, 3% e 5%. Começando pela análise dos resultados alcançados para 1% de
ocorrência de falsos negativos, verifica-se pela Tabela 4.17 que, assim como em 2D, existe uma
descida no desempenho dos classificadores automáticos usados. Mesmo assim verifica-se para os
melhores resultados encontrados uma taxa média de acerto na classificação da atividade física dos
10 indivíduos superior a 80%.
Tabela 4.17: Taxa de acerto e desvio padrão obtidos (em percentagem) para 1% de probabilidade
de ocorrência de um falso negativo em 3D
Caract. D Caract. E Caract. F Caract. G
SVM 79,9 ± 9,7 76,0 ± 13,1 77,4 ± 12,3 80,3 ± 10,0
BAYES NETWORK 81,2 ± 7,2 82,3 ± 7,3 82,3 ± 7,3 82,1 ± 6,8
DECISION TREE 81,9 ± 8,2 81,6 ± 6,4 81,5 ± 7,3 82,7 ± 7,2
K-NEAREST NEIGHBORS 79,0 ± 6,8 78,8 ± 7,0 79,3 ± 5,5 79,5 ± 6,4
NAIVE BAYES 80,8 ± 7,3 81,2 ± 8,3 81,8 ± 8,2 81,0 ± 6,8
DECISION TABLE 80,4 ± 6,7 81,1 ± 8,1 81,4 ± 6,8 80,4 ± 6,7
DECISION TREE NB 81,3 ± 6,8 81,8 ± 8,0 82,0 ± 6,6 80,8 ± 6,9
RANDOM FOREST 81,5 ± 7,5 82,0 ± 7,9 82,1 ± 6,5 81,7 ± 7,4
Aumentando a probabilidade de uma pessoa não ser detetada para 3%, nota-se uma descida no
desempenho dos algoritmos de classificação automática usados em comparação com os resultados
obtidos para uma probabilidade de 1% de falsos negativos (ver Tabela 4.18). Contudo essa descida
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Tabela 4.18: Taxa de acerto e desvio padrão obtidos (em percentagem) para 3% de probabilidade
de ocorrência de um falso negativo em 3D
Caract. D Caract. E Caract. F Caract. G
SVM 79,9 ± 9,5 79,8 ± 9,5 78,3 ± 10,4 79,8 ± 8,8
BAYES NETWORK 82,0 ± 6,9 80,7 ± 7,4 81,6 ± 7,4 81,9 ± 6,7
DECISION TREE 81,6 ± 6,6 81,5 ± 6,7 82,1 ± 6,6 81,0 ± 6,1
K-NEAREST NEIGHBORS 77,8 ± 6,2 76,8 ± 6,0 76,8 ± 7,7 77,7 ± 6,8
NAIVE BAYES 81,9 ± 6,9 80,7 ± 7,4 80,5 ± 7,3 81,7 ± 6,6
DECISION TABLE 80,6 ± 7,5 79,5 ± 7,6 80,0 ± 7,6 80,7 ± 7,4
DECISION TREE NB 80,9 ± 6,6 80,1 ± 8,4 80,0 ± 6,7 81,2 ± 6,6
RANDOM FOREST 80,4 ± 6,1 80,1 ± 5,9 79,8 ± 7,0 79,7 ± 6,0
é pequena, registando-se na mesma para os melhores casos uma taxa média de acerto acima dos
80%.
Por fim, estabelecendo o limite de probabilidade de ocorrência de um falso negativo para
5% constata-se, que mesmo para os melhores casos, existem situações onde os classificadores
automáticos não conseguem chegar a uma taxa média de acerto de 80%, como pode ser verificado
pela Tabela 4.19. Apesar disso, o desempenho dos algoritmos de classificação automática de dados
está muito próximo desse valor.
Tabela 4.19: Taxa de acerto e desvio padrão obtidos (em percentagem) para 5% de probabilidade
de ocorrência de um falso negativo em 3D
Caract. D Caract. E Caract. F Caract. G
SVM 77,6 ± 8,9 79,0 ± 8,2 78,9 ± 8,4 77,6 ± 8,9
BAYES NETWORK 79,6 ± 6,1 80,1 ± 7,5 79,2 ± 7,9 79,6 ± 6,1
DECISION TREE 78,0 ± 5,8 76,1 ± 7,3 75,4 ± 6,8 78,0 ± 5,8
K-NEAREST NEIGHBORS 75,0 ± 8,4 75,9 ± 7,8 76,9 ± 8,1 75,6 ± 7,8
NAIVE BAYES 79,7 ± 6,3 79,2 ± 7,9 80,1 ± 9,0 79,7 ± 6,3
DECISION TABLE 77,6 ± 7,6 75,9 ± 7,3 75,9 ± 7,3 77,6 ± 7,6
DECISION TREE NB 79,6 ± 8,2 80,3 ± 8,1 78,4 ± 8,9 78,5 ± 8,5
RANDOM FOREST 76,9 ± 7,2 77,3 ± 8,2 77,0 ± 8,6 76,5 ± 7,3
Analisando os melhores resultados obtidos, independentemente do conjunto de características
e classificadores automáticos usados, pode-se observar pela Figura 4.20 que com a introdução de
ruído, existem diminuições significativas da taxa média de acerto da classificação da atividade
física dos 10 indivíduos. Uma das descidas ocorre logo na passagem da classificação da atividade
física sem ruído para a introdução de ruído com 1% de probabilidade de ocorrência de um falso
negativo. A outra descida significativa ocorre no aumento para 5% da probabilidade de não se
detetar uma pessoa. Para o primeiro caso regista-se uma descida de 4 pontos percentuais, enquanto
que para o segundo caso a descida é de 2 pontos percentuais. Comparando estes resultados com
os obtidos na análise do vídeo em 2D, constata-se que a introdução do ruído na análise 3D tem
mais impacto. Em contrapartida, a diminuição da taxa de acerto à medida que se aumenta a
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Figura 4.20: Taxa de acerto e desvio padrão dos melhores resultados encontrados com a simulação
de ruído em 3D
probabilidade de ocorrer um falso negativo na análise do vídeo em 3D é menor que na análise
do vídeo em 2D. Verifica-se na mesma que na análise do vídeo em 3D obtêm-se taxas de acerto
superiores às obtidas na análise do vídeo em 2D nas mesmas circunstâncias.
Combate do Ruído
Também no combate do ruído o processo utilizado foi o mesmo que na análise do vídeo em
2D. Ou seja, foi feita uma suavização da janela tendo em conta a informação disponível acerca de
cada indivíduo 3 frames antes e depois da sua deteção, fazendo-se uma média da altura e largura da
bounding box. Também para a ocorrência dos falsos negativos a mesma estratégia anteriormente
explicada foi aplicada.
Os resultados obtidos com o uso dos classificadores automáticos são apresentados de seguida.
Observando as Tabelas 4.20, 4.21 e 4.22, verifica-se que o desempenho dos algoritmos de classifi-
cação automática de dados utilizados para classificar a atividade física dos 10 indivíduos aumenta
em comparação com os resultados provenientes da introdução de ruído na análise do vídeo em 3D.
Aumentado de 1% para 3% a probabilidade de um pessoa não ser detetada, verifica-se novamente
que o desempenho dos classificadores automáticos diminui, mas no aumento da probabilidade de
ocorrência de um falso negativo de 3% para 5% já não se regista uma diminuição do desempenho
para alguns dos casos, como pode ser constatado na comparação entre os resultados apresentados
nas Tabelas 4.21 e 4.22. Com o combate do ruído verifica-se que a taxa de acerto na classificação
da atividade física para os melhores casos, situa-se sempre acima dos 83%. Verifica-se também
que para o conjunto de Características D, em todos os casos, o algoritmo predominante é o Bayes
Network. Note-se que para o caso de 1% e 5% de probabilidade de ocorrência de um falso nega-
tivo, existe um empate entre o Bayes Network e o Naive Bayes.
Agrupando os melhores resultados obtidos na análise 3D do vídeo sem ruído e com a intro-
dução e combate do mesmo apresenta-se a Figura 4.21. Como pode ser visualizado pela figura o
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Tabela 4.20: Taxa de acerto e desvio padrão obtidos (em percentagem) para 1% de probabilidade
de ocorrência de um falso negativo em 3D (combate do ruído)
Caract. D Caract. E Caract. F Caract. G
SVM 81,4 ± 10,5 78,4 ± 10,2 82,3 ± 10,6 81,7 ± 11,0
BAYES NETWORK 83,5 ± 7,2 84,0 ± 8,4 84,0 ± 8,9 83,9 ± 7,7
DECISION TREE 83,2 ± 7,3 85,0 ± 6,5 85,7 ± 6,3 82,7 ± 7,8
K-NEAREST NEIGHBORS 79,2 ± 7,5 79,3 ± 7,0 80,1 ± 6,9 80,6 ± 7,1
NAIVE BAYES 83,5 ± 7,2 83,8 ± 8,6 83,9 ± 8,9 83,9 ± 7,7
DECISION TABLE 82,3 ± 7,6 81,4 ± 8,1 81,6 ± 7,7 82,6 ± 7,6
DECISION TREE NB 83,1 ± 6,4 82,9 ± 8,6 83,6 ± 8,8 84,2 ± 8,3
RANDOM FOREST 83,1 ± 7,7 82,9 ± 7,8 83,2 ± 8,4 83,1 ± 8,7
Tabela 4.21: Taxa de acerto e desvio padrão obtidos (em percentagem) para 3% de probabilidade
de ocorrência de um falso negativo em 3D (combate do ruído)
Caract. D Caract. E Caract. F Caract. G
SVM 80,9 ± 9,0 81,9 ± 10,1 81,3 ± 10,4 80,3 ± 9,3
BAYES NETWORK 83,2 ± 6,8 83,1 ± 7,7 82,4 ± 7,7 83,1 ± 6,4
DECISION TREE 82,3 ± 7,3 82,4 ± 4,7 81,9 ± 5,4 82,7 ± 7,5
K-NEAREST NEIGHBORS 77,7 ± 8,4 78,0 ± 8,0 78,3 ± 7,7 78,0 ± 8,5
NAIVE BAYES 83,1 ± 7,2 83,3 ± 7,6 82,6 ± 7,7 82,9 ± 7,3
DECISION TABLE 81,7 ± 5,5 81,2 ± 7,8 82,2 ± 6,7 81,7 ± 5,5
DECISION TREE NB 81,9 ± 7,2 82,2 ± 9,4 81,9 ± 6,5 82,0 ± 5,0
RANDOM FOREST 82,7 ± 7,6 83,3 ± 6,4 83,4 ± 6,6 82,9 ± 6,9
Tabela 4.22: Taxa de acerto e desvio padrão obtidos (em percentagem) para 5% de probabilidade
de ocorrência de um falso negativo em 3D (combate do ruído)
Caract. D Caract. E Caract. F Caract. G
SVM 79,7 ± 10,3 79,7 ± 9,9 79,3 ± 10,2 79,6 ± 10,5
BAYES NETWORK 82,7 ± 6,7 83,9 ± 5,7 84,0 ± 6,8 83,1 ± 7,1
DECISION TREE 82,1 ± 6,9 84,8 ± 7,0 81,6 ± 7,0 81,9 ± 6,9
K-NEAREST NEIGHBORS 79,7 ± 7,7 80,0 ± 7,2 80,3 ± 7,0 80,9 ± 7,4
NAIVE BAYES 82,7 ± 6,7 81,9 ± 8,2 82,4 ± 8,6 83,0 ± 7,3
DECISION TABLE 80,9 ± 6,5 80,3 ± 9,0 80,5 ± 8,8 80,9 ± 6,5
DECISION TREE NB 82,1 ± 7,5 80,9 ± 7,8 79,4 ± 8,1 81,5 ± 7,1
RANDOM FOREST 82,6 ± 5,9 83,0 ± 6,4 82,7 ± 6,4 83,2 ± 5,8
algoritmo de classificação automática que se destaca com a introdução de ruído e o seu combate é
o Decision Tree. Desta vez, com o combate do ruído não se consegue superar o melhor resultado
alcançado sem a introdução de ruído. Também se salienta o facto de no combate do ruído o melhor
resultado obtido com 5% de probabilidade de ocorrência de um falso negativo ser superior à obtida
quando essa probabilidade é de 3%, uma vez que até agora isso nunca aconteceu.
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Figura 4.21: Taxa de acerto e desvio padrão dos melhores resultados encontrados com a simulação
e combate do ruído em 3D
4.7 Comparação entre Observação Direta e Classificação Automá-
tica
Após ter sido desenvolvido um novo método para a classificação da atividade física de pes-
soas através de classificadores automáticos, é necessário comparar os resultados com os obtidos
na classificação por observação direta, de modo a identificar vantagens que possam existir. Para
tal reuniram-se os melhores resultados alcançados em ambos os métodos. Na observação direta o
intervalo de tempo utilizado para análise e avaliação dos indivíduos é de 10 segundos, sendo pos-
sível fazer esta avaliação com paragens ou sem paragens. Sem paragens os observadores utilizam
10 segundos para observar e os próximos 10 segundos para anotar a avaliação. Com paragens é
necessário a existência de um vídeo, onde os observadores utilizam 10 segundos para analisar a
atividade física, parando o vídeo para anotar as avaliações. Assim optou-se por escolher a análise
com paragens, pois produz uma quantidade de informação maior acerca da atividade física dos 10
indivíduos. As sequência de vídeo utilizadas têm 8 minutos e 40 segundos, o que dá 52 intervalos
de 10 segundos, ou seja tem-se 52 avaliações da atividade físicas dos 10 indivíduos.
A classificação da atividade física, no caso da observação direta, é efetuada em grupo, isto
quer dizer que em cada intervalo de tempo tem-se a descrição de quantos indivíduos estão a ser
sedentários, moderados e vigorosos, não sendo especificado que indivíduos estão a ter esse com-
portamento. No caso da classificação automática, é possível obter-se a classificação individual e
em grupo simultaneamente para cada intervalo de tempo. Esta é uma vantagem da classificação
automática em relação à observação direta. Enquanto que na observação direta para cada intervalo
de tempo de 10 segundos tem-se a classificação da atividade física dos 10 indivíduos, na clas-
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sificação automática tem-se essa informação mais o comportamento individual de cada um dos
10 indivíduos. Em adição na classificação automática o intervalo de tempo pode ser diminuído,
conseguindo-se taxas de acerto superiores na classificação da atividade física como foi demons-
trado anteriormente.
Tabela 4.23: Número de pessoas mal classificadas por intervalo de tempo
Número de indivíduos mal classificados
Tempo do vídeo Observador X Observador Y Observador Z
00:00:10 1 0 1
00:00:20 0 1 1
00:00:30 1 1 2
00:00:40 0 0 1
00:00:50 0 0 0
00:01:00 1 1 0
00:01:10 1 1 1
00:01:20 1 1 2
Como foi referido anteriormente, na observação direta houve 3 observadores especializados
em classificar a atividade física. Cada um deles classificou os 10 indivíduos, sendo que no final
houve uma nova classificação em concordância entre os 3 observadores de forma a esta classifi-
cação servir para avaliar a taxa de acerto de cada um dos observadores. Após ter sido feita uma
avaliação da taxa de acerto de cada um dos observadores, foi possível contabilizar o número de
pessoas que foram mal classificadas em cada intervalo de tempo de 10 segundos. Com estes va-
lores foi possível calcular a probabilidade de classificar erradamente N indivíduos num intervalo
de tempo para cada um dos observadores. No final fez-se uma média dos três observadores. Para
deixar claro este procedimento, apresenta-se um exemplo. Na Tabela 4.23 está representado o
número de pessoas mal classificadas para os 8 primeiros intervalos de tempo de 10 segundos para
cada um dos observadores e na Tabela 4.24 está representada a estimativa da probabilidade de er-
rar a classificação de N indivíduos tendo em conta as classificações dos 3 observadores. Tome-se
Tabela 4.24: Probabilidade de classificar erradamente N pessoas
No de pessoas No total de ocorrência Probabilidade
0 8 33,33%
1 14 58,33%
2 2 8,33%
3 0 0,00%
o exemplo de calcular a probabilidade de errar a classificação de 2 indivíduos num intervalo de
tempo qualquer. Este cálculo é realizado pelo quociente entre o número total de ocorrência de
uma má classificação de 2 e só 2 indivíduos e o número total de classificações efetuadas. Neste
exemplo só existem 8 classificações por observador e só se registam duas ocorrências em que 2
indivíduos são mal classificados. Como tal, P(X = 2) = 28×3(observadores) × 100% = 8,33%, onde
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X é o número de pessoas que são mal classificadas. O mesmo procedimento para identificar o nú-
mero de pessoas mal classificadas em cada intervalo de tempo foi realizado para as classificações
da atividade física de pessoas realizada pelos algoritmos de classificação automática.
Os resultados alcançados na comparação entre a observação direta e a classificação automática
pode ser vista na Tabela 4.25, onde é apresentado a probabilidade de errar N pessoas num intervalo
de tempo de 10 segundos em ambos os casos. Nesta tabela também é apresentada a probabilidade
cumulativa, isto é a probabilidade de errar a classificação de N ou menos pessoas (P(X ≤N)) num
intervalo de tempo de 10 segundos. Por exemplo, P(X ≤ 2) é a probabilidade de o número de
pessoas que são mal classificadas ser igual ou inferior a 2, o que equivale à soma da probabilidade
de errar-se 0 pessoas, 1 pessoa e 2 pessoas (P(X = 0)+P(X = 1)+P(X = 2)).
Tabela 4.25: Probabilidade cumulativa de uma classificação errada da atividade física das pessoas
Observação Direta Classificação Autom.
N P(X = N) P(X ≤ N) P(X = N) P(X ≤ N)
0 46,15% 46,15% 45,19% 45,19%
1 39,94% 81,09% 41,35% 86,54%
2 13,14% 94,23% 12,50% 99,04%
3 3,53% 97,76% 0,96% 100%
4 1,60% 99,36% 0% 100%
5 0,64% 100% 0% 100%
Para efetuar-se uma comparação mais clara entre a observação direta e a classificação auto-
mática apresenta-se a Figura 4.22, onde é apresentada a probabilidade de errar a classificação de
N ou menos pessoas num intervalo de tempo de 10 segundos, ou seja P(X ≤ N). Quanto mais
depressa a curva se aproximar dos 100% melhor, porque quer dizer que o número de pessoas mal
classificadas é menor. Como se pode constatar pelo gráfico representado na figura, a probabilidade
de errar-se a classificação da atividade física de 1 ou menos pessoas é aproximadamente 80% para
a observação direta, enquanto que para a classificação automática é acima dos 86%. Isto quer dizer
que existe aproximadamente uma probabilidade acima dos 20%, para a observação direta, de errar-
se a classificação de mais do que uma pessoa, enquanto que para a classificação automática essa
probabilidade é abaixo dos 14%. Desta forma, conclui-se que o uso de classificadores automáticos
para a classificação da atividade física dos 10 indivíduos resulta num menor número de pessoas
incorretamente classificadas, verificando-se que a probabilidade de errar a classificação em mais
do que 2 pessoas é praticamente nula, enquanto que na observação direta essa probabilidade é
superior a 5%.
Nesta comparação, convém salientar o facto de que o uso de classificadores automáticos per-
mite uma classificação da atividade física individual, pois com esta classificação consegue-se iden-
tificar, caso exista, um ou mais indivíduos que sejam menos ativos. Esta informação poderá depois
ser usada por estudos que tenham interesse em utilizá-la. Com o intuito de automatizar o processo
de classificação de pessoas de forma a identificar indivíduos que sejam mais sedentários, o uso de
algoritmos de tracking é uma boa solução apesar de ter-se verificado um decréscimo na taxa de
acerto, pois irá permitir fazer um seguimento dos indivíduos.
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Figura 4.22: Probabilidade de errar a classificação de N ou menos pessoas num intervalo de tempo
de 10 segundos
Outro aspeto que convém realçar é o facto de a classificação automática permitir diminuir o
intervalo de tempo em que os indivíduos são classificados. Nesta análise de resultados utilizou-se
10 segundos como intervalo de tempo para haver uma comparação justa entre a observação direta
e a classificação automática. Mas como foi demonstrado anteriormente, a redução do intervalo de
tempo para 3 segundos aumenta a taxa de precisão na classificação da atividade física, e por este
motivo tem todo o interesse que poder-se reduzir o intervalo de tempo no uso de classificadores
automáticos.
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Capítulo 5
Conclusões e Trabalho Futuro
Uma vez que a observação direta é o método mais utilizado para a caracterização da atividade
física e havendo inúmeros estudos sobre a classificação automática de dados, o desenvolvimento
desta dissertação teve por objetivo encontrar um método capaz de classificar a atividade física de
pessoas. Para tal, estudou-se o uso de métodos automáticos de forma a demonstrar a sua fiabilidade
em termos de taxa de acerto (exatidão) e precisão na classificação da atividade física de pessoas.
Numa primeira fase fez-se uma análise do vídeo em 2D comparando o desempenho dos vários
algoritmos de classificação automática utilizados, com o intuito de se obter a melhor classifica-
ção automática da atividade física dos 10 indivíduos como sedentário, moderado ou vigoroso.
Usaram-se oito algoritmos incluindo o SVM, sendo que este foi usado como referência para com-
paração dos resultados obtidos. Uma comparação detalhada dos algoritmos usados com o SVM
foi realizada recorrendo a vários intervalos de tempo (90, 150 e 300 frames) e a três diferentes
conjuntos de características (A, B e C). Chegou-se à conclusão que qualquer que seja o método
usado (conjunto de características e algoritmo de classificação automática) a diminuição do inter-
valo de tempo, no qual o indivíduo é classificado, resulta numa classificação da atividade física
mais exata e precisa. De facto verifica-se que o melhor resultado numa análise 2D do vídeo foi
para o intervalo de tempo de 90 frames com uma taxa média de acerto de 81,6% e 5,1% de desvio
padrão. Comparando estes resultados com os alcaçados recorrendo ao SVM, verifica-se que houve
uma melhoria de 3,6 pontos percentuais na taxa média de acerto da classificação da atividade física
dos 10 indivíduos havendo também uma maior precisão ao longo dos 8 minutos e 40 segundos,
como pode ser comprovado pela diminuição do desvio padrão em 0,8 pontos percentuais. As-
sim verifica-se um melhoramento significativo dos resultados, reforçando a ideia de que o uso de
processos automáticos como auxílio para a caracterização da atividade física é uma mais valia.
Numa segunda fase fez-se uma análise do vídeo em 3D, adaptando-se o conjunto das caracte-
rísticas usadas para esta nova análise resultando num novo conjunto de características (D ,E, F e
G). Verificou-se um melhoramento global de todos os algoritmos automáticos usados, sendo que
a taxa de acerto de 81,6% anteriormente obtida numa análise 2D foi ultrapassada. Numa análise
3D do vídeo obteve-se uma taxa de acerto de 86,7%. Desta forma, regista-se um aumento de 5,1
pontos percentuais na taxa média de acerto da classificação da atividade física dos 10 indivíduos.
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Este aumento deve-se ao facto de se conseguir fazer uma análise mais precisa dos dados, uma vez
que se obtém uma posição de cada indivíduo mais próxima do real. Conclui-se que uma análise
do vídeo em 3D se torna vantajosa, caso exista a possibilidade de o fazer.
Caso se pretenda tornar o processo de classificação da atividade física mais automatizado, a
utilização de algoritmos de tracking é uma boa escolha, pois a deteção das pessoas é o primeiro
passo após a aquisição das sequências de vídeos. Nesta dissertação não foi utilizado nenhum al-
goritmo de tracking, mas fez-se a simulação da utilização destes algoritmos através da introdução
de ruído presente nestes. Esta simulação foi efetuada para se verificar qual o impacto que a utili-
zação de um algoritmo de tracking teria no desempenho dos classificadores automáticos usados.
Mesmo sabendo que com uma análise 3D do vídeo se obtêm melhores resultados, esta simulação
foi também implementada numa análise do vídeo em 2D, pois caso não se tenha a possibilidade de
analisar o vídeo em 3D, fica-se na mesma com uma ideia aproximada do impacto que o uso de um
algoritmo de tracking tem no desempenho dos classificadores automáticos e consequentemente na
classificação da atividade física de pessoas. Inicialmente foi simulado o ruído presente em algo-
ritmos de tracking e só depois é que se aplicaram técnicas para contornar esse ruído. Para ambas
as análises do vídeo (2D e 3D) verificou-se que com a introdução do ruído o desempenho dos
algoritmos desce, mas com o combate do mesmo essa redução é menos significativa. Conclui-se
assim que a utilização de um algoritmo de tracking para seguimento dos indivíduos de forma a ser
efetuada uma posterior classificação da sua atividade física reduz (para este caso) a taxa média de
acerto dos algoritmos de classificação automática usados, sendo que essa diminuição poderá estar
entre 3 e 5 pontos percentuais.
Em relação ao uso dos vários algoritmos de classificação automática verificou-se que sem
a simulação do uso de um algoritmo de tracking os melhores resultados alcançados tanto numa
análise 2D como em 3D do vídeo foi com o Bayes Network. Com a simulação do uso de um
algoritmo de tracking, verifica-se que obtêm-se os melhores resultados usando o Random Forest e
o Decision Tree numa análise do vídeo em 2D e 3D respetivamente, concluindo-se que por vezes
a utilização de algoritmos menos complexos pode ser vantajoso.
Concluindo, este estudo permitiu estabelecer bases para uma classificação automática da ati-
vidade física usando algoritmos de classificação automática, possibilitando a deteção de alguns
fatores que afetam a taxa de acerto e que se apresentam de seguida:
• intervalo de tempo usado: a escolha de um intervalo de tempo pequeno é vantajoso, tendo
em atenção que intervalos de tempo demasiado pequenos deixam de o ser (neste estudo o
mais adequado foi de 3 segundos);
• diferentes conjuntos de características: os usados nesta dissertação tiveram pouca influência
na taxa de acerto;
• análise do vídeo: uma análise em 3D é preferível caso seja possível (é necessário existir a
calibração da câmara usada);
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• uso de algoritmos de tracking: verificou-se que estes têm um impacto na taxa de acerto entre
3 a 5 pontos percentuais;
• uso de diferentes algoritmos de classificação automática: há claramente algoritmos mais
adequados para a análise 2D (Bayes Network) e outros para a análise 3D, assim como exis-
tem outros que são mais eficazes na utilização algoritmos de tracking;
• a classificação automática tem vantagens sobre a observação direta: permite fazer uma ava-
liação individual e em grupo simultaneamente; permite fazer uma avaliação da atividade
física em intervalos de tempo mais pequenos; é mais objetiva, menos intrusiva, demora
menos tempo e mostra ter potencial para ser usada no futuro.
Para trabalho futuro a análise do vídeo em 2D pode ser melhorada com o desenvolvimento de
uma nova normalização da profundidade, de forma a solucionar a perspetiva a que o indivíduo se
encontra da câmara, conseguindo-se uma taxa de acerto próxima da obtida numa análise do vídeo
em 3D. O método desenvolvido para a classificação da atividade física de pessoas, embora seja
viável está condicionado pelas dimensões do ambiente, pela perspetiva da câmara utilizada assim
como pelo método usado para a deteção e seguimento dos indivíduos. Desta forma são sugeridos
alguns aspetos que podem ser abordados em trabalhos futuros:
• uso de diferentes espaços: outro tipo de espaços fechados e espaços em aberto são alterna-
tivas possíveis para a classificação da atividade física e tem interesse em ser abordado para
se testar a aplicabilidade do método de classificação automática desenvolvido e para tornar
este método mais abrangente;
• posição da câmara: podem existir soluções mais vantajosas para classificar a atividade física;
o uso de sobreposição de câmaras também tem interesse em ser testado, pois pode facilitar
o seguimento ou reduzir o erro de posição dos indivíduos;
• utilizar algoritmo de tracking: com o aumento do número de indivíduos a analisar, a deteção
e seguimento manual dos mesmos através de vídeo torna-se impraticável pela duração de
tempo que este processo leva. Assim, o desenvolvimento de algoritmos de tracking capazes
de desempenhar a função do seguimento de um número de pessoas superior a 10 poderá ser
um grande passo para tornar este método mais abrangente e global. Desta forma também
se verifica o impacto real que o uso de um algoritmo de tracking tem nos classificadores
automáticos usados para classificação da atividade física dos 10 indivíduos;
• tempo de processamento: este é um fator que por vezes é muito importante, sendo que a
utilização de um algoritmo de tracking pode ajudar bastante a tornar o método desenvolvido
num método de classificação em tempo real;
• análise do vídeo no domínio das frequências: com uma análise diferente do vídeo é possível
descobrir se existem outras características relevantes a considerar.
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Por último, com o desenvolvimento desta dissertação, pretendeu-se contribuir para a explora-
ção detalhada de processos automáticos para a caracterização da atividade física, acreditando-se
que investigações futuras consigam identificar fatores que possam promover a prática da atividade
física, conseguindo-se assim auxiliar o combate da obesidade trazendo um estilo de vida mais sau-
dável para a sociedade. Um exemplo onde este método pode ser aplicado é num recreio de uma
escola, ou em aulas de educação física, conseguindo-se com este método detetar os alunos menos
e mais ativos, ou até mesmo o desporto que cada aluno prefere.
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