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Abstract 
Position and velocity feedback gains should be tuned suitablyto realize a stable position controller. We already proposed 
genetic algorithms with variable search spaces, which successfully address this problem. The effectiveness was proved 
through fine-gain tuning of a resolved acceleration controller, which is one of the model-based robotic servo controllers. 
Additionally, the viscous and Coulomb frictions of the joints were considered in the dynamic model of the manipulator, to 
realize a more realistic robotic simulation. As a result, undesirable oscillations caused by the friction were observed because 
of the nonlinearity of the friction model. In this paper, we add a low-pass filter to the velocity term in the resolved 
acceleration controller to reduce the influence of the friction. The improved controller is evaluated through fine-gain tuning 
for a trajectory-following controlproblem. Simulations are conducted by using the dynamic model of a PUMA560 
manipulator. The results demonstrate the effectiveness of the improved controller. 
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1. Introduction 
Many control strategies have been proposed and applied to various systems in industrial fields. When 
designing a control system, the most complicated problem is how to tune feedback gains used in the control 
system. Conventionally, the gains have been experimentally and instinctively tuned by trial and error based on 
known the model information and an operator’s skill. For an articulated-type industrial robot, this problem 
tends to become more complicated. Recently, the computation speed has drastically increased, so that the gains 
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in a control system can be numerically tuned through computer simulations using the target dynamic model. 
Gain tuning problem is a typical non-convex optimization problem. Therefore, genetic algorithms have been 
applied to efficiently solve this problem while avoiding undesirable local optimal solutions. 
For example, Ya and Meng proposed a genetic algorithm-based optimized hybrid controller which is 
suitable for controlling both linear and nonlinear systems [1]. The controller is composed of a linear PID 
controller and a linear fuzzy logic controller. They applied a genetic algorithm approach to facilitate the 
optimal tuning of controller gains. Tsuji et al. applied genetic algorithms to feedback gains determination and 
the result showed faster convergence [2]. Computed torque control method [3] and resolved acceleration 
control method [4] are used for nonlinear control of industrial manipulators, which are composed of a model-
based portion and a servo portion. The servo portion is a closed loop with respect to the position and velocity. 
On the other hand, the model-base portion has inertia, gravity, and Coriolis/centrifugal terms, which work for 
canceling the nonlinearity of manipulator. Nagata et al. proposed an effective fine-gain tuning method for a 
computed torque controller, in which genetic algorithms were applied to obtain more suitable feedback gains 
after a manual turning process. [5], [6]. Lee et al. presented an application of efficient evolutionary algorithm 
on the time optimal trajectory-planning of a manipulator [7]. They compared canonical genetic algorithms and 
an evolution strategy for trajectory-planning of robotic manipulator in two link manipulator simulation. 
Frictions such as the viscous friction and Coulomb friction are inevitable phenomena. It is well-known that 
the friction is discontinuous and undesirably behaves like noise at every joint of a robot.Hence, the dynamics 
of manipulator has to be modeled considering the friction to simulate more realistic behaviors. It is reported 
that position and velocity errors in the joint coordinate system oscillatewhen a robot manipulator was 
controlled by a nonlinear feedback controller using the dynamic model with a friction term [8]. This is a critical 
problem in the feedback controller because the manipulated values, i.e., the joint driving torques, are generated 
based on the both errors. Consequently, the errors give some bad effect to the semi-optimal solution of fine-
gain tuning solved by genetic algorithms.  
We have already proposed genetic algorithms with variable search spaces to systematically search the semi-
optimal solution of the feedback gains used in the resolved acceleration controller. In this paper, a simple low-
pass filter is added to the resolved acceleration controller. The low-pass filter enables the genetic algorithms to 
rapidly search a better semi-optimal solution of the feedback gains with an aspect of underdamped condition. 
Due to the underdamped property of the feedback gains, the resolved acceleration controller can achieve a 
faster second-order error system to a trajectory-following control problem. Simulations with a dynamic model 
of a PUMA560 manipulator are conducted by using the Runge-Kutta method. The results demonstrate the 
effectiveness of the proposed method. 
2. Robotic servo controller 
2.1. Resolved acceleration control 
The dynamic model of an industrial manipulator is generally given by 
ĲșșFșGșșHșșM   )( )()()(  ,,                                                                                                       (1) 
where 66㺃)( ușM , 16㺃),( ușșH  , 16㺃)( ușG , 16㺃),( ușșF  and 16㺃 uĲ are the inertia, 
Coriolis/centrifugal force, gravity, friction and joint driven torque term in the joint space, respectively. 
Tșș ],...,[= 61ș , 16㺃 uș and 16㺃 uș  are the joint angle, angle velocity and acceleration vectors, respectively. 
Here, subscript indices describe the number of each joint. Figure 1 shows the block diagram of the resolved 
acceleration controller, which is known as the one of model-based robotic servo controllers. The friction term 
works as the disturbance. The desired position, velocity and acceleration in Cartesian coordinate system have to 
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be given to the reference of the servo system in order to apply the controller to a trajectory-following control. 
The resolved acceleration controller generates the joint driving torque as given by 
^ ` ^ `> @ )()()()()( șGșșHșșJxxKxxKxșJșMĲ   ,++= 1- rprvr                                             (2) 
where the hat symbol means the estimated term obtained by a computing inverse dynamics via the recursive 
Newton-Euler formulation. 16㺃 ux  consists of a position vector Tzyx ][ ,, and an orientation vector 
T][ ȖȕĮ ,, at the tip of manipulator in Cartesian coordinate system. 16㺃 ux  and 16㺃 ux  are the velocity and 
acceleration vectors, respectively. rx , rx  and rx  are the desired vectors of the position, velocity and 
acceleration in Cartesian coordinate system, respectively. ș , ș , x  and x are actual values, i.e. controlled 
variables in the controller. Fkine(ș) is the function to calculate the forward kinematics given by x = Fkine(ș). 
),...,diag( 61 vvv KK K  and ),...,diag( 61 ppp KK K  are the feedback gains of the velocity and position 
respectively, each of which is set to a positive definite diagonal matrix. Note that the diagonal elements of vK  
and pK  have to be tuned suitably to enhance the control performance. )(șM

, ),( șșH 

 and )(șG

 are called 
nonlinear compensation terms, which act on the nonlinearity cancellation of the manipulator. The nonlinear 
compensation terms are effective to achieve a stable trajectory-following control. Also, )(șJ  is the Jacobian 
matrix giving the relation of șșJx  )( . If the estimated terms are perfectly exact, then the second order error 
equation of this system is derived by  
= 0eKeKe pv                                                                                                                                   (3) 
where xxe  r , xxe   r  and xxe   r . Accordingly, a nominal response is obtained by choosing vK  
and pK  suitably considering the following equation based on critically dumped condition.  
pivi KK 2=                                                                                                                                               (4) 
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Fig. 1. Block diagram of the resolved acceleration controller with low-pass filter 
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2.2. Dynamic model 
In this simulation experiment, it is assumed that the friction term is composed of the viscous friction and the 
Coulomb friction. Therefore, the friction term in Eq. (1) is rewritten by 
}{sgn(, 2 ))( șĲGșBGșșF r  cr                                                                                                               (5) 
where 66㺃 uB  is the coefficient matrix of the viscous friction at each motor, 66㺃 urG is the reduction gear 
ratio matrix which represents the motor speed to joint speed, and }{sgn( )șĲ c  is the Coulomb friction torque 
appeared at each motor. If )șsgn(  is positive, then  cci ĲĲ . If )șsgn(  is negative, then  cci ĲĲ . The friction 
parameters of a PUMA560 manipulator are already reported as following [9]. 
B  = diag (0.0015, 0.0008, 0.0014, 0.0001, 0.0001, 0.0000)                                                                     (6) 
rG = diag (62.6, 107.8, 53.7, 76.0, 71.9, 76.7)                                                                                      (7) 

cĲ  =  [0.395, 0.126, 0.132, 0.011, 0.009, 0.004]T                                                                                      (8) 

cĲ  = [0.435, 0.071, 0.105, 0.017, 0.015, 0.011]T                                                                          (9) 
The friction term given by Eq. (5) causes undesirable errors in critically dumped condition, so that the 
estimated terms )(șM

, ),( șșH 

 and )(șG

are forced to have some modeling errors. That is the reason why  
fine-gain turning after manual gain tuning is an important for the robotic servo system in order to realize more 
accurate trajectory-following control. Furthermore, the position and velocity in Cartesian space also has an 
undesirable oscillation. It is expected that the low-pass filler can reduce the oscillations appeared in the velocity.  
2.3. Low-pass filter 
To reduce the undesirable influence of friction such as spikes and noises, the following first-order lag low-
pass filter is applied for the velocity x . 
fs
fsF

 )(                                                                                                                                             (10) 
where s is the complex argument of Laplace transform and f is a time constant. Here, it is assumed that the 
velocity )(kx  at the discrete time k is given by 
^ ` tkkk ǻ/1  )()()( xxx                                                                                                                         (11) 
where ¨t is a sampling time. The velocity )(kx  filtered by Eq. (10) can be calculated by 
)1()1(1
~
 kftkfkfk xxxx  ǻ )()()(                                                                                           (12) 
This filter is easily available in real time control systems because it requires only the information of current 
position )(kx , last position )1( kx  and last velocity )1( kx .  
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In this study, we set 2 ʌ  to the time constant f  in consideration of  the previous study [8]. 
3. Genetic Algorithms 
Genetic algorithms are widely used to solve non-convex optimization problems. There are many extended 
GAs, e.g., compact genetic algorithm [9], quantum-inspired evolutionary algorithm [10] and so on. In this 
study, variable search space genetic algorithms [8] are used to optimize the feedback gains vK  and pK . In 
order to apply the genetic algorithms, firstly, vK  and pK  are transformed into a digit binary string as 
chromosome. Diagonal elements of vK  and pK  are encoded into 8 bits and 16 bits code respectively, so that 
an individual chromosome is composed of 144 (=8×6+16×6) bits as shown in Fig. 2. A population has 100 
individuals. Each individual in the initial population is generated within the expectable range obtained through 
the manual tuning process conducted in advance. For example, we have preliminarily confirmed by the manual 
tuning that, if each element of vK and pK is set to 50  viK  220, 1000  piK  35000 then undesirable 
singularities do not tend to occur. The range of viK  is declared with a minimum value minviK and a maximum 
value maxviK , and the range of piK also declared with a minimum value minpiK  and a maximum value maxpiK . 
Initial values of them are randomly generated within the ranges as shown in Table 1. Figure 3 shows the 
flowchart of the variable search space genetic algorithms. The search spaces of piK change respectively if the 
optimal solution is not updated for 10 generations at all, so that it is expected that the solution does not fall into 
local optimal solutions. If the optimal solution is not updated for 10 generations in the changed search spaces or 
just when the optimal solution is newly updated, then the search spaces return to the initial one.  
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2vK1vK 3vK 4vK 5vK 6vK 2pK1pK 3pK 6pK
0 0 0 1 0 0 1 0 0 1 0 0 1 0 1 0 0 1 0 0
Velocity gains Position gains
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0 0 1 0
4pK 5pK
 
Fig. 2. Structure of chromosome of an individual 
Table 1 Initial parameters of genetic algorithms 
Population size 100 
Number of elite 6 
Selection Tournament selection and elitism 
Crossover Uniform crossover (rate = 87.5%) 
Mutation Random mutation (rate = 6.7%) 
Search space of Kvi 50  Kvi  220 
Search space of Kpi 1000  Kpi  35000 
Maximum generation 100 
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Fig. 3. Flowchart of variable search space genetic algorithms 
At the evaluation stage, the dynamic simulations of manipulator are executed for each individual, i.e., the 
feedback gains of the resolved acceleration control. Each individual is evaluated through the following 
evaluation function EV.  
¦
 
 
tT
k
V kE
ǻ
1
)(e                                                                                                                                        (13) 
where T and ¨t are the simulation time and the sampling width, respectively. k is the sampled discrete-time 
number in simulation. As can be seen, this function integrates the sum of the position error )(ke = )(krx  )(kx  
in Cartesian space through the simulation time. This evaluation value EV is regarded as the fitness in genetic 
algorithms operation. Note that the smaller the fitness is, the more superior the individual is. Therefore, the 
fine-gain tuning in this paper is an optimization problem under the constraints of the search spaces of viK  and 
piK .  
4. Simulations 
4.1. Desired trajectory 
In this section, to evaluate the effectiveness of the proposed method, simulations are carried out by using the 
dynamic model of a PUMA560 manipulator on MATLAB® system [11]. First of all, a desired trajectory in 
Cartesian coordinate system must be prepared in order to apply the resolved acceleration control method to the 
PUMA560 manipulator. Discrete values of the desired position rx , velocity rx and acceleration rx are 
calculated with a 4-1-4 order polynomial equation for each sampling time in advance. Figure 4 shows the 
simple desired trajectory viewed in Cartesian space, in which the manipulator moves to the final pose from the 
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initial one. The tip of the robot arm moves to only xdirection while keeping the initial orientation. The initial 
and final position/orientation vectors are set to startrx = (0.4800, 0.1501, 0.0203, 0, pi/2, 0), endrx = (0.5536, 
0.1501, 0.0203, 0, pi/2, 0), respectively. The desired trajectory can be changed by adjusting the acceleration 
time, the constant velocity time or the deceleration time. In this simulation, we set them such that the total 
simulation time is 5.0 sec, the sampling width is 0.01 sec, the acceleration and deceleration time is 1.0 sec. 
Figure 5 shows the change of the x-directional component of this desired trajectory in Cartesian space.  
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Fig. 4.  Desired trajectory in simulation 
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Fig. 5.  Desired trajectory in x direction in Cartesian space with 4-1-4 order polynomial equation 
Before applying the genetic algorithms approach, we broadly investigated the characteristics of the 
trajectory-following control. As the result, the ranges in which the robot did not become unstable were 50  
viK   220 and 1000  piK   35000 respectively, so that the search space for genetic algorithms was limited 
within these ranges. After the manual tuning process, vK  and pK  should be tuned finely to achieve an 
elaborate controller to avoid large overshoots and oscillations.  
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4.2. Result of fine-gain tuning 
Firstly, the genetic algorithms were applied to fine-gain tuning of the resolved acceleration controller 
without the low-pass filter. The crossover rate and mutation rate were set to 87.5% and 1.00% respectively. The 
dotted line in Figure 6 shows a variation of the best fitness bestVE improved through the evolutionary history. 
After 100 generations, bestVE  decreased to 0.012698 with the semi-optimal gains given by    
vK  = diag(212.0, 209.3, 218.7, 184.0, 219.3, 218.7)                                                                             (14) 
pK  = diag(28525, 28403, 29660, 24253, 9566, 4948)                                                                           (15) 
Next, the genetic algorithms were further applied to the fine-gain tuning problem with the low-pass filter. The 
solid line in Fig. 6 is a variation of the best fitness bestVE  improved through the evolutionary history. After 100 
generations, bestVE  decreased to 0.011373 with the semi-optimal gains given by   
vK  = diag(216.7, 218.0, 210.0, 179.3, 208.7, 208.7)                                                                             (16) 
pK  = diag(20044, 10297, 32139, 28913, 27967, 34540)                                                                       (17) 
It was confirmed from the bestVE  that the proposed method with the low-pass filter could find more optimal 
gains compared to the method without the low-pass filter. The relation between the best piK  and viK are 
plotted in Fig. 7. The solid line shows the curve of critically damped condition. On the whole, it was also 
observed from the results that the values of the velocity feedback gains were obtained within the narrow range 
from 180 to 220. On the other hand, the position feedback gains scattered in the wider range from 9600 to 
34500. Figure 8 shows the enlarged view of position error )()( kxkxr   at each sampling time using gains 
given by Eq. (14) and Eq. (15). Figure 9 also shows the enlarged view of the position error at the sampling time 
using optimal gains given by Eq. (16) and Eq. (17).   
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Fig. 6. Comparison of evolutionary histories of best fitness bestVE  
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Fig. 7. Calculated best gains and critical damping condition 
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Fig. 8. Position errors in x-direction using optimal gains obtained by GAs without filtering 
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Fig. 9. Position errors of x-direction using optimal gains obtained by GAs with filtering  
59 Akimasa Otsuka and Fusaomi Nagata /  Procedia Computer Science  22 ( 2013 )  50 – 59 
4.3. Discussions 
Figure 6 clearly shows that the value of bestVE obtained by using the proposed method at each generation is 
always better than the value of bestVE obtained by the method without the low-pass filter. This means that the 
proposed method reduces the influence of friction in dynamic model. Figure 6 also shows that the best fitness 
bestVE  could be reduced to 0.011373 from 0.012698, i.e., a better trajectory-following performance was 
achieved. Figure 7 shows that the semi-optimal gains of each joint converge to the area with more 
underdamped property. This suggests that the combinations of the best piK  and viK given by Eqs. (16) and 
(17) have more underdamped tendency. It is observed from Figs. 8 and 9 that the magnitudes of high frequency 
oscillations are reduced and consequently the absolute values of position errors are also reduced. Summarized 
as follows, it is concluded from the simulation results that the low-pass filter enabled the genetic algorithms to 
find the superior feedback gains and significantly reduced the manipulator oscillation.  
5.  Conclusions 
In this paper, the resolved acceleration controller with a low-pass filter has been proposed for a robotic servo 
controller. The low-pass filter enabled the genetic algorithms to rapidly find the superior feedback gains with 
an aspect of underdamped condition. Due to the underdamped property of the feedback gains, the resolved 
acceleration controller could achieve a faster second-order error system to a trajectory-following control 
problem. Simulations with the dynamic model of a PUMA560 manipulator were conducted by using the 
Runge-Kutta method, so that the results demonstrated the effectiveness of reducing the manipulator oscillations 
by using the low-pass filter. It is concluded that the proposed method has an advantage compared with without 
using the filter. For the future work, we plan to compare the performance of other filters and GAs, also plan to 
extend the GAs to further optimize not only the feedback gains but also the time constant of low-pass filter 
simultaneously. Furthermore, the proposed method is planned to be applied for more complex trajectories in 
actual. 
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