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ABSTRACT
A NEW SIGNAL DETECTION METHOD FOR CAPACITIVE 
MICROMACHINED ULTRASONIC TRANSDUCERS
Arif Sanlı Ergun
Ph. D. in Electrical and Electronics Engineering 
Supervisor: Prof. Abdullah Atalar 
April 27, 1999
Capacitive micromachined ultrasonic transducers (cMUT) have become an alternative 
to piezoelectric transducers in the past few years. They are constructed by integrat­
ing many small circular membranes in parallel. In this thesis, we demonstrate a new 
signal detection method for cMUT’s. We model the membranes as capacitors, and the 
interconnection lines between the membranes as inductors. The resulting circuit is an 
artificial transmission line with a certain electrical length. The vibrations of the mem­
branes modulate the electrical length of the transmission line, which is proportional to 
the frequency of the signal through it. By measuring the electrical length of the artificial 
transmission line using a high RF frequency (in the GHz range), the vibrations of the 
membranes can be detected in a very sensitive manner. Typically, the improvement over 
the conventional method is two orders of magnitude. For the devices we measured we 
observed a minimum detectable displacement in the order of 10"^ A /V ^ .
Keywords: capacitive micromachined ultrasonic transducers, ultrasonic signal detection, 
displacement sensing
ÖZET
KAPASİTİF MİKRO-İŞLENMİŞ ULTRASONİK ÇEVİRİLER İÇİN 
YENİ BİR SİNYAL ALGILAMA METODU
Arif Sanlı Ergun
Elektrik ve Elektronik Mühendisliği Doktora 
Tez Yöneticisi: Prof. Dr. Abdullah Atalar 
27 Nisan 1999
Geçtiğimiz bir kaç sene içerisinde kapasitif ultrasonik mikro-işlenmiş çeviriciler (kUMÇ) 
piezoelektrik çeviricilere alternatif olmaya başladilar. kUMÇ’lar çok sayıda küçük daire­
sel zarların paralel şekilde bir araya getirilmesiyle oluşturulmaktadır. Bu tezde kUMÇ’lar 
için yeni bir sinyal algılama yöntemi gösterilmektedir. Bu yöntemde zarlar kondansatör, 
zarlar arasındaki bağlantılar ise indüktör olarak modellenmektedir. Ortaya çıkan devre 
yapay bir iletim hattı olup belli bir elektriksel uzunluğu vardır. Zarların titremesi du­
rumunda yapay iletim hattının elektriksel uzunluğu değişir, ve değişim miktarı hattan 
geçirilen sinyal frekansı ile doğru orantılıdır. Yüksek bir RF frekansı kullanılarak (GHz 
seviyelerinde) yapay iletim hattının elektriksel uzunluğu ölçüldüğünde zarlardaki titreşim 
oldukça hassas bir şekilde algılanabilmektedir. Tipik olarak, bu 5^ eni yolla yapılan 
ölçümlerde geleneksel yollarla yapılan ölçümlerden yüz kat daha fazla hassasiyet elde 
edilebilmektedir. Denediğimiz çeviricihude ölçülebilen en düşük bükülme 10"’^ Â /\/H z 
seviyelerinde gözlenmiştir.
Anahtar Kelimeler: kapasitif mikro-işlenrniş ultrasonik çeviriciler, ultrasonik sinyal algılama, 
bükülme algılama
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Chapter 1
INTRODUCTION
Non-contact ultrasonic measurements and non-destructive evaluation are becoming more 
attractive with the development of high frequency, high efficiency, and sensitive trans­
ducers and transducer arrays. Armed with the basic advantage of being non-contact in 
nature they find many air-coupled and immersion applications in various areas. Among 
these, proximity sensing, surface fiaw detection, underwater imaging and biological 
scanning are the most popular ones. Conventional piezoelectric transducers that are 
used in ultrasonic measurements have quite large acoustic impedances (in the order of 
10  ^ kg/m^s). In airborne applications the use of piezoelectric transducers is problem­
atic because of the low acoustic impedance of air (400 kg/m^s). The large impedance 
mismatch at the transducer-air interface introduces an enormous transmission loss, and 
decreases the coupling efficiency both in generation and detection of ultrasound. To 
overcome this mismatch, special matching layers can be used [2]. Although the use 
of matching layers solves the problem to some extent, this technique introduces other 
problems. Together with air backing, the increase in the coupling efficiency comes at 
the expense of a narrower bandwidth, and a limited high frequency performance [3,4]. 
Furthermore, the complexity introduced in the production process decreases the relia­
bility, increases the cost, and makes the fabrication of transducer arrays very difficult. 
Although the matching problem is much less serious in immersion applications, the inher­
ent problem of processing difficulty, low integrabilit}', and high temperature sensitivity 
of piezoelectric transducers persists.
In the past few years, with the development of silicon-based capacitive microma- 
chined ultrasonic transducers (cMUT’s) [3-7], a new era opened in non-contact ultra­
sonic measurements both in air-coupled and immersion applications. Using the standard 
silicon processes developed in the past 30 years, along with micromachining technolog,y, 
scientists developed reliable, small, and cheap transducers and transducer arrays with 
comparable performance to piezoelectric transducers [5,6,8, 9]. These capacitive trans­
ducers consist of many circular membranes in parallel, and are used for both generation 
and detection of ultrasound. The cross-sectional view of a typical membrane is shown 
in Figure 1.1. The membrane is a thin layer of dielectric (usually SiNj) coated with a 
metal (usually Au) electrode. A post layer supports the membrane over the substrate. 
The substrate is conducting, and functions as a ground plane. The generation of ultra­
sound depends on the electrostatic attraction force between the top electrode and the 
substrate. When an alternating voltage with a large DC offset is applied to the elec­
trode, the membrane vibrates, coupling acoustic power into the medium. The amount of 
coupling reaches its maximum at the mechanical resonance frequency of the membrane. 
The mechanical resonance frequency and bandwidth are determined by the geometrical 
and structural properties of the membrane.
Figure 1.1; Cross-section of a typical membrane.
For ultrasonic applications in the MHz range, the size of a membrane is in the tens of 
microns order. The acoustic power coupled to the medium from a single membrane is very 
small and useless for all practical purposes. For this reason, many of these membranes are 
connected in parallel to generate reasonable ultrasound power. Surface micromachining 
technology is based on standard silicon processing techniques which is now capable of 
integrating millions of transistors. Therefore, thousands of these membranes can easily 
be integrated in a small area to obtain efficient and well-matched ultrasonic transducers.
The membrane that generates ultrasound is used for the detection of ultrasound as 
well. The electrode and the substrate make up a simple parallel plate capacitor. The 
detection of ultrasound depends on the vibration of the membrane due to an incident ul­
trasonic signal. The displacement of the membrane results in a capacitance change which
is measured by monitoring the current under a constant bias voltage. The magnitude of 
the current resulting from n parallel membranes can be expressed as,
/  = 27r/il4nCo—
Xo ( 1 .1 )
. where /1 is the ultrasound frequenc}c V^ c is the bias voltage, Co is the capacitance of 
a single membrane, 2:0 is the separation between the electrode and. the substrate, and 
A x  is the magnitude of the displacement. The resulting current is then amplified with 
a transimpedance amplifier. As it is clear in equation 1.1, the output is proportional to 
the total capacitance, the bias voltage, and the inverse of the gap length between the 
membrane and the substrate.
To increase the sensitivity of a cMUT as an ultrasonic detector we have three param­
eters to optimize. The first parameter is the bias voltage which is limited by the collapse 
voltage of the membranes. Since the membranes are useless after collapse, we have to 
keep the bias voltage as large as possible, but below the collapse voltage. The second 
parameter is the gap length between the membrane and the substrate. This parameter 
seems to be the most effective one, since a decrease in xq also increases the capacitance 
Cq. However, the collapse voltage is proportional to x ^q^' \^ and we have to decrease the 
bias voltage as well if we decrease Xq. On the overall, the sensitivity is proportional 
to the square root of 1/xo- Furthermore, the smallest Xq we can achieve is limited by 
the technology. The final parameter that effects the sensitivity is the total capacitance. 
Both by increasing n and the area of each individual membrane it is possible to increase 
the sensitivity at the expense of an increase in the area.
The sensitivity also depends on the ultrasound frequency / 1. For high ultrasound 
frequencies we get better sensitivity. However, /1 is not a parameter that we can tune 
to increase the sensitivity. We have to design our transducer to operate at a certain 
frequency / 1. Therefore, for applications with low frequencies the detection sensitivity 
of the transducer degrades considerably.
In this thesis, we demonstrate an alternative method to detect the displacement of 
a membrane in a moi(! sensitive manner [10], [11]. Similar to the conventional method, 
our method is also based on the membrane capacitance variation upon receiving an 
ultrasound signal. However, as a major difference, we make use of a very high frequency 
RF signal (in the GHz range) instead of the DC bias voltage. It is this difference that 
improves the sensitivity by a few orders, and eliminates the sensitivity degradation at 
low ultrasound frequencies.
Chapter 2
THE NEW DETECTION 
METHOD
We ma}' view the DC bias voltage that is used in the conventional method as the probing 
signal of the detector. The quantit}' that is measured is the current out of the detector. 
The new method involves the use of a high frequenc}  ^ RF signal instead of the DC bias 
voltage as the probing signal. The measured quantity is the change in the phase of the 
RF signal.
The electrical model of a single membrane is a simple parallel-plate capacitor. The 
membranes are connected through interconnection lines. However small, these intercon­
nection lines can be modeled as lumped inductors. If the membranes are integrated in a 
series manner as shown in Figure 2.1, then the resulting lumped-element circuit model 
is an LC network which is called an artificial transmission line. Note that, the acoustical 
port of the detector is omitted for the time being because the frequency of interest at the 
moment ( GHz) is much higher than the mechanical resonance frequency of the detector 
( MHz).
An artificial transmi.ssion line is made up of lumped inductors and capacitors. It 
can be viewed as an ordinary transmission line with a Bragg frequency as defined in 
Appendix A. For frequencies that are much lower than the Bragg frequency it is just like 
an ordinary transmission line. It has a characteristic impedance Za, and a propagation 
constant /5 determined by the L and C values as derived in Appendix A, and shown in
Figure 2.1: The lumped-element circuit model of a detector with 5 elements 
equation 2.1 where /o is the frequency.
(2 . 1 )
0 = 27t/ oVXC
The propagation constant ¡5 has units of radians per section. Thus, the electrical 
length ($o) of the artificial transmission line is
$ 0  =  n  X /?,
where n is the number of sections. At low frequencies, namely in the ultrasound fre­
quency range of concern, the electrical length of this artificial transmission line is very 
small. Practically, all the membranes are in parallel, and the detector is like a single 
lumped capacitor as usual. At RF frequencies that are much higher than the ultrasound 
frequency, the electrical length of the artificial transmission line becomes very significant, 
and the detector is like a distributed element.
At the quiescent position, the membranes have a definite capacitance, and the elec­
trical length of the line is fixed at <l>o· If a high frequency RF signal is applied from one 
of the ports, then the transmitted signal measured from the other port is a replica of the 
input with a phase shift that is equal to $o· When the membranes displace from their
quiescent position with the effect of an external force, the electrical length of the line and 
the phase of the transmitted signal changes. If the membranes vibrate due to an incident 
ultrasound signal then the phase of the transmitted signal is modulated. The modula­
tion frequency is the ultrasound frequenc} ,^ and the modulation index is determined by 
the RF signal and the artificial transmission line properties. In the new method, the 
ultrasound signal is detected by phase-demodulating the transmitted signal.
2.1 M athem atical formulation
Here, we include the acoustical port of the detector as shown in Figure 2.2 to make 
a proper mathematical formulation for detection. The electrical side consists of two 
transmission lines. One of them has a fixed electrical length which corresponds to the 
quiescent electrical length of the detector $o· The other one is a controlled phase-shifter 
whose length is controlled by the mechanical port. It accounts for the changes in the 
electrical length of the detector due to a displacement in the membrane. The mechanical 
port of the detector is modeled as usual which is the Mason’s equivalent [12].
Vi
o ,0
{
AO=f(V)
+  y  -
%o
o
Figure 2.2: The electrical model of the detector.
The membrane is a parallel-plate capacitor whose capacitance is
Cpp —
X
where A  is the effective capacitor area, and x  is the parallel-plate separation. In addition, 
there is always fringing capacitances which adds to the parallel-plate capacitance, and
do not change with x. The interconnection lines between the membranes are modeled 
as inductors (Appendix B) which is mostly true for high impedance and short lines. 
However, there is always a small parasitic capacitance associated with each inductor. 
This capacitance also adds to the parallel-plate capacitance. Defining the sum of the 
fringing and parasitic capacitances (or the capacitances which do not change with x) as 
C/, the total capacitance C at the membrane node is written as
C = ^  + Cf.
X
( 2 ,2 )
Assuming a n-section artificial transmission line with identical membranes, the electrical 
length $  can be written using equation 2.1.
^  = n- 2 n M lL  + Cf
X
(2.3)
At the quiescent position of the membrane (x = xq) the total capacitance is denoted 
as Co =  C{xo), the propagation constant and the electrical length are denoted as Po = 
P{xo) and $0 =  =  iT-Po· The vibration of a membrane means that the parallel-plate
separation x  vibrates around the quiescent position xq. As a result, the capacitance of 
the membrane, and the electrical length of the artificial transmission line vibrate around 
their quiescent values. We can expand $  around x — xq:
i^(x(t)) =  $0 + (a:(t) -  Xo)·
The phase-modulation term A^(x(t))  = $(x(t)) — $o can be written as,
A/Tv/" Í4.W r?,27r/o\/LCo Cppo, , . .A$(.x(t)) = --------T--------- j ^ { x { t ) - x o )
ZXo Uo
Tipo Cppo {x{t) -  Xo)·
2xo Co
For a high frequency RF input signal of
K  =  V jip 008(271 Jo t) ,
the output of the detector (assuming Z„, ~  50D) is
Vo = V,iroos[2Trfot -  <i>o -  A^)(x(i))]. 
Consequently, the outjmt of the detector is a phase-modulated signal.
(2.4)
(2.5)
In the well-known Mason’s equivalent the mechanical and electrical port of the de­
tector are connected through a transformer. The transformer relates the velocity at 
the mechanical port to the current at the electrical port (Appendix C). Therefore, the 
transformer ratio denoted by p^ has the units of Coulomb/meter. Since we are using a 
different detection method, we modify Mason’s formulation, and define the transformer 
ratio as
-Vpp, (2.6)
_ ^ o(^ 67ppq),
^  --------- RF·,
2xo
where Vrf is the R,F signal amplitude. We can write A$(a:(i)) as a controlled quantity
as
where
A$(x(t)) = - F(x(t))FRF (2.7)
The displacement of the membranes (rr(i) — Xq) can be detected by measuring the 
phase of the transmitted signal.
2.2 Interferometric D etection
One way to obtain A<I>(x(t)) is to use an interferometer which is the basic method for 
phase measurements. In an interferometer, the input signal is divided into two arms, and 
then summed again as shown in Figure 2.3. The amplitude of an interferometer’s output 
is determined by the phase length difference between the two arms. The phase-length 
of the artificial transmission line is modulated by the vibrations of the membranes. The 
other arm has a fixed phase length, so the output of the interferometer is amplitude 
modulated. The vibrations of the membranes are obtained by envelope detection as 
shown in Figure 2.3.
The input to the interferometer is a cosine, = Vrp cos{27t f t) ,  whereas the output 
is the sum of two cosine terms with different phases. To simplify the algebra, we express
1 on
V;
w,in
Figure 2.3; The Interferometric method to measure the phase-modulation.
V,—  1^ -f· eJ[^i“*o-A4>(a:(i))]j gj27r/ot
complex envelope
(2.8)
which is an amplitude-modulated signal. The envelope of Ku is the magnitude of the 
complex envelope. Thus, the output of the envelope detector is,
VRF
2
^RF
1 ^  gj[4>i-#0-A4>(rc(i))]
=  Vr f  cos
Î^ V^ 2 [l +  cos(<ï>i-$o-A $(a;(i)))] 
_  $0 A $(.r(t))\
(2.9)
B}' expanding the cosine term in equation 2.9 and using the approximations cos[A$(a:(i))] 
1 and sin[A$(a;(t))] «  A$(.x(t)), we obtain the output as
Vont =  Vr f  cos
-F Vrp sin
$1 -  <î>c
$1 - $ o \  A$(x(i))
( 2.10)
The quiescent phase difference between the two arms ($i -  $ 0) is biased such that 
sin[($i — i>o)/2] is close to 1, but cos[(<I>i — i>o)/2] is not 0. Otherwise, we do not have 
an amplitude modulated signal, and cannot use envelope detection.
However, we should always consider the the losses in an interferometer to obtain an 
accurate formulation. By assuming loss coefficients of .4] and Aq for the two arms of the 
interferometer we can rewrite ecjuation 2.8 as
1 0
= 5R
V, (^ 1 + gj2^ /ot
complex envelope
Then, following the same procedure we obtain
( 2 . 1 1 )
VrfA^
2
VrF-·^ !
I +  d£e.7(4'i-$o-A« (^x(i))]
Ai
1 + ( ^ ) 2  + 2 ^  cos(i>i -  $0 -  A$(:r(t))).0^2 V - ■ M /  ' -^1 ( 2 . 1 2 )
For small phase variations (A$(a;(i)) 1) we can linearize equation 2.12 as
VrfA]
^out —
X
2
1 -
V 1 + + 2^  cos($i -  $o)
_______ (^o/A i)sin($i -  $o)_______
1 + {Aq/A-[)'  ^+  2{Aq/A\)  cos($i — $o)
A$(x(t)) (2.13)
A normalized plot of the envelope voltage for A^jAi  = 1, 0.75 and 0.5 is shown in Figure 
2.4. Notice that the maximum and minimum value of the output voltage (where the 
two signals adds constructively and destructivel}'^, respectively) are not 1 and 0 when the 
losses are unbalanced in the two arms. When the membranes vibrate, the instantenous 
phase length difference $(/ = <J>i -  $  varies around the quiescent value $do· We see that 
to obtain high sensitivity we should bias $¿0 to the point where the slope of the output 
is highest.
Note that we should not bias to tt because at that point the slope of the output 
changes sign, and causes distortion at the output.
2.3 Direct D etection
The direct method is based on the fact that narrow band phase-modulation (A4>(.i;(t))
1) is equivalent to amplitude modulation. Then, we can expand the cosine term in 
equation 2.5. By approximating cos(A4>(.x(i))) by 1, and sin(A$(a;(i))) by A4>(3;(t)) we 
obtain
Vo = VrtF[cos(27r/o!t -  (I>o) + sin(27r/ot -  4>o)Ai>(a:(t))]. (2.14)
1 1
Figure 2.4: The normalized plot of the envelope voltage as a function of the phase 
difference between the two arms of the interferometer.
We can now draw another equivalent model for the detector which is shown in Figure 
2.5. Although not a full}' physical one this model is more instructive for the direct 
detection method.
Figure 2.5; Alternative electrical model of the detector.
1 2
If we assume a sinusoidal vibration for the membranes such a.sx(t) = a;o+Aa;sin(27r/ii), 
then the amplitude spectrum of the transmitted signal contains a main signal at the RF 
frequency and two sidebands that are separated from the main signal with an amount 
equal to the vibration frequency fi .  The sidebands have amplitudes determined by the 
vibration magnitude of the membranes. Thus, the output is the signal at the sideband 
which is determined as
—  -----------------·
By inserting A$(:r(t)) of equation 2.4 we get
n2'nfoy/LCoCppo 
4.x qCqRout =
If we rewrite equation 2.15 in terms of the current, we obtain
T — n f  nJ-oxd — -¿TT/o—— nL/ppO----.
4 Xo
(2.15)
(2.16)
Now, we can compare the new method with the conventional one by comparing equations 
1.1 and 2.16. The DC bias voltage (which is usually in tens of volts range) in the 
conventional method is replaced by a few volts of RF amplitude in our method. The 
reduction in voltage magnitude is compensated with the replacement of the vibration 
frequency f i  by the RF frequency / q. Considering a vibration frequency in the MHz range 
for the membranes, and an RF signal in the GHz range, 1-2 orders of improvement in 
the sensitivity over the conventional method is possible. For applications which involve 
lower vibration frequencies (kHz range or lower), the improvement is even higher.
The direct detection is done by down-conversion, and subsequent low-pass filtering 
of the transmitted signal as shown in Figure 2.6. There is a certain decrease in the 
output signal because of this down-conversion. The conversion gain of the mixer scales 
the output given in equations 2.15 and 2.16. The effect of the loss in direct detection is 
straightforward. The loss in the detector arm A q scales the output.
If we compare the interferometric method with the direct method by comparing 
the output expression given in equations 2.10 and 2.15, we see that the two methods are 
almost equivalent. The difference arises in practical issues. For example, it is not possible 
to detect very low frequency signals with the direct method, whereas the interferometric 
method allows even DC measurements.
13
Vf,in
Figure 2.6: The direct method to measure the phase-modulation.
2.4 Sensitivity and the effect of the loss
We have already discussed how the losses are included in the mathematical formula­
tion. We will now see the sources of the main loss mechanisms, and their effect on the 
sensitivity of the detection.
We define the sensitivity of the detector as the change in the output voltage AVout 
for a unit change in the position of the membranes:
V out
S  = Ax (2.17)
For the interferometric detection, using equation 2.13 and $do =  $ i — $o we obtain
YfipAi (y4o/^i) sin $doAW,, = -.A^(x(t)).
2 + {Aq/AiY -I- 2{Aq/Ai) cos$do
Then, inserting equation 2.7 we get the sensitivity for the interferometric detection:
VrfAq sin $¿0 iT'0o CppoS  =
By defining
y / l  +  {Aq/A iY -\- 2{Aq/A\) cos $do
sin $do
(2.18)
h{^do) —
y^ l +  {Aq/A]Y  -f 2{Aq/A\) cos $¿0 
we simplify the sensitivity expression for the interferometric detection.
n/?o Cppo
S = VapAoK^do) 4x() Co
(2.19)
Equation 2.19 depicts that we have to tune the quiescent phase length difference between 
the two arms of the interferometer ($do) such that h{i>do) is maximum. Figure 2.7 shows
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a plot of h{^do) for three different Aq/A i ratio. We see that the maximum value is equal 
to 1. When the losses in the two arms are balanced the optimum $do value is equal to 
7T. If the loss of the detector arm increases, the maximum h value doesn’t change but 
the optimum ^do value shifts. In fact, this shift is quite beneficial because we know from 
Figure 2.4 that we cannot bias $do to tt.
Figure 2.7: The normalized sensitivity as a function of the phase difference between the 
two arms of the interferometer.
For the direct detection the calculation of the sensitivity is simpler. Using equation 
2.15, we get
n r „
(2 .20)o  1/  A ^^0 O = VufAq---- ·
4xo Co
Notice that, the sensitivity of the direct detection method is identical to that of the 
interferometric detection for h{^do) =  1·
Equations 2.7 and 2.20 imply that the sensitivity of the detector increases linearly 
with n. However, this is not the case. Although we have not written explicitly before, the 
loss of the detector arm Ao is an exponential term like e““", where a  is the attenuation 
constant of the artificial transmission line. By replacing Aq in equations 2.7 and 2.20
15
with e we obtain the actual sensitivity of the detector:
-an^PoCjppQ
( 2 .21)4xq Cq
We can view this sensitivity expression as the product of two terms. One of them in­
creases linearly with n whereas the other one decreases exponentially with n. For small n 
values the linear term dominates, and for large n values the exponential term dominates. 
Then, we conclude that there is an optimum number of sections Uopt, beyond which the 
output starts to decrease with increasing n. The optimum n value is determined by 
derivating the sensitivity expression with respect to n, which gives
1
(2.22)"^ opt —a
The maximum sensitivity obtained for n = riopt is denoted as S„
Po CppO=-i
Smax — ^RF'. ^a  4xo Cq (2.23)
The sensitivity is proportional to the RF frequency which is inherent in Po. Therefore, 
it is better to use higher frequencies. However, the attenuation constant a  is frequency 
dependent. In other words, Uopt and Smax is frequency dependent. There exists an ulti­
mate optimum in terms of n and /o which can only be determined through simulations.
Both in ordinary and artificial transmission lines the RF loss is unavoidable. Espe­
cially if one intends to use very high frequencies, the losses must be carefully modeled, 
and calculated. The main loss mechanism in the artificial transmission lines is the RF 
resistance of the interconnection lines between the membranes. This ohmic loss is be­
cause of the finite conductivity of the interconnection lines, and can be modeled as a 
resistance T2 in series with the inductors as shown in Figure 2.8. Another loss mecha­
nism is the shunt losses associated with the finite resistivity and the loss tangent of the 
dielectric. This loss can be modeled as a resistor R\ in parallel with the capacitors. For 
semi-insulating substrates the ohmic loss is usually the dominant one. Otherwise, both 
of them are equally effective.
The attenuation constant of a lossy artificial transmission line is derived in Appendix 
A, and outlined here for convenience:
Za2^ , 0/. -  -Z-ZT +
2Za 2R.\
(2.24)
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Figure 2.8: A single section lossy artificial transmission line: The lumped element model 
of a membrane with its interconnections.
For semi-insulating substrates the attenuation constant of equation 2.24 can be simplified 
to
r2a =
2Za (2.25)
The T2 and R\ resistances are difficult to calculate. They are very much dependent on 
the geometry of the device. Furthermore, the parasitic capacitances of the membranes 
and the interconnection lines, and the parasitic inductance of the membrane electrodes 
are all very difficult to calculate analytically. Therefore, we use electromagnetic simula­
tions to obtain the lumped model of a detector section, and predict its performance. We 
will discuss the electromagnetic simulations thoroughly, but before that we will describe 
the device fabrication process.
Chapter 3
DEVICE FABRICATION
Although we have mentioned about membranes up to now, the method we introduced 
can be applied to similar structures as well. The main idea is to integrate the micro- 
electromechanical device in the form of an artificial transmission line, and use a high 
frequency RF signals to sense the displacement of the device. The only requirement 
is that the device must be capacitive so that the displacement of the device results in 
a change in its capacitance. Therefore, we used air-bridges instead of membranes to 
test the new method. Actually, an air-bridge and a membrane are equivalent for the 
detection method. The only difference is in their mechanical properties. There are two 
thing that cause the ma.jor variation. One is the material used, and the other one is that 
a membrane can be sealed leaving vacuum between the membrane and the substrate. 
On the other hand, in an air-bridge there is air between the bridge and the bottom 
electrode as the name implies. This may cause a mechanical loading on the air-bridge, 
and a reduction in the mechanical Q. In spite of these major differences, by properly 
adjusting their geometry they can be made to have similar properties, at least in air. 
The reason why we use air-bridges is that it is much easier to fabricate them. Once we 
see that the method works, it is applicable to any other micro-mechanical device.
The detectors we fabricate consist of a CPW line which is periodically loaded with 
air-bridges. CPW is a planar transmission media. It consist of signal line which is 
located between two ground planes. The air-bridges connect the two ground planes, and 
therefore pass over the signal line. This creates a capacitance between the signal line 
and the ground which is the capacitive device we need. The lines between the air-bridges
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make up the inductors. A section of an artificial transmission line as described above is 
shown in Figure 3.1. The SEM photograph of a fabricated device is also shown in Figure 
3.2.
Figure 3.1: A section of an artificial transmission line with an air-bridge.
Figure 3.2: SEM photograph of an artificial transmission line section with an air-bridge.
3.1 Process Steps
We used a standard air-bridge process whose simplified diagram is shown in Figure 3.3. 
The first step is a metalization step which defines the CPW line. The next step is the
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sacrificial layer growth which will be removed in the end. The third step is the bridge 
metalization step. Finally, the sacrificial layer is removed during the lift-off phase of the 
third step, and the sample is cleaned vuth RIE. There is an additional step which is the 
pad metalization step. These process steps are explained in detail below.
r
__B iM  first level metallization
sacrificial layer growth 
and patterning
bridge metallization
removal of the sacrificial 
layer j
Figure 3.3: Simplified diagram of an air-bridge process.
In our process we use the following equipment: Karl-Suss mask aligner, Leybold Box 
Coater and RIE, //Lab PECVD, quartz-type masks which have high UV transmittance, 
and positive photoresist. The process is quite sensitive to the parameters given below, 
and most of these parameters are equipment specific. Therefore, the recipe given below 
may not work with other equipment, and may need tuning.
3.1.1 Normal Lithography L· Metalization
1. P ho to resist spinning: After clean­
ing, the sample surface is covered with 
photoresist and spinned immediately so 
that the resist is distributed uniformly 
over the sample. If the following step 
is metalization, then it is better to 
have a thicker photoresist (~ 1.6//m for 
3000rpm).
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3. C hloro-benzol (optional): This 
chemical hardens the photoresist sur­
face, so that those parts that are not 
exposed becomes chemically more re­
sistant to the developer.
2. Exposure: The quartz mask is placed 
over the sample. The regions of the 
photoresist that are defined by the 
mask are exposed to UV light of 8mW 
power for 10 seconds. UV light alters 
the chemical properties of the photore­
sist.
4. D evelopm ent: The sample is dipped into a certain chemical called developer 
(AZ400K;l;Water:4). In ~75 second the exposed parts of the photoresist are dis­
solved (developed) in the developer creating a pattern defined by the mask. Be­
cause of the diffraction at the edges of the dark regions, those parts that lie under 
these edges are slightly exposed to UV light as well. During the development pro­
cess, these regions are also developed creating a smooth edge on the photoresist.
When chloro-benzol is not used, the 
edges of the photoresist are smooth.
As explained in the previous item, 
chloro-benzol hardens the surface of the 
photoresist. It protects the unexposed 
or lightly exposed parts from the devel­
oper. This results in sharper photore­
sist edges.
5. M etalization: The sample is coated with metal all over in the Box Coater. The 
previous exposure and development steps, and the coated metal thickness plays an
important role in the success of the metalization process.
When chloro-benzol is not used, there 
is a serious lift-off problem, except for 
very thin metalization (a few thousand
A).
When chloro-benzol is used, the subse­
quent metalization step is easier. Espe­
cially, if the coated metal is thin, there 
is no problem.
When chloro-benzol is used, thick 
metal coating is possible (over 1pm).
6. Lift-off: After metal coating, the sample is dipped into acetone. Acetone dissolves 
the photoresist, and lifts off anything above the photoresist. When chloro-benzol 
is not used, the photoresist edge is very smooth. Thus, the coated metal is like a 
single piece of metal all over the substrate, and there is a serious lift-off problem.
For a thin metal, there is no problem. 
The metal over the substrate and over 
the resist have no connection, so the 
metal over the resist easily lifts off.
For a thick metal, there is a little prob­
lem. The metal sitting on the substrate 
and on the photoresist are not totally 
disconnected. However, the thin con­
nections easily break up during the lift­
off leaving overshoots behind.
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3.1.2 Image Reversal Lithography and Metalization
Image reversal is a process sequence in which the photo-active properties of the photore­
sist is reversed. In this way metalization process is less problematic;
1. P ho to resis t spinning: It is identical 
with the normal lithography.
U U V u u y 2. Exposure: The quartz mask is placed 
over the sample. The regions of the 
_  photoresist that are defined by the 
mask are exposed to UV light of 8mW 
power for 6 seconds. Notice that, the 
mask used in normal lithography, and
image reversal are complements. Dark regions on one of them are clear on the other.
3. Post-exposure  bake: After the expo­
sure, the sample is baked at 110 °C for 
2 minutes on a hot-plate.
n'‘l ‘ I ‘ I ‘ ‘
U u V u U V 4. Blank exposure: The sample is ex­
posed to UV light the second time. 
However, in this one there is no mask 
defining dark and clear regions, and the 
exposure time is 20 seconds.
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5. D evelopm ent: Post-exposure bake and blank exposure sequence reverses the 
chemical properties of the photoresist. When the sample is dipped into the devel­
oper, those parts that are not exposed to UV light are developed. Thus, the positive
photoresist behaves like a negative photoresist after the image reversal sequence. 
The diffraction of the UV light from the
edges of the dark regions is still effec­
tive, but this time it is beneficial. Since 
dark regions are developed, the pho­
toresist edges are not smooth an3'^ more.
Even, there are small balconies at the 
edges.
1 L I 1
6. M etalization; The sample is coated 
with metal. Due to the image reversal, 
the metalization process is mostly very 
successful.
7. Lift-off: There is almost no problem 
with the lift-off. Even thick metals are 
easily lifted off (over 1/im), with no ap­
parent overshoots at the metal edges.
3.1.3 Sacrificial Layer Growth and Patterning
There are various materials that we can grow as a sacrificial layer using PECVD: SiN, 
SiO and a-Si. This sacrificial layer will be removed after the bridge metalization. A 
certain etchant will leak through a narrow spacing, and take away the sacrificial material 
underneath the bridge. Therefore, the important point is that the material should have 
a good chemical etchant that does not react with the metalization used.
24
2. P h o to resis t spinning: The thickness 
of the resist is not critical this time, 
because the following step is an etch 
step. The role of the resist is to protect 
the predetermined parts of the sacrifi­
cial layer from its etchant.
1. Sacrificial layer grow th: Grow the 
sacrificial layer using PECVD. The 
thickness of the sacrificial layer, which 
is equal to the bridge height, is deter­
mined by the growth duration. Growth 
temperature is not very critical for the 
sacrificial layer, but it is better to keep 
it low.
u V u
'
V u V u V
3. Exposure: Normal exposure for 10 
seconds at 8 mW UV power.
4. D evelopm ent: The sample is dipped 
into the developer for 75 seconds.
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5. Post-bake: The sample is baked at ~  
120" for a few minutes to harden the 
photoresist and make it resistant to the 
etchant of the sacrificial layer. This is 
needed because most of the chemicals 
that are used to etch the sacrificial layer 
also etches the photoresist. The aim of 
the post-bake is to make it as resistant 
as possible.
6. E tching: The parts predetermined by 
the mask are etched away, leaving holes 
behind. These holes are the posts of the 
bridges.
7. Photoresist is removed leaving the sac­
rificial layer. The sacrificial layer haA^'e 
holes on it which correspond to the 
bridge pots.
3.1.4 Hard-baked photoresist as a Sacrificial Layer
An alternative to the PECVD grown sacrificial layers is the hard-baked photoresist. 
Although the dimension control of the photoresist is quite lower with respect to PECVD 
grown layers, it may be preferred because of its simplicity. Besides, it has a good etchant 
like Acetone.
1. P ho to resist spinning: The spin rate 
is 5000 rprn, which results in a re­
sist thickness of 1.4/nn. This sacrificial 
photoresist is thinned later to the de­
sired height.
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U V u V u V u V 2. Exposure: We don’t want this sacrifi­
cial photoresist to lift-off the bridge in 
later step. Therefore, we over-expose 
the sample for 10,seconds at 8 mW UV 
power to obtain smooth edges.
3. D evelopm ent: The sample is dipped 
into the developer for a duration over 
75 seconds. That is, we overdevel- 
ope the sample so that the photoresist 
edges are smooth.
4. Post-bake: The sample is baked at 
~  140° for a 25 minutes to harden 
the photoresist. This hard-bake kills 
the photo-activity of the photoresist, so 
that we can make another lithography 
over this resist.
5. Thinning: The sacrificial photoresist 
is thinned using RIE-Oxygen plasma to 
the required thickness.
<2 O' O' O'
0" O' O’ O'
3.1.5 Bridge Metalization
Bridge metalization is done either by normal lithography or image reversal which are 
explained above. However, image reversal is usually preferred.
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1. P h o to resis t spinning:
U V u V u V u V
2. Image Reversal Sequence: 6 sec­
onds exposure -I- post-exposure bake at 
110 °C for 2 minutes -I- blank exposure 
for 20 seconds.
3. D evelopm ent: 75 seconds of develop­
ment
4. M etalization: The metalization
thickness should be thicker than the 
sacrificial layer height, so that it 
does not lift-off when removing the 
sacrificial layer.
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5. Lift-oflF and sacrificial layer re­
moval: After the lift-off process, the 
sample is dipped into the etchant of the 
sacrificial layer. If hard-baked photore­
sist is used as a sacrificial layer, then 
it is readily removed during the lift-off. 
As a final step of the process it is good 
to clean the sami)le with oxygen plasma 
to remove any waste of the whole pro­
cess.
3.2 Process Details
3.2.1 Mask Design
The masks are designed using a layout editor. In the layout the dark and clear regions 
of the masks are defined. Each level of the process is governed by a mask. If we consider 
our process, this means 4 masks including the pad metalization. The layouts of these 
masks are processed, and put on a single quartz-mask. Thus, a single mask contains 
several masks which correspond to the different levels of the process. One important 
point is the alignment of the levels with the previous ones. To simplify the alignment 
task, alignment marks are put on each level of the process.
3.2.2 Sample cleaning
For the success of the process, and to achieve a high yield sample cleaning is one of the 
most important issues. For this reason, it is good to apply a three-solvent-cleaning (TCA 
-f acetone -f isopropanol) at the beginning of each level. There are some exceptions of 
course. For example, after the sacrificial layer step which uses hard-baked photoresist, 
we cannot apply three-solvent-cleaning.
Three-solvent cleaning is effective to remove small dust particles from the surface, but 
there occurs cases in which it is ineffective. Some kind of particles stick to the surface of
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the sample, and resist to be removed by the three-solvent. For such particles, it is best 
to use a mechanical cleaning. The most primitive (at the same time probably the most 
effective) way is to use a Q-tip and wipe the surface with acetone. Another effective way 
is to use ultrasonics which is not effective for very small particles.
3.2.3 CPW Metalization
The metal used for the CPW metalization which is the first level metalization is not very 
critical, but it is better if it is the same with the bridge metal. The important thing 
about the CPW metal is its thickness. The losses discussed in the previous chapter are 
mostly due to the finite conductivity of the metals. To minimize these ohmic losses we 
have to use a thick metal (~  l//m). The metal type is also effective, but the two choices 
A1 and Au have the same conductivities.
Metal coating is done under ultra-high vacuum (in the order of 10“® mbar). The 
samples to be coated are fixed upside down above a W bolt which contains the metal 
that will coat the samples. Then, a high current is passed through the boat. As a 
result, the bolt heats up, and under ultra-high vacuum conditions the metal begins to 
evaporate. The metal atoms in gas form spread around, and those reaching the sample 
stick to the sample surface. The metal thickness is determined by the evaporation rate 
and the coating time.
3.2.4 Sacrificial Layer
The choice of the sacrificial layer is quite trivial. If we choose a PECVD grown material, 
then we have to find an etchant for it. For example HF etches SiN and Si02, but does 
not react with a,-Si. On the other hand, HF etches SiN almost 40 times faster than 
it etches Si02. Thus, SiN and HF can be a solution. However, if we decide to use a 
PECVD grown material then we cannot use A1 as a CPW and bridge metal. The reason 
is that A1 is quite reactive, and dissolves in most of the commonly used etchants like 
HF. We have to use Au both as CPW and bridge metal. Using Au has some drawbacks 
as explained in the following subsection.
If we choose to use hard-baked photoresist as the sacrificial la}'er then we loose from 
dimension control. What we gain is a simplified process, and the flexibility to use Al.
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Besides we avoid the use of dangerous chemicals like HF.
One big disadvantage of using hard-baked photoresist is that, it is quite thick (~ 
1.3^m). It is possible to thin it with RIE, but the result is not very good in terms of 
uniformity. The etching rate is not constant with time, position on the sample. This 
results in devices whose bridge heights vary in a range.
3.2.5 Bridge Metalization
The best choice for the bridge metal is Al, for it is a light but strong material. Au is a 
soft and heavy metal which makes it poor in terms of the mechanical properties. During 
the sacrificial la}^ er removal phase, the surface tension of the liquid pulls the bridges 
down if we use air drying. To prevent this pull-down we have to employ a critical point 
drying system [13]. On the other hand, Al bridges are strong enough to oppose the 
surface tension of the liquid, so the sample can be air dried. Remember that we can use 
Al only if we are using hard-baked photoresist as the sacrificial layer, or only if we find 
an etchant that does not react with Al.
3.2.6 Pad Metalization
This pad metalization is needed in order to be able to make good contact to the devices 
on the sample either by microwave probes or by bonding. Therefore, the best choice as a 
pad metal is Au which is very soft. When used with Ti it sticks to the surface very well 
making it ideal for probing and bonding. The pad metal should be thicker than 2000 
Ain order to be able to make proper contact.
3.3 The Designed Masks
We have designed 3 masks to fabricate devices and test them. One of them is a 2- 
level mask, whereas the others are 4-level. In fact, our process is a 3-level process 
as described in S(!Ction 3.1. The fourth level included in the latter two corresponds 
to the pad metalization. It is not recjuired, but increases the probing, bonding and 
interconnection reliability.
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3.3.1 Unit Cells
The masks we haA^ e designed contains many devices with different geometry and number 
of sections. Each device is made up of cascaded unit cells where the unit cells are identical 
within a device. Besides, there are seA^ eral devices that use the same unit cell but with 
different number of sections. In this way we are able to see the effect of the geometry and 
the number of sections on the device performance by making successive measurements 
on various deAuces. The unit cells that are present on the masks are listed in Table 3.1. 
Notice that, some of the parameters have two values. It is because some levels of the 
process has two alternative masks. By choosing one or the other we choose between the 
tAvo values.
3.3.2 Mask level process steps
The process steps described in Section 3.1 is a cross-sectional illustration of the process. 
However, on the mask we see top view of the process levels. For the sake of completeness 
we show a device example that displays the four levels of the process as it appears on 
the mask. The device is made up of c32 unit cells, contains 8 sections, and is meandered 
so that it is compact in size. The layout of the unit cell c32 is shown in Figure 3.4.
Figure 3.4: The layout of the unit cell c32.
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Table 3.1: Geometrical parameters of the unit cells used.
Cell Size(/imxyiim) p(/xm) Iciixm ) wcium) lbi.fJ.rii)
al 138 X 290 100 10 100 38 ■ 38 50
a2 175 X 364 100 10 100 20 75 50
a3 148 X 310 100 10 100 30 48 50
a4 244 X 502 100 10 100 10 144 50
a5 138 X 290 100 10 100 38 38 60
a6 138 X 290 100 10 100 38 38 80
a7 138 X 290 100 10 100 38 38 120
a8 244 X 502 100 10 100 10 144 114
a9 138 X 290 100 10 100 10 144 186
alO 172 X 358 100 10 100 30 72 50
a l l 172 X 358 100 10 100 10 72 50
cl 100 X 100 80 10 24 30/40 20 60/ 80
c2 100 X 100 60 10 24 30/40 40 60/ 80
c32 100 X 100 40 10 24 30/40 60 60/ 80
c33 100 X 100 20 10 24 30/40 80 60/ 80
c34 100 X 100 0 - - 30/50 100 80
c36 100 X 100 0 - - 30/40 100 80
c7 100 X 100 40 10 34 30/50 60 80
c38 100 X 250 20 10 14 26 80 40/ 50
c39 100 X 250 20 10 19 26 80 50/ 60
c40 100 X 250 20 10 24 26 80 60/ 70
c41 100 X 250 20 10 34 26 80 80/ 90
c42 100 X 250 20 10 44 26 80 100/110
c43 100 X 100 20 18 20 38 80 60/ 80
1. The first level of the mask defines the signal line and the ground planes of the 
CPW as shown in Figure 3.5. The regions of the signal line that will constitute 
the bottom plates of the capacitors in the end are made wider to increase the 
capacitance.
2. The second level of the mask defines the pad rnetalization areas (Figure 3.6). This 
level of rnetalization also connects the ground planes and signal lines.
3. The third level of the mask defines the holes that will be opened in the sacrificial 
layer (Figure 3.7). These holes corresponds to the bridge posts.
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Figure 3.5: The first level: metalization.
4. The fourth and the final level of the mask defines the bridge metalization areas 
(Figure 3.8).
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Figure 3.6: The second level: pad metalization.
35
Figure 3.7; The third level; bridge posts.
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Figure 3.8: The fourth level: bridge metalization.
Chapter 4
ELECTROMAGNETIC 
SIMULATIONS AND 
PREDICTIONS
If we investigate the expression 2.21 derived for the sensitivity of the detector we see 
that only VfiF and u  are external control parameters. The rest is either a geometrical 
parameter or determined by geometrical parameters. Thus, the geometry plays a major 
role in the detector sensitivity.
The geometrical parameters of concern are shown in Figures 3.1 and 4.1. There are
Figure 4.1: A closer look at an air-bridge.
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a total of 9 geometrical parameters which we can vary during the design and fabrica­
tion process. These parameters, together with the substrate parameters, determine the 
lumped element circuit model of the unit cell of Figure 3.1. The lumped element circuit 
model which is shown in Figure 2.8 contains 4 elements. However, none of the circuit 
elements can be calculated from the geometrical parameters analytically. There are equa­
tions that give the inductance and the parasitic capacitance of an interconnection line 
as derived in Appendix B, but they are not enough. The other parasitic capacitances, 
inductances and the lo.ss resistances have no analytic equations. For these reasons elec­
tromagnetic simulations are utilized to extract these equivalent circuit elements.
The equivalent circuit element values depend on the substrate parameters as well. 
For the two kind of substrates that we use in the production process the parameters are 
as shown in Table 4.1. VVe insert these parameters in the electromagnetic simulations to 
predict the performance of the fabricated devices.
Table 4.1: The substrate parameters used for Si and GaAs where h is the substrate 
thickness.
Type Cr ta n i a (S/m) h (/im)
Si 11.8 0.005 2 500
GaAs 12.9 0.0003 Tir^ 500
The inductance L of the lumped element model is primarily determined by the center 
conductor width w and the effective dielectric constant of the substrate. The capacitance 
Cq is the sum of the parallel-plate capacitance, the parasitic capacitance of the inductor, 
and the fringing capacitances. Therefore, Cq is determined primarily by the geometry, 
and secondarily by the effective dielectric constant of the substrate. The series resistance 
T2 depends almost only on the center conductor width, thickness and resistivity. Since 
the dielectric constants of GaAs and Si are quite close, the extracted values for these 
three elements are almost equal for GaAs and Si. The fourth element Ri is determined 
by the conductance and the loss tangent of the substrate. Thus, the major difference 
between GaAs and Si arise in this element value. For GaAs, the substrate conductivity 
is so low that almost all of the loss is due to the metalization loss. For the conductivity 
value of Si given in Table 4.1 the substrate losses are in the same order as the metalization 
losses. This makes Si devices less sensitive, especially at higher frequencies where the 
substrate losses increase substantially. For high resistivity Si substrates, there is not a 
significant degradation in performance as compared to GaAs substrate.
39
In the following sections we will soie the effect of the geometrical, material and external 
parameters on the sensitivity of the devices based on electromagnetic simulations. One 
of the criteria that we will use is the maximum sensitivity defined by equation 2.23, but 
this is not enough because Smax is obtained for n = n[opt]. There may be cases in which 
we use number of sections that are much less than n[opt]. In that case sensitivity per 
unit section becomes more significant which is denoted as Su = S{n == 1).
The devices we simulate and fabricate are intended to have resonance frequencies in 
the lower MHz range. The wavelength of sound in air is a few hundred microns in that 
frequency range. For example at 1 MHz the wavelength of sound in air is 340/um. On 
the other hand, the bridge sizes which result in resonance frequencies in the MHz range 
are small compared to the wavelength of sound in air. Therefore, the bridge area which 
is the active area plays an important role in the device performance. We define another 
criteria named as effective sensitivity in order to make fair comparisons. The effective 
sensitivity denoted by Sg/f is the sensitivity per section scaled by the ratio of the active 
area to the total area of a single section:
Sgff — SuA
A j·'
(4.1)
where Aa and At  are active and total area, respectively.
4.1 Frequency, /0 and Substrate Dependence
We make the analysis for the frequency dependence of the device by extracting the 
lumped element values, and then calculating the sensitivity at several frequency points. 
The device whose simulation results are shown below is almost arbitrary. The bridge 
length and thickness are chosen so that the mechanical resonance frequency of the bridge 
is at 2 MHz. For convenience, the other parameters are chosen such that the character­
istic impedance is around 50 Q. A list of the geometrical parameters are shown in Table 
4.2.
The metal we use is A1 which has a resistivity of 2.67^i2-cm. The simulation results 
as a function of frequency are shown in Tables 4.3 and 4.4.
As predicted before, we see in Table 4.4 that the loss (attenuation constant a.) in­
creases with frequency. Consequently, the optimum number of sections decreases with
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Table 4.2: Geometrical parameters of an artificial transmission line section used in fre­
quency, substrate conductivity and rnetalization thickness sweep simulations.
p(p,m) Inductor length 100
rn) Inductor width 10
CPW gap 100
Capacitor length 38
WcijJim) Capacitor width 38
t{nm) Metalization thickness 1
Bridge length 50
a;o(/um) Bridge height 0.5
kinm ) Bridge thickness 1
Table 4.3; Extracted lumped element values for GaAs substrate parameters.
fo
(GHz)
L
(pH)
C{)
(fF)
’’2
(Q)
Ri
(kfi)
a
(Np/sect)
Po
(rad/sect)
cxIPo
(Np/rad) (f2)
2 118.2 47.8 0.3917 1000 0.0040 0.0299 0.1327 49.73
5 111.1 48.0 0.4495 1000 0.0047 0.0725 0.0647 48.11
10 108.1 48.4 0.5106 368 0.0055 0.1437 0.0380 47.26
12 107.3 48.8 0.5319 247 0.0058 0.1725 0.0334 46.89
16 105.9 49.4 0.5697 128 0.0063 0.2299 0.0275 46.30
20 104.5 50.4 0.5825 76 0.0067 0.2884 0.0232 45.53
Table 4.4: Calculated values using the lumped element model with Vrf= W .
.to
(GHz) ( v / m )
no [opt] $o[opt]
(rad)
Q^max
(V///m)
2 0.0080 250 7.5 0.73
5 0.0190 210 15 1.5
10 0.0380 180 26 2.5
12 0.0450 170 30 2.9
16 0.0590 160 37 3.5
20 0.0730 150 43 4.0
increasing frequency. For the frequency range considered here, the increase in the loss is
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sub-linear so that the maximum sensitivity Smax increases with frequency. The sensitiv­
ity plot shown in Figure 4.2 as a function of n and /0 shows the detector performance 
more clearly. VVe see that the ultimate optimum is over 20 GHz for GaAs.
300
Figure 4.2: Sensitivity as a function of n and / 0.
The same simulations are repeated using the Si substrate parameters. The results 
are tabulated in Tables 4.5 and 4.6.
Table 4.5: Extracted lumped element values for Si substrate parameters.
/0
(GHz)
L
(pH)
Co
(fF)
»■2
(Q)
Ri
(i2)
a
(Np/sect)
Po
(rad/sect)
OilPo
(Np/rad) (S7)
2 118.3 46.4 0.3831 2914 0.0125 0.0294 0.4231 50.49
5 111.1 46.4 0.4529 2860 0.0132 0.0713 0.1848 48.93
10 108.1 46.8 0.5138 2768 0.0140 0.1413 0.0993 48.06
12 107.3 47.0 0.5292 2722 0.0143 0.1693 0.0845 47.78
16 105.9 47.6 0.5643 2613 0.0150 0.2257 0.0665 47.17
20 104.6 48.6 0.5834 2485 0.0156 0.2833 0.0551 46.39
When we compare Tables 4.4 and 4.6 we see that the sensitivity per section (Su) ' 
is almost equal for GaAs and Si. This is what we expect, since for a single section
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Table 4.6: Optimum n, and maximum sensitivity calculated from table 4.5.
,/o
(GHz) (V//im)
no [opt] <ho[opt]
(rad)
S m a x
(V/^m)
2 0.0080 80 2.35 0.24
5 0.0190 76 5.40 0.55
10 0.0380 71 10.1 1.01
12 0.0450 70 11.8 1.18
16 0.0600 67 15.0 1.49
20 0.0730 64 18.2 1.76
the effect of the loss is very small, and the sensitivity is primarily determined by L 
and Co values. On the other hand, the attenuation constant obtained for Si substrate 
parameters is considerably higher than that obtained For GaAs. This results in lower 
values for n[opt] and Smax- The value of the conductivity assumed for the Si substrate (2 
S/m) corresponds to a lightly (or unintentionally) doped substrate. The plot in Figure 
4.3 shows the normalized maximum sensitivity as a function of the substrate conductivity 
for /o =  lOGHz.
We see from Figure 4.3 that there is a threshold-like behavior. When we start to 
increase the conductivity from 10“® S/m, the calculated Smax value does not change 
very much up to a value of 0.1 S/m. After then Smax decreases rapidly with increasing 
substrate conductivity. From this plot, we may conclude that it does not matter whether 
we use GaAs or Si as a substrate as long as the substrate conductivity a is below 0.1 
S/m. Besides, this threshold value is the same for all simulation frequencies.
However, we must note that, for high conductivity levels low loss assumption done in 
Appendix A is hardly true. Therefore, the calculated values of Tables 4.5 and 4.6 may 
not be good approximations.
43
Figure 4.3; Normalized maximum sensitivity as a function of a.
A4
4.2 M etalization Thickness, t Dependence
The thickness of the first rrietalizatiori layer, which constitutes the CPW lines, and the 
bottom plates of the capacitors, is the major parameter that determines the metalization 
loss. In GaAs the substrate losses are negligible, so the metalization thickness determines 
the total loss, and the maximum sensitivity. In this section t is varied keeping the 
frequency (/o=10 GHz), constant. The geometrical parameters are those given in Table 
4.2. The simulation results and the calculated sensitivity values are shown in Tables 4.7 
and 4.8. Notice that, is omitted again because of the same reason depicted in the 
previous section.
Table 4.7: Extracted lumped element values at 10 GHz using GaAs substrate parameters 
and geometrical parameters that are given in Table 4.2 with t as parameter.
t
(^m)
L
(pH)
Co
(fF)
T2
(il)
Ri
(kil)
a
(Np/sect)
Po
(rad/sect)
0^ 1 Po 
(Np/rad) (SJ)
0.5 108.0 48.4 0.8152 283 0.0087 0.1437 0.0606 47.24
0.6 107.9 48.4 0.7160 302 0.0077 0.1436 0.0534 47.22
0.7 107.9 48.4 0.6434 320 0.0069 0.1436 0.0480 47.22
0.8 107.9 48.4 0.5892 337 0.0063 0.1436 0.0439 47.22
0.9 108.0 48.4 0.5460 353 0.0058 0.1437 0.0407 47.24
1.0 108.1 48.4 0.5106 368 0.0055 0.1437 0.0380 47.26
1.1 108.1 48.4 0.4819 381 0.0052 0.1437 0.0359 47.26
1.2 108.2 48.4 0.4577 394 0.0049 0.1438 0.0341 47.28 1
When we increase the metalization thickness we see that the series loss resistance r·) 
decreases as expected. The other element values, and the sensitivity for a single section 
are almost unchanged. However, the maximum sensitivity for this frequency increases 
because the attenuation constant decreases. The maximum sensitivity plot as a function 
of the metalization thickness is shown in Figure 4.4.
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Table 4.8: Sensitivity values calculated using Table 4.7.
t
(/irn)
5..
(V//.m)
no [opt] ^0
(rad)
S m a x
(V//im)
0.5 0.038 115 16.5 1.60
0.6 0.038 130 18.6 1.81
0.7 0.038 145 20.8 2.02
0.8 0.038 159 22.8 2.21
0.9 0.038 172 24.8 2.41
1.0 0.038 182 26.1 2.54
1.1 0.038 192 27.6 2.68
1.2 0.038 1 204 29.3 2.85
Figure 4.4: Maximum sensitivity as a function of metalization thickness t.
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4.3 Capacitor W idth, w c  Dependence
In the previous two sections Sejj was not considered because the active to total area 
ratio was unchanged. In this section we vary the capacitor width (= bridge width) 
which directly effects the active to total area ratio. For convenience, in this and the 
following sections we keep the total area of a section constant. In this way we simplify 
the calculations and comparisons.
The unit section is a square with lOOyum side lengths. Therefore, an increase in wc 
means a corresponding decrease in the inductor length p. If we increase ivc then Co 
will increase and L will decrease. It is hard to guess what happens to but it seems 
that ^eff  will increase with increasing wc- The amount of increase is determined by 
simulations. We use the geometrical parameters listed in table 4.9.
Table 4.9: Geometrical parameters of an artificial transmission line section used in ca­
pacitor width sweep simulations.
w{p,m) Inductor width 10
g{p,m) CPW gap 24
lc{pm) Capacitor length 30
t{pm) Metalization thickness 1
lh{pm) Bridge length 80
xoipm) Bridge height 0.5
tbipm) Bridge thickness 1
The extracted lumped element values (except Ri) for 5 different wc are tabulated in 
Table 4.10. Notice that when wc doubles the total capacitance Co does not double. This 
is because of the parasitic capacitance of the inductor which decreases with decreasing 
p, and because of the fringing capacitances which are not proportional to the capacitor 
width. Similarly, when p halves the inductance L does not halve. This is because of 
the parasitic inductance of the capacitor. Using these lumped element values and the 
equations derived in Appendix A, attenuation and propagation constants and the char­
acteristic impedance of the artificial transmission line are calculated, and tabulated in 
Table 4.10. When we increase wc the series loss resistance T2 decreases as expected. 
However, the attenuation constant does not decrease because the decrease in the char­
acteristic impedance is faster. The response of the propagation constant to the changes 
in Wc is a little more complicated. While Co increases with increasing wc, L decreases.
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As a result !3q does not show a monotonous behavior.
Table 4.10: Extracted lumped element values at 10 GHz using GaAs substrate parame­
ters and geometrical parameters given in Table 4.9.
Wc
(//m)
P
(yum)
L
(pH)
C[)
(tF) m
a
(Np/sect) (rad/sect)
OilPo
(Np/rad) (fi)
20 80 67.2 25.6 0.4445 0.0043 0.0824 0.0526 51.2
40 60 55.3 39.0 0.4057 0.0054 0.0923 0.0584 37.7
60 40 42.1 52.2 0.3543 0.0062 0.0931 0.0670 28.4
80 20 28.6 65.4 0.2911 0.0070 0.0859 0.0810 20.9
100 0 15.2 78.5 0.2350 0.0084 0.0686 0.1230 13.9
Using the values shown in Table 4.10 the three sensitivity figures are calculated and 
tabulated in Table 4.11, and plotted in Figures 4.5 and 4.6. We see that there are 
optimum wc values that maximize and Smax separately. On the other hand, Seff 
increases monotonously with increasing w c -
Table 4.11: Sensitivity values calculated using Table 4.10.
W c
(yum)
C J C Aa! At
(V/yum)
Sets
(V/yum)
no [opt] $o[opt]
(rad)
Q^max
(V/pm)
20 0.415 0.16 0.0170 0.0027 231 19.0 1.45
40 0.545 0.32 0.0250 0.0080 186 17.2 1.72
60 0.610 0.48 0.0282 0.0136 160 14.9 1.67
80 0.650 0.64 0.0277 0.0177 144 12.4 1.48
100 0.676 0.80 0.0230 0.0184 118 8.10 1.01
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Figure 4.5: The calculated sensitivity as a function of capacitor width, wc-
Figure 4.6; The calculated sensitivity as a function of capacitor width, wc-
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4.4 Capacitor Length, le  Dependence
In this set of simulations the capacitance length is swept while keeping the other pa­
rameters constant. The cai)acitor width is chosen to be SO^ nm as shown in Table 4.12. 
This value of Wc is lik(i an optimum for the three sensitivity measures as depicted in the 
previous section.
Table 4.12: Geometrical parameters of an artificial transmission line section used in 
capacitor length sweep simulations.
Inductor width 10
Inductor length 20
g{pm) CPW gap 24
Wc{pm) Capacitor width 80
t{pm) Metalization thickness 1
Ibium) Bridge length 80
xo{pm) Bridge height 0.5
hi/mi) Bridge thickness 1
The extracted lumped element values for increasing values of Ic are listed in Table 
4.13. We see that the total capacitance Co increases as expected. Though, the increase 
in Co is not directly proportional to the increase in Ic- The reason is the fringing ca­
pacitances which have very weak dependence on the capacitor length. The inductance 
L decreases slightly with increasing Ic because the parasitic inductance of the capacitor 
decreases. Finally, the series loss resistance T2 decreases considerably. However, this 
decrease does not reflect to the attenuation constant because of the decrease in the char­
acteristic impedance Since the increase in Go is the dominant factor, the propagation 
constant increases as well.
Using the data listed in Table 4.13 Su, Sejf and Smax are calculated. The results 
are listed in Table 4.14, and plotted in Figures 4.7 and 4.8. We see that ail of the three 
sensitivity measures increases with increasing Ic- We can easily conclude that it is better 
to increase the capacitor length as defined in Figure 4.1 as much as it is possible.
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Table 4.13: Extracted lumped element values at 10 GHz using GaAs substrate parame­
ters and geometrical parameters given in Table 4.12.
h
(Aim)
L
(pH)
c„
(fF)
To
(ii)
a
(Np/sect)
A)
(rad/sect)
a//?o
(Np/rad) (Í2)
10 36.1 32.2 0.5079 0.0076 0.0677 0.1120 33.5
20 31.6 49.4 0.3601 0.0071 0.0785 0.0907 25.3
30 28.6 65.4 0.2911 0.0070 0.0859 0.0810 20.9
40 28.7 82.4 0.2712 0.0073 0.0966 0.0752 18.7
Table 4.14; Sensitivity values calculated using Table 4.13.
(Aim)
Cpp/C
(V/Aim)
Seff
(V/A/m)
no [opt] $o[opt]
(rad)
Smax
(V/Aitn)
10 0.440 0.64 0.0148 0.0095 132 8.94 0.72
20 0.573 0.64 0.0223 0.0143 140 11.0 1.16
30 0.650 0.64 0.0277 0.0177 144 12.4 1.48
40 0.687 0.64 0.0330 0.0211 138 13.3 1.69
Figure 4.7: The calculated sensitivity as a function of capacitor length, Ic-
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Figure 4.8: The calculated sensitivity as a function of capacitor length, Ic-
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4.5 Bridge Height, xo Dependence
In this set of simulations the bridge height xq is swept while keeping the other parameters 
constant. The list of the geometrical parameters are shown in Figure 4.15. VVe have 
chosen the capacitor liuigth as 40/irn using the result of the previous section.
Table 4.15: Geometrical parameters of an artificial transmission line section used in 
bridge height sweep simulations.
w{nm) Inductor width 10
p(^m) Inductor length 20
^(p,rn) CPW gap 24
WcUim) Capacitor width 80
Icip-ni) Capacitor length 40
t[^m) Metalization thickness 1
4(/jm) Bridge length 80
ifc(/7,m) 1 Bridge thickness | 1
As expected, has a minor effect on L and ro, and a major effect on Cq. This means 
an increase in the propagation and attenuation constants as Xq decreases.
Table 4.16: Extracted lumped element values at 10 GHz using GaAs substrate parame­
ters and geometrical parameters given in Table 4.15.
Xq
{ m )
L
(pH)
C{)
(IF)
T‘)
{Ü)
a
(Np/sect)
PQ
(rad/sect)
alpo
(Np/rad)
0.2 28.3 172.2 0.2655 0.0104 0.1387 0.0747 12.8
0.3 28.4 122.6 0.2730 0.0090 0.1172 0.0765 15.2
0.4 28.3 97.4 0.3.385 0.0099 0.1043 0.0952 17.0
0.5 28.7 84.4 0.2712 0.0074 0.0978 0.0752 18.4
0.6 28.7 72.2 0.3120 0.0078 0.0904 0.0865 19.9
0.8 29.1 59.6 0.2349 0.0053 0.0827 0.0642 22.1
1.0 29.2 51.8 0.2961 0.0062 0.0773 0.0807 23.7
Referring to equation 2.21 we see that decreasing xq is the most effective way of 
increasing the sensitivity, Ixicause CppjC ratio and /?o increases at the same time.
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Table 4.17; Sensitivity values calculated using Table 4.16.
Xo
(/iin)
Cpp/C ^a l^T
(VM n)
^eff
(V/yum)
no [opt] (ho [opt] 
(rad)
^niax
(v/m)
0.2 0.822 0.64 0.1410 0.0903 97 13.4 5.09
0.3 0.770 0.64 0.0746 0.0477 112 13.1 3.10
0.4 0.727 0.64 0.0469 0.0300 101 10.5 1.76
0.5 0.671 0.64 0.0326 0.0208 136 13.3 1.64
0.6 0.654 0.64 0.0244 0.0156 128 11.6 1.16
0.8 0.594 0.64 0.0153 0.0098 188 15.6 1.06
1.0 0.547 0.64 0.0105 0.0067 160 12.4 1 0.62
Figure 4.9: The calculated sensitivity as a function of bridge height, xo-
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Figure 4.10; The calculated sensitivity as a function of bridge height, xq-
4.6 Center Conductor W idth, w  Dependence
In this set of simulations the width of the signal line of the CPW is increased. This line 
is modeled as an inductor. An increase in the line width decreases the inductance, and 
the series loss resistance. We can easily conclude that and Seff decreases, but the 
response of Smax ii’ determined by the simulations.
Table 4.18: Geometrical parameters of an artificial transmission line section used in 
center conductor width sweep simulations.
p(p,m) Inductor length 20
Wc{fJ.ni) Capacitor width 80
Capacitor length 40
Metalization thickness 1
Bridge length 80
Bridge height 0.5
Bridge thickness 1
The simulation results are tabulated in Table 4.19. As expected, there is a decrease 
in L and T2, and only a slight increase in Co- This results in a decrease in the propagation 
constant and the characteristic impedance. The attenuation constant is not very much 
effected by the increase in w because of the decrease in Za-
Table 4.19: Extracted lumped element values at 10 GHz using GaAs substrate parame­
ters and geometrical parameters given in Table 4.18.
w
(yum)
9
(yum)
L
(pH)
Co
(fF)
r-t
(Ü)
a
(Np/sect)
Po
(rad/sect)
o^ /Po
(Np/rad) (!2)
6 26 31.6 80.6 0.3056 0.0077 0.1003 0.0770 19.8
10 24 28.7 82.4 0.2712 0.0073 0.0966 0.0752 18.7
20 19 24.0 82.6 0.2206 0.0065 0.0885 0.0731 17.0
30 14 20.8 83.0 0.2036 0.0064 0.0826 0.0779 15.8
40 9 18.3 83.8 0.1975 0.0067 0.0778 0.0859 14.8
The calculated sensitivity values are tabulated in Table 4.20, and plotted in Figures 
4.11 and 4.12. The center conductor width is not very effective on the sensitivity, but it 
is better to keep it around lO^ um.
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Table 4.20: The sensitivity values calculated using Table 4.19.
w
[nm)
C J C
(V/Aim)
^ e f f
(V/yum)
no [opt] <I>o[opt]
(rad)
Qm ax
(V//im)
6 0.703 0.64 0.0350 0.0224 130 13.0 1.69
10 0.687 0.64 0.0330 0.0211 138 13.3 1.69
20 0.686 0.64 0.0301 0.0193 155 13.7 1.73
30 0.682 0.64 0.0280 0.0179 156 12.9 1.62
40 0.676 0.64 0.0261 0.0167 150 11.7 1.45
Figure 4.11: The calculated sensitivity as a function of center conductor width, w.
o  <
Figure 4.12: The calculated sensitivity as a function of center conductor width, w.
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4.7 Center Conductor to Ground Gap, g D epen­
dence
In these simulations tiie gap between the signal line of the CPW (which constitutes the 
inductance) and the ground plane is swept. In order to be able to sweep a broader range 
the capacitor length is kept at 10/7,m.
Table 4.21; Geometrical parameters of an artificial transmission line section used in 
center conductor to ground gap sweep simulations.
rn(/um) Inductor width 10
Inductor length 20
WcilJLVil) Capacitor width 80
Capacitor length 10
Metalization thickness 1
4(^m) Bridge length 80
Xo(jum) Bridge height 0.5
tb{g.ra) Bridge thickness 1
The simulation results and the calculated values are tabulated in Tables 4.22 and 
4.23, and plotted in Figures 4.13 and 4.14. We can see that g is not very effective on 
the sensitivity. This is because the device is mostly capacitive. That is, the inductance 
value is mostly parasitic, and changes in the g does not reflect to the inductance. The 
conclusion of this analysis is that, we can decrease the gap, and the unit cell sizes without 
degrading the sensitivity very much, and obtain smaller devices that operate at higher 
ultrasound frequencies.
Table 4.22: Extracted lumped element values at 10 GHz using GaAs substrate parame­
ters and geometrical parameters given in Table 4.21.
9
(yum)
L
(pH)
Co
(fF)
'/'2
(Í2)
a
(Np/sect)
Po
(rad/sect)
Oí/Pq 
(Np/rad) (n)
24 36.1 .32.2 0.5079 0.0076 0.0677 0.1120 33.5
18 33.3 32.2 0.5004 0.0078 0.0651 0.1196 32.2
12 30.7 32.6 0.4975 0.0081 0.0629 0.1290 30.7
6 27.6 34.0 0.4869 0.0085 0.0609 0.1404 28.5
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Table 4.23: The sensitivity values calculated using Table 4.22.
9
(yum)
C J C A J A t S „
(V/^m)
S e U
(V/um)
rto[opt] <i»o[opt]
(rad)
s^  max
24 0.440 0.64 0.0148 0.0095 132 8.94 0.72
18 0.440 0.64 0.0142 0.0091 129 8.39 0.68
12 0.434 0.64 0.0135 0.0087 123 7.73 0.62
6 0.417 0.64 0.0126 0.0080 117 7.12 0.55
Figure 4.13: The calculated sensitivity as a function of center conductor to ground gap, 
9-
60
Figure 4.14: The calculated sensitivity as a function of center conductor to ground gap, 
9-
Chapter 5
EXPERIMENTAL RESULTS
VVe have performed four basic experiments on the fabricated devices. First, we measured 
the lumped element values that were predicted by the electromagnetic simulations to 
see the validity of our model. Then, we found the static mechanical behavior of the 
air-bridges. Using that we compared the predicted sensitivity with the measurements. 
The other two experiments are the excitation and detection experiments. Excitation 
experiment gives us the dynamic mechanical response of the air-bridges. Namely, we 
measure the mechanical resonance and the mechanical Q of the air-bridges. Then, we 
performed detection experiments on our devices in which we compare our method with 
the conventional one.
The geometrical parameters we used can be divided into two categories. One of 
them is the planar parameters category. Geometrical parameters like capacitor width 
and capacitor length that are defined by the mask we use belong to this category. The 
other geometrical parameters, namely the metalization thickness, the bridge height and 
the bridge thickness are defined during the process. We can put these three into the 
vertical parameters category. We adjust the metalization and the bridge thickness while 
coating the samples with metal as explained in Sections 3.1.2 and 3.1.5. We have a 
precise control over these thickness parameters. We can even measure them after the 
process with an error bound of 1000 Â. After all, the electromagnetic simulations reveal 
that the device response is not sensitive to these thickness parameters.
The determination of the bridge height however, is a little bit problematic. It is 
adjusted by the sacrificial layer thickness during the sacrificial layer growth (Section
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3.1.4). First of all, because we use photoresist as a sacrificial layer, it is not uniform all 
over the substrate even just after the spinning. Second, we use oxygen plasma etching 
to thin the photor(!sist to the required thickness. By nature, this process is not uniform 
over the sample either. That is, some random regions of the photoresist is thinned at a 
higher rate. Thirdly, after the bridge metal is coated and the sacrificial layer is removed, 
the bridges stretch down a little. The reason for this is the stress in the bridges created 
because of the coating conditions (Section 3.2.3). It is unrealistic to expect all the bridges 
to stretch down with the same amount. The combination of these three effects resvdt 
in a bridge height distribution over the sample with a quite large standard deviation. 
Electromagnetic simulations predict that the device performance is most sensitive to the 
bridge height, therefore determining the bridge height is a critical task.
5.1 M easuring the Bridge Height and the Spring 
Constant of the Bridges Using Surface Texture 
Analyzer
Measuring the bridge height using a surface texture analyzer has a complication. The 
analyzer has a probe which touches the surface, and scans in one direction. The surface 
profile is extracted by measuring the displacement of the probe. Naturally; the probe 
applies a force to the surface which is adjustable. The magnitude of the force that is 
needed to make a reliable measurement is enough to displace the bridges considerably. 
Therefore, measuring the bridge height is not a straightforward task. VVe have to know 
the amount that a bridge displaces with the force applied by the probe, in order to find 
out the exact bridge height.
5.1.1 Static Behavior of the Bridges
Actually, an air-bridge is a plate clamped at both ends. The static mechanical behavior 
of a bridge can be modeled as a spring with a spring constant k [14]. When you apply a 
force F  to the bridge, it deflects a certain amount Ax. At equilibrium the applied force 
is balanced by the restoring force kAx. That is, the amount of deflection is determined
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by the spring constant.
Ax = ^  
k
The spring constant of a bridge is approximated by [15] as:
^ ^  32Qtlwh ^  ^ ( 1  -  u)tbWb
II k
(5.1)
where Q is the Young’s modulus and v is the Poisson’s ratio of the bridge material, a is 
the internal residual stress of the bridge. The rest is the geometrical parameters defined 
in the previous chapter. Young’s modulus and Poisson’s ratio can be calculated from 
the compliance parameters of the bridge material using the equations given in [1]:
Q = —  (5.2)
u =
S n
Sl2
Sn
(5.3)
These constants for various metals are calculated and listed in Table 5.1.
Table 5.1; Young’s Modulus and Poisson’s ratio of some metals as calculated from the 
compliance constants [1].
Material Symbol
(kg/m^)
Q
(N/m^)
U
Aluminum A1 2695 6.3 X 10^“ 0.365
Gold Au 19300 4.3 X 10^“ 0.460
Nickel Ni 8905 12.5 X 10^ ° 0.390
Titanium Ti 4500 10.4 X 10^ ·^ 0.482
Using the data in Table 5.1 and the Equation 5.1 we can calculate the spring constant 
of the bridges we have fabricated for no internal residual stress. The results will be 
rather approximate since the zero residual stress assumption is not valid. We use A1 as 
the bridge metal, and k  = 80^m and 4 = 1.13/um as the bridge geometry to calculate 
the spring constant of the bridges for various bridge widths. The results are shown in 
Table 5.2. The spring constant is proportional to the width of the bridge.
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Table 5.2: Calculated spring constant of the A1 bridges with h, — 80/:xm and t), = 1.13//,rn.
k{n/m)
20
114
40
227
60
341
80
455
100
568
5.1.2 The Measurements
Although we cannot exactly calculate the spring constant of the bridges, we can measure 
it using the surface texture analyzer by making bridge height measurements at different 
force levels of the probe. In this way, we can also extrapolate the data to find the actual 
bridge height. For = 80/rm, i(, = 1.13yum and Wb = 20/j,m the measurement results on 
different bridges are plotted in Figure 5.1. Notice that, the extrapolation is done only 
using the data obtained for small force levels. The reason is the nonlinearity observed 
at higher force levels. It is evident from the plot that the F — x curve begins to saturate 
for F > 0.04mN.
Figure 5.1: The measured bridge height of c l  bridges as a function of the force applied: 
The spring constant is calculated from the slope, and the actual bridge height xq is 
extrapolated.
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The surface texture measurement results shown in Figure 5.1 supports our previous 
proposition about the bridge height distribution. The bridge height is nonuniform over 
the sample with a large standard deviation. Since, the device performance is very sen­
sitive to the bridge height we should have an accurate estimation of the bridge height. 
It seems that with surface texture measurements the best estimation will be achieved 
by measuring all of the bridges one by one which is a tough task. A combination of 
S-parameter measurements and electromagnetic simulations may give a more accurate 
mean bridge height over the device measured.
The spring constant measured from the slope of the curve in Figure 5.1 does not 
show a large standard deviation. This is an expected result since the spring constant 
primarily depends on the geometry and the internal stress, and not the sacrificial liiyer 
height. The geometry defined by the mask is definitely uniform over the sample. Since, 
we have a precise control over the box coater we may expect a good uniformity in the 
bridge thickness and the internal stress as well. Then, we may conclude that the spring- 
constant measurements done by the surface texture analyzer are reliable. After all, we 
will see later that the electrostatic response of the bridges is not sensitive to the spring- 
constant.
Figures 5.2, 5.3 and 5.4 shows the plots of other measurements corresponding- to 
bridge widths of 40/um, 60//m and 80//m, respectively. The bridge length and the bridge 
thickness are the same as the previous one {k = 80/rm and ij, =  1.13/nn).
When we compare the results of the surface texture measurements with the calculated 
values that are tabulated in Table 5.2 we see that there are quite large differences. The 
nonzero internal residual stress may account for this difference. The calculated residual 
stress values are shown in Table 5.3.
Table 5.3: Calculated and measured spring constant of the A1 bridges with /¡, =  80/Lini 
and i(, =  1.13^m
Cell Name cl c2 c32 c33 c36
Wh{pLm) 20 40 60 80 100
Calculated /s(N/m) 114 227 341 455 568
Measured A;(N/m) 282 274 147 139
Measured (7(N/rn”'^ ) 1.2x 10» 1.6x 10^ -4.5x10^ -5.5x10^
6 6
Figure 5.2; The measured bridge height of c2 bridges as a function of the force applied;
The spring constant is calculated from the slope, and the actual bridge height Xo is
extrapolated.
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Figure 5.3: The measured bridge height of c32 bridges as a function of the force applied:
The spring constant is calculated from the slope, and the actual bridge height xo is
extrapolated.
6 8
Figure 5.4: The measured bridge height of c33 bridges as a function of the force applied:
The spring constant is calculated from the slope, and the actual bridge height xo is
extrapolated.
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5.2 Measuring the Lumped Element Values Using 
S-parameters
In the detection method we have introduced, the air-bridges (or membranes, or any ca­
pacitive electromechanical device) are integrated in the form of an artificial transmission 
line. The air-bridges are modeled as capacitors, the interconnection lines between them 
are modeled as inductors, and the losses are modeled as series and shunt resistances as 
shown in Figure 2.8. The characteristic impedance, the propagation and the attenua­
tion constants of the artificial transmission line are determined by the values of these 
lumped elements in the model. VVe use an electromagnetic simulator in order to find the 
S-parameters of the unit section. Then, the simulator itself extracts the lumped element 
model from the S-parameters.
In a similar way like the electromagnetic simulator, we can use the measured S- 
parameters to extract the lumped element model of a unit section of the artificial trans­
mission line as described in References [16] and [17]. Then, we will be able to compare 
the simulations with the measurements.
To extract the characteristic impedance and the propagation constant of the artificial 
transmission line, the concept of even- and odd-mode excitation is applied [16]. An even 
mode excitation is excited by applying two hypothetical signals of equal magnitude and 
phase at both ports. This arrangement of sources places an hypothetical open circuit at 
the center between the two ports. The total signal leaving portl is
Se — Sn  -h S> 1 2 ·
Se can also be expressed as the reflected signal from the open circuit at the center of the 
two ports:
5 .=
ZaCOth(7n) — 1 
Z a C O t h ( 7 n )  - I - 1 
where "j = a + jPo- We rearrange this equation to get
1 + ¿'e
1 - 5 /
Z„coth(7n) = (5.4)
In a similar manner, an odd-rnode is excited by applying two hypothetical signals of 
equal magnitude and opposite phase at both ports. .Application of an odd-mode places
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an hypothetical short circuit at the center between the two ports. Then, the total signal 
leaving port 1 is
So = Su — Si2-
We express So as the reflected signal from the short circuit at the center between the 
two ports, and obtain the second equation:
Za tanh(7n) f +  Sq 
1 - S o ' (.5.5)
Using equations 5.4 and 5.5 we solve for Za and 7 :
=
l + S e \  n  + So
1-SeJ \l-So (5.6)
7 1 . -1= — tanhn
l + S o \  / 1 - 5 ,
1 - S o J  V I +  5, :)■ (5.7)
In general, Za and 7 are complex quantities because of the losses as derived in Ap­
pendix A. We can use equation A.8 and A.12 to obtain the lumped element values L, 
Co, T2 and Ri  in terms of the measured Za and 7 :
L =
Co =
r2 =
R l =
S[7g.l
CJ
9(7/2.]
)u
Kl72.j,
1
S [7 /2 .]'
(5.8)
(5.9) 
(5.10) 
( o . U )
However, the values obtained with this method is quite sensitive to the S-pararneters. 
Therefore, an accurate calibration method is needed to achieve the best result. In S- 
parameter measurements which we will show now, we have used the TRL (Thru-Reflect- 
Line) calibration method [18] [19]. This calibration method is superior to the the con­
ventional Full 2-port calibration method in the sense that it requires less standards. 
Besides, our observation is that TRL calibration gives quite better results in transmis­
sion measurements, and Full 2-port calibration gives erroneous results in the reflection 
measurements. A big handicap of the TRL calibration method is that it does not work 
below 2 GHz.
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Figure 5.5: S-parameters of a 22-section device with c l  unit cells.
5.2 .1  S -p aram eters and ex tra c ted  Z«, a, Po, L, Co, r2 and Ri 
valu es
The devices we measure is made up of 22 sections of c l ,  c2, c32 and c33 unit cells. The 
measured S-parameters are shown in Figures 5.5, 5.10, 5.15 and 5.20. Because the devices 
are symmetric, only S'!!, and 521 are shown. The results are typical for a transmission 
line with a characteristic impedance other than 50i2. The little spikes just above lOGHz 
that are observed in the magnitude plots are not really the device response, just like the 
little steps observed in the phase plots. The reasons for these erroneous data is not well 
understood, but they are not very critical at all.
Using the measured S-pararneters vve obtain the characteristic impedance, the atten­
uation and propagation constants of the artificial transmission lines. They are plotted 
in Figures 5.6 through 5.24.
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Figure 5.6: Complex characteristic impedance of the c l  unit cell.
7.3
Figure 5.7; Attenuation and propagation constants of the c l unit cell where n=22.
Figure 5.8: Inductance and capacitance of the c l unit cell.
Figure 5.9: Loss resistances of the c l unit cell.
Only frequencies up to 10 GHz is considered in these plots because this extraction 
method fails when the electrical length of the line is close to half wavelength. As it is 
seen from the S-parani(!ter plots, half wavelength of the devices occur around 14-15 GFIz. 
so the extraction is not very reliable above 10 GHz.
Frequency (GHz) Frequency (GHz)
Frequency (GHz) Frequency (GHz)
Figure 5.10: S-parameters of a 22-section device with c2 unit cells.
i I
Figure 5.11: Complex characteristic impedance of the c2 unit cell.
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Figure 5.12: Attenuation and propagation constants of the c2 unit cell where n=22.
Figure 5.13: Inductance and capacitance of the c2 unit cell.
80
Figure 5.14: Loss resistances of the c2 unit cell.
8 1
Figure 5.15: S-parameters of a 22-section device with c32 unit cells.
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Figure 5.16: Complex characteristic impedance of the c32 unit cell.
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Figure 5.17: Attenuation and propagation constants of the c32 unit cell where n=22.
84
Figure 5.18: Inductance and capacitance of the c32 unit cell.
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Figure 5.20: S-parameters of a 22-section device with c33 unit cells.
87
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Figure 5.22: Attenuation and propagation constants of the c33 unit cell where n=22.
89
Figure 5.23: Inductance and capacitance of the c33 unit cell.
9ü
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5.2.2 Comparison with the electromagnetic simulations
As discussed in the previous section, we do not have an exact measure of the bridge 
height xq. The major reason is that, the bridge height is nonuniform over the sample 
with a large standard deviation. In order to find a mean bridge height we have to make 
many measurements with the surface texture analyzer. As long as we don’t know the 
exact bridge height it is not possible to compare the measurements with the simulations.
An alternative way to make a good comparison is to rely on the simulated capacitance 
values which are dominated by the parallel-plate capacitance. Then, we find a .xo value 
for which the simulation result fits the measurement result best. Then, we use this xq 
value in other calculations, and see if the results are consistent. This method seems to be 
quite reliable because the electromagnetic simulator should be extracting the capacitance 
fairly accurate.
Figure 5.25: Capacitance of the c l  unit cell compared with the EM simulations.
Figures 5.25, 5.26 and 5.27 compare the measurement results with the simulations for 
the unit cell c l. Notice that for xo = 0.2/:.im the the fit is quite satisfactory. A slightly 
larger Xo results in a better fit. This value of the bridge height is a like a mean value
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Figure 5.26: Inductance of the c l  unit cell compared with the EM simulations.
over the 22 bridges present in the device. When we compare it with the values measured 
by the surface texture analyzer we see that they are not fully consistent. Relying on 
the fact that there is a bridge height distribution over the sample with a large standard 
deviation, it is better to treat the results of the S-parameter measurements as a reference 
point. Besides, it takes an average over 22 air-bridges. Among the other elements Ri is 
omitted from the comparison because it has a minor effect on the S-parameter response. 
An extraction of Ri value from the S-parameters yields a large error bound. Therefore, 
it is omitted in these plots.
L and f2 values do not have a significant dependence on the bridge height. The sim­
ulation results are almost equal for xq = 0.2;um and xq =  O.Syam. Therefore only one of 
them is plotted. We see from figures 5.26 and 5.27 that the measurement and simulation 
results fit quite well, especially for r2. We may conclude that the electromagnetic simu­
lations predict the losses quite well, whereas the inductance predictions is not accurate 
enough.
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Figure 5.27: Series loss resistance of the c l  unit cell compared with the EM simulations.
Figure 5.28: Capacitance of the c2 unit cell compared with the EM simulations.
The comparison between the electromagnetic simulations and the measurements for 
the unit cell c2 are shown in Figures 5.28, 5.29 and 5.30. The difference of c2 from c l is 
that it has a wider capacitor and bridge width {wc = Wb = 40/^m). When the capacitor 
width increases, we observe that Cq increases, L and f2 decreases as expected. We also 
observe that the measurement and simulation results for L compare better for the unit 
cell c2
We see from Figure 5.28 that the bridges of the unit cell c2 are higher than those 
of the c l  bridges. This was predicted by the surface texture analysis in the previous 
section. However, the value predicted by this S-parameter extraction method is still 
lower.
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Figure 5.29: Inductance of the c2 unit cell compared with the EM simulations.
Figure 5.30: Series loss resistance of the c2 unit cell compared with the EM simulations.
9G
Figure 5.31: Capacitance of the c32 unit cell compared with the EM simulations.
Figures 5.31, 5.32 and 5.33 compare the measurement results with the simulations 
for the unit cell c32. c32 has a wider capacitor {wc = 60/um). As a result we should 
have a larger capacitance and lower inductance, which is verified both by simulations and 
measurements. We see from these plots that the measurement and simulation results for 
L are now even closer, and for r 2 the fit is still very good.
The bridge height predicted by the measurements is close to 0.4/L/m which is lower 
than the results obtained by surface texture analysis.
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Figure 5.32: Inductance of the c32 unit cell compared with the EM simulations.
Figure 5.33: Series loss resistance of the c32 unit cell compared with the EM simulations.
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Figure 5.34: Capacitance of the c33 unit cell compared with the EM simulations.
Figures 5.34, 5.35 and 5.36 compare the measurement results with the simulations 
for the unit cell c33. c33 has a wider capacitor {wc — SO/L/m), and the results of 
measurements and simulations verify this.
As a concluding remark we can say that the lumped element value extraction from the 
S-parameters is quite efficient. However, we are still unable to get an accurate measure 
of the bridge height. The xq values obtained from the S-parameters and the surface 
texture analysis is quite close, but not very accurate. The electromagnetic simulations 
assume an idealized geometry. The metalization thicknesses are all zero, and the bridges 
are flat planes above the bottom metalization. When, we fabricate the devices the 
geometry does not come out like that. We have quite thick metals ( siml^m), and bridges 
that are not flat. These should result in higher capacitance which the electromagnetic 
simulator cannot predict. Therefore, keeping this in mind we can correct the bridge 
height measured by the S-parameters.
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Figure 5.35; Inductance of the c33 unit cell compared with the EM simulations.
Figure 5.36: Series loss resistance of the c33 unit cell compared with the EM simulations.
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5.3 Low Frequency Experiments with Interferom et­
ric D etection
When we apply a DC bias between the signal and ground planes of the CPW, there 
is an electrostatic attraction force between the two plates of the capacitor. Being the 
top plate of the capacitor the bridge deflects down. The force on the bridge due to this 
applied bias is given by
^ K ia s  (o.l2)2x^
where Ic and wc are the geometrical parameters defined before. The product of Ic and 
wc corresponds to the effective capacitance area. Vbias is the applied bias voltage, and 
X is the bridge height. Notice that we did not use xq -the quiescent bridge height- in 
this expression because the bridge deflects down with the applied bias, and is not in its 
quiescent position any more. When the bridge deflects down, the force on it increases 
pulling the bridge down further. At the equilibrium, the electrostatic attraction force is 
balanced by the restoring force of the bridge.
k{xo ~ x )  =
Rearranging this equation we obtain the force balance equation as shown in equation 
5.13.
„3 .„2 I r r 2X — XqX +
2k VL· = 0 (5.13)
We can solve this equation to find the displacement Ax = xq — x due to an applied 
bias voltage, but we have to know the spring constant and the bridge height beforehand. 
As discussed in section 5.1 we can use the spring constant values found by surface 
texture analysis. For the bridge height we can use the values found by the S-parameter 
extraction.
Does equation 5.13 always have a real solution? We said that the electrostatic at­
traction force is balanced by the restoring force of the bridge. However, the electrostatic 
attraction force increase quadratically with 1/x, but the restoring force increases linearly 
with Xo — X. It is obvious that there is a point beyond which the system goes unstable 
and the bridge is pulled down to the bottom plate. For small values of Vhias equation 
5.13 has three real roots. Only one of them is a physical solution. As Yuas is increased 
a critical condition occurs when two of the roots become imaginary, and the real root 
becomes unphysical. This is when the bridge collapses. It is found that at the critical
1 0 1
point the bridge height is 2/3x0· The critical bias voltage that pulls the bridge down is 
called the collapse voltage. It can be found using equation 5.13 with x  =  2/2>xq . The 
result is
Bk
27eolcWc
xl- (5.14)
The collapse voltage of a bridge can be measured by increasing the bias voltage with 
small steps and, determining the point where the current conduction starts. Assuming 
that the spring constant measured by surface texture analysis is correct we can obtain 
the bridge height accurately. Besides, as equation 5.14 suggests the result is not very 
sensitive to k. The results of the collapse measurements reveal that our proposition on 
the bridge height distribution is strongly true. The results are tabulated in Table 5.4. 
The bridge height results is lower than those measured by surface texture analysis, and 
are in good agreement with the values extracted from the S-parameter measurements.
Table 5.4: Measured collapse voltages of c l  bridges and corresponding bridge heights.
Meas. No. 1 2 3 4
14.(V) 16.05 15.64 16.85 15.20
A;(N/m) 282 282 282 282
Xo(Aini) 0.25 0.25 0.26 0.24
Collapse voltage measurements have two major disadvantages. When we measure a 
device we measure the collapse voltage of a single bridge with the lowest bridge height 
among the others. We cannot get information from the other bridges. The second 
disadvantage is that once the bridges are pulled-down, they do not release themselves, 
so the devices get out of order. Collapse voltage measurements are done only at the end.
Table 5.5: Measured collapse voltages of c2 bridges and corresponding bridge heights.
Meas. No. 1 2 3 4
v;(v) 12.68 13.02 13.28 15.0
A:(N/m) 275 275 275 275
Xo(Mm) 0.28 0.28 0.28 0.31
The collapse voltage measurement results for the unit cell c2 are tabulated in Table 
5.5. Again, the results are consistent with the S-parameter results.
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For unit cells c32 and c33 we performed one collapse measurement on single section 
devices. The results are tabulated in Table 5.6. Although we cannot obtain the bridge 
height distribution with a single measurement, we see that the results are consistent, 
especially with the surface texture analysis.
Table 5.6; Measured collapse voltages of c32 and c33 bridges and corresponding bridge 
heights.
Unit cell
^p(V)
A:(N/m)
X()(//m)
c32
24.0
146
0.60
c33
25.45
139
0.69
5.3.1 Measurement of the static response of the bridges with 
interferometric detection
In the interferometric detection method (Section 2.2 and Figure 2.3) the modulation in 
the electrical length of the artificial transmission line is detected with an interferometer. 
The modulating signal does not need to be a high frequency signal. By applying a DC 
bias to the bridges we can deflect them. We can calculate the amount of deflection using 
equation 5.13, and can measure the deflection with our method. Then, we compare the 
calculations with the measurements to verify our calculations.
We apply the DC bias voltage through a bias-T as shown in Figure 5.37. The RF 
signal is a signal at 2 GHz with 10 dBm {Vrf =  IV) power. The DC bias voltage is 
swept from 0 to the collapse voltage with steps of 10 mV. The output is passed through 
a DC amplifier of gain 10, and measured with a multimeter through HP-IB interface. 
The measurement result is plotted in Figure 5.38 together with a calculation result. 
The device contains 74 sections of c l  unit cells. The calculation result assumes that 
the bridge height is uniform throughout the device with a value of Xq =  0.246^m which 
corresponds to a collapse voltage of 15.3 V as measured in this measurement. The spring 
constant is assumed to be A: = 282 N/m as found by surface texture analysis.
When we compare the measurement result with the calculated one we see that the 
device is less sensitive than it is expected. However, we know that the bridge height
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Figure 5.37: The measurement setup in which the bridges are electrostatically deflected 
with a DC bias.
is not uniform over the sample, and the collapse voltage measured corresponds to the 
bridge with the lowest bridge height. Thus, the other bridge heights in the device is 
definitely higher than xq = 0.246/im. In fact, this is what Figure 5.38 tells us. Some 
of the bridges in this device have larger bridge heights than xq = 0.246//m so that the 
sensitivity is lower. We change our calculations a little bit, and make it handle a bridge 
heights xoi with a distribution of rii where n^’s sum up to the total number of sections 
n. Then, we can manually change the bridge height distribution in our calculations and 
find a distribution that fits the measurement result best. Figure 5.39 shows such a plot. 
The result is quite satisfactory.
We repeat the same measurement for other devices that uses the same unit cell, 
but have different number of sections. We obtain the results tabulated in Table 5.7. 
Assuming a bridge height of 0.25 //m, we calculate the amount of displacement in the 
bridge height as 174 A for a bias voltage of 10 V. Then, we calculate the sensitivity of 
the device. The last row shows the expected sensitivity according to the electromagnetic 
simulations. The large difference (almost a factor of 2) between the measured and 
expected is because of the losses in the measurement setup. The calculated sensitivity 
assumes an RF amplitude of 1 V. In the measurements we use an RF amplitude of 1 
V as well. However, in the measurement setup half of it is lost because of the divider, 
combiner, cable and connector losses. In fact, the effective RF amplitude we are using
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Figure 5.38: The result of the detection experiment performed on electrostatically de­
flected bridges. There are 74 bridges of type c l.
is ~0.5 V. This explains the difference. In a monolithic system, where the measurement 
setup is built on chip, these losses can be easily minimized.
Table 5.7: Measured values of ISVout for V^ ias =  lOV, S, and calculated value of S  
according to EM simulations for unit cell c l.
n 8 22 44 74
^Vout (mV) 0.6 1.6 3.9 4.3
5(V//.m) 0.034 0.091 0.22 0.24
5(EM)(V//im) 0.094 0.23 0.49 0.75
The same measurement is repeated for a device with 44 sections of c2 unit cells. The 
calculation result that is shown in Figure 5.40 assume that the spring constant of the 
bridges IS k = 275 N/m, and the bridge height is 0.28//m. xq — 0.28//m corresponds 
to a collapse voltage of 13.02 V as measured in this measurement. When we compare 
it with the measurement result we see that the calculation predicts a higher sensitivity. 
By changing the bridge height distribution as we did previously we get a good fit to the
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Figure 5.39: The result of the detection experiment performed on electrostatically de­
flected bridges. There are 74 bridges of type c l  with a bridge height distribution of as 
shown on the figure.
measurement results as shown in Figure 5.41.
We summarize the results of these plots together with other devices of different num­
ber of sections in Table 5.8. Again, the expected sensitivity according to the electromag­
netic simulations is included. Xq — 0.34/im is assumed for the bridge height relying on 
the S-parameter extraction. The displacement of the bridges for Hioi =  lOV is calculated 
accordingly. The diflference between the expected and measured sensitivity is because of 
the losses in the measurement setup as explained before.
Table 5.8: Measured for Htas =  lOV for unit cell c2.
n 8 22 44
(mV) 1.3 3.6 3.1
S(V/i.m) 0.07 0.19 0.17
5(EM)(V///m) 0.08 0.22 0.33
1 0 6
Figure 5.40: The result of the detection experiment performed on electrostatically de­
flected bridges. There are 44 bridges of type c2.
When we compare Tables 5.7 and 5.8 we see that for the unit cell of c2 the sensi­
tivity is almost doubled with respect to c l. This was predicted by the electromagnetic 
simulations, and is verified now by these measurements.
As a result of these two measurements done on two different devices, we can say 
that by adjusting the bridge height distribution we reach a good consistency between 
the measurement and calculated results. However small, there are still differences. It 
may be possible to find a distribution that minimizes the error, but that is not possible 
manually. In fact, there is one explanation for the difference between the measured 
and calculated results, especially near the collapse voltage. The calculations we have 
done so far assume that the change in the bridge height is small, so that the change in 
the capacitance is linearized. However, near the collapse voltage, the displacement of 
the bridges are close to I/Zxq which is not a small displacement at all. The change in 
the capacitance is more than predicted by linear approximation. This explains why the 
measurement results deviates from the calculations at voltages near collapse.
There is one more thing to note about these measurements. The multimeter that
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Figure 5.41: The result of the detection experiment performed on electrostatically de­
flected bridges. There are 44 bridges of type c2 with a bridge height distribution as 
shown on the figure.
is used to measure the output voltage has a certain drift in time. We can prevent this 
drift by using a signal at 1 Hz, rather than applying DC. We replace the.DC bias with 
a sinusoidal signal at 1 Hz that has a swing of 0-10 V. Then, we pass the output of the 
detector through an AC-coupled amplifier rather than a DC amplifier. The gain of the 
amplifier is 1000. The input signal that is applied and the output signal (after dividing 
by 1000, and adding the DC term which is measured separately) is plotted in Figure 
5.42. We can plot the input and the output on the XY scale, and obtain Figure 5.43 
which includes a calculation result as well. We see that for the measurement done at 1 
Hz, the fit between the measurement and the calculation is perfect. The major reason 
is that the voltage sweep is limited to 10 V which is substantially less than the collapse 
voltage.
1 0 8
Figure 5.42: The result of the detection experiment performed on electrostatically de­
flected bridges at 1 Hz. There are 44 bridges of type c2.
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Figure 5.43; The result of the detection experiment performed on electrostatically de­
flected bridges at 1 Hz. There are 44 bridges of type c2 with a bridge height distribution 
as shown on the figure.
no
5.4 Excitation Experiments with Direct D etection
In the previous section we were applying DC bias voltage to the bridges to deflect them 
electrostatically. We were doing this through a bias-T. What bias-T does is to add the 
DC voltage to the RF signal corning from the RF port and forward to the RF+DC port. 
It isolates the RF port from the DC, and the DC port from RF. It is also possible to 
apply low frequency signals (in the low MHz range) from the DC port. It just attenuates 
them just like a filter. The attenuation at 5MHz is 3 dB, and at 10 MHz it increases to 
10 dB. Thus, by sacrificing some excitation amplitude we may apply signals in the MHz 
range to the bridges and excite them electrostatically. This is what we will do in this 
section. But, before that we will investigate the dynamic behavior of the bridges.
5.4.1 Dynamic Behavior of the Bridges
As discussed in Section 5.1.1 an air-bridge is a plate clamped at both ends. The width 
of the bridge, Wb is much larger than its thickness, tb- Then, it can assumed that the 
plate is infinite in the width direction which reduces the dimension of the problem. In 
two-dimensions the plate reduces to a bar clamped at both ends. The expression for the 
mechanical resonance of a bar clamped at both ends is given by [20]
7T Q k  ^ 2
2i2V P
(5.15)
where Q is the Young’s modulus, p is the density of the bridge material, and /i is a 
geometrical parameter determined by the bridge thickness:
tbK =
^/l2 '
Pn is the constant with the following values.
Pi = 1.5056, 
p2 = 2.4997,
P^ z= n + 0.5 (for n > 2.)
Using the material properties of A1 given in Table 5.1 we obtain an expression for 
the first resonance frequency of the A1 bridge:
i/ i=  497o | (MHz), (5.16)
I l l
where % and k  are in units of microns. For example, for a bridge thickness of l/«n and 
bridge length of 50p,rn the first mechanical resonance frequency of the air-bridge occurs 
at 2 MHz. If we were using Au as the bridge material, then the first resonance frequency 
would occur at
//I =  15341  (MHz),
%
which is substantially lower. In order to obtain a resonance frequency of 2 MHz we would 
have to build bridges of length 28p,rn. This may cause limitations during the fabrication 
process. This is another reason for our choice of A1 as the bridge material.
The mechanical bandwidth of the bridges are determined by the mechanical losses. 
Since the bridges are used in air, it is not easy to determine the mechanical losses. VVe 
will find out the mechanical bandwidth using the experiment results.
5.4.2 The measurements
In the direct detection, the signal is divided into two as it is in the interferometric 
detection (Figure 2.6). One of them is the probing signal of the detector, and the other 
is the reference signal. Later, the output of the detector is mixed with the reference signal 
to obtain the output signal. The phase of the reference signal is adjusted accordingly 
to maximize the output. For test purposes this setup can be reduced considerably. We 
omit the reference signal and replace the mixer with a spectrum analyzer which does 
the detection for us. The measurement setup is shown in Figure 5.44. The main reason 
to use this setup instead of interferometry is to be able to make frequency sweep with 
computer control.
Figure 5.44: The measurement setup in which the bridges are excited electrostatically 
using an AC signal.
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In this measunirnent setup the low frequency signal that excites the bridges ehictro- 
statically is applied through a bias-T. The spectrum analyzer is isolated from this low 
frequency signal with a bias-T again. VVe insert additional high-pass filters (HPF) to 
the measurement setup to suppress the low-frequency signal further. These precautions 
are needed in order to avoid the saturation of the signal generator and the spectrum 
analyzer due to the low frequency signal. The 50Q termination for the low frequency 
signal is, in fact, another analyzer that measures the amplitude of the excitation signal.
Actually, in these excitation experiments the devices are used as transmitters. Our 
method is capable of measuring the vibration amplitude while transmitting acoustic 
power into the surrounding medium. Therefore, by varying the excitation frequency 
f i ,  we can determine the mechanical response of the bridges, and extract the Mason’s 
equivalent (Appendix C) circuit for the mechanical port of the devices.
For the unit cell c l  we can calculate the resonance frequency using equation 5.16. The 
bridge length and the bridge thickness is 80 //m and 1.13 fj,m, respectively. With these 
values the calculated first mechanical resonance frequency of the bridges is 0.88 MHz. 
Figure 5.45 shows the results of excitation experiments performed on two devices made 
up of c l  unit cells. They consist of 22 and 44 sections. The RF frequency and the RF 
amplitude are 2 GHz and TV, respectively. However, due to losses in the measurement 
setup the effective RF amplitude is lower. The resonance frequency is measured to be 
1.1 and 1.2 MHz, respectively. These values are quite larger than the expected values. 
The reason for the difference between the measured and the calculated values may be 
the internal residual stress on the bridges. The equation we use may not be valid for our 
case.
In the Mason’s equivalent circuit (shown in Figure C.2) the mechanical port is mod­
eled as a series RLC circuit which is loaded with the acoustical impedance of the sur­
rounding medium. The resistance in the series RLC circuit corresponds to the mechani­
cal losses. Together with the acoustical impedance of the surrounding medium this loss 
resistance determines the Q of the air-bridges. Since the surrounding medium in our 
measurements is air which has a very low acoustic impedance, we expect the mechanical 
resonance to be of high Q. However, the measured values of Q for the air-bridges is 
0.9 and 1.2 respectively, which are quite low. This means that there is considerable 
mechanical loss in the c l  bridges.
Notice that the output is higher for n = 44 as expected. Since, we have calculated the 
sensitivity of the unit cell c l  before, we can now calculate the amplitude of the vibration.
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Figure 5.45: Excitation experiment performed on c l  unit cell.
In these measurements we also measure the main signal at frequency /0 which gives us 
the over all measurement setup loss. Therefore, we can compensate for the losses in the 
system, and obtain a more accurate result. We find that the amplitude of vibration is
~6 A.
We repeat the experiment for the unit cell c2. As the resonance frequency is indepen­
dent of the bridge width according to equation 5.15, we expect the resonance frequency 
to be 0.88 MHz. Figure 5.46 shows the experiment results of devices made up of c2 unit 
cells. The measured resonance frequency is ~1.35 MHz which is even higher. The reso­
nance frequency difference between c l and c2 bridges do not mean that the resonance 
frequency has a width dependence for bridges. The reason for this difference is probably 
the internal residual stress.
We see from Figure 5.46 that the mechanical Q of the c2 bridges is slightly higher 
(2.85) than that of c l  bridges. However, it is still very low, indicating substantial 
mechanical loss. Using the measured data we find that the vibration amplitude is 17 
A for this device.
Figure 5.47 shows the measurement results obtained from a 112-section device of c32 
unit cells. c32 unit cell has a wider bridge [Wq = 60^m). We see from the plot that the 
resonance frequency has shifted further to higher frequencies (i/i=1.85 MHz) as compared 
to previous two measurements. We also see that the mechanical Q of the bridges has 
increased to 10.3. Besides, we observe other resonance modes that come into picture. 
Although the first resonance frequency does not satisfy the expression 5.15, the ratio
114
Figure 5.46: Excitation experiment performed on c2 unit cell.
between the second and the first resonance frequencies {u^jux) satisfy the expectations. 
Equation 5.15 say that the ratio of the second resonance frequency to the first one is 
(2.4997/1.5056)‘^ =2.76. We measure this ratio as 5MHz/1.85MHz=2.70 which is quite 
close. The third resonance frequency observed at 6.25 MHz does not satisfy the ratio 
It may be another mode of vibration governed by another set of equations.
Figure 5.48 shows the measurement results repeated on several devices of type c32. 
Using the measured data we obtain the vibration amplitude of the bridges as 39 A for 
the device with 22 sections.
Figure 5.49 shows the measurement result for a device containing 112 sections of c33 
unit cells. The bridge width of the c33 ceil is 80/im. We see that, in contrast to the 
previous trend, the mechanical resonance frequency of these bridges = 1.6MHz) is 
lower than that of the c32 cell. In accordance with this decrease, the mechanical Q of 
the first resonance decreased to 9.6. We observe several resonances for this device. The 
V2lv \ — 2.73 ratio is very close to the ratio which equation 5.15 predicts. According 
to the same equation the third resonance should be at 8.6 MHz, at which we observe
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Figure 5.47; Excitation experiment performed on c32 unit cell.
a resonance. The other resonances are probably some other modes. At the first reso­
nance frequency we calculate the vibration amplitude to be 41 Â. Figure 5.50 shows the 
measurement results for devices with different number of sections.
Figure 5.51 shows the measurement results obtained from a device made up of c34 
unit cells. In these unit cells the bridge width is lOO/um which covers the whole width of 
the unit cell. Therefore, there are no inductors in this device. It is as if there is a single 
section with a very long bridge width. Because the width is very large, there are quite 
a lot of mechanical modes in this device as seen in the plot.
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Figure 5.48: Excitation experiment performed on c32 unit cell.
17
Figure 5.49: Excitation experiment performed on c33 unit cell.
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Figure 5.50: Excitation experiment performed on c33 unit cell.
Figure 5.51: Excitation experiment performed on c34 unit cell.
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The plots shown in Figure 5.52 and 5.53 are the measurement results of devices made 
of c40 unit cells. In this unit cell the bridge length is 70yum, the bridge width is 80/iiri, 
the capacitor length is 26p.ni, and the bridge thickness is 1.22yum. According to equation 
5.15 we expect the first resonance frequency to occur at 1.24 MHz. But, it occurs at 2 
MHz. The mechanical Q is 13.1.
Figure 5.52: Excitation experiment performed on c40 unit cell.
Assuming a bridge height of xq =  0.4//m for this device (relying on the S-parameter 
measurements), we find that the vibration amplitude is 153 Â at resonance.
Figure 5.54 shows the experiment results obtained from different devices. The geo­
metrical parameters of the devices are identical except the bridge length. We know from 
equation 5.15 that the resonance frequency is inversely proportional to the square of the 
bridge length. We see the shift in the frequency for different bridge lengths.
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Figure 5.53: Excitation experiment performed on c40 unit cell.
5.5 D etection Experiments
In the detection experiments the air-bridges are excited mechanically rather than elec­
trostatically. The mechanical excitation of the bridges is done with another ultrasound 
source. Our sample is placed on top of a piezoelectric transducer. Up on exciting the 
piezoelectric transducer an acoustic wave is generated. The wave travels through the 
substrate and excites the bridges. Then, the bridge vibrations are measured with direct 
detection. We use a spectrum analyzer to simplify the setup which is shown in Figure 
5.55. Since we do not need bias-T’s and filters anymore, the setup is quite simple. Be­
cause of the same reason we are now able to use higher RF frequencies. In our previous 
experiments, the RF frequency was limited by the responses of the dividers, combiners, 
and filters.
We performed detection experiments on two samples. One of them is a Si substrate, 
and the other is GaAs. In detection experiments, varying the ultrasound frequency 
does not give meaningful results because of the frequency response of the piezoelectric 
transducer. However, by varying the RF frequency we can observe the increase in the
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Figure 5.54; Excitation experiment performed on c38, c39 and c40 unit cells.
Figure 5.55: Detection experiment setup: RF signal source feeds the artificial line, and 
the signal source drives the piezoelectric transducer. The spectrum analyzer monitors 
the transmitted signal.
sensitivity with frequency.
Figure 5.56 shows the result of an experiment performed on a device fabricated on
1 2 2
Figure 5.56: Si sample ; The output power measured as a function of RF signal frequency.
Si. Since Si substrate is quite lossy, we do not expect it to work properly at very high 
frequencies. According to electromagnetic simulations, it should be working at a few 
GHz properly. However, the measurement result shows that the optimurn frequency is 
only 200 MHz. Above 200 MHz the sensitivity starts to degrade because of the losses. 
We conclude that the Si substrate is lossier than expected.
Figure 5.57 shows the response of a device fabricated on GaAs as a function of the 
RF frequency. This plot is just like we expect. The sensitivity increases with increasing 
frequency, and the optimum frequency for this particular device is above 20 GHz. Notice 
that the output increases by 6 dB for an octave increase in the frequency.
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Figure 5.57: GaAs sample : The output power measured as a function RF signal fre­
quency.
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5.6 Extracting the M ason’s equivalent circuit for the 
air-bridges
In the Mason’s equivalent circuit for electrostatically driven systems the mechanical port 
is modeled as a series RLC circuit which is loaded by the impedance of the surrounding 
medium (Appendix C). From the excitation experiment results given in Section 5.4.2 
we can determine the mechanical resonance and the Q of the bridges. VVe also know 
the vibration amplitude of the bridges at the resonance. Therefore, with these three 
measured quantities it is possible to calculate the RLC values of the mechanical port.
From the vibration amplitude of the bridges at the resonance we can calculate the 
amplitude of the particle velocity using equation
|¿| =  \jux\
We can also calculate the sinusoidal force we apply to the bridges following the formu­
lation in Appendix C:
Then, the mechanical impedance of the bridges can be found using the definition Z = 
P /x  as
4“ ^air —
F  AC  
SbX ’
where Sb, the bridge area is not equal to S, the capacitor area. Once we know Zm we 
can find out the values of Lm and Cm of the resonant circuit in the mechanical port of 
the Mason’s equivalent (Figure C.2). The Q of a series RLC circuit is
and the resonance frequency is
_  yLrn/Cri
fm = 27T \ /  LmCm
Since we know Qm and fm from Section 5.4.2 we can calculate Lm and Cm- This pro­
cedure of extracting the Mason’s equivalent circuit is applied to the devices whose mea­
surement results are given in Section 5.4.2. The results are tabulated in Table 5.9.
The lower Rm values mean that the losses are less which mean that the mechanical Q 
is higher. Although calculated from different measured quantities Rm and Qm of Table 
5.9 display a good agreement.
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Table 5.9: Mason’s equivalent circuit values extracted for the air-bridges
Unit cell cl c2 c32 c33 c40
n 22 22 22 22 38
0.24 0.33 0.4 0.4 0.4
22.1 32.2 39.8 53.1 46
Co(fF) 40 48 62 75 72
n/?o(rad) 0.45 0.45 0.45 0.42 0.71
0.33 0.32 0.3 0.28 0.45
Vouti^^V) 54 121 211 215 1960
A x {A) 6 17 39 41 153
/m(MHz) 1.25 1.39 1.82 1.6 2.0
.-¿(m/s) 0.0047 0.0148 0.0444 0.0412 0.1951
K,(V) 2 2.5 2.5 2.5 2.5
VbiasiV) 2.5 2.5 2.5 2.5 2.5
0.46 0.61 0.62 0.83 0.72
Z„i(kg/m^s) 60.9k 12.5k 2.50k 2.75k 260
Qm 0.9 ■ 2.85 10.3 9.6 13.1
L„г(kg/m'^ ) 7.0m 4.1m 2.3m 2.6m 0.27m
C ^im V /kg) 2.3p 3.2p 3.4p 3.8p 23p
Chapter 6
CONCLUSION
In this thesis, we have introduced a new detection method for capacitive micromachined 
ultrasonic transducers. The main theme of this new method is the use of a high frequency 
RF signal instead of a DC bias voltage as it is done in the conventional detection method. 
There are various advantages of this new method as compared to the conventional one.
• The sensitivity is improved considerably over the conventional method whereas 
the improvement in the sensitivity is determined by the RF signal frequency and 
the ultrasound frequency. For typical values of 2 MHz and 10 GHz for the ultra­
sound and RF frequencies respectively, the improvement is almost two orders of 
magnitude.
• Since we have higher sensitivity we can sacrifice some of it, and make smaller 
detectors. Hence, we can increase the number of detector elements in a detector 
array.
• The sensitivity of the new method does not depend on the ultrasound frequency 
in contrast with the conventional method. Therefore, the improvement in the 
sensitivity is even better for low frequency applications. This feature of the new 
method brings other possible application areas such as pressure and acceleration 
sensing ( [21], [22]). We have performed static experiments on the bridges, and 
measured their defiection under DC bias which is not possible with the conventional 
method.
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• The new method avoids the use of high DC bias values, which becomes an advan­
tage in certain applications where high DC voltages are dangerous.
• In the conventional method, the current out of the detector is measured by ter­
minating it with a high resistance. Referring to the Mason’s equivalent circuit 
in Figure C.2 we see that this high resistance appears as a series resistor on the 
mechanical port. This loads the mechanical port and degrades the sensitivity. 
In the new method, the mechanical port sees only the artificial transmission line 
impedance.
We have performed successful measurements on the devices we fabricated, and verified 
the performance of our method. We have obtained quite accurate results in spite of the 
ambiguity in the bridge height of the devices. This was a problem of the fabrication 
process we have used, and can be eliminated by improving the fabrication process..
We have measured the sensitivity of a 22 section device made of c l  unit cells to be 
as ~0.2V//im (refer to Table 5.7 where the system loss is compensated). If we compare 
this sensitivity with thermal noise we obtain the minimum detectable displacement of 
the device which turns out to be = ~  2 x 10~®A/\/Hz. This device contains
only 22 sections. If we use optimum number of sections, then the the ¿Ixmin reduces 
to 4 X 10~®A/\/Hz. We can increase the RF frequency further, for example up to 20 
GHz. According to the electromagnetic simulations Smax scales by 5 when the frequency 
increases from 2 to 20 GHz. Then Axmin reduces to 8 x 10~^A/\/Hz. There’s still 
room for further improvement. We may increase the RF amplitude (Vap), decrease 
the bridge height, and change to a more sensitive geometry to improve the sensitivity 
further. It seems that it is possible to go an order lower and obtain ¿Ixmin in the order of 
10“®A/-\/Hz, but with the devices we have fabricated the limit seems to be 10~^A/\/Hz 
because of practical limitations.
Appendix A
Artificial Transmission Lines
Figure A.l shows a single section of a lossy artificial transmission line where k and k + 1 
denotes the node numbers. The impedance seen from node k is equal to the impedance 
seen from node A; + 1, and they are both equal to the characteristic impedance of the 
artificial transmission line, Z{uj). That is, the line is either infinitely long, or terminated 
with an impedance equal to its characteristic impedance.
Using the transmission line theory we may write the voltage and the current at any 
node of the line in terms of the forward and backward going waves.
Vk = +
—ww
L/2 h ! 2  \ L/2
oinnr>
Ik+1
R.
Figure A.l: Single-section of a lossy artificial transmission line.
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14+1 =
r -7fc4  = ------  ^  ^ -
K-
Z(u) Z(u)
h + i  — iCL^-7(‘ + l) _  ^  ¿1(M)Z(U,) Z(u) (A.l)
where 7 is the propagation constant. We relate 4  to /*+1,
4  = 4+i + (Gi+ia^C7)l4 
where ^
K : =  ^ + 1  +  ^ ( ^ 2  +
Using the node voltage and current relations of equation A.l in equations A.2 and A.3 
we obtain the following equality:
(A.2)
(A.3)
-  21-:e ’'‘ = (Gi+iwC)[l/+e-’'e-''‘ + V -eV ‘J
Z(ij)
+
Z M
1 + ^(^2 + 3>^L){G], + jujC)
U+ _  V
-e -Z[u) Z{u)
(A.4)
Equation A.4 should be valid for all k values. Therefore the coefficients of the e 
and terms should be equal on both sides. This gives us the two equations.
= 1 +  - ( r 2 + ju)L){G\ + ju)G) + Z (tj) (Gi +  jo^G) (A.5)
e-^ = 1 + 2 (’”2 + j<^L){Gi + juC ) -Z {o j) iG i+ ju G )
Adding equations A.5 and A.6 we get,
cosh(7) = 1 + - ( r 2 + jujL){Gi + juG )
(A.6)
(A.7)
For a small propagation constant (I7 I <  1), the hyperbolic cosine term can approximated 
by 1 +  7^/2. Then, the propagation constant of the artificial transmission line can be
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obtained as,
7 — \/('^2 + j^L,){G\ + juC ) 
= jcu'/LC
\
1 + 2^
■ * á · ) (A.8)
Defining ojc = l/\/ZC , and using the low-loss approximation (r2 <C ju L , and Gi <C 
jojC), equation A.8 can be re-written.
^ U c )  (  ^ ^  ju L  ^  iwC, (A.9)
Noting that 7 = a+ jP, we can write the expressions for the attenuation and propagation 
constant of the artificial transmission line.
p = — = uV l c (A . I O )
To G^
Oí — “|~2ucL 2u>cC ( A . l l )
Inserting the 7 of equation A.8 in equation A.5 we obtain the expression for the 
characteristic impedance, which is
Z{w) = . 1 r2+ ju L  
V
(A.12)
Using the low-loss approximation once more, we get
Z(u.) = (A. 13)
Note that, we have made two basic approximations to derive these expressions. One 
of them is the low-loss approximation, and the other one is the low frequency approx­
imation. By low frequency we mean frequencies that are much lower than the Bragg 
frequency of the artificial transmission line. The Bragg frequency is the frequency where 
the characteristic impedance decreases to zero, and there is total reflection. It is defined 
as
^bragg ~  (A. 14)
As a conclusion, the characteristic impedance, attenuation and propagation constant 
expressions given in equations A. 13, A. 11, and A. 10 are valid for low-loss lines and for 
frequencies that are much lower than the Bragg frequency {u <C u>t,ragg)·
Appendix B
Inductors
Zo, £eff
V
■ a T W >
^ C / 2 C/2
Figure B.l: A short section of a high impedance transmission line with a characteristic 
impedance of Zq and an effective dielectric constant of Ce//, and its lumped equivalent.
In integrated circuit technologies inductors are built using short sections of high 
impedance transmission lines as shown in Figure B.l. By short section we mean a line 
length that is much less than the wavelength (/ <C A). The wavelength in a transmission
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medium is given as,
where c is the speed of light, and /  is the frequency. Then, the propagation constant of 
the line, /? is.
/? = T (B.2)
The expressions for L and C\ values can be derived by terminating both the high 
impedance line, and its equivalent with a resistor of value R. The input impedance of 
the high impedance line is,
^in — ^0'
R + jZo tan(/?/) 
' Zo + jRta,n{pi)
Using the short length approximation, / C  A we obtain,
R  + jZoPl
(B.3)
^in — 1 +j{R/Z„)0l (B.4)
Terminating the equivalent circuit with a resistor of value R, and writing the input 
impedance, we obtain.
ZL =
R { l-u j^ L C i/2 )+ ju L
(1 -  u j ' ^ LC i l2 ) +  j u R C i i l  -  u ^ L C i / 4 )
Assuming that u  <C equation B.5 reduces to,
, _  R  + jujL
Comparing equations B.4 and B.6 we determine the expressions for L and Ci.
ZoPlL =
Cl =
U!
I L
ZqU
(B.5)
(B.6)
(B.7)
Note that, inserting the L and Ci expressions of equation B.7 in the assumption u  <  
l\/L C i we obtain pi <€. 1 which is equivalent to the short length assumption.
Although L and Ci expressions of equation B.7 seem to be frequency dependent, we 
get rid of the uj by replacing (3 with u^eg/f/c .
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(B.8)
c . = ^ x i
c Z q
( B . 9 )
In Appendix A we derived expressions for the characteristic impedance and the prop­
agation constant of the artificial transmission line, which is made up of inductors and 
capacitors. In this appendix we showed how a high impedance transmission line can be 
modeled in terms of inductors and capacitors. In fact, an artificial transmission line is a 
high-impedance ordinary transmission line which is periodically loaded with capacitors. 
The effect of these capacitors is to lower the characteristic impedance and increase the 
propagation constant. In this way a high impedance line can be transformed into a 50-i2 
artificial line with a higher propagation constant than that would be obtained with an 
ordinary line. Of course, within a narrower frequency band.
Mason’s Formulation of 
Electrostatic Driving Systems
Appendix C
Figure C.l; An electrostatic driving system with a fixed and a movable plate.
Figure C.l shows an electrostatic driving system. The system contains a fixed plate 
and a movable plate. When a bias voltage is applied there occurs an electrostatic at­
traction force between the two plates given by
f^T/2
2x1
F  = bias (C.l)
where S  is the effective area. If we apply a sinusoidal voltage V\ sin(o;i) together with 
the polarizing voltage then the force between the plates becomes
F  = ço5
2x1
]/2
Kzas + sin(o;f) 4- ^ ( 1  -  cos(u;i))
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which is in units of N. We can write the sinusoidal driving term as
FaC = (C.2)
Figure C.2: Mason’s equivalent circuit for an electrostatic driving system.
Figure C.2 shows the Mason’s equivalent circuit for an electrostatic driving system. 
Co is the capacitance between the two plates, i is the current in the electrical circuit, 
X is the particle velocity, Zm is the mechanical impedance of the driving system which 
is a resonant circuit, and P  is the pressure. The electrical and mechanical ports are 
connected with a transformer. Then, we can write P  as
FACP = ^  + xZ ^
where Sa is the effective movable area. Note that, the effective area used in equation C.l 
is the area where the electrostatic attraction force takes place. However, Sa is the area 
that moves which does not need to be equal to S.
The charge on the capacitor is Qo = CqV. Then, the current in the electrical circuit
IS,
I =
dQ
dt
sin(ü;í))a t i  X
By assuming that V\ C  Hios we can write the current in the electrical circuit as
(■oSVijias
гЛXq
■ X + (jjC qV i cos(ut) (C.3)
We can write the current in the electrical circuit by applying circuit theory to the Mason’s 
equivalent. The velocity in the mechanical port is transformed to the electrical port as 
current.
i  =  —(fx  +  u C qV i cos{u)t) (C .4)
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Comparing equations C.3 and C.4 we obtain the transformer ratio of the equivalent 
circuit as shown in equation C.5.
_  eo-5— o b^iasxS (C.5)
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