Submitted by M.J. Schlosser

1. Motivations {#se0010}
==============

In [@br0020], by convexity of $\frac{1}{y^{1/\lambda} - 1}$ and $\frac{1}{y^{1/\lambda} - 1} + \frac{1}{y^{1/(1 - \lambda)} - 1}$ with respect to $\lambda \in (0,1)$, the inequality$$\frac{1}{y - 1} - \frac{1}{y^{1/\lambda} - 1} - \frac{1}{y^{1/(1 - \lambda)} - 1} > 0,\quad y > 1$$ was proved to be true.

In [@br0200], the inequality [(1.1)](#fm0010){ref-type="disp-formula"} was generalized as one which can be reformulated as$$\frac{1}{y - 1} - \sum\limits_{k = 1}^{n}\frac{1}{y^{1/\lambda_{k}} - 1} > 0,$$ where $y > 1$ and $\lambda_{1},\lambda_{2},\ldots,\lambda_{n} \in (0,1)$ such that $\sum_{k = 1}^{n}\lambda_{k} = 1$.

In proofs of [@br0310], by convexity of the function $\frac{1}{y^{1/\lambda} - 1}$ for $y > 1$ with respect to $\lambda \in (0,\infty)$, by convexity of the function $tH\left( \frac{1}{t} \right)$ on $(0,\infty)$, and by decreasing monotonicity of $H(t)$ on $( - \infty,\infty)$, where$$H(t) = \frac{t}{e^{t} - 1},\quad t \in \mathbb{R}$$ is the generating function of the Bernoulli numbers (see [@br0210] and [@br0330]), the inequality$$\left( \sum\limits_{k = 1}^{n}\lambda_{k} \right)H\left( \frac{x}{\sum_{k = 1}^{n}\lambda_{k}} \right) \geq \sum\limits_{k = 1}^{n}\lambda_{k}H\left( \frac{x}{\lambda_{k}} \right)$$ for $\lambda_{k} > 0$ and $x > 0$ was proved to be true.

In the proof of [@br0220], by convexity of the function $t^{3}H\left( \frac{1}{t} \right)$ on $(0,\infty)$, the inequality$$\left( \sum\limits_{k = 1}^{n}\lambda_{k} \right)^{3}H\left( \frac{x}{\sum_{k = 1}^{n}\lambda_{k}} \right) \geq \sum\limits_{k = 1}^{n}\lambda_{k}^{3}H\left( \frac{x}{\lambda_{k}} \right)$$ was proved to be true for $\lambda_{k} > 0$ and $x > 0$.

In [@br0190], the inequality$$\sum\limits_{i = 1}^{m}\frac{1}{y^{1/\nu_{i}} - 1} + \sum\limits_{j = 1}^{n}\frac{1}{y^{1/\tau_{j}} - 1} > \sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\frac{1}{y^{1/\lambda_{ij}} - 1}$$ was complicatedly proved to be valid for $y > 1$ and $0 < \lambda_{ij} \leq 1$, where $\nu_{i} = \sum_{j = 1}^{n}\lambda_{ij}$ and $\tau_{j} = \sum_{i = 1}^{m}\lambda_{ij}$ satisfying $\sum_{i = 1}^{m}\nu_{i} = \sum_{j = 1}^{n}\tau_{j} = 1$.

In [@br0290], by considering convexity of the function $tH\left( \frac{1}{t} \right)$ on $(0,\infty)$, the inequality$$\sum\limits_{i = 1}^{m}\frac{1}{e^{x/\nu_{i}} - 1} + \sum\limits_{j = 1}^{n}\frac{1}{e^{x/\tau_{j}} - 1} \geq 2\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\frac{1}{e^{x/\lambda_{ij}} - 1}$$ was proved to be true for $x > 0$ and $\lambda_{ij} > 0$, where $\nu_{i} = \sum_{j = 1}^{n}\lambda_{ij}$ and $\tau_{j} = \sum_{i = 1}^{m}\lambda_{ij}$.

We observe that(1)inequality [(1.1)](#fm0010){ref-type="disp-formula"} can be rearranged as$$\frac{1}{e^{x/\lbrack\lambda + (1 - \lambda)\rbrack} - 1} > \frac{1}{e^{x/\lambda} - 1} + \frac{1}{e^{x/(1 - \lambda)} - 1},$$ where $x = \ln y > 0$ and $\lambda \in (0,1)$;(2)inequality [(1.2)](#fm0020){ref-type="disp-formula"} can be rewritten as$$\frac{1}{e^{x/\sum_{k = 1}^{n}\lambda_{k}} - 1} > \sum\limits_{k = 1}^{n}\frac{1}{e^{x/\lambda_{k}} - 1},$$ where $x = \ln y > 0$ and $\lambda_{1},\lambda_{2},\ldots,\lambda_{n} \in (0,1)$ such that $\sum_{k = 1}^{n}\lambda_{k} = 1$;(3)inequality [(1.3)](#fm0040){ref-type="disp-formula"} can be reformulated as [(1.8)](#fm0090){ref-type="disp-formula"} without restrictions $\sum_{k = 1}^{n}\lambda_{k} = 1$ and $\lambda_{1},\lambda_{2},\ldots,\lambda_{n} < 1$;(4)inequality [(1.4)](#fm0050){ref-type="disp-formula"} can be rewritten as$$\frac{\left( \sum_{k = 1}^{n}\lambda_{k} \right)^{2}}{e^{x/\sum_{k = 1}^{n}\lambda_{k}} - 1} \geq \sum\limits_{k = 1}^{n}\frac{\lambda_{k}^{2}}{e^{x/\lambda_{k}} - 1},$$ where $\lambda_{k} > 0$ and $x > 0$.(5)inequality [(1.5)](#fm0060){ref-type="disp-formula"} can be reformulated as$$\sum\limits_{i = 1}^{m}\frac{1}{e^{x/\nu_{i}} - 1} + \sum\limits_{j = 1}^{n}\frac{1}{e^{x/\tau_{j}} - 1} \geq \sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\frac{1}{e^{x/\lambda_{ij}} - 1}$$ for $x = \ln y > 0$ and $0 < \lambda_{ij} \leq 1$, where $\nu_{i} = \sum_{j = 1}^{n}\lambda_{ij}$ and $\tau_{j} = \sum_{i = 1}^{m}\lambda_{ij}$ satisfying $\sum_{i = 1}^{m}\nu_{i} = \sum_{j = 1}^{n}\tau_{j} = 1$.(6)both proofs in [@br0200] and [@br0190] for inequalities [(1.2)](#fm0020){ref-type="disp-formula"} and [(1.5)](#fm0060){ref-type="disp-formula"} are not convincible;(7)inequality [(1.6)](#fm0070){ref-type="disp-formula"} refines [(1.5)](#fm0060){ref-type="disp-formula"} and [(1.10)](#fm0110){ref-type="disp-formula"} and removes the restrictions $\lambda_{ij} \leq 1$ and $\sum_{i = 1}^{m}\nu_{i} = \sum_{j = 1}^{n}\tau_{j} = 1$ that appeared in [@br0190];(8)inequality [(1.8)](#fm0090){ref-type="disp-formula"} generalizes [(1.7)](#fm0080){ref-type="disp-formula"};(9)when taking $m = n$ and $\lambda_{1i} = \lambda_{i1} > 0$ for $1 \leq i \leq n$ and letting $\lambda_{ij}\rightarrow 0^{+}$ for $2 \leq i,j \leq n$, the inequality [(1.6)](#fm0070){ref-type="disp-formula"} becomes$$\frac{1}{e^{x/\sum_{j = 1}^{n}\lambda_{1j}} - 1} + \sum\limits_{i = 2}^{n}\frac{1}{e^{x/\lambda_{i1}} - 1} + \frac{1}{e^{x/\sum_{i = 1}^{n}\lambda_{i1}} - 1} + \sum\limits_{j = 2}^{n}\frac{1}{e^{x/\lambda_{1j}} - 1} \geq 2\sum\limits_{i = 1}^{n}\frac{1}{e^{x/\lambda_{i1}} - 1} + 2\sum\limits_{i = 1}^{n}\frac{1}{e^{x/\lambda_{i2}} - 1} + \cdots + 2\sum\limits_{i = 1}^{n}\frac{1}{e^{x/\lambda_{in}} - 1} = 2\sum\limits_{i = 1}^{n}\frac{1}{e^{x/\lambda_{i1}} - 1} + \frac{2}{e^{x/\lambda_{12}} - 1} + \frac{2}{e^{x/\lambda_{13}} - 1} + \cdots + \frac{2}{e^{x/\lambda_{1n}} - 1}$$ which can be simplified as$$\frac{1}{e^{x/\sum_{i = 1}^{n}\lambda_{i1}} - 1} \geq \sum\limits_{i = 1}^{n}\frac{1}{e^{x/\lambda_{i1}} - 1};$$ this inequality is equivalent to [(1.8)](#fm0090){ref-type="disp-formula"} without restrictions $\sum_{k = 1}^{n}\lambda_{k} = 1$ and $\lambda_{1},\lambda_{2},\ldots,\lambda_{n} < 1$. Thus, the inequality [(1.6)](#fm0070){ref-type="disp-formula"} established in [@br0290] extends, generalizes, and refines all of the above inequalities other than [(1.4)](#fm0050){ref-type="disp-formula"} and [(1.9)](#fm0100){ref-type="disp-formula"}.

Motivated by inequalities [(1.4)](#fm0050){ref-type="disp-formula"} and [(1.9)](#fm0100){ref-type="disp-formula"}, we would like to ask a question: what is the largest range of *α* such that$$\frac{\left( \sum_{k = 1}^{n}\lambda_{k} \right)^{\alpha}}{e^{x/\sum_{k = 1}^{n}\lambda_{k}} - 1} \geq \sum\limits_{k = 1}^{n}\frac{\lambda_{k}^{\alpha}}{e^{x/\lambda_{k}} - 1}$$ validates for $x > 0$ and $\lambda_{k} > 0$?

Motivated by inequalities [(1.6)](#fm0070){ref-type="disp-formula"} and [(1.11)](#fm0140){ref-type="disp-formula"}, we would like to ask a question: what are the largest ranges of *α* and *ρ* such that$$\sum\limits_{i = 1}^{m}\frac{\nu_{i}^{\alpha}}{e^{x/\nu_{i}} - 1} + \sum\limits_{j = 1}^{n}\frac{\tau_{j}^{\alpha}}{e^{x/\tau_{j}} - 1} \geq \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\frac{\lambda_{ij}^{\alpha}}{e^{x/\lambda_{ij}} - 1}$$ is valid for $x > 0$ and $\lambda_{ij} > 0$? where $\nu_{i} = \sum_{j = 1}^{n}\lambda_{ij}$ and $\tau_{j} = \sum_{i = 1}^{m}\lambda_{ij}$.

Motivated by proofs of inequalities [(1.3)](#fm0040){ref-type="disp-formula"}, [(1.4)](#fm0050){ref-type="disp-formula"}, and [(1.6)](#fm0070){ref-type="disp-formula"} in the papers [@br0220], [@br0290], [@br0310], we ask a question: what is the largest range of *α* such that the function $t^{\alpha}H\left( \frac{1}{t} \right)$ is convex on $(0,\infty)$?

2. Lemmas {#se0020}
=========

The following lemmas are useful in this paper.

Lemma 2.1[@br0030]*For* $a,b \in \mathbb{R}$ *with* $a < b$ *, let* $U(t)$ *and* $V(t)$ *be continuous on* $\lbrack a,b\rbrack$ *, differentiable on* $(a,b)$ *, and* $V^{\prime}(t) \neq 0$ *on* $(a,b)$ *. If* $\frac{U^{\prime}(t)}{V^{\prime}(t)}$ *is decreasing on* $(a,b)$ *, then the functions* $$\mathcal{F}(t) = \frac{U(t) - U(a)}{V(t) - V(a)}\quad\textit{and}\quad\mathcal{G}(t) = \frac{U(t) - U(b)}{V(t) - V(b)}$$ *are both decreasing on* $(a,b)$ *.*

A function $\varphi:\lbrack 0,\infty)\rightarrow\mathbb{R}$ is said to be star-shaped if $\varphi(\nu t) \leq \nu\varphi(t)$ for all $\nu \in \lbrack 0,1\rbrack$ and $t \geq 0$. A real function *φ* defined on a set $S \subset \mathbb{R}^{n}$ is said to be super-additive if $s,t \in S$ implies $s + t \in S$ and $\varphi(s + t) \geq \varphi(s) + \varphi(t)$. See [@br0150] and [@br0170].

Lemma 2.2[@br0150]*Among convex functions, star-shaped functions, and super-additive functions, the following relations hold true:* (1)*if φ is convex on* $\lbrack 0,\infty)$ *with* $\varphi(0) \leq 0$ *, then φ is star-shaped;*(2)*if* $\varphi:\lbrack 0,\infty)\rightarrow\mathbb{R}$ *is star-shaped, then φ is super-additive.*

3. Convexity and logarithmic concavity of a function related to generating function of Bernoulli numbers {#se0030}
========================================================================================================

Now we give an answer to the third question above and find something more.

Theorem 3.1*Let* $\alpha \in \mathbb{R}$ *and* $$\mathfrak{H}_{\alpha}(t) = t^{\alpha}H\left( \frac{1}{t} \right) = \frac{t^{\alpha - 1}}{e^{1/t} - 1},\quad t \in (0,\infty).$$ *Then* (1)*if* $\alpha \geq 1$ *, the function* $\mathfrak{H}_{\alpha}(t)$ *is convex on* $(0,\infty)$ *;*(2)*if* $0 \leq \alpha < 1$ *, the function* $\mathfrak{H}_{\alpha}(t)$ *has a unique inflection point on* $(0,\infty)$ *;*(3)*if* $\alpha < 0$ *, the function* $\mathfrak{H}_{\alpha}(t)$ *has only two inflection points on* $(0,\infty)$ *;*(4)*the function* $\mathfrak{H}_{\alpha}(t)$ *has the limits* $$\lim\limits_{t\rightarrow 0^{+}}\mathfrak{H}_{\alpha}(t) = 0,\quad\alpha \in \mathbb{R}$$ *and* $$\lim\limits_{t\rightarrow\infty}\mathfrak{H}_{\alpha}(t) = \begin{cases}
{\infty,} & {\alpha > 0;} \\
{1,} & {\alpha = 0;} \\
{0,} & {\alpha < 0.} \\
\end{cases}$$

ProofBy direct computation, we have$$\frac{\text{d}\mathfrak{H}_{\alpha}(t)}{\text{d}t} = \frac{t^{\alpha - 3}\left( \lbrack(\alpha - 1)t + 1\rbrack e^{1/t} + (1 - \alpha)t \right)}{{(e^{1/t} - 1)}^{2}}$$ and$$\frac{\text{d}^{2}\mathfrak{H}_{\alpha}(t)}{\text{d}t^{2}} = \frac{t^{\alpha - 5}\begin{pmatrix}
{(\alpha - 1)(\alpha - 2)t^{2}} \\
{- \left\lbrack 2(\alpha - 1)(\alpha - 2)t^{2} + 2(\alpha - 2)t - 1 \right\rbrack e^{1/t}} \\
{+ \left\lbrack (\alpha - 1)(\alpha - 2)t^{2} + 2(\alpha - 2)t + 1 \right\rbrack e^{2/t}} \\
\end{pmatrix}}{{(e^{1/t} - 1)}^{3}} \triangleq \frac{t^{\alpha - 5}}{{(e^{1/t} - 1)}^{3}}H_{\alpha}\left( \frac{1}{t} \right),$$ where$$H_{\alpha}(t) = \frac{\begin{pmatrix}
{(\alpha - 1)(\alpha - 2) + \left\lbrack t^{2} - 2(\alpha - 2)t - 2(\alpha - 2)(\alpha - 1) \right\rbrack e^{t}} \\
{+ \left\lbrack t^{2} + 2(\alpha - 2)t + (\alpha - 1)(\alpha - 2) \right\rbrack e^{2t}} \\
\end{pmatrix}}{t^{2}} = \frac{1}{t^{2}}\left\lbrack \alpha - \frac{3}{2} + \frac{2te^{t} + \sqrt{(4t + 1)e^{2t} - 2(2t^{2} + 2t + 1)e^{t} + 1}\ }{2(e^{t} - 1)} \right\rbrack\quad \times \left\lbrack \alpha - \frac{3}{2} + \frac{2te^{t} - \sqrt{(4t + 1)e^{2t} - 2(2t^{2} + 2t + 1)e^{t} + 1}\ }{2(e^{t} - 1)} \right\rbrack \triangleq \frac{1}{t^{2}}\left\lbrack \alpha - \frac{3}{2} + \frac{\mathcal{H}_{1}(t)}{2} \right\rbrack\left\lbrack \alpha - \frac{3}{2} + \frac{\mathcal{H}_{2}(t)}{2} \right\rbrack,$$ which can be regarded as a quadratic in the variable *α*, and$$(4t + 1)e^{2t} - 2(2t^{2} + 2t + 1)e^{t} + 1 = t^{2} + \sum\limits_{k = 3}^{\infty}\left\lbrack 2k\left( 2^{k} - 2k \right) + 2^{k} - 2 \right\rbrack\frac{t^{k}}{k!} = t^{2} + 3t^{3} + \frac{13t^{4}}{4} + \frac{25t^{5}}{12} + \frac{343t^{6}}{360} + \frac{41t^{7}}{120} + \frac{2047t^{8}}{20160} + \frac{1567t^{9}}{60480} + \cdots > 0.$$ By straightforward calculation, we have$$\lim\limits_{t\rightarrow 0}\mathcal{H}_{1}(t) = 3,\quad\lim\limits_{t\rightarrow\infty}\mathcal{H}_{1}(t) = \infty,\quad\lim\limits_{t\rightarrow 0}\mathcal{H}_{2}(t) = 1,\quad\lim\limits_{t\rightarrow\infty}\mathcal{H}_{2}(t) = \infty.$$Since$$\frac{\left\lbrack 2te^{t} + \sqrt{(4t + 1)e^{2t} - 2(2t^{2} + 2t + 1)e^{t} + 1}\  \right\rbrack^{\prime}}{{(e^{t} - 1)}^{\prime}} = \frac{(4t + 3)e^{t} - (2t^{2} + 6t + 3)}{\sqrt{(4t + 1)e^{2t} - 2(2t^{2} + 2t + 1)e^{t} + 1}\ } + 2t + 2,(4t + 3)e^{t} - (2t^{2} + 6t + 3) = (2t + 1)t + (4t + 3)\left( e^{t} - 1 - t \right) > 0,\frac{\left( {\lbrack(4t + 3)e^{t} - (2t^{2} + 6t + 3)\rbrack}^{2} \right)^{\prime}}{{\lbrack(4t + 1)e^{2t} - 2(2t^{2} + 2t + 1)e^{t} + 1\rbrack}^{\prime}} = 4t + 7 - 2\frac{2t + 3}{e^{t}},$$ and $\frac{\text{d}}{\text{d}t}\left( \frac{2t + 3}{e^{t}} \right) = - \frac{2t + 1}{e^{t}}$, making use of [Lemma 2.1](#en0010){ref-type="statement"} twice, we can deduce that the function $\mathcal{H}_{1}(t)$ is increasing on $(0,\infty)$.It is straightforward that$$\left\lbrack \frac{2te^{t} - \sqrt{(4t + 1)e^{2t} - 2(2t^{2} + 2t + 1)e^{t} + 1}\ }{e^{t} - 1} \right\rbrack^{\prime} = \frac{2e^{t}\left( e^{t} - t - 1 \right)\begin{bmatrix}
{\sqrt{(4t + 1)e^{2t} - 2(2t^{2} + 2t + 1)e^{t} + 1}\ } \\
{- \frac{e^{2t} + \left( t^{2} - 3t - 2 \right)e^{t} + t^{2} + 3t + 1}{e^{t} - t - 1}} \\
\end{bmatrix}}{{(e^{t} - 1)}^{2}\sqrt{(4t + 1)e^{2t} - 2(2t^{2} + 2t + 1)e^{t} + 1}\ },e^{2t} + \left( t^{2} - 3t - 2 \right)e^{t} + t^{2} + 3t + 1 = \sum\limits_{k = 3}^{\infty}\left\lbrack 2\left( 2^{k - 1} - 1 \right) + k(k - 4) \right\rbrack\frac{t^{k}}{k!} = \frac{t^{3}}{2} + \frac{7t^{4}}{12} + \frac{7t^{5}}{24} + \frac{37t^{6}}{360} + \frac{7t^{7}}{240} + \frac{143t^{8}}{20160} + \frac{37t^{9}}{24192} + \cdots > 0,$$ and$$\Delta(t) = \left\lbrack \sqrt{(4t + 1)e^{2t} - 2(2t^{2} + 2t + 1)e^{t} + 1}\  \right\rbrack^{2} - \frac{\begin{bmatrix}
{e^{2t} + \left( t^{2} - 3t - 2 \right)e^{t}} \\
{+ t^{2} + 3t + 1} \\
\end{bmatrix}^{2}}{{(e^{t} - t - 1)}^{2}} = \frac{t\begin{bmatrix}
{4e^{4t} - 2(7t + 4)e^{3t} - t\left( t^{2} - 18t - 18 \right)e^{2t}} \\
{- \left( 6t^{3} + 12t^{2} - 6t - 8 \right)e^{t} - t^{3} - 6t^{2} - 10t - 4} \\
\end{bmatrix}}{{(e^{t} - t - 1)}^{2}} = \frac{t}{24{(e^{t} - t - 1)}^{2}}\sum\limits_{k = 6}^{\infty}\begin{bmatrix}
{192 + 144k + 144k^{2} - 144k^{3}} \\
{- k\left( 3k^{2} - 117k - 102 \right)2^{k}} \\
{- (112k + 192)3^{k} + 96 \times 4^{k}} \\
\end{bmatrix}\frac{t^{k}}{k!} = \frac{t}{24{(e^{t} - t - 1)}^{2}}\sum\limits_{k = 6}^{\infty}\begin{bmatrix}
{16\left( 4^{k} - 9k^{3} \right) + 144k^{2} + 144k + 192} \\
{+ 3\left( 2^{k + 2} - k^{3} \right)2^{k} + k(117k + 102)2^{k}} \\
{+ 68 \times 4^{k} - 16(7k + 12)3^{k}} \\
\end{bmatrix}\frac{t^{k}}{k!} = \frac{t}{{(e^{t} - t - 1)}^{2}}\left( \frac{t^{6}}{3} + \frac{3t^{7}}{4} + \frac{17t^{8}}{20} + \frac{1403t^{9}}{2160} + \frac{1433t^{10}}{3780} + \cdots \right)$$ on $(0,\infty)$. When $k \geq 6$, it is standard argument to verify that the terms $4^{k} - 9k^{3}$ and $2^{k + 2} - k^{3}$ are positive. It is easy to see that the first derivative of the function$$\Phi(k) = \ln\left\lbrack 68\left( \frac{4}{3} \right)^{k} \right\rbrack - \ln\lbrack 16(7k + 12)\rbrack$$ with respect to *k* is$$\Phi^{\prime}(k) = \frac{7k\ln\frac{4}{3} - 7 - 12\ln 3 + 12\ln 4}{7k + 12}.$$ Therefore, when $k \geq \frac{7 + 12\ln 3 - 12\ln 4}{7\ln(4/3)} = 1.7617737\ldots$, the function $\Phi(k)$ is increasing with respect to $k \geq 2$. Numerical computation shows that the first several values for $6 \leq k \leq 11$ of the difference $68\left( \frac{4}{3} \right)^{k} - 16(7k + 12)$ are$$- \frac{351328}{729},\quad - \frac{1020400}{2187},\quad - \frac{2681920}{6561},\quad - \frac{5793808}{19683},\quad - \frac{6169120}{59049},\quad\frac{32955344}{177147}.$$ Accordingly, when $k \geq 11$, the terms$$68 \times 4^{k} - 16(7k + 12)3^{k} = 3^{k}\left\lbrack 68\left( \frac{4}{3} \right)^{k} - 16(7k + 12) \right\rbrack$$ are all positive. Then, for $k \geq 11$, all coefficients of $t^{k}$ in the infinite series are positive. When $6 \leq k \leq 10$, numerical computation shows that the coefficients of $t^{k}$ are $\frac{1}{3}$, $\frac{3}{4}$, $\frac{17}{20}$, $\frac{1403}{2160}$, and $\frac{1433}{3780}$. Consequently, we can conclude that $\Delta(t) > 0$ on $(0,\infty)$. This means that the function $\mathcal{H}_{2}(t)$ is increasing on $(0,\infty)$.From the above increasing monotonicity of $\mathcal{H}_{1}(t)$ and $\mathcal{H}_{2}(t)$ on $(0,\infty)$, it follows that, if and only if $\alpha \geq 1$, the function $H_{\alpha}(t)$ is positive on $(0,\infty)$. Therefore, if and only if $\alpha \geq 1$, the second derivative $\frac{\text{d}^{2}\mathfrak{H}_{\alpha}(t)}{\text{d}t^{2}}$ is positive on $(0,\infty)$. Consequently, if and only if $\alpha \geq 1$, the function $\mathfrak{H}_{\alpha}(t)$ is convex on $(0,\infty)$.The proof of the existence of inflection points of the function $\mathfrak{H}_{\alpha}(t)$ on $(0,\infty)$ is straightforward.It is easy to see$$\lim\limits_{t\rightarrow 0^{+}}\mathfrak{H}_{\alpha}(t) = \lim\limits_{t\rightarrow 0^{+}}\frac{t^{\alpha - 1}}{e^{1/t} - 1} = \lim\limits_{s\rightarrow\infty}\frac{s^{1 - \alpha}}{e^{s} - 1} = 0.$$ Since$$t\left( e^{1/t} - 1 \right)\rightarrow\begin{cases}
{1,} & {t\rightarrow\infty} \\
{\infty,} & {t\rightarrow 0^{+}} \\
\end{cases}$$ and$$\mathfrak{H}_{\alpha}(t) = \frac{t^{\alpha}}{\lbrack t(e^{1/t} - 1)\rbrack},\quad t \in (0,\infty),$$ the limits in [(3.2)](#fm0190){ref-type="disp-formula"} follow immediately. The proof of [Theorem 3.1](#en0030){ref-type="statement"} is complete. □

Theorem 3.2*Let* $\alpha \in \mathbb{R}$ *. Then* (1)*if* $\alpha \geq 0$ *, the function* $\mathfrak{H}_{\alpha}(t)$ *is logarithmically concave on* $(0,\infty)$ *;*(2)*if* $\alpha < 0$ *, the logarithm* $\ln\mathfrak{H}_{\alpha}(t)$ *has a unique inflection point on* $(0,\infty)$ *;*(3)*if* $\alpha \geq 0$ *, the function* $\mathfrak{H}_{\alpha}(t)$ *is increasing on* $(0,\infty)$ *;*(4)*if* $\alpha < 0$ *, the function* $\mathfrak{H}_{\alpha}(t)$ *has a unique maximum on* $(0,\infty)$ *.*

ProofBy standard computation and by virtue of [(3.3)](#fm0370){ref-type="disp-formula"}, we have$$\frac{\text{d}\ln\mathfrak{H}_{\alpha}(t)}{\text{d}t} = \begin{cases}
{\frac{1}{(1 - e^{- 1/t})t^{2}} + \frac{a - 1}{t}\rightarrow\infty,} & {t\rightarrow 0^{+}} \\
{\frac{e^{1/t}}{\lbrack t(e^{1/t} - 1)\rbrack t} + \frac{a - 1}{t}\rightarrow 0,} & {t\rightarrow\infty} \\
\end{cases}$$ and$$\frac{\text{d}^{2}\ln\mathfrak{H}_{\alpha}(t)}{\text{d}t^{2}} = \frac{1}{t^{2}}\left\lbrack \frac{t^{2} + \left( 1 + 2t - 2t^{2} \right)e^{1/t} + t(t - 2)e^{2/t}}{{(e^{1/t} - 1)}^{2}t^{2}} - \alpha \right\rbrack \triangleq \frac{1}{t^{2}}\left\lbrack \mathcal{H}\left( \frac{1}{t} \right) - \alpha \right\rbrack,$$ where$$\mathcal{H}(t) = \frac{1 + \left( t^{2} + 2t - 2 \right)e^{t} + (1 - 2t)e^{2t}}{{(e^{t} - 1)}^{2}}\rightarrow\begin{cases}
0 & {t\rightarrow 0^{+};} \\
{- \infty,} & {t\rightarrow\infty.} \\
\end{cases}$$ By standard calculation, we have$$\frac{{\lbrack 1 + (t^{2} + 2t - 2)e^{t} + (1 - 2t)e^{2t}\rbrack}^{\prime}}{{\lbrack{(e^{t} - 1)}^{2}\rbrack}^{\prime}} = \frac{t(4 + t - 4e^{t})}{2(e^{t} - 1)},\frac{{\lbrack t(4 + t - 4e^{t})\rbrack}^{\prime}}{{(e^{t} - 1)}^{\prime}} = 2\left\lbrack \frac{2 + t}{e^{t}} - 2(t + 1) \right\rbrack,\left( \frac{2 + t}{e^{t}} \right)^{\prime} = - \frac{1 + t}{e^{t}} < 0.$$ Employing [Lemma 2.1](#en0010){ref-type="statement"} twice, we conclude that the function $\mathcal{H}(t)$ is decreasing on $(0,\infty)$. Then the function $\mathcal{H}\left( \frac{1}{t} \right)$ is increasing on $(0,\infty)$, with the limits$$\lim\limits_{t\rightarrow 0^{+}}\mathcal{H}\left( \frac{1}{t} \right) = - \infty\quad\text{and}\quad\lim\limits_{t\rightarrow\infty}\mathcal{H}\left( \frac{1}{t} \right) = 0.$$ Accordingly, the function $\mathcal{H}\left( \frac{1}{t} \right)$ is negative on $(0,\infty)$ and, if $\alpha \geq 0$, the second derivative $\frac{\text{d}^{2}\ln\mathfrak{H}_{\alpha}(t)}{\text{d}t^{2}}$ is negative on $(0,\infty)$. Hence, if $\alpha \geq 0$, the function $\mathfrak{H}_{\alpha}(t)$ is logarithmically concave on $(0,\infty)$ and the first derivative $\frac{\text{d}\ln\mathfrak{H}_{\alpha}(t)}{\text{d}t}$ is decreasing on $(0,\infty)$. Combining this with the limits in [(3.4)](#fm0390){ref-type="disp-formula"} reveals that, if $\alpha \geq 0$, the first derivative $\frac{\text{d}\ln\mathfrak{H}_{\alpha}(t)}{\text{d}t}$ is positive on $(0,\infty)$. This means that, if $\alpha \geq 0$, the function $\mathfrak{H}_{\alpha}(t)$ is increasing on $(0,\infty)$.It is not difficult to see that, if $\alpha < 0$, by the limits in [(3.4)](#fm0390){ref-type="disp-formula"} and [(3.5)](#fm0430){ref-type="disp-formula"}, the second derivative $\frac{\text{d}^{2}\ln\mathfrak{H}_{\alpha}(t)}{\text{d}t^{2}}$ has a zero, the first derivative $\frac{\text{d}\ln\mathfrak{H}_{\alpha}(t)}{\text{d}t}$ has only one zero, and the function $\ln\mathfrak{H}_{\alpha}(t)$ has only one inflection point and has only one maximum point on $(0,\infty)$. The proof of [Theorem 3.2](#en0050){ref-type="statement"} is complete. □

Remark 3.1It is well known [@br0170] that a logarithmically convex function must be convex, but not conversely. It is also well known [@br0170] that a concave function must be logarithmically concave, but not conversely. The function $\mathfrak{H}_{\alpha}(t)$ is an example showing that a logarithmically concave function may not be concave, that a convex function may not be logarithmically convex, and so on.

4. Three new inequalities involving exponential functions and sums {#se0040}
==================================================================

Making use of some conclusions in [Theorem 3.1](#en0030){ref-type="statement"}, [Theorem 3.2](#en0050){ref-type="statement"}, we now start to derive several inequalities involving exponential functions and sums and to answer the first and second questions related to inequalities [(1.11)](#fm0140){ref-type="disp-formula"} and [(1.12)](#fm0150){ref-type="disp-formula"}.

Theorem 4.1*For* $\alpha \geq 1$ *,* $x > 0$ *, and* $\lambda_{ij} > 0$ *for* $1 \leq i \leq m$ *and* $1 \leq j \leq n$ *, denote* $\nu_{i} = \sum_{j = 1}^{n}\lambda_{ij}$ *and* $\tau_{j} = \sum_{i = 1}^{m}\lambda_{ij}$ *. Then* $$\sum\limits_{i = 1}^{m}\frac{\nu_{i}^{\alpha - 1}}{e^{x/\nu_{i}} - 1} + \sum\limits_{j = 1}^{n}\frac{\tau_{j}^{\alpha - 1}}{e^{x/\tau_{j}} - 1} \geq 2\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\frac{\lambda_{ij}^{\alpha - 1}}{e^{x/\lambda_{ij}} - 1}.$$

ProofCombining the first conclusion and the limit [(3.1)](#fm0180){ref-type="disp-formula"} in [Theorem 3.1](#en0030){ref-type="statement"} with [Lemma 2.2](#en0020){ref-type="statement"} yields that, if $\alpha \geq 1$, the function $\mathfrak{H}_{\alpha}(t)$ with redefining $\mathfrak{H}_{\alpha}(0) = 0$ is convex, then star-shaped, and then supper-additive on $\lbrack 0,\infty)$. Consequently, it follows that$$\mathfrak{H}_{\alpha}\left( \frac{\nu_{i}}{x} \right) = \mathfrak{H}_{\alpha}\left( \frac{\sum_{j = 1}^{n}\lambda_{ij}}{x} \right) \geq \sum\limits_{j = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ij}}{x} \right)\quad\text{and}\quad\mathfrak{H}_{\alpha}\left( \frac{\tau_{j}}{x} \right) = \mathfrak{H}_{\alpha}\left( \frac{\sum_{i = 1}^{m}\lambda_{ij}}{x} \right) \geq \sum\limits_{i = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ij}}{x} \right).$$ Accordingly, we obtain$$\sum\limits_{i = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\nu_{i}}{x} \right) + \sum\limits_{j = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\tau_{j}}{x} \right) \geq \sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ij}}{x} \right) + \sum\limits_{j = 1}^{n}\sum\limits_{i = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ij}}{x} \right) = 2\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ij}}{x} \right)$$ which can be rearranged as$$\sum\limits_{i = 1}^{m}\frac{{(\nu_{i}/x)}^{\alpha - 1}}{e^{x/\nu_{i}} - 1} + \sum\limits_{j = 1}^{n}\frac{{(\tau_{j}/x)}^{\alpha - 1}}{e^{x/\tau_{j}} - 1} \geq 2\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\frac{{(\lambda_{ij}/x)}^{\alpha - 1}}{e^{x/\lambda_{ij}} - 1}.$$ The proof of [Theorem 4.1](#en0080){ref-type="statement"} is complete. □

Remark 4.1Setting $m = n$ and $\lambda_{1k} = \lambda_{k1} = \lambda_{k} > 0$ for $1 \leq k \leq n$ and letting $\lambda_{ij}\rightarrow 0^{+}$ for $2 \leq i,j \leq n$ in the inequality [(4.1)](#fm0440){ref-type="disp-formula"} result in inequality [(1.11)](#fm0140){ref-type="disp-formula"} for $\alpha \geq 0$.The inequality [(4.1)](#fm0440){ref-type="disp-formula"} is equivalent to [(1.12)](#fm0150){ref-type="disp-formula"} for $\alpha \geq 0$ and $\rho \leq 2$.

Theorem 4.2*Let* $\alpha \geq 1$ *,* $x > 0$ *, and* $\lambda_{ijk} > 0$ *for* $1 \leq i \leq \ell$ *,* $1 \leq j \leq m$ *, and* $1 \leq k \leq n$ *. Then* $$\sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\frac{\left( \sum_{i = 1}^{\ell}\lambda_{ijk} \right)^{\alpha - 1}}{e^{x/\sum_{i = 1}^{\ell}\lambda_{ijk}} - 1} + \sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\frac{\left( \sum_{j = 1}^{m}\lambda_{ijk} \right)^{\alpha - 1}}{e^{x/\sum_{j = 1}^{m}\lambda_{ijk}} - 1} + \sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\frac{\left( \sum_{k = 1}^{n}\lambda_{ijk} \right)^{\alpha - 1}}{e^{x/\sum_{k = 1}^{n}\lambda_{ijk}} - 1} \geq 3\sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\frac{\lambda_{ijk}^{\alpha - 1}}{e^{x/\lambda_{ijk}} - 1}$$ *and* $$\sum\limits_{k = 1}^{n}\frac{\left( \sum_{j = 1}^{m}\sum_{i = 1}^{\ell}\lambda_{ijk} \right)^{\alpha - 1}}{e^{x/\sum_{j = 1}^{m}\sum_{i = 1}^{\ell}\lambda_{ijk}} - 1} + \sum\limits_{i = 1}^{\ell}\frac{\left( \sum_{k = 1}^{n}\sum_{j = 1}^{m}\lambda_{ijk} \right)^{\alpha - 1}}{e^{x/\sum_{k = 1}^{n}\sum_{j = 1}^{m}\lambda_{ijk}} - 1} + \sum\limits_{j = 1}^{m}\frac{\left( \sum_{i = 1}^{\ell}\sum_{k = 1}^{n}\lambda_{ijk} \right)^{\alpha - 1}}{e^{x/\sum_{i = 1}^{\ell}\sum_{k = 1}^{n}\lambda_{ijk}} - 1} \geq 3\sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\frac{\lambda_{ijk}^{\alpha - 1}}{e^{x/\lambda_{ijk}} - 1}.$$

ProofSimilarly to what was done in [Theorem 4.1](#en0080){ref-type="statement"}, we obtain$$\mathfrak{H}_{\alpha}\left( \frac{\sum_{i = 1}^{\ell}\lambda_{ijk}}{x} \right) \geq \sum\limits_{i = 1}^{\ell}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right),\mathfrak{H}_{\alpha}\left( \frac{\sum_{j = 1}^{m}\lambda_{ijk}}{x} \right) \geq \sum\limits_{j = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right),\mathfrak{H}_{\alpha}\left( \frac{\sum_{k = 1}^{n}\lambda_{ijk}}{x} \right) \geq \sum\limits_{k = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right),\mathfrak{H}_{\alpha}\left( \frac{\sum_{j = 1}^{m}\sum_{i = 1}^{\ell}\lambda_{ijk}}{x} \right) \geq \sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right),\mathfrak{H}_{\alpha}\left( \frac{\sum_{k = 1}^{n}\sum_{j = 1}^{m}\lambda_{ijk}}{x} \right) \geq \sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right),\mathfrak{H}_{\alpha}\left( \frac{\sum_{i = 1}^{\ell}\sum_{k = 1}^{n}\lambda_{ijk}}{x} \right) \geq \sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right),\sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\sum_{i = 1}^{\ell}\lambda_{ijk}}{x} \right) \geq \sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right),\sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\sum_{j = 1}^{m}\lambda_{ijk}}{x} \right) \geq \sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right),\sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\mathfrak{H}_{\alpha}\left( \frac{\sum_{k = 1}^{n}\lambda_{ijk}}{x} \right) \geq \sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right),\sum\limits_{k = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\sum_{j = 1}^{m}\sum_{i = 1}^{\ell}\lambda_{ijk}}{x} \right) \geq \sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right),\sum\limits_{i = 1}^{\ell}\mathfrak{H}_{\alpha}\left( \frac{\sum_{k = 1}^{n}\sum_{j = 1}^{m}\lambda_{ijk}}{x} \right) \geq \sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right),\sum\limits_{j = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\sum_{i = 1}^{\ell}\sum_{k = 1}^{n}\lambda_{ijk}}{x} \right) \geq \sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right).$$ Consequently, it follows that$$\sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\sum_{i = 1}^{\ell}\lambda_{ijk}}{x} \right) + \sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\sum_{j = 1}^{m}\lambda_{ijk}}{x} \right) + \sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\mathfrak{H}_{\alpha}\left( \frac{\sum_{k = 1}^{n}\lambda_{ijk}}{x} \right) \geq \sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right) + \sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right) + \sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right)$$ and$$\sum\limits_{k = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\sum_{j = 1}^{m}\sum_{i = 1}^{\ell}\lambda_{ijk}}{x} \right) + \sum\limits_{i = 1}^{\ell}\mathfrak{H}_{\alpha}\left( \frac{\sum_{k = 1}^{n}\sum_{j = 1}^{m}\lambda_{ijk}}{x} \right) + \sum\limits_{j = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\sum_{i = 1}^{\ell}\sum_{k = 1}^{n}\lambda_{ijk}}{x} \right) \geq \sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right) + \sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\sum\limits_{j = 1}^{m}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right) + \sum\limits_{j = 1}^{m}\sum\limits_{i = 1}^{\ell}\sum\limits_{k = 1}^{n}\mathfrak{H}_{\alpha}\left( \frac{\lambda_{ijk}}{x} \right).$$ Rearranging and simplifying the above two inequalities lead to [(4.2)](#fm0490){ref-type="disp-formula"} and [(4.3)](#fm0500){ref-type="disp-formula"}. The proof of [Theorem 4.2](#en0110){ref-type="statement"} is complete. □

5. A new ratio of many gamma functions and its properties {#se0050}
=========================================================

5.1. Preliminaries {#se0060}
------------------

It is common knowledge ([@br0010] and [@br0180]) that the classical gamma function $\Gamma(z)$ can be defined ([@br0230] and [@br0330]) by$$\Gamma(z) = \int\limits_{0}^{\infty}t^{z - 1}e^{- t}\text{d}t,\quad\Re(z) > 0$$ or by$$\Gamma(z) = \lim\limits_{n\rightarrow\infty}\frac{n!n^{z}}{\prod_{k = 0}^{n}(z + k)},\quad z \in \mathbb{C} \smallsetminus \{ 0, - 1, - 2,\ldots\}.$$ Its logarithmic derivative $\psi(z) = {\lbrack\ln\Gamma(x)\rbrack}^{\prime} = \frac{\Gamma^{\prime}(z)}{\Gamma(z)}$ and $\psi^{(k)}(z)$ for $k \in \mathbb{N}$ are called in sequence digamma function, trigamma function, tetragamma function, and, in general, polygamma functions.

A real-valued function $F(x)$ defined on a finite or infinite interval $I \subseteq \mathbb{R}$ is said to be completely monotonic on *I* if and only if ${( - 1)}^{k}F^{(k)}(x) \geq 0$ for all $k \in \{ 0\} \cup \mathbb{N}$ and $x \in I$. See [@br0160], [@br0320], and [@br0340]. A positive function $F(x)$ defined on a finite or infinite interval $I \subseteq \mathbb{R}$ is said to be logarithmically completely monotonic on *I* if and only if ${( - 1)}^{k}{\lbrack\ln F(x)\rbrack}^{(k)} \geq 0$ for all $k \in \mathbb{N}$ and $x \in I$. See [@br0040], [@br0050], [@br0080], [@br0240], [@br0250], [@br0270], [@br0280] and [@br0320]. A nonnegative function $F(x)$ defined on a finite or infinite interval *I* is called a Bernstein function if its derivative $f^{\prime}(x)$ is completely monotonic on *I*. See the monograph [@br0320]. Among these three concepts, there are the following relations:(1)A logarithmically completely monotonic function is completely monotonic, but not conversely. See [@br0050], [@br0080], [@br0240], [@br0250] and [@br0320].(2)A completely monotonic function on $(0,\infty)$ or $\lbrack 0,\infty)$ is equivalent to a Laplace transform of a nonnegative measure. See [@br0340].(3)The reciprocal of a Bernstein function must be logarithmically completely monotonic, but not conversely. See [@br0060] and [@br0320].

5.2. History and background {#se0070}
---------------------------

Let $p \in (0,1)$ and $k,n$ be nonnegative integers such that $0 \leq k \leq n$. In [@br0020], motivated by inequalities related to binomial probability studied in [@br0130], [@br0140], with the help of the inequality [(1.1)](#fm0010){ref-type="disp-formula"}, Alzer proved [@br0020] that the function$$G(x) = \frac{\Gamma(nx + 1)}{\Gamma(kx + 1)\Gamma((n - k)x + 1)}p^{kx}{(1 - p)}^{(n - k)x}$$ is completely monotonic on $(0,\infty)$. Indeed, Alzer implicitly proved logarithmically complete monotonicity of $G(x)$ on $(0,\infty)$.

In [@br0200] and [@br0310], with the aid of inequalities [(1.2)](#fm0020){ref-type="disp-formula"} and [(1.3)](#fm0040){ref-type="disp-formula"}, the function $G(x)$ defined in [(5.1)](#fm0560){ref-type="disp-formula"} and its logarithmically complete monotonicity were generalized as follows. Let $m \geq 2$, $\lambda_{i} > 0$ for $1 \leq i \leq m$, $p_{i} \in (0,1)$ for $1 \leq i \leq m$, and $\sum_{i = 1}^{m}p_{i} = 1$. Then the function$$\mathcal{Q}(x) = \frac{\Gamma\left( 1 + x\sum_{i = 1}^{m}\lambda_{i} \right)}{\prod_{i = 1}^{m}\Gamma(1 + x\lambda_{i})}\prod\limits_{i = 1}^{m}p_{i}^{x\lambda_{i}}$$ is logarithmically completely monotonic on $(0,\infty)$. By the way, the conditions in [@br0200] are stronger and the conclusion in [@br0200] is weaker than corresponding ones in [@br0310].

With the help of the inequality [(1.4)](#fm0050){ref-type="disp-formula"}, for $q \in (0,1)$ and $m \geq 2$, the *q*-analog of the function $\mathcal{Q}(x)$ in [(5.2)](#fm0570){ref-type="disp-formula"} was proved in [@br0220] to be logarithmically completely monotonic on $(0,\infty)$, where $\lambda_{i} > 0$ for $1 \leq i \leq m$ and $p_{i} \in (0,1)$ for $1 \leq i \leq m$ with $\sum_{i = 1}^{m}p_{i} = 1$.

By virtue of the inequality [(1.5)](#fm0060){ref-type="disp-formula"}, Ouimet considered in [@br0190] the function$$g(t) = \frac{\prod_{i = 1}^{m}\Gamma(\nu_{i}t + 1)\prod_{j = 1}^{n}\Gamma\left( \tau_{j}t + 1 \right)}{\prod_{i = 1}^{m}\prod_{j = 1}^{n}\Gamma\left( \lambda_{ij}t + 1 \right)}$$ and mistakenly proved that the function $g(t)$ has logarithmically complete monotonicity on $(0,\infty)$. Let $\lambda_{ij} = e^{- (i + j/2)}$ for $1 \leq i \leq m = 3$ and $1 \leq j \leq n = 5$. Then$$\nu_{1} = 0.52053\ldots,\quad\nu_{2} = 0.19149\ldots,\quad\nu_{3} = 0.07044\ldots,\quad\tau_{1} = 0.33541\ldots,\tau_{2} = 0.20343\ldots,\quad\tau_{3} = 0.12339\ldots,\quad\tau_{4} = 0.07484\ldots,\quad\tau_{5} = 0.04539\ldots,\nu_{1} + \nu_{2} + \nu_{3} = \tau_{1} + \tau_{2} + \tau_{3} + \tau_{4} + \tau_{5} = 0.78247\ldots$$ and the graph of the function $g(t)$ on the interval $(0,2)$ is shown in [Fig. 1](#fg0010){ref-type="fig"} . This graph demonstrates that the function $g(t)$ is not logarithmically completely monotonic on $(0,\infty)$. Consequently, the conclusions in [@br0190] are thoroughly wrong.Fig. 1The graph of the function *g*(*t*) for *m* = 3 and *n* = 5 on the interval (0,2).Fig. 1

Let $\lambda_{ij} > 0$ for $1 \leq i \leq m$ and $1 \leq j \leq n$, let $\nu_{i} = \sum_{j = 1}^{n}\lambda_{ij}$ and $\tau_{j} = \sum_{i = 1}^{m}\lambda_{ij}$ for $1 \leq i \leq m$ and $1 \leq j \leq n$, and let$$f(t) = \frac{\prod_{i = 1}^{m}\Gamma(1 + \nu_{i}t)\prod_{j = 1}^{n}\Gamma\left( 1 + \tau_{j}t \right)}{\left\lbrack \prod_{i = 1}^{m}\prod_{j = 1}^{n}\Gamma\left( 1 + \lambda_{ij}t \right) \right\rbrack^{\rho}}$$ for $\rho \in \mathbb{R}$. This function $f(t)$ is a generalization of the function $g(t)$ in [(5.3)](#fm0580){ref-type="disp-formula"}. In [@br0290], with the help of the inequality [(1.6)](#fm0070){ref-type="disp-formula"}, the following conclusions were obtained:(1)when $\rho \leq 2$, the second derivative ${\lbrack\ln f(t)\rbrack}^{''}$ is a completely monotonic function of $t \in (0,\infty)$ and maps from $(0,\infty)$ onto the open interval$$\left( 0,\frac{\pi^{2}}{6}\left( \sum\limits_{i = 1}^{m}\nu_{i}^{2} + \sum\limits_{j = 1}^{n}\tau_{j}^{2} - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{2} \right) \right);$$(2)when $\rho = 2$, the logarithmic derivative ${\lbrack\ln f(t)\rbrack}^{\prime} = \frac{f^{\prime}(t)}{f(t)}$ is a Bernstein function of $t \in (0,\infty)$ and maps from $(0,\infty)$ onto the open interval$$\left( 0,\ln\frac{\prod_{i = 1}^{m}\nu_{i}^{\nu_{i}}\prod_{j = 1}^{n}\tau_{j}^{\tau_{j}}}{\left( \prod_{i = 1}^{m}\prod_{j = 1}^{n}\lambda_{ij}^{\lambda_{ij}} \right)^{2}} \right);$$(3)when $\rho < 2$, the logarithmic derivative ${\lbrack\ln f(t)\rbrack}^{\prime}$ is increasing and concave and maps from $(0,\infty)$ onto the open interval$$\left( - \gamma(2 - \rho)\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij},\infty \right);$$ where $\gamma = 0.57721566\ldots$ is the Euler--Mascheroni constant;(4)when $\rho = 2$, the function $f(t)$ is increasing and logarithmically convex and maps from $(0,\infty)$ onto the open interval $(1,\infty)$;(5)when $\rho < 2$, the function $f(t)$ has a unique minimum, is logarithmically convex, and satisfies$$\lim\limits_{t\rightarrow 0^{+}}f(t) = 1\quad\text{and}\quad\lim\limits_{t\rightarrow\infty}f(t) = \infty.$$ These results correct mistakes that appeared in [@br0190].

Some of the above results have been applied in [@br0020], [@br0200], [@br0220], [@br0290] to multinomial probability, to the Bernstein estimators on the simplex, to constructing combinatorial inequalities for multinomial coefficients, to constructing inequalities for multivariate beta functions, and the like.

5.3. Complete monotonicity of a linear combination of finitely many trigamma functions {#se0080}
--------------------------------------------------------------------------------------

In [@br0090], the authors discussed complete monotonicity of the linear combination $\sum_{k = 1}^{m}a_{k}\psi(b_{k}x + \delta)$ for $\delta \geq 0$ and $a_{k},b_{k} > 0$. Now we discuss complete monotonicity of a linear combination of finitely many trigamma functions.

Theorem 5.1*Let* $\lambda_{ij} > 0$ *for* $1 \leq i \leq m$ *and* $1 \leq j \leq n$ *, let* $\nu_{i} = \sum_{j = 1}^{n}\lambda_{ij}$ *and* $\tau_{j} = \sum_{i = 1}^{m}\lambda_{ij}$ *for* $1 \leq i \leq m$ *and* $1 \leq j \leq n$ *, and let* $\rho,\theta \in \mathbb{R}$ *. If* $\rho \leq 2$ *and* $\theta \geq 0$ *, then the linear combination* $$P(t) = \sum\limits_{i = 1}^{m}\nu_{i}^{\theta + 2}\psi^{\prime}(1 + \nu_{i}t) + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta + 2}\psi^{\prime}\left( 1 + \tau_{j}t \right) - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta + 2}\psi^{\prime}\left( 1 + \lambda_{ij}t \right)$$ *is completely monotonic on* $(0,\infty)$ *.*

ProofEmploying the integral representation$$\psi^{(n)}(z) = {( - 1)}^{n + 1}\int\limits_{0}^{\infty}\frac{s^{n}}{1 - e^{- s}}e^{- zs}\text{d}s,\quad\Re(z) > 0$$ in [@br0010] leads to$$P(t) = \sum\limits_{i = 1}^{m}\nu_{i}^{\theta + 2}\int\limits_{0}^{\infty}\frac{s}{1 - e^{- s}}e^{- (1 + \nu_{i}t)s}\text{d}s + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta + 2}\int\limits_{0}^{\infty}\frac{s}{1 - e^{- s}}e^{- (1 + \tau_{j}t)s}\text{d}s - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta + 2}\int\limits_{0}^{\infty}\frac{s}{1 - e^{- s}}e^{- (1 + \lambda_{ij}t)s}\text{d}s = \sum\limits_{i = 1}^{m}\nu_{i}^{\theta + 2}\int\limits_{0}^{\infty}\frac{s}{e^{s} - 1}e^{- \nu_{i}ts}\text{d}s + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta + 2}\int\limits_{0}^{\infty}\frac{s}{e^{s} - 1}e^{- \tau_{j}ts}\text{d}s - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta + 2}\int\limits_{0}^{\infty}\frac{s}{e^{s} - 1}e^{- \lambda_{ij}ts}\text{d}s = \sum\limits_{i = 1}^{m}\nu_{i}^{\theta}\int\limits_{0}^{\infty}\frac{u}{e^{u/\nu_{i}} - 1}e^{- tu}\text{d}u + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta}\int\limits_{0}^{\infty}\frac{u}{e^{u/\tau_{j}} - 1}e^{- tu}\text{d}u - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta}\int\limits_{0}^{\infty}\frac{u}{e^{u/\lambda_{ij}} - 1}e^{- tu}\text{d}u = \int\limits_{0}^{\infty}\left( \sum\limits_{i = 1}^{m}\frac{\nu_{i}^{\theta}}{e^{u/\nu_{i}} - 1} + \sum\limits_{j = 1}^{n}\frac{\tau_{j}^{\theta}}{e^{u/\tau_{j}} - 1} - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\frac{\lambda_{ij}^{\theta}}{e^{u/\lambda_{ij}} - 1} \right)ue^{- tu}\text{d}u.$$ Using the inequality [(4.1)](#fm0440){ref-type="disp-formula"} in [Theorem 4.1](#en0080){ref-type="statement"} shows that, if $\theta \geq 0$ and $\rho \leq 2$, the function $P(t)$ is a Laplace transform of a positive function$$\left( \sum\limits_{i = 1}^{m}\frac{\nu_{i}^{\theta}}{e^{u/\nu_{i}} - 1} + \sum\limits_{j = 1}^{n}\frac{\tau_{j}^{\theta}}{e^{u/\tau_{j}} - 1} - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\frac{\lambda_{ij}^{\theta}}{e^{u/\lambda_{ij}} - 1} \right)u.$$ Consequently, if $\theta \geq 0$ and $\rho \leq 2$, the function $P(t)$ is completely monotonic on $(0,\infty)$. The proof of [Theorem 5.1](#en0130){ref-type="statement"} is complete. □

5.4. A new ratio of many gamma functions and its properties {#se0090}
-----------------------------------------------------------

Let $\lambda_{ij} > 0$ for $1 \leq i \leq m$ and $1 \leq j \leq n$, let $\nu_{i} = \sum_{j = 1}^{n}\lambda_{ij}$ and $\tau_{j} = \sum_{i = 1}^{m}\lambda_{ij}$ for $1 \leq i \leq m$ and $1 \leq j \leq n$, and let$$F(t) = \frac{\prod_{i = 1}^{m}{\lbrack\Gamma(1 + \nu_{i}t)\rbrack}^{\nu_{i}^{\theta}}\prod_{j = 1}^{n}\left\lbrack \Gamma\left( 1 + \tau_{j}t \right) \right\rbrack^{\tau_{j}^{\theta}}}{\prod_{i = 1}^{m}\prod_{j = 1}^{n}\left\lbrack \Gamma\left( 1 + \lambda_{ij}t \right) \right\rbrack^{\rho\lambda_{ij}^{\theta}}}$$ for $\rho,\theta \in \mathbb{R}$. It is clear that, when $\theta = 0$, the function $F(t)$ becomes $f(t)$ defined in [(5.4)](#fm0600){ref-type="disp-formula"}.

Theorem 5.2*The function* $F(t)$ *has the following properties:* (1)*If* $\rho \leq 2$ *and* $\theta \geq 0$ *, the second derivative* ${\lbrack\ln F(t)\rbrack}^{''}$ *is completely monotonic and maps from* $(0,\infty)$ *onto the interval* $$\left( 0,\frac{\pi^{2}}{6}\left( \sum\limits_{i = 1}^{m}\nu_{i}^{\theta + 2} + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta + 2} - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta + 2} \right) \right).$$(2)*If* $\rho \leq 2$ *and* $\theta \geq 0$ *, the logarithmic derivative* ${\lbrack\ln F(t)\rbrack}^{\prime} = \frac{F^{\prime}(t)}{F(t)}$ *is increasing and concave on* $(0,\infty)$ *.* (a)*If* $\rho = 2$ *and* $\theta = 0$ *, the logarithmic derivative* ${\lbrack\ln F(t)\rbrack}^{\prime} = \frac{F^{\prime}(t)}{F(t)}$ *maps* $(0,\infty)$ *onto* $$\left( 0,\ln\frac{\prod_{i = 1}^{m}\nu_{i}^{\nu_{i}}\prod_{j = 1}^{n}\tau_{j}^{\tau_{j}}}{\left( \prod_{i = 1}^{m}\prod_{j = 1}^{n}\lambda_{ij}^{\lambda_{ij}} \right)^{2}} \right)$$ *and, consequently, is a Bernstein function on* $(0,\infty)$ *.*(b)*If* $\rho < 2$ *or* $\theta > 0$ *, the logarithmic derivative* ${\lbrack\ln F(t)\rbrack}^{\prime} = \frac{F^{\prime}(t)}{F(t)}$ *maps* $(0,\infty)$ *onto* $$\left( - \gamma\left( \sum\limits_{i = 1}^{m}\nu_{i}^{\theta + 1} + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta + 1} - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta + 1} \right),\infty \right),$$ *where* $\gamma = 0.57721566\ldots$ *is the Euler--Mascheroni constant.*(3)*If* $\rho \leq 2$ *and* $\theta \geq 0$ *, the function* $F(t)$ *is logarithmically convex on* $(0,\infty)$ *.* (a)*If* $\rho = 2$ *and* $\theta = 0$ *, the function* $F(t)$ *is increasing and maps* $(0,\infty)$ *onto* $(1,\infty)$ *.*(b)*If* $\rho < 2$ *or* $\theta > 0$ *, the function* $F(t)$ *has a unique minimum and the limits* $$\lim\limits_{t\rightarrow 0^{+}}F(t) = 1\quad\textit{and}\quad\lim\limits_{t\rightarrow\infty}F(t) = \infty.$$

ProofTaking the logarithm of $F(t)$ in [(5.6)](#fm0690){ref-type="disp-formula"} and differentiating gives$$\ln F(t) = \sum\limits_{i = 1}^{m}\nu_{i}^{\theta}\ln\Gamma(1 + \nu_{i}t) + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta}\ln\Gamma\left( 1 + \tau_{j}t \right) - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta}\ln\Gamma\left( 1 + \lambda_{ij}t \right),{\lbrack\ln F(t)\rbrack}^{\prime} = \sum\limits_{i = 1}^{m}\nu_{i}^{\theta + 1}\psi(1 + \nu_{i}t) + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta + 1}\psi\left( 1 + \tau_{j}t \right) - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta + 1}\psi\left( 1 + \lambda_{ij}t \right),$$ and ${\lbrack\ln F(t)\rbrack}^{''} = P(t)$, where $P(t)$ is defined in [(5.5)](#fm0650){ref-type="disp-formula"}. From [Theorem 5.1](#en0130){ref-type="statement"}, it follows immediately that, if $\rho \leq 2$ and $\theta \geq 0$, the second derivative ${\lbrack\ln F(t)\rbrack}^{''}$ is completely monotonic on $(0,\infty)$ and, consequently, that the function $F(t)$ is logarithmically convex on $(0,\infty)$.It is easy to obtain that$$\lim\limits_{t\rightarrow 0^{+}}F(t) = 1,\quad\lim\limits_{t\rightarrow 0^{+}}{\lbrack\ln F(t)\rbrack}^{\prime} = - \gamma\left( \sum\limits_{i = 1}^{m}\nu_{i}^{\theta + 1} + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta + 1} - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta + 1} \right),$$ and$$\lim\limits_{t\rightarrow 0^{+}}{\lbrack\ln F(t)\rbrack}^{''} = \lim\limits_{t\rightarrow 0^{+}}P(t) = \frac{\pi^{2}}{6}\left( \sum\limits_{i = 1}^{m}\nu_{i}^{\theta + 2} + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta + 2} - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta + 2} \right).$$Since $P(t) = {\lbrack\ln F(t)\rbrack}^{''}$ is completely monotonic on $(0,\infty)$, the logarithmic derivative ${\lbrack\ln F(t)\rbrack}^{\prime}$ is increasing and concave on $(0,\infty)$. Utilizing $\lim_{t\rightarrow\infty}\lbrack\psi(t) - \ln t\rbrack = 0$ in [@br0100] and [@br0110] produces$$\lim\limits_{t\rightarrow\infty}{\lbrack\ln F(t)\rbrack}^{\prime} = \sum\limits_{i = 1}^{m}\nu_{i}^{\theta + 1}\lim\limits_{t\rightarrow\infty}\lbrack\psi(1 + \nu_{i}t) - \ln(1 + \nu_{i}t)\rbrack + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta + 1}\lim\limits_{t\rightarrow\infty}\left\lbrack \psi\left( 1 + \tau_{j}t \right) - \ln\left( 1 + \tau_{j}t \right) \right\rbrack\quad - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta + 1}\lim\limits_{t\rightarrow\infty}\left\lbrack \psi\left( 1 + \lambda_{ij}t \right) - \ln\left( 1 + \lambda_{ij}t \right) \right\rbrack\quad + \ln\lim\limits_{t\rightarrow\infty}\frac{\prod_{i = 1}^{m}{(1 + \nu_{i}t)}^{\nu_{i}^{\theta + 1}}\prod_{j = 1}^{n}\left( 1 + \tau_{j}t \right)^{\tau_{j}^{\theta + 1}}}{\prod_{i = 1}^{m}\prod_{j = 1}^{n}\left( 1 + \lambda_{ij}t \right)^{\rho\lambda_{ij}^{\theta + 1}}} = \ln\lim\limits_{t\rightarrow\infty}\frac{\prod_{i = 1}^{m}{(1/t + \nu_{i})}^{\nu_{i}^{\theta + 1}}\prod_{j = 1}^{n}\left( 1/t + \tau_{j} \right)^{\tau_{j}^{\theta + 1}}}{\prod_{i = 1}^{m}\prod_{j = 1}^{n}\left( 1/t + \lambda_{ij} \right)^{\rho\lambda_{ij}^{\theta + 1}}} + \ln\lim\limits_{t\rightarrow\infty}\frac{\prod_{i = 1}^{m}t^{\nu_{i}^{\theta + 1}}\prod_{j = 1}^{n}t^{\tau_{j}^{\theta + 1}}}{\prod_{i = 1}^{m}\prod_{j = 1}^{n}t^{\rho\lambda_{ij}^{\theta + 1}}} = \ln\frac{\prod_{i = 1}^{m}\nu_{i}^{\nu_{i}^{\theta + 1}}\prod_{j = 1}^{n}\tau_{j}^{\tau_{j}^{\theta + 1}}}{\prod_{i = 1}^{m}\prod_{j = 1}^{n}\lambda_{ij}^{\rho\lambda_{ij}^{\theta + 1}}} + \ln\lim\limits_{t\rightarrow\infty}\frac{\prod_{i = 1}^{m}t^{\nu_{i}^{\theta + 1}}\prod_{j = 1}^{n}t^{\tau_{j}^{\theta + 1}}}{\prod_{i = 1}^{m}\prod_{j = 1}^{n}t^{\rho\lambda_{ij}^{\theta + 1}}},$$ where the last term is equal to$$\ln\lim\limits_{t\rightarrow\infty}t^{\sum_{i = 1}^{m}\nu_{i}^{\theta + 1} + \sum_{j = 1}^{n}\tau_{j}^{\theta + 1} - \rho\sum_{i = 1}^{m}\sum_{j = 1}^{n}\lambda_{ij}^{\theta + 1}} = \begin{cases}
{0,} & {\theta = 0\text{~and~}\rho = 2;} \\
{\infty,} & {\theta > 0\text{~or~}\rho < 2.} \\
\end{cases}$$By virtue of the formula$$\ln\Gamma(z + 1) = \left( z + \frac{1}{2} \right)\ln z - z + \frac{1}{2}\ln(2\pi) + \int\limits_{0}^{\infty}\vartheta(s)e^{- zs}\text{d}s$$ in [@br0330], where$$\vartheta(s) = \frac{1}{s}\left( \frac{1}{e^{s} - 1} - \frac{1}{s} + \frac{1}{2} \right),$$ we can find$$\ln F(t) = \sum\limits_{i = 1}^{m}\nu_{i}^{\theta}\left\lbrack \left( \nu_{i}t + \frac{1}{2} \right)\ln(\nu_{i}t) - \nu_{i}t + \frac{1}{2}\ln(2\pi) + \int\limits_{0}^{\infty}\vartheta(s)e^{- \nu_{i}ts}\text{d}s \right\rbrack\quad + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta}\left\lbrack \left( \tau_{j}t + \frac{1}{2} \right)\ln(\tau_{j}t) - \tau_{j}t + \frac{1}{2}\ln(2\pi) + \int\limits_{0}^{\infty}\vartheta(s)e^{- \tau_{j}ts}\text{d}s \right\rbrack\quad - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta}\left\lbrack \left( \lambda_{ij}t + \frac{1}{2} \right)\ln(\lambda_{ij}t) - \lambda_{ij}t + \frac{1}{2}\ln(2\pi) + \int\limits_{0}^{\infty}\vartheta(s)e^{- \lambda_{ij}ts}\text{d}s \right\rbrack = \int\limits_{0}^{\infty}\vartheta(s)\left\lbrack \sum\limits_{i = 1}^{m}\nu_{i}^{\theta}e^{- \nu_{i}ts} + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta}e^{- \tau_{j}ts} - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta}e^{- \lambda_{ij}ts} \right\rbrack\text{d}s\quad + \frac{1}{2}\ln\frac{\prod_{i = 1}^{m}\nu_{i}^{\nu_{i}^{\theta}}\prod_{j = 1}^{n}\tau_{j}^{\tau_{j}^{\theta}}}{\prod_{i = 1}^{m}\prod_{j = 1}^{n}\lambda_{ij}^{\rho\lambda_{ij}^{\theta}}} + \left\lbrack \sum\limits_{i = 1}^{m}\nu_{i}^{\theta} + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta} - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta} \right\rbrack\frac{\ln(2\pi t)}{2}\quad + \left\lbrack \ln\frac{\prod_{i = 1}^{m}\nu_{i}^{\nu_{i}^{\theta + 1}}\prod_{j = 1}^{n}\tau_{j}^{\tau_{j}^{\theta + 1}}}{\left( \prod_{i = 1}^{m}\prod_{j = 1}^{n}\lambda_{ij}^{\lambda_{ij}^{\theta + 1}} \right)^{\rho}} - \left( \sum\limits_{i = 1}^{m}\nu_{i}^{\theta + 1} + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta + 1} - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta + 1} \right) \right\rbrack t\quad + \left\lbrack \sum\limits_{i = 1}^{m}\nu_{i}^{\theta + 1} + \sum\limits_{j = 1}^{n}\tau_{j}^{\theta + 1} - \rho\sum\limits_{i = 1}^{m}\sum\limits_{j = 1}^{n}\lambda_{ij}^{\theta + 1} \right\rbrack t\ln t\rightarrow\infty,\quad t\rightarrow\infty$$ where, when $\rho = 2$ and $\theta = 0$, we used the fact [@br0290] that$$\frac{\prod_{i = 1}^{m}\nu_{i}^{\nu_{i}}\prod_{j = 1}^{n}\tau_{j}^{\tau_{j}}}{\left( \prod_{i = 1}^{m}\prod_{j = 1}^{n}\lambda_{ij}^{\lambda_{ij}} \right)^{2}} = \frac{\prod_{i = 1}^{m}\nu_{i}^{\nu_{i}}}{\prod_{i = 1}^{m}\prod_{j = 1}^{n}\lambda_{ij}^{\lambda_{ij}}}\frac{\prod_{j = 1}^{n}\tau_{j}^{\tau_{j}}}{\prod_{i = 1}^{m}\prod_{j = 1}^{n}\lambda_{ij}^{\lambda_{ij}}} = \prod\limits_{i = 1}^{m}\frac{\nu_{i}^{\nu_{i}}}{\prod_{j = 1}^{n}\lambda_{ij}^{\lambda_{ij}}}\prod\limits_{j = 1}^{n}\frac{\tau_{j}^{\tau_{j}}}{\prod_{i = 1}^{m}\lambda_{ij}^{\lambda_{ij}}} = \prod\limits_{i = 1}^{m}\frac{\prod_{j = 1}^{n}\left( \sum_{\ell = 1}^{n}\lambda_{i\ell} \right)^{\lambda_{ij}}}{\prod_{j = 1}^{n}\lambda_{ij}^{\lambda_{ij}}}\prod\limits_{j = 1}^{n}\frac{\prod_{i = 1}^{m}\left( \sum_{\ell}^{m}\lambda_{\ell j} \right)^{\lambda_{j\ell}}}{\prod_{i = 1}^{m}\lambda_{ij}^{\lambda_{ij}}} = \prod\limits_{i = 1}^{m}\prod\limits_{j = 1}^{n}\left( \frac{\sum_{\ell = 1}^{n}\lambda_{i\ell}}{\lambda_{ij}} \right)^{\lambda_{ij}}\prod\limits_{j = 1}^{n}\prod\limits_{i = 1}^{m}\left( \frac{\sum_{\ell}^{m}\lambda_{\ell j}}{\lambda_{ij}} \right)^{\lambda_{j\ell}} > 1 \times 1 = 1.$$ The proof of [Theorem 5.2](#en0150){ref-type="statement"} is complete. □

6. Four functions to be investigated {#se0100}
====================================

Finally, basing on inequalities [(4.2)](#fm0490){ref-type="disp-formula"} and [(4.3)](#fm0500){ref-type="disp-formula"} in [Theorem 4.2](#en0110){ref-type="statement"}, motivated by [Theorem 5.1](#en0130){ref-type="statement"}, [Theorem 5.2](#en0150){ref-type="statement"}, we suggest considering two linear combinations $L_{1}(t),L_{2}(t)$ and two ratios $R_{1}(t),R_{2}(t)$ defined by$$L_{1}(t) = \sum\limits_{i = 1}^{\ell}\sum\limits_{j = 1}^{m}\left( \sum\limits_{k = 1}^{n}\lambda_{ijk} \right)^{\theta}\psi^{\prime}\left( 1 + t\sum\limits_{k = 1}^{n}\lambda_{ijk} \right) + \sum\limits_{j = 1}^{m}\sum\limits_{k = 1}^{n}\left( \sum\limits_{i = 1}^{\ell}\lambda_{ijk} \right)^{\theta}\psi^{\prime}\left( 1 + t\sum\limits_{i = 1}^{\ell}\lambda_{ijk} \right)\quad + \sum\limits_{k = 1}^{n}\sum\limits_{i = 1}^{\ell}\left( \sum\limits_{j = 1}^{m}\lambda_{ijk} \right)^{\theta}\psi^{\prime}\left( 1 + t\sum\limits_{j = 1}^{m}\lambda_{ijk} \right) - \rho\sum\limits_{i = 1}^{\ell}\sum\limits_{j = 1}^{m}\sum\limits_{k = 1}^{n}\lambda_{ijk}^{\theta}\psi^{\prime}\left( 1 + \lambda_{ijk}t \right),L_{2}(t) = \sum\limits_{i = 1}^{\ell}\left( \sum\limits_{j = 1}^{m}\sum\limits_{k = 1}^{n}\lambda_{ijk} \right)^{\theta}\psi^{\prime}\left( 1 + t\sum\limits_{j = 1}^{m}\sum\limits_{k = 1}^{n}\lambda_{ijk} \right) + \sum\limits_{j = 1}^{m}\left( \sum\limits_{k = 1}^{n}\sum\limits_{i = 1}^{\ell}\lambda_{ijk} \right)^{\theta}\psi^{\prime}\left( 1 + t\sum\limits_{k = 1}^{n}\sum\limits_{i = 1}^{\ell}\lambda_{ijk} \right)\quad + \sum\limits_{k = 1}^{n}\left( \sum\limits_{i = 1}^{\ell}\sum\limits_{j = 1}^{m}\lambda_{ijk} \right)^{\theta}\psi^{\prime}\left( 1 + t\sum\limits_{i = 1}^{\ell}\sum\limits_{j = 1}^{m}\lambda_{ijk} \right) - \rho\sum\limits_{i = 1}^{\ell}\sum\limits_{j = 1}^{m}\sum\limits_{k = 1}^{n}\lambda_{ijk}^{\theta}\psi^{\prime}\left( 1 + \lambda_{ijk}t \right),R_{1}(t) = \frac{\begin{pmatrix}
{\prod_{i = 1}^{\ell}\prod_{j = 1}^{m}\left\lbrack \Gamma\left( 1 + t\sum_{k = 1}^{n}\lambda_{ijk} \right) \right\rbrack^{{(\sum_{k = 1}^{n}\lambda_{ijk})}^{\theta}}} \\
{\times \prod\limits_{j = 1}^{m}\prod\limits_{k = 1}^{n}\left\lbrack \Gamma\left( 1 + t\sum\limits_{i = 1}^{\ell}\lambda_{ijk} \right) \right\rbrack^{{(\sum_{i = 1}^{\ell}\lambda_{ijk})}^{\theta}}} \\
{\times \prod\limits_{k = 1}^{n}\prod\limits_{i = 1}^{\ell}\left\lbrack \Gamma\left( 1 + t\sum\limits_{j = 1}^{m}\lambda_{ijk} \right) \right\rbrack^{{(\sum_{j = 1}^{m}\lambda_{ijk})}^{\theta}}} \\
\end{pmatrix}}{\prod\limits_{i = 1}^{\ell}\prod\limits_{j = 1}^{m}\prod\limits_{k = 1}^{n}\left\lbrack \Gamma\left( 1 + \lambda_{ijk}t \right) \right\rbrack^{\rho\lambda_{ijk}^{\theta}}},R_{2}(t) = \frac{\begin{pmatrix}
{\prod_{i = 1}^{\ell}\left\lbrack \Gamma\left( 1 + t\sum_{j = 1}^{m}\sum_{k = 1}^{n}\lambda_{ijk} \right) \right\rbrack^{{(\sum_{j = 1}^{m}\sum_{k = 1}^{n}\lambda_{ijk})}^{\theta}}} \\
{\times \prod\limits_{j = 1}^{m}\left\lbrack \Gamma\left( 1 + t\sum\limits_{k = 1}^{n}\sum\limits_{i = 1}^{\ell}\lambda_{ijk} \right) \right\rbrack^{{(\sum_{k = 1}^{n}\sum_{i = 1}^{\ell}\lambda_{ijk})}^{\theta}}} \\
{\times \prod\limits_{k = 1}^{n}\left\lbrack \Gamma\left( 1 + t\sum\limits_{i = 1}^{\ell}\sum\limits_{j = 1}^{m}\lambda_{ijk} \right) \right\rbrack^{{(\sum_{i = 1}^{\ell}\sum_{j = 1}^{m}\lambda_{ijk})}^{\theta}}} \\
\end{pmatrix}}{\prod\limits_{i = 1}^{\ell}\prod\limits_{j = 1}^{m}\prod\limits_{k = 1}^{n}\left\lbrack \Gamma\left( 1 + \lambda_{ijk}t \right) \right\rbrack^{\rho\lambda_{ijk}^{\theta}}},$$ where $t > 0$, $\theta \geq 0$, and $\lambda_{ijk} > 0$ for $1 \leq i \leq \ell$, $1 \leq j \leq m$, and $1 \leq k \leq n$.

For the sake of saving space and shortening this paper, we will not write out our guesses on possible conclusions and their detailed proofs for the functions $L_{1}(t)$, $L_{2}(t)$, $R_{1}(t)$, and $R_{2}(t)$ on $(0,\infty)$.

Remark 6.1An anonymous referee recommends three papers [@br0070], [@br0120], [@br0350] which are said to be highly relevant to the topic of the paper.

Remark 6.2This paper is a revised version of the preprint [@br0260] and a companion of the papers [@br0360], [@br0300].

The authors are grateful to anonymous referees for their careful corrections and valuable comments on the original version of this paper.
