We present an assessment of the marginal climate impacts of new aviation activities. We use impulse response functions derived from carbon-cycle and atmospheric models to estimate changes in surface temperature for various aviation impacts (CO 2 , NO x on methane, NO x on ozone, sulfates, soot, and contrails/induced cirrus). We use different damage functions and discount rates to explore health, welfare and ecological costs for a range of assumptions and scenarios. Since uncertainty is high regarding many aviation effects, we explicitly capture some uncertainty by representing several model parameters as probabilistic distributions. The uncertainties are then propagated using Monte Carlo analysis to derive estimates for the impact of these uncertainties on the marginal future climate impacts. Our goal is to provide a framework that will communicate the potential impacts of aviation on climate change under different scenarios and assumptions, and that will allow decision-makers to compare these potential impacts to other aviation environmental impacts. We present results to describe the influence of parametric uncertainties, scenarios, and assumptions for valuation on the expected marginal future costs of aviation impacts. Estimates of the change in global average surface temperature due to aviation are most sensitive to changes in climate sensitivity, the radiative forcing attributed to short-lived effects (in particular those related to contrails and aviation-induced cirrus), and the choice of emissions scenario. Estimates of marginal future costs of aviation are most sensitive to assumptions regarding the discount rate, followed by assumptions regarding climate sensitivity, and the choice of emissions scenario.
Introduction
There are a variety of potentially important trade-offs for aviation and climate change. Questions include how to evaluate interdependencies among local air quality, noise and climate impacts, and how best to evaluate the importance of short-lived climate effects versus CO 2 when considering how to include aviation in emissions technology under development today may still be flying 50 years from now).
In these types of complex decision-making environments, policy-makers need a "shared conception of what is at stake in the choice of one level of effort or another, and a common terminology for incorporating these considerations into international negotiations and domestic decision-making" (JACOBY, 2004) . One way of presenting benefits and costs of policies in common terms is to express them in monetary terms, in a process referred to as benefit-cost analysis (BCA). BCA of environmental impacts has some theoretical and practical limitations when used as the sole basis for decisionmaking, particularly in cases of high complexity, high uncertainty and where there are different conceptions of the value of non-market goods among stakeholders (cf. ELGHALI, 2002) . Nevertheless, BCA is regarded by many as a valuable component of environmental policy decision-making processes (e.g., FUGLESTVEDT et al., 2003; PEARCE, 2003) ; indeed it is a required component of environmental policy analysis within many government agencies around the world.
We present a flexible, simplified, probabilistic framework to estimate the marginal climate impacts of new aviation activities. The model is based on the needs of the policy-making community and is easily configurable to different physical and economic models of climate change and its impacts. We recognize that it is not possible to predict with confidence the costs and benefits of climate change over hundreds of years. However, we present the framework as a means for exploring the potential consequences of aviation activity for a range of different scientific and economic assumptions (cf. SCHNEIDER et al., 2000, and POPPER, 2006) . Importantly, we attempt to explicitly represent the impacts that the uncertainties in some key scientific parameters have on the estimated costs and benefits.
The underlying concepts we employ are not new -we borrow heavily from prior work on climate impacts of anthropogenic activities, including aviation. We use different impulse response functions derived from carbon-cycle and atmospheric models to estimate changes in globally-averaged surface temperature for various aviation impacts (CO 2 , NO x on methane, NO x on ozone, water, sulfates, soot, and contrails/ aviationinduced cirrus). We use different damage functions and discount rates to explore the health, welfare and ecological costs for a range of scenarios and assumptions. Since uncertainty is high regarding many aviation effects, we explicitly capture some uncertainty by representing several model parameters as probabilistic distributions. The uncertainties are then propagated using Monte Carlo analysis to derive estimates for the impact of these uncertainties on the marginal future climate costs.
The remainder of this paper is organized as follows. Section 2 presents our methods for assessing the impact of aviation on climate. Section 3 presents results, and Section 4 concludes the paper.
Method
Figure 1 illustrates our modeling approach, which follows the approaches of HASSELMANN et al. (1997) , SAUSEN and SCHUMANN (2000) , FUGLESTVEDT et al. (2003) , SHINE et al. (2005) and NORDHAUS and BOYER (2000) . We begin with estimates of current and future emissions inventories both for aviation and for all anthropogenic sources. We then determine the potential change in globally-averaged surface temperature using impulse response functions derived from carbon-cycle and coupled atmosphere and ocean general circulation models (GCMs). Next, we calculate several different indicators, namely, change in global average surface temperature, percentage impact on gross domestic product (GDP), and net present value of future impacts of climate change (see Section 2.2 for a discussion of net present value). We consider the impacts of emissions over the entire period during which significant effects persist -capturing the full time horizon for the physical impacts (against which economic assumptions about valuing the long-term impacts can be explicitly applied). In the case of CO 2 this period is several centuries.
Temperature change
We model several different mechanisms through which aviation emissions affect climate. The impact of CO 2 on climate is modeled using linearized impulse response functions derived from carbon-cycle and general circulation models HASSELMANN et al. (1993) ; HASSELMANN et al. (1997); CUBASCh et al. (1992); PLATTNER et al., 2001; JOOS et al., 2001) following the approach of SAUSEN and SCHUMANN (2000) . To explore the influence of climate sensitivity, we also use an impulse response function from the Bern carbon-cycle model ) with a simplified energy balance model of the atmosphere following SHINE et al. (2005) .
The impact of carbon dioxide on the atmosphere is non-linear: additional units of carbon dioxide cause progressively less radiative forcing 1 . We therefore determine the impact of aviation CO 2 over time by calculating the impact of all anthropogenic sources and subtracting the impact of all anthropogenic sources excluding aviation:
Since temperature change and hence impact of climate change are calculated with respect to background scenarios, it is important to ensure that the levels of aviation activity are consistent with the background scenarios. In this paper, we use IS92a for the baseline background scenario but also explore the influence of alternative background emissions levels using the IS92c and IS92e scenarios (see Section 3.1).
The change in atmospheric CO 2 concentration at time t ′ due to anthropogenic emissions is given by:
where G C (t ′ ) is the carbon cycle impulse response function, Q(t ′′ ) is the mass of CO 2 emitted from anthropogenic sources during one year of activity, ∆X(t ′ ) is the corresponding change in atmospheric CO 2 concentration and ∆t is one year.
1 Damage from climate change may also be non-linear, but in this case it is expected that additional warming may cause more damage than initial warming.
The resulting normalized radiative forcing, RF * CO 2 at time t ′ is associated with CO 2 concentration at time t ′ by assuming a logarithmic dependence (IPCC, 1995) :
where the atmospheric concentration of CO 2 in the year 1750 is taken as 278 ppm. The RF is normalized such that RF * CO 2 = 1 for a doubling of CO 2 concentrations relative to 1750.
Finally, we determine the global average temperature change, ∆T CO 2 (t), at time t resulting from radiative forcing RF(t ′ ):
where G T (t) is the temperature response model and ∆t is again taken as one year.
Climate sensitivity is uncertain and estimates of it differ significantly among different atmospheric models. Ideally we would like to test impulse response functions derived from GCMs that reflect a range of climate sensitivities. However, such a wide range of impulse response functions is not available in the literature. We therefore assess the impact of this parameter using a simple energy balance model that relates climate sensitivity to the temperature response (SHINE et al., 2005) . Although this approach has lower fidelity than the impulse response functions derived from more complex models, it allows us to estimate the importance of climate sensitivity to our assessments of the impact of aviation on climate. The temperature response based on this approach is given by:
where, C (4.2x10 8 J/Km 2 ) is the ocean heat capacity for a global ocean mixed layer of 100 m depth and RF 2XCO 2 (3.7 W/m 2 (IPCC, 2001)), is the RF for a doubling of CO 2 relative to pre-industrial levels. λ is the climate sensitivity and is input as the climate sensitivity parameter, λ * [K/Wm −2 ], defined in Equation (2.5). RF * is the normalized radiative forcing for the different effects. τ [years] is the time constant of the climate system and is related to the climate sensitivity parameter, λ * .
For the short-lived effects (i.e., effects assumed to have lifetimes of one year or less, including the immediate effect of NO x on ozone, contrails and aviation induced cirrus, water, sulfates and soot) we assume the radiative forcing is only active in the year of the emissions and then determine the temperature change associated with each effect as for CO 2 . Following SAUSEN and SCHUMANN (2000), we represent aviation short-lived effects by scaling the normalized radiative forcing for each effect relative to CO 2 :
where the λ 's are the sensitivities for each effect, the RFs are the reference radiative forcing values for each effect, RF 2XCO 2 = 3.7 W/m 2 , is the radiative forcing for a doubling of atmospheric CO 2 concentration relative to the pre-industrial level, Q short is the emissions quantity for each effect, and Q short,re f is the reference emissions quantity corresponding to RF short,re f . The ratio λ short /λ CO 2 is the efficacy for a given effect. For most of the results we present in this paper, we have set the baseline values of the efficacies to unity, but we also assess the impacts of non-unity sensitivities using results from HANSEN et al. (2005) as shown in Table 1 . The most recent estimates of reference radiative forcings for aviation effects are for the year 2000, as presented by SAUSEN et al. (2005) , and are also shown in Table 1 2 . For the ozone impact, we assume that the emissions quantity is proportional to the NO x inventory. For all other short-lived impacts we assume that the emissions quantity is proportional to the fuel burn inventory. In the case of contrail and cirrus formation this assumption may not be valid beyond the first order, as contrail and cirrus formation is not only dependent on distance traveled, but also on other factors such as flight altitude and weather conditions. 2 The triangular distributions for the RF values given in Table 1 were defined such that the peak corresponds to the values given by SAUSEN et al. (2005) . IPCC (1999) provides 67 % confidence intervals for the RF values, but insufficient information about the shape of the distribution to allow these intervals to be used as anything other than a guide in defining our triangular distributions. Therefore, we set the limits of our triangular distributions to fall close to, but outside of, the 67 % confidence intervals given by IPCC (1999) . There are two exceptions to this: for contrails we reduced the limits of our distribution relative to IPCC (1999) to reflect the lower overall impact estimates reported recently (e.g. SAUSEN et al. (2005) ); and for aviation-induced cirrus cloudiness we used the range given in SAUSEN et al. (2005) to define the limits of the distribution, with the peak set at 30.0 mW/m 2 . Our distributions should not be taken as definitive, but rather as approximate estimates of the uncertainties in these parameters. We use different methods to model two longer timescale impacts of NO x : the decrease in methane lifetime resulting from the presence ofNO x , and the resulting small decrease in ozone over the same time period. In doing so, we focus on the primary mode NO x -CH 4 -O 3 interactions and do not explicitly consider changes due to other ozone precursors such as CO and VOCs (cf. IPCC, 2001 and IPCC, 1999) . The first step in modeling the methane impact is to determine the initial radiative forcing. In this context it is not appropriate to use the reference radiative forcing values for methane as given in the IPCC (2001) or SAUSEN et al. (2005) because these values represent the radiative forcing for changes in methane due to accumulated historical aviation emissions. We wish to model the marginal impacts of new aviation operations. Therefore, we derive the initial value for the methane RF by scaling the SAUSEN et al. The mean 100-year RF-yr values from STEVEN- SON et al. (2004) are taken to be 5.06 mW-yr/m 2 for ozone and -4.00 mW-yr/m 2 for methane. We use the mean e-folding time for methane, τ methane , of 11.07 yrs as defined by STEVENSON et al. (2004, Table 2 ) and the reference ozone RF from SAUSEN et al. (2005) . This approach eliminates the influence of historical aviation emissions and reflects the future methane impact from NO x emissions levels for a given aviation scenario. Given the methane RF over time, we proceed in a man-ner analogous to that used to calculate the temperature impact of CO 2 .
We follow a similar procedure to calculate the RF for the longer-term NO x -ozone cooling impact. In this case we calculate the initial ozone RF based on the same approach as Equation (2.7), using the ozone RF values from SAUSEN et al. (2005) and STEVENSON et al. (2004) . We then allow the ozone RF to decay using an exponential function with the methane e-folding time of about 11 years.
Climate impact valuation
Next we describe our methods to assess the economic impact of a change in globally-averaged surface temperature. Benefit-cost analyses of climate change under different future scenarios and policies have been proposed by several authors, notably NORDHAUS and BOYER (2000), MENDELSOHN et al. (2000), and TOL (2002a, b) . Economic assessments of all environmentrelated benefits have limitations, arising from the complexity of the problem and the difficulties of valuing impacts not traditionally expressed in monetary terms (see, e.g., SCHNEIDER, 1997). However, these methods offer a basis for comparing environmental impact mitigation policies, provided that one is clear on the limitations, assumptions, and uncertainties. Commenting on the limitations of BCA, Working Group 2 of the IPCC Third Assessment notes: "However, it is still better to get at least the measurable components right and complement them with a combination of judgments on hardto-measure items and sensitivity tests to assess their implications than to abandon the whole method simply because it does not get everything perfect" (IPCC WG2, 2001) .
General damage function forms have been proposed by several authors over the past two decades. In this paper we use two damage function formulations, a linear damage potential (LDP) that assumes damage is proportional to temperature change (and can therefore be measured in Kelvin if we set the proportionality constant to one), and one derived by NORDHAUS and BOYER (2000) . Nordhaus and Boyer based their assessment of damages on valuations of climate impact in six major categories: agriculture, sea level rise, health, human settlements and ecosystems, other market sections affected by climate change, and non-market impacts. They also account for the possibility of catastrophic climate change. The constants in the damage function are calibrated to estimate damage as a percentage of the gross domestic product of a particular region. Thus, the yearly damage from climate change for a region k is given by a quadratic relationship of the form of Equation (2.8): ∆T 1900 is the temperature increase in Kelvin since 1900, and a 1 = 0.0045, a 2 = 0.0035 for global average impact. The coefficients a 1 and a 2 have units %GDP change per Kelvin and per Kelvin-squared, respectively. The Nordhaus and Boyer approach to damage valuation has been criticized for the simplifying assumptions it contains, such as excluding non-market impacts (e.g., loss of natural beauty and extinction of species). However, these types of limitations are a feature of most current approaches to damage valuation. It is generally recognized that the Nordhaus and Boyer study is the most extensive and detailed to date (see, e.g., YOHE, 2002) . It is also notable that the damage estimates from Nordhaus and Boyer are generally larger than those from other studies (for a comparison, see IPCC WG2 Report, 2001, Table 19-4) .
Since the damage function is non-linear, we calculate damage due to individual effects in two steps. First, we calculate the damage due to all anthropogenic impacts. Next, we calculate the damage due to all anthropogenic impacts, less the impact in which we are interested. The damage for a particular impact is then given by:
The final step in our analysis is to discount the calculated damage costs and determine the net present value (NPV) of the climate impact. Discounting is used to express future value streams in present monetary terms. A common example is to consider that a monetary unit today is worth more than that same unit in the future because it could be invested and generate returns. We can express this concept as follows, where r is the discount rate per time unit:
When we consider flows of social goods over long time periods, as must be done with climate impacts, discounting is used to express social values about the distribution of welfare among generations, and about the relative ability of different generations to bear costs. In this context, there are three basic types of discounting: pure time preference, growth, and goods discounting (NORDHAUS, 1997) . Pure time preference is used to reflect different scenarios for how we may value our welfare over the welfare of future generations. Growth discounting is used to show how we may balance the burden for addressing costs among generations that have different levels of wealth. For example, if real incomes are anticipated to increase over time (as they have historically), future generations will have greater disposable income with which to address climate costs. Goods discounting combines time and growth discounting into the Meteorol. Z., 17, 2008 social rate of time preference, r, and is the rate used to discount future climate impacts. These concepts are related mathematically by the Ramsey rule, which is based on the assumption that policies should be designed to improve the living standards of both current and future generations (see also, GROOM et al., 2005) :
where ρ is the rate of pure time preference, g is the growth rate of per capita consumption, and θ is the elasticity of the marginal utility of consumption. θ measures the rate of change of utility derived from an extra unit of consumption as incomes increase (GUO et al., 2006) 3 . A high goods discount rate (r) can be obtained with a high rate of pure time preference (ρ) or a high growth discount rate (g). The net present value of a flow of value over time can then be expressed as:
Where n is a positive integer representing the period over which the discount rate r is applied. In our case, n is in years, and r is the annual discount rate.
Ethical concerns about discounting the welfare of future generations can be addressed by setting the rate of pure time preference to zero (cf. GROOM et al., 2005; LIND, 1982; NORDHAUS, 1997; CLINE, 2004) . The growth discount rate may still be set high because capital is scarce (thus increasing the value of present incomes relative to future incomes), or to reflect an assumption that incomes will grow rapidly. Or the growth discount rate may be set low because capital is abundant, or incomes are growing slowly.
While the use of discounting in valuing climate impacts remains contentious (e.g., HEAL, 1997; NORD-HAUS, 1997), net present values capture the impact of per capita income growth and reflect the way that individuals typically make decisions on a daily basis. Different governments recommend different approaches to discounting and it is standard practice in policy-making to present the analysis results under several alternative discount rates and/or discounting methods.
Limitations
Before proceeding to a discussion of results, we will note some important limitations of our modeling methods. First, we use globally-averaged parameters (emis-3 Values of θ is a measure of the curvature of the utility function, and is equivalent to the coefficient of relative risk aversion. The literature suggests that this value is around unity [GUO et al., 2006] , which means that an extra dollar to a generation with twice the consumption of the current one will only provide that generation with half the utility. Values of higher than unity imply that the future generation would derive less than half the utility. sions inventories, radiative forcing and surface temperature change) to represent the physical impacts of aviation on climate. However, it is well understood that radiative forcing due to contrails, aviation-induced cirrus cloudiness, and production of ozone via NO x will occur in regions where aircraft fly -predominantly the northern hemisphere. Modeling such radiative forcing as globally-uniform, and assuming that it may be simply superposed with radiative forcing due to well-mixed gases such as CO 2 and methane, may inaccurately represent the more complex response of the climate to spatially non-homogeneous forcing. Second, the carbon cycle models that we use are dependent on background CO 2 concentrations and neglect carbon cycle feedbacks. Third, the climate models we use were derived from GCM calculations, but the calculations were not specifically for a pulse. The extent to which the models accurately represent the response to a pulse is thus uncertain. Fourth, there are some mechanisms for which the science is too immature to provide a basis for including them in our model. The effect of aircraft soot and sulfur emissions on the properties of clouds is one such area. Some may argue the same is true for aviation-induced cirrus cloudiness; however, we have included it in our analysis, but with the highest variance assumed of any of the effects. Finally, although we attempt to explicitly represent the uncertainty in several important parameters, and to quantify the effects of this uncertainty on our results, we have not captured all sources for uncertainty.
Results
We begin in Section 3.1 by presenting baseline results for one year of aviation activity, and for a 100 year aviation scenario based on FESG scenario Fa1 (CAEP/4-FESG, 1998). PEPPER et al., 2005) . For IS92c we extrapolated emissions data by assuming that emissions after 2100 remain constant in order to avoid negative emissions and GDPs. We use the IS92 scenarios because these scenarios are currently the only public-source scenarios for which matching and consistent aviation emissions scenarios (FESG) are available. In Section 3.2 we present the results of sensitivity studies and scenario analyses. For these results, we represent the effects of scientific uncertainty by specifying some parameters as probabilistic distributions. We use Monte Carlo analysis, sampling randomly from these distributions until a converged output distribution is obtained. We do this for the value of CO 2 RF for a doubling of the atmospheric concentration of CO 2 , the methane and long-term ozone parameters (e-folding time and RFyrs), the reference temperature change, and the aviation emissions inventories. The probability distributions applied to the aviation emissions inventories are representative of the uncertainties in current methods for estimating these inventories (FAA, 2005 a, b) . Other parameters we treat by exercising different choices in the model or by exploring different scenarios, as is the case for the discount rate, the values of radiative forcing for the short-lived impacts, the efficacy values, the overall climate sensitivity, and the overall aviation and background emissions scenarios.
In Section 3.3, we specify a baseline case and then allow all of the scientific parameters to vary in a Monte Carlo analysis to show how uncertainty in these parameters produces shifts in mean and variance in different output metrics.
We conclude the presentation of results in Section 3.4 by showing how the relative contributions of CO 2 and non-CO 2 effects from aviation differ for the different metrics we have considered. Table 3 summarizes the inputs, modeling parameters and scenarios we have used in the study. The temperature and damage responses tend to zero after about 1500 years following the last emission in the scenario. This long time scale occurs due to the slow decay of the atmospheric CO 2 perturbation. While it is not possible to confidently assess impacts over such a long time frame, it is useful to calculate the full time horizon of significant physical impacts in a manner consistent with the scenario assumptions, and then explicitly apply economic assumptions about valuing the long-term impacts. Our results show that the integrated temperature response between 800 years and 1500 years is less than 5 % of the total integrated temperature response, while the integrated damage is less than 10 % of the total integrated damage over the full 1500-year period. Given the relatively small effects of the responses after the 800-year period, we model the response for 800 years following the last emission in the scenario.
Baseline results
We first estimate the consequences of one year of aviation emissions using the IS92a background scenario and the SAGE 2003 aviation emissions and using the fixed (deterministic) baseline input values shown in Table 2 . We calculate the temperature and damage of each effect independently relative to the temperature and damage of the baseline emissions scenario, assuming that each of these effects is a small perturbation to the total impact 4 . Figure 2a shows the change in temperature over time. Initially the most significant impact on surface temperature results from aviation-induced cirrus formation, although it must be noted that the level of confidence in estimating the radiative forcing due to aviation-induced cirrus is quite low (cf. SAUSEN et al., 2005) . The second most significant impact on surface temperature is that due to ozone changes. On the time-scale of years, the reduced methane leads to an impact of the opposite sign. Then on a time-scale of decades to centuries the small warming due to the carbon dioxide added remains as the sole impact. The temperature change resulting from the non-CO 2 effects dominates that due to CO 2 during the years immediately following the year of emissions. The impact of CO 2 dominates in the long term. Figure 2b illustrates the corresponding NORDHAUS and BOYER (2000) damage function. Again, the damage resulting from CO 2 dominates over the long term, despite the initially higher damage attributed to the non-CO 2 impacts during the years directly following the year of emissions. Next we estimate the consequences of 100 years of aviation emissions using IS92a and Fa1 emissions scenarios with fixed inputs (see Table 2 ), as shown in Figure 3 . In this case the short-lived effects make a larger contribution to the overall impact. As with the single year results, aviation induced cirrus and ozone make the largest contribution during the period in which emissions occur, although we note once more that the level of confidence in estimating the radiative forcing due to aviation-induced cirrus is quite low (cf. SAUSEN et al., 2005) . The short-lived effects are responsible for a temperature change of the same order as CO 2 during the years of the scenario. In the long term, CO 2 has the largest impact. Notably, in contrast to many other scenario analyses presented in the literature, we include the full impacts of the scenario emissions (including those that go beyond the end of the scenario year). This enables us to fully account for the impacts and costs associated with the activities that occurred in the scenario.
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Sensitivity and scenario analyses
In this section we individually vary some of the important model inputs and parameters, as listed in Table 3 , to assess the sensitivity of the output metrics to changes in these variables. We consider the changes in surface temperature and estimated damage over time and also the integral measures of ∆T -yr and %GDP-yr (both integrated from 2003 to 2900). Monte Carlo analysis is used to represent the scientific uncertainty in the value of RF for a doubling of the atmospheric CO 2 concentration, the methane and long-term ozone parameters (efolding time and RF-yrs), and the reference temperature change using probabilistic distributions as described in Table 4 : Sensitivity study -estimated contributions of discount rate, short-lived RFs, efficacy values and climate sensitivity to mean and standard deviation shift in key output variables. § Baseline case: Discount rate = 3.5 %, short-lived RF*s = reference value from SAUSEN et al. (2005), short-lived efficacies = all set to 1, climate sensitivity = 2.5K. † Lower and upper bounds of short-lived RF*s are based on IPCC TAR limits (See Table 1 Section 3.1. Discount rate, short-lived RFs, efficacy values, climate sensitivity and the aviation and background emissions scenarios are represented as deterministic parameters and changed one at a time relative to the baseline case. We leave these parameters as deterministic to directly illustrate the impacts of setting them at the high and low values of the expected ranges. For the baseline case, we use the Fa1 emissions scenario and assume the mean values of the short-lived RFs as shown in Table  1 , efficacy values set to unity, a climate sensitivity of 2.5 K and a discount rate of 3.5 %. For the sensitivity studies we vary the discount rate from 0 % to 5 %, we change the short-lived RFs from the lower bound to the upper bound of the triangular distribution given in Table 1 , we change the efficacy values from unity to those shown in Table 1 , we change the climate sensitivity from 1.5 K to 4.5 K, and use aviation scenarios Fc1 and Fe1 matched with background anthropogenic scenarios IS92c and IS92e respectively. The results of the sensitivity analyses are summarized in Table 4 . For the ranges of parameters considered, the effects on integrated temperature change due to varying the short-lived RFs and the climate sensitivity are similar. However, due to the non-linear dependence of the damage function on changes in temperature, overall climate sensitivity is relatively more important in setting the integrated damage estimate. For the net present value, effects of scientific uncertainties are much smaller than the effects produced by changes in discount rate, although changes in climate sensitivity are still significant. Changing the efficacy values produces relatively smaller effects for the ranges and output metrics we have considered.
The results obtained for the different emissions scenarios illustrate the complex relationship between aviation operations and climate impact, and, in particular, the sensitivity to background emissions levels. Relative to the baseline Fa1 case, the aviation CO 2 emissions for the low (Fc1) and high (Fe1) growth cases are changed -36 % and +47 %, respectively. However, as shown in Table 4 , the changes in ∆T -yr are +44 % for the low growth scenario and +16 % for the high growth scenario. Marginal CO 2 -related temperature changes are higher at lower background CO 2 concentrations due to the loga- rithmic relationship between CO 2 radiative forcing and concentration levels, while non-CO 2 effects are proportional to total fuel burn or NO x emissions and are not sensitive to background levels in our model. For the low growth IS92c scenario, the total anthropogenic CO 2 emissions up to the year 2900 are 6 % of the total CO 2 emissions for the baseline IS92a scenario. For the high growth IS92e scenario, the total CO 2 emissions up to year 2900 are 211 % of those for the baseline IS92a scenario. For reference, the contributions of aviation CO 2 emissions to total anthropogenic CO 2 emissions for the first 100 years of the scenario (after which the aviation emissions are assumed to be zero) are 3.28 %, 2.45 % and 2.42 % for the low, baseline, and high growth scenarios respectively. For the low growth IS92c-Fc1 scenario, integrated temperature change due to aviation increases relative to the baseline IS92a-Fa1 case due to the increased CO 2 effects that dominate at low background concentrations (although this increase is partly offset by decreased non-CO 2 effects relative to the baseline case). For the high growth IS92e-Fe1 scenario, non-CO 2 aviation effects become relatively more significant compared to the baseline case due to increased aviation emissions rates. These increased effects are partially offset by lower marginal effects related to CO 2 , resulting in a smaller net increase in integrated temperature change. It is also important to note that when the aviation emissions in the scenario end after 100 years, the IS92c background emissions scenario reaches a stabilization limit while the IS92e scenario continues at a high growth rate. This difference in growth affects the relative temporal behavior of temperature change due to aviation CO 2 effects. Damage increases for both the low and high growth sce- narios, but the change is not proportional to temperature change because of the non-linear nature of the damage function. Finally, NPV trends are largely determined by the choice of discount rate. Since a large proportion of the integrated temperature change in the IS92c-Fc1 case occurs in the distant future, the impacts become negligible when discounting at 3.5 %. Most of the temperature change happens early in the IS92e-Fe1 case and therefore even with discounting, the resulting NPV is higher than the baseline IS92a-Fa1 scenario. We now illustrate some of the results of the sensitivity and scenario analyses graphically. Figure 4 shows the impact of climate sensitivity on temperature response for aviation scenario Fa1, as described in Equation (2.5). As expected, higher climate sensitivities result in an increased temperature response. Figure 4 also compares the results obtained using the Shine et al. (2005) approach to those obtained using impulse response models derived from the higher fidelity GCM simulations of , which had an effective climate sensitivity of 2.39 K. result is bounded by the results obtained with climate sensitivities of 1.5 K and 4.5 K. Figure 5 shows the impact of climate sensitivity on the present valuation of climate impact. Use of a higher climate sensitivity increases the temperature response of the model and therefore results in higher climate costs. At low discount rates, where the present value of longlasting future effects like CO 2 is greater, climate sensitivity makes a significant contribution to the uncertainties associated with climate impact valuation.
Higher discount rates reduce the present value of impacts far in the future and will therefore tend to increase Non-CO 2 effects~18%
Non-CO 2 effects~57%
Non-CO 2 effects~65%
Figure 6: Impact of discount rate on present value of climate costs for aviation scenario Fa1. Damage calculated using NORDHAUS and BOYER (2000) . Note that the solid curve here matches the solid curve in Figure 5 .
the relative valuation of short-lived impacts compared to long-lived impacts. The choice of discount rate therefore has a significant impact on how a given policy will be valued. Figure 6 summarizes the effect of different constant discount rates on present value of future costs for aviation scenario Fa1. The dashed curve shows the present value (where 2003 is the "present") of the climate impact for each year from 2003 to 2300, given a 1 % discount rate. The solid black curve shows the present value using a 3.5 % discount rate. Using a discount rate of 5 %, as shown in the dotted curve, reduces the present value further. Notably, increasing the discount rate increases the proportion of integrated damages due to non-CO 2 effects from 18 % to 65 %. 
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Propagation of scientific uncertainties
We use a vary-all-but-one technique to better understand how individual uncertainties are propagated (cf. LEE et al., 2007) . This technique uses a series of Monte Carlo analyses where the variability is removed from one variable at a time, while the other parameters are allowed to vary. In contrast to the sensitivity studies presented in the previous section, for these analyses we represent most of the scientific parameters as probabilistic distributions. All the input parameters except for the discount rate are represented with distributions. The discount rate is fixed at the baseline value of 3.5 %. Table 5 shows the input distributions used in the Monte Carlo analyses. This process allows us to evaluate the contribution of uncertainty in individual parameters to system-level bias while retaining the non-linear interactions among other random parameters.
The impacts on mean shift and standard deviation of temperature response, damage estimate, and NPV for aviation scenario Fa1 are shown in Table 6 for the triangular distributions listed in Table 5 . Changes that are not significant relative to the statistical resolution of the Monte Carlo analyses are labeled "ns". At 90 % confidence, changes smaller than 2.5 % of the mean and standard deviation are not significant.
We draw two conclusions from these analyses. First, deterministic modeling is likely to underestimate the change in temperature and damage. Relative to a deterministic analysis with mean values, presenting uncertainty in scientific parameters as distributions about a mean value leads to higher estimates for temperature change and damage. This finding is reflected in the mean shift shown for the row in Table 6 labeled "deterministic" as compared to the row labeled "all varying". For the deterministic case, the integrated temperature change is 24 % lower, the integrated damage is 43 % lower, and the NPV is 42 % lower. Second, the analyses show that the most significant contributors to uncertainty in the output metrics are the uncertainties in climate sensitivity and short-term RF values. This finding is demonstrated by the relative changes in the standard deviation of the output metrics when the different input parameters are each set to their deterministic mean values.
Climate metrics
The use of different metrics leads to different perceptions of the relative importance of non-CO 2 effects of aviation, as shown in Figure 7 . The results shown in the figure are based on a Monte Carlo analysis where all of the input parameters shown in Table 5 are drawn randomly from their distributions. When evaluated according to radiative forcing (see, for example, IPCC (1999) and IPCC (2001)), the sum of the non-CO 2 effects of aviation is approximately three times as large as the radiative forcing due to CO 2 (SAUSEN et al., 2005) . Estimates of radiative forcing for aviation represent the radiative forcing at a given time due to all prior and current aviation activity (e.g., effects of accumulated CO 2 emissions, plus present day, short-lived impacts like contrails). Since different climate effects have different time-scales, radiative forcing estimates can produce a misleading comparison of the relative importance of short-lived and long-lived effects. Further, for the purpose of comparing policies, it is necessary to have an understanding of the future impacts of a given activity, since these are the only impacts we can affect with policies. When evaluated according to the integrated temperature impact, from the date of emissions to the cessation of significant impacts, the non-CO 2 impacts are approximately the same as those due to CO 2 . Further, when damage from the date of emissions to the cessation of significant impacts is estimated using the NORDHAUS and BOYER (2000) damage function, the impact of CO 2 is larger than that of the non-CO 2 effects.
Each metric leads to a different ranking of effects. Radiative forcing ranks the instantaneous effect of accumulated emissions up to a given point in time. The integrated temperature and damage metrics provide an indication of the importance of different effects over their full lifetime (for the time period of the emissions scenario and beyond). Discounting allows a ranking of impacts according to their present value. Different discount rates can significantly affect this ranking by emphasizing either short-term or long-term impacts as discussed in Section 3.2 and shown in Figure 7 .
Summary and conclusions
We have presented a flexible, simplified method to assess the impact of aviation on global climate change.
The method is based on impulse response models of the carbon cycle and temperature response to radiative forcing, as well as economic valuations of climate change, known as damage functions. The relative simplicity of our method and the underlying models allows us to explicitly describe the influence of uncertainties in modeling aviation emissions effects on the expected marginal future costs of aviation impacts. As scientific understanding of the different climate effects of aviation improves, updated models of climate and economics can be incorporated. We assessed the impact of aviation for one year of aviation activity, and for a 100 year aviation scenario based on FESG scenario Fa1. In each case we calculated the change in globally-averaged surface temperature, percentage impact on global gross domestic product, and the net present value of climate change. Notably, we considered the impacts of emissions over the entire period during which the effects were estimated to persist (approximately 1500 years), a period which goes well beyond the period of the emissions scenario. Thus, we captured the full time horizon for the physical impacts, against which economic assumptions about valuing the long-term impacts were explicitly applied. Such a future perspective, whether it is for a single flight or for the entire activity of a new aircraft over its lifetime increases the relative importance of the emissions effects with a longer time-scale. Two key observations can be made based on our analyses.
First, the relative importance of different effects changes depending on the metrics one considers. When evaluated according to radiative forcing, the short-lived (non-CO 2 ) effects of aviation appear to be approximately twice as important as those of CO 2 . When evaluated according to the integrated temperature impact, the short-lived effects are approximately the same as those due to CO 2 . When damage is estimated using the NORDHAUS and BOYER (2000) damage function, the impact of CO 2 is larger than that of the short-lived effects. Therefore, each metric leads to a different ranking of effects. Comparing and addressing effects solely on the basis of radiative forcing at one point in time may lead to less effective policies since the full future impacts of effects are not taken into account. Use of additional metrics, such as the marginal change in global average surface temperature and the NPV of impacts of future activities, may provide a stronger foundation for decision-making by aviation policy-makers.
Second, while there are many uncertainties about both the physical processes and economic impacts of climate change, we found the climate sensitivity, the radiative forcing of different short-lived effects, the choice of emissions scenario and the discount rate to have the most significant influence on the output metrics we considered. Other uncertainties were less important. From a policy-making point of view, it is therefore most im-
