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Résumé 
Cette thèse présente les résultats expérimentaux utilisés afin de déterminer les types 
d'écoulement diphasiques dans une section d'essai carrée contenant un mélange air-eau i 
des conditions atmosphériques. Les paramètres importants, i.e. débits d'entrée, fiactions 
de vide axiales et pressions, sont mesurés simultanément. Les fiactions de vide sont 
mesurées à l'aide de  10 paires d'électrodes en argent. Ia diffërence d e  pression est 
mesurée grâce à un transmetteur de pression "Vdidyne". La pression absolue au centre 
de la section d'essai est aussi mesurée a l'aide d'un transmetteur de pression "Sensotec" 
dans le but de déterminer la vitesse superficielle locale de la phase gazeuse. Les lectures 
de tous les instruments mentionnés précédemment sont prises par un système 
d'acquisition de données avec un temps d'échantllonnage de 1 5 ms. 
Les composantes fluctuantes des signaux de  fiaction de vide sont analysées en utilisant 
leur PDF (Probability Density Functions). Pour les écoulements à bulles et annulaires, les 
PDF montrent une distribution "unimodale'' à maximum unique. Le maximum apparaît à 
faible fiaction de vide pour les écoulements a bulles e t  à haute fiaction de vide pour les 
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écoulements annulaires. Les distributions "bimodales" à deux maxima dominent les 
régimes d'écoulement de types "par bouchons" et "par écume", avec les maxima qui 
s'inversent horizontalement durant la transition de l'écoulement par bouchons à celui par 
écume. Le fait que la distribution unimodale pour les écoulements à bulles et annulaire 
peut être facilement distinguée de la distribution bimodale observée pour les autres 
régimes e n  utilisé pour construire une nouvelle représentation des types d'écoulements 
dip basiques. 
Les moments statistiques sont utilisés comme outil auxiliaire pour l'identification des 
types d'écoulement. Pour tes deux signaux de fiaction de vide et de pression, un 
changement significatif est observé près des zones de transition d'écoulement de "bulles" 
à "bouchons" et de "par écume" à "annulaire". L'asymétrie est faible pour les 
écoulements a bulles et, en général, sa valeur est négative pour les écoulements par 
bouchons. L'aplatissement de la fiaction de vide est presque nulle pour les écoulements a 
bulles et annulaires. L'aplatissement est négatif pour Ies écoulements par bouchons et par 
écume ce qui indique une distribution de PDF plus aplatie que la normale. 
Les modes locaux de la PDF sont introduits dans le but de décrire qualitativement les 
caractéristiques des types d'écoulement. Le premier mode local est défini comme étant le 
maximum apparaissant à une faible fiaction de vide. Le second mode local correspond au 
maximum apparaissant à haut taux de vide. En traçant le second mode local de  la PDF en 
fonction du premier mode local de la PDF, nous obtenons une carte pour les types 
d'écoulement. L'axe des abscisses correspond à des écoulements a bulles alors que l'axe 
des ordonnées correspond à des écoulements annulaires. Les écoutements par bouchons 
sont éparpillés sur le demi-plan situé sous la diagonale de la carte alors que les 
écoulements par écume sont sur le demi-plan supérieur. Cette séparation est due au fait 
que le premier mode local est toujours plus grand que le second mode local pour les 
écoulements par bouchons. Cette situation est inversée pour les écoulements par écume. 
Cette carte permet de décrire qualitativement les transitions entre les types d'écoulement. 
Les composantes fluctuantes des signaux du vide et d e  pression sont analysés en 
examinant leur PSDF (Power Spectrum Distribution Function). Pour les écoulements à 
bulles, la PSDF normalisée est composée de larges bandes de tkéquence au-dessus de 
l'intervalle de  fréquence allant de 0.2 à 18 H i ,  et  le spectre total d'énergie est plus faible 
que ceux pour les autres régimes d'écoulement couverts dans cette étude. Pour les types 
d'écoulement à bouchons et par écume, la PSDF présente une fiéquence dominante avec 
plusieurs maxima plus petits. Cette observation révèle le comportement hautement 
oscillant de  ces régimes d'écoulement. En outre, nous observons que pour les régimes 
d'écoulement par bouchons et par écume, le spectre d'énergie atteint les valeurs les plus 
élevées. Pour le régime annulaire, nous observons qu'une composante a haute fiéquence 
presque unique caractérise les signaux de vide et de  pression. 
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Un nouveau paramètre, le rapport spectre-énergie, a été proposé pour décrire 
quantitativement les résultats de l'analyse des PSDF pour différents régimes 
d'écoulement. Le rapport spectre-énergie est défini par le rapport entre le taux moyen de 
dissipation de l'énergie d o ~ é  par Kocamustafaoguiiari et al. (1993, 1994) et les 
amplitudes normalisées des composantes de fréquence de la PSDF. Notons que ce type 
de représentation p u r  difErents régimes d'écoulement permet une meilleure 
identification des transitions entre les régimes d'écoulement. De plus, en utilisant un 
transmetteur de pression adéquat, il devrait être possible d'étendre l'application de la 
technique actueiie à des systèmes vapeur-eau à hautes pressions. Grâce à la réponse en 
fréquence du transmetteur et de la configuration spéciale des lignes de pression, les PSDF 
pour les signaux de vide et de pression sont en excellent accord pour tous les cas étudiés. 
Abstract 
This t hesis presents experimental resul ts for the ident Scat ion of two-phase flow pat- 
terns, carried out using air-water mixtures close to atmospheric conditions. The test 
section consisted of a transparent 12.6 x 12.6 mm, 2 m long vertical channel. Impor- 
tant flow values, i.e., iniet flow rates, axial void fractions and pressures were measured 
simultaneously. The inlet water flow rate was measured using turbine flow meters. 
The idet flow rate of the air was measured using "Brooks" rotameters. Further, the 
axial void fractions were determined using 10 pairs of silver electrodes. The axial 
pressure difference was rneasured using a "Validyne" pressure transducer. The con- 
nections between the transducer and the pressure taps were made using short lengths 
of capillary copper tubes. In order to determine the local superficial velocity of the 
gas phase, the absolute pressure was also measured at  the center of the test section 
using a "Sensotec" pressure transducer. The readings of dl the aforementioned in- 
struments were simultaneously handled by a data acquisition system with a sampling 
time of 15 m. 
The Ructuating oomponents of the void fraction signals were analyzed using their 
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probability density functions (PDF). For bubbly and annular flows, the PDFs show 
a one-peak "unimodal" type distribution. The single peak appears at a low void 
fraction for bubbly flows and a t  a high void fraction for amular flows. Two-peak 
"bimodai" type distributions dominate the slug and churn flow regimes, with a m a -  
imurn peak that fiips horizontally during the slug to churn transition. The fact that 
the unimodal mode distri but ion for bubbly and annular two-phase flows can be easily 
dist inguished from the bimodal distri butions observed for ot her flow regimes was used 
to construct a new flow pattern representation. 
The statistical moments have been used as an auiliary rool for fiow pattern identi- 
fication. A significant change of the variance of both the signds of the void fraction 
and the pressure can be observed near the transition zones of bubbly-tosluq and 
c h u r n - t e a ~ u l a r  flows.The skewnesç of both the void fraction and pressure is s m d  
for bubbty flows and, in general, has negative values for slug flows. The excess is also 
small for both the void fraction and pressure for bubbly flows. It has negative value 
for both the slug and churn flows, which indicates a flatter PDF distribution than a 
normal one. The excess of the void fraction is close to zero for annular flows. 
The fluctuating components of both, the void and pressure signais were also analyzed 
by examining their power spectrum distribution function (PSDF). For bubbly flows, 
the normalized PSDFs are broadband over the frequency range of 0.2 to 18 Hz and 
the total spectrum energy is smaller as compared to other flow regimes covered in 
this study. For slug and churn flows, the PSDFs show one dominant frequency with 
several smder peaks. This obsewation reveals the strong oscillating behaviour of 
these types of flow regimes. Furthermore, it has b e n  also observed that for slug and 
churn flows the spectrurn energy reaches the highest values. For the chunito-annular 
flow transition, the signals become more random with their spectrum shifting toward 
higher frequencies. For annuiar flow it has been observed that an ahos t  unique high 
frequency component characterize bot h the void and pressure signals. 
An average energy dissipation rate as given in Lopes (1984) and Kocamustafaogullari 
et al. (1993, 1994) and the magnitude of each fkequency component determined from 
the pressure signals are used to define an energy-ratio parameter- A new flow pattern 
representation that resulted from plot ting the energy-rat io parameter, for each type 
of flow regime, as a function of their frequency components has been developed. It 
is interesting to note that this kind of Bow pattern representation allows different 
flow regime transitions to be better identitied. Fùrtherrnore, by using an appropriate 
pressure transduœr it shouid be possible to extend the application of the present 
technique to high-pressure steam-water systems. Due to the frequency response of 
the transducer and the special configuration of the pressure lines, the PSDF of both 
the void and pressure signais were in excelient agreement for all the cases studied. 
Condensé en français 
Dans le design et l'opération de systèmes industriels où les écoulements diphasiques 
interviennent, if est essentiel de connaître les régimes d'écoulement étant donné le fait que 
les transferts de masse et d'énergie, les pertes de charge, ainsi que les taux de réaction 
chimique sont fortement influencés par la distribution des phases. Dans le design des 
centrales nucléaires, la plupart des codes modernes de thennohydraulique utilisés dans le 
calcul des conditions d'écoulement permanent et transitoire sont basés sur l'utilisation 
d'équations à écoulements séparés pour les phases gazeuse et liquide. De plus, il est 
important de pouvoir de prédire les régimes d'écoulement puisque les relations 
constitutives qui tiennent compte des termes d'intefiace en sont fortement influencés. 
Traditionnellement, les régimes d'écoulement étaient identifiés expérimentalement en 
utilisant des techniques visuelles et/ou à haute vitesses photographiques. Les systèmes de 
coordonnées utilisés pour construire les cartes de régimes étaient choisis arbitrairement 
par différents chercheurs. Par conséquent, le manque de généralité et de précision des 
cartes de régimes nécessite des méthodes d'identification objectives. Nous avons vu que 
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les caractéristiques statistiques des mesures de taux de vide local ou de pression 
différentielle sont fortement reliées aux régimes d'écoulement pour des conditions 
d'écoulement adiabatique (Jones & Zuber 1975; Costigan & Whalley 1997) et diabatique. 
Les régimes d'écoulement peuvent être identifiés objectivement par une analyse 
statistique rigoureuse. L'identification de régimes d'écoulement basée sur l'analyse de 
PDF sur la fiaction de vide a été initialement menée par Jones & Zuber (1 975). Pour les 
écoulements à builes, la PDF est caractérisée par un maximum prononce dû aux petites 
bulles dans l'écoulement. Pour les écoulements annulaires, les auteurs ont trouvé un 
maximum unique qui correspond au taux de vide élevé. Les écoulements par bouchons 
sont caractérisés par la présence de deux maxima. Cette distribution de PDF a d e w  
maxima correspond a un régime d'écoulement périodique. Aucune PDF n'a été fournie 
par les auteurs pour les écoulements par écume. Vince & Lahey (1982) ont recommandé 
d'utiliser la variance comme indicateur pour l'identification de régime. Ils ont trouvé une 
discontinuité dans la pente de la variance à environ 0.04 pour les transitions de  régimes 
d'écoulement de "bulles" a "bouchons" ainsi que de "bouchons" à "annulaire". Des 
études similaires d e  PDF pour la reconnaissance de régimes sont reportés par Kelessidis 
& Duckler (1989); Das & Pattanayak (1 993) et Costigan & Whalley (1 997). 
L'analyse statistique utilisant les signaux de pression plutôt que les fiactions de vide est 
considérée comme étant un outil prometteur pour l'identification de régimes 
d'écoulement. La première tentative de relier les signaux de  pression fluctuants avec les 
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régimes d'écoulement est celle de Hishikawa (1969). Les étudesdes PDF et des PSDF 
sur les signaux de pression statique firent présentées et nous avons vu que les signaux de 
pression statique ne sont pas idéaux pour l'analyse statistique pour l'identification de 
régimes d'écoulement puisque seulement une partie de I'idonnation statistique des 
signaux est reliée aux caractéristiques des régimes d'écoulement. Akagawa et al. (1971) 
ont utilisé la pression différentielle dans l'étude des émulements par bouchons. Us 
trouvèrent que la distribution de PDF était sensible a la distance entre les deux prises de 
pression. Matsui (1984, 1986) a mené une étude sur l'analyse de PDF utilisant la pression 
dinérentieiie. Il a été montré que la PDF de la pression différentielle mesurée sur une 
courte distance présente les caractéristiques statistiques des régimes d'écoulement. Pour 
un écoulement a bulles, les PDF présentent une distribution de type normd avec un 
unique maximum pointu à faible taux de vide. Pour un écoulement par bouchons, la PDF 
montre une distribution à deux maxima. Pour les écoulement par écume, les bulles de gaz 
dégénèrent en bulles plus longues qui se déplacent périodiquement dans la section d'essai. 
Cependant, les PDF obtenues dans leur étude ne montrent pas la caractéristique typique à 
deux maxima pour les écoulements par écume. Pour un écoulement annulaire, la PDF 
présente une distribution de type normal plus large. Matsui (1986) est allé plus loin en 
suggérant l'identification de régimes d'écoulement à l'aide de parmamètres statistiques 
tels que la moyenne, la variance, coefficient d'asymétrie, et le coefficient d'aplatissement, 
plutôt que de calculer la PDF. 
Dans ce travaii, les régimes d'écoulement diphasiques sont identifiés en utilisant la PDF et 
la PSDF à la fois sur les signaux de fiaction de vide et de pression. Nous avons construit 
des cartes de régimes basées sur deux descriptions statistiques quantitatives. 
Dans cette étude, les expériences sont réalisées sur une section d'essai de 2 m de 
longueur et de section de passage de 161.3 mm2. Un mélange air-eau proche des 
conditions atmosphériques est utilisé pour simuler l'écoulement diphasique. Le débit 
d'eau d'entrée est contrôlé par des vannes et mesuré à I'aide de débitmètres à turbine. Le 
débit d'air est mesuré par des rotamètres "Brooks". Quant aux taux de vide, ils sont 
mesurés à I'aide de la technique par impéâance. Chaque paire d'électrode est d'abord 
calibrée en utilisant un système de vannes a fermeture rapide. La pression différentielle est 
mesurée grâce à un transmetteur de pression "Vaiidyne" de sensibilité 0.1fl.25% psid. 
La distance axiale entre les prises de pression est 19 mm. La perte de charge diphasique 
par frottement est aussi déterminée par des mesures séparées en utilisant des 
transmetteurs de pression "Sensotec" de sensibilité 10H.25% 'psig. Dans le but de 
déterminer la vitesse superficielle du gaz, la pression absolue est mesurée près du milieu 
de la section d'essai a I'aide d'un transmetteur de pression "Sensotec" de sensibilité 
25M.25% psig. Les signaux de fraction de vide, de press+on différentielle, de pression 
absolue et de débit de liquide sont lus sirnuitanément par le système d'acquisition de 
données. Pour couvrir tous les régimes d'écoulement possibles, les expériences sont 
menées en faisant varier les conditions d'écoulement d'entrée dans l'intervalle suivant: 
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flux de  masse du iiquide à I'entrée de 1000 à 2000 kg/m2s, débit d'air à I'entrée de 0.0 à 
9.2 m3/h. Les régimes d'écoulement sont initialement identifiés visuellement à l'oeil nu. 
La carte de régimes d'écoulement de Taitel et al. (1980) est choisie pour réaliser une 
représentation préliminaire des données expérimentales- 
En guise d'indicateur préalable, nous avons d'abord examiné la PDF du taux de vide à 
l'aide d'un analyseur "Hewlett Packard". Les données recueillies avec le système 
d'acquisition de données sont ensuite analysées avec un logiciel de  traitement. Nous 
avons obtenu des résultats typiques dans notre étude. Les PDF des signaux de taux de 
vide pour les écoulements à builes sont caractérisés par un unique maximum pointu. En 
augmentant à la fois les débits de liquide et de gaz à I'entrée, la PDF montre encore Lin 
unique maximum distinct suivi d'une queue décroissante pour les fiactions de vide plus 
élevées. Cette queue semble être due à la présence d'un amas de bulles répartie dans un 
coeur de liquide. De manière générale, les PDF obtenues à partir des signaux de vide 
pour les écoulements à bulles ont une caractéristique statistique unirnodale. Cette 
observation est caractéristique d'une distribution uniforme de l'écoulement. Lorsque les 
amas de bulles deviennent assez gros pour occuper la presque totalité d e  la section de 
passage, le régime d'écoulement par bouchons commence. Nous - avons observé que les 
bulles de gaz en forme d'obus qui se déplacent vers le haut sont séparées par des 
bouchons de liquide emprisonnant des petites bulles. Nous avons aussi observé qu'un 
mince tüm de liquide se déplace vers le bas dans l'espace situé entre les grosses bulles de 
gaz et la paroi du canal. Les PDF des signaux de taux de vide pour les écoulements par 
bouchons ont une distribution de type bimodale. Le maximum important observé pour de 
faibles taux de vide est dû aux bouchons de liquide contenant de petites bulles. Un 
deuxième maximum plus petit à haut taux de vide est relié aux builes de gaz de forme 
d'obus. L'existence d'une PDF bimodale pour les écoulements par bouchons donne une 
indication de la nature oscillante de ce régime d'écoulement. En partant d'un régime 
d'écoulement par bouchons, une augmentation addi t io~ei ie  du debit de gaz produit des 
bouchons de liquide plus aérés qui ne sont pas en mesure de maintenir le lien entre les 
bulles de forme d'obus. Le bouchon de iiquide est donc détruit, puis retombe pour s'unir 
avec le bouchon de liquide suivant, pour être remonté encore par l'écoulement et détruit 
à nouveau. Ce comportement chaotique est caractéristique du régime d'écoulement par 
écume. Ce type d'écoulement produit aussi une PDF bimodale. Une augmentation 
additionnelle du débit de  gaz force la phase gazeuse à s'écouler'le long de la ligne de 
centre de la section d'essai, entraînant ainsi les gouttes de liquide ou des trainées de  
liquide (petite mèche) dans le coair de gaz. Un mince film de liquide se déplace vers le 
haut entre le gaz et la paroi. Sous ces conditions, l'écoulement annulaire ou annulaire 
avec mèche se met en  place. La périodicité observée visuellement des écoulement par 
bouchons et par écume disparaît dans les écoulements annulaires. Les PDF pour 
l'écoulement annulaire présentent un maximum unimodal à un taux de vide relativement 
élevé. Les écoulements annulaires sont caractérisés par une distribution axiale de 
l'écoulement relativement unifonne. 
Les quatre moments statistiques sont utilisés comme outil auxiliaire pour l'identification 
des types d'écoulement. Pour les écoulement à bulles, l'asymétrie et I'aplatissement pour 
la fraction de vide et la pression sont faibles. Ceci concorde bien avec une distribution de 
PDF de type unimodale pour les écoulements à bulles avec des faibles fluctuations 
d'amplitude. Une forte augmentation de la variance pour le taux de vide et la pression 
peut être obsewée près de  la transition entre l'écoulement à buIles et par bouchons. Cette 
forte augmentation de la variance indique le début d'un écoulement violent. Pour les 
écoulements par bouchons, la plupart des valeurs de l'asymétrie et de I'aplatissement sont 
négatives. Pour les écoulement par écume, la variance atteint la valeur la plus grande, 
indiquant ainsi un régime d'écoulement plus violent et chaotique. En générai, l'asymétrie 
de la pression est positive, et I'aplatissement pour le taux de vide ainsi la pression est 
négatif Pour les écoulements annulaires, la valeur de la variance est supérieure à celle 
pour les écoulement à bulles, mais inférieure a celle pour les écoulements par écume. 
L'asymétrie et I'aplatissement sont tous les deux plus faibles pour les écoulements 
annulaires. 
La PSDF est appliquée aux signaux de taux de vide et de  pression. Les écoulements à 
bulles sont caractérisés par des PSDF à larges bandes de fi tquence couvrant une grande 
échelle de fréquences. Les valeurs de l'amplitude fluctuante des composantes de 
fréquence pour les écoulements à bulles sont faibles. Pour les écoulements à bulles, les 
petites bulles de  gaz dans le coeur de Liquide contribue au caractère aléatoire du procédé 
avec un spectre d'énergie totale relativement faible. Pour les écoulements par bouchons, 
la PSDF présente un maximum dominant accompagné de plusieurs autres maxima plus 
faibles. La présence d'une fiéquence dominante est attribuée aux bulles de gaz de forme 
d'obus passant périodiquement devant les prises de pression et les prises de taux de vide. 
La présence de petits maxima est attribuée aux petites bulles se déplaçant plus ou moins 
de manière aléatoire dans les bouchons de liquide. La présence d'une fiéquence 
dominante indique la nature périodique des écoulements par bouchons. Nous avons aussi 
observé que la fréquence dominante augmente avec un débit de  liquide d'entrée croissant. 
Ce comportement est dû au fait que les bulles à forme d'obus tendent a se déplacer plus 
vite avec une vitesse de liquide qui augmente. De plus, le .spectre d'énergie des 
écoulements par bouchons est plus grand que celui des écoulements à bulles. De manière 
sirnilaire aux écoulements par bouchons, les écoulements par écume sont caractérisés par 
la présence d'une composante de eequence dominante. Notons cependant que pour un 
débit de liquide à l'entrée constant, la fréguence dominante pour les écoulements par 
écume est plus élevée que ceUe observée pour les écoulements par bouchons. Une fois de 
plus, la fréquence dominante augmente avec une vitesse de  liquide croissante. Il faut 
mentionner que le spectre d'énergie totale pour les écoulements par écume atteint des 
valeurs plus élevées que pour tous les autres régimes d'écoulements étudiés. Bien que la 
distribution des phases semble être chaotique, la présence d'une fréguence dominante 
confirme la périodicité du comportement pour ce type d'écoulement. Une augmentation 
additionnelle du débit de gaz d'entrée permet à la distribution de l'écoulement annulaire 
de se développer et nous observons l'apparition d'une composante de  haute fiéquence 
dominante pointue. Comme déjà mis en évidence pour des écoulements bouillants (Jain & 
Roy, 1983) e t  adiabatiques (Nishikawa et al. 1969), cette haute fréquence est causée par 
des vagues de sunace qui se développent à l'interface gaz-liquide. La valeur du spectre 
d'énergie totale pour des écoulements annulaires est moyenne et la fiéquence dominante 
se déplace à des valeurs plus élevées pour des vitesses d'écoulement croissantes. Il est 
importance de noter la forte similarité qui existe entre les PSDF obtenues pour des 
signaux d e  pression et de taux de vide. Par conséquent, en utiIisant les prises de pression 
et les transmetteurs appropriés, la mesure de pression différentielle peut fournir une 
excellente information sur les caractéristiques inhérentes de la structure des écoulements 
diphasiques. 
Les modes locaux de la PDF sont introduits afin de décrire quantitativement les 
caractéristiques des régimes d'écoulement. Le  premier mode local est défini comme étant 
te maximum apparaissant à faible fiaction de vide. Le second mode local correspond au 
maximum apparaissant a haut taux de vide. En traçant le second mode local de la PDF en 
fonction du premier mode local de la PDF, nous pouvons construire une carte de régimes 
d'écoulement. L'axe des abscisses correspond a des écoulements a bulles alors que l'axe 
des ordomkes correspond a des écoulements annulaires. Les écoulements par bouchons 
sont éparpiflés sur le demi-plan situé sous la diagonale de Ia carte alors que les 
écoulements par écume sont sur le demi-plan supérieur. Cette séparation est due au fait 
que le premier mode local est toujours plus grand que le second mode local pour les 
écoulements par bouchon. Cette situation se inversée pour les h u l e m e n t s  par écume. 
Cette carte permet de décrire qualitativement les transitions entre les types d'écoulement. 
Un nouveau paramètre, le rapport spectre-énergie, a été proposé pour décrire 
quantitativement les résultats de l'analyse des PSDF pour dflérents régimes 
d'écoulement. Le rapport spectre-énergie est défini par le rapport entre le taux moyen de 
dissipation de l'énergie donné par Kocamustafaogullari et al. (1993, 1994) et les 
amplitudes normalisées des composantes de fréquence de la PSDF. Étant donné que les 
écoulements à bulles sont caractérisés par un large intervalle de composantes de 
fréquence et de fables taux moyens de dissipation d'énergie, ils sont représentés par des 
points situés en haut de la carte de régimes d'écoulement. Par contre, les écoulements 
annulaires, caractérisés par une unique composante de fiéquence et des taux moyen de 
dissipation d'énergie relativement élevés, se retrouvent au bas de la carte. Entre ces deux 
régions, nous rencontrons les données correspondant aux écoulements par bouchons et 
par écume. Le fait que le taux de dissipation moyen d'énergie pour les écoulements par 
bouchons est plus faible que celui pour les écoulements par écume rend possible 
l'identification de ces deux régimes sur la carte. Cette carte de régimes d'écoulement 
nous permet donc de mieux identifier les transitions de régimes d'écoulement. 
En conclusion, nous avons montré dans notre étude que la nature stochastique des 
signaux de taux de vide et de pression sont fortement dépendants du régime 
d'écoulement. Les techniques de PDF et d e  PSDF peuvent être utilisées toutes les deux 
pour l'identification des régimes d'écoulement. Grâce à la réponse en fréquence du 
transmetteur ainsi que de la configuration spéciale des lignes de pression, la PSDF pour 
les signaux de  la fiaction de vide et de la pression sont en excellent accord pour tous les 
xxiü 
cas étudiés. L'utilisation de signaux de pression pour identifier les structures 
d'écoulement constituent une nouvelle technique prometteuse. L'élaboration des cartes 
de régimes d'écoulement est fondée sur des analyses st ochast igues quantitatives de PDF 
et de PSDF. Les résultats montrent que ïidentification objet tive de régimes d'écoulement 
mérite une plus longue attention. Finalement, il devrait être possible d'étendre 
l'application de la technique présente à des systèmes vapeur-eau a haute pression. 
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Introduction 
The simultaneous flow of gas and liquid in a channel may appear in different con- 
figurations as the flow velocities of the gas and liquid phases are varied. Several 
configurations have been observed by different experimenters. These configurations 
are referred to as twwphase "flow patterns" . In the design and operat ion of indus trial 
systems in which two-phase flows occur: it is essential to know the flow patterns due 
to the fact that the heat and m a s  transfer, pressure drop and chernical reaction rate 
are strongly affected by the way in which the phases are distributed in the flow. The 
importance of Row patterns will be illustrated by the following different twephase 
flow situations. 
In the simultaneous transport of gaseous and liquid petroleum compounds in a single 
pipeline, it is found that the changes of pressure loss will occur when the flow pattern 
changes over the flow lines. It is important to know the flow patterns in order to 
better estimate the pressure losses along the flow pipes. 
In some industriai natural circulation boilers, large bullet-shaped vapor bubbles can 
be formed in the pipes exposed to high heat flux. If the diameter of the bullet- 
shaped vapor bubbles is almost equal to the tube diameter, dryout and the consequent 
damage of the tube may occur. Slug flow pattern should also be avoided in long 
distribution lines due to its harnmering effect. In such cases, it is important to choose 
the flow conditions in order to avoid the occurrence of slug flow in pipes. I t  is also 
important to have reliable methods to predict when or where such an unsafe flow 
pattern rnay take place. 
In sorne chemical processes, it is usefui to increase the contact surface between gas- 
liquid phases in order to improve the mass transfer for a better chemical reaction. In 
such processes finely distributed bubbles are needed to mavimize the interfacial area 
between the two phases. Therefore, it is important to determine the flow conditions 
which bruig about the required flow pattern, i.e., bubb1y flow pattern. 
In nuclear power reactors, a situation which is of special interest to  nuclear designers, 
is to predict two-phase flow transients under various operating condisions or under 
the lm-of-coolant-accident condjt ions. Most modem thermal hydraulics codes used 
for calculating steady state and transient flow conditions are based on the use of sep 
arate flow equations for the vapor and liquid phases. Thus, separate time dependent 
conservation equatiow for mas, momentum and energy are applied for each p h a .  
Under condit ions of thermal and mechanical non equilibrium, e-g., saturated steam 
in contact with subcooled liquid or superheated stearn c.urying droplets of water at 
saturation temperature Rowing wi th different phase velocit ies, the transfer of mas, 
momentum and energy between the phases depends on the distribution of the phases. 
Therefore, constitutive relationships are required to account for interfacial terrns that 
are influenced by the distribution of the phases in the flow. In such situation, it is 
important to  predict the flow patterns since the constitutive reiationships that are 
required to solve the equations of the system are very sensitive to the topology of the 
flow. 
Twephase flow patterns depend on the fluid properties, the flow rates, direction of 
the flows, the geometry of the conduit and the flow orientations. 
In the past, flow patterns were identified experimentally using direct andior high 
speed photographie techniques. Flow pattern maps have been proposed which use 
dimensional coordinates based on the liquid and gas superficial velocities or non- 
dimensional groups that take into account the properties of the fluids, the velocity 
field and the geometry of the conduit. Dukler and Taitel (1977) have shown that 
there exists little agreement among these maps. The discrepancies between them are 
mainly due to subjective criteria used by different investrgators. Therefore, the lack 
of generali ty and accuracy of flow regime maps still requires objective Flow pattern 
identification methods based on rigorous statistical objective analyses. 
In general, two-phase flows are characterized by an inherent random behavior. It has 
been shown that specific statistical characteristics of local void fraction or differential 
pressure measurements are strongly related to  the flow patterns for both adiabatic 
(Jones & Zuber 1975; Vince & Lahey 1982; Matsui 1986; Costigan & Whailey 1997; 
Elkow & Rakallah 1997) and diabatic flow conditions (Jain & Roy 1983). A straight 
forward statistical analysis leading t o  flow pattern identification was fint s u w t e d  
by Jones & Zuber (1975). They applied the probability density function (PDF) to 
void fraction measurements carried out using the X-ray ~bsorption technique. Vince 
&- Lahey (1982) suggested the use of the second statist ical moment as an auxiliary 
tool for flow pattern identification. Dan & Pattanayak (1993) and Costigan 8; m a l -  
ley (1997) conducted an experimental flow pattern study by applying PDF analysis to 
void fraction signals obtained with electrical impedance probes. Elkow &- Rezkallah 
(1997) applied PDF to the signals obtained with capacitance sensors. For slug flows, 
Costigan & Whalley (1997) used cross-correlat ion techniques to provide stat ist ical 
data on the lengths of slugs. They provided more experimental information in pre- 
dict ing the boundaries between different flow patterns. 
The analysis of the fluctuating component of signals obtained from pressure measure- 
ments has recently been considered as a promising objective technique for two-phase 
flow pattern identification (Han, 1998; Teyssedou & Han, 1998). In general, com- 
pared to void fraction, the presure measurements are easily accessible even for flows 
with heat addition. Fùrther, the pressure signals may contain enough information 
to determine not only the flow patterns but also other flow properties. Hubbard & 
Dukler (1966) and Nishikawa et al. (1969) were among the first to apply spectrum 
analysis of the signals obtained from pressure measurements in order to identify flow 
regimes. Akagawa et al. (1971) investigated the frequency distribution or PDF of 
differential pressure signals produced by slug flows. They observed that the distri- 
bution was afZected by the distance between the pressure taps. ' h t u  (1982, 1984) 
used the PDF of differential pressure signals to establish a quantitative criterion for 
b u b b l e t ~ l u g  transition. Matsui (1984, 1986) performed more detailed flow pattern 
identification studies by using the PDF, cr~â~-correlation a d variance of differential 
pressure signals. Almost al1 of the aforementioned work provided only qualitative 
statistical descriptions of the flow patterns. 
The present work is intended to determine the flow patterns by analyzing the fluc- 
tuating component of both void fraction and differential pressure signals, collected 
from vertical air-water two-phase flows. 
Chapter 1 gives a comprehensive review of dinerent techniques used to identify the 
fiow patterns. The most significant results encountered in the literatures are discussed 
in detail. 
Chapter 2 describes the experimentai facility used in the present study, including the 
air-water loop, the test section and the instrumentation. 
Chapter 3 presents the e-xperimental procedures. We present the exper imental resul t 
obtained during the calibration of the system under both single- and two-phase flow 
conditions. These results are used later in the anatysis of flow pattern data. 
Typical experimental resuits used for flow pattern identifications are presented in 
Chapter 4. 
Chapter 5 presents the mmplete analysis using four statistical moments, the proba- 
bility density function and the power spectrum density function for the fluctuating 
signals of both void fraction and pressure. 
Chapter 6 presents two quantitative criteria for flow pattern representation. These 
are local modes of PDF anci energy-spectrum ratio based on PSDF. Two flow pattern 
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rnaps based on these two quantitative criteria are a b  constructed, respect ively. 
The concluding remarks of the current work will be presented in the Iast chapter. 
Chapter 1 
Literature Review 
In general, there are two major methods that have been used to identify two-phase 
flow patterns. One method is to predict the transitions between different flow pat- 
terns using analytical models and correlations; the other method is to identify the flow 
patterns by using experimental tools. The method using experimental tools can be 
hrrther classified into two different approaches. The traditional approach is to iden- 
tify the flow patterns by viewing the flow through transparent channels, or by high 
speed photography, and to construct the flow pattern map which indicates the flow 
pattern existence domains direct ly from the experimental observation. The modern 
experirnental approach for flow pattern identification is based on the statistical anal- 
ysis of the fluctuating characteristics of the flow, such as void fraction and pressure. 
This approach is usually referred to as an "objective" flow pattern identification. 
As an introduction to the discussion of flow pattern identification it is helpful to start 
with a description of flow patterns. 
8 
1.1 Description of Two-Phase Flow Patterns 
For typical upward CO-current two-phase flows the following flow patterns can be 
identified: bubbly flow, slug flow, churn fiow and annula flow (including wispy- 
annula flow). These flow patterns are shown in Fi,we 1.1. 
For bubbly two-phase fiows, the gas is uniformly distributed in the f o m  of discrete 
bubbles in a continuous liquid phase. The bubbles are usually distorted spheres 
having relatively small dimensions. 
In slug flows, most of the gas is concentrated in large bullet shaped bubbles which 
have a diarneter airnost equal to the pipe diameter. These gas bubbles move uniformly 
upward and are separated by slugs of continuous liquid that fil1 the pipe. These liquid 
slugs may or may not contain small entrained gas bubbles. Between the gas bubbles 
and the pipe wall, one can observe a slowly descending thin film of liquid. 
Churn flow is considered as a more chaotic and disordered flow pattern than slug 
flow. The bullet shaped gas bubbles which are seen in slug fiows become narrow and 
their shape is distorted. The continuity of the liquid that separates the gas bubbles 
is repeatedly destroyed by a higher gas concentration in the liquid slug. When this 
occurs the liquid in the liquid slug falls down, merges with the oncorning liquid slug 
and is again lifteci by the gas. This flow has an oscillatory character and hence is 
described as "churn" Row. 
Annular flow is characterized by the continuity of the gas phase in the central region 
9 
(core) of the pipe surrounded by a liquid annulus on the pipe wall. The liquid phase 
moves upwards partly as wavy liquid film and partly in the form of droplets entrained 
in the gas core. Wispy annular flow occurs as a result of the agglomeration of the 
liquid droplets in the gas core into large strealcs or wisps. 
1.2 Flow Pattern Detection Methods 
There are various methods available to detect flow patterns. Tkaditionally. flow pat- 
terns have been identifieci by visual observation or by using high speed photography 
through transparent channels (Cooper et al. 1963; Hewitt & Roberts, 1969). When 
the pipes are opaque, X-ray or y-ray attenuation methods can be used (Vince & 
Lahey 1982; Jain 1983). As this technique is applied, the channel's material and 
thickness should be carefully chosen to avoid heavy absorption of the X-rays. Elec- 
trical contact probe techniques have also been employed to study the structure of 
two-phase flows. If a two-phase media is an electrical conductor then an electrical 
conductivity probe can be used (Das & Pattanayak 1993; Costigan & Whalley 1997). 
If a two-phase media behaves as a dielectric material then an capacitance sensor can 
be applied (Elkow & Rezkallah 1997). A thermal neutron scattering technique has 
been used to determine the structure of two-phase flows (Lubbesmeyer 1984; Kozma 
et al. 1992). The identification of two-phase patterns using pressure signals may be 
considered as a promising technique (Matsui 1986: Spedding & Spence 1993). 
1.3 naditional Experimental Flow Pattern Iden- 
tification 
Traditionally, Row pattern maps propwd for flow pattern transition boundaries have 
been determined directly from experiments. As discussed in the previous section, flow 
patterns were usuaUy identified by viewing the flow through transparent channels or 
by high speed photography. During the e.xperiments of flow pattern visualization 
or photography, experimenters also measure important flow conditions, such as gas 
and liquid flowrates and average void fraction. The observed flow patterns or their 
transit ion boundaries are then related to two flow parame ters, or to two parameter 
groups with each parameter group combining the flow conditions and fluid properties. 
These two parameters, or parameter groups, are used to define a coordinate system 
in which the boundaries between different flow patterns may be charted. This leads 
to a flow pattern rnap. In general, there are two groups of coordinates used for the 
most commun published maps. 
One group represents the data in a plane where non-dimensional coordinates or a 
combinat ion of dimensional and non-dimensional coordinat es (Baker 1954; Tai tel & 
Dukler 1976; Weisman et al. 1979) are used. In this group, the variables that are 
used to define the coordinates of the system include fluid properties, flow conditions 
and even the flow channel geometry. The coordinate systems are different according 
to different authors, and hence they have been more or less subjective and arbitrary. 
There is no agreement on the best coordinate system so r'ar. 
Another group represents the system simply by gas and liquid superficial velocities 
J, and JI (Gr= th & W l i s  1961). The superficial velocity of a given phase is defined 
as the volumetric flowrate of that phase divided by the cross sectional area of the 
conduit. Another simple coordinate system, represented by gas and liquid superficial 
momentum flux p& and pl$, has also been used by Hewitt & Robert (1969) and 
Mandhane (1974). At present, superficial gai and liquid velocities have been widely 
suggested as coordinates for flow regime maps, because they are simple. practical and 
represent main flow parameters. 
1.4 Objective Flow Pattern Identification 
Objective Flow Pattern Identification based on the statist ical analysis of the signals 
produced by the fluctuation of properties such as void fraction or pressures have 
received increased attention during the recent years. 
Some research works carried out for air-water cold-flow experiments have shown chat 
the fluctuations of void fraction or differential pressure may provide a good insight into 
the flow pattern. However, the development of more appropriate predictive methods 
still require reliable e'iperimental information. Therefore, in order to overcorne the 
sub jectivity of the tradit ional flow pattern identification met ho& and to d u c e  the 
inmmpleteness of t heoret ical predict ive methods, it is necessary to develop objective 
flow pattern identification criteria for practical applications. 
Many experimental studies have been carried out for the purpose of applying statis- 
t ical flow pattern identification me thods. S tat istical funct ions such as the probability 
density fimction (PDF) and the power spectral density function (PSDF) have been 
used in flow pattern identification. 
1.4.1 Flow Pattern Identification with Void Fkaction Signals 
Initially, flow pattern identification, based on the analysis of void fraction, was carried 
out by Jones & Zuber (197 5) .  An air-water two-phase mixture, flowing vertically in 
a rectangular test section, was used as the working fluii. They used the technique 
of the absorption of high energy X-rays for flow pattern identification. The system 
utilized a dual beam X-ray device. One of the bearns passed through the two-phase 
mixture, and the other beam pwed  through a reference sample. The flow patterns 
was also observed by visualization. A typical result for PDF is shown in Fieme 1.1. 
For bubbly flow, it can be seen that the PDF is characterized by one pronounced 
peak. This peak is produced by smail void fraction fluctuations taking place around 
a mean value. For annular flows, they found a single peak that corresponds to the 
high void fraction region. These types of single peak PDFs are related to the so called 
unimodal flow distribut ions. In contrast, slug flows are characterized by the presence 
of two peaks, i.e., a bimodal distribution. The low void peak corresponds to the low 
void Lraction liquid slugs that contained small-diameter bubbles in the water. The 
high void peak corresponds to the large gas bubbles in the tube. No PDFs were given 
by the authors for churn flows. 
Vince & Lahey (1982) have dernonstrateci that the information available from PDF 
is not sufficient to distinguish the flow patterns. They recommended the use of the 
variance or the second central moment around the mean value of the PDF distribution 
as an indicator for pattern identification. By plotting the vaiance as a function of 
void fraction, as shown in Figure 1.2, they found that a discont inuity in the slope of 
the variance can be noted at about 0.04 for both the transitions from bubbly-to-slug 
and from slug-to-annular flows. A variance greater than 0.04 indicates slug flows 
while smaller variances indicate bubbly or annular flows, depending on the mean void 
fraction. For slug fiows, the presence of low void fraction due to the entrained bubbles 
in the liquid slugs, and a high void region due to the large sphericd cap bubbles, 
produces a large variance from the mean. The disappearance of the liquid slugs 
contributes to a significant decrease in the variance which w n  therefore be used as an 
indicator of transition from one pattern to another. However, they admitted that the 
transition at a variance of 0.04 may be only characteristic of t heir experimental facility 
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with low pressure air/water flow in a 2.54cm I.D. vertical tube. They suggested that 
more experirnental work was still required. 
Similar PDF studies for flow pattern recognition carried 7ut in a vertical round tube 
were also reported by Das & Pattanayak (1993). Kelessidis & Dukler (1989) also re- 
ported data coilected in vertical concentric and eccentric annuli. Costigan & Whdley 
(1997) have perfomed flow pattern identification wi th PDFs and reported similar 
PDF results for flow patterns to those obtained by Jones & Zuber (1975) in vertical 
two-phase flow. They concluded that under low liquid flowrates bubbly flow occurs 
for void fraction less than 45% at al1 times and annular flow exists when the void 
fraction are higher than 80%. Stable slug flow exists when the two PDF peaks are 
respectively around void fraction of 40% and 80% or higher. 
Power spectrum density function has been used by Jan & Roy (1983) for flow pattern 
identification ~ 4 t h  the signals of static pressure and void fraction collected in a vertical 
heated concentric annular test section. The pressure was rneasured with a piezo- 
electric pressure transducer and the void kact ion wit h a dual-beam X-ray system. 
The analysis of the pressure signals has shown the presence of several PSDF peaks 
for bubbly flows. Hoivever, for slug flows, o d y  a single peak was observed. A single 
peak was a h  seen for annular flows. The study of the void fraction signds showed 
sirnilar features of the PSDF. 
Wang et al. (1988, 1990) also used PSDF in flow pattern identification with the void 
fraction measured signals in a upward vertical flow system. They further proposed the 
term "High-Frequency Contribution Fraction" (HFCF) in flow pattern recognition. 
HFCF was d e h e d  as the ratio of the PSDF of high frequency components to the 
PSDF of the whole frequency components: 
N/2 -  1 
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where, N was the sampling size; A f was bandwidth resolution, given by : 
The symbol "s" in Equation 1.1 is a data point in order to give the boundary between 
low and high frequency components. Wang et al. (198ti, 1990) chose 10Hz as the 
boundary between low and high frequencies because they found that there was no 
PSDF peak appearing above 1OHz for al1 the spectra of slug flows during the exper- 
iments. Therefore, the value "s" can be approximately calculateci from Equation 1.2 
such as: 
Since for bubbiy flows the fluctuating component of the signals are characterized 
by mal1  amplitudes and high frequencies, the HFCF is the highest for this flow 
pattern. In annular Aows the interfacial waves with various amplitudes and periods 
contribute to  high frequency components, while the dmpIets contained in the gas 
core occasionally contribute to low fiequency components, and therefore the HFCF 
for annular flows is of a middle value. In slug flows the HFCF value is the srnallest, 
which differentiates this kind of fiow pattern from those of the other flow patterns. 
Churn flow is regarded by Wang et al. (1988, 1990) as a transition flow between slug 
flow and annular flow, and the HFCF vdues of churn flow are between those of slug 
flow and amular  flow. 
1.4.2 Flow Pattern Identification Using Neutron Noise Anal- 
ysis 
It  has been s h o w  that the characteristics of the neutron-detector signals depend 
on the flow pattern of the liquid. As the two-phase flow has a fluctuating nature, 
the resulting measurements of the neutron densities exhibite a fluctuating inten- 
sity, reflecting both the local and global variations in the flow structure. Therefore, 
some researchers have proposed a method for flow pattern identification in boiling 
water reactors by analyzing the neutron-detector signals using statistical fimctions 
(Lubbesmeyer & Leoni 1983; Lubbesmeyer 1984; Kozma et ~1.1992). This method is 
based on a cornparison of several statistical functions of known flow-pattern signals 
in a simple air-water test facility and the equivalent functions cornputed from the 
neutron-detector signak of the investigated two-phase flow in boiling water reactors. 
Kozma et al. (1992) have reportai the experimentd study of flow pattern identifica- 
tion in boiling two-phase flow using neutron noise analysis. Air and water were used 
as the working fluid, flowing vertically in a narrow rectangular charme1 between the 
fuel plates of a simulated reactor fuel assembly. The fuel assernbly was electrically 
heated. Flow patterns have been obtained by varying the coolant flow rate and the 
electrical power. Neutron detectors were located avially in the neighborhood of the 
boiling region. The signais from neutron detectors were used for PDF analysis. The 
aut hors have analyzed the data using the following four stat ist ical moments: 
The first moment, the mean value of the signal, denoted by E. 
The variance, or the second central moment, a measure of scattering around 
the mean value of the signals, denoted by a2. 
The skewness coefficient, or the third central moment normalized by the third 
power of the standard deviation, a measure of the asymmetry of the distribution, 
denoted by 7. 
The kurtosis coefficient, the fourth centrai moment normalized by the forth 
power of the standard deviation, a mesure  of the peakedness of the distribution, 
denoted by A. 
The authors have found that slug flow are characterized by two PDF peaks and a large 
variance of the PDF. They argued that the large variance is due to the mcillating 
character to partial channel blockage caused by stearn slugs generated periodically 
between the plates. The value of the kurtosis coefficient is srnailer than 3 (almost Rat 
PDF). On the ot her hand, POFs of bubbly and annular flows are single-peaked. Their 
variances are small. The values of kurtosis coefficient are greater than 3. Bubbly and 
annulx flow patterns can be distinguished on the basis of the position of the PDF 
peak. For bubbly flows the PDF peak corresponds to low void fraction values, while 
for annular flows the observed peak corresponds to a high void fraction. The skewnes 
coefficient of the PDF, however, did not produce a consistent criterion for flow pattern 
identification. Moreover, the PSDF has shown that slug flows are characterized by a 
strong peak a t  low frequencies. 
1.4.3 Flow Pattern Identification Using Pressure Signals 
Statistical analysis using pressure signals, rather than void fraction, has been a 
promising tool for flow pattern identification. Compared with the measurements 
of void fraction, the instruments for rneasuring pressure signals are l e s  complex. 
Pressure signals are easily accessible to measurements and may contain sufficient in- 
formation on the features of the various flow patterns. In boiling water reactors, it 
has been shown that the fluctuations of pressure signals are strongly afTected by the 
transient characteristics of flow patterns. However, to the author's knowledge, few of 
the published papers have reported the research on flow pattern identification using 
pressure signals. 
The first attempt to relate the fluctuating pressure signals to flow patterns was that 
of Nishikawa (L969) who investigated the statist ical propert ies of stat ic presures of 
each fiow pattern in upward air-water flow in a 26.0 mm I.D. tube. Requency dis- 
tribut ion and power spectrum densi ty function of static pressure signals for different 
flow* patterns were presented. However, the fluctuations of the static pressure signais 
consists of two parts. One part of the fluctuations is due to the mechanical vibrations 
of the whole measuring system, which is called the global fluctuation. The other part 
of the fluctuations is due to the flow fluctuation, or void fraction fluctuation, in the 
measuring section, which is called local fluctuation. It is obvious that onIy the Iocd 
fluctuation is relateà to the flow pattern. Static pressure signals are not the prefered 
signals for the statistical analysis of flow pattern identification since only part of the 
statistical information of the signais is related to the features of the flow patterns. 
The determination of flow regimes by the statistical characteristics of the static pres- 
sure presents sorne dificulties in the research of Nishikawa (1969). For esample, the 
PSDF of the static pressure signals for siug flows presents more than one peak and it 
is difficult to tell which peak represents the periodical feature of slug flows and which 
one is due to the system vibration. 
In order to eliminate the effect of static pressure fluctuations which contain informa- 
tion from regions outside the test section, Akagawa et al. (1971) used the differential 
pressure or pressure &op, instead of the absolute pressure, in their study of slug flows 
in a vertical air-water flow bop. They verified that the system mechanical vibration 
has the çame effect on the fluctuation of the static pressure signals measured at dif- 
ferent locations along the test section. Henœ, this cornmon e k t  cornhg from the 
whole system distur bances can be eliminated by using the signal resul t ing frorn the 
subtraction of two static pressures. This leads to the use of differential pressure signal 
for statistical analysis for flow pattern identification. PDF as an important statistical 
feature was used by Akagawa et a[. (1971) for the dinerential pressure signals on 
slug flows. They found that the PDF distribution was also sensitive to the distance 
between the two differential pressure taps. The PDF for the differential pressure over 
a long distance hâs shown a one-peak normal distributior, for slug flows. This distri- 
buticn for slug flows has s h o w  no difference from that for bubbly flows. However, 
the PDF for the differential presure over a small distance has shown a two-peak dis- 
tribution. This suggested that a series of properly chosen differential pressure signais 
could be used to identify the flow patterns. 
A detailed study on PDF analysis using differential pressure have been carried out by 
Matsui (1984, 1986). The experiments were carried out in a tube having 22.0 mm I.D. 
with a mixture of water and nitrogen as the working fluid. In the paper, a norrnalized 
differential pressure was given, which is the ratio of the differential pressure of the 
two-phase mixture, Ap?? to the dinerential pressure of the still fluid column in the 
corresponding test section, AN. It is expresed as: 
The author assurned that the acceleration and friction pressure losses in the two- 
phase flow could be neglected because their values were very small compared with 
(Am - Am). 
Therefore, when the test section is fui1 of water the quantity (1 - AP) is equal to 
zero, while the quantity (1 - AP) is equd to one when the test section was empty. 
This quantity represents approximately the average void fraction in the test section. 
The normalized quantity (1 - AP) which is denoted by AP' was used to perform the 
PD F analysis : 
In order to study the relat ionship between the PDF distribut ion of differential pressure 
fluctuations and the distance where the two pressure taps are rnounted, two distances 
for differential pressure measurements were chosen. The short distance is equal to 
the inside radius of the pipe in order to recognize spherical cap bubbles flowing in 
the pipe. The large distance is equd to ten times the diameter of the pipe. The 
arrangement of the dilferential measurements is shown in Figure 1.3. 
Under the same experirnental conditions, the differential pressures over both the small 
and large distances were collected. The PDFs were analyzed using the norrnalized 
differential pressure for the small distance (AP,') and for the large distance (APZ), 
respectively. Typical results of PDFs as the funct ion of void fraction for each flow 
pattern are shown in Figure 1.4. 
For bubbly fiow in which small bubbles are dispersed uniformly in the liquid, the 
PDFs of both AP,' and AP: show a normal type distribution with a single sharp 
peak a t  a low void fraction. 
Since for slug Aow, the gas-plug and the liquidslug with smdl  entrained bubbles 
p a s  alternatively through the  pressure sensor, the PDF of AP,' shows a pecuiiar 
distribution with two peaks. The liquidslug with small bubbles contributes to the 
peak at a low void fraction, while the gasslug contributes to the peak at  the higher 
void fraction. Matsui (1986) e.~lained that the peak on the left side is higher than 
the peak a t  the right side because the liquid-dominant portion is longer than the 
gas-dominant portion, therefore the ratio of two peaks in slug flows indicates the 
ratio of liquid and gas dominant portions of the slugs. However, the PDF of APC for 
slug flow shows a distribution with one peak. It has been shown that some statistical 
information is lmt when the distance between pressure taps is increased. 
For churn Row, the gas bubbles have degenerated into longer ones and move more 
frequently through the test section. It is still a periodical ?atterri, however, the PDFs 
of both AP,' and APcœ did not show typical two-peak featwes for churn slows. 
For annular flow, the PDF of AP,' shows a wider normal type distribution. A sharp 
peak distribution is obtained for AP;. 
It has been shown that the PDFs of the differential pressure measured over a small 
distance exhibits the statistical characteristics of flow patterns. 
Matsui (1986) has further tried to fit the PDF data of the differential pressure over 
the small distance using Gram-Charlier polynornial expression. It is sugesteci t hat  
the flow patterns can be identifiecl with the statistical parameters, such as mean, 
variance, skewness coefficient and escess coefficient, instead of calculating the PDF. 
After calculating the mrresponding statistical parameters, the fit ting cuves of PDF 
can then be constructed. 
The GramCharlier polynornial expression of order n = 6 was chosen by the author 
p.,, is the n-th central moment defined in section 5.3. -iz is called the excess coefficient. 
The excess coefficient is the value of the kurtosis coefficient (A) minus three. 
The variable X in Equation 1.5 is normalized by the mean? E, and the standard 
deviation, a, given by: 
The results of curve fitting for the PDF data are shown in Fi,ve 1.5. In general, 
the fitting to  the PDF distribution is good, except that the fitting for slug flows 
sornetimes has negative values of low tertiary peaks. These tertiary peaks are due to 
the nature of the polynomial used by the author. 
The results of curve fitting has shown t hat the statistical parameters, which are used 
to determine the coefficients of the Gram-Charlier polynomial, characterize the PDF 
distributions of flow patterns. The values of these parameters can be obtained by 
direct ly processing the s i p a l s  from different i d  pressure fluctuation measurements. 
Therefore, the envelope of the PDF configuration of flow patterns can be obtained 
based on these parameters, without calculat ing the PDF from the different i d  pressure 
signals. 
I t  has been found that the average value, E, becomes larger with the transition of 
flow patterns from bubbly fiow + slug flow -. churn flow - annular flow. 
The variance, a*, for bubbly flow is the smallest. The variance for slug flow is larger 
than that for bubbly flow. The variance of churn flow is the largest among the four 
flow patterns. The churn flow is regarded as the rnost chaotic flow pattern. In annu la  
flow the variance is less than that seen in slug or churn Bow, but larger than that  seen 
in bubbly flow. The above variance results of Matsui (1986) show the same trends as 
those of n i t u  (1982) and Kozma (1995). 
The skewness coefficient is considered to be a measlire of the asyrnmetry of the PDF 
distribution. If 71 is positive, the long tail of PDF shodd be on the positive side 
of the distributions, and if is negative, the Iong tail is on the negative side. For 
bubbly and annular flows, the skewness is rather small. The skewness for slug flow 
has a larger and positive value, while the skewness for ehurn flow has a large and 
negative value. 
The excess coefficient is used as a measure of the degree of flattening of a frequency 
cuve  near its center. If y, is positive, the frequency cuve  is taller and slimmer 
in the neighborhood of the maximum point. As an example, a normal distribution 
has a small value of the excess coefficient. Thus the distributions of bubbly flow 
and annula flow should have positive values of the excess coefficient. For slup or 
churn flow the distributions should be flatter than normal distributions, and the 
value should be negative. However, Matsui (1986) did not provide correct results 
of the excess coefficient. For examples, the flow which was classified as churn flow 
by Matsui (1986) might be classified as churn-to-annula transition flow by other 
authors. In view of the Iack of theoretical understanding of flow transitions, objective 
criterion for flow pattern identification needs to be developed in the meantirne. 
Similar PDF studies were also reported by n i t u  (1982) and Das & Pattanayak (1993). 
In their studies, the PDFs of chum flow show a two-peak distribution, which reveals 
the periodic feature of this kind of flow. 
In general, two-phase flow fluctuations may contain some dynamic information that 
could be tailored into a statisticai mode1 to provide a flow signature, i.e., flow char- 
acteristic. This kind of flow signature can provide a quantitative description of the 
different two-phase flow regimes. 
In an effort to carrying out a quantitative analysis for flow pattern identification, King 
et al. (1988) used another statistical tool, called the time series analysis method, to 
ident i& air-water two-phase flow regimes based on the differential pressure signals. 
The experiments were carried out in a vertical 24 mm I.D. tube. The auto-regressive 
moving-average (ARMA) model as a basic difference eq~-ation in the form of a time 
series has been used. This model represents the relationship between the driving 
forces, Le., a white noise random input (a,), and the pressure output (Pt) .  The order 
of the AhVA model and the value of the dynamic signature that can be obtained 
from the model have been used as two quantitative statistical parameters for flow 
pattern identification. The ARMA mode1 is expressed by : 
where, &i(i = 1,2, ..., n) is the autoregressive parameter, B j ( j  = 0,1, ..., n - 1) is the 
moving average parameter and n is the order of the ARMA model. The order of 
the model is determined by the "trying' method. The residual variance of ARMA 
is calculated for several different values of n. The value of n which results in the 
minimum residual variance is chosen or optimized as the order of the model. 
The dynamic signature r]  is defined as: 
original variance of pressure signals ' = residual variance of ARMA mode1 ' 
A detailed algorithm for the residual variance of the ARMA mode1 is given in King 
et al. (1988). The dynamic signature, the order of the ARMA model and the power 
spectrum density function based on the ARMA mode1 shown in Figure 1.6, are 
combined to identify the flow patterns. 
For bubbly flow sorne peaks exist in the spectrum. King et aL(1988) explained that 
these peaks can be attributed to a series of dense and sparse bubble clouds. The 
dynarnic signature had lower values compared with that of other fiow regimes. 
For slug fiow most spectral density cuves presented a dominant peak a t  a low fre- 
quency, which reflected the periodic nature of slug flow. The peak width for underde- 
veloped slug fiow was wider than that for fully developed slug flow. This phenornenon 
could be attributed to  the variations in the lengths of gas bubbles and liquid siugs 
under different flow conditions. The dynamic signature, 7, of slug flow had an inter- 
mediate value. 
The amplitude of the pressure fluctuations for churn flow was larger than that of any 
other flow regime. The value, q? for churn fiow was quite high. 
For annular Row, the authors had difficulty in providing consistent values of the 
dynarnic signature. 
It has been found that the order of the ARMA model for annular flow is always equal 
to 2 and that it was greater than 2 for churn flow. 
Therefore, the flow patterns are determinable based on i he classification of the sta- 
tistical features. 
1.5 Theoretical Models for Predicting Flow Pat- 
tern Transition Boundaries 
Some investigators have directed their efforts towards the development of theoretical 
models for the prediction of the flow pattern transition boundaries, which is helpN 
for us to theoretically understand the mechanisms that govern the changes from one 
flow configuration to anot her. The coordinate system consist ing of the superficial 
gas and liquid veloci t ies was commonly used for construct ing the t heoretically based 
flow pattern map. The principal work in this field was carried out by Taitel et al. 
(1980), Mcquillan & W h d y  (1985), Mishima & Ishii (1984), Dukler & Taitel (1986) 
and Barnea (1987). 
Taitel et d(1980) as well as Dukler & Taitel (1986) gave theoretical based criteria 
covering al1 the typical flow pattern transitions. Barnea (1987) tried to generalize 
the existing transition models to take into account the effect to the inclination of the 
pipe. 
Due to the fact that the churn flow pattern is the most coinplex one, some researchers 
focused their attention on the study of the transition curves for slug-techurn flow 
(Brauner et al. 1986; Jayanti et al. 1992; Mao & Dukler 1993). 
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1.5.1 Flow Pattern Transition from Bubbly to Slug F~OWS 
The transition process fiom bubbly to slug flow needs an agglorneration or coalescence 
mechanisrn to take place. In generai, as the gas flow rate is increased, the gas portion 
in the flow increases and more bubbles are generated in the pipe. As the number 
of the bubbles increases, the distance between them decreases. This closer bubble 
spacing results in an increase in the rate of coalescence. However, when the liquid 
flow rate increases, the turbulent fluctuations associated with the flow a n  cause the 
breakup of larger bubbles formed as a result of agglomeration. Thus, two processes 
control the stability of bubbly flow. One is the bubble agglomeration caused by the 
coalescence of bubbles; the other is the bubble breakup criused by the increase of the 
turbulence in the liquid phase. 
Taitel et  al. (1980) for the first time divided the bubbly flow into two distinctive 
regimes. One was cailed bubbly flow in which the flow was not sufficiently turbu- 
lent to suppress the formation of relatively larger gns bubbles, and the second was 
called dispersed bubbly flow in which bubble breakup due to the turbulent force was 
dominant. 
According to the published data of Taitel et al. (1980), for low Iiquid flow rates, Le., 
conditions under which bubble breakup due to turbulence was small, the void Fraction 
rarely exceeded 25%. Together with the relation for the rise velocity of large bubbles, 
they proposed the following criterion for transition from bubbly flow to slug flow: 
where, Jg and Ji are gas and liquid superficial velocities respectively; p, and pl are 
gas and liquid densities respectively; g is gravity field constant and o is the surface 
tension. 
Once the fluid properties were known. the transition curve could be plotted using a 
J1 vs Jg (represented by JI, vs J', in Figure 1.7) coordinate system. They pointed 
out that this representation was invariant with respect to the size of the tube. 
At high liquid flow rates, once the turbulent fluctuations were vigorous enough to 
cause the bubbles to break up into srnaller sizes, coalescence was suppressed and the 
dispersed bubbly flow pattern m u t  develop. In general, the void fraction in the pipe 
could be higher than 25% in this situation. For vapor void fractions higher than 25%. 
Taitel et al. deduced the following transition mode1 for the flow conditions at which 
turbulent induced dispersion took place: 
where, D is the tube diameter and ul is the kinernatic viscosity of the liquid. The 
plotting of this equation resulted in cuve B as shown in Figure 1.7. 
However, regardless of how much turbulent energy was available to disperse the mix- 
ture, bubbly flow cannot exist at  packing densities abcve a = 52%, which is the 
maximum void fraction of spherical bubbles arranged in a cubic lattice. Thus the 
cuve  B delimiting dispersed bubbly flow must terminate at curve C in Figure 1 .? 
which related J, and J, for rr = 52%. 
It has been shown that, in bubbly flow, the flow contained deformable bubbles which 
moved upwards with a zigzag motion with Taylor-style bu5ble appearing occasionally, 
whereas in dispersed bubbly flow, Taylor bubbles were absent. I t  was also argued that 
dispersed bubbly flow can be observed over the whole range of pipe inclination, while 
the bubbly flow pattern can be oniy seen in vertical flows for relatively large diameter 
tubes (diameter bigger than 5 cm). This observation was also confimed by the 
es~eriments carried out by Bamea (1987). 
In conclusion, it seemed that the averaged void fraction is the main factor in the 
determination of flow transition hom bubbly to slug flow. 
1 S.2 Flow Pattern lkansition from Slug to Churn Flows 
The slug-to-churn transition was rather difficult to describe exactly, because of the 
disagreement that existed between the possible mechanisms responsible of trisering 
churn flow. 
For the transition from slug to chum flow in upward vertical tubes, there existed four 
major mechanisms: 
O entrance effect (Taitel et al., 1980; Dukler & Taitel, 1986 and Mao & Dukler 
1993), 
m wake effect (Mishima & Ishii, 1984), - bubble malescence (Brauner & Barnea, 1986), 
.r flooding (McQuilian & Whalley, 1985 and Jayanti & Hewitt, 1992). 
Taitel et al. (1980); Dukler & Taitei (1986) and Mao gi Dukler (1993) treated churn 
flow as an entrance phenornenon. It was argued that a liquid slug between two bubbles 
was unstable and alternately rises and falls. The liquid slug was too short to  support 
a stable liquid bridge between two consecutive gas bubbles. The falling f lm around 
the bubble penetrated deeply into the liquid slug creating a highly agitated aerated 
rni~ture, at which point the liquid slug disintegrated and falled in a chaotic pattern. 
Most of this liquid merged a t  a lower level with the ne-ct liquid slug and resumed 
its upward motion. This process repeated itself and the lengths of liquid slug and 
gas bubble increased as they moved upward. Thw, if the pipe was long enough, 
this collapshg and merging of successive slugs would ultimatety become stable and 
lead to steady slug flow. As the gas flow rate increased, the length of this entrance 
region increased. According to the entrance effect model, churn flow was gsentially 
a developing slug flow, and stable slug flow would be formed if the length of the pipe 
was greater than a certain value. The resulting flow pattern maps were compared 
with the authors own experiments carried out in a tube of 2.5 cm I.D. a t  low pressure 
for a air-water mixture. However, the experiments of Jayanti & Hewitt (1992) showed 
that churn flow pattern can be still observed in the region of the tube in which slug 
flow was predicted to prevail by Taitel et al. (1980). 
Mishima & Ishii (1984) attributed the collapse of the liquid slug t o  the wake effect of 
gas bubbles. At a point close to the slug-churn transition, the liquid slug would be 
very short, and the gas bubbles would be very close to each other. This would create 
a strong wake effect which would destabilize the liquid slug and destroy it. This led 
to the occurence of c h m  flow. 
Mishima & Ishii (1984) proposed a theoretical model to determine the transition 
from s l u g - t ~ h u m  flow. In general, there was good agreement between the mode1 
and their experimental data obtained under atmospheric pressure. However , t heir 
slug-to-churn transition c w e  was in disagreement with that obtained by Taitel et 
ai. (1980). This might be due to the large difference in the proposed mechanisms of 
the slug-to-churn flow transit ion. 
Brauner & Barnea (1986) attri buted the slug-to-churn transition to  the coalescence 
of bubbles within the highly aerated liquid slugs. Accor4hg to them, the gas phase 
was entrained in the liquid slugs and was kept in the form of dispersed bubbles 
because of the turbulence within the slug. When the void fraction in the liquid slug 
reached a value of 52%, the separation between bubbles became too small and the 
coalescence of bubbles took place. This destroyed the identity of the liquid slug and 
led to churn Bow. Thus, the transition fkom slug to churn flow occurred when the void 
fraction in the liquid slug was higher than 52%. The model they proposed showed 
good agreement with their experimental data. The prediction of their model was 
also in agreement with the work of Dukler & Taitel (1986) for the tube length-to- 
diameter ratios of L / D  = 250 - 500. However, the mode1 was not able to predict 
the experimental data of Jayanti & Hewitt (1992) obtained under low liquid flow rate 
conditions. 
Flooding is a phenornenon in which the liquid film in counter+xurent flow of gas 
and liquid breaks d o m  due to the formation of large interfacial waves. The flooding 
rnechanism has b e n  p r o p o d  to explain the slug flow to churn flow transition by, 
among others, Wallis (1969), McQuilIan & Whalley (1985). Govan et al. (1991), 
Jayanti & Hewitt (1992) and Hewitt 8i Jayanti (1993). Al1 these authors a r s e d  
that the transition from slug to churn flow was due to the result of the increase 
of the gas flow rate in the slug up to a limit at which it caused flooding of the 
falling film surrounding the gas bubble. The link between flooding and churn flow 
in upward vertical flow was established experimentally in some cases. For example, 
LVdIis (1969) observed that the air velocity required to initiate flooding in a falling 
film of very small flow rate was roughly the sarne as that at the s l u g - t ~ h u n i  flow 
transition. Similarly, in a flooding experiment in which the water feed was fked at 
a midway point rather than at the top of a vertical test section, Govan et al. (1991) 
observed that the flow configuration above the point of water injection was typical of 
churn flow when flmding occurred in the pipe. 
iClcQuillan & kvhauey (1985) and Govan et al. (1991) used the best known semi- 
empirical mode1 proposed by Wallis (1969) for the prediction of flooding velocities to 
determine the boundary between slug-to-churn transition in upward vert i d  tubes. 
This relation was given as: 
where, J' and Ji are the dimensionless gas and liquid superficial velocities. The 
definitions were given in McQuillan & Whalley (1985). 
* 
The constant C in Equation 1.8 depends on many factors, such as tube end conditions 
and tube length. McQuillan & WhaIley (1985) proposed to use rn = C = 1 to predict 
the transition boundary between slug and chum flow. 
Jayanti & Hewitt (1992) compared the above four models for the transition of slug- 
to-churn flow with the data obtained by Owen (1986) in a 20 m long and 0.0318 m 
I.D. test section at  a preswe of 2.4 bar over a wide range of air and water flow rates. 
The flooding mode1 of McQuillan &- FVhalley (1985) gave satisfactory results mainly 
for at low liquid flow rates. 
Govan et al. (1991) studied the relationship between flooding and the siug-to-churn 
transition using pressure gradient data. It has been shown that for low liquid flow 
rates the transition to churn flow was accompanied by a large and sudden increase 
in the preçsure gradient, see Figure 1.8. This might be significant because a similar 
jump in the pressure gradient can also be observed after fl ooding in counter-curent 
flow. However, for high liquid flow rates there was no jump in the pressure gradient 
near the slug-to-churn transit ion. 
1.5.3 Flow Pattern Transition from Churn to Annular Flows 
If the gas Bow rate becomes sufficiently high annular flow will be observed. The liquid 
film flows upward adjacent to the wall and gas carrying entrained liquid droplets flows 
in the center of the tube. The liquid film flowing upward against gravity results from 
the force exerted by the fast moving gas core. This film has a wavy interface and the 
waves tend to shatter and enter the gas core as entrained droplets. Thus, the liquid 
rnoves upwards, due to both interfacial shear and form "drag" on the waves and drag 
on the droplets. Annular flow occurs when the gas flow rate becomes high enough to 
suspend entrained liquid droplets. 
Dukler & Taitel (1986) applied the balance of the drag and gravity force acting on 
a droplet to obtain an equality which mwt be sat isfied for the formation of annular 
flow: 
J&; = 3.1. (1.10) 
b g ( ~ 1  -pJl4  
It can be seen that this transition did not depend on the liquid flow rate and pipe 
diameter. 
The above thmreticaily based transition for annular fl ow was in good agreement with 
several published ernpirical transition models. However, for high liquid rates, there 
was discrepancy among the available models. 
It should be noted that although various aspects of boiling fiow in nuclear reactors 
have been the subject of many esperimental studies, relatively little attention was 
paid to flow regime identification in such systems. Most reported studies on flow 
regimes were based on observation in adiabatic flow experiments where twephase 
flow was produced by miuing air (or vapor) and liquid at the inlet of a test section. 
The flow pattern transitions are aRected by the heat addition through channel walls. 
Application of transition criteria which were obtained from adiabatic flow data to 
boiling channels may give misleading results. It  m u t  be pointed out that to date 
there are no general flow pattern maps, correlation or transition criterion which reflect 
the influence of heat flux. 
Discussion 
As presented above, there are three methods for flow pattern identification. These 
are tradit ional flow pattern identification, objective flow pattern identification and 
t heoretical modelling to predict flow pattern transit ions. 
Traditionat. flow pattern maps directly based on experimental data have been basicdly 
used as the tool for flow regime identification. It is important to mention that the 
flow pattern maps have been in general prepared fkom data taken for a particular 
experimental pipe size and working fluid. Thus, it is not surprising that =me of 
them are not valid for other tube sizes or fluids. The coordinate system that were 
used to construct the flow pattern maps have been more or less arbitrarily chosen by 
diffèrent researchers. Therefore, the flow patterns and their transitions may lack in 
t heir generality and accuracy. It may happen that part of an existent flow pattern 
on one flow pattern map rnay disappear on another f i ~ w  pattern map for which 
dinerent coordinates were chosen. Flow pattern detection by visualization or high- 
speed photography rnay also lead to the sub jectivity of the observer being involved 
in distinguishing between the various flow regimes. 
Theoretical flow pattern maps based on the possible governinp rnechanism for fiow 
pattern transit ion are important in flow pattem identification. The modeis and/or 
correlations used to predict the transitions incorporate the effect of fluid properties 
and pipe size and thus they me largely free of the limitations of empirically based 
transition maps. However, theoretical models have to be validated by experimental 
data. Existing theoretical flow pattern maps are not usually in good agreement wîth 
each other. They are also not usually supported by the experimental data. This may 
be due to the following reasons: 
There are some difficulties involved in the definit ion of flow patterns by different 
aut hors, especially in the identification of the transition regimes. For example, 
for high liquid flow rates, it is hard to distinguish the slug flow from the churn 
flow. Thus, some experimental data, which were considered to be related to slug 
flow by one author, rnay be classified as being churn flow by another author. 
AI1 the theoretical models have been developed on the assumption that the 
two-phase flow evolves during the boiling process. However, the models were 
validated by experirnental data obtained frorn adiabatic two-phase flow experi- 
ments. Thus, the discrepancy between the theoretical models and experimental 
results is inevitable. 
A number of different flow transition mechanisrns have been proposed by differ- 
ent researchers, and they are not usuaily in agreement with each other. There- 
fore, further study is required to completely understand the flow transit ion 
mechanisms. There rnay be different mechanisrns for churn flow pattern for low 
and high liquid flow rates, respectively. 
It has been shown that two-phase flow patterns are strongly related to their fluctuat- 
ing behavior. Statistical analysis of a fluctuating flow parameter has been a promising 
objective method for Flow pattern identification. Only one fluctuating flow param- 
eter, such as void fkaction or differential pressure, has been used for the statisticd 
analysis. Therefore, t his objective method is pract ical and improves the generality of 
flow pattern prediction because it is free of fluid properties. It must be pointed out 
that al1 the research work in this field has been restrict2d to qualitative statistical 
analysis of the flow signais. No flow pattern map based on quantitative statistical 
analysis has been constructed so fa. In our study, we have conducted the statistical 
analysis for flow pattern identification quali tat ively as well as quanti tatively. Flow 









Figure 1.2: PDF figures of void fiaction (Jones & ZuberJ975). 
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Figure 1.3: Variance as a function of void fraction (Vince & Lahey 1982). 
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Figure 1.4: Dinerential pressure measurement (Matsui, 1986). 
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Figure 1.5: PDF of pressure signals (Matsui, 1986). 
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Figure 1.6: Cuve fitting of PDF of pressure signals (Matsui, 1986). 
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Figure 1.9: Pressure gradient in upward two-phase flow at low liquid flowrate 
(Govan et al 1991). 
Chapter 2 
Experiment al Apparat us and 
Instrumentation 
In our study, the experiments for twwphase fiow pattern identification were carried 
out in a vertical test section. The fluctuating signals of the void fraction and the 
differentiai pressure were measured to perform the statisticd analysis. Important 
flow variables, such as gas and liquid flow rates and the absolute pressure in the 
test section were also measured. In this chapter, the experimental facifity and the 
instrumentation used to carry out the experiments are p r e n t e d .  
2.1 Experimental Facility 
The experimentai apparatus used in this study is shown in Figure 2.1. The test section 
consisted of a 2 rn long square channel having a croçs sectional area of 161.3 mm2. 
In order to permit the visual observation of the flow in the tube, the test section was 
made of a transparent acrylic material. 
The experiments were carried out using an air-water mixture as  the working fluid 
close to  the atmospheric conditions. The water is supplied to the channel by a pump 
connected to a constant head water tank. A temperature sensor is immerged in the 
water tank to monitor the temperature. The temperature of the water is maintained 
constant a t  20f O5*C during the esperiments. A flow calming tank is used to  elimi- 
nate possible fluctuations due to the impeller of the pump. The inlet water flowrate 
is controlled by a valve Iocated in the main feeder line and by a bypass valve. The 
inlet flowrates are measured by turbine flow meters with an accuracy of f 1% of the 
readings. The air is supplied from the mains of the Iaboratory and regulated by a 
relieving type regulator. The air flowrate was measured using "Brooks" rotameters 
with an accuracy of f 1% of the fui1 range. In order to cover a wide range of flow 
rates , a set of three rotameters were used. 
Ten pairs of void gauges and three pressure transducers are comected to  the test 
sention. The signais produced by the void gauges and the pressure measurement 
system are collected by a data acquisition systern (DAS). In order to eliminate any 
possible aliasing effects that may arise due to  the using of the DAS, low p a s  filters 
are used to  filter the signals. 
A Hewlett Packard Analyzer is also connected to one pair of void gauges to  get online 
PDF information on the flow structures. 
At the outlet of the test section, the two-phase mixture flows into a n  air-water 
separator open t o  the atmosphere. The water level in the separator is kept constant. 
2.2 Instrumentation 
The instrumentation used to carry out the experiments will now be presented. 
2.2.1 Liquid Flowrneter 
Thbine fiowmeters are used to measure the inlet water flowrates. The arrangement 
of the flowmeters having different ranges is shown in Figure 2.2. 
According to the specificat ions of the manufacturer, the accuracy of the flowme ters 
is better than 1% of the reading, this feature is also confirmed by our caiibration test 
performed by weighing the outlet flow of the water. Details on the range of the flow 
meters used to cary out the measurements are given ir, Table 2.1. The flowmeter 
with a desirable range can be chosen by openning the appropriate valves (see Figure 
3.3). 
Table 2.1 : Liquid flowme ter pararne ters. 
Flowmeter 1 Measuring Range 1 Precision 1 
#@/NI 
1206612 




2.2.2 Gas  Flowmeter 
A set of three "Brooks" rotameters is used to measure the inlet air flowrates. The 
maximum range of the rotameters is 5.4 SC f m (m3/h). These rotameters have been 
calibrated with an accuracy of 1% of full-scale. For a give run, the pressure of the 
air at  the outlet of the rotarneters is kept constant. I t  should be mentioned that 
the rotameters have been calibrated at  a pressure of 2.07 bar  (30 psig), therefore, a 
correction is neoesary if the pressure cliners from the value given by the manufacturer. 
This correct ion is carried out according to: 
where, QYt" is the air flowrate in SC f m read directly from the rotameters, P, is the 
pressure in psig a t  the outlet of the rotarneters, Qidet is the air flowrate in m3/h at 
the inlet of the test section. 
In order to determine the volumetric flow rate of the gas phase in the test section, it 
is necessary take into account the effect due to the local absolute pressure. Assurning 
that the air behaves as an ideal gas and that the temperature is constant during the 
experiments, then we can write: 
where, Pa is the absolute pressure in Pa close to the center of the test section; Q, is 
the gas flowrate in m3/h in the test section. 
2.2.3 Void Fraction Gauges 
Several techniques have been developeci for the measurement of void fraction. The 
application of each technique is normally limited to a specific problem. In general, ali 
the esisting methods can be classified into local measurement and spatially averaged 
measurernent . 
The local method, such as conductivity probes, film anemometers and opticd fiber 
probes can give detailed informat ion on phase distribut ion. However, these probes 
have the disadvantage of causing substantial perturbations in the flow patterns, es- 
pecially when they are used with charnels having relatively small flow area. 
The average void fraction on a surface is generally measured by the absorption of 
X-rays or 7-rays. However, this measurement requires complex and expensive equip 
ment. The volume averaged void fraction is usuaily measured by quick closing valves 
or by irnpedance gauges. Quick closing valves can not provide a continuous measure- 
ment of the void fraction. This method is usually used to calibrate other void fraction 
measurement techniques in the laboratory. The technique of neutron absorption or 
scattering becornes a powerful and sensitive way of measuring the volume averaged 
void fraction especially when gas-Iiquid mixture flows in a metallic pipe with thick 
walls. 
The impedance technique is used for our study. With the impedance gauges, the 
void fractions at different axial locations can be quickly, continuousiy and simultane- 
ously measured. Direct reading and a relatively low degree of uncertainty in the void 
fraction determination are also advantages of irnpedance technique. The impedanœ 
gauges require calibration before t heir use. They have, however, relat ively poor accu- 
racy a t  high void fraction (80% and more). Their rsponse depends strongly on the 
temperature and the impurity of the water. 
In our experiments, the void fraction is measured by ten p i r s  of void gauges mounted 
dong the test section. The signals are obtained by measuring the admittance between 
two parallel plate. The void fraction measurement system was manufactured by 
Auburn International Inc. Each pair of electrodes is connected to its own electric 
circuit and monitors the liquid fraction between the eiectrode plates. Al1 the void 
gauges may be simultaneously monitored in real time or in an averaging cycle, if 
desired. In order to overcome the disadvantage of the response dependency on the  
temperature and the purity of the water, a separate reference channel is connected 
to continuously monitor the admittance of the inlet water. The response of the main 
channels is then divided by the response of the reference channel and the errors caused 
by the change of the temperature and the purity are thus reduced. 
I t  must be pointed out that the reading of the void gauges represents the liquid 
portion in the two-phase rnixtture. When the test section is full of water, Le., the 
void fraction of the mixture is zero, the reading of the void gauge is at the full range. 
When the test section is empty of water, i.e., the void fraction is one, the reading of 
the void gauge is zero. Therefore, in order to get the value of the void fraction in the 
test section, the following correlat ion should be used: 
where, Ek(n = 1,2, ..., 10) is the reading of the void gallges, Eko(n = 1,2. ..., 10) is 
the reading of the void gauges when the test section is full of water, and En is the 
normalized reading of the void gauges. 
2 -2 -4 Pressure Transducers 
The Figure 2.3 shows the details of the pressure measurement system. In order to 
determine the gas flowrate and hence the superficial gas velocity in the test section, 
the absolute pressure is rneasured clcase to the middie of the test section using a 
1.7+0.25% b a ~  (25 f 0.25% psig) '~ensotec" pressure t r d u c e r ,  cl. 
The fluctuating differential pressure is measured using . r  689.5 f 0.25% Pa (0.1 f 
O.25%pszd) "Validyne" different ial pressure transducer (c4 in Figure 2.3). The axial 
distance between the pressure taps is 19 mn. This distance is chosen in order to 
ob tain the necesary informat ion from the instantaneous signals for further stat ist icd 
analysis. The connections between the pressure transducer and the pressure taps 
are made using short lengths of capillary copper tubes. To avoid the darnage of 
the differential prgsure transducer (4) caused by over-scale measurement, a 1.4 f 
0.23% bar (2.0 f 0.25% psid) ''Sensotec" differential pressure transducer (c3) is used 
to mesure the differential pressure before opening the valves installeci on the lines of 
pressure transducer c4. 
The tw-phase frictionai pressure drop is also determined from separate measure- 
55 
ments using a 0.7 f 0.25% bar 10 f 0.25% psid dinerential pressure transducer (c2 in 
Figure 2.3). 
The specifications of the pressure transducers are shown in Table 2 -2. 
Table 2.2: Pressure transducer parameters. 
1 Pressure Transducer 1 Measuring Range 1 Output 1 Precision 1 
The absolute pressure, PA, in the test section is given by: 
PA = PR * C * 6895 + 101325, 
# 




where, PR is the response of the pressure transducer, c l ,  in Volts, C is a constant, 
it represents the conversion of the output from Volts to psi, the "Range" represents 
the transducer measuring range in psi and the " Output" represents the output in 
Volts corresponding to full scale, see Table 2.2. 
The differential pressures are determined by the direct reading of the t ransducer 






where, Az is the distance between the two prwure taps which are mnnected to a 











acceleration of the gravity, ApR is the reading of the differential pressure in Volts 
from the transducer and A p  is the differential pressure in Pa in the test section. 
2.2.5 Data Acquisition System 
The readings of the void fractions, the differential presjure, the absolute pressure 
and the liquid flowrate were simultaneously coliected by a data acquisition system. 
The selection of the sampling time is an important step for correctly detecting the 
signals without eliminating their characteristic features. In general, the instantanmus 
characteristics of the signals may be 1s t  when the sampling time is too long, while 
the aliasing problem on the signals may be increased when the sampling time is too 
short. According to the Nyquist criterion for data sampling, a minimum sampling 
rate is required which is twice the highest frequency component of the signals we 
are interested in. However, a sampling frequency which is around two-to-five times 
the highest component is recomrnended by Sekoguchi et al. (1987) and Elkow & 
Rezkallah (1997) for two-phase flow pattern identificatim. Now the problem is to 
determine the highest frequency component to correctly represent the phenornenon. 
In our study, previous observations have shown that the highest component of the 
void fraction and differential pressure signals were about 18 Hz. Thus, a sampling 
time of 15 m s  is selected. In order to eliminate any possible aliasing effect, the signals 
are also fiitered by Iow pass fdters. Furthermore, in order to ensure a good statistical 
representation a collection of 4096 points are wd to perform the FFT analysis. 
AF : Air Fkmmtms 
MX : Air WÎber Mixer 
HOT R : R e m  Elecbode 










Figure 2.1 : Experimental apparatus. 
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Figure 2.2: Arrangement of the liquid Aowmeters. 
Figure 2.3: Arrangement of the pressure transducers. 
Chapter 3 
Experimental Procedures 
The experiments were carried out in two diaerent stages. In the first stage, the 
calibration of the irnpedance void gauges and the determination of the frictional 
pressure loss under both single- and two-phase flow conditions were obtained. In 
the second stage, the measurements of void fraction and different i d  pressure were 
carried out. These data were then analyzed using PDF and PSDF for flow pattern 
identification. 
3.1 Calibrat ion Experiments 
3.1.1 Calibration of the Void Gauges 
Ten pairs of impedance void gauges which are located at cifferent axial positions were 
sirnultaneously caiibrated using the Quick Closing Valve (QCV) technique. 
During the experirnents, for a given liquid m a s  flux, different void fractions in the 
test section were obtained by changing the inlet gas flow rate. The void fraction was 
measured by ten pairs of void gauges. The void fraction was also determined usinp 
QCV by measuring the volume of the water in the channel after quickly and simul- 
taneously cloding bal1 valves mounted a t  both ends of the test section. The sampling 
time of the instantaneous electrical signals of void gauges was 50 ms. The total num- 
ber of data points collected for each charme1 in each run is 870. The experjments were 
done for three ranges of liquid m a s  Bues. These are 1 0 0  kg/m2s. 1500 kg/m2s and 
2000 kg/m2s .  The temperature was maintained almost constant around 20 f O.j°C 
during the cali brat ion experiments. 
3.1.2 Single-Phase Fkictional Pressure Loss 
Exper iments were carried out to de termined the single-phase hic t ional pressure loss. 
The single-phase friction factor was determined as a function of Reynolds number. 
According to Darcy 's formulae, the single-phase frict ional pressure drop is calculated 
as: 
where, 
Apl, , = single-phase friction pressure &op, 
Dh = hydraulic diameter ( 0.0127 m), 
f = friction factor, 
Gl = liquid m a s  Au': (kg/m2s), 
pi = liquid phase density (kg/m3). 
The friction factor, f ,  depends on the liquid velocity and the roughness of the inner 
surface of the test section. It is generaily correlated as a funct ion of Reynolds number. 
The friction factor can be determined from the measurements of liquid flowrate and 
the pressure drop over the test section. 
The frictional pressure los, A P ~ , ~ ~ ,  with reference to Equation 2.5, can be determined 
as follows: 
Apf.ip = AP - p19A:. 
3.1.3 Two-Phase Flow Multiplier 
The two-phase pressure drop is an important parameter in the design of two phase 
systems. The total pressure &op in two-phase flow consists of the following three 
parts: pressure drop due to acceleration, Apa, frictionai pressure drop, Apt and 
gravitational pressure &op, Ap,. Hence: 
Ap = A p ,  + Apt + Ap,. (3-2) 
When the void fraction is known, then the gravitational pressure drop can be obtained 
by : 
AP, = S7Af ( W g  + (1 - ah), (3.3) 
where, pg and pl are the gas and liquid phase densities, respectively, and a is the void 
fraction. 
The two-phase frictional pressure &op, ApI, can not be directly rneasured. The 
experimental data provide only the values of the total prgsure drop. The frictional 
pressure &op can be experimentally determined by subtracting the gravitational and 
the acceleration presure drops from the total measured pressure drop. In general, 
the two-phase frict ional pressure drop is determined from the following relat ionship: 
where, (2) f , ;p  is the two-phase frictional - ptessure - gradient, (z)I,~, is the single- 
. . . C 
phase frictional pressue gradient when only the liquid phase flows. in the tèst section : - 
and is two-phase multiplier. The two-phase multiplier indic&es the manner in 
which the two-phase frictional pressure &op is greatër than the single-phase frictional 
pressure &op. 
In our study, the two-phase multiplier is determined experimentally using values of 
( 2 ) f , p  and (g)f , ,P .  It should be pointeci out that the acceleration pressure drop 
Ap,, which is due to the void fraction changes in the two-phase flow, is neglected, 
since the distance, Ar,  over which the total pressure drop is measured is very s m d  
and the void fiaction is assumed to remain unchanged within this distance. Hence: 
Combining Equation 3.2 and Equation 3.3 , yields: 
The singlephase frict ional pressure gradient, (g)ll ,p, is calculated using the Darcy 
relationship (Equation 3.1). The singlephase friction factor, f ,  is determined es- 
perimentally from single-phase experiments and correlatecl in term of the Reynolds 
number . 
3.2 Fluctuating Component of Pressure and Void 
Fraction Signals 
Two-phase flows are characterized by fluctuating characteristics of the void and pres- 
sure s isa ls .  The features of the fluctuating signais of void fraction and differential 
pressure depend strongly on flow patterns. A very important step for flow pattern 
identification in our study is to obtain the fluctuating components of the signais of 
void fraction and different ial pressure. 
In order to cover al1 possible two-phase flow configurations, the experiments are 
carried out under the following inlet conditions: liquid m a s  flues of 1000 kg/m2s ,  
1 5 0  k g / m z s  and 2000 kg/rn2s; gas flow from 0.0 m3/h to 9.175 m3/h. The average 
void fraction in the region where the pressure differences are measured ranges from 
0% to 80%. Important flow regimes such as  bubble, slug, churn and annular flows are 
covered in this work. 
The differential transducer, c4, of 0.1 pszd as shown in Figure 2.3, is used to mea- 
sure the instantaneous pressure &op. This transducer is sensitive enough to capture 
the characteristic features of the pressure fluctuations. AS show in this figure, the 
distance between the pressure taps is 19 mm. This distance was chosen after severai 
trial experiments. If the distance is too large, the fluctuating features of the pressure 
are not sensitive to flow patterns. Thus the reading only represent the averaged sta- 
tistical features of the flow. If the distance is too small, the signal-to-noise ratio of 
the rneasurement may decrease and the results of the analysis may be distorted. 
For the analysis of the void fraction, the instantaneous signals of void gauge #8 were 
used, because this void gauge is located close to the pressure taps where transducer 
c4 is connected. The statistical features of the signals from void gauge #8 can be 
compared wi t h t hose obt ained from pressure transducer C4. 
For a given set of evperimental conditions, Le., fixed gas and liquid Row rates, the 
instantaneous signals of the void fraction, the different id pressure, the absolute pres- 
sure and the liquid flowrate were collected simultaneously by prograrnming the data 
acquisition system. The sarnpling time is 15 rns and the totd number of samples 
that form a record is 4096 points. 
Chapter 4 
Experiment al Results 
The result of the calibration experiments are presented in this chapter. The rela- 
tionship of some important two-phase flow parameters, such as the volumetric flow 
quality, flow quality and slip ratio, with the void fraction are also presented. The 
result of flow pattern classification of the experimental data has been compared with 
Taitel's flow pattern map (1980). 
4.1 Calibration Results 
The resul ts of the calibration experiments for void gauge #8 are s h o w  in Figure 4.1. 
nom the calibration curves, it can be seen that void Lactions up to 80% can be 
measured reliably. It can also be seen that the calibration curves of the void fractions 
are not afTected by liquid flowrate. Each calibration curve has also been fitted by a 
polynomial having the following form: 
where, n = 1,2, ..., 10, which denotes the number of the electrode, m = 6, which 
denotes the order of the polynomial. The coefficients of the polynomials used to fit 
the response of the void gauges are given in Table 4.1. 
It shouId be pointed out that during the calibration of the void gauges, it was assumed 
that the void fraction was not affected by the local pressure in the test section. Thus 
the es~ansion of the gas caused by the local pressure was neglected. As a matter of 
fact, since the void fraction obtained with the QCV gives an average value, the actual 
void fraction near the iniet of the channel should be lower and that near the exit 
of the channel should be higher. However, in Our experiments, the impedance void 
gauges are distributed vertically over a rather short distance and the pressure &op 
over this short distance is srnail when compared with the system operating pressure. 
Therefore, the effect of the pressure drop on the void fral:tion can be negljgible. 
The results of the caiibration experiments for the single phase frictional factor as a 
function of Reynolds number are shown in Fiogre 4.2. It  has been found that the 
following correlation yields the best fit to the results in the range of Reynolds number 
from 10000 to 80000. 
f = 0.0032 + 0.22 1 
where, Re, is the Reynolds number which is given by: 
where, &, the liquid velocity and pl, the liquid viscmity. 
The results obtained for the two-phase multiplier as a function of void fraction for 
68 
m a s  A u x e s  of 1ûûO kg/m2s and 1 5 0  kg/m2s are shown in Figure 4.3. 
The experimental data for the two-phase multiplier have been fitted with the following 
pol ynornials: 
for GI = 1000 kg/m2s, 
#; = 1.0157 + 6.1124a - 7.1317a2 + 5.8851a3 + 1.9831a4 + 38.9398a5, 
for Gl = 1500 kg/m2s, 
4: = 1.0023 + 6.2649~1- 24.7255a2 + 109.0478û3 - 222.77060' + 194.5431a5. 
4.2 Two-Phase Volumetric Flow Quality, 
Flow Quality and Slip Ratio 
In order to further understand the behavior of two-phase flow, other important two- 
phase flow parameters, such as the volumetric flow qualitj; flow quality and slip ratio, 
as a function of void traction, are dso determined from the experimental results. The 
aforement ioned two-phase parameters are briefly descri bed below . 
The tw-phase volumetric flow quality is defined as the volumetric flow rate of the 
gas phase, Q,, divided by the total the volumetric flow rate, that is: 
which can aiso be written in terms of the phase superficial velocities as: 
where, J' is the gas superficial velociw which is the veiocity the gas phase would 
have if it flowed alone in the conduit and which is given by the fo11owing relationship: 
where, V, is the average gas velocity in the two-phase Row, A is the cross-section area 
of the conduit. J, is the average liquid superficial velocity given by: 
where, & is the liquid velocity in the t w ~ p h a s e  flow. For hornogeneous flow, the 
value of the volumetric flow quality is the same as that of the void fraction. 
The slip ratio represents the relative rnovement of the ga j to the liquid phases: 
The flow quality is dehed as the fraction of the gas mass flow rate CV, to the two- 
phase mixture mass flow rate (CV, + W l ) :  
The results of the volumetric flow quality, slip ratio, flow quality and gas superficial 
velocity (gas volumetric flux) as a hinction of void fraction are shown in Figures 4.4 
to 4.7, respectively. 
From Figure 4.4 for void fractions l e s  than 30% the data points lie on the line a = 0. 
Furthemore, the data points for the slip ratio (Figure 4.5) are near unity, which 
indicates the existence of a hornogeneous flow for this void fkaction range. 
Above a void fraction of 30%, the slip ratio is always greater than unity, indicating 
that the gas phase velocity is greater then that of the liquid phase. 
Between the void fractions of 30% and 70%, the volurnet-ic flow quality and the slip 
ratio increase with decreasing liquid flowrate at  a given void fraction. 
For void fractions greater than 70%, the results for the volumetric flow quality as a 
function of void fraction are independent of the mas  flux for the two m a s  fluxes 
used in the current study. 
Figure 4.6 and Fieme 4.7 show that the flow quality and the volumetric flux of the 
gas phase (J,) increase slowly with increasing void fraction up to a value of a = 50% 
and more rapidly thereafter. Both of these quantities are affected by liquid flowrate. 
4.3 Flow Pattern Cornparison with Taitel's Map 
In this study, two-phase flow patterns in a 0.0127 nt (0.5 in) square test section 
are init ially ident ified by direct visualization. The flow pattern identification map 
constructed by Taitel et al (1980) has been chosen to carry out a preliminary repre- 
sentation of the current data. The models propowd by Mishima & Ishii (1984) for 
predicting the bubbly-toslug flow transition and by Brauner & Barnea (1986) for 
slug-tmhurn flow transition for a 12.5 mn1.D. tube have also been used for the 
cornparison with our flow pattern identification results. For this purpose, the superfi- 
cial velocities for both the liquid and gas pheses are calculated. The absolute pressure 
rneasured at a location close to the differential presure taps is used for determining 
the gas velocity in the test section. 
By comparing our experimental points with the aforement ioned flow pat Cern ident i- 
fication models as shown in Figure 3.8, it has been observed that The bubbty flow 
regime estends somehow to the right of the bubbly-teslug transition on Taitel's map, 
but the present results are close to the bubbly-to-slug transition given by Mishima 
8~ Ishii (1984). The slug flow points are also shifted to the right of the slug-to-churn 
transition cuve of Taitel's map. The transition predicted from the slug-to-churn 
flooding mechanism mode1 of by Brauner & Barnea (1986) also lies to the right side 
of the rnap of Taitel et al (1980). This shift has also been experimentally observed 
in a 12.5 mm tube by Shoham (1982) and in a 12.3 mm tube by Barnea, Luninski 
& Taitel (1983). The annular flows in Our study took place somewhat earlier as com- 
pared to the churn-to-annular transition region on Tai tel's map. Earlier transitions 
from churn to annular flow were also visually observed by Vince and Lahey (1982) in 
a 2.54 cm vertical tube. 
It must be pointed out that two-phase flow patterns are inevitably dependent on 
the conduit geometry and flow conditions (Barnea 1987; Cheng, Hills & Azzorpardi 
1998). Most efforts in the past have been devoted to the flow pattern identification in 
large diameter tubes and relatively low liquid flowrates, b xause typical flow patterns 
are easily obtained and visually detected under such conditions. Few experiments are 
reported on flow pattern identification in small diameter pipes. No flow pattern map 
for srna11 square channels at high liquid flowrates has been reported. Thus, it is no 
surprise that our experimental points are not always consistent with the published 
flow pattern rnaps. 
Table 4.1: Polynomial coefficients for void gauges. 
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Figure 4.1: Calibration for voici gauge #8. 
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Figure 4.4: Two-phase volumetric flow quality as a function of void fraction. 
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Figure 4.7: Two-phase gas volumetric flux as a function of void fraction. 
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Figure 4.8: Flow pattern cornparison with Taitel's map (1980). 
Chapter 5 
S tatistical Analysis of Flow 
Pattern Identification Results 
In this chapter, the results bas& on the statistical analysis of the signals of void frac- 
tion and pressure are presented. Important statistical moments as well as probability 
density hnction (PDF) and the power spectrurn density function (PSDF) are em- 
ployed to analyze the fluctuating signais of void fraction and dinerential pressure. It 
will be shown that the statistical results are strongly dependent on the flow patterns. 
5.1 Statistical Assumption 
Tm-phase flow systems are characterized by the random variations in the values of 
the void fiaction and the pressure. These values can not be predicted in advance. 
It is however possible to find the average value or the statistical property for the 
void fraction or the pressure. For example, during the experiments, we obtain a set of 
time records for a certain two-phase parameter (this parameter can be either the void 
fraction or the pressure). These records are zI ( t ) ,  z2(t), z3( t ) , . .  .xn(t) ,  as d~own  in 
Figure 5-  1. The mean value (the f i s t  order average property) of the randorn process 
a t  an arbitrary tirne, t l ,  can be cornputed by taking the instantaneous value of each 
time record at time t i ,  summing the values and dividing by the number of the tirne 
records: 
In the same way, we can also calculate the mean value of the random process at some 
other time t l  + T :  
I N  
1 
E(t1 f r )  = lim - x x i ( t l  + r) .  
Ar-a3 N i=l 
If the mean value E(t i)  is equal to E(tl  + T ) ,  then the random process is called 
stationary process. 
We can also compute the mean value of any time record, ~ i ( t ) ,  t  = 1,2 ,  ..., T: 
- 1 = 
zi(t) = lim - xi( t ) .  
T'a T ,=l 
- 
If the mean value of one tirne record x,(t) is equal to an arbitrary ensemble mean 
value E(tl), then the random process is ergodic. 
The ergodic consideration is very practical in statistical analysis. In such a case, 
the statistical analysis can be greatly simplifiecl. The statisticai analysis can then be 
applied to a single time record instead of the ensemble of records. In practice, one 
can usually design experiments that produce stationary and ergodic data, simply by 
maintaining steady experimental conditions. It m u t  be noted that, in our study, all 
the statistical analyses are based on the assumption that the two-phase fluctuating 
process is both stationary and ergodic. 
Probability Density Function 
Since two-phase flow is a random process, the precise value of the void fraction or 
the pressures at any chosen time cannot be precisely predicted. The best we can 
do is to find the chance, or probability, that the void fraction or the pressure a t  
a given time will lie within certain lirnits. The subject of probability is, therefore, 
at the heart of random theory and the probability density function is an important 
statistical tool that has been frequently used for the analysis of random processes. 
Now let us consider a simple exarnple in order to illustrate the statisticai significance 
of the probab iIity demi ty funct ion. 
Suppose that we are dealing with a tirne history which is not random and is a sine 
wave, as shown in Figure 5.2. In this case we can exactly predict the value of x 
for any given value of t. We can therefore calculate the proportion of tirne t hat the 
waveform spends between any two levels of z. With reference to Figure 5.3, during 
one complete cycle, z ( t )  lies in the band x to x + dx for two periods of duration dt 
each. If x = x & z ( w t ) ,  then dz = xowcos(wt)dt, so that: 
Now substituting for ws(wt )  = 41 - sin2(wt), we have: 
The proportion of time per cycle that x(t) spends in the band x to z + dz is therefore: 
When setting T = $, we have: 
2 (4 a!x 
T = Jm' (5.7) 
For any oornplete nurnber of cycles, Equation 5.7 gives the proportion of the total 
elapsed time for which x(t) lies within the x to x + dx band. 
Now consider a situation in which we have to choose an instant of time, t = to, and 
find the value of z at this instant. Sinœ x ( t )  is a deterministic sine wave, as soon 
as we specify ta, we immediately know x(to). But suppose that to is not precisely 
specified. Instead we are just told that it may lie anywhere dong the time axis. In 
this case we cannot say what z(to) will be; the best we can do is to predict what it 
may be. If to is chosen perfectly arbitrarily, to may lie anywhere during a complete 
cycle (the record is assumed to exist for ever with no beginning and no ending so that 
there is no question of t o  falling in an unfinished cycle). The chance or probabili ty 
that x(k) lies in the band z to z + dk will then depend only on how long per cycle 
x(t) lies between x and z + dx. The probability that x x(to) 5 z + d z  is therefore 
given by the lraction of time per cycle for which x(t) lies within the x to x + du band: 
The probability density function p ( z )  is d e h e d  
1 
t hat : 
= p(z)dx. 
Therefore, in this case, from Equation 5.8: 
Now consider the situation when x ( t )  is n o  longer a sine wave, but instead represents 
a random process. When we say that x ( t )  is random, we mean that the values of x ( t )  
cannot be precisely predicted in advance. As soon as they occur, these values can of 
course be accurately recorded. Assuming that  the time record, x ( t ) ,  is ergodic, then 
we can use this time record to calculate the probability density funct ion for x ( t )  in 
exactly the same way as we have just done for a sine hnction. Figure 5.4 shows a 
sample time record for a random process with the times for which x 5 x ( t )  5 z + dx 
identified by the shaded stripes. During the  observation time interval T, x ( t )  lies in 
the band of values x to z + d x  for a total time of (dt i  + dt? + dt3 + d t 4 .  We can 
therefore say that, if T is long enough, the  probability density function p ( z )  is given 
by the fraction of the total elapwd time for which x ( t )  lies in the x to  x  + dx band: 
When x ( t )  is a randorn discrete 
the probability density function 
dt, + dt2 + dt j  + dt4 - C dt  -- 
T T -  
(5.11) 
data series which is obtained from the experiments, 
can be measured by dividing the sample record into 
many different levels, measuring the time spent a t  each tand of values of x and then 
using Equation 5.11. If there are N sample values, as shown in Figure 5.5, and dn 
of these values lie in the band of x to x + dx, then, corresponding to Figure 5.5, the 
probability density function is given by: 
and represents the fraction of total number of sarnples which lie in the x to x + dx 
band. 
It m u t  be noted that the probability density function is the rate of change of prob- 
ability versus amplitude so that the area under the curve of the probability density 
function gives the probability. The probability of finding an amplitude in the range 
between xl and x2 can be given by integrating the probabiiity density hinction: 
By letting XI -. -cr, and xz + +oc, we have: 
Therefore, the total area under the probability density function m u t  be equal to 
uni ty. 
The schemat ic procedures used to calculate the PDF in the present study is given as 
follows: 
In order to  standardize the results, the experimental time records were first 
normaiized within the range of (O, 1),  hence: 
where, x, and zmi, are the ma~imurn and minimum values of the time records, 
xi, respect ively. 
Divide the full range of yi, i = 1,2, ..., N into an appropriate number of equal 
width class intervals. 
Assurning that K is the number of the intervals, the width of the intervd is 
given by: 
The d u e s  of the data are then divided in the following classes: 
0 Sort the experimental data fdling into a given interval, then: 
Ni = [number of yi that O 5 Yi 5 d l ,  ] 
Nz = [number of y, that d l  $ yi 5 dZ, 1 
Nj = [number of Yi that dj-i 5 Yi < d j , ]  
NK = [number of Yi that d ~ - 1  5 yi 5 &.] 
Calculate the PDF according to the following equation: 
The PDF has been used to analyze the random signals of the void fraction in the 
two-phase flow which were obtained in our experiments. As a preliminary objective 
indicator of the Bow pattern, the PDF of the void fraction signals are fist examined 
on-line by using a Hewlett Packard analyzer. The data coilected with the data 
acquisition system is then treated using post-processing software. Typical PDFs of 
the void fraction signals obtained for the dinerent flow regimes covered in this worko 
are shown in Figure 5.6 to Figure 5.10. 
For low inlet gas and liquid flow rates, the gas phase is unable to be distributed as fine 
bubbles in small I.D. tubes (Taitel et al., 1980 and Barnea et al., 1983). In the test 
section used for the present work, the bubbles have a rehtively small space to move 
and typical srnall spherical bubbles were not observed very frequently. Small bubbles 
tend to randomly collide and agglomerate, which form a lump of bubbles or elongated 
bubbles. For mixtures of low inlet gas Row rates with relatiwly high inlet liquid flow 
rates, however, the forces produced by turbulence, Le., the increase of liquid velocity, 
contribute to the breakup of large bubbles into smaller ones. Small bubbles are then 
oberved for average void fiaction of up to about 45%. Under these conditions, it 
has been observed that the bubbly flow regime that resulted is formed by both small 
individual bubbles and lumps of bubbles rniued in a liquid core. Under low average 
void fraction conditions, the PDFs of the void fraction s i pa l s  for bubbly fiows are 
characterized by a single sharp peak (see Figure 5.6). With increasing both inlet 
liquid and gas flow rates the PDF still shows a unique distinctive peak followed by a 
decreasing tail toward higher void fractions. This tail seems to be due to the presence 
of lumps of bubbles distributed in a liquid core. In general, for bubbly two-phase 
flows the PDFs obtained from the void fraction signais show a unimodal statistical 
feature. This observation characterizes a quite uniform flow distri but ion. 
When lumps of bubbles become large enough to occupy alrnost the whole cross section 
of the channel, slug Row occurs. It has been observed that for relatively low inlet 
liquid flow rates, bullet-shaped Taylor bubbles are forned. These Taylor bubbles 
moved upwards, separated by liquid slugs containing srnall bubbles. Between the 
Taylor bubbles and the wall of the channel, a thin liquid film which moves downward 
is also observed. The PDFs of void fraction signals for slug ffows show a bimodal 
type distribution (see Figure 5.7). A large peak correponding to relatively low void 
fractions, due to the low void content carried by the s lup  of liquid is observed. A 
second smalier peak corresponding to higher void fractions and related to the high 
void content of the Taylor bubbles, is also observed. The existence of a bimodal PDF 
for slug flows gives an indication of the oscillating nature of this flow regime. 
Starting from slug flow conditions, a further increase on the inlet gas flow rate pro- 
duces more aerated liquid slugs that fail to maintain the bridge between the Taylor 
bubbies. Thus, the slug of liquid is destroyed and falls downward merging with the 
oncoming liquid slug, it is then lifted again by the flow and again destroyed. This 
random process produces big distorted bubbles. This chaot ic behavior characterizes 
the chum flow. This flow pattern also produces a double modal type PDF as shown 
in Figure 5.8. The first local mode (left side peak in the Fieme) corresponds to the 
presence of an unstable and short portion of liquid that tends to decrease the void 
fraction. The elongated gas-dominant portions that pass more frequently through 
the measurement device, promote the increase of the second local mode (right side 
peak in Figure 5.8). 
Further increase of the inlet gas flow rate forces the gas phase to flow dong the center 
line of the test section, entraining liquid droplets or liquid streaks (wisps) inside the 
gas core and a thin liquid film moving upward between the gas and the wall. Under 
these conditions the annular or wispy annular flow patterns take place. T h e  visudly 
observed periodicity of slug and churn ffows disappears in annular flows. The PDFs 
for annular flow patterns show a unimodal peak at relatively high void fraction (see 
Figure 5.9). Adiabatic amular flow are characterized by a relatively uniform axial 
flow distribution. 
Figure 5.10 shows the manner in which the PDF varies with the gas superficial ve- 
lociw, Le, flow patterns. 
Figure 5.1: A random process for ensemble time records. 
Figure 5.2: Waveform for steady state deterministic function z(t)  = zosin(wt) 
Figure 5.3: Ihstrating calculation of time for which z 5 z(t) < z +th. 
Fiove 5.4: Calculation of the probability density function p(x) for a random 
process. 
Figure 5.5: Sampling a random time history for digital analysis. 
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Figure 5.6: PDF for bubbly flow on void fraction signals. 
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Figure 5.7: PDF for slug fiow on void fraction signals. 
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Figure 5.8: PDF for churn flow on void fraction signals. 
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Figure 5.9: PDF for anndar flow on void fraction signals. 
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Figure 5.10: Thrdimensionai figure of PDF on void haction signals. 
5.3 Important Statistical Moments 
The central moments of a distribution, which are regarded as other statistical prop- 
erties, have been used to  characterize the flow patterns in the present study. 
The fist moment is the mean value of the original s isals .  
The second moment is the variance of the original data. It is a measure of 
scattering of the distribution around the mean value. The value is the square 
of the standard deviation, a, given by: 
The third normalized moment, i.e. the coefficient of skewness, is the third 
central moment normalized by the third power of the standard deviat ion. If the 
n-th central moment is calculateci by: 
The skewness coefficient is obtained for n = 3, given by: 
The skewness is a measure of the asymmetry of a distribution. A symmetric 
distribution, such as a normal distribution, has zero skewngs. A unimodal 
distribution, which has a median to the left of the mean, (i.e., it is skewed to 
the left) has a negative skewness. If the distribution is skewed to the right, the 
skewness will hold a positive value. The skewness is related to the spread of the 
distribution of signais. 
O The forth norrnalized moment, i.e. coefficient of kurtmis, is the fourth central 
moment normalized by the forth power of standard deviation. It is a measure 
of the peakedness of the distribution. The excess coefficient is the vaiue of the 
kurtosis coefficient minus three, calculated by: 
The normal distribution has an excess coefficient equal to  zero. In such a case, 
the distribution is identified as rnesokurtic. A distribution with escess l e s  
than zero is called platykurtic. Such a distribution is flatter than a normal 
one. Distributions with more peakedness than a normal distribution are called 
leptokurtic, and have a coefficient of exces  greater than zero. 
The four moments have been used to  analyse the sisals of void fraction and the 
pressure to characterize the flow patterns. 
When the void fraction is lower than about 45%, the two-phase flow is generally a 
bubbly flow. The variance of both the void fraction and the pressure has the smallest 
value (see Figure 5.11 and Figure 5.12). This means that the amplitude of the fluc- 
tuation of the void fraction and the pressure is the srnailest. The skewnes coefficient 
(see Figure 5.13 and Figure 5.14) and the excess coefficient (see Figure 5.15 and Fig- 
ure 5.16) are close to zero, which characterizes a unimodal type PDF distribution for 
bubbly flow. 
When the void fraction is larger than 45% but l e s  than about 60%, the slug flow 
pattern prevails in the test section. A sharp increase of the variance of both the void 
fraction and the pressure can be seen near the boundary of the bubbly and the slug 
flow (see Figure 5.11 and Fi-gpre 5.12). The sharp increase of the variance indicates 
the beginning of a violent flow, Le., the slug flow. For slug flow, most of the vdues 
of the skewness and excess coefficients of both the void fraction and the pressure are 
negative (see Figure 5.13 to Fiogre 5.16). This characterizes a left-skewed bimodal 
PDF distribution for slug flow. 
When the void fraction increases futher,  churn flow can be observed. This flow 
pattern is quite violent and the variance of the void fraction reaches its highest value 
for both the void fraction and the pressure (see Fi,oure 5.1 1 and Fiove 5.12). Most of 
the values of the excess are negative for both the void fraction and the presure (see 
Figure 5.15 and Figure 5.16). Churn flow is characterized by a right-skewed bimodal 
PDF distribution. However, the skewness for the void fraction (Fiove 5.13) does not 
provide correct value for this type of flow pattern. 
When the void fraction exceeds 80%, annular flow occurs. For the void fraction, the 
variance of the annular flow decreases gradually to zero.The variance of the pressure 
for the annular flow is greater than that for the bubbly flow but srnaller than that 
for the churn flow. The values of the excess of the void fiaction are close to zero 
(Fi,we 5.15). This is consistent with a unimodal PDF distribution for annular flow. 
However, the values of the excess of the pressure (Fiewe 5.16) do not reflect the PDF 
distribution of this kind of flow pattern. 
The results of the analysis for typical flow patterns are surnmarized in Table 5.1. It 
has been shown that the four moments can be used as an a~xil iary tool to alIow 
different flow patterns to be distinguished. 
Table 5.1: Four moments of the void fraction for different flow patterns. 
1 four moments 1 bubble flow 1 slug flow 1 chum flow 1 annula flow 1 
# . . I 
average 
variance 
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Figure 5.11: The variance of the void fraction. 
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Figure 5.12: The variance of the pressure. 
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Fi,oure 5.13: The skewness coefficient of the void fraction. 
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Figure 5.14: The skewness coefficient of the pressure. 
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Figure 5.15: The excess coefficient of the void fraction. 
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Figure 5.16: The excess coefficient of the presure. 
5.4 Power Spectrum Distribution F'unction 
Many engineering applications t hat require the analysis of random data requires as 
well the determination of the Iinear reIationships of the data. In general, these Iinear 
relationships can be represented by a correlation function, or its Fourier transform 
which is cailed a Power Spectrum Density E'unction. Correlation and power spec- 
trum density functions provide the same information extracted from the data, but 
presented in a dserent domain. The correlation function provides the analysis in 
the time domain while the power spectrurn density function in the frequency do- 
main. Compared wit h the correlation funct ion, power spectrum density funct ion is 
developed more directly as an useful analytical tool for engineering problems. 
For a set of data x( t ) ,  the autcxorrelation function for any time delay, T ,  is given by: 
For the time lag, r = 0, the value of the auto-correlation goes tu a maximum that 
correspondç to the mean square value of the data: 
If the mean value of the data is equal to zero, the autocorrelation at zero tirne lag is 
the variance of the data. 
The auto-correlation is usually interpreted as the rnanner in which future values of the 
data are related to the current values, or how well the future data can be predicted 
by the past measurements. 
By definition, the power spectrum density function for one set of data is the Fourier 
transform of the auto-correlat ion funct ion. 
S, (1) = lm R. (r ) e-j2*fr dr. 
-00 
Since the auto-correlation is aiways an even function of r with respect to  the integral 
range of Jrm, it follows that: 
&(-f) = Sdf ). (5 -24) 
The spectral density hinction in the equation is defined over al1 the frequencies. For 
engineering applications, only the spectral density function on positive frequencies is 
useful. The power spectrum density function over positive frequencies, denoted by 
Gz( f ), as shown in Figure 5.17, is then introduced as: 
The auto-correlat ion function is obtained by the inverse Fourier transformation: 
When T is equal to  zero, it follows that: 
When only the fluctuating components of the data are treated the mean value of the 
data, E, is equal to zero. The total area under the spectral density function G( f )  or 
S( f )  is exactly the variance of the data, which is also called total "Spectrum Energy" . 
The spectral density function is usually interpreted as the manner in which the total 
spectrum fluctuating energy is distributed with frequency. For typical periodical 
phenornenon, for example, sinusoidal signals, al1 the spectrum energy is centered at a 
unique frequency. For widely stochastic phenornena, for example, white noise signals, 
the spectral density is a constant over aU the frequencies. 
It must be pointed out that Equation 5.23 or Equation 5.25 gives the fundamental 
d e h i  tion of PSDF. In engineering applications, data records are never availabie for 
the integral range of (-oc, +ai). In general, data records are only available for a 
limited time period t = O to t = T. In this case we cannot calculate the correspond- 
ing PSDF according to its fundamental equation since we do not know &(r)  for 
( r I <  T. The best we can do is to approsimate G,( f) by truncating the integral in 
Equat ion 5.25 to give the approximation: 
Therefore, the stat istical error occurs inevi tably due to the approximation. 
Now let us study a little more the difference of Equation 5.25 and Equation 5.28 in 
order to see if we can reduce the statistical error introduced by the approximation. 
Actually, the approximated PSDF given in Equation 5.28 can be regarded as the 
result of the Fourier transform of the function &(T)  multiplied by a rectangular 
func t ion u(r ) : 
K(7) = &(r), (5.29) 
1 i f - T _ < t < T  
O otherwise 
The function u(7) is called a time window function, as shown in Fig 5.18. It should 
be noted that u(r) is not necessarily a rectangular function. In order to get a better 
approximation of the PSDF or to further reduce the statistical error, some other 
window functions can also be used. 
In general, the h i t e  Fourier transform of z(t) can be regarded as the Fourier trans- 
form of an infinite time record v ( t )  multiplied by a time window function u(t):  
The Fourier transform of z(t)  is the convolution of the Fourier transforms of u( t )  and 
where, 0 is a durnmy frequency, U(0)  is the Fourier transform of the time window u( t )  
and called the corresponding spectral window funct ion. V(B) is the Fourier transform 
of v ( t ) .  It  should be pointed out that it is only necessary to apply a windowing 
technique for a ljmited time record. For an infinite time record we do not have such 
a problem. 
In our study, the PSDF is approximated by a Fast Fourier Tkansform (FFT), baçed 
on direct h i t e  Fourier transform of the original esperimental data, because the FFT 
method requires l e s  amputer calculations. The PSDF approximated by the FFS is 
equivalent to that obtained by applying the Fourier transform of the auto-correlation 
funct ion (Bendat &- Piersol, 1992). 
Consider a continuous time record, x(t), with the mean value q u a 1  to zero. Let the 
time record be divided into nd subrecords, each of the subrecord containing a data 
iength T. The purpose of dividing the data into subrecords is to reduce the random 
error and give a "smooth" approximation by averaging the results in each subrecord. 
Then: 
The finite-range Fourier transform over (O, T) for a subrecord of data is then defined 
as: 
xi( f, T) = jT zi( t )e- jzzf  'dit. (5.3 1) 
O 
The approximation of the power spectrum density funct ion over positive frequencies 
is given by: 
Now that let us consider an experimental discrete time record. Suppose that a discrete 
time record is divided into nd subrecords and each subrecord zi(t) contains N data 
values, xin , with n = 0,1, .. ., N - 1, i = 1, 2, .. ., nd. The Fourier transform will be 
Fi,we 5.17: Relationship of spectral density functions G(f) and S ( f )  
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Figure 5.18: Windowing in spectrurn approximation. 
performed at  discrete frequencies that are given by: 
The finite-range Fourier transforrn over (O, N) is given by: 
Xi(/&) = At 
k = O, 
When a window hinction U(n)  is used, 
function is given by: 
the approximation of the spectral density 
where U ( n )  is the window function in discrete form. 
The power spectrum density function for the discrete data is then given by: 
The spectral density function for discrete data is calculated using FFT algorithrn, 
described in detail in Bendat & Piersol (1986). The transform is carried out only 
over the fkequencies (O, f). This is due to the fact that the Nyquist frequency f, 
occurs at k = f. The spectral values at k = 0,1, ..., 5 define the spectral estimate 
within the Nyquist frequency range, whereas the rest of the spectral values at k = 
N - 2 + 1, % + 2, ..., N - 1 can be regarded as the spectral estimate in the range of 
- f, 5 f 5 0. To perform the FFT procedures, it is better to choose the length of 
the subrecord time record, N, equal to a power of 2, N = 2P.  
In the curent  study, the PSDF has been calculated on the signals of the differential 
pressure to characterize the flow regimes in the frequency domain. From esperimen- 
ta1 studies it has been shown (Akagawa et al. 1911; Tutu 1982; Matsui 1984) that 
differential pressure signals are more appropriate to carry out flow pattern identifi- 
cation. The use of differential pressures allow externai mechanical vibrations to be 
canceled. In order to capture the inherent frequency components of the flow, the 
distance between the pressure taps has to be properly selzcted. For the present work 
the distance between the pressure taps is fked at 19 mm. A numerical high pass filter 
wi th a cut-off frequency of 0.25 H z  is used to reduce the influence of the very low fre- 
quencies caused by the pump into the measured pressure signals. Typical normalized 
PSDF results obtained from pressure signals are s h o w  in Fi,wes 5.19, Figures 5.21, 
Figures 5.23 and Figures 5-25. 
The PSDF has also been applied to the signals of the void fraction measured us- 
h g  Electrode #8 because it is located close to the pressure transducer c4. Hence, 
the PSDF results of the pressure and the void fraction can be compared. Typical 
normalized PSDF results obtained from pressure signals are s h o w  in Figures 5.20, 
Figures 5.22, Figures 5.24 and Figures 5.26. 
Bubbly flows are characterized by broadband PSDF's covering a wide range of fre- 
quencies (see Fi,we 5.19 for the pressure s icals  and Figure 5.20 for the void signals). 
The fluctuating amplitude of the frequency components for bubbly flows have s m d  
values. Further, the amplitude of the spectrum decreases with frequency. For bub- 
bly flows, small gas bubbles in the liquid core contribute to a random process with 
relatively low total spectrum energy (see Fig 5.12 and Fig 5.11). 
For slug flows, the PSDF's show a dominant frequency component accompanied by 
several smaller amplitude components as shown in Figures 5.21 and Figures 5.22. 
The dominant frequency is attributed to Taylor bubbles passing periodically through 
the pressure taps and void gauges. The presence of the srnaIl peaks is attributed to 
small bubbles moving more or les randomly within the liquid slugs. The presence 
of a dominant frequency indicates the periodical nature of slug flows. It has aIso 
been observed that the dominant frequency increases with increasing inlet liquid flow 
rate. This behavior is due to  the fact that Taylor bubbles tend to  move faster with 
energy for slug flows is larger increasing liquid velocity, k t  hermore, the spectrum 
than that for bubbly flows (see Fig 5.12 and Fig 5.11) 
Similar to slug flows, churn flows are characterized by the presence of a dominant 
frequency component ( s e  Figures 5.23 and Figures 5.24). However, for a constant 
idet liquid flow rate, it has been noticed that the dominant frequency for churn flows is 
higher than that observed for slug flows. Once more the dominant frequency increases 
wit h increasing liquid velocity. It rnust be pointed out t hat the total spectrum energy 
for churn flows reaches the highest value compared to al1 the other flow regimes 
studied. Even though, the distribution of the phases seems to be chaotic, the presence 
of a dominant frequency confirms the periodic behavior for this type of Aow. 
During the churn to annular flow transition it has been observed that the spectra 
around the dominant frequency broadens, i.e. a wider band peak is observed for 
flows near the transition conditions. A further increase in the inlet gas flow rate 
allows the annular flow distribution to be developed and a sharp dominant high 
frequency component is observed (see Figures 5.25 and Fi,wes 5.26). As was already 
pointed out for both boiling (Jain & Roy, 1983) and adiabatic flows (Nishikawa et a. 
1969), this high frequency is caused by surface waves that develop at the gas-liquid 
interface. The total spectrum energy for annular flows is of a medium value and the 
dominant frequency shifts to higher values with increasing flow velocity. 
It is important to note the strong similariw that exists between PSDF's obtained 
from the pressure and void fraction signds (compare the PSDF figures for a same 
type of Row pattern). Thus, the measurement of dinerential pressures, using appro- 
priate pressure taps and transducers can provide excellent information on the inherent 
characterist ics of the structure of two-phase flows. 
Figure 5.19: PSDF for bubbly flow on presure s-ignals. 
Figure 5.20: PSDF for bubbly flow on void fraction signals. 
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Figure 5.2 1 : PSDF for slug flow on presure signals. 
Figure 5.22: PSDF for slug flow on void fraction signds. 
Figure 5.23: PSDF for chum flow on pressure signals. 
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Figure 5.24: PSDF for chuni flow on void haction signals. 
Figure 5.25: PSDF for annular flow on prrsure signals. 
Figure 5.26: PSDF for annular flow on void fraction signals. 
Chapter 6 
Construction of Flow Pattern Map 
The PDF and the PSDF have been applied to the fluctuatinp signals of the void 
fraction and the presure. It has been shown that the shapes of the PDF and the 
PSDF are strongly dependent on the flow patterns. Qualitatively, bubbly flows are 
characterized by a broadband spectrum distribution and single modal PDF at a low 
void fraction. Annular flows are characterized by dominant-peak spectrum and single 
modal PDF at a high void fiaction. Slug and churn flows are characterized by a 
dominant peak spectrum and double modal PDF, diaerentiated by the location of 
the bigger peak of the PDF. In this chapter, two quantitative criteria, which are 
based on the qualitative study of the PDF and the PSl>F, respectively, have been 
proposed to identify the flow patterns. Flow pattern maps that are used to give 
the transition boundaries of the flow patterns are then oonstructed based on the two 
criteria. 
6.1 PDF Local Mode 
When carefully studying the PDF fiemes of the void fraction signals for different flow 
patterns, we have found that uniform flow patterns, i.e., bubbly and annula flows, 
are characterized by a single peak PDF, whereas periodic flows, slug and chum flows, 
are characterized by a two peak PDF. Hence, the number of peaks in the PDF can 
be used to ident ify the two major types of the flow patterns: the uniform and the 
periodical flow patterns. We have also found that the single peak appears at low void 
fractions for bubbly flows and at high void fractions for annular flows. Therefore, 
the bubbly and the annular flows are further characterized by the location where the 
single PDF peak appears. Slug and churn flows can also be further identified by the 
location where the bigger peak appears. For slug flows, the bigger peak is located at 
a Iow void fraction side while the situation reverses for churn flows. 
Judging fiom these observations, the "local mode" of the PDF is defined to quan- 
titatively describe the characteristic features of PDFs. The f irst locd mode, Ml, is 
defined as the PDF peak appearing at a low void fraction. The second local mode, 
1W2, corresponds to the PDF peak appearing at a high void fraction. The four typical 
flow patterns can be then characterized in terms of the "local mode" of the PDF. For 
bubbly flows, there is no peak at a high void fraction and the value of the second local 
mode, M2 = O .  For annular flows, the first local mode, Ml = O. For slug flow, the 
fust local mode is generally bigger then the second local mode, Mi > M2, since the 
length of the gas bubble is usually shorter than that of the aerated liquid slug. For 
churn flows, the gas bubble is elongated and distorted and t his kind of flow pattern is 
usually characterized by a bigger peak appearing a t  a high void fraction, as discussed 
above. Hence, k12 > MI. The features of the values of the local mode of the PDF 
allow different flow patterns to be identified. 
6.2 PDFFlowPatternMap 
A flow pattern representation developed from the study of the local PDF modes is 
summarized in Table 6.1. PDF flow pattern rnap has been established on the basis 
of the local mode (see Fi,we 6.1). The x-auis represents the first local mode of PDF 
while the y-auis the second local mode of PDF. The points on the x-axis corresponds 
to bubbly flows (y = hl2 = 0 )  and the points on the y-axis represent annular flows 
(x = Mi = O). The slug and churn flows patterns are located on the twwdimensional 
plane. Slug flowç are scattered on the lower diagonal half-plane (!LI1 > M2) and 
churn flows are on the upper diagonal half-plane of the map (M2 > Ml) .  It m u t  be 
pointed out that the points corresponding to the bubbly flows whose PDF's show a 
single peak followed by a tail were also regarded as single peak type and plotted on 
the x-mis, sinœ no significant 'bump" was observeci a t  a high void fraction. 
The P DF rnap permit5 a quantitative representation of flow pattern transition bound- 
aries. However, further experimental work is still required to confirrn these observa- 
tions. For example, fùrther study is required to determine if the 45" dashed line can 
be used as the transition from slug to churn flows. 
Table 6.1: PDF study for Aow pattern identification. 
I 
- - I m m I 
mode 1 single I double 1 double 1 sinole 1 
PDF feature 
modal type 




flow type 1 uniform 1 periodic 1 chaotic 1 uni form 1 
bubble flow 
unimodal 
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Figure 6.1: Flow pattern map from PDF. 
Spectrum-Energy Ratio 
When studying the fi,wes of the PSDF in the signals of the void fraction and the pres- 
sure, we have found that the bubbly flows are characterized by a broadband spectrum 
over al1 the frequency range. The slug, churn and annular flows are characterized by 
a dominant peak spectrum. The 5ominant frequency component increases when the 
flow pattern changes sequentially frcm slug-to-chum-to-annular flows. Therefore, it 
is difficult to ident ify these three flow patterns based only on the spectrum. In other 
words, the information of the PSDF is not sufficient to identify the flow patterns. In 
such a case, the flow parameter that is cded  the "average energy dissipation rate" 
has been introduced to help to establish a quantitative PSDF criterion for flow pat- 
tern identification. The PSDF represents the statistical energy distribution over the 
flow frequency while the average energy dissipation rate represents the average fluid 
energy dissipated by the flow. 
The terrn, spectrum-energy ratio, is then proposed to quantitat ively describe the 
results of the analysis of the PSDFs for different flow patterns. An average energy 
dissipation rate as given in Lopes (19%) and Kocamustafaogullari el aL ; (1993, 1994) 
and the normdized amplitude of each frequency cornponent determined from differ- 
ential pressure signals are used to define a spectrum-energy ratio given as: 
where, A* represents the amplitude of the kLh frequency component and ( E )  represents 
134 
the average dissipation energy calculateci by Kocamustafaogullari et al. (1993, 1994): 
with : 
J,: average superficial gas velocity (mls)  
( ) , 2 p :  two-phase frict ional pressure gradient (Palm) .
The average dissipation energy is a measure of fluid turbulence. The spectrurn-nergy 
ratio, IIL, can be viewed as a relative energy parameter. It can be interpreted as the 
manner in which the spectrurn fluctuating energy for a given frequency varies with 
the average fluid turbulent energy. 
6.4 PSDF Flow Pattern Map 
The new flow pattern representation, given by the spectrum-nergy ratio in Equa- 
tion 6.1 as a function of frequency components, is shown in Figure 6.2. 
In practice, the values of the spectmrn-energy ratio corresponding to the discrete 
frequency components are used for constructing the map. For bubbly flows, the 
spectrum is broadband over the frequency range and hence ten frequencies a t  equal 
intervals are chosen for the plot. For slug and churn flows, the dominant fkequency 
and the several secondary frequencies are used. For annular fiows, only the unique 
dominant fkequency is considered. 
In order to calculate the average energy disjipstion rate, ( E ) ,  the average superficial 
gas velocity is determined using the absolute pressure measured a t  a location close to 
the dinerential pressure taps in our study. The two-phase frictional pressure gradient 
is calculated using previous two-phase pressure drop measurements, i.e., two-phase 
friction multiplier, carried out under similar flow conditions in the same test section. 
Since bubbly flows are characterized by a wide range of frequency components and 
srnall average energy dissipation rates, they are represrnted by the points plotted 
on the top of the flow pattern map. In turn, annular flows which are characterized 
by a single high frequency component and relatively large average energy dissipation 
rates, are confined to the bottom part of the map. In between these two regions data 
corresponding to slug and churn flow are plotted. The difficulty of differentiating slug 
from churn flows onIy based on their spectrum can be overcorne when the term of the 
spectrurnenergy ratio is applied to represent the fiow patterns. The fact that the 
energy disçipation for the slug flows is smaller than t hat for the churn flows, makes it 
possible to identify these two flow patterns, as shown in Figure 6.2. Therefore, it can 
be expected that with the addition of more appropriate experiments and analysis, this 
kind of flow pattern representation could allow a better identification of flow pattern 
transitions to be carried out. 
It is very interesting to find that the figures of the PSDF on the signals of the pressure 
are almost identical to those on the signals of the void fraction for al1 the flow patterns 
t hat have been studied. This observation is very important because it confirms t hat we 
can identify the flow patterns only using the measurement of the fluctuating signals of 
the pressure. Once the frequency components of the pressure are deterrnined from the 
two-phase flow, the spectrum-energy ratio can be determined and the flow patterns 
can be then identifid from the PSDF flow pattern map. 
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Figure 6.2: Flow pattern map from PSDF. 
Conclusion 
0 The fluctuating component of the void fraction and differential pressure signals 
were measured and analyzed using PDF, statistical moments and PSDF tech- 
niques. In general it has been observed that the stochastic nature of the signals 
are strongly dependent on the Row patterns. 
A study of the statistical information obtained from both void and pressure sig- 
nais vaIidated the usefulness of the statistical identification technique presented 
in thk work. 
The PSDF of both the void fraction and pressure signais are in excellent agree- 
ment for aH the cases studied. It is feasible to identify the flow patterns on the 
basis of the pressure signals only. 
Furthermore, flow pattern identification using pressure signals is a promising 
technique. The appropriate select ion of the pressure lines, the distance between 
the pressure taps and the pressure transducer permi ts the inforrnat ion on the 
flow structure to be easily obtained. 
Flow pattern maps are cowtructed based on quantitatively stochastic analyses 
from PDF and PSDF. The results show that this kind of approach allows a new 
and clear flow pattern representation. 
It is podsible to extend the application of the present technique to hi& pressure 
stem-water qvstems by using an appropriate pressure transducer. 
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Appendix 
Data Acquisition Connections and Conversion Ra- 
tios 
A step in programming the data acquisition is to make sure t hat the analog channel 
of the data acquisition system is rela ted to the desirable measuring channel. Table 6.2 
shows the relationship between the analog channels for data acquisition system and 
the real measuring channels for void fraction, liquid flowrate and pressure signals. 
It is rnentioned here that the information of the relationship for channel B is also 
provided in the convenience of possible future sub-chamel experiments. Channel B, 
located beside the channe1 A, is the test channel with the same geometry as the one 
we used for the present work. 
The data acquisition system is also calibrated by checking the ciifference between a 
known reference input and the act ual system output . This difference, represented 
in the form of conversion ratios, are then taken into account in the data acquisition 
program as correction factors for each channel. Thus, if x, is an arbitrary value read 
from data acquisition system, the corresponding corrected value, x, is obtained by: 
where, k and b represent the conversion and offset factors, respectively. They are 
detennined using a reference voltage and a short circuit as input to each channel. 
The value of k of the void gauges is around two, because the data acquisition system 
saturates at lOVolts and a voltage divider is introduced with a low pass filter in 
between the void meter and the data acquisition system. The values of k and b are 
sirmmarized in Table 6.4 to Table 6.6. 
Table 6.2: Connection to data acquisition system (Channel A). 
1 Electrode # 1 AUBUEU.? channel 1 Aaaloer channel 1 Slot 1 
Table 6.3: Connection to data acquisition system (Channel B). 


























Table 6.4: Conversion ratio of void gauges (Charnel A). 
( Electrode 1 Input 1 Reading 1 Input 1 Reading 1 Conversion 1 O&t 
Table 6.5: Conversion ratio of void gauges (Channel B). 
# 
A l  




A l  
(Volts) 
0.0024 
(Volts) 1 (volts) 1 Factor(k) 1 Factor (b) 













Table 6.6: Conversion ratio of pressure transducers. 









(Volts) : Factor (k) 
4.9988 i 1.00046 
Factor (b) 
-0.0024 
