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Abstract
We approach the problem of combining top-ranking association statistics or P-values from a new
perspective which leads to a remarkably simple and powerful method. Statistical methods, such
as the Rank Truncated Product (RTP), have been developed for combining top-ranking associa-
tions and this general strategy proved to be useful in applications for detecting combined effects
of multiple disease components. To increase power, these methods aggregate signals across top
ranking SNPs, while adjusting for their total number assessed in a study. Analytic expressions
for combined top statistics or P-values tend to be unwieldy, which complicates interpretation,
practical implementation, and hinders further developments. Here, we propose the Augmented
Rank Truncation (ART) method that retains main characteristics of the RTP but is substantially
simpler to implement. ART leads to an efficient form of the adaptive algorithm, an approach
where the number of top ranking SNPs is varied to optimize power. We illustrate our methods by
strengthening previously reported associations of µ-opioid receptor variants with sensitivity to pain.
1
Introduction
Complex diseases are influenced by multiple environmental and genetic risk factors. A specific
factor, such as a single mutation, may convey a high risk, but population frequencies of high risk
factors are usually low, and substantial contribution to disease incidence can be attributable to ac-
cumulation of multiple but weak determinants within individuals. Genetic determinants of complex
diseases that had been identified by genetic association studies tend to carry modest effects, yet
power to detect such variants, as well as accuracy of identifying individuals at risk, can be improved
by combining multiple weak predictors. The main challenge in detecting specific variants is low
statistical power, but the overall accumulated effect of many individually weak signals can be much
stronger. It is convenient to combine statistical summaries of associations, for example, P-values,
and this approach can be nearly as efficient as analysis of raw data.1 In observational research,
methods for combining P-values are commonly associated with meta-analyses that pool results of
multiple experiments studying the same hypothesis. The combined P-value then aggregates signals
across all L studies, potentially providing a higher level of assurance that the studied risk factor
is associated with disease. Furthermore, if samples in those studies are taken from populations
that are similar with respect to the effect size magnitude, the combined meta-analytic P-value will
well approximate the one that would have been obtained by pooling together all raw data and
performing a single test.2
P-values can also be combined when the L hypotheses are distinct, and when the interest is
in detecting the overall signal. Such applications are common and include gene set and pathway
analyses. Specifically, a typical strategy in computation of gene- and pathway-scores includes (1)
mapping individual SNPs to genes, followed by combining their association P-values into gene-
scores, and (2) grouping genes into pathways and combining gene-scores into pathway-scores.
Existing tools for combining P-values (Pi, i = 1, . . . , L) are often based on the sum of Pi’s trans-
formed by some function H. For example, Fisher test3 is based on the log-transformed P-values,
H(Pi) = −2 ln(Pi), which are then added up to form a test statistics T =
∑L
i=1H(Pi) ∼ χ2(L),
where χ2(L) has a chi-square distribution with L degrees of freedom. When a portion of L distinct
associations is expected to be spurious, it is advantageous to combine only some of the predictors
using a truncated variation of combined P-value methods. For instance, Zaykin et al.4 proposed
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the Truncated Product Method (TPM) as a variation of the Fisher test, trimmed by the indicator
function, I(Pi ≤ α), that is equal to zero if Pi > α, and one if Pi ≤ α; 0 < α ≤ 1 is a truncation
threshold. The combined P-value, PTPM, is then given by the cumulative distribution function
(CDF) of W =
∑L
i=1 ln(Pi)I(Pi ≤ α). With the TPM approach, the threshold α is fixed while
the number of P-values that form the sum W is random. A related popular method for combining
top-ranking P-values is the Rank Truncated Product (RTP).5–7 In RTP, the number of P-values
to be combined, k, is fixed, rather than the P-value threshold, as in TPM. The resulting combined
P-value can be found from the cumulative distribution of the product:
PRTP = Pr
{
k∏
i=1
P(i) ≤ w
}
= 1− Pr
{
k∑
i=1
ln
[
P(i)
]
> ln [w]
}
,
where P(i) is the ith smallest P-value, i = 1, . . . , k. RTP leads to an appealing extension, where
k can be chosen adaptively, to maximize statistical power.8–10 Adaptive rank truncated product
(aRTP) variations optimize selection of the truncation point k among all (or a subset) of possible
values 1 ≤ k ≤ L. Adaptive extensions for TPM are not as straightforward because the threshold α
is a continuous variable, but one can resort to evaluating the distribution over a set of grid points.11
In adaptive extensions of TPM and RTP, the final test statistic is the minimum P-value observed
at various candidate truncation points.
The RTP null distribution is considerably more complicated than that of TPM. Complexity of
the RTP distribution is due to dependency between ordered P-values. When k = L, this dependency
is inconsequential because a statistic is formed as a sum of L terms and its value does not change if
the terms are re-ordered. In fact, when k = L, the RTP P-value is the same as the Fisher combined
P-value, derived via a CDF of a sum of independent chi-square variables. However, if 1 < k < L, the
k smallest P -values remain correlated and dependent even if these k values are randomly shuffled.
The dependency is induced through P(k+1) being a random variable: when P(k+1) happens to be
relatively small, the k P-values have to squeeze into a relatively small interval from zero to that
value. This induces positive dependency between random sets of k smallest P-values, similar to
the clustering effect in random effects models. Although the linear correlation can be eliminated
by scaling the largest P-value, P(k), the k values remain dependent, as illustrated in Figure 1 (see
“Appendix (A-1)” for discussion).
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Applications of combining independent P-values remain important in statistical research, and
there is clear preference among practitioners for methods that are based on simple and transparent
approaches, such as the Fisher or the inverse normal (Stouffer’s) tests.2,3,12–15 Here, we derive a
simple, easily implemented theoretical from of the RTP distribution for independent P-values which
further leads to derivation of a new statistic. The new statistic, which we call the Augmented RTP,
or ART, is based on the product of the first smallest P-values, just like the RTP but, unlike
the RTP, the distribution of the new statistic is given by standard functions and its computation
avoids explicit integration. Despite simplicity, ART is at least as powerful as RTP, according
to our simulation studies. Moreover, the ART leads to an adaptive statistic, where the number
of the smallest P-values to combine can be determined analytically to maximize power. Next,
we extend our methods by allowing dependence in the observed P-values. In genetic association
studies, P-values are often correlated due to linkage disequilibrium (LD). The LD correlation is
typically accounted for through permutational or other resampling approaches, where P-values are
simulated under the null hypothesis while preserving LD between genetic variants. While such
approaches are practical and easy to implement, it is also possible to de-correlate P-values before
combining them and then use any of the approaches developed under the independence assumption.
Surprisingly, we find that the decorrelation step often improves power. In particular, we find that
when association with disease is markedly different among variants within a gene, statistical power
of standard methods (without the decorrelation step) approaches a plateau as a function of LD and
does not improve as the number of SNPs increases. In contrast, power of our proposed decorrelation
method increases steadily with the number of SNPs. Our analytical results as well as simulation
experiments demonstrate this property for both ART (where k is chosen beforehand and fixed) and
for the adaptive variations of RTP and ART (aRTP and ART-A). Finally, we illustrate usefulness of
the proposed methods by strengthening an overall, gene-based association via combining previously
reported P-values between pain sensitivity and individual SNPs within the µ-opioid receptor.
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Material and Methods
Theoretical RTP distribution and Augmented RTP, the ART
Even when P-values are independent, previously proposed theoretical forms of the RTP distribution
are cumbersome and result in expressions that involve repeated integration.5,7,16,17 For example,
Nagaraja17 gives the cumulative distribution for the statistic Wk = −
∑k
i=1 lnP(i) and k < L, as:
Pr(Wk > w) =
k∑
j=1
wj exp
{
− cjw
ck+1
}
1
(L− k − 1)!
∫ w
0
exp {y dj} yL−k−1dy
+
L−k−1∑
s=0
exp {−w} w
s
s!
, where (1)
cj = L− j + 1,
dj =
k + 1− j
L− k ,
wj =
1
L− j + 1
L!
(L− k)!
(−1)k − j
(j − 1)!(k − j)! .
Theoretical forms of the RTP distribution (e.g., Eq. 1) may retain order-specific terms. Here, we
proceed to a simpler representation by noting that every random realization of k smallest P-values
can be shuffled. This step does not change the value of the product, Wk (or its logarithm), which
is our statistic of interest, but implies that we can treat the joint k-variate distribution as governed
by the same pair-wise dependence for every pair of variables. Moreover, variables of that shuffled
distribution are identical marginally. The dependency is induced completely through randomness
of P(k+1), and conditionally on its value, the {Wk | p(k+1)} distribution is given by standard
independence results. Then, PRTP is given by the marginal CDF of Wk. Based on this conceptual
model, we derived the following representation of RTP where a single integral is evaluated in a
bounded interval (0, 1), which allows one to evaluate the RTP distribution as a simple average
of standard functions. Specifically, we derive a simple expression for the RTP distribution as the
expectation of a function of a uniform (0 to 1) random variable:
PRTP(k) = Pr(Wk ≤ w) = 1−
∫ 1
0
Gk
{
ln
([
B−1k+1(u)
]k
w
)}
du (2)
= E {H(U | k,w)} ,
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where B−1k+1(·) is inverse CDF of Beta(k+ 1, L−k) distribution, Gk(·) is CDF of Gamma(k, 1), and
H(u | k,w) = Gk
(
ln
(
[B−1k+1(u)]
k
w
))
. PRTP(k) is the combined RTP P-value. Notably, given the
value of the product of k P-values, W = w, we can simultaneously evaluate PRTP(k + 1):
PRTP(k + 1) = Pr(Wk+1 ≤ w) = 1−
∫ 1
0
Gk
{
ln
([
B−1k+1(u)
]k+1
w
)}
du. (3)
Details and the derivation are given in “Appendix (A-2).”
The conditional independence of k − 1 smallest P-values, given a value of the beta-distributed
k-th smallest P-value (Eq. A-5, A-6), leads to a simple statistic which (just as RTP) is a function
of of the product of the k-th smallest P-values. This statistic and its distribution are not an
approximation to Wk and the RTP distribution. However, similarly to RTP, the new statistic is
designed to capture information contained in the first k smallest P -values. To construct the new
statistic, we propose the following transformation that involves the product Wk−1 and the variable
P(k). These transformations yield three independent variables, that are next added together and
give a gamma-distributed random variable,
Ak = − ln {Wk−1}+ (k − 1) ln
{
P(k)
}
+G−1λ
{
1−Bk(P(k))
}
, (4)
where G−1k (·) is inverse CDF of Gamma(k, 1),
λ = (k − 1)× E {− ln (P(k))} = (k − 1)(Γ′(L+ 1)/Γ(L+ 1)− Γ′(k)/Γ(k)),
Γ′ is the first derivative of a gamma function; and Bk(x) is the CDF of Beta(k, L−k+1) distribution
evaluated at x. The shape parameter λ is chosen so that the two last terms in Eq. 4 (that are
both transformations of P(k)) have the same expectation. Given the observed value Ak = ak, the
combined P-value is
ART = Pr(Ak ≤ ak) = 1−Gk+λ−1(ak). (5)
Under the null hypothesis, as illustrated by Figure 2, combined P-values based on the proposed
method (ART) are very similar to PRTP, and approach PRTP as k increases. However, under the
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alternative, we find (as described in “Results” section) that ART has either the same or higher
power than RTP. Furthermore, the combined P-value, ART, can be easily computed in R using its
standard functions. A short example and an R code are given in “Appendix (A-3).”
Adaptive ART method, ART-A
As we discussed earlier in Introduction, the number of k P-values to be combined by the RTP
method (or ART) is fixed and needs to be pre-specified. The choice of k is somewhat arbitrary,
so a researcher may wish to evaluate ART at several values of k, consequently choosing k that
corresponds to the smallest combined P-value. However, this additional step creates another layer
of multiple comparisons, which needs to be accounted for. Yu et al.9 proposed an empirical pro-
cedure to evaluate adaptive RTP (aRTP) method based on the minimum P-value computed over
various candidate truncation points. To avoid a cumbersome two-level permutation procedure,
they built on the method suggested by Ge et al.18 to reduce computational time. While computa-
tionally efficient, the method requires to store a large B × L matrix, with every row containing L
P-values generated under the null distribution over B simulated experiments. Zhang et al.10 de-
rived analytic but mathematically complex aRTP distribution, which needs to be evaluated using
high-dimensional integration. Here, we propose a new and easily implemented version of the the-
oretical distribution for ART, ART-A. The method exploits the fact that ordered P-values can be
represented as functions of the same number of independent uniform random variables (Appendix
(A-4)). The two main ideas behind ART-A are: first to approximate the Gamma distribution
with a large shape parameter by the normal distribution, and second to use the fact that the joint
distribution of the partial normal sums follows a multivariate normal distribution.
Correlated P -values
We further extend the proposed methods to combine correlated P-values via Decorrelation by Or-
thogonal Transformation approach, DOT. Let L correlated P -values, (p1, p2, . . . , pL), originate from
statistics that jointly follow a multivariate normal disitrbution, y ∼ MVN (µ = 0,Σ), under H0.
Dependent variables can be transformed into independent variables by using eigendecomposition
of Σ, such that Σ = QΛQ−1, where Q is a square matrix, with ith column containing eigenvector
qi of Σ, and Λ is the diagonal matrix of eigenvalues λ1, λ2, . . . , λL. Next, define an orthogonal
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matrix H = QΛ−1/2QT and ye = HTy. P-values are decorrelated as 1 − Φ−1(ye). Then, the
first k smallest decorrelated P-values can be used to calculate various combined statistics. The
choice of this particular transformation is motivated by its “invariance to order” property. Briefly,
in the equicorrelation case, including the special case of ρ = 0, i.e., independence, a permutation
of y should yield the same (possibly permuted) values in the decorrelated vector, ye. Extensive
evaluation of the decorrelation approach are presented by is elsewhere.19
Results
Simulation study results
We used simulation experiments to evaluate the Type I error rate and power of the proposed
methods relative to the previously studied RTP (defined for a fixed k) and to the adaptive RTP
(where k is varied and the distribution is evaluated by single-layer simulations as in Yu et al,
2009).9,18 Performance of various methods was evaluated using k first-ordered P-values, with k =
{10, 100} and L = {100, 200, 500}. Details of the simulation design are given in “Appendix (A-5).”
Table 1-2 present Type I error rates for combinations of independent and decorrelated P-values
respectively. In the tables, rows labeled “ART-A” refer to our newly proposed adaptive ART
method, while “aRTP” rows label the results of the conventional approach.9 For the adaptive
methods, the sequence of truncation points varied from 1 to k or from 1 to L, if k = L. Both tables
confirm that all methods maintain the correct Type I error rate.
Tables 3-5 summarize a set of power simulations for independent P-values. Results presented
in Table 3 were obtained under the assumption that all L statistics had the same underlying effect
size (µ = 0.5). From this table, it is evident that our ART has the highest power, closely followed
by RTP. In general, the ART P-values tend to be similar to the P-values obtained by the RTP, and
we show their similarity graphically in Figure 2. The Simes method has the lowest power, which is
expected due to homogeneity in effect sizes across L tests and absence of true nulls. For the results
in Table 4, the effect size was allowed to randomly vary throughout the range from 0.05 to 0.45.
In both of these tables, the ART method has the highest power, while the Simes method has the
lowest power. The power of both adaptive methods is very similar to one another but lower than
that of methods based on a fixed k (RTP and ART). Nonetheless, in practice, a good choice for k
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may not be immediately clear, so a small sacrifice in power may be preferable to an arbitrary and
possibly poor choice of k. However, when L is large, it can be impractical or unreasonable to vary
candidate truncation points all the way up to L. Finally, Table 5 summarizes results for simulations
when some of the L hypotheses were true nulls (µ = 0), while the remaining hypotheses were true
signals (µ = 0.5). The results follow the same pattern as in the previous tables, with ART having
the highest power.
Table 6 summarizes a set of power simulations for correlated P-values. The effect sizes were
randomly varied between -0.45 and 1.3 in each simulation. The correlation matrices were generated
as described in “Appendix (A-5).” This set of simulations assumes that the P-values were obtained
from the same data set as the sample estimate of the correlation matrix. Under heterogeneous
effect sizes (Table 6) the empirical versions of the tests (“RTP”, “ART-A”) show nearly identical
(and low) power for various combinations of k and L values. However, decorrelation-based methods
become quite powerful, and their power is increasing with k and L. The steady power increase is due
to the decorrelation effect on the combined noncentrality that involves the sum
∑L
i 6=j(µi − µj)2,
which increases with the increased heterogeneity of µ. More details on the performance of the
decorrelation approach are given by us elsewhere,19 but here we briefly note that this finding is
practically relevant because substantial heterogeneity of associations is expected among genetic
variants, leading to a substantial power boost, as we next illustrate via re-analysis of published
associations of genetic variants within the µ-opioid gene with pain sensitivity.
Real data analysis
In several popular variations of the gene-based approach,20 association statistics or P-values are
combined across variants within a gene.9,21–23 Gene-based approaches have some advantages over
methods based on individual SNPs or haplotypes. In particular, gene-based P-values may facilitate
subsequent meta-analysis of separate studies and can be less susceptible to erroneous findings.20
To obtain a gene-based P-value, one would need to account for LD among variants. The matrix of
LD correlation coefficients can be obtained conveniently without access to individual genotypes if
frequencies of haplotypes for SNPs within the genetic region of interest are available. The LD for
alleles i and j is defined by the difference between the di-locus haplotype frequency, Pij , and the
product of the frequencies of two alleles, Dij = Pij − pipj . The LD-correlation for SNPs i and j
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is rij =
Dij
pi(1−pi)pj(1−pj) . Shabalina et al.
24 and Kuo et al.25 reported SNP-based P-values (Table
8), as well as results of several haplotype-based tests for genetic association of variants within the
µ-opioid receptor (MOR) with pain sensitivity. Kuo et al. also reported estimated frequencies for
11-SNP haplotypes within the MOR gene,25 from which the 11× 11 LD correlation matrix can be
computed. The Pij frequencies are given by the sum of frequencies of those 11-SNP haplotypes
that contain both of the minor alleles for SNPs i and j. Similarly, pi allele frequency is the sum
of haplotype frequencies that carry the minor allele of the SNP i. The LD correlations within the
MOR region spanned by the 11 SNPs ranged from -0.82 to 0.99, with the average absolute value
≈ 0.55 and the median absolute value ≈ 0.66. Half of pairwise LD correlations were smaller than
-0.23 or larger than 0.82. Our analysis (Table 9) showcases utility of the proposed methods. The
columns show combined P-values, for k varying from two up to all eleven SNPs (k=1 is equivalent
to the Bonferroni correction, i.e., 0.007×11). Similar to what we found via simulation experiments,
where correlation is controlled by reshuffling the phenotype values while keeping the original LD
structure intact, RTP and aRTP (without the decorrelation step) do not benefit from inclusion of
additional SNPs. P-values in the ART column are very similar to those in the RTP column, which
reassures our theoretical expectations. In contrast to previously proposed methods that control
correlation by resampling (i.e., RTP, aRTP and ART), the results in columns marked by “decorr”
are substantially lower. In these columns, we used the proposed transformation to independence,
which gives much stronger combined P-values. In all “decorr” columns, k=7 results in the smallest
combined P-value, implying that the number of real effects (including proxy associations) is at least
seven.
Discussion
Complex diseases are influenced by collective effects of environmental exposures and genetic deter-
minants. There can be numerous weak but biologically meaningful risk factors. The challenge is
to distinguish between real and spurious statistical signals in the presence of multiple comparisons
and low detection power. When the number of potential real associations is expected to be small,
compared to the total number of variants evaluated within a study, it is advantageous to focus on
the top-ranking associations. The rank truncated product method (RTP) has been designed with
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this objective in mind. The RTP and related approaches had been shown to be valuable tools in
analysis of genetic associations with disease. In this article, we derive a mathematically simple form
of the RTP distribution that leads a to new method, ART and its adaptive version, ART-A, that
searches through a number of candidate values of truncation points and finds an optimal number
in terms of combined P-value. The ART is designed with the same objectives in mind as RTP
and TPM: to facilitate detection of possibly weak signals among top-ranking predictors that could
have been missed, unless combined into a single score. The ART is trivial to implement in terms
of standard functions, provided by packages such as R, and its power characteristics are close to
RTP or higher in all studied settings. Analytical forms of ART and ART-A are derived under in-
dependence. To accommodate LD, we propose a decorrelation step, by transformation of P-values
to independence. Our Decorrelation by Orthogonal Transformation approach (DOT) is analogous
to the Mahalanobis transformation.26 We found DOT to be surprisingly powerful in many settings,
compared to the usual method of evaluating the distribution of product of correlated P-values un-
der the null hypothesis. Theoretical properties and extensive numerical evaluation of DOT will be
published elsewhere and currently these findings are available as a preprint.19 Further, we illustrate
an application of our methods with analyses of variants within the µ-opioid gene that have been
shown to affect sensitivity to pain. We find strengthened evidence of overall association within the
11-SNP block. In this application, the LD correlation matrix was reconstructed from the haplotype
frequencies, which might be slightly different from the correlation of (0,1,2) values between pairs of
SNPs.27 Further studies are needed to investigate whether approaches such as this, or utilization
of reference panel (external) data as a source of LD information, may lead to substantial bias.
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Figure Titles and Legends
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Figure 1: Illustration for decorrelated yet dependent P-values; k = 2, n = 4.
A plot of simulated and decorrelated values, U(1) vs U(2), reveals a hole in the middle, instead of
the complete Malevich black square, indicating dependency.
R2 = 0.998
0.00
0.25
0.50
0.75
1.00
0.00 0.25 0.50 0.75 1.00
PRTP
P A
k
k = 10; L = 20
R2 = 0.999
0.00
0.25
0.50
0.75
1.00
0.00 0.25 0.50 0.75 1.00
PRTP
P A
k
k = 15; L = 20
Figure 2: Combined P-values based on Ak versus RTP statistic.
Multiple combined P-values were computed using the two proposed statistics based on either top
10 or top 15 P-values out of L = 20 tests.
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Tables
k = 10 k = 100
L = 100 L = 200 L = 500 L = 100 L = 200 L = 500
RTP 0.05 0.05 0.05 0.05 0.05 0.05
ART 0.05 0.05 0.05 0.05 0.05 0.05
aRTP 0.05 0.05 0.05 0.05 0.05 0.05
ART-A 0.05 0.05 0.05 0.05 0.05 0.05
Simes 0.05 0.05 0.05 0.05 0.05 0.05
Table 1: Type I error at α = 0.05, assuming that P-values are independent.
L = k = 4 L = k = 6 L = k = 10 L = 100, k = 10 L = k = 100
Mean |ρ| 0.39 0.43 0.45 0.47 0.47
RTP 0.05 0.05 0.05 0.05 0.05
RTP(decorr) 0.05 0.05 0.05 0.05 0.05
ART(decorr) 0.05 0.05 0.05 0.05 0.05
aRTP 0.05 0.05 0.05 0.05 0.05
ART-A(decorr) 0.05 0.05 0.05 0.05 0.05
Simes 0.05 0.05 0.05 0.05 0.05
Table 2: Type I error at α = 0.05 for randomly correlated P-values.
k = 10 k = 100
L = 100 L = 200 L = 500 L = 100 L = 200 L = 500
RTP 0.35 0.43 0.54 0.49 0.73 0.94
ART 0.38 0.49 0.63 0.50 0.74 0.95
aRTP 0.27 0.33 0.41 0.41 0.61 0.86
ART-A 0.32 0.38 0.46 0.40 0.57 0.72
Simes 0.14 0.16 0.17 0.15 0.16 0.17
Table 3: Power under the alternative hypothesis, assuming independence and the same effect size
µ = 0.5 for all L tests.
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k = 10 k = 100
L = 100 L = 200 L = 500 L = 100 L = 200 L = 500
RTP 0.23 0.28 0.37 0.30 0.46 0.72
ART 0.25 0.32 0.43 0.30 0.46 0.75
aRTP 0.18 0.22 0.27 0.25 0.36 0.57
ART-A 0.22 0.26 0.33 0.25 0.37 0.53
Simes 0.12 0.13 0.14 0.12 0.13 0.14
Table 4: Power under the alternative hypothesis, assuming independence and random effect size (µ
between 0.05 and 0.45).
k = 10 k = 50
Proportion of true effects 2.5% 5% 10% 2.5% 5% 10%
RTP 0.24 0.48 0.83 0.29 0.65 0.97
ART 0.24 0.52 0.89 0.29 0.66 0.98
aRTP 0.20 0.40 0.75 0.25 0.55 0.93
ART-A 0.22 0.45 0.75 0.26 0.56 0.88
Simes 0.14 0.23 0.38 0.14 0.23 0.38
Table 5: Power under independence, assuming constant effect size (µ = 1.4) for a fraction of L=1000
hypotheses and µ = 0 for the rest of the tests.
L = k = 4 L = k = 6 L = k = 10 L = 100, k = 10 L = k = 100
Mean |ρ| 0.39 0.43 0.45 0.47 0.47
RTP 0.13 0.12 0.11 0.17 0.12
RTP(decorr) 0.41 0.47 0.57 0.98 >0.99
ART(decorr) 0.41 0.47 0.57 0.99 >0.99
aRTP 0.17 0.16 0.16 0.20 0.18
ART-A(decorr) 0.38 0.44 0.52 0.94 0.98
Simes 0.35 0.38 0.41 0.63 0.64
Table 6: Power for correlated P-values when the effect size is randomly varied between -0.45 and
1.3.
L = 11, mean |ρ| = 0.55
k: 5 6 7 9 11
RTP 0.07 0.06 0.06 0.05 0.05
RTP(decorr) 0.85 0.87 0.87 0.87 0.87
ART(decorr) 0.85 0.87 0.87 0.87 0.87
aRTP 0.07 0.07 0.06 0.06 0.06
ART-A(decorr) 0.85 0.85 0.85 0.84 0.83
Simes 0.78 0.78 0.78 0.78 0.79
Table 7: Power at α = 0.05 for P-values correlated according to the LD structure in the µ-opioid
gene, with effect sizes randomly sampled in the interval from -0.5 to 0.2.
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SNP P-value
rs563649 0.0007
rs9322446 0.0941
rs2075572 0.2957
rs533586 0.7037
rs540825 0.8171
rs675026 0.8012
rs660756 0.5745
rs677830 0.9891
rs623956 0.8308
rs609148 0.8208
rs497332 0.3139
Table 8: Individual SNP P-values as originally reported in Shabalina et al.24
k RTP RTP (decorr) ART (decorr) aRTP ART-A (decorr)
2 0.0187 0.0225 0.0256 0.0519 0.0533
3 0.0411 0.0234 0.0253 0.2963 0.0211
4 0.0566 0.0192 0.0183 0.1845 0.0115
5 0.0886 0.0211 0.0231 0.4702 0.0165
6 0.1172 0.0204 0.0208 0.6543 0.0070
7 0.1486 0.0177 0.0169 0.7718 0.0041
8 0.1726 0.0211 0.0220 0.7189 0.0416
9 0.1810 0.0228 0.0232 0.6766 0.0165
10 0.1867 0.0241 0.0241 0.6423 0.0096
11 0.1938 0.0241 0.0243 0.6140 0.0065
Table 9: Combined P-values by different methods for µ-opioid data. The smallest P-values in
“decor” columns are highlighted in bold. The table reports 11 aRTP values rather than a single
optimal one, because one can specify the largest k value, which was varied here from 2 to 11.
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Appendix
A-1 Correlation and dependencies among k smallest P-values
The complexity of analytic forms of the RTP distribution is due to dependency introduced by
ordering of P -values. Although order statistics are correlated, products and sums are oblivious
to the order of the terms, therefore for the case when k = L, the statistic Tk follows the gamma
distribution with the shape parameter equal to L, and the unit scale, i.e., TL ∼ Gamma(L, 1).
This is essentially the same as the Fisher combined P-value, where the statistic is 2TL, distributed
as the chi-square with 2L degrees of freedom. However, for 1 ≤ k < L, the k smallest P -values
remain dependent even if these k values are not sorted (e.g., randomly shuffled). The dependency
is induced through P(k+1) being a random variable: when P(k+1) happens to be relatively small,
the k P-values have to squeeze into a relatively small interval from zero to that value. This induces
a positive correlation between random sets of k smallest P-values, similar to the clustering effect
in the random effects models.
The k smallest unordered P-values are equicorrelated and also have the same marginal distri-
bution, which can be obtained as a permutation distribution of the first k uniform order statis-
tics. Assuming independence of L P-values and their uniform distribution under the null hy-
pothesis, we can derive the correlation between any pair of unordered k smallest P-values as
ρ(k, L) = 3(L − k)/(2 + k(L − 2) + 5L). As L increases, the correlation approaches the limit
that no longer depends on L: limL→∞ ρ(k, L) = 3/(k + 5). The correlation can be substantial for
small k and cannot be ignored. There is a very simple transformation that makes a set of k P-values
uncorrelated. All that is needed to decorrelate these P-values is to scale the largest of them:
X1 = P(1)
X2 = P(2)
...
Xk−1 = P(k−1)
Xk = σP(k),
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where
σ =
2L− k + 3 +√(k + 1)(L+ 1)(L− k + 1)
4 + 2L
,
and then randomly shuffle the set X1, . . . Xk. This scale factor σ can be derived by solving the
mixture covariance linear equations induced by the permutation distribution of the first k order
statistics. The decorrelated values can be further transformed so that each has the uniform (0,1)
distribution marginally:
Uj =
1
k
k∑
i=1
Beta(Xj ; i, L− i+ 1), j = 1, . . . , k − 1 (A-1)
Uk =
1
k
k∑
i=1
Beta(Xk/σ; i, L− i+ 1), (A-2)
where Beta(x; a, b) is the CDF of a beta(a, b) distribution evaluated at x. Although the scaling and
subsequent shuffle removes the correlation, the values remain dependent, as illustrated in Figure 1.
A-2 Derivation of the RTP distribution
An intuitive way to understand our derivation of the RTP distribution is through references to sim-
ulations. The simplest, brute-force algorithm to obtain the RTP combined P-value is by simulating
its distribution directly. If wk is the product of k actual P-values, one can repeatedly (B times)
simulate L Uniform(0,1) random variables Ui, sort them, take the product of k smallest values, and
compare the resulting product to wk. As the number of simulations, B, increases, the proportion of
times that simulated values will be smaller than wk converges to the true combined RTP P-value.
There are several ways to optimize the above simulation scenario with respect to computational
complexity. For instance, sets of ordered uniform P-values can be simulated directly using well-
known results from the theory of order statistics. Despite the fact that the marginal distribution
of ith ordered value is Beta(i, L− i+ 1), to create the necessary dependency between the ordered
P-values, sets of k values have to be simulated in a step-wise, conditional fashion. The minimum
value, P(1), can be sampled from Beta(1, L) distribution. Alternatively, using the relationship
between beta and Uniform(0,1) random variables, it can be sampled as P(1) = 1 − U1/L1 . Next,
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since the value P(2) cannot be smaller than P(1) = p(1), conditionally on the obtained value, it has
to be generated from a truncated beta distribution. The third smallest value should be sampled
conditionally on the second one, and so on.28 Therefore, the sequence and the product wk can be
obtained by simulating k ordered P-values, rather then all L unsorted values.
P(1) = 1− U
1
L
1
P(2) = 1− u
1
L
1 U
1
L−1
2
P(3) = 1− u
1
L
1 u
1
L−1
2 U
1
L−2
3
...
P(k) = 1− u
1
L
1 u
1
L−1
2 . . . U
1
L−k+1
k .
(A-3)
Further optimization of the simulation algorithm is illustrative because it provides intuition for
theoretical derivation of the RTP distribution. This optimization is achieved by using the Markov
property of order statistics. Specifically, the unordered set {P1, P2, . . . , Pk | P(k+1) = p(k+1)}
behaves as a sample of k independent variables, identically distributed as Uniform
(
0, p(k+1)
)
. This
is a usual step in analytic derivations of product truncated distributions, and it follows by averaging
over the density of P(k+1) (this approach was employed earlier by Dudbridge and Koeleman
5 and
by Zaykin et al.4). After re-scaling,
{
P1
p(k+1)
,
P2
p(k+1)
, . . . ,
Pk
p(k+1)
}
∼ Unif(0, 1). (A-4)
The capital Pi notation is used here to emphasize the fact that the variable is random, while the
lowercase p(k+1) refers to a realized value of a random variable, P(k+1) = p(k+1). Next, given that
P(k+1) ∼ Beta(k + 1, L− k), minus log of the product of independent conditional uniform random
variables will follow a gamma distribution. Specifically,
− ln
k∏
i=1
Pi
p(k+1)
= k ln p(k+1) −
k∑
i=1
lnPi,
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and treating p(k+1) as a constant,
− ln
k∏
i=1
Pi
p(k+1)
∼ 1
2
χ22k = Gamma(k, 1).
The above manipulations reduce the set of k random variables to a set of just two variables:
a gamma and a beta. Therefore, the combined RTP P-value can be evaluated numerically by
simulating only pairs of beta- and gamma-distributed random variables as follows. We note that
− ln
(
k∏
i=1
P(i)
)
= − ln
(
k∏
i=1
Pi
p(k+1)
)
− k ln p(k+1),
and define
X = P(k+1) ∼ Beta(k + 1, L− k) (A-5)
Y | X = − ln
(
k∏
i=1
Pi
p(k+1)
)
∼ Gamma(k, 1). (A-6)
The empirical distribution of the product of k values under H0 can then be obtained by repeatedly
simulating X and Y , and comparing the observed value of − ln(wk) to Z = Y − k ln(X) in every
simulation. PRTP would then be defined as the proportion of times simulated values of Z were larger
than − ln(wk). Surprisingly, one can simultaneously evaluate probabilities for two consequtive
partial products,
Pr(Wk ≤ w), and
Pr(Wk+1 ≤ w),
by reusing the same pair of random numbers, which follows from the fact that
− ln
(
k+1∏
i=1
P(i)
)
= − ln
(
k∏
i=1
Pi
p(k+1)
)
− (k + 1) ln p(k+1). (A-7)
In the latter case, − ln(w) is compared to Z = Y −(k+1) ln(X). This simulation method is very fast
and approaches the exact solution as the number of simulated pairs increases. Moreover, through
these simulation experiments it becomes clear that once one conditions on the observed value of
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p(k+1), the test statistic is formed as a product/sum of independent random variables. Specifically,
Gamma distribution for the Y variable in Eq. (A-6) appears to be conditional on the observed
X = p(k+1) when the pairs (X,Y ) are simulated. Alternatively, one can first simulate X = p(k+1)
and then generate a test statistic using k uniform random variables, U1, U2, . . . , Uk, on (0, p(k+1))
interval.
We just described a way to evaluate the RTP distribution by repeated sampling of two random
variables to elucidate the idea that the combined RTP P-value can be obtained by integrating out
the random upper bound P(k+1) over its probability density function. Random P(k+1) has to be
at least as large as p(k) but smaller than one, p(k) ≤ P(k+1) ≤ 1. After re-expressing p(k) in terms
of the observed product w =
∏k
i=1 p(i), it becomes evident that w
1/k ≤ P(k+1) ≤ 1 because the
product is maximized if p(i) = p(k) for all i = 1, . . . , k, so the observed p(k) can be at most w
1/k.
Now, integrating over the beta density, f(·) with parameters k+1, L−k, of a single variable P(k+1),
we will treat w as a constant:
Pr(Wk ≤ w) = 1−
∫ 1
w1/k
Gk
{
ln
(
tk
w
)}
f(t)dt. (A-8)
Next, following a transformation, we can express the integral as an expectation and make the
integration limits to be 0 to 1, and thus, independent of k:
PRTP(k) = Pr(Wk ≤ w) = 1−
∫ 1
0
Gk
{
ln
([
B−1k+1(u)
]k
w
)}
du, (A-9)
where B−1k+1(·) is inverse CDF of Beta(k+ 1, L−k) distribution, and Gk(·) is CDF of Gamma(k, 1).
PRTP(k) is the combined RTP P-value. Similarly, and following the above note that two partial
products can be evaluated at the same time,
Pr(Wk+1 ≤ w) = 1−
∫ 1
0
Gk
{
ln
([
B−1k+1(u)
]k+1
w
)}
du. (A-10)
We have now derived simple expressions that involve only a single integral where the integration lim-
its (Eq. (A-9)) no longer involve a product value w and are conveniently bounded within zero to one
interval. Eq. (A-9) illustrates that the RTP distribution can be viewed as the expectation of a func-
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tion of a uniform random variable, U ∼Uniform(0,1). If we let H(u | k,w) = Gk
(
ln
(
[B−1k+1(u)]
k
w
))
,
the unconditional distribution of Wk is
Pr(Wk ≤ w) = 1−
∫ 1
0
H(u | k,w)du = 1− E {H(U | k,w)} .
Therefore, to evaluate PRTP(k) numerically, one can simply sample a large number of uniform
random numbers, U , apply the function 1−H(U) and then take the mean. The corresponding R
code using one million random numbers is:
mean(1-pgamma(log(qbeta(runif(1e6),k+1,L-k))*k+z,k))
where z = − ln(w). Using the integration explicitly, the R code is:
integrate(function(x,w,k,L) 1-pgamma(log(qbeta(x,k+1,L-k))*k+w,k),0,1,z,k,L)$va.
A-3 R code example for computation of ART and PRTP
In the code below, ART and PRTP are computed for a vector of six P-values with k=4, lW=∑k−1
i=1 ln(P(i)) and Pk= P(k):
Art <- function(lW, Pk, k, L) {
d = (k-1)*(digamma(L+1) - digamma(k))
ak = (k-1)*log(Pk) - lW + qgamma(1-pbeta(Pk, k, L-k+1), shape=d)
1 - pgamma(ak, shape=k+d-1)
}
P = sort(c(0.7, 0.07, 0.15, 0.12, 0.08, 0.09))
L = length(P)
k = 4
Z = sum(-log(P[1:k]))
lW = sum(log(P[1:(k-1)]))
P.rtp = integrate(function(x,y,m,n) 1-pgamma(log(qbeta(x,m+1,n-m))*m+y,m),0,1,Z,k,L)$va
P.ak = Art(lW, P[k], k, L)
The resulting combined P-values are ART=0.045 and PRTP=0.047. Note that all six original
P-values are larger than the combined ART and RTP. This example demonstrates that weak signals
can form a much stronger one after they are combined.
A-4 Derivation of the ART-A distribution
As we discussed, ordered P-values can be represented as functions of the same number of inde-
pendent uniform random variables (Eq. A-3). This reveals that the jth value, p(j), is a function
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of all p(i<j) and that in a given set of k variables (i.e., conditionally) all information is contained
in k independent random variables, U1, U2, . . . , Uk. These independent components can be ex-
tracted and utilized. Specifically, by using the conditional distribution of Wi, which only depends
on the two preceding partial products, Wi−1 and Wi−2, we define independent variables Zi’s as
Zi = Pr(Wi > wi |Wi−1,Wi−2). Successive partial products relate to one another as:
Wk = Wk−1 −Wk−1
(
1− Wk−1
Wk−2
)
U
1
L−k+1
k .
Since U
1
L−k+1 ∼ Beta(L− k + 1, 1), the conditional density and the CDF for the product is
f(Wk = x |Wk−1 = tk−1,Wk−2 = tk−2) = (tk−1 − x)
L−k
B(L− k + 1, 1)
(
tk−1(1− tk−1tk−2 )
)L−k+1 .
Let
1− Zi = Pr (Wi < wi |Wk−1 = tk−1,Wk−2 = tk−2)
= Pr
(
ti−1 − ti−1
(
1− ti−1
ti−2
)
U
1
L−i+1
i < wi |Wi−1 = ti−1,Wi−2 = ti−2
)
= Pr
(
− lnUi < −(L− i+ 1) ln
(
1− p(i)
1− p(i−1)
))
.
Then,
Pr(Wk ≤ x |Wk−1 = tk−1,Wk−2 = tk−2) =
∫ x
t2k−1/tk−2
f(Wk = x |Wk−1 = tk−1,Wk−2)dx
=
1
B(L− k + 1, 1)
(
tk−1
(
1− tk−1tk−2
))
×
∫ x
t2k−1/tk−2
(tk−1 − x)L−kdx
= 1−
 tk−1 − x
tk−1
(
1− tk−1tk−2
)
L−k+1
= 1−
(
1− p(k)
1− p(k−1)
)L−k+1
.
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We now obtained a transformation to a new set of independent uniform (0− 1) random variables.
Zi =
(
1− p(i)
1− p(i−1)
)L−i+1
,
with
Z1 =
(
1− p(1)
)L
.
Next, define Y =
∑k
i=1G
−1
λi
(1− Zi), where G−1λi is the inverse gamma CDF with the shape λi and
the scale 1. Under H0, Y has a gamma distribution with the shape equal to the
∑k
i=1 λi. The
combined P -value is now obtained as:
1−G∑k
i=1 λi
(
k∑
i=1
G−1λi (1− Zi)
)
. (A-11)
When λi is large, the gamma CDF approaches the standard normal CDF, which motivates the
inverse normal transformation. The quantiles will be calculated by using λiΦ
−1(1 − Zi), as an
approximation to G−1λi (1−Zi) for large k. The inverse normal method is useful for the reason that
the joint distribution of the partial sums can be derived in a standard way to evaluate the adaptive
ART (ART-A) P-value. For the ART-A, we define partial sums as:
Sk =
k∑
i=1
λiΦ
−1(1− Zi),
where Φ−1(·) is inverse CDF of the standard normal distribution. Then, under the null hypothe-
sis, S = (S1, S2, ..., Sk)
T follows a multiviate normal distribution MVN(0,Σ), with Σ = FWFT and
F =

1 0 · · · 0 0
1 1 · · · 0 0
...
...
. . .
...
...
1 1 · · · 1 0
1 1 · · · 1 1

, diag(W) =

λ21
λ22
. . .
λ2k

,
where λ are weights. In our simulation experiments, we set all λi = 1, however one may take
advantage of some information about the effect size distribution, if that is available. If power is
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high, but the signal is sparse, it would be expected that true signals may tend to rank among
the smallest P-values. In this case, one possible sequence of weights is λ2k−i+1 =
k
k−i+1 . Such
weights that emphasize partial sums with few terms can also be used in certain situations where
P-value distribution is expected to be skewed from the uniform (e.g., due to discreteness of a test
statistic), with many P-values being close to one. Finally, the vector S can be standardized as
Ti = Si/σi, where σi are the diagonal elements of Σ, then T ∼ MVN(0,R), Rij = Σij√
ΣiiΣjj
. The
null distribution of T is used to evaluate ART-A by using Pr(Si/σi > si) probabilities and to
obtain quantiles (significance thresholds) using commonly available MVN distribution functions
(e.g., mvtnorm R package).29
A-5 Simulation setup
We performed B=100,000 simulations to evaluate the Type I error rate and power of the pro-
posed methods. To study performance of combination methods for independent P-values, in each
simulation, we generated L normally distributed statistics, X ∼ N(µ, 1). The squared values of
X follow the chi-square distribution with one degree of freedom and noncentrality parameter µ2,
X2 ∼ χ2(1,µ2). P-values were obtained as one minus the CDF of the noncentral chi-square evaluated
at X2, or as P = 2−Φ (|X|+ |µ|)−Φ (|X| − |µ|) in terms of the normal CDF. P-values generated
from normal statistics (without squaring them) were also considered, but these results are omitted
for brevity, because the resulting ranking of the methods by power was found to be similar. Under
H0, L P-values were sampled from the uniform (0, 1) distribution, which is equivalent to setting µ
to zero.
To study non-independent P-values, we simulated L statistics from a mutivariate normal dis-
tribution MVN (µ,Σ) and decorrelated them by eigendecomposition as described in “Methods”
section. In each simulation, a correlation matrix Σ was generated randomly by perturbing an
equicorrelated matrix D. Specifically, we added perturbation to equicorrelated matrix D with
off-diagonal elements ρ = 0.5 as:
R = D + uuT , (A-12)
where u is random vector.30 Then, R was converted to a correlation matrix Σ with off-diagonal
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elements ρij =
Rij√
RiiRjj
=
ρ+uiuj√
1+u2i
√
1+u2j
. The amount of “jiggle” in R depends on the variability of
elements in u. If elements of u are generated in the range between −δ and δ, the value of δ would
represent the upper bound for the amount of jiggle allowed between pairwise correlations in Σ. In
our simulations, we set δ = 1, allowing for a mix of positive and negative values of ρij in Σ.
In addition, we evaluated power of the methods by using correlation due to linkage disequilib-
rium (LD) in real data. The 11 ×11 correlation matrix was estimated from previously reported
haplotype frequencies of eleven SNPs in the µ-opioid receptor (MOR) gene.24,25. The pairwise
LD correlations within MOR were generally high and ranged from -0.82 to 0.99. In this set of
simulations, we used effect sizes sampled uniformly in the interval from -0.5 to 0.2.
The Type I error rate and power performance were computed based on two B × k matrices of
P-values, P0 and PA, every row of which contained k smallest sorted P-values out of L tests across
B simulations (L − k P-values were discarded). P0 stored simulated P-values under H0 and PA
under the alternative hypothesis, HA. Taking the product of P-values in each row, we obtain two
B × 1 vectors, w0, wA. RTP P-values were computed based on the empirical CDF (eCDF) of w0
evaluated at B values of wA. Power was calculated as the proportion of P-values that were smaller
than the significance threshold, α.
Finally, when various combined P-value methods are being compared, it is meaningful to gauge
their performance against methods designed for multiple testing adjustments. This is especially
relevant with methods that employ truncation due to their emphasis on small P-values. Therefore,
we included the Simes method31 in our power comparisons because it can be viewed as a combined
P-value method. The Simes method tests the overall H0 without a reference to individual P-values:
the H0 is rejected at α level if P(i) ≤ iα/L for at least one i. Equivalently, the overall (or the
“combined”) Simes P-value can be obtained as min{kp(i)/i}. The Simes test is a useful benchmark,
because it is related to the combined P-value methods with truncation, as well as to multiple
testing adjustment procedures. At the extreme, the RTP with k = 1 becomes equivalent to Sˇida´k
correction.32 Sˇida´k correction is approximately the Bonferroni correction,33 for small P-values and
large L. The Simes P-value is at least as small as Bonferroni-corrected P-value. In addition, there
is a connection of the Simes test to the Benjamini & Hochberg false discovery rate (FDR)34, i.e.,
the Simes test is algebraically the same procedure as the Benjamini & Hochberg FDR, although
the interpretation is different: FDR method determines the largest i, such that P(i) ≤ iα/L, and
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rejects H0 for all P(j), j ≤ i, to control the expectation of FDR.
30
