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Abstract—The common approach to 3D human pose estimation
is predicting the body joint coordinates relative to the hip.
This works well for a single person but is insufficient in the
case of multiple interacting people. Methods predicting absolute
coordinates first estimate a root-relative pose then calculate
the translation via a secondary optimization task. We propose
a neural network that predicts joints in a camera centered
coordinate system instead of a root-relative one. Unlike previous
methods, our network works in a single step without any post-
processing. Our network beats previous methods on the MuPoTS-
3D dataset and achieves state-of-the-art results.
Index Terms—depth prediction, human pose estimation, global
coordinates, absolute pose estimation
I. INTRODUCTION
Human pose estimation has received a lot of attention
recently due to its various potential applications, for example
in augmented reality, sports analytics or rehabilitation. While
2D pose estimators have reached good results [1]–[3], 3D pose
prediction still has areas to improve.
One difficulty of the problem comes from the fact that
fully annotated 3D databases are hard to create. To create
accurate measurements, special equipment with multiple cam-
eras, depth sensors and adequate synchronization are needed.
There are only a few in-the-wild datasets, most databases were
created in a studio. Also, monocular 3D pose estimation is
inherently ambiguous. Most methods relax the problem and
only predict the coordinates of the body skeleton relative to
a root joint, typically the hip [4]–[6]. In other words, the
translation of the skeleton does not have to be calculated, only
the limb lengths and orientations.
This may be sufficient if the image contains a single person
only, as is the case with the popular human pose datasets
like HumanEva [7] or Human3.6m [8]. However, in videos
containing interactions, the distance between actors and the
environment can be important too. For example, detecting
hand-shakes, object manipulation and passing all require more
information than the root-relative pose. To our knowledge, the
only solution for absolute pose estimation is finding an optimal
translation vector that minimizes the reprojection error [9],
[10]. The search for the optimal translation is performed as a
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post-processing step after the root-relative 3D coordinates of
the body joints have been determined.
This approach has several drawbacks: the relative 3D pose
estimator is trained without the knowledge of the post-
processing step. Thus, it misses information during back-
propagation such as the size and distance of the person. Also,
if the 3D pose estimator returns incorrect predictions, the
translation vector that minimizes the reprojection error may
diverge without limit (see Fig. 4). To overcome these issues,
we propose a network that predicts absolute 3D coordinates in-
stead of relative ones, circumventing the need for a translation
optimization step. In our approach the origin of the coordinate
system is the center of the camera.
Since absolute pose estimation is important in multi-people
scenes and because studio videos have a very limited variance
in depth, we use the MuPoTS-3D dataset [11] that has multiple
actors performing different activities in both outdoor and
indoor settings. This dataset contains only evaluation data and
no training data. Following [11], we have the MuCo-3DHP
dataset as our training set. MuCo-3DHP was introduced in
the same paper [11].
However, MuCo-3DHP consists of synthesized studio
scenes. To overcome the lack of variety in the training data,
our network has a multi-stage architecture. The network first
predicts 2D poses from the image and then predicts 3D
coordinates using only the 2D output of the previous stage.
Since large 2D annotated databases exist, the first step can be
performed with high accuracy. This approach was successfully
employed in a number of algorithms [4], [12], [13], reaching
state-of-the-art results.
Since we would like to estimate absolute coordinates, not
only root-relative ones, image details such as the relative
position of people, the location of furniture, etc. might hold
important information. To exploit those features without the
need of a very large training set, we employ a depth estimation
network.
Depth predictor networks try to represent the scene geome-
try by predicting the depth for each pixel, essentially producing
a 3D point-cloud from an input image [14]–[16]. Although
the predicted depth might not be accurate, for pose estimation
predicting good ordinal ordering of joints (whether point A
is closer or further from the camera than point B) already
yields large improvements [5], [17], [18]. Birmingham et al.
found that the results of MonoDepth [14] correlate with human
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predictions of depth ranking [19]. This motivates our choice
to include a depth prediction network into our pipeline.
The depth predictor network can be used as a separate
component, extracting features from the image that the 2D-
to-3D network uses. This can be improved by training the
network together with the 2D-to-3D network end-to-end.
To summarize, our contributions are as follows: 1) we intro-
duce an architecture that predicts absolute 3D coordinates in
one step, 2) we show that the addition of depth features provide
significant performance increases and the depth network can
be trained end-to-end with the pose estimating network, 3) we
beat the previous state-of-the-art method on the MuPoTS-3D
dataset. We make our code publicly available1.
In what follows, we treat related works (Sec. II) followed by
the overview of our methods (Sect. III), the section about the
experiments (Sect. IV) and our results (Sect. V). We conclude
in the last section (Sec. VI).
II. RELATED WORK
A. Relative pose estimation
Most 3D pose predictors estimate the body joint coordinates
relative to a root joint, usually the hip. In [20] the authors
propose a multi-stage architecture using a probabilistic model
to predict depth coordinates. Pavlakos et al. [6] predicts a
3D heatmap instead of single coordinates. Another set of
methods use the soft-argmax function to go from a predicted
2D heatmap to 3D coordinates [21], [22].
One problem with 3D prediction is the lack of varied in-
the-wild datasets. Annotating an image with 3D information
requires special equipment with multiple cameras. In contrast,
2D pose estimation datasets are easy to create so it seems
beneficial to use them. One approach is to split the 3D
estimation into two steps: first predict the 2D coordinates
from the image and then predict 3D coordinates from the
2D coordinates only [4], [12], [13], [23]. While it seems too
limiting using just 2D coordinates and no other image features,
these methods achieved state-of-the-art results nonetheless.
Another approach is based on the idea that humans are
good at telling which of two points of an image is closer
to the camera. Whereas it is nearly impossible for a person to
guess distances in a photograph with high accuracy, annotating
ordinal ranking of joints requires less than a minute [17]. 2D
datasets supplied with ordinal rankings can provide weak su-
pervisory information [17], [18], [24]. Even without annotating
additional data, just predicting joint ranking information as an
auxiliary task leads to improvements [5].
B. Absolute pose estimation
While methods to estimate root-relative coordinates are
numerous, only a handful predicts coordinates in a global
system. Mehta et al. [9] first predicts a 3D pose from an
image and then finds an optimal translation minimizing the
squared reprojection error. The least squares problem has an
exact solution assuming weak projection.
1https://github.com/vegesm/depthpose
In [10], the authors predict a full body mesh using the
skinned multi-person linear (SMPL) model [25]. First they
predict an initial pose with the DMHS detector [26] and refine
the prediction using multiple constraints, including reprojec-
tion error, a semantic loss involving body part segmentation
and matching to ground plane. Similarly to [9], the positioning
of the person in the global scene happens as a separate step.
Our work is different to previous approaches in that the global
pose estimation is performed directly.
C. Depth estimation
We shortly review here recent approaches to depth estima-
tion. Current methods all use some form of fully convolutional
networks. Laina et al. [16] uses a slightly modified ResNet-50
with faster up-convolution blocks. In [27], the authors use an
HourGlass [2] like architecture, where convolutional filters
were replaced with Inception-style modules [28]. Finally,
MegaDepth [15] introduces a training set synthesized from
images from the Internet, making learned models more robust.
Another branch of research uses consistency between dif-
ferent views to learn depth in an unsupervised manner.
MonoDepth [14] takes as input a pair of images from stereo
cameras and learns to reconstruct one view from the other
via estimating depth. The method is very strong, even beating
supervised algorithms. In contrast to MonoDepth, DF-Net [29]
does not need stereo images but consecutive frames from a
monocular video. It predicts optical flow and depth jointly,
seeking consistency between successive frames. Note that
during inference, both methods need only a single picture.
III. METHOD
In this section we briefly describe the baseline method
introduced in [9] and also detail our network’s architecture.
A. Baseline
The problem of finding global coordinates for a skeleton
having the root-relative coordinates can be formulated as
follows:
tˆ = argmin
t∈R3
∥∥P 2D −Π (P 3D + t)∥∥2
2
,
where P 2D and P 3D are the body joint coordinates in the
image and 3D space, and Π is the projection from 3D space
to camera frame. The optimal translation tˆ can be added to the
root-relative pose P 3D to get the final coordinates in a global
coordinate system.
The minimization problem can be solved exactly, assuming
a weak perspective projection:
tˆ = α
(
P¯ 2D
f
)
−
(
P¯ 3D
′
0
)
,
α =
∑
i ‖P 3D
′
i − P¯ 3D
′‖22∑
i〈P 2Di − P¯ 2D, P 3D′i − P¯ 3D′〉
,
where P 3D
′
is the x and y coordinates from P 3D, P¯ 2D and
P¯ 3D
′
are the means of P 2D and P 3D
′
. The derivation can
be found in [9]. Note that in their paper the authors added
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Fig. 1. Our network architecture. The 2D pose estimator detects body keypoints in the image while the depth estimator calculates the depth for each pixel.
The depth is read out at the detected keypoint coordinates. The predicted 2D coordinates are further normalized with the inverse of the camera intrinsic matrix.
The depth values and the focus normalized 2D coordinates are fed to the 3D PoseNet regressor that calculates the final 3D output.
FC BN ReLU Drop. FC BN ReLU Drop.
Fig. 2. One residual module in 3D PoseNet. It has two fully connected layers each followed by a Batch Normalization layer, a ReLU activation and a
Dropout. The 3D PoseNet has two of these modules. The figure is taken from [23].
an approximation at the last step which we do not include.
Without the approximation we get better results.
In the full pipeline, the relative body pose is predicted using
the same 2D pose estimator and 3D PoseNet that our method
uses. To keep the results comparable, all details, including the
network architecture, normalization and loss are the same in
the baseline and our method. These are described in the next
two sections.
B. Our model
The architecture of our network is sketched in Fig. 1. Based
on the success of numerous earlier work ( [4], [12], [13]), we
separate the 3D detection task into two steps: first we detect
the 2D coordinates then regress the 3D coordinates from the
2D coordinates only. The 2D pose detector is the state-of-the-
art multi-person pose detector OpenPose [1]. In our network,
the 2D-to-3D component is called 3D PoseNet.
To be robust against the change of cameras between the
training and test set we normalize the 2D pose by multi-
plying with the inverse of the intrinsic camera matrix K.
The normalized 2D pose is further processed by splitting the
representation into two parts: the hip-relative coordinates of
all the joints (except the hip as it is zero) and the original
coordinates of the hip. This way the root-relative coordinates
remain translation invariant. The disadvantage of this approach
is that if the hip was not found by the 2D pose estimator then
the entire person must be reported as undetected. However,
we have found that an invisible hip implies a mostly invisible
body in nearly all the cases. The number of poses thrown away
because of this is just 3% of all the frames.
To make the 3D PoseNet able to use image features in
addition to the 2D coordinates, we employ a depth estimator
network. We could use an off-the-shelf depth estimator as a
separate component, reading out the results at joint coordinates
predicted by the 2D pose estimator. The produced depth values
act as additional features for the 3D PoseNet. This already
leads to improvements as shown in Section V.
However, a direct readout have problems: the 2D pose
estimator can predict an incorrect location that falls on the
background, the joint can be occluded by another person or the
depth prediction misses a limb. To overcome these issues, we
train the depth estimator and the 3D PoseNet together, starting
from a pretrained depth estimator. We chose the MegaDepth
algorithm [15] as it was robust against the different indoor and
outdoor settings in the MuPoTS-3D test set. In preliminary
studies, other depth detectors trained either on an indoor or
outdoor database performed worse.
Since MegaDepth outputs the logarithm of the depth, we
use log-depth as the input of 3D PoseNet. Also, to avoid the
network having to learn an exponential function, the output
hip depth is also given in a logarithmic scale. The predicted
depth is not logarithmic for the other joints to keep translation
invariance.
The depth prediction and normalized coordinates are fed to
the 3D PoseNet that generates the absolute 3D coordinates
(Fig. 1). Similarly to the 2D poses, the output 3D pose is split
into hip-relative and absolute part, helping the generalization
ability of the network.
The architecture of the 3D PoseNet was inspired by [4] and
is illustrated on Fig. 2. It consists of two blocks of residual
modules, each having a dense layer followed by BatchNorm
[30] and Dropout [31] layers. The activation function was
ReLU.
C. Training loss
The loss function is calculated on the predicted coordinates
for each person in the picture. We use the L1 loss to be robust
against outliers. This is in line with the findings of previous
work [21], [32]. The final loss is thus:
L =
1
NP
NP∑
i=1
∣∣∣Pˆ 3Di − P 3Di ∣∣∣ ,
where NP is the number of detected poses in a batch. Note
that NP changes across batches, as the number of people on
an image varies.
IV. EXPERIMENTS
A. Datasets
We used the recently released MuPoTS-3D dataset [11] for
evaluation. Unlike other popular datasets, videos in MuPoTS-
3D were not shot in a studio and have multiple people
interacting. The database has 5 indoor and 15 outdoor scenes
with buildings, trees and other objects. In total it has 8300
frames and 20k poses from 8 actors.
Since MuPoTS-3D does not have a training set, following
[11] we use the MuCo-3DHP dataset [11] for training. The
dataset contains synthetic images generated from the poses in
the MPI-INF-3DHP database [9]. Each picture in MuCo-3DHP
is a composition of 4 frames from MPI-INF-3DHP from the
same camera. The authors only provide the generating scripts
for the dataset, not the images themselves. We created 150k
training images with 4 people on each image. The script has an
option for background augmentation, though it simply places
an image behind the actors. This would interfere with the depth
estimation and we chose not to use it.
Note that the training and test sets contain quite different
pictures: the camera characteristics (resolution, focal length,
position), scene backgrounds and the actors are all different.
This ensures that the measured results are robust and not a
product of overfitting.
B. Evaluation metrics
We employ a variation of the standard mean per joint
position error (MPJPE) metric to evaluate our models [8]. The
MPJPE metric is the root-relative Euclidean error averaged
over all joints and poses. In a root-relative pose, the hip (the
root joint) is set at the origin. Since we are interested in
coordinates in a global space, we do not move the hip to the
origin. We call the latter metric Absolute MPJPE or A-MPJPE
for short. The original MPJPE is called Relative or R-MPJPE
to avoid confusion.
In absolute pose estimation there could be two sources of
errors: the (root-relative) pose is incorrectly estimated, or the
absolute location of the pose is incorrect. The scale of the
second type of error can be much larger then the first type.
We report both metrics to avoid that the absolute error hides
an inaccurate pose prediction.
To summarize, the definition of the metrics:
• A-MPJPE or Absolute MPJPE. The average Euclidean
distance between the ground truth and predicted joints in
millimeters.
• R-MPJPE or Relative MPJPE. The average Eu-
clidean distance between the ground truth and predicted
hip-relative joint coordinates in millimeters. Previous
work calls this the MPJPE metric.
Thus, the A-MPJPE metric is a natural extension of the
common MPJPE metric.
C. Implementation details
For the 2D Pose estimator we used the OpenPose [1] multi-
person pose estimator. It predicts 25 joints with a confidence
score. We only use 14 joints as the rest is noisy and leads to
degraded performance. The selected joints were: nose, neck,
pelvis and left/right hip, knee, ankle, shoulder, elbow and
wrist. Also note that annotations in the test set contains none
of the 11 excluded joints. If OpenPose was unable to detect
the hip the pose was discarded as undetected. We have found
that the poses excluded this way were heavily occluded and
hard to detect.
In the baseline algorithm, we used OpenPose with the 3D
PoseNet together (using the same normalization techniques
as described above). The 3D PoseNet had two blocks of
residual modules depicted in Fig. 2, both module had two
fully connected layers of 1024 neurons. The dropout rate was
set to 0.5 as in [4]. We trained the network for 100 epochs
with the Adam optimization algorithm. The learning rate was
0.001 initially and was decreased with a multiplier of 0.96
every 4 epochs.
The training of our network was performed in two steps:
first the depth estimator was fixed and only the 3D PoseNet
was trained using Adam and a learning rate of 0.001 for 100
epochs. The learning rate was decreased the same way as
with the baseline. The batch size was 256. In the second step
the depth prediction network was trained as well. Since the
network is much larger, only the top convolutional layer was
updated, the rest remained fixed. Due to memory reasons, the
batch size was decreased to 30 and the training ran for 5
epochs. Again, the Adam optimization algorithm was used
with a learning rate of 10−5. During training we augmented
the dataset by cropping and zooming the input images. This
augmentation was used in the baseline experiments as well to
have comparable results.
V. RESULTS
A. Pose estimation performance
In this section we review the absolute and relative pose
estimation performance of our network compared to the base-
TABLE I
POSE ESTIMATION PERFORMANCE ON THE MUPOTS-3D TEST SET. BEST
RESULT SELECTED IN BOLD. ERRORS ARE IN MM.
A-MPJPE R-MPJPE Detection Rate
LCR-Net [33] - 146 86%
Mehta et al. [11] - 132 93%
Baseline 320 122 91%
Ours 292 120 91%
Fig. 3. Histogram of the error distributions of the baseline and our method
(note the logarithmic scale for the number of poses). Our method has much
fewer predictions with large error, particularly above 500mm.
line algorithm. Quantitative results are presented in Table I.
First note that in relative pose estimation (R-MPJPE metric),
our baseline algorithm already beats the state-of-the-art on the
MuPoTS-3D dataset by 10 mm (7.6%), signaling the strength
of the method.
Our end-to-end trained method achieved the best overall
results both on the A-MPJPE and R-MPJPE metrics. In
absolute pose estimation the improvement is 28mm (8.7%).
The relative error also decreased to 120mm (1.6%). In the case
of the relative pose estimation, the baseline and our method
differ only in the depth features that we included. Thus the
improvement of R-MPJPE comes from the depth estimator
solely.
To gain further insights on how the baseline and our method
compares we present a histogram of the error distributions in
Fig. 3. Our method produces fewer large errors, as the shorter
tail of the graph indicates. On the other hand, the baseline
algorithm performs a bit better on the low-error range; it has
more input samples where the prediction error was under
100mm. However, this does not compensate for the larger
errors produced on other poses.
Our algorithm detects slightly less (2%) poses than that of
Mehta et al. [11] but 5% more than LCR-Net [33]. However,
the baseline and our method have the same performance in
this regard as the difference is only in the pose estimation
part and not in the detection part.
Input Baseline Ours
Fig. 4. Typical error of baseline. For clarity, only one person is shown
and from a different angle. Dark skeleton is the ground truth, light colored
skeletons are the estimates. Since the predicted (root relative) 3D pose is
incorrect, the baseline’s reprojection error minimisation step places the pose
far away from the ground truth. In contrast, due to the direct estimation of
absolute coordinates, our model places the person at the correct position, even
when the pose is incorrect.
To summarize, our end-to-end trained method achieves new
state of the art relative pose estimation results on the MuPoTS-
3D dataset and improves on the commonly used baseline
method.
B. Qualitative results
We present sample outputs of our network on Fig. 5. One
can see that the relative pose is similar to the baseline’s output.
On the other hand, the skeletons are placed closer to the
ground truth by our model. If two people are very close to
each other (e.g. hugging), the 2D detector often fails to find
one of the persons due to heavy occlusion, see Fig. 5 fifth
row second column. Here one of the subjects is nearly fully
occluded.
The left column of the bottom row shows a failure case
where the detected (relative) pose is wrong. Note that our
method still places the skeleton closer to the ground truth,
while the baseline is unable to do that.
The right column of the bottom row shows an example
where a person was undetected due to hidden hip. Most of
the sitting person is occluded and it would be hard to make a
good prediction of his pose.
Additionally, Fig. 4 shows how our direct estimation solves
a common problem of the two-step approach. The figure shows
an input with a difficult pose for which both our and the
baseline method returns an incorrect root-relative estimation.
In the baseline method, not only the root-relative pose is faulty
but the location of that pose is erroneous as well. This is due
to the fact that no 2D reprojection of a bad 3D pose is close to
the original detected 2D pose. However, our model correctly
places the person in the space. In other words, the incorrect
pose prediction does not prevent finding the correct location
of the person.
C. Ablation study
We validate our design decisions by an ablation study. The
results are presented in Table II. Changing from L2 loss to L1
improves the performance by 42 mm (10%). The large drop
can be attributed to the robustness of L1 against outliers. The
inclusion of depth features from MegaDepth further decreases
the error by 12 mm. Additional improvements can be achieved
Input Baseline Ours Input Baseline Ours
Fig. 5. Qualitative results. Dark skeletons are ground truth values, light ones are the network predictions. Bottom left: an erroneous result, bottom right: a
case when the hip is hidden. For more information, see text. Note: viewing angles differ from those of the images for visualization purposes. Also, not all
people visible in the scene have ground-truth annotations, those are not displayed in the figure.
TABLE II
ABLATION STUDY RESULTS. THE TABLE SHOWS THE CHANGE IN
A-MPJPE (UNITS IN MM) WHILE TURNING ON COMPONENTS OF OUR
NETWORK SEQUENTIALLY.
A-MPJPE
L2 loss 421
w/ L1 loss 379
w/ Depth features 367
Predicting log of hip z coordinate 358
Augmentation 314
End-to-end training 292
by predicting the logarithm of the z coordinate of the hip.
This choice was motivated by two facts: first, MegaDepth
predicts logarithms of depth values, second, the distribution of
depth coordinates has a long-tail distribution and the logarithm
function essentially converts it back to a more symmetric one
[15].
Augmenting the data with crops and zoom leads to another
significant drop of 44mm or 12%. Finally, the end-to-end
finetuning improves the results by an additional 22mm (7%).
VI. CONCLUSIONS
We have introduced a single-step solution for absolute
pose estimation on multi-person scenes. Unlike previous ap-
proaches, this does not require any post-processing. We also
showed that depth estimators are good source of additional
features for absolute pose estimation. This results in improved
performance and state-of-the-art results on the MuPoTS-3D
dataset. The dataset is different from the training set so it
indicates a good generalization ability.
Although the decrease in error metrics is significant, there
is still space for further improvements. The 2D Pose Estimator
can be trained end-to-end, together with the 3D PoseNet and
depth estimator networks. Also, for many applications, such
as detecting interactions between the subjects, estimates are
fine to be given scale independently, as long as all the persons
on an image are represented in the same scale. Thus instead
of predicting absolute coordinates, one could estimate scale
invariant ones. This removes the ambiguity from the problem
statement.
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