The concept of crisis evolution is still not fully understood, despite over 40 years of research into investigations in the field of crisis and insolvency prediction. This is due to the fact that the financial situation of a firm changes within an unobservable life cycle continuum, comprising different economic states which are not in fact properly defined. The aim of this study was to contribute towards a better understanding of the differences between solvent and insolvent firms for the periods of one and two years prior to insolvency respectively. Through the application of correlation and factor analysis, an attempt was made to detect behavioral patterns in accounting ratios, which can in turn explain differences and similarities between the two groups of firms. The results of this study show that although accounting ratios from two consecutive years had low correlations for both groups of firms, they were much higher for insolvent firms. This provides evidence that the economic and financial situation of insolvent firms is much more dependent on its history when compared to solvent firms. Moreover, there is evidence to suggest that the change of the economic and financial situation of insolvent firms within the life cycle continuum tends to follow a predetermined path, in contrast to the more random nature of a solvent firm's behavior. Additionally, the results showed that the factor loadings for solvent and insolvent firms differ for both observation periods, indicating that there are different underlying factors affecting the final outcomes for the two groups of firms. This is mainly attributable to disturbances in the scaling factors of total assets for both observation periods, as well as the disappearing size factor for the pre-distress year for insolvent firms, based on factor analysis.
Introduction
The attempts to understand both the evolution of corporate crises and finally the event of insolvency are manifold within business research. No common theory currently exists for corporate crises or insolvencies which can be connected to generally accepted and recognized financial theories (Yim & Mitchell, 2007; Agarwal & Taffler, 2007) . It is therefore of scientific interest that more research in the field of crisis and insolvency prediction be conducted, in order to understand how crises develop within enterprises and whether there are certain patterns which could be identified and transformed into a theoretical framework.
This already indicates the way that research in this field is conducted. Above all, there is no theoretical common ground to use as a starting base. Instead, empirical data containing financial and non-financial ratios are collected for different samples and different time periods in order to compute statistical measurements. The results are then used to develop early warning models which are capable of classifying a firm into a defined category. Therefore, these approaches deliver a pattern recognition (Coats & Fant, 1993; Butera & Faff, 2006; Agarwal & Taffler, 2007) , which can be used to investigate the different behavioral and evolutionary paths that firms within different economic states are taking. Every step and additional empirical evidence is helpful for a better understanding and could, in future, provide the link to the missing theoretical framework.
No forecasting model has yet been developed from this work. Instead, correlation and factor analysis was applied to investigate the behavior of solvent and insolvent firms in Austria for the periods of one and two years respectively prior to insolvency. Generally, it seems that the two types of firms must display different patterns, as their final outcome (solvency or insolvency) denotes totally different economic states. Financial distress and its progression towards insolvency can be seen as an anomaly of the "normal" economic condition of a firm and the challenge is therefore to detect this "anomaly" as early as possible. Both methods mentioned above can provide interesting insights into how correlations are changing over time and whether accounting variables are linked to the same factors. Specifically, the aim was to recognize for which type of firm the actual economic and financial condition described by accounting ratios is more dependent on its past performance and what this aspect means for the early prediction of corporate bankruptcies.
It is interesting to note that such an attempt had not been applied in prior research, based on a review of 250 papers related to the topic of crisis and insolvency prediction. In these papers, a small minority of researchers applied correlation and factor analysis (or principal component analysis) in order to detect common underlying factors for accounting ratios. It must be noted, however, that in these papers both types of firms (solvent and insolvent) were not separated, whereas in this study, such a separation was made (Laurent, 1979; Chen & Shimerda, 1981; Pohlman & Hollinger, 1981; Min & Lee, 2008; Chen, Liao, & Lu, 2011; Li & Sun, 2011; Lin, Yeh, & Lee, 2013) . Therefore, the results of this study provide new evidence for research which will give a better understanding of the evolution of corporate crises and how solvent and insolvent firms differ in their behavior concerning the change within the life cycle continuum, based on accounting ratios. This paper is organized as follows: Firstly, a literature review is provided, analyzing prior research into the methods used to develop credit assessment models, an overview of studies which have investigated certain economic and financial states of companies within the two dichotomous situations of bankruptcy and non-bankruptcy, as well as the justification of accounting ratios for prediction purposes; secondly, the data base for the research, the research hypothesis, and the research questions are presented; thirdly, descriptive statistics with testing for normality of data were applied; fourthly, tests for differences were computed in order to recognize the best discriminating variables for the two years of the observation period; fifthly, correlation analysis was applied for both groups of firms, supplemented by factor analysis; and finally, the main conclusions are summarized and presented, and recommendations are provided.
Literature Review Methods for the Construction of Credit Assessment Models
One of the first studies analyzing the potential use of accounting ratios as predictors for insolvency was conducted by Beaver (1966) . He used dichotomous classification tests to divide solvent and insolvent firms using different accounting ratios for different time periods before the event of insolvency and investigated their ability to distinguish between the two types of firms. The main drawback of this analysis was the univariate character of the method, because a firm was classified as being solvent when using one accounting ratio, but insolvent when using another. This problem was solved by Altman (1968) who introduced multivariate linear discriminant analysis for the segregation of solvent and insolvent firms. Altman's main finding was that firms cannot be solely described by two dichotomous states (solvent/insolvent), because he defined an area where firms could not be clearly assigned to solvent and insolvent. Companies move within a continuum of different economic states, which conforms to the generally accepted view in research (Dietrich, 1984; Ward, 1999; Turetsky & McEwen, 2001; Kahl, 2002; Haber, 2005; Cestari, Risaliti, & Pierotti, 2013) .
Therefore, a finer granulation of different economic states was necessary and with the introduction of logistic regression by Ohlson (1980) , this aspect was made possible. This method assigns an object to a group with a specific probability (R. P. Burns & R. Burns, 2008; K. Skogsvik & S. Skogsvik, 2013) . The development of the modern rating systems is based on this model. The first attempt for a five-state model was conducted by Lau (1987) . Even if the conditions were given to divide between different economic situations of a firm to a certain degree, the phenomenon of crisis remains unobservable. It is also difficult to determine the accurate thresholds between different economic states, where the different types of crises could be included, meaning that early warning instruments are somewhat limited in their forecasting ability.
There is a need for much better segregation between the different types of economic states of companies. One possible solution could be the detection of patterns, which can reveal behavioral aspects concerning the evolution of crises and insolvencies. Several studies have been conducted in this area using the application of neural networks. These provided better results when compared to discriminant analysis and logistic regression (Coats & Fant, 1993; M. Anandarajan, Lee, & A. Anandarajan, 2001; Charitou, Neophytou, & Charalambous, 2004; Neves & Vieira, 2006; Yim & Mitchell, 2007) , but this superiority was not confirmed within other studies (Fanning & Cogger, 1994; Sen, Ghandforoush, & Stivason, 2004; Pompe & Bilderbeek, 2005; Chen, Marshall, Zhang, & Ganesh, 2006) .
Even if neural networks can, in certain cases, provide better classification results, it remains a black-box (Etheridge & Sriram, 1997; Anderson, 2007) , meaning that the results cannot be interpreted economically, which is an important condition for practical application and the understanding of crises in the context of the development of a crisis evolution theory. A better model for capturing the real-world situation was used by Shumway (2001) , who moved away from the static viewpoint towards a dynamic model. His hazard model was able to outperform other methods as he incorporated time series and respective covariates. The economic situation of a firm depends on its previous situation, so that a certain connection between consecutive observation periods can be assumed (Dirickx & van Landeghem, 1994) .
Several other methods (such as recursive partitioning, decision trees, fuzzy logic or survival and hazard models) were used for the purpose of prediction, and in some studies, better results were obtained when compared to discriminant analysis, logistic regression, and neural networks (Anandarajan et al., 2001; Shumway, 2001; Shin, Lee, & Kim, 2005; Min, Lee, & Han, 2006; Yip, 2006; Cheng, Su, & Li, 2006; Hwang, Cheng, & Lee, 2007; Li, Sun, & Wu, 2010; Aktan, 2011) . These aspects were not confirmed within other studies (Dimitras, Slowinski, Susmaga, & Zopounidis, 1999; Ko, Blocher, & Lin, 2001; Min & Lee, 2005; Chen et al., 2006; Santos, Cortez, Pereira, & Quintela, 2006; Muller, Steyn-Bruwer, & Hamman, 2009; Chen & Du, 2009; Doolatabadi, Hoseini, & Tahmasebi, 2013) , and therefore, the three applications mentioned above remain the most prominent methods for the development of crises and insolvency prediction models (Du Jardin, 2009) .
Studies Related to Different Economic and Financial States of Companies
The selection of solvent and insolvent data sets used in empirical research assumes that the different economic and financial states of the firm are integrated implicitly and that a scale can be constructed (for example, a Z-score model based on linear discriminant analysis or probabilities for a company to be assigned to one of the two groups based on logistic regression) where these different states can be recognized. Such an approach does not necessarily provide an explanation of how a firm moves within this continuous scale, or which factors affect an improvement or deterioration of corporate performance respectively. As was already stated, one of the first attempts to gain a deeper insight in this area was conducted by Lau (1987) . However, for certain pre-defined economic states, the prediction was difficult to make and provided unsatisfactory results (Lau, 1987) . This aspect was confirmed by Chen et al. (2011) through the use of a flow-based corporate credit model, as their developed model was not working perfectly, because several states were not clearly assigned (Chen et al., 2011) .
Within the study of Anyane-Ntow (1991) , three groups of firms were selected for comparison using factor analysis. He concluded that there are certain underlying factors common to all of the three groups. All firms exhibited operating losses and working capital problems. Financial ratios were useful to indicate symptoms of potential failures, but they were not able to indicate the cause of these failures (Anyane-Ntow, 1991). Poston, Harmon, and Gramlich (1994) defined three states for their study. They used several versions of Z-scores in order to classify companies into different types and found that accounting ratios are of questionable value in this case, as it was not possible to make a clear distinction between them (Poston et al., 1994) . A similar conclusion was made by Wilson, Chong, Peel, and Kolmogorov (1995) , who compared failed, non-failed, and distressed acquired firms. It was much easier to differentiate between failed and non-failed firms, in comparison to differentiating between failed and distressed acquired firms. They concluded that the latter two types of firms appear to have similar characteristics, with the result that it is difficult to make a proper distinction between them (Wilson et al., 1995) . This result was confirmed by the study of Barniv, Agarwal, and Leach (2002) , although they had difficulties in identifying acquired firms (Barniv et al., 2002) , which underlines the problems of a dichotomous approach in constructing prediction models. It appears that the different states in-between solvent and insolvent have certain corresponding behaviors for the firm, which makes them relatively difficult to differentiate between each other.
An investigation using Chapter 11 filings, prepacks, private and public workouts was conducted by Chatterjee, Dhillon, and Ramírez (1996) . Significant differences could be detected in terms of both firm size and debt among the four restructuring methods, with the result that a prediction could be made into which of the different states a firm can be categorized (Chatterjee et al., 1996) . This result was also found by Rose-Green and Lovata (2013) for reorganized and liquidated firms. The differences between distressed and recovered firms were analyzed by Whitaker (1999) . He was able to show that firms in distress which have a high degree of leverage are less likely to recover. A main reason for the success of turnarounds is the corrective action taken by management, as this can significantly help a firm to recover from financial distress and to improve a firm's market value relative to its industry (Whitaker, 1999) . The suitability of accounting ratios for the recognition of a distressed firm's potential to move towards bankruptcy was verified by Turetsky and McEwen (2001) . Here, measurements of liquidity and financial leverage were relevant predictors in the detection of defaults, which had significant associations with business failure (Turetsky & McEwen, 2001 ). These results were confirmed by the study of Tsai (2013) , who analyzed slightly distressed firms, firms in reorganization or bankruptcy, and non-distressed firms. Financial ratios have good signaling power for firms closely related to reorganization and bankruptcy, but are not that suitable for the detection of slight distress (Tsai, 2013) .
Two additional studies emphasizing the difficulties in predicting targets for corporate mergers and bankrupt/distressed firms were conducted by Sen et al. (2004) and Chancharat, Tian, Davy, McCrae, and Lodh (2010) . Similarly to Wilson et al. (1995) and Barniv et al. (2002) , they reached the result that the distinction between bankrupt and non-bankrupt is easier to make than a distinction between different types of mergers (Sen et al., 2004) and that a segregation between active companies and distressed takeovers, mergers, or acquisitions is difficult to make due to them having similar survival characteristics (Chancharat et al., 2010) . The same results were found by Liou and Smith (2007) , who applied Taffler's Z-score to identify negative failed and negative non-failed firms. The discriminant analysis model did not show good results in differentiating between the two types of firms. The results were only slightly improved when macroeconomic variables were added to financial ratios. Their conclusion is that financial ratios alone do not seem to be sufficient to discriminate between the two types of firms (Liou & Smith, 2007) .
The majority of the reviewed studies point out that making a distinction between firms that have different in-between states is much more difficult than solely differentiating between bankrupt and non-bankrupt firms. Therefore, the models which only capture data for firms with the two states of non-bankrupt and bankrupt are not able to provide explanations for the events of distress, default, turnaround, or reorganization. It is therefore necessary to have a much higher level of detail in research and to segregate the different states as much as possible, in order to get a much better insight into how the different types for firms behave. Therefore, it is also not possible to provide clear evidence about the correlational behavior of accounting ratios for solvent and insolvent firms, when correlation and factor analyses are not applied separately for each of the two groups of firms. This specific task is the main purpose of this current study.
Relevance of Accounting Ratios for Prediction Purposes
A main point of examination, in terms of the relevance of accounting ratios as predictors for firm failure, is the existence of a semi-strong market efficiency, which is the most relevant form based on empirical research (Zhang, 2006; Agarwal & Taffler, 2008; Varamini & Kalash, 2008) . In the case of a strong form of market efficiency, there would be doubts about any attempt to develop prediction models, as based on this occurrence, no market participant could achieve superior information which could then be exploited for abnormal returns (Varamini & Kalash, 2008; Solnik & McLeavey, 2009) . Accordingly, it is useless to develop prediction models as they do not provide additional, beneficial information to be exploited for this task. Markets are not in the position to impound information in a timely manner, with the result that a standalone view of market indicators would provide over-and under-valuation (Setiono & Strong, 1998; Zhang, 2006; Agarwal & Taffler, 2008; Milburn, 2008) . This leads to the conclusion that accounting ratios have a certain informational content which could be beneficial in overcoming the problems of a strict market-based view of discriminating indicators.
There is some doubt about the informational content of accounting ratios, as managers and entrepreneurs can, to a certain degree, manipulate the presentation of corporate success based on generally accepted accounting principles (Keasey & Watson, 1991; Nissim & Penman, 2003) . They do this in order to provide positive information to the public (Williamson, 1984) . For managers, the incentive to disguise the real situation in which the company finds itself is based on the principal-agent theory: to convince shareholders about the good performance of the firm, as their bonuses are, in turn, linked to corporate success (Merchant & Van der Stede, 2007) . Therefore, under this assumption, it must be concluded that information from financial statements does not give the real economic and financial condition of a company and cannot therefore deliver appropriate discriminating variables for prediction purposes (Bernhardsen, 2001) . Another argument against the application of accounting ratios as prediction variables is that they provide information about the history of the firm and do not provide indicators of future performance (Anderson, 2007; Madrid-Guijarro, Garcia-Perez-de-Lema, & Van Auken, 2013) .
This last argument does not appear to be true from an empirical standpoint, as it was shown within the study of Piotroski (2000) that accounting ratios provide informational content for some months after the issuance of the financial statement. In certain cases, this information was more effective than market data in predicting the economic and financial situations of a firm (Beaver, Kettler, & Scholes, 1970) . It was also found that accounting ratios have the potential to provide relevant information towards the prediction of financial distress and are therefore useful variables for prediction models (Kwon & Wild, 1994) , a theory which was also confirmed by the study of Turetsky and McEwen (2001) .
The potential use of accounting ratios as predictors for failures is based on their inherent information content. Studies have shown that redundancies are apparent. This means that information from one accounting ratio is, to a certain degree, also included in other accounting ratios (Laurent, 1979; Chen & Shimerda, 1981; Pohlman & Hollinger, 1981; Anyane-Ntow, 1991) . Every ratio contains individual and common information. Common information is replicated by a factor, upon which several ratios can be loaded. Such ratios share common characteristics and this indicates that they are somehow connected with each other. A piece of information from every ratio remains individual and cannot be associated with the underlying factor. The inclusion of accounting ratios within forecasting models can therefore be beneficial, as this individual information could be of relevance for an improved model performance (Laurent, 1979; Chen & Shimerda, 1981; Pohlman & Hollinger, 1981) .
Even if research provides evidence that an insolvency prediction model should include diverse types of variables in order to improve classification accuracy (Grunert, Norden, & Weber, 2005; Muller et al., 2009; Altman, Sabato, & Wilson, 2010; Iazzolino, Migliano, & Gregorace, 2013) , the importance of accounting ratios still remains high. They are potential variables which can provide information about the economic situation of a firm. Additionally, results from prior research confirm that accounting ratios have a certain application for prediction purposes, as they include information which is suitable to detect potential crises and insolvencies (Kwon & Wild, 1994; Piotroski, 2000; Turetsky & McEwen, 2001; Chava & Jarrow, 2004; Mohanram, 2005; Milburn, 2008; Ak, Dechow, Sun, & Wang, 2013) .
Data and Methodology Database
The database of this study included accounting ratios from Austrian firms in different industries for the observation period from 2010 to 2012. The year 2012 was set as the insolvency date and the previous periods were defined as follows:
(1) 2011: One year prior to insolvency; (2) 2010: Two years prior to insolvency. The firms were divided into the states "solvent" and "insolvent". Within the group of insolvent firms, two sub-classes were summarized. The first sub-class contains enterprises which went into bankruptcy in 2012 based on the legal definition of the Austrian insolvency law. The second sub-class was composed of firms exhibiting a specific indicator, the presence of which can be assumed to indicate distress. A possible definition for distress is the occurrence of negative earnings for two consecutive years. Such a definition and procedure was also used within prior research (Poston et al., 1994; Foster, Ward, & Woodroof, 1998; H. D. Platt & M. B. Platt, 2002; Chen et al., 2006; Molina & Preve, 2009 ). Solvent firms were neither insolvent nor distressed.
In total, 1,616 firms were identified from the database, for which two consecutive financial statements were available. They can be divided into the defined groups shown in Table 1 . No matched pairing was applied within the study, because of a potential choice-based sampling bias (Zmijewski, 1984; Ward, 1999; H. D. Platt & M. B. Platt, 2002; K. Skogsvik & S. Skogsvik, 2013) . In the case of paired samples, the chosen objects do not replicate the true proportions between solvent and insolvent firms, which are apparent in the real world. As insolvencies are indeed a rare event, they display certain characteristics and prior probabilities that are different to solvent cases. In order to detect these characteristics and associated patterns, it is useful to use different proportions between the two types of firms (Thomas, Edelman, & Crook, 2002) . Therefore, within this study, a proportion similar to previous studies was used (Ohlson, 1980; Zmijewski, 1984; Baetge, Beuter, & Feidicker, 1992; Begley, Ming, & Watts, 1996; Hillegeist, Keating, Cram, & Lundstedt, 2004; Chaudhuri, 2013) .
Based on the available data, it was possible to compute different financial ratios, which were selected due to their appearance in previous literature. Table A1 in Appendix A lists the ratios which were analyzed within this study. All of the ratios were computed for the period of one and two years prior to insolvency.
Methodology and Research Design
The purpose of this study was not to develop an early warning system. Instead, it was to analyze the correlations between the different accounting ratios for each of the two groups of firms for the time period of one and two years prior to insolvency respectively. The following procedures were conducted:
(1) Descriptive statistics were computed, in order to derive relevant measures such as mean, median, and standard deviation for the comparison between the two groups;
(2) A test of normal distribution of data was applied, in order to recognize whether a parametric or non-parametric test for differences between the two groups must be applied; (3) Parametric tests for differences in means (t-test) and differences in variances (Levene's test) and a non-parametric test (U-test) were computed, in order to detect the best discriminating variables; (4) Several correlations (based on Pearson) were computed, in order to test the research hypothesis and to answer the research questions. The correlations were computed for: (a) insolvent firms; (b) solvent firms; and (c) all firms together. Additionally, the correlations across the time periods were computed (for example, correlation of the 2011 accounting ratios with the 2010 accounting ratios for the solvent firms, etc.); (5) Finally, factor analysis was applied, in order to evaluate the behavior of insolvent and solvent firms concerning their underlying factors for the accounting ratios.
It is assumed that the correlational behavior of insolvent and solvent firms varies for the different time periods prior to insolvency. The event of insolvency causes more extreme disturbances within a company and these disturbances have a much greater effect on accounting ratios. Therefore, it can be argued that the correlations between the accounting ratios should differ substantially in comparison to solvent firms. This should be visible when the relationships concerning statistically significant correlations and the values of the correlations are analyzed. Additionally, correlations should generally be different between the two groups. When, for a certain combination of accounting ratios, there are no differences in correlation values, this would imply that the related ratios are not able to explain the differences between solvent and insolvent firms. The hypothesis of this work is: H1: Insolvent firms have different correlational behaviors one and two years prior to insolvency when compared to solvent firms.
Additionally, the following research questions shall be answered:
(1) What are the reasons why the correlational behavior of accounting ratios for insolvent and solvent firms differs for the two observation periods?
(2) How strongly is information from accounting ratios for the period two years prior to insolvency replicated in accounting ratios one year prior to insolvency?
Statistical Analyses Descriptive Statistics and Test for Normality of Data
The results of descriptive statistics including mean, median, and standard deviation and the Kolmogorov-Smirnov significance are displayed in Table A2 in Appendix A. The first important indication is that there are no accounting ratios which showed a normal distribution at the 5% level. The null hypotheses can, in most cases, also be rejected at the 1% level. Therefore, the application of a parametric test for differences between the two groups does not seem appropriate, meaning that a non-parametric approach should deliver much better results.
A deeper analysis of descriptive statistics does not make much sense due to the high number of variables used. The results indicate that solvent firms exhibit better values when compared to insolvent firms (e.g., higher equity ratio, higher profitability, etc.), which was expected based on the results from prior studies. The main point of interest is whether these differences are statistically significant for a clearer segregation of the firms into the two defined classes. Table A3 in Appendix A provides the results for different tests to determine whether there are statistically significant differences at the 5% level between the two groups of firms. Due to the lack in normality of data, the results from the U-test are interpreted. The results from the parametric tests (t-test, Levene's test) are added for informational purposes. Nineteen of the 23 ratios were statistically significant one year prior to bankruptcy, whereas 16 out 23 were significant two years prior to the event. This indicates that the signaling and discriminatory power using accounting is much higher nearer the event of insolvency (Beaver, 1966; Kwon & Wild, 1994) . Therefore, it is useful to extract the accounting ratios which only show discriminatory power in the first and second year prior to insolvency for further analyses. For practical purposes, it is of interest to detect crises and insolvencies as early as possible so that respective turnaround activities can be implemented much more efficiently. The ratios AGE, TD/TE, S/TA, CA/TA, SIZE I, SIZE II, CA/S, S/TE, and GP/TA were excluded and not considered for further exploration.
Tests for Differences Between Groups

Correlation Analysis
When correlation analysis is computed with all types of firms together, then it is not possible to determine the contribution of each type of firm to the overall results. Therefore, within this study, the correlations were computed for each group separately and also for all firms together, which was not found to be applied in previous studies. The respective results are shown in Appendix A of this paper for one and two years prior to the event of insolvency, but also the correlations of the variables between 2011 and 2010.
The results for one and two years prior to insolvency are summarized in Table 2 . There are much more statistically significant correlations for solvent firms when compared to insolvent firms. Certain variables are more strongly correlated than others and it is of interest where the differences in correlations between solvent and insolvent firms occur. For this purpose, correlations containing multicollinearity were analyzed. The threshold was set at 0.7, as high values for correlation coefficients are an indicator for this aspect (Harris & Sollis, 2003) . The results are also highlighted in Table 2 . Certain significant and high correlations two years prior to insolvency appear to change dramatically for the insolvent firms nearer the event of insolvency. * ) Percentages show the relation between statistically significant correlations to the total number of potential correlations. ** ) Second row denotes the number of detected multicollinearities and the ranges of these.
The results provide evidence that the behavior of accounting ratios (variables) and their associations to each other change when firms are in a crisis and slide into a state of insolvency. There are some remarkable differences, which are highlighted within the next paragraphs. The main reasons why correlations for insolvent firms changed were the scaling factors of total assets and sales. For example, the relation between NI/TA and NI/S shows a statistically significant correlation of 0.985 for the insolvent firms two years prior to insolvency. This value remained statistically significant for the period one year prior to insolvency, but decreased to the value of 0.432. The correlation values for solvent firms were 0.076 for two years (statistically significant) and 0.042 (statistically insignificant) one year prior to insolvency. A similar pattern was visible in the relation between EBIT/TA and EBITDA/S. For the insolvent firms, the value decreased from the statistically significant value of 0.431 to the statistically insignificant value of 0.121. Solvent firms exhibited in both years statistically significant values of 0.181 (two years prior to insolvency) and 0.167 (one year prior to insolvency).
Generally, sales and total assets, when used as a natural logarithm, replicate the size of the firm (Chi & Tang, 2006; Chancharat et al., 2010; Pervan & Visic, 2012; Situm, 2014) . Together, they formed a separate factor within factor analysis for both types of firms two years prior to insolvency. This factor disappeared for the insolvent firms and both variables were loaded on totally separate factors. These results are highlighted within the section about factor analysis. Another aspect, which confirms this disturbance in the factor size, is that based on descriptive statistics, the relation S/TA changes remarkably for the insolvent firms. This variable had a median of 1.118 (mean: 1.557; standard deviation: 1.340) for the period t-2, whereas the value changed to 0.568 (mean: 1.417; standard deviation: 3.379). The value decreased significantly, indicating that insolvent firms are shrinking in size or more precisely, they are decreasing in sales. This decrease in assets could be related to non-observable bankruptcy costs (Herzog, Koziol, & Thabe, 2008) . Solvent firms showed stable values for median and mean for this variable, which means that they are relatively constant and are not decreasing in size.
This could be an important aspect to explain the reason why the size of the firm appeared as a potential discriminator between solvent and insolvent firms within prior studies (Ohlson, 1980; Theodossiou, Kahya, Saidi, & Philippatos, 1996; McKee, 2007; Fitzpatrick & Ogden, 2011) . Its discriminatory power is only given for the year prior to insolvency, but not for two years prior to the event, which is undermined by the results concerning the tests for differences in means and variances. The ratios S/TA, SIZE I, and SIZE II did not show differences in any of the statistical tests for the period t-2, but definitively for t-1. Therefore, the relevance and importance of size as a prediction variable is given, as it is a differentiating variable due to the different patterns insolvent firms follow through their economic development. Nevertheless, its effective signaling power is limited, as the disturbances in size are not visible two years prior to insolvency, which would be more beneficial for early detection of corporate crises.
The correlations between 2011 and 2010 revealed very interesting insights and aspects. Based on literature, it can be concluded that there should be a connection between accounting ratios of two consecutive time periods (Dirickx & van Landeghem, 1994; Shumway, 2001) . The value of a ratio for the year 2011 depends on the value of the year 2010. Therefore, accounting ratios could be considered not only as static numbers. Rather, they are also variables, which are in the position to replicate the dynamic development of a firm as historic information is somehow included in actual ratios (Dirickx & van Landeghem, 1994) . If such an assumption is true, then correlation analysis should reveal statistically significant and high positive or negative correlations for the variables between the two years of the observation periods. The results from Table A6 in Appendix A do not support these considerations. A summary of the main aspects is provided in Table 3 . Generally, the results do not support the theoretical assumptions that there are connections between the accounting ratios of two consecutive years. Thus, the second research question can be answered accordingly. The degree of information replicated from the period two years prior to bankruptcy to the first year prior to bankruptcy is very low. For the solvent firms, the highest positive correlation was found for the combination EBITDA/S to RE/TA, whereas the lowest negative correlation was given for NI/S to NI/TA. Summarized, it can be said that the connection between the two observation periods cannot be assumed and that the informational content of the period two years prior to bankruptcy is not replicated in the ratios for the period one year prior to bankruptcy.
Another pattern can be found for the insolvent firms. There are much fewer statistically significant correlations, but they have a much higher positive value compared to the solvent firms. The lowest positive correlation was given for the relation EBITDA/TA to CF/TD. The highest positive correlation was given for the relation EBT/TE to TE/TD. The obtained correlation values are slightly higher than for the solvent firms, but still not at a high level. The results indicate that historic information from the period two years prior to bankruptcy is inherent in the figures one year prior to bankruptcy to a higher degree than when compared to the solvent firms.
So, if correlations are computed for all firms together, this aspect is not visible within the figures at all. Therefore, an accurate interpretation of the behavior of correlations between the different variables cannot be properly given without separately computing the correlation for the different groups. When the figures for "all firms" would be interpreted, the same results as for the solvent ones would be found, which is strictly speaking the completely wrong approach. The researcher would not recognize that insolvent firms have a much higher connection to previous years when compared to the solvent ones. The results for both types of firms are not overwhelming, but they do indicate that solvent firms are progressing towards a hazard function, whereas insolvent firms are rather showing a kind of "pattern", which is not as hazard-like as for solvent firms.
Solvent firms can control their economic situation much better and more independently from the past situation of the firm, although solvent firms are much more dependent on their historic performance. For insolvency and crisis prediction, this is an interesting aspect, as forecasting models should therefore incorporate accounting ratios for almost two consecutive years in order to increase the incremental prediction power. If the obtained results are also valid for other samples, the incorporation of accounting ratios from the periods one and two years prior to bankruptcy should be able to improve the predictability and quality of forecasting tools. The reason behind this is that ratios for the period two years prior to bankruptcy seem to include certain information about insolvent firms, which could be exploited for better discrimination between the two types of firms. Nevertheless, the propositions of Dirickx and van Landeghem (1994) concerning the connection between accounting ratios of two consecutive periods cannot be fully confirmed with the results of this study.
Even if the results of this study provided a divergent view in contrast to the cited work, it does not seem intuitively plausible that there is no connection between the ratios of two consecutive years. Two aspects can be named, which could affect the obtained results:
(1) Firstly, the application of correlation analysis is not the right method in order to detect the informational content between the variables for the different years. It can only explain to which degree the variables are related to each other, but the correlation values are not able to explain to which degree previous information is included in actual ratios. Therefore, there is a need for other methods which are able to measure the informational content between the two time periods;
(2) Secondly, there are some variables that are not considered or unobservable, which affect the relationship over time. As the time span covered between the two observation periods is measured in years, there could be several circumstances which disturb or even diminish a potential relationship over time. Factors such as the influence of inflation, the macroeconomic cycle, or other economic factors could create a bias in the correlations. Several studies showed that such factors are responsible for the non-stationarity of prediction models (Tirapat & Nittayagasetwat, 1999; Nam, Kim, Park, & Lee, 2008; Sarlija & Jeger, 2011) , which in turn can be seen as an explanation for the different correlational behaviors of solvent and insolvent firms.
Factor Analysis
The correlation analyses were complemented by the use of factor analysis in order to detect the differences in the underlying factors between solvent and insolvent firms (see Table 4 ). Based on the preliminary analyses, factor analysis helps to find some explanations as to why certain correlations change from one period to the other period before insolvency. Here the cumulated explained variance is reported. Values in bold indicate to which factor the respective ratio is assigned. ROI: Return on investment; ROS: Return on sales. Definitions of the ratios can be found in Table A1 in Appendix A.
In general, it is difficult to assign definitions to the factors. Nevertheless, an attempt was made to do so within this work, based on the results of Laurent (1979) , Chen and Shimerda (1981) , and Pohlman and Hollinger (1981) . The factors generally remained the same, but different variables were loaded on them and from the viewpoint of solvent firms, they moved from their "original" factors which they were loaded on to "new" factors. The variable TE/TD moved from debt coverage to the long-term solvency factor. For solvent firms, equity acts as a kind of cushion, which can be used to cover debt. This function seems to disappear for insolvent firms, because on average they have much less equity and in some cases negative equity, meaning that the coverage function of equity disappeared. Therefore, the loading of this variable changed to long-term solvency.
A similar occurrence is observable for the ratio CF/TD, which is a debt coverage ratio. For insolvent firms, it changes into the ROI factor due to a similar reason. The variable is, on average, negative for insolvent firms, meaning that the coverage function is also not given anymore. EBIT/TA and EBITDA/TA were assigned using the ROI factor, but for insolvent firms, they were classified using the debt coverage factor. The reason behind this is that the total assets of insolvent firms are composed of a very high proportion of debt, meaning that EBIT and EBITDA act as a kind of liquidity which is useful for debt coverage. Therefore, the difference between EBIT/TA and EBIT/TD as well as for EBITDA/TA and EBITDA/TD is disturbed, with the result that none of them are dispersed on two separate factors.
NI/S also leaved its positions from the factor ROS and may be assigned to the ROI factor. Here, the ratio showed negative signs for insolvent firms on average, with the result that their role as an indicator for profitability of sales was lost. Firms with negative earnings are not profitable anymore and therefore, the main question within turnaround activities is how to restructure in order to achieve growth again (Sudarsanam & Lai, 2001) .
The size factor remains unchanged for both types of firms, which then changes for the period one year prior to insolvency (results from Table 5 ). This could be the explanation for why both variables related to the size of the firm did not show any discriminatory power for the period two years prior to insolvency for discrimination between the two types of firms. Even if firms are facing economic and financial problems, they do not disturb the scaling factors total assets and sales, meaning that the size of the firms is not a relevant crisis indicator two years prior to insolvency. Both variables of size are loaded on different factors for the period one year prior to insolvency. The general assumption that firms with greater size are less likely to fail can be upheld under the obtained results, because the means and medians for SIZE I and SIZE II between the two groups of firms were almost different based on tests for differences, which is in congruence with the results from prior research (Theodossiou et al., 1996; Lennox, 1999; Chava & Jarrow, 2004) .
For the period one year prior to insolvency, not only the size factor, but also the debt coverage factor disappeared. This is an appealing outcome, as insolvent firms display high liquidity problems (Turetsky & McEwen, 2001; Min & Lee, 2008; Bahiraie, Ibrahim, & Azhar, 2009 ) and are therefore not in the position to properly repay principal and interest obligations (Nam & Jinn, 2000; Chen et al., 2011) . To provide a better interpretation, a new factor called "growth" was introduced due to the findings of Bruse (1978) . Within his study, he separated growing from non-growing firms and the ratios EBT/TE appeared as a relevant discriminator for this task. As this variable showed the highest loading for both types of firms, the related factor was defined by Bruse (1978) . This makes sense based on the results of descriptive statistics. On average, solvent firms exhibited higher values for this ratio when compared to insolvent firms. Insolvent firms showed negative values, meaning that they were destroying equity capital with results from operational business. Solvent firms exhibited positive values so that shareholder value was created, which is an indicator for company growth respectively when positive operating profits after taxes are given (Arzac, 2008; Koller, Goedhart, & Wessels, 2010) . The destruction of a firm's value when close to the point of insolvency is also visible in the reduced and negative cash flows, as well as in the increase of debt finance (Martin & Scott, 1976; Hong & Rappaport, 1978) . A potential explanation for this occurrence could be the fact that insolvent firms are not in the position to adjust their capital structure levels due to higher transaction costs, which are caused by high debt levels (Drobetz & Wanzenried, 2006; Pindado, Rodrigues, & de la Torre, 2008; Liang & Bathala, 2009 ). Here the cumulated explained variance is reported. Values in bold indicate to which factor the respective ratio is assigned. Definitions of the ratios can be found in Table A1 in Appendix A.
Results and Conclusions
It is interesting to note that the age of the firm and the ratio of retained earnings to total assets were not significantly and highly positively correlated like in certain previous studies (Frydman, Altman, & Kao, 1985; Gilbert, Menon, & Schwartz, 1990; Chi & Tang, 2006; Hauser & Booth, 2011) . Therefore, within this study, this relationship could not be confirmed. The firm's age also did not show any significant and high correlation to the measurement of size, meaning that the theoretical assumption that older firms are also great in size (Jovanovic, 1982; Thornhill & Amit, 2003) could not be confirmed. The size of the firm itself displayed the ability to distinguish between the two groups of firms for the period one year prior to insolvency, which is consistent with the results from previous studies (Theodossiou et al., 1996; Chava & Jarrow, 2004; Situm, 2014) .
Correlation analysis revealed that there are certain significant correlations between accounting ratios of two consecutive years, but the strength of the relationship is quite low. The highest correlations were found for the insolvent firms, whose connection of the period one year prior to insolvency to the period two years prior to insolvency is much stronger than for solvent firms. This aspect indicates that the correlational behavior of solvent and insolvent firms is different. A similar conclusion can also be made for correlations of the different accounting ratios within the same year. Solvent firms exhibited more statistically significant correlations for both periods before insolvency than insolvent firms, which also indicate a different behavior between the two types of firms. Thus, the research hypothesis of this work cannot be rejected. It also answers the second research question, namely, information from the period two years prior to insolvency is rarely replicated in accounting ratios from the period one year prior to insolvency, whereas it was found that a stronger connection exists for insolvent firms (based on the results of Table 3 ).
The most exciting differences were detected using factor analysis, which were useful in answering the first research question about the reasons for the difference in the correlational behavior of accounting ratios for the two observation periods for the two types of firms. The variables for insolvent firms are in some cases loaded on different factors when compared to solvent firms. The effects of correlational behavior also therefore change the factor loadings, indicating that crises and the potential path to insolvency are disturbed by different factors leading to an anomaly of economic health. This means that crises cause deviations from "normal" economic behavior and imply a different pattern of evolution, which is manifested in a change of correlational behavior between the different accounting ratios and a displacement of variables concerning some common underlying factors. This aspect is only visible when correlation and factor analyses are computed for each group of firms separately. Signs of decline in economic performance seem to be much more visible when the event of insolvency is approaching (Pretorius, 2008) , which was found to be the case based on the obtained results.
Assets and sales, which are used as scaling factors, change in their underlying factors for insolvent firms compared to solvent firms. This is an indicator that insolvent firms change significantly in size, which is the explanation for why size is a significant discriminating variable one year prior to insolvency. For insolvent firms, assets are mainly financed by debt, which is the cause for the shift of ratios from one factor to another. Additionally, insolvent firms show a decline in growth for the period one year prior to insolvency. The results in total provide evidence that the behaviors of solvent and insolent firms differ substantially when the event of insolvency approaches. These differences are already established for the period two years prior to the event and are much stronger one year prior to insolvency. This confirms the fact that the signaling power of accounting ratios increases as the event of insolvency approaches (Beaver, 1966; Altman, 1968; Gombola, Haskins, Ketz, & Williams, 1987; Brabazon & Keenan, 2004; Chi & Tang, 2006; Muller et al., 2009 ).
Limitations, Implications, and Recommendations for Future Research
This study faced certain limitations, which can be summarized as follows:
(1) The proportions between failed and non-failed firms were dissimilar, in that the specific patterns of solvent firms were much better replicated than those of insolvent firms. This aspect was constructed intentionally, because in the case of model development based on empirical data, different group sizes have to be considered in order to incorporate prior probabilities of both events according to the real-world situation (Dietrich, 1984; Ward, 1999; H. D. Platt & M. B. Platt, 2002; Anderson, 2007) . Nevertheless, this aspect can have a significant influence on the results obtained in the study;
(2) The definition and inclusion of distressed firms in the group of insolvent firms might disturb the differentiation between both types of firms, requiring a clearer distinction. Insolvent firms are characterized by the legal definition of insolvency, which is determined by insufficiency of cash flows at a time when debts fall due to be paid. Such an aspect is clearly visible in accounting figures, whereas a distressed situation might be characterized by many other significant occurrences and not only by the fact that there are two consecutive years of negative earnings (for example, with current ratio less than one (Poston et al., 1994) , negative net balance in the retained earnings account (Poston et al., 1994) or when interest coverage ratio is lower than one (Jostarndt & Sautner, 2008; Pindado et al., 2008) ). It may be that the chosen benchmark for designating firms as being distressed is not appropriate enough and firms exhibiting this aspect are somehow different to truly insolvent firms. Therefore, the mixture of the two types of firms can influence correlation and factor analysis in such a way that they cannot provide more accurate results.
Taking into account these restrictions, it can nevertheless be concluded that correlation and factor analysis should be applied separately for each group of firms in order to receive a much better pattern recognition. The actual economic situation of a solvent firm showed almost no relation to the economic situation of the previous year, whereas for insolvent firms, this relation was somehow a given. Nevertheless, the strength of the dependence between the two consecutive observation periods remained at a low level. A possible conclusion of these results is that solvent firms tend to follow a hazard function, while insolvent firms are to a certain degree moving on a determined path which is dependent on the values of accounting ratios from the previous year. Two potential topics can be proposed for future research: Firstly, the search for more suitable methods should be considered which are able to exploit these aspects accordingly so that more precise and reliable forecasting models can be developed; and secondly, it could be of benefit to investigate how the informational content of accounting ratios from previous years could be amplified and used for better discrimination between solvent and insolvent firms within prediction models. This aspect could also be interesting in order to provide a better segregation of firms that exhibit different economic and financial stages in-between the two extreme conditions. Note. Values in bold indicate statistically significant correlations at the 5% level. Note. Values in bold indicate statistically significant correlations at the 5% level.
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