In this paper, we suggest and analyze two new iterative methods for solving nonlinear scalar equations namely: the modified generalized Newton Raphson's method and generalized Newton Raphson's method free from second derivative are having convergence of order six and five respectively. We also give several examples to illustrate the efficiency of these methods.
Introduction
Finding roots of nonlinear equations efficiently has widespread applications in numerical mathematics. Due to their importance and significant applications in various branches of science, several methods are being developed for solving f (x) = 0 using different techniques such as Taylor series, quadrature formulas, homotopy perturbation method, Adomian decomposition and variational iteration technique [7, 8, 9, 10, 13, 14, 15, 17, 21, 23, 26, 27] . Newton method is an important and basic method [26] , which converges quadratically. To improve the local order of convergence, many modified methods have been proposed. See [8, 9] and [21, 23] . Some basic iterative methods are given in literature [1, 2, 3, 4, 5, 18, 19, 20, 22, 25] and the references therein. Success of Newton's method and similar second or less order methods have led to the wrong idea that the higher order iterative methods are meaningless. But the reality is that some of the higher order iterative methods have vast applications and have best performance as compared to those which have low order of convergence. No doubt, higher order iterative methods require more functional evaluations which is the main drawback of these methods [11, 16, 24] . We are interested in finding higher order iterative method free from second derivative.
In this paper, we suggest modified generalized Newton Raphson's method and generalized Newton Raphson's method free from second derivative. Unlike other higher order iterative methods, generalized Newton Raphson's method free from second derivative requires only three evaluations and has fast convergence. We proved that modified generalized Newton Raphson's method has sixth order of convergence and generalized Newton Raphson's method free from second derivative has fifth order convergence. Some examples are given which show the performance of this method as compared to other methods.
Iterative methods
Consider the nonlinear algebraic equation
we assume that α is a simple zero of (2.1) and γ is an initial guess sufficiently close to α. Using the Taylor's series around γ for (2.1), we have
If f (γ) = 0, we can evaluate the above expression as follows:
If we choose x k+1 the root of equation, then we have
This is so-called the Newton's method [26] for root-finding of nonlinear functions, which converges quadratically. From (2.2) one can evaluate
This is so-called the Halley's method [6, 11, 12] for root-finding of nonlinear functions, which converges cubically. Simplification of (2.2) yields another iterative method as follows:
This is known as HouseHölder's method [16] for solving non linear equations in one variable and converges cubically. Again from (2.2), we have 6) which is known as generalize Newton Raphson's method [24] . The order of convergence of generalize Newton Raphson's method (GNR) is three and requires three functional evaluations to solve the nonlinear equations.
New iterative methods
Let f : X → R, X ⊂ R is a scalar function then by using Taylor series expansion one can obtain generalized Newton Raphson's method:
Algorithm 3.1. For a given x 0 , compute the approximate solution x n+1 by the following iterative schemes:
which is our modified generalized Newton Raphson's method. In order to find the solution of the given nonlinear equation, we have to calculate the first as well as second derivative of the function f (x), but in several cases, we face such a situation where the second derivative of the function does not exist and our method fails to find the solution. To overcome this difficulty, we use the finite difference approximation of the second derivative as follows:
Using the above idea, we derive the generalized Newton Raphson's method free from second derivative as follows:
Algorithm 3.2. For a given x 0 , compute the approximate solution x n+1 by the following iterative schemes:
Algorithm 3.2 is called the generalized Newton Raphson's method free from second derivative. With the help of this method, we can solve such type of non linear equations in which second derivative does not exist. Also this requires only two evaluations of the function and one of its derivatives which shows that the efficiency index of this method is greater as compared to those methods which require second derivative. Several examples are given which shows the best performance of this method as compared to other well known iterative methods which need second derivative.
Convergence analysis
In this section, we will show that the convergence order of modified generalized Newton Raphson's method (Algorithm 3.1) is at least six and that of generalized Newton Raphson's method free from second derivative (Algorithm 3.2) is at least five. Proof. To analysis the convergence of Algorithm 3.1 , suppose that α is a root of the equation f (x) = 0 and e n be the error at nth iteration, than e n = x n − α then by using Taylor series expansion, we have where
With the help of (4.1) and (4.2), we get Proof. To analyze the convergence of the generalized Newton Raphson's method free from second derivative (Algorithm 3.2), suppose that α is a root of the equation f (x) = 0 and e n be the error at nth iteration, than e n = x n − α then by using Taylor series expansion, we have where
With the help of (4.7) and (4.8), we get Using equations (4.9), (4.10) and (4.11) in Algorithm 3.2, we get
which implies that
This shows that the generalized Newton Raphson's method free from second derivative is of fifth order of convergence.
Comparisons of efficiency index
The term "efficiency index" tells us how fast and efficient our method is. It is used to analyze the performance of different iterative methods. It depends upon the two factors, one of which is the order of convergence and the other is number of function evaluations and derivative evaluations of the iterative method. If the order of convergence is denoted by "r" and "N f " denote the number of functional and derivative evaluations of an iterative method, then the efficiency index E.I is mathematically defined as:
Since the order of convergence of Newton's method is two and it requires one function evaluation and one of its derivative, so the Newton's method has an efficiency of 2 1 2 ≈ 1.4142, Similarly the efficiency index of Halley's method and HouseHölder's method is 3 1 3 ≈ 1.4422, because both methods require one function evaluations and two derivative evaluations and these methods achieve cubic order of convergence. The generalized Newton Raphson's method has cubic convergence, requires one function evaluations and two derivative evaluations so that its efficiency index is 3 1 3 ≈ 1.4422. Our modified generalized Newton Raphson's method (Algorithm 3.1) developed in this paper has six order of convergence, requires two function evaluations and two of its derivative so that the efficiency index is 6 1 4 ≈ 1.5651. Now, we move to calculate the efficiency index of our generalized Newton Raphson's method free from second derivative (Algorithm 3.2) as follows:
The generalized Newton Raphson's method free from second derivative need two evaluations of the function and one of its first derivatives. So the total number of evaluations of this method is three. i.e
Also, in the earlier section, we have proved that the order of convergence of the generalized Newton Raphson's method free from second derivative is five. i.e r = 5.
Thus the efficiency index of the generalized Newton Raphson's method free from second derivative is:
The efficiencies of the methods we have discussed are summarized in Table 1 given below. It can be seen from the above comparison table that the efficiency index of the generalized Newton Raphson's method free from second derivative is much higher as compare to other iterative methods.
Applications
In this section, we included following nonlinear test functions to illustrate the efficiency of our developed modified generalized Newton Raphson's method (MGNRM) and generalized Newton Raphson's method free from second derivative (GNRM(Free)) by comparing with the generalized Newton Raphson's method (GNRM), Newton Raphson's method (NR) , Halley's method (HM) and HouseHölder's method (HHM), Tables 2-7 show the numerical comparisons of Newton's method, Halley's method, HouseHölder's method, generalized Newton Raphson's method, modified generalized Newton Raphson's method and the generalized Newton Raphson's method free from second derivative. The columns represent the number of iterations N and the number of function or derivative evaluations N f required to meet the stopping criteria, and the magnitude |f (x)| of f (x) at the final estimate x n .
Conclusions
The modified generalized Newton Raphson's method (Algorithm 3.1) and the generalized Newton Raphson's method free from second derivative (Algorithm 3.2) for solving non linear functions have been established. We can conclude from Tables 1-7 Tables 2-7. 
