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NEF-PARTITIONS ARISING FROM UNIMODULAR CONFIGURATIONS
HIDEFUMI OHSUGI AND AKIYOSHI TSUCHIYA
ABSTRACT. Reflexive polytopes have been studied from viewpoints of combinatorics,
commutative algebra and algebraic geometry. A nef-partition of a reflexive polytope P
is a decompositionP =P1+ · · ·+Pr such that eachPi is a lattice polytope containing
the origin. Batyrev and van Straten gave a combinatorialmethod for explicit constructions
of mirror pairs of Calabi-Yau complete intersections obtained from nef-partitions. In the
present paper, by means of Gro¨bner basis techniques, we give a large family of nef-
partitions arising from unimodular configurations.
INTRODUCTION
A lattice polytope is a convex polytope all of whose vertices have integer coordinates.
A lattice polytope P ⊂Rd of dimension d is called reflexive if the origin 0 of Rd belongs
to the interior of P and if the dual polytope
P
∨ = {x ∈ Rd : 〈x,y〉 ≤ 1, ∀y ∈P}
is again a lattice polytope. Here 〈x,y〉 is the canonical inner product of Rd . It is known
that reflexive polytopes correspond to Gorenstein toric Fano varieties, and they are related
to mirror symmetry (see, e.g., [1, 7]). Combinatorial aspects of mirror symmetry motivate
the following definition: a nef-partition of length r is a decompositionP =P1+ · · ·+Pr
of a d-dimensional reflexive polytope P ⊂ Rd into a Minkowski sum of r lattice poly-
topes P1, . . . ,Pr such that each 0 ∈Pi. Nef-partitions give many explicit constructions
of mirrors of Calabi-Yau complete intersections ([3, 4, 5]).
In the present paper, making use of algebraic techniques involving Gro¨bner bases, we
give a large family of nef-partitions arising from unimodular configurations. Given posi-
tive integers d and n, let Zd×n denote the set of all d×n integer matrices. A configuration
of Rd is a matrix A ∈Zd×n, for which there exists an affine hyperplaneH ⊂Rd not pass-
ing 0 such that each column vector of A lies H . An integer matrix A ∈ Zd×n of rank d is
called unimodular if all nonzero maximal minors of A have the same absolute value. Uni-
modular matrices are important in polyhedral combinatorics and combinatorial optimiza-
tion [18]. Given an integer matrix A= (a1, . . . ,an) ∈ Z
d×n, let PA := conv({a1, . . . ,an}).
A famous example of a unimodular matrix is the incidence matrix AG of a bipartite graph
G (by deleting redundant rows) and PAG is called the edge polytope of G (see Section 3).
In order to give a family of nef-partitions, we consider whether the Cayley sum of
given lattice polytopes is Gorenstein. A lattice polytope P ⊂ Rd is called Gorenstein of
index r if rP is unimodularly equivalent to a reflexive polytope. In particular, a reflexive
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polytope is Gorenstein of index 1. Gorenstein polytopes are of interest in combinatorial
commutative algebra, mirror symmetry, and tropical geometry (we refer to [2, 3, 14]).
Given r lattice polytopes P1, . . . ,Pr ⊂ R
d , the Cayley sum of P1, . . . ,Pr is the lattice
polytope
P1 ∗ · · · ∗Pr := conv({{e1}×P1, . . . ,{er−1}×Pr−1,{0}×Pr})⊂ R
r−1×Rd ,
where e1, . . . ,er−1 are the standard basis of R
r−1. Then it is known that P1 + · · ·+
Pr is Gorenstein of index 1 if (and only if) P1 ∗ · · · ∗Pr is Gorenstein of index r ([3,
Theorem 2.6]). On the other hand, our interest is in whether P1+ · · ·+Pr possesses
a regular unimodular triangulation. A unimodular simplex is a lattice simplex which is
unimodularly equivalent to the standard simplex ∆d ⊂ Rd , the convex hull of 0 together
with e1, . . . ,ed . Equivalently, a full-dimensional lattice simplex in R
d is unimodular if
and only if it has the minimal possible Euclidean volume, 1/d!. A triangulation of a
lattice polytope is called unimodular if every maximal simplex is unimodular. A full-
dimensional lattice polytope P ⊂ Rd is called spanning if it holds ∑a∈P∩Zd Z(a,1) =
Zd+1. In general, we say that a lattice polytope is spanning if it is unimodularly equivalent
to a full-dimensional spanning polytope. Sturmfels gave a one-to-one correspondence
between a regular triangulation of a lattice polytope and the radical of an initial ideal of its
toric ideal ([20, Section 8]). In particular, for a spanning polytope, its regular triangulation
is unimodular if and only if the associated initial ideal is squarefree. Moreover, it follows
that if P1 ∗ · · · ∗Pr possesses a regular unimodular triangulation for spanning polytopes
P1, . . . ,Pr ⊂ R
d of dimension d, then so does P1+ · · ·+Pr ([13, Theorem 2.2]). In
particular, from [21, Theorem 0.4] one has
(1) (P1∩Z
d)+ · · ·+(Pr∩Z
d) = (P1+ · · ·+Pr)∩Z
d .
In [15], Oda asked when the equation (1) holds. Recently, this question and the following
conjecture are among the current trends of the research on lattice polytopes.
Oda Conjecture. Every smooth polytope has the integer decomposition property.
For a lattice polytopeP , we let−P := {−a : a ∈P}. The main results of the present
paper are the following two theorems.
Theorem 0.1. Let A = (a1, . . . ,an) ∈ Z
d×n be a unimodular configuration. Assume that
PA∩Z
d = {a1, . . . ,an} and PA is spanning. Then
(1) PA ∗ (−PA) is Gorenstein of index 2 with a regular unimodular triangulation;
(2) PA+(−PA) is reflexive with a regular unimodular triangulation. In particular,
(PA−a)+(−PA+a) is a nef-partition, where a is an arbitrary lattice point in
PA;
(3) One has (PA∩Z
d)+(−PA∩Z
d) = (PA+(−PA))∩Z
d .
Theorem 0.2. Let A = (a1, . . . ,an) ∈ Z
d×n be a unimodular configuration and set A0 =
(A,0) ∈ Zd×(n+1). Assume that PA0 ∩Z
d = {a1, . . . ,an,0} and PA0 is spanning. Then
(1) PA0 ∗ (−PA0) is Gorenstein of index 2 with a regular unimodular triangulation;
(2) PA0+(−PA0) is reflexive with a regular unimodular triangulation. In particular,
PA0 +(−PA0) is a nef-partition;
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(3) One has (PA0 ∩Z
d)+(−PA0 ∩Z
d) = (PA0 +(−PA0))∩Z
d .
Remark 0.3. In general, for a lattice polytope P ⊂ Rd , if P +(−P) is reflexive, then
(P−a)+(−P +a) is a nef-partition, where a is an arbitrary lattice point in P .
In Section 3, we will apply these theorems to unimodular configurations arising from
finite simple graphs. In fact, we will show that for any finite simple graph G all pairs
of whose odd cycles have a common vertex, (PAG−a)+(−PAG +a) is a nef-partition,
where a is an arbitrary lattice point in PAG (Theorem 3.3). Note that for such a graph,
the edge polytope is unimodular, i.e., all triangulations are unimodular. Moreover, we
will show that for any finite bipartite graphs G, P(AG)0 + (−P(AG)0) is a nef-partition
(Theorem 3.6).
The present paper is organized as follows: In Section 1, we will investigate three types
of toric ideals arising from unimodular configurations. In particular, they possess square-
free initial ideals with respect to some reverse lexicographic orders (Theorems 1.2, 1.3
and 1.4). In Section 2, we compare h∗-polynomials with h-polynomials for the ideals and
initial ideals considered in Theorems 1.2, 1.3 and 1.4, thus proving Theorems 0.1 and 0.2.
Finally, in Section 3, we apply these theorems to unimodular configurations arising from
finite simple graphs.
1. REVERSE LEXICOGRAPHIC GRO¨BNER BASES OF UNIMODULAR CONFIGURATIONS
Let A= (a1, . . . ,an)∈Z
d×n be a configuration. From now on, we always assume that A
has no repeated columns. Let K[t±] = K[t±11 , . . . , t
±1
d ] be a Laurent polynomial ring over
a field K. Given an integer vector α = (α1, . . . ,αd) ∈ Z
d , let tα = tα11 . . . t
αd
d be a Laurent
monomial in K[t±]. The toric ring K[A] ⊂ K[t±] of A is a semigroup ring generated
by ta1 , . . . , tan over K. Let K[x] = K[x1, . . . ,xn] be a polynomial ring over K with each
deg(xi) = 1. Then the toric ideal IA of A is the kernel of a surjective ring homomorphism
ϕA :K[x]→K[A] defined by ϕA(xi)= t
ai for each 1≤ i≤ n. It is known that IA is generated
by homogeneous binomials (of degree≥ 2) if IA 6= {0}. In addition, any reduced Gro¨bner
basis of IA consists of homogeneous binomials. See [11, Section 3] for the introduction
to toric rings and ideals. For a lattice polytope P ⊂ Rd with P ∩Zd = {a1, . . . ,an}, we
define a configuration
AP :=
(
a1 · · · an
1 · · · 1
)
∈ Z(d+1)×n.
Then the toric ring K[P] of P is K[AP ] and the toric ideal IP of P is IAP .
Given an integer matrix A= (a1, . . . ,an) ∈ Z
d×n, let A± be a configuration
A± :=
(
a1 · · · an −a1 · · · −an 0
1 · · · 1 1 · · · 1 1
)
∈ Z(d+1)×(2n+1).
The configuration A± is called the centrally symmetric configuration of A. The toric ideal
IA± of a configuration A
± is the kernel of a ring homomorphism
ϕA± : K[x1, . . . ,xn,y1, . . . ,yn,z]→ K[t
±1
1 , . . . , t
±1
d ,s]
defined by ϕA±(xi) = t
ais, ϕA±(yi) = t
−ais for each 1 ≤ i ≤ n, and ϕA±(z) = s. The fol-
lowing proposition is given in [17, Theorems 2.7, 2.15 and Corollary 2.8].
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Proposition 1.1. Let A ∈ Zd×n be a unimodular matrix. Then we have the following:
(a) The initial ideal of IA± is squarefree with respect to a reverse lexicographic order
such that the smallest variable is z;
(b) The toric ring K[A±] is normal and Gorenstein. In particular the h-polynomial
h(K[A±], t) of K[A±] is a palindromic polynomial of degree d, i.e., h(K[A±], t) =
tdh(K[A±], t−1).
In [17], Proposition 1.1 (a) is shown by studying the corresponding triangulation of
PA± , and Proposition 1.1 (b) is shown by using Proposition 1.1 (a). We now study the
reverse lexicographic Gro¨bner bases of IA± in detail when A is a unimodular configuration.
Theorem 1.2. Let A ∈ Zd×n be a unimodular configuration. Let < be the reverse lexico-
graphic order induced by the ordering of variables z< x1 < y1 < · · ·< xn < yn. Then the
reduced Gro¨bner basis G of IA± with respect to < is of the form
{xiyi− z
2 : i ∈ [n]}∪{g1, . . . ,gs},
where [n] := {1, . . . ,n}, gi ∈K[x1, . . . ,xn,y1, . . . ,yn], in<(gi)∈K[x2, . . . ,xn,y2, . . . ,yn], and
any monomial of gi is squarefree.
Proof. Let G be the reduced Gro¨bner basis and let G1 = {xiyi− z
2 : i ∈ [n]}. It is easy to
see that G1 is a subset of G . Let
g= p−q= xu11 . . .x
un
n y
v1
1 . . .y
vn
n − z
ℓx
u′1
1 . . .x
u′n
n y
v′1
1 . . .y
v′n
n(2)
be a binomial in G \G1 with in<(g) = p. Since g belongs to the reduced Gro¨bner basis,
(i) g must be irreducible, (ii) p belongs to the minimal set of monomial generators of
in<(IA±), and (iii) q /∈ in<(IA±). By Proposition 1.1 (a), p is squarefree, that is, ui,vi ∈
{0,1}. Moreover, if ui = vi = 1, then p is divisible by the initial monomial xiyi of xiyi−z
2,
a contradiction to the assumption that G is the reduced Gro¨bner basis. Hence (ui,vi) ∈
{(0,0),(0,1),(1,0)} for each i. Since g belongs to IA± , we have
(3)
n
∑
k=1
ukak+
n
∑
k=1
vk(−ak) =
n
∑
k=1
u′kak+
n
∑
k=1
v′k(−ak)
and ∑nk=1 uk+∑
n
k=1 vk = ℓ+∑
n
k=1 u
′
k+∑
n
k=1 v
′
k. Moreover since A is a configuration, there
exists a vector c ∈ Rd such that the inner product 〈ai,c〉= 1 for all 1≤ i≤ n. Taking the
inner product of equation (3) with c, we have
n
∑
k=1
uk−
n
∑
k=1
vk =
n
∑
k=1
u′k−
n
∑
k=1
v′k.
Thus ℓ= 2(∑nk=1 uk−∑
n
k=1 u
′
k), and hence ℓ is even.
Suppose that ℓ > 0. Since ℓ is even, we have ℓ ≥ 2. Let k =min{i ∈ [n] : ui or vi is 1}.
If uk = 1, then h = p/xk− qyk/z
2 belongs to IA± . Since vk = 0, we have h 6= 0. Thus
in<(h) = p/xk divides p, a contradiction. If vk = 1, then h
′ = p/yk − qxk/z
2 belongs
to IA± . Since uk = 0, we have h
′ 6= 0. Thus in<(h
′) = p/yk divides p, a contradiction.
Therefore ℓ= 0, and hence g ∈ K[x1, . . . ,xn,y1, . . . ,yn].
Since g is irreducible and < is a reverse lexicographic order, x1 does not appear in
p. Suppose that y1 appears in p. Since < is a reverse lexicographic order, q is divisible
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by x1. Then h = pz
2/y1− qx1 belongs to IA± . The initial monomial of h is qx1 that is
not squarefree. Since the initial ideal is squarefree, q belongs to the initial ideal. This
contradicts that g belongs to the reduced Gro¨bner basis. Thus p ∈ K[x2, . . . ,xn,y2, . . . ,yn].
Finally, suppose that q is not squarefree. Let g = xµ1yη1 − xµ2yη2 . By equation (3),
xµ1+η2 − xµ2+η1 belongs to the toric ideal IA and x
µ1+η2 − xµ2+η1 has a monomial that
is not squarefree. An irreducible binomial h of IA is called a circuit of IA if there is no
binomial 0 6= h′ ∈ IA such that supp(h
′)( supp(h). Here supp(h) is the set of all variables
appearing in h. By [11, Lemma 4.32] there exists a circuit f = xw1+w
′
1−xw2+w
′
2 ∈ IA such
that
supp(xw1)⊂ supp(xµ1), supp(xw
′
1)⊂ supp(xη2), supp(xw2)⊂ supp(xµ2), supp(xw
′
2)⊂ supp(xη1).
Since A is unimodular, by [11, Theorem 4.35], both xw1+w
′
1 and xw2+w
′
2 are squarefree.
Hence we have deg( f ) < deg(g). Note that f ′ = xw1yw
′
2zα − xw2yw
′
1zβ belongs to IA±
for some α,β ∈ Z≥0 with αβ = 0. If α > 0, then x
w2yw
′
1 belongs to the initial ideal,
and hence so does q. This contradicts that g belongs to the reduced Gro¨bner basis. If
β > 0, then xµ1yη1 is divisible by in<( f
′) = xw1yw
′
2 and hence xµ1yη1 = in<( f
′). Then
q is the initial monomial of a binomial f ′−g ∈ IA± , a contradiction. If α = β = 0, then
deg( f ′)< deg(g) and either p or q is divisible by in<( f
′), a contradiction. Thus it follows
that q is squarefree. 
Let A = (a1, . . . ,an) ∈ Z
d×n be a unimodular configuration. Assume that PA∩Z
d =
{a1, . . . ,an}. The toric ideal IPA∗(−PA) of PA ∗ (−PA) is the kernel of a ring homomor-
phism
ϕ∗ : K[x1, . . . ,xn,y1, . . . ,yn]→ K[t
±1
0 , t
±1
1 , . . . , t
±1
d ,s]
defined by ϕ∗(xi) = t0t
ais, ϕ∗(yi) = t
−ais for each 1≤ i≤ n.
Theorem 1.3. Work with the same notation as above. Let <′ be the reverse lexicographic
order induced by the ordering of variables x1 <
′ y1 <
′ · · ·<′ xn <
′ yn. Then the reduced
Gro¨bner basis of IPA∗(−PA) with respect to <
′ is
G
′ = {xiyi− x1y1 : i= 2, . . . ,n}∪{g1, . . . ,gs},
where {g1, . . . ,gs} is such that {xiyi− z
2 : i ∈ [n]}∪{g1, . . . ,gs} is the reduced Gro¨bner
basis of IA± from Theorem 1.2.
Proof. It is easy to see that xiyi−x1y1 belongs to IPA∗(−PA). In the proof of Theorem 1.2,
it is proved that each gi is of the form (2) with 0 = ℓ = 2(∑
n
k=1 uk −∑
n
k=1 u
′
k). Thus
∑nk=1 uk = ∑
n
k=1 u
′
k. Hence each gi belongs to IPA∗(−PA) and G
′ is a subset of IPA∗(−PA).
The initial monomial of each binomial in G ′ is in<′(xiyi− x1y1) = xiyi and in<′(gi) =
in<(gi).
Suppose that G ′ is not a Gro¨bner basis of IPA∗(−PA). By [11, Theorem 3.11], there
exists an irreducible binomial 0 6= f = u− v ∈ IPA∗(−PA) such that u,v /∈ 〈in<′(G
′)〉.
Then f ∈ IPA± ∩K[x1, . . . ,xn,y1, . . . ,yn]. Since G in Theorem 1.2 is a Gro¨bner basis of
IPA± , there exists g ∈ G such that in<(g) divides in<( f ) = in<′( f ). If g 6= x1y1− z
2,
then there exists g′ ∈ G ′ such that in<(g) = in<′(g
′), a contradiction. Hence g= x1y1−z
2
and in<′( f ) is divisible by x1y1. Since f is irreducible, the monomial f − in<′( f ) does not
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contain x1. This contradicts the definition of<
′. Thus G ′ is a Gro¨bner basis of IPA∗(−PA).
Moreover, since {xiyi− z
2 : i ∈ [n]}∪{g1, . . . ,gs} is the reduced Gro¨bner basis of IA± and
x1 and y1 do not appear in any in<′(gi), it follows that G
′ is reduced . 
Let A=(a1, . . . ,an)∈Z
d×n be a unimodular configuration and set A0=(A,0)∈Z
d×(n+1).
Assume that PA0 ∩Z
d = {a1, . . . ,an,0}. The toric ideal IPA0∗(−PA0)
of PA0 ∗ (−PA0) is
the kernel of a ring homomorphism
ϕ∗ : K[x0,x1, . . . ,xn,y0,y1, . . . ,yn]→ K[t
±1
0 , t
±1
1 , . . . , t
±1
d ,s]
defined by ϕ∗(xi) = t0t
ais, ϕ∗(yi) = t
−ais for each 1≤ i≤ n, and ϕ∗(x0) = t0s, ϕ∗(y0) = s.
Theorem 1.4. Work with the same notation as above. Let <′ be the reverse lexicographic
order induced by the ordering of variables x0 <
′ y0 <
′ · · ·<′ xn <
′ yn. Then the reduced
Gro¨bner basis of IPA0∗(−PA0)
with respect to <′ is
G
′ = {xiyi− x0y0 : i ∈ [n]}∪{g1, . . . ,gs},
where {g1, . . . ,gs} is such that {xiyi− z
2 : i ∈ [n]}∪{g1, . . . ,gs} is the reduced Gro¨bner
basis of IA± from Theorem 1.2.
Proof. Each gi belongs to IPA0∗(−PA0)
since IPA∗(−PA) ⊂ IPA0∗(−PA0)
. Since each xiyi−
x0y0 belongs to IPA0∗(−PA0)
, the set G ′ is a subset of IPA0∗(−PA0)
. The initial monomial of
each binomial in G ′ is in<′(xiyi−x0y0) = xiyi and in<′(gi) = in<(gi). Note that in<(G ) =
in<′(G
′).
Suppose that G ′ is not a Gro¨bner basis of IPA0∗(−PA0)
. By [11, Theorem 3.11], there
exists an irreducible binomial 0 6= f = u− v ∈ IPA0∗(−PA0)
such that u,v /∈ 〈in<′(G
′)〉.
Let
f = xu00 x
u1
1 . . .x
un
n y
v0
0 y
v1
1 . . .y
vn
n − x
u′0
0 x
u′1
1 . . .x
u′n
n y
v′0
0 y
v′1
1 . . .y
v′n
n .
Then we have
n
∑
k=1
ukak+
n
∑
k=1
vk(−ak) =
n
∑
k=1
u′kak+
n
∑
k=1
v′k(−ak),(4)
∑nk=0 uk = ∑
n
k=0 u
′
k and ∑
n
k=0 vk = ∑
n
k=0 v
′
k. Moreover since A is a configuration, there
exists a vector c ∈ Rd such that the inner product 〈ai,c〉= 1 for all 1≤ i≤ n. Taking the
inner product of equation (4) with c, we have
n
∑
k=1
uk−
n
∑
k=1
vk =
n
∑
k=1
u′k−
n
∑
k=1
v′k.
Thus v0−u0 = v
′
0−u
′
0.
If u0 = u
′
0 = v0 = v
′
0 = 0, then f ∈ K[x1, . . . ,xn,y1, . . . ,yn]. Then f belongs to IA± . This
contradicts that G is a Gro¨bner basis of IA± . Hence at least one of u0, u
′
0, v0, v
′
0 is positive.
Since f is irreducible, we may assume that u0 > 0 and u
′
0 = 0. Then v0 = u0+v
′
0 > 0 and
hence v′0 = 0. Thus u0 = v0 > 0 and u
′
0 = v
′
0 = 0, that is,
f = (x0y0)
u0x
u1
1 . . .x
un
n y
v1
1 . . .y
vn
n − x
u′1
1 . . .x
u′n
n y
v′1
1 . . .y
v′n
n .
6
It then follows that
f ′ = z2u0xu11 . . .x
un
n y
v1
1 . . .y
vn
n − x
u′1
1 . . .x
u′n
n y
v′1
1 . . .y
v′n
n
belongs to IA± . Since G is a Gro¨bner basis of IA± , there exists g ∈ G such that in<(g) di-
vides in<( f
′) = x
u′1
1 . . .x
u′n
n y
v′1
1 . . .y
v′n
n . Since there exists g
′ ∈ G ′ such that in<(g) = in<′(g
′),
this is a contradiction. 
2. PROOFS OF THEOREMS
In the present section, we give proofs of Theorems 0.1 and 0.2 by using the Gro¨bner
bases constructed in Section 1. First, we recall the theory of the h∗-polynomials of lattice
polytopes. Two lattice polytopes P ⊂ Rd and P ′ ⊂ Rd
′
are said to be unimodularly
equivalent if there exists an affine map from the affine span aff(P) ofP to the affine span
aff(P ′) of P ′ that maps Zd ∩ aff(P) bijectively onto Zd
′
∩ aff(P ′) and that maps P to
P ′. Note that every lattice polytope is unimodularly equivalent to a full-dimensional one.
Let P ⊂ Rd be a lattice polytope of dimension d. Given a positive integer m, we define
LP(m) = |mP ∩Z
d |,
where mP := {ma : a ∈ P}. Ehrhart [9] proved that LP(m) is a polynomial in m of
degree d with the constant term 1. We say that LP(m) is the Ehrhart polynomial of P .
Clearly, if P and Q are unimodularly equivalent, then one has LP(m) = LQ(m). The
generating function of the lattice point enumerator, i.e., the formal power series
EhrP(t) = 1+
∞
∑
k=1
LP(k)t
k
is called the Ehrhart series of P . It is well known that it can be expressed as a rational
function of the form
EhrP(t) =
h∗(P, t)
(1− t)d+1
.
Then h∗(P, t) is a polynomial in t of degree at most d with nonnegative integer coeffi-
cients ([19]) and it is called the h∗-polynomial (or the δ -polynomial) of P . A characteri-
zation of Gorenstein polytopes in terms of their h∗-polynomials is known. In fact, a lattice
polytope P of dimension d is Gorenstein of index r if and only if its h∗-polynomial is of
degree d+1− r and palindromic, i.e., h∗(P, t) = td+1−rh∗(P, t−1) ([8]).
We say that a lattice polytope P ⊂ Rd possesses the integer decomposition property
if for any k ∈ Z>0 and for any x ∈ kP ∩Z
d , there exist k lattice points x1, . . . ,xk in
P with x = x1+ · · ·+xk, and we call a lattice polytope with the integer decomposition
property an IDP polytope. IDP polytopes turn up in many fields of mathematics such as
algebraic geometry, where they correspond to projectively normal embeddings of toric
varieties, and commutative algebra, where they correspond to standard graded Cohen-
Macaulay domains (see [6]). Moreover, the integer decomposition property is particularly
important in the theory and application of integer programing [18, §22.10]. Note that a
lattice polytope with a unimodular triangulation is IDP, and an IDP polytope is spanning.
Moreover, a lattice polytope is IDP if and only if its h∗-polynomial coincides with the
h-polynomial of its toric ring.
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We turn to the review of indispensable lemmata for our proofs of Theorems 0.1 and
0.2.
Lemma 2.1 ([10, Corollary 6.1.5]). Let S be a polynomial ring and I⊂ S a graded ideal of
S. Fix a monomial order < on S. Then S/I and S/in<(I) have the same Hilbert function,
in particular, they have the same h-polynomial.
Since a lattice polytope P is unimodularly equivalent to a lattice polytope P ′ if and
only if P ∗ (−P) is unimodularly equivalent to P ′ ∗ (−P ′) and since any initial ideal
given in Section 1 is squarefree, we can use the following lemma.
Lemma 2.2 ([13, Theorem 2.2]). Let P1, . . . ,Pr ⊂ R
d be spanning lattice polytopes of
dimension d. Suppose that the toric ideal of P1 ∗ · · · ∗Pr has a squarefree initial ideal.
Then the toric ideal ofP1+ · · ·+Pr has a squarefree initial ideal, and bothP1∗· · ·∗Pr
and P1+ · · ·+Pr have a regular unimodular triangulation and are IDP.
Now, we prove Theorems 0.1 and 0.2.
Proof of Theorem 0.2. Let A= (a1, . . . ,an) ∈ Z
d×n be a unimodular configuration and set
A0 = (A,0) ∈ Z
d×(n+1). Assume that PA0 ∩Z
d = {a1, . . . ,an,0} and PA0 is spanning.
From Theorem 1.4, the toric ideal IPA0∗(−PA0)
has a squarefree initial ideal. Hence by
Lemma 2.2, the toric ideal ofPA0+(−PA0) has a squarefree initial ideal, and bothPA0 ∗
(−PA0) and PA0 +(−PA0) have a regular unimodular triangulation and are IDP. Then
[21, Theorem 0.4] guarantees that (PA0 ∩Z
d)+(−PA0 ∩Z
d) = (PA0 +(−PA0))∩Z
d .
On the other hand, the minimal set of monomial generators of the initial ideals in<(IA±)
and in<′(IPA0∗(−PA0)
) given in Theorems 1.2 and 1.4 are the same. Thus
K[x1, . . . ,xn,y1, . . . ,yn,z]/in<(IA±)
≃ K[x1, . . . ,xn,y1, . . . ,yn]/〈x1y1, . . . ,xnyn, in<(g1), . . . , in<(gs)〉 [z]
and
K[x0,x1, . . . ,xn,y0,y1, . . . ,yn]/in<′(IPA0∗(−PA0)
)
≃ K[x1, . . . ,xn,y1, . . . ,yn]/〈x1y1, . . . ,xnyn, in<(g1), . . . , in<(gs)〉 [x0,y0].
Since PA0 ∗ (−PA0) is IDP, it follows from Lemma 2.1 that
h(K[A±], t) = h(K[x1, . . . ,xn,y1, . . . ,yn,z]/in<(IA±), t)(5)
= h(K[x0,x1, . . . ,xn,y0,y1, . . . ,yn]/in<′(IPA0∗(−PA0)
), t)(6)
= h(K[PA0 ∗ (−PA0)], t)(7)
= h∗(PA0 ∗ (−PA0), t).(8)
Here (5) and (7) follow from Lemma 2.1, (6) follows from the above, and (8) holds since
PA0 ∗ (−PA0) is IDP. From Proposition 1.1, h(K[A
±], t) is palindromic and of degree d,
and so is h∗(PA0 ∗ (−PA0), t). Since the dimension of PA0 ∗ (−PA0) is d+ 1, PA0 ∗
(−PA0) is Gorenstein of index 2. By [3, Theorem 2.6], PA0 +(−PA0) is reflexive. 
8
Proof of Theorem 0.1. The proof is the same as the proof of Theorem 0.2 except for the
following discussion. Comparing the initial ideals in<(IA±) and in<′(IPA∗(−PA)) given in
Theorems 1.2 and 1.3, it follows that
K[x1, . . . ,xn,y1, . . . ,yn,z]/in<(IA±)
≃ (K[x1,y1]/〈x1y1〉)
⊗K(K[x2, . . . ,xn,y2, . . . ,yn]/〈x2y2, . . . ,xnyn, in<(g1), . . . , in<(gs)〉)[z]
and
K[x1, . . . ,xn,y1, . . . ,yn]/in<′(IPA∗(−PA))
≃ (K[x2, . . . ,xn,y2, . . . ,yn]/〈x2y2, . . . ,xnyn, in<(g1), . . . , in<(gs)〉)[x1,y1].
Then h(K[x1,y1]/〈x1y1〉 , t) = t+1, and hence
h(K[x1, . . . ,xn,y1, . . . ,yn,z]/in<(IA±), t)
= (t+1)h(K[x1, . . . ,xn,y1, . . . ,yn]/in<′(IPA∗(−PA)), t).
Since PA ∗ (−PA) is IDP, it follows from Lemma 2.1 that
h(K[A±], t) = h(K[x1, . . . ,xn,y1, . . . ,yn,z]/in<(IA±), t)
= (t+1)h(K[x1, . . . ,xn,y1, . . . ,yn]/in<′(IPA∗(−PA)), t)
= (t+1)h(K[PA ∗ (−PA)], t)
= (t+1)h∗(PA ∗ (−PA), t).
From Proposition 1.1, h(K[A±], t) is palindromic and of degree d, and hence h∗(PA ∗
(−PA), t) is palindromic and of degree d−1. Since the dimension of PA ∗ (−PA) is d,
PA ∗ (−PA) is Gorenstein of index 2. 
From the proof of Theorems 0.1 and 0.2 we obtain the following Corollary.
Corollary 2.3. Let A= (a1, . . . ,an) ∈ Z
d×n be a unimodular configuration and set A0 =
(A,0) ∈ Zd×(n+1). Assume that PA0 ∩Z
d = {a1, . . . ,an,0}, and both PA and PA0 are
spanning. Then one has
h∗(PA0 ∗ (−PA0), t) = (1+ t)h
∗(PA ∗ (−PA), t).
3. UNIMODULAR CONFIGURATIONS ARISING FROM FINITE SIMPLE GRAPHS
Let G be a finite connected simple graph on the vertex set [d] with the edge set E(G) =
{e1, . . . ,en}. Here a graph is called simple if G has no loops and no multiple edges. Given
an edge e = {i, j} of G, let ρ(e) = ei+ e j ∈ R
d . The edge polytope of G is PAG, where
AG is the configuration defined by
AG = (ρ(e1), . . . ,ρ(en)) ∈ Z
d×n.
Since PAG is a (0,1)-polytope, we have PAG ∩Z
d = {ρ(e1), . . . ,ρ(en)}. It is known by
[16, Proposition 1.3] that
dimPAG =
{
d−2 if G is bipartite,
d−1 otherwise.
A classification of the graphs G such that AG is unimodular is as follows:
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Proposition 3.1 ([17, Theorem 3.3]). Let G be a finite connected simple graph. Then the
following conditions are equivalent:
(i) The toric ring K[A±G] is normal;
(ii) The toric ideal IA±
G
has a squarefree initial ideal;
(iii) The configuration AG is unimodular (by deleting a redundant row if G is bipartite);
(iv) All pairs of odd cycles in G have a common vertex.
It follows from [12] that PAG is always spanning.
Lemma 3.2 ([12, Proof of Corollary 3.4]). Let G be a finite connected graph. Then PAG
is spanning.
Hence we obtain the following.
Theorem 3.3. Let G be a finite connected simple graph on [d]. Assume that all pairs of
odd cycles in G have a common vertex. Then
(1) PAG ∗ (−PAG) is Gorenstein of index 2 with a regular unimodular triangulation;
(2) PAG +(−PAG) is reflexive with a regular unimodular triangulation. In partic-
ular, (PAG −a)+ (−PAG +a) is a nef-partition, where a is an arbitrary lattice
point in PAG;
(3) One has (PAG ∩Z
d)+(−PAG ∩Z
d) = (PAG +(−PAG))∩Z
d .
On the other hand, in general, P(AG)0 is not always spanning even if AG is unimodular.
Example 3.4. Let G be a cycle of length 3, i.e., E(G) = {{1,2},{2,3},{1,3}}. Then
AG =

 1 0 11 1 0
0 1 1


is unimodular. On the other hand, P(AG)0 is not spanning.
We determine when P(AG)0 is spanning.
Lemma 3.5. Let G be a finite connected simple graph. Then P(AG)0 is spanning if and
only if G is bipartite.
Proof. Note that a full-dimensional lattice polytope P ⊂ Rd with 0 ∈ P is spanning if
and only if it holds ∑a∈P∩Zd Za = Z
d .
We assume that G is not bipartite. Then P(AG)0 is full-dimensional. Since for any
lattice point (a1, . . . ,ad)∈P(AG)0 ∩Z
d , a1+ · · ·+ad is even, it follows that for any lattice
point (x1, . . . ,xd) ∈∑a∈P(AG)0∩Z
d Za, x1+ · · ·+xd is even. Hence P(AG)0 is not spanning.
Conversely, we assume that G is bipartite. Let A be a configuration obtained by delet-
ing a row of AG. Then P(AG)0 is unimodularly equivalent to a full-dimensional lattice
polytope PA0 ⊂R
d−1. It is known by [18, Example 1 (p.273)] that any nonzero maximal
minor of A0 is ±1. Thus ∑a∈PA0∩Z
d−1 Za = Zd−1, and hence PA0 is spanning. 
Therefore, we have obtain the following.
Theorem 3.6. Let G be a finite connected simple bipartite graph on [d]. Then
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(1) P(AG)0 ∗ (−P(AG)0) is Gorenstein of index 2 with a regular unimodular triangu-
lation;
(2) P(AG)0 +(−P(AG)0) is reflexive with a regular unimodular triangulation. In par-
ticular, P(AG)0 +(−P(AG)0) is a nef-partition;
(3) One has (P(AG)0 ∩Z
d)+(−P(AG)0 ∩Z
d) = (P(AG)0 +(−P(AG)0))∩Z
d;
(4) One has h∗(P(AG)0 ∗ (−P(AG)0), t) = (1+ t)h
∗(PAG ∗ (−PAG), t).
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