This issue is devoted to statistics applied to decision making problems. The issue begins from consideration of methodological possibilities to construct regressions with meaningful and interpretable coefficients for individual predictors and shares of their importance. Ewa Nowakowska explores properties of the so-called Shapley value regression developed for adjusting regression coefficients with multicollinearity among the predictors and estimating their importance. D. Liakhovitski, Y. Bryukhov, and M. Conklin compare the approaches of random forests and relative weights of the predictors in regressions under various scenarios. Together with M. Conklin we investigate further features of Shapley value regression and its predicting abilities.

