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Abstract–In this report, a new word spotting
framework using Hough transform of distance matrix
images is proposed. The brightness of an intersec-
tional pixel in the distance matrix image expresses
the distance value between an input and a standard
pattern. If a standard pattern word is included in
the input utterance, the straight line area is observed
in the distance matrix image. If the voting number
for the corresponding Hough transform parameters is
more than the threshold value, it is decided that the
standard pattern word exists in the input utterance.
This new framework was evaluated by the recogni-
tion accuracy, the correct/incorrect words rejection
rate and the false alarm.
Keywords: Speech recognition, Word spotting, Distance
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1I n t r o d u c t i o n
Word spotting is a useful method for practical spoken di-
alog systems, because the system can recognize a user’s
ideas, even when unnecessary words are uttered before
or after the keywords. However, both the start and
e n dp o i n t so ft h ew o r dn e e dt ob eg i v e ni nc o n v e n t i o n a l
word spotting methods[1][2][3][4][5], for example continu-
ous Dynamic Programming or the Hidden Markov Model.
Therefore, it is necessary that a ﬂexible and eﬀective lan-
guage model is provided and the score of the whole ut-
terance can be calculated.
This report proposes a method of discovering a key word
among the entire utterance by expressing input speech
as image information and observing a line in the image
using the Hough Transform[6][7].
2D i s t a n c e M a t r i x I m a g e s
Figure 1 shows how to obtain the distance matrix image.
The vertical axis is the frame number of the standard
pattern speech and the horizontal axis is that of the in-
put speech. The intersection data is calculated as the
cepstrum distance between the corresponding standard
pattern frame and the input speech frame. The distance
data is converted into the pixel brightness. If the distance
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is 0 (namely, where the input data frame is the same as
the standard pattern frame), the brightness scale is 255
(a white pixel), whereas if the distance is inﬁnite, the
brightness scale is 0 (a black pixel).
Figure 1: Explanation of a distance matrix image
The typical distance matrix image where the standard
pattern is included in the input speech is shown in Fig.
2. In this case, a white line area indicated by the dot-
Figure 2: Sample of a distance matrix image (when stan-
dard pattern is included)
ted circle can be observed because similar characteristic
parameters as the standard pattern word are input.
Conversely, in a distance matrix image (shown by Fig.
3) where the standard pattern is excluded, no white line
area is observed.
Therefore, if such a white line area is detected using imageFigure 3: Sample of a distance matrix image (when stan-
dard pattern is excluded)
processing technology, word spotting becomes possible
without determining the start and end points of the word.
In order to detect a line in a graphical image, the mini-
mum mean square method and Hough transform are well
known as strong and easy methods. Each has its own
feature.
Minimum mean square method Because one
straight line is estimated from the entire image
data, data not related to the straight line also
inﬂuence straight line parameters.
Hough transform As only data related to the esti-
mated straight line are used, there is no inﬂuence
from data of other areas.
With the above conditions in mind, Hough transform is
clearly advantageous.
In the next section, the principle of Hough transform that
detects a straight line from the graphical image is shown.
3 Hough transform
The principle of Hough transform is shown in Fig. 4.
Figure 4: Principle of Hough Transform
To simplify the explanation, we assume there are three
points in the x-y plane. Initially, the data (x1,y 1)i s
examined.
Many straight lines can be drawn in the surroundings of
point (x1,y 1). These lines are expressed as y1 = ax1 +b.
The diﬀerence of the radial lines is indicated by the dif-
ference of the parameter set (a,b).
Each radial line has its own line parameter. Therefore,
the corresponding data set, namely, the value of (a,b)c a n
be mapped to the a-b plane. This operation is called a
voting. As a result of one voting, one dot is described in
the a-b plane.
Voting by the radial lines around (x1,y 1), dots in the a-
b plane line up on a straight line, and the relationship
between a and b is given as b = −x1a + y1.
Using the same method, voting can be conducted related
to data (x2,y 2)a n d( x3,y 3).
Consequently, the coordinate values (a0,b 0)h a v i n ga c -
quired the most votes become the parameters for the
straight line (gradient and intercept).
4 Binarizing distance matrix images
Before the voting processes of Hough transform, the dis-
tance matrix images must be binarized.
Only the white dots are the objects of the voting pro-
cess, which means that the input frames are close to the
corresponding standard pattern frames.
Therefore, the calculation volume increases in tandem
with the number of white dots. However, if the amount
of white dots is insuﬃcient, the clear straight line cannot
be described.
Conversely, when the amount of white dots is greater
than the appropriate number, no straight line area ap-
pears. The typical binarized distance matrix image where
a standard pattern word is included in the input speech
with the appropriate threshold is shown in Fig. 5.
Figure 5: Sample of a binarized distance matrix image
with the appropriate threshold
Figure 6 shows the binarized distance matrix image with
the extremely small threshold.
In this case, the number of white dots is insuﬃcient.Figure 6: Sample of a binarized distance matrix image
with the small threshold
The third ﬁgure shows the binarized distance matrix im-
age with the excessively large threshold.( Fig. 7.)
In this case, the number of white dots is overly excessive
and no straight line area can be observed.
Figure 7: Sample of a binarized distance matrix image
with the large threshold
5 Procedure of word spotting using the
new method
5.1 Training procedure
The training procedure is the same as that of the con-
ventional word speech recognition system. The power
and cepstrum data of each word are analyzed and stored
into the database.
5.2 Word spotting procedure
The word spotting process involves ﬁnding one of the
standard patterns with the shortest distance to a part of
the input speech.
To do so, the following three types of processing are nec-
essary:
1. The system calculates the distance matrix image of
one standard pattern and the input, and ﬁnds the
straight line using Hough transform. The voting
number of the obtained line is deﬁned as the score
of the standard pattern.
2. Among all the standard patterns, the one whose
score is the highest is selected as the ﬁnal candidate.
3. If the score of the ﬁnal candidate exceeds the thresh-
old, the system outputs the candidate as the word
spotting result. If the score of the candidate is lower
than the threshold, the system judges the input as
including no standard patterns, i.e. out of vocabu-
lary.
Word spotting procedure using the Hough transform is
d e s c r i b e di nF i g . 8 . ” j” is the standard pattern num-
Figure 8: Procedure of word spotting using the Hough
Transform
ber. The loop in Fig. 8 is for one standard pattern that
contains the ﬁrst item of the above three processes.
Selecting Jmax is for the second process of the three
items.
The ﬁnal judgment in Fig. 8 is the process that decides
whether the ﬁrst candidate is the correct word or ”out of
vocabulary”.
6 Experiments
6.1 Experimental conditions
A new word spotting method was evaluated using the
names of 100 Japanese cities standardized by JAIDA. The
experimental conditions are shown in Table 1.
To set the same conditions, input sentences are con-
structed as ”Mokutekichi ha”, a keyword (city name)Table 1: Conditions of experiment
Items Experimental Conditions
Analysis conditions Sampling Freq.: 22.05kHz
Bits of one sample: 16b
Frame length: 24ms
Frame shift: 12ms
Analysis method Pow, LPC Cep, MFCC
Standard pattern words JEIDA 100 cities
Input sentences ”Mokutekichi ha
[city name] desu”
(The destination is
[city name].)
Number of speaker 1 male
· Recognition accuracy
· Error rate
Evaluation · Correct word rejection
items · Incorrect word rejection
· False alarm
Parameters · Threshold of distance
value to binarize the : Th d
distance matrix images
· Threshold of voting
number to adopt the
ﬁrst candidate as the
recognition result : Thv
and ”desu”. ”Mokutekichi ha” means ”The destination”.
”desu” means ”is”. Therefore, the meaning of the sen-
tence is ”The destination is (a city name)”.
Our new word spotting method was evaluated using the
following 5 items.
Recognition accuracy Nca/Nkw :T h er a t eb yw h i c h
the ﬁrst candidate is correct and the result is adopted
when one of the key words is included in the utter-
ance.
Error rate Nia/Nkw : The rate by which the ﬁrst can-
didate is incorrect and the result is adopted when
one of the key words is included in the utterance.
Correct word rejection Ncr/Nkw :T h er a t eb yw h i c h
the ﬁrst candidate is correct and the result is rejected
when one of the key words is included in the utter-
ance.
Incorrect word rejection Nir/Nkw :T h e r a t e b y
which the ﬁrst candidate is incorrect and the result
is rejected when one of the key words is included in
the utterance.
False alarm Nfa/Noov :T h e r a t e b y w h i c h t h e ﬁrst
candidate is adopted when no key word is included
in the utterance.
Nkw: The number of utterances which include key words.
Noov: The number of utterances which include no key
words.
Nca: The number of utterances in which the ﬁrst recog-
nition candidate is the correct key word and the voting
number is more than the voting threshold Th v.
Ncr: The number of utterances in which the ﬁrst recog-
nition candidate is the correct key word and the voting
number is less than the voting threshold Thv.
Nia: The number of utterances in which the ﬁrst recogni-
tion candidate is the incorrect word and the voting num-
ber is more than the voting threshold Thv.
Nir: The number of utterances in which the ﬁrst recogni-
tion candidate is the incorrect word and the voting num-
b e ri sl e s st h a nt h ev o t i n gt h r e s h o l dTh v.
Nfa: The number of utterances in which the voting num-
ber of the ﬁrst recognition candidate is more than the
voting threshold Thv.
6.2 Experimental result
Figure 9 shows the recognition accuracy when one of the
key words is included in the utterance.
MFCC is better than the LPC cepstrum as well as other
conventional methods. However, the recognition accu-
racy depends on the threshold to binarize.
Particularly, threshold dependency in the case of MFCC
is greater than in the case of LPC. Therefore, careful
study for deciding the threshold is necessary.
Figure 9: Recognition accuracy
The threshold to binarize inﬂuences the ratio of
white/black pixels. Figure 10 shows the relationship be-
tween the threshold to binarize and the ratio of white
pixels. Judging from Fig. 9, (0.3−0.4) is appropriate for
the situation of this experiment. On the other hand, look-
ing at Fig. 10, the ratio of white pixels should be about
0.1 for the binarized threshold of 0.3 − 0.4. Therefore,Figure 10: Relationship between the threshold and the
ratio of white pixels
the threshold to binarize should be decided as the aver-
age white pixels ratio becomes about 10% in the distance
matrix images for new appreciations or other situations.
Performance detail of the proposed method is shown in
Fig. 11. This ﬁgure expresses multiple results.
Figure 11: Performance detail of the proposed method
If no threshold of the voting number is given, the recog-
nition accuracy is almost 90%. This accuracy is not as
high as the word recognition system.
Figure 12 is a sample of an error.
The pronunciation of ”bisai” in the input speech is similar
to that of ”hisai” in the standard pattern.
Figure 12: Example of recognition error(1) — Similar Pro-
nunciation
Both Bisai and Hisai are names of cities in Japan. Only
the ﬁrst phoneme ”b” and ”h” diﬀers.
Even though the intersection part of ”b” and ”h” in Fig.
12 is black and indicates that the distance is long, a high
voting number is indicated by the other white straight
line area.
Conversely, in the case of word spotting, other diﬃcult
situations obstruct the performance (Fig. 13).
Figure 13: Example of recognition error(2) — False alarm
Figure 13 shows the error sample whose standard pat-
tern is ”toride” and the input speech is ”Mokutekichi ha
kitami desu”.
In the ﬁgure, the straight line area covers ”tami de” not
”kitami”. In other words, the combination of ”tami”, a
part of the word ”kitami”, and ”de” becomes ”tamide”,
and mismatched ””toride”.
In order to avoid this situation (False alarm), the thresh-
old of the voting number to adopt the recognition result
should be decided carefully.
Figure 11 shows that if the threshold of the voting number
is selected as about 43, false alarm can be reduced to
about 15%. At the same time, it is advantageous that the
error rate decreases by 5%. However, in such condition
we should note that the accuracy decreases to near 80%.
It is natural that the basic recognition accuracy should
be further improved. However, it is more important that
the appropriate threshold of the voting number must be
selected according to the application’s demand.7 Conclusions
The new word spotting framework that uses the Hough
transform of distance matrix images, where the bright-
ness of the pixel in the intersection coordinates expresses
the distance value between an input voice and a standard
pattern, is proposed.
The availability of the new framework is conﬁrmed by the
word spotting experiment.
However, this study is just begun and a lot of themes
have accumulated. We are planning a speaker indepen-
dent and large vocabulary word spotting system using
the Hough transform of distance matrix images.
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