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Abstract
Named entity recognition (NER) systems
that perform well require task-related and
manually annotated datasets. However,
they are expensive to develop, and are thus
limited in size. As there already exists a
large number of NER datasets that share
a certain degree of relationship but dif-
fer in content, it is important to explore
the question of whether such datasets can
be combined as a simple method for im-
proving NER performance. To investigate
this, we developed a novel locally detect-
ing multi-task model using FFNNs. The
model relies on encoding variable-length
sequences of words into theoretically loss-
less and unique fixed-size representations.
We applied this method to several well-
known NER tasks and compared the re-
sults of our model to baseline models as
well as other published results. As a result,
we observed competitive performance in
nearly all of the tasks.
1 Introduction
Named entity recognition aims to solve the prob-
lem of detecting proper nouns in a text and cate-
gorizing them into different types of entities. Such
information is useful for higher-level NLP appli-
cations such as summarization and question an-
swering (Aramaki et al., 2009; Ravichandran and
Hovy, 2002). NER systems have been originally
built by applying hand-crafted features and other
external resources to achieve good results (Rati-
nov and Roth, 2009). In the recent years, re-
searchers have turned to neural network architec-
tures. For example, Collobert et al. (2011) intro-
duced a neural network model that learns impor-
tant features from word embeddings, thus requir-
ing little feature engineering. However, in his use
of FFNNs, the context used around a word is re-
stricted to a fixed-size window. This bears the risk
of losing potentially relevant information between
words that are far apart. Recently, Xu et al. (2017)
proposed a local detection approach for NER by
making use of a technique that can encode any
variable-length sequence of words into a theoreti-
cally lossless and unique fixed-size representation.
This technique, called the Fixed-size ordinally for-
getting encoding (FOFE), has the ability to capture
immediate dependencies within the sentence, and
thus using the encodings as features partly over-
comes the limitations of FFNNs. Using FOFE fea-
tures practically eliminate any need for feature en-
gineering. Furthermore, it is known that FFNNs
are universal approximators, and its advantages
over RNNs include easier tuning, faster training
times, and a simpler implementation. Therefore,
since the main drawbacks of FFNNs are resolved
by FOFE features, they are acceptance for recog-
nition.
Meanwhile, learning many associated tasks in
parallel has been shown to improve performance
compared to learning each task separately (Bakker
and Heskes, 2003; Caruana, 1997). One of the
more popular MTL approaches is hard-parameter
sharing, which has the advantage of reducing the
chance of over-fitting baxter, 1997 while also be-
ing simple to implement. Generally, MTL is ap-
plied by using auxiliary tasks that are similar to
the main task. For example, Martı´nez Alonso and
Plank (2017) uses auxiliary tasks such as Part-of-
speech (POS) and chunking for main tasks such as
NER.
Our main contribution lies in combining these
two proposed models for the NER task. We inves-
tigate how hard parameter sharing can be used to
improve NER models, while also further exploring
the idea of using auxiliary NER tasks to boost the
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Figure 1: Illustration of an example network struc-
ture for our MTL model using FOFE codes. The
window currently examines the fragment Louvre
Museum.
performance of a main NER task. In this paper,
we propose a novel multi-task FOFE-based FFNN
model with the aim of generalizing the underlying
distributions of the named entities in the data. We
report our experimental results on several popular
NER tasks. Our method has yielded competitive
results and improved performance in comparison
to the baselines in all tasks.
This paper is organized as follows. Section 2
introduces the FOFE technique and shows how its
encoding is lossless and unique. Section 3 outlines
how we use FOFE to extract features for the NER
task. Section 4 gives an overview of our model,
including the MTL technique used. From Sec-
tion 5 onwards, we outline the experimental setup,
present our results and state our conclusion.
2 Fixed-Size Ordinally Forgetting
Encoding (FOFE)
Consider a vocabulary V , where each word can
be represented by a 1-of-|V | one-hot vector. Let
S = w1 · · ·wN denote a sequence of N words
from V , and denote en to be the one-hot vector of
the n-th word in S, where 1 ≤ n ≤ N . Assuming
z0 = 0, the FOFE code zn of the sequence from
word w1 to wn is as follows:
zn = α · zn−1 + en
where α is a constant forgetting factor. Hence,
zn can be viewed as a fixed-size representation
of the subsequence {w1, w2, · · · , wn}. Follow-
ing the theoretical properties presented by Zhang
et al. (2015) in Appendix A, we see that FOFE
can uniquely and losslessly encode any sequence
of variable length into a fixed-size representation.
3 Extracting Features using FOFE
Word-level Features We extract the bag-of-
words of the focus token as well as the FOFE en-
coding of its left and right contexts. All of the
word features are computed in both case sensitive
and case insensitive forms. The FOFE encodings
are further projected to lower-dimensional dense
vectors using projection matrices for both the case
sensitive and insensitive forms. Those matrices
are initialized using word embeddings pre-trained
with word2vec (Mikolov et al., 2013), and are
tuned during training.
Character-level Features Based on a pre-
defined set of all possible characters, we view the
focus token as a case-sensitive character sequence
and encode it using FOFE from left to right, as
well as right-to-left. We then project the character
encodings using a trainable character embedding
matrix. For a fair comparison, we also use char-
acter CNNs to generate additional character-level
features (Kim et al., 2015).
4 A MTL approach for NER using FOFE
Consider k learning tasks {Ti}ki=1, where each
task Ti is associated with an input-output pair
of sequences (x1:n, yi1:n), where xj ∈ W and
yij ∈ Yi. The input set W is shared by all tasks,
whereas the output sets Yi are reserved to a sin-
gle corresponding task. At each training step, we
randomly choose a task Ti and training sample
(x1:n, y
i
1:n) ∈ Ti. We forward pass the training
sample through the shared layers to predict the la-
bels yˆij , calculate the loss based on the true labels
yij and backpropagate for parameter update. The
training sample of task Ti is eventually fed into its
corresponding task-specific softmax layer for clas-
sification, however the hidden layers are shared by
all tasks. Additionally, we may attribute additional
private hidden layers to Ti, located between the
shared layer and softmax layer. If Ti is a main
task, the private layers can be useful for person-
alizing the learning of the task, since some of in-
formation contained in the training signals distinct
to the task may be swamped in the shared layers
by the auxiliary tasks’ training signals. if Ti is an
auxiliary task, it would enable the shared layers to
focus on representing information pertinent to the
other tasks, while keeping its distinct signals in its
private layer. This is especially useful if Ti has a
large data size compared to the main task.
Figure 1 represents an instance of the model.
The character and word features extracted us-
ing FOFE are concatenated to form the input to
the model. Each of the hidden layers are fully-
connected. The model has many outputs, corre-
sponding to the number of tasks trained for the
specific instance.
Training We use categorical cross entropy as
our objective function. Training is executed by us-
ing mini-batch SGD with momentum of 0.9 (Bot-
tou, 2010) and learning rates are exponentially de-
cayed by a factor of 1/16 if dev-performance drops
compared to the last run. We apply dropout (Sri-
vastava et al., 2014) to all layers with a value of
0.5. We set all the forgetting factors for words to
αw = 0.5, and to αc = 0.8 for characters. The
layers are initialized based on a uniform distri-
bution following Glorot et al. (2011). All of the
layers consist of ReLUs (Nair and Hinton, 2010),
and the probability of an output class is mod-
elled by a softmax function. We follow the same
post-processing and decoding steps for named en-
tities as the ones outlined in Xu et al. (2017).
We performed grid search and selected the hyper-
parameters over the main task’s development set,
with early stopping. For detailed hyper-parameter
settings, please go to Appendix A.
5 Experimental setup
We use the following multi-lingual benchmark
tasks: CoNLL-2003 ENG1, CoNLL-2002 SPA2,
OntoNotes 5.0 ENG and ZH 3, the KBP 2016 4
trilingual task and DEFT Light ERE. For each
main task, we consider the following systems:
(i) Baseline model, trained without any auxiliary
task. (ii) A system involving a combination of
auxiliary tasks along with the main task.
Main and Auxiliary Tasks We group the
tasks used together by language: (i) ENG models:
The CoNLL-2003, OntoNotes 5.0 and KBP 2016
ENG. (ii) SPA models: CoNLL-2002, KBP 2016
SPA and Light ERE. (iii) ZH models: OntoNotes
5.0, KBP 2016 ZH and Light ERE. Each task
within the group is used as a main task in a sep-
arate experiment, and the rest of the tasks in the
group are used as auxiliary tasks. The only ex-
ception is Light ERE, which is only auxiliary in
1 (Tjong Kim Sang and De Meulder, 2003) 2 (Tjong
Kim Sang, 2002) 3 (Pradhan et al., 2013) 4 (Ji and Noth-
man, 2016)
all experiments. Additionally, we make use an in-
house dataset which consists of 10k ENG and ZH
documents labelled manually following the KBP
2016 format. Since KBP 2016 does not contain
any train and development data, we employ our
in-house data as such with a 90:10 split. We also
utilize the KBP 2015 dataset as additional data for
training. For the CoNLL-2003 task, we use cased
and uncased word embeddings of size 256 trained
on the Reuters RCV1 corpus. The remaining tasks
have cased and uncased word embeddings of size
256 trained using the English 5, Spanish 6 and
Chinese 7 Gigaword for the corresponding mod-
els evaluated in that language. Detailed info about
the tasks can be found in Appendix A.
Baselines Our baseline models are from Xu
et al. (2017). We use the author’s findings
for CoNLL-2003 and KBP 2016, and apply the
implementation8 released by the author to train
the model with OntoNotes 5.0 and CoNLL-2002
tasks.
6 Results and Discussion
Overall, the MTL models yield better performance
over baselines for all of the tasks. The task that has
most benefited from MTL is the KBP 2016 trilin-
gual task, whose results are summarized in Table
1. Xu et al. (2017) and the best KBP 2016 system
are single-task models and the latter used 5-fold
cross-validation. All the KBP 2016 results have
been generated using the official evaluator. Table
6 summarizes the results obtained with MTL for
the KBP 2016 ENG task. The first MTL model
is trained by only using KBP 2015 data for the
main task, which results in an F1 score of 0.739,
compared to only 0.697 in Xu et al. (2017). We
see that the gains experienced by MTL are more
significant when the main task’s training data is
smaller. In Table 2, we compare our best MTL
model for CoNLL-2003 with baseline and state-
of-the-art results. Our model makes use of the
task’s training data only additionally to the aux-
iliary task training data. Compared to the mod-
els that are trained without the dev-set, our pro-
posed model only comes second to Yang et al.
(2016). The OntoNotes 5.0 English and Chinese
results are presented in Tables 3 and 4, and the
CoNLL-2002 SPA results in Table 5. For ENG
5 (Parker et al., 2011) 6 (Mendonca
et al., 2009) 7 (Graff and Chen, 2005)
8 https://github.com/xmb-cipher/fofe-ner
Single-task model Multi-task model Single-task 5-fold
LANG
Xu et al. (2017) This work 2016 Best
P R F1 P R F1 P R F1
ENG 0.836 0.680 0.750 0.800 0.742 0.770 0.846 0.710 0.772
CMN 0.789 0.625 0.698 0.766 0.673 0.717 0.789 0.737 0.762
SPA 0.835 0.602 0.700 0.869 0.618 0.722 0.839 0.656 0.736
ALL 0.819 0.639 0.718 0.806 0.676 0.738 0.802 0.704 0.756
Table 1: Comparison of the MTL models to Xu et al. (2017) and the best system for KBP 2016 task.
Model F1 (%)
Collobert et al. (2011) 89.59
Huang et al. (2015) 90.10
Strubell et al. (2017) 90.54 ( ±0.18 )
Yang et al. (2016) 90.94
Luo et al. (2015) 91.2
Lample et al. (2016) 90.94
Chiu and Nichols (2016) 91.62 (±0.33)
Xu et al. (2017) 90.71
Our MTL model 90.91
Table 2: A comparison with baseline and top pub-
lished results on CoNLL-2003 ENG eval. The
three sections, in order, are models: trained with
training set only, trained with both training and
dev set, our baseline and model.
Model F1 (%)
Strubell et al. (2017) 86.84 (±0.19)
Chiu and Nichols (2016) 86.28 (±0.26)
Durrett and Klein (2014) 84.04
Xu et al. (2017) 85.88
Our MTL model 86.06
Table 3: A comparison with baseline and state-of-
the-art results on OntoNotes ENG NER Eval.
Model F1 (%)
Che et al. (2013) 69.82
Pappu et al. (2017) 67.2
Xu et al. (2017) 71.83
Our MTL model 72.12
Table 4: A comparison with the baseline and other
published results on OntoNotes Chinese NER
Eval.
Model F1 (%)
dos Santos and Guimara˜es (2015) 82.21
Gillick et al. (2016) 82.95
Lample et al. (2016) 85.75
Yang et al. (2016) 85.77
Xu et al. (2017) 83.22
Our MTL model 84.14
Table 5: Results and comparison with the baseline
and state-of-the-art results on CoNLL-2002 SPA
NER Eval.
OntoNotes, we observe substantial gains over the
baseline models, and are competitive with the top
results. We should mention that we do not use any
hand-crafted features. For the Chinese OntoNotes
task, we found two non-neural method results and
have exceeded them with both our baseline and
MTL models. We have been unable to find prior
published neural-based results, and thus cannot
say with certainty whether we achieved state-of-
the-art results.
Main task training data MTL model Xu et al. (2017)
KBP 2015 0.739 0.697
KBP 2015 + in-house 0.770 0.750
Table 6: Results for KBP 2016 ENG with two dif-
ferent main task training set combinations.
7 Related Work
NER Recently, methods involving deep learn-
ing have been very successful in many NLP
projects. Due to the limitations of FFNNs, more
powerful neural networks, such as recurrent neural
networks (RNNs) have been used. Many studies
have used bidirectional Long Short-Term mem-
ory (B-LSTM) architecture along with CRF (Luo
et al., 2015; Huang et al., 2015), and report con-
vincing NER results. As for character-level mod-
elling, studies have turned to convolutional neural
networks (CNNs). For instance, dos Santos and
Guimara˜es (2015) have employed CNNs to ex-
tract character-level features for Spanish and Por-
tuguese, and obtained successful results.
MTL Much of the work done in MTL has
been initiated by Caruana (1997). His techniques
have been used and confirmed in many studies
(Maurer et al., 2016; Ando and Zhang, 2005). The
success of MTL has been associated with label en-
tropy, regularizers, training size and many other
aspects (Martı´nez Alonso and Plank, 2017; Bingel
and Søgaard, 2017). For example, Collobert and
Weston (2008) use MTL in a unified model to train
multiple core NLP tasks: NER, Part-of-Speech,
chunking and semantic role labeling with neural
networks. They show that MTL improves gener-
ality among the shared tasks. Liu et al. (2015) used
MTL for information retrieval and semantic clas-
sification by training a model for both tasks which
has shared and private layers. Their method ex-
ceeded performance of strong baselines for tasks
such as query classification and web search.
8 Conclusion
In this paper, we investigated the benefit of
multi-task learning combined with local detection
(FOFE) as a possible solution for improving per-
formance on various NER tasks. We applied this
method to several well-known NER tasks and ob-
served competitive results, without using any ex-
ternal resources or hand-crafted features.
A Supplemental Material
A.1 FOFE Theorems
With α being the constant forgetting factor,
the theoretical properties that show FOFE code
uniqueness are as follows:
Theorem 1. If the forgetting factor α satisfies
0 < α ≤ 0.5, FOFE is unique for any countable
vocabulary V and any finite value N .
Theorem 2. For 0.5 < α < 1, given any finite
value N and any countable vocabulary V , FOFE
is almost unique everywhere, except only a finite
set of countable choices of α.
When 0.5 < α < 1, uniqueness is not guaran-
teed. However, the odds of ending up with such
scenarios is small. Furthermore, it is rare to have
a word reappear many times within a near context.
Thus, we can say that FOFE can uniquely encode
any sequence of variable length, providing a fixed-
size lossless representation for any sequence. The
proof for those theorems can be found in Zhang
et al. (2015).
A.2 Data description
CoNLL-2003: The CoNLL-2003 dataset consists
of newswire data originated from the Reuters
RCV1 corpus. It is tagged with four entity types:
person, location, organization and miscellaneous.
We only used the ENG documents in our experi-
ments.
OntoNotes: The OntoNotes dataset consists of
text from sources such as broadcast conversa-
tion and news, newswire, telephone conversation,
magazine and web text. The dataset was assem-
bled by Pradhan et al. (2013) for the CoNLL-2012
shared task, who specifies a standard train, valida-
tion, and test split followed in our evaluation. It is
tagged with eighteen entity types, some of which
are: person, facility, organization, product, data,
time, money, quantity and so forth.
KBP 2016: The KBP 2016 trilingual EDL
task require the identification of entities (includ-
ing nested) from a collection of text documents
in three languages (ENG, ZH and SPA), and their
classification to the following named and nominal
entity types: person, geo-political entity, organiza-
tion, location and facility. The dataset consists of
recent news articles and discussion forums (non-
parallel across languages). The KBP 2016 EDL
task is an extension of the KBP 2015 task, except
KBP 2015 does not contain any nominal types. We
treat a named entity mention and its corresponding
nominal mention as a single entity type and detect
them together.
CoNLL-2002: The CoNLL-2002 named en-
tity data contains files covering both Spanish and
Dutch, where each language has training, valida-
tion and evaluation files. Similarly to CoNLL-
2003, It is tagged with four entity types: per-
son, location, organization and miscellaneous. We
mainly use the Spanish files for our Spanish NER
model.
Light ERE: The DEFT Light ERE dataset con-
sists of discussion forum and newswire documents
tagged with five types of named entities: person,
title, organization, geopolitical entities and loca-
tion.
In-house dataset: Our in-house dataset consists
of 10k English and Chinese documents that are la-
belled manually following the KBP 2016 dataset.
A.3 Training details
Hyper-parameters
• CoNLL-2003 ENG: The model has two hid-
den layers in the shared module and contains
a private module for the OntoNotes task with
one hidden layer. The hidden layers in the
shared module contain 700 units, while the
one in the private layer has 512 units. Train-
ing is done by mini-batch of size 256. The
learning rate is set to 0.128. We used case-
sensitive and insensitive word embeddings of
256 dimensions trained using Reuters RCV1,
and randomly initialized character embed-
dings of dimension 64. The official training,
development and test set partition is used.
• OntoNotes ENG: The multi-task model setup
for this dataset is the same as the one for
CoNLL-2003, except we use a learning rate
of 0.064 and mini-batch of size 128. We fol-
low the split dictated by Pradhan et al. (2013).
Also, the word embeddings are derived from
the English Gigaword instead (Parker et al.,
2011). Baseline: The baseline model is an
FFNN with fully-connected ReLU activation
layers that lead to a single output layer with
softmax activation. It contains two hidden
layers of size 512. The learning rate is set
to 0.128, and the mini-batch size is 256.
• KBP 2016: For each language, we set up
three models that are trained and evaluated
independently. We use three sets of word
embeddings of 256 dimensions from the En-
glish, Spanish (Mendonca et al., 2009) and
Chinese (Graff and Chen, 2005) Gigaword.
As specified in Xu et al. (2017), Chinese is
labelled at character level only. Here is an
overview for each of the models:
1. English and Chinese: Similar to
CoNLL-2003, however the private mod-
ule is instead dedicated to the KBP 2016
task. The learning rate is set to 0.064
with a mini-batch size of 128.
2. Spanish: Contains a shared module
only, with two hidden layers of size 612.
The learning rate is set to 0.128, with a
mini-batch size of 128.
• OntoNotes ZH: The multi-task model set up
for this dataset is the same as the one for the
Chinese KBP model, with instead a private
module for the OntoNotes task, two shared
hidden layers of size 712 and a private hidden
layer of size 512.
• CoNLL-2002: Contains a shared module
only, with two hidden layers of size 612. The
learning rate is set to 0.256, with a mini-batch
size of 128. Baseline: We set up the CoNLL-
2002 baseline model in the same way as the
OntoNotes baseline model, with hidden lay-
ers of size 412.
Effect of auxiliary training data size We ran
all of our systems by gradually increasing the size
of the auxiliary tasks training data in 20% incre-
ments, while keeping the size of the main task con-
stant. We did not observe any significant improve-
ments over the baseline for any combination. We
noticed that adding private hidden layers to some
of the auxiliary tasks instead brought more benefit
to the model performance.
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