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10 折-交叉验证得到的分类结果表明，该算法在 5 个数据集上分类准确率达到




















































Bioinformatics is one of the main problems in 21 century. DNA microarray 
technology is a powerful tool for gene research. Analysis of gene expression data 
which has great value in gene function prediction and diagnosis and treatment of 
disease is a hot research topic of bioinformatics. Feature selection and classification 
are two basic tasks of gene expression data analysis. This paper has done some 
research work about these two problems. 
The innovative achievements of this paper can be summarized as follows: 
(1) Propose a feature selection method based on random walk using mutual 
information, introduce dynamic selection and circle combination classifiers with 
clustering. We use mutual information to build a random walk network and select 
features by random walk algorithm. An improved algorithm which optimizes the 
random walk graph is proposed to obtain better performance and efficiency. The 
experiment results show that our method has a good performance compared with 
existing feature selection methods. 
 (2) Propose a classification method based on diversity. Introduce discretization 
method based on information gain to improve the efficiency of our method. Apply 
clustering method to genes and basic classifiers to obtain diversity and remove 
redundancy of features and candidate classifiers. 7 gene expression data sets are 
used to evaluate the performance of this method. The experiment result shows that 
accuracy of CBOD outperforms other classifiers in all gene expression data sets, 
reaching 100% in 5 of 7 gene expression data sets. 
(3) Propose a classification mode ensembling method. In order to take diversity 
of feature selection methods and classifiers into consideration, we combine a feature 
selection and a classifier into a classification mode. Then apply dynamic selection 
and circling combination on classification modes. We have also done some research 
about strategy of classification mode selection by comparing clustering selection and 
















is 2%-5% higher than accuracy of classification method based on diversity.  
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