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Vorwort
Dieser Forschungsbericht entha¨lt eine zusammenfassende Darstellung der wissenschaft-
lichen Arbeiten und verdeutlicht anhand ausgewa¨hlter Beispiele die erzielten Ergebnis-
se des Data Mining Projektes GALA (Gru¨nenthal Applied Life Science Analysis), einer
Industriekooperation zwischen dem Aachener Pharmaunternehmen Gru¨nenthal und dem
Forschungszentrum Ju¨lich. Das GALA-Projekt wurde ins Leben gerufen, um neue Wege
in der Entwicklung von Medikamenten zu beschreiten. Die Arbeitsschwerpunkte wurden
auf einem ersten gemeinsamen Meeting, wenige Tage vor dem Millennium-Jahreswechsel
am 21. Dezember 1999 diskutiert und vereinbart. Projektziel war die Erstellung von
Computerprogrammen, die die automatische Analyse und Auswertung der sich sta¨ndig
vergro¨ßernden Datenmengen in der Pharmaforschung bei Gru¨nenthal ermo¨glichen. Im
Prozess der Medikamentenentwicklung mu¨ssen aus einer sehr großen Anzahl von chemi-
schen Substanzen diejenigen ausfindig gemacht werden, die im menschlichen Organismus
eine bestimmte, gewu¨nschte Wirkung (wie z.B. die Linderung eines Schmerzreizes) erzie-
len. Der genaue Zusammenhang zwischen der chemischen Struktur einer Substanz und
den daraus resultierenden biologischen Eigenschaften ist jedoch meistens weitgehend un-
bekannt. Eine wichtige Aufgabe besteht nun darin, diese unbekannten Zusammenha¨nge,
d.h. verborgenen Informationen, in vorhandenen Datenbesta¨nden mit Hilfe geeigneter
Verfahren des Data Mining aufzudecken.
Die gemeinsamen Arbeiten starteten am 1. Juli 2000 und erstreckten sich zuna¨chst u¨ber
einen Zeitraum von drei Jahren. Wissenschaftler der Firma Gru¨nenthal und des Forschungs-
zentrums Ju¨lich entwickelten neue Methoden und Verfahren fu¨r die Datenanalyse in der
pharmazeutischen Forschung. Es wurden Computerprogramme zur Datenvorauswertung
und Klassifikation erstellt. Wichtige Aufgaben der Datenvorauswertung sind die Reduk-
tion des Datenraumes durch die Erkennung von signifikanten Abha¨ngigkeiten zwischen
den untersuchten Merkmalen (Merkmalsauswahl) sowie die Erkennung von fehlerhaften
bzw. auffa¨lligen Datenpunkten (Ausreißereliminierung). Mit Hilfe des Klassifikations-
programms lassen sich neue chemische Substanzen automatisch in Gruppen (Klassen) mit
unterschiedlichen Erfolgsaussichten einteilen.
Im Mittelpunkt der zweiten Kooperationsphase vom 1. Juli 2003 – 30. Juni 2006 stand die
Erstellung neuer, leistungsfa¨higerer Klassifikatoren fu¨r große Datensa¨tze in der Pharma-
forschung. Es wurden insbesondere die so genannten Support-Vektor-Maschinen (SVMs)
untersucht und implementiert. Es handelt sich hierbei um moderne (u¨berwachte) Algo-
rithmen aus dem Forschungsgebiet des Maschinellen Lernens, einem Teilgebiet der ku¨nst-
lichen Intelligenz. SVMs ko¨nnen sowohl zur Erstellung von nichtlinearen Klassifikato-
ren, als auch zur Vorhersage von exakten Einzelwerten (Regression) verwendet werden.
Die fundierten theoretischen Grundlagen sowie die guten Generalisierungseigenschaften
fu¨hrten dazu, dass Support-Vektor-Maschinen mittlerweile zu den beliebtesten modernen
Lernmethoden za¨hlen.
Der Bericht ist wie folgt gegliedert: Teil I gibt einen ¨Uberblick u¨ber die Ziele des Pro-
jektes und dokumentiert alle Publikationen und Vortra¨ge, die im Zusammenhang mit dem
GALA-Projekt entstanden sind. In Teil II werden die statistischen Verfahren zur Datenvor-
auswertung, in Teil III die Klassifikationsalgorithmen fu¨r Daten aus der Pharmaindustrie
beschrieben. In Teil IV sind die Mo¨glichkeiten der Datenanalyse auf der Basis der verwen-
deten Data Mining Pipeline erla¨utert. In Teil V schließlich wird am Beispiel ‘Cytochrom
P450 Profilierung von neuen Wirkstoffen’ die Anwendung der neuen Software demon-
striert.
An dieser Stelle mo¨chten wir allen Mitarbeitern des Projektes fu¨r ihr Engagement und
ihre fachlichen Beitra¨ge herzlich danken. Das Thema des GALA-Projektes hatte einen
ausgesprochen interdisziplina¨ren Charakter und u¨berdeckte Teilgebiete der Mathematik,
Statistik, Informatik, Chemie und Pharmazie. Der Projekterfolg ist nicht zuletzt den
jungen Projektmitarbeitern (Diplomanden des Studiengangs Technomathematik und
Doktoranden) zu verdanken, die sich mit Enthusiasmus und Freude in das innovative
Gebiet des Data Mining eingearbeitet haben. Fu¨r die stets gute Zusammenarbeit bei der
administrativen Durchfu¨hrung des GALA-Projektes danken wir der Forschungsleitung der
Gru¨nenthal GmbH und dem Technologie-Transfer-Bu¨ro des Forschungszentrums Ju¨lich.
Unser besonderer Dank geht an die Autoren des Berichtes, die diese ausfu¨hrliche Projekt-
dokumentation erst mo¨glich gemacht haben.
Aachen und Ju¨lich
November 2006
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Ausgangspunkt fu¨r das GALA-Projekt ist eine der Kernaufgaben der pra¨klinischen For-
schung, die auf den einzelnen Stufen der Forschung anfallenden Daten effizient zu inter-
pretieren, um aus einem Pool von mehreren Millionen Substanzen diejenigen herauszufin-
den, die fu¨r eine humane Anwendung geeignet sind. Dafu¨r mu¨ssen chemische Substanzen
zahlreiche Hu¨rden u¨berwinden, die durch vier Bereiche repra¨sentiert werden. Man unter-
scheidet die Bereiche in silico, in vitro, in vivo und Klinik. Der in silico Bereich umfasst
den chemischen Raum, d.h. alle chemisch mo¨glichen bzw. zuga¨nglichen Substanzen. Das
ko¨nnen bereits bekannte chemische Wirkstoffe, neu hergestellte Substanzklassen oder ein-
fach so genannte virtuelle Substanzen sein, die zum Zeitpunkt der Betrachtung nur als
Computermodelle vorliegen. In der na¨chsten Stufe wird ein Teil der Substanzen in einem
in vitro Modell getestet. Das in vitro Modell stellt ein molekulares Target (Schloss) z.B. in
einer Zellmembran dar, fu¨r das eine Substanz (Schlu¨ssel) gesucht wird, die eine Interakti-
on nach dem Schlu¨ssel-Schloss Prinzip zeigt. Im na¨chsten Schritt der Lead-Optimierung
werden die aktiven Hitsubstanzen solange optimiert, bis eine hohe Affinita¨t und Selek-
tivita¨t zum molekularen Target gefunden wird. Dies ist notwendig, um eine mo¨glichst
kleine Anzahl von Substanzen in der nachfolgenden in vivo Testphase einzusetzen, in der
das pharmakologische Wirkprinzip u¨berpru¨ft wird. Die so gefundenen Substanzen mu¨ssen
dann noch geeignete ADMET-Eigenschaften (Absorption, Distribution, Metabolization,
Excretion, Toxicity) besitzen, was eine Grundvoraussetzung fu¨r eine humane Anwendung
und die Zulassung durch die Beho¨rden der FDA (Food and Drug Administration) oder




Abbildung 1: Zusammenha¨nge zwischen F&E-Pipeline und Data Mining.
Entwicklung einer Substanz leiten sich grundsa¨tzliche Fragestellungen ab, die immer wie-
der beantwortet werden mu¨ssen. Das Projektziel ist deshalb die effektive Unterstu¨tzung
der Prozesse innerhalb der pra¨klinischen Forschung, um die Entwicklungszeiten von 10-
15 Jahren fu¨r innovative Arzneimittel signifikant zu verku¨rzen.
2 Fragestellungen und Generierung der Datensa¨tze
Wie in Abbildung 1 dargestellt, mu¨ssen auf allen Entwicklungsstufen Entscheidungspro-
zesse zur Selektion von Substanzen herangezogen werden, da aus Kapazita¨ts- sowie Zeit-
gru¨nden nicht alle Substanzen bzw. der gesamte chemische Raum betrachtet werden
ko¨nnen. Da die Interpretation von chemischen Strukturen durch den Computer nur in-
direkt mo¨glich ist, werden diese im ersten Schritt zuna¨chst geeignet transformiert (Abbil-
dung 2). Dazu dienen Verfahren aus der Chemoinformatik. Die Atomkoordinaten der che-
mischen Strukturen ko¨nnen nicht direkt als Eigenschaften herangezogen werden, weil die
Anzahl der Atome von Struktur zu Struktur unterschiedlich ist. Die Anwendung von Lern-
algorithmen erzwingt als Input Eigenschaftsvektoren, die sogenannten Feature-Vektoren,
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Abbildung 2: Chemische Informationen und Klassifikation.
die immer die gleiche Anzahl an Merkmalen enthalten und eine von der Gro¨ße der Mo-
leku¨le unabha¨ngige, normalisierte Form haben. Die berechneten Eigenschaften mu¨ssen
auch unabha¨ngig von der Ausrichtung der Moleku¨le im Raum sein. Eine bekannte Gro¨ße
ist in diesem Zusammenhang die so genannte Autokorrelation. Fu¨r verschiedene Punkte
der Moleku¨loberfla¨che oder des Raumes, der das Moleku¨l umgibt, wird eine Moleku¨lei-
genschaft, wie z.B. die TPSA (Topological Polar Surface Area), berechnet. Aus den Wer-
tepaaren der berechneten Moleku¨leigenschaft der Punktepaare, deren Absta¨nde in einem
vorgegebenen Intervall liegen (in Abbildung 2 werden diese Intervalle mit Bin 1, ..., Bin 25
bezeichnet), wird eine Korrelation berechnet: die Autokorrelation der Moleku¨leigenschaft
fu¨r das betrachtete Intervall (Bin) [1, 2]. Durch die Anzahl der Bins werden der Grad der
Auflo¨sung und die La¨nge des Vektors festgelegt. Wa¨hlt man als Punkte bestimmte Atome
des Moleku¨ls und ordnet den Atomen als ‘Eigenschaft’ den konstanten Wert 1 zu, so ergibt
die formale Berechnung der Autokorrelation die Ha¨ufigkeitsverteilung der Atomabsta¨nde .
Der Zusammenhang von zwei Moleku¨leigenschaften kann entsprechend durch die Kreuz-
korrelation der Merkmale beschrieben werden. Wa¨hlt man hierbei als Punkte die Atome




(z.B. Sauerstoff und Stickstoff), dann ergibt die formale Berechnung der Kreuzkorrelati-
on die Ha¨ufigkeitsverteilung der Absta¨nde der betrachteten Atomtypen [3]. Eigenschafts-
vektoren ko¨nnen auch aus einzelnen, voneinander unabha¨ngigen, molekularen Deskripto-
ren aufgebaut werden. Dies ko¨nnen beispielsweise physikochemische Eigenschaften wie
Molekulargewicht, Lo¨slichkeit oder Dipolmoment sein. Wieder andere fassen die Anzahl
von funktionellen Gruppen oder gro¨ßeren molekularen Untereinheiten (Fragmenten) und
Atomkonnektivita¨ten in bina¨ren Strings als sogenannte Fingerprints zusammen. Der Vor-
gang wird fu¨r alle betrachteten Substanzen und idealerweise fu¨r einen mo¨glichst großen
chemischen Raum durchgefu¨hrt. Da die so berechnete Gesamtdatenmenge sehr groß ist
und zu jeder chemischen Substanz nur einmal ein Feature-Vektor aufgebaut werden muss,
werden die Daten in einer Datenbank mit optimierter Datenstruktur, dem sogenannten Da-
ta Warehouse, abgelegt. Damit kann fu¨r jede Fragestellung flexibel ein Datensatz erstellt
werden.
Im zweiten Schritt werden dann die zu den einzelnen Substanzen erhobenen targetspezi-
fischen (in vitro) bzw. spezifisch fu¨r das Indikationsgebiet (in vivo) notwendigen biolo-
gischen Daten hinzugefu¨gt. Dies kann ebenfalls durch eine Abfrage im Data Warehouse
realisiert werden. Jede einzelne chemische Struktur wird dann durch einen Vektor re-
pra¨sentiert, der die Struktureigenschaften (Features) mit den in vitro und/oder in vivo Daten
verknu¨pft. Wird dies fu¨r jede Struktur wiederholt, erha¨lt man eine Tabelle, die aus einigen
hundert Zeilen, eine Zeile pro chemischer Substanz, mehreren hundert Spalten fu¨r die zu-
geho¨rigen Features und wenigen Spalten fu¨r die biologischen Eigenschaften besteht. Bei
den Datensa¨tzen handelt es sich vereinfacht um eine Matrix, bei der pro Zeile eine che-
mische Substanz mit allen Merkmalen aus dem Data Warehouse repra¨sentiert wird. Die
so erhaltene Darstellung stellt eine Beziehung zwischen den Substanzeigenschaften und
einem gewu¨nschten pharmakologischen Profil fu¨r eine Zielindikation her. Durch diesen
Integrationsschritt ist es auch mo¨glich, mit Hilfe von Algorithmen eine Automatisierung
der Analyse durchzufu¨hren. Diese kann durch zwei fundamental unterschiedliche Data
Mining Verfahren erreicht werden. Man unterscheidet so genannte unu¨berwachte (unsu-
pervised) Algorithmen, bei denen die Daten in kleinere und bezu¨glich der Deskriptoren
homogene Gruppen unterteilt werden, sowie u¨berwachte (supervised) Methoden, welche
Klassifikatoren erzeugen, mit deren Hilfe es mo¨glich ist, neue chemische Substanzen mit
noch unbekannten Feature-Kombinationen bzgl. der gesuchten Eigenschaft zu profilie-
ren. Die Klassifikatoren ko¨nnen dann nach erfolgreicher Evaluierung als Filter verwendet
werden.
3 Datenvorauswertung
Ausgangspunkt sind die aus dem Data Warehouse extrahierten Datensa¨tze, die noch von
redundanten Informationen befreit werden mu¨ssen. Oberste Pra¨misse ist die Reduktion
der Daten auf der Basis einer rein abstrakten Sichtweise, bei der kein Vorwissen u¨ber die
4
Datenvorauswertung
zu analysierenden Datensa¨tze eingebracht wird. Der Prozess der Vorauswertung der Da-
tensa¨tze verfolgt mehrere Ziele. Eine wichtige Aufgabe ist die Reduktion der Dimensio-
nalita¨t des Datenraumes durch die Erkennung von signifikanten Abha¨ngigkeiten zwischen
den untersuchten Merkmalen. Da bis zu tausend und mehr Merkmale vorliegen, ko¨nnen
hunderttausende von Merkmalspaaren generiert werden, deren Untersuchung manuell zu
aufwa¨ndig ist. Mit Hilfe einer weiteren Methode, der so genannten Variablenselektion,
erfolgt die Eingrenzung auf signifikante Merkmale. Ein weiterer Schritt ist die Erkennung
und Priorisierung von auffa¨lligen Datenpunkten, den so genannten Ausreißern. Damit er-
gibt sich insgesamt eine im Vergleich zum Ausgangsdatensatz reduzierte Matrix, die im
Optimalfall dieselbe Information beinhaltet.
3.1 Merkmalsauswahl
Ziel ist die Verringerung der in den Daten enthaltenen Redundanz, die sich zu einem
großen Teil in den Korrelationen zwischen den Merkmalen widerspiegelt. Einfache sta-
tistische Verfahren zur Aufdeckung linearer Abha¨ngigkeiten sind oft nicht ausreichend,
um komplexe Daten zu analysieren. In den konkreten Anwendungsfa¨llen ist es ha¨ufig not-
wendig, nichtlineare Abha¨ngigkeiten zu beru¨cksichtigen. Die u¨blicherweise verwendete
Produkt-Moment-Korrelation ist ein Maß fu¨r den linearen Zusammenhang zweier Merk-
male und im Allgemeinen nicht geeignet, um ausgepra¨gt nichtlineare Abha¨ngigkeiten zu
charakterisieren. In einigen Fa¨llen sollte die Berechnung der Produkt-Moment-Korrelation
daher mit einer Datentransformation, meist eine Logarithmierung, kombiniert werden. Al-
ternativ kann die Rangkorrelation verwendet werden, die invariant gegenu¨ber monotonen
Transformationen und somit ein Maß fu¨r monotone nichtlineare Zusammenha¨nge ist. Die
Hauptkomponentenanalyse (PCA) ist ein Verfahren zur Dimensionsreduktion, das auf der
Eigenwertzerlegung der Korrelationsmatrix basiert. Die Daten werden dabei durch eine
kleine Anzahl von unkorrelierten Linearkombinationen, den so genannten Hauptkompo-
nenten, dargestellt, die einen wesentlichen Anteil der in den Daten enthaltenen Streuung
repra¨sentieren. Der Informationsverlust kann dadurch minimal gehalten werden. Man
erreicht hierdurch jedoch meist nur, dass die Gesamtheit der Beobachtungspunkte durch
den Raum mit reduzierter Dimensionalita¨t gut beschrieben wird. Dass jedoch dieser Satz
von Hauptkomponenten dazu geeignet ist, das Problem der Klassenzugeho¨rigkeit zu be-
schreiben, ist nicht garantiert. Neben dieser Hauptkomponentenanalyse werden Verfahren
auf der Grundlage einer Merkmalsauswahl unter Beru¨cksichtigung der durchzufu¨hrenden
Klassifikation eingesetzt. Es werden diejenigen Merkmale ausgewa¨hlt, deren Verteilungen
in den Klassen des Trainingsdatensatzes die gro¨ßten Unterschiede aufweisen. Dazu kann
beispielsweise ein Chi-Quadrat-Test verwendet werden, bei dem die Aussagekraft jeder
einzelnen Dimension fu¨r sich allein bezu¨glich der Klassenunterscheidung getestet wird.
Besteht dann zwischen einigen der selektierten Merkmale eine hohe Korrelation, werden
die redundanten Merkmale zusa¨tzlich aus der Datenmatrix entfernt und somit nicht mehr




gestellten Aufgabe entscheidenden Merkmale ist auch fu¨r die Diskussion der Klassifika-
tionsergebnisse und die spa¨tere Optimierung der chemischen Substanzen von Bedeutung.
Ein ha¨ufiges Problem ist die anschließende Interpretation der nicht selten abstrakten physi-
kochemischen Deskriptoren. Durch eine Suche der entsprechenden Deskriptoren in einem
großen Pool virtueller Substanzen im Data Warehouse wird versucht, diese anhand der
gefundenen Strukturbeispiele plausibel zu erkla¨ren.
3.2 Ausreißereliminierung
Eine weitere Reduktion des urspru¨nglichen Datensatzes ergibt sich mittels Ausreißereli-
minierung. In diesem Fall werden nicht wie bei der Merkmalsauswahl die Anzahl der
Spalten, sondern durch die Eliminierung von Trainingsbeispielen die Anzahl der Zeilen
reduziert. Das ko¨nnen Mess- oder Eingabefehler sein, so dass die Ausreißerdetektion auch
dazu dient, Inkonsistenzen im Data Warehouse zu erkennen. Die Filterung geeigneter che-
mischer Strukturen ist generell eng mit dem Problem der Ausreißererkennung verknu¨pft,
da sich ha¨ufig interessante Substanzen signifikant in wenigen Merkmalen unterscheiden.
Einige der Ausreißer ko¨nnen aus dem Datensatz entfernt werden, was gleichzeitig durch
die abnehmende Anzahl an Datenpunkten die Erstellung der Klassifikatoren beschleunigt.
Im Mittelpunkt des Interesses stehen dabei nicht die Beobachtungen, die durch extreme
Werte einzelner Merkmale auffallen und die leicht aufzudecken sind, sondern diejenigen,
die von der multivariaten Struktur der Daten abweichen und hierdurch die Analysen stark
beeinflussen ko¨nnen. Die Ausreißeridentifizierung stellt keinen isolierten Arbeitsschritt
dar, sondern ist Bestandteil der Datenaufbereitung, dem so genannten Data Cleaning. Die
endgu¨ltige Analyse wird dann fu¨r den reduzierten Datensatz durchgefu¨hrt. Zur Entschei-
dung, ob ein Datenpunkt als Ausreißer zu bewerten ist, ist stets auch eine Aussage zur
Signifikanz (Verla¨sslichkeit) des Ergebnisses notwendig. Die dafu¨r notwendige Hypo-
thesenverteilung kann durch Expertenwissen eingebracht werden und erfordert an dieser
Stelle eine interdisziplina¨re Diskussion. Alternativ zur Ausreißereliminierung ko¨nnen ro-
buste statistische Verfahren verwendet werden, die den Einfluß einzelner fehlerbehafteter
Beobachtungen begrenzen.
4 Lernalgorithmen
Nach erfolgter Reduktion des Datensatzes auf wesentliche Merkmale und chemische Bei-
spiele erfolgt im na¨chsten Schritt die Erstellung der Klassifikatoren aus diesem Trainings-
datensatz. Ein Klassifikator stellt einen Filter dar, der auf Basis der Feature-Vektoren un-
bekannte Substanzen in Gruppen (Klassen) einteilt. Dafu¨r werden nichtlineare mathema-
tische Verfahren und wahrscheinlichkeitstheoretische Betrachtungen herangezogen. Der
Klassifikator wird dann auf alle Substanzen in der Datenbank angewendet. Die erhaltenen
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Gruppen werden anschließend wieder in der Datenbank abgelegt und ko¨nnen so fu¨r weitere
Analysen herangezogen werden.
4.1 Clusterung (unu¨berwachte Verfahren)
In den hochdimensionalen Ra¨umen, in denen sich die Daten der pharmazeutischen For-
schung befinden, ist man oft an der Bildung geeigneter Cluster interessiert. Typischerweise
liegen Beoachtungen mit drei- bis vierstelliger Anzahl an Dimensionen vor. Dabei ko¨nnen
einige Raumdimensionen diskret, andere wiederum kontinuierlich sein. Allein die Frage
der Normierung der verschiedenen Raumdimensionen zeigt, dass die Metrik des Raumes
a priori keineswegs eindeutig festgelegt ist. Teilt man jede der Koordinaten dieses Raumes
in nur zwei Abschnitte, so entstehen durch diese Unterteilung schon bei einem hundertdi-
mensionalen Raum 2100 Zellen, fu¨r die jeweils entschieden werden muss, ob sie Teil eines
Clusters sind. Um den Raum durch Beobachtungen abzudecken, braucht man pro Zelle
mindestens eine Beobachtung. Da die Zugeho¨rigkeit zu einem Cluster einem Bit Infor-
mation entspricht, beno¨tigt man einen Datenspeicher mit riesiger Kapazita¨t. Tatsa¨chlich
liegen in der Regel in einem Standardtrainingsdatensatz maximal einige tausend Feature-
Vektoren vor, die nicht ausreichen, um einen hundertdimensionalen Raum auszufu¨llen.
Dies hat zur Konsequenz, dass die Information in einem hochdimensionalen Datenraum
nur sehr du¨nn besetzt ist.
Im Rahmen des Projektes werden Cluster-Methoden fu¨r unterschiedliche Fragestellungen
verwendet, z.B. zur ¨Uberpru¨fung einer gegebenen Klassifikation auf einem Trainigsdaten-
satz oder zur Verkleinerung von einzelnen stark aufgebla¨hten Klassen, um robuste Klassi-
fikatoren erstellen zu ko¨nnen.
4.2 Erstellung von Klassifikatoren (u¨berwachte Verfahren)
In den letzten Jahren haben sich fu¨r komplexe Aufgabenstellungen die nichtlinearen Al-
gorithmen, wie beispielsweise Entscheidungsba¨ume und neuronale Netze, insbesondere
aber auch die sogenannten Support-Vektor-Maschinen (SVMs) als geeignet erwiesen. Es
handelt sich dabei um moderne Algorithmen aus dem Forschungsgebiet der ku¨nstlichen
Intelligenz, die sowohl zur Generierung von nichtlinearen Klassifikatoren fu¨r beliebig vie-
le Gruppen, als auch zur Vorhersage von exakten Einzelwerten (Regression) verwendet
werden ko¨nnen. Zur Optimierung der Modellparameter muss festgelegt werden, welche
Kriterien herangezogen werden, um Fehler zu bewerten, die wa¨hrend der Trainingspha-
se auftreten. Dieser Aspekt ist besonders kritisch, da intuitiv keine Fehlklassifikationen
auftreten sollen, damit aber ha¨ufig Klassifikatoren erzeugt werden, die zu stark an die
verfu¨gbaren Daten angepasst sind (Overfitting) und im Extremfall zu Fehlerquoten von
bis zu 100 Prozent auf unbekannten Daten fu¨hren ko¨nnen. Eine besondere Sta¨rke des Ver-




Merkmale weniger sensitiv reagiert wird, als dies bei anderen distanzbasierten Verfahren
der Fall ist. Die Mo¨glichkeit, nichtlineare Abha¨ngigkeiten zu modellieren, ist ausschlagge-
bend fu¨r die Gu¨te einer Klassifikation auf komplexen Daten. Das Erlernen ausschließlich
linearer Funktionen, auch auf reduzierten Datensa¨tzen, fu¨hrt im Allgemeinen zu schlech-
teren Ergebnissen. Im Gesamtergebnis klassifiziert eine nichtlineare Funktion vorhandene
Datenpunkte genauer und erfasst die zugrundeliegende Klasseneinteilung besser.
Support-Vektor-Maschinen erlernen eine nichtlineare Klassifikationsfunktion, indem sie
alle Datenpunkte geeignet transformieren und dann eine einfache lineare Funktion fu¨r die
Klassentrennung verwenden. Dabei ist es besonders gu¨nstig, dass diese Transformation
nicht in einem zusa¨tzlichen Schritt vom Nutzer durchgefu¨hrt werden muss, sondern fu¨r
alle no¨tigen Berechnungen ein so genannter Kern verwendet wird. Ein Kern ist eine Funk-
tion zur Berechnung von Skalarprodukten im Raum der transformierten Daten, welche
jedoch die urspru¨nglichen Daten verwendet und die Transformation damit in impliziter
Form selbst durchfu¨hrt. Dieses Verfahren fu¨hrt zu schnellen und sicheren Prognosen auf
unbekannten Daten. In der Praxis wa¨hlt man meist einen Standardkern, beispielsweise den
Gauß-Kern. Damit a¨hneln Support-Vektor-Maschinen stark den in der Literatur ha¨ufig be-
schriebenen neuronalen Netzen, bei denen die Daten selbst nicht transformiert, jedoch die
Gewichte der linearen Klassifikationsfunktion nichtlinear angepasst werden. Im Gegen-
satz zu rein linearen Klassifikatoren ko¨nnen SVMs mit sehr vielen Merkmalen arbeiten.
Wendet man dann den Klassifikator auf einen Testdatensatz mit noch unbekannten, neuen
Substanzen – den sogenannten New Chemical Entities (NCEs) – an, ko¨nnen diese aufgrund
der erhaltenen Vorhersage bewertet werden.
Ein großer Vorteil der in den folgenden Kapiteln beschriebenen Algorithmen gegenu¨ber
klassischen Verfahren wie zum Beispiel der Substruktursuche ( ¨Ahnlichkeit) ist die Mo¨glich-
keit, innovative Substanzen zu identifizieren, die nicht bereits bekannten Substanzen a¨hn-
lich sind (Me-Too-Drugs). Somit stellen die in diesem Band dargestellten Vorgehenswei-
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Die Entwicklung eines neuen Medikamentes ist ein langwieriger Prozess: Aus einer sehr
großen Anzahl von chemischen Substanzen mu¨ssen diejenigen ausgewa¨hlt werden, die im
Organismus eine bestimmte, gewu¨nschte Wirkung (wie z.B. die Linderung eines Schmerz-
reizes) erzielen. Diese Fa¨higkeit ist eine biologische Eigenschaft der betreffenden Sub-
stanz und kann mit geeigneten Messverfahren bzw. Versuchen quantifiziert werden. Sol-
che Messungen werden in der pharmazeutischen Forschung intensiv durchgefu¨hrt und ihre
Ergebnisse in Datenbanken abgespeichert. Hierbei treten verschiedene Probleme auf:
• Laborexperimente sind oft aufwa¨ndig und teuer.
• Die Datenhaltung ist nicht immer einfach zu organisieren, sodass es zu Dateninkon-
sistenzen, z.B. durch Fehleingaben, kommen kann.
• Die Anzahl an Messwerten wird schnell unu¨berschaubar groß.
Aus diesen Gru¨nden ist die pharmazeutische Industrie daran interessiert, einerseits nach
Mo¨glichkeit nur die aussagekra¨ftigsten Versuche durchzufu¨hren und andererseits die ent-
stehenden Daten von Fehlern bzw. Ausreißern zu befreien. Hier bietet sich ein Ansatz-
punkt fu¨r statistische Verfahren.
Es ist mo¨glich, ¨Ahnlichkeiten zwischen Messreihen aufzudecken und damit gegebenenfalls
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Experimente einzusparen, die keine wesentlich neuen Informationen gegenu¨ber vorange-
gangenen Versuchen liefern. Diese ¨Ahnlichkeiten werden mathematisch mit der Gro¨ße der
Korrelation zwischen Variablen beschrieben, eine Messreihe bzw. ein Experiment wird
also auf eine Zufallsvariable abgebildet.
Ferner la¨sst sich auch die Eigenschaft Ausreißer einzelner Messpunkte (chemischer Struk-
turen, die in einer Messung untersucht worden sind) statistisch pra¨zisieren, und so geartete
Daten ko¨nnen erkannt werden. Dies hat zum einen den Effekt, dass der mit der Daten-
auswertung bescha¨ftigte Wissenschaftler auf eventuelle Messfehler aufmerksam wird (un-
erwu¨nschte Ausreißer), und zum anderen ko¨nnen gegebenenfalls Strukturen mit besonders
gu¨nstigen Eigenschaften, die fu¨r die Medikamentenentwicklung besonders geeignet sind,
schneller aus der großen erfassten Datenmenge herausgefiltert werden (gewu¨nschte Aus-
reißer).
Eine andere Vorgehensweise besteht darin, die Ursachen der biologischen Eigenschaften
einer Substanz in ihren physikochemischen Eigenschaften wie zum Beispiel der Anord-
nung der Atome und den Winkeln zwischen den Bru¨ckenbindungen in den Moleku¨len zu
suchen. Diese physikochemischen Eigenschaften lassen sich in der Regel viel leichter er-
mitteln und sind fu¨r viele relevante Substanzen ha¨ufig schon in großer Menge bekannt.
Wenn es nun gelingt, aus den physikochemischen Eigenschaften die biologischen Eigen-
schaften vorherzusagen, lassen sich im experimentellen Bereich zum Teil erhebliche Res-
sourcen einsparen. Auch hierfu¨r bieten sich Verfahren der mathematischen Statistik an, im
Wesentlichen sind dies Klassifikationsalgorithmen.
Die beschriebene Aufgabenstellung, versteckte Informationen in erfassten Daten aufzu-
decken, wird auch als Data Mining bezeichnet. Im Rahmen des GALA-Projekts werden
verschiedene statistische Verfahren des Data Mining eingesetzt, um Daten aus der pharma-
zeutischen Forschung zu analysieren und auszuwerten. In den folgenden sieben Abschnit-
ten werden die theoretischen Hintergru¨nde dieser Verfahren erla¨utert, wa¨hrend in Teil IV
auf die Implementierung eingegangen wird.
2 Korrelationsberechnung
Wie bereits in den einleitenden Bemerkungen angefu¨hrt, ist es oftmals von Interesse, ¨Ahn-
lichkeiten bzw. Abha¨ngigkeiten von Messreihen zu erkennen und auszunutzen. Eine Mo¨g-
lichkeit dazu besteht darin, die beobachteten Werte als zweidimensionale Streubilder dar-
zustellen und die Formen der sich ergebenden Punktewolken zu analysieren. Dies ist bei
der Analyse von einigen wenigen Messreihen ein durchaus ga¨ngiges und plausibles Vorge-
hen. Liegen jedoch wie im GALA-Projekt sehr viele Messreihen vor, so wird die Anzahl
der zu betrachtenden Streubilder (englisch:
”
scatter plots“) schnell unu¨berschaubar groß.
Ist na¨mlich die Anzahl zu analysierender Messreihen gleich n, so ergeben sich n·(n−1)
2
Streubilder, ihre Anzahl wa¨chst also quadratisch mit der Anzahl der Messreihen.
Eine effizientere Form der Analyse großer Datenmengen besteht darin, die Messreihen auf
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Zufallsvariablen abzubilden und statistische Kenngro¨ßen der sich ergebenden Gro¨ßen zu
berechnen und systematisch zu analysieren. In der gegebenen Problemstellung des Mes-
sens von ¨Ahnlichkeiten bzw. Abha¨ngigkeiten von Zufallsgro¨ßen (und damit der mit ihnen
identifizierten Messreihen) ist insbesondere die Berechnung von Kovarianzen und Korre-
lationen ein geeignetes Hilfsmittel.
2.1 Theoretische Beschreibung
Fu¨r zwei gegebene Zufallsvariablen X und Y ist die Kovarianz definiert als
Kov(X, Y ) = E((X − E(X)) · (Y − E(Y ))) . (1)
Sind die Verteilungen der zu Grunde liegenden Zufallsvariablen unbekannt und liegen le-
diglich Realisierungen x1, . . . , xn von X sowie y1, . . . , yn von Y vor, so verwendet man
die empirische Kovarianz





((xi − x¯n) · (yi − y¯n))
als Scha¨tzung der Kovarianz. Hierbei bezeichnen x¯n bzw. y¯n die arithmetischen Mittel der












Normiert man nun diese Kovarianzen auf das Intervall [−1; 1] bzw. berechnet man die
Kovarianzen von auf Varianz 1 normierten Zufallsvariablen, so erha¨lt man den Korrelati-
onskoeffizienten nach Pearson (auch Produktmomentkorrelation genannt)
ρ(X, Y ) =
Kov(X, Y )√
Var(X) ·√Var(Y ) (2)
bzw. den empirischen Korrelationskoeffizienten nach Pearson





von X und Y . Var(X) bzw. Varn(X) bezeichnen hierbei die Varianz bzw. die empirische
Varianz der Zufallsvariable X , d.h.




(xi − x¯n)2 ≡ Kovn(X,X) .
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Der so definierte Pearsonsche Korrelationskoeffizient ρ(X, Y ), der im Folgenden auch kurz
als die Korrelation zwischen X und Y bezeichnet wird, ist ein Maß fu¨r den linearen Zu-
sammenhang zwischen X und Y . |ρ(X, Y )| = 1 bedeutet, dass eine eindeutige lineare
Beziehung zwischen den beiden Zufallsvariablen X und Y besteht; analog la¨sst ein be-
tragsma¨ßig großer Wert von ρn(X, Y ) auf eine lineare Abha¨ngigkeit der beiden erfassten
Stichproben schließen. Betragsma¨ßig kleine Werte der (empirischen) Korrelation hingegen
deuten darauf hin, dass keine lineare Beziehung der betrachteten Zufallsgro¨ßen bzw. deren
Realisierungen zueinander besteht. Dies schließt jedoch nicht aus, dass ein nichtlinearer
Zusammenhang zwischen X und Y vorliegt.
2.2 Anwendung
Innerhalb des GALA-Projektes werden die Experimente bzw. Laboruntersuchungen und
ihre Ergebnisse als Messreihen interpretiert und durch Zufallsvariablen repra¨sentiert. Die
Realisierungen dieser Gro¨ßen ergeben sich durch die verschiedenen chemischen Substan-
zen, die in den Experimenten eingesetzt werden. So ergibt sich als Eingabedatensatz eine
(n ×m)-Datenmatrix. Hierbei ist m die Anzahl der durchgefu¨hrten Experimente (Varia-
blen, Merkmale, Attribute, properties), und n bezeichnet die Anzahl der eingesetzten Sub-
stanzen (chemische Strukturen). Es wurden nun paarweise die Korrelationen der Spalten
dieser Eingabematrix berechnet und betragsma¨ßig signifikant große Werte in gesonderten
Tabellen ausgegeben. Probleme ergaben sich dabei hauptsa¨chlich durch Inkonsistenzen
in den Eingabedatensa¨tzen (oft werden nicht alle Experimente fu¨r alle Strukturen durch-
gefu¨hrt), die zu fehlenden Werten (Missing Values) fu¨hren. Ist die Anzahl dieser Mis-
sing Values groß, so ergibt sich unter Umsta¨nden eine du¨nn besetzte Eingabe-Datenmatrix.
Praktisch wurde dieses Problem dadurch gelo¨st, dass die Korrelationsberechnung nur auf
der Basis derjenigen Strukturen durchgefu¨hrt wurde, fu¨r welche beide jeweils betrachteten
Experimente Werte lieferten.
Ein weiteres Problem besteht darin, den Terminus
”
signifikant groß“ mathematisch zu
pra¨zisieren. Ein ga¨ngiges statistisches Vorgehen dazu besteht darin, Verteilungsannahmen
u¨ber die Variablen (im vorliegenden Fall durch die Messreihen induziert) zu treffen und, auf
ihnen basierend, Quantile der zugeho¨rigen Verteilungsfunktionen als Schwellenwerte fu¨r
die Gro¨ße der berechneten Statistiken zu verwenden. Aufgrund der Datensicherheitsvor-
gaben liegt jedoch kein ausreichendes Detailwissen u¨ber die Daten und ihre Verteilungen
vor, und so muss komplett frei von Verteilungsannahmen gearbeitet werden. Aus diesem
Grund wurde die erstellte Software so ausgelegt, dass der Benutzer diese Schwellenwerte
selbst eingeben und damit die Signifikanz der Korrelationen und in der Konsequenz auch
die Gro¨ße der ausgegebenen Datensa¨tze eigenha¨ndig steuern kann. In der Anwendung hat
sich dies als ein praktikables Vorgehen erwiesen, da bei Tests ¨Ahnlichkeiten innerhalb der





Neben der im letzten Abschnitt beschriebenen Aufgabe, Regelma¨ßigkeiten in den Daten
aufzudecken, ist es oftmals ebenso von Interesse, Datenpunkte (Messwerte) zu erkennen,
die signifikant aus dieser ermittelten Struktur herausfallen bzw. sich in der Punktewolke
stark außerhalb des Gros’ der gemessenen Daten befinden. Ein Datenpunkt mit dieser
Eigenschaft wird im Folgenden als Ausreißer bezeichnet. Das Vorliegen von Ausreißern
kann verschiedene Gru¨nde haben:
1. Eventuell ist eine fehlerhafte Messung durchgefu¨hrt oder ein Messwert falsch ein-
gegeben worden. Ein so gearteter Ausreißer ist sicherlich unerwu¨nscht, und der
Anwender mo¨chte diese Dateninkonsistenz erkennen und gegebenenfalls beheben.
2. Wie bereits beschrieben, zielen die implementierten Data Mining Methoden dar-
auf ab, chemische Substanzen mit besonders gu¨nstigen Eigenschaften systematisch
aus großen Datenmengen herauszufiltern. Diese gu¨nstigen Eigenschaften lassen sich
in experimentell ermittelten Daten als außergewo¨hnliche Werte und damit als er-
wu¨nschte Ausreißer ablesen.
Ein weiterer Beweggrund dafu¨r, Ausreißer aufzufinden und unter Umsta¨nden zu eliminie-
ren (von der Analyse auszunehmen), soll durch die folgenden Abbildungen von Punkte-
wolken mit den zugeho¨rigen Korrelationswerten motiviert werden.
var1
var2
Abbildung 1: Ausreißer induziert signifikante Korrelation.
In dem in Abbildung 1 dargestellten Fall liefert die Korrelationsberechnung einen hohen
Wert von ρn(var1, var2) = 0, 8703, obwohl der u¨berwiegende Teil der Beobachtungen
eine unregelma¨ßige Struktur aufweist. Hier induziert also der in der Abbildung markierte,
weit vom Datenzentrum entfernte Datenpunkt eine lineare Abha¨ngigkeit, die jedoch kein
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Charakteristikum der Stichprobe insgesamt darstellt.
var1
var2
Abbildung 2: Ausreißer verdecken signifikante Korrelation (29 Wertepaare).
Der gegenteilige Fall ist in Abbildung 2 dargestellt. Das Gros der Daten zeigt eine linea-
re Beziehung zwischen Variable 1 und Variable 2. Die drei Datenpunkte, die außerhalb
der eingezeichneten Ellipse liegen, verdecken jedoch diese Abha¨ngigkeit und fu¨hren dazu,
dass sich kein signifikant großer Wert fu¨r ρ29(var1, var2) errechnet. Die empirische Kor-
relation ist in diesem Fall ρ29(var1, var2) = 0, 0560.
Nimmt man die drei Ausreißer von der Berechnung aus, so zeigt sich die lineare Bezie-
hung des restlichen Datenmaterials eindeutig in der Kennzahl ρ26(var1, var2) = 0, 8609.
Grafisch wird dies in Abbildung 3 deutlich.
var1
var2
Abbildung 3: Aufgedeckte Korrelation durch Vernachla¨ssigung von Ausreißern (26 Wertepaare).
Wie diese Beispiele zeigen, ko¨nnen einzelne Ausreißer zum Teil erheblichen Einfluss auf
die Korrelationsberechnung haben. Dies liegt im Wesentlichen daran, dass in der Formel
fu¨r ρn(X, Y ) jedem Datenpunkt das gleiche Gewicht zugeordnet wird und sich daher un-
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verha¨ltnisma¨ßig große lokale Abweichungen vom Gesamtverhalten erheblich in der globa-
len Kenngro¨ße der empirischen Korrelation niederschlagen.
Die Hauptschwierigkeit besteht nun darin, diese lokalen Inhomogenita¨ten mathematisch zu
messen, um beurteilen zu ko¨nnen, wann diese als signifikant zu betrachten sind und nicht
lediglich in der u¨blichen Schwankungsbreite der experimentellen Ungenauigkeit liegen.
Außerdem muss dieses Vorgehen automatisiert werden, da nicht jedes Streubild einzeln
ausgewertet werden kann.
3.2 Theoretische Beschreibung
Die zuna¨chst naheliegendste Vorgehensweise zum Entdecken von Ausreißern besteht dar-
in, fu¨r jeden Datenpunkt zi = (xi, yi), i = 1, . . . , n der erhobenen zweidimensionalen
Stichprobe dessen Euklidischen Abstand vom Datenzentrum z¯n = (x¯n, y¯n) zu ermitteln
und als Abstandsmaß zu verwenden. Dabei wird der Euklidische Abstand d(a, b) zweier
Punkte a = (a1, a2) und b = (b1, b2) ∈ R2 definiert als
d(a, b) =
√
(a1 − b1)2 + (a2 − b2)2 .
Stammt zi = (xi, yi) aus einer Stichprobe zweier Merkmale X und Y vom Umfang n mit
arithmetischen Mitteln x¯n und y¯n, so misst
d(zi, z¯n) =
√
(xi − x¯n)2 + (yi − y¯n)2
den Euklidischen Abstand des Beobachtungspaares zi = (xi, yi) vom Datenzentrum z¯n =
(x¯n, y¯n). Dass die Verwendung dieses Abstandsmaßes nicht immer sinnvoll ist, wird durch
Abbildung 4 illustriert. Der markierte Datenpunkt hat zwar keinen großen Euklidischen




Abbildung 4: Ausreißer trotz geringen Euklidischen Abstandes.
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Will man diese Zusatzinformation u¨ber die
”
Ausrichtung“ der Punktewolke mit in die Ab-
standsberechnung einfließen lassen, so bietet sich die Verwendung der sogenannten Ma-
halanobis-Distanz Δ(zi, z¯n) an. Hierbei wird in die Formel fu¨r den Euklidischen Abstand
eine Gewichtung mit der inversen Kovarianzmatrix eingefu¨gt, um der unterschiedlichen
Streuung in x- und y-Richtung Rechnung zu tragen. Die quadrierte Mahalanobis-Distanz
eines Punktes zi = (xi, yi) aus einer Stichprobe zweier Merkmale X und Y vom Umfang
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Besonders einfach wird die Berechnung der Mahalanobis-Distanz, falls die zu Grunde lie-
genden Gro¨ßen auf Mittelwert 0 und Varianz 1 standardisiert werden. Fu¨r die quadrier-
te Mahalanobis-Distanz eines Punktes zi = (xi, yi) aus einer Stichprobe zweier Merk-
male X und Y vom Umfang n mit arithmetischen Mitteln x¯n = 0 und y¯n = 0 sowie
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i − 2 · xi · yi · ρn(X, Y )
1− ρn(X, Y )2 . (4)
Aufgrund dessen sollte man in der praktischen Berechnung die Gro¨ßen X und Y zuna¨chst
standardisieren, damit (4) fu¨r Δ(zi, z¯n) verwendet werden kann.
Geometrisch la¨sst sich der ¨Ubergang vom Euklidischen Abstand zur Mahalanobis-Distanz
so interpretieren, dass das zu Grunde liegende Koordinatensystem im R2 derart neu gewa¨hlt
wird, dass die erste Achse in Richtung der sta¨rksten Streuung (repra¨sentiert u¨ber den Rich-
tungsvektor v1) und die zweite Achse in Richtung v2 ⊥ v1 weist. Zudem wird der Ko-
ordinatenursprung in den Punkt z¯n = (x¯n, y¯n) verschoben. ¨Uberfu¨hrt man nun den Zu-
fallsvektor (X, Y ) mittels einer linearen Transformation so in den Zufallsvektor (C1, C2),
dass dies a¨quivalent zu einem Basiswechsel von der kanonischen in die oben charakteri-
sierte Basis ist, so bezeichnet man die transformierten Zufallsgro¨ßen C1 und C2 als die
Hauptkomponenten der zu Grunde liegenden zweidimensionalen Verteilung. Die Maha-
lanobis-Distanz ist nun, wie im Folgenden gezeigt wird, der Euklidische Abstand in dem
vera¨nderten Koordinatensystem, wobei eine Skalierung der neuen Koordinatenachsen in
Einheiten der Standardabweichung der Hauptkomponenten stattfindet.
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Fu¨hrt man diese Berechnung fu¨r standardisierte Gro¨ßen durch, so ist dies a¨quivalent zur
Lo¨sung des Eigenwertproblems der Korrelationsmatrix
Kn :=
(
1 ρn(X, Y )











Varn(X) Kovn(X, Y )
Kovn(X, Y ) Varn(Y )
)
· a
und (X, Y ) wird hier als standardisiert vorausgesetzt, so dass die Varianz- / Kovarianzma-
trix in die oben angegebene Korrelationsmatrix Kn u¨bergeht.
Wie Ergebnisse aus der linearen Algebra (Maximierung von quadratischen Formen) zei-
gen, ergibt sich v1 als Eigenvektor zum gro¨ßeren Eigenwert λ1 und v2 als Eigenvektor zum
kleineren Eigenwert λ2 von Kn. Ferner ist die Varianz- / Kovarianzmatrix bezu¨glich des







Anders ausgedru¨ckt ist Varn(C1) = λ1 und Varn(C2) = λ2. Daraus ergibt sich, dass
die oben angefu¨hrte Skalierung entlang der Hauptkomponenten dadurch zu geschehen hat,
dass die Normierungsfaktoren 1√
λi
, i = 1, 2 fu¨r die Richtungen vi, i = 1, 2 verwendet wer-
den.
Die konkrete Berechnung des Euklidischen Abstandes in dem vera¨nderten Koordinatensy-
stem ergibt die geschlossene Formel (4). Bezeichne hierzu χKn(λ) das charakteristische
Polynom der standardisierten Korrelationsmatrix Kn, so ergibt sich
χKn(λ) = det(Kn − λE) =
∣∣∣∣∣ (1− λ) ρn(X, Y )ρn(X, Y ) (1− λ)
∣∣∣∣∣ = (1− λ)2 − ρn(X, Y )2 ,
wobei mit E die Einheitsmatrix der Dimension n bezeichnet wird. Bei der Berechnung der
Eigenwerte erha¨lt man
χKn(λ) = 0 ⇔ (1− λ)2 = ρn(X, Y )2 ⇔ |(1− λ)| = |ρn(X, Y )| .
Daraus folgt
λ1 = 1 + |ρn(X, Y )| ∧ λ2 = 1− |ρn(X, Y )| ∧ λ1 ≥ λ2 .
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Fu¨r den ersten Eigenvektor ergibt sich daher
(Kn − λ1 · E) · v1 = 0
⇐⇒
(
−|ρn(X, Y )| ρn(X, Y )
ρn(X, Y ) −|ρn(X, Y )|
)
· v1 = 0
⇐⇒ −|ρn(X, Y )|v11 + ρn(X, Y )v12














Die analoge Berechnung des zweiten Eigenvektors liefert entsprechend
(Kn − λ2 · E) · v2 = 0
⇐⇒
(
|ρn(X, Y )| ρn(X, Y )
ρn(X, Y ) |ρn(X, Y )|
)
· v2 = 0
⇐⇒ |ρn(X, Y )|v21 + ρn(X, Y )v22




















sgn(ρn(X, Y )) −sgn(ρn(X, Y ))
)
,
und die transformierten Koordinaten eines Vektors (xi, yi) ∈ R2, die sich als (x∗i , y∗i ) =
(xi, yi) · T berechnen lassen, ergeben sich zu
(x∗i , y
∗
i ) = (xi, yi) · T =
1√
2
· (xi, yi) ·
(
1 1







xi + sgn(ρn(X, Y )) · yi





Diese Darstellung gestattet nun die Berechnung von Δ(zi, z¯n) eines Punktes (xi, yi) aus
einer Stichprobe zweier Merkmale X und Y vom Umfang n mit arithmetischen Mitteln
x¯n = 0 und y¯n = 0 sowie Varn(X) = Varn(Y ) = 1 vom Datenzentrum (0, 0) als Eukli-
dischen Abstand des transformierten Punktes vom Koordinatenursprung unter Beachtung
der Normierung entlang der Hauptkomponenten:
Δ2(zi, z¯n) =
(
xi + sgn(ρn(X, Y )) · yi√
2
√




xi − sgn(ρn(X, Y )) · yi√
2
√
1− |ρn(X, Y )|
)2
=
x2i + 2sgn(ρn(X, Y ))xiyi + y2i
2(1 + |ρn(X, Y )|) +
x2i − 2sgn(ρn(X, Y ))xiyi + y2i
2(1− |ρn(X, Y )|)
=
(x2i + 2sgn(ρn(X, Y ))xiyi + y2i )(1− |ρn(X, Y )|)
2(1− ρn(X, Y )2)
+
(x2i − 2sgn(ρn(X, Y ))xiyi + y2i )(1 + |ρn(X, Y )|)
2(1− ρn(X, Y )2)
=
1




i − |ρn(X, Y )| · (x2i + 2sgn(ρn(X, Y ))xiyi




i − 4 · |ρn(X, Y )| · sgn(ρn(X, Y )) · xi · yi




i − 2 · xi · yi · ρn(X, Y )
1− ρn(X, Y )2 .
Dieses Konzept der Zerlegung der Gesamtstreuung in orthogonale Streukomponenten wird
in Abschnitt 6 auf Dimensionen m ≥ 3 zur so genannten Hauptkomponentenanalyse er-
weitert.
Als Ausreißer werden Datenpunkte mit einer großen Mahalanobis-Distanz zu (x¯n, y¯n) de-
klariert. In konkreten Anwendungen besteht dann die grundlegende Fragestellung darin, ab
wann Δ2(zi, z¯n) als so groß angesehen werden soll, dass dem zugeho¨rigen Punkt das Attri-
but Ausreißer zugeordnet wird. Dazu gibt es eine Reihe mo¨glicher Ansa¨tze. Der folgende
Abschnitt beschreibt die Methoden, die im Projekt angewendet werden.
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Der erste, naive Ansatz zur Festlegung einer kritischen Schranke Δkrit fu¨r den Wert der
Mahalanobis-Distanz bestand darin, besonders markante Streubilder wie etwa in Abbil-
dung 1 oder Abbildung 2 zu betrachten. Hier ist es, wie bereits beschrieben, in jedem Fall
wu¨nschenswert, dass die vorhandenen Ausreißer automatisch erkannt werden, da durch ihr
Vorhandensein weitergehende Berechnungen wie die der empirischen Korrelation emp-
findlich gesto¨rt werden. Aufgrund dessen wurden mehrere Beispiele, in denen dies der
Fall ist, analysiert und festgestellt, wie Δkrit jeweils zu wa¨hlen wa¨re, um diese Ausreißer
ausfindig zu machen. Es ergab sich, dass in der Regel bei diesen augenscheinlichen Aus-
reißern eine Mahalanobis-Distanz von Δ ≥ 2, ha¨ufig sogar von Δ ≥ 2, 5 vorlag.
Von diesen empirischen Ergebnissen ausgehend wurde daraufhin der konstante Wert
Δkrit = 2 (fu¨r fast sicheres Erkennen) bzw. Δkrit = 2, 5 als kritische Mahalanobis-Distanz
vereinbart. Der Vorteil dieser Methode besteht darin, dass sie vo¨llig frei von Verteilungs-
annahmen ist und daher zu ihrer Anwendbarkeit nichts u¨ber die Herkunft des zu Grunde
liegenden Datenmaterials bekannt sein muss. Fu¨r zuerst ausschließlich betrachtete kleine
Stichprobenumfa¨nge wie z.B. n = 30 lieferte dieses Vorgehen gute Ergebnisse. Im Fal-
le von Messreihen mit erheblich gro¨ßerem Stichprobenumfang zeigte sich allerdings der
große Nachteil des Verfahrens: Mit wachsendem n wurde der Anteil der so bestimmten
Ausreißer immer gro¨ßer und fu¨hrte dazu, dass die erzeugte Information fu¨r den Analysten
nicht mehr u¨berschaubar blieb. Dies la¨sst sich damit begru¨nden, dass bei kleinen Stich-
probenumfa¨ngen die Kenngro¨ßen arithmetisches Mittel und empirische Varianz durch ein-
zelne Ausreißer stark beeinflusst werden. Dies fu¨hrt dazu, dass die Mahalanobis-Distanz
dieser Ausreißer zu dem berechneten Datenzentrum nur eine bestimmte Maximalgro¨ße an-
nehmen kann und der kritische Wert Δkrit daher nicht zu groß gewa¨hlt werden darf. Liegt
hingegen ein großer Stichprobenumfang n vor, so nimmt der Einfluss einzelner Beobach-
tungen auf die Kenngro¨ßen ab und deswegen wird bei Beibehaltung der urspru¨nglichen
kritischen Schranke ein wesentlich gro¨ßerer Anteil der Beobachtungen als Ausreißer de-
klariert. Nachteilig daran ist vor allem, dass viele der so deklarierten Beobachtungen gar
keine Ausreißer im urspru¨nglichen Sinne sind. Es wa¨re also wu¨nschenswert, dass auch
Δkrit mit wachsendem n gro¨ßer wird, damit nicht etwa bei z.B. n = 1000 fast 50 % der
Datenpunkte als Ausreißer aufgefu¨hrt werden. Dies ha¨tte im Falle der Beibehaltung des
naiven Ansatzes jedoch zur Folge, dass fu¨r jede Analyse eine neue Konstante gewa¨hlt wer-
den mu¨sste und dass diese u¨berdies einen Kausalbezug zu n haben sollte.
Es ist daher naheliegend, Δkrit nicht als konstant, sondern als Funktion des Stichproben-
umfangs n anzusetzen. Im Folgenden werden nun zwei Verfahren beschrieben, die einen
solchen Bezug zwischen n und Δkrit herstellen.
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3.3.2 Verwendung asymptotischer Verteilungsquantile
Wie in Abschnitt 3.2 hergeleitet, misst die Mahalanobis-Distanz den Euklidischen Ab-
stand standardisierter Zufallsgro¨ßen in einem speziellen Koordinatensystem. Bezeichne
also C = (C1, C2) die Hauptkomponenten und μ = (μ1, μ2) den zweidimensionalen Er-








Bei (5) handelt es sich um eine Summe von Quadraten zweier standardisierter Zufalls-
gro¨ßen. Unterliegen diese Zufallsgro¨ßen nun einer Normalverteilung, so ist die Verteilung
von Δ2(C, μ) bekannt als χ2-Verteilung mit zwei Freiheitsgraden oder kurz χ22-Verteilung.
Im Falle der entsprechenden empirischen Gro¨ßen gilt dies zwar nur asymptotisch, aber es
ist dennoch mo¨glich, Quantile der χ22-Verteilung fu¨r Δkrit zu verwenden, wenn man eine
normalverteilte Grundgesamtheit unterstellt.
Praktisch kann damit z.B. das oben angedeutete Ziel, den mittleren Anteil an Ausreißern
zu kontrollieren, verfolgt werden. Die Forderung lautet in mathematischer Notation





mit μ(n) als gewu¨nschter Anzahl an Ausreißern bei Stichprobengro¨ße n und kann durch
die Wahl von Δ2krit(n) = χ22;1−α(n) realisiert werden. χ22;1−α(n) bezeichnet hierbei das
(1− α(n))-Quantil der χ2-Verteilung mit zwei Freiheitsgraden.
In dem konkreten Anwendungsbeispiel der Analyse pharmazeutischer Daten wurde μ(n) =√
n/10 festgelegt, d.h. aus 1000 Datenpunkten sollten im Mittel etwa zehn Ausreißer her-
ausgefunden werden. Es sei hier aber noch einmal darauf hingewiesen, dass in die Berech-
nung die Normalverteilungsannahme eingeht und die fu¨r Δ2(zi, z¯n) verwendete Verteilung
nur asymptotisch gilt.
3.3.3 Erkennen von echten Ausreißern
Ein ambitionierteres Vorgehen besteht darin, dass der Forderung nachgegangen wird, nur
”
echte“ Ausreißer zu erkennen. Hier wird also nicht versucht, die Anzahl der sich erge-
benden Ausreißer zu steuern, sondern es wird eine Signifikanzschranke fu¨r die Verla¨sslich-
keit der Ausreißerklassifikation gesucht. Pra¨ziser formuliert lautet die Forderung, dass mit
Wahrscheinlichkeit (1 − α) keine Ausreißer erkannt werden sollen, wenn keine echten
Ausreißer vorliegen. Um dies bei gegebenem Signifikanzniveau α zu gewa¨hrleisten, wa¨hlt
man Δkrit derart, dass P(Δmax > Δkrit)
!
= α erfu¨llt ist. Hierbei bezeichnet Δmax die gro¨ßte
in der Stichprobe auftretende Mahalanobis-Distanz. Liegt also eine homogene Stichprobe
ohne echte Ausreißer vor, so wird der Messwert mit der gro¨ßten Mahalanobis-Distanz auch
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nur in α · 100% der Fa¨lle als Ausreißer deklariert.
Schwierigkeiten bereitet hierbei die konkrete Berechnung von Δkrit(n, α) bei gegebenem
Stichprobenumfang n und vorgegebenem Signifikanzniveau α. In [1] ist diesem Problem
nachgegangen worden, und es finden sich auf den Seiten 516f. Tabellen fu¨r Δkrit(n, α) mit
n im Bereich von 3 bis 1000 und α = 0, 01 sowie α = 0, 05. Diese Tabellenwerte wur-
den in der erfolgten Implementierung u¨bernommen, und fu¨r 1000 < n ≤ 4000 wurde die
Tabelle durch Simulationsrechnungen erweitert. Ab n > 4000 wurde dann zur asymptoti-
schen Verteilung, die sich als χ22-Verteilung zur n-ten Potenz ergibt, u¨bergegangen (siehe
hierzu auch Abschnitt 6.4.2 mit p = 2).
3.3.4 Mehrstufiges Vorgehen
Wie bereits in den einleitenden Bemerkungen zu diesem Abschnitt beschrieben, kann sich
das Vorhandensein von Ausreißern verfa¨lschend auf die berechneten Werte von ρn(X, Y )
auswirken. Des Weiteren kann es dazu kommen, dass Ausreißer mit sehr großen Ma-
halanobis-Distanzen solche Ausreißer u¨berdecken, fu¨r die Δ zwar im Verha¨ltnis zu den
erkannten Ausreißern klein ist, die aber dennoch erkannt werden sollten. Als Beispiel dafu¨r
sei das in Abbildung 5 dargestellte Streubild von Variable 3 und Variable 4 angefu¨hrt.
var3
var4
Abbildung 5: Variable 3 gegen Variable 4 (alle 109 Beobachtungen).
Es sind zwei Ausreißer auszumachen, die außerhalb der eingezeichneten Konfidenzellipse
zur Mahalanobis-Distanz Δ = 2, 5 liegen. Der Rest des Datenmaterials weist optisch keine
weiteren Ausreißer auf. Nimmt man die zwei erkannten Datenpunkte nun von der Berech-
nung aus, d.h. eliminiert man die zwei erkannten Ausreißer, so ergibt sich fu¨r die verblei-





Abbildung 6: Variable 3 gegen Variable 4 (restliche 107 Beobachtungen).
Aufgrund der vera¨nderten Skalierung des Plots klar zu erkennen, zeigt sich nun ein wei-
terer Ausreißer, fu¨r den beide Variablen etwa den Wert 10 annehmen. Dieser Ausreißer
wa¨re unerkannt geblieben, falls die Ausreißererkennung fu¨r diese Variablenkombination
nur einmalig durchgefu¨hrt worden wa¨re.
Deswegen wurde bei der Umsetzung der Projektziele ein iteratives Vorgehen der Ausrei-
ßerdetektion und -elimination umgesetzt. Nachdem auf der Basis aller vorliegender Da-
tenpaare zi = (xi, yi), i = 1, . . . , n die empirische Korrelation ρn(X, Y ) berechnet wurde,
werden die Mahalanobis-Distanzen Δ(zi, z¯n) dieser Messpunkte vom Datenzentrum be-
stimmt und diejenigen Datenpunkte z∗i = (x∗i , y∗i ), bei welchen Δ(z∗i , z¯n) eine signifikante
Gro¨ße hat, gekennzeichnet. Danach wird eine Neuberechnung der empirischen Korrela-
tion durchgefu¨hrt, wobei die Paare (x∗i , y∗i ) nicht mehr beru¨cksichtigt werden. Dies kann
als eine Robustifizierung der Berechnung von ρn(X, Y ) angesehen werden. Ferner wird in
jeder Iteration mit den neu berechneten Mahalanobis-Distanzen die Ausreißerbestimmung
fortgesetzt, um gegebenenfalls noch unerkannte Ausreißer ermitteln zu ko¨nnen.
3.4 Ergebnisse
In Tabelle 1 sollen die Ergebnisse der drei verwendeten Methoden anhand eines Beispiel-
datensatzes quantitativ gegenu¨ber gestellt werden. Dieser Beispieldatensatz verfu¨gt u¨ber
1017 Merkmale mit 11363 Beobachtungen. Die Ergebnisse illustrieren die Vorteile der
dritten durchgefu¨hrten Methode. Die absolute Anzahl an Ausreißern wird drastisch re-
duziert, und dabei wird insbesondere der Effekt erzielt, dass nur noch wirklich auffa¨lli-
ge Beobachtungen in Erscheinung treten. Dies ist daran erkennbar, dass der Prozentsatz
der vier Beobachtungen, die in allen Variablenkombinationen insgesamt am ha¨ufigsten als
Ausreißer auftreten, also wirklich aus dem Rahmen fallen, im Falle der Anwendung der
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Ausreißer davon 4 ha¨ufigste Korrelationen ≥ 0, 8
Δkrit = 2, 0 ≈ 600.000 5 % ≈ 20.000





≈ 180.000 9 % ≈ 17.500
”
Echt“ mit α = 0, 05 ≈ 70.000 11 % ≈ 17.000
”
Echt“ mit α = 0, 01 ≈ 40.000 16 % ≈ 16.000
Tabelle 1: Vergleich der Methoden zur Ausreißerbehandlung.
Methoden zur Erkennung
”
echter“ Ausreißer stark ansteigt; es erfolgt also eine Konzentra-
tion auf die auffa¨lligsten Datenpunkte. Ferner wird der Wert von ρn und damit die Anzahl
der als signifikant betrachteten Korrelationen durch die Wahl der so gearteten Verfahren
kaum beeinflusst. Es gibt allerdings einzelne Fa¨lle, in denen durch diese Art der Aus-
reißerbehandlung signifikante Korrelationen verloren gehen. In Abschnitt 5 wird mit der
Rangkorrelation nach Spearman ein Konzept vorgestellt, mit dem dies verhindert werden
kann.
4 Transformation von Variablen
4.1 Motivation
Wie bereits in Abschnitt 2 erla¨utert, ist der (empirische) Korrelationskoeffizient nach Pear-
son nur ein Maß fu¨r lineare Abha¨ngigkeiten zwischen Zufallsvariablen bzw. Messreihen.
Allgemein lassen sich nichtlineare Abha¨ngigkeiten in lineare Abha¨ngigkeiten u¨berfu¨hren,
indem eine oder gegebenenfalls auch beide zu Grunde liegenden Zufallsgro¨ßen geeigneten
Transformationen unterzogen wird bzw. werden. In der Regel ist es jedoch keineswegs
offensichtlich, wie diese linearisierenden Transformationen zu wa¨hlen sind, denn der Typ
der vorliegenden Beziehung geht maßgeblich in die Wahl der Transformationen ein.
Es sei an dieser Stelle noch darauf hingewiesen, dass das Konzept der Variablentransforma-
tion auch anderen Absichten dienen kann. Wie unter anderem in [8] ausfu¨hrlich beschrie-
ben, kann einer eindimensionalen Verteilung durch geeignete Transformation die Schiefe
genommen oder durch Maßstabsa¨nderung (z.B. Logarithmierung) eine bessere Auflo¨sung
bzw. Darstellbarkeit gemessener Daten erreicht werden. Da dies aber nicht zu den Haupt-
zielen des Projektes za¨hlt, soll hierauf an dieser Stelle nicht na¨her eingegangen werden.
In den im nachfolgenden Abschnitt beschriebenen Fallbeispielen aus der pharmazeutischen
Forschung war eine Identifikation des zu wa¨hlenden Transformationstyps aufgrund von Ex-
pertenwissen bzw. physikalischen Grundzusammenha¨ngen mo¨glich, und es konnte erreicht
werden, dass signifikant große Korrelationen nach geta¨tigten Transformationen berechnet




Neben der offensichtlichen Anwendung der Transformation von Volumendaten durch ¨Uber-
gang zur dritten Wurzel ist auch im Falle von Konzentrationsdaten das Konzept der Trans-
formation eingesetzt worden, um die Abha¨ngigkeit von Variablen zu linearisieren. Hierzu
sind Voru¨berlegungen aus dem Bereich der Reaktionskinetik erforderlich. Es werden nur
die notwendigen Ergebnisse wiedergegeben; die zu Grunde liegenden biologischen Zu-
sammenha¨nge werden zum Beispiel genauer in [17] und [4] erla¨utert.
Betrachtet wird die reversible Bindung von Substanzen an Rezeptormoleku¨le. Wird einem
Organismus eine chemische Substanz verabreicht, so kann es dazu kommen, dass diese
an sogenannte Rezeptormoleku¨le im Organismus bindet und die beiden Moleku¨le rever-
sibel zu einem neuen Moleku¨l reagieren. Es ist nun mo¨glich, die Konzentrationen der an
diesen Reaktionsvorga¨ngen beteiligten Ausgangsmoleku¨le mit der der resultierenden Mo-
leku¨le mathematisch in Beziehung zu setzen. Dies geschieht im Wesentlichen durch die
Einfu¨hrung der sogenannten Reaktionskonstanten k1 und k−1. Das in diesem Fall benutz-
te Modell entstammt dem Massenwirkungsgesetz. Es besagt, dass die Reaktionsvorga¨nge
proportional von den Ausgangskonzentrationen und die inversen Reaktionsvorga¨nge (Sub-
stanz und Rezeptor lo¨sen sich wieder voneinander) proportional von der Konzentration
reagierter (verbundener) Moleku¨le abha¨ngen, wobei die Proportionalita¨tskonstanten gera-
de die oben angefu¨hrten Zahlen k1 bzw. k−1 sind.
Bezeichnet S die verabreichte Substanz und R den zugeho¨rigen Rezeptor, so kann der
beschriebene Reaktionsvorgang wie folgt symbolisiert werden:





CR(t) Konzentration freier Rezeptoren zum Zeitpunkt t,
CS(t) Konzentration freier Substanzmoleku¨le zum Zeitpunkt t,
CSR(t) Konzentration blockierter Rezeptoren (verbundener
Moleku¨le) zum Zeitpunkt t und
CR,ges = CR(t) + CSR(t) gesamte Rezeptorkonzentration
ergibt sich unter Verwendung des Massenwirkungsgesetzes fu¨r die zeitliche ¨Anderung von
CSR(t) die folgende Differentialgleichung:
C˙SR(t) = k1 · CS(t)a · CR(t)− k−1CSR(t) .
Geht man nun davon aus, dass sich diese Differentialgleichung fu¨r t → ∞ stabilisiert und
in einen stationa¨ren Endzustand mit C˙SR(t) ≡ 0 u¨bergeht, so gilt in diesem eingeschwun-
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S · CR − k−1 · CSR
= k1C
a
S · (CR,ges − CSR)− k−1CSR .
Auf das Argument t → ∞ wurde hier aus Gru¨nden der Notationsvereinfachung bei den
Konzentrationswerten verzichtet, da diese im eingeschwungenen Zustand konstant sind.





= Anteil blockierter Rezeptoren




S · (1− C˜SR)− k−1 · C˜SR = 0
⇐⇒ C˜SR · (k−1 + k1CaS) = k1CaS








wobei k˜ := k−1
k1
. Hieraus ergibt sich, dass k˜ 1a genau die Substanzkonzentration ist, bei der
die Ha¨lfte der Rezeptoren blockiert wird.
In den Laborexperimenten der pharmazeutischen Forschung werden nun ha¨ufig folgende
Messwerte ermittelt:
X Anteil der Rezeptoren, die bei gegebener Konzentration C0 der Substanz
blockiert werden,
Y Substanzkonzentration, bei der die Ha¨lfte der Rezeptoren blockiert wird
(ki-Wert).
Aus der hergeleiteten Beziehung zwischen C˜SR und dem zugeho¨rigen ki-Wert kann nun




⇐⇒ X · (Y a + Ca0 ) = Ca0
⇐⇒ X · Y a = Ca0 (1−X)
⇐⇒ Y a = Ca0 · 1−XX





=⇒ logit(X) = a · (ln (Y )− ln (C0)) .
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Um eine Linearisierung der Abha¨ngigkeit zwischen X und Y zu erreichen, wurde also in
den entsprechenden Fa¨llen die Variable Y einer Transformation mit der natu¨rlichen Loga-









Im vorherigen Abschnitt wurde die Mo¨glichkeit vorgestellt, mit Hilfe geeigneter Transfor-
mationen eine nichtlineare Abha¨ngigkeit zwischen zwei Zufallsgro¨ßen X und Y zu lineari-
sieren, sodass diese mit Hilfe der Produktmomentkorrelation aufgedeckt werden kann. Das
Hauptproblem bei dieser Vorgehensweise besteht jedoch darin, dass die Wahl der Transfor-
mation(en) von der zu Grunde liegenden Beziehung zwischen X und Y abha¨ngt. Ha¨ufig
ist jedoch Detailwissen u¨ber die Herkunft des Datenmaterials nicht bekannt. Damit kann
kein Modell fu¨r den Zusammenhang zwischen X und Y hergeleitet werden und mo¨gliche
linearisierende Transformationen bleiben unentdeckt.
Es wa¨re also wu¨nschenswert, eine universelle Transformation zur Verfu¨gung zu haben,
die mo¨glichst viele Abha¨ngigkeiten linearisiert. Im Bereich der nichtparametrischen Sta-
tistik hat sich das Konzept der Rangkorrelation nach Spearman etabliert, mit welchem
sich zumindest alle monotonen Abha¨ngigkeiten identifizieren lassen. Das Vorgehen be-
steht darin, dass nicht der Pearsonsche Korrelationskoeffizient der Originaldaten, sondern
die Produktmomentkorrelation der zugeho¨rigen Positionen der Messwerte in der jeweili-
gen geordneten Stichprobe (der Ra¨nge der Beobachtungen zu X und Y ) berechnet wird.
Damit spielt also der absolute Abstand der gemessenen Werte keine Rolle, sondern ledig-
lich die Ordnung der Messwerte geht in die Berechnung ein. Aufgrund dessen liefert die
Spearmansche Rangkorrelation fu¨r alle Variablenkombinationen (X, Y ), in denen X u¨ber
eine monotone (ggfs. auch nichtlineare) Transformation in Y u¨berfu¨hrt werden kann, be-
tragsma¨ßig den Wert 1. Um dies zu illustrieren, wurden drei zweidimensionale Stichproben
simuliert. Abbildung 7 liegt das Modell eines quadratischen Zusammenhangs zwischen X
und Y mit einem standardnormalverteilten (N (0, 1)) Fehlerterm zu Grunde. Hier fa¨llt in
dem betrachteten Intervall [1, 10] fu¨r X die Nichtlinearita¨t der gegebenen Abha¨ngigkeit bei
der Berechnung von ρn(X, Y ) nicht besonders ins Gewicht, es ergibt sich der hohe Wert
ρn(X, Y ) = 0, 9723.
Geht man nun zu einem kubischen Zusammenhang Y = X 3 + ε, ε ∼ N (0, 1) u¨ber, so er-
gibt sich das Streubild in Abbildung 8. Aufgrund der sta¨rkeren Abweichung vom linearen
Zusammenhang sinkt der Wert der Produktmomentkorrelation auf ρn(X, Y ) = 0, 9280. In
Abbildung 9 ist nun schließlich die Beziehung Y = exp(X) + ε, ε ∼ N (0, 1) modelliert
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Abbildung 7: Quadratischer Zusammenhang zwischen zwei Variablen.
Abbildung 8: Kubischer Zusammenhang zwischen zwei Variablen.
worden. Diese Abha¨ngigkeit ist von ρn(X, Y ) nur noch schlecht zu erfassen, der berechne-
te Wert ergibt sich zu ρn(X, Y ) = 0, 7169. Sicherlich wa¨re es jedoch von Interesse, in allen
drei Fa¨llen auf die Abha¨ngigkeit zwischen X und Y aufmerksam zu werden. Setzt man
nun, wie oben beschrieben, anstelle der tatsa¨chlichen Simulationswerte die zugeho¨rigen
Ra¨nge ein, ergibt sich in allen drei Fa¨llen ein identisches Streubild (siehe Abbildung 10):
Die Punktewolke entspricht der ersten Winkelhalbierenden, da mit wachsenden Werten fu¨r
X auch in Y -Richtung immer gro¨ßere Messwerte beobachtet wurden. Dabei spielt es keine
Rolle, in welcher Form das Wachstum in Y -Richtung mit dem in X-Richtung gekoppelt ist.
Der Rangkorrelationskoeffizient nach Spearman, hier mit ρSn(X, Y ) bezeichnet, errechnet
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Abbildung 9: Exponentieller Zusammenhang zwischen zwei Variablen.
Abbildung 10: Streubild der Ra¨nge zu Abbildungen 7 bis 9.
sich damit in allen drei Modellbeispielen zu ρSn(X, Y ) = 1.
5.2 Theorie
Um eine Vereinfachung der Notation zu erreichen, wird in diesem Abschnitt die empirische
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Der Rang rk einer Beobachtung xk aus einer Stichprobe (x1, . . . , xn) vom Umfang n mit






Fu¨r das arithmetische Mittel und die empirische Varianz eines Rangvektors R = (r1, . . . , rn)

























































n · (n + 1) · (2n + 1)
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n · (n + 1) · (2n + 1)
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Die Definition des Ranges setzt voraus, dass alle Messwerte unterschiedlich sind. Da dies
jedoch nicht immer der Fall ist, sind ¨Uberlegungen no¨tig, die die Behandlung mehrfach
auftretender Werte (Ties) mo¨glich machen. Zur Vereinfachung der Darstellung nehmen
wir an, dass fu¨r die der Gro¨ße nach geordneten Beobachtungen xi:n der betrachteten Stich-
probe x1:n = x2:n = . . . = xd1:n gilt. Dann ist es sicherlich nicht sinnvoll, alle Ra¨nge von
1 bis d1 zu vergeben, denn damit wu¨rde die Information der Gleichheit von x1:n, . . . , xd1:n
verlorengehen. Ebenfalls sollte der Rang 1 nicht d1-mal gewa¨hlt werden, denn dies wu¨rde
einen sehr großen Abstand der Werte x1:n, . . . , xd1:n zu xd1+1:n erzeugen, der in Wirk-
lichkeit nicht gegeben sein muss. Ein analoges Argument gilt selbstversta¨ndlich fu¨r die
Festsetzung, dass alle Werte x1:n, . . . , xd1:n den Rang d1 erhalten. Vielmehr wird man
dazu u¨bergehen, den Beobachtungen x1:n, . . . , xd1:n den mittleren Rang d1+12 zuzuweisen.
Allgemein geschieht die Zuordnung der Ra¨nge im Falle des Vorhandenseins von Ties wie
folgt: Gegeben sei eine Stichprobe (x1, . . . , xn) vom Umfang n mit p unterschiedlichen
Werten vi, also |{xi : 1 ≤ i ≤ n}| = p. Der Wert vi, i = 1, . . . , p mit v1 < v2 < . . . < vp
trete dabei di-mal auf. Der mittlere Rang r∗k einer Beobachtung xk aus einer solchen Stich-







· (di + 1) ∀k : xk = vi , i = 1, . . . , p .










Zum Beweis seien k1 und k2 zwei natu¨rliche Zahlen mit k2 > k1. Dann gilt:





· (k2 − k1 + 1)
]
=
(k2 − k1) · (2k1 + k2 − k1 + 1)
2
=
(k2 − k1) · (k1 + k2 + 1)
2
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Wa¨hlen wir nun speziell k1 =
i−1∑
j=1
dj und k2 =
i∑
j=1































n · (n + 1)
2
.
Hieraus folgt, dass das arithmetische Mittel der (mittleren) Ra¨nge einer Stichprobe vom
Umfang n konstant also insbesondere invariant bezu¨glich des Vorhandenseins beliebig ge-
arteter Ties ist. Fu¨r die empirische Varianz gilt diese Aussage hingegen nicht. Es ist zwar
mo¨glich, eine geschlossene Formel anzugeben, diese beinhaltet jedoch einen Korrektur-























Eine Herleitung von (6) findet sich unter anderem in [13] auf S. 329f. Hier wird sie im
Folgenden durch elementares Nachrechnen gezeigt. Dazu treffen wir zur Vereinfachung







ai := si−1 +
1
2
· (di + 1) .
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Um nun die gegebene Aufgabe, die Rangkorrelation zweier Stichproben (x1, . . . , xn) so-
wie (y1, . . . , yn) mit zugeho¨rigen mittleren Ra¨ngen (r∗1, r∗2, . . . , r∗n) bzw. (s∗1, s∗2, . . . , s∗n)
zu berechnen, die u¨berdies jeweils Ties an unterschiedlichen Stellen aufweisen ko¨nnen,
kann man sich der Formel fu¨r die empirische Varianz der Differenz zweier Zufallsgro¨ßen
bedienen:
Varn(X − Y ) = Varn(X) + Varn(Y )− 2Kovn(X, Y )
⇐⇒ Kovn(X, Y ) = 1
2
(Varn(X) + Varn(Y )− Varn(X − Y )) (7)
Die (empirische) Varianz von Z := R∗ − S∗ ist aber in dem Fall, dass die Realisierungen
von R∗ und S∗ die Vektoren der (mittleren) Ra¨nge sind, einfach zu berechnen, denn es gilt















(r∗i − s∗i )2 .
Setzt man dieses Ergebnis in (7) fu¨r die Kovarianz bezu¨glich der Rangvektoren ein, so














Schließlich definiert sich der Rangkorrelationskoeffizient ρSn(X, Y ) nach Spearman als
Produktmomentkorrelation der zu (X, Y ) geho¨renden Ranggro¨ßen wie folgt:
Voraussetzungen:
1. Gegeben sind Realisierungen (x1, . . . , xn) und (y1, . . . , yn) zweier Zu-
fallsvariablen X und Y .
2. Die Realisierungen von X weisen p unterschiedliche Werte vi auf, also
|{xi : i ∈ {1, . . . , n}}| = p. Der Wert vi, i = 1, . . . , p mit v1 < v2 <
. . . < vp tritt dabei di-mal auf.
3. Die Realisierungen von Y weisen q unterschiedliche Werte wi auf, also
|{yi : i ∈ {1, . . . , n}}| = q. Der Wert wi, i = 1, . . . , q mit w1 < w2 <
. . . < wq tritt dabei ei-mal auf.
4. R∗ = (r∗1, r∗2, . . . , r∗n) bezeichnet den Vektor der mittleren Ra¨nge von X .


















































(r∗i − s∗i )2 .
5.3 Anwendung
Neben der Berechnung der Produktmomentkorrelation bietet die wa¨hrend des Projekts ent-
standene Software auch die Mo¨glichkeit, den Rangkorrelationskoeffizienten nach Spear-
man fu¨r je ein Variablenpaar zu berechnen. Dies bietet sich insbesondere in dem Fall an,
dass eine Ausreißererkennung gema¨ß der in Abschnitt 3.3.3 vorgestellten Methode des
Erkennens
”
echter“ Ausreißer vorgenommen werden soll. Hierbei werden die kritischen
Werte fu¨r die Mahalanobis-Distanz, die zu dem Urteil
”
Datenpunkt ist Ausreißer“ fu¨hren,
groß, und deswegen reduziert sich die Anzahl der als Ausreißer markierten und damit von
der weiteren Analyse ausgenommenen Datenpunkte bei Verwendung des Korrelationsko-
effizienten nach Pearson zum Teil erheblich. Dies kann in Einzelfa¨llen dazu fu¨hren, dass
signifikante Korrelationen unerkannt bleiben bzw. nicht durch Elimination von Ausreißern
aufgedeckt werden. Zudem wird im Falle der Verwendung kleiner kritischer Werte fu¨r
die Mahalanobis-Distanz bei einem nichtlinearen Zusammenhang zwischen zwei betrach-
teten Variablen ein Großteil der Randbereiche der Daten durch die Ausreißerelimination
entfernt, und es erfolgt so eine Konzentration auf die Kernbereiche des Datenmaterials, in
denen dann in der Regel eine stark ausgepra¨gte lineare Beziehung besteht. Werden hinge-
gen große kritische Werte verwendet, so ergibt sich dieser Effekt nicht, und es kann pas-
sieren, dass signifikante Zusammenha¨nge verloren gehen. Betrachtet man in diesen Fa¨llen
hingegen die Rangkorrelation nach Spearman, so geht anstelle der absoluten Distanz der
Messwerte vom Datenzentrum nur deren Ordnung in die Berechnung ein, und die Gefahr,
Ausreißer zu
”
vorsichtig“ zu entfernen, ist damit deutlich geringer.
39





The central idea of principal component analysis is to reduce the dimensionality of a data
set in which there are a large number of interrelated variables, while retaining as much as
possible of the variation present in the data set. This reduction is achieved by transforming
to a new set of variables, the principal components, which are uncorrelated, and which
are ordered so that the first few retain most of the variation present in all of the original
variables.“
Dieses Zitat aus der Einleitung zu dem Buch von I. T. Jolliffe [12] beschreibt die Ziele
der Hauptkomponentenanalyse (principal component analysis). Der m-dimensionale Da-
tenraum, der durch die gemeinsam (multivariat) zu analysierenden Zufallsvariablen X1,
X2, . . . , Xm aufgespannt wird, soll durch einen p-dimensionalen Datenraum mit p  m
ersetzt werden. Hierbei soll jedoch ein mo¨glichst großer Anteil der Information, die die
Originaldaten liefern, erhalten bleiben. Deswegen macht man sich bei dem Konzept der
Hauptkomponentenanalyse die Abha¨ngigkeiten (Korrelationen) zwischen den Originalva-
riablen zu Nutze und bestimmt p geeignete Linearkombinationen der m urspru¨nglichen
Variablen mit mo¨glichst großer Varianz, die dann unkorreliert sind. Geometrisch ausge-
dru¨ckt bedeutet dies, dass die Streuung (Variation) in den Originaldaten in orthogonale
Streurichtungen zerlegt wird, wobei die Streuintensita¨t entlang dieser Richtungen immer
weiter abnimmt. Bei diesem Vorgehen wird davon ausgegangen, dass die Gesamtstreuung
von p  m Richtungen hinreichend gut erfasst wird, also in den verbleibenden (m − p)
Richtungen eine nahezu konstante lineare Beziehung zwischen den Originalvariablen be-
steht. Die durch die oben genannten Linearkombinationen entstehenden neuen p Zufallsva-
riablen C1, C2, . . . , Cp nennt man die ersten p Hauptkomponenten der zu Grunde liegenden
m-dimensionalen Verteilung.
6.2 Theoretischer Hintergrund
Um die in Abschnitt 6.1 postulierten Eigenschaften der Hauptkomponenten mathematisch
zu fassen, bezeichnen nun vi, i = 1, . . . , p mit vi ∈ Rm ∀ i = 1, . . . , p die Vektoren, die
die Koeffizienten der zu den ersten p Hauptkomponenten geho¨renden Linearkombinatio-
nen enthalten. Diese vi und damit die Hauptkomponenten C1, C2, . . . , Cp werden durch
folgende Optimalita¨tsforderungen festgelegt:
P1: vi · vj = δi,j ∀i, j = 1, . . . , p ,
P2: (v1, . . . , vk) = argmax
A∈Rm×k
tr(A ·K ·A) ∀k = 1, . . . , p mit K ∈ Rm×m
Varianz- / Kovarianzmatrix der Originalvariablen X1, . . . , Xm.
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Die erste Forderung entspricht der Orthogonalita¨t der entstehenden Streurichtungen so-
wie einer Normierung der Vektoren vi bezu¨glich der L2-Norm, und die zweite Forde-
rung formalisiert die sukzessive Bestimmung der Richtungen mit maximaler Streuung,
denn K∗ := A · K · A ist gerade die Varianz- / Kovarianzmatrix der Linearkombina-
tion A · (X1, . . . , Xm) (Basiswechsel im k-dimensionalen Teilraum).
Um die vi zu berechnen, setzen wir zuna¨chst p = 1. Damit vereinfachen sich P1 und P2 zu
v1 = argmax
a∈Rm
a ·K · a mit ‖ a ‖2 = 1 . (8)
Wendet man das Verfahren der Lagrange-Multiplikatoren zur Lo¨sung von Maximierungs-
problemen unter Nebenbedingungen an (siehe z.B. [3], Kapitel 3.5), so ergibt sich als
Lagrange-Funktion der Ausdruck
L(a) = a ·K · a− λ1 · (a · a− 1), λ1 ∈ R .
Partielles Differenzieren nach den Komponenten von a fu¨hrt auf das Gleichungssystem
K · a− λ1 · a = 0
⇐⇒ (K − λ1 · E) · a = 0 .
Dieses letzte Gleichungssystem entspricht gerade dem Eigenwertproblem der Varianz- /
Kovarianzmatrix K, so dass sich v1 als ein Eigenvektor von K ergibt. Um nun zu entschei-
den, welcher Eigenvektor das Maximierungsproblem lo¨st, beachte man, dass
v1 ·K · v1 = v1 · λ1 · v1 = λ1 · v1 · v1 = λ1
gilt. Also muss λ1 der gro¨ßte Eigenwert von K und v1 der zugeho¨rige Eigenvektor sein.
Ferner gilt
Var(C1) = Var(v1 · (X1, . . . , Xm)) = v1 ·K · v1 = λ1 .
Es ergibt sich aufgrund der Orthonormalita¨tsforderung an die vi, dass sich die Maximie-
rung der Spur von K∗ entkoppelt in p Maximierungsprobleme der Form (8) (siehe dazu
auch [12], Seiten 9f.), so dass sich die folgenden Ergebnisse festhalten lassen:
1. vi sind Eigenvektoren zu den Eigenwerten λi von K und es gilt
λ1 ≥ λ2 ≥ . . . ≥ λm,
2. Var(Ci) = λi, i = 1, . . . , m.
Fu¨hrt man eine Hauptkomponentenanalyse fu¨r standardisierte Zufallsgro¨ßen durch, so geht
die Varianz- / Kovarianzmatrix K in die zugeho¨rige Korrelationsmatrix R u¨ber. Es gilt
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dann Var(Xi) = 1 ∀i = 1, . . . , m und damit tr(R) = m. Will man also bei der Haupt-
komponentenanalyse eine implizite Standardisierung bzw. Maßstabsvereinheitlichung der
zu analysierenden Variablen erzielen, so kann anstelle der Varianz- / Kovarianzmatrix die
Korrelationsmatrix zur Bestimmung der Eigenwerte und Eigenvektoren zur Definition der
Hauptkomponenten herangezogen werden. Die so berechneten (λ˜i, v˜i) weichen im Allge-
meinen von denen ab, die sich im Falle der Verwendung der Varianz- / Kovarianzmatrix
ergeben.
Die im Rahmen dieses Projektes entstandene Implementierung verwendet Korrelationsma-
trizen bei der Hauptkomponentenanalyse, wobei in der konkreten Berechnung natu¨rlich
wieder zu den entsprechenden empirischen Gro¨ßen Rn u¨bergegangen wird.
6.3 Anwendung
In praktischen Anwendungsfa¨llen der Hauptkomponentenanalyse besteht die grundlegen-
de Fragestellung offensichtlich darin, wie groß der Parameter p zu wa¨hlen ist. Dies wird
davon abha¨ngen, welchen Informationsverlust man hinzunehmen bereit ist. Ein ha¨ufig ge-
machter Vorschlag dazu besteht darin, p so zu wa¨hlen, dass im Falle der Verwendung von
Korrelationsmatrizen p = max{1 ≤ i ≤ m : λi ≥ 1} gilt. Anschaulich bedeutet diese
Wahl von p, dass die einzubeziehenden Hauptkomponenten jeweils den Informationsgehalt
mindestens einer Originalvariablen haben. In einigen Situationen kann diese Wahl von p
jedoch dazu fu¨hren, dass einzelne Variablen komplett unberu¨cksichtigt bleiben und deswe-
gen empfiehlt I.T. Jolliffe in [12] die Wahl von p = max{1 ≤ i ≤ m : λi ≥ 0, 7}, wenn
mo¨glichst sichergestellt werden soll, dass alle Variablen anteilig in den Hauptkomponenten
Beru¨cksichtigung finden.
Ein anderer Ansatz besteht darin, den Anteil der durch die Hauptkomponenten C1, . . . , Cp
erkla¨rten Streuung, also
∑p
i=1 λi mit λ1 ≥ . . . ≥ λp Eigenwerte der Korrelationsmatrix
R ∈ Rm×m von (X1, . . . , Xm) und ihr Verha¨ltnis zu tr(R) = m (es werden hier stan-
dardisierte Variablen Xi betrachtet) zum Entscheidungskriterium fu¨r die Gro¨ße von p zu
machen. In dem Fall, dass sich einzelne Variablen anna¨hernd mit Hauptkomponenten iden-
tifizieren lassen, also nur sehr gering mit den restlichen Zufallsgro¨ßen korrelieren, wird es
jedoch auch hier dazu kommen, dass diese Variablen durch die ersten Hauptkomponenten
fast gar nicht erfasst werden. Da dies eventuell unerwu¨nscht ist, ist zusa¨tzlich eine In-
formation daru¨ber no¨tig, wie groß im Fall der am schlechtesten erfassten Variable deren
Restvarianz ist. Die Restvarianz bezeichnet den Anteil der Varianz der Variable Xi, der
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, ∀j = 1, . . . , p
sind und die gesuchte Restvarianz damit von der Form







ist. Um schließlich noch ρ(Xi, Cj) zu berechnen, bezeichne V ∈ Rm×m die Matrix der
im L2-Sinne normierten Eigenvektoren vj (j = 1, . . . , n) von K, die nach der Gro¨ße der
zugeho¨rigen Eigenwerte absteigend geordnet sind, so dass sich die Hauptkomponenten
C1, . . . , Cm als Cj = vj · (X1, . . . , Xm) ∀j = 1, . . . , m ergeben. Dann gilt:





vi,j · λj · vk,j
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bzw.





























vi,l · λl · δl,j
= vi,j · λj







Um also dem Benutzer eine mo¨glichst gute Entscheidungshilfe fu¨r die Wahl von p an die
Hand zu geben, wurde in der erfolgten Implementierung die Tabelle 2 eingebunden.

















































m λm λm−1 − λm λm/m 1 0
Tabelle 2: Schematische Darstellung von Ergebnissen bei der Hauptkomponentenanalyse.
Fu¨r die Wahl von p ko¨nnen insbesondere die letzten beiden Spalten dieser Tabelle zu Rate
gezogen werden. ¨Uberschreitet der Wert in der vorletzten bzw. unterschreitet der Wert in
der letzten Spalte in einer Zeile i einen Schwellenwert, so ist dieses i als die Anzahl p zu
beru¨cksichtigender Hauptkomponenten zu wa¨hlen.
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6.4 Ausreißererkennung mit Hauptkomponenten
Wie im Falle der Betrachtung der Originalvariablen kann es auch beim ¨Ubergang zu den
Hauptkomponenten von Interesse sein, Beobachtungen zu erkennen, die in dem (jetzt durch
die Hauptkomponenten aufgespannten) Datenraum auffa¨llig aus dem Gros der Daten her-




• Es kann Datenpunkte geben, die bezu¨glich der Verteilung einer bestimmten Haupt-
komponente signifikant weit vom Datenzentrum entfernt liegen.
• Ein in Koordinaten des durch die Hauptkomponenten (C1, . . . , Cp) gegebenen Ko-
ordinatensystems ausgedru¨ckter Beobachtungsvektor kann einen signifikant großen
Abstand zum Datenzentrum im Rp haben.
• Im Allgemeinen wird, wie in Abschnitt 6.1 beschrieben, davon ausgegangen, dass
aus m Komponenten bestehende Beobachtungen in dem durch die ersten p Haupt-
komponenten gegebenen p-dimensionalen Teildatenraum hinreichend gut beschrie-
ben werden. Es kann jedoch Beobachtungen geben, fu¨r welche diese Annahme nicht
zutrifft.
Datenpunkte, bei welchen eine solche Situation vorliegt, werden hier wieder als Ausreißer
bezeichnet. Um diese Ausreißer erkennen zu ko¨nnen, sind Teststatistiken mit zugeho¨ri-
gen Verla¨sslichkeitsschranken fu¨r die obigen Problemstellungen no¨tig. In den folgenden
Abschnitten wird das hierzu gewa¨hlte Vorgehen erla¨utert.
Dazu gelten vorab:
1. Die Ausgangsdaten bestehen aus den Beobachtungsvektoren xi = (xi,1, . . . , xi,m),
i = 1, . . . , n. Ein solcher Beobachtungsvektor entha¨lt die Messwerte aus den Labor-
experimenten, die mit einer chemischen Struktur durchgefu¨hrt wurden. Zusammen-
gefasst werden diese Beobachtungsvektoren in der (n×m)-Datenmatrix X = (xi,j),
wobei n die Anzahl der Beobachtungen (Strukturen) und m die Anzahl der Varia-
blen (Experimente) bezeichnet. Die Zeilen von X sind also die transponierten Be-
obachtungsvektoren xi. Zudem sind die Spaltenvektoren von X - die jeweils ein
Laborexperiment widerspiegeln - auf Mittelwert 0 und Varianz 1 standardisiert.
2. Mit V ∈ Rm×m wird die Matrix der im L2-Sinne normierten Eigenvektoren der
Korrelationsmatrix der Originalvariablen bezeichnet. Diese sind nach der Gro¨ße der
zugeho¨rigen Eigenwerte absteigend geordnet, so dass sich die Hauptkomponenten
C1, . . . , Cm als Cj = vj · (X1, . . . , Xm) ∀j = 1, . . . , m ergeben.
3. Die Matrix der auf C1, . . . , Cm bezogenen Koordinaten der Beobachtungen (im Fol-
genden auch Matrix der Scores der Beobachtungen genannt) wird mit Y = X · V ,
Y ∈ Rn×m, bezeichnet. Auch im Falle der Scores liegen die Beobachtungen wieder
als Zeilenvektoren vor.
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6.4.1 Eindimensionale Ausreißer
Bei der Bestimmung von Ausreißern bezu¨glich einer speziellen Hauptkomponente Cj wur-
den zuna¨chst die Laborexperimente bzw. die durch sie induzierten Zufallsvariablen als
normalverteilt vorausgesetzt. Diese Annahme wurde in Ermangelung von Informationen
u¨ber die tatsa¨chlichen Verteilungen getroffen und muss daher im Einzelfall nicht zwingend
korrekt sein. Die k-te Spalte von X,X (k), k = 1, . . . , m, wird also als Vektor von n un-
abha¨ngigen und identisch N (0, 1)-verteilten Zufallsgro¨ßen interpretiert. Damit ergibt sich
die mit einer Hauptkomponente Cj assoziierte Spalte Y (j), j = 1, . . . , m der Score-Matrix
Y ebenfalls als ein Vektor von n normalverteilten Gro¨ßen, denn sie entsteht durch eine
Linearkombination von N (0, 1)-verteilten Variablen. Zudem sind die einzelnen Kompo-
nenten von Y (j) wieder unabha¨ngig, denn in die Linearkombination gehen nur Werte der
jeweils gleichen Beobachtung ein. Wie in Abschnitt 6.2 hergeleitet, ergibt sich die Varianz
der Gro¨ßen in einer Spalte Y (j) als Wert des zugeho¨rigen Eigenwertes λj der zu Grunde
liegenden Korrelationsmatrix. Es gelten





i.i.d. ∼ N (0, 1) ∀i = 1, . . . , n; j ∈ {1, . . . , m} .
Damit lassen sich die normierten Scores zi,j als Teststatistiken zur Ausreißererkennung
verwenden. In Anwendungen ist jedoch zu beachten, dass anstelle der exakten Korrelati-
onsmatrizen die entsprechenden Scha¨tzungen verwendet werden mu¨ssen und die hier ge-
machten Verteilungsaussagen dann nur noch asymptotisch gelten. Wird nun analog zu der
Vorgehensweise in Abschnitt 3.3.3 wieder gefordert, dass nur in α · 100% der Fa¨lle Beob-
achtungen als Ausreißer deklariert werden, wenn keine tatsa¨chlichen Ausreißer vorliegen,
so ergibt sich asymptotisch (Φ bezeichnet die Verteilungsfunktion derN (0, 1)-Verteilung):
P(max
1≤i≤n
|zi,j| > c) != α
⇐⇒ P(|zi,j| ≤ c ∀i = 1, . . . , n) = 1− α




i=1 P(−c ≤ zi,j ≤ c) = 1− α
⇐⇒
Verteilungsidentita¨t
(P(−c ≤ Z ≤ c))n = 1− α mit Z ∼ N (0, 1)
⇐⇒ (Φ(c)− Φ(−c))n = 1− α
⇐⇒ (Φ(c)− (1− Φ(c)))n = 1− α
⇐⇒ 2 · Φ(c)− 1 = n√(1− α)
⇐⇒ Φ(c) = 1
2
· (1 + n√(1− α))










¨Uberschreitet |zi,j| = |yi,j/
√
λj | fu¨r eine Beobachtung i in Spalte j der Score-Matrix Y







der Standard-Normalverteilung, so wird der zu-
geho¨rige Datenpunkt als eindimensionaler Ausreißer zur Hauptkomponente Cj angesehen.
6.4.2 p-dimensionale Ausreißer
Betrachtet man Ausreißer in dem Raum, der durch die ersten p Hauptkomponenten aufge-
spannt wird, so bietet es sich aus Gru¨nden der Maßstabsvereinheitlichung wieder an, die









der normierten Scores einer Beobachtung i zu ihrem Mittelwert 0 ∈ Rp, so ist dieser Aus-
druck eine Summe von Quadraten asymptotisch standardnormalverteilter Zufallsgro¨ßen,
und somit la¨sst sich die asymptotische Verteilung von d2p(zi, 0) als χ2-Verteilung mit p
Freiheitsgraden (kurz: χ2p-Verteilung) angeben. Damit ergibt sich zur Bestimmung des
kritischen Wertes fu¨r d2p(zi, 0) analog zur obigen Berechnung, wenn wieder mit Konfiden-
zwahrscheinlichkeit α nur
”
echte“ Ausreißer erkannt werden sollen:
P(max
1≤i≤n
d2p(zi, 0) > c)
!
= α






p(zi, 0) ≤ c) = 1− α
⇐⇒
Verteilungsidentita¨t
(P(Z ≤ c))n = 1− α mit Z ∼ χ2p
⇐⇒ (Fχ2p(c))n = 1− α
⇐⇒ Fχ2p(c) = n
√
(1− α)




Als kritischer Wert fu¨r d2p(zi, 0) wird also hier das n
√
(1− α)-Quantil der χ2-Verteilung mit
p Freiheitsgraden gewa¨hlt und Punkten, deren quadrierter p-dimensionaler Euklidischer
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6.4.3 Schlecht modellierte Beobachtungen
Als letztes werden in diesem Abschnitt die Beobachtungen daraufhin untersucht, inwiefern
sie durch p Hauptkomponenten schlecht modelliert werden. Hierzu beachte man zuna¨chst,
dass die Matrix V orthogonal und daher invertierbar mit V −1 = V  ist. Damit ist es
mo¨glich, die Originalvariablen, also die Beobachtungsmatrix X , als Funktion der Scores
zu schreiben:
Y = X · V ⇐⇒
V orthogonal
X = Y · V  mit V ∈ Rm×m und Y ∈ Rn×m .
Verwendet man anstelle der vollsta¨ndigen Matrizen V ∈ Rm×m und Y ∈ Rn×m nur jeweils
deren erste p Spalten, so geht die rechte Seite der obigen ¨Aquivalenz in die Gleichung
Xˆ = Y˜ · V˜  mit V˜ ∈ Rm×p und Y˜ ∈ Rn×p
u¨ber, wobei Xˆ die Matrix der Projektion von X auf den durch die ersten p Hauptkompo-
nenten (C1, . . . , Cp) aufgespannten p-dimensionalen Teilraum des Rm ist.
Will man nun messen, wie gut ein Beobachtungsvektor xi, i = 1, . . . , n durch das p-
dimensionale Modell beschrieben wird, so bietet sich die Verwendung der La¨nge des Re-
siduenvektors xi− xˆi an. Deswegen wird in [10] in Abschnitt 2.7.2 die dort als Q-Statistik
bezeichnete Gro¨ße
Qi = (xi − xˆi) · (xi − xˆi) mit xi ∈ Rm Beobachtungsvektor
zur Behandlung der erwa¨hnten Fragestellung eingefu¨hrt. Aus Berechnungssicht ist es





wobei yi den Score-Vektor zum Beobachtungsvektor xi bezeichnet.
Die Verteilung der so definierten Teststatistik Qi la¨sst sich nur mu¨hsam herleiten. In die
Berechnung gehen im Wesentlichen die Summen der ersten drei Potenzen der (m − p)
kleinsten Eigenwerte der Korrelationsmatrix ein. In [10] wird das Ergebnis dieser Berech-
nung angegeben und es finden sich weitere Literaturhinweise fu¨r dieses Problem. Es ergibt
sich, dass eine geschickte Transformation von Qi zu einer mo¨glichst guten Approximati-
on der Standardnormalverteilung fu¨hrt, so dass entsprechend transformierte Quantile der
N (0, 1)-Verteilungsfunktion als Schranken fu¨r Qi verwendet werden ko¨nnen. Der in der
Folge angegebene kritische Wert Qα fu¨r die Teststatistik Qi wurde der Arbeit von J. Ed-







λk , θ2 :=
m∑
k=p+1




h0 := 1− 2 · θ1 · θ3
3 · θ22
,
cα := sgn(h0) · Φ−1( n
√
1− α) ,




2 · θ2 · h20
θ1
+







P(Qi > Qα) =
approx.
α .
Will man die Beobachtungsvektoren xi, i = 1, . . . , n daraufhin untersuchen, ob sie signi-
fikant schlecht durch das p-dimensionale lineare Modell der ersten p Hauptkomponenten
beschrieben werden, so gilt es zu u¨berpru¨fen, ob der Wert von




das zugeho¨rige transformierte N (0, 1)-Quantil u¨berschreitet.
7 Variablenselektion
7.1 Motivation
Im vorangegangenen Abschnitt wurde mit der Hauptkomponentenanalyse eine Methode
vorgestellt, die Dimensionalita¨t des zu untersuchenden Datenraumes zu reduzieren und
dabei nur einen mo¨glichst geringen Informationsverlust hinnehmen zu mu¨ssen. Dies ist
zum Beispiel im Hinblick auf die Berechnungs- und Speicherplatzkomplexita¨t von auf
das Datenmaterial anzuwendenden Algorithmen gu¨nstig, denn damit ist es mo¨glich, diese
nur auf dem durch einige Hauptkomponenten gegebenen, niederdimensionalen Datenraum
auszufu¨hren und die gelieferten Ergebnisse dann eventuell so zu transformieren, dass wie-
der Informationen u¨ber die Ausgangsdaten gewonnen werden. Verfolgt man jedoch das
Ziel, den Datenraum fu¨r einen Analysten u¨berschaubar zu machen oder ist man daran in-
teressiert, einige Variablen ganz aus der Betrachtung auszuklammern (also gegebenenfalls
einige Laborexperimente gar nicht mehr durchfu¨hren zu mu¨ssen), so ergeben sich bei der
Verwendung von Hauptkomponenten fu¨r diese Aufgaben zwei grundlegende Schwierig-
keiten:
49
Statistische Verfahren zur Datenvorauswertung
Forschungszentrum Ju¨lich
• Hauptkomponenten sind als Linearkombinationen der Originalvariablen wesentlich
schlechter interpretierbar als die Ausgangsdaten, welche unmittelbar die experimen-
tell erhobenen Messwerte wiedergeben.
• In die Hauptkomponenten gehen in der Regel alle Variablen mit einem festgelegten
Gewichtsfaktor ein, es kann also kein Experiment fortgelassen werden.
Aus diesen Gru¨nden ist es oftmals gu¨nstiger, anstelle von p Variablenkombinationen mit
maximalem Informationsgehalt lieber p der m Originalvariablen selbst auszuwa¨hlen, die
am repra¨sentativsten fu¨r das gesamte Datenmaterial sind, um dadurch die Dimension des zu
betrachtenden Datenraums zu verringern. Dieses Vorgehen der Variablenselektion wird in
diesem Abschnitt behandelt, und es werden Algorithmen erla¨utert, die verschiedene Aus-
wahlkriterien fu¨r die zu selektierenden Variablen definieren, wobei in der Implementierung
zwei generelle Vorgehensweisen umgesetzt worden sind:
1. Verfahren, die sich der Ergebnisse der Hauptkomponentenanalyse bedienen und
2. das Verfahren der Haupt-Variablen (principal variables) nach McCabe.
7.2 Auf Hauptkomponenten basierende Verfahren
Die von I.T. Jolliffe in [11] publizierten und in der GALA-Software implementierten, auf
Hauptkomponenten basierenden Verfahren zur Variablenselektion arbeiten derart, dass aus-
gewa¨hlte Spalten der in Abschnitt 6.3 definierten Matrix V , welche die Eigenvektoren der
der Hauptkomponentenanalyse zu Grunde gelegten Varianz- / Kovarianzmatrix bzw. Kor-
relationsmatrix entha¨lt, auf ihre Maximaleintra¨ge hin untersucht werden. Weist ein Spal-
tenvektor yj von Y seinen gro¨ßten Eintrag in Zeile i auf, wobei 1 ≤ i, j ≤ m gilt, so
wird
(a) die Variable Xi ausgewa¨hlt, falls j einen kleinen Wert hat und Xi demnach mit ei-
nem großen Gewicht in die zugeho¨rige Hauptkomponente Cj mit j  m eingeht
(Selektion).
(b) die Variable Xi als zu vernachla¨ssigen angesehen und aus der Menge der zu unter-
suchenden Variablen entfernt, falls j nahe bei m liegt (Elimination).
Damit nun genau p Variablen bestimmt werden ko¨nnen, wird das Verfahren der Selektion
oder der Elimination iterativ wiederholt, bis genau p Variablen selektiert bzw. genau m−p
Variablen eliminiert worden sind. Dabei ist es zum einen mo¨glich, nach jedem Selektions-
bzw. Eliminationsschritt eine neue Hauptkomponentenanalyse fu¨r die verbleibenden Va-
riablen durchzufu¨hren oder aber die Ergebnisse einer einzigen Hauptkomponentenanalyse
fu¨r den gesamten Selektions- bzw. Eliminationsvorgang zu nutzen. Entscheidet man sich
dazu, die p Variablen u¨ber das Verfahren der Selektion zu bestimmen und zudem fu¨r jeden
Selektionsschritt eine neue Hauptkomponentenanalyse zu ta¨tigen, so gilt es zu beachten,
dass die Variablen in der Regel untereinander korreliert sind. Ist jedoch die Variable Xi
einmal ausgewa¨hlt worden, so soll fu¨r die weiteren Auswahlschritte ihr Einfluss auf die
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restlichen noch verbliebenen Variablen ausgeschaltet werden. Deswegen gilt es zu un-
tersuchen, wie sich die partielle Varianz- / Kovarianzmatrix Km−1,k berechnet. Km−1,k
beinhaltet hierbei die Varianzen/Kovarianzen der m − 1 verbleibenden Variablen, wenn
man die Variable Xk aus der Menge der Variablen (X1, . . . , Xm) entfernt und ihren Ein-
fluss auf die restlichen Variablen
”
herausrechnet“.
Nehmen wir zur Lo¨sung dieses Problems an, es soll die partielle Kovarianz zweier Zufalls-
variablen X und Y berechnet werden, wobei der Einfluss einer dritten Zufallsvariable Z,
die sowohl mit X als auch mit Y korreliert ist, ausgeschaltet werden soll. Dazu definieren
wir:









XZ bzw. YZ bezeichnen den Anteil der Variablen X bzw. Y , der durch ihren linearen
Bezug zu Z gegeben ist. Es gilt
Kov((X −XZ), (Y − YZ))
= Kov((X − (ax,z + bx,z · Z)), (Y − (ay,z + by,z · Z)))
= Kov(X, Y )− Kov(X, ay,z + by,z · Z)− Kov(Y, ax,z + bx,z · Z)
+ Kov(ax,z + bx,z · Z, ay,z + by,z · Z)
= Kov(X, Y )− by,z · Kov(X,Z)− bx,z · Kov(Y, Z) + bx,z · by,z ·Var(Z) .
Beachtet man die Definitionen von bx,z und by,z, so vereinfacht sich der Ausdruck weiter:
Kov((X −XZ), (Y − YZ))





= Kov(X, Y )− Kov(X,Z) · Kov(Y, Z)
Var(Z)
.
Es gilt also fu¨r die partielle Varianz- / Kovarianzmatrix:








Km−1,k partielle Varianz- / Kovarianzmatrix ohne Einfluss von Xk,
K(k) k-te Spalte der Matrix K,
M ′m,k Streichungsmatrix, die aus einer (m×m)-Matrix M durch
Streichung von Zeile k und Spalte k hervorgeht.
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Aus Sicht des Algorithmus ist hierbei natu¨rlich zu beachten, dass die Indizes der verblei-
benden Variablen verschoben werden, wenn k = m gilt. In den folgenden Abschnitten
wird nun kurz fu¨r die vier auf Hauptkomponenten basierenden Verfahren, die im Rahmen
dieses Projekts umgesetzt worden sind, das jeweils zugeho¨rige Rekursionsschema angege-
ben.
7.2.1 Selektion mit p Hauptkomponentenanalysen
Zuna¨chst wird eine Hauptkomponentenanalyse der Originalvariablen (X1, . . . , Xm) auf
Basis der Varianz- / Kovarianzmatrix K bzw. (standardisierte Gro¨ßen) der Korrelations-
matrix R durchgefu¨hrt, um die Matrix V der Eigenvektoren zu erhalten. Zudem wird die
Anzahl p auszuwa¨hlender Variablen vorgegeben. Die selektierten Variablen (Xi1, . . . , Xip)




gewa¨hlt wird. Die Variable Xi1 ist hiermit ausgewa¨hlt und, wie oben beschrieben, soll
ihr Einfluss auf die restlichen Variablen fu¨r den na¨chsten Selektionsschritt ausgeschaltet
werden. Es wird also die partielle Varianz- / Kovarianzmatrix Km−1,i1 der verbleiben-
den m− 1 Variablen gebildet und auf ihrer Basis eine erneute Hauptkomponentenanalyse
durchgefu¨hrt. Nun wird wieder der Maximaleintrag des zum gro¨ßten Eigenwert geho¨ren-
den Eigenvektors von Km−1,i1 gesucht, die entsprechende Zeile mit i2 bezeichnet und die
Variable Xi2 dem Satz ausgewa¨hlter Variablen hinzugefu¨gt. Dies wiederholt sich solange,
bis p selektierte Variablen feststehen.
7.2.2 Selektion mit genau einer Hauptkomponentenanalyse
Will man den nicht unerheblichen Berechnungsaufwand, der sich durch die p zu ta¨tigenden
Hauptkomponentenanalysen der in Abschnitt 7.2.1 vorgestellten Methode ergibt, vermei-
den, so kann die Selektion von p Variablen auch auf der Basis einer einzigen Hauptkom-
ponentenanalyse erfolgen. Zuna¨chst ergibt sich die Matrix V = (vi,j) der Eigenvektoren
analog zu dem Vorgehen in Abschnitt 7.2.1. Dann werden jedoch alle Spaltenvektoren
vj , j = 1, . . . , p von V auf ihren Maximaleintrag hin untersucht und die Indizes i1, . . . , ip



















Hier ist also die Berechnung der partiellen Varianz- / Kovarianzmatrizen vom Algorithmus
her nicht gefordert. Fu¨r die Darstellung der Ergebnisse (vgl. Abschnitt 7.5) sind jedoch
die Restvarianzen erforderlich, so dass auch hier die entsprechenden Gro¨ßen berechnet
wurden.
7.2.3 Elimination mit (m-p) Hauptkomponentenanalysen
Diesem Verfahren liegt die umgekehrte Argumentationsrichtung gegenu¨ber dem Verfah-
ren aus Abschnitt 7.2.1 zu Grunde. Es werden nicht die Variablen, die stark in die er-
sten Hauptkomponenten eingehen, ausgewa¨hlt, sondern diejenigen, die sich am besten mit
den letzten Hauptkomponenten identifizieren lassen, eliminiert. Hier werden also Indizes
(i1, . . . , im−p) bestimmt, so dass die Variablen (Xi1 , . . . , Xim−p) vernachla¨ssigt und die ver-
bleibenden Variablen mit einem Index i∗, fu¨r den i∗ /∈ {i1, . . . , im−p} gilt, als ausgewa¨hlt




festgelegt. Danach wird die Varianz- / Kovarianzmatrix K ′m,i1 der verbleibenden m − 1
Variablen, die sich aus der urspru¨nglichen Varianz- / Kovarianzmatrix K durch Streichung
von Zeile i1 und Spalte i1 ergibt, fu¨r eine neue Hauptkomponentenanalyse benutzt und es
werden iterativ die restlichen m− p− 1 Indizes bestimmt, deren zugeho¨rige Variablen eli-
miniert werden sollen. Es ist anzumerken, dass in dem Regelfall p  m dieses Verfahren
den bei weitem gro¨ßten Rechenaufwand aller hier diskutierten Methoden verursacht.
7.2.4 Elimination mit genau einer Hauptkomponentenanalyse
Das vierte angewendete Verfahren verwirklicht die Grundidee des vorangegangenen, wobei
jedoch auf eine erneute Hauptkomponentenanalyse pro Eliminationsschritt verzichtet wird.
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7.3 Verfahren der Principal Variables
Das von McCabe in [15] beschriebene Verfahren der Haupt-Variablen (in Anlehnung an
den Begriff der Hauptkomponenten) stu¨tzt sich nicht auf die Ergebnisse einer Hauptkom-
ponentenanalyse, sondern versucht, die Optimalita¨tseigenschaft der Hauptkomponenten
direkt auf einzelne Variablen zu u¨bertragen. Diese Optimalita¨tseigenschaft besteht (vgl.
hierzu Abschnitt 6.2) darin, dass die erste Hauptkomponente C1 eine mo¨glichst große Va-
rianz besitzt und damit die Summe der Restvarianzen minimiert. Wie in Abschnitt 6.4
beschrieben, la¨sst sich der Anteil der durch eine Hauptkomponente Cj erkla¨rten Varianz
einer Variable Xi ausdru¨cken durch Var(Xi) · ρ2(Xi, Cj). Setzt man nun anstelle von Cj
eine Originalvariable Xj ein und fordert, dass die Summe der Restvarianzen der Variablen
{Xi : i = j} minimiert oder invers formuliert die Summe der durch Xj erkla¨rten Varianz




















Kov2(Xi, Xj) . (10)
Die zu dem so bestimmten Index j1 geho¨rende Variable Xj1 wird in diesem Verfahren
als erste ausgewa¨hlt. Anschließend wird ihr Einfluss auf die restlichen Variablen wieder
herausgerechnet, indem die Quadrate der Eintra¨ge der partiellen Varianz- / Kovarianzma-
trix Km−1,j1 in der Maximierungsaufgabe (10) betrachtet werden, und so bestimmen sich
iterativ die u¨brigen Indizes (j2, . . . , jp) fu¨r die Variablenselektion. In der praktischen Ver-
wendung bietet sich dieses Verfahren auf Grund seiner einfachen Implementierbarkeit und
geringen Ressourceninanspruchnahme an. Da sich im Falle von Daten aus der pharma-
zeutischen Forschung gezeigt hat, dass die dabei erzielten Ergebnisse qualitativ nicht hin-
ter denen zuru¨ckbleiben, welche sich bei Anwendung der in Abschnitt 7.2 vorgestellten,
aufwa¨ndigeren Methoden ergeben, erweist sich das Verfahren von McCabe als u¨berlegen
im Kosten- / Nutzenvergleich.
7.4 Anwendung
In Analogie zu der Darstellung der Ergebnisse der Hauptkomponentenanalyse werden die





ij Nummer der in Iteration j ausgewa¨hlten Variable
ηj durch Xij erkla¨rte Varianz
VarRest,j(Xk) Restvarianz von Variable Xk nach Iteration j.





1 i1 η1 - η1/m η1/m max
k∈{1,...,m}
VarRest,1(Xk)





























Tabelle 3: Schematische Darstellung von Ergebnissen bei der Variablenselektion.
7.5 Ergebnisse
Abschließend werden in Tabelle 4 anhand eines Beispieldatensatzes aus der pharmazeuti-







7.2.1 22 0,761 0,903 0,638
7.2.1 45 0,085 0,995 0,046
7.2.2 24 0,727 0,905 0,507
7.2.2 66 0,0084 0,999 0,0497
7.2.3 29 0,881 0,9004 0,328
7.2.3 46 0,3496 0,991 0,0387
7.2.4 25 1,049 0,901 0,6939
7.2.4 53 0,1101 0,9984 0,0169
7.3 21 0,7963 0,9007 0,5983
7.3 44 0,0993 0,9932 0,0469
Tabelle 4: Ergebnisse verschiedener Variablenselektionsverfahren fu¨r einen Beispieldatensatz.
In der jeweils ersten Zeile zu jedem Verfahren wurde p so gewa¨hlt, dass der kumulierte
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Anteil erkla¨rter Streuung u¨ber 0, 9 liegt; die zweite Zeile geho¨rt zu dem Wert von p, ab
welchem jede Restvarianz den Schwellenwert von 5 % unterschreitet.
8 Robuste statistische Verfahren
8.1 Einleitung
Wie die vorangegangenen Abschnitte zeigen, kann man bei der Betrachtung des Daten-
materials zwei grundlegende Aufgabenbereiche unterscheiden. Zum einen sollte man Re-
gelma¨ßigkeiten und Abha¨ngigkeiten innerhalb des Datenmaterials erkennen ko¨nnen, zum
anderen sollten Ausreißer identifiziert und ihr Einfluss auf die gewonnenen Informationen
minimiert werden. Ausreißer ko¨nnen verschiedene Ursachen haben:
• Es wurden fehlerhafte Messungen durchgefu¨hrt.
• Einige wenige Beobachtungen besitzen u¨berdurchschnittlich gu¨nstige oder ungu¨nsti-
ge Eigenschaften.
Die bisher vorgestellten statistischen Verfahren zum Data Mining haben die Eigenschaft,
dass ihre Ergebnisse sehr stark von Ausreißern beeinflusst werden und die so gewonnenen
Informationen nur eine geringe bis keine Aussagekraft besitzen. An diesem Punkt ange-
langt, bieten sich zwei Lo¨sungsmo¨glichkeiten an. Entweder nutzt man Verfahren zur Aus-
reißererkennung und eliminiert diese, bevor weitere Informationen gewonnen werden, oder
es sollten Verfahren genutzt werden, die weitgehend unempfindlich gegenu¨ber Ausreißern
sind. Genau an dieser Stelle werden robuste Verfahren wirksam. Sie erlauben, Aussagen
u¨ber das Datenmaterial zu treffen, die nicht von grenzwertigen Beobachtungen verfa¨lscht
werden. Im Verlauf des GALA-Projektes war es ein wichtiges Ziel, robuste Verfahren der
Datenanalyse zu implementieren, damit sie wahlweise zu den klassischen Methoden ge-
nutzt werden ko¨nnen. Im Folgenden wird ein theoretischer ¨Uberblick u¨ber robuste Verfah-
ren gegeben. Dabei wird auf univariate und multivariate Problemstellungen eingegangen,
und es werden Kriterien vorgestellt, die eine qualitative Beurteilung dieser Verfahren er-
mo¨glichen.
8.2 Maßzahlen fu¨r Lage und Streuung einer Stichprobe im univaria-
ten Fall
Hat man eine Beobachtungsreihe mit Datenmaterial vorliegen, so mo¨chte man diese Da-
ten meist mit wenigen charakteristischen Gro¨ßen kennzeichnen. Ha¨ufig verwendete Cha-
rakteristika sind die Lage und die Streuung der Daten. Eine Lagemaßzahl beschreibt in
geeigneter Weise das Zentrum der beobachteten Werte x1, ..., xn, wohingegen eine Streu-
ungsmaßzahl angibt, wie die Daten von einem Zentrum im Mittel abweichen. Einige dieser




Aufgrund der leichten Berechenbarkeit erscheint das arithmetische Mittel als ein einfaches
und leicht anzuwendendes Hilfsmittel, um das Zentrum einer Beobachtungsreihe zu be-
schreiben. Untersucht man das arithmetische Mittel hingegen auf seine Empfindlichkeit
gegenu¨ber Ausreißern, also gegenu¨ber Werten, die sehr weit entfernt von diesem berech-
neten Zentrum liegen, so stellt man schnell fest, dass das arithmetische Mittel nicht das
optimale Werkzeug zur Beschreibung der Lage ist. Das folgende Beispiel aus [7] soll dies
verdeutlichen.
Von einer Holzlatte der La¨nge 5m werden nacheinander fu¨nf Stu¨cke der La¨nge 1m ab-
gesa¨gt. Anschließend werden die Abweichungen xi von der Sollla¨nge 1m gemessen und
in mm angegeben, d.h. xi = (ξi − 1) · 103, wobei ξi die La¨nge des i-ten Stu¨ckes in m
angibt. Dabei ergeben sich folgende Werte fu¨r x1, . . . , x5:
−0, 5; 1, 5; −1, 0; 0, 5; −9, 5 .
Berechnet man das arithmetische Mittel auf der Grundlage aller fu¨nf Beobachtungen, so er-
gibt sich x5 = −1, 8. Dieser Durchschnittswert legt die Vermutung nahe, dass die Sa¨ge bei
jedem abgesa¨gten Stu¨ck einen Fehler von ca. 1, 8mm macht. Die ersten vier Lattenstu¨cke
wurden jedoch anna¨hernd korrekt mit der gewu¨nschten La¨nge von 1m gesa¨gt. Da aber bei
jedem Sa¨gevorgang 2mm durch Sa¨gespa¨ne verloren gingen, kann das letzte Lattenstu¨ck
keine La¨nge von 1m mehr haben und weist die angegebene relativ große Abweichung vom
Sollwert auf. Nimmt man hingegen nur die ersten vier Werte zur Berechnung des Mittels,
dann ergibt sich ein Wert fu¨r das arithmetische Mittel von x4 = 0, 125. Dieser Wert zeigt
offensichtlich eine ada¨quatere Beschreibung der Sachlage.
Bei diesem einfachen Beispiel war es unproblematisch, den Ausreißerwert zu erkennen
und fu¨r weitere Berechnungen zu eliminieren. In den allermeisten Fa¨llen ist diese Identifi-
kation jedoch nicht so schnell und sicher zu bewerkstelligen, und man sollte daher zu einer
Lagemaßzahl u¨bergehen, die nicht so empfindlich auf extreme Werte in den Rohdaten rea-
giert. Vorbereitend wird dazu zuna¨chst der Begriff der geordneten Stichprobe eingefu¨hrt.
Liegen n Beobachtungen x1, . . . , xn einer Stichprobe vom Umfang n vor und werden die
Daten der Gro¨ße nach sortiert, so bezeichnet x(i) den i-kleinsten Wert, also insbesondere
x(1) = min
1≤i≤n
xi, x(n) = max
1≤i≤n
xi .
Die der Gro¨ße nach sortierte Reihe
x(1) ≤ x(2) ≤ . . . ≤ x(n−1) ≤ x(n)
heißt geordnete Stichprobe von x1, . . . , xn, und x(i) wird die i-te Ordnungsgro¨ße genannt.
Damit lassen sich nun weitere Lagemaßzahlen angeben.
Das empirische α-Quantil x˜α einer Stichprobe x1, ..., xn vom Umfang n ist definiert als
x˜α =
{






, falls n · α eine ganze Zahl ist .
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Als Spezialfall stellt sich der empirische Median dar. Er ist gegeben durch
mn := x˜0,5 =






, falls n gerade
,
wenn x1, ..., xn eine Stichprobe vom Umfang n ist.
Betrachtet man nun noch einmal das Beispiel der Holzlatte und berechnet den empirischen
Median, so erha¨lt man als geordnete Stichprobe zuna¨chst
x(1) = −9, 5; x(2) = −1, 0; x(3) = −0, 5; x(4) = 0, 5; x(5) = 1, 5 .
Damit ergibt sich der Median zu m5 = x˜0,5 = −0, 5, welcher eine
”
robustere“ Beschrei-
bung der Situation liefert als das arithmetische Mittel.




(x˜0,25 + x˜0,75) .
Im Beispiel ergibt sich so
1
2
(x˜0,25 + x˜0,75) =
1
2
(x(2) + x(4)) = −0, 25 .
Diese kleine Auswahl an mo¨glichen Lagemaßzahlen zeigt schon am simplen Beispiel, wie
unterschiedlich auf Ausreißer reagiert wird, und es wird deutlich, dass man bei der Unter-
suchung experimentell oder auch pseudo-zufa¨llig erzeugter Daten am Rechner auf Verfah-
ren zuru¨ckgreifen sollte, die mo¨glichst unempfindlich gegenu¨ber Ausreißern sind.
8.2.2 Streuungsmaßzahlen
Das wohl bekannteste Verfahren zur Bestimmung der Streuung innerhalb einer Stichprobe
ist die empirische Standardabweichung. Fu¨r eine Beobachtungsreihe x1, ..., xn vom Stich-






(xi − xn)2 .
Die quadrierte empirische Standardabweichung wird empirische Varianz genannt. Ange-
wendet auf die Daten aus dem einleitenden Beispiel, erha¨lt man hier fu¨r den arithmeti-
schen Mittelwert x5 = −1, 8 eine empirische Standardabweichung von s5 = 4, 41 , bei
x4 = 0, 125 ergibt sich ein Wert von s4 = 1, 11. Die Werte des Beispiels zeigen, dass
auch die empirische Standardabweichung empfindlich auf Ausreißerwerte reagiert. Dies
la¨sst sich damit begru¨nden, dass große, stark vom Zentrum abweichende Werte durch das
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Quadrieren bei der Berechnung der empirischen Standardabweichung einen noch gro¨ße-
ren Einfluss gewinnen und so die Streuung der Daten verfa¨lscht wiedergeben. Auch die
Verwendung einer ausreißerunempfindlicheren Lagemaßzahl kann dies nicht unterbinden,
da das arithmetische Mittel x¯n gerade der Wert ist, der den Ausdruck
∑
(xi − a)2 fu¨r a
minimiert.
Eine gegenu¨ber Ausreißern robustere Streuungsmaßzahl ist der Interquartilabstand, mit
dem man die Differenz der beiden Gro¨ßen x˜0,75 und x˜0,25 bezeichnet, also
IQRn = x˜0,75 − x˜0,25 .
Auf den Begriff des Interquartilabstandes wird in Abschnitt 8.4.2 noch na¨her eingegangen.
Fu¨r die Stichprobe des Beispiels ergibt sich IQR5 = 1, 5. Dieser Wert zeigt einen robuste-
ren Umgang mit dem Ausreißerwert von x(1) = −9, 5 und ist daher hier besser geeignet,
die Streuung der Daten um ein Lagezentrum zu beschreiben, als der der empirischen Stan-
dardabweichung.
8.3 Kriterien fu¨r Robustheit
Wie man in dem vorangegangenen Abschnitt an einfachen Beispielen bereits gesehen hat,
reagieren unterschiedliche Verfahren zur Bestimmung von Lage und Streuung unterschied-
lich auf Ausreißer. Was man in diesem Zusammenhang unter einem robusten Verfahren
versteht, ist intuitiv klar, aber wie kann man diese Robustheit mathematisch beschreiben
und u¨berpru¨fen? Dieser Frage soll nun nachgegangen werden. Als Kriterien zur Beurtei-
lung von Robustheit werden im Folgenden die Sensitivita¨tskurve, die Einflusskurve und
der Bruchpunkt definiert.
Bezeichne im Weiteren
Tn = Tn(x1, . . . , xn)
eine Stichprobenfunktion, auch Statistik genannt, zur Stichprobe x1, . . . , xn vom Umfang
n. Beispiele fu¨r Stichprobenfunktionen sind das arithmetische Mittel







Tn(x1, . . . , xn) =
{
x((n+1)/2) , falls n ungerade
1
2
(x(n/2) + x((n+2)/2)) , falls n gerade
und die empirische Standardabweichung





(xi − xn)2 .
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8.3.1 Die Sensitivita¨tskurve
Sei Tn = Tn(x1, . . . , xn) eine Stichprobenfunktion basierend auf n Beobachtungen. Dann
ist die Sensitivita¨tskurve definiert als
SC(x; x1, . . . , xn−1, Tn) = n · (Tn(x1, . . . , xn−1, x)− Tn−1(x1, . . . , xn−1)) .
Die Sensitivita¨tskurve beschreibt die Reaktion einer Stichprobenfunktion, falls zu einer
Stichprobe x1, . . . , xn−1 eine weitere Beobachtung x hinzugefu¨gt wird. Ihr Wert entspricht
der Differenz von Tn und Tn−1 multipliziert mit der Anzahl n der Beobachtungen insge-
samt. Das folgende Beispiel veranschaulicht dies.
Die Daten
n = 5; x1 = −0, 5; x2 = 1, 5; x3 = −1, 0; x4 = 0, 5
ergeben:
1. Sensitivita¨tskurve des arithmetischen Mittels




(x1 + . . . + x4 + x)− 1
4
(x1 + . . . + x4)
)
= 5 · (0, 1 + 0, 2x− 0, 125)
= x− 0, 125
2. Sensitivita¨tskurve des Medians
SC(x; x1, . . . , x4, T5) =
⎧⎪⎨⎪⎩
−2, 5 , falls x < −0, 5
5x , falls −0, 5 ≤ x ≤ 0, 5
2, 5 , falls 0, 5 < x
In Abbildung 11 zeigt sich am Steigungsverhalten der Kurven deutlich, dass die Hinzunah-
me eines weiteren beliebigen Wertes x den Wert der Sensitivita¨tskurve des arithmetischen
Mittels und damit auch den Wert fu¨r das Zentrum der Datenpunkte so vera¨ndern kann, dass
der neu berechnete Wert fu¨r die Lage der Daten ein stark verfa¨lschtes Bild der Stichprobe
liefert. Dies zeigt sich darin, dass die Sensitivita¨tskurve des arithmetischen Mittels unbe-
schra¨nkt ist. Im Gegensatz dazu ist die Sensitivita¨tskurve des Medians beschra¨nkt, so dass
auch ein zusa¨tzlicher weit außerhalb des Zentrums liegender Beobachtungswert die ge-
scha¨tzte Lage des Zentrums nicht maßgeblich vera¨ndern kann.
Bevor nun weitere Kriterien zur Beurteilung von Robustheitseigenschaften von Maßzahlen
eingefu¨hrt werden, wird die bisherige Betrachtungsweise aus der Sicht der rein beschrei-
benden (deskriptiven) Statistik verlassen und das fu¨r das weitere Vorgehen zu Grunde lie-



















Abbildung 11: Sensitivita¨tskurven fu¨r das arithmetische Mittel (links) und den Median (rechts).
(Zufallsgro¨ße), die auf einem geeigneten Wahrscheinlichkeitsraum (Ω,A,P) als eine Ab-
bildung von Ω in die Menge der reellen Zahlen definiert ist, und x bezeichne im Folgenden
eine Realisation einer Zufallsvariablen X . Des Weiteren sei
F : R → [0; 1] mit F (x) := P(X ≤ x) ∀x ∈ R
die Verteilungsfunktion der Zufallsvariablen X mit den bekannten Eigenschaften. Um
sich bei unbekannter Verteilungsfunktion trotzdem ein Bild von der Verteilung der Zufalls-
gro¨ße X machen zu ko¨nnen, ist die Konstruktion der empirischen Verteilungsfunktion Fn








die relative Ha¨ufigkeit der Xi mit Werten ≤ t an, wobei mit 1(−∞,t] die Indikatorfunktion 1
des Intervalls (−∞, t] bezeichnet wird. Außerdem heißt eine Stichprobenfunktion, deren
Wert einen unbekannten Parameter der den Beobachtungen zu Grunde liegenden Vertei-
lung scha¨tzt, ein Scha¨tzer bzw. eine Scha¨tzfunktion. Alle bisher betrachteten Stichproben-
funktionen sind Scha¨tzer von Lage- bzw. Streuungsparametern der zu Grunde liegenden
Verteilung.
8.3.2 Die Einflusskurve
Bei der Berechnung der Sensitivita¨tskurve stellt man fest, dass diese nicht ausschließ-
lich von der jeweiligen Stichprobenfunktion Tn(·) abha¨ngt, sondern vor allem auch von
11A(ω) =
{
1 , falls ω ∈ A
0 , falls ω /∈ A
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den konkret vorliegenden Stichprobendaten und deren Anzahl. Man kann versuchen, die-
se Abha¨ngigkeiten zu eliminieren, indem man eine Grenzwertbetrachtung fu¨r n → ∞
durchfu¨hrt.
Man betrachte als Beispiel die SC-Kurve des arithmetischen Mittels:



























xi + x .
Sind die Beobachtungen unabha¨ngige Realisationen einer Zufallsgro¨ße mit existierendem
Erwartungswert μ, dann konvergiert aufgrund des Starken Gesetzes Großer Zahlen (SGGZ)






Abbildung 12: Einflusskurve des arithmetischen Mittels fu¨r μ = 0.
Betrachtet man jetzt allgemein eine Stichprobenfunktion, die wie das arithmetische Mittel
eine Funktion der empirischen Verteilungsfunktion Fn ist, also Tn = T (Fn), dann ergibt
sich fu¨r die SC-Kurve:























wobei δx die sogenannte Einheitsmasse im Punkt x ist. Fu¨r n → ∞ strebt Fn−1 gegen F ,
und man erha¨lt fu¨r ein hinreichend regula¨res T , von dem man voraussetzt, dass es auch in
2Der Begriff der fast sicheren Konvergenz wird auf Seite 75 definiert.
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F definiert ist, in vielen Fa¨llen [6]:
SC(x;X1, . . . , Xn−1, Tn)
f.s.−−→ lim
ε→0+
T ((1− ε)F + εδx)− T (F )
ε
. (11)
In diesem Fall ist T (Fn) ein natu¨rlicher Scha¨tzwert fu¨r T (F ). Der Grenzwert in (11) wird
als die Einflusskurve (influence curve) bezeichnet:
IC(x;F, T ) = lim
ε→0+
T ((1− ε)F + εδx)− T (F )
ε
.
Die Einflusskurve gibt also Auskunft u¨ber die Reaktion einer Scha¨tzfunktion auf einen
hinzugefu¨gten Wert unter der Annahme, dass die Stichprobe aus der zu Grunde liegen-
den Verteilung von großem Umfang ist. Da bei der Grenzwertbildung wegen des Starken
Gesetzes Großer Zahlen die Stichprobe nicht mehr betrachtet wird, ha¨ngt die Einflusskur-
ve nur noch von x ab und wird daher auch als lokale Kenngro¨ße bezeichnet. Außerdem
kann man den maximalen Einfluss, den eine einzelne Beobachtung auf den zu scha¨tzen-
den Wert ausu¨ben kann, mit dem maximalen Betrag der Einflusskurve angeben. Diese
Gro¨ße wird als Ausreißerempfindlichkeit (Gross-Error Sensitivity) bezeichnet. Untersucht
man das arithmetische Mittel und den Median hinsichtlich dieser Gro¨ße, so stellt man fest,
dass das arithmetische Mittel im Gegensatz zum Median einen unendlichen Wert anneh-
men kann und deshalb bei ausreißerbehafteten Daten nicht geeignet ist. Auch die Steigung
der Einflusskurve kann man im Bezug auf die Robustheit interpretieren. Sie liefert einen
Anhaltspunkt fu¨r das Verhalten der Scha¨tzfunktion bei nur geringen ¨Anderungen, wie sie
zum Beispiel bei Rundungen oder Klassenbildung der Rohdaten auftreten ko¨nnen. Solche
¨Anderungen haben einen sta¨rkeren Einfluss auf den zu scha¨tzenden Wert, je steiler die Stei-
gung der Einflusskurve ist. Je gro¨ßer der maximale Wert des Absolutbetrages der Steigung
(Local-Shift Sensitivity) ist, desto sta¨rker ko¨nnen solche ¨Anderungen auf den Scha¨tzwert
durchschlagen. Fu¨r den Median ergibt sich hier ein unendlicher Wert, wa¨hrend die Gro¨ße
beim arithmetischen Mittel den endlichen Wert 1 annimmt.
Wie in Abschnitt 8.5 noch genauer erla¨utert wird, gibt es auch robuste Scha¨tzer, die weit au-
ßerhalb liegende Stichprobenwerte vollsta¨ndig ignorieren, d.h. die Einflusskurve hat ab ei-
nem bestimmten Abstand vom zu scha¨tzenden Lageparameter den Wert Null (Beispiele in
Abschnitt 8.5.2). Der Grenzwert, der die IC-Kurve definiert, kann als Ableitung des Funk-
tionals T interpretiert werden. Man bezeichnet diese Ableitung als Gaˆteaux-Differential,
das im Folgenden vorgestellt wird.
Es seien F und G Verteilungen aus der Menge F aller Verteilungsfunktionen und
{(1− λ)F + λG, 0 ≤ λ ≤ 1}
sei die Menge der Konvexkombinationen aus F und G. Das Funktional T sei definiert auf
F + λ(G− F ) fu¨r alle hinreichend kleinen λ. Existiert der Grenzwert
d1T (F ;G− F ) = lim
λ→0+
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so wird dieser als das Gaˆteaux-Differential des Funktionals T an der Stelle F in Richtung
von G bezeichnet. Man erkennt, dass der Ausdruck d1T (F ;G− F ) die rechtsseitige Ab-
leitung der reellen Funktion Q(λ) = T (F + λ(G − F )) nach λ an der Stelle λ = 0 ist.
Als na¨chstes wird die Abweichung der Scha¨tzung T (Fn) von dem wahren Wert T (F ) mit
Hilfe des Gaˆteaux-Differentials von T an der Stelle F in Richtung Fn untersucht. Es sei
Q(λ) = T (F + λ(Fn − F )) .
Die lineare Taylorapproximation von Q an der Stelle λ = 0 ergibt
T (Fn)− T (F ) = Q(1)−Q(0)
≈ Q′(0+)
= d1T (F ;Fn − F ) .
Ist das Gaˆteaux-Differential im zweiten Argument linear, erha¨lt man weiter










IC(xi;F, T ) . (13)
Dieses Ergebnis liefert eine weitere Begru¨ndung fu¨r die Bezeichnung Einflusskurve. IC(·)
approximiert den Beitrag der Beobachtung xi zu dem Scha¨tzfehler T (Fn)−T (F ). Daru¨ber
hinaus zeigt sich aus der Darstellung des Fehlers in (12), dass dieser na¨herungsweise
als arithmetisches Mittel der IC-Kurve verstanden werden kann. Das arithmetische Mit-
tel ist aufgrund des Zentralen Grenzwertsatzes bei existierender positiver Varianz von
IC(X;F, T ) asymptotisch normalverteilt. Damit kann man schließen, dass der Fehler, d.h.
die linke Seite der Abscha¨tzung (12), unter bestimmten Voraussetzungen ([18], S. 225f)
asymptotisch normalverteilt ist. Sind die Bedingungen











erfu¨llt 3,4, so gilt
T (Fn)− T (F ) as.∼ N
(





3Der Begriff der stochastischen Konvergenz wird auf Seite 75 definiert.
4In [18] wird fu¨r viele Beispielfa¨lle gezeigt, dass die Bedingungen (14) erfu¨llt sind.
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wobei die Bezeichnung as.∼ N (. . .) bedeutet, dass der Ausdruck




asymptotisch standardnormalverteilt ist. Im Allgemeinen liegt asymptotische Erwartungs-
treue vor, d.h. der Erwartungswert der Einflusskurve ist gleich Null und fu¨r die Varianz
gilt
Var(IC(X;F, T )) = E(IC(X;F, T )2) .
Anhand der Maximum-Likelihood-Scha¨tzung soll im Folgenden das beschriebene Vorge-
hen veranschaulicht werden.
Seien X1, . . . , Xn unabha¨ngig und identisch verteilte Zufallsgro¨ßen mit einer Verteilung
Fθ, die zu einer Familie {Fθ, θ ∈ Θ ⊂ R} geho¨rt. Außerdem sei vorausgesetzt, dass die
Verteilung Fθ eine Dichtefunktion f(x; θ) besitze. Die Likelihood-Funktion der Stichprobe
x1, . . . , xn ist definiert als




Die Maximum-Likelihood-Methode bietet als Scha¨tzer fu¨r das unbekannte t jeden Wert θˆ
an, der die Likelihood-Funktion u¨ber Θ maximiert. Dabei stellt es eine Erleichterung dar,
wenn man zu der negativen, logarithmierten Likelihood-Funktion




u¨bergeht und so das Produkt durch eine Summe ersetzen kann. Durch den Vorzeichen-
wechsel ist nun ein Minimum zu bestimmen. Dazu wird eine Nullstelle der ersten Ablei-






ist zu lo¨sen. (15) entspricht der Integralgleichung∫





log (f(x; t)) ,
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Damit ist der Maximum-Likelihood-Scha¨tzer θˆ = T (Fn), wobei T (F ) das Funktional ist,
das durch die Lo¨sung von ∫
g(x, t) dF (x) = 0 (16)





















dx = 0 . (18)
Aus (17) folgt unmittelbar ∫
g(x, θ) dFθ(x) = 0 ,
d.h.
T (Fθ) = θ .
Seien Fλ = Fθ + λ(δx0 − Fθ) und H(t, λ) =
∫
g(x, t) dFλ(x), dann erha¨lt man durch
implizites Differenzieren der Gleichung
H(T (Fλ), λ) = 0









































g(x, t) dFθ(x) + λ
∫





g(x, θ) dδx0 −
∫












































































Damit folgt fu¨r das Gaˆteaux-Differential
d1T (Fθ; δx0 − Fθ) =
d
dλ








· 1∫ ( ddθ f(x;θ))2
f(x;θ)
dx
und fu¨r die Einflusskurve
IC(x;Fθ, T ) =
d
dθ
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8.3.3 Der Bruchpunkt
Der Bruchpunkt (breakdown point) ε∗ einer Scha¨tzung gibt diejenige Grenze an, bis zu
welcher der Anteil von Ausreißern in einer Stichprobe ansteigen darf, ohne dass sich da-
durch der Scha¨tzwert unbeschra¨nkt vera¨ndern kann. Im Gegensatz zur Einflusskurve ist
der Bruchpunkt eine globale Kenngro¨ße der Robustheit. Fu¨r die Bruchpunkte von arithme-
tischem Mittel und Median ergeben sich:
(a) Beim arithmetischen Mittel kann bereits ein einzelner Wert innerhalb einer Beob-
achtungsreihe den Scha¨tzwert fu¨r das Zentrum der Stichprobe u¨ber alle Grenzen
wachsen lassen, daher gilt
ε∗arith. Mittel = 0 .
(b) Liegt der Anteil der Ausreißer unter 50%, so kann keine beliebige Vera¨nderung des
Medians vorkommen. Der Median hat daher als Bruchpunkt den Wert
ε∗Median = 0, 5 .
8.4 L-Scha¨tzer
Die in Abschnitt 8.2 vorgestellten Scha¨tzer fu¨r Lage- und Streuungsmaßzahlen beruhen
alle auf Linearkombinationen der Ordnungsstatistiken x(1), . . . , x(n) einer Stichprobe vom
Umfang n. Daher werden sie L-Scha¨tzer genannt. Seien a1, . . . , an reelle Zahlen mit
0 ≤ ai ≤ 1, i = 1, . . . , n und
∑n





ein L-Scha¨tzer mit Gewichten a1, . . . , an.
Das arithmetische Mittel ist also ebenso ein L-Scha¨tzer wie der Median oder der Interquar-
tilabstand. Die Bezeichnung
”
L-Scha¨tzer“ sagt also noch nichts u¨ber die Eigenschaft der
Robustheit aus. Ein Vorteil der L-Scha¨tzer liegt in der leichten Berechenbarkeit, die in der
Regel lediglich eine Vorsortierung der Stichprobenelemente erfordert.
8.4.1 L-Scha¨tzer fu¨r Lageparameter
8.4.1.1 Das α-gestutzte Mittel
Es sei vorausgesetzt, dass die zu Grunde liegende Verteilung symmetrisch und stetig ist,
d.h. sie besitzt eine Dichte. Beim α-gestutzten Mittel als Scha¨tzer fu¨r den Median bzw.,
sofern er existiert, den Erwartungswert der zu Grunde liegenden Verteilung werden aus der
geordneten Stichprobe am unteren und oberen Ende eine gleiche Anzahl von Beobachtun-
gen weggelassen und u¨ber die verbliebenen Werte das arithmetische Mittel berechnet. Der
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Anteil der zu entfernenden Werte wird mit α angegeben. Unter dem α-gestutzten Mittel







wobei 0 < α < 0, 5 ist und h = [nα] die gro¨ßte ganze Zahl kleiner oder gleich nα
bezeichnet. Dieser Ansatz stellt damit einen Kompromiss zwischen dem arithmetischen
Mittel und dem Median dar, die sich fu¨r die Werte α → 0 bzw. α → 0, 5 ergeben wu¨rden.
Eine asymptotisch a¨quivalente Version des α-getrimmten Mittels ist durch
xα = T (Fn)
gegeben, wobei fu¨r eine beliebige Verteilungsfunktion F das Funktional T durch












mit F−1(α) = inf{x|F (x) ≥ α} definiert ist.
Fu¨r die Einflusskurve gilt zuna¨chst nach [18] fu¨r eine stetige Verteilung

















p− I(F (x0) ≤ p)
f (F−1(p))
dp ,
wobei I(·) die Indikatorfunktion von Aussagen5 bezeichnet. Hieraus folgt fu¨r eine sym-
metrische stetige Verteilung








−1(α)− F−1(1/2)] , falls x < F−1(α)
1
1−2α(x− F−1(1/2)) , falls F−1(α) ≤ x ≤ F−1(1− α)
1
1−2α [F




1 , falls die Aussage A wahr ist.
0 , falls die Aussage A falsch ist.
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8.4.1.2 Das α-winsorisierte Mittel
Beim α-winsorisierten Mittelwert wird im Gegensatz zum gestutzten Mittelwert die An-
zahl der Beobachtungen beibehalten. Jedoch werden die ersten h Beobachtungen durch
den (h+1)-ten Wert ersetzt und die h letzten Werte durch den (n−h)-ten Wert, dann wird







x(i) + h(x(h+1) + x(n−h))
)
.
8.4.2 L-Scha¨tzer fu¨r die Streuung
8.4.2.1 Der Interquartilabstand
Der Begriff des Interquartilabstandes wurde bereits in Abschnitt 8.2.2 definiert. Er dient
an dieser Stelle der Motivation des robusten Skalenscha¨tzers MAD, der im na¨chsten Unter-
abschnitt eingefu¨hrt wird. Der Bruchpunkt des Interquartilabstandes betra¨gt ε∗IQR = 0, 25.
Mit den bekannten Werten aus Beispiel 8.2.1 erha¨lt man wie in Abschnitt 8.2.2 bereits
angegeben
x˜0,25 = −1, 0 , x˜0,75 = 0, 5 ⇒ IQR = 1, 5 .
Erga¨nzt man x6 = 10, 5, so ergibt sich der Wert IQR = 2, 5, jedoch erha¨lt man mit
xˆ6 = −10, 5 einen IQR von 10,0. Ursache fu¨r diesen auffa¨lligen Unterschied ist die Lage
der beiden Ausreißer am gleichen Ende der Stichprobe. Ihr Anteil an der Stichprobe be-
tra¨gt 2
6
= 0, 33 und u¨bersteigt damit den Bruchpunkt.
8.4.2.2 Der Median der absoluten Abweichung vom Median
Sei F eine beliebige Verteilungsfunktion, dann ist














das Funktional, das die Ha¨lfte des Interquartilabstandes angibt. Zu diesem Funktional kann
man nun eine symmetrische Version T˜ konstruieren, indem man





[F (x) + F¯ (x)]
setzt. F˜ (x) entsteht dabei aus F (x) durch eine Symmetrisierung am Median mn. Definiert
man anschließend
T˜ (F ) := T (F˜ ) ,
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so ist T˜ der Median der absoluten Abweichung vom Median (MAD). Als Median der
absoluten Abweichung vom Median einer Stichprobe vom Umfang n bezeichnet man daher
MADn = med{|xi −mn|} ,
wobei
med{xi} = mn .
Der Vorteil der symmetrisierten Version des halben Interquartilabstandes liegt darin, dass
sich der Wert fu¨r den Bruchpunkt verdoppelt, d.h.
ε∗MAD = 0, 5 = 2 · 0, 25 = 2 · ε∗IQR .
Daru¨ber hinaus ist die Einflusskurve beschra¨nkt, so dass einzelne Beobachtungswerte nur
begrenzten Einfluss auf den Scha¨tzwert haben.
Das folgende Beispiel der Scha¨tzung der Standardabweichung einer Normalverteilung
zeigt, wie man gegebenenfalls mittels einer Multiplikation mit einer Konstanten einen
Scha¨tzwert fu¨r einen gesuchten Parameter erha¨lt.
Fu¨r eine symmetrische Verteilung ist der MAD eine Scha¨tzung des halben Interquartilab-
standes. Sind x1, . . . , xn Realisationen aus einer N (μ, σ2)-Verteilung, so ist der MAD ein
Scha¨tzer fu¨r
Φ−1(0.75) · σ ,
wobei Φ−1(0.75) = 0, 6745 das 0, 75-Quantil der Standardnormalverteilung ist [7]. Somit
ist 1
0,6745





· IQR ≈ 0, 7413 · IQR ein Scha¨tzer fu¨r σ ist.
8.4.2.3 Die α-gestutzte Varianz
Die α-gestutzte Varianz ist definiert als die skalierte Varianz einer α-gestutzten Stichprobe.






(x(i) − x¯α)2 (20)
unterscha¨tzt die Varianz der den Beobachtungen zugrundeliegenden Verteilung und ist kei-
ne konsistente Scha¨tzung. Daher benutzt man einen Korrekturterm
1− 2α
1− 2α− 2x˜1−αφ(x˜1−α) ,
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eine konsistente Scha¨tzung fu¨r σ2 unter der Normalverteilung.
8.4.2.4 Die α-winsorisierte Varianz








+ [nα](x([nα]+1) − x¯α,win)2 + [nα](x(n−[nα]) − x¯α,win)2
)
,
wobei auch dies zuna¨chst kein konsistenter Scha¨tzer fu¨r die Varianz ist. Analog zur α-ge-
stutzten Varianz kann man auch fu¨r diesen Fall einen Korrekturterm angeben, so dass
σˆ2win =
1
1− 2α− 2x˜1−αφ(x˜1−α) + 2αx˜21−α
· s2win
insgesamt ein konsistenter Scha¨tzer fu¨r σ2 unter der Normalverteilung ist.
8.5 M-Scha¨tzer
8.5.1 Theoretischer Hintergrund
Die Theorie der M-Scha¨tzer basiert auf einer Verallgemeinerung der Maximum-Likelihood-
Methode (s. Abschnitt 8.3.2). Wie dort sei Fθ(x) := F (x; θ) eine Verteilung aus der Ver-
teilungsfamilie {Fθ| θ ∈ Θ ⊂ R} mit einer Dichte fθ(x) := f(x; θ). Die Maximum-Like-










(− log(f(xi; θ))) = 0 .
Dieser Ansatz fu¨hrt unter der Voraussetzung, dass eine Normalverteilung mit Erwartungs-
wert μ und Varianz σ2 vorliegt, zu folgender Problemstellung bei der Suche nach einem











(xi − μ) = 0 .
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Das Ergebnis ist das arithmetische Mittel x¯n. Probleme bei diesem Vorgehen tauchen
dann auf, wenn Ausreißer in den Daten vorhanden sind. Das heißt, die Ausreißeremp-
findlichkeit der ML-Methode ist nicht befriedigend. Um diese zu verbessern, ersetzt man
− log(f(x; θ)) durch eine Funktion ρ(x, θ), die weniger sensitiv auf Ausreißer reagiert.









ψ(xi, θ) = 0 , (22)
wobei ψ(x, θ) die Ableitung von ρ(x, θ) nach θ ist. Jede Lo¨sung von (21) bzw. (22) wird
M-Scha¨tzer genannt.
8.5.1.1 Grundlagen
Zu einer beliebigen Funktion ψ(x, t) sei ein zugeho¨riges Funktional T auf einer Menge
von Verteilungsfunktionen F wie folgt definiert. Es ist T (F ) die Lo¨sung t0 der Gleichung∫
ψ(x, t0) dF (x) = 0 . (23)
Ein solches T wird das zu ψ geho¨rende M-Funktional genannt. Fu¨r eine Stichprobe




ψ(xi, Tn) = 0 ,
die sich aus (23) mit F = Fn ergibt, d.h. Tn = T (Fn). Dabei ist zu beachten, dass
mehrere Lo¨sungen existieren ko¨nnen. Gleichung (23) ergibt sich in vielen Fa¨llen aus der
Minimierung des Ausdrucks ∫
ρ(x, t0) dF (x) ,
wobei dann die Funktion ψ bestimmt ist durch
ψ(x, t) = c · ∂
∂t
ρ(x, t)
mit einer Konstanten c, falls ρ(x, ·) hinreichend glatt ist. Gilt fu¨r ein Funktional T auf der
Verteilungsfamilie {Fθ| θ ∈ Θ ⊂ R}
T (Fθ) = θ ,
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dann ist der zugeho¨rige Scha¨tzer Tn = T (Fn) ein Scha¨tzer fu¨r θ. Ein Kriterium zur Beur-
teilung eines Scha¨tzers stellt die Einflusskurve (s. Abschnitt 8.3.2) dar, die somit zur Be-
stimmung einer geeigneten ψ-Funktion und eines geeigneten M-Scha¨tzers herangezogen
werden kann. Ziel ist es nun, das Gaˆteaux-Differential eines M-Funktionals zu berechnen,
d. h. es ist d1T (F,G− F ) fu¨r ein Funktional T gesucht, das Lo¨sung t0 der Gleichung∫
ψ(x, t0)dF (x) = 0





Fλ(x) = F (x) + λ(G(x)− F (x))
folgt wie in Abschnitt 8.3.2 (Maximum-Likelihood-Scha¨tzung) durch implizite Differen-
tiation der Gleichung H(T (Fλ), λ) = 0 nach λ an der Stelle λ = 0 6
d1T (F,G− F ) = d
dλ
T (F + λ(G− F ))
∣∣∣∣
λ=0













ψ(x, t) dF (x) + λ
∫















= 0︷ ︸︸ ︷∫











ψ(x, T (F ))dG(x)
λ′F (T (F ))
,
vorausgesetzt, dass λ′F (T (F )) = 0 gilt mit
λF (t) =
∫
ψ(x, t) dF (x), −∞ < t <∞ .
Damit besitzt die Einflusskurve von ψ die Form:
IC(x;F, T ) = −ψ(x, T (F ))
λ
′
F (T (F ))
, −∞ < x <∞ .
6g in Abschnitt 8.3.2 entspricht hier ψ.
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Aufgrund der Tatsache, dass die Einflusskurve proportional zu ψ ist, besitzen M-Scha¨tzer
die Eigenschaft, dass Bedingungen an die Einflusskurve u¨ber die Wahl von ψ gesteuert
werden ko¨nnen. Eine geeignete Wahl von ψ fu¨hrt zu vorteilhaften Eigenschaften der Ein-
flusskurve und damit des M-Scha¨tzers.
8.5.1.2 Asymptotische Eigenschaften von M-Scha¨tzern
In diesem Abschnitt werden M-Scha¨tzer hinsichtlich Konsistenz und asymptotischer Nor-
malita¨t untersucht. Zuna¨chst sei dazu auf die verschiedenen Konvergenzbegriffe in der
Wahrscheinlichkeitstheorie hingewiesen:
• Seien X1, X2, . . . und X Zufallsgro¨ßen u¨ber einem Wahrscheinlichkeitsraum
(Ω,A,P). Dann konvergiert (Xn)n≥1 stochastisch gegen X , falls fu¨r alle ε > 0
lim
n→∞
P(|Xn −X| < ε) = 1 (Bez. : Xn st.−→ X (n→∞)) .
• Seien X1, X2, . . . und X Zufallsgro¨ßen u¨ber einem Wahrscheinlichkeitsraum
(Ω,A,P). (Xn)n≥1 konvergiert fast sicher gegen X , falls
P( lim
n→∞
Xn = X) = 1 (Bez. : Xn
f.s.−−→ X (n→∞)) .
• Seien F1(·), F2(·), . . . und F (·) Verteilungsfunktionen und X1, X2, . . . sowie
X Zufallsgro¨ßen (nicht notwendig u¨ber einem gemeinsamen Wahrscheinlich-
keitsraum) mit den angegebenen Verteilungen. Dann konvergiert (Xn)n≥1 der
Verteilung nach gegen X , falls fu¨r alle Stetigkeitsstellen t von F
lim
n→∞
Fn(t) = F (t) (Bez. : Xn
n.V.−−→ X (n→∞)) .
Konsistenz eines M-Scha¨tzers
Eine Folge {Tn} von Scha¨tzern fu¨r eine parametrische Funktion g(θ) heißt konsistent, falls
Tn gegen g(θ) in geeigneter Weise konvergiert. Man spricht von schwacher Konsistenz,
falls
Tn
st.−→ g(θ) (n→∞) ,
und von starker Konsistenz im Falle von
Tn
f.s.−−→ g(θ) (n→∞) .
Sei ψ(x, t) eine Funktion und λF (t) =
∫
ψ(x, t) dF (x). Außerdem besitze die Gleichung
λF (t) = 0 eine Lo¨sung t0 und die
”
empirische“ Gleichung λFn(t) = 0 ebenfalls eine
Lo¨sung Tn. Im Folgenden werden Bedingungen genannt, unter denen Tn
f.s.−−→ t0 gilt. Dazu
sei x1, . . . , xn eine Stichprobe aus einer nach F verteilten Grundgesamtheit mit empiri-
scher Verteilungsfunktion Fn.
Falls t0 eine isolierte Lo¨sung der Gleichung λF (t) = 0 ist und ψ(x, t) monoton in t, dann
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ist t0 eindeutig, und jede Folge {Tn} von Lo¨sungen der empirischen Gleichung λFn(t) = 0
konvergiert fast sicher gegen t0. Ist außerdem ψ(x, t) stetig in t in einer Umgebung von
t0, so existiert eine solche Folge von Lo¨sungen. Fu¨r den Beweis dieser Behauptung sei an
dieser Stelle auf [18], Abschnitt 7.2.1, verwiesen. t0 muss nicht notwendigerweise eine
Nullstelle von λF (t) sein. Es reicht aus, dass die Funktion in jeder hinreichend kleinen
Umgebung genau einmal das Vorzeichen wechselt.
Das arithmetische Mittel, der Median und der Huber-Scha¨tzer auf den Seiten 77 bis 79 sind
Beispiele fu¨r konsistente Scha¨tzer der jeweiligen Lageparameter. Fu¨r den Hampel-Scha¨tzer
(s. Beispiel auf Seite 80) reicht dieses Ergebnis jedoch nicht aus, und man beno¨tigt die fol-
gende Aussage.
Sei t0 eine isolierte Nullstelle der Gleichung λF (t) = 0, und sei ψ(x, t) stetig in t und be-
schra¨nkt. Dann besitzt die empirische Gleichung λFn(t) = 0 eine Folge {Tn} von Lo¨sun-
gen, die mit Wahrscheinlichkeit 1 gegen t0 konvergiert. Der Beweis hierzu ist ebenfalls in
[18], Abschnitt 7.2.1, zu finden.
Asymptotische Normalverteilung
Sei ψ(x, t) gegeben und λF (t) =
∫
ψ(x, t) dF (x). Außerdem sei t0 = T (F ) eine Lo¨sung
der Gleichung λF (t) = 0. {Xi} ist eine Folge von unabha¨ngig und identisch verteilten
Zufallsgro¨ßen mit einer Verteilung F und Tn = T (Fn) eine zu t0 konsistente Folge von
Lo¨sungen von λFn(t) = 0. In dem vorliegenden Abschnitt sollen nun Bedingungen ange-
geben werden, unter denen
√
n(Tn − t0) as.∼ N (0, σ2(T, F )) (24)
gilt. Dabei ist σ2(T, F ) abha¨ngig von den Annahmen an ψ(x, t) entweder gegeben durch∫












Es sei die Funktion ψ(x, t) monoton in t und außerdem t0 eine isolierte Nullstelle von
λF (t) = 0. Des Weiteren sei λF (t) differenzierbar in t = t0 mit λ
′
F (t0) = 0 sowie∫
ψ2(x, t) dF (x) endlich fu¨r t in einer Umgebung von t0 und stetig in t = t0. Dann gilt
nach [18], Abschnitt 7.2.2, dass jede Folge Tn von Lo¨sungen der empirischen Gleichung
λFn(t) = 0 die Bedingung (24) erfu¨llt, wobei σ2(T, F ) gegeben ist durch∫






Daru¨ber hinaus gilt Tn
f.s.−−→ t0 nach dem Ergebnis von Seite 75.
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8.5.2 M-Scha¨tzer fu¨r Lageparameter
Sind die das M-Funktional bestimmenden Funktionen ψ und ρ von der Form
ψ(x, t) = ψ˜(x − t) bzw. ρ(x, t) = ρ˜(x − t), so nennt man T (F ) einen Lageparame-
ter. Ist zudem F symmetrisch zu θ, ρ gerade und ψ ungerade, so gilt T (F ) = θ, d.h. alle
M-Scha¨tzer mit ungeradem ψ scha¨tzen das Symmetriezentrum θ einer symmetrischen Ver-
teilung. Außerdem sollten M-Scha¨tzer translations- und skalierungsa¨quivariant sein, d.h.
es sollte gelten:









Die meisten M-Scha¨tzer fu¨r einen Lageparameter mu¨ssen daher eine Skalierung der Daten
beru¨cksichtigen, so dass sie diese Bedingung erfu¨llen. Dabei stellen das arithmetische Mit-
tel und der Median zwei Ausnahmen dar, denn fu¨r den Mittelwert gilt
ψ(x, t) = x− t
und damit folgt
ψ(bx + a, bt + a) = bx + a− bt− a
= bx− bt
= b(x− t)
= bψ(x, t) .
Analoges gilt fu¨r den Median mit ψ(x, t) = sgn(x − t). Alle anderen M-Scha¨tzer beno¨ti-
gen die Skalierung der Argumente von ρ und ψ. Daher wird ein Skalierungsscha¨tzer sn
als Funktion von x1, . . . , xn benutzt, der zusammen mit einer Tuning-Konstante C den




C · sn .
8.5.2.1 Das arithmetische Mittel








u2 , ψ(u) = u , −∞ < u <∞ .
Damit ist das M-Funktional T der Erwartungswert und der M-Scha¨tzer das arithmetische
Mittel xn. Die ψ-Funktion ist eine Gerade und nach beiden Seiten unbeschra¨nkt, d.h.
Ausreißer haben einen starken Einfluss.
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Abbildung 13: Arithmetisches Mittel ρ(u) (links) und ψ(u) (rechts).
8.5.2.2 Der Median
Mo¨chte man die absoluten Abweichungen minimieren, also den Ausdruck
n∑
i=1
|xi − θ| ,
so lauten die zugeho¨rigen Funktionen fu¨r ρ und ψ:
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Abbildung 14: Median ρ(u) (links) und ψ(u) (rechts).
Hier ist der M-Scha¨tzer der Stichprobenmedian. Er ist unempfindlich gegenu¨ber Ausrei-
ßern, da die ψ-Funktion beschra¨nkt ist. Die Sprungstelle von ψ bei u = 0 zeigt jedoch an,















u2 , falls |u| ≤ k
k|u| − 1
2
k2 , falls |u| > k .
Das entsprechende ψ lautet
ψ(u) =
{
u , falls |u| ≤ k
k · sgn(u) , falls |u| > k .
Dabei hat sich in Anwendungen gezeigt, dass sich als Skalierungsscha¨tzer sn der norma-
lisierte MAD empfiehlt. C wird gleich Eins gesetzt, und fu¨r k sollte man einen Wert im
Intervall [1; 2] wa¨hlen. Der zugeho¨rige M-Scha¨tzer ist von der Art eines winsorisierten
Mittelwertes, d.h. es ist der Stichprobenmittelwert u¨ber die xi’s, wobei diejenigen xi durch
Tn ± ksn ersetzt werden, fu¨r die |ui| > k gilt. Hierbei wird der Einfluss von Ausreißern
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Abbildung 15: Huber-Scha¨tzer ρ(u) (links) und ψ(u) (rechts).
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8.5.2.4 Der Hampel-Scha¨tzer
Hampel [5] hat den Huber-Scha¨tzer im Bezug auf die Ausreißerempfindlichkeit (Gross-
Error-Sensitivity) modifiziert. Er verlangt, dass ψ(u) fu¨r Ausreißer den Wert Null anneh-









u2 , falls |u| ≤ a
a|u| − 1
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· sgn(u) , falls b < |u| ≤ c
0 , falls |u| > c
.
Hierbei sind a, b und c positive Konstanten mit a < b < c aus dem Intervall [2; 9] (zum Bei-
spiel a = 2, b = 4 und c = 8). Als Skalierungsscha¨tzer sn wird wie im vorangegangenen
Beispiel beim Huber-Scha¨tzer der normalisierte MAD benutzt und C gleich Eins gesetzt.
Beim Hampel-Scha¨tzer bleiben Ausreißer vollsta¨ndig unberu¨cksichtigt.
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· (1− cos(πu)) , falls |u| ≤ 1
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, falls |u| > 1 .





sin(πu) , falls |u| ≤ 1
0 , falls |u| > 1
und eliminiert ebenfalls Ausreißer vollsta¨ndig. Hier wird als Skalierungsscha¨tzer ebenfalls
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Abbildung 17: Andrew’s wave ρ(u) (links) und ψ(u) (rechts).
8.5.2.6 Tukey’s biweight
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lautet das zugeho¨rige ψ:
ψ(u) =
{
u(1− u2)2 , falls |u| ≤ 1
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Abbildung 18: Tukey’s biweight ρ(u) (links) und ψ(u) (rechts).
Der MAD wird als Skalierungsscha¨tzer sn verwendet, und fu¨r C empfehlen sich Werte
aus dem Intervall [6; 12]. Auch hier werden Ausreißer mit einem zu großen Abstand zum
Zentrum der Datenpunkte eliminiert. Fu¨r kleine u gilt ψ(u) ≈ u. Daher verha¨lt sich dieser
Scha¨tzer in der Na¨he des Datenzentrums a¨hnlich dem arithmetischen Mittel.
Von diesen sechs Scha¨tzern wurden der Huber-Scha¨tzer, Andrew‘s wave und Tukey‘s bi-
weight in der GALA-Software implementiert und dienen dort der Berechnung von robusten
Lagemaßzahlen. Auf der Grundlage dieser robusten Scha¨tzungen ko¨nnen dann verla¨ssliche
Aussagen u¨ber das Zentrum der Daten gemacht werden.
8.5.3 Diskussion der Eigenschaften verschiedener M-Scha¨tzer
Die Robustheitseigenschaften der im vorangegangenen Abschnitt vorgestellten M-Scha¨tzer
kann man anhand der ψ-Funktion diskutieren. Folgende Eigenschaften sollte die ψ-Funktion
eines robusten Lage-M-Scha¨tzers einer symmetrischen Verteilung besitzen:
(a) hoher Bruchpunkt,




(d) ψ besitzt endlichen Ablehnungspunkt,
(e) ψ(u) ≈ k · u, k = 0 fu¨r kleine Werte von u und
(f) ψ(−u) = −ψ(u).
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Fu¨r die wichtigsten sechs M-Scha¨tzer fasst Tabelle 5 die geforderten Eigenschaften zusam-
men:
Scha¨tzer a b c d e f
Mittelwert nein nein ja nein ja ja
Median ja ja nein nein nein ja
Huber ja ja ja nein ja ja
Hampel ja ja ja ja ja ja
Andrew‘s wave ja ja ja ja ja ja
Tukey‘s biweight ja ja ja ja ja ja
Tabelle 5: Eigenschaften der wichtigsten Scha¨tzer.
Die Spaltenbezeichnungen beziehen sich auf die Aufza¨hlung zu Beginn dieses Abschnit-
tes.




− 2Φ(−k) = ε
1− ε ,
wobei Φ die Standard-Normalverteilungsfunktion bezeichnet und φ die zugeho¨rige Dichte-
funktion. Die Tuning-Konstanten bei der Familie der Hampel-Scha¨tzer ko¨nnen auf analoge
Weise bestimmt werden [8]. Mo¨chte man die im vorangegangenen Abschnitt vorgestell-
ten M-Scha¨tzer mit den L-Scha¨tzern aus Abschnitt 8.4 vergleichen, so fa¨llt auf, dass die
M-Scha¨tzer in der Regel einen hohen Bruchpunkt nahe bei ε∗ = 0, 5 haben und eine hohe
Effizienz in einer Umgebung der Modellverteilung aufweisen [9]. L-Scha¨tzer hingegen
besitzen in diesem Falle eine geringere Effizienz oder einen kleineren Bruchpunkt.
8.5.4 Berechnung von M-Scha¨tzern
8.5.4.1 Berechnung mittels Newton-Raphson-Verfahren









zu bestimmen. Im Allgemeinen ist diese Lo¨sung jedoch nicht explizit angebbar. Einzige
Ausnahme stellt der Fall des arithmetischen Mittels dar mit ψ(xi, Tn) = xi − Tn. In allen
anderen Fa¨llen muss daher mit Hilfe eines geeigneten Iterationsverfahrens eine Lo¨sung ge-
sucht werden. Als geeignet hat sich das Newton-Raphson-Verfahren erwiesen. Dabei wird
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eine Nullstelle einer Funktion h(t) gesucht. Diese Nullstelle wird durch Auswertungen
von h und h′ an einer Na¨herungsstelle t(k) bestimmt. t(k+1) ist dann die Stelle, an der die
Tangente an h im Punkt t(k) die t-Achse schneidet. Bei der Berechnung eines M-Scha¨tzers










Fu¨r die Iterationsvorschrift ergibt sich daraus















Als Startwert sollte fu¨r T (0)n der Median als erste robuste Na¨herung gewa¨hlt werden Der
gesuchte M-Scha¨tzer ergibt sich dann als Grenzwert der Folge (T (k)n )k≥1. Das Ergebnis ist
in den meisten Fa¨llen ein robuster Scha¨tzer.
8.5.4.2 1-Schritt-Verfahren
Fu¨hrt man beim Newton-Raphson-Verfahren nur einen einzigen Iterationsschritt aus, so
wird das daraus resultierende Ergebnis fu¨r den gesuchten Scha¨tzer 1-Schritt-M-Scha¨tzer
genannt. Bei diesem Vorgehen ist offensichtlich die Wahl des Startwertes fu¨r T (0)n sehr
wichtig. Falls als Startwert der arithmetische Mittelwert benutzt wird, ist das Ergebnis
nach einem Iterationsschritt unbefriedigend. Es sollte daher der Median als Anfangswert
genutzt werden, damit das Ergebnis einen robusten M-Scha¨tzer liefert.
8.5.5 M-Scha¨tzer fu¨r Streuungsparameter







= f(x;μ, σ) mit Lagepara-
meter μ und Skalierungsparameter σ. Wendet man das Prinzip der Maximum-Likelihood-







































Zur Bestimmung des Minimums werden nun die partiellen Ableitungen nach μ und σ ge-
bildet, diese gleich Null gesetzt und das so entstandene System der Normalengleichungen
































































Im Allgemeinen ist dabei ψ eine ungerade und χ eine gerade Funktion. In Funktional-













dF (x) = 0 .
Die Scha¨tzer fu¨r den Lageparameter und den Streuungsparameter werden durch simultanes
Lo¨sen dieser beiden Gleichungen bestimmt.
8.5.5.1 Huber-Scha¨tzer fu¨r Lage und Streuung
Mit
ψ(x) = max(−k,min(k, x))
und
χ(x) = min(c2, x2)− β ,
wobei β = β(c) =
∫
min(c2, x2) φ(x) dx und 0 < β < c2, ergibt sich ein unter Normal-
verteilung konsistenter Scha¨tzer fu¨r die Streuung mit φ(·) als Dichtefunktion der Standard-
normalverteilung.




χ(x) = sgn(|x| − 1)
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ergeben sich der Median als Scha¨tzer fu¨r den Lageparameter und der MAD als Scha¨tzer
fu¨r die Streuung.
8.5.5.3 A-Scha¨tzer
Eine weitere Mo¨glichkeit, einen robusten Scha¨tzer fu¨r die Varianz bzw. Streuung einer
Stichprobe zu erhalten, ist die Verwendung von sogenannten A-Scha¨tzern.
Die A-Scha¨tzer
sT =
C ·MAD√n ·√∑ni=1 ψ(ui)2
|∑ni=1 ψ′(ui)|
erha¨lt man aus der asymptotischen Varianz der M-Lageparameterscha¨tzer (s. Abschnitt




sin (πu) , falls |u| < 1
0 , falls |u| ≥ 1 ,
so fu¨hrt dies zu dem Skalenscha¨tzer
swa =
(C ·MAD)√n[∑|ui|<1 sin2(πui)]1/2
π|∑|ui|<1 cos(πui)| , (25)
der auf Andrew‘s wave Scha¨tzer fu¨r einen Lageparameter (s. Seite 81) basiert.
Ein weiteres Beispiel zeigt einen A-Scha¨tzer fu¨r die Streuung, der auf dem Biweight-
Lagescha¨tzer (s. Seite 81) beruht. Sei
ψ(u) =
{
u(1− u2)2 , falls |u| < 1






|ui|<1(xi −mn)2(1− u2i )4
]1/2
|∑|ui|<1(1− u2i )(1− 5u2i )| (26)
als Skalenscha¨tzer. Die Skalenscha¨tzer (25) und (26) sind in der GALA-Software imple-
mentiert worden.
8.6 Robuste Scha¨tzer fu¨r multivariate Lage und Streuung
8.6.1 Einleitung und Motivation
Bisher lagen n Beobachtungen aus einer Beobachtungsreihe vor, fu¨r die in der Regel ein
Lageparameter und ein Parameter fu¨r die Streuung zu scha¨tzen waren. Im vorliegenden
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Abschnitt seien nun mehrere Beobachtungsreihen gegeben, d.h. es seien x(1), . . . , x(n) p-
variate Beobachtungsdaten. Die robuste Scha¨tzung eines Lageparameters fu¨r diesen mul-
tivariaten Fall fu¨hrt daher zur Bestimmung eines robusten Lagevektors. Ein multivariater
Lagevektor kann auf zwei unterschiedliche Arten gescha¨tzt werden. Zum einen kann man
komponentenweise fu¨r jede Beobachtungsreihe einen einzelnen robusten Lagescha¨tzer be-
stimmen. Dazu eignen sich die in Abschnitt 8.4 und Abschnitt 8.5 vorgestellten L- bzw.
M-Scha¨tzer. Eine weitere Mo¨glichkeit besteht in der multivariaten, simultanen Scha¨tzung
des Lagevektors, bei der alle Beobachtungen gemeinsam eingehen. Dieses Vorgehen stellt
eine Erweiterung der M-Scha¨tzer fu¨r den multivariaten Fall dar. Im Abschnitt 8.6.3 werden
dazu M-Scha¨tzer fu¨r multivariate Lage und Streuung betrachtet. Die Scha¨tzung der Streu-
ung la¨uft auf die Berechnung von Kovarianz- bzw. Korrelationsmatrizen hinaus. Auf der
Grundlage der Matrizen, die sich aus diesen Kovarianzen bzw. Korrelationen aufbauen,
wird zum Beispiel die Hauptkomponentenanalyse (s. Abschnitt 6) oder die Faktoranalyse
durchgefu¨hrt. Daru¨ber hinaus dienen Kovarianz- und Korrelationsmatrizen dem Test auf
Unabha¨ngigkeit. Die entsprechenden empirischen Matrizen sind jedoch sehr ausreißer-
empfindlich, so dass robusten Methoden eine große Bedeutung zukommt.
Fu¨r zwei gegebene Zufallsgro¨ßen X und Y sind die Kovarianz Kov(X, Y ) und die Korre-
lation Korr(X, Y ) = ρ(X, Y ) gema¨ß (1) und (2) gegeben. Seien nun X1, . . . , Xn Zufalls-
variablen. Dann ist die zugeho¨rige Kovarianzmatrix definiert als
Σ =
⎛⎜⎜⎜⎜⎜⎝
VarX1 Kov(X1, X2) . . . Kov(X1, Xn)













Kov(Xn, X1) . . . Kov(Xn, Xn−1) VarXn
⎞⎟⎟⎟⎟⎟⎠ ,
und als Korrelationsmatrix wird
R =
⎛⎜⎜⎜⎜⎜⎝
1 Korr(X1, X2) . . . Korr(X1, Xn)













Korr(X1, Xn) . . . Korr(Xn−1, Xn) 1
⎞⎟⎟⎟⎟⎟⎠
bezeichnet.
Bei der Berechnung robuster Kovarianz- bzw. Korrelationsmatrizen unterscheidet man
zwei Vorgehensweisen. Zum einen kann man jeden Eintrag in der Kovarianz- bzw. Korre-
lationsmatrix separat robust scha¨tzen. Dieses Vorgehen fu¨hrt zu univariaten Analysen fu¨r
die Varianzen und bivariaten Analysen fu¨r die Kovarianzen bzw. Korrelationen. Dieses
Verfahren hat aber den Nachteil, dass die sich ergebenden Matrizen im Allgemeinen nicht
positiv semidefinit sind. Die zweite Vorgehensweise besteht in der simultanen Scha¨tzung
aller Elemente der Kovarianzmatrix und fu¨hrt zu einer multivariaten Analyse. Die sich aus
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dieser Methode ergebenden Matrizen sind positiv semidefinit. Die Methode der separaten
Scha¨tzung bietet jedoch Vorteile, wenn ein gro¨ßerer Anteil der Beobachtungen fehlt.
8.6.2 Separate robuste Scha¨tzer fu¨r die Elemente der Kovarianz- bzw. Korrelati-
onsmatrix
Ein einfacher Ansatz zur Scha¨tzung der Kovarianz zwischen zwei Zufallsvariablen X und
Y beruht auf der Gleichung
Kov(X, Y ) =
1
4
[Var(X + Y )−Var(X − Y )] .
Die Scha¨tzung der Kovarianz kann somit zuru¨ckgefu¨hrt werden auf die Scha¨tzung von
Varianzen. Auf der Grundlage der robusten univariaten Streuungsscha¨tzer aus den Ab-
schnitten 8.4.2 und 8.5.5 ist es also mo¨glich, robuste Scha¨tzer fu¨r Kovarianz- und Korrela-
tionsmatrix anzugeben.




[σˆ∗21 − σˆ∗22 ] ,
wobei σˆ∗1 und σˆ∗2 robuste Skalenscha¨tzer fu¨r X + Y und X − Y sind. Damit erha¨lt man





wobei s∗xx und s∗yy robuste Scha¨tzungen der Varianzen von X und Y sind.







(xi − x¯n)(yi − y¯n)√
n∑
i=1






so liegt der Wert aufgrund der Gu¨ltigkeit der Cauchy-Schwarz-Ungleichung immer im
Intervall [−1; 1]. Da aber r∗xy nicht auf den normalen Standardabweichungen, sondern auf
robusten Scha¨tzungen fu¨r die Varianzen basiert, muss r∗xy nicht zwangsla¨ufig im Intervall








die standardisierten Formen von X und Y mit robusten Scha¨tzungen der Varianz s∗xx bzw.









wobei σˆ∗23 und σˆ∗24 robuste Scha¨tzungen der Varianzen von Z1 + Z2 bzw. Z1 − Z2 sind,
so ergibt sich, dass r˜∗xy im Intervall [−1; 1] liegt. Die robusten Varianzscha¨tzungen sind im
Allgemeinen nicht konsistent. Eine konsistente Scha¨tzung der Varianz bei Normalvertei-
lung erha¨lt man durch geeignete Normierungskonstanten. Diese mu¨ssen bei der Berech-
nung der Korrelationen jedoch nicht beru¨cksichtigt werden, da sie sich herausku¨rzen. Aus







Dieses Verfahren wurde unter Verwendung verschiedener robuster Varianzscha¨tzer imple-
mentiert.
8.6.3 M-Scha¨tzer fu¨r multivariate Lage- und Skalierungsparameter
Wie im univariaten Fall ergeben sich die M-Scha¨tzer durch Verallgemeinerung der
Maximum-Likelihood-Scha¨tzung. Zuna¨chst wird die Klasse der Normalverteilungen, fu¨r
die die zugeho¨rigen Maximum-Likelihood-Scha¨tzer nicht robust sind, zu einer Verteilungs-
klasse erweitert, die auch Verteilungsfamilien mit sta¨rker besetzten Tails entha¨lt, deren
Maximum-Likelihood-Scha¨tzer robust sind.
Ein p-dimensionaler Zufallsvektor X mit der Verteilungsdichte




(x− t)V −1(x− t)) ,
wobei h eine nichtnegative reellwertige Funktion, t ∈ Rp und V eine positiv definite Matrix



















die Familie der p-dimensionalen t-Verteilung mit ν Freiheitsgraden. Wie im univariaten
Fall sind die Tails der multivariaten t-Verteilung sta¨rker besetzt als die der Normalver-
teilung. Die auf der t-Verteilung basierende Maximum-Likelihood-Scha¨tzung gewichtet
stark abweichende Beobachtungen schwa¨cher als die auf der Normalverteilung basierende
Maximum-Likelihood-Scha¨tzung.
Die Maximum-Likelihood-Scha¨tzung fu¨r eine elliptisch symmetrische Verteilung ergibt










(x(i) − t)V −1(x(i) − t))
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, 1 ≤ i ≤ n .
Logarithmiert man die Likelihood-Funktion und maximiert bzgl. V −1 statt V , so ergibt














(x(i) − t)V −1(x(i) − t)))→ max
t,V −1
.













−2h′ ((x(i) − t)V −1(x(i) − t))
h ((x(i) − t)V −1(x(i) − t)) · (x
























(x(i) − t)V −1(x(i) − t))
h ((x(i) − t)V −1(x(i) − t)) · (x
(i)
k − tk)(x(i)l − tl) ,
wobei vkl das (k, l)-te Element der inversen Matrix V −1 bezeichnet und V kl die Matrix ist,
die aus der Matrix V entsteht, indem das (k, l)-te Element gleich Eins gesetzt wird und
die restlichen Elemente der k-ten Zeile und l-ten Spalte gleich Null gesetzt werden. Damit

















(x(i) − t)V −1(x(i) − t))
h ((x(i) − t)V −1(x(i) − t)) ·(x
(i)−t)(x(i)−t) .
Beide partiellen Ableitungen werden anschließend gleich Null gesetzt, wobei als abku¨rzen-
de Schreibweisen
d2i = (x

















(i) − t)(x(i) − t) − V ) = 0 .
Durch Verallgemeinerung dieses Gleichungssystems ergeben sich die M-Scha¨tzer fu¨r mul-













(i) − t)(x(i) − t) − v(d2i )V
)
= 0 (31)
heißen M-Scha¨tzer fu¨r den multivariaten Lageparameter und die Kovarianzmatrix.
Verfahren Korrelation Ausreißer Tuning-Parameter
einfache Korrelation -0,35 keiner
-0,81 (1; 105)
-0,88 (1; 105), (10; 10)
-0,89 (1; 105), (10; 10), (14; 1)
0,01-getrimmt -0,81 (1; 105), (10; 10)
0,05-getrimmt -0,90 (1; 105), (10; 10), (14; 1)
0,01-winsorisiert -0,75 (1; 105), (10; 10)
0,05-winsorisiert -0,90 (1; 105), (10; 10), (14; 1)
Tukey‘s biweight -0,90 (1; 105), (10; 10), (14; 1) 9
(A-Scha¨tzer) -0,91 (1; 105), (10; 10), (14; 1) 6
Andrew‘s wave -0,90 (1; 105), (10; 10), (14; 1) 6,6
(A-Scha¨tzer)
Huber -0,91 (1; 105), (10; 10), (14; 1) 1,5
(A-Scha¨tzer)
Huber -0.89 (1; 105), (10; 10), (14; 1)
(Simultan)
Tabelle 6: Daten zur Korrelation bei verschiedenen M-Scha¨tzern.
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Hieraus ergeben sich die Maximum-Likelihood-Scha¨tzer der p-dimensionalen t-Verteilung





2) , v(d2i ) = 1 ,
wa¨hrend bei den auf Hubers ψ-Funktionen basierenden Scha¨tzern
w1(d) =
{
1 , falls d ≤ a
a
d




2 und v(d2i ) = c
gelten, wobei c ein Korrekturterm fu¨r die asymptotische Erwartungstreue unter der Nor-
malverteilung ist und gema¨ß [16], S. 225 berechnet werden kann.
Das folgende Beispiel liefert anhand eines Testdatensatzes einen ¨Uberblick u¨ber robuste
und “konventionelle“ Korrelationsberechnungen. Die fu¨r dieses Beispiel genutzten Daten
werden in Tabelle 7 im Anhang angegeben. Aus den zuna¨chst 109 Datenpaaren werden
drei Beobachtungswerte als Ausreißer identifiziert und nacheinander eliminiert (Abbildung
19). Die Angaben zur Korrelation in Tabelle 6 zeigen deutlich, dass bei der herko¨mmlichen
Korrelationsberechnung mit den drei Ausreißern der Wert keine Aussage u¨ber eine Bezie-
hung zula¨sst. Die Werte, die sich bei Benutzung der robusten Verfahren ergeben, a¨hneln
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Ausgehend von den allgemeinen Bemerkungen zur Hauptkomponentenanalyse aus Ab-
schnitt 6 werden in der Arbeit von Jackson [10] drei unterschiedliche Methoden kurz vor-
gestellt, die zur Durchfu¨hrung der robusten Hauptkomponentenanalyse verwendet werden
ko¨nnen.
• Eliminiere zuna¨chst Ausreißer aus den Rohdaten und fu¨hre anschließend eine kon-
ventionelle Hauptkomponentenanalyse auf den verbliebenen Daten durch.
• Benutze eine robuste Scha¨tzung der Kovarianz- bzw. Korrelationsmatrix und fu¨hre
eine konventionelle Hauptkomponentenanalyse durch.
• Verwende robuste Scha¨tzungen der Eigenwerte und Eigenvektoren von Kovarianz-
matrizen.
Ein Verfahren zur Bestimmung robuster Hauptkomponenten auf der Grundlage robuster
Scha¨tzungen der Eigenwerte und Eigenvektoren wird in [2] angegeben und soll im Folgen-
den vorgestellt werden. Die Berechnung erfolgt ebenfalls iterativ nach folgender Iterati-
onsvorschrift:
(1) Berechne Startscha¨tzung V fu¨r die Kovarianzmatrix und berechne den ersten Eigen-
vektor u1.
(2) Initialisiere wm ≡ 1.
(3) Bestimme die Hauptkomponenten-Scores ym = u1 xm.












































Als Startwerte werden der Median und (0, 74 · IQR)2 empfohlen.















(6) Berechne den ersten Eigenwert e1 und den zugeho¨rigen Eigenvektor u1 von V .
(7) Wiederhole die Schritte (3) - (6) so lange, bis Konvergenz vorliegt.
Zur Bestimmung der weiteren Hauptkomponenten ui, 2 ≤ i ≤ p, muss man die Daten
auf den Raum orthogonal zu den bisherigen Eigenvektoren u1, . . . , ui−1 projizieren und
anschließend die Schritte (2) bis (7) wiederholen. Als Erweiterung ergibt sich hierfu¨r:
(8) Bilde xi,m = (I − Ui−1Ui−1)xm, wobei Ui−1 = (u1, . . . , ui−1).
Wa¨hle als Startwert fu¨r den ersten Eigenvektor den zweiten Eigenvektor der letzten
Iteration fu¨r den vorherigen Eigenvektor.
(9) Wiederhole die Schritte (2) bis (7) mit xi,m anstelle von xm und bestimme den ersten
Eigenvektor u, der dann ui ist.
Die Schritte (7) bis (9) werden so lange wiederholt, bis alle p Eigenwerte ei und Eigenvek-
toren ui mit entsprechenden Gewichten bestimmt sind.
Schließlich kann eine robuste Scha¨tzung der Kovarianz- bzw. Korrelationsmatrix durch
UEU alternativ zu V gefunden werden, die positiv semidefinit ist. Dabei ist U die Ma-
trix, die sich spaltenweise aus den Eigenvektoren ui zusammensetzt und E eine Diagonal-
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Variable 1
Abbildung 20: 108 von 109 Beobachtungen zweier Variablen und beide Hauptkomponentenachsen.
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Fu¨r den Datensatz aus Tabelle 7 im Anhang mit 109 Beobachtungen (das Daten-
paar (1, 0; 105, 0) wird in der Grafik nicht beru¨cksichtigt) ergibt sich nach Berechnung der
robusten Hauptkomponentenanalyse die Situation wie in Abbildung 20 dargestellt. Das
Verfahren zur robusten Hauptkomponentenanalyse nach Campbell wurde ebenfalls in der
GALA-Software implementiert und kann als Alternative zur gewo¨hnlichen Hauptkompo-
nentenanalyse mittels eines Optionsschalters beim Programmaufruf gewa¨hlt werden.
Anhang
Daten zur Korrelationsberechnung
Nr. Var 1 Var 2 Nr. Var 1 Var 2 Nr. Var 1 Var 2 Nr. Var 1 Var 2
1 6,0 2,0 29 4,0 7,4 57 10,0 0,8 85 14,0 1,0
2 7,0 3,0 30 9,0 1,0 58 4,0 4,5 86 10,0 2,0
3 6,0 3,0 31 6,0 2,0 59 4,0 4,5 87 10,0 3,0
4 3,0 6,0 32 6,0 2,0 60 9,0 1,7 88 9,0 2,0
5 4,0 4,9 33 6,0 4,0 61 2,0 7,0 89 4,0 5,5
6 6,0 4,0 34 10,0 1,0 62 1,0 7,7 90 8,0 1,8
7 5,0 5,0 35 1,0 105,0 63 3,0 6,0 91 2,0 8,0
8 8,0 1,9 36 7,0 1,7 64 4,0 2,0 92 8,0 1,7
9 8,0 1,9 37 6,0 3,0 65 4,0 5,4 93 7,0 5,0
10 7,0 2,1 38 4,0 5,1 66 7,0 2,8 94 3,0 7,9
11 5,0 4,2 39 7,0 3,0 67 4,0 3,7 95 2,0 9,1
12 4,0 4,0 40 2,0 8,6 68 5,0 3,6 96 2,0 7,1
13 2,0 7,2 41 3,0 6,3 69 6,0 2,0 97 6,0 3,3
14 1,0 8,3 42 3,0 6,4 70 10,0 10,0 98 5,0 4,5
15 1,0 10,0 43 3,0 5,5 71 5,0 4,0 99 2,0 6,7
16 2,0 7,0 44 1,0 7,1 72 7,0 3,0 100 5,0 4,6
17 2,0 6,3 45 9,0 1,7 73 10,0 0,8 101 10,0 0,6
18 3,0 7,0 46 5,0 2,0 74 4,0 4,4 102 9,0 1,9
19 5,0 4,0 47 3,0 6,8 75 9,0 3,0 103 3,0 8,1
20 1,0 9,9 48 9,0 1,0 76 8,0 2,0 104 5,0 3,4
21 8,0 1,0 49 8,0 4,0 77 7,0 2,5 105 1,0 10,2
22 8,0 2,0 50 9,0 1,0 78 3,0 3,8 106 1,0 7,7
23 8,0 1,0 51 6,0 2,6 79 8,0 1,7 107 1,0 5,1
24 4,0 4,0 52 5,0 3,5 80 9,0 1,0 108 1,0 7,5
25 7,0 3,0 53 6,0 2,7 81 6,0 3,0 109 3,0 6,4
26 3,0 6,1 54 7,0 3,6 82 5,0 4,0
27 8,0 2,4 55 5,0 3,9 83 8,0 4,0
28 10,0 0,5 56 7,0 3,9 84 7,0 4,0
Tabelle 7: Datensatz (109 Beobachtungen)
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Support-Vektor-Maschinen sind moderne Verfahren, welche in das Gebiet der Ku¨nstlichen
Intelligenz, der Erforschung und Simulation von natu¨rlichem intelligenten Verhalten, ein-
geordnet werden. Sie realisieren Vorga¨nge des Maschinellen Lernens, einem zur Zeit sehr
bedeutenden Teilgebiet der Ku¨nstlichen Intelligenz. Maschinelles Lernen versucht Syste-
me zu entwickeln, die in der Lage sind, durch Benutzung von Eingabeinformationen neues
Wissen zu konstruieren und vorhandenes Wissen zu verbessern. Dieses Forschungsge-
biet findet immer sta¨rkeren Zuspruch, da dadurch beispielsweise sehr aufwa¨ndige Experi-
mente verku¨rzt werden ko¨nnen. Noch vor wenigen Jahrzehnten wurde diese Vorstellung
kritisch betrachtet, weil nicht abzusehen war, dass sich die Rechenleistung von Compu-
tern so rasant entwickeln wu¨rde. Beispiele fu¨r Realisierungen von Maschinellem Lernen
sind Algorithmen zur Handhabung bina¨rer und multipler Klassifikationsaufgaben sowie
zur Umsetzung von Regressionsverfahren.
Support-Vektor-Maschinen sind gekennzeichnet durch die Kombination von linearen Lern-
algorithmen und hochdimensionalen kerninduzierten Abbildungen. Diese Kombination
fu¨hrt auf ma¨chtige nichtlineare Entscheidungsverfahren. Geeignete Algorithmen zur Im-
plementierung ergeben sich aus der statistischen Lerntheorie und der konvexen Optimie-
rungstheorie. Support-Vektor-Maschinen zeichnen sich dadurch aus, dass sie globale Lo¨sun-
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gen erzeugen, was auf dem Gebiet des Maschinellen Lernens nicht selbstversta¨ndlich ist.
Außerdem ist ihre Generalisierungsfa¨higkeit sehr gut, weil sie eine besonders gu¨nstige
Form der Risikominimierung umsetzen. Ihre Anwendungsmo¨glichkeiten in der Praxis sind
sehr vielfa¨ltig. Dazu za¨hlen beispielsweise Bild- und Schrifterkennung, Umsatzprognosen
fu¨r Unternehmen und automatische Textklassifikationen.
Ein wichtiges Ziel des GALA-Projektes besteht in der Untersuchung und Implementie-
rung von Support-Vektor-Maschinen zur bina¨ren Klassifikation. Die folgenden Abschnit-
te setzen sich nach einer allgemeinen Einfu¨hrung mit dem Aufbau von Support-Vektor-
Maschinen fu¨r bina¨re Klassifikationsaufgaben sowie mit den dafu¨r notwendigen mathe-
matischen Theorien auseinander. Ausgehend von diesen Betrachtungen werden Algorith-
men zur Umsetzung von Support-Vektor-Maschinen vorgestellt. Diese werden innerhalb
des Projektes implementiert, fu¨r die speziellen Fragestellungen optimiert und zur Untersu-
chung aktueller Datensa¨tze verwendet.
2 ¨Uberwachtes Lernen
Die leistungsfa¨higen Computer der heutigen Zeit sollen sehr komplexe Aufgaben lo¨sen.
Dabei sorgen Algorithmen dafu¨r, dass genau festgelegt wird, wie ein bestimmtes Ergebnis
durch die einfließenden Informationen entstehen soll. Doch es gibt immer mehr Aufgaben,
bei denen dieser Zusammenhang zwar besteht, jedoch nicht sofort durch einen Algorith-
mus formuliert werden kann. Er muss zuerst erkannt oder erlernt werden. Mit Aufgaben
dieser Art bescha¨ftigen sich Verfahren des u¨berwachten Lernens, die man in das Gebiet
des Maschinellen Lernens einordnet. Maschinelles Lernen umfasst drei unterschiedliche
Methoden:
(1) ¨Uberwachtes Lernen (supervised learning) gibt eine bestimmte Menge von Beispie-
len vor, die einen funktionalen Zusammenhang widerspiegeln. Auf deren Grundlage
soll eine Eingabe-Ausgabe-Beziehung erlernt werden.
(2) Unu¨berwachtes Lernen (unsupervised learing) versucht, eine bestimmte Struktur in
gegebenen Daten zu erkennen. Im Unterschied zu u¨berwachtem Lernen gibt es keine
vorgegebenen Ausgabewerte, nur der Aufbau der Eingabedaten soll nachvollzogen
werden.
(3) Versta¨rkungslernen (reinforcement learning) findet Anwendung in der Spieltheorie.
Ein Agent soll in Experimenten gute Handlungen erlernen, indem er fu¨r Erfolge
belohnt und fu¨r Misserfolge bestraft wird.
Die in diesem Abschnitt betrachtete Methode soll die des u¨berwachten Lernens sein.
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2.1 Einordnung und Definitionen
Zwischen 1955 und 1957 wurde von Allen Newell und Herbert Alexander Simon der Logic
Theorist entwickelt, ein Programm, das von vielen als erste Form Ku¨nstlicher Intelligenz
u¨berhaupt betrachtet wird [20]. Der Logic Theorist stellte Entscheidungsprobleme in ei-
nem dafu¨r generierten Baum dar und verfolgte dann gema¨ß der erlernten Vorschrift immer
denjenigen Ast, der zur Lo¨sung des Problems fu¨hrte. Im Jahr 1956 entwarf Frank Ro-
senblatt ein Modell, welches ebenfalls einen u¨berwachten Lernprozess durchlaufen konnte
[5]. Sein Perceptron lo¨ste bina¨re Klassifikationsprobleme, indem es Parameter erlernte,
mit denen die Eingabewerte gewichtet wurden, bevor man sie summierte. Dieses Modell
wurde mehr als zwanzig Jahre spa¨ter mit dem Begriff des neuronalen Netzes identifiziert.
Die Theorie der neuronalen Netze begann sich rasant ab 1986 zu entwickeln. Das Jahr der
Entstehung von Support-Vektor-Maschinen wird auf etwa 1992 datiert. Dabei wurden zwei
Ideen aus den sechziger Jahren kombiniert – die implizite Berechnung von Skalarproduk-
ten zwischen transformierten Daten u¨ber Funktionen im Eingaberaum sowie die Theorie
der optimal trennenden Hyperebene [33]. Diese ließen ein Verfahren vo¨llig neuer Form
entstehen.
Lernalgorithmen fu¨r u¨berwachtes Lernen haben die Aufgabe, sogenannte Hypothesenfunk-
tionen zu entwickeln und ko¨nnen auf eine Vielzahl von Problemen angewandt werden. Je
nach Struktur der Ausgabewerte, die eine solche Funktion liefert, kann man die Algorith-
men in drei Gruppen einteilen:
(1) Ausgabewerte aus {−1, 1} → bina¨re Klassifikationsprobleme,
(2) Ausgabewerte aus endlich vielen Zahlen → multiple Klassifikationsprobleme,
(3) Ausgabewerte aus den reellen Zahlen → Regressionsprobleme.
Die Wahl eines bestimmten Modells ist also von den zur Verfu¨gung stehenden Daten
abha¨ngig. Innerhalb des Projektes werden im Allgemeinen bina¨re Klassifikationsprobleme
definiert, untersucht und gelo¨st. Die Erweiterung der Lo¨sungskonzepte bis hin zur Regres-
sion ist mo¨glich und wird in der Literatur ausfu¨hrlich erla¨utert. Zu multiplen Klassifika-
tionsaufgaben siehe zum Beispiel [13], Regression wird unter anderem in [32], Kapitel 9
vorgestellt. Die drei schon erwa¨hnten Modelle - Entscheidungsba¨ume, neuronale Netze
und Support-Vektor-Maschinen - sind fu¨r bina¨re Klassifikationen anwendbar. Sie alle im-
plementieren u¨berwachtes Lernen. Das folgende kleine Beispiel zur Textklassifikation soll
kurz verdeutlichen, warum man Algorithmen braucht, welche diese Form der Ku¨nstlichen
Intelligenz umsetzen.
Jeder fu¨r eine Sammlung wissenschaftlicher Arbeiten eintreffende Text soll auf Eignung
fu¨r die Aufnahme in die Datenbank u¨berpru¨ft werden. Das kann unter Umsta¨nden sehr
zeitaufwa¨ndig sein. Kann man aber einen Algorithmus entwickeln, der anhand bestimm-
ter Wortkombinationen ungeeignete Texte sofort ablehnt oder bei Auftreten bestimmter
Schlu¨sselworte eine weitere Pru¨fung empfiehlt, spart man sich viel Arbeit. Dazu beno¨tigt
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man eine repra¨sentative Sammlung aufgenommener sowie abgelehnter Texte. Diese stellt
man einem Lernalgorithmus zur Verfu¨gung, der dann eine Hypothese entwickelt, mit der
alle Texte, die in Zukunft eintreffen, bewertet werden.
Mit X ⊆ Rn (n ∈ N) wird im Folgenden immer der Raum der Eingabevektoren bezeich-
net. Wir suchen ein Verfahren, welches Vektoren aus X genau einer der beiden Klassen 1
und −1 zuordnet. Wir sprechen dabei auch von positiver und negativer Klasse. Das tra¨gt
der Tatsache Rechnung, dass man oft gewisse gute und schlechte Daten identifizieren und




schlecht“ gemeint ist, ha¨ngt immer vom vorgege-
benen Problem ab. Ein fu¨r die Medizin typisches Klassifikationsproblem bescha¨ftigt sich
beispielsweise mit der Frage, ob bestimmte Medikamente oder Substanzen einer erkrank-
ten Person helfen ko¨nnen oder nicht.
Fu¨r einen Eingabevektor x aus X sei y ∈ {−1, 1} der vorgegebene Ausgabewert. Dann
heißt (x, y) Eingabe-Ausgabe-Paar fu¨r bina¨re Klassifikationsaufgaben. Solche Eingabe-
Ausgabe-Paare bilden die praktische Grundlage eines lernenden Systems und beeinflussen
neben dem gewa¨hlten Modell die Gu¨te einer erlernten Funktionalita¨t. Sie sollten mo¨glichst
zahlreich vorhanden, repra¨sentativ und fehlerfrei sein.
Sei l ∈ N. Ein l-Tupel von Eingabe-Ausgabe-Paaren {(x1, y1), ..., (xl, yl)} wird im Fol-
genden als Datensatz Sl bezeichnet. Wird Sl zum Erlernen einer Funktion benutzt, spricht
man vom sogenannten Trainingsdatensatz; die l Datenpaare bezeichnet man dann auch als
Trainings- oder Lernpaare. Wird Sl jedoch dazu benutzt, fu¨r eine feste Funktion zu zeigen,
dass diese sinnvolle Ergebnisse produziert, spricht man vom Testdatensatz. Ein Datensatz
wird nur mit S bezeichnet, falls dessen Gro¨ße variiert.
¨Uberwachte Lernvorga¨nge setzen die Existenz von Trainings- und Testdaten voraus, die
voneinander verschieden sein sollten. Der Grund dafu¨r ist, dass jeder Test von Lernalgo-
rithmen unabha¨ngig vom Lernvorgang sein muss. In der Praxis wird der Trainingsdatensatz
zusa¨tzlich gesplittet, damit Teile der Trainingsdaten der Anpassung wichtiger Modellpara-
meter dienen ko¨nnen. Die Details dazu werden spa¨ter beschrieben. Die Menge der Funk-
tionen, welche einem Lernalgorithmus als Kandidaten zur Auswahl stehen, wird Raum der
ZielfunktionenH genannt.
Die Wahl eines geeigneten Raumes H fu¨r Lernalgorithmen ist nicht trivial. Er darf nicht
zu klein sein, denn sonst gibt es keine Funktion in H, die in der Lage ist, komplizierte
Zusammenha¨nge darzustellen. Wenn er aber zu reichhaltig ist, dauert die Suche zu lange
oder es entsteht ¨Uberanpassung. Als u¨berangepasstes Modell bezeichnen wir eine Trenn-
funktion, die auf den Trainingsdaten eine hervorragende Performance zeigt, jedoch auf
neuen Testdaten versagt. ¨Uberanpassung ist ein großes Problem innerhalb des u¨berwach-
ten Lernens. Besteht H aus affin-linearen Funktionen, wie beispielsweise bei der linearen
Regression, ist es unmo¨glich, nichtlineare Abha¨ngigkeiten zwischen Eingaben und Ausga-
ben darzustellen. Oft hat man es mit Daten zu tun, die experimentell ermittelt wurden. Sie
ko¨nnen fehlerhaft und unvollsta¨ndig sein. Es kann auch vorkommen, dass der funktiona-
le Zusammenhang nicht eindeutig ist oder nicht existiert, beispielsweise wenn Variablen
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untersucht worden sind, die mit der Klasseneinteilung nichts zu tun haben. Dann wird
es umso schwerer, gute Modelle zu produzieren. Es gibt aber Ansa¨tze, die genau solche
Probleme auffangen und unter abgeschwa¨chten Bedingungen lernen. Derartige Methoden
werden wir im Zusammenhang mit Support-Vektor-Maschinen im Abschnitt 3 vorstellen.
In den na¨chsten vier Abschnitten werden Modelle fu¨r die Implementierung u¨berwachter
Lernvorga¨nge vorgestellt. Mit diesen wurden in den letzten Jahren und Jahrzehnten dau-
erhaft gute Ergebnisse fu¨r bina¨re Klassifikationsaufgaben erzielt und sie sind in der Praxis
weit verbreitet. Fu¨r Klassifikationsaufgaben innerhalb des Projektes ist unter anderem das
ma¨chtige Verfahren der Support-Vektor-Maschinen gewa¨hlt worden. Die Gru¨nde dafu¨r
werden im Anschluss motiviert, eine detaillierte Beschreibung folgt im Abschnitt 3.
2.2 Lineare Klassifikationsalgorithmen
Lineare Verfahren fu¨r bina¨re Klassifikationsaufgaben definieren einen sehr einfachen Raum
der ZielfunktionenH. Dieser entha¨lt nur Funktionen der Form
flin(x) = 〈w,x〉2 + b =
n∑
k=1
wkxk + b (x ∈ X) , (1)
wobei w ∈ Rn und b ∈ R zuna¨chst unbekannt sind und vom Lernalgorithmus mit Hilfe der
Lernpaare bestimmt werden sollen. Einem beliebigen Eingabevektor x aus dem Raum X
kann dann mittels (1) ein Funktionswert zugeordnet werden. Die Zielfunktion f lin ist reell,
also flin : X → R. Wie entsteht daraus eine bina¨re Klassifikation? Ein oft angewendetes
Verfahren wird jetzt definiert, zuna¨chst folgt noch ein technisches Detail.
In diesem Bericht wird ausschließlich die abgewandelte Signumfunktion
sgn(t) :=
{
1 falls t ≥ 0
−1 sonst (t ∈ R)
verwendet.
Im Folgenden wird unter einer linearen Entscheidungsvorschrift hlin(·) die Hintereinander-
ausfu¨hrung einer linearen Zielfunktion flin und der Signumfunktion verstanden, formal:
hlin(·) := sgn(flin(·)) .
Eine lineare Entscheidungsvorschrift ordnet x = (x1, ..., xn) ∈ X der Klasse 1 zu, falls
flin(x) ≥ 0 gilt, anderenfalls wird angenommen, x geho¨rte in die Klasse −1. Die Hy-
perebene flin ≡ 0 teilt den Raum X in zwei Teile. Man hofft, dass dadurch auch die
zwei Klassen gut getrennt sind. ¨Uberpru¨fen kann man das allerdings nur fu¨r vorhandene
Eingabe-Ausgabe-Paare.
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Die Datenpaare eines Trainingsdatensatzes heißen linear separabel (linear trennbar), falls
eine lineare Entscheidungsvorschrift existiert, welche alle diese Paare der richtigen Klasse
zuordnet, also falls hlin(xi) = yi fu¨r alle i = 1, ..., l gilt. Man sagt auch, es existiert eine
trennende Hyperebene fu¨r diese Datenpunkte.
Sei (xi, yi) ein Trainingspaar. Als funktionalen Abstand dieses Paares bezu¨glich einer
trennenden Hyperebene flin ≡ 0 mit Parametern w und b bezeichnet man den Wert
γi := yi(〈w,xi〉2 + b) = yi · flin(xi) . (2)
Fu¨r alle Lernpaare eines Trainingsdatensatzes gilt γi ∈ R (i = 1, ..., l). Falls γi > 0, so gilt
sgn(flin(x
i)) = yi und die Funktion flin hat die Eingabe xi richtig klassifiziert. Im Falle
γi = 0 ist yi zu pru¨fen.
Abbildung 1 zeigt einen Punkt, der durch eine erlernte Funktion f nicht korrekt klassifiziert






Abbildung 1: Lage eines Punktes mit negativem funktionalen Abstand γ.








kann man auch hier fu¨r alle Lernbeispiele die funktionalen Absta¨nde berechnen. In diesem
Fall werden sie als geometrische Absta¨nde γgi (i = 1, ..., l) bezeichnet.
Als (funktionale) Marge oder auch Trenngu¨te γ einer Hyperebene bezu¨glich eines Trai-
ningsdatensatzes Sl bezeichnet man das Minimum aller funktionalen Absta¨nde γi, 1 ≤
i ≤ l. Analog dazu ist die geometrische Marge oder auch geometrische Trenngu¨te γg
einer Hyperebene bezu¨glich Sl definiert als das Minimum aller geometrischen Absta¨nde
γgi , 1 ≤ i ≤ l.
Wie man sieht, ist die Marge als Begriff nur dann sinnvoll, wenn alle Punkte richtig klassifi-
ziert wurden. Dann ist sie positiv, und alle geometrischen Absta¨nde ko¨nnen als Euklidische
Distanzen zwischen Punkten und Hyperebene interpretiert werden.
Es ist mo¨glich, dass man es mit Trainingsdaten zu tun hat, die nicht linear separabel sind.
Man sucht dann intuitiv die bestmo¨gliche Lo¨sung, bei der so wenige Trainingspunkte wie
mo¨glich falsch zugeordnet werden. Auskunft u¨ber die Gu¨te der Zuordnungen geben soge-
nannte Schlupfvariablen (slack variables). Man gibt sich eine gewu¨nschte Marge γ > 0
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vor und berechnet, wie stark diese von den funktionalen Absta¨nden der Trainingspunkte
verfehlt wird.
Sei i ∈ {1, ..., l}. Die Variable ξi, die definiert ist als
ξi := max {0, γ − yi(〈w,xi〉2 + b)}
mit vorgegebenem γ > 0, nennt man Schlupfvariable des Lernpaares (xi, yi).
Falls ξi = 0 gilt, liegt der i-te Punkt des Trainingsdatensatzes weit genug von der Hyper-
ebene entfernt, andernfalls erfu¨llt er die Bedingung nicht. Falls dann zusa¨tzlich ξi > γ gilt,
ist der i-te Eingabevektor falsch klassifiziert worden. Im Bereich ξi ∈ (0, γ) liegen Punkte,
die zwar richtig zugeordnet wurden, sich aber zu nah an der Hyperebene befinden.
Man beachte, dass wa¨hrend der Trainingsphase meist nur wenige Vertreter einer Gesamt-
heit von mo¨glichen Punkten zur Verfu¨gung stehen. Die trennende Hyperebene, die auch zur
Theorie der Support-Vektor-Maschinen genutzt wird, stellt nur eine Annahme der Klassen-
aufteilung dar. Falsche Klassifikationen innerhalb eines Testdatensatzes durch ein lineares
Modell ko¨nnen verschiedene Ursachen haben:
• Die Funktionalita¨t ist nichtlinear, das Modell ist ungeeignet.
• Es gibt zu wenig Trainingsdaten, um die Klassen gut zu trennen.
• Die Klassen lassen sich auch mit vielen Daten nicht gut voneinander trennen, bei-
spielsweise wenn die Daten stark verrauscht sind.
• Die eingefu¨hrten Variablen sind nicht fu¨r die beobachtete Klasseneinteilung der Trai-
ningsdaten verantwortlich.
• Die Zuordnung der Trainingsdaten zu Klassen entspricht nicht der Realita¨t. Beispiel:
Wird an Testpersonen untersucht, ob ein bestimmter Wirkstoff Schmerzen lindert,
ko¨nnen diese bei der Beurteilung dem Placebo- oder dem Nocebo-Effekt unterliegen
und das Ergebnis stark verfa¨lschen. Der Nocebo-Effekt ist das Gegenstu¨ck zum be-
kannten Placebo-Effekt. Es kommt oft vor, dass in Erwartung eines wirkungslosen
oder scha¨digenden Medikaments auch nachweisbar wirksame, vertra¨gliche Medika-
mente ihre Wirkung ganz oder teilweise einbu¨ßen und andere Beschwerden auslo¨sen.
Support-Vektor-Maschinen sowie die ersten einfachen Modelle neuronaler Netze basieren
auf linearen Klassifikationsalgorithmen. Informationen zu den Erweiterungen, die dann zu
diesen Verfahren fu¨hrten, folgen spa¨ter.
2.3 Entscheidungsba¨ume
Lernalgorithmen auf Basis von Entscheidungsba¨umen sind einfach, erfolgreich und leicht
zu implementieren. Sie waren die ersten Verfahren fu¨r die Umsetzung von Klassifikations-
aufgaben mittels Computern. Abbildung 2 zeigt einen einfachen Entscheidungsbaum und
soll den prinzipiellen Aufbau verdeutlichen.
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y = max {−3,min {3, x}} (x ∈ R)
berechnet werden. Alle Knoten in einem Baum, hier sind es zwei, entsprechen einem Test.
Je nach Ergebnis des Tests muss einer der mo¨glichen Wege eingeschlagen werden. In
diesem Beispiel gibt es immer nur zwei Wege, es ko¨nnen aber auch mehr sein. Jedes Blatt
des Baumes stellt eine Entscheidung des Problems dar, das heißt, sobald ein Blatt erreicht
wird, ist das Ausgangsproblem gelo¨st.
Hat ein Entscheidungsbaum seine endgu¨ltige Form schon angenommen, ist es nicht schwer,
neue Daten zu klassifizieren. Man startet in der Wurzel und sucht den passenden Pfad. Da-
bei kann man immer einen solchen finden, da bei jedem Test alle mo¨glichen Ergebnisse
abgedeckt sein mu¨ssen. Handelt es sich zum Beispiel um den Test, welche Werte eine Va-
riable annimmt, darf man nicht auf Alternativen kleiner eins oder gro¨ßer eins testen, wenn
es vorkommen kann, dass diese auch gelegentlich genau eins ist. Das muss bei Generie-
rung jedes Baumes beachtet werden. Aber auch als Anwender eines festen Baumes kann
man beispielsweise keine reellen Zahlen verwenden, wenn einer der Tests nur ganzzahlige
Werte verarbeiten kann.
Bisher wurde nur von Ba¨umen mit fester Struktur gesprochen, die fu¨r ein bestimmtes Pro-
blem angepasst wurden. Aber wie generiert man einen solchen Baum? Wie schon be-
schrieben, stehen dafu¨r die Eingabe-Ausgabe-Paare zur Verfu¨gung. Aufgrund der Verzwei-
gungen eines Baumes kann die Anzahl der Variablen in den Daten jedoch nichts daru¨ber
aussagen, wieviele Tests in einem Baum auftreten. Man weiß nur, dass an jedem Blatt
einer der mo¨glichen Ausgabewerte stehen muss, hier sind es zwei mo¨gliche. Zuna¨chst
versucht man, einen Baum zu finden, sodass dieser fu¨r alle Paare des Trainingsdatensat-
zes bei erneuter Klassifikation die vorgegebenen Ausgabewerte liefert. Diese Aufgabe ist
trivial. Man konstruiert einen Baum, der fu¨r jedes Paar einen Pfad zu einem Blatt mit
dem gewu¨nschten Ausgabewert besitzt. Dieser Entscheidungsbaum kann sehr aufgebla¨ht
sein. Außerdem ist intuitiv klar, dass er zu schlechten Ergebnissen fu¨hren kann. Dazu sei
auf sogenannte u¨bertrainierte Algorithmen verwiesen. Wie hier, ko¨nnen sich solche im
Extremfall nur die Trainingsdaten
”
merken“. Von Ku¨nstlicher Intelligenz kann dann nicht
mehr gesprochen werden. Daher sollte man zusa¨tzlich versuchen, einen Baum aufzubauen,
der eine Vielzahl von mo¨glichen Fa¨llen pra¨gnant beschreiben kann, also bestimmte Varia-
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blen auswa¨hlt, fu¨r die die oben erwa¨hnten Tests durchgefu¨hrt werden sollen. Dabei muss
man unter Umsta¨nden Fehler beim Training in Kauf nehmen.
Der auf Seite 105 angegebene Algorithmus verdeutlicht, wie man einen ersten sinnvollen
Entscheidungsbaum generiert.
1. S seien die aktuell betrachteten Lernpaare,
Vaktuell die aktuelle Menge der Variablen und
daktuell der zu verwendende Vorgabewert.
2. S entha¨lt keine Daten → Gib daktuell zuru¨ck, STOP.
Alle yi fu¨r Paare in S haben den gleichen Wert y → Gib y zuru¨ck, STOP.
Vaktuell = ∅ → Gib den Ausgabewert zuru¨ck, der in S am
ha¨ufigsten auftritt (Mehrheitsprinzip), STOP.
3. Bestimme varaktuell, die wichtigste Variable aus Vaktuell.
Benutze dafu¨r S.
Lege eine neue Wurzel mit Test auf varaktuell an.
4. Bestimme alle κ unterschiedlichen Werte vk von varaktuell in S.
5. Fu¨hre 6. fu¨r alle k = 1, ..., κ parallel und unabha¨ngig aus.
6. Sk bestehe nur aus den Lernpaaren (xi, yi) von S mit varaktuell(xi) = vk,
Vaktuell = Vaktuell{varaktuell}.
Ha¨nge einen Zweig mit Ausgabewert vk an den Baum.
Bestimme den aktuellen Teilbaum k an Wurzel varaktuell durch Start
bei 1. mit Sk, Vaktuell und dem Vorgabewert d∗aktuell als der
Ausgabe, die in Sk die Mehrheit hat.
Tabelle 1: Basisalgorithmus zur Generierung eines Entscheidungsbaumes.
Der Algorithmus startet mit dem l-Tupel
Sl =
{
(x1, y1), ..., (x
l, yl)
}
von Lernpaaren, der Menge V := {vari, i = 1, ..., n} aller Variablen sowie einem Vor-
gabewert d aus {−1, 1} fu¨r die Entscheidung. Man beginne in Schritt 1. und arbeite al-
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le weiteren Schritte ab. Die im dritten Schritt angegebene Bestimmung der sogenannten
wichtigsten Variablen wurde noch nicht erkla¨rt, es sollte immer die
”
beste“ der noch freien
Variablen sein. Die Auswahl wichtiger Variablen als Wurzeln aller Teilba¨ume sowie die
Suche einer geeigneten Variablen als Wurzel des gesamten Baumes werden vorgenommen,
um die Tiefe des Baumes zu minimieren. Man versucht Variablen zu bestimmen, welche
die Klassentrennung besonders gut erkla¨ren. Eine perfekte Variable wu¨rde also alle Trai-
ningsdaten schon richtig trennen. Eine sehr schlechte Variable dagegen tra¨gt zu keiner
Verkleinerung des Problems bei. Aber wie kann man diese Wichtigkeit messen und ord-
nen? Dazu sollte man sich ein sinnvolles Maß definieren. Die beste Variable sollte dieses
Maß maximieren, die schlechteste minimieren. Ein denkbares Maß kann zum Beispiel der
erwartete Informationsgewinn sein, den man von einer Variablen und ihren Realisierungen
erwarten kann. Als Vorschlag fu¨r die Suche nach guten Variablen wird im Folgenden [31]
zitiert. Alle bisher benutzten Symbole gelten auch weiterhin.














Die Funktionen I und R seien definiert als
I(a, b) := −a log2(a)− b log2(b)





















Dabei haben die Symbole folgende Bedeutungen:
• S+ (S−) ist die Anzahl der Paare in S mit y = 1 (y = −1) und
• S+k (S−k ) ist die Anzahl der Paare in Sk mit y = 1 (y = −1) .
Man beachte, dass ein Tupel Sk immer von der gewa¨hlten Variablen und deren Realisierun-
gen auf den an dieser Stelle betrachteten Lernpaaren abha¨ngig ist, siehe dazu die Schritte
4. und 5. im Algorithmus.
Welchen Hintergrund haben I , R und G? Man stelle sich einen Punkt vor, den man klas-
sifizieren will. Welche Informationen beno¨tigt man fu¨r eine korrekte Antwort? Vor den
Tests kann man nur Scha¨tzer fu¨r die Wahrscheinlichkeiten, in eine bestimmte Klasse zu
fallen, angeben. Diese bauen auf den Trainingsdaten auf und sind einfach die relativen
Ha¨ufigkeiten positiver und negativer Punkte, denn weitere Informationen sind zu diesem
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Zeitpunkt nicht verfu¨gbar. Betrachtet man dann eine Variable varaktuell, kann diese nur
einen Teil der beno¨tigten Informationen liefern, denn es wird angenommen, dass perfekte
Variablen nicht vorkommen. Die genaue Ho¨he der durch varaktuell zur Verfu¨gung gestellten
Informationen bestimmt man als Differenz der Informationen, welche vor und nach dem
Test fu¨r eine korrekte Klassifikation beno¨tigt werden und nennt diese G wie Gewinn. Dazu
berechnet die Funktion R, wieviel Information im Durchschnitt nach einem Test auf eine
bestimmte Variable fu¨r eine korrekte Klassifikation vorhanden sein muss. R steht fu¨r Rest
und stellt die Summe der Informationen eines jeden Zweiges gewichtet mit dem Anteil
der Lernpaare, die vom Testknoten aus diesen Zweig besuchen, dar. Eine besonders gute
Variable zeichnet sich durch einen hohen Gewinn aus.
Ist ein Entscheidungsbaum generiert, kann man diesen Baum auch noch sinnvoll verklei-
nern. Um wie schon erwa¨hnt nicht alle Variablen in die Entscheidung einzubauen, entfernt
man diejenigen, die als irrelevant erkannt werden ko¨nnen. So kann man auch vermeiden,
einen zu stark an die Trainingsdaten angepassten Baum zu erhalten. Dieses sogenannte
Beschneiden (pruning) ist beispielsweise in der Software C4.5 umgesetzt. Zu den Details
lese man in [31] oder in [30] nach. Dabei werden nur Teilba¨ume abgeschnitten, die Grund-
struktur des Baumes wird nicht vera¨ndert.
Wie man im vierten Schritt des Basisalgorithmus erkennen kann, wird zuna¨chst davon
ausgegangen, dass die Realisierungen aller Variablen nur eine bestimmte u¨berschaubare
Anzahl von Werten annehmen. In der Realita¨t gibt es aber viele Experimente, in denen
Variablen fu¨r jede Messung eine andere reelle Zahl annehmen. Um derartige Daten mit
Entscheidungsba¨umen bearbeiten zu ko¨nnen, muss der Basisalgorithmus gea¨ndert werden.
Realisierungen stetiger Variablen kann man beispielsweise in sinnvolle Gruppen zusam-
menfassen [31] und somit diskretisieren.
2.4 Neuronale Netze
Neuronen sind Zellen, die elektrische Signale im menschlichen Gehirn verarbeiten. Die-
se Strukturen der Biologie wurden in die Informatik u¨bernommen. Die Neuroinformatik
rechtfertigt dieses Vorgehen damit, dass das Gehirn des Menschen das einzige existie-
rende lernende intelligente System ist und deshalb intelligente Systeme des maschinellen
Lernens nur analog zum Gehirn funktionieren ko¨nnen. Neuronen, mit denen man es bei
Lernalgorithmen zu tun hat, sind informationsverarbeitende Einheiten.
Nach der allgemeinsten Definition sind neuronale Netze gerichtete Graphen von Neuro-
nen. Die Kanten solcher Graphen stellen gewichtete Verbindungen zwischen Ausgaben
eines Neurons und Eingaben eines anderen dar. Lernalgorithmen auf dieser Grundlage
versuchen, diese Gewichte sinnvoll anzupassen. Neuronen eines Netzes sind immer in
mindestens zwei Schichten angeordnet. Man unterscheidet Eingabeneuronen zur Signal-
aufnahme, Ausgabeneuronen zur Signalabgabe und Zwischenneuronen zur Signalu¨bertra-
gung. Letztere liegen in sogenannten verborgenen Schichten und sind nicht an den Ein-
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und Ausgaben des Modells beteiligt. Je nach Richtung der Signalu¨bertragungen werden
zwei Gruppen von Netzen unterschieden:
• Ru¨ckgekoppelte neuronale Netze (feedback neural networks) und
• Vorwa¨rtsgerichtete neuronale Netze (feedforward neural networks).
Die meisten Vertreter der zweiten Gruppe sind sogenannte mehrschichtige Netze (multi
layer networks), bei denen es keine Verbindungen innerhalb der Schichten gibt. Neuro-
nale Netze fu¨r bina¨re Klassifikation ko¨nnen mehrschichtig sein, mu¨ssen aber genau zwei
Ausgabewerte zur Verfu¨gung stellen. Die Begriffe neuronales Netz und Perceptron wer-
den teilweise im gleichen Kontext verwendet, siehe dazu die Ausfu¨hrungen in [10]. Im
Allgemeinen gelten Perceptrons jedoch als diejenigen Netze, die keine Zwischenschichten
besitzen. So wird es in [31] erkla¨rt und auch hier verwendet.
Was geschieht mit den Eingabewerten in den Zwischenschichten? In jedem Neuron wer-
den die eintreffenden gewichteten Eingabedaten summiert. Danach wird diese Summe zur
Auswertung einer nichtlinearen Komponente, der sogenannten Aktivierungsfunktion a, be-
nutzt. Der so berechnete Wert verla¨sst das Neuron als Ausgabe. Ein Netz mit fester Struk-
tur kann im Gegensatz zu einem Baum durch Variierung der Funktion a unterschiedliche
Ergebnisse liefern, innerhalb eines Netzes ist diese dann aber fu¨r alle Neuronen bindend.
Oft verwendete Aktivierungsfunktionen sind
a(t) =
{
1 falls t ≥ c (c konstant)
−1 sonst und a(t) =
1
1− e−t .




Abbildung 3: Graphische Darstellung eines Perceptrons.
Die vier Knoten im unteren Teil der Abbildung bedeuten, dass immer genau vier Variablen
in den Algorithmus eingehen sollen. Im oberen Teil wird die berechnete Klasse ausge-
geben. Jedes Element einer Eingabe x ∈ X soll in genau ein Eingabeneuron eingehen.
Im einfachen Fall des Perceptrons wird der Trainingsdatensatz dazu verwendet, Gewichte
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wj ∈ R (j = 1, ..., n) und eine Konstante b ∈ R zu bestimmen, die zu einer Hypothesen-
funktion
h(x) = sgn(〈w,x〉2 + b)
fu¨hren.
Anfang der sechziger Jahre des letzten Jahrhunderts wurde untersucht, wie man alle
wj (1 ≤ j ≤ n)
simultan bestimmen ko¨nnte. Frank Rosenblatt schlug den in Tabelle 2 angegebenen Algo-
rithmus vor. Gegeben sei dafu¨r Sl sowie ein η ∈ R+. η ist ein Modellparameter und wird
Lernrate genannt. Das Verfahren bestimmt iterativ den Vektor w sowie die Konstante b.
1. w0 = 0, b0 = 0, k = 0, R = max
1≤i≤l
‖xi‖
2. i = 1, err = 0
3. Falls yi · (〈wk,xi〉2 + bk) ≤ 0, dann gehe zu 4.,
sonst gehe zu 6.
4. wk+1 = wk + ηyixi, bk+1 = bk + ηyiR2
5. err = 1, k = k + 1
6. i = i + 1, falls i ≤ l gehe zu 3., sonst gehe zu 7.
7. Falls err = 1 gehe zu 2., sonst STOP.
Tabelle 2: Lernen im Perceptron.
Die Struktur des so generierten Perceptrons reicht nicht aus, um komplizierte Zusam-
menha¨nge zu erlernen, zum Beispiel um Punkte zu trennen, die nicht linear trennbar sind.
Deshalb wendet man sich den schon erwa¨hnten mehrstufigen Netzen zu. In Abbildung 4
ist ein zweischichtiges neuronales Netz (two layer feedforward network) dargestellt.
Eingabeneuronen werden bei Angabe der Schichten im Allgemeinen nicht geza¨hlt, denn sie
verarbeiten keine Daten. Sowohl die Struktur als auch die Aktivierungsfunktion sollten zu
Beginn des Trainings fest gewa¨hlt sein. Damit besteht die Aufgabe eines Lernalgorithmus
auf Grundlage eines neuronalen Netzes nur in der Anpassung der Gewichte. Aber wer
bestimmt diese Struktur? Die Bestimmung der Zahl der Neuronen und deren Anordnung
in Schichten ist nicht einfach. Dazu gibt es zwei praktische Ansa¨tze:
• Man startet mit einem sehr aufgebla¨hten Netz und verkleinert es iterativ.
• Man startet mit einem sehr einfachen Netz und vergro¨ßert es iterativ.
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Abbildung 4: Zweischichtiges neuronales Netz.
Beim zweiten Ansatz kann man im Extremfall mit nur einem Neuron starten und von dort
aus ein Netz aufbauen. Diese Vorgehensweise a¨hnelt dem vorgestellten Algorithmus zur
Generierung eines Entscheidungsbaumes. Nach der Festlegung der Struktur agiert der ei-
gentliche Lernalgorithmus. Der bekannteste Algorithmus zum Trainieren mehrschichtiger
Netze wird zum Abschluss kurz vorgestellt.
Die Methode des back propagation (Ru¨ckwa¨rts-Weitergabe) [31] wurde schon im Jahre
1969 entwickelt. Aufgrund zu schwacher Rechenleistung der damaligen Computer wurde
sie jedoch abgelehnt und nicht genutzt. Ab dem Jahr 1986 erhielt der Algorithmus versta¨rkt
Zuspruch. Zu dieser Zeit waren die Rechenkapazita¨ten soweit gestiegen, dass diese rechen-
intensive Methode gute Ergebnisse liefern konnte. Der Lernalgorithmus sucht das globale
Minimum einer Fehlerfunktion auf den Trainingsdaten mittels Gradientenverfahren [9].
Begonnen wird dabei mit Startgewichten. Auch bei dieser Methode wird der Modellpa-
rameter η ∈ R+ fu¨r die Aktualisierungen beno¨tigt und muss je nach Problem vorgegeben
werden. Es wird sich zeigen, dass dieser Nachteil der Parameterwahl fu¨r neuronale Netze
auch bei den Support-Vektor-Maschinen erhalten bleibt. Oft wird die Tatsache bema¨ngelt,
dass Lo¨sungen des Gradientenverfahrens nur lokale Minima liefern und man das Trai-
ning mehrmals mit unterschiedlichen Startparametern durchfu¨hren muss. Dieses Problem
ko¨nnen Support-Vektor-Maschinen gezielt umgehen, mehr dazu folgt in Abschnitt 3.
Im Allgemeinen gelten neuronale Netze als black boxes, das bedeutet, im Gegensatz zu
Entscheidungsba¨umen erha¨lt man keine Informationen daru¨ber, wie die Eingaben auszuse-
hen haben, um einen gewu¨nschten Ausgabewert zu generieren.
2.5 Klassifikation mit Support-Vektor-Maschinen
An dieser Stelle soll kurz der Abschnitt 3 motiviert werden. Support-Vektor-Maschinen
sind Lernalgorithmen fu¨r große Datenmengen, mit denen sich komplizierte Zusammenha¨n-
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ge trainieren lassen. Sie wa¨hlen eine Zielfunktion aus linearen Abbildungen, da diese sehr
gut handhabbar sind. Um Nichtlinearita¨t zu ermo¨glichen, wird die Technik der Kerne
benutzt. Die Wahl einer Zielfunktion erfolgt mit Hilfe der nichtlinearen, konvexen Opti-
mierung. Die Qualita¨t dieser Funktion sichert die sogenannte Generalisierungstheorie. Sie
untersucht, wann eine Funktion in der Lage ist, gute Ergebnisse zu erzielen, wenn keine
Beispiele, sondern nur noch unbekannte Daten in den Algorithmus eingehen. Support-
Vektoren, die dem Verfahren den Namen geben, sind einige wenige der Beispieldaten, die
wa¨hrend des Lernvorgangs ausgesucht werden und deren Eigenschaften bei allen spa¨teren
Klassifikationen neuer Punkte genutzt werden. Die bisher kurz erwa¨hnten Komponenten
werden in diesem Bericht detailliert vorgestellt, um das Verfahren der Support-Vektor-
Maschinen zu verdeutlichen.
Auch wenn man auf den ersten Blick viele Gemeinsamkeiten finden kann, unterschei-
den sich Support-Vektor-Algorithmen in vielen Details von neuronalen Netzen. Der erste
Unterschied betrifft die Struktur. Wie im letzten Abschnitt zu sehen war, ko¨nnen Netze
verschiedene Anzahlen von Schichten aufweisen. Fu¨r alle Verbindungen, die sich dann
aus der Architektur ergeben, mu¨ssen Gewichte erlernt werden. Die Struktur von Support-
Vektor-Verfahren ist fest und nicht durch die Biologie gepra¨gt. Man wird im Abschnitt 3
sehen ko¨nnen, dass Support-Vektor-Maschinen keine Probleme mit lokalen Minima haben.
Das ist ein klarer Vorteil fu¨r den Anwender.
Support-Vektor-Algorithmen zur Klassifikation finden versta¨rkt Zuspruch. Sie ko¨nnen fu¨r
sehr viele Probleme und Forschungsgebiete angewendet werden. Dazu geho¨ren beispiels-
weise:
(1) Klassifikation von Textdokumenten [15],
(2) Bild- und Schrifterkennung [28],
(3) Bioinformatik [22].
Dabei ist jedoch noch unklar, wie die Nutzung von Support-Vektor-Maschinen fu¨r bina¨re
Modelle, wie sie beispielsweise im na¨chsten Abschnitt beschrieben werden, effizient auf
multiple Klassifikationsaufgaben ausgeweitet werden kann. Sowohl die theoretische For-
mulierung dieses Problems als auch die daraus resultierenden Optimierungsprobleme sind
an vielen Stellen besprochen worden, siehe zum Beispiel [13]. Allerdings konnte noch
nicht gekla¨rt werden, welcher Ansatz zur Umsetzung dieses Problems der gu¨nstigste ist.
Aus diesem Grund werden oft die sehr erfolgreichen neuronalen Netze weiterbenutzt, da
man den Nutzen von Support-Vektor-Maschinen fu¨r mehrklassige Fragestellungen nicht
immer abscha¨tzen kann.
3 Support-Vektor-Maschinen
Als Support-Vektor-Maschinen bezeichnet man Algorithmen, welche in kerninduzierten,
hochdimensionalen Merkmalsra¨umen Parameter affin-linearer Funktionen mit Hilfe der
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nichtlinearen Optimierung erlernen. Zuna¨chst werden die no¨tigen Werkzeuge in den bei-
den folgenden Abschnitten bereitgestellt, bevor im Anschluss die zu lo¨senden Aufgaben
diskutiert werden. Die Generalisierungstheorie wird in Abschnitt 3.4 Erkenntnisse u¨ber die
Gu¨te erlernbarer Funktionen liefern. Alle vier Abschnitte sind stark miteinander verknu¨pft
und bilden die Grundlage fu¨r weitere Betrachtungen, insbesondere fu¨r die Beschreibung
der implementierten Algorithmen.
In vielen Arbeiten wird das Lernverfahren der Support-Vektor-Maschinen losgelo¨st von
den Theorien des Merkmalsraumes und der Kerne vorgestellt ([5], Kapitel 6). In die-
sem Bericht werden der Merkmalsraum und die Kerne als Werkzeuge interpretiert und
rechtzeitig in die Lerntheorie eingebettet. Dieses Vorgehen kann zuna¨chst zu Verwirrun-
gen fu¨hren, ermo¨glicht es jedoch zu erkennen, an welchen Stellen Kerne benutzt werden
ko¨nnen. Es sollte noch erwa¨hnt werden, dass die Theorie der Kerne nicht einfach ein Mo-
dell ist, welches die Support-Vektor-Maschinen verfeinert. Sie ist eine ihrer Grundlagen
und unterscheidet sie von linearen Lernverfahren.
3.1 Nichtlineare Optimierung
Wie noch zu sehen sein wird, fu¨hrt das Lernverfahren einer Support-Vektor-Maschine auf
das Problem einer konvexen Optimierungsaufgabe. Deshalb soll schon an dieser Stelle
gekla¨rt werden, wie man solche Aufgaben lo¨sen kann. Dazu wird in diesem Abschnitt
untersucht, wie eine bestimmte Klasse von Funktionen unter linearen Nebenbedingungen
zu minimieren ist. Die Optimierungstheorie bietet gute Verfahren, um solche Probleme
zu lo¨sen. Die Minimierung einer beliebigen Funktion kann schwierig sein und auf viele
lokale Minima fu¨hren. Schra¨nkt man die Optimierung aber wie hier auf konvexe Funktio-
nen ein, erha¨lt man nur globale Lo¨sungen. In diesem Abschnitt wird auf die Theorie von
Lagrange eingegangen und gezeigt, in welchem gu¨nstigen Verha¨ltnis primale und duale
Optimierungsprobleme im konvexen Fall stehen.
Gegeben seien stetig differenzierbare, konvexe Funktionen
f : Rn → R, gi : Rn → R (i = 1, .., m1)
sowie affin-lineare Funktionen
hj : R
n → R (j = 1, ..., m2) .





gi(x) ≤ 0 (i = 1, ..., m1) ,
hj(x) = 0 (j = 1, ..., m2)
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als primale konvexe Optimierungsaufgabe.
Der sogenannte zula¨ssige Bereich Z einer solchen Aufgabe ist definiert als
Z := {x ∈ Rn : g(x) ≤ 0,h(x) = 0} . (4)
Globale Lo¨sung einer Aufgabe der Form (3) ist ein Punkt x∗ aus dem zula¨ssigen Bereich
Z, sodass es keinen anderen Punkt x ∈ Z gibt mit f(x) < f(x∗).
Es gilt, dass jedes lokale Minimum von Aufgaben der Form (3) auch stets ein globales
Minimum ist. Dazu sei angenommen, x∗ ∈ Z sei ein lokales, aber kein globales Minimum
von (3). Dann existiert ein x˜ ∈ Z mit f(x˜) < f(x∗). Deshalb und wegen der Konvexita¨t
von f folgt fu¨r alle Punkte xλ = λx∗ + (1− λ)x˜ mit λ ∈ (0, 1) die strikte Ungleichung
f(xλ) ≤ λf(x∗) + (1− λ)f(x˜)
< λf(x∗) + (1− λ)f(x∗)
= f(x∗) .
Fu¨r λ→ 1 wa¨re die Eigenschaft von x∗, lokales Minimum zu sein, verletzt.
Man nennt die Nebenbedingung gi aktiv im Punkt x, falls gi(x) = 0 gilt. Andernfalls nennt
man sie inaktiv. Die Menge der aktiven Restriktionen eines Punktes x ist eine Teilmenge
von {1, ..., m1} und sei mit A bezeichnet.
Der Tangentialkegel TZ(x) von Z in x hat die Form
TZ(x) := {d ∈ Rn | ∃{xk} ⊆ Z, {tk} ⊆ R : tk ↓ 0,xk → x, (xk−x)/tk → d} ∀x ∈ Z .
Der linearisierte Tangentialkegel TZlin(x) von Z in x hat die Form
TZlin(x) := {d ∈ Rn | ∇gi(x)Td ≤ 0 ∀i ∈ A ,∇hj(x)Td = 0 ∀j = 1, ..., m2} ∀x ∈ Z .
Mit∇ sei hier und auch im Folgenden immer der Gradient einer differenzierbaren Funktion
bezeichnet.
Fu¨r differenzierbare Funktionen g : Rn → Rm1 und h : Rn → Rm2 gilt
TZ(x) ⊆ TZlin(x) ∀x ∈ Z . (5)
Zum Nachweis siehe [8].
Fu¨r einen zula¨ssigen Punkt x ∈ Z eines Optimierungsproblems der Form (3) gelte
TZ(x) = TZlin(x) . (6)
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Dann sagt man, x erfu¨llt die Constraint-Qualification.
Diese Bedingung ist nicht leicht nachpru¨fbar. Deswegen werden ha¨ufig sogenannte Regu-
larita¨tsbedingungen angegeben, unter denen die Constraint-Qualification fu¨r alle zula¨ssi-
gen Punkte erfu¨llt ist. Von den vielen vorhandenen Ansa¨tzen seien zwei aus [8] zitiert.
Betrachte das Optimierungsproblem (3). Dann ist jede der folgenden Bedingungen hinrei-
chend dafu¨r, dass (6) fu¨r alle x ∈ Z gilt:
(1) Es gilt die Slater-Regularita¨tsbedingung, die definiert ist als
Z0 := {x ∈ Z | gi(x) < 0, i = 1, ..., m1} = ∅ . (7)
(2) Neben den hj (j = 1, ..., m2) sind auch alle Funktionen gi (i = 1, ..., m1) affin-
linear.
x∗ sei Minimalstelle von (3) und erfu¨lle die Constraint-Qualification. Dann existieren








β∗j∇hj(x∗) = 0 , (8)
hj(x
∗) = 0 (j = 1, ..., m2) , (9)
gi(x
∗) ≤ 0 (i = 1, ..., m1) , (10)
α∗i gi(x
∗) = 0 (i = 1, ..., m1) , und (11)
α∗i ≥ 0 (i = 1, ..., m1) (12)
gelten. Die Forderungen (9) und (10) ergeben sich sofort aus der Zula¨ssigkeit von x∗.
Die u¨brigen Bedingungen (8), (11) und (12) folgen aus der Anwendung des bekannten
Farkas-Lemmas, siehe dazu [8].
Nun soll noch gezeigt werden, dass die KKT-Bedingungen sogar ohne weitere Bedingun-
gen hinreichend fu¨r die Existenz einer Lo¨sung sind.
Sei (x∗,α∗,β∗) ein Tripel, welches die KKT-Bedingungen (8) - (12) erfu¨llt (KKT-Punkt).
Dann muss gelten
f(x) ≥ f(x∗) ∀x ∈ Z.
Wegen (9) und (10) gilt x∗ ∈ Z.
Fu¨r den Beweis werden neben den KKT-Bedingungen noch die Voraussetzungen
a) f ist konvex ,
b) alle gi (i = 1, ..., m1) sind konvex , und
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c) alle hj (j = 1, ..., m2) sind affin-linear
verwendet. Diese fu¨hren auf
f(x)
a)





α∗i 〈∇gi(x∗), (x− x∗)〉2 −
m2∑
j=1












Damit ist x∗ eine Minimalstelle der Optimierungsaufgabe (3).
Wir werden spa¨ter zeigen, dass Optimierungsaufgaben, wie sie beim Verfahren Support-
Vektor-Maschinen entstehen, nur affin-lineare Nebenbedingungen haben. Fu¨r diese Form
konvexer Optimierungsaufgaben kann man die bisherigen Aussagen zusammenfassen, denn
die Voraussetzungen implizieren die Constraint-Qualification. Es folgt: Fu¨r Aufgaben der
Form (3) mit ausschließlich affin-linearen Nebenbedingungen ist die Tatsache, dass x∗ glo-
bale Lo¨sung ist, a¨quivalent dazu, dass es Multiplikatoren α∗ und β∗ gibt, die zusammen
mit x∗ einen KKT-Punkt bilden.
3.1.1 Theorie von Lagrange
Die Abbildung L : Rn × Rm1 × Rm2 → R, definiert durch







= f(x) + 〈α, g(x)〉2 + 〈β,h(x)〉2 , (14)
heißt Lagrange-Funktion, wobei α und β Vektoren von Lagrange-Multiplikatoren genannt
werden.
Ein Tripel (x∗,α∗,β∗) ∈ Rn × Rm1 × Rm2 mit α∗ ≥ 0 wird Sattelpunkt von L genannt,
falls fu¨r alle (x,α,β) ∈ Rn × Rm1 × Rm2 mit α ≥ 0 die Ungleichungen
L(x∗,α,β) ≤ L(x∗,α∗,β∗) ≤ L(x,α∗,β∗) (15)
erfu¨llt sind.
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Wir betrachten erneut die primale Aufgabe (3) und die zugeho¨rige Lagrange-Funktion.
Dann gilt, dass das Tripel (x∗,α∗,β∗) ∈ Rn × Rm1 × Rm2 die KKT-Bedingungen erfu¨llt,
genau dann, wenn (x∗,α∗,β∗) ein Sattelpunkt von L ist. Diese Aussage ist als Sattel-
punkttheorem bekannt. Wir beweisen die Aussage kurz.
Sei (x∗,α∗,β∗) ein KKT-Punkt. Dann ist x∗ ein stationa¨rer Punkt von L(·,α∗,β∗), denn
wegen (8) gilt
∇xL(x∗,α∗,β∗) = 0 . (16)
Lineare Funktionen sind konvex. Somit ist die Funktion L(·,α∗,β∗) als Linearkombinati-
on konvexer und linearer Funktionen ebenfalls konvex. In x∗ liegt ein globales Minimum
von L(·,α∗,β∗) vor, denn fu¨r alle x ∈ Rn gilt:
L(x∗,α∗,β∗)
(16)
= L(x∗,α∗,β∗) + 〈∇xL(x∗,α∗,β∗), (x− x∗)〉2
(13)
≤ L(x,α∗,β∗) .













∗) = L(x∗,α,β) .
Damit ist (x∗,α∗,β∗) ein Sattelpunkt der Lagrange-Funktion.
Sei (x∗,α∗,β∗) ein Sattelpunkt von L, dann ist x∗ globales Minimum von L(·,α∗,β∗)

















Wegen α ≥ 0 und β ∈ Rm2 ko¨nnte der linke Teil der Ungleichung im Falle g(x∗) > 0
oder h(x∗) = 0 beliebig wachsen. Das impliziert g(x∗) ≤ 0 sowie h(x∗) = 0 und sichert
die Bedingungen (9) und (10) an einen KKT-Punkt.




∗) ≥ 0 und wegen α∗ ≥ 0 sowie g(x∗) ≤ 0 sind alle Komponenten der
Summe genau Null.
Alle bisherigen Ergebnisse des Abschnittes 3.1 werden an dieser Stelle kurz zusammenge-
fasst, bevor bestimmte Dualita¨tsaussagen beleuchtet werden.
Konvexe Optimierungsaufgaben der Form (3) haben die folgenden Eigenschaften:




(2) Ist x∗ globale Minimalstelle und erfu¨llt es die Slater-Regularita¨tsbedingung, dann
existieren Vektoren α∗ und β∗ von Lagrange-Multiplikatoren, sodass (x∗,α∗,β∗)
Sattelpunkt der Lagrange-Funktion ist.
(3) Fu¨r Aufgaben mit ausschließlich affin-linearen Nebenbedingungen ist x∗ genau dann
globale Minimalstelle, wenn Vektoren von Lagrange-Multiplikatoren α∗ und β∗ exi-
stieren, sodass (x∗,α∗,β∗) Sattelpunkt von L ist.
3.1.2 Dualita¨t
Die Dualita¨tstheorie transformiert die bisher betrachteten primalen Optimierungsaufgaben
und gibt Auskunft daru¨ber, in welchem Verha¨ltnis Lo¨sungen dieser transformierten Auf-
gaben zu den urspru¨nglichen Lo¨sungen stehen.









α ≥ 0 .
Im Folgenden soll der Zusammenhang zwischen primalen und dualen Aufgaben gezeigt
werden. Dieser fu¨hrt in der konvexen Optimierung dazu, dass ohne Einschra¨nkung die
duale anstelle der primalen Aufgabe gelo¨st werden kann. Fu¨r die Anwendung von SV-
Maschinen wird diese Tatsache von besonderer Wichtigkeit sein. Zuna¨chst gilt der soge-
nannte schwache Dualita¨tssatz: Sei x0 ein zula¨ssiger Punkt der primalen Aufgabe (3) und
(α0,β0) ein zula¨ssiger Punkt der dualen Aufgabe (18), dann ist
θ(α0,β0) ≤ f(x0) ,





= f(x0) + 〈α0, g(x0)〉2 + 〈β0,h(x0)〉2
≤ f(x0) .
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Letztere Ungleichung gilt, da fu¨r alle zula¨ssigen Punkte g(x0) ≤ 0, h(x0) = 0 und
α0 ≥ 0 erfu¨llt sein mu¨ssen.
Das Maximum der dualen Aufgabe liegt also nie u¨ber dem Minimum der primalen Auf-
gabe. Dadurch ist aber noch nicht gesichert, dass die Lo¨sungen nah beieinander liegen.
Die sogenannte Dualita¨tslu¨cke, der Abstand der Zielfunktionswerte, kann unter Umsta¨nden
groß sein. Die ¨Ubereinstimmung der optimalen Funktionswerte sichert erst der starke Dua-
lita¨tssatz. Fu¨r konvexe Aufgaben, wie sie hier betrachtet werden, gilt folgende Aussage:
Gegeben sei eine konvexe Optimierungsaufgabe, fu¨r die ein Karush-Kuhn-Tucker-Punkt
(x∗,α∗,β∗) existiert, dann ist
f(x∗) = θ(α∗,β∗) , (19)
das heißt, der Wert der Dualita¨tslu¨cke betra¨gt Null. Diese Aussage la¨ßt sich schnell zei-
gen. (x∗,α∗,β∗) ist offensichtlich ein Sattelpunkt der Lagrange-Funktion und somit ist x∗





= inf L(·,α∗,β∗) = θ(α∗,β∗) .
Die Dualita¨tstheorie garantiert, dass es fu¨r die Lo¨sung konvexer Optimierungsaufgaben
hinreichend ist, die zugeho¨rigen dualen Aufgaben zu betrachten. Diese weisen sehr ein-
fache Nebenbedingungen auf, was sich positiv auf die Handhabbarkeit auswirkt. Zusa¨tz-
lich ermo¨glicht die Dualita¨tstheorie den Einsatz sogenannter Kernfunktionen, denn erst
die Formulierung der dualen Aufgabe einer Support-Vektor-Maschine la¨sst erkennen, wel-
chen einfachen Weg man einschlagen kann. Weitere Informationen dazu folgen in den
na¨chsten beiden Abschnitten. Wie sich noch zeigen wird, reicht es fu¨r die Anwendung
von Support-Vektor-Maschinen sogar aus, quadratische Optimierungsprobleme zu betrach-
ten. Das sind Aufgaben mit quadratischer Zielfunktion und linearen Nebenbedingungen.
Selbstversta¨ndlich gilt die allgemeinere Theorie der konvexen Aufgaben, wie sie in diesem
Abschnitt untersucht wurde, denn quadratische Aufgaben geho¨ren in die Klasse konvexer
Optimierungsprobleme.
3.2 Merkmalsra¨ume und Kerne
Affin-lineare Funktionen zur Erkla¨rung von Eingabe-Ausgabe-Zusammenha¨ngen sind oft
nicht geeignet, um komplizierte Abha¨ngigkeiten zu erfassen. Support-Vektor-Maschinen
nutzen lineare Verfahren zur Klassifikation. Da sie aber auch nichtlineare Zusammenha¨nge
erlernen sollen, wenden sie sich zusa¨tzlich einer anderen Methode zu.
Die Idee der Merkmalsra¨ume ist, die Eingabedaten in einen hochdimensionalen Raum ab-
zubilden und dort einfache lineare Funktionen zu trainieren. Man hofft, durch eine nicht-
lineare Transformation der Daten eine lineare Trennbarkeit zu erzeugen. Support-Vektor-
Maschinen ersparen dem Anwender die mu¨hsame Transformation der Daten, sie verwen-
den Kerne (kernels), um diese Arbeit zu umgehen. Diese Technik der impliziten Abbildung
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in einen anderen Raum und die Nutzung von Kernen ist eine der wichtigen Eigenschaften
von Support-Vektor-Maschinen, aber auch eine ihrer gro¨ßten Herausforderungen, denn das
Auffinden geeigneter Kerne bleibt oft Sache des Benutzers. Auf diese Aufgabe wird spa¨ter
noch eingegangen.
Zuna¨chst soll in diesem Abschnitt gezeigt werden, welche Eigenschaften Kerne haben und
warum man sie verwenden kann. Die wichtigste Grundlage dafu¨r ist die Dualita¨tstheorie
des letzten Abschnittes.
3.2.1 Grundlagen
Zu Beginn geht man davon aus, dass die Daten des Raumes X transformiert werden sollen,
um lineare Trennbarkeit zu ermo¨glichen. Dazu wird eine Abbildung
φ : X → F (20)
definiert. φ ist die sogenannte Merkmalsabbildung, wobei F ein Hilbertraum ist. Oft wa¨hlt
man den Hilbertraum RN , N ∈ N. Diese Transformation liefert einen Merkmalsvektor,
also
x = (x1, .., xn) → φ(x) = (φ1(x), ..., φN(x)) .
F kann auch unendlichdimensional sein. In diesem Fall wa¨hlt man den Hilbertraum l2, den
Raum aller Folgen ψ = {ψ1, ..., ψj, ...}, fu¨r die gilt





F ⊇ {φ(x) | x ∈ X}
wird Merkmalsraum genannt.
Fu¨r N ∈ N ∪ {∞} werden die φj(x), j = 1, ..., N, als Merkmale bezeichnet. Oft spricht
man auch von Features und dem Featureraum, wobei diese Bezeichnung kritisch ist, da
auch Variablenselektion oft als feature selection bezeichnet wird. Damit sind dann wieder-
um die Originalvariablen gemeint.
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Abbildung 5: Nichtlineare Abha¨ngigkeiten im Eingaberaum.
Abbildung 5 zeigt beispielhaft Daten, die im Eingaberaum nicht durch eine lineare Funk-
tion separiert werden ko¨nnen.
Eine Transformation der Daten kann dazu fu¨hren, dass die Merkmale im Raum F linear
trennbar sind, siehe dazu Abbildung 6. Man beachte, dass die Dimension der Ra¨ume X
und F hier nur aus Darstellungsgru¨nden immer zwei ist.
φ(    )
φ(    ) φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
Abbildung 6: Lineare Trennbarkeit im Merkmalsraum.
Die wichtige Frage ist: Wie soll die Funktion φ gewa¨hlt werden und wie sieht der Wert
fu¨r N aus? Als erste Idee kann man eine Dimensionsverkleinerung durchfu¨hren, also ein
N < n wa¨hlen. Dabei sollte die Anzahl der Merkmale N so klein wie mo¨glich sein, wobei
die wichtigsten Informationen, welche die Daten enthalten, nicht verloren gehen du¨rfen.
Dieser Ansatz erscheint zu Beginn sinnvoll, denn:
(1) Die Performance von Algorithmen sinkt mit steigender Merkmalsanzahl, weil mehr
Daten bearbeitet werden mu¨ssen.
(2) Bei wachsender Dimension des Raumes leidet mo¨glicherweise die Generalisierungs-
fa¨higkeit. Alle Informationen dazu folgen im Abschnitt 3.4.
Problematisch bei diesem Ansatz ist die Tatsache, dass mit wachsendem N , also steigen-
der Anzahl von Merkmalen, eine lineare Scha¨tzfunktion auch immer bessere Ergebnisse
erzielen wird. Diese Aussage geht zuru¨ck auf ein Theorem in [4]. Hier stehen sich also
zwei Zielsetzungen konkurrierend gegenu¨ber. Support-Vektor-Maschinen umgehen dieses
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Problem, indem sie die Daten zwar in einen hochdimensionalen Raum abbilden, dies je-
doch nur implizit tun, sodass alle Berechnungen im urspru¨nglichen Raum stattfinden und
unabha¨ngig von der Dimension des Merkmalsraumes sind. Als Mittel zur Realisierung
dieses Ansatzes werden Kernfunktionen benutzt.
Jetzt soll untersucht werden, wie sich das Lernproblem vera¨ndert, falls man die Daten wie
oben beschrieben transformiert. Zuna¨chst kann man festhalten, dass es sich nicht mehr
um ein lineares Problem handelt, da die Merkmalsabbildung φ nicht linear sein muss.
Dennoch stellt die gesuchte Funktion f auch hier eine Linearkombination dar - eine Kom-
bination der Komponenten des Merkmalsvektors φ. Die zu lernende Funktion in X hat




wjφj(x) + b = 〈w,φ(x)〉F + b (22)
fu¨r zuna¨chst unbekannte w ∈ F und b ∈ R. Eine fu¨r einen gegebenen Datensatz opti-
male Funktion f , charakterisiert durch (w, b), kann, wie im Abschnitt 3.3 aufbauend auf










yiαi〈φ(xi),φ(x)〉F + b . (23)
Dabei mu¨ssen im Falle dieser Form der Zielfunktion gewisse αi anstelle der wj erlernt
werden. Man sieht, dass fu¨r beliebige x ∈ X alle Trainingspaare an der Bestimmung
von f(x) beteiligt sind. Dabei ist wichtig, dass die Dimension des Raumes F nun fu¨r die
Anzahl der Summenglieder keine Rolle mehr spielt. Jedoch sei festgehalten, dass F noch
u¨ber das Skalarprodukt in die Berechnungen eingeht.
Kann man 〈φ(xi),φ(x)〉F in (23) direkt u¨ber eine Funktion im Eingaberaum X berechnen,
spart man sich die Abbildung in den Merkmalsraum und trainiert die Zielfunktion f direkt
im Eingaberaum.
Mit der Wahl einer solchen Funktion umgeht man daher folgende Schritte:
(1) Suche einer geeigneten Abbildung φ,
(2) explizite Berechnung von Skalarprodukten in einem hochdimensionalen Merkmals-
raum.
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Man muss aber kla¨ren, welche Funktionen u¨berhaupt dafu¨r in Frage kommen und wel-
che davon besonders geeignet sind. Gesucht sind also Funktionen, die Skalarprodukte in
Merkmalsra¨umen implizit berechnen ko¨nnen.
Eine Funktion K : X ×X → R wird Kern genannt, falls eine Abbildung φ der Form (20)
existiert mit
K(x, z) = 〈φ(x),φ(z)〉F ∀x, z ∈ X. (24)
Gegeben seien ein Kern K und l Vektoren x1, ...,xl ∈ X . Dann nennt man die l× l-Matrix
K mit den Elementen kij = K(xi,xj), 1 ≤ i, j ≤ l, Grammatrix oder auch Kernmatrix.
Kerne sind geeignete Abbildungen, um Berechnungen im Merkmalsraum zu umgehen.





i,x) + b . (25)
f wird in diesem Fall Kernfunktion genannt um auszudru¨cken, dass nicht mit Merkmalen
aus F gearbeitet wird.
Notwendige Eigenschaften, die jeder Kern erfu¨llen muss, ergeben sich aus den allgemeinen
Eigenschaften von Skalarprodukten [2]:
(1)









= K(x,x)K(z, z) .
Diese Eigenschaften sind aber nicht hinreichend. Es bleibt noch die Frage, fu¨r welche
Funktionen K eine Abbildung φ in einen Merkmalsraum F existiert, sodass K ein Kern
ist. Folgende bekannte Aussagen sollen kurz in Erinnerung gerufen werden:
• Symmetrische Matrizen haben nur reelle Eigenwerte [2].
• Eine symmetrische Matrix ist genau dann positiv semidefinit, wenn alle ihre Eigen-
werte nichtnegativ sind [2].
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3.2.2 Theorem von Mercer
Man betrachte wieder den Fall N ∈ N ∪ {∞} und einen Merkmalsvektor φ(x). Das
Skalarprodukt in F sei wie bisher von der Form (21).






haben kann, also ein Kern ist.
Sei X eine kompakte Teilmenge des Rn und K : X ×X → R eine stetige, symmetrische





nichtnegativ ist, also ∫
X×X
K(x, z)f(x)f(z)dxdz ≥ 0 (27)
fu¨r alle f ∈ L2(X) gilt. Fu¨r j = 1, ..., N seien φMj ∈ L2(X) die normierten orthogonalen
Eigenfunktionen von TK mit zugeho¨rigen positiven Eigenwerten λMj > 0. Dann gilt fu¨r









besitzt. Fu¨r N =∞ konvergiert die Reihe gleichma¨ßig [23].
Die gleichma¨ßige Konvergenz kann mit Hilfe des Satzes von Dini gezeigt werden. Dieser
sowie ein ausfu¨hrlicher Beweis des Theorems von Mercer sind in [16], § 8 zu finden.
Die speziellen Abbildungen K in (28) nennt man Mercer-Kerne. Die zugeho¨rigen
φMj (x) (j = 1, ..., N)
werden als Mercer-Merkmale bezeichnet. Man kann zeigen, dass die Bedingung (27) a¨qui-
valent dazu ist, dass fu¨r jede beliebige endliche Teilmenge x1, ...,xl aus X die zugeho¨rige
Grammatrix positiv semidefinit ist. Diese Aussage wird in [5] hergeleitet.
Fazit: Falls die Abbildung φ die Form
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j (x) (j = 1, ..., N) (29)
hat, folgt aus der Darstellung (28) unmittelbar, dass Mercer-Kerne Kerne nach unserer
Definition sind.
3.2.3 Kernreproduzierende Ra¨ume
F sei ein durch eine abza¨hlbare Menge linear unabha¨ngiger Merkmalsabbildungen φj (j =
1, ..., N) gegebener Merkmalsraum. Die Eigenschaften der Abbildung φM aus (29) mu¨ssen
nicht gelten.
Es sei
K(x, z) := 〈φ(x),φ(z)〉F =
N∑
j=1
φj(x)φj(z) (x, z ∈ X) . (30)
Man betrachte eine Abbildung T mit T (F ) = H. Der RaumH u¨ber der Menge X entsteht
durch die Vorschrift
T : ψ →
N∑
j=1
ψjφj(·) (ψ ∈ F, N ∈ N ∪ {∞}) .
H entspricht damit bis auf die additive Konstante b dem gewu¨nschten Raum der Zielfunk-
tionen.
Bei Verknu¨pfung der dualen Aufgabe mit der Theorie der Kerne - siehe Gleichung (25) -





i,x) + b (l ∈ N, αi ∈ R) ,







i, ·) | l ∈ N, αi ∈ R, xi ∈ X, yi ∈ {−1, 1}
}
mit dem Raum H u¨ber X u¨bereinstimmt.
Fu¨r den Fall N <∞ liefern die Darstellung von w auf Seite 121 sowie die vorausgesetzte
Unabha¨ngigkeit der Merkmale φj, dass alle Funktionen aus H realisierbar sind, das heißt:
G = H. Fu¨r N = ∞ ist diese Gleichheit nicht gesichert. Die Menge der Abbildungen in
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H ko¨nnte nicht alle denkbaren Auswertungsfunktionen enthalten, beispielsweise wenn sie
Bilder von Punkten ohne endliche Norm in F sind. H ko¨nnte auch zu viele Funktionen
enthalten. Diese Sorge ist unbegru¨ndet, da G ⊆ H gilt und jede Zielfunktion ausH beliebig
genau durch ein Element aus G approximiert werden kann. Zum Nachweis beno¨tigt man
noch ein Skalarprodukt in H, welches nun definiert wird.
Fu¨r Funktionen f(x) =
∑N




jφj(x) aus H sei das Skalar-







Fu¨r G, den Abschluss von G, gilt G = H. Wir beweisen das im Folgenden mittels Men-
geninklusion.







φj(z)φj(·) = T (φ(z)) .




yiαiK(·,xi) (l ∈ N)
ebenfalls in H liegen. Da H abgeschlossen ist, folgt G ⊆ H.
Fu¨r f(·) =∑Nj=1 ψjφj(·) und K(·, z) aus H liefert die Anwendung des in H eingefu¨hrten
Skalarproduktes die sogenannte Reproduktionseigenschaft
〈f(·), K(·, z)〉H =
N∑
j=1
ψjφj(z) = f(z) . (32)
Sei nun f ∈ H. Da H ein Hilbertraum ist, kann man die Funktion f darstellen als f =
f1 + f2 mit f1 ∈ G und f2 ⊥ G. Die Reproduktionseigenschaft (32) sichert, dass fu¨r alle
z ∈ X gilt:
f2(z) = 〈f2(·), K(·, z)〉H = 0 .
Daraus folgt, dass f2 die Nullfunktion ist und f = f1 gilt. Dies liefert sofort f ∈ G. Daraus
folgt H ⊆ G.
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3.2.4 Bildung neuer Kerne
Bevor wir zeigen, wie man Kerne aus anderen Kernen, Funktionen und Konstanten erzeu-
gen kann, erinnern wir an einige bekannte Definitionen.
• Gegeben seien zwei reelle Matrizen A = (aij)1≤i,j≤m und B = (bij)1≤i,j≤m. Dann
wird die m2 ×m2-Matrix
C := A⊗B = (aij ·B)1≤i,j≤m
als Kronecker-Produkt vonA und B bezeichnet.
• Gegeben seien zwei reelle Matrizen A = (aij)1≤i,j≤m und B = (bij)1≤i,j≤m. Dann
wird die m×m-Matrix
C := (aij · bij)1≤i,j≤m
als Hadamard-Produkt von A und B bezeichnet.
• Eine Hauptuntermatrix einer quadratischen Matrix entsteht durch Streichen von Zei-
len und Spalten mit demselben Index.
Seien K1 und K2 Mercer-Kerne, κ eine reelle Zahl, f : X → R eine reelle Funktion und p
ein Polynom mit positiven Koeffizienten. Dann sind
(1) K(x, z) := K1(x, z) + K2(x, z) ,
(2) K(x, z) := κ ·K1(x, z) ,
(3) K(x, z) := K1(x, z) ·K2(x, z) ,
(4) K(x, z) := f(x) · f(z) ,
(5) K(x, z) := p(K1(x, z)) , und
(6) K(x, z) := eK(x,z)
ebenfalls Mercer-Kerne, denn offensichtlich sind alle Funktionen (1).− (6). symmetrisch.
Fu¨r alle Beispiele bleibt zu zeigen, dass die Grammatrix K einer endlichen Anzahl belie-
biger Punkte x1, ...,xl (xi ∈ X) positiv semidefinit ist, also
aTKa ≥ 0
fu¨r alle a ∈ Rl gilt.
(1) aT (K1 +K2)a = aTK1a + aTK2a ≥ 0 .
(2) aT (κK1)a = κaT (K1)a ≥ 0 .
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(3) Man betrachte das Kronecker-Produkt von K1 und K2, es sei mit A bezeichnet.
Dann ist A positiv semidefinit. Die zur Funktion K1 · K2 geho¨rende Matrix K ist
das Hadamard-Produkt von K1 und K2. Offensichtlich ist K ∈ Rl×l eine Haupt-
untermatrix von A ∈ Rl2×l2 und somit existiert zu jedem a ∈ Rl ein β ∈ Rl2 , so
dass
aTKa = βTAβ ≥ 0































(5) K ist positiv semidefinit nach 1., 2. und 4.
(6) Exponentialfunktionen ko¨nnen beliebig genau durch Polynome mit positiven Koeffi-
zienten approximiert werden [5]. Anwendung von 5. liefert den Beweis.
Diese Beispiele zeigen, dass man in einem SVM-Modell auch mehrere Kerne u¨ber ei-
ne Linearkombination verwenden kann. Die optimalen Gewichte mu¨ssen dann allerdings
gu¨nstig gescha¨tzt werden.
Ein wichtiger Mercer-Kern, der auch in der Software zur Verfu¨gung steht, ist der Gauß-
Kern, der definiert ist als
K(x, z) := e
−‖x−z‖2
σ2 (x, z ∈ X) . (33)
Dabei ist σ > 0 ein zu wa¨hlender Parameter. Dass der Gauß-Kern tatsa¨chlich ein Mercer-
Kern und damit ein Kern nach unserer Definition ist, kann man leicht zeigen. Dazu formt
man den Ausdruck (33) um:






σ2 · e 2〈x,z〉σ2 = f1(x) · f1(z) ·K1(x, z) .
f1(x) · f1(z) ist ein Kern (K2). K2 ·K1 ist ein Kern und damit ist K ein Kern.
Der Gauß-Kern geho¨rt zur Gruppe der Kerne, die sich fu¨r sehr viele Probleme eignen und
wird neben dem Polynomial-Kern
K(x, z) := (〈x, z〉2 + 1)d, d = 1, 2, ... (x, z ∈ X) (34)
oft als Standardkern bezeichnet. Der Polynomial-Kern besitzt ebenfalls einen Parameter.
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Als Erga¨nzung zum Gauß-Kern wird ein sogenannter Slater-Kern verwendet. Er basiert
auf der bekannten Slater-Funktion und unterscheidet sich vom Gauß-Kern lediglich in der
Berechnung der Norm. Der Slater-Kern hat die Form
K(x, z) := e
−‖x−z‖
σ2 (x, z ∈ X) . (35)
Zusa¨tzlich ist ein Tanimoto-Kern implementiert worden. Er basiert auf dem Tanimoto-
Koeffizienten und ist fu¨r bina¨re Datensa¨tze geeignet. Er hat die Form
K(x1,x2) =
I11(x1,x2) + I00(x1,x2)
2I10(x1,x2) + 2I01(x1,x2) + I11(x1,x2) + I00(x1,x2)
. (36)
Die Funktion Ii,j(·, ·) berechnet, wie oft der Wert i in der ersten Komponente auftritt
wa¨hrend gleichzeitig der Wert j in der zweiten Komponente zu verzeichnen ist. Die Rei-
henfolge ist von Bedeutung. Dieser Kern kann nur fu¨r 0/1-wertige Daten sinnvoll ausge-
wertet werden. Fu¨r reelle Daten liefert er zwar auch Ergebnisse, da der Abgleich intern
u¨ber Skalarprodukte implementiert ist, jedoch sind die Ergebnisse dabei nicht interpretier-
bar.
Anhand der Definition der Funktion Ii,j(·, ·) ist klar, dass folgende Gleichungen gelten:
• I11(x1,x2) = xT1 x2 ,
• I10(x1,x2) = xT1 x1 − I11(x1,x2) ,
• I01(x1,x2) = xT2 x2 − I11(x1,x2) , und
• I00(x1,x2) = n− I11(x1,x2)− I10(x1,x2)− I01(x1,x2)
Damit kann man die Darstellung (36) umformen:
K(x1,x2) =
xT1 x2 + n + x
T
1 x2 − xT1 x1 − xT2 x2
n + xT2 x2 + x
T
1 x1 − 2xT1 x2
=
n + 2xT1 x2 − xT1 x1 − xT2 x2




wobei wir t definieren als
t = 2xT1 x2 − xT1 x1 − xT2 x2 .




In der Praxis werden je nach Zielsetzung und Mo¨glichkeiten zwei Arten bina¨rer Support-
Vektor-Maschinen unterschieden. Diese werden als na¨chstes vorgestellt. Dabei wird sich
auch zeigen, dass die darin entstehenden Optimierungsaufgaben immer quadratisch und
somit konvex sind. Im Abschnitt 3.1 wurden Optimierungsaufgaben im Rn (n ∈ N) be-
trachtet. Oft hat man es jedoch implizit mit einem unendlichdimensionalen Merkmalsraum
zu tun, siehe dazu Abschnitt 3.2. Kann man die Theorie von Lagrange und alle Dualita¨ts-
aussagen dennoch nutzen?
Alle Konzepte der konvexen Optimierung sind auch im Raum F fu¨r N = ∞ anwend-
bar. Die Grundlagen dazu findet man in [21], Kapitel 8 -
”
Global theory of constrained
optimization“. Im Einzelnen ko¨nnen dort die Theorie von Lagrange, Eigenschaften und
Existenz von Sattelpunkten sowie Dualita¨tsaussagen nachgelesen werden. Die Problema-
tik von N = ∞ innerhalb konvexer Optimierungsaufgaben wurde in der vorliegenden
Literatur zu SV-Maschinen allerdings nicht erwa¨hnt. Prinzipiell ist die Bru¨cke zwischen
Optimierung und maschinellem Lernen noch sehr klein und begrenzt sich im Allgemeinen
auf theoretische Betrachtungen und die Nutzung von klassischen Optimierungsalgorith-
men.
3.3.1 Klassifikation maximaler Trenngu¨te
Dieser Lernalgorithmus kann nur fu¨r linear trennbare Trainingsdaten verwendet werden.
Er erzeugt eine Hyperebene mit gro¨ßtmo¨glicher geometrischer Marge (maximal margin
classifier). Oft wird dieses Verfahren als hard margin classifier bezeichnet [5, 33]. [34] re-
serviert diesen Namen jedoch fu¨r ein Modell, das fu¨r nichtseparierbare Daten angewendet
wird. Der Vorteil solcher Hyperebenen liegt in der Tatsache, dass der Generalisierungsfeh-
ler bei wachsender geometrischer Trenngu¨te sinkt. Damit dieser Abschnitt nicht verwirrt,
folgen die Gru¨nde dafu¨r erst im Abschnitt 3.4 nach einer Einfu¨hrung in die Generalisie-
rungstheorie. Es sei aber ab hier schon angenommen, dass eine große Marge fu¨r gute
Qualita¨t eines Klassifikators spricht.






yi(〈w,φ(xi)〉F + b) ≥ 1 (i = 1, ..., l)
realisiert die Hyperebene maximaler geometrischer Trenngu¨te. Die Marge hat dann den
Wert γg = 1/‖w∗‖F . Beweis: Die Skalierung der Hyperebene (w∗, b∗) mit einem beliebi-
gen λ ∈ R vera¨ndert deren geometrische Lage nicht, variiert aber die funktionale Marge.
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Aus Abschnitt 2 ist bekannt, dass γg = γ/‖w∗‖F gilt. Man kann daher, anstatt die geome-
trische Trenngu¨te zu maximieren, auch die funktionale Trenngu¨te konstant halten und die
Norm des Parametervektors minimieren. Das obige Minimierungsproblem entsteht bei der
Wahl einer funktionalen Trenngu¨te mit Wert 1.
An dieser Stelle geht man zur dualen Form der Aufgabe (37) u¨ber, denn im Abschnitt 3.2
hat sich gezeigt, dass diese den Einsatz von Kernen mo¨glich macht. Außerdem vereinfa-
chen sich die Nebenbedingungen, wie noch zu sehen sein wird.










(〈w ,φ(xi)〉F + b)− 1) . (38)
Der Faktor 1/2 wurde zur Vereinfachung der weiteren Gleichungen gewa¨hlt. Er vera¨ndert
als monotone Transformation das Ergebnis nicht.



















werden in (38) eingesetzt und es ergibt sich die Funktion W , die der Funktion θ in (17)
entspricht:

























Die entstandene Funktion W ist nur noch von α abha¨ngig, denn alle anderen Informatio-
nen sind durch Sl und die Wahl einer impliziten Datentransformation u¨ber den Kern K
gegeben.
Die bisher gewonnenen Erkenntnisse werden an dieser Stelle zusammengefasst. Sei Sl ein









yiαi = 0 (i = 1, .., l) ,
αi ≥ 0 (i = 1, ..., l) .







i) ∈ F (42)
die Hyperebene maximaler geometrischer Trenngu¨te.
Um zu zeigen, wie Support-Vektor-Maschinen zu ihrem Namen kamen, werden erneut die





(〈w∗,φ(xi)〉F + b∗)− 1) = 0 (i = 1, ..., l) .
Sie sagen aus, dass nur diejenigen α∗i streng positiv sein ko¨nnen, fu¨r welche die zugeho¨ri-
gen Merkmale φ(xi) einen funktionalen Abstand zur Hyperebene von genau 1 haben. An
dieser Stelle kann man den Begriff der Support-Vektoren erkla¨ren.
Fu¨r alle i mit α∗i = 0 bezeichnet man die Eingabevektoren xi des Trainingsdatensatzes als
Support-Vektoren.
Nach (42) tragen nicht alle Lernpaare, sondern nur die Support-Vektoren zur Bestimmung
von w∗ bei. Abbildung 7 stellt die Situation vereinfacht dar.
φ(    )
φ(    ) φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
φ(    )




Abbildung 7: Lage von Support-Vektoren im Merkmalsraum.
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Das Verfahren maximaler Trenngu¨te kann nur aus Hypothesen auswa¨hlen, welche alle Trai-
ningsdaten korrekt zuordnen und dabei eine funktionale Marge von eins einhalten. Bei-
spiele, die falsch klassifiziert werden oder sich zu nah an der Hyperebene befinden, haben
funktionale Absta¨nde, die kleiner als 1 sind. Im Fall falscher Klassifikationen sind diese
sogar negativ, siehe Abschnitt 2.2. Fu¨r Algorithmen, die mit solchen Situationen arbeiten,
sei auf den na¨chsten Abschnitt verwiesen.
Wenn die Menge aller i mit α∗i = 0 als SV bezeichnet wird, dann kann der Wert der



























































i,x) + b∗ . (43)






− 〈w,φ(xi)〉F (i ∈ SV) , (44)
denn fu¨r i ∈ SV gilt α∗i · [yi (〈w∗,φ(xi)〉F + b∗)− 1] = 0 (KKT-Bedingung). Umgestellt
nach b∗ folgt (44).
Praktisch hat (44) wenig Nutzen, da die Merkmalsabbildung φ im Allgemeinen nicht ex-






(〈w∗,φ(xi)〉F + b∗)− 1] = 0 (i = 1, .., l)
kann man umformulieren zu
α∗i ·
[
























j ,xi) + b∗
)
= 1 .
Wegen y2i = 1 ∀i = 1, .., l gilt







falls xi ein Support-Vektor ist. (45) kann direkt ausgewertet werden, ohne dass Kenntnis
von F oder φ no¨tig ist.
Als weitere Konsequenz aus den KKT-Bedingungen erha¨lt man, dass die geometrische
Marge der optimalen Hyperebene in Abha¨ngigkeit von den positiven Lagrange-Multiplikatoren
















































Fu¨r ein fertig trainiertes Modell kann man also - ohne Kenntnis der Merkmale - aus den
Lagrange-Multiplikatoren die Marge im Merkmalsraum bestimmen.
∑
α∗i ist immer streng
positiv, da Support-Vektoren streng positive Lagrange-Multiplikatoren haben mu¨ssen.
3.3.2 Klassifikation nichtseparierbarer Daten
Die Methode der maximalen Trenngu¨te hat einen entscheidenden Nachteil fu¨r Anwendun-
gen aus der Praxis. Sie produziert nur Ergebnisse fu¨r linear trennbare Lerndaten. Die-
se Voraussetzung ist leider oft nicht erfu¨llt, beispielsweise wenn man verrauschte Daten
nutzen muss. Deswegen werden in diesem Abschnitt ausgehend von der Klassifikation
maximaler Trenngu¨te abgeschwa¨chte Verfahren vorgestellt. Diese werden als soft mar-
gin classifier bezeichnet. Vladimir Vapnik fu¨hrte zuna¨chst einen sogenannten hard margin
classifier ein, welcher aus Gru¨nden der einfacheren Umsetzung in einen soft margin clas-
sifier umformuliert wurde und hier nicht vorgestellt werden soll. Details lese man in [34]
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nach. Der Begriff des hard margin classifiers wird heutzutage fa¨lschlicherweise gleichge-
setzt mit dem sogenannten maximal margin classifier des letzten Abschnittes.
Unter nichtseparierbaren Daten werden auch diejenigen Daten verstanden, welche nur eine
Klassifikationsfunktion maximaler Trenngu¨te erzeugen ko¨nnen, die durch ¨Uberanpassung
gekennzeichnet ist, also fu¨r eine gute Klassifikation unbrauchbar sein wird.
Die im Folgenden beschriebene Methode der weichen Trennung setzt an den funktionalen
Absta¨nden der Trainingsdaten an und formuliert schwa¨chere Bedingungen zur Datentren-
nung.
Bisher wurden fu¨r alle Trainingspaare i = 1, ..., l funktionale Absta¨nde von γi ≥ 1 vor-
ausgesetzt. Jetzt benutzt man die schon bekannten Schlupfvariablen aus Abschnitt 2 und
formuliert neue Bedingungen
γi = yi · f(xi) ≥ 1− ξi.
Dabei wird gefordert, dass ξi ≥ 0 fu¨r alle i = 1, ..., l gelten. Die Schlupfvariablen dru¨cken
aus, dass nun auch kleinere funktionale Absta¨nde toleriert werden. Damit ko¨nnen ver-
rauschte Daten beziehungsweise Datensa¨tze, die im gewa¨hlten Merkmalsraum nicht linear
trennbar sind, klassifiziert werden. Als problematisch erweist sich jedoch die Gro¨ße der
ξi, denn fu¨r jeden Lo¨sungsvektor ξ gibt es einen Lo¨sungsvektor ξ ′ mit ξi ≤ ξ′i. Es ist
ersichtlich, dass ξ gewa¨hlt werden sollte. Alle i mit ξi > 0 werden als Fehler gewertet,
deshalb sollten sie nicht unno¨tig vergro¨ßert werden, sondern den Tatsachen entsprechen.
Das muss noch in die Formulierung der Aufgabe aufgenommen werden, indem wachsende
ξi auch die Zielfunktion wachsen lassen. Dafu¨r wird eine Norm des Vektors ξ, gewichtet
mit einem noch unbekannten Faktor C > 0, zum Wert der Zielfunktion addiert.
In der Literatur zu Support-Vektor-Maschinen werden die beiden folgenden Verfahren vor-












yi · f(xi) ≥ 1− ξi (i = 1, .., l) ,
ξi ≥ 0 (i = 1, ..., l) .




Die Lagrange-Funktion hat dann die Form















mit αi ≥ 0 und α′i ≥ 0 .
Bei Herleitung der dualen Aufgabe kommen zu den Gleichungen (39) aus dem letzten
Abschnitt noch die folgenden durch Ableiten nach ξi dazu:
C − αi − α′i = 0 (i = 1, ..., l) .
Die duale Aufgabe hat nach Substitution der Variablen die Form von (41), jedoch unter den












yi · f(xi) ≥ 1− ξi (i = 1, ..., l) .
Die Schlupfvariablen gehen hier mit dem gewichteten Quadrat der Euklidischen Norm (2-
Norm) in die Zielfunktion ein.
Die Lagrange-Funktion hat dann die Form













(〈φ(xi),w〉F + b) − 1 + ξi)
mit αi ≥ 0 .
Die zusa¨tzlichen Ableitungen haben jetzt die Form
Cξi − αi = 0 (i = 1, ..., l) .














Klassifikationsalgorithmen fu¨r Daten aus der Pharmaindustrie
Forschungszentrum Ju¨lich
Sie unterscheidet sich von (41) durch einen zusa¨tzlichen Term, der von C und dem Vektor
der Lagrange-Multiplikatoren abha¨ngig ist.
Durch Zusammenfassung der beiden hinteren Summanden von (48) ergibt sich eine etwas








































yiαi = 0 ,
αi ≥ 0 (i = 1, ..., l)
zu lo¨sen.
Die Minimierungsaufgaben (46) und (47) unterscheiden sich nur dadurch, dass im ersten
Fall alle ξi einfach aufsummiert werden, sie im zweiten Modell aber vorher quadriert wer-
den. Welches Ziel wird mit der Quadrierung verfolgt? Eine positive Schlupfvariable ξi
(i ∈ {1, ..., l}) verdeutlicht, dass der i-te Punkt den gewu¨nschten funktionalen Abstand
von mindestens eins verfehlt hat. Dabei kann xi dennoch richtig klassifiziert sein, sodass
ξi im Intervall (0, 1] liegt, andernfalls gilt ξi > 1, der Punkt xi ist also falsch klassifiziert
worden. Quadrierung der Schlupfvariablen fu¨hrt demnach dazu, dass Fehlklassifikatio-
nen (γi < 0) sta¨rker gewichtet werden als Klassifikationen mit positiven funktionalen
Absta¨nden γi (0 ≤ γi < 1). Bei beiden Ansa¨tzen bleibt die Wahl des Parameters C offen.
Klar ist, dass dieser eine Mo¨glichkeit bietet, zu bestimmen, wie stark Klassifikationsfehler
beru¨cksichtigt werden sollen. Die Festlegung von C kann mit einer der Methoden, die
unter dem Begriff Kreuzvalidierung zusammengefasst sind, erfolgen. Diese werden in Ab-
schnitt 5.2 vorgestellt. Es ist auch mo¨glich, die Schlupfvariablen mit einem Wert k > 2 zu




Ziel von Support-Vektor-Maschinen und anderen Methoden des u¨berwachten Lernens ist
immer, eine Funktion zu scha¨tzen, die mo¨glichst viele Daten richtig klassifiziert. Dabei
handelt es sich entweder um Testdatensa¨tze oder um bisher unbekannte Datensa¨tze. Ein
unbekannter Datensatz besteht nur aus Eingabewerten x ∈ X , die einer Klasse zugeordnet
werden sollen, ohne dass dabei weitere Informationen zur Verfu¨gung stehen. Da man fu¨r
solche Punkte nicht u¨berpru¨fen kann, ob die Klassifikationen sinnvoll sind, ist es wichtig,
bestimmte qualitative Merkmale der Entscheidungsfunktion zu untersuchen. Wie kann
man die Qualita¨t einer Scha¨tzung bewerten?
Als Generalisierungs- oder Verallgemeinerungsfa¨higkeit bezeichnet man die Eigenschaft
einer Hypothese, vom Training unabha¨ngige Eingabedaten mo¨glichst gut zu klassifizieren.
Diese Eigenschaft ist wu¨nschenswert und kann daher als Maß fu¨r die Qualita¨t von Lernal-
gorithmen betrachtet werden. Die Generalisierungstheorie untersucht also, ob und wann
bestimmte Lernverfahren in der Lage sind, sinnvolle Ausgabewerte zu produzieren. Die
schon vorgestellten Kernfunktionen erho¨hen die Leistung von Lernalgorithmen, ko¨nnen
aber auch dazu beitragen, dass ¨Uberanpassung entsteht. Ein Lernalgorithmus zeigt - wie
schon auf Seite 100 erkla¨rt wurde - u¨berangepasstes Verhalten, wenn er die Trainingsdaten
mit sehr wenigen Fehlern klassifiziert, jedoch bei Testdaten versagt.
Auch mit diesem Pha¨nomen bescha¨ftigt sich die Generalisierungstheorie. Zuna¨chst wird
die grundlegende Annahme dieser Theorie getroffen:
Der Trainingsdatensatz Sl ist eine zufa¨llige Stichprobe aus dem Eingabe-Ausgabe-Raum
X×Y gema¨ß einer festen aber unbekannten Verteilung P . Alle Paare (xi, yi), i = 1, ..., l,
sind somit Realisierungen unabha¨ngiger und identisch verteilter Zufallsgro¨ßen mit der Ver-
teilung P . Diese Annahme gilt auch fu¨r alle Testdatensa¨tze. Die Verteilung von Sl ist das
l-fache Produktmaß von P . Es sei mit Pl bezeichnet.
Support-Vektor-Maschinen erlernen eine Zielfunktion der Form
f : X → R ,
welche dann im Fall bina¨rer Klassifikation in die Entscheidungsfunktion
h : X → Y, h := sgn(f)
umgewandelt wird, siehe dazu Abschnitt 2.
Die Qualita¨t einer Zielfunktion kann durch Einfu¨hrung von Verlustfunktionen bewertet
werden.
Eine Verlustfunktion ist eine Abbildung
c : X × Y ×R → [0,∞) . (50)
137
Klassifikationsalgorithmen fu¨r Daten aus der Pharmaindustrie
Forschungszentrum Ju¨lich
Eine Verlustfunktion c(x, y, t) quantifiziert den
”
Verlust“ der entsteht, wenn die Zielfunk-
tion f fu¨r ein Eingabe-Ausgabe-Paar (x, y) den Wert t ∈ R annimmt.
Die bekannteste Verlustfunktion ist die Funktion des (0, 1)-Verlustes
c(x, y, t) =
{
0 falls sgn(t) = y
1 sonst
. (51)
Hier werden alle Klassifikationsfehler gleich stark gewichtet. Der Verlust ha¨ngt nur davon
ab, ob x durch die Zielfunktion in die richtige Klasse eingeordnet wurde oder nicht.
Etwas flexibler ist die Verlustfunktion
c(x, y, t) =
{
0 falls sgn(t) = y
c˜(x, y) sonst
.
Durch eine Funktion c˜ : X × Y → [0,∞) ko¨nnen bestimmte Fehler sta¨rker gewichtet
werden, zum Beispiel, wenn es von Interesse ist, in welcher Klasse der falsch eingeordnete
Punkt liegt.
Die bisher vorgestellten Verlustfunktionen ordnen allen Entscheidungen, welche einen Ein-
gabepunkt richtig klassifizieren, keinen Verlust zu. Das Konzept der Marge besagte aber,
dass Klassifikationen innerhalb eines gewissen Grenzbereiches der trennenden Hyperebene
unerwu¨nscht sind. Deshalb gibt es auch Verlustfunktionen, die alle funktionalen Absta¨nde,
die kleiner als eins sind, als Verluste deklarieren:
c(x, y, t) = max{0, 1− y · t} =
{
0 falls y · t ≥ 1
1− y · t sonst .
beziehungsweise
c(x, y, t) = (max{0, (1− y · t)})2 .
Hat man sich entschieden, durch welche Verlustfunktion Fehler festgehalten werden sollen,
kann man den erwarteten Verlust einer Zielfunktion betrachten.
Sei f eine Zielfunktion und c eine Verlustfunktion. Dann ist der erwartete Verlust, auch
Risiko genannt, definiert als
R[f ] := E[c(x, y, f(x))] =
∫
X×Y
c(x, y, f(x)) dP (x, y) . (52)
Es ist klar, dass genau diese Gro¨ße Aussagen daru¨ber macht, wie gut die Zielfunktion ist,
aber man kann sie weder berechnen noch minimieren, da die Verteilung P unbekannt ist.
Ein Ausweg aus diesem Dilemma wurde mit dem Prinzip der empirischen Risikomini-





Das ERM-Verfahren setzt sich damit auseinander, zu u¨berpru¨fen, wieviele Daten eines
Trainingsdatensatzes durch eine feste Hypothese richtig klassifiziert werden. Die zu Grun-
de liegende Idee ist, dass aus einer Menge von Funktionen immer die gewa¨hlt werden
sollte, die den Trainingsdatensatz am besten klassifiziert. Fehler, die bei Klassifikation
des Trainingsdatensatzes mit der erlernten Funktion auftreten, liefern dieses empirische
Maß. Es ist einfach zu bestimmen. Es wird davon ausgegangen, dass damit das Risiko von
zuku¨nftigen Fehlklassifikationen abgescha¨tzt werden kann. Es hat sich gezeigt, dass diese
Methode nicht immer zu einer ausreichenden Generalisierungsfa¨higkeit fu¨hrt und mit einer
weiteren Idee kombiniert werden sollte [33]. Zuna¨chst aber soll das ERM-Prinzip erkla¨rt
werden.
Fu¨r einen Trainingsdatensatz Sl, eine Zielfunktion f und eine Verlustfunktion c ist das








Das empirische Risiko erha¨lt man also durch Einsetzen der empirischen Verteilung in (52).
Man betrachte die Verlustfunktion (51) und die Entscheidungsfunktion h(x) = sgn(f(x)).




∈ {0, 1} .
Im Folgenden wird nur noch diese Verlustfunktion betrachtet. Sie ist typisch fu¨r das Pro-
blem der bina¨ren Klassifikation. Deshalb werden ab jetzt auch die Symbole R[h] und
Remp[h] anstelle von R[f ] und Remp[f ] verwendet. Mit H˜ sei der Raum aller Entschei-
dungsfunktionen h = sgn(f), f ∈ H, bezeichnet. Damit entspricht H˜ dem gewu¨nschten
Hypothesenraum.
Unter allen bisherigen Annahmen gilt fu¨r alle ε > 0, h ∈ H˜ und l ∈ N die Ungleichung
Pl{|Remp[h]− R[h]| ≥ ε} ≤ 2e−2lε2 . (54)
Sie zeigt, wie nah das unbekannte Risiko R und das empirische Fehlermaß Remp beieinan-
der liegen. Zum Beweis wird ein Spezialfall der Hoeffding-Ungleichung [11], die Unglei-
chung von Chernoff [32], genutzt:





∣∣∣∣ ≥ ε} Chernoff≤ 2e−2lε2 .
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Die Minimierung des empirischen Risikos besteht darin, eine Funktion h zu suchen, die
Remp auf einem festen Trainingsdatensatz Sl minimiert. Das ERM-Prinzip schla¨gt diese
Minimierung vor und geht davon aus, dass diese Methode ausreichend ist, um generali-
sierungsfa¨hige Funktionen zu erlernen. Minimierung des empirischen Risikos kann unter
Umsta¨nden zu Hypothesenfunktionen mit u¨berangepasstem Verhalten fu¨hren, die im Ex-
tremfall alle Trainingspunkte korrekt klassifizieren, aber keine weiteren guten Klassifika-
tionen hervorbringen. Das Prinzip ist daher nur dann sinnvoll, wenn einerseits das Risiko
der gewa¨hlten Klassifikationsfunktion dem optimalen Risiko nahe kommt und wenn ande-
rerseits das empirische Risiko, welches diese Funktion verursacht, ein guter Scha¨tzer fu¨r
das wahre Risiko ist. Wie auch in [33] werden diese beiden Forderungen im Folgenden als
Konsistenz der empirischen Risikominimierung bezeichnet, eine formale Definition dazu
folgt nach einer kurzen Bemerkung zu zwei in diesem Abschnitt verwendeten Notationen.
(1) Eine Folge von Zufallsvariablen {Xn}n∈N konvergiert stochastisch gegen eine Zu-





(2) Fu¨r a ∈ R sei mit a+ der Positivteil von a bezeichnet. Fu¨r reelle Zahlen a ist der
Positivteil definiert als max {0, a} .
hopt ∈ H˜ sei diejenige Funktion, die R[h] minimiert. Dagegen sei hSl ∈ H˜ die Funk-
tion mit dem kleinsten empirischen Risiko fu¨r einen bestimmten Trainingsdatensatz S l.










Im Folgenden sollen hinreichende Bedingungen fu¨r die Konsistenz des ERM-Prinzips her-
geleitet werden.







hinreichend fu¨r die Konsistenz der empirischen Risikominimierung.
Wir zeigen zuna¨chst (55):
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Fu¨r alle h ∈ H˜ gelten die Ungleichungen
R[h]−R[hopt] ≥ 0 und
Remp[h]− Remp[hSl ] ≥ 0 .
Damit gelten fu¨r h = hSl beziehungsweise h = hopt
R[hSl ]− R[hopt]︸ ︷︷ ︸
(∗)
≥ 0 und (58)
Remp[h
opt]− Remp[hSl ]︸ ︷︷ ︸
(∗∗)
≥ 0 . (59)
Addition von (58) und (59) liefert
0 ≤ R[hSl]− R[hopt] + Remp[hopt]− Remp[hSl ]
= R[hSl]− Remp[hSl] + Remp[hopt]−R[hopt]
≤ sup
h∈H˜
(R[h]−Remp[h]) + Remp[hopt]− R[hopt] .




Durch zusa¨tzliche Verwendung von (57) erha¨lt man die Aussage, dass (∗) und (∗∗) je-
weils stochastisch gegen 0 konvergieren, also ist (55) gesichert.
(56) folgt direkt aus:
Remp[h










3.4.2 Theorie von Vapnik und Chervonenkis
Diese Theorie bescha¨ftigt sich mit der Frage, wie Lernalgorithmen aufgebaut sein mu¨ssen,
damit sie zu Hypothesen mit guten Generalisierungsfa¨higkeiten fu¨hren. Vapnik und Cher-
vonenkis haben gezeigt, dass die Bedingung (57) fu¨r die sogenannte nicht-triviale Konsi-
stenz der empirischen Risikominimierung nicht nur hinreichend, wie fu¨r die Konsistenz
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nach (55) und (56), sondern auch notwendig ist. Zur Definition der nicht-trivialen Konsi-
stenz siehe Abschnitt 2.1 in [33], das Theorem zur Konsistenz folgt dann im Abschnitt 2.2.
An dieser Stelle wird weiterhin versucht, hinreichende Bedingungen fu¨r die Konsistenz des























Dabei ist P2l das 2l-fache Produktmaß von P und bezieht sich auf Datensa¨tze der La¨nge 2l,
die mit S2l bezeichnet seien. R1emp bezieht sich dabei auf die ersten l Datenpaare, R2emp auf
die andere Ha¨lfte. Die Abscha¨tzung ist nachvollziehbar: Liegen die empirischen Fehler
zweier unabha¨ngiger Datensa¨tze nah beieinander, so muss das empirische Risiko nah am
erwarteten Risiko liegen. Der rechte Teil von (61) muss weiter untersucht werden, um
(60) nach oben abzuscha¨tzen. Zuna¨chst sollen einige Begriffe der VC-Theorie eingefu¨hrt
werden.
Fu¨r eine Anzahl l ∈ N von Vektoren aus X gibt es maximal 2l verschiedene Mo¨glichkei-
ten, diese nach {−1, 1} abzubilden. Es gilt also, dass die Funktionen h ∈ H˜ eingeschra¨nkt
auf l Eingaben entweder genau 2l oder weniger unterscheidbare Klassifikationen bereit-
stellen werden. Sei Sl ein Datensatz. Dann bezeichnet N Sl(H˜) die maximale Anzahl der
Funktionen aus H˜, die man allein durch die Werte h(x1), ..., h(xl) unterscheiden kann.
Sei l ∈ N fest. Als Shattering-Koeffizient (shatter: zerru¨tten, zerschlagen)N l(H˜) wird das
Maximum vonN Sl(H˜) u¨ber alle mo¨glichen Sl bezeichnet. Der Shattering-Koeffizient gibt
an, wieviele verschiedene Ausgabefunktionen maximal auf einem Datensatz der La¨nge l
durch H˜ produziert werden ko¨nnen. Anders interpretiert gibt er die maximale Anzahl der
Mo¨glichkeiten an, einen Datensatz der La¨nge l durch die zur Verfu¨gung stehenden Hy-
pothesen in zwei Klassen einzuteilen. Existiert ein Datensatz Sl, sodass die Funktionen
aus H˜ in der Lage sind, die Eingabevektoren aller Datenpaare auf jede mo¨gliche Art zu
klassifizieren, dann gilt offensichtlich
N l(H˜) = 2l . (62)







(R1emp[h]− R2emp[h]) > ε/2
}
≤ 2 E[N S2l(H˜)] e− lε
2
8 .







≤ 4 E[N S2l(H˜)] · e− lε
2
8 . (63)
Die folgende Abscha¨tzung fasst alle bisherigen Ergebnisse zusammen und gibt eine prak-
tische Aussage u¨ber das wahre Risiko bei Anwendung einer Klassifikationsfunktion.
Sei δ ∈ (0, 1). Fu¨r Trainingsdatensa¨tze der La¨nge l gelten mit einer Wahrscheinlichkeit
von mindestens (1− δ) die Ungleichungen







E[N S2l(H˜)])+ ln(4/δ)) (h ∈ H˜) , (64)
sofern l und ε =
√
(8/l)(ln(E[N S2l(H˜)]) + ln(4/δ)) die Bedingung lε2 ≥ 2 erfu¨llen. Sei
dazu δ ∈ (0, 1) vorgegeben. Setze δ = 4 E[N S2l(H˜)] · e− lε28 , dann ergibt sich
ε =
√
(8/l)(ln(E[N S2l(H˜)]) + ln(4/δ)) .



































≥ 1− δ .
Aus diesem Satz folgt, dass fu¨r δ ∈ (0, 1) und lε2 ≥ 2 mit einer Wahrscheinlichkeit von
mindestens (1− δ) die Ungleichung
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Welche Vorteile oder Nachteile liefert die Abscha¨tzung (65)?
• Vorteil: Die Abscha¨tzung gilt fu¨r alle Funktionen des Hypothesenraumes in gleichem
Maße. Die Ungleichung (65) ist daher nicht nur fu¨r Lernalgorithmen, die das ERM-
Prinzip umsetzen, anwendbar, sondern bietet eine Abscha¨tzung des Risikos fu¨r eine
von einem beliebigen Lernalgorithmus gewa¨hlte Klassifikationsfunktion hSl .
• Nachteil: Kennt man von der gesuchten Hypothese h mehr als nur den Raum H˜, aus
dem sie stammt, wird man genauere Abscha¨tzungen als (65) finden ko¨nnen.
Man betrachte nun die Struktur von (65). Der unbekannte Fehler wird durch zwei Ter-
me additiv bestimmt. Wie verhalten sich die einzelnen Komponenten? Je reichhaltiger
der Hypothesenraum, umso eher kann man eine Funktion mit kleinem empirischen Fehler
wa¨hlen. Der zweite Ausdruck (KT ) kann aber stark wachsen, wenn sich der Hypothe-
senraum vergro¨ßert. Dazu sei an die Definition des Shattering-Koeffizienten erinnert. Im
Folgenden sei dieser Teil als Kapazita¨tsterm bezeichnet.
Aus der Abscha¨tzung (65) beziehungsweise (63) folgt die Bedingung (57), wenn ein geeig-
neter Hypothesenraum gewa¨hlt wird. Man kann also festhalten, dass man Konsistenz der
empirischen Risikominimierung durch Festlegung geeigneter Ra¨ume H˜ sichern kann. Was
man unter einem geeigneten Hypothesenraum versteht und mit welchen weiteren Mitteln
man das Risiko von Klassifikationsfunktionen abscha¨tzen kann, wird am Ende dieses Ab-
schnittes erkla¨rt. Zuna¨chst werden einige wichtige Werkzeuge der VC-Theorie vorgestellt,
die dazu benutzt werden sollen, den Kapazita¨tsterm in (65) weiter nach oben abzuscha¨tzen.
Die Ho¨he von ln
(
E[N S2l(H˜)]) im Kapazita¨tsterm beeinflusst das Risiko. Fu¨r l ∈ N und




Offensichtlich gilt GH˜(l) = ln N l(H˜), denn die natu¨rliche Logarithmusfunktion ist im




E[N Sl(H˜)]) ≤ GH˜(l) . (66)
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Das heißt, ist eine Aussage u¨ber den Wert der Wachstumsfunktion mo¨glich, so la¨sst sich
die Ungleichung (64) auswerten. In [33] wird eine wichtige Eigenschaft der Wachstums-
funktion angegeben, die hier zitiert werden soll. Entweder, die Wachstumsfunktion erfu¨llt
fu¨r alle l > 0 die Gleichung
GH˜(l) = l · ln(2) (67)








erfu¨llt ist. Diese Funktion wa¨chst also linear mit der Gro¨ße des Trainingsdatensatzes, bis
l = D erreicht ist. Danach steigt ihr Wert nur noch sehr langsam. Den Wert D nennt man
nach Vapnik und Chervonenkis VC-Dimension. Sie gibt die maximale Anzahl l der Punkte
an, welche die Bedingung (62) erfu¨llen. Falls fu¨r alle l > 0 Bedingung (67) erfu¨llt ist, setzt
man D = ∞.
Sei X ⊆ R2. Die VC-Dimension des Raumes der trennenden Hyperebenen in X , in die-
sem Fall aller Geraden, ist die gro¨ßte Zahl l ∈ N, sodass alle l-Tupel von Punkten aus X
durch Hyperebenen auf jede erdenkliche Weise getrennt werden ko¨nnen. Man kann sich
schnell klarmachen, dass dies fu¨r drei Punkte immer mo¨glich ist. Bei vier Punkten kann es
Situationen geben, in denen die gewu¨nschten Zuordnungen zu 1 und −1 nicht ausschließ-
lich durch Geraden erreicht werden ko¨nnen. Ein Beispiel ist in Abbildung 8 dargestellt.
Daraus folgt, dass die VC-Dimension trennender Hyperebenen im R2 genau drei betra¨gt.





Abbildung 8: Nichtlineare Trennung von vier Punkten im R 2.
Die Kenntnis der VC-Dimension ist ausreichend fu¨r eine Aussage u¨ber das Verhalten der
Wachstumsfunktion und damit auch des Kapazita¨tsterms. Fu¨r eine bessere ¨Ubersicht soll
die Ungleichung (64) mit diesen Erkenntnissen erweitert werden:
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= 16 · ln(2)
eine Konstante enthalten wu¨rde. Bedingung (57) ist dann nicht notwendigerweise erfu¨llt.
Zusa¨tzlich existieren Abscha¨tzungen nach unten [5], aus denen folgt, dass die lineare Lern-
theorie in Merkmalsra¨umen sehr großer VC-Dimension versagt. Eben solche Ra¨ume sind
laut Abschnitt 3.2 gewu¨nscht. Der auf Seite 127 vorgestellte Kern fu¨hrt sogar zu D = ∞
[32], falls die Grammatrix vollen Rang besitzt, d.h. falls σ = 0 gilt und alle Trainings-
punkte verschieden sind. Mit diesem Problem und dessen Lo¨sung setzt sich der na¨chste
Abschnitt auseinander. Im Folgenden werden Ansa¨tze vorgestellt, mit denen das Risiko
von Hypothesen genauer als bisher abgescha¨tzt werden kann.
3.4.3 Strukturelle Risikominimierung
Es wurde gezeigt, dass der Kapazita¨tsterm in (65) nicht von den Eigenschaften einer be-
stimmten Funktion in H˜ abha¨ngt, sondern durch Merkmale dieses Raumes bestimmt wird.
Aus diesem Grund ist es nicht ausreichend, eine geeignete Funktion h zu wa¨hlen. Die Ge-
neralisierungsfa¨higkeit wird sich erst verbessern, wenn gu¨nstige obere Schranken fu¨r den
Kapazita¨tsterm gefunden werden.
Ein erster Ansatz dafu¨r ist die Einfu¨hrung einer Struktur in H˜, sodass die Summe aus em-
pirischem Risiko und Kapazita¨tsterm u¨ber die Wahl der Struktur minimiert werden kann.
Diese Methode wird als strukturelle Risikominimierung (structural risk minimization in-
ductive principle) bezeichnet und erweitert das ERM-Prinzip. Strukturelle Risikomini-
mierung innerhalb der VC-Theorie ist ein wichtiger Punkt, in dem sich Support-Vektor-
Maschinen ganz klar von der Theorie der neuronalen Netze unterscheiden. Diese mini-
mieren bestimmte Fehlermaße auf der Trainingsmenge, betrachten aber nicht die Eigen-




Idee: Man wa¨hle einen Hypothesenraum H˜1, der sehr klein ist. Mit jedem Schritt ver-
gro¨ßere man diesen, also H˜1 ⊂ H˜2 ⊂ .... Der Raum H˜ := H˜k wird dann so gewa¨hlt, dass
es eine Funktion h ∈ H˜ mit einem kleinen empirischen Fehler gibt, wobei k mo¨glichst
klein sein soll. Gesucht sind also Hypothesenra¨ume H˜k ⊂ H˜ mit Dk  ∞, in denen
das ERM-Prinzip angewendet werden kann. Problematisch bei diesem Ansatz ist die Tata-
sche, dass im Allgemeinen fu¨r H˜ keine Struktur bekannt ist, die die obige Idee realisieren
ko¨nnte. Er ist also von geringem praktischen Nutzen. Sinnvoller ist es, wenn man Infor-
mationen nutzt, die durch die Trainingsdaten verfu¨gbar sind. Damit bescha¨ftigt sich der
zweite Ansatz.
Wie man an (69) erkennen kann, liefert die VC-Theorie Schranken fu¨r das Risiko von Hy-
pothesen, die von der Verteilung P unabha¨ngig sind. Diese Schranken sind im Allgemei-
nen sehr groß, weil sie auch fu¨r ungu¨nstige Verteilungen gelten mu¨ssen. Die Abscha¨tzung
des tatsa¨chlichen Risikos wird damit schwierig. Kann man voraussetzen, dass die mo¨gli-
chen Verteilungen gu¨nstig sind, gibt es signifikant kleinere Schranken. Support-Vektor-
Maschinen greifen diese Idee auf und suchen datenabha¨ngige Fehlerschranken. Dabei wer-
den Maße fu¨r die
”
Gutartigkeit“ von Verteilungen definiert, die dann angewendet auf den
Trainingsdatensatz die zugeho¨rigen empirischen Gro¨ßen liefern. Diese Methode wird von
SV-Maschinen umgesetzt und ist unter der Bezeichnung der datenabha¨ngigen strukturellen
Risikominimierung bekannt.
In Abschnitt 2.2 wurden die funktionalen Absta¨nde der Punkte eines Trainingsdatensat-
zes von einer Hyperebene eingefu¨hrt. Die Gu¨te einer Klassifikation kann deshalb u¨ber die
Verteilung dieser Absta¨nde bestimmt werden. Die Verfahren des Abschnittes 3.3 basie-
ren auf Merkmalen dieser Verteilung. Die im Folgenden angegebenen datenabha¨ngigen
Risikoabscha¨tzungen werden diese Verfahren rechtfertigen.
Die Klassifikation maximaler Trenngu¨te verwendet das Minimum der Verteilung der funk-
tionalen Absta¨nde. Es gilt [5]:
Sei H1 der Raum aller linearen Zielfunktionen f , die einen normierten Richtungsvektor w
besitzen, γ > 0 sei eine reelle Zahl. Fu¨r jede Verteilung P auf X×{−1, 1}, deren Tra¨ger in
X in einer Kugel mit Radius R um den Ursprung liegt, gelten mit einer Wahrscheinlichkeit
von (1− δ) fu¨r Trainingsdatensa¨tze Sl der La¨nge l die Ungleichungen















∀f ∈ H1 , (70)
falls lε2 ≥ 2 sowie 64R2/γ2 < l und falls eine Marge von mindestens γ eingehalten wird.
Man beachte, dass die Abscha¨tzung (70) nicht mehr von der VC-Dimension abha¨ngt. Klei-
ne Fehlerschranken ko¨nnen realisiert werden, falls γ und l hinreichend groß sind. Damit
ist die Marge direkt fu¨r die Fa¨higkeit der Generalisierung verantwortlich.
Verfahren fu¨r die Klassifikation nichtseparierbarer Trainingsdaten versuchen, eine vorge-
gebene funktionale Marge γ zu erreichen und berechnen dann das Minimum der Verteilung
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einer Norm des Vektors der Schlupfvariablen ξ. Es gelten die folgenden Abscha¨tzungen,
die ebenfalls aus [5] stammen:
Es seiH1 der Raum aller linearen Zielfunktionen f , die einen normierten Richtungsvektor
w besitzen, γ > 0 sei eine reelle Zahl. Dann existiert eine Konstante c, sodass fu¨r jede
Verteilung P auf X × {−1, 1}, deren Tra¨ger in X in einer Kugel mit Radius R um den
Ursprung liegt, mit einer Wahrscheinlichkeit von (1 − δ) fu¨r Trainingsdatensa¨tze Sl der
La¨nge l die folgenden Ungleichungen gelten:









∀f ∈ H1 , (71)
falls die 2-Norm verwendet wird, beziehungsweise
R[f ] ≤ c
l
(
R2 + ‖ξ‖21 log2(1/γ)
γ2




∀f ∈ H1 , (72)
falls die 1-Norm gewa¨hlt wird.
In diesen Fa¨llen ist der Generalisierungsfehler zusa¨tzlich davon abha¨ngig, wie stark jeder
einzelne Trainingspunkt eine vorgegebene Marge γ verfehlt. An dieser Stelle soll noch
gezeigt werden, wie man von diesen Abscha¨tzungen zu den Verfahren des Abschnittes




direkten Einfluss auf die Fehlerschranke hat. Deshalb wa¨re es sinnvoll, diesen Ausdruck
zu minimieren, wobei zu beachten ist, dass nach Voraussetzung ‖w‖ = 1 gilt. Hebt man















Die Abscha¨tzung (72) kann in gleicher Weise untersucht werden und fu¨hrt auf die Mini-
mierung von
‖w‖2 + C‖ξ‖21 log2(‖w‖) .
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Zusammenfassend zu diesem Abschnitt u¨ber Generalisierungstheorie passt folgendes Zitat
aus [15]:
”
... we can generalize well in high dimensional spaces, if our hypothesis has a small
weight vector ... “.
3.5 Zusammenfassung
In diesem Abschnitt geben wir die fu¨r die Implementierung zu Grunde liegenden Model-
le in kompakter Darstellung an. Ausgewa¨hlt wurden die beiden in Abschnitt 3.3.2 vor-
gestellten Modelle, die Trainingsfehler zugunsten einer generalisierungsfa¨higen Funktion
tolerieren.













yi(〈w,xi〉+ b) ≥ 1− ξi (i = 1, ..., l) ,
ξi ≥ 0 (i = 1, ..., l) .
















αTy = 0 ,
0 ≤ α ,
α ≤ C .
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yi(〈w,xi〉+ b) ≥ 1− ξi (i = 1, ..., l) .


































αTy = 0 ,
α ≥ 0 .
Wir haben hier die dualen Aufgaben als Minimierungsprobleme dargestellt, wobei sich
keine Vera¨nderung der Lo¨sungen ergibt. Wie innerhalb dieses Abschnitts herausgearbeitet
wurde, sind die dualen Darstellungen besonders wichtig fu¨r die Implementierung. Dazu
seien die folgenden Punkte genannt.
• Die dualen Aufgaben sind konvex und besitzen deshalb keine lokalen Extrema.
• Jede duale Aufgabe besitzt genau einen globalen Extrempunkt.
• Die primalen Aufgaben arbeiten direkt mit Punkten des Merkmalsraumes. Innerhalb
der Zielfunktionen der dualen Aufgaben treten ausschließlich Skalarprodukte zwi-
schen Punkten im Merkmalsraum auf. Diese ko¨nnen durch Kernfunktionen die auf
den Originaldaten arbeiten, ersetzt werden. Das ermo¨glicht die Nutzung hochdimen-
sionaler Merkmalsra¨ume.
Aus (40), (41) und (77) folgt direkt: Das L2-Norm-Modell entspricht dem hard margin
classifier bis auf den modifizierten Kern







In diesem Abschnitt werden die implementierten SVM-Algorithmen vorgestellt. Der hard
margin classifier (37) ist fu¨r die Praxis nicht relevant, sodass die beiden soft margin Mo-
delle umgesetzt worden sind. Sollte man im einen oder anderen Fall dennoch auf einer
perfekten Trennung bestehen, kann das u¨ber die Wahl C ≈ ∞, d.h. u¨ber einen sehr großen
Wert fu¨r C erzwungen werden.
Abschnitt 4.1 wird sich mit der Implementierung des L2-Norm-Modells auseinanderset-
zen, wohingegen im Abschnitt 4.2 die Umsetzung einer L1-Norm Support-Vektor-Ma-
schine vorgestellt wird. Wir werden im Anschluss daran erkla¨ren, welche Unterschiede
zwischen diesen Modellen fu¨r die Praxis bestehen.
4.1 Nearest-Point-Algorithmen
Der iterative Nearest-Point-Algorithmus (NPA) wurde erstmals im Jahr 1999 vorgestellt
[18]. Er lo¨st SVM-Klassifikationsprobleme u¨ber folgende Aufgabe: Bestimme den mini-
malen Abstand zwischen zwei konvexen Polytopen, wobei die Polytope u¨ber die jeweiligen
Trainingspunkte im Merkmalsraum definiert sind. Im Folgenden wird dieser Algorithmus
vorgestellt. Im Anschluss daran wird gezeigt, wie der Algorithmus an die Projektaufgaben
angepasst wurde.
Der Nearest-Point-Algorithmus lo¨st das Trainingsproblem einer L2-Norm Support-Vektor-
Maschine. Die zugeho¨rige Optimierungsaufgabe ist in primaler (76) und dualer Form (77)
bereits angegeben worden. NPA arbeitet unter zwei Bedingungen, die wir als erstes vor-
stellen, bevor im Anschluss auf die Details des Verfahrens eingegangen wird.
Es sei Sl ein Trainingsdatensatz. Seien I := {i ∈ {1, ..., l} | yi = 1} und J := {j ∈
{1, ..., l} | yj = −1}.
Annahme 1: I = ∅ und J = ∅.
Diese Annahme stellt keine Einschra¨nkung dar, denn ein Lernproblem mit ausschließlich
Vertretern einer Klasse ist nicht sinnvoll. Dieser Fall ko¨nnte jedoch beim Aufspalten von
Trainingsdaten fu¨r Validierungszwecke auftreten, siehe dazu Abschnitt 5.2. Insbesondere
geschieht das oft beim Einsatz von Zufallsroutinen. Auch in den verkleinerten Trainings-
daten sollten immer Punkte beider Klassen vorhanden sein.
Aus den Eigenschaften von Sl folgen I ∪ J = {1, ..., l} und I ∩ J = ∅.
Annahme 2: Es existieren w und b im zula¨ssigen Bereich von (37).
Um auch nichtseparierbare Daten zu klassifizieren, wurden die abgeschwa¨chten Klassifika-
tionsverfahren eingefu¨hrt. Annahme 2 kann somit immer erfu¨llt werden. Es sei nochmals
erwa¨hnt, dass die Aufgabe (77) gelo¨st werden kann, indem man in der Ausgangsaufga-
be (41) die Kernmatrix des Trainingsdatensatzes mit dem Parameter C anpasst. Der neue
Kern K˜ wurde auf Seite 150 bereits definiert.
151
Klassifikationsalgorithmen fu¨r Daten aus der Pharmaindustrie
Forschungszentrum Ju¨lich
Im Folgenden wird deshalb nur (37) betrachtet und gezeigt, wie diese Aufgabe als Nearest-
Point-Problem formuliert und gelo¨st werden kann.
Das in [18] vorgestellte Verfahren betrachtet Mengen und Punkte im Merkmalsraum F ,
dennoch wird die Merkmalsabbildung φ nicht als bekannt vorausgesetzt. Alle Berechnun-
gen werden auch hier u¨ber einen Kern K realisiert. Das wird durch eine auf Skalarproduk-
ten basierende Form ermo¨glicht. Details dazu folgen spa¨ter.
4.1.1 Nearest-Point-Problem (NPP)
Sei Z = {z1, ..., zl} eine endliche Menge von Punkten in F . Dann wird die konvexe Hu¨lle











definiert. Man betrachte jetzt die Mengen
U := co({φ(xi) | i ∈ I}) und
V := co({φ(xj) | j ∈ J}) ,
die u¨ber die Merkmale in F definiert sind. Da I und J wegen l ∈ N endlich sind, stellen
U und V konvexe Polytope in F dar.




betrachtet werden. Sie wird Nearest-Point-Problem genannt. Abbildung 9 veranschaulicht
das Problem.
Das Paar (w∗, b∗) lo¨st die Aufgabe (37) genau dann wenn u∗ ∈ U und v∗ ∈ V existieren,







gelten ([18], Kapitel 2). Damit ist gesichert, dass ein Support-Vektor-Problem auch u¨ber








Abbildung 9: Nearest-Point-Problem im zweidimensionalen Merkmalsraum.
4.1.2 Optimalita¨tsbedingungen fu¨r NPP
Sei P eine kompakte Menge in F . Die sogenannte Support-Funktion hP : F → R wird
definiert als
hP (ϑ) := max
p∈P
〈ϑ,p〉F (ϑ ∈ F ) .
Mit sP (ϑ) ∈ P wird eine zugeho¨rige Lo¨sung bezeichnet, d.h. hP (ϑ) = 〈ϑ, sP (ϑ)〉F .
Sei nun P ein konvexes Polytop in F , also P = co(Z) fu¨r eine Menge Z von Punkten in P .
Es ist bekannt, dass das Maximum einer affin-linearen Funktion auf P in einem Punkt aus
Z angenommen wird, genau genommen wird es in einem Punkt der minimalen Stu¨tzmenge
angenommen, diese Menge ist aber in Z enthalten. Formal bedeutet das:
hP (ϑ) = hZ(ϑ) = max
z∈Z
〈ϑ, z〉F ,
∃ z∗ ∈ Z : sP (ϑ) = sZ(ϑ) = z∗, 〈ϑ, z∗〉F = hZ(ϑ) .
Die Funktion gP : F × P → R wird definiert als
gP (ϑ,p) := hP (ϑ)− 〈ϑ ,p〉F .
Fu¨r alle u ∈ U und v ∈ V gelten
(1) g(u,v) := gU(v − u,u) + gV (u− v,v) ≥ 0 ,
denn gP (ϑ,p) ≥ 0 ∀ ϑ ∈ F, p ∈ P .
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(2) ∃ u ∈ U mit 〈u− v,u〉F < 〈u− v,u〉F
⇒ ∃ u˜ ∈ co({u,u}) mit ‖u˜− v‖F < ‖u− v‖F ,
denn fu¨r eine Funktion ζ mit ζ(t) := ‖u + t(u− u)− v‖2F (t ∈ R)
gilt ζ ′(t) =
∑
2(ui + t(ui − ui)− vi)(ui − ui).
Fu¨r t = 0 folgt ζ ′(0) = 2〈u− v,u− u〉F < 0 .
(3) ∃ v ∈ V mit 〈u− v,v〉F > 〈u− v,v〉F
⇒ ∃ v˜ ∈ co({v,v}) mit ‖u− v˜‖F < ‖u− v‖F
Diese Aussage kann analog zu 2. gezeigt werden.
(4) (u,v) lo¨st (79)⇔ g(u,v) = 0
Gelte g(u,v) = 0 und seien uˆ ∈ U, vˆ ∈ V beliebig gewa¨hlt.
Wegen gU(v − u,u) = 0 und gV (u− v,v) = 0 folgen
〈u− v,u〉F ≤ 〈u− v, uˆ〉F und 〈u− v,v〉F ≥ 〈u− v, vˆ〉F .
Somit gilt ‖u− v‖2F ≤ 〈u− v, uˆ− vˆ〉F .
Zusammenfassend erha¨lt man:
‖u− v‖2F ≤ ‖u− v‖2F + ‖(u− v)− (uˆ− vˆ)‖2F
= ‖uˆ− vˆ‖2F + 2
(‖u− v‖2F − 〈u− v, uˆ− vˆ〉F)
≤ ‖uˆ− vˆ‖2F .
Daraus folgt, dass (u,v) Lo¨sung von (79) ist.
Sei nur (u,v) optimal fu¨r (79). Weiterhin seien u = sU(v−u) und v = sV (u−v).
Unter Beachtung von 1. und 2. folgt g(u,v) = 0.
Algorithmen, die nach endlich vielen Schritten eine Lo¨sung (u∗,v∗) finden, mu¨ssen viele
Matrixoperationen durchfu¨hren. Sie sind fu¨r große Punktmengen nicht geeignet. Des-
halb werden iterative Verfahren genutzt, die pro Schritt wenig Speicher beno¨tigen, sich der
Lo¨sung aber nur asymptotisch na¨hern. Hat man geeignete Abbruchkriterien, fu¨hren diese
Algorithmen dennoch zu befriedigenden Na¨herungen fu¨r (u∗,v∗).
Der NP-Algorithmus aus [18] basiert auf zwei traditionellen Algorithmen, die sich sinnvoll
erga¨nzen. Sowohl deren Grundideen als auch die Art und Weise ihrer Verknu¨pfung werden
kurz vorgestellt.
4.1.3 Algorithmus von Gilbert
Eine Lo¨sung fu¨r (79) kann auch u¨ber die Lo¨sung eines a¨quivalenten Problems gefunden
werden. Auf dieser ¨Uberlegung basiert die Methode nach Gilbert aus dem Jahr 1966.
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Sei Z := U $ V = {u − v | u ∈ U, v ∈ V } die sogenannte Minkowski-Differenz der
Polytope U und V .




und (79) a¨quivalent sind.





















j = 1, β
′
j ≥ 0 .























































= 1. Daraus folgt fu¨r die Menge Z als
Differenz von Punkten aus U und V : Z = co(Z0), wobei
Z0 := {φ(xi)− φ(xj) | i ∈ I, j ∈ J} .
Es gelten ([18], Theorem 2):
(1) Sei z ∈ Z beliebig. ∃ z ∈ Z mit ‖z‖2F − 〈z, z〉F > 0, dann ∃ z˜ ∈ co({z, z}),
sodass ‖z˜‖F < ‖z‖F gilt.
(2) Die Bedingung gZ(−z, z) = 0 ist notwendig und hinreichend dafu¨r, dass z ∈ Z die
Aufgabe (80) lo¨st.
Der Algorithmus von Gilbert na¨hert sich der Lo¨sung z∗ von (80) iterativ unter Zuhilfenah-
me dieser Erkenntnisse nach dem Schema in Tabelle 3.
Abbildung 10 stellt den Start und zwei Iterationen des Verfahrens im R2 dar.
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1. Wa¨hle z ∈ Z beliebig.
2. Berechne hZ(−z) und gZ(−z, z).
3. Falls gZ(−z, z) = 0, dann z∗ = z, STOP. Sonst setze z = sZ(−z).
4. Berechne z˜ als den Punkt auf zz, der die kleinste Norm besitzt.
5. Setze z = z˜ und gehe zu 2.













Abbildung 10: Zwei Iterationen nach Gilbert.
Der Algorithmus kann nur dann im Original verwendet werden, wenn die Merkmalsabbil-
dung bekannt ist. Support-Vektor-Maschinen arbeiten jedoch mit einem Kern, der ohne
Kenntnis des Merkmalsraumes gewa¨hlt wird. Deshalb ist es sinnvoll, alle z ∈ Z als kon-









γt = 1, γt ≥ 0, zt0 ∈ Z0 , (81)
wobei die Anzahl der Komponenten davon abha¨ngt, wieviele Vertreter Z0 hat, also wie sich
die Trainingsdaten zusammensetzen. Die wesentliche Rolle im Algorithmus haben dann
die Koeffizienten γt. Fu¨r weitere Details sei auf [18] verwiesen.
Der Algorithmus wird bei Anna¨herung an die Lo¨sung sehr langsam. Den Grund dafu¨r
kann man sich an Abbildung 10 verdeutlichen. In jeder Iteration wird ein im Sinne der
Aufgabe
”
guter“ Punkt zt′0 = sZ(−z) aus Z0 bestimmt. Der zugeho¨rige Koeffizient γ ′t
in der Darstellung des aktuellen Punktes z wird vergro¨ßert, betrachte zum Beispiel den
¨Ubergang von z1 nach z2 in Abbildung 10. Gleichzeitig werden alle anderen Koeffizien-




schlechten“ Eckpunkten geho¨ren. Es wa¨re jedoch sinnvoller, wenn die Ge-
wichte
”
schlechter“ Punkte schneller gegen Null gehen wu¨rden, als es hier der Fall ist.




4.1.4 Algorithmus von Mitchell-Dem’yanov-Malozemov (MDM)
Der MDM-Algorithmus wurde erstmals im Jahr 1974 vorgestellt, siehe dazu [24]. Er lo¨st
ebenfalls die Aufgabe (80), wobei er die Darstellung (81) schon in seiner Ursprungsform
voraussetzt.
Es kann Situationen geben, in denen der Algorithmus von Gilbert zu schlechter Perfor-
mance fu¨hrt. Man stelle sich vor, der aktuelle Punkt z ∈ Z liegt in der Na¨he von z∗ ∈ Z.
Trotzdem kann es γt > 0 geben, fu¨r die gilt
〈z, zt0〉F % 〈z, z〉F . (82)
Es ist einleuchtend, dass solche Koeffizienten γt den Punkt z ∈ Z nicht mitbestimmen,
sondern eliminiert werden sollten. Dazu wird zuna¨chst eine weitere Funktion eingefu¨hrt.
Die Funktion Δ u¨ber Z wird definiert als
Δ(z) := hZ(−z)−min
γt>0
〈−z, zt0〉F︸ ︷︷ ︸
(∗)
.
Der Punkt zt0, der das Minimum (∗) realisiert, wird als z tmin0 bezeichnet.
Es gelten Δ(z) ≥ 0 auf ganz Z und Δ(z) = 0 genau dann wenn gZ(−z, z) = 0. Aus die-
sem Grund ist es zula¨ssig, Δ(z) = 0 anstelle von gZ(−z, z) = 0 als Abbruchkriterium zu
verwenden, siehe dazu Schritt drei im Algorithmus von Gilbert. Der MDM-Algorithmus
bewegt sich ausgehend von einem z immer entlang der Richtung sZ(−z)− ztmin0 . Daraus
leitet sich folgendes Prinzip ab: Fu¨r einen besonders
”
guten“ Punkt zt′0 aus Z0 wird der
Koeffizient in der Darstellung von z vergro¨ßert, im Unterschied zu Gilbert aber auf Kosten
eines einzigen
”
schlechten“ Punktes ztmin0 . Die anderen Koeffizienten werden nicht ange-
tastet. Somit ist es mo¨glich, besonders unwichtige Punkte fru¨hzeitig aus der Darstellung
(81) zu eliminieren. Falls es also zu Pha¨nomenen der Form (82) kommt, reagiert dieses
Verfahren besser und fu¨hrt schneller zu einem Abbruch, wie Tests im Zusammenhang mit
der Arbeit [18] zeigten.
4.1.5 Nearest-Point-Algorithmus (NPA)
Auch wenn der MDM-Algorithmus in den meisten Fa¨llen gute Ergebnisse liefert, ist es
mo¨glich, ihn zu verbessern. Das kann durch sinnvolle Kombinationen der beiden bisher
vorgestellten Algorithmen erreicht werden.
Der Algorithmus vor Gilbert berechnet in seinen Iterationen hauptsa¨chlich hZ(−z) und
sZ(−z), siehe dazu nochmals Tabelle 3. Diese werden jedoch auch vom MDM-Algorithmus
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Abbildung 11: Mischalgorithmus fu¨r NPP.
zur Verfu¨gung gestellt. Deshalb stellt es keinen Mehraufwand dar, die Ideen des Algorith-
mus von Gilbert im MDM-Algorithmus auszunutzen. Eine sehr gu¨nstige Variante soll noch
kurz erkla¨rt werden, siehe dazu Abbildung 11.
Die Bezeichnungen in Abbildung 11 haben folgende Bedeutungen:
• A := ztmin0 ist ein ungu¨nstiger Punkt.
• A′ realisiert die Verbindung von Az mit dem Rand von Z.
• B := sZ(−z) ist ein gu¨nstiger Punkt.
• C ist so gewa¨hlt, dass zC parallel zu AB ist und C auf der Strecke A′B liegt.
Die Strecke zB definiert den Bereich, auf dem Gilbert arbeitet, zC hingegen jenen, auf
dem MDM agiert. Eine Mischform wa¨re dann beispielsweise die Suche eines Punktes mit
minimaler Norm im Dreieck zCB. Falls der gefundene Punkt im Inneren dieses Dreiecks
liegt, besagt diese Vorgehensweise:
• Der Koeffizient von sZ(−z) wird wie bei den urspru¨nglichen Verfahren vergro¨ßert.
• Der Koeffizient von ztmin0 wird deutlich sta¨rker reduziert als bei Gilbert, aber er wird
nicht so schnell eliminiert wie es beim MDM-Verfahren der Fall ist.
• Die restlichen Koeffizienten werden gleichma¨ßig reduziert und verzeichnen dadurch
eine schwa¨chere Abnahme als es beim Algorithmus von Gilbert der Fall ist. Sie wer-
den jedoch im Gegensatz zum MDM-Algorithmus nicht vo¨llig außer Acht gelassen.
Der in [18] vorgestellte Algorithmus geht sogar noch einen Schritt weiter. Er arbeitet auf
dem Dreieck zA′B. Ein durch eine solche Mischung entstandener Algorithmus ist schnel-




Der Pseudocode in [18] sowie viele hilfreiche Anregungen von S. Sathiya Keerthi und
Ricardo Henao trugen dazu bei, den NP-Algorithmus erfolgreich zu implementieren und
einige Fehler der Originalarbeit zu korrigieren.
4.1.6 Gewichteter Nearest-Point-Algorithmus (GNPA)
Das allgemeine SVM-Modell unterscheidet grundsa¨tzlich keine Fehlerarten. Klassifika-
tionsfehler in den Trainingsdaten werden einfach oder quadratisch aufsummiert und mit
dem Parameter C gewichtet. Damit gehen die Klasseninformationen komplett verloren.
Ein Ausweg aus dieser Situation wird beispielweise in [26] vorgestellt.
Die Idee ist, Fehler erster Art ha¨rter zu bestrafen als Fehler zweiter Art. Das kann sehr
einfach realisiert werden, indem der Parameter C auf zwei Parameter C+ und C− gesplittet
wird. Bei einem Fehler erster Art wird mit C+ gewichtet und bei einem Fehler zweiter Art
mit C−. Die Feststellung der Fehlerart ist trivial, da der Vektor y die Klassen jederzeit
bereit ha¨lt.
Die Nutzung von C+ und C− fu¨hrt im erfolgreichen Fall dazu, dass die optimale Hyper-
ebene etwas na¨her an die Klasse −1 ru¨ckt (Abbildung 12). Anders ausgedru¨ckt kann man
sagen, dass sich die Gesamtmarge nicht mehr als Summe der beiden gleichen Einzelmar-
gen m, sondern als m++m− berechnet, wobei m+ > m− gelten wird, falls C+ > C−. Der
mit x gekennzeichnete Punkt in Abbildung 12 ist besonders interessant. Man sollte sich
bewusst sein, dass bei sehr wenigen Punkten einer Klasse die Beeinflußung der Hypothese
durch Ausreißer, beispielsweise durch falsche Angabe des Labels, viel ho¨her ist als bei ba-
lancierten Daten, insbesondere wenn man mit einem großen Wert fu¨r C+ arbeitet. Dieser
fu¨hrt dazu, dass um den Punkt x herum die Klasse 1 definiert wird. Ist dieser jedoch ein
unerwu¨nschter Ausreißer und geho¨rt eigentlich in Klasse−1 oder als positiver Punkt in die




Abbildung 12: Verschiebung der Hyperebene durch C −.
Die Konsequenzen daraus sind:
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• Elemente des Klasse 1 werden versta¨rkt korrekt klassifiziert (true positive), auch
wenn sie im Bereich der urspru¨nglichen Trennlinie liegen. Die Fehler erster Art
nehmen ab.
• Elemente des Klasse−1 werden zunehmend falsch klassifiziert (false positive), wenn
sie im Bereich der urspru¨nglichen Trennlinie liegen. Die Fehler zweiter Art nehmen
zu.
Diesen Effekt kann man sich anhand der Abbildung 13 verdeutlichen, wobei sich die




Abbildung 13: Fehler erster und zweiter Art in Konkurrenz.
Die Zielfunktion der urspru¨nglichen primalen Optimierungsaufgabe einer L2-Norm Support-












Die Nebenbedingungen bleiben identisch. Bei der Summierung der Fehler wird unterschie-
den, ob ein falsch negativer (erste Summe) oder falsch positiver Punkt (zweite Summe)
betroffen ist.
Die Integration eines zweiten Fehlergewichtes war in diesem Fall sehr einfach. In der ur-
spru¨nglichen dualen Optimierungsaufgabe (77) wird der Parameter C ausschließlich fu¨r
den modifizierten Kern K˜, siehe (78), verwendet. Wir a¨nderten diesen Kern wie in Abbil-
dung 14 dargestellt. Weitere ¨Anderungen waren nicht notwendig.
Die neue Zielfunktion der dualen Aufgabe hat dann wegen (41), (78) und den hier betrach-


























kernel = compute-normal-kernel(i, j)
if (i == j) then
if (yi == 1) kernel = kernel+ 1/2C+
if (yi == −1) kernel = kernel+ 1/2C−
end if
end function kernel
Abbildung 14: Anpassung eines Kerns fu¨r das L2-Norm-Modell mit Fehlergewichtung.
unter den Nebenbedingungen
αTy = 0 ,
α ≥ 0 .
Die Nutzung dieser Gewichte ist fu¨r alle Kerne mo¨glich, denn die urspru¨ngliche Kernfunk-
tion wird nicht modifiziert, es werden lediglich die Ausgaben fu¨r Diagonalelemente der
Kernmatrix gea¨ndert.
4.2 Sequential-Minimal-Optimization
Der Algorithmus Sequential-Minimal-Optimization (SMO) wurde 1998 von J. Platt ent-
wickelt und vorgestellt [29]. Der SMO-Algorithmus geho¨rt zu den sogenannten working
set-Verfahren, welche die L1-Norm-Aufgabe (75) lo¨sen. Diese Methoden verfahren nach
dem Prinzip der iterativen Optimierung auf Teilmengen. Dazu wird in jeder Iteration ein
reduziertes Optimierungsproblem gelo¨st. Dabei wird der Vektor α in einen aktiven und
einen nichtaktiven Teil zerlegt. Die Optimierungsarbeit findet dann nur auf dem aktiven
Teil des Vektors (Arbeitsmenge, working set, chunk) statt. Die aktiven und inaktiven Indi-
zes mu¨ssen nach jedem Schritt aktualisiert werden.
Das besondere am SMO-Algorithmus ist die Einschra¨nkung der Gro¨ße des working set auf
zwei Elemente. Im Folgenden werden wir zeigen, welche Aufgabe in jedem Teilschritt des
Verfahrens gelo¨st werden muss und nach welcher Methode die globale Lo¨sung generiert
wird.
Die Matrix Q sei definiert als
Qij := yiK(x
i,xj)yj (1 ≤ i, j ≤ l) ,
dann kann die Zielfunktion (75) kurz als
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Wie schon erwa¨hnt, wird die Aufgabe (85) iterativ auf einem Teil von α gelo¨st. Wir



















Mit d bezeichnen wir jeweils den in der aktuellen Iteration dynamischen Teil von α.
O.B.d.A. liegen die Daten jeweils sortiert nach dynamischen und festen Teilen f vor. Der
Iterationsindex ist aus Gru¨nden der ¨Ubersichtlichkeit nicht angegeben.













Da der Vektor αf fu¨r die spezielle Iteration konstant ist, ko¨nnen die Terme 12α
T
f Qffαf und






f Qfdαd −αTd1 . (87)
Die angepassten Nebenbedingungen lauten
yTdαd = −yTf αf ,
αd ≥ 0 ,









in jeder Iteration zula¨ssig ist.
Fu¨r Sequential-Minimal-Optimization gilt: |αd| = 2. Das ist die minimale Gro¨ße, die ein
working set haben darf. Das kann sehr einfach erkla¨rt werden: Im k-ten Optimierungs-







d = c (c ∈ R konstant) . (88)
Sollte αkd nur ein Element haben, fu¨hrt jede ¨Anderung dieses Multiplikators zu einer Ver-
letzung dieser Bedingung. Eine Optimierung auf zwei Elementen dagegen ist mo¨glich.
Der Vorteil von SMO gegenu¨ber anderen working set-Methoden mit großen Arbeitsmen-
gen liegt in der Tatsache, dass das Teilproblem mit der Zielfunktion (87) bei zwei Punkten
analytisch gelo¨st werden kann. Das soll im Folgenden gezeigt werden, wobei auch die
entsprechenden Lo¨sungen mit angegeben werden.
Wir bezeichnen mit i und j die in der k-ten Iteration betrachteten Indizes von α. Aus der









j = c | · yi (89)




i + s(i, j)α
k+1
j = c˜ ,
wobei s(i, j) = yi · yj und c˜ ∈ R nicht von αi und αj abha¨ngen. Außerdem muss
0 ≤ αki , αkj , αk+1i , αk+1j ≤ C . (90)
auch weiterhin gelten.
Die Optimierung verla¨uft sehr einfach. O.B.d.A. soll αj zuerst berechnet werden. Aus (89)
und (90) folgen























2. fu¨r yi = yj:









C,C − αki + αkj
}]
.
Bezeichnet man jeweils mit UG die untere und mit OG die obere Grenze, kann man das
Ergebnis symbolisch darstellen als
αj ∈ [UG,OG] (91)
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y1=-y2 - c~= α2α1y1=y2 + c= ~
Abbildung 15: Boxen fu¨r zwei Lagrange-Multiplikatoren nach SMO.
und zeigt damit, dass der zweite Lagrange-Multiplikator immer zwischen bestimmten Gren-
zen liegt. Abbildung 15 stellt alle Bedingungen graphisch dar.
Mit f(x) sei wie u¨blich der Wert der Klassifikationsfunktion bezeichnet, der sich bei der
Auswertung an der Stelle x mit den aktuellen Parametern α und b sowie einem fest gewa¨hl-





t,x) + b. (92)
Das bedeutet, der Wert fu¨r b muss ebenfalls immer wieder vera¨ndert werden, die Formeln
dafu¨r folgen spa¨ter.
Ei symbolisiert die Differenz zwischen dem aktuellen Wert der Klassifikationsfunktion






t,xi) + b− yi .
Dieser Wert kann selbst bei richtiger Zuordnung von xi groß werden.
Die αt fu¨r t ∈ {i, j} sind in jeder Iteration konstant. Die Zielfunktion der dualen Aufgabe
(85) kann man daher umformulieren zu
















j ,xt)− αi − αj + c ,
wobei c ∈ R nicht von αi und αj abha¨ngt, also konstant ist.
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Ersetzt man αi in der Zielfunktion gema¨ß (89) durch c˜−s(i, j)αj , ergibt sich eine Funktion
von αj:
W (αj) = 0.5(c˜− s(i, j)αj)2K(xi,xi) + 0.5α2jK(xj ,xj)










j ,xt)− c˜ + s(i, j)αj − αj + c .
Die notwendige Bedingung an einen stationa¨ren Punkt von W lautet
∂W (αj)
∂αj
= −s(i, j)K(xi,xi)(c˜− s(i, j)αj) + K(xj,xj)αj











j ,xt) + s(i, j)− 1 = 0 .
Deshalb und wegen s(i, j)yi = yj muss fu¨r einen stationa¨ren Wert αstj von αj die Gleichung












−s(i, j)K(xi,xi)(c˜− s(i, j)αstj ) + K(xj ,xj)αstj − 2K(xi,xj)αstj (93)
−1 + s(i, j)
erfu¨llt sein.
Durch nochmaliges Differenzieren erkennt man, dass αstj Maximalstelle ist, falls
∂2W (αstj )
∂2αstj
= 2K(xi,xj)−K(xi,xi)−K(xj ,xj) < 0
gilt.
Sei η = −2K(xi,xj) + K(xi,xi) + K(xj,xj). Einsetzen in (93) und Nutzung von
s(i, j) ∈ {−1, 1} liefert
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Multiplikation mit yj ergibt

















i,xi) + f(xi)− yjαkjK(xi,xj)
−f(xj) + yiαki K(xj ,xi) + yjαkjK(xj ,xj) .
Elimination von c˜ durch Nutzung von (89) fu¨hrt zur Darstellung
−αstj · η · yj = yj − yi + (αki + s(i, j) · αkj ) · yiK(xi,xj)
−(αai + s(i, j) · αkj ) · yiK(xi,xj) + f(xi)








= yj − yi + f(xi)− f(xj) + yjαkjK(xi,xi)
−yjαkjK(xi,xj)− yjαkjK(xi,xj) + yjαkjK(xj ,xj)











Der Wert fu¨r αk+1j ergibt sich dann aus αstj oder aus einer der Grenzen aus (91), falls diese
von αstj unter- oder u¨berschritten werden. Die anschließende Berechnung von αk+1i ist
trivial.
Der maximale Wert der Zielfunktion (85) unter der Bedingung, dass nur αi und αj gea¨ndert
























j − αk+1j )
angenommen, falls
η := −2K(x1,x2) + K(x1,x1) + K(x2,x2)
strikt positiv ist.
Wie auch in [29] nachzulesen ist, entsteht durch die Forderung η > 0 keine besondere
Problematik. Folgende Fa¨lle sollte man aber ausschließen:
(1) Erfu¨llt der Kern K nicht die Bedingungen des Theorems von Mercer, kann η < 0
auftreten.
(2) Sind zwei Eingabevektoren identisch, wird η = 0 auftreten, sobald diese beiden
ausgewa¨hlt werden.
4.2.2 Heuristiken
Bisher wurde hergeleitet, wie zwei ausgewa¨hlte Lagrange-Multiplikatoren zu optimieren
sind. Es bleibt zu kla¨ren, wie man in jedem Iterationsschritt des Verfahrens zwei passende
Indizes auswa¨hlt und welche Gro¨ßen zusa¨tzlich angepasst werden mu¨ssen.
Die Konvergenzgeschwindigkeit des Verfahrens erho¨ht sich, wenn diejenigen Indizes i und
j gewa¨hlt werden, welche die KKT-Bedingungen am sta¨rksten verletzen. Diese Bedin-
gungen fu¨r alle Punkte auszuwerten erfordert einen zu großen Rechenaufwand. Deshalb
werden Heuristiken herangezogen, die die KKT-Bedingungen nur fu¨r einen Teil der Daten
u¨berpru¨fen und so den Gesamtaufwand reduzieren. Die Auswahl dieser aktiven Punkte
erfolgt derart, dass die Zielfunktion einen mo¨glichst großen Zuwachs erfa¨hrt.
• Heuristik fu¨r i: Dieser Index wird aus der Menge der Punkte ermittelt, welche die
KKT-Bedingungen verletzen. Dafu¨r wird eine Fehlertoleranz ε benutzt. Der Wert
fu¨r ε sollte nach [29] zwischen 10−2 und 10−3 liegen. Dabei wird zuna¨chst nicht
darauf geachtet, in welchem Intervall die zugeho¨rigen Lagrange-Multiplikatoren lie-
gen, sondern der erste gefundene Punkt wird ausgewa¨hlt. Im Anschluss bestimmt die
zweite Heuristik - siehe na¨chster Punkt - den anderen an der Optimierung beteiligten
Index und ein Iterationsschritt kann durchgefu¨hrt werden. In den weiteren Itera-
tionen sucht diese Heuristik nur noch nach Punkten, welche die KKT-Bedingungen
verletzen und deren Lagrange-Multiplikatoren im offenen Intervall (0, C) liegen, bis
der erste gefunden ist. Erst wenn keine solchen Punkte mehr vorhanden sind, wird
die Suche wieder auf alle Werte fu¨r αi ausgedehnt.
• Heuristik fu¨r j: Der Index muss so gewa¨hlt werden, dass der wa¨hrend der Optimie-
rung durchgefu¨hrte Schritt mo¨glichst groß ist. Man betrachte nochmals die Darstel-
lung (94). Offensichtlich ist die ¨Anderung des zweiten Lagrange-Multiplikators von
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η sowie von |Ei −Ej | abha¨ngig. Die Berechnung von η ist wegen der drei Kernaus-
wertungen sehr zeitintensiv. Deshalb sollte man j so wa¨hlen, dass es den Ausdruck
|Ei − Ej| maximiert. Der Vorteil dieser Wahl ist, dass der Vektor E im Gegensatz
zur Kernmatrix wa¨hrend der Laufzeit mitgefu¨hrt wird. Damit kann viel Rechenzeit
eingespart werden.
Unter ungu¨nstigen Voraussetzungen kann es dazu kommen, dass diese Heuristik kei-
ne Verbesserung liefert [29]. In diesen Fa¨llen benutzt SMO bis zu zwei weitere
Heuristiken. Zuna¨chst werden alle Indizes j = i, deren Lagrange-Multiplikatoren
αj im Intervall (0, C) liegen, der Reihe nach untersucht, wobei bei einem zufa¨llig
bestimmten Punkt angefangen wird. Liefert auch diese Suche keine Verbesserung,
werden im letzten Schritt alle Punkte u¨berpru¨ft, also auch die Grenzfa¨lle αj = 0 und
αj = C, wobei auch hier bei einem zufa¨lligen Punkt gestartet wird. Liefern diese
drei Mo¨glichkeiten zu einem bestimmten i kein passendes j, wird keine Optimie-
rung und Aktualisierung durchgefu¨hrt, sondern SMO wa¨hlt ein neues i. Laut [29]
tritt dieser Fall aber sehr selten auf.
4.2.3 Aktualisierungen
Der Wert von b muss nach jedem Iterationsschritt aktualisiert werden, denn die beiden
betrachteten Punkte mu¨ssen nach dem Optimierungsschritt die KKT-Bedingungen erfu¨llen.
Zu Beginn des Verfahrens gilt b = 0.
Zuna¨chst betrachte man αi:
αk+1i ∈ (0, C) ⇒ f(xi) != yi . (95)
In diesem Fall ergibt sich ein b1 aus
−b1 = Eki + yi(αk+1i − αki )K(xi,xi) + yj(αk+1j − αkj )K(xi,xj)− bk .
Analog wird αj ausgewertet:
αk+1j ∈ (0, C) ⇒ f(xj) != yj . (96)
In diesem Fall ergibt sich b2 aus
−b2 = Ekj + yi(αk+1i − αki )K(xi,xj) + yj(αk+1j − αkj )K(xj ,xj)− bk .
Falls nur eine der Bedingungen erfu¨llt ist, wird bk+1 = b1 (95), beziehungsweise bk+1 =
b2 (96) gesetzt. Falls beide erfu¨llt sind, gilt bk+1 = b1 = b2. Fu¨r den Fall, dass beide
Lagrange-Multiplikatoren einen Grenzfall annehmen, also
αk+1i ∈ {0, C} und αk+1j ∈ {0, C} ,
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stellen alle Werte zwischen b1 und b2 zula¨ssige Werte fu¨r bk+1 dar. Das Verfahren SMO
wa¨hlt in diesem Fall die Mitte des Intervalls.
Der Fehlervektor E wird wa¨hrend der gesamten Laufzeit mitgefu¨hrt und muss fu¨r alle In-





i − αki )K(xi,xt) + yj(αk+1j − αkj )K(xj ,xt)− bk + bk+1 .
Der SMO-Algorithmus nach J. Platt wurde im Rahmen des GALA Projektes implemen-
tiert. Der Pseudocode in [29] war dazu a¨ußerst hilfreich. John Platt weist auf seiner Ho-
mepage auf einige Fehler im Paper hin. Seine Hinweise wurden beru¨cksichtigt.
4.2.4 Gewichteter SMO-Algorithmus (GSMO)
Analog zum Algorithmus GNPA, der auf Seite 159 vorgestellt wurde, kann auch das SMO-
Verfahren in einer gewichteten Variante definiert werden. Dabei a¨ndert sich bei der Aufga-
be (75) lediglich die dritte Nebenbedingung. Sie lautet dann
∀i = 1, . . . , l : αi ≤
{
C+ falls yi = 1 ,
C− sonst .
(97)
Bei der Implementierung der gewichteten Variante von SMO muss an den jeweiligen Stel-
len im Quellcode, an denen der Parameter C verwendet wird, in Abha¨ngigkeit der Klassen-
zugeho¨rigkeit des betrachteten Trainingspunktes entweder C+ oder C− gewa¨hlt werden.
Eine einfache ¨Anderung der Kernfunktion analog zu der Vorgehensweise bei GNPA, siehe
Abbildung 14, ist leider nicht mo¨glich, da der Parameter C nicht in die Kernfunktion inte-
griert werden kann. Details zum Quellcode von SMO ko¨nnen in [5] nachgelesen werden.
4.3 Zusammenfassung
In diesem Abschnitt sind die implementierten Verfahren zum Trainieren von Support-
Vektor-Maschinen vorgestellt worden. Grob gesagt, stehen fu¨r die Algorithmen zwei un-
terschiedliche Modelle zur Verfu¨gung – L1-Norm und L2-Norm. Das hard margin Modell
kann u¨ber C = ∞ sowohl mit NPA als auch mit SMO trainiert werden. Fraglich fu¨r die
Anwendung ist, welcher Algorithmus erfolgreicher arbeitet. Diese Frage la¨ßt sich allge-
mein nicht beantworten. L1-Norm- und L2-Norm-Modell unterscheiden sich in der For-
mulierung der primalen Optimierungsaufgabe ausschließlich in der Art der Summierung
der Schlupfvariablen ξi (i = 1, ..., l). Fu¨r das L2-Norm-Modell werden diese Werte qua-
driert. Bei zahlreichen Tests hat sich gezeigt, dass die mittels NPA und SMO generierten
Ergebnisse sehr a¨hnlich sind, wobei der Nearest-Point-Algorithmus weniger Rechenzeit in
Anspruch nimmt. Im Gegenzug wirkt sich das L1-Norm-Modell positiver auf die Anzahl
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der Support-Vektoren aus, ihre Anzahl ist geringer als mit NPA. Zusa¨tzlich zu den Stan-
dardalgorithmen haben wir die Mo¨glichkeit mittels C+ und C− Fehler zu gewichten und
somit falsch positive oder falsch negative Klassifikationen zu verringern.
5 Optimierung
Die Algorithmen aus den Abschnitten 4.1 und 4.2 allein reichen nicht aus, um Support-
Vektor-Maschinen erfolgreich zu trainieren. Fu¨r die Untersuchung von großen empiri-
schen Datensa¨tzen ist es außerdem erforderlich, hinreichend gutartige Trainingsdaten zu
verwenden sowie ein geeignetes Modell mit optimalen Parameterwerten festzulegen. In
den folgenden beiden Abschnitten werden wir kurz auf diese Aufgaben eingehen.
5.1 Datenvorverarbeitung
Datensa¨uberung und -reduktion als Bestandteile des Data Mining sind sehr wichtig als
vorverarbeitende Schritte bei der Klassifikation von Daten. Diese Abha¨ngigkeit wird oft
unterscha¨tzt. Auch das beste Klassifikationsverfahren erzielt schlechte Ergebnisse, wenn
sich in den Daten zu viele Ausreißer und Fehler unerkannt verbergen.
Zur Datensa¨uberung za¨hlen beispielsweise
• Entfernen von offensichtlichen Fehlern, z.B. nichtreelle Eintra¨ge,
• Ersetzen von Missing Values durch
”
sinnvolle“ Werte,
• Standardisierung oder Transformation von Variablen,
• Erkennen und Entfernen von Variablen ohne Varianz.
Diese Aufgaben werden durch die in Teil II dieses Bandes vorgestellten Methoden abge-
deckt. Datensa¨uberung fu¨hrt dazu, dass das SVM-Training einfacher und zuverla¨ssiger
wird; das konnte in verschiedenen Tests gezeigt werden.
Zusa¨tzlich zur Sa¨uberung fehlerhafter Daten bescha¨ftigen wir uns mit Methoden zur Da-
tenreduktion. Durch eine Verkleinerung des Datenraumes ko¨nnen beispielsweise die Re-
chenzeiten von Klassifikationsverfahren reduziert werden. Im Allgemeinen bezweckt man
damit jedoch bessere Ergebnisse und Interpretationsmo¨glichkeiten der Klassifikationen.
Wir nutzen Methoden der Datenreduktion fu¨r die beiden Aufgaben
• Erkennen und Entfernen von unerwu¨nschten Ausreißern und
• Entfernen unwichtiger Variablen.
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Im Teil II dieses Berichtes sind diese Methoden detailliert beschrieben.
Beim Zusammenspiel von Datenreduktion und u¨berwachtem Lernen mit Support-Vektor-
Maschinen oder anderen Klassifikationsverfahren gibt es ein wichtiges Detail, welches
bisher nicht erwa¨hnt wurde. Das Identifizieren von unerwu¨nschten Messungen und u¨ber-
flu¨ssigen Variablen beruht auf statistischen Annahmen, die vo¨llig frei von Informationen
zur Verteilung der Klassen sind. Diese Methoden za¨hlen dann zu den sogenannten unu¨ber-
wachten Verfahren. Eine starke Datenreduktion ohne Betrachtung der Klassen kann da-
bei durchaus zum Verlust signifikanter Abha¨ngigkeiten und nichtlinearer Funktionalita¨ten
fu¨hren. Einen Ausweg aus diesem Dilemma stellt eine getrennte Untersuchung der beiden
Klassen dar. Eine weitere Aufgabe innerhalb des GALA-Projektes bestand in der Untersu-
chung und Umsetzung von u¨berwachten Methoden zur Variablenselektion. Diese werden
in diesem Band jedoch nicht na¨her beschrieben. Einen kleinen Einblick zu dieser Arbeit
gibt [19].
5.2 Modelloptimierung
Fu¨r das Training einer Support-Vektor-Maschine mu¨ssen neben der Wahl eines geeigne-
ten Kerns verschiedene Parameterwerte an die jeweiligen Daten angepasst werden. ¨Uber
diese Parameter und deren Funktion ist schon ausfu¨hrlich in den Abschnitten 3.2.3 und
3.3 diskutiert worden. Die Generalisierungsfa¨higkeit einer SVM, d.h. die Qualita¨t der
Klassifikation, ha¨ngt von den gewa¨hlten Parameterwerten ab [25]. Ungu¨nstige Parameter
fu¨hren zum Scheitern einer Support-Vektor-Maschine, und, je besser man die Parameter-
werte festlegt, umso verla¨sslicher ist auch die erlernte Klassifikationsfunktion. Das Pro-
blem der Parameteroptimierung fu¨r Support-Vektor-Maschinen ist ein in den letzten Jahren
stark diskutiertes Thema [17, 25, 3, 14], wird aber dennoch zu oft unterscha¨tzt. Oft wer-
den Ergebnisse von neu entwickelten Methoden mit Ergebnissen von SVM-Software ohne
Parametertuning verglichen [1].
Wir fu¨hren Parameteroptimierung auf der Grundlage der wa¨hrend einer Kreuzvalidierung
entstandenen Fehler durch. Der Trainingsdatensatz Sl wird dafu¨r in p, 1 < p ≤ l, Teile
mo¨glichst gleicher Gro¨ße aufgeteilt. Der Testdatensatz wird vorerst nicht betrachtet. Ab-
bildung 16 stellt die von uns implementierte Form der zehnfachen Kreuzvalidierung dar.
Zusa¨tzlich haben wir fu¨r moderate Datensa¨tze die sogenannte leave one out Kreuzvalidie-
rung (p = l) implementiert.
Fu¨r eine Parameteroptimierung werden iterativ Kreuzvalidierungen mit verschiedenen Pa-
rameterwerten durchgefu¨hrt, siehe dazu Tabelle 4.
An dieser Stelle bleibt noch zu kla¨ren, welches Maß daru¨ber entscheidet, ob ein Ergeb-
nis zufriedenstellend ist, und wie die neu zu testenden Parameterwerte definiert werden
(Schritt 5).
Wir stellen nun das implementierte Gu¨temaß vor. Dazu mu¨ssen zuna¨chst einige grundle-
gende Kennzahlen definiert werden.
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Abbildung 16: Zehnfache Kreuzvalidierung.
1. Wa¨hle Startwerte fu¨r Parameter, z.B. σ = 1 und C = 1; i = 1
2. Fu¨hre das Lernverfahren mit aktuellen Parametern ohne Teil i der Daten durch.
3. Klassifiziere Teil i von Sl.
4. Falls i < p, dann i = i + 1 und gehe zu Schritt 2.
5. Sind die Ergebnisse nicht zufriedenstellend, vera¨ndere
die Parameterwerte, z.B. fu¨r σ und/oder C; i=1;
gehe zu Schritt 2.
6. Speichere die optimalen Parameterwerte, z.B: σ∗ und C∗, STOP.
Tabelle 4: Algorithmus zur Parameterbestimmung mittels Kreuzvalidierung.
• Anzahl positiver und negativer Punkte:
pos := | {i ∈ Sl : yi = 1} | , neg := | {i ∈ Sl : yi = −1} |
• Anzahl falscher Klassifikationen bei der Validierung:
fk := |{i ∈ Sl : yi · h(xi) < 0} |
• Anzahl richtig positiver und falsch positiver Klassifikationen:
rp := |{i ∈ Sl : yi = 1, h(xi) = 1} | ,
fp := |{i ∈ Sl : yi = −1, h(xi) = 1} |
• Anzahl richtig negativer und falsch negativer Klassifikationen:
rn := |{i ∈ Sl : yi = −1, h(xi) = −1} | ,























Eine der Kennzahlen (98) oder (101) ko¨nnte zur Parameteroptimierung herangezogen wer-
den, was jedoch sehr einseitig wa¨re. Es gibt Einzelmaße, die aufgrund ihrer Struktur besser
geeignet sind, um Ergebnisse zu bewerten. Dazu geho¨ren die gewichtete Fehlersummie-
rung mittels Kostenmatrix, der Anreicherungsfaktor und die sogenannten F-Maße. Ersteres
geho¨rt in die Kategorie der zu minimierenden Fehlermaße, alle anderen Funktionen za¨hlen
zu den Gu¨temaßen. Wir haben uns gegen die Arbeit mit Kostenmatrizen entschieden, denn
diese stehen in den seltensten Fa¨llen zur Verfu¨gung.
Der Anreicherungsfaktor ef berechnet das Verha¨ltnis zwischen dem Anteil tatsa¨chlich po-
sitiver in den als positiv klassifizierten Testpunkten und dem Anteil positiver Punkte in den
gesamtem Testdaten [19]. Er besagt demnach, um welchen Faktor die Wahrscheinlichkeit
einen positiven Punkt zu ziehen ansteigt, wenn man anstelle des Gesamtdatenbestandes nur















= 1 kein Effekt der Anreicherung,
< 1 Konzentrationsabnahme von Klasse 1.




wobei Gleichheit auftreten kann, wenn es keine falsch positiven Punkte gibt.
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Der Anreicherungsfaktor kann Hinweise dazu geben, ob eine Klassifikationsfunktion ge-
eignet ist, um positive, also interessante, Daten zu lokalisieren. Dennoch ist der Anreiche-
rungsfaktor als Optimierungskennzahl zu einseitig, da er stark auf die Pra¨zision abzielt.
Zudem ist er fu¨r einen Performancevergleich auf verschiedenen Datensa¨tzen nicht geeig-
net, da er nach oben beschra¨nkt ist durch die Anzahl der Daten.
Eine andere Gruppe interessanter Performancekennzahlen stellen die sogenannten F-Maße
(f-measures) dar. Ein F-Maß FM ist eine Abbildung von Pra¨zision und Sensitivita¨t auf
einen einzelnen Wert. Es entspricht einer Gleichgewichtung von Pra¨zision und Sensiti-
vita¨t (harmonic mean) zur besseren Bewertung von Klassifikationen auf mo¨glicherweise





Wegen pr ∈ [0, 1] und se ∈ [0, 1] gilt FM ∈ [0, 1]. Detaillierte Beschreibungen zum F-Maß
und seinen Weiterentwicklungen innerhalb unserer Arbeit sind in [6, 7] zu finden. Das F-
Maß wird im Anschluss an eine vollsta¨ndige Kreuzvalidierung berechnet und ausgegeben.
In Tabelle 4 wird erwa¨hnt, dass in jedem Optimierungsschritt die Parameterwerte neu zu
wa¨hlen sind. Das bedeutet, eine iterative Suche wird durchgefu¨hrt. Unter einer iterativen
Suche versteht man das einfache Durchprobieren einiger Parameterkombinationen, wobei
nach jedem Durchlauf abha¨ngig von der Performance entweder gestoppt oder wieder mit
neu bestimmten Parameterwerten validiert wird. Diese Methode ist von den Ideen und der
Flexibilita¨t des Nutzers abha¨ngig.
Wir haben zusa¨tzlich zur iterativen Suche, die konkret nur aus mehrmaligem Aufruf der
Kreuzvalidierung besteht, Standardmodelle und -parameter definiert sowie eine Rastersu-
che implementiert.
Die SVM-Software beinhaltet default-Werte fu¨r alle Modellparameter, um sicherzustellen,
dass jeder Nutzer ein Ergebnis generieren kann. Wir verwenden als Standard das L2-
Norm-Modell mittels NP-Algorithmus sowie den Gauß-Kern. Als Standardwerte sind
C = 1 und σ = 1
definiert. Sollten Slater- oder Polynomial-Kern gewa¨hlt werden, stehen ebenfalls Stan-
dardwerte zur Verfu¨gung. Teilweise kann man mit diesen Voreinstellungen schon gute
Ergebnisse erzielen.
Die Rastersuche, auch grid search oder Gittersuche genannt, stellt eine sehr einfache und
weit verbreitete Methode der Parameteroptimierung dar. Dabei wird a priori fu¨r jeden
Parameter eine endliche Anzahl von Werten angegeben, die getestet werden sollen. Es
werden alle mo¨glichen Parameterkombinationen verwendet. Diese Art der Parametersuche
wird beispielsweise in [12] vorgeschlagen. Die Rastersuche wird von unserer Software zur
Verfu¨gung gestellt. Zu den Details sei auf Teil IV zur Softwaredokumentation hingewiesen.
174
Literaturverzeichnis
Nach erfolgreich durchgefu¨hrter Parameteroptimierung verfu¨gt man u¨ber alle beno¨tigten
Parameterwerte. Diese werden dann zusammen mit dem vollsta¨ndigen Trainingsdatensatz
dazu verwendet, ein einfaches Lernverfahren durchzufu¨hren, um dann mit der erlernten
Funktion einen Testdatensatz oder neue Daten zu klassifizieren. Stehen ausreichend viele
Daten beider Klassen zur Verfu¨gung, ko¨nnen, anstelle der Durchfu¨hrung einer Kreuzva-
lidierung, auch einfach drei Datensa¨tze - Trainings-, Validierungs-, und Testdatensatz -
gebildet werden. Diese Variante steht ebenfalls zur Verfu¨gung. Der Umweg u¨ber Vali-
dierungsdaten kann nur dann vollsta¨ndig eingespart werden, wenn die Modellparameter
bekannt oder fest vorgegeben sind.
Bei der Wahl der Parameter sei abschließend auf eine typische Fehlerquelle hingewiesen.
Das in [32] auf Seite 128 beschriebene data snooping, bei dem die Anpassung der Modell-
parameter anhand des Testdatensatzes vollzogen wird, sollte unbedingt vermieden werden.
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In diesem Teil stellen wir die konkreten Mo¨glichkeiten der Datenanalyse vor, die sich
aus den Implementierungen der in den bisherigen Teilen beschriebenen Methoden und
weiteren Erga¨nzungen ergeben. Das innerhalb des Projektes entstandene Softwarepaket
ermo¨glicht eine umfassende Sa¨uberung und Analyse von pharmazeutischen Daten.
In Abbildung 1 ist der grobe Ablauf der Data Mining Pipeline dargestellt. Im Folgenden
werden die einzelnen Schritte genau beschrieben. Sie enthalten eine Vielzahl von wichti-
gen Data Mining Methoden, die in ihrer Gesamtheit zu verla¨sslichen Informationen u¨ber
Auffa¨lligkeiten und Strukturen in Daten fu¨hren.
1 Datensatz
Grundlage der Data Mining Pipeline ist der zur Verfu¨gung stehende Datensatz. Als einen
Datensatz bezeichnen wir eine Menge von Rohdaten mit der folgenden Struktur:
• eine Matrix, deren Zeilen aus den jeweiligen Substanzen bestehen und deren Spalten
die zu untersuchenden Attribute sind;
• eine Liste, welche die Namen der Substanzen entha¨lt; sowie
• eine Liste, welche die Namen der Attribute beinhaltet.
Optional kann fu¨r die Erstellung von Klassifikatoren zusa¨tzlich ein Klassenvektor bereit-















Abbildung 1: Data Mining Pipeline im GALA-Projekt.
2 Datensa¨uberung
In einem ersten Schritt nach dem Einlesen der Rohdaten und der zugeho¨rigen Namensli-
sten fu¨r Substanzen und Attribute erfolgt eine ¨Uberpru¨fung der Datenmatrix auf Nullspal-
ten. Da in der Regel große Datenmengen (bis zu 100000 Substanzen und 1000 Attribu-
te) aus dem Data Warehouse zur weiteren Analyse gefiltert werden, kann es vorkommen,
dass sich Nullspalten in die Rohdatenmatrix “einschleichen”. Diese werden vor Beginn
der eigentlichen Datenaufbereitung entfernt. Die entsprechende Programmroutine erzeugt
gegebenenfalls neue Eingabedaten, d.h. es wird eine um die Nullspalten bereinigte Rohda-
tenmatrix und die ebenfalls angepasste Liste der Attributnamen zur Verfu¨gung gestellt. Im
Anschluss daran ko¨nnen nun erste inhaltliche Datensa¨uberungen angestoßen werden.
2.1 Missing Value Behandlung
Neben der Entfernung von Nullspalten ist zu Beginn der Untersuchungen auch zu ent-
scheiden wie Missing Values, d.h. fehlende oder offensichtlich falsche Eintra¨ge in der
Rohdatenmatrix, zu behandeln sind. Es wurden zwei mo¨gliche Behandlungsarten imple-
mentiert. Zum einen ko¨nnen unvollsta¨ndige Beobachtungen, das heißt Beobachtungen, die
mindestens einen fehlenden Wert aufweisen, unberu¨cksichtigt bleiben. Sie werden aus dem
Datensatz gestrichen. Der aus den vollsta¨ndigen Beobachtungen bestehende verkleinerte
Datensatz ist dann Basis der weiteren Betrachtungen. Eine andere Methode besteht darin,
fehlende Beobachtungswerte durch die arithmetischen Mittelwerte der betroffenen Varia-
blen zu ersetzen. Dadurch vermeidet man, auf wichtige Beobachtungen fru¨hzeitig wegen




Die in den Rohdaten enthaltenen Informationen ko¨nnen durch extreme Werte beeinflusst
sein. Dabei muss man zwischen fehlerbehafteten Daten und Daten mit u¨berdurchschnitt-
lichen Eigenschaften unterscheiden. Es wird empfohlen, erstere vor weiteren Analysen zu
eliminieren, um spa¨tere Ergebnisse nicht zu verfa¨lschen. Ausreißer der zweiten Kategorie
sollten identifiziert und kenntlich gemacht werden. Da diese Unterscheidung in der Regel
pharmakologisches Fachwissen voraussetzt, identifiziert das Programm zuna¨chst die Daten
mit stark abweichenden Werten und der Anwender entscheidet u¨ber die weitere Behand-
lung.
Fu¨r eine Variable sind diejenigen Beobachtungen Ausreißer, deren standardisierte Werte
betragsma¨ßig gro¨ßer als ein kritischer Wert sind, fu¨r ein Variablenpaar diejenigen Beob-
achtungen, deren Mahalanobisdistanzen (3) (Teil II, S. 20) diese Bedingung erfu¨llen. Der
kritische Wert wird entweder fest vorgegeben (Abschnitt 3.3.1, Teil II) oder durch Vorga-
be des Niveaus des Diskordanztests fu¨r einen Ausreißer bei eindimensionaler (Abschnitt
6.4.1, Teil II) bzw. zweidimensionaler (Abschnitt 3.3.3, Teil II) Normalverteilung festge-
legt. Fu¨r zweidimensionale Ausreißer besteht außerdem die Mo¨glichkeit, den kritischen
Wert so zu wa¨hlen, dass im Falle normalverteilter Daten der Anteil der als Ausreißer de-
klarierten Beobachtungen etwa
√
1/10n betra¨gt, wobwi n die Anzahl der vollsta¨ndigen
Wertepaare ist (Abschnitt 3.3.2, Teil II).
2.3 Transformation
Ein Ziel von Transformationen ist es, nichtlineare Abha¨ngigkeiten auf lineare Abha¨ngig-
keiten abzubilden. So ko¨nnen beispielsweise Volumendaten durch die Transformation mit
dritter Wurzel linearisiert werden, um anschließend mit Hilfe der Korrelationsrechnung
Abha¨ngigkeiten aufdecken zu ko¨nnen.
Diese Programmoption transformiert die Eingabevariablen gema¨ß der Vorgaben durch eine
benutzerdefinierte Eingabedatei. Entha¨lt diese Datei das Paar {n ∈ N, k ∈ N<8}, wird die
n-te Variable wie folgt transformiert:
Wert des Parameters k Transformationsregel
0 keine Transformation




5 Reziproker Wert, Missing Value fu¨r 0.0






Mit den bisher beschriebenen Methoden ist es mo¨glich, die Rohdaten aus dem Data Ware-
house zu sa¨ubern und erste Informationen zur Datenstruktur zu sammeln. In diesem Ab-
schnitt wird nun auf die eigentliche Datenanalyse eingegangen.
3.1 Korrelation
Die Programmoption zur Korrelationsberechnung ermo¨glicht die Untersuchung der Roh-
daten oder transformierten Daten auf (lineare) Abha¨ngigkeiten zwischen den Messreihen.
Dabei stehen drei Arten der Korrelationsberechnung zur Verfu¨gung. Man kann zum einen
zwischen den klassischen Verfahren nach Pearson (Abschnitt 2, Teil II) oder Spearman
(Abschnitt 5, Teil II) wa¨hlen oder man wendet eine robuste Methode (Abschnitt 8.6, Teil II)
an.
Die Pearsonsche Produktmomentkorrelation aller Variablenpaare wird unter Verwendung
aller vollsta¨ndigen Wertepaare berechnet. Dabei werden die Mittelwerte und Standard-
abweichungen der Variablen berechnet. Wird das Verfahren nach Spearman ausgewa¨hlt,
erfolgt eine Rangtransformation fu¨r alle Variablen, d.h. die Beobachtungswerte einer Va-
riable werden durch die Ra¨nge ersetzt, und anschließend wird die Pearsonsche Produkt-
momentkorrelation aller Variablenpaare unter Verwendung der vollsta¨ndigen Wertepaare
berechnet. Diese Vorgehensweise ermo¨glicht das Aufdecken monotoner Abha¨ngigkeiten,
die durch lineare Verfahren auf Originaldaten nicht entdeckt werden. Außerdem ko¨nnen
auf Grundlage der Ergebnisse der Korrelationsberechnung Ausreißer identifiziert und eli-
miniert werden. Die Identifikation wird wie in Abschnitt 2.2 beschrieben durchgefu¨hrt.
¨Uber einen Parameter kann man die Anzahl der Korrelationsberechnungen steuern. Fu¨hrt
man mehr als eine Korrelationsberechnung durch, werden bei den aufeinanderfolgenden
Rechnungen die zuvor entdeckten Ausreißer nicht mehr beru¨cksichtigt. Auf diese Art und
Weise ko¨nnen die Rohdaten iterativ von Ausreißern gesa¨ubert werden. Dabei sollte die
Anzahl der La¨ufe jedoch nicht zu groß sein, da sonst ein signifikanter Teil der Rohdaten
entfernt werden mu¨sste. Die Anzahl der Iterationen zur Ausreißereliminierung ist daher
mit 2 zuna¨chst klein voreingestellt, kann jedoch u¨ber eine Option gesteuert werden.
3.2 PCA
Diese Programmoption ermo¨glicht die Durchfu¨hrung einer Hauptkomponentenanalyse. Da-
bei kann der Anwender zwischen folgenden drei Verfahren wa¨hlen:
(1) Hauptkomponentenanalyse einer Pearsonschen Produktmomentkorrelationsmatrix,
(2) Hauptkomponentenanalyse einer Rangkorrelationsmatrix und
(3) robuste Hauptkomponentenanalyse nach Campbell (iterative Bestimmung robuster
Eigenwerte und Eigenvektoren, s. Abschnitt 8.7, Teil II).
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Zusa¨tzlich kann bestimmt werden, welche Scores der Hauptkomponenten berechnet und
ausgegeben werden. Entweder werden die Scores der Hauptkomponenten zu den k (k =
1, 2, . . .) gro¨ßten Eigenwerten oder die Scores der Hauptkomponenten, deren zugeho¨rige
Eigenwerte gro¨ßer als 1 + k
10
(k = 0,−1, . . . ,−10) sind, berechnet. Da das Programm die
Hauptkomponenten der Korrelationsmatrix bestimmt, werden die Scores mittels standar-
disierter Daten berechnet. Zur Berechnung der Scores der Hauptkomponenten einer Rang-
korrelationsmatrix werden nicht die Rohdaten, sondern stets rangtransformierte Daten ver-
wendet. Außerdem werden die Korrelationen zwischen den Variablen und den Hauptkom-
ponenten berechnet und ausgegeben. Daru¨ber hinaus wird fu¨r jede Variable der Anteil ihrer
Varianz berechnet, der durch die ersten k (k = 1, ..., Anzahl der der PCA zugrundeliegen-
den Variablen) Hauptkomponenten nicht erkla¨rt wird.
3.2.1 Ausreißerbestimmung mittels Hauptkomponenten
Die Ergebnisse der Hauptkomponentenanalyse ko¨nnen ebenfalls der Ausreißersuche die-
nen. Wir unterscheiden dabei drei Szenarien.
Univariate Ausreißer
Bezu¨glich einer Hauptkomponente sind diejenigen Beobachtungen Ausreißer, deren stan-
dardisierte Scores fu¨r die betrachtete Hauptkomponente dem Betrag nach gro¨ßer als ein
kritischer Wert sind. Bestimmt werden die Ausreißer fu¨r die k Hauptkomponenten mit
den gro¨ßten zugeho¨rigen Eigenwerten. Fu¨r k = 0 wird keine Ausreißerbehandlung durch-
gefu¨hrt.
Multivariate Ausreißer bzgl. der k Hauptkomponenten mit den gro¨ßten Eigenwerten
Ausreißer sind die Beobachtungen, deren quadrierte Mahalanobis-Distanzen bzgl. der k
Hauptkomponenten mit den gro¨ßten Eigenwerten gro¨ßer als ein kritischer Wert sind.
Multivariate Ausreißer bezu¨glich der (Anzahl der Variablen - k) Hauptkomponenten
mit den kleinsten Eigenwerten
Ausreißer sind die Beobachtungen, fu¨r die die Quadratsumme der Scores der letzten (An-
zahl der Variablen - k) Hauptkomponenten gro¨ßer als ein kritischer Wert ist.
Der kritische Wert wird entweder fest vorgegeben oder durch Vorgabe des Niveaus des
Diskordanztests fu¨r einen Ausreißer bei ein- bzw. mehrdimensionaler Normalverteilung
festgelegt (Abschnitt 6.4, Teil II).
3.3 Variablenselektion
Neben der Hauptkomponentenanalyse bietet die Variablenselektion eine weitere Mo¨glich-




eine fest vorgegebene oder eine durch Optimierungsmethoden berechnete Anzahl von Va-
riablen fu¨r die weiteren Analyseverfahren ausgesucht. Die restlichen Variablen verlassen
die Data Mining Pipeline. Die Variablenselektion stellt eine wichtige Schnittstelle zwi-
schen den Datensa¨uberungs- bzw. -analysemethoden auf der einen und den Cluster- bzw.
Klassifikationsverfahren auf der anderen Seite dar. Aus diesem Grund sind zwei grundsa¨tz-
lich unterschiedliche Vorgehensweisen implementiert worden:
• unu¨berwachte Variablenselektionen ohne Verwendung eines Klassenvektors, sowie
• u¨berwachte Variablenselektionen mit expliziter Auswertung des Klassenvektors.
Keines der Verfahren kann favorisiert werden, da die erzielten Ergebnisse stark daten- und
parameterabha¨ngig sind. ¨Uber Vor- und Nachteile muss individuell entschieden werden
[5].
3.3.1 Unu¨berwachte Variablenselektion
Die Durchfu¨hrung der Variablenselektion basiert auf einer Korrelationsmatrix, die man
wie in Abschnitt 3.1 beschrieben na¨her spezifizieren kann. Innerhalb der Variablenselekti-
on kann man zwischen fu¨nf Verfahren wa¨hlen. Zur Auswahl steht zum einen die Methode
der Principal Variables nach McCabe [7], bei der iterativ jeweils die Variable ausgewa¨hlt
wird, welche die Summe der Residualvarianzen minimiert. Daru¨ber hinaus wurden zwei
auf einer PCA basierenden Selektionsverfahren implementiert. Bei der Selektionsvari-
ante werden iterativ Variablen ausgewa¨hlt, die zusammen einen mo¨glichst großen Anteil
der Streuung aller Variablen erkla¨ren, wa¨hrend bei der Eliminationsvariante iterativ Va-
riablen entfernt werden, deren Streuung von den verbleibenden Variablen mo¨glichst gut
erkla¨rt wird. In beiden Verfahren wird iterativ jeder Hauptkomponente die Variable mit
dem gro¨ßten Eintrag in dem zugeho¨rigen Eigenvektor (Faktorladung) unter den noch frei-
en Variablen zugeordnet. Bei der Selektionsvariante werden die Hauptkomponenten in der
Reihenfolge fallender zugeho¨riger Eigenwerte, in der Eliminationsvariante in der Reihen-
folge wachsender zugeho¨riger Eigenwerte abgearbeitet. Das vierte und fu¨nfte Verfahren
unterscheidet sich in der Anzahl der durchzufu¨hrenden Hauptkomponentenanalysen. Hier
wird in jedem Iterationsschritt eine neue PCA durchgefu¨hrt. Bei der Selektionsvariante er-
folgt eine PCA der partiellen Korrelationsmatrix der verbliebenen Variablen bezu¨glich der
ausgewa¨hlten Variablen. Bei der Eliminationsvariante handelt es sich um ein Verfahren,
bei dem die PCA der Korrelationsmatrix der verbliebenen Variablen verwendet wird.
3.3.2 ¨Uberwachte Variablenselektion
Das implementierte Verfahren zur u¨berwachten Variablenselektion ordnet alle Attribute in
eine Rangliste, wobei diejenigen Attribute einen hohen Rang zugeordnet bekommen, die
am besten dazu geeignet sind, die zugrundeliegende Klassenstruktur der Trainingsdaten zu
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erkla¨ren. Das zugeho¨rige Verfahren arbeitet auf den eindimensionalen Verteilungen der
einzelnen Variablen. Fu¨r jede Variable k kann man die Menge der Realisierungen in zwei
Gruppen einteilen: positive und negative Realisierungen. Die beiden daraus entstehenden
eindimensionalen Verteilungen werden untersucht. Weichen diese in Lage und Struktur
stark voneinander ab, wird ein funktionaler Zusammenhang zwischen der Variable k und
der Klassenstruktur angenommen. Als Grundlage der Tests dient der Chi-Quadrat (X 2)
Homogenita¨tstest [6]. Der X 2-Test ist geeignet fu¨r diskrete Daten, d.h. es wird eine Gro¨ße
X mit c Kategorien und g Gruppen betrachtet (c, g ∈ N). Die Implementierung arbeitet mit
g = 2, da ausschließlich bina¨re Probleme vorliegen. Um diesen diskreten Test anwenden
zu ko¨nnen, werden alle auf Varianz 1 skalierten Werte in Kategorien eingeordnet. Dazu
wird mit einer vordefinierten Menge an Intervallen gestartet. Im Anschluss wird die Anzahl
von Vertretern in jeder Kategorie gepru¨ft und falls weniger als 5 Vertreter vorhanden sind,
wird die jeweilige Kategorie mit einem Nachbarn zu einer gemeinsamen neuen Kategorie
verbunden. Fu¨r jede Variable wird gesondert entschieden, ob diese zur Klasseneinteilung
beitragen kann oder nicht.
Das beschriebene Verfahren zur u¨berwachten Variablenselektion allein garantiert noch nicht
eine optimale Auswahl von Attributen. Zwischen den Variablen mit hohen Ra¨ngen ko¨nnen
große Korrelationen auftreten. Diese sind unerwu¨nscht und sollten eliminiert werden. Aus
diesem Grund schließt sich an das Ordnen der Variablen ein hierarchisches Clusterverfah-
ren an [3]. Dazu wird die gut bekannte complete-link Methode eingesetzt. Diese definiert
den Abstand zwischen zwei Clustern C0 and C1 als Maximum aller paarweisen Absta¨nde
zwischen Punkten in C0 und C1 [3]. Die Rangkorrelationen zwischen Variablenpaaren
werden verwendet, um einen Baum aufzubauen, der es dann ermo¨glicht, hochkorrelier-
te Teilba¨ume zu erkennen und durch eine Variable mit hohem Rang zu ersetzen.
Resultat dieser zweistufigen Vorgehensweise ist eine Menge von Variablen, welche die
Klassenzugeho¨rigkeiten in den Daten erkla¨rt, jedoch frei von redundanten Informationen
ist.
Die beiden Methoden des u¨berwachten und unu¨berwachten Selektierens von Variablen
ko¨nnen auch hintereinandergeschaltet werden.
4 Clusteranalyse und Klassifikationsverfahren
Im Anschluss an die Schritte der Datensa¨uberung und -analyse ko¨nnen Methoden des u¨ber-
wachten und des unu¨berwachten Lernens eingesetzt werden. Diese Methoden ordnen Da-






Fu¨r das unu¨berwachte Lernen von Clustern stehen zwei u¨bernommene Verfahren zur Ver-
fu¨gung:
• AutoClass [1] ist eine frei verfu¨gbare Software zur unu¨berwachten Bayes-Klassifika-
tion, der sogenannten Bayes-Clusterung. Ein sehr wichtiger Aspekt dieser Software
ist, dass die Anzahl der Cluster automatisch bestimmt wird. Das ermo¨glicht dem
Benutzer, weitere Trends in den im Allgemeinen nur in zwei Gruppen gegliederten
Daten zu finden. Zusa¨tzlich zur klassischen Clusteranalyse kann auch eine echte
Klassifikation stattfinden. Dabei werden noch unbekannte Testfa¨lle in die vorher
generierten Cluster eingeordnet, ohne dass diese fu¨r die Modellierung eingesetzt
worden sind. AutoClass beschreibt die Daten als Mischung unabha¨ngiger Klassen,
wobei jede Klasse u¨ber eine Wahrscheinlichkeitsverteilung u¨ber dem Raum, den die
Variablen aufspannen, definiert ist. Gauß’sche Verteilungen fu¨r die stetigen Varia-
blen und Bernoulli-Verteilungen fu¨r die diskreten Variablen werden angenommen.
Das Verfahren bestimmt eine Menge von Klassen, die am wahrscheinlichsten zu den
Daten und den weiteren Annahmen passen.
• Subset ist ein Clustering-Programm, welches sowohl zur Datenreduktion als auch
zur Clusteranalyse verwendet werden kann. Subset arbeitet in der Originalversion
ausschließlich mit bina¨ren Variablen. Aus diesem Grund steht nur der Tanimoto-
Koeffizient als Abstandsmaß zur Verfu¨gung. Um den Algorithmus auch fu¨r die
Analyse stetiger Variablen verwenden zu ko¨nnen, wurde das Programm um ein auf
dem Euklidischen Abstand basierendes Abstandsmaß erweitert und steht somit zur
Reduktion und Clusterung von Daten mit stetigen sowie diskreten Variablen zur
Verfu¨gung. Die Grundlage der Clusteranalyse bildet eine in [9] beschriebene sto-
chastische Clustermethode. Die Datenreduktionsfunktion innerhalb von Subset ist
insbesondere fu¨r große Datensa¨tze von Interesse, da das Programm eine repra¨senta-
tive Teilmenge der Daten so bestimmen kann, dass aus jedem vorhandenen Cluster
eine gleich große Anzahl von Substanzen erhalten bleibt. Vor allem fu¨r sehr unaus-
geglichende Daten bietet das die Mo¨glichkeit, eine sehr stark aufgebla¨hte Gruppe so
zu verkleinern, dass keine wichtigen Informationen verloren gehen. In diesem Sinne
ist diese Methode insbesondere als Vorstufe zu echten Klassifikationsverfahren, die
sehr empfindlich auf unausgeglichene Klassen reagieren, zu sehen.
Die vorhandenen Cluster-Methoden werden innerhalb des Projektes fu¨r folgende Fragen-
stellungen verwendet:
• fu¨r ungelabelte Daten
– Clusteranalyse (klassisch) und
– Ziehen einer repra¨sentativen Stichprobe aus einem großen Datensatz,
• fu¨r gelabelte Daten
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– Clusteranalyse fu¨r zwei Gruppen auf einem Trainingsdatensatz zur ¨Uberpru¨fung
der gegebenen Klassifikationen,
– Clusteranalyse auf einer Klasse des Trainingsdatensatzes, um zu pru¨fen, ob in
dieser Klasse große strukturelle Unterschiede zwischen den Punkten vorhanden
sind, und
– Verkleinerung von ganzen Datensa¨tzen beziehungsweise von einzelnen stark
aufgebla¨hten Klassen, um robuste Klassifikatoren erstellen zu ko¨nnen.
4.2 Klassifikationsverfahren
Klassifikation ist eine der wichtigsten Fragestellungen innerhalb des GALA-Projektes. Ba-
sierend auf gesa¨uberten und in beiden Dimensionen reduzierten Daten ist es die Aufgabe
eines Klassifikationsverfahrens, eine Funktionalita¨t zwischen Eingaben und gewu¨nschten
Ausgaben in einem Datensatz zu erkennen und mittels der zur Verfu¨gung stehenden Funk-
tionen zu formulieren. Diese Funktionalita¨t kann dann fu¨r weitere Daten zur Klassen-
vorhersage verwendet werden. Im Teil III dieses Bandes ist dieses u¨berwachte Lernen
ausfu¨hrlich beschrieben worden.
Bei dieser Form des Data Minings gibt es immer zwei Arten von Daten:
• die Trainingspunkte als Grundlage fu¨r die Modellierung, sowie
• die Punkte, die klassifiziert werden sollen.
Zusa¨tzlich zu einer Datenmatrix ist es notwendig, jedem Trainingspunkt, der in das Mo-
dell einfließen soll, ein Klassenlabel zuzuordnen. Im Falle bina¨rer Klassifikation, die am
ha¨ufigsten als Problemstellung auftritt, bedeutet das, fu¨r jede Substanz i des Trainingsda-
tensatzes einen Klassenwert yi ∈ {−1, 1} anzugeben.
Die Erstellung von Klassifikatoren erfolgt innerhalb des Projektes hauptsa¨chlich mit dem
modernen Verfahren der Support-Vektor-Maschinen, welches im Teil III dieses Bandes
detailliert vorgestellt wurde und zu den ma¨chtigsten nichtlinearen Klassifikationsverfahren
der heutigen Zeit za¨hlt.
Die Anwendung einer Support-Vektor-Maschine gliedert sich in zwei hintereinanderfol-
gende Phasen:
• Zu Beginn wird basierend auf den Informationen des Trainingsdatensatzes eine nicht-
lineare Klassifikationsfunktion erlernt und gespeichert.
• Im Anschluss kann diese Funktion verwendet werden, um neue Daten zu labeln be-
ziehungsweise um schon bekannte Labels zu u¨berpru¨fen.
Mehrklassige Modelle ko¨nnen einfach u¨ber ein mehrmaliges bina¨res Lernen mit einem der





Das Erlernen einer Klassifikationsfunktion, das sogenannte Training, bedeutet im Wesent-
lichen, dass ein großes quadratisches Optimierungsproblem zu lo¨sen ist. Dazu sei auf Ab-
schnitt 3.5 in Teil III verwiesen. Es stehen dabei zwei verschiedene Modelle zur Verfu¨gung:
• Das Modell der 1-Norm summiert schwache Klassifikationen und Fehler wa¨hrend
des Trainings einfach auf. Siehe dazu Aufgabe (74) auf Seite 149.
• Das Modell der 2-Norm summiert schwache Klassifikationen und Fehler in quadrier-
ter Form auf. Das bedeutet, Punkte, die in der Na¨he der gewu¨nschten Klassifikati-
onsgu¨te liegen (Fehler im Intervall [0, 1]), werden etwas mehr toleriert, wohingegen
echte Fehler im Intervall (1,∞) hart bestraft werden. Siehe dazu Aufgabe (76) auf
Seite 150.
Die Algorithmen zur Umsetzung dieser Modelle sind in den Abschnitten 4.1.5 und 4.2
in Teil III vorgestellt worden. Der SMO-Algorithmus von J. Platt [8] implementiert das
1-Norm Verfahren, wa¨hrend der NP-Algorithmus von S. Keerthi et. al [4] die 2-Norm
Methode umsetzt.
Fu¨r die Nutzung einer nichtlinearen Support-Vektor-Maschine ist es notwendig eine Kern-
funktion zu definieren. Fu¨r den Lernvorgang stehen vier vordefinierte Kerne zur Verfu¨gung:
• der Gauß-Kern (siehe (33) auf Seite 127),
• der Slater-Kern (siehe (35) auf Seite 128),
• der Polynomial-Kern (siehe (34) auf Seite 127), sowie
• der Tanimoto-Kern (siehe (36) auf Seite 128).
Zusa¨tzlich kann auch ein selbst definierter Kern verwendet werden. Dafu¨r muss zwar
der Quellcode gea¨ndert werden, diese ¨Anderung betrifft jedoch nur eine einzige Routi-
ne, die Funktion zur Berechnung des Kerns. Diese ist losgelo¨st von den Algorithmen
implementiert worden. Eine ¨Anderung wird damit sowohl fu¨r den SMO- als auch fu¨r den
NP-Algorithmus wirksam.
4.2.2 Optimierungsstufen
Ein einzelnes SVM-Training generiert eine Hypothese, die fu¨r die verwendeten Parameter
optimal ist. Die Schwierigkeit bei der Anwendung von Support-Vektor-Maschinen fu¨r
komplizierte Datensa¨tze ist die konkrete Wahl der Parameterwerte. Diese beeinflussen die
Gu¨te der Klassifikationsfunktion, sind aber nicht direkt berechenbar. Vielmehr mu¨ssen sie
wa¨hrend einer Optimierungsphase erlernt werden.
Die hier betrachteten Parameter sind
• Kern-Parameter, zum Beispiel σ > 0 fu¨r den Gauß-Kern,
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• Strafparameter C+ fu¨r positive Trainingspunkte, und
• Strafparameter C− fu¨r negative Trainingspunkte.
Zur Verfu¨gung steht eine automatisierte Parameteroptimierung, die nach folgendem Sche-
ma abla¨uft:
(1) Fu¨r jeden zu optimierenden Parameter wird eine Datei mit gewu¨nschten Werten zur
Verfu¨gung gestellt. Feste Parameterwerte ko¨nnen ebenfalls vorgegeben werden, falls
sie schon bekannt sind. Das verku¨rzt die Optimierungszeit.
(2) Fu¨r alle mo¨glichen Parameterkombinationen werden die Schritte (3) bis (5) durch-
gefu¨hrt.
(3) Zehn- oder l-fache Kreuzvalidierung mit den aktuellen Parameterwerten.
(4) Basierend auf den internen Testergebnissen, Berechnung des Gu¨temaßes.
(5) Aktualisierung des bisher besten Gu¨temaßes und Speicherung des zugeho¨rigen Pa-
rametertupels.
(6) Im Anschluss wird das optimale Parametertupel fu¨r das regula¨re SVM-Training auf
dem kompletten Datensatz verwendet.
Zu den Details der Kreuzvalidierung verweisen wir auf Abschnitt 5.2 im Teil III. Das ver-
wendete Gu¨temaß ist insbesondere auf Sensitivita¨t ausgelegt. Es wurde bereits vorgestellt,
siehe (102) auf Seite 174.
4.2.3 Recall
Zusa¨tzlich zu den Kreuzvalidierungstests ist die Funktionalita¨t des Recalls in die Software
eingebettet worden. Unter Recall wird ein unabha¨ngiger Test auf Teilen der Trainingsdaten
verstanden. Dieser Test findet im Anschluss an das regula¨re Training statt. Damit dieser
Test unabha¨ngig von den zur Parameteroptimierung und zum finalen Training verwende-
ten Daten ist, wird bei der Wahl der Recalloption die gewu¨nschte Anzahl von Substanzen
zuru¨ckgehalten und nicht zum Training freigegeben. In Anschluss an das Training wer-
den diese Substanzen klassifiziert und der Benutzer erha¨lt eine Information zu den dabei
entstandenen Fehlklassifikationen in beiden Klassen.
4.2.4 Test und Klassifikation
Zusa¨tzlich zu den Trainingsdaten, auf denen Parameteroptimierung, Validierung, Training
und Recall durchgefu¨hrt werden ko¨nnen, kann eine weitere Klasse von Punkten bearbeitet
werden. Je nach Bedarf werden die Punkte entweder als unbekannte Substanzen klassifi-




setzt voraus, dass die Labels der Punkte bekannt sind. Dieser Test erscheint zuna¨chst redun-
dant, da die gleiche Support-Vektor-Maschine eingesetzt wird, welche auch schon auf den
Recall-Punkten gearbeitet hat. Die Test-Option ist jedoch immer dann wichtig, wenn ganz
bestimmte Substanzen getestet werden sollen. Bei der Recall-Option wird diese Mo¨glich-
keit nicht gegeben, da dort immer auf einer zufa¨llig gewa¨hlten Datenmenge getestet wird,
um die Verteilung der Klassen in etwa widerzuspiegeln. Durch die Test-Option gewinnt der
Benutzer deutlich an Flexibilita¨t. Die Auswertung erfolgt auch hier getrennt nach Klassen.
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Der Prozess der Identifikation von neuen potentiellen Wirkstoffkandidaten ha¨ngt nicht nur
von der Auswahl der potentesten Substanz fu¨r ein spezifisches Target ab. Durch unsere
Erfahrungen in der Vergangenheit wissen wir, dass der Metabolismus und die Pharmako-
kinetik fu¨r eine Substanzauswahl gleichberechtigt beru¨cksichtigt werden mu¨ssen. Cyto-
chrom P450 Enzyme sind metabolisierende Enzyme, die in verschiedenen Geweben und
Blut vorkommen und hauptsa¨chlich in der Leber eine aktive Rolle im oxidativen Abbau
der Substanzen spielen. Insbesondere sind die Isoformen 1A2, 2C19, 2C9, 2D6 und 3A4
wichtig, da diese am Metabolismus von 90% der Substanzen beteiligt sind [10, 11]. Wie
von Flockhart [12] na¨her beschrieben, blocken Inhibitoren die Funktion dieser Enzyme,
so dass die verbleibende Aktivita¨t reduziert ist. In unserem Beispiel haben wir uns auf
die 2D6-Isoform konzentriert, da bei dieser Isoform einige inaktive polymorphe Formen
in der Bevo¨lkerung existieren, was analog zu einer 2D6-Inhibition ist. Dies kann dann
bei Wirkstoffen, die ein 2D6 Substrat sind, zu toxisch hohen Plasmaspiegeln fu¨hren [5].
CYP2D6 ist ein Enzym, das prima¨r durch Substanzen mit einem Stickstoffatom und ei-
nem hydrophoben Part blockiert wird, was durch Pharmakophoranalysen gezeigt werden
konnte. Wenn dieses Enzym blockiert wird, kann es auch mit einer zweiten Substanz zu
unerwu¨nschten Wirkstoff-Wechselwirkungen kommen, die fu¨r eine Anwendung am Men-




sind. Es ist deshalb wu¨nschenswert, fu¨r eine neue chemische Struktur die Aktivita¨t an die-
sem Enzym vorhersagen zu ko¨nnen, da hochqualitative Daten unter in vivo Bedingungen
nur zu einem sehr spa¨ten Zeitpunkt in der pra¨klinischen Forschung erhoben werden. Aus
diesem Grund ist die in silico Vorhersage zu einer Schlu¨sseltechnologie in den fru¨hen Pha-
sen der Forschung geworden [4, 6]. Unsere Arbeiten sollen zeigen, dass unsere Methoden
zur Erstellung von Klassifikatoren dieser Art geeignet sind und bereits etablierte Verfahren
wie Pharmakophoranalyse, Homologiemodelle von Proteinen und quantenmechanische
Berechnungen sinnvoll erga¨nzen. Der Bedarf an genauen Modellen, die eine hochopti-
mierte Analyse von virtuellen Substanzen erlauben, hat in der Vergangenheit dazu gefu¨hrt,
dass sich viele Arbeitsgruppen mit diesem Problem bescha¨ftigt haben und ein ganzes Ar-
senal von Computermethoden zur Klassifikation von CYP450 Enzymen existiert [1, 2, 3].
Dazu geho¨ren in der neueren Literatur Verfahren, die verschiedene Klassifikatoren mitein-
ander verknu¨pfen. Man spricht dann auch von Konsensmodellen, die das Gesamtergebnis
verbessern. Die zugrundeliegenden Algorithmen sind Entscheidungsbaumverfahren wie
z.B. rekursives Partitionieren und Ensemble-Methoden wie AdaBoost oder auch die von
uns in Teil III beschriebenen Support-Vektor-Maschinen. Hauptproblem in diesem Zusam-
menhang ist der Zugang zu genu¨gend validierten, experimentellen Daten. Normalerweise
ist die Generalisierungsfa¨higkeit einer Klassifikation mit der Anzahl der eingehenden Da-
tenpunkte korreliert. Daraus kann aber nicht notwendigerweise gefolgert werden, dass
ein Datensatz mit Daten aus verschiedenen Quellen auch zu einer besseren Klassifikation
fu¨hrt. Mit dem Fokus auf Datenqualita¨t wurde erkannt, dass man mit unbalancierten Da-
tensa¨tzen trainieren muss, da die Anzahl an bekannten, validierten Datenpunkten von 2D6-
Inhibitoren begrenzt ist. Umgekehrt fu¨hrt die Reduktion von Nicht-Inhibitoren, um einen
balancierten Datensatz zu erhalten, zu einem ungewollten Informationsverlust, da norma-
lerweise mehr Informationen zu den Nicht-Inhibitoren vorliegen. Analog zur Anzahl der
Trainingsinstanzen verha¨lt sich die Reduktion von Eigenschaften, bei der irrelevante De-
skriptoren zu einer verschlechterten Klassifikation fu¨hren. Wir haben deshalb unsere in
den vorangegangenen Teilen beschriebenen Verfahren angewendet, um die metabolischen
Eigenschaften von virtuellen Moleku¨len schnell vorherzusagen bzw. neue Moleku¨le mit
gewu¨nschtem metabolischem Verhalten zu synthetisieren.
2 Beschreibung der verwendeten Daten und die Vorge-
hensweise
Um unsere Algorithmen anwenden zu ko¨nnen, ist eine Darstellung in Feature-Vektoren
notwendig, bei der jede chemische Struktur durch mehrere hundert physikochemische De-
skriptoren oder Substruktureigenschaften, die in so genannten Fingerprints dargestellt wer-
den, beschrieben wird. Ein Feature-Vektor ist eine normalisierte Darstellung der chemi-
schen Struktur durch eine Anzahl von Eigenschaften, die unabha¨ngig von der Anzahl der
Atome ist. Im zweiten Schritt werden die Informationen zur 2D6-Inhibition hinzugefu¨gt.
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Wir wiederholen diesen Schritt fu¨r jedes Moleku¨l im Datensatz, so dass wir letztendlich ei-
ne zweidimensionale Beziehung zwischen den Eigenschaften und der 2D6-Inhibition her-
stellen ko¨nnen.
Im Gegensatz zur visuellen Analyse der Klassifikationsergebnisse ist es fu¨r das Erstellen
der Klassifikatoren notwendig, die zugrundeliegenden chemischen Strukturen, wie in Teil I
na¨her beschrieben, durch physikochemische Eigenschaften zu repra¨sentieren. Zu diesem
Zweck haben wir in unserem Fall das MOE (Molecular operating environment; chemi-
cal computing group) Programmpaket eingesetzt [13]. Zusammenfassend haben wir so
557 Deskriptoren zu unseren Moleku¨len berechnet, wie z.B. die Anzahl von bestimmten
Atomtypen, Indizes von molekularen Graphen, topologische Deskriptoren, Autokorrelatio-
nen, Deskriptoren zur Aromatizita¨t sowie 3D-Deskriptoren, die die Van der Waals Ober-
fla¨che der Moleku¨le in Kombination mit physikochemischen Eigenschaften enthalten.Fu¨r
die Berechnung der 3D-Koordinaten der chemischen Strukturen haben wir CORINA (Ar-
beitsgruppe Prof. Gasteiger, Molecular Networks) verwendet. Die Berechnung der bina¨ren
Vektoren, die eine La¨nge von 458 Bits haben, wurde mit dem Programm CACTVS (Dr.
Ihlenfeldt, Xemistry) durchgefu¨hrt. Insgesamt wurden auf diese Weise vier Datensa¨tze er-
zeugt. Die Ensemble-Datensa¨tze (jeweils ein Training- und Testdatensatz) enthalten pro
Moleku¨l eine Zeile mit den entsprechenden Eigenschaften des gesamten Moleku¨ls. Die
Bina¨rdatensa¨tze (jeweils ein Training- und Testdatensatz) enthalten alle auf Substrukturen
basierende Fragmente in bina¨rer Form.
Auf der Basis eines Datensatzes mit 263 chemisch unterschiedlichen Wirkstoffen, die wir
aus publizierten Daten extrahiert haben, wurde ein Trainingsdatensatz mit 185 Substan-
zen und ein Testdatensatz mit 78 Substanzen fu¨r die Validierung gewonnen. Weil Daten
aus verschiedenen Quellen abha¨ngig von der experimentellen Methode sind, mit denen sie
erzeugt wurden, haben wir alle Substanzen mit mikromolarer Aktivita¨t als Inhibitoren de-
finiert. Fu¨r unseren Datensatz haben wir nur Substanzen ausgewa¨hlt, von denen entweder
die Inhibition publiziert ist oder diese so weit charakterisiert sind, dass eine 2D6-Inhibition
ausgeschlossen werden kann. Aus diesem Grund haben wir diejenigen Substanzen als
Nicht-Inhibitoren festgelegt, bei denen die CYP2D6-Inhibition als unwahrscheinlich ein-
zustufen ist. Der Trainingsdatensatz mit 185 Substanzen entha¨lt 35 Substanzen, die die
CYP2D6-Isoform inhibieren und 150 Nicht-Inhibitoren. Wir beziehen uns im ersten Fall
auf die Klasse 1 und bei den negativen Trainingspunkten auf die Klasse 0. Der Testda-
tensatz entha¨lt die gleichen Anteile von positiven und negativen Punkten wie der Trai-
ningsdatensatz. Fu¨r die Oversampling-Methode [9] haben wir die Anzahl an Positiven im
Trainingsdatensatz durch Wiederholungen der Feature-Vektoren verdreifacht. Der Testda-
tensatz wurde u¨ber alle angewendeten Methoden konstant gehalten. Der Split von Test-
und Trainingsdatensatz wurde auf Basis von Tanimoto-Koeffizienten durchgefu¨hrt, die ein
Maß fu¨r die ¨Ahnlichkeit darstellen [7].
Die so erzeugten Datensa¨tze wurden dann von redundanten Informationen, wie z.B. Null-
spalten befreit. Zusa¨tzlich wurde bei einem Teil der Datensa¨tze die Anzahl der Merkmale




Fu¨r jeden Datensatz wurde anschließend die SVM-Methode mit unseren eigenen Kernen
angewendet. Im Falle der Ensemble-Datensa¨tze liegt eine Kombination von numerischen
und kategorischen Eigenschaften vor. Die Erstellung der Modelle und die Vorhersagen
wurden auf Basis von ASCII-Dateien durchgefu¨hrt. Die Optimierung der SVM-Parameter
wurde durch eine Gridsuche realisiert, die im Algorithmus implementiert ist. Die Er-
zeugung der CYP2D6-Modelle beanspruchte auf einem PC wenige Sekunden pro Lauf
wa¨hrend der Optimierung. Nachdem der Algorithmus trainiert war, konnten die Substan-
zen aus dem Testdatensatz klassifiziert werden. Die Klassifikation wurde dann anhand von
Genauigkeitsmaßen bewertet [15].
3 Methoden fu¨r unbalancierte Trainingsdatensa¨tze
Im Fall von unbalancierten Datensa¨tzen u¨berwiegt die Anzahl der negativen Trainingsbei-
spiele im Vergleich zu der Anzahl der positiven Beispiele. Zusa¨tzlich zu der unbalancier-
ten Klassenverteilung muss der Klassifikationsfehler beru¨cksichtigt werden, der bei einer
falsch negativen Vorhersage ungu¨nstiger ist als bei einer falsch positiven Vorhersage [8].
Normalerweise sind die Ergebnisse von Verfahren des Maschinellen Lernens fu¨r unbalan-
cierte Datensa¨tze nicht u¨berzeugend, da eine Tendenz zur Klassifikation neuer Substanzen
in die u¨berrepra¨sentierte Klasse besteht. Aus diesem Grund ist es notwendig, den Datensatz
oder den Algorithmus so zu vera¨ndern, dass die unterrepra¨sentierte Klasse gleichwertig
beru¨cksichtigt wird. Innerhalb des SVM-Algorithmus kann das z.B. durch die Einfu¨hrung
eines Gewichtungsschemas erreicht werden. Dadurch wird allerdings die Datenverteilung
nicht vera¨ndert und fu¨hrt bei verrauschten, unbalancierten Datensa¨tzen unter Umsta¨nden
zu u¨bertrainierten Modellen. Unbalancierte Datensa¨tze ko¨nnen entweder durch Reduktion
der u¨berrepra¨sentierten Klasse bzw. durch ein wiederholtes Training von Datenpunkten
der unterrepra¨sentierten Klasse modifiziert werden. Die Methode der Datenreduktion fu¨hrt
allerdings auch dazu, dass validierte negative Trainingsinformation nicht genutzt wird und
damit die Generalisierungsfa¨higkeit des Modells reduziert wird. Aus diesem Grund haben
wir die sogenannte Oversampling-Methode verwendet und die unterrepra¨sentierte Klasse
dreifach trainiert. Die Klassifikationsergebnisse wurden anschließend noch durch Schwell-
wertverschiebung angepasst. Dabei wird der Schwellwert fu¨r die u¨berrepra¨sentierte Klasse
angehoben, damit eine Zuordnung von Testinstanzen zu dieser Klasse erschwert wird.
4 Diskussion der Ergebnisse
Nachfolgend werden die Ergebnisse mit unseren verwendeten Algorithmen diskutiert. Im
Fall der Ensemble-Datensa¨tze haben wir eine Kombination von numerischen und kategori-
schen Eigenschaften vorliegen. Im Fall der Bina¨rdatensa¨tze sind die vorhandenen struktu-
rellen Merkmale durch sogenannte Fingerprints beschrieben, in denen die Anwesenheit ei-
194
Diskussion der Ergebnisse
ner strukturellen Einheit durch “1” bzw. bei Abwesenheit durch “0” repra¨sentiert wird. Um
den Einfluss einer Merkmalsauswahl zu untersuchen, haben wir mit jeweils 5, 10 oder 20
bzw. allen berechneten Eigenschaften Modelle erstellt. Die Parameteroptimierung haben
wir durch eine Gridsuche u¨ber einen jeweils methodenspezifischen Parameterraum durch-
gefu¨hrt. Die Schwellwertverschiebung wurde nach der Klassifikation mit einem Wert von
0.5 fu¨r die SVM durchgefu¨hrt. Die Erstellung der Modelle umfasst zuna¨chst die Bestim-
mung der optimalen Parameter fu¨r den Algorithmus durch wiederholte 10-fache Kreuzva-
lidierung. Die daraus erhaltenen optimalen Parameterkombinationen wurden fu¨r die finale
Erstellung des Klassifikators eingesetzt. Im nachfolgenden Schritt wurde dann ein Testda-
tensatz verwendet, der zu keiner Zeit im Optimierungszyklus eingesetzt wurde. Zur Dis-
kussion der Ergebnisse wurden die Sensitivita¨t (Hits) und die Anzahl der falsch positiven
Klassifikationsergebnisse (falscher Alarm) herangezogen. Im Fall der SVM mit Gauß-Kern
konnte eine dramatisch erho¨hte Sensitivita¨t beobachtet werden, die jedoch durch zusa¨tzli-
che falsch positive Punkte beeinflusst wurde. Hingegen ergab die Oversampling-Methode
keine deutliche Verbesserung der Sensitivita¨t. Wurde jedoch zusa¨tzlich der Schwellwert
verschoben, wurden fu¨r alle Datensa¨tze bessere Ergebnisse erzielt. Die besten Resultate
ergab dann eine zusa¨tzliche Merkmalsauswahl von fu¨nf Eigenschaften. Im Vergleich da-
zu konnte mit dem Slater-Kern im Standardfall keine Verbesserung der Sensitivita¨t erreicht
werden. Allerdings war dort die Spezifita¨t erho¨ht und zusammen mit einer Schwellwertver-
schiebung konnten bis zu 92% der 2D6-Inhibitoren im Testdatensatz erkannt werden. Die
weitere Verwendung von Oversampling war ohne Einfluss auf die Klassifikationsergebnis-
se. Mit steigender Anzahl der Eigenschaften konnte ein Anstieg der Sensitivita¨t beobachtet
werden, der jedoch ebenfalls auf Kosten der Spezifita¨t ging. Zusammenfassend kann gesagt
werden, dass ho¨here Spezifita¨t zu einer dramatischen Verringerung der Sensitivita¨t gefu¨hrt
hat. Der Einfluss der Oversampling-Methode auf die Klassifikationsergebnisse fu¨hrte zu
geringeren Raten falschen Alarms, aber im Gegensatz zu unseren Annahmen war damit
auch immer eine Abnahme der Sensitivita¨t verbunden. Fu¨r die Klassifikation der Bina¨rda-
tensa¨tze haben wir den Tanimoto-Kern getestet. Besonders auffa¨llig war die damit erzielte
geringe Sensitivita¨t im Fall der Datensa¨tze mit 5 und 10 Eigenschaften. Da sich dieser Be-
fund mit 20 beziehungsweise allen Eigenschaften verbesserte, kann abgeleitet werden, dass
die Anzahl der verwendeten Merkmale entscheidend ist, um gute Klassifikationsergebnisse
zu erhalten. Eine Merkmalsauswahl sollte deshalb bei Fingerprint-basierten Datensa¨tzen
nur vorsichtig eingesetzt werden. Die Oversampling-Methode erho¨hte die Sensitivita¨t zu-
sammen mit geringer Abnahme der Spezifita¨t. Nachfolgend werden die erhaltenen Er-
gebnisse auf Basis der chemischen Strukturen und selektierten Eigenschaften diskutiert.
Basierend auf der unu¨berwachten Methode der Merkmalsauswahl nach McCabe selektier-
ten wir die 20 besten Deskriptoren aus dem Ensembledatensatz. Die wichtigsten sind in
Tabelle 1 mit der Beschreibung ihrer Bedeutung zusammengefasst. Die entsprechend se-
lektierten Deskriptoren passen zu bereits in der Literatur beschriebenen Pharmakophor-,
und Homologiemodellen. Diese lassen sich in Eigenschaften zusammenfassen, die die




chi0, chi0 C Konnektivita¨tsindizes, die die Verknu¨pfung im
Kohlenstoffgeru¨st beschreiben
TPSA, PEOE VSA HYD Beschreibung der polaren und hydrophoben
PEOE PC+, Q VSA POS Anteile der Moleku¨loberfla¨che auf Basis der
Gasteiger-Marsili-Ladungen
a nN, b single, MACCS Keys Anzahl der N, S Atome, Einfachbindungen,
SO Gruppen, Ringatome, Nitrogruppen,
Heteroatome in 5-Ringen,
Hydroxygruppen, Dreifachbindungen
SMR, SMR VSA0 Molekularer Brechungsindex und deren Anteile
SMR VSA7 bin 7
kS sI Elektrotopologische Eigenschaft von
funktionellen Gruppen
Tabelle 1: Wichtige durch das McCabe-Verfahren identifizierte Eigenschaften.
Konnektivita¨tsindizes chi0 und chi0 C. Zusa¨tzlich wurden einige Bins aus dem 166-Bin
MACCS-Vektor, die Anzahl von bestimmten funktionellen Gruppen sowie elektrotopolo-
gische Indizes, die die Ladungsverteilung innerhalb der Moleku¨le beschreiben, selektiert.
Zusammenfassend kann gesagt werden, dass die Merkmalsauswahl nur 2D-Eigenschaften
selektiert hat, die somit die Basis unserer Modelle mit Merkmalsauswahl darstellen. Im
Vergleich u¨ber alle verwendeten Methoden und Kerne stellte dies allerdings keine Ein-
schra¨nkung fu¨r die letztendlich erreichte Qualita¨t und Genauigkeit der Modelle dar.
Abbildung 4 zeigt eine repra¨sentative Auswahl von diversen Verbindungen aus dem Trai-
ningsdatensatz zusammen mit der CYP2D6-Inhibition. Wie aus dem direkten Struktur-
vergleich von Amitriptyline und Imipramine zu sehen ist, ko¨nnen kleine Abweichungen
in der chemischen Struktur zu einer unterschiedlichen Klassifikation fu¨hren. Ein weiteres
Beispiel dieser Art ist die gleiche Anzahl der Bindungen zwischen dem aromatischen Zen-
trum und dem Stickstoffatom in Venlafaxine und Dexfenfluramine aber unterschiedlicher
CYP2D6-Inhibition. In den Abbildungen 1, 2 und 3 haben wir Verbindungen aus unserem
Testdatensatz ausgewa¨hlt, die einige der gefundenen Unterschiede in der Klassifikation der
verwendeten Algorithmen aufzeigen.
Verbindungen wie Yohimbine, Desmethylsertraline und Prevastatin wurden u¨berwiegend
richtig klassifiziert. Im Gegensatz dazu wurden Clemastine, Fentanyl und Perazine haupt-
sa¨chlich falsch klassifiziert. Dieser Befund kann zum Teil durch einen Vergleich von Imi-
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pramine aus dem Trainingsdatensatz und dem falsch negativ klassifizierten Perazine aus
dem Testdatensatz erkla¨rt werden. Beide Strukturen sind chemisch sehr a¨hnlich, aber
unterscheiden sich in einem zusa¨tzlichen Schwefelatom. Ein a¨hnliches Pha¨nomen tritt
bei den falsch positiven Clemastine und Fentanyl auf, bei denen Eigenschaften der 2D6-
Inhibitoren aus dem Trainingsdatensatz wie O-N Absta¨nde in Venlafaxine und Clemastine,
zu einer falschen Klassifikation aufgrund einer funktionellen Untereinheit fu¨hren. Fu¨r ei-
ne Anzahl von Substanzen ist die Art der im Algorithmus verwendeten Eigenschaften von
Bedeutung. Insbesondere die korrekte Klassifizierung von Nefazodone gelang mit Hilfe
der numerischen Ensemble-Eigenschaften im Gegensatz zum Bina¨rdatensatz, der zu einer
falschen Klassifikation fu¨hrte. Umgekehrt kann man aber auch Beispiele wie das Me-
toprolol finden, in denen der Bina¨rdatensatz besser zur Klassifikation geeignet war. Die
meisten der restlichen richtig klassifizierten Substanzen ko¨nnen auf Basis ihrer vergleich-
baren ¨Ahnlichkeit erkla¨rt werden. Im Verlauf der Untersuchungen an diesen Datensa¨tzen
konnte generell festgestellt werden, dass nur diejenige Information im Testset abrufbar ist,
die auch im Trainingsdatensatz enthalten ist. Die Mo¨glichkeiten der Klassifikation sind
durch den aufgespannten chemischen Raum der Trainingsdaten limitiert. Diese Aussa-
ge gilt unabha¨ngig vom Algorithmus, der Art wie der Datensatz erstellt wurde und durch
welche physikochemischen Eigenschaften die chemischen Strukturen beschrieben werden.
5 Zusammenfassung und Ausblick
Die humane Cytochrom P450 2D6-Isoform spielt eine Schlu¨sselrolle im Metabolismus
von vielen neuen Wirkstoffen in der pra¨klinischen Forschung. Wir haben einen Datensatz
aus publizierten Quellen extrahiert und physikochemische Eigenschaften der Substanzen
mit Methoden aus der Chemoinformatik berechnet. Auf der Basis dieser Daten haben wir
mit unseren beschriebenen Methoden aus den vorangegangenen Teilen II und III Klas-
sifikatoren erstellt. Zur Anwendung des Maschinellen Lernens haben wir unsere eigene
Implementierung einer Support-Vektor-Maschine mit neuen Kernen eingesetzt. Die im
Teil II beschriebene unu¨berwachte McCabe-Methode wurde dabei zur Merkmalsauswahl
als vorgeschalteter Schritt fu¨r das u¨berwachte Lernen eingesetzt. Nachfolgend wurde eine
Analyse der klassifizierten Strukturen gezeigt und mit Beispielen aus dem Trainingsdaten-
satz verglichen. Es konnte gezeigt werden, dass die von uns umgesetzten Algorithmen eine
effiziente Methode zur in silico Klassifikation von potentiellen neuen Wirkstoffen darstel-
len. Insbesondere die Verwendung von Mehrfachtraining und Schwellwertverschiebung
in unseren CYP2D6-Datensa¨tzen mit ungu¨nstigem aktiv/nicht-aktiv Verha¨ltnis fu¨hrten so
zu hochgenauen und sensiblen Klassifikatoren. Die eingesetzte Variablenselektion ergab
Eigenschaften, die auf dem molekularen Level interpretiert werden ko¨nnen. Zusa¨tzlich zu
den bereits beschriebenen SVM-Methoden haben wir begonnen, die Maximum-Entropy-
Methode (ME) [14], insbesondere den GIS-Algorithmus in Kombination mit Oversamp-




kennung genutzt. Dazu verwenden wir zur Zeit die Implementierung der frei verfu¨gbaren
openNLP-Software (sf.net/opennlp). Die ME-Methode ist ein elegantes Klassifikations-
verfahren, welches auf der Tatsache beruht, dass Informationen u¨ber die Wahrscheinlich-
keitsverteilung im Trainingsdatensatz bekannt sind und deshalb eine Verteilung mit der
gro¨ßten Entropie (nach Shannon) bestimmt werden kann. Erste Ergebnisse am Beispiel
des CYP2D6-Datensatzes sind ebenfalls vielversprechend, so dass in Zukunft vergleichen-
de Analysen vorgenommen werden.
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Vorwort
Dieser Forschungsbericht entha¨lt eine zusammenfassende Darstellung der wissenschaft-
lichen Arbeiten und verdeutlicht anhand ausgewa¨hlter Beispiele die erzielten Ergebnis-
se des Data Mining Projektes GALA (Gru¨nenthal Applied Life Science Analysis), einer
Industriekooperation zwischen dem Aachener Pharmaunternehmen Gru¨nenthal und dem
Forschungszentrum Ju¨lich. Das GALA-Projekt wurde ins Leben gerufen, um neue Wege
in der Entwicklung von Medikamenten zu beschreiten. Die Arbeitsschwerpunkte wurden
auf einem ersten gemeinsamen Meeting, wenige Tage vor dem Millennium-Jahreswechsel
am 21. Dezember 1999 diskutiert und vereinbart. Projektziel war die Erstellung von
Computerprogrammen, die die automatische Analyse und Auswertung der sich sta¨ndig
vergro¨ßernden Datenmengen in der Pharmaforschung bei Gru¨nenthal ermo¨glichen. Im
Prozess der Medikamentenentwicklung mu¨ssen aus einer sehr großen Anzahl von chemi-
schen Substanzen diejenigen ausfindig gemacht werden, die im menschlichen Organismus
eine bestimmte, gewu¨nschte Wirkung (wie z.B. die Linderung eines Schmerzreizes) erzie-
len. Der genaue Zusammenhang zwischen der chemischen Struktur einer Substanz und
den daraus resultierenden biologischen Eigenschaften ist jedoch meistens weitgehend un-
bekannt. Eine wichtige Aufgabe besteht nun darin, diese unbekannten Zusammenha¨nge,
d.h. verborgenen Informationen, in vorhandenen Datenbesta¨nden mit Hilfe geeigneter
Verfahren des Data Mining aufzudecken.
Die gemeinsamen Arbeiten starteten am 1. Juli 2000 und erstreckten sich zuna¨chst u¨ber
einen Zeitraum von drei Jahren. Wissenschaftler der Firma Gru¨nenthal und des Forschungs-
zentrums Ju¨lich entwickelten neue Methoden und Verfahren fu¨r die Datenanalyse in der
pharmazeutischen Forschung. Es wurden Computerprogramme zur Datenvorauswertung
und Klassifikation erstellt. Wichtige Aufgaben der Datenvorauswertung sind die Reduk-
tion des Datenraumes durch die Erkennung von signifikanten Abha¨ngigkeiten zwischen
den untersuchten Merkmalen (Merkmalsauswahl) sowie die Erkennung von fehlerhaften
bzw. auffa¨lligen Datenpunkten (Ausreißereliminierung). Mit Hilfe des Klassifikations-
programms lassen sich neue chemische Substanzen automatisch in Gruppen (Klassen) mit
unterschiedlichen Erfolgsaussichten einteilen.
Im Mittelpunkt der zweiten Kooperationsphase vom 1. Juli 2003 – 30. Juni 2006 stand die
Erstellung neuer, leistungsfa¨higerer Klassifikatoren fu¨r große Datensa¨tze in der Pharma-
forschung. Es wurden insbesondere die so genannten Support-Vektor-Maschinen (SVMs)
untersucht und implementiert. Es handelt sich hierbei um moderne (u¨berwachte) Algo-
rithmen aus dem Forschungsgebiet des Maschinellen Lernens, einem Teilgebiet der ku¨nst-
lichen Intelligenz. SVMs ko¨nnen sowohl zur Erstellung von nichtlinearen Klassifikato-
ren, als auch zur Vorhersage von exakten Einzelwerten (Regression) verwendet werden.
Die fundierten theoretischen Grundlagen sowie die guten Generalisierungseigenschaften
fu¨hrten dazu, dass Support-Vektor-Maschinen mittlerweile zu den beliebtesten modernen
Lernmethoden za¨hlen.
Der Bericht ist wie folgt gegliedert: Teil I gibt einen ¨Uberblick u¨ber die Ziele des Pro-
jektes und dokumentiert alle Publikationen und Vortra¨ge, die im Zusammenhang mit dem
GALA-Projekt entstanden sind. In Teil II werden die statistischen Verfahren zur Datenvor-
auswertung, in Teil III die Klassifikationsalgorithmen fu¨r Daten aus der Pharmaindustrie
beschrieben. In Teil IV sind die Mo¨glichkeiten der Datenanalyse auf der Basis der verwen-
deten Data Mining Pipeline erla¨utert. In Teil V schließlich wird am Beispiel ‘Cytochrom
P450 Profilierung von neuen Wirkstoffen’ die Anwendung der neuen Software demon-
striert.
An dieser Stelle mo¨chten wir allen Mitarbeitern des Projektes fu¨r ihr Engagement und
ihre fachlichen Beitra¨ge herzlich danken. Das Thema des GALA-Projektes hatte einen
ausgesprochen interdisziplina¨ren Charakter und u¨berdeckte Teilgebiete der Mathematik,
Statistik, Informatik, Chemie und Pharmazie. Der Projekterfolg ist nicht zuletzt den
jungen Projektmitarbeitern (Diplomanden des Studiengangs Technomathematik und
Doktoranden) zu verdanken, die sich mit Enthusiasmus und Freude in das innovative
Gebiet des Data Mining eingearbeitet haben. Fu¨r die stets gute Zusammenarbeit bei der
administrativen Durchfu¨hrung des GALA-Projektes danken wir der Forschungsleitung der
Gru¨nenthal GmbH und dem Technologie-Transfer-Bu¨ro des Forschungszentrums Ju¨lich.
Unser besonderer Dank geht an die Autoren des Berichtes, die diese ausfu¨hrliche Projekt-
dokumentation erst mo¨glich gemacht haben.
Aachen und Ju¨lich
November 2006
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Ausgangspunkt fu¨r das GALA-Projekt ist eine der Kernaufgaben der pra¨klinischen For-
schung, die auf den einzelnen Stufen der Forschung anfallenden Daten effizient zu inter-
pretieren, um aus einem Pool von mehreren Millionen Substanzen diejenigen herauszufin-
den, die fu¨r eine humane Anwendung geeignet sind. Dafu¨r mu¨ssen chemische Substanzen
zahlreiche Hu¨rden u¨berwinden, die durch vier Bereiche repra¨sentiert werden. Man unter-
scheidet die Bereiche in silico, in vitro, in vivo und Klinik. Der in silico Bereich umfasst
den chemischen Raum, d.h. alle chemisch mo¨glichen bzw. zuga¨nglichen Substanzen. Das
ko¨nnen bereits bekannte chemische Wirkstoffe, neu hergestellte Substanzklassen oder ein-
fach so genannte virtuelle Substanzen sein, die zum Zeitpunkt der Betrachtung nur als
Computermodelle vorliegen. In der na¨chsten Stufe wird ein Teil der Substanzen in einem
in vitro Modell getestet. Das in vitro Modell stellt ein molekulares Target (Schloss) z.B. in
einer Zellmembran dar, fu¨r das eine Substanz (Schlu¨ssel) gesucht wird, die eine Interakti-
on nach dem Schlu¨ssel-Schloss Prinzip zeigt. Im na¨chsten Schritt der Lead-Optimierung
werden die aktiven Hitsubstanzen solange optimiert, bis eine hohe Affinita¨t und Selek-
tivita¨t zum molekularen Target gefunden wird. Dies ist notwendig, um eine mo¨glichst
kleine Anzahl von Substanzen in der nachfolgenden in vivo Testphase einzusetzen, in der
das pharmakologische Wirkprinzip u¨berpru¨ft wird. Die so gefundenen Substanzen mu¨ssen
dann noch geeignete ADMET-Eigenschaften (Absorption, Distribution, Metabolization,
Excretion, Toxicity) besitzen, was eine Grundvoraussetzung fu¨r eine humane Anwendung
und die Zulassung durch die Beho¨rden der FDA (Food and Drug Administration) oder




Abbildung 1: Zusammenha¨nge zwischen F&E-Pipeline und Data Mining.
Entwicklung einer Substanz leiten sich grundsa¨tzliche Fragestellungen ab, die immer wie-
der beantwortet werden mu¨ssen. Das Projektziel ist deshalb die effektive Unterstu¨tzung
der Prozesse innerhalb der pra¨klinischen Forschung, um die Entwicklungszeiten von 10-
15 Jahren fu¨r innovative Arzneimittel signifikant zu verku¨rzen.
2 Fragestellungen und Generierung der Datensa¨tze
Wie in Abbildung 1 dargestellt, mu¨ssen auf allen Entwicklungsstufen Entscheidungspro-
zesse zur Selektion von Substanzen herangezogen werden, da aus Kapazita¨ts- sowie Zeit-
gru¨nden nicht alle Substanzen bzw. der gesamte chemische Raum betrachtet werden
ko¨nnen. Da die Interpretation von chemischen Strukturen durch den Computer nur in-
direkt mo¨glich ist, werden diese im ersten Schritt zuna¨chst geeignet transformiert (Abbil-
dung 2). Dazu dienen Verfahren aus der Chemoinformatik. Die Atomkoordinaten der che-
mischen Strukturen ko¨nnen nicht direkt als Eigenschaften herangezogen werden, weil die
Anzahl der Atome von Struktur zu Struktur unterschiedlich ist. Die Anwendung von Lern-
algorithmen erzwingt als Input Eigenschaftsvektoren, die sogenannten Feature-Vektoren,
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Abbildung 2: Chemische Informationen und Klassifikation.
die immer die gleiche Anzahl an Merkmalen enthalten und eine von der Gro¨ße der Mo-
leku¨le unabha¨ngige, normalisierte Form haben. Die berechneten Eigenschaften mu¨ssen
auch unabha¨ngig von der Ausrichtung der Moleku¨le im Raum sein. Eine bekannte Gro¨ße
ist in diesem Zusammenhang die so genannte Autokorrelation. Fu¨r verschiedene Punkte
der Moleku¨loberfla¨che oder des Raumes, der das Moleku¨l umgibt, wird eine Moleku¨lei-
genschaft, wie z.B. die TPSA (Topological Polar Surface Area), berechnet. Aus den Wer-
tepaaren der berechneten Moleku¨leigenschaft der Punktepaare, deren Absta¨nde in einem
vorgegebenen Intervall liegen (in Abbildung 2 werden diese Intervalle mit Bin 1, ..., Bin 25
bezeichnet), wird eine Korrelation berechnet: die Autokorrelation der Moleku¨leigenschaft
fu¨r das betrachtete Intervall (Bin) [1, 2]. Durch die Anzahl der Bins werden der Grad der
Auflo¨sung und die La¨nge des Vektors festgelegt. Wa¨hlt man als Punkte bestimmte Atome
des Moleku¨ls und ordnet den Atomen als ‘Eigenschaft’ den konstanten Wert 1 zu, so ergibt
die formale Berechnung der Autokorrelation die Ha¨ufigkeitsverteilung der Atomabsta¨nde .
Der Zusammenhang von zwei Moleku¨leigenschaften kann entsprechend durch die Kreuz-
korrelation der Merkmale beschrieben werden. Wa¨hlt man hierbei als Punkte die Atome




(z.B. Sauerstoff und Stickstoff), dann ergibt die formale Berechnung der Kreuzkorrelati-
on die Ha¨ufigkeitsverteilung der Absta¨nde der betrachteten Atomtypen [3]. Eigenschafts-
vektoren ko¨nnen auch aus einzelnen, voneinander unabha¨ngigen, molekularen Deskripto-
ren aufgebaut werden. Dies ko¨nnen beispielsweise physikochemische Eigenschaften wie
Molekulargewicht, Lo¨slichkeit oder Dipolmoment sein. Wieder andere fassen die Anzahl
von funktionellen Gruppen oder gro¨ßeren molekularen Untereinheiten (Fragmenten) und
Atomkonnektivita¨ten in bina¨ren Strings als sogenannte Fingerprints zusammen. Der Vor-
gang wird fu¨r alle betrachteten Substanzen und idealerweise fu¨r einen mo¨glichst großen
chemischen Raum durchgefu¨hrt. Da die so berechnete Gesamtdatenmenge sehr groß ist
und zu jeder chemischen Substanz nur einmal ein Feature-Vektor aufgebaut werden muss,
werden die Daten in einer Datenbank mit optimierter Datenstruktur, dem sogenannten Da-
ta Warehouse, abgelegt. Damit kann fu¨r jede Fragestellung flexibel ein Datensatz erstellt
werden.
Im zweiten Schritt werden dann die zu den einzelnen Substanzen erhobenen targetspezi-
fischen (in vitro) bzw. spezifisch fu¨r das Indikationsgebiet (in vivo) notwendigen biolo-
gischen Daten hinzugefu¨gt. Dies kann ebenfalls durch eine Abfrage im Data Warehouse
realisiert werden. Jede einzelne chemische Struktur wird dann durch einen Vektor re-
pra¨sentiert, der die Struktureigenschaften (Features) mit den in vitro und/oder in vivo Daten
verknu¨pft. Wird dies fu¨r jede Struktur wiederholt, erha¨lt man eine Tabelle, die aus einigen
hundert Zeilen, eine Zeile pro chemischer Substanz, mehreren hundert Spalten fu¨r die zu-
geho¨rigen Features und wenigen Spalten fu¨r die biologischen Eigenschaften besteht. Bei
den Datensa¨tzen handelt es sich vereinfacht um eine Matrix, bei der pro Zeile eine che-
mische Substanz mit allen Merkmalen aus dem Data Warehouse repra¨sentiert wird. Die
so erhaltene Darstellung stellt eine Beziehung zwischen den Substanzeigenschaften und
einem gewu¨nschten pharmakologischen Profil fu¨r eine Zielindikation her. Durch diesen
Integrationsschritt ist es auch mo¨glich, mit Hilfe von Algorithmen eine Automatisierung
der Analyse durchzufu¨hren. Diese kann durch zwei fundamental unterschiedliche Data
Mining Verfahren erreicht werden. Man unterscheidet so genannte unu¨berwachte (unsu-
pervised) Algorithmen, bei denen die Daten in kleinere und bezu¨glich der Deskriptoren
homogene Gruppen unterteilt werden, sowie u¨berwachte (supervised) Methoden, welche
Klassifikatoren erzeugen, mit deren Hilfe es mo¨glich ist, neue chemische Substanzen mit
noch unbekannten Feature-Kombinationen bzgl. der gesuchten Eigenschaft zu profilie-
ren. Die Klassifikatoren ko¨nnen dann nach erfolgreicher Evaluierung als Filter verwendet
werden.
3 Datenvorauswertung
Ausgangspunkt sind die aus dem Data Warehouse extrahierten Datensa¨tze, die noch von
redundanten Informationen befreit werden mu¨ssen. Oberste Pra¨misse ist die Reduktion
der Daten auf der Basis einer rein abstrakten Sichtweise, bei der kein Vorwissen u¨ber die
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zu analysierenden Datensa¨tze eingebracht wird. Der Prozess der Vorauswertung der Da-
tensa¨tze verfolgt mehrere Ziele. Eine wichtige Aufgabe ist die Reduktion der Dimensio-
nalita¨t des Datenraumes durch die Erkennung von signifikanten Abha¨ngigkeiten zwischen
den untersuchten Merkmalen. Da bis zu tausend und mehr Merkmale vorliegen, ko¨nnen
hunderttausende von Merkmalspaaren generiert werden, deren Untersuchung manuell zu
aufwa¨ndig ist. Mit Hilfe einer weiteren Methode, der so genannten Variablenselektion,
erfolgt die Eingrenzung auf signifikante Merkmale. Ein weiterer Schritt ist die Erkennung
und Priorisierung von auffa¨lligen Datenpunkten, den so genannten Ausreißern. Damit er-
gibt sich insgesamt eine im Vergleich zum Ausgangsdatensatz reduzierte Matrix, die im
Optimalfall dieselbe Information beinhaltet.
3.1 Merkmalsauswahl
Ziel ist die Verringerung der in den Daten enthaltenen Redundanz, die sich zu einem
großen Teil in den Korrelationen zwischen den Merkmalen widerspiegelt. Einfache sta-
tistische Verfahren zur Aufdeckung linearer Abha¨ngigkeiten sind oft nicht ausreichend,
um komplexe Daten zu analysieren. In den konkreten Anwendungsfa¨llen ist es ha¨ufig not-
wendig, nichtlineare Abha¨ngigkeiten zu beru¨cksichtigen. Die u¨blicherweise verwendete
Produkt-Moment-Korrelation ist ein Maß fu¨r den linearen Zusammenhang zweier Merk-
male und im Allgemeinen nicht geeignet, um ausgepra¨gt nichtlineare Abha¨ngigkeiten zu
charakterisieren. In einigen Fa¨llen sollte die Berechnung der Produkt-Moment-Korrelation
daher mit einer Datentransformation, meist eine Logarithmierung, kombiniert werden. Al-
ternativ kann die Rangkorrelation verwendet werden, die invariant gegenu¨ber monotonen
Transformationen und somit ein Maß fu¨r monotone nichtlineare Zusammenha¨nge ist. Die
Hauptkomponentenanalyse (PCA) ist ein Verfahren zur Dimensionsreduktion, das auf der
Eigenwertzerlegung der Korrelationsmatrix basiert. Die Daten werden dabei durch eine
kleine Anzahl von unkorrelierten Linearkombinationen, den so genannten Hauptkompo-
nenten, dargestellt, die einen wesentlichen Anteil der in den Daten enthaltenen Streuung
repra¨sentieren. Der Informationsverlust kann dadurch minimal gehalten werden. Man
erreicht hierdurch jedoch meist nur, dass die Gesamtheit der Beobachtungspunkte durch
den Raum mit reduzierter Dimensionalita¨t gut beschrieben wird. Dass jedoch dieser Satz
von Hauptkomponenten dazu geeignet ist, das Problem der Klassenzugeho¨rigkeit zu be-
schreiben, ist nicht garantiert. Neben dieser Hauptkomponentenanalyse werden Verfahren
auf der Grundlage einer Merkmalsauswahl unter Beru¨cksichtigung der durchzufu¨hrenden
Klassifikation eingesetzt. Es werden diejenigen Merkmale ausgewa¨hlt, deren Verteilungen
in den Klassen des Trainingsdatensatzes die gro¨ßten Unterschiede aufweisen. Dazu kann
beispielsweise ein Chi-Quadrat-Test verwendet werden, bei dem die Aussagekraft jeder
einzelnen Dimension fu¨r sich allein bezu¨glich der Klassenunterscheidung getestet wird.
Besteht dann zwischen einigen der selektierten Merkmale eine hohe Korrelation, werden
die redundanten Merkmale zusa¨tzlich aus der Datenmatrix entfernt und somit nicht mehr




gestellten Aufgabe entscheidenden Merkmale ist auch fu¨r die Diskussion der Klassifika-
tionsergebnisse und die spa¨tere Optimierung der chemischen Substanzen von Bedeutung.
Ein ha¨ufiges Problem ist die anschließende Interpretation der nicht selten abstrakten physi-
kochemischen Deskriptoren. Durch eine Suche der entsprechenden Deskriptoren in einem
großen Pool virtueller Substanzen im Data Warehouse wird versucht, diese anhand der
gefundenen Strukturbeispiele plausibel zu erkla¨ren.
3.2 Ausreißereliminierung
Eine weitere Reduktion des urspru¨nglichen Datensatzes ergibt sich mittels Ausreißereli-
minierung. In diesem Fall werden nicht wie bei der Merkmalsauswahl die Anzahl der
Spalten, sondern durch die Eliminierung von Trainingsbeispielen die Anzahl der Zeilen
reduziert. Das ko¨nnen Mess- oder Eingabefehler sein, so dass die Ausreißerdetektion auch
dazu dient, Inkonsistenzen im Data Warehouse zu erkennen. Die Filterung geeigneter che-
mischer Strukturen ist generell eng mit dem Problem der Ausreißererkennung verknu¨pft,
da sich ha¨ufig interessante Substanzen signifikant in wenigen Merkmalen unterscheiden.
Einige der Ausreißer ko¨nnen aus dem Datensatz entfernt werden, was gleichzeitig durch
die abnehmende Anzahl an Datenpunkten die Erstellung der Klassifikatoren beschleunigt.
Im Mittelpunkt des Interesses stehen dabei nicht die Beobachtungen, die durch extreme
Werte einzelner Merkmale auffallen und die leicht aufzudecken sind, sondern diejenigen,
die von der multivariaten Struktur der Daten abweichen und hierdurch die Analysen stark
beeinflussen ko¨nnen. Die Ausreißeridentifizierung stellt keinen isolierten Arbeitsschritt
dar, sondern ist Bestandteil der Datenaufbereitung, dem so genannten Data Cleaning. Die
endgu¨ltige Analyse wird dann fu¨r den reduzierten Datensatz durchgefu¨hrt. Zur Entschei-
dung, ob ein Datenpunkt als Ausreißer zu bewerten ist, ist stets auch eine Aussage zur
Signifikanz (Verla¨sslichkeit) des Ergebnisses notwendig. Die dafu¨r notwendige Hypo-
thesenverteilung kann durch Expertenwissen eingebracht werden und erfordert an dieser
Stelle eine interdisziplina¨re Diskussion. Alternativ zur Ausreißereliminierung ko¨nnen ro-
buste statistische Verfahren verwendet werden, die den Einfluß einzelner fehlerbehafteter
Beobachtungen begrenzen.
4 Lernalgorithmen
Nach erfolgter Reduktion des Datensatzes auf wesentliche Merkmale und chemische Bei-
spiele erfolgt im na¨chsten Schritt die Erstellung der Klassifikatoren aus diesem Trainings-
datensatz. Ein Klassifikator stellt einen Filter dar, der auf Basis der Feature-Vektoren un-
bekannte Substanzen in Gruppen (Klassen) einteilt. Dafu¨r werden nichtlineare mathema-
tische Verfahren und wahrscheinlichkeitstheoretische Betrachtungen herangezogen. Der
Klassifikator wird dann auf alle Substanzen in der Datenbank angewendet. Die erhaltenen
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Gruppen werden anschließend wieder in der Datenbank abgelegt und ko¨nnen so fu¨r weitere
Analysen herangezogen werden.
4.1 Clusterung (unu¨berwachte Verfahren)
In den hochdimensionalen Ra¨umen, in denen sich die Daten der pharmazeutischen For-
schung befinden, ist man oft an der Bildung geeigneter Cluster interessiert. Typischerweise
liegen Beoachtungen mit drei- bis vierstelliger Anzahl an Dimensionen vor. Dabei ko¨nnen
einige Raumdimensionen diskret, andere wiederum kontinuierlich sein. Allein die Frage
der Normierung der verschiedenen Raumdimensionen zeigt, dass die Metrik des Raumes
a priori keineswegs eindeutig festgelegt ist. Teilt man jede der Koordinaten dieses Raumes
in nur zwei Abschnitte, so entstehen durch diese Unterteilung schon bei einem hundertdi-
mensionalen Raum 2100 Zellen, fu¨r die jeweils entschieden werden muss, ob sie Teil eines
Clusters sind. Um den Raum durch Beobachtungen abzudecken, braucht man pro Zelle
mindestens eine Beobachtung. Da die Zugeho¨rigkeit zu einem Cluster einem Bit Infor-
mation entspricht, beno¨tigt man einen Datenspeicher mit riesiger Kapazita¨t. Tatsa¨chlich
liegen in der Regel in einem Standardtrainingsdatensatz maximal einige tausend Feature-
Vektoren vor, die nicht ausreichen, um einen hundertdimensionalen Raum auszufu¨llen.
Dies hat zur Konsequenz, dass die Information in einem hochdimensionalen Datenraum
nur sehr du¨nn besetzt ist.
Im Rahmen des Projektes werden Cluster-Methoden fu¨r unterschiedliche Fragestellungen
verwendet, z.B. zur ¨Uberpru¨fung einer gegebenen Klassifikation auf einem Trainigsdaten-
satz oder zur Verkleinerung von einzelnen stark aufgebla¨hten Klassen, um robuste Klassi-
fikatoren erstellen zu ko¨nnen.
4.2 Erstellung von Klassifikatoren (u¨berwachte Verfahren)
In den letzten Jahren haben sich fu¨r komplexe Aufgabenstellungen die nichtlinearen Al-
gorithmen, wie beispielsweise Entscheidungsba¨ume und neuronale Netze, insbesondere
aber auch die sogenannten Support-Vektor-Maschinen (SVMs) als geeignet erwiesen. Es
handelt sich dabei um moderne Algorithmen aus dem Forschungsgebiet der ku¨nstlichen
Intelligenz, die sowohl zur Generierung von nichtlinearen Klassifikatoren fu¨r beliebig vie-
le Gruppen, als auch zur Vorhersage von exakten Einzelwerten (Regression) verwendet
werden ko¨nnen. Zur Optimierung der Modellparameter muss festgelegt werden, welche
Kriterien herangezogen werden, um Fehler zu bewerten, die wa¨hrend der Trainingspha-
se auftreten. Dieser Aspekt ist besonders kritisch, da intuitiv keine Fehlklassifikationen
auftreten sollen, damit aber ha¨ufig Klassifikatoren erzeugt werden, die zu stark an die
verfu¨gbaren Daten angepasst sind (Overfitting) und im Extremfall zu Fehlerquoten von
bis zu 100 Prozent auf unbekannten Daten fu¨hren ko¨nnen. Eine besondere Sta¨rke des Ver-




Merkmale weniger sensitiv reagiert wird, als dies bei anderen distanzbasierten Verfahren
der Fall ist. Die Mo¨glichkeit, nichtlineare Abha¨ngigkeiten zu modellieren, ist ausschlagge-
bend fu¨r die Gu¨te einer Klassifikation auf komplexen Daten. Das Erlernen ausschließlich
linearer Funktionen, auch auf reduzierten Datensa¨tzen, fu¨hrt im Allgemeinen zu schlech-
teren Ergebnissen. Im Gesamtergebnis klassifiziert eine nichtlineare Funktion vorhandene
Datenpunkte genauer und erfasst die zugrundeliegende Klasseneinteilung besser.
Support-Vektor-Maschinen erlernen eine nichtlineare Klassifikationsfunktion, indem sie
alle Datenpunkte geeignet transformieren und dann eine einfache lineare Funktion fu¨r die
Klassentrennung verwenden. Dabei ist es besonders gu¨nstig, dass diese Transformation
nicht in einem zusa¨tzlichen Schritt vom Nutzer durchgefu¨hrt werden muss, sondern fu¨r
alle no¨tigen Berechnungen ein so genannter Kern verwendet wird. Ein Kern ist eine Funk-
tion zur Berechnung von Skalarprodukten im Raum der transformierten Daten, welche
jedoch die urspru¨nglichen Daten verwendet und die Transformation damit in impliziter
Form selbst durchfu¨hrt. Dieses Verfahren fu¨hrt zu schnellen und sicheren Prognosen auf
unbekannten Daten. In der Praxis wa¨hlt man meist einen Standardkern, beispielsweise den
Gauß-Kern. Damit a¨hneln Support-Vektor-Maschinen stark den in der Literatur ha¨ufig be-
schriebenen neuronalen Netzen, bei denen die Daten selbst nicht transformiert, jedoch die
Gewichte der linearen Klassifikationsfunktion nichtlinear angepasst werden. Im Gegen-
satz zu rein linearen Klassifikatoren ko¨nnen SVMs mit sehr vielen Merkmalen arbeiten.
Wendet man dann den Klassifikator auf einen Testdatensatz mit noch unbekannten, neuen
Substanzen – den sogenannten New Chemical Entities (NCEs) – an, ko¨nnen diese aufgrund
der erhaltenen Vorhersage bewertet werden.
Ein großer Vorteil der in den folgenden Kapiteln beschriebenen Algorithmen gegenu¨ber
klassischen Verfahren wie zum Beispiel der Substruktursuche ( ¨Ahnlichkeit) ist die Mo¨glich-
keit, innovative Substanzen zu identifizieren, die nicht bereits bekannten Substanzen a¨hn-
lich sind (Me-Too-Drugs). Somit stellen die in diesem Band dargestellten Vorgehenswei-
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Die Entwicklung eines neuen Medikamentes ist ein langwieriger Prozess: Aus einer sehr
großen Anzahl von chemischen Substanzen mu¨ssen diejenigen ausgewa¨hlt werden, die im
Organismus eine bestimmte, gewu¨nschte Wirkung (wie z.B. die Linderung eines Schmerz-
reizes) erzielen. Diese Fa¨higkeit ist eine biologische Eigenschaft der betreffenden Sub-
stanz und kann mit geeigneten Messverfahren bzw. Versuchen quantifiziert werden. Sol-
che Messungen werden in der pharmazeutischen Forschung intensiv durchgefu¨hrt und ihre
Ergebnisse in Datenbanken abgespeichert. Hierbei treten verschiedene Probleme auf:
• Laborexperimente sind oft aufwa¨ndig und teuer.
• Die Datenhaltung ist nicht immer einfach zu organisieren, sodass es zu Dateninkon-
sistenzen, z.B. durch Fehleingaben, kommen kann.
• Die Anzahl an Messwerten wird schnell unu¨berschaubar groß.
Aus diesen Gru¨nden ist die pharmazeutische Industrie daran interessiert, einerseits nach
Mo¨glichkeit nur die aussagekra¨ftigsten Versuche durchzufu¨hren und andererseits die ent-
stehenden Daten von Fehlern bzw. Ausreißern zu befreien. Hier bietet sich ein Ansatz-
punkt fu¨r statistische Verfahren.
Es ist mo¨glich, ¨Ahnlichkeiten zwischen Messreihen aufzudecken und damit gegebenenfalls
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Experimente einzusparen, die keine wesentlich neuen Informationen gegenu¨ber vorange-
gangenen Versuchen liefern. Diese ¨Ahnlichkeiten werden mathematisch mit der Gro¨ße der
Korrelation zwischen Variablen beschrieben, eine Messreihe bzw. ein Experiment wird
also auf eine Zufallsvariable abgebildet.
Ferner la¨sst sich auch die Eigenschaft Ausreißer einzelner Messpunkte (chemischer Struk-
turen, die in einer Messung untersucht worden sind) statistisch pra¨zisieren, und so geartete
Daten ko¨nnen erkannt werden. Dies hat zum einen den Effekt, dass der mit der Daten-
auswertung bescha¨ftigte Wissenschaftler auf eventuelle Messfehler aufmerksam wird (un-
erwu¨nschte Ausreißer), und zum anderen ko¨nnen gegebenenfalls Strukturen mit besonders
gu¨nstigen Eigenschaften, die fu¨r die Medikamentenentwicklung besonders geeignet sind,
schneller aus der großen erfassten Datenmenge herausgefiltert werden (gewu¨nschte Aus-
reißer).
Eine andere Vorgehensweise besteht darin, die Ursachen der biologischen Eigenschaften
einer Substanz in ihren physikochemischen Eigenschaften wie zum Beispiel der Anord-
nung der Atome und den Winkeln zwischen den Bru¨ckenbindungen in den Moleku¨len zu
suchen. Diese physikochemischen Eigenschaften lassen sich in der Regel viel leichter er-
mitteln und sind fu¨r viele relevante Substanzen ha¨ufig schon in großer Menge bekannt.
Wenn es nun gelingt, aus den physikochemischen Eigenschaften die biologischen Eigen-
schaften vorherzusagen, lassen sich im experimentellen Bereich zum Teil erhebliche Res-
sourcen einsparen. Auch hierfu¨r bieten sich Verfahren der mathematischen Statistik an, im
Wesentlichen sind dies Klassifikationsalgorithmen.
Die beschriebene Aufgabenstellung, versteckte Informationen in erfassten Daten aufzu-
decken, wird auch als Data Mining bezeichnet. Im Rahmen des GALA-Projekts werden
verschiedene statistische Verfahren des Data Mining eingesetzt, um Daten aus der pharma-
zeutischen Forschung zu analysieren und auszuwerten. In den folgenden sieben Abschnit-
ten werden die theoretischen Hintergru¨nde dieser Verfahren erla¨utert, wa¨hrend in Teil IV
auf die Implementierung eingegangen wird.
2 Korrelationsberechnung
Wie bereits in den einleitenden Bemerkungen angefu¨hrt, ist es oftmals von Interesse, ¨Ahn-
lichkeiten bzw. Abha¨ngigkeiten von Messreihen zu erkennen und auszunutzen. Eine Mo¨g-
lichkeit dazu besteht darin, die beobachteten Werte als zweidimensionale Streubilder dar-
zustellen und die Formen der sich ergebenden Punktewolken zu analysieren. Dies ist bei
der Analyse von einigen wenigen Messreihen ein durchaus ga¨ngiges und plausibles Vorge-
hen. Liegen jedoch wie im GALA-Projekt sehr viele Messreihen vor, so wird die Anzahl
der zu betrachtenden Streubilder (englisch:
”
scatter plots“) schnell unu¨berschaubar groß.
Ist na¨mlich die Anzahl zu analysierender Messreihen gleich n, so ergeben sich n·(n−1)
2
Streubilder, ihre Anzahl wa¨chst also quadratisch mit der Anzahl der Messreihen.
Eine effizientere Form der Analyse großer Datenmengen besteht darin, die Messreihen auf
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Zufallsvariablen abzubilden und statistische Kenngro¨ßen der sich ergebenden Gro¨ßen zu
berechnen und systematisch zu analysieren. In der gegebenen Problemstellung des Mes-
sens von ¨Ahnlichkeiten bzw. Abha¨ngigkeiten von Zufallsgro¨ßen (und damit der mit ihnen
identifizierten Messreihen) ist insbesondere die Berechnung von Kovarianzen und Korre-
lationen ein geeignetes Hilfsmittel.
2.1 Theoretische Beschreibung
Fu¨r zwei gegebene Zufallsvariablen X und Y ist die Kovarianz definiert als
Kov(X, Y ) = E((X − E(X)) · (Y − E(Y ))) . (1)
Sind die Verteilungen der zu Grunde liegenden Zufallsvariablen unbekannt und liegen le-
diglich Realisierungen x1, . . . , xn von X sowie y1, . . . , yn von Y vor, so verwendet man
die empirische Kovarianz





((xi − x¯n) · (yi − y¯n))
als Scha¨tzung der Kovarianz. Hierbei bezeichnen x¯n bzw. y¯n die arithmetischen Mittel der












Normiert man nun diese Kovarianzen auf das Intervall [−1; 1] bzw. berechnet man die
Kovarianzen von auf Varianz 1 normierten Zufallsvariablen, so erha¨lt man den Korrelati-
onskoeffizienten nach Pearson (auch Produktmomentkorrelation genannt)
ρ(X, Y ) =
Kov(X, Y )√
Var(X) ·√Var(Y ) (2)
bzw. den empirischen Korrelationskoeffizienten nach Pearson





von X und Y . Var(X) bzw. Varn(X) bezeichnen hierbei die Varianz bzw. die empirische
Varianz der Zufallsvariable X , d.h.




(xi − x¯n)2 ≡ Kovn(X,X) .
15
Statistische Verfahren zur Datenvorauswertung
Forschungszentrum Ju¨lich
Der so definierte Pearsonsche Korrelationskoeffizient ρ(X, Y ), der im Folgenden auch kurz
als die Korrelation zwischen X und Y bezeichnet wird, ist ein Maß fu¨r den linearen Zu-
sammenhang zwischen X und Y . |ρ(X, Y )| = 1 bedeutet, dass eine eindeutige lineare
Beziehung zwischen den beiden Zufallsvariablen X und Y besteht; analog la¨sst ein be-
tragsma¨ßig großer Wert von ρn(X, Y ) auf eine lineare Abha¨ngigkeit der beiden erfassten
Stichproben schließen. Betragsma¨ßig kleine Werte der (empirischen) Korrelation hingegen
deuten darauf hin, dass keine lineare Beziehung der betrachteten Zufallsgro¨ßen bzw. deren
Realisierungen zueinander besteht. Dies schließt jedoch nicht aus, dass ein nichtlinearer
Zusammenhang zwischen X und Y vorliegt.
2.2 Anwendung
Innerhalb des GALA-Projektes werden die Experimente bzw. Laboruntersuchungen und
ihre Ergebnisse als Messreihen interpretiert und durch Zufallsvariablen repra¨sentiert. Die
Realisierungen dieser Gro¨ßen ergeben sich durch die verschiedenen chemischen Substan-
zen, die in den Experimenten eingesetzt werden. So ergibt sich als Eingabedatensatz eine
(n ×m)-Datenmatrix. Hierbei ist m die Anzahl der durchgefu¨hrten Experimente (Varia-
blen, Merkmale, Attribute, properties), und n bezeichnet die Anzahl der eingesetzten Sub-
stanzen (chemische Strukturen). Es wurden nun paarweise die Korrelationen der Spalten
dieser Eingabematrix berechnet und betragsma¨ßig signifikant große Werte in gesonderten
Tabellen ausgegeben. Probleme ergaben sich dabei hauptsa¨chlich durch Inkonsistenzen
in den Eingabedatensa¨tzen (oft werden nicht alle Experimente fu¨r alle Strukturen durch-
gefu¨hrt), die zu fehlenden Werten (Missing Values) fu¨hren. Ist die Anzahl dieser Mis-
sing Values groß, so ergibt sich unter Umsta¨nden eine du¨nn besetzte Eingabe-Datenmatrix.
Praktisch wurde dieses Problem dadurch gelo¨st, dass die Korrelationsberechnung nur auf
der Basis derjenigen Strukturen durchgefu¨hrt wurde, fu¨r welche beide jeweils betrachteten
Experimente Werte lieferten.
Ein weiteres Problem besteht darin, den Terminus
”
signifikant groß“ mathematisch zu
pra¨zisieren. Ein ga¨ngiges statistisches Vorgehen dazu besteht darin, Verteilungsannahmen
u¨ber die Variablen (im vorliegenden Fall durch die Messreihen induziert) zu treffen und, auf
ihnen basierend, Quantile der zugeho¨rigen Verteilungsfunktionen als Schwellenwerte fu¨r
die Gro¨ße der berechneten Statistiken zu verwenden. Aufgrund der Datensicherheitsvor-
gaben liegt jedoch kein ausreichendes Detailwissen u¨ber die Daten und ihre Verteilungen
vor, und so muss komplett frei von Verteilungsannahmen gearbeitet werden. Aus diesem
Grund wurde die erstellte Software so ausgelegt, dass der Benutzer diese Schwellenwerte
selbst eingeben und damit die Signifikanz der Korrelationen und in der Konsequenz auch
die Gro¨ße der ausgegebenen Datensa¨tze eigenha¨ndig steuern kann. In der Anwendung hat
sich dies als ein praktikables Vorgehen erwiesen, da bei Tests ¨Ahnlichkeiten innerhalb der





Neben der im letzten Abschnitt beschriebenen Aufgabe, Regelma¨ßigkeiten in den Daten
aufzudecken, ist es oftmals ebenso von Interesse, Datenpunkte (Messwerte) zu erkennen,
die signifikant aus dieser ermittelten Struktur herausfallen bzw. sich in der Punktewolke
stark außerhalb des Gros’ der gemessenen Daten befinden. Ein Datenpunkt mit dieser
Eigenschaft wird im Folgenden als Ausreißer bezeichnet. Das Vorliegen von Ausreißern
kann verschiedene Gru¨nde haben:
1. Eventuell ist eine fehlerhafte Messung durchgefu¨hrt oder ein Messwert falsch ein-
gegeben worden. Ein so gearteter Ausreißer ist sicherlich unerwu¨nscht, und der
Anwender mo¨chte diese Dateninkonsistenz erkennen und gegebenenfalls beheben.
2. Wie bereits beschrieben, zielen die implementierten Data Mining Methoden dar-
auf ab, chemische Substanzen mit besonders gu¨nstigen Eigenschaften systematisch
aus großen Datenmengen herauszufiltern. Diese gu¨nstigen Eigenschaften lassen sich
in experimentell ermittelten Daten als außergewo¨hnliche Werte und damit als er-
wu¨nschte Ausreißer ablesen.
Ein weiterer Beweggrund dafu¨r, Ausreißer aufzufinden und unter Umsta¨nden zu eliminie-
ren (von der Analyse auszunehmen), soll durch die folgenden Abbildungen von Punkte-
wolken mit den zugeho¨rigen Korrelationswerten motiviert werden.
var1
var2
Abbildung 1: Ausreißer induziert signifikante Korrelation.
In dem in Abbildung 1 dargestellten Fall liefert die Korrelationsberechnung einen hohen
Wert von ρn(var1, var2) = 0, 8703, obwohl der u¨berwiegende Teil der Beobachtungen
eine unregelma¨ßige Struktur aufweist. Hier induziert also der in der Abbildung markierte,
weit vom Datenzentrum entfernte Datenpunkt eine lineare Abha¨ngigkeit, die jedoch kein
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Charakteristikum der Stichprobe insgesamt darstellt.
var1
var2
Abbildung 2: Ausreißer verdecken signifikante Korrelation (29 Wertepaare).
Der gegenteilige Fall ist in Abbildung 2 dargestellt. Das Gros der Daten zeigt eine linea-
re Beziehung zwischen Variable 1 und Variable 2. Die drei Datenpunkte, die außerhalb
der eingezeichneten Ellipse liegen, verdecken jedoch diese Abha¨ngigkeit und fu¨hren dazu,
dass sich kein signifikant großer Wert fu¨r ρ29(var1, var2) errechnet. Die empirische Kor-
relation ist in diesem Fall ρ29(var1, var2) = 0, 0560.
Nimmt man die drei Ausreißer von der Berechnung aus, so zeigt sich die lineare Bezie-
hung des restlichen Datenmaterials eindeutig in der Kennzahl ρ26(var1, var2) = 0, 8609.
Grafisch wird dies in Abbildung 3 deutlich.
var1
var2
Abbildung 3: Aufgedeckte Korrelation durch Vernachla¨ssigung von Ausreißern (26 Wertepaare).
Wie diese Beispiele zeigen, ko¨nnen einzelne Ausreißer zum Teil erheblichen Einfluss auf
die Korrelationsberechnung haben. Dies liegt im Wesentlichen daran, dass in der Formel
fu¨r ρn(X, Y ) jedem Datenpunkt das gleiche Gewicht zugeordnet wird und sich daher un-
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verha¨ltnisma¨ßig große lokale Abweichungen vom Gesamtverhalten erheblich in der globa-
len Kenngro¨ße der empirischen Korrelation niederschlagen.
Die Hauptschwierigkeit besteht nun darin, diese lokalen Inhomogenita¨ten mathematisch zu
messen, um beurteilen zu ko¨nnen, wann diese als signifikant zu betrachten sind und nicht
lediglich in der u¨blichen Schwankungsbreite der experimentellen Ungenauigkeit liegen.
Außerdem muss dieses Vorgehen automatisiert werden, da nicht jedes Streubild einzeln
ausgewertet werden kann.
3.2 Theoretische Beschreibung
Die zuna¨chst naheliegendste Vorgehensweise zum Entdecken von Ausreißern besteht dar-
in, fu¨r jeden Datenpunkt zi = (xi, yi), i = 1, . . . , n der erhobenen zweidimensionalen
Stichprobe dessen Euklidischen Abstand vom Datenzentrum z¯n = (x¯n, y¯n) zu ermitteln
und als Abstandsmaß zu verwenden. Dabei wird der Euklidische Abstand d(a, b) zweier
Punkte a = (a1, a2) und b = (b1, b2) ∈ R2 definiert als
d(a, b) =
√
(a1 − b1)2 + (a2 − b2)2 .
Stammt zi = (xi, yi) aus einer Stichprobe zweier Merkmale X und Y vom Umfang n mit
arithmetischen Mitteln x¯n und y¯n, so misst
d(zi, z¯n) =
√
(xi − x¯n)2 + (yi − y¯n)2
den Euklidischen Abstand des Beobachtungspaares zi = (xi, yi) vom Datenzentrum z¯n =
(x¯n, y¯n). Dass die Verwendung dieses Abstandsmaßes nicht immer sinnvoll ist, wird durch
Abbildung 4 illustriert. Der markierte Datenpunkt hat zwar keinen großen Euklidischen




Abbildung 4: Ausreißer trotz geringen Euklidischen Abstandes.
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Will man diese Zusatzinformation u¨ber die
”
Ausrichtung“ der Punktewolke mit in die Ab-
standsberechnung einfließen lassen, so bietet sich die Verwendung der sogenannten Ma-
halanobis-Distanz Δ(zi, z¯n) an. Hierbei wird in die Formel fu¨r den Euklidischen Abstand
eine Gewichtung mit der inversen Kovarianzmatrix eingefu¨gt, um der unterschiedlichen
Streuung in x- und y-Richtung Rechnung zu tragen. Die quadrierte Mahalanobis-Distanz
eines Punktes zi = (xi, yi) aus einer Stichprobe zweier Merkmale X und Y vom Umfang






Varn(X) Kovn(X, Y )






Besonders einfach wird die Berechnung der Mahalanobis-Distanz, falls die zu Grunde lie-
genden Gro¨ßen auf Mittelwert 0 und Varianz 1 standardisiert werden. Fu¨r die quadrier-
te Mahalanobis-Distanz eines Punktes zi = (xi, yi) aus einer Stichprobe zweier Merk-
male X und Y vom Umfang n mit arithmetischen Mitteln x¯n = 0 und y¯n = 0 sowie
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i − 2 · xi · yi · ρn(X, Y )
1− ρn(X, Y )2 . (4)
Aufgrund dessen sollte man in der praktischen Berechnung die Gro¨ßen X und Y zuna¨chst
standardisieren, damit (4) fu¨r Δ(zi, z¯n) verwendet werden kann.
Geometrisch la¨sst sich der ¨Ubergang vom Euklidischen Abstand zur Mahalanobis-Distanz
so interpretieren, dass das zu Grunde liegende Koordinatensystem im R2 derart neu gewa¨hlt
wird, dass die erste Achse in Richtung der sta¨rksten Streuung (repra¨sentiert u¨ber den Rich-
tungsvektor v1) und die zweite Achse in Richtung v2 ⊥ v1 weist. Zudem wird der Ko-
ordinatenursprung in den Punkt z¯n = (x¯n, y¯n) verschoben. ¨Uberfu¨hrt man nun den Zu-
fallsvektor (X, Y ) mittels einer linearen Transformation so in den Zufallsvektor (C1, C2),
dass dies a¨quivalent zu einem Basiswechsel von der kanonischen in die oben charakteri-
sierte Basis ist, so bezeichnet man die transformierten Zufallsgro¨ßen C1 und C2 als die
Hauptkomponenten der zu Grunde liegenden zweidimensionalen Verteilung. Die Maha-
lanobis-Distanz ist nun, wie im Folgenden gezeigt wird, der Euklidische Abstand in dem
vera¨nderten Koordinatensystem, wobei eine Skalierung der neuen Koordinatenachsen in
Einheiten der Standardabweichung der Hauptkomponenten stattfindet.
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Fu¨hrt man diese Berechnung fu¨r standardisierte Gro¨ßen durch, so ist dies a¨quivalent zur
Lo¨sung des Eigenwertproblems der Korrelationsmatrix
Kn :=
(
1 ρn(X, Y )











Varn(X) Kovn(X, Y )
Kovn(X, Y ) Varn(Y )
)
· a
und (X, Y ) wird hier als standardisiert vorausgesetzt, so dass die Varianz- / Kovarianzma-
trix in die oben angegebene Korrelationsmatrix Kn u¨bergeht.
Wie Ergebnisse aus der linearen Algebra (Maximierung von quadratischen Formen) zei-
gen, ergibt sich v1 als Eigenvektor zum gro¨ßeren Eigenwert λ1 und v2 als Eigenvektor zum
kleineren Eigenwert λ2 von Kn. Ferner ist die Varianz- / Kovarianzmatrix bezu¨glich des







Anders ausgedru¨ckt ist Varn(C1) = λ1 und Varn(C2) = λ2. Daraus ergibt sich, dass
die oben angefu¨hrte Skalierung entlang der Hauptkomponenten dadurch zu geschehen hat,
dass die Normierungsfaktoren 1√
λi
, i = 1, 2 fu¨r die Richtungen vi, i = 1, 2 verwendet wer-
den.
Die konkrete Berechnung des Euklidischen Abstandes in dem vera¨nderten Koordinatensy-
stem ergibt die geschlossene Formel (4). Bezeichne hierzu χKn(λ) das charakteristische
Polynom der standardisierten Korrelationsmatrix Kn, so ergibt sich
χKn(λ) = det(Kn − λE) =
∣∣∣∣∣ (1− λ) ρn(X, Y )ρn(X, Y ) (1− λ)
∣∣∣∣∣ = (1− λ)2 − ρn(X, Y )2 ,
wobei mit E die Einheitsmatrix der Dimension n bezeichnet wird. Bei der Berechnung der
Eigenwerte erha¨lt man
χKn(λ) = 0 ⇔ (1− λ)2 = ρn(X, Y )2 ⇔ |(1− λ)| = |ρn(X, Y )| .
Daraus folgt
λ1 = 1 + |ρn(X, Y )| ∧ λ2 = 1− |ρn(X, Y )| ∧ λ1 ≥ λ2 .
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Fu¨r den ersten Eigenvektor ergibt sich daher
(Kn − λ1 · E) · v1 = 0
⇐⇒
(
−|ρn(X, Y )| ρn(X, Y )
ρn(X, Y ) −|ρn(X, Y )|
)
· v1 = 0
⇐⇒ −|ρn(X, Y )|v11 + ρn(X, Y )v12














Die analoge Berechnung des zweiten Eigenvektors liefert entsprechend
(Kn − λ2 · E) · v2 = 0
⇐⇒
(
|ρn(X, Y )| ρn(X, Y )
ρn(X, Y ) |ρn(X, Y )|
)
· v2 = 0
⇐⇒ |ρn(X, Y )|v21 + ρn(X, Y )v22




















sgn(ρn(X, Y )) −sgn(ρn(X, Y ))
)
,
und die transformierten Koordinaten eines Vektors (xi, yi) ∈ R2, die sich als (x∗i , y∗i ) =
(xi, yi) · T berechnen lassen, ergeben sich zu
(x∗i , y
∗
i ) = (xi, yi) · T =
1√
2
· (xi, yi) ·
(
1 1







xi + sgn(ρn(X, Y )) · yi





Diese Darstellung gestattet nun die Berechnung von Δ(zi, z¯n) eines Punktes (xi, yi) aus
einer Stichprobe zweier Merkmale X und Y vom Umfang n mit arithmetischen Mitteln
x¯n = 0 und y¯n = 0 sowie Varn(X) = Varn(Y ) = 1 vom Datenzentrum (0, 0) als Eukli-
dischen Abstand des transformierten Punktes vom Koordinatenursprung unter Beachtung
der Normierung entlang der Hauptkomponenten:
Δ2(zi, z¯n) =
(
xi + sgn(ρn(X, Y )) · yi√
2
√




xi − sgn(ρn(X, Y )) · yi√
2
√
1− |ρn(X, Y )|
)2
=
x2i + 2sgn(ρn(X, Y ))xiyi + y2i
2(1 + |ρn(X, Y )|) +
x2i − 2sgn(ρn(X, Y ))xiyi + y2i
2(1− |ρn(X, Y )|)
=
(x2i + 2sgn(ρn(X, Y ))xiyi + y2i )(1− |ρn(X, Y )|)
2(1− ρn(X, Y )2)
+
(x2i − 2sgn(ρn(X, Y ))xiyi + y2i )(1 + |ρn(X, Y )|)
2(1− ρn(X, Y )2)
=
1




i − |ρn(X, Y )| · (x2i + 2sgn(ρn(X, Y ))xiyi




i − 4 · |ρn(X, Y )| · sgn(ρn(X, Y )) · xi · yi




i − 2 · xi · yi · ρn(X, Y )
1− ρn(X, Y )2 .
Dieses Konzept der Zerlegung der Gesamtstreuung in orthogonale Streukomponenten wird
in Abschnitt 6 auf Dimensionen m ≥ 3 zur so genannten Hauptkomponentenanalyse er-
weitert.
Als Ausreißer werden Datenpunkte mit einer großen Mahalanobis-Distanz zu (x¯n, y¯n) de-
klariert. In konkreten Anwendungen besteht dann die grundlegende Fragestellung darin, ab
wann Δ2(zi, z¯n) als so groß angesehen werden soll, dass dem zugeho¨rigen Punkt das Attri-
but Ausreißer zugeordnet wird. Dazu gibt es eine Reihe mo¨glicher Ansa¨tze. Der folgende
Abschnitt beschreibt die Methoden, die im Projekt angewendet werden.
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Der erste, naive Ansatz zur Festlegung einer kritischen Schranke Δkrit fu¨r den Wert der
Mahalanobis-Distanz bestand darin, besonders markante Streubilder wie etwa in Abbil-
dung 1 oder Abbildung 2 zu betrachten. Hier ist es, wie bereits beschrieben, in jedem Fall
wu¨nschenswert, dass die vorhandenen Ausreißer automatisch erkannt werden, da durch ihr
Vorhandensein weitergehende Berechnungen wie die der empirischen Korrelation emp-
findlich gesto¨rt werden. Aufgrund dessen wurden mehrere Beispiele, in denen dies der
Fall ist, analysiert und festgestellt, wie Δkrit jeweils zu wa¨hlen wa¨re, um diese Ausreißer
ausfindig zu machen. Es ergab sich, dass in der Regel bei diesen augenscheinlichen Aus-
reißern eine Mahalanobis-Distanz von Δ ≥ 2, ha¨ufig sogar von Δ ≥ 2, 5 vorlag.
Von diesen empirischen Ergebnissen ausgehend wurde daraufhin der konstante Wert
Δkrit = 2 (fu¨r fast sicheres Erkennen) bzw. Δkrit = 2, 5 als kritische Mahalanobis-Distanz
vereinbart. Der Vorteil dieser Methode besteht darin, dass sie vo¨llig frei von Verteilungs-
annahmen ist und daher zu ihrer Anwendbarkeit nichts u¨ber die Herkunft des zu Grunde
liegenden Datenmaterials bekannt sein muss. Fu¨r zuerst ausschließlich betrachtete kleine
Stichprobenumfa¨nge wie z.B. n = 30 lieferte dieses Vorgehen gute Ergebnisse. Im Fal-
le von Messreihen mit erheblich gro¨ßerem Stichprobenumfang zeigte sich allerdings der
große Nachteil des Verfahrens: Mit wachsendem n wurde der Anteil der so bestimmten
Ausreißer immer gro¨ßer und fu¨hrte dazu, dass die erzeugte Information fu¨r den Analysten
nicht mehr u¨berschaubar blieb. Dies la¨sst sich damit begru¨nden, dass bei kleinen Stich-
probenumfa¨ngen die Kenngro¨ßen arithmetisches Mittel und empirische Varianz durch ein-
zelne Ausreißer stark beeinflusst werden. Dies fu¨hrt dazu, dass die Mahalanobis-Distanz
dieser Ausreißer zu dem berechneten Datenzentrum nur eine bestimmte Maximalgro¨ße an-
nehmen kann und der kritische Wert Δkrit daher nicht zu groß gewa¨hlt werden darf. Liegt
hingegen ein großer Stichprobenumfang n vor, so nimmt der Einfluss einzelner Beobach-
tungen auf die Kenngro¨ßen ab und deswegen wird bei Beibehaltung der urspru¨nglichen
kritischen Schranke ein wesentlich gro¨ßerer Anteil der Beobachtungen als Ausreißer de-
klariert. Nachteilig daran ist vor allem, dass viele der so deklarierten Beobachtungen gar
keine Ausreißer im urspru¨nglichen Sinne sind. Es wa¨re also wu¨nschenswert, dass auch
Δkrit mit wachsendem n gro¨ßer wird, damit nicht etwa bei z.B. n = 1000 fast 50 % der
Datenpunkte als Ausreißer aufgefu¨hrt werden. Dies ha¨tte im Falle der Beibehaltung des
naiven Ansatzes jedoch zur Folge, dass fu¨r jede Analyse eine neue Konstante gewa¨hlt wer-
den mu¨sste und dass diese u¨berdies einen Kausalbezug zu n haben sollte.
Es ist daher naheliegend, Δkrit nicht als konstant, sondern als Funktion des Stichproben-
umfangs n anzusetzen. Im Folgenden werden nun zwei Verfahren beschrieben, die einen
solchen Bezug zwischen n und Δkrit herstellen.
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3.3.2 Verwendung asymptotischer Verteilungsquantile
Wie in Abschnitt 3.2 hergeleitet, misst die Mahalanobis-Distanz den Euklidischen Ab-
stand standardisierter Zufallsgro¨ßen in einem speziellen Koordinatensystem. Bezeichne
also C = (C1, C2) die Hauptkomponenten und μ = (μ1, μ2) den zweidimensionalen Er-








Bei (5) handelt es sich um eine Summe von Quadraten zweier standardisierter Zufalls-
gro¨ßen. Unterliegen diese Zufallsgro¨ßen nun einer Normalverteilung, so ist die Verteilung
von Δ2(C, μ) bekannt als χ2-Verteilung mit zwei Freiheitsgraden oder kurz χ22-Verteilung.
Im Falle der entsprechenden empirischen Gro¨ßen gilt dies zwar nur asymptotisch, aber es
ist dennoch mo¨glich, Quantile der χ22-Verteilung fu¨r Δkrit zu verwenden, wenn man eine
normalverteilte Grundgesamtheit unterstellt.
Praktisch kann damit z.B. das oben angedeutete Ziel, den mittleren Anteil an Ausreißern
zu kontrollieren, verfolgt werden. Die Forderung lautet in mathematischer Notation





mit μ(n) als gewu¨nschter Anzahl an Ausreißern bei Stichprobengro¨ße n und kann durch
die Wahl von Δ2krit(n) = χ22;1−α(n) realisiert werden. χ22;1−α(n) bezeichnet hierbei das
(1− α(n))-Quantil der χ2-Verteilung mit zwei Freiheitsgraden.
In dem konkreten Anwendungsbeispiel der Analyse pharmazeutischer Daten wurde μ(n) =√
n/10 festgelegt, d.h. aus 1000 Datenpunkten sollten im Mittel etwa zehn Ausreißer her-
ausgefunden werden. Es sei hier aber noch einmal darauf hingewiesen, dass in die Berech-
nung die Normalverteilungsannahme eingeht und die fu¨r Δ2(zi, z¯n) verwendete Verteilung
nur asymptotisch gilt.
3.3.3 Erkennen von echten Ausreißern
Ein ambitionierteres Vorgehen besteht darin, dass der Forderung nachgegangen wird, nur
”
echte“ Ausreißer zu erkennen. Hier wird also nicht versucht, die Anzahl der sich erge-
benden Ausreißer zu steuern, sondern es wird eine Signifikanzschranke fu¨r die Verla¨sslich-
keit der Ausreißerklassifikation gesucht. Pra¨ziser formuliert lautet die Forderung, dass mit
Wahrscheinlichkeit (1 − α) keine Ausreißer erkannt werden sollen, wenn keine echten
Ausreißer vorliegen. Um dies bei gegebenem Signifikanzniveau α zu gewa¨hrleisten, wa¨hlt
man Δkrit derart, dass P(Δmax > Δkrit)
!
= α erfu¨llt ist. Hierbei bezeichnet Δmax die gro¨ßte
in der Stichprobe auftretende Mahalanobis-Distanz. Liegt also eine homogene Stichprobe
ohne echte Ausreißer vor, so wird der Messwert mit der gro¨ßten Mahalanobis-Distanz auch
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nur in α · 100% der Fa¨lle als Ausreißer deklariert.
Schwierigkeiten bereitet hierbei die konkrete Berechnung von Δkrit(n, α) bei gegebenem
Stichprobenumfang n und vorgegebenem Signifikanzniveau α. In [1] ist diesem Problem
nachgegangen worden, und es finden sich auf den Seiten 516f. Tabellen fu¨r Δkrit(n, α) mit
n im Bereich von 3 bis 1000 und α = 0, 01 sowie α = 0, 05. Diese Tabellenwerte wur-
den in der erfolgten Implementierung u¨bernommen, und fu¨r 1000 < n ≤ 4000 wurde die
Tabelle durch Simulationsrechnungen erweitert. Ab n > 4000 wurde dann zur asymptoti-
schen Verteilung, die sich als χ22-Verteilung zur n-ten Potenz ergibt, u¨bergegangen (siehe
hierzu auch Abschnitt 6.4.2 mit p = 2).
3.3.4 Mehrstufiges Vorgehen
Wie bereits in den einleitenden Bemerkungen zu diesem Abschnitt beschrieben, kann sich
das Vorhandensein von Ausreißern verfa¨lschend auf die berechneten Werte von ρn(X, Y )
auswirken. Des Weiteren kann es dazu kommen, dass Ausreißer mit sehr großen Ma-
halanobis-Distanzen solche Ausreißer u¨berdecken, fu¨r die Δ zwar im Verha¨ltnis zu den
erkannten Ausreißern klein ist, die aber dennoch erkannt werden sollten. Als Beispiel dafu¨r
sei das in Abbildung 5 dargestellte Streubild von Variable 3 und Variable 4 angefu¨hrt.
var3
var4
Abbildung 5: Variable 3 gegen Variable 4 (alle 109 Beobachtungen).
Es sind zwei Ausreißer auszumachen, die außerhalb der eingezeichneten Konfidenzellipse
zur Mahalanobis-Distanz Δ = 2, 5 liegen. Der Rest des Datenmaterials weist optisch keine
weiteren Ausreißer auf. Nimmt man die zwei erkannten Datenpunkte nun von der Berech-
nung aus, d.h. eliminiert man die zwei erkannten Ausreißer, so ergibt sich fu¨r die verblei-





Abbildung 6: Variable 3 gegen Variable 4 (restliche 107 Beobachtungen).
Aufgrund der vera¨nderten Skalierung des Plots klar zu erkennen, zeigt sich nun ein wei-
terer Ausreißer, fu¨r den beide Variablen etwa den Wert 10 annehmen. Dieser Ausreißer
wa¨re unerkannt geblieben, falls die Ausreißererkennung fu¨r diese Variablenkombination
nur einmalig durchgefu¨hrt worden wa¨re.
Deswegen wurde bei der Umsetzung der Projektziele ein iteratives Vorgehen der Ausrei-
ßerdetektion und -elimination umgesetzt. Nachdem auf der Basis aller vorliegender Da-
tenpaare zi = (xi, yi), i = 1, . . . , n die empirische Korrelation ρn(X, Y ) berechnet wurde,
werden die Mahalanobis-Distanzen Δ(zi, z¯n) dieser Messpunkte vom Datenzentrum be-
stimmt und diejenigen Datenpunkte z∗i = (x∗i , y∗i ), bei welchen Δ(z∗i , z¯n) eine signifikante
Gro¨ße hat, gekennzeichnet. Danach wird eine Neuberechnung der empirischen Korrela-
tion durchgefu¨hrt, wobei die Paare (x∗i , y∗i ) nicht mehr beru¨cksichtigt werden. Dies kann
als eine Robustifizierung der Berechnung von ρn(X, Y ) angesehen werden. Ferner wird in
jeder Iteration mit den neu berechneten Mahalanobis-Distanzen die Ausreißerbestimmung
fortgesetzt, um gegebenenfalls noch unerkannte Ausreißer ermitteln zu ko¨nnen.
3.4 Ergebnisse
In Tabelle 1 sollen die Ergebnisse der drei verwendeten Methoden anhand eines Beispiel-
datensatzes quantitativ gegenu¨ber gestellt werden. Dieser Beispieldatensatz verfu¨gt u¨ber
1017 Merkmale mit 11363 Beobachtungen. Die Ergebnisse illustrieren die Vorteile der
dritten durchgefu¨hrten Methode. Die absolute Anzahl an Ausreißern wird drastisch re-
duziert, und dabei wird insbesondere der Effekt erzielt, dass nur noch wirklich auffa¨lli-
ge Beobachtungen in Erscheinung treten. Dies ist daran erkennbar, dass der Prozentsatz
der vier Beobachtungen, die in allen Variablenkombinationen insgesamt am ha¨ufigsten als
Ausreißer auftreten, also wirklich aus dem Rahmen fallen, im Falle der Anwendung der
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Ausreißer davon 4 ha¨ufigste Korrelationen ≥ 0, 8
Δkrit = 2, 0 ≈ 600.000 5 % ≈ 20.000





≈ 180.000 9 % ≈ 17.500
”
Echt“ mit α = 0, 05 ≈ 70.000 11 % ≈ 17.000
”
Echt“ mit α = 0, 01 ≈ 40.000 16 % ≈ 16.000
Tabelle 1: Vergleich der Methoden zur Ausreißerbehandlung.
Methoden zur Erkennung
”
echter“ Ausreißer stark ansteigt; es erfolgt also eine Konzentra-
tion auf die auffa¨lligsten Datenpunkte. Ferner wird der Wert von ρn und damit die Anzahl
der als signifikant betrachteten Korrelationen durch die Wahl der so gearteten Verfahren
kaum beeinflusst. Es gibt allerdings einzelne Fa¨lle, in denen durch diese Art der Aus-
reißerbehandlung signifikante Korrelationen verloren gehen. In Abschnitt 5 wird mit der
Rangkorrelation nach Spearman ein Konzept vorgestellt, mit dem dies verhindert werden
kann.
4 Transformation von Variablen
4.1 Motivation
Wie bereits in Abschnitt 2 erla¨utert, ist der (empirische) Korrelationskoeffizient nach Pear-
son nur ein Maß fu¨r lineare Abha¨ngigkeiten zwischen Zufallsvariablen bzw. Messreihen.
Allgemein lassen sich nichtlineare Abha¨ngigkeiten in lineare Abha¨ngigkeiten u¨berfu¨hren,
indem eine oder gegebenenfalls auch beide zu Grunde liegenden Zufallsgro¨ßen geeigneten
Transformationen unterzogen wird bzw. werden. In der Regel ist es jedoch keineswegs
offensichtlich, wie diese linearisierenden Transformationen zu wa¨hlen sind, denn der Typ
der vorliegenden Beziehung geht maßgeblich in die Wahl der Transformationen ein.
Es sei an dieser Stelle noch darauf hingewiesen, dass das Konzept der Variablentransforma-
tion auch anderen Absichten dienen kann. Wie unter anderem in [8] ausfu¨hrlich beschrie-
ben, kann einer eindimensionalen Verteilung durch geeignete Transformation die Schiefe
genommen oder durch Maßstabsa¨nderung (z.B. Logarithmierung) eine bessere Auflo¨sung
bzw. Darstellbarkeit gemessener Daten erreicht werden. Da dies aber nicht zu den Haupt-
zielen des Projektes za¨hlt, soll hierauf an dieser Stelle nicht na¨her eingegangen werden.
In den im nachfolgenden Abschnitt beschriebenen Fallbeispielen aus der pharmazeutischen
Forschung war eine Identifikation des zu wa¨hlenden Transformationstyps aufgrund von Ex-
pertenwissen bzw. physikalischen Grundzusammenha¨ngen mo¨glich, und es konnte erreicht
werden, dass signifikant große Korrelationen nach geta¨tigten Transformationen berechnet




Neben der offensichtlichen Anwendung der Transformation von Volumendaten durch ¨Uber-
gang zur dritten Wurzel ist auch im Falle von Konzentrationsdaten das Konzept der Trans-
formation eingesetzt worden, um die Abha¨ngigkeit von Variablen zu linearisieren. Hierzu
sind Voru¨berlegungen aus dem Bereich der Reaktionskinetik erforderlich. Es werden nur
die notwendigen Ergebnisse wiedergegeben; die zu Grunde liegenden biologischen Zu-
sammenha¨nge werden zum Beispiel genauer in [17] und [4] erla¨utert.
Betrachtet wird die reversible Bindung von Substanzen an Rezeptormoleku¨le. Wird einem
Organismus eine chemische Substanz verabreicht, so kann es dazu kommen, dass diese
an sogenannte Rezeptormoleku¨le im Organismus bindet und die beiden Moleku¨le rever-
sibel zu einem neuen Moleku¨l reagieren. Es ist nun mo¨glich, die Konzentrationen der an
diesen Reaktionsvorga¨ngen beteiligten Ausgangsmoleku¨le mit der der resultierenden Mo-
leku¨le mathematisch in Beziehung zu setzen. Dies geschieht im Wesentlichen durch die
Einfu¨hrung der sogenannten Reaktionskonstanten k1 und k−1. Das in diesem Fall benutz-
te Modell entstammt dem Massenwirkungsgesetz. Es besagt, dass die Reaktionsvorga¨nge
proportional von den Ausgangskonzentrationen und die inversen Reaktionsvorga¨nge (Sub-
stanz und Rezeptor lo¨sen sich wieder voneinander) proportional von der Konzentration
reagierter (verbundener) Moleku¨le abha¨ngen, wobei die Proportionalita¨tskonstanten gera-
de die oben angefu¨hrten Zahlen k1 bzw. k−1 sind.
Bezeichnet S die verabreichte Substanz und R den zugeho¨rigen Rezeptor, so kann der
beschriebene Reaktionsvorgang wie folgt symbolisiert werden:





CR(t) Konzentration freier Rezeptoren zum Zeitpunkt t,
CS(t) Konzentration freier Substanzmoleku¨le zum Zeitpunkt t,
CSR(t) Konzentration blockierter Rezeptoren (verbundener
Moleku¨le) zum Zeitpunkt t und
CR,ges = CR(t) + CSR(t) gesamte Rezeptorkonzentration
ergibt sich unter Verwendung des Massenwirkungsgesetzes fu¨r die zeitliche ¨Anderung von
CSR(t) die folgende Differentialgleichung:
C˙SR(t) = k1 · CS(t)a · CR(t)− k−1CSR(t) .
Geht man nun davon aus, dass sich diese Differentialgleichung fu¨r t → ∞ stabilisiert und
in einen stationa¨ren Endzustand mit C˙SR(t) ≡ 0 u¨bergeht, so gilt in diesem eingeschwun-
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S · CR − k−1 · CSR
= k1C
a
S · (CR,ges − CSR)− k−1CSR .
Auf das Argument t → ∞ wurde hier aus Gru¨nden der Notationsvereinfachung bei den
Konzentrationswerten verzichtet, da diese im eingeschwungenen Zustand konstant sind.





= Anteil blockierter Rezeptoren




S · (1− C˜SR)− k−1 · C˜SR = 0
⇐⇒ C˜SR · (k−1 + k1CaS) = k1CaS








wobei k˜ := k−1
k1
. Hieraus ergibt sich, dass k˜ 1a genau die Substanzkonzentration ist, bei der
die Ha¨lfte der Rezeptoren blockiert wird.
In den Laborexperimenten der pharmazeutischen Forschung werden nun ha¨ufig folgende
Messwerte ermittelt:
X Anteil der Rezeptoren, die bei gegebener Konzentration C0 der Substanz
blockiert werden,
Y Substanzkonzentration, bei der die Ha¨lfte der Rezeptoren blockiert wird
(ki-Wert).
Aus der hergeleiteten Beziehung zwischen C˜SR und dem zugeho¨rigen ki-Wert kann nun




⇐⇒ X · (Y a + Ca0 ) = Ca0
⇐⇒ X · Y a = Ca0 (1−X)
⇐⇒ Y a = Ca0 · 1−XX





=⇒ logit(X) = a · (ln (Y )− ln (C0)) .
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Um eine Linearisierung der Abha¨ngigkeit zwischen X und Y zu erreichen, wurde also in
den entsprechenden Fa¨llen die Variable Y einer Transformation mit der natu¨rlichen Loga-









Im vorherigen Abschnitt wurde die Mo¨glichkeit vorgestellt, mit Hilfe geeigneter Transfor-
mationen eine nichtlineare Abha¨ngigkeit zwischen zwei Zufallsgro¨ßen X und Y zu lineari-
sieren, sodass diese mit Hilfe der Produktmomentkorrelation aufgedeckt werden kann. Das
Hauptproblem bei dieser Vorgehensweise besteht jedoch darin, dass die Wahl der Transfor-
mation(en) von der zu Grunde liegenden Beziehung zwischen X und Y abha¨ngt. Ha¨ufig
ist jedoch Detailwissen u¨ber die Herkunft des Datenmaterials nicht bekannt. Damit kann
kein Modell fu¨r den Zusammenhang zwischen X und Y hergeleitet werden und mo¨gliche
linearisierende Transformationen bleiben unentdeckt.
Es wa¨re also wu¨nschenswert, eine universelle Transformation zur Verfu¨gung zu haben,
die mo¨glichst viele Abha¨ngigkeiten linearisiert. Im Bereich der nichtparametrischen Sta-
tistik hat sich das Konzept der Rangkorrelation nach Spearman etabliert, mit welchem
sich zumindest alle monotonen Abha¨ngigkeiten identifizieren lassen. Das Vorgehen be-
steht darin, dass nicht der Pearsonsche Korrelationskoeffizient der Originaldaten, sondern
die Produktmomentkorrelation der zugeho¨rigen Positionen der Messwerte in der jeweili-
gen geordneten Stichprobe (der Ra¨nge der Beobachtungen zu X und Y ) berechnet wird.
Damit spielt also der absolute Abstand der gemessenen Werte keine Rolle, sondern ledig-
lich die Ordnung der Messwerte geht in die Berechnung ein. Aufgrund dessen liefert die
Spearmansche Rangkorrelation fu¨r alle Variablenkombinationen (X, Y ), in denen X u¨ber
eine monotone (ggfs. auch nichtlineare) Transformation in Y u¨berfu¨hrt werden kann, be-
tragsma¨ßig den Wert 1. Um dies zu illustrieren, wurden drei zweidimensionale Stichproben
simuliert. Abbildung 7 liegt das Modell eines quadratischen Zusammenhangs zwischen X
und Y mit einem standardnormalverteilten (N (0, 1)) Fehlerterm zu Grunde. Hier fa¨llt in
dem betrachteten Intervall [1, 10] fu¨r X die Nichtlinearita¨t der gegebenen Abha¨ngigkeit bei
der Berechnung von ρn(X, Y ) nicht besonders ins Gewicht, es ergibt sich der hohe Wert
ρn(X, Y ) = 0, 9723.
Geht man nun zu einem kubischen Zusammenhang Y = X 3 + ε, ε ∼ N (0, 1) u¨ber, so er-
gibt sich das Streubild in Abbildung 8. Aufgrund der sta¨rkeren Abweichung vom linearen
Zusammenhang sinkt der Wert der Produktmomentkorrelation auf ρn(X, Y ) = 0, 9280. In
Abbildung 9 ist nun schließlich die Beziehung Y = exp(X) + ε, ε ∼ N (0, 1) modelliert
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Abbildung 7: Quadratischer Zusammenhang zwischen zwei Variablen.
Abbildung 8: Kubischer Zusammenhang zwischen zwei Variablen.
worden. Diese Abha¨ngigkeit ist von ρn(X, Y ) nur noch schlecht zu erfassen, der berechne-
te Wert ergibt sich zu ρn(X, Y ) = 0, 7169. Sicherlich wa¨re es jedoch von Interesse, in allen
drei Fa¨llen auf die Abha¨ngigkeit zwischen X und Y aufmerksam zu werden. Setzt man
nun, wie oben beschrieben, anstelle der tatsa¨chlichen Simulationswerte die zugeho¨rigen
Ra¨nge ein, ergibt sich in allen drei Fa¨llen ein identisches Streubild (siehe Abbildung 10):
Die Punktewolke entspricht der ersten Winkelhalbierenden, da mit wachsenden Werten fu¨r
X auch in Y -Richtung immer gro¨ßere Messwerte beobachtet wurden. Dabei spielt es keine
Rolle, in welcher Form das Wachstum in Y -Richtung mit dem in X-Richtung gekoppelt ist.
Der Rangkorrelationskoeffizient nach Spearman, hier mit ρSn(X, Y ) bezeichnet, errechnet
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Abbildung 9: Exponentieller Zusammenhang zwischen zwei Variablen.
Abbildung 10: Streubild der Ra¨nge zu Abbildungen 7 bis 9.
sich damit in allen drei Modellbeispielen zu ρSn(X, Y ) = 1.
5.2 Theorie
Um eine Vereinfachung der Notation zu erreichen, wird in diesem Abschnitt die empirische
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Der Rang rk einer Beobachtung xk aus einer Stichprobe (x1, . . . , xn) vom Umfang n mit






Fu¨r das arithmetische Mittel und die empirische Varianz eines Rangvektors R = (r1, . . . , rn)

























































n · (n + 1) · (2n + 1)
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n · (n + 1) · (2n + 1)
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Die Definition des Ranges setzt voraus, dass alle Messwerte unterschiedlich sind. Da dies
jedoch nicht immer der Fall ist, sind ¨Uberlegungen no¨tig, die die Behandlung mehrfach
auftretender Werte (Ties) mo¨glich machen. Zur Vereinfachung der Darstellung nehmen
wir an, dass fu¨r die der Gro¨ße nach geordneten Beobachtungen xi:n der betrachteten Stich-
probe x1:n = x2:n = . . . = xd1:n gilt. Dann ist es sicherlich nicht sinnvoll, alle Ra¨nge von
1 bis d1 zu vergeben, denn damit wu¨rde die Information der Gleichheit von x1:n, . . . , xd1:n
verlorengehen. Ebenfalls sollte der Rang 1 nicht d1-mal gewa¨hlt werden, denn dies wu¨rde
einen sehr großen Abstand der Werte x1:n, . . . , xd1:n zu xd1+1:n erzeugen, der in Wirk-
lichkeit nicht gegeben sein muss. Ein analoges Argument gilt selbstversta¨ndlich fu¨r die
Festsetzung, dass alle Werte x1:n, . . . , xd1:n den Rang d1 erhalten. Vielmehr wird man
dazu u¨bergehen, den Beobachtungen x1:n, . . . , xd1:n den mittleren Rang d1+12 zuzuweisen.
Allgemein geschieht die Zuordnung der Ra¨nge im Falle des Vorhandenseins von Ties wie
folgt: Gegeben sei eine Stichprobe (x1, . . . , xn) vom Umfang n mit p unterschiedlichen
Werten vi, also |{xi : 1 ≤ i ≤ n}| = p. Der Wert vi, i = 1, . . . , p mit v1 < v2 < . . . < vp
trete dabei di-mal auf. Der mittlere Rang r∗k einer Beobachtung xk aus einer solchen Stich-







· (di + 1) ∀k : xk = vi , i = 1, . . . , p .










Zum Beweis seien k1 und k2 zwei natu¨rliche Zahlen mit k2 > k1. Dann gilt:





· (k2 − k1 + 1)
]
=
(k2 − k1) · (2k1 + k2 − k1 + 1)
2
=
(k2 − k1) · (k1 + k2 + 1)
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Wa¨hlen wir nun speziell k1 =
i−1∑
j=1
dj und k2 =
i∑
j=1































n · (n + 1)
2
.
Hieraus folgt, dass das arithmetische Mittel der (mittleren) Ra¨nge einer Stichprobe vom
Umfang n konstant also insbesondere invariant bezu¨glich des Vorhandenseins beliebig ge-
arteter Ties ist. Fu¨r die empirische Varianz gilt diese Aussage hingegen nicht. Es ist zwar
mo¨glich, eine geschlossene Formel anzugeben, diese beinhaltet jedoch einen Korrektur-























Eine Herleitung von (6) findet sich unter anderem in [13] auf S. 329f. Hier wird sie im
Folgenden durch elementares Nachrechnen gezeigt. Dazu treffen wir zur Vereinfachung







ai := si−1 +
1
2
· (di + 1) .
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Um nun die gegebene Aufgabe, die Rangkorrelation zweier Stichproben (x1, . . . , xn) so-
wie (y1, . . . , yn) mit zugeho¨rigen mittleren Ra¨ngen (r∗1, r∗2, . . . , r∗n) bzw. (s∗1, s∗2, . . . , s∗n)
zu berechnen, die u¨berdies jeweils Ties an unterschiedlichen Stellen aufweisen ko¨nnen,
kann man sich der Formel fu¨r die empirische Varianz der Differenz zweier Zufallsgro¨ßen
bedienen:
Varn(X − Y ) = Varn(X) + Varn(Y )− 2Kovn(X, Y )
⇐⇒ Kovn(X, Y ) = 1
2
(Varn(X) + Varn(Y )− Varn(X − Y )) (7)
Die (empirische) Varianz von Z := R∗ − S∗ ist aber in dem Fall, dass die Realisierungen
von R∗ und S∗ die Vektoren der (mittleren) Ra¨nge sind, einfach zu berechnen, denn es gilt















(r∗i − s∗i )2 .
Setzt man dieses Ergebnis in (7) fu¨r die Kovarianz bezu¨glich der Rangvektoren ein, so














Schließlich definiert sich der Rangkorrelationskoeffizient ρSn(X, Y ) nach Spearman als
Produktmomentkorrelation der zu (X, Y ) geho¨renden Ranggro¨ßen wie folgt:
Voraussetzungen:
1. Gegeben sind Realisierungen (x1, . . . , xn) und (y1, . . . , yn) zweier Zu-
fallsvariablen X und Y .
2. Die Realisierungen von X weisen p unterschiedliche Werte vi auf, also
|{xi : i ∈ {1, . . . , n}}| = p. Der Wert vi, i = 1, . . . , p mit v1 < v2 <
. . . < vp tritt dabei di-mal auf.
3. Die Realisierungen von Y weisen q unterschiedliche Werte wi auf, also
|{yi : i ∈ {1, . . . , n}}| = q. Der Wert wi, i = 1, . . . , q mit w1 < w2 <
. . . < wq tritt dabei ei-mal auf.
4. R∗ = (r∗1, r∗2, . . . , r∗n) bezeichnet den Vektor der mittleren Ra¨nge von X .


















































(r∗i − s∗i )2 .
5.3 Anwendung
Neben der Berechnung der Produktmomentkorrelation bietet die wa¨hrend des Projekts ent-
standene Software auch die Mo¨glichkeit, den Rangkorrelationskoeffizienten nach Spear-
man fu¨r je ein Variablenpaar zu berechnen. Dies bietet sich insbesondere in dem Fall an,
dass eine Ausreißererkennung gema¨ß der in Abschnitt 3.3.3 vorgestellten Methode des
Erkennens
”
echter“ Ausreißer vorgenommen werden soll. Hierbei werden die kritischen
Werte fu¨r die Mahalanobis-Distanz, die zu dem Urteil
”
Datenpunkt ist Ausreißer“ fu¨hren,
groß, und deswegen reduziert sich die Anzahl der als Ausreißer markierten und damit von
der weiteren Analyse ausgenommenen Datenpunkte bei Verwendung des Korrelationsko-
effizienten nach Pearson zum Teil erheblich. Dies kann in Einzelfa¨llen dazu fu¨hren, dass
signifikante Korrelationen unerkannt bleiben bzw. nicht durch Elimination von Ausreißern
aufgedeckt werden. Zudem wird im Falle der Verwendung kleiner kritischer Werte fu¨r
die Mahalanobis-Distanz bei einem nichtlinearen Zusammenhang zwischen zwei betrach-
teten Variablen ein Großteil der Randbereiche der Daten durch die Ausreißerelimination
entfernt, und es erfolgt so eine Konzentration auf die Kernbereiche des Datenmaterials, in
denen dann in der Regel eine stark ausgepra¨gte lineare Beziehung besteht. Werden hinge-
gen große kritische Werte verwendet, so ergibt sich dieser Effekt nicht, und es kann pas-
sieren, dass signifikante Zusammenha¨nge verloren gehen. Betrachtet man in diesen Fa¨llen
hingegen die Rangkorrelation nach Spearman, so geht anstelle der absoluten Distanz der
Messwerte vom Datenzentrum nur deren Ordnung in die Berechnung ein, und die Gefahr,
Ausreißer zu
”
vorsichtig“ zu entfernen, ist damit deutlich geringer.
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The central idea of principal component analysis is to reduce the dimensionality of a data
set in which there are a large number of interrelated variables, while retaining as much as
possible of the variation present in the data set. This reduction is achieved by transforming
to a new set of variables, the principal components, which are uncorrelated, and which
are ordered so that the first few retain most of the variation present in all of the original
variables.“
Dieses Zitat aus der Einleitung zu dem Buch von I. T. Jolliffe [12] beschreibt die Ziele
der Hauptkomponentenanalyse (principal component analysis). Der m-dimensionale Da-
tenraum, der durch die gemeinsam (multivariat) zu analysierenden Zufallsvariablen X1,
X2, . . . , Xm aufgespannt wird, soll durch einen p-dimensionalen Datenraum mit p  m
ersetzt werden. Hierbei soll jedoch ein mo¨glichst großer Anteil der Information, die die
Originaldaten liefern, erhalten bleiben. Deswegen macht man sich bei dem Konzept der
Hauptkomponentenanalyse die Abha¨ngigkeiten (Korrelationen) zwischen den Originalva-
riablen zu Nutze und bestimmt p geeignete Linearkombinationen der m urspru¨nglichen
Variablen mit mo¨glichst großer Varianz, die dann unkorreliert sind. Geometrisch ausge-
dru¨ckt bedeutet dies, dass die Streuung (Variation) in den Originaldaten in orthogonale
Streurichtungen zerlegt wird, wobei die Streuintensita¨t entlang dieser Richtungen immer
weiter abnimmt. Bei diesem Vorgehen wird davon ausgegangen, dass die Gesamtstreuung
von p  m Richtungen hinreichend gut erfasst wird, also in den verbleibenden (m − p)
Richtungen eine nahezu konstante lineare Beziehung zwischen den Originalvariablen be-
steht. Die durch die oben genannten Linearkombinationen entstehenden neuen p Zufallsva-
riablen C1, C2, . . . , Cp nennt man die ersten p Hauptkomponenten der zu Grunde liegenden
m-dimensionalen Verteilung.
6.2 Theoretischer Hintergrund
Um die in Abschnitt 6.1 postulierten Eigenschaften der Hauptkomponenten mathematisch
zu fassen, bezeichnen nun vi, i = 1, . . . , p mit vi ∈ Rm ∀ i = 1, . . . , p die Vektoren, die
die Koeffizienten der zu den ersten p Hauptkomponenten geho¨renden Linearkombinatio-
nen enthalten. Diese vi und damit die Hauptkomponenten C1, C2, . . . , Cp werden durch
folgende Optimalita¨tsforderungen festgelegt:
P1: vi · vj = δi,j ∀i, j = 1, . . . , p ,
P2: (v1, . . . , vk) = argmax
A∈Rm×k
tr(A ·K ·A) ∀k = 1, . . . , p mit K ∈ Rm×m
Varianz- / Kovarianzmatrix der Originalvariablen X1, . . . , Xm.
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Die erste Forderung entspricht der Orthogonalita¨t der entstehenden Streurichtungen so-
wie einer Normierung der Vektoren vi bezu¨glich der L2-Norm, und die zweite Forde-
rung formalisiert die sukzessive Bestimmung der Richtungen mit maximaler Streuung,
denn K∗ := A · K · A ist gerade die Varianz- / Kovarianzmatrix der Linearkombina-
tion A · (X1, . . . , Xm) (Basiswechsel im k-dimensionalen Teilraum).
Um die vi zu berechnen, setzen wir zuna¨chst p = 1. Damit vereinfachen sich P1 und P2 zu
v1 = argmax
a∈Rm
a ·K · a mit ‖ a ‖2 = 1 . (8)
Wendet man das Verfahren der Lagrange-Multiplikatoren zur Lo¨sung von Maximierungs-
problemen unter Nebenbedingungen an (siehe z.B. [3], Kapitel 3.5), so ergibt sich als
Lagrange-Funktion der Ausdruck
L(a) = a ·K · a− λ1 · (a · a− 1), λ1 ∈ R .
Partielles Differenzieren nach den Komponenten von a fu¨hrt auf das Gleichungssystem
K · a− λ1 · a = 0
⇐⇒ (K − λ1 · E) · a = 0 .
Dieses letzte Gleichungssystem entspricht gerade dem Eigenwertproblem der Varianz- /
Kovarianzmatrix K, so dass sich v1 als ein Eigenvektor von K ergibt. Um nun zu entschei-
den, welcher Eigenvektor das Maximierungsproblem lo¨st, beachte man, dass
v1 ·K · v1 = v1 · λ1 · v1 = λ1 · v1 · v1 = λ1
gilt. Also muss λ1 der gro¨ßte Eigenwert von K und v1 der zugeho¨rige Eigenvektor sein.
Ferner gilt
Var(C1) = Var(v1 · (X1, . . . , Xm)) = v1 ·K · v1 = λ1 .
Es ergibt sich aufgrund der Orthonormalita¨tsforderung an die vi, dass sich die Maximie-
rung der Spur von K∗ entkoppelt in p Maximierungsprobleme der Form (8) (siehe dazu
auch [12], Seiten 9f.), so dass sich die folgenden Ergebnisse festhalten lassen:
1. vi sind Eigenvektoren zu den Eigenwerten λi von K und es gilt
λ1 ≥ λ2 ≥ . . . ≥ λm,
2. Var(Ci) = λi, i = 1, . . . , m.
Fu¨hrt man eine Hauptkomponentenanalyse fu¨r standardisierte Zufallsgro¨ßen durch, so geht
die Varianz- / Kovarianzmatrix K in die zugeho¨rige Korrelationsmatrix R u¨ber. Es gilt
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dann Var(Xi) = 1 ∀i = 1, . . . , m und damit tr(R) = m. Will man also bei der Haupt-
komponentenanalyse eine implizite Standardisierung bzw. Maßstabsvereinheitlichung der
zu analysierenden Variablen erzielen, so kann anstelle der Varianz- / Kovarianzmatrix die
Korrelationsmatrix zur Bestimmung der Eigenwerte und Eigenvektoren zur Definition der
Hauptkomponenten herangezogen werden. Die so berechneten (λ˜i, v˜i) weichen im Allge-
meinen von denen ab, die sich im Falle der Verwendung der Varianz- / Kovarianzmatrix
ergeben.
Die im Rahmen dieses Projektes entstandene Implementierung verwendet Korrelationsma-
trizen bei der Hauptkomponentenanalyse, wobei in der konkreten Berechnung natu¨rlich
wieder zu den entsprechenden empirischen Gro¨ßen Rn u¨bergegangen wird.
6.3 Anwendung
In praktischen Anwendungsfa¨llen der Hauptkomponentenanalyse besteht die grundlegen-
de Fragestellung offensichtlich darin, wie groß der Parameter p zu wa¨hlen ist. Dies wird
davon abha¨ngen, welchen Informationsverlust man hinzunehmen bereit ist. Ein ha¨ufig ge-
machter Vorschlag dazu besteht darin, p so zu wa¨hlen, dass im Falle der Verwendung von
Korrelationsmatrizen p = max{1 ≤ i ≤ m : λi ≥ 1} gilt. Anschaulich bedeutet diese
Wahl von p, dass die einzubeziehenden Hauptkomponenten jeweils den Informationsgehalt
mindestens einer Originalvariablen haben. In einigen Situationen kann diese Wahl von p
jedoch dazu fu¨hren, dass einzelne Variablen komplett unberu¨cksichtigt bleiben und deswe-
gen empfiehlt I.T. Jolliffe in [12] die Wahl von p = max{1 ≤ i ≤ m : λi ≥ 0, 7}, wenn
mo¨glichst sichergestellt werden soll, dass alle Variablen anteilig in den Hauptkomponenten
Beru¨cksichtigung finden.
Ein anderer Ansatz besteht darin, den Anteil der durch die Hauptkomponenten C1, . . . , Cp
erkla¨rten Streuung, also
∑p
i=1 λi mit λ1 ≥ . . . ≥ λp Eigenwerte der Korrelationsmatrix
R ∈ Rm×m von (X1, . . . , Xm) und ihr Verha¨ltnis zu tr(R) = m (es werden hier stan-
dardisierte Variablen Xi betrachtet) zum Entscheidungskriterium fu¨r die Gro¨ße von p zu
machen. In dem Fall, dass sich einzelne Variablen anna¨hernd mit Hauptkomponenten iden-
tifizieren lassen, also nur sehr gering mit den restlichen Zufallsgro¨ßen korrelieren, wird es
jedoch auch hier dazu kommen, dass diese Variablen durch die ersten Hauptkomponenten
fast gar nicht erfasst werden. Da dies eventuell unerwu¨nscht ist, ist zusa¨tzlich eine In-
formation daru¨ber no¨tig, wie groß im Fall der am schlechtesten erfassten Variable deren
Restvarianz ist. Die Restvarianz bezeichnet den Anteil der Varianz der Variable Xi, der





















= Var(Xi)− 2 ·
p∑
j=1



















































aj − Kov(Xi, Cj)Var(Cj)
)2
.





, ∀j = 1, . . . , p
sind und die gesuchte Restvarianz damit von der Form







ist. Um schließlich noch ρ(Xi, Cj) zu berechnen, bezeichne V ∈ Rm×m die Matrix der
im L2-Sinne normierten Eigenvektoren vj (j = 1, . . . , n) von K, die nach der Gro¨ße der
zugeho¨rigen Eigenwerte absteigend geordnet sind, so dass sich die Hauptkomponenten
C1, . . . , Cm als Cj = vj · (X1, . . . , Xm) ∀j = 1, . . . , m ergeben. Dann gilt:





vi,j · λj · vk,j
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bzw.





























vi,l · λl · δl,j
= vi,j · λj







Um also dem Benutzer eine mo¨glichst gute Entscheidungshilfe fu¨r die Wahl von p an die
Hand zu geben, wurde in der erfolgten Implementierung die Tabelle 2 eingebunden.

















































m λm λm−1 − λm λm/m 1 0
Tabelle 2: Schematische Darstellung von Ergebnissen bei der Hauptkomponentenanalyse.
Fu¨r die Wahl von p ko¨nnen insbesondere die letzten beiden Spalten dieser Tabelle zu Rate
gezogen werden. ¨Uberschreitet der Wert in der vorletzten bzw. unterschreitet der Wert in
der letzten Spalte in einer Zeile i einen Schwellenwert, so ist dieses i als die Anzahl p zu
beru¨cksichtigender Hauptkomponenten zu wa¨hlen.
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6.4 Ausreißererkennung mit Hauptkomponenten
Wie im Falle der Betrachtung der Originalvariablen kann es auch beim ¨Ubergang zu den
Hauptkomponenten von Interesse sein, Beobachtungen zu erkennen, die in dem (jetzt durch
die Hauptkomponenten aufgespannten) Datenraum auffa¨llig aus dem Gros der Daten her-




• Es kann Datenpunkte geben, die bezu¨glich der Verteilung einer bestimmten Haupt-
komponente signifikant weit vom Datenzentrum entfernt liegen.
• Ein in Koordinaten des durch die Hauptkomponenten (C1, . . . , Cp) gegebenen Ko-
ordinatensystems ausgedru¨ckter Beobachtungsvektor kann einen signifikant großen
Abstand zum Datenzentrum im Rp haben.
• Im Allgemeinen wird, wie in Abschnitt 6.1 beschrieben, davon ausgegangen, dass
aus m Komponenten bestehende Beobachtungen in dem durch die ersten p Haupt-
komponenten gegebenen p-dimensionalen Teildatenraum hinreichend gut beschrie-
ben werden. Es kann jedoch Beobachtungen geben, fu¨r welche diese Annahme nicht
zutrifft.
Datenpunkte, bei welchen eine solche Situation vorliegt, werden hier wieder als Ausreißer
bezeichnet. Um diese Ausreißer erkennen zu ko¨nnen, sind Teststatistiken mit zugeho¨ri-
gen Verla¨sslichkeitsschranken fu¨r die obigen Problemstellungen no¨tig. In den folgenden
Abschnitten wird das hierzu gewa¨hlte Vorgehen erla¨utert.
Dazu gelten vorab:
1. Die Ausgangsdaten bestehen aus den Beobachtungsvektoren xi = (xi,1, . . . , xi,m),
i = 1, . . . , n. Ein solcher Beobachtungsvektor entha¨lt die Messwerte aus den Labor-
experimenten, die mit einer chemischen Struktur durchgefu¨hrt wurden. Zusammen-
gefasst werden diese Beobachtungsvektoren in der (n×m)-Datenmatrix X = (xi,j),
wobei n die Anzahl der Beobachtungen (Strukturen) und m die Anzahl der Varia-
blen (Experimente) bezeichnet. Die Zeilen von X sind also die transponierten Be-
obachtungsvektoren xi. Zudem sind die Spaltenvektoren von X - die jeweils ein
Laborexperiment widerspiegeln - auf Mittelwert 0 und Varianz 1 standardisiert.
2. Mit V ∈ Rm×m wird die Matrix der im L2-Sinne normierten Eigenvektoren der
Korrelationsmatrix der Originalvariablen bezeichnet. Diese sind nach der Gro¨ße der
zugeho¨rigen Eigenwerte absteigend geordnet, so dass sich die Hauptkomponenten
C1, . . . , Cm als Cj = vj · (X1, . . . , Xm) ∀j = 1, . . . , m ergeben.
3. Die Matrix der auf C1, . . . , Cm bezogenen Koordinaten der Beobachtungen (im Fol-
genden auch Matrix der Scores der Beobachtungen genannt) wird mit Y = X · V ,
Y ∈ Rn×m, bezeichnet. Auch im Falle der Scores liegen die Beobachtungen wieder
als Zeilenvektoren vor.
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6.4.1 Eindimensionale Ausreißer
Bei der Bestimmung von Ausreißern bezu¨glich einer speziellen Hauptkomponente Cj wur-
den zuna¨chst die Laborexperimente bzw. die durch sie induzierten Zufallsvariablen als
normalverteilt vorausgesetzt. Diese Annahme wurde in Ermangelung von Informationen
u¨ber die tatsa¨chlichen Verteilungen getroffen und muss daher im Einzelfall nicht zwingend
korrekt sein. Die k-te Spalte von X,X (k), k = 1, . . . , m, wird also als Vektor von n un-
abha¨ngigen und identisch N (0, 1)-verteilten Zufallsgro¨ßen interpretiert. Damit ergibt sich
die mit einer Hauptkomponente Cj assoziierte Spalte Y (j), j = 1, . . . , m der Score-Matrix
Y ebenfalls als ein Vektor von n normalverteilten Gro¨ßen, denn sie entsteht durch eine
Linearkombination von N (0, 1)-verteilten Variablen. Zudem sind die einzelnen Kompo-
nenten von Y (j) wieder unabha¨ngig, denn in die Linearkombination gehen nur Werte der
jeweils gleichen Beobachtung ein. Wie in Abschnitt 6.2 hergeleitet, ergibt sich die Varianz
der Gro¨ßen in einer Spalte Y (j) als Wert des zugeho¨rigen Eigenwertes λj der zu Grunde
liegenden Korrelationsmatrix. Es gelten





i.i.d. ∼ N (0, 1) ∀i = 1, . . . , n; j ∈ {1, . . . , m} .
Damit lassen sich die normierten Scores zi,j als Teststatistiken zur Ausreißererkennung
verwenden. In Anwendungen ist jedoch zu beachten, dass anstelle der exakten Korrelati-
onsmatrizen die entsprechenden Scha¨tzungen verwendet werden mu¨ssen und die hier ge-
machten Verteilungsaussagen dann nur noch asymptotisch gelten. Wird nun analog zu der
Vorgehensweise in Abschnitt 3.3.3 wieder gefordert, dass nur in α · 100% der Fa¨lle Beob-
achtungen als Ausreißer deklariert werden, wenn keine tatsa¨chlichen Ausreißer vorliegen,
so ergibt sich asymptotisch (Φ bezeichnet die Verteilungsfunktion derN (0, 1)-Verteilung):
P(max
1≤i≤n
|zi,j| > c) != α
⇐⇒ P(|zi,j| ≤ c ∀i = 1, . . . , n) = 1− α




i=1 P(−c ≤ zi,j ≤ c) = 1− α
⇐⇒
Verteilungsidentita¨t
(P(−c ≤ Z ≤ c))n = 1− α mit Z ∼ N (0, 1)
⇐⇒ (Φ(c)− Φ(−c))n = 1− α
⇐⇒ (Φ(c)− (1− Φ(c)))n = 1− α
⇐⇒ 2 · Φ(c)− 1 = n√(1− α)
⇐⇒ Φ(c) = 1
2
· (1 + n√(1− α))










¨Uberschreitet |zi,j| = |yi,j/
√
λj | fu¨r eine Beobachtung i in Spalte j der Score-Matrix Y







der Standard-Normalverteilung, so wird der zu-
geho¨rige Datenpunkt als eindimensionaler Ausreißer zur Hauptkomponente Cj angesehen.
6.4.2 p-dimensionale Ausreißer
Betrachtet man Ausreißer in dem Raum, der durch die ersten p Hauptkomponenten aufge-
spannt wird, so bietet es sich aus Gru¨nden der Maßstabsvereinheitlichung wieder an, die









der normierten Scores einer Beobachtung i zu ihrem Mittelwert 0 ∈ Rp, so ist dieser Aus-
druck eine Summe von Quadraten asymptotisch standardnormalverteilter Zufallsgro¨ßen,
und somit la¨sst sich die asymptotische Verteilung von d2p(zi, 0) als χ2-Verteilung mit p
Freiheitsgraden (kurz: χ2p-Verteilung) angeben. Damit ergibt sich zur Bestimmung des
kritischen Wertes fu¨r d2p(zi, 0) analog zur obigen Berechnung, wenn wieder mit Konfiden-
zwahrscheinlichkeit α nur
”
echte“ Ausreißer erkannt werden sollen:
P(max
1≤i≤n
d2p(zi, 0) > c)
!
= α






p(zi, 0) ≤ c) = 1− α
⇐⇒
Verteilungsidentita¨t
(P(Z ≤ c))n = 1− α mit Z ∼ χ2p
⇐⇒ (Fχ2p(c))n = 1− α
⇐⇒ Fχ2p(c) = n
√
(1− α)




Als kritischer Wert fu¨r d2p(zi, 0) wird also hier das n
√
(1− α)-Quantil der χ2-Verteilung mit
p Freiheitsgraden gewa¨hlt und Punkten, deren quadrierter p-dimensionaler Euklidischer
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6.4.3 Schlecht modellierte Beobachtungen
Als letztes werden in diesem Abschnitt die Beobachtungen daraufhin untersucht, inwiefern
sie durch p Hauptkomponenten schlecht modelliert werden. Hierzu beachte man zuna¨chst,
dass die Matrix V orthogonal und daher invertierbar mit V −1 = V  ist. Damit ist es
mo¨glich, die Originalvariablen, also die Beobachtungsmatrix X , als Funktion der Scores
zu schreiben:
Y = X · V ⇐⇒
V orthogonal
X = Y · V  mit V ∈ Rm×m und Y ∈ Rn×m .
Verwendet man anstelle der vollsta¨ndigen Matrizen V ∈ Rm×m und Y ∈ Rn×m nur jeweils
deren erste p Spalten, so geht die rechte Seite der obigen ¨Aquivalenz in die Gleichung
Xˆ = Y˜ · V˜  mit V˜ ∈ Rm×p und Y˜ ∈ Rn×p
u¨ber, wobei Xˆ die Matrix der Projektion von X auf den durch die ersten p Hauptkompo-
nenten (C1, . . . , Cp) aufgespannten p-dimensionalen Teilraum des Rm ist.
Will man nun messen, wie gut ein Beobachtungsvektor xi, i = 1, . . . , n durch das p-
dimensionale Modell beschrieben wird, so bietet sich die Verwendung der La¨nge des Re-
siduenvektors xi− xˆi an. Deswegen wird in [10] in Abschnitt 2.7.2 die dort als Q-Statistik
bezeichnete Gro¨ße
Qi = (xi − xˆi) · (xi − xˆi) mit xi ∈ Rm Beobachtungsvektor
zur Behandlung der erwa¨hnten Fragestellung eingefu¨hrt. Aus Berechnungssicht ist es





wobei yi den Score-Vektor zum Beobachtungsvektor xi bezeichnet.
Die Verteilung der so definierten Teststatistik Qi la¨sst sich nur mu¨hsam herleiten. In die
Berechnung gehen im Wesentlichen die Summen der ersten drei Potenzen der (m − p)
kleinsten Eigenwerte der Korrelationsmatrix ein. In [10] wird das Ergebnis dieser Berech-
nung angegeben und es finden sich weitere Literaturhinweise fu¨r dieses Problem. Es ergibt
sich, dass eine geschickte Transformation von Qi zu einer mo¨glichst guten Approximati-
on der Standardnormalverteilung fu¨hrt, so dass entsprechend transformierte Quantile der
N (0, 1)-Verteilungsfunktion als Schranken fu¨r Qi verwendet werden ko¨nnen. Der in der
Folge angegebene kritische Wert Qα fu¨r die Teststatistik Qi wurde der Arbeit von J. Ed-







λk , θ2 :=
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k=p+1




h0 := 1− 2 · θ1 · θ3
3 · θ22
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cα := sgn(h0) · Φ−1( n
√
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P(Qi > Qα) =
approx.
α .
Will man die Beobachtungsvektoren xi, i = 1, . . . , n daraufhin untersuchen, ob sie signi-
fikant schlecht durch das p-dimensionale lineare Modell der ersten p Hauptkomponenten
beschrieben werden, so gilt es zu u¨berpru¨fen, ob der Wert von




das zugeho¨rige transformierte N (0, 1)-Quantil u¨berschreitet.
7 Variablenselektion
7.1 Motivation
Im vorangegangenen Abschnitt wurde mit der Hauptkomponentenanalyse eine Methode
vorgestellt, die Dimensionalita¨t des zu untersuchenden Datenraumes zu reduzieren und
dabei nur einen mo¨glichst geringen Informationsverlust hinnehmen zu mu¨ssen. Dies ist
zum Beispiel im Hinblick auf die Berechnungs- und Speicherplatzkomplexita¨t von auf
das Datenmaterial anzuwendenden Algorithmen gu¨nstig, denn damit ist es mo¨glich, diese
nur auf dem durch einige Hauptkomponenten gegebenen, niederdimensionalen Datenraum
auszufu¨hren und die gelieferten Ergebnisse dann eventuell so zu transformieren, dass wie-
der Informationen u¨ber die Ausgangsdaten gewonnen werden. Verfolgt man jedoch das
Ziel, den Datenraum fu¨r einen Analysten u¨berschaubar zu machen oder ist man daran in-
teressiert, einige Variablen ganz aus der Betrachtung auszuklammern (also gegebenenfalls
einige Laborexperimente gar nicht mehr durchfu¨hren zu mu¨ssen), so ergeben sich bei der
Verwendung von Hauptkomponenten fu¨r diese Aufgaben zwei grundlegende Schwierig-
keiten:
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• Hauptkomponenten sind als Linearkombinationen der Originalvariablen wesentlich
schlechter interpretierbar als die Ausgangsdaten, welche unmittelbar die experimen-
tell erhobenen Messwerte wiedergeben.
• In die Hauptkomponenten gehen in der Regel alle Variablen mit einem festgelegten
Gewichtsfaktor ein, es kann also kein Experiment fortgelassen werden.
Aus diesen Gru¨nden ist es oftmals gu¨nstiger, anstelle von p Variablenkombinationen mit
maximalem Informationsgehalt lieber p der m Originalvariablen selbst auszuwa¨hlen, die
am repra¨sentativsten fu¨r das gesamte Datenmaterial sind, um dadurch die Dimension des zu
betrachtenden Datenraums zu verringern. Dieses Vorgehen der Variablenselektion wird in
diesem Abschnitt behandelt, und es werden Algorithmen erla¨utert, die verschiedene Aus-
wahlkriterien fu¨r die zu selektierenden Variablen definieren, wobei in der Implementierung
zwei generelle Vorgehensweisen umgesetzt worden sind:
1. Verfahren, die sich der Ergebnisse der Hauptkomponentenanalyse bedienen und
2. das Verfahren der Haupt-Variablen (principal variables) nach McCabe.
7.2 Auf Hauptkomponenten basierende Verfahren
Die von I.T. Jolliffe in [11] publizierten und in der GALA-Software implementierten, auf
Hauptkomponenten basierenden Verfahren zur Variablenselektion arbeiten derart, dass aus-
gewa¨hlte Spalten der in Abschnitt 6.3 definierten Matrix V , welche die Eigenvektoren der
der Hauptkomponentenanalyse zu Grunde gelegten Varianz- / Kovarianzmatrix bzw. Kor-
relationsmatrix entha¨lt, auf ihre Maximaleintra¨ge hin untersucht werden. Weist ein Spal-
tenvektor yj von Y seinen gro¨ßten Eintrag in Zeile i auf, wobei 1 ≤ i, j ≤ m gilt, so
wird
(a) die Variable Xi ausgewa¨hlt, falls j einen kleinen Wert hat und Xi demnach mit ei-
nem großen Gewicht in die zugeho¨rige Hauptkomponente Cj mit j  m eingeht
(Selektion).
(b) die Variable Xi als zu vernachla¨ssigen angesehen und aus der Menge der zu unter-
suchenden Variablen entfernt, falls j nahe bei m liegt (Elimination).
Damit nun genau p Variablen bestimmt werden ko¨nnen, wird das Verfahren der Selektion
oder der Elimination iterativ wiederholt, bis genau p Variablen selektiert bzw. genau m−p
Variablen eliminiert worden sind. Dabei ist es zum einen mo¨glich, nach jedem Selektions-
bzw. Eliminationsschritt eine neue Hauptkomponentenanalyse fu¨r die verbleibenden Va-
riablen durchzufu¨hren oder aber die Ergebnisse einer einzigen Hauptkomponentenanalyse
fu¨r den gesamten Selektions- bzw. Eliminationsvorgang zu nutzen. Entscheidet man sich
dazu, die p Variablen u¨ber das Verfahren der Selektion zu bestimmen und zudem fu¨r jeden
Selektionsschritt eine neue Hauptkomponentenanalyse zu ta¨tigen, so gilt es zu beachten,
dass die Variablen in der Regel untereinander korreliert sind. Ist jedoch die Variable Xi
einmal ausgewa¨hlt worden, so soll fu¨r die weiteren Auswahlschritte ihr Einfluss auf die
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restlichen noch verbliebenen Variablen ausgeschaltet werden. Deswegen gilt es zu un-
tersuchen, wie sich die partielle Varianz- / Kovarianzmatrix Km−1,k berechnet. Km−1,k
beinhaltet hierbei die Varianzen/Kovarianzen der m − 1 verbleibenden Variablen, wenn
man die Variable Xk aus der Menge der Variablen (X1, . . . , Xm) entfernt und ihren Ein-
fluss auf die restlichen Variablen
”
herausrechnet“.
Nehmen wir zur Lo¨sung dieses Problems an, es soll die partielle Kovarianz zweier Zufalls-
variablen X und Y berechnet werden, wobei der Einfluss einer dritten Zufallsvariable Z,
die sowohl mit X als auch mit Y korreliert ist, ausgeschaltet werden soll. Dazu definieren
wir:









XZ bzw. YZ bezeichnen den Anteil der Variablen X bzw. Y , der durch ihren linearen
Bezug zu Z gegeben ist. Es gilt
Kov((X −XZ), (Y − YZ))
= Kov((X − (ax,z + bx,z · Z)), (Y − (ay,z + by,z · Z)))
= Kov(X, Y )− Kov(X, ay,z + by,z · Z)− Kov(Y, ax,z + bx,z · Z)
+ Kov(ax,z + bx,z · Z, ay,z + by,z · Z)
= Kov(X, Y )− by,z · Kov(X,Z)− bx,z · Kov(Y, Z) + bx,z · by,z ·Var(Z) .
Beachtet man die Definitionen von bx,z und by,z, so vereinfacht sich der Ausdruck weiter:
Kov((X −XZ), (Y − YZ))





= Kov(X, Y )− Kov(X,Z) · Kov(Y, Z)
Var(Z)
.
Es gilt also fu¨r die partielle Varianz- / Kovarianzmatrix:








Km−1,k partielle Varianz- / Kovarianzmatrix ohne Einfluss von Xk,
K(k) k-te Spalte der Matrix K,
M ′m,k Streichungsmatrix, die aus einer (m×m)-Matrix M durch
Streichung von Zeile k und Spalte k hervorgeht.
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Aus Sicht des Algorithmus ist hierbei natu¨rlich zu beachten, dass die Indizes der verblei-
benden Variablen verschoben werden, wenn k = m gilt. In den folgenden Abschnitten
wird nun kurz fu¨r die vier auf Hauptkomponenten basierenden Verfahren, die im Rahmen
dieses Projekts umgesetzt worden sind, das jeweils zugeho¨rige Rekursionsschema angege-
ben.
7.2.1 Selektion mit p Hauptkomponentenanalysen
Zuna¨chst wird eine Hauptkomponentenanalyse der Originalvariablen (X1, . . . , Xm) auf
Basis der Varianz- / Kovarianzmatrix K bzw. (standardisierte Gro¨ßen) der Korrelations-
matrix R durchgefu¨hrt, um die Matrix V der Eigenvektoren zu erhalten. Zudem wird die
Anzahl p auszuwa¨hlender Variablen vorgegeben. Die selektierten Variablen (Xi1, . . . , Xip)




gewa¨hlt wird. Die Variable Xi1 ist hiermit ausgewa¨hlt und, wie oben beschrieben, soll
ihr Einfluss auf die restlichen Variablen fu¨r den na¨chsten Selektionsschritt ausgeschaltet
werden. Es wird also die partielle Varianz- / Kovarianzmatrix Km−1,i1 der verbleiben-
den m− 1 Variablen gebildet und auf ihrer Basis eine erneute Hauptkomponentenanalyse
durchgefu¨hrt. Nun wird wieder der Maximaleintrag des zum gro¨ßten Eigenwert geho¨ren-
den Eigenvektors von Km−1,i1 gesucht, die entsprechende Zeile mit i2 bezeichnet und die
Variable Xi2 dem Satz ausgewa¨hlter Variablen hinzugefu¨gt. Dies wiederholt sich solange,
bis p selektierte Variablen feststehen.
7.2.2 Selektion mit genau einer Hauptkomponentenanalyse
Will man den nicht unerheblichen Berechnungsaufwand, der sich durch die p zu ta¨tigenden
Hauptkomponentenanalysen der in Abschnitt 7.2.1 vorgestellten Methode ergibt, vermei-
den, so kann die Selektion von p Variablen auch auf der Basis einer einzigen Hauptkom-
ponentenanalyse erfolgen. Zuna¨chst ergibt sich die Matrix V = (vi,j) der Eigenvektoren
analog zu dem Vorgehen in Abschnitt 7.2.1. Dann werden jedoch alle Spaltenvektoren
vj , j = 1, . . . , p von V auf ihren Maximaleintrag hin untersucht und die Indizes i1, . . . , ip



















Hier ist also die Berechnung der partiellen Varianz- / Kovarianzmatrizen vom Algorithmus
her nicht gefordert. Fu¨r die Darstellung der Ergebnisse (vgl. Abschnitt 7.5) sind jedoch
die Restvarianzen erforderlich, so dass auch hier die entsprechenden Gro¨ßen berechnet
wurden.
7.2.3 Elimination mit (m-p) Hauptkomponentenanalysen
Diesem Verfahren liegt die umgekehrte Argumentationsrichtung gegenu¨ber dem Verfah-
ren aus Abschnitt 7.2.1 zu Grunde. Es werden nicht die Variablen, die stark in die er-
sten Hauptkomponenten eingehen, ausgewa¨hlt, sondern diejenigen, die sich am besten mit
den letzten Hauptkomponenten identifizieren lassen, eliminiert. Hier werden also Indizes
(i1, . . . , im−p) bestimmt, so dass die Variablen (Xi1 , . . . , Xim−p) vernachla¨ssigt und die ver-
bleibenden Variablen mit einem Index i∗, fu¨r den i∗ /∈ {i1, . . . , im−p} gilt, als ausgewa¨hlt




festgelegt. Danach wird die Varianz- / Kovarianzmatrix K ′m,i1 der verbleibenden m − 1
Variablen, die sich aus der urspru¨nglichen Varianz- / Kovarianzmatrix K durch Streichung
von Zeile i1 und Spalte i1 ergibt, fu¨r eine neue Hauptkomponentenanalyse benutzt und es
werden iterativ die restlichen m− p− 1 Indizes bestimmt, deren zugeho¨rige Variablen eli-
miniert werden sollen. Es ist anzumerken, dass in dem Regelfall p  m dieses Verfahren
den bei weitem gro¨ßten Rechenaufwand aller hier diskutierten Methoden verursacht.
7.2.4 Elimination mit genau einer Hauptkomponentenanalyse
Das vierte angewendete Verfahren verwirklicht die Grundidee des vorangegangenen, wobei
jedoch auf eine erneute Hauptkomponentenanalyse pro Eliminationsschritt verzichtet wird.
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7.3 Verfahren der Principal Variables
Das von McCabe in [15] beschriebene Verfahren der Haupt-Variablen (in Anlehnung an
den Begriff der Hauptkomponenten) stu¨tzt sich nicht auf die Ergebnisse einer Hauptkom-
ponentenanalyse, sondern versucht, die Optimalita¨tseigenschaft der Hauptkomponenten
direkt auf einzelne Variablen zu u¨bertragen. Diese Optimalita¨tseigenschaft besteht (vgl.
hierzu Abschnitt 6.2) darin, dass die erste Hauptkomponente C1 eine mo¨glichst große Va-
rianz besitzt und damit die Summe der Restvarianzen minimiert. Wie in Abschnitt 6.4
beschrieben, la¨sst sich der Anteil der durch eine Hauptkomponente Cj erkla¨rten Varianz
einer Variable Xi ausdru¨cken durch Var(Xi) · ρ2(Xi, Cj). Setzt man nun anstelle von Cj
eine Originalvariable Xj ein und fordert, dass die Summe der Restvarianzen der Variablen
{Xi : i = j} minimiert oder invers formuliert die Summe der durch Xj erkla¨rten Varianz




















Kov2(Xi, Xj) . (10)
Die zu dem so bestimmten Index j1 geho¨rende Variable Xj1 wird in diesem Verfahren
als erste ausgewa¨hlt. Anschließend wird ihr Einfluss auf die restlichen Variablen wieder
herausgerechnet, indem die Quadrate der Eintra¨ge der partiellen Varianz- / Kovarianzma-
trix Km−1,j1 in der Maximierungsaufgabe (10) betrachtet werden, und so bestimmen sich
iterativ die u¨brigen Indizes (j2, . . . , jp) fu¨r die Variablenselektion. In der praktischen Ver-
wendung bietet sich dieses Verfahren auf Grund seiner einfachen Implementierbarkeit und
geringen Ressourceninanspruchnahme an. Da sich im Falle von Daten aus der pharma-
zeutischen Forschung gezeigt hat, dass die dabei erzielten Ergebnisse qualitativ nicht hin-
ter denen zuru¨ckbleiben, welche sich bei Anwendung der in Abschnitt 7.2 vorgestellten,
aufwa¨ndigeren Methoden ergeben, erweist sich das Verfahren von McCabe als u¨berlegen
im Kosten- / Nutzenvergleich.
7.4 Anwendung
In Analogie zu der Darstellung der Ergebnisse der Hauptkomponentenanalyse werden die





ij Nummer der in Iteration j ausgewa¨hlten Variable
ηj durch Xij erkla¨rte Varianz
VarRest,j(Xk) Restvarianz von Variable Xk nach Iteration j.





1 i1 η1 - η1/m η1/m max
k∈{1,...,m}
VarRest,1(Xk)





























Tabelle 3: Schematische Darstellung von Ergebnissen bei der Variablenselektion.
7.5 Ergebnisse
Abschließend werden in Tabelle 4 anhand eines Beispieldatensatzes aus der pharmazeuti-







7.2.1 22 0,761 0,903 0,638
7.2.1 45 0,085 0,995 0,046
7.2.2 24 0,727 0,905 0,507
7.2.2 66 0,0084 0,999 0,0497
7.2.3 29 0,881 0,9004 0,328
7.2.3 46 0,3496 0,991 0,0387
7.2.4 25 1,049 0,901 0,6939
7.2.4 53 0,1101 0,9984 0,0169
7.3 21 0,7963 0,9007 0,5983
7.3 44 0,0993 0,9932 0,0469
Tabelle 4: Ergebnisse verschiedener Variablenselektionsverfahren fu¨r einen Beispieldatensatz.
In der jeweils ersten Zeile zu jedem Verfahren wurde p so gewa¨hlt, dass der kumulierte
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Anteil erkla¨rter Streuung u¨ber 0, 9 liegt; die zweite Zeile geho¨rt zu dem Wert von p, ab
welchem jede Restvarianz den Schwellenwert von 5 % unterschreitet.
8 Robuste statistische Verfahren
8.1 Einleitung
Wie die vorangegangenen Abschnitte zeigen, kann man bei der Betrachtung des Daten-
materials zwei grundlegende Aufgabenbereiche unterscheiden. Zum einen sollte man Re-
gelma¨ßigkeiten und Abha¨ngigkeiten innerhalb des Datenmaterials erkennen ko¨nnen, zum
anderen sollten Ausreißer identifiziert und ihr Einfluss auf die gewonnenen Informationen
minimiert werden. Ausreißer ko¨nnen verschiedene Ursachen haben:
• Es wurden fehlerhafte Messungen durchgefu¨hrt.
• Einige wenige Beobachtungen besitzen u¨berdurchschnittlich gu¨nstige oder ungu¨nsti-
ge Eigenschaften.
Die bisher vorgestellten statistischen Verfahren zum Data Mining haben die Eigenschaft,
dass ihre Ergebnisse sehr stark von Ausreißern beeinflusst werden und die so gewonnenen
Informationen nur eine geringe bis keine Aussagekraft besitzen. An diesem Punkt ange-
langt, bieten sich zwei Lo¨sungsmo¨glichkeiten an. Entweder nutzt man Verfahren zur Aus-
reißererkennung und eliminiert diese, bevor weitere Informationen gewonnen werden, oder
es sollten Verfahren genutzt werden, die weitgehend unempfindlich gegenu¨ber Ausreißern
sind. Genau an dieser Stelle werden robuste Verfahren wirksam. Sie erlauben, Aussagen
u¨ber das Datenmaterial zu treffen, die nicht von grenzwertigen Beobachtungen verfa¨lscht
werden. Im Verlauf des GALA-Projektes war es ein wichtiges Ziel, robuste Verfahren der
Datenanalyse zu implementieren, damit sie wahlweise zu den klassischen Methoden ge-
nutzt werden ko¨nnen. Im Folgenden wird ein theoretischer ¨Uberblick u¨ber robuste Verfah-
ren gegeben. Dabei wird auf univariate und multivariate Problemstellungen eingegangen,
und es werden Kriterien vorgestellt, die eine qualitative Beurteilung dieser Verfahren er-
mo¨glichen.
8.2 Maßzahlen fu¨r Lage und Streuung einer Stichprobe im univaria-
ten Fall
Hat man eine Beobachtungsreihe mit Datenmaterial vorliegen, so mo¨chte man diese Da-
ten meist mit wenigen charakteristischen Gro¨ßen kennzeichnen. Ha¨ufig verwendete Cha-
rakteristika sind die Lage und die Streuung der Daten. Eine Lagemaßzahl beschreibt in
geeigneter Weise das Zentrum der beobachteten Werte x1, ..., xn, wohingegen eine Streu-
ungsmaßzahl angibt, wie die Daten von einem Zentrum im Mittel abweichen. Einige dieser




Aufgrund der leichten Berechenbarkeit erscheint das arithmetische Mittel als ein einfaches
und leicht anzuwendendes Hilfsmittel, um das Zentrum einer Beobachtungsreihe zu be-
schreiben. Untersucht man das arithmetische Mittel hingegen auf seine Empfindlichkeit
gegenu¨ber Ausreißern, also gegenu¨ber Werten, die sehr weit entfernt von diesem berech-
neten Zentrum liegen, so stellt man schnell fest, dass das arithmetische Mittel nicht das
optimale Werkzeug zur Beschreibung der Lage ist. Das folgende Beispiel aus [7] soll dies
verdeutlichen.
Von einer Holzlatte der La¨nge 5m werden nacheinander fu¨nf Stu¨cke der La¨nge 1m ab-
gesa¨gt. Anschließend werden die Abweichungen xi von der Sollla¨nge 1m gemessen und
in mm angegeben, d.h. xi = (ξi − 1) · 103, wobei ξi die La¨nge des i-ten Stu¨ckes in m
angibt. Dabei ergeben sich folgende Werte fu¨r x1, . . . , x5:
−0, 5; 1, 5; −1, 0; 0, 5; −9, 5 .
Berechnet man das arithmetische Mittel auf der Grundlage aller fu¨nf Beobachtungen, so er-
gibt sich x5 = −1, 8. Dieser Durchschnittswert legt die Vermutung nahe, dass die Sa¨ge bei
jedem abgesa¨gten Stu¨ck einen Fehler von ca. 1, 8mm macht. Die ersten vier Lattenstu¨cke
wurden jedoch anna¨hernd korrekt mit der gewu¨nschten La¨nge von 1m gesa¨gt. Da aber bei
jedem Sa¨gevorgang 2mm durch Sa¨gespa¨ne verloren gingen, kann das letzte Lattenstu¨ck
keine La¨nge von 1m mehr haben und weist die angegebene relativ große Abweichung vom
Sollwert auf. Nimmt man hingegen nur die ersten vier Werte zur Berechnung des Mittels,
dann ergibt sich ein Wert fu¨r das arithmetische Mittel von x4 = 0, 125. Dieser Wert zeigt
offensichtlich eine ada¨quatere Beschreibung der Sachlage.
Bei diesem einfachen Beispiel war es unproblematisch, den Ausreißerwert zu erkennen
und fu¨r weitere Berechnungen zu eliminieren. In den allermeisten Fa¨llen ist diese Identifi-
kation jedoch nicht so schnell und sicher zu bewerkstelligen, und man sollte daher zu einer
Lagemaßzahl u¨bergehen, die nicht so empfindlich auf extreme Werte in den Rohdaten rea-
giert. Vorbereitend wird dazu zuna¨chst der Begriff der geordneten Stichprobe eingefu¨hrt.
Liegen n Beobachtungen x1, . . . , xn einer Stichprobe vom Umfang n vor und werden die
Daten der Gro¨ße nach sortiert, so bezeichnet x(i) den i-kleinsten Wert, also insbesondere
x(1) = min
1≤i≤n
xi, x(n) = max
1≤i≤n
xi .
Die der Gro¨ße nach sortierte Reihe
x(1) ≤ x(2) ≤ . . . ≤ x(n−1) ≤ x(n)
heißt geordnete Stichprobe von x1, . . . , xn, und x(i) wird die i-te Ordnungsgro¨ße genannt.
Damit lassen sich nun weitere Lagemaßzahlen angeben.
Das empirische α-Quantil x˜α einer Stichprobe x1, ..., xn vom Umfang n ist definiert als
x˜α =
{






, falls n · α eine ganze Zahl ist .
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Als Spezialfall stellt sich der empirische Median dar. Er ist gegeben durch
mn := x˜0,5 =






, falls n gerade
,
wenn x1, ..., xn eine Stichprobe vom Umfang n ist.
Betrachtet man nun noch einmal das Beispiel der Holzlatte und berechnet den empirischen
Median, so erha¨lt man als geordnete Stichprobe zuna¨chst
x(1) = −9, 5; x(2) = −1, 0; x(3) = −0, 5; x(4) = 0, 5; x(5) = 1, 5 .
Damit ergibt sich der Median zu m5 = x˜0,5 = −0, 5, welcher eine
”
robustere“ Beschrei-
bung der Situation liefert als das arithmetische Mittel.




(x˜0,25 + x˜0,75) .
Im Beispiel ergibt sich so
1
2
(x˜0,25 + x˜0,75) =
1
2
(x(2) + x(4)) = −0, 25 .
Diese kleine Auswahl an mo¨glichen Lagemaßzahlen zeigt schon am simplen Beispiel, wie
unterschiedlich auf Ausreißer reagiert wird, und es wird deutlich, dass man bei der Unter-
suchung experimentell oder auch pseudo-zufa¨llig erzeugter Daten am Rechner auf Verfah-
ren zuru¨ckgreifen sollte, die mo¨glichst unempfindlich gegenu¨ber Ausreißern sind.
8.2.2 Streuungsmaßzahlen
Das wohl bekannteste Verfahren zur Bestimmung der Streuung innerhalb einer Stichprobe
ist die empirische Standardabweichung. Fu¨r eine Beobachtungsreihe x1, ..., xn vom Stich-






(xi − xn)2 .
Die quadrierte empirische Standardabweichung wird empirische Varianz genannt. Ange-
wendet auf die Daten aus dem einleitenden Beispiel, erha¨lt man hier fu¨r den arithmeti-
schen Mittelwert x5 = −1, 8 eine empirische Standardabweichung von s5 = 4, 41 , bei
x4 = 0, 125 ergibt sich ein Wert von s4 = 1, 11. Die Werte des Beispiels zeigen, dass
auch die empirische Standardabweichung empfindlich auf Ausreißerwerte reagiert. Dies
la¨sst sich damit begru¨nden, dass große, stark vom Zentrum abweichende Werte durch das
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Quadrieren bei der Berechnung der empirischen Standardabweichung einen noch gro¨ße-
ren Einfluss gewinnen und so die Streuung der Daten verfa¨lscht wiedergeben. Auch die
Verwendung einer ausreißerunempfindlicheren Lagemaßzahl kann dies nicht unterbinden,
da das arithmetische Mittel x¯n gerade der Wert ist, der den Ausdruck
∑
(xi − a)2 fu¨r a
minimiert.
Eine gegenu¨ber Ausreißern robustere Streuungsmaßzahl ist der Interquartilabstand, mit
dem man die Differenz der beiden Gro¨ßen x˜0,75 und x˜0,25 bezeichnet, also
IQRn = x˜0,75 − x˜0,25 .
Auf den Begriff des Interquartilabstandes wird in Abschnitt 8.4.2 noch na¨her eingegangen.
Fu¨r die Stichprobe des Beispiels ergibt sich IQR5 = 1, 5. Dieser Wert zeigt einen robuste-
ren Umgang mit dem Ausreißerwert von x(1) = −9, 5 und ist daher hier besser geeignet,
die Streuung der Daten um ein Lagezentrum zu beschreiben, als der der empirischen Stan-
dardabweichung.
8.3 Kriterien fu¨r Robustheit
Wie man in dem vorangegangenen Abschnitt an einfachen Beispielen bereits gesehen hat,
reagieren unterschiedliche Verfahren zur Bestimmung von Lage und Streuung unterschied-
lich auf Ausreißer. Was man in diesem Zusammenhang unter einem robusten Verfahren
versteht, ist intuitiv klar, aber wie kann man diese Robustheit mathematisch beschreiben
und u¨berpru¨fen? Dieser Frage soll nun nachgegangen werden. Als Kriterien zur Beurtei-
lung von Robustheit werden im Folgenden die Sensitivita¨tskurve, die Einflusskurve und
der Bruchpunkt definiert.
Bezeichne im Weiteren
Tn = Tn(x1, . . . , xn)
eine Stichprobenfunktion, auch Statistik genannt, zur Stichprobe x1, . . . , xn vom Umfang
n. Beispiele fu¨r Stichprobenfunktionen sind das arithmetische Mittel







Tn(x1, . . . , xn) =
{
x((n+1)/2) , falls n ungerade
1
2
(x(n/2) + x((n+2)/2)) , falls n gerade
und die empirische Standardabweichung





(xi − xn)2 .
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8.3.1 Die Sensitivita¨tskurve
Sei Tn = Tn(x1, . . . , xn) eine Stichprobenfunktion basierend auf n Beobachtungen. Dann
ist die Sensitivita¨tskurve definiert als
SC(x; x1, . . . , xn−1, Tn) = n · (Tn(x1, . . . , xn−1, x)− Tn−1(x1, . . . , xn−1)) .
Die Sensitivita¨tskurve beschreibt die Reaktion einer Stichprobenfunktion, falls zu einer
Stichprobe x1, . . . , xn−1 eine weitere Beobachtung x hinzugefu¨gt wird. Ihr Wert entspricht
der Differenz von Tn und Tn−1 multipliziert mit der Anzahl n der Beobachtungen insge-
samt. Das folgende Beispiel veranschaulicht dies.
Die Daten
n = 5; x1 = −0, 5; x2 = 1, 5; x3 = −1, 0; x4 = 0, 5
ergeben:
1. Sensitivita¨tskurve des arithmetischen Mittels




(x1 + . . . + x4 + x)− 1
4
(x1 + . . . + x4)
)
= 5 · (0, 1 + 0, 2x− 0, 125)
= x− 0, 125
2. Sensitivita¨tskurve des Medians
SC(x; x1, . . . , x4, T5) =
⎧⎪⎨⎪⎩
−2, 5 , falls x < −0, 5
5x , falls −0, 5 ≤ x ≤ 0, 5
2, 5 , falls 0, 5 < x
In Abbildung 11 zeigt sich am Steigungsverhalten der Kurven deutlich, dass die Hinzunah-
me eines weiteren beliebigen Wertes x den Wert der Sensitivita¨tskurve des arithmetischen
Mittels und damit auch den Wert fu¨r das Zentrum der Datenpunkte so vera¨ndern kann, dass
der neu berechnete Wert fu¨r die Lage der Daten ein stark verfa¨lschtes Bild der Stichprobe
liefert. Dies zeigt sich darin, dass die Sensitivita¨tskurve des arithmetischen Mittels unbe-
schra¨nkt ist. Im Gegensatz dazu ist die Sensitivita¨tskurve des Medians beschra¨nkt, so dass
auch ein zusa¨tzlicher weit außerhalb des Zentrums liegender Beobachtungswert die ge-
scha¨tzte Lage des Zentrums nicht maßgeblich vera¨ndern kann.
Bevor nun weitere Kriterien zur Beurteilung von Robustheitseigenschaften von Maßzahlen
eingefu¨hrt werden, wird die bisherige Betrachtungsweise aus der Sicht der rein beschrei-
benden (deskriptiven) Statistik verlassen und das fu¨r das weitere Vorgehen zu Grunde lie-



















Abbildung 11: Sensitivita¨tskurven fu¨r das arithmetische Mittel (links) und den Median (rechts).
(Zufallsgro¨ße), die auf einem geeigneten Wahrscheinlichkeitsraum (Ω,A,P) als eine Ab-
bildung von Ω in die Menge der reellen Zahlen definiert ist, und x bezeichne im Folgenden
eine Realisation einer Zufallsvariablen X . Des Weiteren sei
F : R → [0; 1] mit F (x) := P(X ≤ x) ∀x ∈ R
die Verteilungsfunktion der Zufallsvariablen X mit den bekannten Eigenschaften. Um
sich bei unbekannter Verteilungsfunktion trotzdem ein Bild von der Verteilung der Zufalls-
gro¨ße X machen zu ko¨nnen, ist die Konstruktion der empirischen Verteilungsfunktion Fn








die relative Ha¨ufigkeit der Xi mit Werten ≤ t an, wobei mit 1(−∞,t] die Indikatorfunktion 1
des Intervalls (−∞, t] bezeichnet wird. Außerdem heißt eine Stichprobenfunktion, deren
Wert einen unbekannten Parameter der den Beobachtungen zu Grunde liegenden Vertei-
lung scha¨tzt, ein Scha¨tzer bzw. eine Scha¨tzfunktion. Alle bisher betrachteten Stichproben-
funktionen sind Scha¨tzer von Lage- bzw. Streuungsparametern der zu Grunde liegenden
Verteilung.
8.3.2 Die Einflusskurve
Bei der Berechnung der Sensitivita¨tskurve stellt man fest, dass diese nicht ausschließ-
lich von der jeweiligen Stichprobenfunktion Tn(·) abha¨ngt, sondern vor allem auch von
11A(ω) =
{
1 , falls ω ∈ A
0 , falls ω /∈ A
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den konkret vorliegenden Stichprobendaten und deren Anzahl. Man kann versuchen, die-
se Abha¨ngigkeiten zu eliminieren, indem man eine Grenzwertbetrachtung fu¨r n → ∞
durchfu¨hrt.
Man betrachte als Beispiel die SC-Kurve des arithmetischen Mittels:



























xi + x .
Sind die Beobachtungen unabha¨ngige Realisationen einer Zufallsgro¨ße mit existierendem
Erwartungswert μ, dann konvergiert aufgrund des Starken Gesetzes Großer Zahlen (SGGZ)






Abbildung 12: Einflusskurve des arithmetischen Mittels fu¨r μ = 0.
Betrachtet man jetzt allgemein eine Stichprobenfunktion, die wie das arithmetische Mittel
eine Funktion der empirischen Verteilungsfunktion Fn ist, also Tn = T (Fn), dann ergibt
sich fu¨r die SC-Kurve:























wobei δx die sogenannte Einheitsmasse im Punkt x ist. Fu¨r n → ∞ strebt Fn−1 gegen F ,
und man erha¨lt fu¨r ein hinreichend regula¨res T , von dem man voraussetzt, dass es auch in
2Der Begriff der fast sicheren Konvergenz wird auf Seite 75 definiert.
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F definiert ist, in vielen Fa¨llen [6]:
SC(x;X1, . . . , Xn−1, Tn)
f.s.−−→ lim
ε→0+
T ((1− ε)F + εδx)− T (F )
ε
. (11)
In diesem Fall ist T (Fn) ein natu¨rlicher Scha¨tzwert fu¨r T (F ). Der Grenzwert in (11) wird
als die Einflusskurve (influence curve) bezeichnet:
IC(x;F, T ) = lim
ε→0+
T ((1− ε)F + εδx)− T (F )
ε
.
Die Einflusskurve gibt also Auskunft u¨ber die Reaktion einer Scha¨tzfunktion auf einen
hinzugefu¨gten Wert unter der Annahme, dass die Stichprobe aus der zu Grunde liegen-
den Verteilung von großem Umfang ist. Da bei der Grenzwertbildung wegen des Starken
Gesetzes Großer Zahlen die Stichprobe nicht mehr betrachtet wird, ha¨ngt die Einflusskur-
ve nur noch von x ab und wird daher auch als lokale Kenngro¨ße bezeichnet. Außerdem
kann man den maximalen Einfluss, den eine einzelne Beobachtung auf den zu scha¨tzen-
den Wert ausu¨ben kann, mit dem maximalen Betrag der Einflusskurve angeben. Diese
Gro¨ße wird als Ausreißerempfindlichkeit (Gross-Error Sensitivity) bezeichnet. Untersucht
man das arithmetische Mittel und den Median hinsichtlich dieser Gro¨ße, so stellt man fest,
dass das arithmetische Mittel im Gegensatz zum Median einen unendlichen Wert anneh-
men kann und deshalb bei ausreißerbehafteten Daten nicht geeignet ist. Auch die Steigung
der Einflusskurve kann man im Bezug auf die Robustheit interpretieren. Sie liefert einen
Anhaltspunkt fu¨r das Verhalten der Scha¨tzfunktion bei nur geringen ¨Anderungen, wie sie
zum Beispiel bei Rundungen oder Klassenbildung der Rohdaten auftreten ko¨nnen. Solche
¨Anderungen haben einen sta¨rkeren Einfluss auf den zu scha¨tzenden Wert, je steiler die Stei-
gung der Einflusskurve ist. Je gro¨ßer der maximale Wert des Absolutbetrages der Steigung
(Local-Shift Sensitivity) ist, desto sta¨rker ko¨nnen solche ¨Anderungen auf den Scha¨tzwert
durchschlagen. Fu¨r den Median ergibt sich hier ein unendlicher Wert, wa¨hrend die Gro¨ße
beim arithmetischen Mittel den endlichen Wert 1 annimmt.
Wie in Abschnitt 8.5 noch genauer erla¨utert wird, gibt es auch robuste Scha¨tzer, die weit au-
ßerhalb liegende Stichprobenwerte vollsta¨ndig ignorieren, d.h. die Einflusskurve hat ab ei-
nem bestimmten Abstand vom zu scha¨tzenden Lageparameter den Wert Null (Beispiele in
Abschnitt 8.5.2). Der Grenzwert, der die IC-Kurve definiert, kann als Ableitung des Funk-
tionals T interpretiert werden. Man bezeichnet diese Ableitung als Gaˆteaux-Differential,
das im Folgenden vorgestellt wird.
Es seien F und G Verteilungen aus der Menge F aller Verteilungsfunktionen und
{(1− λ)F + λG, 0 ≤ λ ≤ 1}
sei die Menge der Konvexkombinationen aus F und G. Das Funktional T sei definiert auf
F + λ(G− F ) fu¨r alle hinreichend kleinen λ. Existiert der Grenzwert
d1T (F ;G− F ) = lim
λ→0+




Statistische Verfahren zur Datenvorauswertung
Forschungszentrum Ju¨lich
so wird dieser als das Gaˆteaux-Differential des Funktionals T an der Stelle F in Richtung
von G bezeichnet. Man erkennt, dass der Ausdruck d1T (F ;G− F ) die rechtsseitige Ab-
leitung der reellen Funktion Q(λ) = T (F + λ(G − F )) nach λ an der Stelle λ = 0 ist.
Als na¨chstes wird die Abweichung der Scha¨tzung T (Fn) von dem wahren Wert T (F ) mit
Hilfe des Gaˆteaux-Differentials von T an der Stelle F in Richtung Fn untersucht. Es sei
Q(λ) = T (F + λ(Fn − F )) .
Die lineare Taylorapproximation von Q an der Stelle λ = 0 ergibt
T (Fn)− T (F ) = Q(1)−Q(0)
≈ Q′(0+)
= d1T (F ;Fn − F ) .
Ist das Gaˆteaux-Differential im zweiten Argument linear, erha¨lt man weiter










IC(xi;F, T ) . (13)
Dieses Ergebnis liefert eine weitere Begru¨ndung fu¨r die Bezeichnung Einflusskurve. IC(·)
approximiert den Beitrag der Beobachtung xi zu dem Scha¨tzfehler T (Fn)−T (F ). Daru¨ber
hinaus zeigt sich aus der Darstellung des Fehlers in (12), dass dieser na¨herungsweise
als arithmetisches Mittel der IC-Kurve verstanden werden kann. Das arithmetische Mit-
tel ist aufgrund des Zentralen Grenzwertsatzes bei existierender positiver Varianz von
IC(X;F, T ) asymptotisch normalverteilt. Damit kann man schließen, dass der Fehler, d.h.
die linke Seite der Abscha¨tzung (12), unter bestimmten Voraussetzungen ([18], S. 225f)
asymptotisch normalverteilt ist. Sind die Bedingungen











erfu¨llt 3,4, so gilt
T (Fn)− T (F ) as.∼ N
(





3Der Begriff der stochastischen Konvergenz wird auf Seite 75 definiert.
4In [18] wird fu¨r viele Beispielfa¨lle gezeigt, dass die Bedingungen (14) erfu¨llt sind.
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wobei die Bezeichnung as.∼ N (. . .) bedeutet, dass der Ausdruck




asymptotisch standardnormalverteilt ist. Im Allgemeinen liegt asymptotische Erwartungs-
treue vor, d.h. der Erwartungswert der Einflusskurve ist gleich Null und fu¨r die Varianz
gilt
Var(IC(X;F, T )) = E(IC(X;F, T )2) .
Anhand der Maximum-Likelihood-Scha¨tzung soll im Folgenden das beschriebene Vorge-
hen veranschaulicht werden.
Seien X1, . . . , Xn unabha¨ngig und identisch verteilte Zufallsgro¨ßen mit einer Verteilung
Fθ, die zu einer Familie {Fθ, θ ∈ Θ ⊂ R} geho¨rt. Außerdem sei vorausgesetzt, dass die
Verteilung Fθ eine Dichtefunktion f(x; θ) besitze. Die Likelihood-Funktion der Stichprobe
x1, . . . , xn ist definiert als




Die Maximum-Likelihood-Methode bietet als Scha¨tzer fu¨r das unbekannte t jeden Wert θˆ
an, der die Likelihood-Funktion u¨ber Θ maximiert. Dabei stellt es eine Erleichterung dar,
wenn man zu der negativen, logarithmierten Likelihood-Funktion




u¨bergeht und so das Produkt durch eine Summe ersetzen kann. Durch den Vorzeichen-
wechsel ist nun ein Minimum zu bestimmen. Dazu wird eine Nullstelle der ersten Ablei-






ist zu lo¨sen. (15) entspricht der Integralgleichung∫





log (f(x; t)) ,
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Damit ist der Maximum-Likelihood-Scha¨tzer θˆ = T (Fn), wobei T (F ) das Funktional ist,
das durch die Lo¨sung von ∫
g(x, t) dF (x) = 0 (16)





















dx = 0 . (18)
Aus (17) folgt unmittelbar ∫
g(x, θ) dFθ(x) = 0 ,
d.h.
T (Fθ) = θ .
Seien Fλ = Fθ + λ(δx0 − Fθ) und H(t, λ) =
∫
g(x, t) dFλ(x), dann erha¨lt man durch
implizites Differenzieren der Gleichung
H(T (Fλ), λ) = 0









































g(x, t) dFθ(x) + λ
∫





g(x, θ) dδx0 −
∫












































































Damit folgt fu¨r das Gaˆteaux-Differential
d1T (Fθ; δx0 − Fθ) =
d
dλ








· 1∫ ( ddθ f(x;θ))2
f(x;θ)
dx
und fu¨r die Einflusskurve
IC(x;Fθ, T ) =
d
dθ
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8.3.3 Der Bruchpunkt
Der Bruchpunkt (breakdown point) ε∗ einer Scha¨tzung gibt diejenige Grenze an, bis zu
welcher der Anteil von Ausreißern in einer Stichprobe ansteigen darf, ohne dass sich da-
durch der Scha¨tzwert unbeschra¨nkt vera¨ndern kann. Im Gegensatz zur Einflusskurve ist
der Bruchpunkt eine globale Kenngro¨ße der Robustheit. Fu¨r die Bruchpunkte von arithme-
tischem Mittel und Median ergeben sich:
(a) Beim arithmetischen Mittel kann bereits ein einzelner Wert innerhalb einer Beob-
achtungsreihe den Scha¨tzwert fu¨r das Zentrum der Stichprobe u¨ber alle Grenzen
wachsen lassen, daher gilt
ε∗arith. Mittel = 0 .
(b) Liegt der Anteil der Ausreißer unter 50%, so kann keine beliebige Vera¨nderung des
Medians vorkommen. Der Median hat daher als Bruchpunkt den Wert
ε∗Median = 0, 5 .
8.4 L-Scha¨tzer
Die in Abschnitt 8.2 vorgestellten Scha¨tzer fu¨r Lage- und Streuungsmaßzahlen beruhen
alle auf Linearkombinationen der Ordnungsstatistiken x(1), . . . , x(n) einer Stichprobe vom
Umfang n. Daher werden sie L-Scha¨tzer genannt. Seien a1, . . . , an reelle Zahlen mit
0 ≤ ai ≤ 1, i = 1, . . . , n und
∑n





ein L-Scha¨tzer mit Gewichten a1, . . . , an.
Das arithmetische Mittel ist also ebenso ein L-Scha¨tzer wie der Median oder der Interquar-
tilabstand. Die Bezeichnung
”
L-Scha¨tzer“ sagt also noch nichts u¨ber die Eigenschaft der
Robustheit aus. Ein Vorteil der L-Scha¨tzer liegt in der leichten Berechenbarkeit, die in der
Regel lediglich eine Vorsortierung der Stichprobenelemente erfordert.
8.4.1 L-Scha¨tzer fu¨r Lageparameter
8.4.1.1 Das α-gestutzte Mittel
Es sei vorausgesetzt, dass die zu Grunde liegende Verteilung symmetrisch und stetig ist,
d.h. sie besitzt eine Dichte. Beim α-gestutzten Mittel als Scha¨tzer fu¨r den Median bzw.,
sofern er existiert, den Erwartungswert der zu Grunde liegenden Verteilung werden aus der
geordneten Stichprobe am unteren und oberen Ende eine gleiche Anzahl von Beobachtun-
gen weggelassen und u¨ber die verbliebenen Werte das arithmetische Mittel berechnet. Der
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Anteil der zu entfernenden Werte wird mit α angegeben. Unter dem α-gestutzten Mittel







wobei 0 < α < 0, 5 ist und h = [nα] die gro¨ßte ganze Zahl kleiner oder gleich nα
bezeichnet. Dieser Ansatz stellt damit einen Kompromiss zwischen dem arithmetischen
Mittel und dem Median dar, die sich fu¨r die Werte α → 0 bzw. α → 0, 5 ergeben wu¨rden.
Eine asymptotisch a¨quivalente Version des α-getrimmten Mittels ist durch
xα = T (Fn)
gegeben, wobei fu¨r eine beliebige Verteilungsfunktion F das Funktional T durch












mit F−1(α) = inf{x|F (x) ≥ α} definiert ist.
Fu¨r die Einflusskurve gilt zuna¨chst nach [18] fu¨r eine stetige Verteilung

















p− I(F (x0) ≤ p)
f (F−1(p))
dp ,
wobei I(·) die Indikatorfunktion von Aussagen5 bezeichnet. Hieraus folgt fu¨r eine sym-
metrische stetige Verteilung








−1(α)− F−1(1/2)] , falls x < F−1(α)
1
1−2α(x− F−1(1/2)) , falls F−1(α) ≤ x ≤ F−1(1− α)
1
1−2α [F




1 , falls die Aussage A wahr ist.
0 , falls die Aussage A falsch ist.
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8.4.1.2 Das α-winsorisierte Mittel
Beim α-winsorisierten Mittelwert wird im Gegensatz zum gestutzten Mittelwert die An-
zahl der Beobachtungen beibehalten. Jedoch werden die ersten h Beobachtungen durch
den (h+1)-ten Wert ersetzt und die h letzten Werte durch den (n−h)-ten Wert, dann wird







x(i) + h(x(h+1) + x(n−h))
)
.
8.4.2 L-Scha¨tzer fu¨r die Streuung
8.4.2.1 Der Interquartilabstand
Der Begriff des Interquartilabstandes wurde bereits in Abschnitt 8.2.2 definiert. Er dient
an dieser Stelle der Motivation des robusten Skalenscha¨tzers MAD, der im na¨chsten Unter-
abschnitt eingefu¨hrt wird. Der Bruchpunkt des Interquartilabstandes betra¨gt ε∗IQR = 0, 25.
Mit den bekannten Werten aus Beispiel 8.2.1 erha¨lt man wie in Abschnitt 8.2.2 bereits
angegeben
x˜0,25 = −1, 0 , x˜0,75 = 0, 5 ⇒ IQR = 1, 5 .
Erga¨nzt man x6 = 10, 5, so ergibt sich der Wert IQR = 2, 5, jedoch erha¨lt man mit
xˆ6 = −10, 5 einen IQR von 10,0. Ursache fu¨r diesen auffa¨lligen Unterschied ist die Lage
der beiden Ausreißer am gleichen Ende der Stichprobe. Ihr Anteil an der Stichprobe be-
tra¨gt 2
6
= 0, 33 und u¨bersteigt damit den Bruchpunkt.
8.4.2.2 Der Median der absoluten Abweichung vom Median
Sei F eine beliebige Verteilungsfunktion, dann ist














das Funktional, das die Ha¨lfte des Interquartilabstandes angibt. Zu diesem Funktional kann
man nun eine symmetrische Version T˜ konstruieren, indem man





[F (x) + F¯ (x)]
setzt. F˜ (x) entsteht dabei aus F (x) durch eine Symmetrisierung am Median mn. Definiert
man anschließend
T˜ (F ) := T (F˜ ) ,
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so ist T˜ der Median der absoluten Abweichung vom Median (MAD). Als Median der
absoluten Abweichung vom Median einer Stichprobe vom Umfang n bezeichnet man daher
MADn = med{|xi −mn|} ,
wobei
med{xi} = mn .
Der Vorteil der symmetrisierten Version des halben Interquartilabstandes liegt darin, dass
sich der Wert fu¨r den Bruchpunkt verdoppelt, d.h.
ε∗MAD = 0, 5 = 2 · 0, 25 = 2 · ε∗IQR .
Daru¨ber hinaus ist die Einflusskurve beschra¨nkt, so dass einzelne Beobachtungswerte nur
begrenzten Einfluss auf den Scha¨tzwert haben.
Das folgende Beispiel der Scha¨tzung der Standardabweichung einer Normalverteilung
zeigt, wie man gegebenenfalls mittels einer Multiplikation mit einer Konstanten einen
Scha¨tzwert fu¨r einen gesuchten Parameter erha¨lt.
Fu¨r eine symmetrische Verteilung ist der MAD eine Scha¨tzung des halben Interquartilab-
standes. Sind x1, . . . , xn Realisationen aus einer N (μ, σ2)-Verteilung, so ist der MAD ein
Scha¨tzer fu¨r
Φ−1(0.75) · σ ,
wobei Φ−1(0.75) = 0, 6745 das 0, 75-Quantil der Standardnormalverteilung ist [7]. Somit
ist 1
0,6745





· IQR ≈ 0, 7413 · IQR ein Scha¨tzer fu¨r σ ist.
8.4.2.3 Die α-gestutzte Varianz
Die α-gestutzte Varianz ist definiert als die skalierte Varianz einer α-gestutzten Stichprobe.






(x(i) − x¯α)2 (20)
unterscha¨tzt die Varianz der den Beobachtungen zugrundeliegenden Verteilung und ist kei-
ne konsistente Scha¨tzung. Daher benutzt man einen Korrekturterm
1− 2α
1− 2α− 2x˜1−αφ(x˜1−α) ,
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eine konsistente Scha¨tzung fu¨r σ2 unter der Normalverteilung.
8.4.2.4 Die α-winsorisierte Varianz








+ [nα](x([nα]+1) − x¯α,win)2 + [nα](x(n−[nα]) − x¯α,win)2
)
,
wobei auch dies zuna¨chst kein konsistenter Scha¨tzer fu¨r die Varianz ist. Analog zur α-ge-
stutzten Varianz kann man auch fu¨r diesen Fall einen Korrekturterm angeben, so dass
σˆ2win =
1
1− 2α− 2x˜1−αφ(x˜1−α) + 2αx˜21−α
· s2win
insgesamt ein konsistenter Scha¨tzer fu¨r σ2 unter der Normalverteilung ist.
8.5 M-Scha¨tzer
8.5.1 Theoretischer Hintergrund
Die Theorie der M-Scha¨tzer basiert auf einer Verallgemeinerung der Maximum-Likelihood-
Methode (s. Abschnitt 8.3.2). Wie dort sei Fθ(x) := F (x; θ) eine Verteilung aus der Ver-
teilungsfamilie {Fθ| θ ∈ Θ ⊂ R} mit einer Dichte fθ(x) := f(x; θ). Die Maximum-Like-










(− log(f(xi; θ))) = 0 .
Dieser Ansatz fu¨hrt unter der Voraussetzung, dass eine Normalverteilung mit Erwartungs-
wert μ und Varianz σ2 vorliegt, zu folgender Problemstellung bei der Suche nach einem











(xi − μ) = 0 .
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Das Ergebnis ist das arithmetische Mittel x¯n. Probleme bei diesem Vorgehen tauchen
dann auf, wenn Ausreißer in den Daten vorhanden sind. Das heißt, die Ausreißeremp-
findlichkeit der ML-Methode ist nicht befriedigend. Um diese zu verbessern, ersetzt man
− log(f(x; θ)) durch eine Funktion ρ(x, θ), die weniger sensitiv auf Ausreißer reagiert.









ψ(xi, θ) = 0 , (22)
wobei ψ(x, θ) die Ableitung von ρ(x, θ) nach θ ist. Jede Lo¨sung von (21) bzw. (22) wird
M-Scha¨tzer genannt.
8.5.1.1 Grundlagen
Zu einer beliebigen Funktion ψ(x, t) sei ein zugeho¨riges Funktional T auf einer Menge
von Verteilungsfunktionen F wie folgt definiert. Es ist T (F ) die Lo¨sung t0 der Gleichung∫
ψ(x, t0) dF (x) = 0 . (23)
Ein solches T wird das zu ψ geho¨rende M-Funktional genannt. Fu¨r eine Stichprobe




ψ(xi, Tn) = 0 ,
die sich aus (23) mit F = Fn ergibt, d.h. Tn = T (Fn). Dabei ist zu beachten, dass
mehrere Lo¨sungen existieren ko¨nnen. Gleichung (23) ergibt sich in vielen Fa¨llen aus der
Minimierung des Ausdrucks ∫
ρ(x, t0) dF (x) ,
wobei dann die Funktion ψ bestimmt ist durch
ψ(x, t) = c · ∂
∂t
ρ(x, t)
mit einer Konstanten c, falls ρ(x, ·) hinreichend glatt ist. Gilt fu¨r ein Funktional T auf der
Verteilungsfamilie {Fθ| θ ∈ Θ ⊂ R}
T (Fθ) = θ ,
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dann ist der zugeho¨rige Scha¨tzer Tn = T (Fn) ein Scha¨tzer fu¨r θ. Ein Kriterium zur Beur-
teilung eines Scha¨tzers stellt die Einflusskurve (s. Abschnitt 8.3.2) dar, die somit zur Be-
stimmung einer geeigneten ψ-Funktion und eines geeigneten M-Scha¨tzers herangezogen
werden kann. Ziel ist es nun, das Gaˆteaux-Differential eines M-Funktionals zu berechnen,
d. h. es ist d1T (F,G− F ) fu¨r ein Funktional T gesucht, das Lo¨sung t0 der Gleichung∫
ψ(x, t0)dF (x) = 0





Fλ(x) = F (x) + λ(G(x)− F (x))
folgt wie in Abschnitt 8.3.2 (Maximum-Likelihood-Scha¨tzung) durch implizite Differen-
tiation der Gleichung H(T (Fλ), λ) = 0 nach λ an der Stelle λ = 0 6
d1T (F,G− F ) = d
dλ
T (F + λ(G− F ))
∣∣∣∣
λ=0













ψ(x, t) dF (x) + λ
∫















= 0︷ ︸︸ ︷∫











ψ(x, T (F ))dG(x)
λ′F (T (F ))
,
vorausgesetzt, dass λ′F (T (F )) = 0 gilt mit
λF (t) =
∫
ψ(x, t) dF (x), −∞ < t <∞ .
Damit besitzt die Einflusskurve von ψ die Form:
IC(x;F, T ) = −ψ(x, T (F ))
λ
′
F (T (F ))
, −∞ < x <∞ .
6g in Abschnitt 8.3.2 entspricht hier ψ.
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Aufgrund der Tatsache, dass die Einflusskurve proportional zu ψ ist, besitzen M-Scha¨tzer
die Eigenschaft, dass Bedingungen an die Einflusskurve u¨ber die Wahl von ψ gesteuert
werden ko¨nnen. Eine geeignete Wahl von ψ fu¨hrt zu vorteilhaften Eigenschaften der Ein-
flusskurve und damit des M-Scha¨tzers.
8.5.1.2 Asymptotische Eigenschaften von M-Scha¨tzern
In diesem Abschnitt werden M-Scha¨tzer hinsichtlich Konsistenz und asymptotischer Nor-
malita¨t untersucht. Zuna¨chst sei dazu auf die verschiedenen Konvergenzbegriffe in der
Wahrscheinlichkeitstheorie hingewiesen:
• Seien X1, X2, . . . und X Zufallsgro¨ßen u¨ber einem Wahrscheinlichkeitsraum
(Ω,A,P). Dann konvergiert (Xn)n≥1 stochastisch gegen X , falls fu¨r alle ε > 0
lim
n→∞
P(|Xn −X| < ε) = 1 (Bez. : Xn st.−→ X (n→∞)) .
• Seien X1, X2, . . . und X Zufallsgro¨ßen u¨ber einem Wahrscheinlichkeitsraum
(Ω,A,P). (Xn)n≥1 konvergiert fast sicher gegen X , falls
P( lim
n→∞
Xn = X) = 1 (Bez. : Xn
f.s.−−→ X (n→∞)) .
• Seien F1(·), F2(·), . . . und F (·) Verteilungsfunktionen und X1, X2, . . . sowie
X Zufallsgro¨ßen (nicht notwendig u¨ber einem gemeinsamen Wahrscheinlich-
keitsraum) mit den angegebenen Verteilungen. Dann konvergiert (Xn)n≥1 der
Verteilung nach gegen X , falls fu¨r alle Stetigkeitsstellen t von F
lim
n→∞
Fn(t) = F (t) (Bez. : Xn
n.V.−−→ X (n→∞)) .
Konsistenz eines M-Scha¨tzers
Eine Folge {Tn} von Scha¨tzern fu¨r eine parametrische Funktion g(θ) heißt konsistent, falls
Tn gegen g(θ) in geeigneter Weise konvergiert. Man spricht von schwacher Konsistenz,
falls
Tn
st.−→ g(θ) (n→∞) ,
und von starker Konsistenz im Falle von
Tn
f.s.−−→ g(θ) (n→∞) .
Sei ψ(x, t) eine Funktion und λF (t) =
∫
ψ(x, t) dF (x). Außerdem besitze die Gleichung
λF (t) = 0 eine Lo¨sung t0 und die
”
empirische“ Gleichung λFn(t) = 0 ebenfalls eine
Lo¨sung Tn. Im Folgenden werden Bedingungen genannt, unter denen Tn
f.s.−−→ t0 gilt. Dazu
sei x1, . . . , xn eine Stichprobe aus einer nach F verteilten Grundgesamtheit mit empiri-
scher Verteilungsfunktion Fn.
Falls t0 eine isolierte Lo¨sung der Gleichung λF (t) = 0 ist und ψ(x, t) monoton in t, dann
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ist t0 eindeutig, und jede Folge {Tn} von Lo¨sungen der empirischen Gleichung λFn(t) = 0
konvergiert fast sicher gegen t0. Ist außerdem ψ(x, t) stetig in t in einer Umgebung von
t0, so existiert eine solche Folge von Lo¨sungen. Fu¨r den Beweis dieser Behauptung sei an
dieser Stelle auf [18], Abschnitt 7.2.1, verwiesen. t0 muss nicht notwendigerweise eine
Nullstelle von λF (t) sein. Es reicht aus, dass die Funktion in jeder hinreichend kleinen
Umgebung genau einmal das Vorzeichen wechselt.
Das arithmetische Mittel, der Median und der Huber-Scha¨tzer auf den Seiten 77 bis 79 sind
Beispiele fu¨r konsistente Scha¨tzer der jeweiligen Lageparameter. Fu¨r den Hampel-Scha¨tzer
(s. Beispiel auf Seite 80) reicht dieses Ergebnis jedoch nicht aus, und man beno¨tigt die fol-
gende Aussage.
Sei t0 eine isolierte Nullstelle der Gleichung λF (t) = 0, und sei ψ(x, t) stetig in t und be-
schra¨nkt. Dann besitzt die empirische Gleichung λFn(t) = 0 eine Folge {Tn} von Lo¨sun-
gen, die mit Wahrscheinlichkeit 1 gegen t0 konvergiert. Der Beweis hierzu ist ebenfalls in
[18], Abschnitt 7.2.1, zu finden.
Asymptotische Normalverteilung
Sei ψ(x, t) gegeben und λF (t) =
∫
ψ(x, t) dF (x). Außerdem sei t0 = T (F ) eine Lo¨sung
der Gleichung λF (t) = 0. {Xi} ist eine Folge von unabha¨ngig und identisch verteilten
Zufallsgro¨ßen mit einer Verteilung F und Tn = T (Fn) eine zu t0 konsistente Folge von
Lo¨sungen von λFn(t) = 0. In dem vorliegenden Abschnitt sollen nun Bedingungen ange-
geben werden, unter denen
√
n(Tn − t0) as.∼ N (0, σ2(T, F )) (24)
gilt. Dabei ist σ2(T, F ) abha¨ngig von den Annahmen an ψ(x, t) entweder gegeben durch∫












Es sei die Funktion ψ(x, t) monoton in t und außerdem t0 eine isolierte Nullstelle von
λF (t) = 0. Des Weiteren sei λF (t) differenzierbar in t = t0 mit λ
′
F (t0) = 0 sowie∫
ψ2(x, t) dF (x) endlich fu¨r t in einer Umgebung von t0 und stetig in t = t0. Dann gilt
nach [18], Abschnitt 7.2.2, dass jede Folge Tn von Lo¨sungen der empirischen Gleichung
λFn(t) = 0 die Bedingung (24) erfu¨llt, wobei σ2(T, F ) gegeben ist durch∫






Daru¨ber hinaus gilt Tn
f.s.−−→ t0 nach dem Ergebnis von Seite 75.
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8.5.2 M-Scha¨tzer fu¨r Lageparameter
Sind die das M-Funktional bestimmenden Funktionen ψ und ρ von der Form
ψ(x, t) = ψ˜(x − t) bzw. ρ(x, t) = ρ˜(x − t), so nennt man T (F ) einen Lageparame-
ter. Ist zudem F symmetrisch zu θ, ρ gerade und ψ ungerade, so gilt T (F ) = θ, d.h. alle
M-Scha¨tzer mit ungeradem ψ scha¨tzen das Symmetriezentrum θ einer symmetrischen Ver-
teilung. Außerdem sollten M-Scha¨tzer translations- und skalierungsa¨quivariant sein, d.h.
es sollte gelten:









Die meisten M-Scha¨tzer fu¨r einen Lageparameter mu¨ssen daher eine Skalierung der Daten
beru¨cksichtigen, so dass sie diese Bedingung erfu¨llen. Dabei stellen das arithmetische Mit-
tel und der Median zwei Ausnahmen dar, denn fu¨r den Mittelwert gilt
ψ(x, t) = x− t
und damit folgt
ψ(bx + a, bt + a) = bx + a− bt− a
= bx− bt
= b(x− t)
= bψ(x, t) .
Analoges gilt fu¨r den Median mit ψ(x, t) = sgn(x − t). Alle anderen M-Scha¨tzer beno¨ti-
gen die Skalierung der Argumente von ρ und ψ. Daher wird ein Skalierungsscha¨tzer sn
als Funktion von x1, . . . , xn benutzt, der zusammen mit einer Tuning-Konstante C den




C · sn .
8.5.2.1 Das arithmetische Mittel








u2 , ψ(u) = u , −∞ < u <∞ .
Damit ist das M-Funktional T der Erwartungswert und der M-Scha¨tzer das arithmetische
Mittel xn. Die ψ-Funktion ist eine Gerade und nach beiden Seiten unbeschra¨nkt, d.h.
Ausreißer haben einen starken Einfluss.
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Abbildung 13: Arithmetisches Mittel ρ(u) (links) und ψ(u) (rechts).
8.5.2.2 Der Median
Mo¨chte man die absoluten Abweichungen minimieren, also den Ausdruck
n∑
i=1
|xi − θ| ,
so lauten die zugeho¨rigen Funktionen fu¨r ρ und ψ:
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Abbildung 14: Median ρ(u) (links) und ψ(u) (rechts).
Hier ist der M-Scha¨tzer der Stichprobenmedian. Er ist unempfindlich gegenu¨ber Ausrei-
ßern, da die ψ-Funktion beschra¨nkt ist. Die Sprungstelle von ψ bei u = 0 zeigt jedoch an,















u2 , falls |u| ≤ k
k|u| − 1
2
k2 , falls |u| > k .
Das entsprechende ψ lautet
ψ(u) =
{
u , falls |u| ≤ k
k · sgn(u) , falls |u| > k .
Dabei hat sich in Anwendungen gezeigt, dass sich als Skalierungsscha¨tzer sn der norma-
lisierte MAD empfiehlt. C wird gleich Eins gesetzt, und fu¨r k sollte man einen Wert im
Intervall [1; 2] wa¨hlen. Der zugeho¨rige M-Scha¨tzer ist von der Art eines winsorisierten
Mittelwertes, d.h. es ist der Stichprobenmittelwert u¨ber die xi’s, wobei diejenigen xi durch
Tn ± ksn ersetzt werden, fu¨r die |ui| > k gilt. Hierbei wird der Einfluss von Ausreißern
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Abbildung 15: Huber-Scha¨tzer ρ(u) (links) und ψ(u) (rechts).
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8.5.2.4 Der Hampel-Scha¨tzer
Hampel [5] hat den Huber-Scha¨tzer im Bezug auf die Ausreißerempfindlichkeit (Gross-
Error-Sensitivity) modifiziert. Er verlangt, dass ψ(u) fu¨r Ausreißer den Wert Null anneh-









u2 , falls |u| ≤ a
a|u| − 1
2
a2 , falls a < |u| ≤ b
ab− 1
2








, falls b < |u| ≤ c
ab− 1
2
a2 + (c− b)a
2




u , falls |u| ≤ a






· sgn(u) , falls b < |u| ≤ c
0 , falls |u| > c
.
Hierbei sind a, b und c positive Konstanten mit a < b < c aus dem Intervall [2; 9] (zum Bei-
spiel a = 2, b = 4 und c = 8). Als Skalierungsscha¨tzer sn wird wie im vorangegangenen
Beispiel beim Huber-Scha¨tzer der normalisierte MAD benutzt und C gleich Eins gesetzt.
Beim Hampel-Scha¨tzer bleiben Ausreißer vollsta¨ndig unberu¨cksichtigt.
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· (1− cos(πu)) , falls |u| ≤ 1
2
π2
, falls |u| > 1 .





sin(πu) , falls |u| ≤ 1
0 , falls |u| > 1
und eliminiert ebenfalls Ausreißer vollsta¨ndig. Hier wird als Skalierungsscha¨tzer ebenfalls
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Abbildung 17: Andrew’s wave ρ(u) (links) und ψ(u) (rechts).
8.5.2.6 Tukey’s biweight









· (1− (1− u2)3) , falls |u| ≤ 1
1
6
, falls |u| > 1
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lautet das zugeho¨rige ψ:
ψ(u) =
{
u(1− u2)2 , falls |u| ≤ 1
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Abbildung 18: Tukey’s biweight ρ(u) (links) und ψ(u) (rechts).
Der MAD wird als Skalierungsscha¨tzer sn verwendet, und fu¨r C empfehlen sich Werte
aus dem Intervall [6; 12]. Auch hier werden Ausreißer mit einem zu großen Abstand zum
Zentrum der Datenpunkte eliminiert. Fu¨r kleine u gilt ψ(u) ≈ u. Daher verha¨lt sich dieser
Scha¨tzer in der Na¨he des Datenzentrums a¨hnlich dem arithmetischen Mittel.
Von diesen sechs Scha¨tzern wurden der Huber-Scha¨tzer, Andrew‘s wave und Tukey‘s bi-
weight in der GALA-Software implementiert und dienen dort der Berechnung von robusten
Lagemaßzahlen. Auf der Grundlage dieser robusten Scha¨tzungen ko¨nnen dann verla¨ssliche
Aussagen u¨ber das Zentrum der Daten gemacht werden.
8.5.3 Diskussion der Eigenschaften verschiedener M-Scha¨tzer
Die Robustheitseigenschaften der im vorangegangenen Abschnitt vorgestellten M-Scha¨tzer
kann man anhand der ψ-Funktion diskutieren. Folgende Eigenschaften sollte die ψ-Funktion
eines robusten Lage-M-Scha¨tzers einer symmetrischen Verteilung besitzen:
(a) hoher Bruchpunkt,




(d) ψ besitzt endlichen Ablehnungspunkt,
(e) ψ(u) ≈ k · u, k = 0 fu¨r kleine Werte von u und
(f) ψ(−u) = −ψ(u).
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Fu¨r die wichtigsten sechs M-Scha¨tzer fasst Tabelle 5 die geforderten Eigenschaften zusam-
men:
Scha¨tzer a b c d e f
Mittelwert nein nein ja nein ja ja
Median ja ja nein nein nein ja
Huber ja ja ja nein ja ja
Hampel ja ja ja ja ja ja
Andrew‘s wave ja ja ja ja ja ja
Tukey‘s biweight ja ja ja ja ja ja
Tabelle 5: Eigenschaften der wichtigsten Scha¨tzer.
Die Spaltenbezeichnungen beziehen sich auf die Aufza¨hlung zu Beginn dieses Abschnit-
tes.




− 2Φ(−k) = ε
1− ε ,
wobei Φ die Standard-Normalverteilungsfunktion bezeichnet und φ die zugeho¨rige Dichte-
funktion. Die Tuning-Konstanten bei der Familie der Hampel-Scha¨tzer ko¨nnen auf analoge
Weise bestimmt werden [8]. Mo¨chte man die im vorangegangenen Abschnitt vorgestell-
ten M-Scha¨tzer mit den L-Scha¨tzern aus Abschnitt 8.4 vergleichen, so fa¨llt auf, dass die
M-Scha¨tzer in der Regel einen hohen Bruchpunkt nahe bei ε∗ = 0, 5 haben und eine hohe
Effizienz in einer Umgebung der Modellverteilung aufweisen [9]. L-Scha¨tzer hingegen
besitzen in diesem Falle eine geringere Effizienz oder einen kleineren Bruchpunkt.
8.5.4 Berechnung von M-Scha¨tzern
8.5.4.1 Berechnung mittels Newton-Raphson-Verfahren









zu bestimmen. Im Allgemeinen ist diese Lo¨sung jedoch nicht explizit angebbar. Einzige
Ausnahme stellt der Fall des arithmetischen Mittels dar mit ψ(xi, Tn) = xi − Tn. In allen
anderen Fa¨llen muss daher mit Hilfe eines geeigneten Iterationsverfahrens eine Lo¨sung ge-
sucht werden. Als geeignet hat sich das Newton-Raphson-Verfahren erwiesen. Dabei wird
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eine Nullstelle einer Funktion h(t) gesucht. Diese Nullstelle wird durch Auswertungen
von h und h′ an einer Na¨herungsstelle t(k) bestimmt. t(k+1) ist dann die Stelle, an der die
Tangente an h im Punkt t(k) die t-Achse schneidet. Bei der Berechnung eines M-Scha¨tzers










Fu¨r die Iterationsvorschrift ergibt sich daraus















Als Startwert sollte fu¨r T (0)n der Median als erste robuste Na¨herung gewa¨hlt werden Der
gesuchte M-Scha¨tzer ergibt sich dann als Grenzwert der Folge (T (k)n )k≥1. Das Ergebnis ist
in den meisten Fa¨llen ein robuster Scha¨tzer.
8.5.4.2 1-Schritt-Verfahren
Fu¨hrt man beim Newton-Raphson-Verfahren nur einen einzigen Iterationsschritt aus, so
wird das daraus resultierende Ergebnis fu¨r den gesuchten Scha¨tzer 1-Schritt-M-Scha¨tzer
genannt. Bei diesem Vorgehen ist offensichtlich die Wahl des Startwertes fu¨r T (0)n sehr
wichtig. Falls als Startwert der arithmetische Mittelwert benutzt wird, ist das Ergebnis
nach einem Iterationsschritt unbefriedigend. Es sollte daher der Median als Anfangswert
genutzt werden, damit das Ergebnis einen robusten M-Scha¨tzer liefert.
8.5.5 M-Scha¨tzer fu¨r Streuungsparameter







= f(x;μ, σ) mit Lagepara-
meter μ und Skalierungsparameter σ. Wendet man das Prinzip der Maximum-Likelihood-







































Zur Bestimmung des Minimums werden nun die partiellen Ableitungen nach μ und σ ge-
bildet, diese gleich Null gesetzt und das so entstandene System der Normalengleichungen
































































Im Allgemeinen ist dabei ψ eine ungerade und χ eine gerade Funktion. In Funktional-













dF (x) = 0 .
Die Scha¨tzer fu¨r den Lageparameter und den Streuungsparameter werden durch simultanes
Lo¨sen dieser beiden Gleichungen bestimmt.
8.5.5.1 Huber-Scha¨tzer fu¨r Lage und Streuung
Mit
ψ(x) = max(−k,min(k, x))
und
χ(x) = min(c2, x2)− β ,
wobei β = β(c) =
∫
min(c2, x2) φ(x) dx und 0 < β < c2, ergibt sich ein unter Normal-
verteilung konsistenter Scha¨tzer fu¨r die Streuung mit φ(·) als Dichtefunktion der Standard-
normalverteilung.




χ(x) = sgn(|x| − 1)
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ergeben sich der Median als Scha¨tzer fu¨r den Lageparameter und der MAD als Scha¨tzer
fu¨r die Streuung.
8.5.5.3 A-Scha¨tzer
Eine weitere Mo¨glichkeit, einen robusten Scha¨tzer fu¨r die Varianz bzw. Streuung einer
Stichprobe zu erhalten, ist die Verwendung von sogenannten A-Scha¨tzern.
Die A-Scha¨tzer
sT =
C ·MAD√n ·√∑ni=1 ψ(ui)2
|∑ni=1 ψ′(ui)|
erha¨lt man aus der asymptotischen Varianz der M-Lageparameterscha¨tzer (s. Abschnitt




sin (πu) , falls |u| < 1
0 , falls |u| ≥ 1 ,
so fu¨hrt dies zu dem Skalenscha¨tzer
swa =
(C ·MAD)√n[∑|ui|<1 sin2(πui)]1/2
π|∑|ui|<1 cos(πui)| , (25)
der auf Andrew‘s wave Scha¨tzer fu¨r einen Lageparameter (s. Seite 81) basiert.
Ein weiteres Beispiel zeigt einen A-Scha¨tzer fu¨r die Streuung, der auf dem Biweight-
Lagescha¨tzer (s. Seite 81) beruht. Sei
ψ(u) =
{
u(1− u2)2 , falls |u| < 1






|ui|<1(xi −mn)2(1− u2i )4
]1/2
|∑|ui|<1(1− u2i )(1− 5u2i )| (26)
als Skalenscha¨tzer. Die Skalenscha¨tzer (25) und (26) sind in der GALA-Software imple-
mentiert worden.
8.6 Robuste Scha¨tzer fu¨r multivariate Lage und Streuung
8.6.1 Einleitung und Motivation
Bisher lagen n Beobachtungen aus einer Beobachtungsreihe vor, fu¨r die in der Regel ein
Lageparameter und ein Parameter fu¨r die Streuung zu scha¨tzen waren. Im vorliegenden
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Abschnitt seien nun mehrere Beobachtungsreihen gegeben, d.h. es seien x(1), . . . , x(n) p-
variate Beobachtungsdaten. Die robuste Scha¨tzung eines Lageparameters fu¨r diesen mul-
tivariaten Fall fu¨hrt daher zur Bestimmung eines robusten Lagevektors. Ein multivariater
Lagevektor kann auf zwei unterschiedliche Arten gescha¨tzt werden. Zum einen kann man
komponentenweise fu¨r jede Beobachtungsreihe einen einzelnen robusten Lagescha¨tzer be-
stimmen. Dazu eignen sich die in Abschnitt 8.4 und Abschnitt 8.5 vorgestellten L- bzw.
M-Scha¨tzer. Eine weitere Mo¨glichkeit besteht in der multivariaten, simultanen Scha¨tzung
des Lagevektors, bei der alle Beobachtungen gemeinsam eingehen. Dieses Vorgehen stellt
eine Erweiterung der M-Scha¨tzer fu¨r den multivariaten Fall dar. Im Abschnitt 8.6.3 werden
dazu M-Scha¨tzer fu¨r multivariate Lage und Streuung betrachtet. Die Scha¨tzung der Streu-
ung la¨uft auf die Berechnung von Kovarianz- bzw. Korrelationsmatrizen hinaus. Auf der
Grundlage der Matrizen, die sich aus diesen Kovarianzen bzw. Korrelationen aufbauen,
wird zum Beispiel die Hauptkomponentenanalyse (s. Abschnitt 6) oder die Faktoranalyse
durchgefu¨hrt. Daru¨ber hinaus dienen Kovarianz- und Korrelationsmatrizen dem Test auf
Unabha¨ngigkeit. Die entsprechenden empirischen Matrizen sind jedoch sehr ausreißer-
empfindlich, so dass robusten Methoden eine große Bedeutung zukommt.
Fu¨r zwei gegebene Zufallsgro¨ßen X und Y sind die Kovarianz Kov(X, Y ) und die Korre-
lation Korr(X, Y ) = ρ(X, Y ) gema¨ß (1) und (2) gegeben. Seien nun X1, . . . , Xn Zufalls-
variablen. Dann ist die zugeho¨rige Kovarianzmatrix definiert als
Σ =
⎛⎜⎜⎜⎜⎜⎝
VarX1 Kov(X1, X2) . . . Kov(X1, Xn)













Kov(Xn, X1) . . . Kov(Xn, Xn−1) VarXn
⎞⎟⎟⎟⎟⎟⎠ ,
und als Korrelationsmatrix wird
R =
⎛⎜⎜⎜⎜⎜⎝
1 Korr(X1, X2) . . . Korr(X1, Xn)













Korr(X1, Xn) . . . Korr(Xn−1, Xn) 1
⎞⎟⎟⎟⎟⎟⎠
bezeichnet.
Bei der Berechnung robuster Kovarianz- bzw. Korrelationsmatrizen unterscheidet man
zwei Vorgehensweisen. Zum einen kann man jeden Eintrag in der Kovarianz- bzw. Korre-
lationsmatrix separat robust scha¨tzen. Dieses Vorgehen fu¨hrt zu univariaten Analysen fu¨r
die Varianzen und bivariaten Analysen fu¨r die Kovarianzen bzw. Korrelationen. Dieses
Verfahren hat aber den Nachteil, dass die sich ergebenden Matrizen im Allgemeinen nicht
positiv semidefinit sind. Die zweite Vorgehensweise besteht in der simultanen Scha¨tzung
aller Elemente der Kovarianzmatrix und fu¨hrt zu einer multivariaten Analyse. Die sich aus
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dieser Methode ergebenden Matrizen sind positiv semidefinit. Die Methode der separaten
Scha¨tzung bietet jedoch Vorteile, wenn ein gro¨ßerer Anteil der Beobachtungen fehlt.
8.6.2 Separate robuste Scha¨tzer fu¨r die Elemente der Kovarianz- bzw. Korrelati-
onsmatrix
Ein einfacher Ansatz zur Scha¨tzung der Kovarianz zwischen zwei Zufallsvariablen X und
Y beruht auf der Gleichung
Kov(X, Y ) =
1
4
[Var(X + Y )−Var(X − Y )] .
Die Scha¨tzung der Kovarianz kann somit zuru¨ckgefu¨hrt werden auf die Scha¨tzung von
Varianzen. Auf der Grundlage der robusten univariaten Streuungsscha¨tzer aus den Ab-
schnitten 8.4.2 und 8.5.5 ist es also mo¨glich, robuste Scha¨tzer fu¨r Kovarianz- und Korrela-
tionsmatrix anzugeben.




[σˆ∗21 − σˆ∗22 ] ,
wobei σˆ∗1 und σˆ∗2 robuste Skalenscha¨tzer fu¨r X + Y und X − Y sind. Damit erha¨lt man





wobei s∗xx und s∗yy robuste Scha¨tzungen der Varianzen von X und Y sind.







(xi − x¯n)(yi − y¯n)√
n∑
i=1






so liegt der Wert aufgrund der Gu¨ltigkeit der Cauchy-Schwarz-Ungleichung immer im
Intervall [−1; 1]. Da aber r∗xy nicht auf den normalen Standardabweichungen, sondern auf
robusten Scha¨tzungen fu¨r die Varianzen basiert, muss r∗xy nicht zwangsla¨ufig im Intervall








die standardisierten Formen von X und Y mit robusten Scha¨tzungen der Varianz s∗xx bzw.









wobei σˆ∗23 und σˆ∗24 robuste Scha¨tzungen der Varianzen von Z1 + Z2 bzw. Z1 − Z2 sind,
so ergibt sich, dass r˜∗xy im Intervall [−1; 1] liegt. Die robusten Varianzscha¨tzungen sind im
Allgemeinen nicht konsistent. Eine konsistente Scha¨tzung der Varianz bei Normalvertei-
lung erha¨lt man durch geeignete Normierungskonstanten. Diese mu¨ssen bei der Berech-
nung der Korrelationen jedoch nicht beru¨cksichtigt werden, da sie sich herausku¨rzen. Aus







Dieses Verfahren wurde unter Verwendung verschiedener robuster Varianzscha¨tzer imple-
mentiert.
8.6.3 M-Scha¨tzer fu¨r multivariate Lage- und Skalierungsparameter
Wie im univariaten Fall ergeben sich die M-Scha¨tzer durch Verallgemeinerung der
Maximum-Likelihood-Scha¨tzung. Zuna¨chst wird die Klasse der Normalverteilungen, fu¨r
die die zugeho¨rigen Maximum-Likelihood-Scha¨tzer nicht robust sind, zu einer Verteilungs-
klasse erweitert, die auch Verteilungsfamilien mit sta¨rker besetzten Tails entha¨lt, deren
Maximum-Likelihood-Scha¨tzer robust sind.
Ein p-dimensionaler Zufallsvektor X mit der Verteilungsdichte




(x− t)V −1(x− t)) ,
wobei h eine nichtnegative reellwertige Funktion, t ∈ Rp und V eine positiv definite Matrix



















die Familie der p-dimensionalen t-Verteilung mit ν Freiheitsgraden. Wie im univariaten
Fall sind die Tails der multivariaten t-Verteilung sta¨rker besetzt als die der Normalver-
teilung. Die auf der t-Verteilung basierende Maximum-Likelihood-Scha¨tzung gewichtet
stark abweichende Beobachtungen schwa¨cher als die auf der Normalverteilung basierende
Maximum-Likelihood-Scha¨tzung.
Die Maximum-Likelihood-Scha¨tzung fu¨r eine elliptisch symmetrische Verteilung ergibt










(x(i) − t)V −1(x(i) − t))
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, 1 ≤ i ≤ n .
Logarithmiert man die Likelihood-Funktion und maximiert bzgl. V −1 statt V , so ergibt
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−2h′ ((x(i) − t)V −1(x(i) − t))
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(x(i) − t)V −1(x(i) − t))
h ((x(i) − t)V −1(x(i) − t)) · (x
(i)
k − tk)(x(i)l − tl) ,
wobei vkl das (k, l)-te Element der inversen Matrix V −1 bezeichnet und V kl die Matrix ist,
die aus der Matrix V entsteht, indem das (k, l)-te Element gleich Eins gesetzt wird und
die restlichen Elemente der k-ten Zeile und l-ten Spalte gleich Null gesetzt werden. Damit

















(x(i) − t)V −1(x(i) − t))
h ((x(i) − t)V −1(x(i) − t)) ·(x
(i)−t)(x(i)−t) .
Beide partiellen Ableitungen werden anschließend gleich Null gesetzt, wobei als abku¨rzen-
de Schreibweisen
d2i = (x

















(i) − t)(x(i) − t) − V ) = 0 .
Durch Verallgemeinerung dieses Gleichungssystems ergeben sich die M-Scha¨tzer fu¨r mul-













(i) − t)(x(i) − t) − v(d2i )V
)
= 0 (31)
heißen M-Scha¨tzer fu¨r den multivariaten Lageparameter und die Kovarianzmatrix.
Verfahren Korrelation Ausreißer Tuning-Parameter
einfache Korrelation -0,35 keiner
-0,81 (1; 105)
-0,88 (1; 105), (10; 10)
-0,89 (1; 105), (10; 10), (14; 1)
0,01-getrimmt -0,81 (1; 105), (10; 10)
0,05-getrimmt -0,90 (1; 105), (10; 10), (14; 1)
0,01-winsorisiert -0,75 (1; 105), (10; 10)
0,05-winsorisiert -0,90 (1; 105), (10; 10), (14; 1)
Tukey‘s biweight -0,90 (1; 105), (10; 10), (14; 1) 9
(A-Scha¨tzer) -0,91 (1; 105), (10; 10), (14; 1) 6
Andrew‘s wave -0,90 (1; 105), (10; 10), (14; 1) 6,6
(A-Scha¨tzer)
Huber -0,91 (1; 105), (10; 10), (14; 1) 1,5
(A-Scha¨tzer)
Huber -0.89 (1; 105), (10; 10), (14; 1)
(Simultan)
Tabelle 6: Daten zur Korrelation bei verschiedenen M-Scha¨tzern.
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Hieraus ergeben sich die Maximum-Likelihood-Scha¨tzer der p-dimensionalen t-Verteilung





2) , v(d2i ) = 1 ,
wa¨hrend bei den auf Hubers ψ-Funktionen basierenden Scha¨tzern
w1(d) =
{
1 , falls d ≤ a
a
d




2 und v(d2i ) = c
gelten, wobei c ein Korrekturterm fu¨r die asymptotische Erwartungstreue unter der Nor-
malverteilung ist und gema¨ß [16], S. 225 berechnet werden kann.
Das folgende Beispiel liefert anhand eines Testdatensatzes einen ¨Uberblick u¨ber robuste
und “konventionelle“ Korrelationsberechnungen. Die fu¨r dieses Beispiel genutzten Daten
werden in Tabelle 7 im Anhang angegeben. Aus den zuna¨chst 109 Datenpaaren werden
drei Beobachtungswerte als Ausreißer identifiziert und nacheinander eliminiert (Abbildung
19). Die Angaben zur Korrelation in Tabelle 6 zeigen deutlich, dass bei der herko¨mmlichen
Korrelationsberechnung mit den drei Ausreißern der Wert keine Aussage u¨ber eine Bezie-
hung zula¨sst. Die Werte, die sich bei Benutzung der robusten Verfahren ergeben, a¨hneln
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Ausgehend von den allgemeinen Bemerkungen zur Hauptkomponentenanalyse aus Ab-
schnitt 6 werden in der Arbeit von Jackson [10] drei unterschiedliche Methoden kurz vor-
gestellt, die zur Durchfu¨hrung der robusten Hauptkomponentenanalyse verwendet werden
ko¨nnen.
• Eliminiere zuna¨chst Ausreißer aus den Rohdaten und fu¨hre anschließend eine kon-
ventionelle Hauptkomponentenanalyse auf den verbliebenen Daten durch.
• Benutze eine robuste Scha¨tzung der Kovarianz- bzw. Korrelationsmatrix und fu¨hre
eine konventionelle Hauptkomponentenanalyse durch.
• Verwende robuste Scha¨tzungen der Eigenwerte und Eigenvektoren von Kovarianz-
matrizen.
Ein Verfahren zur Bestimmung robuster Hauptkomponenten auf der Grundlage robuster
Scha¨tzungen der Eigenwerte und Eigenvektoren wird in [2] angegeben und soll im Folgen-
den vorgestellt werden. Die Berechnung erfolgt ebenfalls iterativ nach folgender Iterati-
onsvorschrift:
(1) Berechne Startscha¨tzung V fu¨r die Kovarianzmatrix und berechne den ersten Eigen-
vektor u1.
(2) Initialisiere wm ≡ 1.
(3) Bestimme die Hauptkomponenten-Scores ym = u1 xm.












































Als Startwerte werden der Median und (0, 74 · IQR)2 empfohlen.















(6) Berechne den ersten Eigenwert e1 und den zugeho¨rigen Eigenvektor u1 von V .
(7) Wiederhole die Schritte (3) - (6) so lange, bis Konvergenz vorliegt.
Zur Bestimmung der weiteren Hauptkomponenten ui, 2 ≤ i ≤ p, muss man die Daten
auf den Raum orthogonal zu den bisherigen Eigenvektoren u1, . . . , ui−1 projizieren und
anschließend die Schritte (2) bis (7) wiederholen. Als Erweiterung ergibt sich hierfu¨r:
(8) Bilde xi,m = (I − Ui−1Ui−1)xm, wobei Ui−1 = (u1, . . . , ui−1).
Wa¨hle als Startwert fu¨r den ersten Eigenvektor den zweiten Eigenvektor der letzten
Iteration fu¨r den vorherigen Eigenvektor.
(9) Wiederhole die Schritte (2) bis (7) mit xi,m anstelle von xm und bestimme den ersten
Eigenvektor u, der dann ui ist.
Die Schritte (7) bis (9) werden so lange wiederholt, bis alle p Eigenwerte ei und Eigenvek-
toren ui mit entsprechenden Gewichten bestimmt sind.
Schließlich kann eine robuste Scha¨tzung der Kovarianz- bzw. Korrelationsmatrix durch
UEU alternativ zu V gefunden werden, die positiv semidefinit ist. Dabei ist U die Ma-
trix, die sich spaltenweise aus den Eigenvektoren ui zusammensetzt und E eine Diagonal-
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Abbildung 20: 108 von 109 Beobachtungen zweier Variablen und beide Hauptkomponentenachsen.
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Fu¨r den Datensatz aus Tabelle 7 im Anhang mit 109 Beobachtungen (das Daten-
paar (1, 0; 105, 0) wird in der Grafik nicht beru¨cksichtigt) ergibt sich nach Berechnung der
robusten Hauptkomponentenanalyse die Situation wie in Abbildung 20 dargestellt. Das
Verfahren zur robusten Hauptkomponentenanalyse nach Campbell wurde ebenfalls in der
GALA-Software implementiert und kann als Alternative zur gewo¨hnlichen Hauptkompo-
nentenanalyse mittels eines Optionsschalters beim Programmaufruf gewa¨hlt werden.
Anhang
Daten zur Korrelationsberechnung
Nr. Var 1 Var 2 Nr. Var 1 Var 2 Nr. Var 1 Var 2 Nr. Var 1 Var 2
1 6,0 2,0 29 4,0 7,4 57 10,0 0,8 85 14,0 1,0
2 7,0 3,0 30 9,0 1,0 58 4,0 4,5 86 10,0 2,0
3 6,0 3,0 31 6,0 2,0 59 4,0 4,5 87 10,0 3,0
4 3,0 6,0 32 6,0 2,0 60 9,0 1,7 88 9,0 2,0
5 4,0 4,9 33 6,0 4,0 61 2,0 7,0 89 4,0 5,5
6 6,0 4,0 34 10,0 1,0 62 1,0 7,7 90 8,0 1,8
7 5,0 5,0 35 1,0 105,0 63 3,0 6,0 91 2,0 8,0
8 8,0 1,9 36 7,0 1,7 64 4,0 2,0 92 8,0 1,7
9 8,0 1,9 37 6,0 3,0 65 4,0 5,4 93 7,0 5,0
10 7,0 2,1 38 4,0 5,1 66 7,0 2,8 94 3,0 7,9
11 5,0 4,2 39 7,0 3,0 67 4,0 3,7 95 2,0 9,1
12 4,0 4,0 40 2,0 8,6 68 5,0 3,6 96 2,0 7,1
13 2,0 7,2 41 3,0 6,3 69 6,0 2,0 97 6,0 3,3
14 1,0 8,3 42 3,0 6,4 70 10,0 10,0 98 5,0 4,5
15 1,0 10,0 43 3,0 5,5 71 5,0 4,0 99 2,0 6,7
16 2,0 7,0 44 1,0 7,1 72 7,0 3,0 100 5,0 4,6
17 2,0 6,3 45 9,0 1,7 73 10,0 0,8 101 10,0 0,6
18 3,0 7,0 46 5,0 2,0 74 4,0 4,4 102 9,0 1,9
19 5,0 4,0 47 3,0 6,8 75 9,0 3,0 103 3,0 8,1
20 1,0 9,9 48 9,0 1,0 76 8,0 2,0 104 5,0 3,4
21 8,0 1,0 49 8,0 4,0 77 7,0 2,5 105 1,0 10,2
22 8,0 2,0 50 9,0 1,0 78 3,0 3,8 106 1,0 7,7
23 8,0 1,0 51 6,0 2,6 79 8,0 1,7 107 1,0 5,1
24 4,0 4,0 52 5,0 3,5 80 9,0 1,0 108 1,0 7,5
25 7,0 3,0 53 6,0 2,7 81 6,0 3,0 109 3,0 6,4
26 3,0 6,1 54 7,0 3,6 82 5,0 4,0
27 8,0 2,4 55 5,0 3,9 83 8,0 4,0
28 10,0 0,5 56 7,0 3,9 84 7,0 4,0
Tabelle 7: Datensatz (109 Beobachtungen)
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Support-Vektor-Maschinen sind moderne Verfahren, welche in das Gebiet der Ku¨nstlichen
Intelligenz, der Erforschung und Simulation von natu¨rlichem intelligenten Verhalten, ein-
geordnet werden. Sie realisieren Vorga¨nge des Maschinellen Lernens, einem zur Zeit sehr
bedeutenden Teilgebiet der Ku¨nstlichen Intelligenz. Maschinelles Lernen versucht Syste-
me zu entwickeln, die in der Lage sind, durch Benutzung von Eingabeinformationen neues
Wissen zu konstruieren und vorhandenes Wissen zu verbessern. Dieses Forschungsge-
biet findet immer sta¨rkeren Zuspruch, da dadurch beispielsweise sehr aufwa¨ndige Experi-
mente verku¨rzt werden ko¨nnen. Noch vor wenigen Jahrzehnten wurde diese Vorstellung
kritisch betrachtet, weil nicht abzusehen war, dass sich die Rechenleistung von Compu-
tern so rasant entwickeln wu¨rde. Beispiele fu¨r Realisierungen von Maschinellem Lernen
sind Algorithmen zur Handhabung bina¨rer und multipler Klassifikationsaufgaben sowie
zur Umsetzung von Regressionsverfahren.
Support-Vektor-Maschinen sind gekennzeichnet durch die Kombination von linearen Lern-
algorithmen und hochdimensionalen kerninduzierten Abbildungen. Diese Kombination
fu¨hrt auf ma¨chtige nichtlineare Entscheidungsverfahren. Geeignete Algorithmen zur Im-
plementierung ergeben sich aus der statistischen Lerntheorie und der konvexen Optimie-
rungstheorie. Support-Vektor-Maschinen zeichnen sich dadurch aus, dass sie globale Lo¨sun-
97
Klassifikationsalgorithmen fu¨r Daten aus der Pharmaindustrie
Forschungszentrum Ju¨lich
gen erzeugen, was auf dem Gebiet des Maschinellen Lernens nicht selbstversta¨ndlich ist.
Außerdem ist ihre Generalisierungsfa¨higkeit sehr gut, weil sie eine besonders gu¨nstige
Form der Risikominimierung umsetzen. Ihre Anwendungsmo¨glichkeiten in der Praxis sind
sehr vielfa¨ltig. Dazu za¨hlen beispielsweise Bild- und Schrifterkennung, Umsatzprognosen
fu¨r Unternehmen und automatische Textklassifikationen.
Ein wichtiges Ziel des GALA-Projektes besteht in der Untersuchung und Implementie-
rung von Support-Vektor-Maschinen zur bina¨ren Klassifikation. Die folgenden Abschnit-
te setzen sich nach einer allgemeinen Einfu¨hrung mit dem Aufbau von Support-Vektor-
Maschinen fu¨r bina¨re Klassifikationsaufgaben sowie mit den dafu¨r notwendigen mathe-
matischen Theorien auseinander. Ausgehend von diesen Betrachtungen werden Algorith-
men zur Umsetzung von Support-Vektor-Maschinen vorgestellt. Diese werden innerhalb
des Projektes implementiert, fu¨r die speziellen Fragestellungen optimiert und zur Untersu-
chung aktueller Datensa¨tze verwendet.
2 ¨Uberwachtes Lernen
Die leistungsfa¨higen Computer der heutigen Zeit sollen sehr komplexe Aufgaben lo¨sen.
Dabei sorgen Algorithmen dafu¨r, dass genau festgelegt wird, wie ein bestimmtes Ergebnis
durch die einfließenden Informationen entstehen soll. Doch es gibt immer mehr Aufgaben,
bei denen dieser Zusammenhang zwar besteht, jedoch nicht sofort durch einen Algorith-
mus formuliert werden kann. Er muss zuerst erkannt oder erlernt werden. Mit Aufgaben
dieser Art bescha¨ftigen sich Verfahren des u¨berwachten Lernens, die man in das Gebiet
des Maschinellen Lernens einordnet. Maschinelles Lernen umfasst drei unterschiedliche
Methoden:
(1) ¨Uberwachtes Lernen (supervised learning) gibt eine bestimmte Menge von Beispie-
len vor, die einen funktionalen Zusammenhang widerspiegeln. Auf deren Grundlage
soll eine Eingabe-Ausgabe-Beziehung erlernt werden.
(2) Unu¨berwachtes Lernen (unsupervised learing) versucht, eine bestimmte Struktur in
gegebenen Daten zu erkennen. Im Unterschied zu u¨berwachtem Lernen gibt es keine
vorgegebenen Ausgabewerte, nur der Aufbau der Eingabedaten soll nachvollzogen
werden.
(3) Versta¨rkungslernen (reinforcement learning) findet Anwendung in der Spieltheorie.
Ein Agent soll in Experimenten gute Handlungen erlernen, indem er fu¨r Erfolge
belohnt und fu¨r Misserfolge bestraft wird.
Die in diesem Abschnitt betrachtete Methode soll die des u¨berwachten Lernens sein.
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2.1 Einordnung und Definitionen
Zwischen 1955 und 1957 wurde von Allen Newell und Herbert Alexander Simon der Logic
Theorist entwickelt, ein Programm, das von vielen als erste Form Ku¨nstlicher Intelligenz
u¨berhaupt betrachtet wird [20]. Der Logic Theorist stellte Entscheidungsprobleme in ei-
nem dafu¨r generierten Baum dar und verfolgte dann gema¨ß der erlernten Vorschrift immer
denjenigen Ast, der zur Lo¨sung des Problems fu¨hrte. Im Jahr 1956 entwarf Frank Ro-
senblatt ein Modell, welches ebenfalls einen u¨berwachten Lernprozess durchlaufen konnte
[5]. Sein Perceptron lo¨ste bina¨re Klassifikationsprobleme, indem es Parameter erlernte,
mit denen die Eingabewerte gewichtet wurden, bevor man sie summierte. Dieses Modell
wurde mehr als zwanzig Jahre spa¨ter mit dem Begriff des neuronalen Netzes identifiziert.
Die Theorie der neuronalen Netze begann sich rasant ab 1986 zu entwickeln. Das Jahr der
Entstehung von Support-Vektor-Maschinen wird auf etwa 1992 datiert. Dabei wurden zwei
Ideen aus den sechziger Jahren kombiniert – die implizite Berechnung von Skalarproduk-
ten zwischen transformierten Daten u¨ber Funktionen im Eingaberaum sowie die Theorie
der optimal trennenden Hyperebene [33]. Diese ließen ein Verfahren vo¨llig neuer Form
entstehen.
Lernalgorithmen fu¨r u¨berwachtes Lernen haben die Aufgabe, sogenannte Hypothesenfunk-
tionen zu entwickeln und ko¨nnen auf eine Vielzahl von Problemen angewandt werden. Je
nach Struktur der Ausgabewerte, die eine solche Funktion liefert, kann man die Algorith-
men in drei Gruppen einteilen:
(1) Ausgabewerte aus {−1, 1} → bina¨re Klassifikationsprobleme,
(2) Ausgabewerte aus endlich vielen Zahlen → multiple Klassifikationsprobleme,
(3) Ausgabewerte aus den reellen Zahlen → Regressionsprobleme.
Die Wahl eines bestimmten Modells ist also von den zur Verfu¨gung stehenden Daten
abha¨ngig. Innerhalb des Projektes werden im Allgemeinen bina¨re Klassifikationsprobleme
definiert, untersucht und gelo¨st. Die Erweiterung der Lo¨sungskonzepte bis hin zur Regres-
sion ist mo¨glich und wird in der Literatur ausfu¨hrlich erla¨utert. Zu multiplen Klassifika-
tionsaufgaben siehe zum Beispiel [13], Regression wird unter anderem in [32], Kapitel 9
vorgestellt. Die drei schon erwa¨hnten Modelle - Entscheidungsba¨ume, neuronale Netze
und Support-Vektor-Maschinen - sind fu¨r bina¨re Klassifikationen anwendbar. Sie alle im-
plementieren u¨berwachtes Lernen. Das folgende kleine Beispiel zur Textklassifikation soll
kurz verdeutlichen, warum man Algorithmen braucht, welche diese Form der Ku¨nstlichen
Intelligenz umsetzen.
Jeder fu¨r eine Sammlung wissenschaftlicher Arbeiten eintreffende Text soll auf Eignung
fu¨r die Aufnahme in die Datenbank u¨berpru¨ft werden. Das kann unter Umsta¨nden sehr
zeitaufwa¨ndig sein. Kann man aber einen Algorithmus entwickeln, der anhand bestimm-
ter Wortkombinationen ungeeignete Texte sofort ablehnt oder bei Auftreten bestimmter
Schlu¨sselworte eine weitere Pru¨fung empfiehlt, spart man sich viel Arbeit. Dazu beno¨tigt
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man eine repra¨sentative Sammlung aufgenommener sowie abgelehnter Texte. Diese stellt
man einem Lernalgorithmus zur Verfu¨gung, der dann eine Hypothese entwickelt, mit der
alle Texte, die in Zukunft eintreffen, bewertet werden.
Mit X ⊆ Rn (n ∈ N) wird im Folgenden immer der Raum der Eingabevektoren bezeich-
net. Wir suchen ein Verfahren, welches Vektoren aus X genau einer der beiden Klassen 1
und −1 zuordnet. Wir sprechen dabei auch von positiver und negativer Klasse. Das tra¨gt
der Tatsache Rechnung, dass man oft gewisse gute und schlechte Daten identifizieren und




schlecht“ gemeint ist, ha¨ngt immer vom vorgege-
benen Problem ab. Ein fu¨r die Medizin typisches Klassifikationsproblem bescha¨ftigt sich
beispielsweise mit der Frage, ob bestimmte Medikamente oder Substanzen einer erkrank-
ten Person helfen ko¨nnen oder nicht.
Fu¨r einen Eingabevektor x aus X sei y ∈ {−1, 1} der vorgegebene Ausgabewert. Dann
heißt (x, y) Eingabe-Ausgabe-Paar fu¨r bina¨re Klassifikationsaufgaben. Solche Eingabe-
Ausgabe-Paare bilden die praktische Grundlage eines lernenden Systems und beeinflussen
neben dem gewa¨hlten Modell die Gu¨te einer erlernten Funktionalita¨t. Sie sollten mo¨glichst
zahlreich vorhanden, repra¨sentativ und fehlerfrei sein.
Sei l ∈ N. Ein l-Tupel von Eingabe-Ausgabe-Paaren {(x1, y1), ..., (xl, yl)} wird im Fol-
genden als Datensatz Sl bezeichnet. Wird Sl zum Erlernen einer Funktion benutzt, spricht
man vom sogenannten Trainingsdatensatz; die l Datenpaare bezeichnet man dann auch als
Trainings- oder Lernpaare. Wird Sl jedoch dazu benutzt, fu¨r eine feste Funktion zu zeigen,
dass diese sinnvolle Ergebnisse produziert, spricht man vom Testdatensatz. Ein Datensatz
wird nur mit S bezeichnet, falls dessen Gro¨ße variiert.
¨Uberwachte Lernvorga¨nge setzen die Existenz von Trainings- und Testdaten voraus, die
voneinander verschieden sein sollten. Der Grund dafu¨r ist, dass jeder Test von Lernalgo-
rithmen unabha¨ngig vom Lernvorgang sein muss. In der Praxis wird der Trainingsdatensatz
zusa¨tzlich gesplittet, damit Teile der Trainingsdaten der Anpassung wichtiger Modellpara-
meter dienen ko¨nnen. Die Details dazu werden spa¨ter beschrieben. Die Menge der Funk-
tionen, welche einem Lernalgorithmus als Kandidaten zur Auswahl stehen, wird Raum der
ZielfunktionenH genannt.
Die Wahl eines geeigneten Raumes H fu¨r Lernalgorithmen ist nicht trivial. Er darf nicht
zu klein sein, denn sonst gibt es keine Funktion in H, die in der Lage ist, komplizierte
Zusammenha¨nge darzustellen. Wenn er aber zu reichhaltig ist, dauert die Suche zu lange
oder es entsteht ¨Uberanpassung. Als u¨berangepasstes Modell bezeichnen wir eine Trenn-
funktion, die auf den Trainingsdaten eine hervorragende Performance zeigt, jedoch auf
neuen Testdaten versagt. ¨Uberanpassung ist ein großes Problem innerhalb des u¨berwach-
ten Lernens. Besteht H aus affin-linearen Funktionen, wie beispielsweise bei der linearen
Regression, ist es unmo¨glich, nichtlineare Abha¨ngigkeiten zwischen Eingaben und Ausga-
ben darzustellen. Oft hat man es mit Daten zu tun, die experimentell ermittelt wurden. Sie
ko¨nnen fehlerhaft und unvollsta¨ndig sein. Es kann auch vorkommen, dass der funktiona-
le Zusammenhang nicht eindeutig ist oder nicht existiert, beispielsweise wenn Variablen
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untersucht worden sind, die mit der Klasseneinteilung nichts zu tun haben. Dann wird
es umso schwerer, gute Modelle zu produzieren. Es gibt aber Ansa¨tze, die genau solche
Probleme auffangen und unter abgeschwa¨chten Bedingungen lernen. Derartige Methoden
werden wir im Zusammenhang mit Support-Vektor-Maschinen im Abschnitt 3 vorstellen.
In den na¨chsten vier Abschnitten werden Modelle fu¨r die Implementierung u¨berwachter
Lernvorga¨nge vorgestellt. Mit diesen wurden in den letzten Jahren und Jahrzehnten dau-
erhaft gute Ergebnisse fu¨r bina¨re Klassifikationsaufgaben erzielt und sie sind in der Praxis
weit verbreitet. Fu¨r Klassifikationsaufgaben innerhalb des Projektes ist unter anderem das
ma¨chtige Verfahren der Support-Vektor-Maschinen gewa¨hlt worden. Die Gru¨nde dafu¨r
werden im Anschluss motiviert, eine detaillierte Beschreibung folgt im Abschnitt 3.
2.2 Lineare Klassifikationsalgorithmen
Lineare Verfahren fu¨r bina¨re Klassifikationsaufgaben definieren einen sehr einfachen Raum
der ZielfunktionenH. Dieser entha¨lt nur Funktionen der Form
flin(x) = 〈w,x〉2 + b =
n∑
k=1
wkxk + b (x ∈ X) , (1)
wobei w ∈ Rn und b ∈ R zuna¨chst unbekannt sind und vom Lernalgorithmus mit Hilfe der
Lernpaare bestimmt werden sollen. Einem beliebigen Eingabevektor x aus dem Raum X
kann dann mittels (1) ein Funktionswert zugeordnet werden. Die Zielfunktion f lin ist reell,
also flin : X → R. Wie entsteht daraus eine bina¨re Klassifikation? Ein oft angewendetes
Verfahren wird jetzt definiert, zuna¨chst folgt noch ein technisches Detail.
In diesem Bericht wird ausschließlich die abgewandelte Signumfunktion
sgn(t) :=
{
1 falls t ≥ 0
−1 sonst (t ∈ R)
verwendet.
Im Folgenden wird unter einer linearen Entscheidungsvorschrift hlin(·) die Hintereinander-
ausfu¨hrung einer linearen Zielfunktion flin und der Signumfunktion verstanden, formal:
hlin(·) := sgn(flin(·)) .
Eine lineare Entscheidungsvorschrift ordnet x = (x1, ..., xn) ∈ X der Klasse 1 zu, falls
flin(x) ≥ 0 gilt, anderenfalls wird angenommen, x geho¨rte in die Klasse −1. Die Hy-
perebene flin ≡ 0 teilt den Raum X in zwei Teile. Man hofft, dass dadurch auch die
zwei Klassen gut getrennt sind. ¨Uberpru¨fen kann man das allerdings nur fu¨r vorhandene
Eingabe-Ausgabe-Paare.
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Die Datenpaare eines Trainingsdatensatzes heißen linear separabel (linear trennbar), falls
eine lineare Entscheidungsvorschrift existiert, welche alle diese Paare der richtigen Klasse
zuordnet, also falls hlin(xi) = yi fu¨r alle i = 1, ..., l gilt. Man sagt auch, es existiert eine
trennende Hyperebene fu¨r diese Datenpunkte.
Sei (xi, yi) ein Trainingspaar. Als funktionalen Abstand dieses Paares bezu¨glich einer
trennenden Hyperebene flin ≡ 0 mit Parametern w und b bezeichnet man den Wert
γi := yi(〈w,xi〉2 + b) = yi · flin(xi) . (2)
Fu¨r alle Lernpaare eines Trainingsdatensatzes gilt γi ∈ R (i = 1, ..., l). Falls γi > 0, so gilt
sgn(flin(x
i)) = yi und die Funktion flin hat die Eingabe xi richtig klassifiziert. Im Falle
γi = 0 ist yi zu pru¨fen.
Abbildung 1 zeigt einen Punkt, der durch eine erlernte Funktion f nicht korrekt klassifiziert






Abbildung 1: Lage eines Punktes mit negativem funktionalen Abstand γ.








kann man auch hier fu¨r alle Lernbeispiele die funktionalen Absta¨nde berechnen. In diesem
Fall werden sie als geometrische Absta¨nde γgi (i = 1, ..., l) bezeichnet.
Als (funktionale) Marge oder auch Trenngu¨te γ einer Hyperebene bezu¨glich eines Trai-
ningsdatensatzes Sl bezeichnet man das Minimum aller funktionalen Absta¨nde γi, 1 ≤
i ≤ l. Analog dazu ist die geometrische Marge oder auch geometrische Trenngu¨te γg
einer Hyperebene bezu¨glich Sl definiert als das Minimum aller geometrischen Absta¨nde
γgi , 1 ≤ i ≤ l.
Wie man sieht, ist die Marge als Begriff nur dann sinnvoll, wenn alle Punkte richtig klassifi-
ziert wurden. Dann ist sie positiv, und alle geometrischen Absta¨nde ko¨nnen als Euklidische
Distanzen zwischen Punkten und Hyperebene interpretiert werden.
Es ist mo¨glich, dass man es mit Trainingsdaten zu tun hat, die nicht linear separabel sind.
Man sucht dann intuitiv die bestmo¨gliche Lo¨sung, bei der so wenige Trainingspunkte wie
mo¨glich falsch zugeordnet werden. Auskunft u¨ber die Gu¨te der Zuordnungen geben soge-
nannte Schlupfvariablen (slack variables). Man gibt sich eine gewu¨nschte Marge γ > 0
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vor und berechnet, wie stark diese von den funktionalen Absta¨nden der Trainingspunkte
verfehlt wird.
Sei i ∈ {1, ..., l}. Die Variable ξi, die definiert ist als
ξi := max {0, γ − yi(〈w,xi〉2 + b)}
mit vorgegebenem γ > 0, nennt man Schlupfvariable des Lernpaares (xi, yi).
Falls ξi = 0 gilt, liegt der i-te Punkt des Trainingsdatensatzes weit genug von der Hyper-
ebene entfernt, andernfalls erfu¨llt er die Bedingung nicht. Falls dann zusa¨tzlich ξi > γ gilt,
ist der i-te Eingabevektor falsch klassifiziert worden. Im Bereich ξi ∈ (0, γ) liegen Punkte,
die zwar richtig zugeordnet wurden, sich aber zu nah an der Hyperebene befinden.
Man beachte, dass wa¨hrend der Trainingsphase meist nur wenige Vertreter einer Gesamt-
heit von mo¨glichen Punkten zur Verfu¨gung stehen. Die trennende Hyperebene, die auch zur
Theorie der Support-Vektor-Maschinen genutzt wird, stellt nur eine Annahme der Klassen-
aufteilung dar. Falsche Klassifikationen innerhalb eines Testdatensatzes durch ein lineares
Modell ko¨nnen verschiedene Ursachen haben:
• Die Funktionalita¨t ist nichtlinear, das Modell ist ungeeignet.
• Es gibt zu wenig Trainingsdaten, um die Klassen gut zu trennen.
• Die Klassen lassen sich auch mit vielen Daten nicht gut voneinander trennen, bei-
spielsweise wenn die Daten stark verrauscht sind.
• Die eingefu¨hrten Variablen sind nicht fu¨r die beobachtete Klasseneinteilung der Trai-
ningsdaten verantwortlich.
• Die Zuordnung der Trainingsdaten zu Klassen entspricht nicht der Realita¨t. Beispiel:
Wird an Testpersonen untersucht, ob ein bestimmter Wirkstoff Schmerzen lindert,
ko¨nnen diese bei der Beurteilung dem Placebo- oder dem Nocebo-Effekt unterliegen
und das Ergebnis stark verfa¨lschen. Der Nocebo-Effekt ist das Gegenstu¨ck zum be-
kannten Placebo-Effekt. Es kommt oft vor, dass in Erwartung eines wirkungslosen
oder scha¨digenden Medikaments auch nachweisbar wirksame, vertra¨gliche Medika-
mente ihre Wirkung ganz oder teilweise einbu¨ßen und andere Beschwerden auslo¨sen.
Support-Vektor-Maschinen sowie die ersten einfachen Modelle neuronaler Netze basieren
auf linearen Klassifikationsalgorithmen. Informationen zu den Erweiterungen, die dann zu
diesen Verfahren fu¨hrten, folgen spa¨ter.
2.3 Entscheidungsba¨ume
Lernalgorithmen auf Basis von Entscheidungsba¨umen sind einfach, erfolgreich und leicht
zu implementieren. Sie waren die ersten Verfahren fu¨r die Umsetzung von Klassifikations-
aufgaben mittels Computern. Abbildung 2 zeigt einen einfachen Entscheidungsbaum und
soll den prinzipiellen Aufbau verdeutlichen.
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y = max {−3,min {3, x}} (x ∈ R)
berechnet werden. Alle Knoten in einem Baum, hier sind es zwei, entsprechen einem Test.
Je nach Ergebnis des Tests muss einer der mo¨glichen Wege eingeschlagen werden. In
diesem Beispiel gibt es immer nur zwei Wege, es ko¨nnen aber auch mehr sein. Jedes Blatt
des Baumes stellt eine Entscheidung des Problems dar, das heißt, sobald ein Blatt erreicht
wird, ist das Ausgangsproblem gelo¨st.
Hat ein Entscheidungsbaum seine endgu¨ltige Form schon angenommen, ist es nicht schwer,
neue Daten zu klassifizieren. Man startet in der Wurzel und sucht den passenden Pfad. Da-
bei kann man immer einen solchen finden, da bei jedem Test alle mo¨glichen Ergebnisse
abgedeckt sein mu¨ssen. Handelt es sich zum Beispiel um den Test, welche Werte eine Va-
riable annimmt, darf man nicht auf Alternativen kleiner eins oder gro¨ßer eins testen, wenn
es vorkommen kann, dass diese auch gelegentlich genau eins ist. Das muss bei Generie-
rung jedes Baumes beachtet werden. Aber auch als Anwender eines festen Baumes kann
man beispielsweise keine reellen Zahlen verwenden, wenn einer der Tests nur ganzzahlige
Werte verarbeiten kann.
Bisher wurde nur von Ba¨umen mit fester Struktur gesprochen, die fu¨r ein bestimmtes Pro-
blem angepasst wurden. Aber wie generiert man einen solchen Baum? Wie schon be-
schrieben, stehen dafu¨r die Eingabe-Ausgabe-Paare zur Verfu¨gung. Aufgrund der Verzwei-
gungen eines Baumes kann die Anzahl der Variablen in den Daten jedoch nichts daru¨ber
aussagen, wieviele Tests in einem Baum auftreten. Man weiß nur, dass an jedem Blatt
einer der mo¨glichen Ausgabewerte stehen muss, hier sind es zwei mo¨gliche. Zuna¨chst
versucht man, einen Baum zu finden, sodass dieser fu¨r alle Paare des Trainingsdatensat-
zes bei erneuter Klassifikation die vorgegebenen Ausgabewerte liefert. Diese Aufgabe ist
trivial. Man konstruiert einen Baum, der fu¨r jedes Paar einen Pfad zu einem Blatt mit
dem gewu¨nschten Ausgabewert besitzt. Dieser Entscheidungsbaum kann sehr aufgebla¨ht
sein. Außerdem ist intuitiv klar, dass er zu schlechten Ergebnissen fu¨hren kann. Dazu sei
auf sogenannte u¨bertrainierte Algorithmen verwiesen. Wie hier, ko¨nnen sich solche im
Extremfall nur die Trainingsdaten
”
merken“. Von Ku¨nstlicher Intelligenz kann dann nicht
mehr gesprochen werden. Daher sollte man zusa¨tzlich versuchen, einen Baum aufzubauen,
der eine Vielzahl von mo¨glichen Fa¨llen pra¨gnant beschreiben kann, also bestimmte Varia-
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blen auswa¨hlt, fu¨r die die oben erwa¨hnten Tests durchgefu¨hrt werden sollen. Dabei muss
man unter Umsta¨nden Fehler beim Training in Kauf nehmen.
Der auf Seite 105 angegebene Algorithmus verdeutlicht, wie man einen ersten sinnvollen
Entscheidungsbaum generiert.
1. S seien die aktuell betrachteten Lernpaare,
Vaktuell die aktuelle Menge der Variablen und
daktuell der zu verwendende Vorgabewert.
2. S entha¨lt keine Daten → Gib daktuell zuru¨ck, STOP.
Alle yi fu¨r Paare in S haben den gleichen Wert y → Gib y zuru¨ck, STOP.
Vaktuell = ∅ → Gib den Ausgabewert zuru¨ck, der in S am
ha¨ufigsten auftritt (Mehrheitsprinzip), STOP.
3. Bestimme varaktuell, die wichtigste Variable aus Vaktuell.
Benutze dafu¨r S.
Lege eine neue Wurzel mit Test auf varaktuell an.
4. Bestimme alle κ unterschiedlichen Werte vk von varaktuell in S.
5. Fu¨hre 6. fu¨r alle k = 1, ..., κ parallel und unabha¨ngig aus.
6. Sk bestehe nur aus den Lernpaaren (xi, yi) von S mit varaktuell(xi) = vk,
Vaktuell = Vaktuell{varaktuell}.
Ha¨nge einen Zweig mit Ausgabewert vk an den Baum.
Bestimme den aktuellen Teilbaum k an Wurzel varaktuell durch Start
bei 1. mit Sk, Vaktuell und dem Vorgabewert d∗aktuell als der
Ausgabe, die in Sk die Mehrheit hat.
Tabelle 1: Basisalgorithmus zur Generierung eines Entscheidungsbaumes.
Der Algorithmus startet mit dem l-Tupel
Sl =
{
(x1, y1), ..., (x
l, yl)
}
von Lernpaaren, der Menge V := {vari, i = 1, ..., n} aller Variablen sowie einem Vor-
gabewert d aus {−1, 1} fu¨r die Entscheidung. Man beginne in Schritt 1. und arbeite al-
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le weiteren Schritte ab. Die im dritten Schritt angegebene Bestimmung der sogenannten
wichtigsten Variablen wurde noch nicht erkla¨rt, es sollte immer die
”
beste“ der noch freien
Variablen sein. Die Auswahl wichtiger Variablen als Wurzeln aller Teilba¨ume sowie die
Suche einer geeigneten Variablen als Wurzel des gesamten Baumes werden vorgenommen,
um die Tiefe des Baumes zu minimieren. Man versucht Variablen zu bestimmen, welche
die Klassentrennung besonders gut erkla¨ren. Eine perfekte Variable wu¨rde also alle Trai-
ningsdaten schon richtig trennen. Eine sehr schlechte Variable dagegen tra¨gt zu keiner
Verkleinerung des Problems bei. Aber wie kann man diese Wichtigkeit messen und ord-
nen? Dazu sollte man sich ein sinnvolles Maß definieren. Die beste Variable sollte dieses
Maß maximieren, die schlechteste minimieren. Ein denkbares Maß kann zum Beispiel der
erwartete Informationsgewinn sein, den man von einer Variablen und ihren Realisierungen
erwarten kann. Als Vorschlag fu¨r die Suche nach guten Variablen wird im Folgenden [31]
zitiert. Alle bisher benutzten Symbole gelten auch weiterhin.














Die Funktionen I und R seien definiert als
I(a, b) := −a log2(a)− b log2(b)





















Dabei haben die Symbole folgende Bedeutungen:
• S+ (S−) ist die Anzahl der Paare in S mit y = 1 (y = −1) und
• S+k (S−k ) ist die Anzahl der Paare in Sk mit y = 1 (y = −1) .
Man beachte, dass ein Tupel Sk immer von der gewa¨hlten Variablen und deren Realisierun-
gen auf den an dieser Stelle betrachteten Lernpaaren abha¨ngig ist, siehe dazu die Schritte
4. und 5. im Algorithmus.
Welchen Hintergrund haben I , R und G? Man stelle sich einen Punkt vor, den man klas-
sifizieren will. Welche Informationen beno¨tigt man fu¨r eine korrekte Antwort? Vor den
Tests kann man nur Scha¨tzer fu¨r die Wahrscheinlichkeiten, in eine bestimmte Klasse zu
fallen, angeben. Diese bauen auf den Trainingsdaten auf und sind einfach die relativen
Ha¨ufigkeiten positiver und negativer Punkte, denn weitere Informationen sind zu diesem
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Zeitpunkt nicht verfu¨gbar. Betrachtet man dann eine Variable varaktuell, kann diese nur
einen Teil der beno¨tigten Informationen liefern, denn es wird angenommen, dass perfekte
Variablen nicht vorkommen. Die genaue Ho¨he der durch varaktuell zur Verfu¨gung gestellten
Informationen bestimmt man als Differenz der Informationen, welche vor und nach dem
Test fu¨r eine korrekte Klassifikation beno¨tigt werden und nennt diese G wie Gewinn. Dazu
berechnet die Funktion R, wieviel Information im Durchschnitt nach einem Test auf eine
bestimmte Variable fu¨r eine korrekte Klassifikation vorhanden sein muss. R steht fu¨r Rest
und stellt die Summe der Informationen eines jeden Zweiges gewichtet mit dem Anteil
der Lernpaare, die vom Testknoten aus diesen Zweig besuchen, dar. Eine besonders gute
Variable zeichnet sich durch einen hohen Gewinn aus.
Ist ein Entscheidungsbaum generiert, kann man diesen Baum auch noch sinnvoll verklei-
nern. Um wie schon erwa¨hnt nicht alle Variablen in die Entscheidung einzubauen, entfernt
man diejenigen, die als irrelevant erkannt werden ko¨nnen. So kann man auch vermeiden,
einen zu stark an die Trainingsdaten angepassten Baum zu erhalten. Dieses sogenannte
Beschneiden (pruning) ist beispielsweise in der Software C4.5 umgesetzt. Zu den Details
lese man in [31] oder in [30] nach. Dabei werden nur Teilba¨ume abgeschnitten, die Grund-
struktur des Baumes wird nicht vera¨ndert.
Wie man im vierten Schritt des Basisalgorithmus erkennen kann, wird zuna¨chst davon
ausgegangen, dass die Realisierungen aller Variablen nur eine bestimmte u¨berschaubare
Anzahl von Werten annehmen. In der Realita¨t gibt es aber viele Experimente, in denen
Variablen fu¨r jede Messung eine andere reelle Zahl annehmen. Um derartige Daten mit
Entscheidungsba¨umen bearbeiten zu ko¨nnen, muss der Basisalgorithmus gea¨ndert werden.
Realisierungen stetiger Variablen kann man beispielsweise in sinnvolle Gruppen zusam-
menfassen [31] und somit diskretisieren.
2.4 Neuronale Netze
Neuronen sind Zellen, die elektrische Signale im menschlichen Gehirn verarbeiten. Die-
se Strukturen der Biologie wurden in die Informatik u¨bernommen. Die Neuroinformatik
rechtfertigt dieses Vorgehen damit, dass das Gehirn des Menschen das einzige existie-
rende lernende intelligente System ist und deshalb intelligente Systeme des maschinellen
Lernens nur analog zum Gehirn funktionieren ko¨nnen. Neuronen, mit denen man es bei
Lernalgorithmen zu tun hat, sind informationsverarbeitende Einheiten.
Nach der allgemeinsten Definition sind neuronale Netze gerichtete Graphen von Neuro-
nen. Die Kanten solcher Graphen stellen gewichtete Verbindungen zwischen Ausgaben
eines Neurons und Eingaben eines anderen dar. Lernalgorithmen auf dieser Grundlage
versuchen, diese Gewichte sinnvoll anzupassen. Neuronen eines Netzes sind immer in
mindestens zwei Schichten angeordnet. Man unterscheidet Eingabeneuronen zur Signal-
aufnahme, Ausgabeneuronen zur Signalabgabe und Zwischenneuronen zur Signalu¨bertra-
gung. Letztere liegen in sogenannten verborgenen Schichten und sind nicht an den Ein-
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und Ausgaben des Modells beteiligt. Je nach Richtung der Signalu¨bertragungen werden
zwei Gruppen von Netzen unterschieden:
• Ru¨ckgekoppelte neuronale Netze (feedback neural networks) und
• Vorwa¨rtsgerichtete neuronale Netze (feedforward neural networks).
Die meisten Vertreter der zweiten Gruppe sind sogenannte mehrschichtige Netze (multi
layer networks), bei denen es keine Verbindungen innerhalb der Schichten gibt. Neuro-
nale Netze fu¨r bina¨re Klassifikation ko¨nnen mehrschichtig sein, mu¨ssen aber genau zwei
Ausgabewerte zur Verfu¨gung stellen. Die Begriffe neuronales Netz und Perceptron wer-
den teilweise im gleichen Kontext verwendet, siehe dazu die Ausfu¨hrungen in [10]. Im
Allgemeinen gelten Perceptrons jedoch als diejenigen Netze, die keine Zwischenschichten
besitzen. So wird es in [31] erkla¨rt und auch hier verwendet.
Was geschieht mit den Eingabewerten in den Zwischenschichten? In jedem Neuron wer-
den die eintreffenden gewichteten Eingabedaten summiert. Danach wird diese Summe zur
Auswertung einer nichtlinearen Komponente, der sogenannten Aktivierungsfunktion a, be-
nutzt. Der so berechnete Wert verla¨sst das Neuron als Ausgabe. Ein Netz mit fester Struk-
tur kann im Gegensatz zu einem Baum durch Variierung der Funktion a unterschiedliche
Ergebnisse liefern, innerhalb eines Netzes ist diese dann aber fu¨r alle Neuronen bindend.
Oft verwendete Aktivierungsfunktionen sind
a(t) =
{
1 falls t ≥ c (c konstant)
−1 sonst und a(t) =
1
1− e−t .




Abbildung 3: Graphische Darstellung eines Perceptrons.
Die vier Knoten im unteren Teil der Abbildung bedeuten, dass immer genau vier Variablen
in den Algorithmus eingehen sollen. Im oberen Teil wird die berechnete Klasse ausge-
geben. Jedes Element einer Eingabe x ∈ X soll in genau ein Eingabeneuron eingehen.
Im einfachen Fall des Perceptrons wird der Trainingsdatensatz dazu verwendet, Gewichte
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wj ∈ R (j = 1, ..., n) und eine Konstante b ∈ R zu bestimmen, die zu einer Hypothesen-
funktion
h(x) = sgn(〈w,x〉2 + b)
fu¨hren.
Anfang der sechziger Jahre des letzten Jahrhunderts wurde untersucht, wie man alle
wj (1 ≤ j ≤ n)
simultan bestimmen ko¨nnte. Frank Rosenblatt schlug den in Tabelle 2 angegebenen Algo-
rithmus vor. Gegeben sei dafu¨r Sl sowie ein η ∈ R+. η ist ein Modellparameter und wird
Lernrate genannt. Das Verfahren bestimmt iterativ den Vektor w sowie die Konstante b.
1. w0 = 0, b0 = 0, k = 0, R = max
1≤i≤l
‖xi‖
2. i = 1, err = 0
3. Falls yi · (〈wk,xi〉2 + bk) ≤ 0, dann gehe zu 4.,
sonst gehe zu 6.
4. wk+1 = wk + ηyixi, bk+1 = bk + ηyiR2
5. err = 1, k = k + 1
6. i = i + 1, falls i ≤ l gehe zu 3., sonst gehe zu 7.
7. Falls err = 1 gehe zu 2., sonst STOP.
Tabelle 2: Lernen im Perceptron.
Die Struktur des so generierten Perceptrons reicht nicht aus, um komplizierte Zusam-
menha¨nge zu erlernen, zum Beispiel um Punkte zu trennen, die nicht linear trennbar sind.
Deshalb wendet man sich den schon erwa¨hnten mehrstufigen Netzen zu. In Abbildung 4
ist ein zweischichtiges neuronales Netz (two layer feedforward network) dargestellt.
Eingabeneuronen werden bei Angabe der Schichten im Allgemeinen nicht geza¨hlt, denn sie
verarbeiten keine Daten. Sowohl die Struktur als auch die Aktivierungsfunktion sollten zu
Beginn des Trainings fest gewa¨hlt sein. Damit besteht die Aufgabe eines Lernalgorithmus
auf Grundlage eines neuronalen Netzes nur in der Anpassung der Gewichte. Aber wer
bestimmt diese Struktur? Die Bestimmung der Zahl der Neuronen und deren Anordnung
in Schichten ist nicht einfach. Dazu gibt es zwei praktische Ansa¨tze:
• Man startet mit einem sehr aufgebla¨hten Netz und verkleinert es iterativ.
• Man startet mit einem sehr einfachen Netz und vergro¨ßert es iterativ.
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Abbildung 4: Zweischichtiges neuronales Netz.
Beim zweiten Ansatz kann man im Extremfall mit nur einem Neuron starten und von dort
aus ein Netz aufbauen. Diese Vorgehensweise a¨hnelt dem vorgestellten Algorithmus zur
Generierung eines Entscheidungsbaumes. Nach der Festlegung der Struktur agiert der ei-
gentliche Lernalgorithmus. Der bekannteste Algorithmus zum Trainieren mehrschichtiger
Netze wird zum Abschluss kurz vorgestellt.
Die Methode des back propagation (Ru¨ckwa¨rts-Weitergabe) [31] wurde schon im Jahre
1969 entwickelt. Aufgrund zu schwacher Rechenleistung der damaligen Computer wurde
sie jedoch abgelehnt und nicht genutzt. Ab dem Jahr 1986 erhielt der Algorithmus versta¨rkt
Zuspruch. Zu dieser Zeit waren die Rechenkapazita¨ten soweit gestiegen, dass diese rechen-
intensive Methode gute Ergebnisse liefern konnte. Der Lernalgorithmus sucht das globale
Minimum einer Fehlerfunktion auf den Trainingsdaten mittels Gradientenverfahren [9].
Begonnen wird dabei mit Startgewichten. Auch bei dieser Methode wird der Modellpa-
rameter η ∈ R+ fu¨r die Aktualisierungen beno¨tigt und muss je nach Problem vorgegeben
werden. Es wird sich zeigen, dass dieser Nachteil der Parameterwahl fu¨r neuronale Netze
auch bei den Support-Vektor-Maschinen erhalten bleibt. Oft wird die Tatsache bema¨ngelt,
dass Lo¨sungen des Gradientenverfahrens nur lokale Minima liefern und man das Trai-
ning mehrmals mit unterschiedlichen Startparametern durchfu¨hren muss. Dieses Problem
ko¨nnen Support-Vektor-Maschinen gezielt umgehen, mehr dazu folgt in Abschnitt 3.
Im Allgemeinen gelten neuronale Netze als black boxes, das bedeutet, im Gegensatz zu
Entscheidungsba¨umen erha¨lt man keine Informationen daru¨ber, wie die Eingaben auszuse-
hen haben, um einen gewu¨nschten Ausgabewert zu generieren.
2.5 Klassifikation mit Support-Vektor-Maschinen
An dieser Stelle soll kurz der Abschnitt 3 motiviert werden. Support-Vektor-Maschinen
sind Lernalgorithmen fu¨r große Datenmengen, mit denen sich komplizierte Zusammenha¨n-
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ge trainieren lassen. Sie wa¨hlen eine Zielfunktion aus linearen Abbildungen, da diese sehr
gut handhabbar sind. Um Nichtlinearita¨t zu ermo¨glichen, wird die Technik der Kerne
benutzt. Die Wahl einer Zielfunktion erfolgt mit Hilfe der nichtlinearen, konvexen Opti-
mierung. Die Qualita¨t dieser Funktion sichert die sogenannte Generalisierungstheorie. Sie
untersucht, wann eine Funktion in der Lage ist, gute Ergebnisse zu erzielen, wenn keine
Beispiele, sondern nur noch unbekannte Daten in den Algorithmus eingehen. Support-
Vektoren, die dem Verfahren den Namen geben, sind einige wenige der Beispieldaten, die
wa¨hrend des Lernvorgangs ausgesucht werden und deren Eigenschaften bei allen spa¨teren
Klassifikationen neuer Punkte genutzt werden. Die bisher kurz erwa¨hnten Komponenten
werden in diesem Bericht detailliert vorgestellt, um das Verfahren der Support-Vektor-
Maschinen zu verdeutlichen.
Auch wenn man auf den ersten Blick viele Gemeinsamkeiten finden kann, unterschei-
den sich Support-Vektor-Algorithmen in vielen Details von neuronalen Netzen. Der erste
Unterschied betrifft die Struktur. Wie im letzten Abschnitt zu sehen war, ko¨nnen Netze
verschiedene Anzahlen von Schichten aufweisen. Fu¨r alle Verbindungen, die sich dann
aus der Architektur ergeben, mu¨ssen Gewichte erlernt werden. Die Struktur von Support-
Vektor-Verfahren ist fest und nicht durch die Biologie gepra¨gt. Man wird im Abschnitt 3
sehen ko¨nnen, dass Support-Vektor-Maschinen keine Probleme mit lokalen Minima haben.
Das ist ein klarer Vorteil fu¨r den Anwender.
Support-Vektor-Algorithmen zur Klassifikation finden versta¨rkt Zuspruch. Sie ko¨nnen fu¨r
sehr viele Probleme und Forschungsgebiete angewendet werden. Dazu geho¨ren beispiels-
weise:
(1) Klassifikation von Textdokumenten [15],
(2) Bild- und Schrifterkennung [28],
(3) Bioinformatik [22].
Dabei ist jedoch noch unklar, wie die Nutzung von Support-Vektor-Maschinen fu¨r bina¨re
Modelle, wie sie beispielsweise im na¨chsten Abschnitt beschrieben werden, effizient auf
multiple Klassifikationsaufgaben ausgeweitet werden kann. Sowohl die theoretische For-
mulierung dieses Problems als auch die daraus resultierenden Optimierungsprobleme sind
an vielen Stellen besprochen worden, siehe zum Beispiel [13]. Allerdings konnte noch
nicht gekla¨rt werden, welcher Ansatz zur Umsetzung dieses Problems der gu¨nstigste ist.
Aus diesem Grund werden oft die sehr erfolgreichen neuronalen Netze weiterbenutzt, da
man den Nutzen von Support-Vektor-Maschinen fu¨r mehrklassige Fragestellungen nicht
immer abscha¨tzen kann.
3 Support-Vektor-Maschinen
Als Support-Vektor-Maschinen bezeichnet man Algorithmen, welche in kerninduzierten,
hochdimensionalen Merkmalsra¨umen Parameter affin-linearer Funktionen mit Hilfe der
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nichtlinearen Optimierung erlernen. Zuna¨chst werden die no¨tigen Werkzeuge in den bei-
den folgenden Abschnitten bereitgestellt, bevor im Anschluss die zu lo¨senden Aufgaben
diskutiert werden. Die Generalisierungstheorie wird in Abschnitt 3.4 Erkenntnisse u¨ber die
Gu¨te erlernbarer Funktionen liefern. Alle vier Abschnitte sind stark miteinander verknu¨pft
und bilden die Grundlage fu¨r weitere Betrachtungen, insbesondere fu¨r die Beschreibung
der implementierten Algorithmen.
In vielen Arbeiten wird das Lernverfahren der Support-Vektor-Maschinen losgelo¨st von
den Theorien des Merkmalsraumes und der Kerne vorgestellt ([5], Kapitel 6). In die-
sem Bericht werden der Merkmalsraum und die Kerne als Werkzeuge interpretiert und
rechtzeitig in die Lerntheorie eingebettet. Dieses Vorgehen kann zuna¨chst zu Verwirrun-
gen fu¨hren, ermo¨glicht es jedoch zu erkennen, an welchen Stellen Kerne benutzt werden
ko¨nnen. Es sollte noch erwa¨hnt werden, dass die Theorie der Kerne nicht einfach ein Mo-
dell ist, welches die Support-Vektor-Maschinen verfeinert. Sie ist eine ihrer Grundlagen
und unterscheidet sie von linearen Lernverfahren.
3.1 Nichtlineare Optimierung
Wie noch zu sehen sein wird, fu¨hrt das Lernverfahren einer Support-Vektor-Maschine auf
das Problem einer konvexen Optimierungsaufgabe. Deshalb soll schon an dieser Stelle
gekla¨rt werden, wie man solche Aufgaben lo¨sen kann. Dazu wird in diesem Abschnitt
untersucht, wie eine bestimmte Klasse von Funktionen unter linearen Nebenbedingungen
zu minimieren ist. Die Optimierungstheorie bietet gute Verfahren, um solche Probleme
zu lo¨sen. Die Minimierung einer beliebigen Funktion kann schwierig sein und auf viele
lokale Minima fu¨hren. Schra¨nkt man die Optimierung aber wie hier auf konvexe Funktio-
nen ein, erha¨lt man nur globale Lo¨sungen. In diesem Abschnitt wird auf die Theorie von
Lagrange eingegangen und gezeigt, in welchem gu¨nstigen Verha¨ltnis primale und duale
Optimierungsprobleme im konvexen Fall stehen.
Gegeben seien stetig differenzierbare, konvexe Funktionen
f : Rn → R, gi : Rn → R (i = 1, .., m1)
sowie affin-lineare Funktionen
hj : R
n → R (j = 1, ..., m2) .





gi(x) ≤ 0 (i = 1, ..., m1) ,
hj(x) = 0 (j = 1, ..., m2)
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als primale konvexe Optimierungsaufgabe.
Der sogenannte zula¨ssige Bereich Z einer solchen Aufgabe ist definiert als
Z := {x ∈ Rn : g(x) ≤ 0,h(x) = 0} . (4)
Globale Lo¨sung einer Aufgabe der Form (3) ist ein Punkt x∗ aus dem zula¨ssigen Bereich
Z, sodass es keinen anderen Punkt x ∈ Z gibt mit f(x) < f(x∗).
Es gilt, dass jedes lokale Minimum von Aufgaben der Form (3) auch stets ein globales
Minimum ist. Dazu sei angenommen, x∗ ∈ Z sei ein lokales, aber kein globales Minimum
von (3). Dann existiert ein x˜ ∈ Z mit f(x˜) < f(x∗). Deshalb und wegen der Konvexita¨t
von f folgt fu¨r alle Punkte xλ = λx∗ + (1− λ)x˜ mit λ ∈ (0, 1) die strikte Ungleichung
f(xλ) ≤ λf(x∗) + (1− λ)f(x˜)
< λf(x∗) + (1− λ)f(x∗)
= f(x∗) .
Fu¨r λ→ 1 wa¨re die Eigenschaft von x∗, lokales Minimum zu sein, verletzt.
Man nennt die Nebenbedingung gi aktiv im Punkt x, falls gi(x) = 0 gilt. Andernfalls nennt
man sie inaktiv. Die Menge der aktiven Restriktionen eines Punktes x ist eine Teilmenge
von {1, ..., m1} und sei mit A bezeichnet.
Der Tangentialkegel TZ(x) von Z in x hat die Form
TZ(x) := {d ∈ Rn | ∃{xk} ⊆ Z, {tk} ⊆ R : tk ↓ 0,xk → x, (xk−x)/tk → d} ∀x ∈ Z .
Der linearisierte Tangentialkegel TZlin(x) von Z in x hat die Form
TZlin(x) := {d ∈ Rn | ∇gi(x)Td ≤ 0 ∀i ∈ A ,∇hj(x)Td = 0 ∀j = 1, ..., m2} ∀x ∈ Z .
Mit∇ sei hier und auch im Folgenden immer der Gradient einer differenzierbaren Funktion
bezeichnet.
Fu¨r differenzierbare Funktionen g : Rn → Rm1 und h : Rn → Rm2 gilt
TZ(x) ⊆ TZlin(x) ∀x ∈ Z . (5)
Zum Nachweis siehe [8].
Fu¨r einen zula¨ssigen Punkt x ∈ Z eines Optimierungsproblems der Form (3) gelte
TZ(x) = TZlin(x) . (6)
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Dann sagt man, x erfu¨llt die Constraint-Qualification.
Diese Bedingung ist nicht leicht nachpru¨fbar. Deswegen werden ha¨ufig sogenannte Regu-
larita¨tsbedingungen angegeben, unter denen die Constraint-Qualification fu¨r alle zula¨ssi-
gen Punkte erfu¨llt ist. Von den vielen vorhandenen Ansa¨tzen seien zwei aus [8] zitiert.
Betrachte das Optimierungsproblem (3). Dann ist jede der folgenden Bedingungen hinrei-
chend dafu¨r, dass (6) fu¨r alle x ∈ Z gilt:
(1) Es gilt die Slater-Regularita¨tsbedingung, die definiert ist als
Z0 := {x ∈ Z | gi(x) < 0, i = 1, ..., m1} = ∅ . (7)
(2) Neben den hj (j = 1, ..., m2) sind auch alle Funktionen gi (i = 1, ..., m1) affin-
linear.
x∗ sei Minimalstelle von (3) und erfu¨lle die Constraint-Qualification. Dann existieren








β∗j∇hj(x∗) = 0 , (8)
hj(x
∗) = 0 (j = 1, ..., m2) , (9)
gi(x
∗) ≤ 0 (i = 1, ..., m1) , (10)
α∗i gi(x
∗) = 0 (i = 1, ..., m1) , und (11)
α∗i ≥ 0 (i = 1, ..., m1) (12)
gelten. Die Forderungen (9) und (10) ergeben sich sofort aus der Zula¨ssigkeit von x∗.
Die u¨brigen Bedingungen (8), (11) und (12) folgen aus der Anwendung des bekannten
Farkas-Lemmas, siehe dazu [8].
Nun soll noch gezeigt werden, dass die KKT-Bedingungen sogar ohne weitere Bedingun-
gen hinreichend fu¨r die Existenz einer Lo¨sung sind.
Sei (x∗,α∗,β∗) ein Tripel, welches die KKT-Bedingungen (8) - (12) erfu¨llt (KKT-Punkt).
Dann muss gelten
f(x) ≥ f(x∗) ∀x ∈ Z.
Wegen (9) und (10) gilt x∗ ∈ Z.
Fu¨r den Beweis werden neben den KKT-Bedingungen noch die Voraussetzungen
a) f ist konvex ,
b) alle gi (i = 1, ..., m1) sind konvex , und
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c) alle hj (j = 1, ..., m2) sind affin-linear
verwendet. Diese fu¨hren auf
f(x)
a)





α∗i 〈∇gi(x∗), (x− x∗)〉2 −
m2∑
j=1












Damit ist x∗ eine Minimalstelle der Optimierungsaufgabe (3).
Wir werden spa¨ter zeigen, dass Optimierungsaufgaben, wie sie beim Verfahren Support-
Vektor-Maschinen entstehen, nur affin-lineare Nebenbedingungen haben. Fu¨r diese Form
konvexer Optimierungsaufgaben kann man die bisherigen Aussagen zusammenfassen, denn
die Voraussetzungen implizieren die Constraint-Qualification. Es folgt: Fu¨r Aufgaben der
Form (3) mit ausschließlich affin-linearen Nebenbedingungen ist die Tatsache, dass x∗ glo-
bale Lo¨sung ist, a¨quivalent dazu, dass es Multiplikatoren α∗ und β∗ gibt, die zusammen
mit x∗ einen KKT-Punkt bilden.
3.1.1 Theorie von Lagrange
Die Abbildung L : Rn × Rm1 × Rm2 → R, definiert durch







= f(x) + 〈α, g(x)〉2 + 〈β,h(x)〉2 , (14)
heißt Lagrange-Funktion, wobei α und β Vektoren von Lagrange-Multiplikatoren genannt
werden.
Ein Tripel (x∗,α∗,β∗) ∈ Rn × Rm1 × Rm2 mit α∗ ≥ 0 wird Sattelpunkt von L genannt,
falls fu¨r alle (x,α,β) ∈ Rn × Rm1 × Rm2 mit α ≥ 0 die Ungleichungen
L(x∗,α,β) ≤ L(x∗,α∗,β∗) ≤ L(x,α∗,β∗) (15)
erfu¨llt sind.
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Wir betrachten erneut die primale Aufgabe (3) und die zugeho¨rige Lagrange-Funktion.
Dann gilt, dass das Tripel (x∗,α∗,β∗) ∈ Rn × Rm1 × Rm2 die KKT-Bedingungen erfu¨llt,
genau dann, wenn (x∗,α∗,β∗) ein Sattelpunkt von L ist. Diese Aussage ist als Sattel-
punkttheorem bekannt. Wir beweisen die Aussage kurz.
Sei (x∗,α∗,β∗) ein KKT-Punkt. Dann ist x∗ ein stationa¨rer Punkt von L(·,α∗,β∗), denn
wegen (8) gilt
∇xL(x∗,α∗,β∗) = 0 . (16)
Lineare Funktionen sind konvex. Somit ist die Funktion L(·,α∗,β∗) als Linearkombinati-
on konvexer und linearer Funktionen ebenfalls konvex. In x∗ liegt ein globales Minimum
von L(·,α∗,β∗) vor, denn fu¨r alle x ∈ Rn gilt:
L(x∗,α∗,β∗)
(16)
= L(x∗,α∗,β∗) + 〈∇xL(x∗,α∗,β∗), (x− x∗)〉2
(13)
≤ L(x,α∗,β∗) .













∗) = L(x∗,α,β) .
Damit ist (x∗,α∗,β∗) ein Sattelpunkt der Lagrange-Funktion.
Sei (x∗,α∗,β∗) ein Sattelpunkt von L, dann ist x∗ globales Minimum von L(·,α∗,β∗)

















Wegen α ≥ 0 und β ∈ Rm2 ko¨nnte der linke Teil der Ungleichung im Falle g(x∗) > 0
oder h(x∗) = 0 beliebig wachsen. Das impliziert g(x∗) ≤ 0 sowie h(x∗) = 0 und sichert
die Bedingungen (9) und (10) an einen KKT-Punkt.




∗) ≥ 0 und wegen α∗ ≥ 0 sowie g(x∗) ≤ 0 sind alle Komponenten der
Summe genau Null.
Alle bisherigen Ergebnisse des Abschnittes 3.1 werden an dieser Stelle kurz zusammenge-
fasst, bevor bestimmte Dualita¨tsaussagen beleuchtet werden.
Konvexe Optimierungsaufgaben der Form (3) haben die folgenden Eigenschaften:




(2) Ist x∗ globale Minimalstelle und erfu¨llt es die Slater-Regularita¨tsbedingung, dann
existieren Vektoren α∗ und β∗ von Lagrange-Multiplikatoren, sodass (x∗,α∗,β∗)
Sattelpunkt der Lagrange-Funktion ist.
(3) Fu¨r Aufgaben mit ausschließlich affin-linearen Nebenbedingungen ist x∗ genau dann
globale Minimalstelle, wenn Vektoren von Lagrange-Multiplikatoren α∗ und β∗ exi-
stieren, sodass (x∗,α∗,β∗) Sattelpunkt von L ist.
3.1.2 Dualita¨t
Die Dualita¨tstheorie transformiert die bisher betrachteten primalen Optimierungsaufgaben
und gibt Auskunft daru¨ber, in welchem Verha¨ltnis Lo¨sungen dieser transformierten Auf-
gaben zu den urspru¨nglichen Lo¨sungen stehen.









α ≥ 0 .
Im Folgenden soll der Zusammenhang zwischen primalen und dualen Aufgaben gezeigt
werden. Dieser fu¨hrt in der konvexen Optimierung dazu, dass ohne Einschra¨nkung die
duale anstelle der primalen Aufgabe gelo¨st werden kann. Fu¨r die Anwendung von SV-
Maschinen wird diese Tatsache von besonderer Wichtigkeit sein. Zuna¨chst gilt der soge-
nannte schwache Dualita¨tssatz: Sei x0 ein zula¨ssiger Punkt der primalen Aufgabe (3) und
(α0,β0) ein zula¨ssiger Punkt der dualen Aufgabe (18), dann ist
θ(α0,β0) ≤ f(x0) ,





= f(x0) + 〈α0, g(x0)〉2 + 〈β0,h(x0)〉2
≤ f(x0) .
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Letztere Ungleichung gilt, da fu¨r alle zula¨ssigen Punkte g(x0) ≤ 0, h(x0) = 0 und
α0 ≥ 0 erfu¨llt sein mu¨ssen.
Das Maximum der dualen Aufgabe liegt also nie u¨ber dem Minimum der primalen Auf-
gabe. Dadurch ist aber noch nicht gesichert, dass die Lo¨sungen nah beieinander liegen.
Die sogenannte Dualita¨tslu¨cke, der Abstand der Zielfunktionswerte, kann unter Umsta¨nden
groß sein. Die ¨Ubereinstimmung der optimalen Funktionswerte sichert erst der starke Dua-
lita¨tssatz. Fu¨r konvexe Aufgaben, wie sie hier betrachtet werden, gilt folgende Aussage:
Gegeben sei eine konvexe Optimierungsaufgabe, fu¨r die ein Karush-Kuhn-Tucker-Punkt
(x∗,α∗,β∗) existiert, dann ist
f(x∗) = θ(α∗,β∗) , (19)
das heißt, der Wert der Dualita¨tslu¨cke betra¨gt Null. Diese Aussage la¨ßt sich schnell zei-
gen. (x∗,α∗,β∗) ist offensichtlich ein Sattelpunkt der Lagrange-Funktion und somit ist x∗





= inf L(·,α∗,β∗) = θ(α∗,β∗) .
Die Dualita¨tstheorie garantiert, dass es fu¨r die Lo¨sung konvexer Optimierungsaufgaben
hinreichend ist, die zugeho¨rigen dualen Aufgaben zu betrachten. Diese weisen sehr ein-
fache Nebenbedingungen auf, was sich positiv auf die Handhabbarkeit auswirkt. Zusa¨tz-
lich ermo¨glicht die Dualita¨tstheorie den Einsatz sogenannter Kernfunktionen, denn erst
die Formulierung der dualen Aufgabe einer Support-Vektor-Maschine la¨sst erkennen, wel-
chen einfachen Weg man einschlagen kann. Weitere Informationen dazu folgen in den
na¨chsten beiden Abschnitten. Wie sich noch zeigen wird, reicht es fu¨r die Anwendung
von Support-Vektor-Maschinen sogar aus, quadratische Optimierungsprobleme zu betrach-
ten. Das sind Aufgaben mit quadratischer Zielfunktion und linearen Nebenbedingungen.
Selbstversta¨ndlich gilt die allgemeinere Theorie der konvexen Aufgaben, wie sie in diesem
Abschnitt untersucht wurde, denn quadratische Aufgaben geho¨ren in die Klasse konvexer
Optimierungsprobleme.
3.2 Merkmalsra¨ume und Kerne
Affin-lineare Funktionen zur Erkla¨rung von Eingabe-Ausgabe-Zusammenha¨ngen sind oft
nicht geeignet, um komplizierte Abha¨ngigkeiten zu erfassen. Support-Vektor-Maschinen
nutzen lineare Verfahren zur Klassifikation. Da sie aber auch nichtlineare Zusammenha¨nge
erlernen sollen, wenden sie sich zusa¨tzlich einer anderen Methode zu.
Die Idee der Merkmalsra¨ume ist, die Eingabedaten in einen hochdimensionalen Raum ab-
zubilden und dort einfache lineare Funktionen zu trainieren. Man hofft, durch eine nicht-
lineare Transformation der Daten eine lineare Trennbarkeit zu erzeugen. Support-Vektor-
Maschinen ersparen dem Anwender die mu¨hsame Transformation der Daten, sie verwen-
den Kerne (kernels), um diese Arbeit zu umgehen. Diese Technik der impliziten Abbildung
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in einen anderen Raum und die Nutzung von Kernen ist eine der wichtigen Eigenschaften
von Support-Vektor-Maschinen, aber auch eine ihrer gro¨ßten Herausforderungen, denn das
Auffinden geeigneter Kerne bleibt oft Sache des Benutzers. Auf diese Aufgabe wird spa¨ter
noch eingegangen.
Zuna¨chst soll in diesem Abschnitt gezeigt werden, welche Eigenschaften Kerne haben und
warum man sie verwenden kann. Die wichtigste Grundlage dafu¨r ist die Dualita¨tstheorie
des letzten Abschnittes.
3.2.1 Grundlagen
Zu Beginn geht man davon aus, dass die Daten des Raumes X transformiert werden sollen,
um lineare Trennbarkeit zu ermo¨glichen. Dazu wird eine Abbildung
φ : X → F (20)
definiert. φ ist die sogenannte Merkmalsabbildung, wobei F ein Hilbertraum ist. Oft wa¨hlt
man den Hilbertraum RN , N ∈ N. Diese Transformation liefert einen Merkmalsvektor,
also
x = (x1, .., xn) → φ(x) = (φ1(x), ..., φN(x)) .
F kann auch unendlichdimensional sein. In diesem Fall wa¨hlt man den Hilbertraum l2, den
Raum aller Folgen ψ = {ψ1, ..., ψj, ...}, fu¨r die gilt





F ⊇ {φ(x) | x ∈ X}
wird Merkmalsraum genannt.
Fu¨r N ∈ N ∪ {∞} werden die φj(x), j = 1, ..., N, als Merkmale bezeichnet. Oft spricht
man auch von Features und dem Featureraum, wobei diese Bezeichnung kritisch ist, da
auch Variablenselektion oft als feature selection bezeichnet wird. Damit sind dann wieder-
um die Originalvariablen gemeint.
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Abbildung 5: Nichtlineare Abha¨ngigkeiten im Eingaberaum.
Abbildung 5 zeigt beispielhaft Daten, die im Eingaberaum nicht durch eine lineare Funk-
tion separiert werden ko¨nnen.
Eine Transformation der Daten kann dazu fu¨hren, dass die Merkmale im Raum F linear
trennbar sind, siehe dazu Abbildung 6. Man beachte, dass die Dimension der Ra¨ume X
und F hier nur aus Darstellungsgru¨nden immer zwei ist.
φ(    )
φ(    ) φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
Abbildung 6: Lineare Trennbarkeit im Merkmalsraum.
Die wichtige Frage ist: Wie soll die Funktion φ gewa¨hlt werden und wie sieht der Wert
fu¨r N aus? Als erste Idee kann man eine Dimensionsverkleinerung durchfu¨hren, also ein
N < n wa¨hlen. Dabei sollte die Anzahl der Merkmale N so klein wie mo¨glich sein, wobei
die wichtigsten Informationen, welche die Daten enthalten, nicht verloren gehen du¨rfen.
Dieser Ansatz erscheint zu Beginn sinnvoll, denn:
(1) Die Performance von Algorithmen sinkt mit steigender Merkmalsanzahl, weil mehr
Daten bearbeitet werden mu¨ssen.
(2) Bei wachsender Dimension des Raumes leidet mo¨glicherweise die Generalisierungs-
fa¨higkeit. Alle Informationen dazu folgen im Abschnitt 3.4.
Problematisch bei diesem Ansatz ist die Tatsache, dass mit wachsendem N , also steigen-
der Anzahl von Merkmalen, eine lineare Scha¨tzfunktion auch immer bessere Ergebnisse
erzielen wird. Diese Aussage geht zuru¨ck auf ein Theorem in [4]. Hier stehen sich also
zwei Zielsetzungen konkurrierend gegenu¨ber. Support-Vektor-Maschinen umgehen dieses
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Problem, indem sie die Daten zwar in einen hochdimensionalen Raum abbilden, dies je-
doch nur implizit tun, sodass alle Berechnungen im urspru¨nglichen Raum stattfinden und
unabha¨ngig von der Dimension des Merkmalsraumes sind. Als Mittel zur Realisierung
dieses Ansatzes werden Kernfunktionen benutzt.
Jetzt soll untersucht werden, wie sich das Lernproblem vera¨ndert, falls man die Daten wie
oben beschrieben transformiert. Zuna¨chst kann man festhalten, dass es sich nicht mehr
um ein lineares Problem handelt, da die Merkmalsabbildung φ nicht linear sein muss.
Dennoch stellt die gesuchte Funktion f auch hier eine Linearkombination dar - eine Kom-
bination der Komponenten des Merkmalsvektors φ. Die zu lernende Funktion in X hat




wjφj(x) + b = 〈w,φ(x)〉F + b (22)
fu¨r zuna¨chst unbekannte w ∈ F und b ∈ R. Eine fu¨r einen gegebenen Datensatz opti-
male Funktion f , charakterisiert durch (w, b), kann, wie im Abschnitt 3.3 aufbauend auf










yiαi〈φ(xi),φ(x)〉F + b . (23)
Dabei mu¨ssen im Falle dieser Form der Zielfunktion gewisse αi anstelle der wj erlernt
werden. Man sieht, dass fu¨r beliebige x ∈ X alle Trainingspaare an der Bestimmung
von f(x) beteiligt sind. Dabei ist wichtig, dass die Dimension des Raumes F nun fu¨r die
Anzahl der Summenglieder keine Rolle mehr spielt. Jedoch sei festgehalten, dass F noch
u¨ber das Skalarprodukt in die Berechnungen eingeht.
Kann man 〈φ(xi),φ(x)〉F in (23) direkt u¨ber eine Funktion im Eingaberaum X berechnen,
spart man sich die Abbildung in den Merkmalsraum und trainiert die Zielfunktion f direkt
im Eingaberaum.
Mit der Wahl einer solchen Funktion umgeht man daher folgende Schritte:
(1) Suche einer geeigneten Abbildung φ,
(2) explizite Berechnung von Skalarprodukten in einem hochdimensionalen Merkmals-
raum.
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Man muss aber kla¨ren, welche Funktionen u¨berhaupt dafu¨r in Frage kommen und wel-
che davon besonders geeignet sind. Gesucht sind also Funktionen, die Skalarprodukte in
Merkmalsra¨umen implizit berechnen ko¨nnen.
Eine Funktion K : X ×X → R wird Kern genannt, falls eine Abbildung φ der Form (20)
existiert mit
K(x, z) = 〈φ(x),φ(z)〉F ∀x, z ∈ X. (24)
Gegeben seien ein Kern K und l Vektoren x1, ...,xl ∈ X . Dann nennt man die l× l-Matrix
K mit den Elementen kij = K(xi,xj), 1 ≤ i, j ≤ l, Grammatrix oder auch Kernmatrix.
Kerne sind geeignete Abbildungen, um Berechnungen im Merkmalsraum zu umgehen.





i,x) + b . (25)
f wird in diesem Fall Kernfunktion genannt um auszudru¨cken, dass nicht mit Merkmalen
aus F gearbeitet wird.
Notwendige Eigenschaften, die jeder Kern erfu¨llen muss, ergeben sich aus den allgemeinen
Eigenschaften von Skalarprodukten [2]:
(1)









= K(x,x)K(z, z) .
Diese Eigenschaften sind aber nicht hinreichend. Es bleibt noch die Frage, fu¨r welche
Funktionen K eine Abbildung φ in einen Merkmalsraum F existiert, sodass K ein Kern
ist. Folgende bekannte Aussagen sollen kurz in Erinnerung gerufen werden:
• Symmetrische Matrizen haben nur reelle Eigenwerte [2].
• Eine symmetrische Matrix ist genau dann positiv semidefinit, wenn alle ihre Eigen-
werte nichtnegativ sind [2].
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3.2.2 Theorem von Mercer
Man betrachte wieder den Fall N ∈ N ∪ {∞} und einen Merkmalsvektor φ(x). Das
Skalarprodukt in F sei wie bisher von der Form (21).






haben kann, also ein Kern ist.
Sei X eine kompakte Teilmenge des Rn und K : X ×X → R eine stetige, symmetrische





nichtnegativ ist, also ∫
X×X
K(x, z)f(x)f(z)dxdz ≥ 0 (27)
fu¨r alle f ∈ L2(X) gilt. Fu¨r j = 1, ..., N seien φMj ∈ L2(X) die normierten orthogonalen
Eigenfunktionen von TK mit zugeho¨rigen positiven Eigenwerten λMj > 0. Dann gilt fu¨r









besitzt. Fu¨r N =∞ konvergiert die Reihe gleichma¨ßig [23].
Die gleichma¨ßige Konvergenz kann mit Hilfe des Satzes von Dini gezeigt werden. Dieser
sowie ein ausfu¨hrlicher Beweis des Theorems von Mercer sind in [16], § 8 zu finden.
Die speziellen Abbildungen K in (28) nennt man Mercer-Kerne. Die zugeho¨rigen
φMj (x) (j = 1, ..., N)
werden als Mercer-Merkmale bezeichnet. Man kann zeigen, dass die Bedingung (27) a¨qui-
valent dazu ist, dass fu¨r jede beliebige endliche Teilmenge x1, ...,xl aus X die zugeho¨rige
Grammatrix positiv semidefinit ist. Diese Aussage wird in [5] hergeleitet.
Fazit: Falls die Abbildung φ die Form
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j (x) (j = 1, ..., N) (29)
hat, folgt aus der Darstellung (28) unmittelbar, dass Mercer-Kerne Kerne nach unserer
Definition sind.
3.2.3 Kernreproduzierende Ra¨ume
F sei ein durch eine abza¨hlbare Menge linear unabha¨ngiger Merkmalsabbildungen φj (j =
1, ..., N) gegebener Merkmalsraum. Die Eigenschaften der Abbildung φM aus (29) mu¨ssen
nicht gelten.
Es sei
K(x, z) := 〈φ(x),φ(z)〉F =
N∑
j=1
φj(x)φj(z) (x, z ∈ X) . (30)
Man betrachte eine Abbildung T mit T (F ) = H. Der RaumH u¨ber der Menge X entsteht
durch die Vorschrift
T : ψ →
N∑
j=1
ψjφj(·) (ψ ∈ F, N ∈ N ∪ {∞}) .
H entspricht damit bis auf die additive Konstante b dem gewu¨nschten Raum der Zielfunk-
tionen.
Bei Verknu¨pfung der dualen Aufgabe mit der Theorie der Kerne - siehe Gleichung (25) -





i,x) + b (l ∈ N, αi ∈ R) ,







i, ·) | l ∈ N, αi ∈ R, xi ∈ X, yi ∈ {−1, 1}
}
mit dem Raum H u¨ber X u¨bereinstimmt.
Fu¨r den Fall N <∞ liefern die Darstellung von w auf Seite 121 sowie die vorausgesetzte
Unabha¨ngigkeit der Merkmale φj, dass alle Funktionen aus H realisierbar sind, das heißt:
G = H. Fu¨r N = ∞ ist diese Gleichheit nicht gesichert. Die Menge der Abbildungen in
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H ko¨nnte nicht alle denkbaren Auswertungsfunktionen enthalten, beispielsweise wenn sie
Bilder von Punkten ohne endliche Norm in F sind. H ko¨nnte auch zu viele Funktionen
enthalten. Diese Sorge ist unbegru¨ndet, da G ⊆ H gilt und jede Zielfunktion ausH beliebig
genau durch ein Element aus G approximiert werden kann. Zum Nachweis beno¨tigt man
noch ein Skalarprodukt in H, welches nun definiert wird.
Fu¨r Funktionen f(x) =
∑N




jφj(x) aus H sei das Skalar-







Fu¨r G, den Abschluss von G, gilt G = H. Wir beweisen das im Folgenden mittels Men-
geninklusion.







φj(z)φj(·) = T (φ(z)) .




yiαiK(·,xi) (l ∈ N)
ebenfalls in H liegen. Da H abgeschlossen ist, folgt G ⊆ H.
Fu¨r f(·) =∑Nj=1 ψjφj(·) und K(·, z) aus H liefert die Anwendung des in H eingefu¨hrten
Skalarproduktes die sogenannte Reproduktionseigenschaft
〈f(·), K(·, z)〉H =
N∑
j=1
ψjφj(z) = f(z) . (32)
Sei nun f ∈ H. Da H ein Hilbertraum ist, kann man die Funktion f darstellen als f =
f1 + f2 mit f1 ∈ G und f2 ⊥ G. Die Reproduktionseigenschaft (32) sichert, dass fu¨r alle
z ∈ X gilt:
f2(z) = 〈f2(·), K(·, z)〉H = 0 .
Daraus folgt, dass f2 die Nullfunktion ist und f = f1 gilt. Dies liefert sofort f ∈ G. Daraus
folgt H ⊆ G.
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3.2.4 Bildung neuer Kerne
Bevor wir zeigen, wie man Kerne aus anderen Kernen, Funktionen und Konstanten erzeu-
gen kann, erinnern wir an einige bekannte Definitionen.
• Gegeben seien zwei reelle Matrizen A = (aij)1≤i,j≤m und B = (bij)1≤i,j≤m. Dann
wird die m2 ×m2-Matrix
C := A⊗B = (aij ·B)1≤i,j≤m
als Kronecker-Produkt vonA und B bezeichnet.
• Gegeben seien zwei reelle Matrizen A = (aij)1≤i,j≤m und B = (bij)1≤i,j≤m. Dann
wird die m×m-Matrix
C := (aij · bij)1≤i,j≤m
als Hadamard-Produkt von A und B bezeichnet.
• Eine Hauptuntermatrix einer quadratischen Matrix entsteht durch Streichen von Zei-
len und Spalten mit demselben Index.
Seien K1 und K2 Mercer-Kerne, κ eine reelle Zahl, f : X → R eine reelle Funktion und p
ein Polynom mit positiven Koeffizienten. Dann sind
(1) K(x, z) := K1(x, z) + K2(x, z) ,
(2) K(x, z) := κ ·K1(x, z) ,
(3) K(x, z) := K1(x, z) ·K2(x, z) ,
(4) K(x, z) := f(x) · f(z) ,
(5) K(x, z) := p(K1(x, z)) , und
(6) K(x, z) := eK(x,z)
ebenfalls Mercer-Kerne, denn offensichtlich sind alle Funktionen (1).− (6). symmetrisch.
Fu¨r alle Beispiele bleibt zu zeigen, dass die Grammatrix K einer endlichen Anzahl belie-
biger Punkte x1, ...,xl (xi ∈ X) positiv semidefinit ist, also
aTKa ≥ 0
fu¨r alle a ∈ Rl gilt.
(1) aT (K1 +K2)a = aTK1a + aTK2a ≥ 0 .
(2) aT (κK1)a = κaT (K1)a ≥ 0 .
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(3) Man betrachte das Kronecker-Produkt von K1 und K2, es sei mit A bezeichnet.
Dann ist A positiv semidefinit. Die zur Funktion K1 · K2 geho¨rende Matrix K ist
das Hadamard-Produkt von K1 und K2. Offensichtlich ist K ∈ Rl×l eine Haupt-
untermatrix von A ∈ Rl2×l2 und somit existiert zu jedem a ∈ Rl ein β ∈ Rl2 , so
dass
aTKa = βTAβ ≥ 0































(5) K ist positiv semidefinit nach 1., 2. und 4.
(6) Exponentialfunktionen ko¨nnen beliebig genau durch Polynome mit positiven Koeffi-
zienten approximiert werden [5]. Anwendung von 5. liefert den Beweis.
Diese Beispiele zeigen, dass man in einem SVM-Modell auch mehrere Kerne u¨ber ei-
ne Linearkombination verwenden kann. Die optimalen Gewichte mu¨ssen dann allerdings
gu¨nstig gescha¨tzt werden.
Ein wichtiger Mercer-Kern, der auch in der Software zur Verfu¨gung steht, ist der Gauß-
Kern, der definiert ist als
K(x, z) := e
−‖x−z‖2
σ2 (x, z ∈ X) . (33)
Dabei ist σ > 0 ein zu wa¨hlender Parameter. Dass der Gauß-Kern tatsa¨chlich ein Mercer-
Kern und damit ein Kern nach unserer Definition ist, kann man leicht zeigen. Dazu formt
man den Ausdruck (33) um:






σ2 · e 2〈x,z〉σ2 = f1(x) · f1(z) ·K1(x, z) .
f1(x) · f1(z) ist ein Kern (K2). K2 ·K1 ist ein Kern und damit ist K ein Kern.
Der Gauß-Kern geho¨rt zur Gruppe der Kerne, die sich fu¨r sehr viele Probleme eignen und
wird neben dem Polynomial-Kern
K(x, z) := (〈x, z〉2 + 1)d, d = 1, 2, ... (x, z ∈ X) (34)
oft als Standardkern bezeichnet. Der Polynomial-Kern besitzt ebenfalls einen Parameter.
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Als Erga¨nzung zum Gauß-Kern wird ein sogenannter Slater-Kern verwendet. Er basiert
auf der bekannten Slater-Funktion und unterscheidet sich vom Gauß-Kern lediglich in der
Berechnung der Norm. Der Slater-Kern hat die Form
K(x, z) := e
−‖x−z‖
σ2 (x, z ∈ X) . (35)
Zusa¨tzlich ist ein Tanimoto-Kern implementiert worden. Er basiert auf dem Tanimoto-
Koeffizienten und ist fu¨r bina¨re Datensa¨tze geeignet. Er hat die Form
K(x1,x2) =
I11(x1,x2) + I00(x1,x2)
2I10(x1,x2) + 2I01(x1,x2) + I11(x1,x2) + I00(x1,x2)
. (36)
Die Funktion Ii,j(·, ·) berechnet, wie oft der Wert i in der ersten Komponente auftritt
wa¨hrend gleichzeitig der Wert j in der zweiten Komponente zu verzeichnen ist. Die Rei-
henfolge ist von Bedeutung. Dieser Kern kann nur fu¨r 0/1-wertige Daten sinnvoll ausge-
wertet werden. Fu¨r reelle Daten liefert er zwar auch Ergebnisse, da der Abgleich intern
u¨ber Skalarprodukte implementiert ist, jedoch sind die Ergebnisse dabei nicht interpretier-
bar.
Anhand der Definition der Funktion Ii,j(·, ·) ist klar, dass folgende Gleichungen gelten:
• I11(x1,x2) = xT1 x2 ,
• I10(x1,x2) = xT1 x1 − I11(x1,x2) ,
• I01(x1,x2) = xT2 x2 − I11(x1,x2) , und
• I00(x1,x2) = n− I11(x1,x2)− I10(x1,x2)− I01(x1,x2)
Damit kann man die Darstellung (36) umformen:
K(x1,x2) =
xT1 x2 + n + x
T
1 x2 − xT1 x1 − xT2 x2
n + xT2 x2 + x
T
1 x1 − 2xT1 x2
=
n + 2xT1 x2 − xT1 x1 − xT2 x2




wobei wir t definieren als
t = 2xT1 x2 − xT1 x1 − xT2 x2 .




In der Praxis werden je nach Zielsetzung und Mo¨glichkeiten zwei Arten bina¨rer Support-
Vektor-Maschinen unterschieden. Diese werden als na¨chstes vorgestellt. Dabei wird sich
auch zeigen, dass die darin entstehenden Optimierungsaufgaben immer quadratisch und
somit konvex sind. Im Abschnitt 3.1 wurden Optimierungsaufgaben im Rn (n ∈ N) be-
trachtet. Oft hat man es jedoch implizit mit einem unendlichdimensionalen Merkmalsraum
zu tun, siehe dazu Abschnitt 3.2. Kann man die Theorie von Lagrange und alle Dualita¨ts-
aussagen dennoch nutzen?
Alle Konzepte der konvexen Optimierung sind auch im Raum F fu¨r N = ∞ anwend-
bar. Die Grundlagen dazu findet man in [21], Kapitel 8 -
”
Global theory of constrained
optimization“. Im Einzelnen ko¨nnen dort die Theorie von Lagrange, Eigenschaften und
Existenz von Sattelpunkten sowie Dualita¨tsaussagen nachgelesen werden. Die Problema-
tik von N = ∞ innerhalb konvexer Optimierungsaufgaben wurde in der vorliegenden
Literatur zu SV-Maschinen allerdings nicht erwa¨hnt. Prinzipiell ist die Bru¨cke zwischen
Optimierung und maschinellem Lernen noch sehr klein und begrenzt sich im Allgemeinen
auf theoretische Betrachtungen und die Nutzung von klassischen Optimierungsalgorith-
men.
3.3.1 Klassifikation maximaler Trenngu¨te
Dieser Lernalgorithmus kann nur fu¨r linear trennbare Trainingsdaten verwendet werden.
Er erzeugt eine Hyperebene mit gro¨ßtmo¨glicher geometrischer Marge (maximal margin
classifier). Oft wird dieses Verfahren als hard margin classifier bezeichnet [5, 33]. [34] re-
serviert diesen Namen jedoch fu¨r ein Modell, das fu¨r nichtseparierbare Daten angewendet
wird. Der Vorteil solcher Hyperebenen liegt in der Tatsache, dass der Generalisierungsfeh-
ler bei wachsender geometrischer Trenngu¨te sinkt. Damit dieser Abschnitt nicht verwirrt,
folgen die Gru¨nde dafu¨r erst im Abschnitt 3.4 nach einer Einfu¨hrung in die Generalisie-
rungstheorie. Es sei aber ab hier schon angenommen, dass eine große Marge fu¨r gute
Qualita¨t eines Klassifikators spricht.






yi(〈w,φ(xi)〉F + b) ≥ 1 (i = 1, ..., l)
realisiert die Hyperebene maximaler geometrischer Trenngu¨te. Die Marge hat dann den
Wert γg = 1/‖w∗‖F . Beweis: Die Skalierung der Hyperebene (w∗, b∗) mit einem beliebi-
gen λ ∈ R vera¨ndert deren geometrische Lage nicht, variiert aber die funktionale Marge.
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Aus Abschnitt 2 ist bekannt, dass γg = γ/‖w∗‖F gilt. Man kann daher, anstatt die geome-
trische Trenngu¨te zu maximieren, auch die funktionale Trenngu¨te konstant halten und die
Norm des Parametervektors minimieren. Das obige Minimierungsproblem entsteht bei der
Wahl einer funktionalen Trenngu¨te mit Wert 1.
An dieser Stelle geht man zur dualen Form der Aufgabe (37) u¨ber, denn im Abschnitt 3.2
hat sich gezeigt, dass diese den Einsatz von Kernen mo¨glich macht. Außerdem vereinfa-
chen sich die Nebenbedingungen, wie noch zu sehen sein wird.










(〈w ,φ(xi)〉F + b)− 1) . (38)
Der Faktor 1/2 wurde zur Vereinfachung der weiteren Gleichungen gewa¨hlt. Er vera¨ndert
als monotone Transformation das Ergebnis nicht.



















werden in (38) eingesetzt und es ergibt sich die Funktion W , die der Funktion θ in (17)
entspricht:

























Die entstandene Funktion W ist nur noch von α abha¨ngig, denn alle anderen Informatio-
nen sind durch Sl und die Wahl einer impliziten Datentransformation u¨ber den Kern K
gegeben.
Die bisher gewonnenen Erkenntnisse werden an dieser Stelle zusammengefasst. Sei Sl ein









yiαi = 0 (i = 1, .., l) ,
αi ≥ 0 (i = 1, ..., l) .







i) ∈ F (42)
die Hyperebene maximaler geometrischer Trenngu¨te.
Um zu zeigen, wie Support-Vektor-Maschinen zu ihrem Namen kamen, werden erneut die





(〈w∗,φ(xi)〉F + b∗)− 1) = 0 (i = 1, ..., l) .
Sie sagen aus, dass nur diejenigen α∗i streng positiv sein ko¨nnen, fu¨r welche die zugeho¨ri-
gen Merkmale φ(xi) einen funktionalen Abstand zur Hyperebene von genau 1 haben. An
dieser Stelle kann man den Begriff der Support-Vektoren erkla¨ren.
Fu¨r alle i mit α∗i = 0 bezeichnet man die Eingabevektoren xi des Trainingsdatensatzes als
Support-Vektoren.
Nach (42) tragen nicht alle Lernpaare, sondern nur die Support-Vektoren zur Bestimmung
von w∗ bei. Abbildung 7 stellt die Situation vereinfacht dar.
φ(    )
φ(    ) φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
φ(    )
φ(    )




Abbildung 7: Lage von Support-Vektoren im Merkmalsraum.
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Das Verfahren maximaler Trenngu¨te kann nur aus Hypothesen auswa¨hlen, welche alle Trai-
ningsdaten korrekt zuordnen und dabei eine funktionale Marge von eins einhalten. Bei-
spiele, die falsch klassifiziert werden oder sich zu nah an der Hyperebene befinden, haben
funktionale Absta¨nde, die kleiner als 1 sind. Im Fall falscher Klassifikationen sind diese
sogar negativ, siehe Abschnitt 2.2. Fu¨r Algorithmen, die mit solchen Situationen arbeiten,
sei auf den na¨chsten Abschnitt verwiesen.
Wenn die Menge aller i mit α∗i = 0 als SV bezeichnet wird, dann kann der Wert der



























































i,x) + b∗ . (43)






− 〈w,φ(xi)〉F (i ∈ SV) , (44)
denn fu¨r i ∈ SV gilt α∗i · [yi (〈w∗,φ(xi)〉F + b∗)− 1] = 0 (KKT-Bedingung). Umgestellt
nach b∗ folgt (44).
Praktisch hat (44) wenig Nutzen, da die Merkmalsabbildung φ im Allgemeinen nicht ex-






(〈w∗,φ(xi)〉F + b∗)− 1] = 0 (i = 1, .., l)
kann man umformulieren zu
α∗i ·
[
























j ,xi) + b∗
)
= 1 .
Wegen y2i = 1 ∀i = 1, .., l gilt







falls xi ein Support-Vektor ist. (45) kann direkt ausgewertet werden, ohne dass Kenntnis
von F oder φ no¨tig ist.
Als weitere Konsequenz aus den KKT-Bedingungen erha¨lt man, dass die geometrische
Marge der optimalen Hyperebene in Abha¨ngigkeit von den positiven Lagrange-Multiplikatoren
















































Fu¨r ein fertig trainiertes Modell kann man also - ohne Kenntnis der Merkmale - aus den
Lagrange-Multiplikatoren die Marge im Merkmalsraum bestimmen.
∑
α∗i ist immer streng
positiv, da Support-Vektoren streng positive Lagrange-Multiplikatoren haben mu¨ssen.
3.3.2 Klassifikation nichtseparierbarer Daten
Die Methode der maximalen Trenngu¨te hat einen entscheidenden Nachteil fu¨r Anwendun-
gen aus der Praxis. Sie produziert nur Ergebnisse fu¨r linear trennbare Lerndaten. Die-
se Voraussetzung ist leider oft nicht erfu¨llt, beispielsweise wenn man verrauschte Daten
nutzen muss. Deswegen werden in diesem Abschnitt ausgehend von der Klassifikation
maximaler Trenngu¨te abgeschwa¨chte Verfahren vorgestellt. Diese werden als soft mar-
gin classifier bezeichnet. Vladimir Vapnik fu¨hrte zuna¨chst einen sogenannten hard margin
classifier ein, welcher aus Gru¨nden der einfacheren Umsetzung in einen soft margin clas-
sifier umformuliert wurde und hier nicht vorgestellt werden soll. Details lese man in [34]
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nach. Der Begriff des hard margin classifiers wird heutzutage fa¨lschlicherweise gleichge-
setzt mit dem sogenannten maximal margin classifier des letzten Abschnittes.
Unter nichtseparierbaren Daten werden auch diejenigen Daten verstanden, welche nur eine
Klassifikationsfunktion maximaler Trenngu¨te erzeugen ko¨nnen, die durch ¨Uberanpassung
gekennzeichnet ist, also fu¨r eine gute Klassifikation unbrauchbar sein wird.
Die im Folgenden beschriebene Methode der weichen Trennung setzt an den funktionalen
Absta¨nden der Trainingsdaten an und formuliert schwa¨chere Bedingungen zur Datentren-
nung.
Bisher wurden fu¨r alle Trainingspaare i = 1, ..., l funktionale Absta¨nde von γi ≥ 1 vor-
ausgesetzt. Jetzt benutzt man die schon bekannten Schlupfvariablen aus Abschnitt 2 und
formuliert neue Bedingungen
γi = yi · f(xi) ≥ 1− ξi.
Dabei wird gefordert, dass ξi ≥ 0 fu¨r alle i = 1, ..., l gelten. Die Schlupfvariablen dru¨cken
aus, dass nun auch kleinere funktionale Absta¨nde toleriert werden. Damit ko¨nnen ver-
rauschte Daten beziehungsweise Datensa¨tze, die im gewa¨hlten Merkmalsraum nicht linear
trennbar sind, klassifiziert werden. Als problematisch erweist sich jedoch die Gro¨ße der
ξi, denn fu¨r jeden Lo¨sungsvektor ξ gibt es einen Lo¨sungsvektor ξ ′ mit ξi ≤ ξ′i. Es ist
ersichtlich, dass ξ gewa¨hlt werden sollte. Alle i mit ξi > 0 werden als Fehler gewertet,
deshalb sollten sie nicht unno¨tig vergro¨ßert werden, sondern den Tatsachen entsprechen.
Das muss noch in die Formulierung der Aufgabe aufgenommen werden, indem wachsende
ξi auch die Zielfunktion wachsen lassen. Dafu¨r wird eine Norm des Vektors ξ, gewichtet
mit einem noch unbekannten Faktor C > 0, zum Wert der Zielfunktion addiert.
In der Literatur zu Support-Vektor-Maschinen werden die beiden folgenden Verfahren vor-












yi · f(xi) ≥ 1− ξi (i = 1, .., l) ,
ξi ≥ 0 (i = 1, ..., l) .




Die Lagrange-Funktion hat dann die Form















mit αi ≥ 0 und α′i ≥ 0 .
Bei Herleitung der dualen Aufgabe kommen zu den Gleichungen (39) aus dem letzten
Abschnitt noch die folgenden durch Ableiten nach ξi dazu:
C − αi − α′i = 0 (i = 1, ..., l) .
Die duale Aufgabe hat nach Substitution der Variablen die Form von (41), jedoch unter den












yi · f(xi) ≥ 1− ξi (i = 1, ..., l) .
Die Schlupfvariablen gehen hier mit dem gewichteten Quadrat der Euklidischen Norm (2-
Norm) in die Zielfunktion ein.
Die Lagrange-Funktion hat dann die Form













(〈φ(xi),w〉F + b) − 1 + ξi)
mit αi ≥ 0 .
Die zusa¨tzlichen Ableitungen haben jetzt die Form
Cξi − αi = 0 (i = 1, ..., l) .
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Sie unterscheidet sich von (41) durch einen zusa¨tzlichen Term, der von C und dem Vektor
der Lagrange-Multiplikatoren abha¨ngig ist.
Durch Zusammenfassung der beiden hinteren Summanden von (48) ergibt sich eine etwas








































yiαi = 0 ,
αi ≥ 0 (i = 1, ..., l)
zu lo¨sen.
Die Minimierungsaufgaben (46) und (47) unterscheiden sich nur dadurch, dass im ersten
Fall alle ξi einfach aufsummiert werden, sie im zweiten Modell aber vorher quadriert wer-
den. Welches Ziel wird mit der Quadrierung verfolgt? Eine positive Schlupfvariable ξi
(i ∈ {1, ..., l}) verdeutlicht, dass der i-te Punkt den gewu¨nschten funktionalen Abstand
von mindestens eins verfehlt hat. Dabei kann xi dennoch richtig klassifiziert sein, sodass
ξi im Intervall (0, 1] liegt, andernfalls gilt ξi > 1, der Punkt xi ist also falsch klassifiziert
worden. Quadrierung der Schlupfvariablen fu¨hrt demnach dazu, dass Fehlklassifikatio-
nen (γi < 0) sta¨rker gewichtet werden als Klassifikationen mit positiven funktionalen
Absta¨nden γi (0 ≤ γi < 1). Bei beiden Ansa¨tzen bleibt die Wahl des Parameters C offen.
Klar ist, dass dieser eine Mo¨glichkeit bietet, zu bestimmen, wie stark Klassifikationsfehler
beru¨cksichtigt werden sollen. Die Festlegung von C kann mit einer der Methoden, die
unter dem Begriff Kreuzvalidierung zusammengefasst sind, erfolgen. Diese werden in Ab-
schnitt 5.2 vorgestellt. Es ist auch mo¨glich, die Schlupfvariablen mit einem Wert k > 2 zu




Ziel von Support-Vektor-Maschinen und anderen Methoden des u¨berwachten Lernens ist
immer, eine Funktion zu scha¨tzen, die mo¨glichst viele Daten richtig klassifiziert. Dabei
handelt es sich entweder um Testdatensa¨tze oder um bisher unbekannte Datensa¨tze. Ein
unbekannter Datensatz besteht nur aus Eingabewerten x ∈ X , die einer Klasse zugeordnet
werden sollen, ohne dass dabei weitere Informationen zur Verfu¨gung stehen. Da man fu¨r
solche Punkte nicht u¨berpru¨fen kann, ob die Klassifikationen sinnvoll sind, ist es wichtig,
bestimmte qualitative Merkmale der Entscheidungsfunktion zu untersuchen. Wie kann
man die Qualita¨t einer Scha¨tzung bewerten?
Als Generalisierungs- oder Verallgemeinerungsfa¨higkeit bezeichnet man die Eigenschaft
einer Hypothese, vom Training unabha¨ngige Eingabedaten mo¨glichst gut zu klassifizieren.
Diese Eigenschaft ist wu¨nschenswert und kann daher als Maß fu¨r die Qualita¨t von Lernal-
gorithmen betrachtet werden. Die Generalisierungstheorie untersucht also, ob und wann
bestimmte Lernverfahren in der Lage sind, sinnvolle Ausgabewerte zu produzieren. Die
schon vorgestellten Kernfunktionen erho¨hen die Leistung von Lernalgorithmen, ko¨nnen
aber auch dazu beitragen, dass ¨Uberanpassung entsteht. Ein Lernalgorithmus zeigt - wie
schon auf Seite 100 erkla¨rt wurde - u¨berangepasstes Verhalten, wenn er die Trainingsdaten
mit sehr wenigen Fehlern klassifiziert, jedoch bei Testdaten versagt.
Auch mit diesem Pha¨nomen bescha¨ftigt sich die Generalisierungstheorie. Zuna¨chst wird
die grundlegende Annahme dieser Theorie getroffen:
Der Trainingsdatensatz Sl ist eine zufa¨llige Stichprobe aus dem Eingabe-Ausgabe-Raum
X×Y gema¨ß einer festen aber unbekannten Verteilung P . Alle Paare (xi, yi), i = 1, ..., l,
sind somit Realisierungen unabha¨ngiger und identisch verteilter Zufallsgro¨ßen mit der Ver-
teilung P . Diese Annahme gilt auch fu¨r alle Testdatensa¨tze. Die Verteilung von Sl ist das
l-fache Produktmaß von P . Es sei mit Pl bezeichnet.
Support-Vektor-Maschinen erlernen eine Zielfunktion der Form
f : X → R ,
welche dann im Fall bina¨rer Klassifikation in die Entscheidungsfunktion
h : X → Y, h := sgn(f)
umgewandelt wird, siehe dazu Abschnitt 2.
Die Qualita¨t einer Zielfunktion kann durch Einfu¨hrung von Verlustfunktionen bewertet
werden.
Eine Verlustfunktion ist eine Abbildung
c : X × Y ×R → [0,∞) . (50)
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Eine Verlustfunktion c(x, y, t) quantifiziert den
”
Verlust“ der entsteht, wenn die Zielfunk-
tion f fu¨r ein Eingabe-Ausgabe-Paar (x, y) den Wert t ∈ R annimmt.
Die bekannteste Verlustfunktion ist die Funktion des (0, 1)-Verlustes
c(x, y, t) =
{
0 falls sgn(t) = y
1 sonst
. (51)
Hier werden alle Klassifikationsfehler gleich stark gewichtet. Der Verlust ha¨ngt nur davon
ab, ob x durch die Zielfunktion in die richtige Klasse eingeordnet wurde oder nicht.
Etwas flexibler ist die Verlustfunktion
c(x, y, t) =
{
0 falls sgn(t) = y
c˜(x, y) sonst
.
Durch eine Funktion c˜ : X × Y → [0,∞) ko¨nnen bestimmte Fehler sta¨rker gewichtet
werden, zum Beispiel, wenn es von Interesse ist, in welcher Klasse der falsch eingeordnete
Punkt liegt.
Die bisher vorgestellten Verlustfunktionen ordnen allen Entscheidungen, welche einen Ein-
gabepunkt richtig klassifizieren, keinen Verlust zu. Das Konzept der Marge besagte aber,
dass Klassifikationen innerhalb eines gewissen Grenzbereiches der trennenden Hyperebene
unerwu¨nscht sind. Deshalb gibt es auch Verlustfunktionen, die alle funktionalen Absta¨nde,
die kleiner als eins sind, als Verluste deklarieren:
c(x, y, t) = max{0, 1− y · t} =
{
0 falls y · t ≥ 1
1− y · t sonst .
beziehungsweise
c(x, y, t) = (max{0, (1− y · t)})2 .
Hat man sich entschieden, durch welche Verlustfunktion Fehler festgehalten werden sollen,
kann man den erwarteten Verlust einer Zielfunktion betrachten.
Sei f eine Zielfunktion und c eine Verlustfunktion. Dann ist der erwartete Verlust, auch
Risiko genannt, definiert als
R[f ] := E[c(x, y, f(x))] =
∫
X×Y
c(x, y, f(x)) dP (x, y) . (52)
Es ist klar, dass genau diese Gro¨ße Aussagen daru¨ber macht, wie gut die Zielfunktion ist,
aber man kann sie weder berechnen noch minimieren, da die Verteilung P unbekannt ist.
Ein Ausweg aus diesem Dilemma wurde mit dem Prinzip der empirischen Risikomini-





Das ERM-Verfahren setzt sich damit auseinander, zu u¨berpru¨fen, wieviele Daten eines
Trainingsdatensatzes durch eine feste Hypothese richtig klassifiziert werden. Die zu Grun-
de liegende Idee ist, dass aus einer Menge von Funktionen immer die gewa¨hlt werden
sollte, die den Trainingsdatensatz am besten klassifiziert. Fehler, die bei Klassifikation
des Trainingsdatensatzes mit der erlernten Funktion auftreten, liefern dieses empirische
Maß. Es ist einfach zu bestimmen. Es wird davon ausgegangen, dass damit das Risiko von
zuku¨nftigen Fehlklassifikationen abgescha¨tzt werden kann. Es hat sich gezeigt, dass diese
Methode nicht immer zu einer ausreichenden Generalisierungsfa¨higkeit fu¨hrt und mit einer
weiteren Idee kombiniert werden sollte [33]. Zuna¨chst aber soll das ERM-Prinzip erkla¨rt
werden.
Fu¨r einen Trainingsdatensatz Sl, eine Zielfunktion f und eine Verlustfunktion c ist das








Das empirische Risiko erha¨lt man also durch Einsetzen der empirischen Verteilung in (52).
Man betrachte die Verlustfunktion (51) und die Entscheidungsfunktion h(x) = sgn(f(x)).




∈ {0, 1} .
Im Folgenden wird nur noch diese Verlustfunktion betrachtet. Sie ist typisch fu¨r das Pro-
blem der bina¨ren Klassifikation. Deshalb werden ab jetzt auch die Symbole R[h] und
Remp[h] anstelle von R[f ] und Remp[f ] verwendet. Mit H˜ sei der Raum aller Entschei-
dungsfunktionen h = sgn(f), f ∈ H, bezeichnet. Damit entspricht H˜ dem gewu¨nschten
Hypothesenraum.
Unter allen bisherigen Annahmen gilt fu¨r alle ε > 0, h ∈ H˜ und l ∈ N die Ungleichung
Pl{|Remp[h]− R[h]| ≥ ε} ≤ 2e−2lε2 . (54)
Sie zeigt, wie nah das unbekannte Risiko R und das empirische Fehlermaß Remp beieinan-
der liegen. Zum Beweis wird ein Spezialfall der Hoeffding-Ungleichung [11], die Unglei-
chung von Chernoff [32], genutzt:





∣∣∣∣ ≥ ε} Chernoff≤ 2e−2lε2 .
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Die Minimierung des empirischen Risikos besteht darin, eine Funktion h zu suchen, die
Remp auf einem festen Trainingsdatensatz Sl minimiert. Das ERM-Prinzip schla¨gt diese
Minimierung vor und geht davon aus, dass diese Methode ausreichend ist, um generali-
sierungsfa¨hige Funktionen zu erlernen. Minimierung des empirischen Risikos kann unter
Umsta¨nden zu Hypothesenfunktionen mit u¨berangepasstem Verhalten fu¨hren, die im Ex-
tremfall alle Trainingspunkte korrekt klassifizieren, aber keine weiteren guten Klassifika-
tionen hervorbringen. Das Prinzip ist daher nur dann sinnvoll, wenn einerseits das Risiko
der gewa¨hlten Klassifikationsfunktion dem optimalen Risiko nahe kommt und wenn ande-
rerseits das empirische Risiko, welches diese Funktion verursacht, ein guter Scha¨tzer fu¨r
das wahre Risiko ist. Wie auch in [33] werden diese beiden Forderungen im Folgenden als
Konsistenz der empirischen Risikominimierung bezeichnet, eine formale Definition dazu
folgt nach einer kurzen Bemerkung zu zwei in diesem Abschnitt verwendeten Notationen.
(1) Eine Folge von Zufallsvariablen {Xn}n∈N konvergiert stochastisch gegen eine Zu-





(2) Fu¨r a ∈ R sei mit a+ der Positivteil von a bezeichnet. Fu¨r reelle Zahlen a ist der
Positivteil definiert als max {0, a} .
hopt ∈ H˜ sei diejenige Funktion, die R[h] minimiert. Dagegen sei hSl ∈ H˜ die Funk-
tion mit dem kleinsten empirischen Risiko fu¨r einen bestimmten Trainingsdatensatz S l.










Im Folgenden sollen hinreichende Bedingungen fu¨r die Konsistenz des ERM-Prinzips her-
geleitet werden.







hinreichend fu¨r die Konsistenz der empirischen Risikominimierung.
Wir zeigen zuna¨chst (55):
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Fu¨r alle h ∈ H˜ gelten die Ungleichungen
R[h]−R[hopt] ≥ 0 und
Remp[h]− Remp[hSl ] ≥ 0 .
Damit gelten fu¨r h = hSl beziehungsweise h = hopt
R[hSl ]− R[hopt]︸ ︷︷ ︸
(∗)
≥ 0 und (58)
Remp[h
opt]− Remp[hSl ]︸ ︷︷ ︸
(∗∗)
≥ 0 . (59)
Addition von (58) und (59) liefert
0 ≤ R[hSl]− R[hopt] + Remp[hopt]− Remp[hSl ]
= R[hSl]− Remp[hSl] + Remp[hopt]−R[hopt]
≤ sup
h∈H˜
(R[h]−Remp[h]) + Remp[hopt]− R[hopt] .




Durch zusa¨tzliche Verwendung von (57) erha¨lt man die Aussage, dass (∗) und (∗∗) je-
weils stochastisch gegen 0 konvergieren, also ist (55) gesichert.
(56) folgt direkt aus:
Remp[h










3.4.2 Theorie von Vapnik und Chervonenkis
Diese Theorie bescha¨ftigt sich mit der Frage, wie Lernalgorithmen aufgebaut sein mu¨ssen,
damit sie zu Hypothesen mit guten Generalisierungsfa¨higkeiten fu¨hren. Vapnik und Cher-
vonenkis haben gezeigt, dass die Bedingung (57) fu¨r die sogenannte nicht-triviale Konsi-
stenz der empirischen Risikominimierung nicht nur hinreichend, wie fu¨r die Konsistenz
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nach (55) und (56), sondern auch notwendig ist. Zur Definition der nicht-trivialen Konsi-
stenz siehe Abschnitt 2.1 in [33], das Theorem zur Konsistenz folgt dann im Abschnitt 2.2.
An dieser Stelle wird weiterhin versucht, hinreichende Bedingungen fu¨r die Konsistenz des























Dabei ist P2l das 2l-fache Produktmaß von P und bezieht sich auf Datensa¨tze der La¨nge 2l,
die mit S2l bezeichnet seien. R1emp bezieht sich dabei auf die ersten l Datenpaare, R2emp auf
die andere Ha¨lfte. Die Abscha¨tzung ist nachvollziehbar: Liegen die empirischen Fehler
zweier unabha¨ngiger Datensa¨tze nah beieinander, so muss das empirische Risiko nah am
erwarteten Risiko liegen. Der rechte Teil von (61) muss weiter untersucht werden, um
(60) nach oben abzuscha¨tzen. Zuna¨chst sollen einige Begriffe der VC-Theorie eingefu¨hrt
werden.
Fu¨r eine Anzahl l ∈ N von Vektoren aus X gibt es maximal 2l verschiedene Mo¨glichkei-
ten, diese nach {−1, 1} abzubilden. Es gilt also, dass die Funktionen h ∈ H˜ eingeschra¨nkt
auf l Eingaben entweder genau 2l oder weniger unterscheidbare Klassifikationen bereit-
stellen werden. Sei Sl ein Datensatz. Dann bezeichnet N Sl(H˜) die maximale Anzahl der
Funktionen aus H˜, die man allein durch die Werte h(x1), ..., h(xl) unterscheiden kann.
Sei l ∈ N fest. Als Shattering-Koeffizient (shatter: zerru¨tten, zerschlagen)N l(H˜) wird das
Maximum vonN Sl(H˜) u¨ber alle mo¨glichen Sl bezeichnet. Der Shattering-Koeffizient gibt
an, wieviele verschiedene Ausgabefunktionen maximal auf einem Datensatz der La¨nge l
durch H˜ produziert werden ko¨nnen. Anders interpretiert gibt er die maximale Anzahl der
Mo¨glichkeiten an, einen Datensatz der La¨nge l durch die zur Verfu¨gung stehenden Hy-
pothesen in zwei Klassen einzuteilen. Existiert ein Datensatz Sl, sodass die Funktionen
aus H˜ in der Lage sind, die Eingabevektoren aller Datenpaare auf jede mo¨gliche Art zu
klassifizieren, dann gilt offensichtlich
N l(H˜) = 2l . (62)







(R1emp[h]− R2emp[h]) > ε/2
}
≤ 2 E[N S2l(H˜)] e− lε
2
8 .







≤ 4 E[N S2l(H˜)] · e− lε
2
8 . (63)
Die folgende Abscha¨tzung fasst alle bisherigen Ergebnisse zusammen und gibt eine prak-
tische Aussage u¨ber das wahre Risiko bei Anwendung einer Klassifikationsfunktion.
Sei δ ∈ (0, 1). Fu¨r Trainingsdatensa¨tze der La¨nge l gelten mit einer Wahrscheinlichkeit
von mindestens (1− δ) die Ungleichungen







E[N S2l(H˜)])+ ln(4/δ)) (h ∈ H˜) , (64)
sofern l und ε =
√
(8/l)(ln(E[N S2l(H˜)]) + ln(4/δ)) die Bedingung lε2 ≥ 2 erfu¨llen. Sei
dazu δ ∈ (0, 1) vorgegeben. Setze δ = 4 E[N S2l(H˜)] · e− lε28 , dann ergibt sich
ε =
√
(8/l)(ln(E[N S2l(H˜)]) + ln(4/δ)) .



































≥ 1− δ .
Aus diesem Satz folgt, dass fu¨r δ ∈ (0, 1) und lε2 ≥ 2 mit einer Wahrscheinlichkeit von
mindestens (1− δ) die Ungleichung
143
Klassifikationsalgorithmen fu¨r Daten aus der Pharmaindustrie
Forschungszentrum Ju¨lich











Welche Vorteile oder Nachteile liefert die Abscha¨tzung (65)?
• Vorteil: Die Abscha¨tzung gilt fu¨r alle Funktionen des Hypothesenraumes in gleichem
Maße. Die Ungleichung (65) ist daher nicht nur fu¨r Lernalgorithmen, die das ERM-
Prinzip umsetzen, anwendbar, sondern bietet eine Abscha¨tzung des Risikos fu¨r eine
von einem beliebigen Lernalgorithmus gewa¨hlte Klassifikationsfunktion hSl .
• Nachteil: Kennt man von der gesuchten Hypothese h mehr als nur den Raum H˜, aus
dem sie stammt, wird man genauere Abscha¨tzungen als (65) finden ko¨nnen.
Man betrachte nun die Struktur von (65). Der unbekannte Fehler wird durch zwei Ter-
me additiv bestimmt. Wie verhalten sich die einzelnen Komponenten? Je reichhaltiger
der Hypothesenraum, umso eher kann man eine Funktion mit kleinem empirischen Fehler
wa¨hlen. Der zweite Ausdruck (KT ) kann aber stark wachsen, wenn sich der Hypothe-
senraum vergro¨ßert. Dazu sei an die Definition des Shattering-Koeffizienten erinnert. Im
Folgenden sei dieser Teil als Kapazita¨tsterm bezeichnet.
Aus der Abscha¨tzung (65) beziehungsweise (63) folgt die Bedingung (57), wenn ein geeig-
neter Hypothesenraum gewa¨hlt wird. Man kann also festhalten, dass man Konsistenz der
empirischen Risikominimierung durch Festlegung geeigneter Ra¨ume H˜ sichern kann. Was
man unter einem geeigneten Hypothesenraum versteht und mit welchen weiteren Mitteln
man das Risiko von Klassifikationsfunktionen abscha¨tzen kann, wird am Ende dieses Ab-
schnittes erkla¨rt. Zuna¨chst werden einige wichtige Werkzeuge der VC-Theorie vorgestellt,
die dazu benutzt werden sollen, den Kapazita¨tsterm in (65) weiter nach oben abzuscha¨tzen.
Die Ho¨he von ln
(
E[N S2l(H˜)]) im Kapazita¨tsterm beeinflusst das Risiko. Fu¨r l ∈ N und




Offensichtlich gilt GH˜(l) = ln N l(H˜), denn die natu¨rliche Logarithmusfunktion ist im




E[N Sl(H˜)]) ≤ GH˜(l) . (66)
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Das heißt, ist eine Aussage u¨ber den Wert der Wachstumsfunktion mo¨glich, so la¨sst sich
die Ungleichung (64) auswerten. In [33] wird eine wichtige Eigenschaft der Wachstums-
funktion angegeben, die hier zitiert werden soll. Entweder, die Wachstumsfunktion erfu¨llt
fu¨r alle l > 0 die Gleichung
GH˜(l) = l · ln(2) (67)








erfu¨llt ist. Diese Funktion wa¨chst also linear mit der Gro¨ße des Trainingsdatensatzes, bis
l = D erreicht ist. Danach steigt ihr Wert nur noch sehr langsam. Den Wert D nennt man
nach Vapnik und Chervonenkis VC-Dimension. Sie gibt die maximale Anzahl l der Punkte
an, welche die Bedingung (62) erfu¨llen. Falls fu¨r alle l > 0 Bedingung (67) erfu¨llt ist, setzt
man D = ∞.
Sei X ⊆ R2. Die VC-Dimension des Raumes der trennenden Hyperebenen in X , in die-
sem Fall aller Geraden, ist die gro¨ßte Zahl l ∈ N, sodass alle l-Tupel von Punkten aus X
durch Hyperebenen auf jede erdenkliche Weise getrennt werden ko¨nnen. Man kann sich
schnell klarmachen, dass dies fu¨r drei Punkte immer mo¨glich ist. Bei vier Punkten kann es
Situationen geben, in denen die gewu¨nschten Zuordnungen zu 1 und −1 nicht ausschließ-
lich durch Geraden erreicht werden ko¨nnen. Ein Beispiel ist in Abbildung 8 dargestellt.
Daraus folgt, dass die VC-Dimension trennender Hyperebenen im R2 genau drei betra¨gt.





Abbildung 8: Nichtlineare Trennung von vier Punkten im R 2.
Die Kenntnis der VC-Dimension ist ausreichend fu¨r eine Aussage u¨ber das Verhalten der
Wachstumsfunktion und damit auch des Kapazita¨tsterms. Fu¨r eine bessere ¨Ubersicht soll
die Ungleichung (64) mit diesen Erkenntnissen erweitert werden:
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= 16 · ln(2)
eine Konstante enthalten wu¨rde. Bedingung (57) ist dann nicht notwendigerweise erfu¨llt.
Zusa¨tzlich existieren Abscha¨tzungen nach unten [5], aus denen folgt, dass die lineare Lern-
theorie in Merkmalsra¨umen sehr großer VC-Dimension versagt. Eben solche Ra¨ume sind
laut Abschnitt 3.2 gewu¨nscht. Der auf Seite 127 vorgestellte Kern fu¨hrt sogar zu D = ∞
[32], falls die Grammatrix vollen Rang besitzt, d.h. falls σ = 0 gilt und alle Trainings-
punkte verschieden sind. Mit diesem Problem und dessen Lo¨sung setzt sich der na¨chste
Abschnitt auseinander. Im Folgenden werden Ansa¨tze vorgestellt, mit denen das Risiko
von Hypothesen genauer als bisher abgescha¨tzt werden kann.
3.4.3 Strukturelle Risikominimierung
Es wurde gezeigt, dass der Kapazita¨tsterm in (65) nicht von den Eigenschaften einer be-
stimmten Funktion in H˜ abha¨ngt, sondern durch Merkmale dieses Raumes bestimmt wird.
Aus diesem Grund ist es nicht ausreichend, eine geeignete Funktion h zu wa¨hlen. Die Ge-
neralisierungsfa¨higkeit wird sich erst verbessern, wenn gu¨nstige obere Schranken fu¨r den
Kapazita¨tsterm gefunden werden.
Ein erster Ansatz dafu¨r ist die Einfu¨hrung einer Struktur in H˜, sodass die Summe aus em-
pirischem Risiko und Kapazita¨tsterm u¨ber die Wahl der Struktur minimiert werden kann.
Diese Methode wird als strukturelle Risikominimierung (structural risk minimization in-
ductive principle) bezeichnet und erweitert das ERM-Prinzip. Strukturelle Risikomini-
mierung innerhalb der VC-Theorie ist ein wichtiger Punkt, in dem sich Support-Vektor-
Maschinen ganz klar von der Theorie der neuronalen Netze unterscheiden. Diese mini-
mieren bestimmte Fehlermaße auf der Trainingsmenge, betrachten aber nicht die Eigen-




Idee: Man wa¨hle einen Hypothesenraum H˜1, der sehr klein ist. Mit jedem Schritt ver-
gro¨ßere man diesen, also H˜1 ⊂ H˜2 ⊂ .... Der Raum H˜ := H˜k wird dann so gewa¨hlt, dass
es eine Funktion h ∈ H˜ mit einem kleinen empirischen Fehler gibt, wobei k mo¨glichst
klein sein soll. Gesucht sind also Hypothesenra¨ume H˜k ⊂ H˜ mit Dk  ∞, in denen
das ERM-Prinzip angewendet werden kann. Problematisch bei diesem Ansatz ist die Tata-
sche, dass im Allgemeinen fu¨r H˜ keine Struktur bekannt ist, die die obige Idee realisieren
ko¨nnte. Er ist also von geringem praktischen Nutzen. Sinnvoller ist es, wenn man Infor-
mationen nutzt, die durch die Trainingsdaten verfu¨gbar sind. Damit bescha¨ftigt sich der
zweite Ansatz.
Wie man an (69) erkennen kann, liefert die VC-Theorie Schranken fu¨r das Risiko von Hy-
pothesen, die von der Verteilung P unabha¨ngig sind. Diese Schranken sind im Allgemei-
nen sehr groß, weil sie auch fu¨r ungu¨nstige Verteilungen gelten mu¨ssen. Die Abscha¨tzung
des tatsa¨chlichen Risikos wird damit schwierig. Kann man voraussetzen, dass die mo¨gli-
chen Verteilungen gu¨nstig sind, gibt es signifikant kleinere Schranken. Support-Vektor-
Maschinen greifen diese Idee auf und suchen datenabha¨ngige Fehlerschranken. Dabei wer-
den Maße fu¨r die
”
Gutartigkeit“ von Verteilungen definiert, die dann angewendet auf den
Trainingsdatensatz die zugeho¨rigen empirischen Gro¨ßen liefern. Diese Methode wird von
SV-Maschinen umgesetzt und ist unter der Bezeichnung der datenabha¨ngigen strukturellen
Risikominimierung bekannt.
In Abschnitt 2.2 wurden die funktionalen Absta¨nde der Punkte eines Trainingsdatensat-
zes von einer Hyperebene eingefu¨hrt. Die Gu¨te einer Klassifikation kann deshalb u¨ber die
Verteilung dieser Absta¨nde bestimmt werden. Die Verfahren des Abschnittes 3.3 basie-
ren auf Merkmalen dieser Verteilung. Die im Folgenden angegebenen datenabha¨ngigen
Risikoabscha¨tzungen werden diese Verfahren rechtfertigen.
Die Klassifikation maximaler Trenngu¨te verwendet das Minimum der Verteilung der funk-
tionalen Absta¨nde. Es gilt [5]:
Sei H1 der Raum aller linearen Zielfunktionen f , die einen normierten Richtungsvektor w
besitzen, γ > 0 sei eine reelle Zahl. Fu¨r jede Verteilung P auf X×{−1, 1}, deren Tra¨ger in
X in einer Kugel mit Radius R um den Ursprung liegt, gelten mit einer Wahrscheinlichkeit
von (1− δ) fu¨r Trainingsdatensa¨tze Sl der La¨nge l die Ungleichungen















∀f ∈ H1 , (70)
falls lε2 ≥ 2 sowie 64R2/γ2 < l und falls eine Marge von mindestens γ eingehalten wird.
Man beachte, dass die Abscha¨tzung (70) nicht mehr von der VC-Dimension abha¨ngt. Klei-
ne Fehlerschranken ko¨nnen realisiert werden, falls γ und l hinreichend groß sind. Damit
ist die Marge direkt fu¨r die Fa¨higkeit der Generalisierung verantwortlich.
Verfahren fu¨r die Klassifikation nichtseparierbarer Trainingsdaten versuchen, eine vorge-
gebene funktionale Marge γ zu erreichen und berechnen dann das Minimum der Verteilung
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einer Norm des Vektors der Schlupfvariablen ξ. Es gelten die folgenden Abscha¨tzungen,
die ebenfalls aus [5] stammen:
Es seiH1 der Raum aller linearen Zielfunktionen f , die einen normierten Richtungsvektor
w besitzen, γ > 0 sei eine reelle Zahl. Dann existiert eine Konstante c, sodass fu¨r jede
Verteilung P auf X × {−1, 1}, deren Tra¨ger in X in einer Kugel mit Radius R um den
Ursprung liegt, mit einer Wahrscheinlichkeit von (1 − δ) fu¨r Trainingsdatensa¨tze Sl der
La¨nge l die folgenden Ungleichungen gelten:









∀f ∈ H1 , (71)
falls die 2-Norm verwendet wird, beziehungsweise
R[f ] ≤ c
l
(
R2 + ‖ξ‖21 log2(1/γ)
γ2




∀f ∈ H1 , (72)
falls die 1-Norm gewa¨hlt wird.
In diesen Fa¨llen ist der Generalisierungsfehler zusa¨tzlich davon abha¨ngig, wie stark jeder
einzelne Trainingspunkt eine vorgegebene Marge γ verfehlt. An dieser Stelle soll noch
gezeigt werden, wie man von diesen Abscha¨tzungen zu den Verfahren des Abschnittes




direkten Einfluss auf die Fehlerschranke hat. Deshalb wa¨re es sinnvoll, diesen Ausdruck
zu minimieren, wobei zu beachten ist, dass nach Voraussetzung ‖w‖ = 1 gilt. Hebt man















Die Abscha¨tzung (72) kann in gleicher Weise untersucht werden und fu¨hrt auf die Mini-
mierung von
‖w‖2 + C‖ξ‖21 log2(‖w‖) .
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Zusammenfassend zu diesem Abschnitt u¨ber Generalisierungstheorie passt folgendes Zitat
aus [15]:
”
... we can generalize well in high dimensional spaces, if our hypothesis has a small
weight vector ... “.
3.5 Zusammenfassung
In diesem Abschnitt geben wir die fu¨r die Implementierung zu Grunde liegenden Model-
le in kompakter Darstellung an. Ausgewa¨hlt wurden die beiden in Abschnitt 3.3.2 vor-
gestellten Modelle, die Trainingsfehler zugunsten einer generalisierungsfa¨higen Funktion
tolerieren.













yi(〈w,xi〉+ b) ≥ 1− ξi (i = 1, ..., l) ,
ξi ≥ 0 (i = 1, ..., l) .
















αTy = 0 ,
0 ≤ α ,
α ≤ C .
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yi(〈w,xi〉+ b) ≥ 1− ξi (i = 1, ..., l) .


































αTy = 0 ,
α ≥ 0 .
Wir haben hier die dualen Aufgaben als Minimierungsprobleme dargestellt, wobei sich
keine Vera¨nderung der Lo¨sungen ergibt. Wie innerhalb dieses Abschnitts herausgearbeitet
wurde, sind die dualen Darstellungen besonders wichtig fu¨r die Implementierung. Dazu
seien die folgenden Punkte genannt.
• Die dualen Aufgaben sind konvex und besitzen deshalb keine lokalen Extrema.
• Jede duale Aufgabe besitzt genau einen globalen Extrempunkt.
• Die primalen Aufgaben arbeiten direkt mit Punkten des Merkmalsraumes. Innerhalb
der Zielfunktionen der dualen Aufgaben treten ausschließlich Skalarprodukte zwi-
schen Punkten im Merkmalsraum auf. Diese ko¨nnen durch Kernfunktionen die auf
den Originaldaten arbeiten, ersetzt werden. Das ermo¨glicht die Nutzung hochdimen-
sionaler Merkmalsra¨ume.
Aus (40), (41) und (77) folgt direkt: Das L2-Norm-Modell entspricht dem hard margin
classifier bis auf den modifizierten Kern







In diesem Abschnitt werden die implementierten SVM-Algorithmen vorgestellt. Der hard
margin classifier (37) ist fu¨r die Praxis nicht relevant, sodass die beiden soft margin Mo-
delle umgesetzt worden sind. Sollte man im einen oder anderen Fall dennoch auf einer
perfekten Trennung bestehen, kann das u¨ber die Wahl C ≈ ∞, d.h. u¨ber einen sehr großen
Wert fu¨r C erzwungen werden.
Abschnitt 4.1 wird sich mit der Implementierung des L2-Norm-Modells auseinanderset-
zen, wohingegen im Abschnitt 4.2 die Umsetzung einer L1-Norm Support-Vektor-Ma-
schine vorgestellt wird. Wir werden im Anschluss daran erkla¨ren, welche Unterschiede
zwischen diesen Modellen fu¨r die Praxis bestehen.
4.1 Nearest-Point-Algorithmen
Der iterative Nearest-Point-Algorithmus (NPA) wurde erstmals im Jahr 1999 vorgestellt
[18]. Er lo¨st SVM-Klassifikationsprobleme u¨ber folgende Aufgabe: Bestimme den mini-
malen Abstand zwischen zwei konvexen Polytopen, wobei die Polytope u¨ber die jeweiligen
Trainingspunkte im Merkmalsraum definiert sind. Im Folgenden wird dieser Algorithmus
vorgestellt. Im Anschluss daran wird gezeigt, wie der Algorithmus an die Projektaufgaben
angepasst wurde.
Der Nearest-Point-Algorithmus lo¨st das Trainingsproblem einer L2-Norm Support-Vektor-
Maschine. Die zugeho¨rige Optimierungsaufgabe ist in primaler (76) und dualer Form (77)
bereits angegeben worden. NPA arbeitet unter zwei Bedingungen, die wir als erstes vor-
stellen, bevor im Anschluss auf die Details des Verfahrens eingegangen wird.
Es sei Sl ein Trainingsdatensatz. Seien I := {i ∈ {1, ..., l} | yi = 1} und J := {j ∈
{1, ..., l} | yj = −1}.
Annahme 1: I = ∅ und J = ∅.
Diese Annahme stellt keine Einschra¨nkung dar, denn ein Lernproblem mit ausschließlich
Vertretern einer Klasse ist nicht sinnvoll. Dieser Fall ko¨nnte jedoch beim Aufspalten von
Trainingsdaten fu¨r Validierungszwecke auftreten, siehe dazu Abschnitt 5.2. Insbesondere
geschieht das oft beim Einsatz von Zufallsroutinen. Auch in den verkleinerten Trainings-
daten sollten immer Punkte beider Klassen vorhanden sein.
Aus den Eigenschaften von Sl folgen I ∪ J = {1, ..., l} und I ∩ J = ∅.
Annahme 2: Es existieren w und b im zula¨ssigen Bereich von (37).
Um auch nichtseparierbare Daten zu klassifizieren, wurden die abgeschwa¨chten Klassifika-
tionsverfahren eingefu¨hrt. Annahme 2 kann somit immer erfu¨llt werden. Es sei nochmals
erwa¨hnt, dass die Aufgabe (77) gelo¨st werden kann, indem man in der Ausgangsaufga-
be (41) die Kernmatrix des Trainingsdatensatzes mit dem Parameter C anpasst. Der neue
Kern K˜ wurde auf Seite 150 bereits definiert.
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Im Folgenden wird deshalb nur (37) betrachtet und gezeigt, wie diese Aufgabe als Nearest-
Point-Problem formuliert und gelo¨st werden kann.
Das in [18] vorgestellte Verfahren betrachtet Mengen und Punkte im Merkmalsraum F ,
dennoch wird die Merkmalsabbildung φ nicht als bekannt vorausgesetzt. Alle Berechnun-
gen werden auch hier u¨ber einen Kern K realisiert. Das wird durch eine auf Skalarproduk-
ten basierende Form ermo¨glicht. Details dazu folgen spa¨ter.
4.1.1 Nearest-Point-Problem (NPP)
Sei Z = {z1, ..., zl} eine endliche Menge von Punkten in F . Dann wird die konvexe Hu¨lle











definiert. Man betrachte jetzt die Mengen
U := co({φ(xi) | i ∈ I}) und
V := co({φ(xj) | j ∈ J}) ,
die u¨ber die Merkmale in F definiert sind. Da I und J wegen l ∈ N endlich sind, stellen
U und V konvexe Polytope in F dar.




betrachtet werden. Sie wird Nearest-Point-Problem genannt. Abbildung 9 veranschaulicht
das Problem.
Das Paar (w∗, b∗) lo¨st die Aufgabe (37) genau dann wenn u∗ ∈ U und v∗ ∈ V existieren,







gelten ([18], Kapitel 2). Damit ist gesichert, dass ein Support-Vektor-Problem auch u¨ber








Abbildung 9: Nearest-Point-Problem im zweidimensionalen Merkmalsraum.
4.1.2 Optimalita¨tsbedingungen fu¨r NPP
Sei P eine kompakte Menge in F . Die sogenannte Support-Funktion hP : F → R wird
definiert als
hP (ϑ) := max
p∈P
〈ϑ,p〉F (ϑ ∈ F ) .
Mit sP (ϑ) ∈ P wird eine zugeho¨rige Lo¨sung bezeichnet, d.h. hP (ϑ) = 〈ϑ, sP (ϑ)〉F .
Sei nun P ein konvexes Polytop in F , also P = co(Z) fu¨r eine Menge Z von Punkten in P .
Es ist bekannt, dass das Maximum einer affin-linearen Funktion auf P in einem Punkt aus
Z angenommen wird, genau genommen wird es in einem Punkt der minimalen Stu¨tzmenge
angenommen, diese Menge ist aber in Z enthalten. Formal bedeutet das:
hP (ϑ) = hZ(ϑ) = max
z∈Z
〈ϑ, z〉F ,
∃ z∗ ∈ Z : sP (ϑ) = sZ(ϑ) = z∗, 〈ϑ, z∗〉F = hZ(ϑ) .
Die Funktion gP : F × P → R wird definiert als
gP (ϑ,p) := hP (ϑ)− 〈ϑ ,p〉F .
Fu¨r alle u ∈ U und v ∈ V gelten
(1) g(u,v) := gU(v − u,u) + gV (u− v,v) ≥ 0 ,
denn gP (ϑ,p) ≥ 0 ∀ ϑ ∈ F, p ∈ P .
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(2) ∃ u ∈ U mit 〈u− v,u〉F < 〈u− v,u〉F
⇒ ∃ u˜ ∈ co({u,u}) mit ‖u˜− v‖F < ‖u− v‖F ,
denn fu¨r eine Funktion ζ mit ζ(t) := ‖u + t(u− u)− v‖2F (t ∈ R)
gilt ζ ′(t) =
∑
2(ui + t(ui − ui)− vi)(ui − ui).
Fu¨r t = 0 folgt ζ ′(0) = 2〈u− v,u− u〉F < 0 .
(3) ∃ v ∈ V mit 〈u− v,v〉F > 〈u− v,v〉F
⇒ ∃ v˜ ∈ co({v,v}) mit ‖u− v˜‖F < ‖u− v‖F
Diese Aussage kann analog zu 2. gezeigt werden.
(4) (u,v) lo¨st (79)⇔ g(u,v) = 0
Gelte g(u,v) = 0 und seien uˆ ∈ U, vˆ ∈ V beliebig gewa¨hlt.
Wegen gU(v − u,u) = 0 und gV (u− v,v) = 0 folgen
〈u− v,u〉F ≤ 〈u− v, uˆ〉F und 〈u− v,v〉F ≥ 〈u− v, vˆ〉F .
Somit gilt ‖u− v‖2F ≤ 〈u− v, uˆ− vˆ〉F .
Zusammenfassend erha¨lt man:
‖u− v‖2F ≤ ‖u− v‖2F + ‖(u− v)− (uˆ− vˆ)‖2F
= ‖uˆ− vˆ‖2F + 2
(‖u− v‖2F − 〈u− v, uˆ− vˆ〉F)
≤ ‖uˆ− vˆ‖2F .
Daraus folgt, dass (u,v) Lo¨sung von (79) ist.
Sei nur (u,v) optimal fu¨r (79). Weiterhin seien u = sU(v−u) und v = sV (u−v).
Unter Beachtung von 1. und 2. folgt g(u,v) = 0.
Algorithmen, die nach endlich vielen Schritten eine Lo¨sung (u∗,v∗) finden, mu¨ssen viele
Matrixoperationen durchfu¨hren. Sie sind fu¨r große Punktmengen nicht geeignet. Des-
halb werden iterative Verfahren genutzt, die pro Schritt wenig Speicher beno¨tigen, sich der
Lo¨sung aber nur asymptotisch na¨hern. Hat man geeignete Abbruchkriterien, fu¨hren diese
Algorithmen dennoch zu befriedigenden Na¨herungen fu¨r (u∗,v∗).
Der NP-Algorithmus aus [18] basiert auf zwei traditionellen Algorithmen, die sich sinnvoll
erga¨nzen. Sowohl deren Grundideen als auch die Art und Weise ihrer Verknu¨pfung werden
kurz vorgestellt.
4.1.3 Algorithmus von Gilbert
Eine Lo¨sung fu¨r (79) kann auch u¨ber die Lo¨sung eines a¨quivalenten Problems gefunden
werden. Auf dieser ¨Uberlegung basiert die Methode nach Gilbert aus dem Jahr 1966.
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Sei Z := U $ V = {u − v | u ∈ U, v ∈ V } die sogenannte Minkowski-Differenz der
Polytope U und V .




und (79) a¨quivalent sind.





















j = 1, β
′
j ≥ 0 .























































= 1. Daraus folgt fu¨r die Menge Z als
Differenz von Punkten aus U und V : Z = co(Z0), wobei
Z0 := {φ(xi)− φ(xj) | i ∈ I, j ∈ J} .
Es gelten ([18], Theorem 2):
(1) Sei z ∈ Z beliebig. ∃ z ∈ Z mit ‖z‖2F − 〈z, z〉F > 0, dann ∃ z˜ ∈ co({z, z}),
sodass ‖z˜‖F < ‖z‖F gilt.
(2) Die Bedingung gZ(−z, z) = 0 ist notwendig und hinreichend dafu¨r, dass z ∈ Z die
Aufgabe (80) lo¨st.
Der Algorithmus von Gilbert na¨hert sich der Lo¨sung z∗ von (80) iterativ unter Zuhilfenah-
me dieser Erkenntnisse nach dem Schema in Tabelle 3.
Abbildung 10 stellt den Start und zwei Iterationen des Verfahrens im R2 dar.
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1. Wa¨hle z ∈ Z beliebig.
2. Berechne hZ(−z) und gZ(−z, z).
3. Falls gZ(−z, z) = 0, dann z∗ = z, STOP. Sonst setze z = sZ(−z).
4. Berechne z˜ als den Punkt auf zz, der die kleinste Norm besitzt.
5. Setze z = z˜ und gehe zu 2.













Abbildung 10: Zwei Iterationen nach Gilbert.
Der Algorithmus kann nur dann im Original verwendet werden, wenn die Merkmalsabbil-
dung bekannt ist. Support-Vektor-Maschinen arbeiten jedoch mit einem Kern, der ohne
Kenntnis des Merkmalsraumes gewa¨hlt wird. Deshalb ist es sinnvoll, alle z ∈ Z als kon-









γt = 1, γt ≥ 0, zt0 ∈ Z0 , (81)
wobei die Anzahl der Komponenten davon abha¨ngt, wieviele Vertreter Z0 hat, also wie sich
die Trainingsdaten zusammensetzen. Die wesentliche Rolle im Algorithmus haben dann
die Koeffizienten γt. Fu¨r weitere Details sei auf [18] verwiesen.
Der Algorithmus wird bei Anna¨herung an die Lo¨sung sehr langsam. Den Grund dafu¨r
kann man sich an Abbildung 10 verdeutlichen. In jeder Iteration wird ein im Sinne der
Aufgabe
”
guter“ Punkt zt′0 = sZ(−z) aus Z0 bestimmt. Der zugeho¨rige Koeffizient γ ′t
in der Darstellung des aktuellen Punktes z wird vergro¨ßert, betrachte zum Beispiel den
¨Ubergang von z1 nach z2 in Abbildung 10. Gleichzeitig werden alle anderen Koeffizien-




schlechten“ Eckpunkten geho¨ren. Es wa¨re jedoch sinnvoller, wenn die Ge-
wichte
”
schlechter“ Punkte schneller gegen Null gehen wu¨rden, als es hier der Fall ist.




4.1.4 Algorithmus von Mitchell-Dem’yanov-Malozemov (MDM)
Der MDM-Algorithmus wurde erstmals im Jahr 1974 vorgestellt, siehe dazu [24]. Er lo¨st
ebenfalls die Aufgabe (80), wobei er die Darstellung (81) schon in seiner Ursprungsform
voraussetzt.
Es kann Situationen geben, in denen der Algorithmus von Gilbert zu schlechter Perfor-
mance fu¨hrt. Man stelle sich vor, der aktuelle Punkt z ∈ Z liegt in der Na¨he von z∗ ∈ Z.
Trotzdem kann es γt > 0 geben, fu¨r die gilt
〈z, zt0〉F % 〈z, z〉F . (82)
Es ist einleuchtend, dass solche Koeffizienten γt den Punkt z ∈ Z nicht mitbestimmen,
sondern eliminiert werden sollten. Dazu wird zuna¨chst eine weitere Funktion eingefu¨hrt.
Die Funktion Δ u¨ber Z wird definiert als
Δ(z) := hZ(−z)−min
γt>0
〈−z, zt0〉F︸ ︷︷ ︸
(∗)
.
Der Punkt zt0, der das Minimum (∗) realisiert, wird als z tmin0 bezeichnet.
Es gelten Δ(z) ≥ 0 auf ganz Z und Δ(z) = 0 genau dann wenn gZ(−z, z) = 0. Aus die-
sem Grund ist es zula¨ssig, Δ(z) = 0 anstelle von gZ(−z, z) = 0 als Abbruchkriterium zu
verwenden, siehe dazu Schritt drei im Algorithmus von Gilbert. Der MDM-Algorithmus
bewegt sich ausgehend von einem z immer entlang der Richtung sZ(−z)− ztmin0 . Daraus
leitet sich folgendes Prinzip ab: Fu¨r einen besonders
”
guten“ Punkt zt′0 aus Z0 wird der
Koeffizient in der Darstellung von z vergro¨ßert, im Unterschied zu Gilbert aber auf Kosten
eines einzigen
”
schlechten“ Punktes ztmin0 . Die anderen Koeffizienten werden nicht ange-
tastet. Somit ist es mo¨glich, besonders unwichtige Punkte fru¨hzeitig aus der Darstellung
(81) zu eliminieren. Falls es also zu Pha¨nomenen der Form (82) kommt, reagiert dieses
Verfahren besser und fu¨hrt schneller zu einem Abbruch, wie Tests im Zusammenhang mit
der Arbeit [18] zeigten.
4.1.5 Nearest-Point-Algorithmus (NPA)
Auch wenn der MDM-Algorithmus in den meisten Fa¨llen gute Ergebnisse liefert, ist es
mo¨glich, ihn zu verbessern. Das kann durch sinnvolle Kombinationen der beiden bisher
vorgestellten Algorithmen erreicht werden.
Der Algorithmus vor Gilbert berechnet in seinen Iterationen hauptsa¨chlich hZ(−z) und
sZ(−z), siehe dazu nochmals Tabelle 3. Diese werden jedoch auch vom MDM-Algorithmus
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Abbildung 11: Mischalgorithmus fu¨r NPP.
zur Verfu¨gung gestellt. Deshalb stellt es keinen Mehraufwand dar, die Ideen des Algorith-
mus von Gilbert im MDM-Algorithmus auszunutzen. Eine sehr gu¨nstige Variante soll noch
kurz erkla¨rt werden, siehe dazu Abbildung 11.
Die Bezeichnungen in Abbildung 11 haben folgende Bedeutungen:
• A := ztmin0 ist ein ungu¨nstiger Punkt.
• A′ realisiert die Verbindung von Az mit dem Rand von Z.
• B := sZ(−z) ist ein gu¨nstiger Punkt.
• C ist so gewa¨hlt, dass zC parallel zu AB ist und C auf der Strecke A′B liegt.
Die Strecke zB definiert den Bereich, auf dem Gilbert arbeitet, zC hingegen jenen, auf
dem MDM agiert. Eine Mischform wa¨re dann beispielsweise die Suche eines Punktes mit
minimaler Norm im Dreieck zCB. Falls der gefundene Punkt im Inneren dieses Dreiecks
liegt, besagt diese Vorgehensweise:
• Der Koeffizient von sZ(−z) wird wie bei den urspru¨nglichen Verfahren vergro¨ßert.
• Der Koeffizient von ztmin0 wird deutlich sta¨rker reduziert als bei Gilbert, aber er wird
nicht so schnell eliminiert wie es beim MDM-Verfahren der Fall ist.
• Die restlichen Koeffizienten werden gleichma¨ßig reduziert und verzeichnen dadurch
eine schwa¨chere Abnahme als es beim Algorithmus von Gilbert der Fall ist. Sie wer-
den jedoch im Gegensatz zum MDM-Algorithmus nicht vo¨llig außer Acht gelassen.
Der in [18] vorgestellte Algorithmus geht sogar noch einen Schritt weiter. Er arbeitet auf
dem Dreieck zA′B. Ein durch eine solche Mischung entstandener Algorithmus ist schnel-




Der Pseudocode in [18] sowie viele hilfreiche Anregungen von S. Sathiya Keerthi und
Ricardo Henao trugen dazu bei, den NP-Algorithmus erfolgreich zu implementieren und
einige Fehler der Originalarbeit zu korrigieren.
4.1.6 Gewichteter Nearest-Point-Algorithmus (GNPA)
Das allgemeine SVM-Modell unterscheidet grundsa¨tzlich keine Fehlerarten. Klassifika-
tionsfehler in den Trainingsdaten werden einfach oder quadratisch aufsummiert und mit
dem Parameter C gewichtet. Damit gehen die Klasseninformationen komplett verloren.
Ein Ausweg aus dieser Situation wird beispielweise in [26] vorgestellt.
Die Idee ist, Fehler erster Art ha¨rter zu bestrafen als Fehler zweiter Art. Das kann sehr
einfach realisiert werden, indem der Parameter C auf zwei Parameter C+ und C− gesplittet
wird. Bei einem Fehler erster Art wird mit C+ gewichtet und bei einem Fehler zweiter Art
mit C−. Die Feststellung der Fehlerart ist trivial, da der Vektor y die Klassen jederzeit
bereit ha¨lt.
Die Nutzung von C+ und C− fu¨hrt im erfolgreichen Fall dazu, dass die optimale Hyper-
ebene etwas na¨her an die Klasse −1 ru¨ckt (Abbildung 12). Anders ausgedru¨ckt kann man
sagen, dass sich die Gesamtmarge nicht mehr als Summe der beiden gleichen Einzelmar-
gen m, sondern als m++m− berechnet, wobei m+ > m− gelten wird, falls C+ > C−. Der
mit x gekennzeichnete Punkt in Abbildung 12 ist besonders interessant. Man sollte sich
bewusst sein, dass bei sehr wenigen Punkten einer Klasse die Beeinflußung der Hypothese
durch Ausreißer, beispielsweise durch falsche Angabe des Labels, viel ho¨her ist als bei ba-
lancierten Daten, insbesondere wenn man mit einem großen Wert fu¨r C+ arbeitet. Dieser
fu¨hrt dazu, dass um den Punkt x herum die Klasse 1 definiert wird. Ist dieser jedoch ein
unerwu¨nschter Ausreißer und geho¨rt eigentlich in Klasse−1 oder als positiver Punkt in die




Abbildung 12: Verschiebung der Hyperebene durch C −.
Die Konsequenzen daraus sind:
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• Elemente des Klasse 1 werden versta¨rkt korrekt klassifiziert (true positive), auch
wenn sie im Bereich der urspru¨nglichen Trennlinie liegen. Die Fehler erster Art
nehmen ab.
• Elemente des Klasse−1 werden zunehmend falsch klassifiziert (false positive), wenn
sie im Bereich der urspru¨nglichen Trennlinie liegen. Die Fehler zweiter Art nehmen
zu.
Diesen Effekt kann man sich anhand der Abbildung 13 verdeutlichen, wobei sich die




Abbildung 13: Fehler erster und zweiter Art in Konkurrenz.
Die Zielfunktion der urspru¨nglichen primalen Optimierungsaufgabe einer L2-Norm Support-












Die Nebenbedingungen bleiben identisch. Bei der Summierung der Fehler wird unterschie-
den, ob ein falsch negativer (erste Summe) oder falsch positiver Punkt (zweite Summe)
betroffen ist.
Die Integration eines zweiten Fehlergewichtes war in diesem Fall sehr einfach. In der ur-
spru¨nglichen dualen Optimierungsaufgabe (77) wird der Parameter C ausschließlich fu¨r
den modifizierten Kern K˜, siehe (78), verwendet. Wir a¨nderten diesen Kern wie in Abbil-
dung 14 dargestellt. Weitere ¨Anderungen waren nicht notwendig.
Die neue Zielfunktion der dualen Aufgabe hat dann wegen (41), (78) und den hier betrach-


























kernel = compute-normal-kernel(i, j)
if (i == j) then
if (yi == 1) kernel = kernel+ 1/2C+
if (yi == −1) kernel = kernel+ 1/2C−
end if
end function kernel
Abbildung 14: Anpassung eines Kerns fu¨r das L2-Norm-Modell mit Fehlergewichtung.
unter den Nebenbedingungen
αTy = 0 ,
α ≥ 0 .
Die Nutzung dieser Gewichte ist fu¨r alle Kerne mo¨glich, denn die urspru¨ngliche Kernfunk-
tion wird nicht modifiziert, es werden lediglich die Ausgaben fu¨r Diagonalelemente der
Kernmatrix gea¨ndert.
4.2 Sequential-Minimal-Optimization
Der Algorithmus Sequential-Minimal-Optimization (SMO) wurde 1998 von J. Platt ent-
wickelt und vorgestellt [29]. Der SMO-Algorithmus geho¨rt zu den sogenannten working
set-Verfahren, welche die L1-Norm-Aufgabe (75) lo¨sen. Diese Methoden verfahren nach
dem Prinzip der iterativen Optimierung auf Teilmengen. Dazu wird in jeder Iteration ein
reduziertes Optimierungsproblem gelo¨st. Dabei wird der Vektor α in einen aktiven und
einen nichtaktiven Teil zerlegt. Die Optimierungsarbeit findet dann nur auf dem aktiven
Teil des Vektors (Arbeitsmenge, working set, chunk) statt. Die aktiven und inaktiven Indi-
zes mu¨ssen nach jedem Schritt aktualisiert werden.
Das besondere am SMO-Algorithmus ist die Einschra¨nkung der Gro¨ße des working set auf
zwei Elemente. Im Folgenden werden wir zeigen, welche Aufgabe in jedem Teilschritt des
Verfahrens gelo¨st werden muss und nach welcher Methode die globale Lo¨sung generiert
wird.
Die Matrix Q sei definiert als
Qij := yiK(x
i,xj)yj (1 ≤ i, j ≤ l) ,
dann kann die Zielfunktion (75) kurz als
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Wie schon erwa¨hnt, wird die Aufgabe (85) iterativ auf einem Teil von α gelo¨st. Wir



















Mit d bezeichnen wir jeweils den in der aktuellen Iteration dynamischen Teil von α.
O.B.d.A. liegen die Daten jeweils sortiert nach dynamischen und festen Teilen f vor. Der
Iterationsindex ist aus Gru¨nden der ¨Ubersichtlichkeit nicht angegeben.













Da der Vektor αf fu¨r die spezielle Iteration konstant ist, ko¨nnen die Terme 12α
T
f Qffαf und






f Qfdαd −αTd1 . (87)
Die angepassten Nebenbedingungen lauten
yTdαd = −yTf αf ,
αd ≥ 0 ,









in jeder Iteration zula¨ssig ist.
Fu¨r Sequential-Minimal-Optimization gilt: |αd| = 2. Das ist die minimale Gro¨ße, die ein
working set haben darf. Das kann sehr einfach erkla¨rt werden: Im k-ten Optimierungs-







d = c (c ∈ R konstant) . (88)
Sollte αkd nur ein Element haben, fu¨hrt jede ¨Anderung dieses Multiplikators zu einer Ver-
letzung dieser Bedingung. Eine Optimierung auf zwei Elementen dagegen ist mo¨glich.
Der Vorteil von SMO gegenu¨ber anderen working set-Methoden mit großen Arbeitsmen-
gen liegt in der Tatsache, dass das Teilproblem mit der Zielfunktion (87) bei zwei Punkten
analytisch gelo¨st werden kann. Das soll im Folgenden gezeigt werden, wobei auch die
entsprechenden Lo¨sungen mit angegeben werden.
Wir bezeichnen mit i und j die in der k-ten Iteration betrachteten Indizes von α. Aus der









j = c | · yi (89)




i + s(i, j)α
k+1
j = c˜ ,
wobei s(i, j) = yi · yj und c˜ ∈ R nicht von αi und αj abha¨ngen. Außerdem muss
0 ≤ αki , αkj , αk+1i , αk+1j ≤ C . (90)
auch weiterhin gelten.
Die Optimierung verla¨uft sehr einfach. O.B.d.A. soll αj zuerst berechnet werden. Aus (89)
und (90) folgen























2. fu¨r yi = yj:









C,C − αki + αkj
}]
.
Bezeichnet man jeweils mit UG die untere und mit OG die obere Grenze, kann man das
Ergebnis symbolisch darstellen als
αj ∈ [UG,OG] (91)
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y1=-y2 - c~= α2α1y1=y2 + c= ~
Abbildung 15: Boxen fu¨r zwei Lagrange-Multiplikatoren nach SMO.
und zeigt damit, dass der zweite Lagrange-Multiplikator immer zwischen bestimmten Gren-
zen liegt. Abbildung 15 stellt alle Bedingungen graphisch dar.
Mit f(x) sei wie u¨blich der Wert der Klassifikationsfunktion bezeichnet, der sich bei der
Auswertung an der Stelle x mit den aktuellen Parametern α und b sowie einem fest gewa¨hl-





t,x) + b. (92)
Das bedeutet, der Wert fu¨r b muss ebenfalls immer wieder vera¨ndert werden, die Formeln
dafu¨r folgen spa¨ter.
Ei symbolisiert die Differenz zwischen dem aktuellen Wert der Klassifikationsfunktion






t,xi) + b− yi .
Dieser Wert kann selbst bei richtiger Zuordnung von xi groß werden.
Die αt fu¨r t ∈ {i, j} sind in jeder Iteration konstant. Die Zielfunktion der dualen Aufgabe
(85) kann man daher umformulieren zu
















j ,xt)− αi − αj + c ,
wobei c ∈ R nicht von αi und αj abha¨ngt, also konstant ist.
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Ersetzt man αi in der Zielfunktion gema¨ß (89) durch c˜−s(i, j)αj , ergibt sich eine Funktion
von αj:
W (αj) = 0.5(c˜− s(i, j)αj)2K(xi,xi) + 0.5α2jK(xj ,xj)










j ,xt)− c˜ + s(i, j)αj − αj + c .
Die notwendige Bedingung an einen stationa¨ren Punkt von W lautet
∂W (αj)
∂αj
= −s(i, j)K(xi,xi)(c˜− s(i, j)αj) + K(xj,xj)αj











j ,xt) + s(i, j)− 1 = 0 .
Deshalb und wegen s(i, j)yi = yj muss fu¨r einen stationa¨ren Wert αstj von αj die Gleichung












−s(i, j)K(xi,xi)(c˜− s(i, j)αstj ) + K(xj ,xj)αstj − 2K(xi,xj)αstj (93)
−1 + s(i, j)
erfu¨llt sein.
Durch nochmaliges Differenzieren erkennt man, dass αstj Maximalstelle ist, falls
∂2W (αstj )
∂2αstj
= 2K(xi,xj)−K(xi,xi)−K(xj ,xj) < 0
gilt.
Sei η = −2K(xi,xj) + K(xi,xi) + K(xj,xj). Einsetzen in (93) und Nutzung von
s(i, j) ∈ {−1, 1} liefert
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Multiplikation mit yj ergibt

















i,xi) + f(xi)− yjαkjK(xi,xj)
−f(xj) + yiαki K(xj ,xi) + yjαkjK(xj ,xj) .
Elimination von c˜ durch Nutzung von (89) fu¨hrt zur Darstellung
−αstj · η · yj = yj − yi + (αki + s(i, j) · αkj ) · yiK(xi,xj)
−(αai + s(i, j) · αkj ) · yiK(xi,xj) + f(xi)








= yj − yi + f(xi)− f(xj) + yjαkjK(xi,xi)
−yjαkjK(xi,xj)− yjαkjK(xi,xj) + yjαkjK(xj ,xj)











Der Wert fu¨r αk+1j ergibt sich dann aus αstj oder aus einer der Grenzen aus (91), falls diese
von αstj unter- oder u¨berschritten werden. Die anschließende Berechnung von αk+1i ist
trivial.
Der maximale Wert der Zielfunktion (85) unter der Bedingung, dass nur αi und αj gea¨ndert
























j − αk+1j )
angenommen, falls
η := −2K(x1,x2) + K(x1,x1) + K(x2,x2)
strikt positiv ist.
Wie auch in [29] nachzulesen ist, entsteht durch die Forderung η > 0 keine besondere
Problematik. Folgende Fa¨lle sollte man aber ausschließen:
(1) Erfu¨llt der Kern K nicht die Bedingungen des Theorems von Mercer, kann η < 0
auftreten.
(2) Sind zwei Eingabevektoren identisch, wird η = 0 auftreten, sobald diese beiden
ausgewa¨hlt werden.
4.2.2 Heuristiken
Bisher wurde hergeleitet, wie zwei ausgewa¨hlte Lagrange-Multiplikatoren zu optimieren
sind. Es bleibt zu kla¨ren, wie man in jedem Iterationsschritt des Verfahrens zwei passende
Indizes auswa¨hlt und welche Gro¨ßen zusa¨tzlich angepasst werden mu¨ssen.
Die Konvergenzgeschwindigkeit des Verfahrens erho¨ht sich, wenn diejenigen Indizes i und
j gewa¨hlt werden, welche die KKT-Bedingungen am sta¨rksten verletzen. Diese Bedin-
gungen fu¨r alle Punkte auszuwerten erfordert einen zu großen Rechenaufwand. Deshalb
werden Heuristiken herangezogen, die die KKT-Bedingungen nur fu¨r einen Teil der Daten
u¨berpru¨fen und so den Gesamtaufwand reduzieren. Die Auswahl dieser aktiven Punkte
erfolgt derart, dass die Zielfunktion einen mo¨glichst großen Zuwachs erfa¨hrt.
• Heuristik fu¨r i: Dieser Index wird aus der Menge der Punkte ermittelt, welche die
KKT-Bedingungen verletzen. Dafu¨r wird eine Fehlertoleranz ε benutzt. Der Wert
fu¨r ε sollte nach [29] zwischen 10−2 und 10−3 liegen. Dabei wird zuna¨chst nicht
darauf geachtet, in welchem Intervall die zugeho¨rigen Lagrange-Multiplikatoren lie-
gen, sondern der erste gefundene Punkt wird ausgewa¨hlt. Im Anschluss bestimmt die
zweite Heuristik - siehe na¨chster Punkt - den anderen an der Optimierung beteiligten
Index und ein Iterationsschritt kann durchgefu¨hrt werden. In den weiteren Itera-
tionen sucht diese Heuristik nur noch nach Punkten, welche die KKT-Bedingungen
verletzen und deren Lagrange-Multiplikatoren im offenen Intervall (0, C) liegen, bis
der erste gefunden ist. Erst wenn keine solchen Punkte mehr vorhanden sind, wird
die Suche wieder auf alle Werte fu¨r αi ausgedehnt.
• Heuristik fu¨r j: Der Index muss so gewa¨hlt werden, dass der wa¨hrend der Optimie-
rung durchgefu¨hrte Schritt mo¨glichst groß ist. Man betrachte nochmals die Darstel-
lung (94). Offensichtlich ist die ¨Anderung des zweiten Lagrange-Multiplikators von
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η sowie von |Ei −Ej | abha¨ngig. Die Berechnung von η ist wegen der drei Kernaus-
wertungen sehr zeitintensiv. Deshalb sollte man j so wa¨hlen, dass es den Ausdruck
|Ei − Ej| maximiert. Der Vorteil dieser Wahl ist, dass der Vektor E im Gegensatz
zur Kernmatrix wa¨hrend der Laufzeit mitgefu¨hrt wird. Damit kann viel Rechenzeit
eingespart werden.
Unter ungu¨nstigen Voraussetzungen kann es dazu kommen, dass diese Heuristik kei-
ne Verbesserung liefert [29]. In diesen Fa¨llen benutzt SMO bis zu zwei weitere
Heuristiken. Zuna¨chst werden alle Indizes j = i, deren Lagrange-Multiplikatoren
αj im Intervall (0, C) liegen, der Reihe nach untersucht, wobei bei einem zufa¨llig
bestimmten Punkt angefangen wird. Liefert auch diese Suche keine Verbesserung,
werden im letzten Schritt alle Punkte u¨berpru¨ft, also auch die Grenzfa¨lle αj = 0 und
αj = C, wobei auch hier bei einem zufa¨lligen Punkt gestartet wird. Liefern diese
drei Mo¨glichkeiten zu einem bestimmten i kein passendes j, wird keine Optimie-
rung und Aktualisierung durchgefu¨hrt, sondern SMO wa¨hlt ein neues i. Laut [29]
tritt dieser Fall aber sehr selten auf.
4.2.3 Aktualisierungen
Der Wert von b muss nach jedem Iterationsschritt aktualisiert werden, denn die beiden
betrachteten Punkte mu¨ssen nach dem Optimierungsschritt die KKT-Bedingungen erfu¨llen.
Zu Beginn des Verfahrens gilt b = 0.
Zuna¨chst betrachte man αi:
αk+1i ∈ (0, C) ⇒ f(xi) != yi . (95)
In diesem Fall ergibt sich ein b1 aus
−b1 = Eki + yi(αk+1i − αki )K(xi,xi) + yj(αk+1j − αkj )K(xi,xj)− bk .
Analog wird αj ausgewertet:
αk+1j ∈ (0, C) ⇒ f(xj) != yj . (96)
In diesem Fall ergibt sich b2 aus
−b2 = Ekj + yi(αk+1i − αki )K(xi,xj) + yj(αk+1j − αkj )K(xj ,xj)− bk .
Falls nur eine der Bedingungen erfu¨llt ist, wird bk+1 = b1 (95), beziehungsweise bk+1 =
b2 (96) gesetzt. Falls beide erfu¨llt sind, gilt bk+1 = b1 = b2. Fu¨r den Fall, dass beide
Lagrange-Multiplikatoren einen Grenzfall annehmen, also
αk+1i ∈ {0, C} und αk+1j ∈ {0, C} ,
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stellen alle Werte zwischen b1 und b2 zula¨ssige Werte fu¨r bk+1 dar. Das Verfahren SMO
wa¨hlt in diesem Fall die Mitte des Intervalls.
Der Fehlervektor E wird wa¨hrend der gesamten Laufzeit mitgefu¨hrt und muss fu¨r alle In-





i − αki )K(xi,xt) + yj(αk+1j − αkj )K(xj ,xt)− bk + bk+1 .
Der SMO-Algorithmus nach J. Platt wurde im Rahmen des GALA Projektes implemen-
tiert. Der Pseudocode in [29] war dazu a¨ußerst hilfreich. John Platt weist auf seiner Ho-
mepage auf einige Fehler im Paper hin. Seine Hinweise wurden beru¨cksichtigt.
4.2.4 Gewichteter SMO-Algorithmus (GSMO)
Analog zum Algorithmus GNPA, der auf Seite 159 vorgestellt wurde, kann auch das SMO-
Verfahren in einer gewichteten Variante definiert werden. Dabei a¨ndert sich bei der Aufga-
be (75) lediglich die dritte Nebenbedingung. Sie lautet dann
∀i = 1, . . . , l : αi ≤
{
C+ falls yi = 1 ,
C− sonst .
(97)
Bei der Implementierung der gewichteten Variante von SMO muss an den jeweiligen Stel-
len im Quellcode, an denen der Parameter C verwendet wird, in Abha¨ngigkeit der Klassen-
zugeho¨rigkeit des betrachteten Trainingspunktes entweder C+ oder C− gewa¨hlt werden.
Eine einfache ¨Anderung der Kernfunktion analog zu der Vorgehensweise bei GNPA, siehe
Abbildung 14, ist leider nicht mo¨glich, da der Parameter C nicht in die Kernfunktion inte-
griert werden kann. Details zum Quellcode von SMO ko¨nnen in [5] nachgelesen werden.
4.3 Zusammenfassung
In diesem Abschnitt sind die implementierten Verfahren zum Trainieren von Support-
Vektor-Maschinen vorgestellt worden. Grob gesagt, stehen fu¨r die Algorithmen zwei un-
terschiedliche Modelle zur Verfu¨gung – L1-Norm und L2-Norm. Das hard margin Modell
kann u¨ber C = ∞ sowohl mit NPA als auch mit SMO trainiert werden. Fraglich fu¨r die
Anwendung ist, welcher Algorithmus erfolgreicher arbeitet. Diese Frage la¨ßt sich allge-
mein nicht beantworten. L1-Norm- und L2-Norm-Modell unterscheiden sich in der For-
mulierung der primalen Optimierungsaufgabe ausschließlich in der Art der Summierung
der Schlupfvariablen ξi (i = 1, ..., l). Fu¨r das L2-Norm-Modell werden diese Werte qua-
driert. Bei zahlreichen Tests hat sich gezeigt, dass die mittels NPA und SMO generierten
Ergebnisse sehr a¨hnlich sind, wobei der Nearest-Point-Algorithmus weniger Rechenzeit in
Anspruch nimmt. Im Gegenzug wirkt sich das L1-Norm-Modell positiver auf die Anzahl
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der Support-Vektoren aus, ihre Anzahl ist geringer als mit NPA. Zusa¨tzlich zu den Stan-
dardalgorithmen haben wir die Mo¨glichkeit mittels C+ und C− Fehler zu gewichten und
somit falsch positive oder falsch negative Klassifikationen zu verringern.
5 Optimierung
Die Algorithmen aus den Abschnitten 4.1 und 4.2 allein reichen nicht aus, um Support-
Vektor-Maschinen erfolgreich zu trainieren. Fu¨r die Untersuchung von großen empiri-
schen Datensa¨tzen ist es außerdem erforderlich, hinreichend gutartige Trainingsdaten zu
verwenden sowie ein geeignetes Modell mit optimalen Parameterwerten festzulegen. In
den folgenden beiden Abschnitten werden wir kurz auf diese Aufgaben eingehen.
5.1 Datenvorverarbeitung
Datensa¨uberung und -reduktion als Bestandteile des Data Mining sind sehr wichtig als
vorverarbeitende Schritte bei der Klassifikation von Daten. Diese Abha¨ngigkeit wird oft
unterscha¨tzt. Auch das beste Klassifikationsverfahren erzielt schlechte Ergebnisse, wenn
sich in den Daten zu viele Ausreißer und Fehler unerkannt verbergen.
Zur Datensa¨uberung za¨hlen beispielsweise
• Entfernen von offensichtlichen Fehlern, z.B. nichtreelle Eintra¨ge,
• Ersetzen von Missing Values durch
”
sinnvolle“ Werte,
• Standardisierung oder Transformation von Variablen,
• Erkennen und Entfernen von Variablen ohne Varianz.
Diese Aufgaben werden durch die in Teil II dieses Bandes vorgestellten Methoden abge-
deckt. Datensa¨uberung fu¨hrt dazu, dass das SVM-Training einfacher und zuverla¨ssiger
wird; das konnte in verschiedenen Tests gezeigt werden.
Zusa¨tzlich zur Sa¨uberung fehlerhafter Daten bescha¨ftigen wir uns mit Methoden zur Da-
tenreduktion. Durch eine Verkleinerung des Datenraumes ko¨nnen beispielsweise die Re-
chenzeiten von Klassifikationsverfahren reduziert werden. Im Allgemeinen bezweckt man
damit jedoch bessere Ergebnisse und Interpretationsmo¨glichkeiten der Klassifikationen.
Wir nutzen Methoden der Datenreduktion fu¨r die beiden Aufgaben
• Erkennen und Entfernen von unerwu¨nschten Ausreißern und
• Entfernen unwichtiger Variablen.
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Im Teil II dieses Berichtes sind diese Methoden detailliert beschrieben.
Beim Zusammenspiel von Datenreduktion und u¨berwachtem Lernen mit Support-Vektor-
Maschinen oder anderen Klassifikationsverfahren gibt es ein wichtiges Detail, welches
bisher nicht erwa¨hnt wurde. Das Identifizieren von unerwu¨nschten Messungen und u¨ber-
flu¨ssigen Variablen beruht auf statistischen Annahmen, die vo¨llig frei von Informationen
zur Verteilung der Klassen sind. Diese Methoden za¨hlen dann zu den sogenannten unu¨ber-
wachten Verfahren. Eine starke Datenreduktion ohne Betrachtung der Klassen kann da-
bei durchaus zum Verlust signifikanter Abha¨ngigkeiten und nichtlinearer Funktionalita¨ten
fu¨hren. Einen Ausweg aus diesem Dilemma stellt eine getrennte Untersuchung der beiden
Klassen dar. Eine weitere Aufgabe innerhalb des GALA-Projektes bestand in der Untersu-
chung und Umsetzung von u¨berwachten Methoden zur Variablenselektion. Diese werden
in diesem Band jedoch nicht na¨her beschrieben. Einen kleinen Einblick zu dieser Arbeit
gibt [19].
5.2 Modelloptimierung
Fu¨r das Training einer Support-Vektor-Maschine mu¨ssen neben der Wahl eines geeigne-
ten Kerns verschiedene Parameterwerte an die jeweiligen Daten angepasst werden. ¨Uber
diese Parameter und deren Funktion ist schon ausfu¨hrlich in den Abschnitten 3.2.3 und
3.3 diskutiert worden. Die Generalisierungsfa¨higkeit einer SVM, d.h. die Qualita¨t der
Klassifikation, ha¨ngt von den gewa¨hlten Parameterwerten ab [25]. Ungu¨nstige Parameter
fu¨hren zum Scheitern einer Support-Vektor-Maschine, und, je besser man die Parameter-
werte festlegt, umso verla¨sslicher ist auch die erlernte Klassifikationsfunktion. Das Pro-
blem der Parameteroptimierung fu¨r Support-Vektor-Maschinen ist ein in den letzten Jahren
stark diskutiertes Thema [17, 25, 3, 14], wird aber dennoch zu oft unterscha¨tzt. Oft wer-
den Ergebnisse von neu entwickelten Methoden mit Ergebnissen von SVM-Software ohne
Parametertuning verglichen [1].
Wir fu¨hren Parameteroptimierung auf der Grundlage der wa¨hrend einer Kreuzvalidierung
entstandenen Fehler durch. Der Trainingsdatensatz Sl wird dafu¨r in p, 1 < p ≤ l, Teile
mo¨glichst gleicher Gro¨ße aufgeteilt. Der Testdatensatz wird vorerst nicht betrachtet. Ab-
bildung 16 stellt die von uns implementierte Form der zehnfachen Kreuzvalidierung dar.
Zusa¨tzlich haben wir fu¨r moderate Datensa¨tze die sogenannte leave one out Kreuzvalidie-
rung (p = l) implementiert.
Fu¨r eine Parameteroptimierung werden iterativ Kreuzvalidierungen mit verschiedenen Pa-
rameterwerten durchgefu¨hrt, siehe dazu Tabelle 4.
An dieser Stelle bleibt noch zu kla¨ren, welches Maß daru¨ber entscheidet, ob ein Ergeb-
nis zufriedenstellend ist, und wie die neu zu testenden Parameterwerte definiert werden
(Schritt 5).
Wir stellen nun das implementierte Gu¨temaß vor. Dazu mu¨ssen zuna¨chst einige grundle-
gende Kennzahlen definiert werden.
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Abbildung 16: Zehnfache Kreuzvalidierung.
1. Wa¨hle Startwerte fu¨r Parameter, z.B. σ = 1 und C = 1; i = 1
2. Fu¨hre das Lernverfahren mit aktuellen Parametern ohne Teil i der Daten durch.
3. Klassifiziere Teil i von Sl.
4. Falls i < p, dann i = i + 1 und gehe zu Schritt 2.
5. Sind die Ergebnisse nicht zufriedenstellend, vera¨ndere
die Parameterwerte, z.B. fu¨r σ und/oder C; i=1;
gehe zu Schritt 2.
6. Speichere die optimalen Parameterwerte, z.B: σ∗ und C∗, STOP.
Tabelle 4: Algorithmus zur Parameterbestimmung mittels Kreuzvalidierung.
• Anzahl positiver und negativer Punkte:
pos := | {i ∈ Sl : yi = 1} | , neg := | {i ∈ Sl : yi = −1} |
• Anzahl falscher Klassifikationen bei der Validierung:
fk := |{i ∈ Sl : yi · h(xi) < 0} |
• Anzahl richtig positiver und falsch positiver Klassifikationen:
rp := |{i ∈ Sl : yi = 1, h(xi) = 1} | ,
fp := |{i ∈ Sl : yi = −1, h(xi) = 1} |
• Anzahl richtig negativer und falsch negativer Klassifikationen:
rn := |{i ∈ Sl : yi = −1, h(xi) = −1} | ,























Eine der Kennzahlen (98) oder (101) ko¨nnte zur Parameteroptimierung herangezogen wer-
den, was jedoch sehr einseitig wa¨re. Es gibt Einzelmaße, die aufgrund ihrer Struktur besser
geeignet sind, um Ergebnisse zu bewerten. Dazu geho¨ren die gewichtete Fehlersummie-
rung mittels Kostenmatrix, der Anreicherungsfaktor und die sogenannten F-Maße. Ersteres
geho¨rt in die Kategorie der zu minimierenden Fehlermaße, alle anderen Funktionen za¨hlen
zu den Gu¨temaßen. Wir haben uns gegen die Arbeit mit Kostenmatrizen entschieden, denn
diese stehen in den seltensten Fa¨llen zur Verfu¨gung.
Der Anreicherungsfaktor ef berechnet das Verha¨ltnis zwischen dem Anteil tatsa¨chlich po-
sitiver in den als positiv klassifizierten Testpunkten und dem Anteil positiver Punkte in den
gesamtem Testdaten [19]. Er besagt demnach, um welchen Faktor die Wahrscheinlichkeit
einen positiven Punkt zu ziehen ansteigt, wenn man anstelle des Gesamtdatenbestandes nur















= 1 kein Effekt der Anreicherung,
< 1 Konzentrationsabnahme von Klasse 1.




wobei Gleichheit auftreten kann, wenn es keine falsch positiven Punkte gibt.
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Der Anreicherungsfaktor kann Hinweise dazu geben, ob eine Klassifikationsfunktion ge-
eignet ist, um positive, also interessante, Daten zu lokalisieren. Dennoch ist der Anreiche-
rungsfaktor als Optimierungskennzahl zu einseitig, da er stark auf die Pra¨zision abzielt.
Zudem ist er fu¨r einen Performancevergleich auf verschiedenen Datensa¨tzen nicht geeig-
net, da er nach oben beschra¨nkt ist durch die Anzahl der Daten.
Eine andere Gruppe interessanter Performancekennzahlen stellen die sogenannten F-Maße
(f-measures) dar. Ein F-Maß FM ist eine Abbildung von Pra¨zision und Sensitivita¨t auf
einen einzelnen Wert. Es entspricht einer Gleichgewichtung von Pra¨zision und Sensiti-
vita¨t (harmonic mean) zur besseren Bewertung von Klassifikationen auf mo¨glicherweise





Wegen pr ∈ [0, 1] und se ∈ [0, 1] gilt FM ∈ [0, 1]. Detaillierte Beschreibungen zum F-Maß
und seinen Weiterentwicklungen innerhalb unserer Arbeit sind in [6, 7] zu finden. Das F-
Maß wird im Anschluss an eine vollsta¨ndige Kreuzvalidierung berechnet und ausgegeben.
In Tabelle 4 wird erwa¨hnt, dass in jedem Optimierungsschritt die Parameterwerte neu zu
wa¨hlen sind. Das bedeutet, eine iterative Suche wird durchgefu¨hrt. Unter einer iterativen
Suche versteht man das einfache Durchprobieren einiger Parameterkombinationen, wobei
nach jedem Durchlauf abha¨ngig von der Performance entweder gestoppt oder wieder mit
neu bestimmten Parameterwerten validiert wird. Diese Methode ist von den Ideen und der
Flexibilita¨t des Nutzers abha¨ngig.
Wir haben zusa¨tzlich zur iterativen Suche, die konkret nur aus mehrmaligem Aufruf der
Kreuzvalidierung besteht, Standardmodelle und -parameter definiert sowie eine Rastersu-
che implementiert.
Die SVM-Software beinhaltet default-Werte fu¨r alle Modellparameter, um sicherzustellen,
dass jeder Nutzer ein Ergebnis generieren kann. Wir verwenden als Standard das L2-
Norm-Modell mittels NP-Algorithmus sowie den Gauß-Kern. Als Standardwerte sind
C = 1 und σ = 1
definiert. Sollten Slater- oder Polynomial-Kern gewa¨hlt werden, stehen ebenfalls Stan-
dardwerte zur Verfu¨gung. Teilweise kann man mit diesen Voreinstellungen schon gute
Ergebnisse erzielen.
Die Rastersuche, auch grid search oder Gittersuche genannt, stellt eine sehr einfache und
weit verbreitete Methode der Parameteroptimierung dar. Dabei wird a priori fu¨r jeden
Parameter eine endliche Anzahl von Werten angegeben, die getestet werden sollen. Es
werden alle mo¨glichen Parameterkombinationen verwendet. Diese Art der Parametersuche
wird beispielsweise in [12] vorgeschlagen. Die Rastersuche wird von unserer Software zur
Verfu¨gung gestellt. Zu den Details sei auf Teil IV zur Softwaredokumentation hingewiesen.
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Nach erfolgreich durchgefu¨hrter Parameteroptimierung verfu¨gt man u¨ber alle beno¨tigten
Parameterwerte. Diese werden dann zusammen mit dem vollsta¨ndigen Trainingsdatensatz
dazu verwendet, ein einfaches Lernverfahren durchzufu¨hren, um dann mit der erlernten
Funktion einen Testdatensatz oder neue Daten zu klassifizieren. Stehen ausreichend viele
Daten beider Klassen zur Verfu¨gung, ko¨nnen, anstelle der Durchfu¨hrung einer Kreuzva-
lidierung, auch einfach drei Datensa¨tze - Trainings-, Validierungs-, und Testdatensatz -
gebildet werden. Diese Variante steht ebenfalls zur Verfu¨gung. Der Umweg u¨ber Vali-
dierungsdaten kann nur dann vollsta¨ndig eingespart werden, wenn die Modellparameter
bekannt oder fest vorgegeben sind.
Bei der Wahl der Parameter sei abschließend auf eine typische Fehlerquelle hingewiesen.
Das in [32] auf Seite 128 beschriebene data snooping, bei dem die Anpassung der Modell-
parameter anhand des Testdatensatzes vollzogen wird, sollte unbedingt vermieden werden.
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In diesem Teil stellen wir die konkreten Mo¨glichkeiten der Datenanalyse vor, die sich
aus den Implementierungen der in den bisherigen Teilen beschriebenen Methoden und
weiteren Erga¨nzungen ergeben. Das innerhalb des Projektes entstandene Softwarepaket
ermo¨glicht eine umfassende Sa¨uberung und Analyse von pharmazeutischen Daten.
In Abbildung 1 ist der grobe Ablauf der Data Mining Pipeline dargestellt. Im Folgenden
werden die einzelnen Schritte genau beschrieben. Sie enthalten eine Vielzahl von wichti-
gen Data Mining Methoden, die in ihrer Gesamtheit zu verla¨sslichen Informationen u¨ber
Auffa¨lligkeiten und Strukturen in Daten fu¨hren.
1 Datensatz
Grundlage der Data Mining Pipeline ist der zur Verfu¨gung stehende Datensatz. Als einen
Datensatz bezeichnen wir eine Menge von Rohdaten mit der folgenden Struktur:
• eine Matrix, deren Zeilen aus den jeweiligen Substanzen bestehen und deren Spalten
die zu untersuchenden Attribute sind;
• eine Liste, welche die Namen der Substanzen entha¨lt; sowie
• eine Liste, welche die Namen der Attribute beinhaltet.
Optional kann fu¨r die Erstellung von Klassifikatoren zusa¨tzlich ein Klassenvektor bereit-















Abbildung 1: Data Mining Pipeline im GALA-Projekt.
2 Datensa¨uberung
In einem ersten Schritt nach dem Einlesen der Rohdaten und der zugeho¨rigen Namensli-
sten fu¨r Substanzen und Attribute erfolgt eine ¨Uberpru¨fung der Datenmatrix auf Nullspal-
ten. Da in der Regel große Datenmengen (bis zu 100000 Substanzen und 1000 Attribu-
te) aus dem Data Warehouse zur weiteren Analyse gefiltert werden, kann es vorkommen,
dass sich Nullspalten in die Rohdatenmatrix “einschleichen”. Diese werden vor Beginn
der eigentlichen Datenaufbereitung entfernt. Die entsprechende Programmroutine erzeugt
gegebenenfalls neue Eingabedaten, d.h. es wird eine um die Nullspalten bereinigte Rohda-
tenmatrix und die ebenfalls angepasste Liste der Attributnamen zur Verfu¨gung gestellt. Im
Anschluss daran ko¨nnen nun erste inhaltliche Datensa¨uberungen angestoßen werden.
2.1 Missing Value Behandlung
Neben der Entfernung von Nullspalten ist zu Beginn der Untersuchungen auch zu ent-
scheiden wie Missing Values, d.h. fehlende oder offensichtlich falsche Eintra¨ge in der
Rohdatenmatrix, zu behandeln sind. Es wurden zwei mo¨gliche Behandlungsarten imple-
mentiert. Zum einen ko¨nnen unvollsta¨ndige Beobachtungen, das heißt Beobachtungen, die
mindestens einen fehlenden Wert aufweisen, unberu¨cksichtigt bleiben. Sie werden aus dem
Datensatz gestrichen. Der aus den vollsta¨ndigen Beobachtungen bestehende verkleinerte
Datensatz ist dann Basis der weiteren Betrachtungen. Eine andere Methode besteht darin,
fehlende Beobachtungswerte durch die arithmetischen Mittelwerte der betroffenen Varia-
blen zu ersetzen. Dadurch vermeidet man, auf wichtige Beobachtungen fru¨hzeitig wegen




Die in den Rohdaten enthaltenen Informationen ko¨nnen durch extreme Werte beeinflusst
sein. Dabei muss man zwischen fehlerbehafteten Daten und Daten mit u¨berdurchschnitt-
lichen Eigenschaften unterscheiden. Es wird empfohlen, erstere vor weiteren Analysen zu
eliminieren, um spa¨tere Ergebnisse nicht zu verfa¨lschen. Ausreißer der zweiten Kategorie
sollten identifiziert und kenntlich gemacht werden. Da diese Unterscheidung in der Regel
pharmakologisches Fachwissen voraussetzt, identifiziert das Programm zuna¨chst die Daten
mit stark abweichenden Werten und der Anwender entscheidet u¨ber die weitere Behand-
lung.
Fu¨r eine Variable sind diejenigen Beobachtungen Ausreißer, deren standardisierte Werte
betragsma¨ßig gro¨ßer als ein kritischer Wert sind, fu¨r ein Variablenpaar diejenigen Beob-
achtungen, deren Mahalanobisdistanzen (3) (Teil II, S. 20) diese Bedingung erfu¨llen. Der
kritische Wert wird entweder fest vorgegeben (Abschnitt 3.3.1, Teil II) oder durch Vorga-
be des Niveaus des Diskordanztests fu¨r einen Ausreißer bei eindimensionaler (Abschnitt
6.4.1, Teil II) bzw. zweidimensionaler (Abschnitt 3.3.3, Teil II) Normalverteilung festge-
legt. Fu¨r zweidimensionale Ausreißer besteht außerdem die Mo¨glichkeit, den kritischen
Wert so zu wa¨hlen, dass im Falle normalverteilter Daten der Anteil der als Ausreißer de-
klarierten Beobachtungen etwa
√
1/10n betra¨gt, wobwi n die Anzahl der vollsta¨ndigen
Wertepaare ist (Abschnitt 3.3.2, Teil II).
2.3 Transformation
Ein Ziel von Transformationen ist es, nichtlineare Abha¨ngigkeiten auf lineare Abha¨ngig-
keiten abzubilden. So ko¨nnen beispielsweise Volumendaten durch die Transformation mit
dritter Wurzel linearisiert werden, um anschließend mit Hilfe der Korrelationsrechnung
Abha¨ngigkeiten aufdecken zu ko¨nnen.
Diese Programmoption transformiert die Eingabevariablen gema¨ß der Vorgaben durch eine
benutzerdefinierte Eingabedatei. Entha¨lt diese Datei das Paar {n ∈ N, k ∈ N<8}, wird die
n-te Variable wie folgt transformiert:
Wert des Parameters k Transformationsregel
0 keine Transformation




5 Reziproker Wert, Missing Value fu¨r 0.0






Mit den bisher beschriebenen Methoden ist es mo¨glich, die Rohdaten aus dem Data Ware-
house zu sa¨ubern und erste Informationen zur Datenstruktur zu sammeln. In diesem Ab-
schnitt wird nun auf die eigentliche Datenanalyse eingegangen.
3.1 Korrelation
Die Programmoption zur Korrelationsberechnung ermo¨glicht die Untersuchung der Roh-
daten oder transformierten Daten auf (lineare) Abha¨ngigkeiten zwischen den Messreihen.
Dabei stehen drei Arten der Korrelationsberechnung zur Verfu¨gung. Man kann zum einen
zwischen den klassischen Verfahren nach Pearson (Abschnitt 2, Teil II) oder Spearman
(Abschnitt 5, Teil II) wa¨hlen oder man wendet eine robuste Methode (Abschnitt 8.6, Teil II)
an.
Die Pearsonsche Produktmomentkorrelation aller Variablenpaare wird unter Verwendung
aller vollsta¨ndigen Wertepaare berechnet. Dabei werden die Mittelwerte und Standard-
abweichungen der Variablen berechnet. Wird das Verfahren nach Spearman ausgewa¨hlt,
erfolgt eine Rangtransformation fu¨r alle Variablen, d.h. die Beobachtungswerte einer Va-
riable werden durch die Ra¨nge ersetzt, und anschließend wird die Pearsonsche Produkt-
momentkorrelation aller Variablenpaare unter Verwendung der vollsta¨ndigen Wertepaare
berechnet. Diese Vorgehensweise ermo¨glicht das Aufdecken monotoner Abha¨ngigkeiten,
die durch lineare Verfahren auf Originaldaten nicht entdeckt werden. Außerdem ko¨nnen
auf Grundlage der Ergebnisse der Korrelationsberechnung Ausreißer identifiziert und eli-
miniert werden. Die Identifikation wird wie in Abschnitt 2.2 beschrieben durchgefu¨hrt.
¨Uber einen Parameter kann man die Anzahl der Korrelationsberechnungen steuern. Fu¨hrt
man mehr als eine Korrelationsberechnung durch, werden bei den aufeinanderfolgenden
Rechnungen die zuvor entdeckten Ausreißer nicht mehr beru¨cksichtigt. Auf diese Art und
Weise ko¨nnen die Rohdaten iterativ von Ausreißern gesa¨ubert werden. Dabei sollte die
Anzahl der La¨ufe jedoch nicht zu groß sein, da sonst ein signifikanter Teil der Rohdaten
entfernt werden mu¨sste. Die Anzahl der Iterationen zur Ausreißereliminierung ist daher
mit 2 zuna¨chst klein voreingestellt, kann jedoch u¨ber eine Option gesteuert werden.
3.2 PCA
Diese Programmoption ermo¨glicht die Durchfu¨hrung einer Hauptkomponentenanalyse. Da-
bei kann der Anwender zwischen folgenden drei Verfahren wa¨hlen:
(1) Hauptkomponentenanalyse einer Pearsonschen Produktmomentkorrelationsmatrix,
(2) Hauptkomponentenanalyse einer Rangkorrelationsmatrix und
(3) robuste Hauptkomponentenanalyse nach Campbell (iterative Bestimmung robuster
Eigenwerte und Eigenvektoren, s. Abschnitt 8.7, Teil II).
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Zusa¨tzlich kann bestimmt werden, welche Scores der Hauptkomponenten berechnet und
ausgegeben werden. Entweder werden die Scores der Hauptkomponenten zu den k (k =
1, 2, . . .) gro¨ßten Eigenwerten oder die Scores der Hauptkomponenten, deren zugeho¨rige
Eigenwerte gro¨ßer als 1 + k
10
(k = 0,−1, . . . ,−10) sind, berechnet. Da das Programm die
Hauptkomponenten der Korrelationsmatrix bestimmt, werden die Scores mittels standar-
disierter Daten berechnet. Zur Berechnung der Scores der Hauptkomponenten einer Rang-
korrelationsmatrix werden nicht die Rohdaten, sondern stets rangtransformierte Daten ver-
wendet. Außerdem werden die Korrelationen zwischen den Variablen und den Hauptkom-
ponenten berechnet und ausgegeben. Daru¨ber hinaus wird fu¨r jede Variable der Anteil ihrer
Varianz berechnet, der durch die ersten k (k = 1, ..., Anzahl der der PCA zugrundeliegen-
den Variablen) Hauptkomponenten nicht erkla¨rt wird.
3.2.1 Ausreißerbestimmung mittels Hauptkomponenten
Die Ergebnisse der Hauptkomponentenanalyse ko¨nnen ebenfalls der Ausreißersuche die-
nen. Wir unterscheiden dabei drei Szenarien.
Univariate Ausreißer
Bezu¨glich einer Hauptkomponente sind diejenigen Beobachtungen Ausreißer, deren stan-
dardisierte Scores fu¨r die betrachtete Hauptkomponente dem Betrag nach gro¨ßer als ein
kritischer Wert sind. Bestimmt werden die Ausreißer fu¨r die k Hauptkomponenten mit
den gro¨ßten zugeho¨rigen Eigenwerten. Fu¨r k = 0 wird keine Ausreißerbehandlung durch-
gefu¨hrt.
Multivariate Ausreißer bzgl. der k Hauptkomponenten mit den gro¨ßten Eigenwerten
Ausreißer sind die Beobachtungen, deren quadrierte Mahalanobis-Distanzen bzgl. der k
Hauptkomponenten mit den gro¨ßten Eigenwerten gro¨ßer als ein kritischer Wert sind.
Multivariate Ausreißer bezu¨glich der (Anzahl der Variablen - k) Hauptkomponenten
mit den kleinsten Eigenwerten
Ausreißer sind die Beobachtungen, fu¨r die die Quadratsumme der Scores der letzten (An-
zahl der Variablen - k) Hauptkomponenten gro¨ßer als ein kritischer Wert ist.
Der kritische Wert wird entweder fest vorgegeben oder durch Vorgabe des Niveaus des
Diskordanztests fu¨r einen Ausreißer bei ein- bzw. mehrdimensionaler Normalverteilung
festgelegt (Abschnitt 6.4, Teil II).
3.3 Variablenselektion
Neben der Hauptkomponentenanalyse bietet die Variablenselektion eine weitere Mo¨glich-




eine fest vorgegebene oder eine durch Optimierungsmethoden berechnete Anzahl von Va-
riablen fu¨r die weiteren Analyseverfahren ausgesucht. Die restlichen Variablen verlassen
die Data Mining Pipeline. Die Variablenselektion stellt eine wichtige Schnittstelle zwi-
schen den Datensa¨uberungs- bzw. -analysemethoden auf der einen und den Cluster- bzw.
Klassifikationsverfahren auf der anderen Seite dar. Aus diesem Grund sind zwei grundsa¨tz-
lich unterschiedliche Vorgehensweisen implementiert worden:
• unu¨berwachte Variablenselektionen ohne Verwendung eines Klassenvektors, sowie
• u¨berwachte Variablenselektionen mit expliziter Auswertung des Klassenvektors.
Keines der Verfahren kann favorisiert werden, da die erzielten Ergebnisse stark daten- und
parameterabha¨ngig sind. ¨Uber Vor- und Nachteile muss individuell entschieden werden
[5].
3.3.1 Unu¨berwachte Variablenselektion
Die Durchfu¨hrung der Variablenselektion basiert auf einer Korrelationsmatrix, die man
wie in Abschnitt 3.1 beschrieben na¨her spezifizieren kann. Innerhalb der Variablenselekti-
on kann man zwischen fu¨nf Verfahren wa¨hlen. Zur Auswahl steht zum einen die Methode
der Principal Variables nach McCabe [7], bei der iterativ jeweils die Variable ausgewa¨hlt
wird, welche die Summe der Residualvarianzen minimiert. Daru¨ber hinaus wurden zwei
auf einer PCA basierenden Selektionsverfahren implementiert. Bei der Selektionsvari-
ante werden iterativ Variablen ausgewa¨hlt, die zusammen einen mo¨glichst großen Anteil
der Streuung aller Variablen erkla¨ren, wa¨hrend bei der Eliminationsvariante iterativ Va-
riablen entfernt werden, deren Streuung von den verbleibenden Variablen mo¨glichst gut
erkla¨rt wird. In beiden Verfahren wird iterativ jeder Hauptkomponente die Variable mit
dem gro¨ßten Eintrag in dem zugeho¨rigen Eigenvektor (Faktorladung) unter den noch frei-
en Variablen zugeordnet. Bei der Selektionsvariante werden die Hauptkomponenten in der
Reihenfolge fallender zugeho¨riger Eigenwerte, in der Eliminationsvariante in der Reihen-
folge wachsender zugeho¨riger Eigenwerte abgearbeitet. Das vierte und fu¨nfte Verfahren
unterscheidet sich in der Anzahl der durchzufu¨hrenden Hauptkomponentenanalysen. Hier
wird in jedem Iterationsschritt eine neue PCA durchgefu¨hrt. Bei der Selektionsvariante er-
folgt eine PCA der partiellen Korrelationsmatrix der verbliebenen Variablen bezu¨glich der
ausgewa¨hlten Variablen. Bei der Eliminationsvariante handelt es sich um ein Verfahren,
bei dem die PCA der Korrelationsmatrix der verbliebenen Variablen verwendet wird.
3.3.2 ¨Uberwachte Variablenselektion
Das implementierte Verfahren zur u¨berwachten Variablenselektion ordnet alle Attribute in
eine Rangliste, wobei diejenigen Attribute einen hohen Rang zugeordnet bekommen, die
am besten dazu geeignet sind, die zugrundeliegende Klassenstruktur der Trainingsdaten zu
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erkla¨ren. Das zugeho¨rige Verfahren arbeitet auf den eindimensionalen Verteilungen der
einzelnen Variablen. Fu¨r jede Variable k kann man die Menge der Realisierungen in zwei
Gruppen einteilen: positive und negative Realisierungen. Die beiden daraus entstehenden
eindimensionalen Verteilungen werden untersucht. Weichen diese in Lage und Struktur
stark voneinander ab, wird ein funktionaler Zusammenhang zwischen der Variable k und
der Klassenstruktur angenommen. Als Grundlage der Tests dient der Chi-Quadrat (X 2)
Homogenita¨tstest [6]. Der X 2-Test ist geeignet fu¨r diskrete Daten, d.h. es wird eine Gro¨ße
X mit c Kategorien und g Gruppen betrachtet (c, g ∈ N). Die Implementierung arbeitet mit
g = 2, da ausschließlich bina¨re Probleme vorliegen. Um diesen diskreten Test anwenden
zu ko¨nnen, werden alle auf Varianz 1 skalierten Werte in Kategorien eingeordnet. Dazu
wird mit einer vordefinierten Menge an Intervallen gestartet. Im Anschluss wird die Anzahl
von Vertretern in jeder Kategorie gepru¨ft und falls weniger als 5 Vertreter vorhanden sind,
wird die jeweilige Kategorie mit einem Nachbarn zu einer gemeinsamen neuen Kategorie
verbunden. Fu¨r jede Variable wird gesondert entschieden, ob diese zur Klasseneinteilung
beitragen kann oder nicht.
Das beschriebene Verfahren zur u¨berwachten Variablenselektion allein garantiert noch nicht
eine optimale Auswahl von Attributen. Zwischen den Variablen mit hohen Ra¨ngen ko¨nnen
große Korrelationen auftreten. Diese sind unerwu¨nscht und sollten eliminiert werden. Aus
diesem Grund schließt sich an das Ordnen der Variablen ein hierarchisches Clusterverfah-
ren an [3]. Dazu wird die gut bekannte complete-link Methode eingesetzt. Diese definiert
den Abstand zwischen zwei Clustern C0 and C1 als Maximum aller paarweisen Absta¨nde
zwischen Punkten in C0 und C1 [3]. Die Rangkorrelationen zwischen Variablenpaaren
werden verwendet, um einen Baum aufzubauen, der es dann ermo¨glicht, hochkorrelier-
te Teilba¨ume zu erkennen und durch eine Variable mit hohem Rang zu ersetzen.
Resultat dieser zweistufigen Vorgehensweise ist eine Menge von Variablen, welche die
Klassenzugeho¨rigkeiten in den Daten erkla¨rt, jedoch frei von redundanten Informationen
ist.
Die beiden Methoden des u¨berwachten und unu¨berwachten Selektierens von Variablen
ko¨nnen auch hintereinandergeschaltet werden.
4 Clusteranalyse und Klassifikationsverfahren
Im Anschluss an die Schritte der Datensa¨uberung und -analyse ko¨nnen Methoden des u¨ber-
wachten und des unu¨berwachten Lernens eingesetzt werden. Diese Methoden ordnen Da-






Fu¨r das unu¨berwachte Lernen von Clustern stehen zwei u¨bernommene Verfahren zur Ver-
fu¨gung:
• AutoClass [1] ist eine frei verfu¨gbare Software zur unu¨berwachten Bayes-Klassifika-
tion, der sogenannten Bayes-Clusterung. Ein sehr wichtiger Aspekt dieser Software
ist, dass die Anzahl der Cluster automatisch bestimmt wird. Das ermo¨glicht dem
Benutzer, weitere Trends in den im Allgemeinen nur in zwei Gruppen gegliederten
Daten zu finden. Zusa¨tzlich zur klassischen Clusteranalyse kann auch eine echte
Klassifikation stattfinden. Dabei werden noch unbekannte Testfa¨lle in die vorher
generierten Cluster eingeordnet, ohne dass diese fu¨r die Modellierung eingesetzt
worden sind. AutoClass beschreibt die Daten als Mischung unabha¨ngiger Klassen,
wobei jede Klasse u¨ber eine Wahrscheinlichkeitsverteilung u¨ber dem Raum, den die
Variablen aufspannen, definiert ist. Gauß’sche Verteilungen fu¨r die stetigen Varia-
blen und Bernoulli-Verteilungen fu¨r die diskreten Variablen werden angenommen.
Das Verfahren bestimmt eine Menge von Klassen, die am wahrscheinlichsten zu den
Daten und den weiteren Annahmen passen.
• Subset ist ein Clustering-Programm, welches sowohl zur Datenreduktion als auch
zur Clusteranalyse verwendet werden kann. Subset arbeitet in der Originalversion
ausschließlich mit bina¨ren Variablen. Aus diesem Grund steht nur der Tanimoto-
Koeffizient als Abstandsmaß zur Verfu¨gung. Um den Algorithmus auch fu¨r die
Analyse stetiger Variablen verwenden zu ko¨nnen, wurde das Programm um ein auf
dem Euklidischen Abstand basierendes Abstandsmaß erweitert und steht somit zur
Reduktion und Clusterung von Daten mit stetigen sowie diskreten Variablen zur
Verfu¨gung. Die Grundlage der Clusteranalyse bildet eine in [9] beschriebene sto-
chastische Clustermethode. Die Datenreduktionsfunktion innerhalb von Subset ist
insbesondere fu¨r große Datensa¨tze von Interesse, da das Programm eine repra¨senta-
tive Teilmenge der Daten so bestimmen kann, dass aus jedem vorhandenen Cluster
eine gleich große Anzahl von Substanzen erhalten bleibt. Vor allem fu¨r sehr unaus-
geglichende Daten bietet das die Mo¨glichkeit, eine sehr stark aufgebla¨hte Gruppe so
zu verkleinern, dass keine wichtigen Informationen verloren gehen. In diesem Sinne
ist diese Methode insbesondere als Vorstufe zu echten Klassifikationsverfahren, die
sehr empfindlich auf unausgeglichene Klassen reagieren, zu sehen.
Die vorhandenen Cluster-Methoden werden innerhalb des Projektes fu¨r folgende Fragen-
stellungen verwendet:
• fu¨r ungelabelte Daten
– Clusteranalyse (klassisch) und
– Ziehen einer repra¨sentativen Stichprobe aus einem großen Datensatz,
• fu¨r gelabelte Daten
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– Clusteranalyse fu¨r zwei Gruppen auf einem Trainingsdatensatz zur ¨Uberpru¨fung
der gegebenen Klassifikationen,
– Clusteranalyse auf einer Klasse des Trainingsdatensatzes, um zu pru¨fen, ob in
dieser Klasse große strukturelle Unterschiede zwischen den Punkten vorhanden
sind, und
– Verkleinerung von ganzen Datensa¨tzen beziehungsweise von einzelnen stark
aufgebla¨hten Klassen, um robuste Klassifikatoren erstellen zu ko¨nnen.
4.2 Klassifikationsverfahren
Klassifikation ist eine der wichtigsten Fragestellungen innerhalb des GALA-Projektes. Ba-
sierend auf gesa¨uberten und in beiden Dimensionen reduzierten Daten ist es die Aufgabe
eines Klassifikationsverfahrens, eine Funktionalita¨t zwischen Eingaben und gewu¨nschten
Ausgaben in einem Datensatz zu erkennen und mittels der zur Verfu¨gung stehenden Funk-
tionen zu formulieren. Diese Funktionalita¨t kann dann fu¨r weitere Daten zur Klassen-
vorhersage verwendet werden. Im Teil III dieses Bandes ist dieses u¨berwachte Lernen
ausfu¨hrlich beschrieben worden.
Bei dieser Form des Data Minings gibt es immer zwei Arten von Daten:
• die Trainingspunkte als Grundlage fu¨r die Modellierung, sowie
• die Punkte, die klassifiziert werden sollen.
Zusa¨tzlich zu einer Datenmatrix ist es notwendig, jedem Trainingspunkt, der in das Mo-
dell einfließen soll, ein Klassenlabel zuzuordnen. Im Falle bina¨rer Klassifikation, die am
ha¨ufigsten als Problemstellung auftritt, bedeutet das, fu¨r jede Substanz i des Trainingsda-
tensatzes einen Klassenwert yi ∈ {−1, 1} anzugeben.
Die Erstellung von Klassifikatoren erfolgt innerhalb des Projektes hauptsa¨chlich mit dem
modernen Verfahren der Support-Vektor-Maschinen, welches im Teil III dieses Bandes
detailliert vorgestellt wurde und zu den ma¨chtigsten nichtlinearen Klassifikationsverfahren
der heutigen Zeit za¨hlt.
Die Anwendung einer Support-Vektor-Maschine gliedert sich in zwei hintereinanderfol-
gende Phasen:
• Zu Beginn wird basierend auf den Informationen des Trainingsdatensatzes eine nicht-
lineare Klassifikationsfunktion erlernt und gespeichert.
• Im Anschluss kann diese Funktion verwendet werden, um neue Daten zu labeln be-
ziehungsweise um schon bekannte Labels zu u¨berpru¨fen.
Mehrklassige Modelle ko¨nnen einfach u¨ber ein mehrmaliges bina¨res Lernen mit einem der





Das Erlernen einer Klassifikationsfunktion, das sogenannte Training, bedeutet im Wesent-
lichen, dass ein großes quadratisches Optimierungsproblem zu lo¨sen ist. Dazu sei auf Ab-
schnitt 3.5 in Teil III verwiesen. Es stehen dabei zwei verschiedene Modelle zur Verfu¨gung:
• Das Modell der 1-Norm summiert schwache Klassifikationen und Fehler wa¨hrend
des Trainings einfach auf. Siehe dazu Aufgabe (74) auf Seite 149.
• Das Modell der 2-Norm summiert schwache Klassifikationen und Fehler in quadrier-
ter Form auf. Das bedeutet, Punkte, die in der Na¨he der gewu¨nschten Klassifikati-
onsgu¨te liegen (Fehler im Intervall [0, 1]), werden etwas mehr toleriert, wohingegen
echte Fehler im Intervall (1,∞) hart bestraft werden. Siehe dazu Aufgabe (76) auf
Seite 150.
Die Algorithmen zur Umsetzung dieser Modelle sind in den Abschnitten 4.1.5 und 4.2
in Teil III vorgestellt worden. Der SMO-Algorithmus von J. Platt [8] implementiert das
1-Norm Verfahren, wa¨hrend der NP-Algorithmus von S. Keerthi et. al [4] die 2-Norm
Methode umsetzt.
Fu¨r die Nutzung einer nichtlinearen Support-Vektor-Maschine ist es notwendig eine Kern-
funktion zu definieren. Fu¨r den Lernvorgang stehen vier vordefinierte Kerne zur Verfu¨gung:
• der Gauß-Kern (siehe (33) auf Seite 127),
• der Slater-Kern (siehe (35) auf Seite 128),
• der Polynomial-Kern (siehe (34) auf Seite 127), sowie
• der Tanimoto-Kern (siehe (36) auf Seite 128).
Zusa¨tzlich kann auch ein selbst definierter Kern verwendet werden. Dafu¨r muss zwar
der Quellcode gea¨ndert werden, diese ¨Anderung betrifft jedoch nur eine einzige Routi-
ne, die Funktion zur Berechnung des Kerns. Diese ist losgelo¨st von den Algorithmen
implementiert worden. Eine ¨Anderung wird damit sowohl fu¨r den SMO- als auch fu¨r den
NP-Algorithmus wirksam.
4.2.2 Optimierungsstufen
Ein einzelnes SVM-Training generiert eine Hypothese, die fu¨r die verwendeten Parameter
optimal ist. Die Schwierigkeit bei der Anwendung von Support-Vektor-Maschinen fu¨r
komplizierte Datensa¨tze ist die konkrete Wahl der Parameterwerte. Diese beeinflussen die
Gu¨te der Klassifikationsfunktion, sind aber nicht direkt berechenbar. Vielmehr mu¨ssen sie
wa¨hrend einer Optimierungsphase erlernt werden.
Die hier betrachteten Parameter sind
• Kern-Parameter, zum Beispiel σ > 0 fu¨r den Gauß-Kern,
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• Strafparameter C+ fu¨r positive Trainingspunkte, und
• Strafparameter C− fu¨r negative Trainingspunkte.
Zur Verfu¨gung steht eine automatisierte Parameteroptimierung, die nach folgendem Sche-
ma abla¨uft:
(1) Fu¨r jeden zu optimierenden Parameter wird eine Datei mit gewu¨nschten Werten zur
Verfu¨gung gestellt. Feste Parameterwerte ko¨nnen ebenfalls vorgegeben werden, falls
sie schon bekannt sind. Das verku¨rzt die Optimierungszeit.
(2) Fu¨r alle mo¨glichen Parameterkombinationen werden die Schritte (3) bis (5) durch-
gefu¨hrt.
(3) Zehn- oder l-fache Kreuzvalidierung mit den aktuellen Parameterwerten.
(4) Basierend auf den internen Testergebnissen, Berechnung des Gu¨temaßes.
(5) Aktualisierung des bisher besten Gu¨temaßes und Speicherung des zugeho¨rigen Pa-
rametertupels.
(6) Im Anschluss wird das optimale Parametertupel fu¨r das regula¨re SVM-Training auf
dem kompletten Datensatz verwendet.
Zu den Details der Kreuzvalidierung verweisen wir auf Abschnitt 5.2 im Teil III. Das ver-
wendete Gu¨temaß ist insbesondere auf Sensitivita¨t ausgelegt. Es wurde bereits vorgestellt,
siehe (102) auf Seite 174.
4.2.3 Recall
Zusa¨tzlich zu den Kreuzvalidierungstests ist die Funktionalita¨t des Recalls in die Software
eingebettet worden. Unter Recall wird ein unabha¨ngiger Test auf Teilen der Trainingsdaten
verstanden. Dieser Test findet im Anschluss an das regula¨re Training statt. Damit dieser
Test unabha¨ngig von den zur Parameteroptimierung und zum finalen Training verwende-
ten Daten ist, wird bei der Wahl der Recalloption die gewu¨nschte Anzahl von Substanzen
zuru¨ckgehalten und nicht zum Training freigegeben. In Anschluss an das Training wer-
den diese Substanzen klassifiziert und der Benutzer erha¨lt eine Information zu den dabei
entstandenen Fehlklassifikationen in beiden Klassen.
4.2.4 Test und Klassifikation
Zusa¨tzlich zu den Trainingsdaten, auf denen Parameteroptimierung, Validierung, Training
und Recall durchgefu¨hrt werden ko¨nnen, kann eine weitere Klasse von Punkten bearbeitet
werden. Je nach Bedarf werden die Punkte entweder als unbekannte Substanzen klassifi-




setzt voraus, dass die Labels der Punkte bekannt sind. Dieser Test erscheint zuna¨chst redun-
dant, da die gleiche Support-Vektor-Maschine eingesetzt wird, welche auch schon auf den
Recall-Punkten gearbeitet hat. Die Test-Option ist jedoch immer dann wichtig, wenn ganz
bestimmte Substanzen getestet werden sollen. Bei der Recall-Option wird diese Mo¨glich-
keit nicht gegeben, da dort immer auf einer zufa¨llig gewa¨hlten Datenmenge getestet wird,
um die Verteilung der Klassen in etwa widerzuspiegeln. Durch die Test-Option gewinnt der
Benutzer deutlich an Flexibilita¨t. Die Auswertung erfolgt auch hier getrennt nach Klassen.
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Der Prozess der Identifikation von neuen potentiellen Wirkstoffkandidaten ha¨ngt nicht nur
von der Auswahl der potentesten Substanz fu¨r ein spezifisches Target ab. Durch unsere
Erfahrungen in der Vergangenheit wissen wir, dass der Metabolismus und die Pharmako-
kinetik fu¨r eine Substanzauswahl gleichberechtigt beru¨cksichtigt werden mu¨ssen. Cyto-
chrom P450 Enzyme sind metabolisierende Enzyme, die in verschiedenen Geweben und
Blut vorkommen und hauptsa¨chlich in der Leber eine aktive Rolle im oxidativen Abbau
der Substanzen spielen. Insbesondere sind die Isoformen 1A2, 2C19, 2C9, 2D6 und 3A4
wichtig, da diese am Metabolismus von 90% der Substanzen beteiligt sind [10, 11]. Wie
von Flockhart [12] na¨her beschrieben, blocken Inhibitoren die Funktion dieser Enzyme,
so dass die verbleibende Aktivita¨t reduziert ist. In unserem Beispiel haben wir uns auf
die 2D6-Isoform konzentriert, da bei dieser Isoform einige inaktive polymorphe Formen
in der Bevo¨lkerung existieren, was analog zu einer 2D6-Inhibition ist. Dies kann dann
bei Wirkstoffen, die ein 2D6 Substrat sind, zu toxisch hohen Plasmaspiegeln fu¨hren [5].
CYP2D6 ist ein Enzym, das prima¨r durch Substanzen mit einem Stickstoffatom und ei-
nem hydrophoben Part blockiert wird, was durch Pharmakophoranalysen gezeigt werden
konnte. Wenn dieses Enzym blockiert wird, kann es auch mit einer zweiten Substanz zu
unerwu¨nschten Wirkstoff-Wechselwirkungen kommen, die fu¨r eine Anwendung am Men-




sind. Es ist deshalb wu¨nschenswert, fu¨r eine neue chemische Struktur die Aktivita¨t an die-
sem Enzym vorhersagen zu ko¨nnen, da hochqualitative Daten unter in vivo Bedingungen
nur zu einem sehr spa¨ten Zeitpunkt in der pra¨klinischen Forschung erhoben werden. Aus
diesem Grund ist die in silico Vorhersage zu einer Schlu¨sseltechnologie in den fru¨hen Pha-
sen der Forschung geworden [4, 6]. Unsere Arbeiten sollen zeigen, dass unsere Methoden
zur Erstellung von Klassifikatoren dieser Art geeignet sind und bereits etablierte Verfahren
wie Pharmakophoranalyse, Homologiemodelle von Proteinen und quantenmechanische
Berechnungen sinnvoll erga¨nzen. Der Bedarf an genauen Modellen, die eine hochopti-
mierte Analyse von virtuellen Substanzen erlauben, hat in der Vergangenheit dazu gefu¨hrt,
dass sich viele Arbeitsgruppen mit diesem Problem bescha¨ftigt haben und ein ganzes Ar-
senal von Computermethoden zur Klassifikation von CYP450 Enzymen existiert [1, 2, 3].
Dazu geho¨ren in der neueren Literatur Verfahren, die verschiedene Klassifikatoren mitein-
ander verknu¨pfen. Man spricht dann auch von Konsensmodellen, die das Gesamtergebnis
verbessern. Die zugrundeliegenden Algorithmen sind Entscheidungsbaumverfahren wie
z.B. rekursives Partitionieren und Ensemble-Methoden wie AdaBoost oder auch die von
uns in Teil III beschriebenen Support-Vektor-Maschinen. Hauptproblem in diesem Zusam-
menhang ist der Zugang zu genu¨gend validierten, experimentellen Daten. Normalerweise
ist die Generalisierungsfa¨higkeit einer Klassifikation mit der Anzahl der eingehenden Da-
tenpunkte korreliert. Daraus kann aber nicht notwendigerweise gefolgert werden, dass
ein Datensatz mit Daten aus verschiedenen Quellen auch zu einer besseren Klassifikation
fu¨hrt. Mit dem Fokus auf Datenqualita¨t wurde erkannt, dass man mit unbalancierten Da-
tensa¨tzen trainieren muss, da die Anzahl an bekannten, validierten Datenpunkten von 2D6-
Inhibitoren begrenzt ist. Umgekehrt fu¨hrt die Reduktion von Nicht-Inhibitoren, um einen
balancierten Datensatz zu erhalten, zu einem ungewollten Informationsverlust, da norma-
lerweise mehr Informationen zu den Nicht-Inhibitoren vorliegen. Analog zur Anzahl der
Trainingsinstanzen verha¨lt sich die Reduktion von Eigenschaften, bei der irrelevante De-
skriptoren zu einer verschlechterten Klassifikation fu¨hren. Wir haben deshalb unsere in
den vorangegangenen Teilen beschriebenen Verfahren angewendet, um die metabolischen
Eigenschaften von virtuellen Moleku¨len schnell vorherzusagen bzw. neue Moleku¨le mit
gewu¨nschtem metabolischem Verhalten zu synthetisieren.
2 Beschreibung der verwendeten Daten und die Vorge-
hensweise
Um unsere Algorithmen anwenden zu ko¨nnen, ist eine Darstellung in Feature-Vektoren
notwendig, bei der jede chemische Struktur durch mehrere hundert physikochemische De-
skriptoren oder Substruktureigenschaften, die in so genannten Fingerprints dargestellt wer-
den, beschrieben wird. Ein Feature-Vektor ist eine normalisierte Darstellung der chemi-
schen Struktur durch eine Anzahl von Eigenschaften, die unabha¨ngig von der Anzahl der
Atome ist. Im zweiten Schritt werden die Informationen zur 2D6-Inhibition hinzugefu¨gt.
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Wir wiederholen diesen Schritt fu¨r jedes Moleku¨l im Datensatz, so dass wir letztendlich ei-
ne zweidimensionale Beziehung zwischen den Eigenschaften und der 2D6-Inhibition her-
stellen ko¨nnen.
Im Gegensatz zur visuellen Analyse der Klassifikationsergebnisse ist es fu¨r das Erstellen
der Klassifikatoren notwendig, die zugrundeliegenden chemischen Strukturen, wie in Teil I
na¨her beschrieben, durch physikochemische Eigenschaften zu repra¨sentieren. Zu diesem
Zweck haben wir in unserem Fall das MOE (Molecular operating environment; chemi-
cal computing group) Programmpaket eingesetzt [13]. Zusammenfassend haben wir so
557 Deskriptoren zu unseren Moleku¨len berechnet, wie z.B. die Anzahl von bestimmten
Atomtypen, Indizes von molekularen Graphen, topologische Deskriptoren, Autokorrelatio-
nen, Deskriptoren zur Aromatizita¨t sowie 3D-Deskriptoren, die die Van der Waals Ober-
fla¨che der Moleku¨le in Kombination mit physikochemischen Eigenschaften enthalten.Fu¨r
die Berechnung der 3D-Koordinaten der chemischen Strukturen haben wir CORINA (Ar-
beitsgruppe Prof. Gasteiger, Molecular Networks) verwendet. Die Berechnung der bina¨ren
Vektoren, die eine La¨nge von 458 Bits haben, wurde mit dem Programm CACTVS (Dr.
Ihlenfeldt, Xemistry) durchgefu¨hrt. Insgesamt wurden auf diese Weise vier Datensa¨tze er-
zeugt. Die Ensemble-Datensa¨tze (jeweils ein Training- und Testdatensatz) enthalten pro
Moleku¨l eine Zeile mit den entsprechenden Eigenschaften des gesamten Moleku¨ls. Die
Bina¨rdatensa¨tze (jeweils ein Training- und Testdatensatz) enthalten alle auf Substrukturen
basierende Fragmente in bina¨rer Form.
Auf der Basis eines Datensatzes mit 263 chemisch unterschiedlichen Wirkstoffen, die wir
aus publizierten Daten extrahiert haben, wurde ein Trainingsdatensatz mit 185 Substan-
zen und ein Testdatensatz mit 78 Substanzen fu¨r die Validierung gewonnen. Weil Daten
aus verschiedenen Quellen abha¨ngig von der experimentellen Methode sind, mit denen sie
erzeugt wurden, haben wir alle Substanzen mit mikromolarer Aktivita¨t als Inhibitoren de-
finiert. Fu¨r unseren Datensatz haben wir nur Substanzen ausgewa¨hlt, von denen entweder
die Inhibition publiziert ist oder diese so weit charakterisiert sind, dass eine 2D6-Inhibition
ausgeschlossen werden kann. Aus diesem Grund haben wir diejenigen Substanzen als
Nicht-Inhibitoren festgelegt, bei denen die CYP2D6-Inhibition als unwahrscheinlich ein-
zustufen ist. Der Trainingsdatensatz mit 185 Substanzen entha¨lt 35 Substanzen, die die
CYP2D6-Isoform inhibieren und 150 Nicht-Inhibitoren. Wir beziehen uns im ersten Fall
auf die Klasse 1 und bei den negativen Trainingspunkten auf die Klasse 0. Der Testda-
tensatz entha¨lt die gleichen Anteile von positiven und negativen Punkten wie der Trai-
ningsdatensatz. Fu¨r die Oversampling-Methode [9] haben wir die Anzahl an Positiven im
Trainingsdatensatz durch Wiederholungen der Feature-Vektoren verdreifacht. Der Testda-
tensatz wurde u¨ber alle angewendeten Methoden konstant gehalten. Der Split von Test-
und Trainingsdatensatz wurde auf Basis von Tanimoto-Koeffizienten durchgefu¨hrt, die ein
Maß fu¨r die ¨Ahnlichkeit darstellen [7].
Die so erzeugten Datensa¨tze wurden dann von redundanten Informationen, wie z.B. Null-
spalten befreit. Zusa¨tzlich wurde bei einem Teil der Datensa¨tze die Anzahl der Merkmale




Fu¨r jeden Datensatz wurde anschließend die SVM-Methode mit unseren eigenen Kernen
angewendet. Im Falle der Ensemble-Datensa¨tze liegt eine Kombination von numerischen
und kategorischen Eigenschaften vor. Die Erstellung der Modelle und die Vorhersagen
wurden auf Basis von ASCII-Dateien durchgefu¨hrt. Die Optimierung der SVM-Parameter
wurde durch eine Gridsuche realisiert, die im Algorithmus implementiert ist. Die Er-
zeugung der CYP2D6-Modelle beanspruchte auf einem PC wenige Sekunden pro Lauf
wa¨hrend der Optimierung. Nachdem der Algorithmus trainiert war, konnten die Substan-
zen aus dem Testdatensatz klassifiziert werden. Die Klassifikation wurde dann anhand von
Genauigkeitsmaßen bewertet [15].
3 Methoden fu¨r unbalancierte Trainingsdatensa¨tze
Im Fall von unbalancierten Datensa¨tzen u¨berwiegt die Anzahl der negativen Trainingsbei-
spiele im Vergleich zu der Anzahl der positiven Beispiele. Zusa¨tzlich zu der unbalancier-
ten Klassenverteilung muss der Klassifikationsfehler beru¨cksichtigt werden, der bei einer
falsch negativen Vorhersage ungu¨nstiger ist als bei einer falsch positiven Vorhersage [8].
Normalerweise sind die Ergebnisse von Verfahren des Maschinellen Lernens fu¨r unbalan-
cierte Datensa¨tze nicht u¨berzeugend, da eine Tendenz zur Klassifikation neuer Substanzen
in die u¨berrepra¨sentierte Klasse besteht. Aus diesem Grund ist es notwendig, den Datensatz
oder den Algorithmus so zu vera¨ndern, dass die unterrepra¨sentierte Klasse gleichwertig
beru¨cksichtigt wird. Innerhalb des SVM-Algorithmus kann das z.B. durch die Einfu¨hrung
eines Gewichtungsschemas erreicht werden. Dadurch wird allerdings die Datenverteilung
nicht vera¨ndert und fu¨hrt bei verrauschten, unbalancierten Datensa¨tzen unter Umsta¨nden
zu u¨bertrainierten Modellen. Unbalancierte Datensa¨tze ko¨nnen entweder durch Reduktion
der u¨berrepra¨sentierten Klasse bzw. durch ein wiederholtes Training von Datenpunkten
der unterrepra¨sentierten Klasse modifiziert werden. Die Methode der Datenreduktion fu¨hrt
allerdings auch dazu, dass validierte negative Trainingsinformation nicht genutzt wird und
damit die Generalisierungsfa¨higkeit des Modells reduziert wird. Aus diesem Grund haben
wir die sogenannte Oversampling-Methode verwendet und die unterrepra¨sentierte Klasse
dreifach trainiert. Die Klassifikationsergebnisse wurden anschließend noch durch Schwell-
wertverschiebung angepasst. Dabei wird der Schwellwert fu¨r die u¨berrepra¨sentierte Klasse
angehoben, damit eine Zuordnung von Testinstanzen zu dieser Klasse erschwert wird.
4 Diskussion der Ergebnisse
Nachfolgend werden die Ergebnisse mit unseren verwendeten Algorithmen diskutiert. Im
Fall der Ensemble-Datensa¨tze haben wir eine Kombination von numerischen und kategori-
schen Eigenschaften vorliegen. Im Fall der Bina¨rdatensa¨tze sind die vorhandenen struktu-
rellen Merkmale durch sogenannte Fingerprints beschrieben, in denen die Anwesenheit ei-
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ner strukturellen Einheit durch “1” bzw. bei Abwesenheit durch “0” repra¨sentiert wird. Um
den Einfluss einer Merkmalsauswahl zu untersuchen, haben wir mit jeweils 5, 10 oder 20
bzw. allen berechneten Eigenschaften Modelle erstellt. Die Parameteroptimierung haben
wir durch eine Gridsuche u¨ber einen jeweils methodenspezifischen Parameterraum durch-
gefu¨hrt. Die Schwellwertverschiebung wurde nach der Klassifikation mit einem Wert von
0.5 fu¨r die SVM durchgefu¨hrt. Die Erstellung der Modelle umfasst zuna¨chst die Bestim-
mung der optimalen Parameter fu¨r den Algorithmus durch wiederholte 10-fache Kreuzva-
lidierung. Die daraus erhaltenen optimalen Parameterkombinationen wurden fu¨r die finale
Erstellung des Klassifikators eingesetzt. Im nachfolgenden Schritt wurde dann ein Testda-
tensatz verwendet, der zu keiner Zeit im Optimierungszyklus eingesetzt wurde. Zur Dis-
kussion der Ergebnisse wurden die Sensitivita¨t (Hits) und die Anzahl der falsch positiven
Klassifikationsergebnisse (falscher Alarm) herangezogen. Im Fall der SVM mit Gauß-Kern
konnte eine dramatisch erho¨hte Sensitivita¨t beobachtet werden, die jedoch durch zusa¨tzli-
che falsch positive Punkte beeinflusst wurde. Hingegen ergab die Oversampling-Methode
keine deutliche Verbesserung der Sensitivita¨t. Wurde jedoch zusa¨tzlich der Schwellwert
verschoben, wurden fu¨r alle Datensa¨tze bessere Ergebnisse erzielt. Die besten Resultate
ergab dann eine zusa¨tzliche Merkmalsauswahl von fu¨nf Eigenschaften. Im Vergleich da-
zu konnte mit dem Slater-Kern im Standardfall keine Verbesserung der Sensitivita¨t erreicht
werden. Allerdings war dort die Spezifita¨t erho¨ht und zusammen mit einer Schwellwertver-
schiebung konnten bis zu 92% der 2D6-Inhibitoren im Testdatensatz erkannt werden. Die
weitere Verwendung von Oversampling war ohne Einfluss auf die Klassifikationsergebnis-
se. Mit steigender Anzahl der Eigenschaften konnte ein Anstieg der Sensitivita¨t beobachtet
werden, der jedoch ebenfalls auf Kosten der Spezifita¨t ging. Zusammenfassend kann gesagt
werden, dass ho¨here Spezifita¨t zu einer dramatischen Verringerung der Sensitivita¨t gefu¨hrt
hat. Der Einfluss der Oversampling-Methode auf die Klassifikationsergebnisse fu¨hrte zu
geringeren Raten falschen Alarms, aber im Gegensatz zu unseren Annahmen war damit
auch immer eine Abnahme der Sensitivita¨t verbunden. Fu¨r die Klassifikation der Bina¨rda-
tensa¨tze haben wir den Tanimoto-Kern getestet. Besonders auffa¨llig war die damit erzielte
geringe Sensitivita¨t im Fall der Datensa¨tze mit 5 und 10 Eigenschaften. Da sich dieser Be-
fund mit 20 beziehungsweise allen Eigenschaften verbesserte, kann abgeleitet werden, dass
die Anzahl der verwendeten Merkmale entscheidend ist, um gute Klassifikationsergebnisse
zu erhalten. Eine Merkmalsauswahl sollte deshalb bei Fingerprint-basierten Datensa¨tzen
nur vorsichtig eingesetzt werden. Die Oversampling-Methode erho¨hte die Sensitivita¨t zu-
sammen mit geringer Abnahme der Spezifita¨t. Nachfolgend werden die erhaltenen Er-
gebnisse auf Basis der chemischen Strukturen und selektierten Eigenschaften diskutiert.
Basierend auf der unu¨berwachten Methode der Merkmalsauswahl nach McCabe selektier-
ten wir die 20 besten Deskriptoren aus dem Ensembledatensatz. Die wichtigsten sind in
Tabelle 1 mit der Beschreibung ihrer Bedeutung zusammengefasst. Die entsprechend se-
lektierten Deskriptoren passen zu bereits in der Literatur beschriebenen Pharmakophor-,
und Homologiemodellen. Diese lassen sich in Eigenschaften zusammenfassen, die die




chi0, chi0 C Konnektivita¨tsindizes, die die Verknu¨pfung im
Kohlenstoffgeru¨st beschreiben
TPSA, PEOE VSA HYD Beschreibung der polaren und hydrophoben
PEOE PC+, Q VSA POS Anteile der Moleku¨loberfla¨che auf Basis der
Gasteiger-Marsili-Ladungen
a nN, b single, MACCS Keys Anzahl der N, S Atome, Einfachbindungen,
SO Gruppen, Ringatome, Nitrogruppen,
Heteroatome in 5-Ringen,
Hydroxygruppen, Dreifachbindungen
SMR, SMR VSA0 Molekularer Brechungsindex und deren Anteile
SMR VSA7 bin 7
kS sI Elektrotopologische Eigenschaft von
funktionellen Gruppen
Tabelle 1: Wichtige durch das McCabe-Verfahren identifizierte Eigenschaften.
Konnektivita¨tsindizes chi0 und chi0 C. Zusa¨tzlich wurden einige Bins aus dem 166-Bin
MACCS-Vektor, die Anzahl von bestimmten funktionellen Gruppen sowie elektrotopolo-
gische Indizes, die die Ladungsverteilung innerhalb der Moleku¨le beschreiben, selektiert.
Zusammenfassend kann gesagt werden, dass die Merkmalsauswahl nur 2D-Eigenschaften
selektiert hat, die somit die Basis unserer Modelle mit Merkmalsauswahl darstellen. Im
Vergleich u¨ber alle verwendeten Methoden und Kerne stellte dies allerdings keine Ein-
schra¨nkung fu¨r die letztendlich erreichte Qualita¨t und Genauigkeit der Modelle dar.
Abbildung 4 zeigt eine repra¨sentative Auswahl von diversen Verbindungen aus dem Trai-
ningsdatensatz zusammen mit der CYP2D6-Inhibition. Wie aus dem direkten Struktur-
vergleich von Amitriptyline und Imipramine zu sehen ist, ko¨nnen kleine Abweichungen
in der chemischen Struktur zu einer unterschiedlichen Klassifikation fu¨hren. Ein weiteres
Beispiel dieser Art ist die gleiche Anzahl der Bindungen zwischen dem aromatischen Zen-
trum und dem Stickstoffatom in Venlafaxine und Dexfenfluramine aber unterschiedlicher
CYP2D6-Inhibition. In den Abbildungen 1, 2 und 3 haben wir Verbindungen aus unserem
Testdatensatz ausgewa¨hlt, die einige der gefundenen Unterschiede in der Klassifikation der
verwendeten Algorithmen aufzeigen.
Verbindungen wie Yohimbine, Desmethylsertraline und Prevastatin wurden u¨berwiegend
richtig klassifiziert. Im Gegensatz dazu wurden Clemastine, Fentanyl und Perazine haupt-
sa¨chlich falsch klassifiziert. Dieser Befund kann zum Teil durch einen Vergleich von Imi-
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pramine aus dem Trainingsdatensatz und dem falsch negativ klassifizierten Perazine aus
dem Testdatensatz erkla¨rt werden. Beide Strukturen sind chemisch sehr a¨hnlich, aber
unterscheiden sich in einem zusa¨tzlichen Schwefelatom. Ein a¨hnliches Pha¨nomen tritt
bei den falsch positiven Clemastine und Fentanyl auf, bei denen Eigenschaften der 2D6-
Inhibitoren aus dem Trainingsdatensatz wie O-N Absta¨nde in Venlafaxine und Clemastine,
zu einer falschen Klassifikation aufgrund einer funktionellen Untereinheit fu¨hren. Fu¨r ei-
ne Anzahl von Substanzen ist die Art der im Algorithmus verwendeten Eigenschaften von
Bedeutung. Insbesondere die korrekte Klassifizierung von Nefazodone gelang mit Hilfe
der numerischen Ensemble-Eigenschaften im Gegensatz zum Bina¨rdatensatz, der zu einer
falschen Klassifikation fu¨hrte. Umgekehrt kann man aber auch Beispiele wie das Me-
toprolol finden, in denen der Bina¨rdatensatz besser zur Klassifikation geeignet war. Die
meisten der restlichen richtig klassifizierten Substanzen ko¨nnen auf Basis ihrer vergleich-
baren ¨Ahnlichkeit erkla¨rt werden. Im Verlauf der Untersuchungen an diesen Datensa¨tzen
konnte generell festgestellt werden, dass nur diejenige Information im Testset abrufbar ist,
die auch im Trainingsdatensatz enthalten ist. Die Mo¨glichkeiten der Klassifikation sind
durch den aufgespannten chemischen Raum der Trainingsdaten limitiert. Diese Aussa-
ge gilt unabha¨ngig vom Algorithmus, der Art wie der Datensatz erstellt wurde und durch
welche physikochemischen Eigenschaften die chemischen Strukturen beschrieben werden.
5 Zusammenfassung und Ausblick
Die humane Cytochrom P450 2D6-Isoform spielt eine Schlu¨sselrolle im Metabolismus
von vielen neuen Wirkstoffen in der pra¨klinischen Forschung. Wir haben einen Datensatz
aus publizierten Quellen extrahiert und physikochemische Eigenschaften der Substanzen
mit Methoden aus der Chemoinformatik berechnet. Auf der Basis dieser Daten haben wir
mit unseren beschriebenen Methoden aus den vorangegangenen Teilen II und III Klas-
sifikatoren erstellt. Zur Anwendung des Maschinellen Lernens haben wir unsere eigene
Implementierung einer Support-Vektor-Maschine mit neuen Kernen eingesetzt. Die im
Teil II beschriebene unu¨berwachte McCabe-Methode wurde dabei zur Merkmalsauswahl
als vorgeschalteter Schritt fu¨r das u¨berwachte Lernen eingesetzt. Nachfolgend wurde eine
Analyse der klassifizierten Strukturen gezeigt und mit Beispielen aus dem Trainingsdaten-
satz verglichen. Es konnte gezeigt werden, dass die von uns umgesetzten Algorithmen eine
effiziente Methode zur in silico Klassifikation von potentiellen neuen Wirkstoffen darstel-
len. Insbesondere die Verwendung von Mehrfachtraining und Schwellwertverschiebung
in unseren CYP2D6-Datensa¨tzen mit ungu¨nstigem aktiv/nicht-aktiv Verha¨ltnis fu¨hrten so
zu hochgenauen und sensiblen Klassifikatoren. Die eingesetzte Variablenselektion ergab
Eigenschaften, die auf dem molekularen Level interpretiert werden ko¨nnen. Zusa¨tzlich zu
den bereits beschriebenen SVM-Methoden haben wir begonnen, die Maximum-Entropy-
Methode (ME) [14], insbesondere den GIS-Algorithmus in Kombination mit Oversamp-




kennung genutzt. Dazu verwenden wir zur Zeit die Implementierung der frei verfu¨gbaren
openNLP-Software (sf.net/opennlp). Die ME-Methode ist ein elegantes Klassifikations-
verfahren, welches auf der Tatsache beruht, dass Informationen u¨ber die Wahrscheinlich-
keitsverteilung im Trainingsdatensatz bekannt sind und deshalb eine Verteilung mit der
gro¨ßten Entropie (nach Shannon) bestimmt werden kann. Erste Ergebnisse am Beispiel
des CYP2D6-Datensatzes sind ebenfalls vielversprechend, so dass in Zukunft vergleichen-
de Analysen vorgenommen werden.
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