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ESSENTIAL NORMALITY - A UNIFIED APPROACH IN TERMS OF
LOCAL DECOMPOSITIONS
YI WANG
Dedicated to the memory of Ronald G. Douglas
Abstract. In this paper, we define the asymptotic stable division property for submodules of
L2a(Bn). We show that under a mild condition, a submodule with the asymptotic stable division
property is p-essentially normal for all p > n. A new technique is developed to show that certain
submodules have the asymptotic stable division property. This leads to a unified proof of most
known results on essential normality of submodules as well as new results. In particular, we
show that an ideal defines a p-essentially normal submodule of L2
a
(Bn), ∀p > n, if its associated
primary ideals are powers of prime ideals whose zero loci satisfy standard regularity conditions
near the sphere.
1. Introduction
Let Bn be the open unit ball in Cn. The Bergman space L2a(Bn) consists of all holomorphic
functions f on Bn such that
‖f‖2 =
∫
Bn
|f |2dv <∞.
Here v denotes the normalized Lebesgue measure, i.e., v(Bn) = 1. For i = 1, · · · , n, the
coordinate functions zi acts on L
2
a(Bn) by multiplication:
Mzif = zif, f ∈ L2a(Bn).
The n-tuple of operators (Mz1 , · · · ,Mzn) are commuting and thus induces a Hilbert C[z1, · · · , zn]-
module structure on L2a(Bn):
C[z1, · · · , zn]× L2a(Bn)→ L2a(Bn), (p, f) 7→ p(Mz1 , · · · ,Mzn)f = pf.
For any i, j = 1, · · · , n, it is well known that the commutator [Mzi ,M∗zj ] belongs to the Schatten
class Cp, ∀p > n.
A closed subspace P ⊂ L2a(Bn) that is invariant under Mzi , i = 1, · · · , n, is called a (Hilbert)
submodule of L2a(Bn). The commuting tuple (R1, · · · , Rn), where Ri = Mzi |P , defines the
module action on P. Its orthogonal complement Q := P⊥ is called a quotient module of
L2a(Bn). The module action on Q is defined by the tuple (S1, · · · , Sn), where Si = QMzi |Q.
Here Q denotes the projection operator onto Q. For p ≥ 1, we say P (Q) is p-essentially normal
if [Ri, R
∗
j ] ∈ Cp ([Si, S∗j ] ∈ Cp).
For an ideal I in C[z1, · · · , zn], let PI denote its closure in L2a(Bn). Then it is easy to see
that PI is a submodule of L2a(Bn). Therefore QI := P⊥I is a quotient module.
Arveson-Douglas Conjecture: Suppose I is a homogeneous ideal in C[z1, · · · , zn]. Then the
quotient module QI is p-essentially normal for all p > dimC Z(I).
Key words and phrases. essential normality, Arveson-Douglas Conjecture, Bergman space, asymptotic stable
division.
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2Remark 1.1. The Arveson-Douglas Conjecture was originally stated on the Drury-Arveson
space H2n. Later it was shown that, for a homogeneous ideal I and any p > n, the p-essential
normalities for the closures of I in the Drury-Arveson space, the Bergman space and the Hardy
space, are equivalent. Closures of non-homogeneous ideals and non-polynomial generated sub-
modules are also considered . Submodules on other domains were also considered.
In this paper, we consider submodules in the Bergman module. We will consider p-essential
normality for p > n. For p > n, the p-essential normality of a submodule P is equivalent to
the p-essential normality of its quotient module Q.
The Arveson-Douglas Conjecture arises from Arveson’s study of row contractions in multi-
variable operator theory [1]-[5]. Later, Douglas [7] showed that, given an essentially normal
quotient module QI , the short exact sequence
0→ K → C∗({Si}, I) +K → C(XI)→ 0
defines an element [QI ] in the odd K-homology group K1(XI) of a topological space XI . One
can show that Bn ∩ Z(I) ∩ ∂Bn ⊂ XI ⊂ ∂Bn ∩ Z(I). In the case I is homogeneous, XI =
Z(I) ∩ ∂Bn. The element [QI ] carries geometric information of Z(I). This gives a new kind of
index theorem. Moreover, a positive result of the Arveson-Douglas Conjecture will lead to an
analytic Grothendieck-Riemann-Roch theorem allowing singularities [10].
The existing results of the Arveson-Douglas Conjecture can be roughly categorized into three
types. The first type contains results concerning varieties of dimension 1, or codimension 1. In
[15], Kuo and Wang proved the cases of homogeneous ideals I when n ≤ 3, or dimZ(I) ≤ 1,
or I is principal. Douglas and Wang [8] showed that for a principal ideal I, not necessarily
homogeneous, PI ⊂ L2a(Bn) is p-essentially normal for all p > n. Fang and Xia [13][14] extended
the results to polynomial-generated principal submodules of the Hardy space H2(Bn), and,
under additional assumptions, the Drury-Arveson space H2n. Douglas, Guo and the author [9]
showed that a principal submodule of L2a(Ω) generated by a function h ∈ Hol(Ω) is p-essentially
normal for all p > n. Here Ω ⊂ Cn is any bounded strongly pseudoconvex domain with smooth
boundary. The result was extended to the Hardy spaces H2(Ω) by the author and Xia [23].
The second type of results concern a geometric version of the Arveson-Douglas Conjecture.
The results involve varieties with geometric conditions such as smoothness and transversallity
on ∂Bn. Engliˇs and Eschmeier [12] showed that, if a variety V is homogeneous and its only
possible singular point is the origin, then the radical ideal I of all polynomials vanishing on V
defines a p-essentially normal quotient module for any p > dimV . Douglas, Tang and Yu [10]
showed that, if I is radical and Z(I) is a complete intersection space that is smooth on ∂Bn,
intersects transversely with ∂Bn, then QI is essentially normal. Douglas and the author [11]
showed that, if I is a radical ideal and Z(I) is smooth on ∂Bn and intersects transversely with
∂Bn, then QI is p-essentially normal for all p > 2 dimZ(I). The result was then refined to all
p > dimZ(I) by the author and Xia [22].
The third type of results involve conditions that ensure decompositions of the submodules,
or quotient modules into nice parts [17][20][21]. In particular, in [20], Shalit considered the
stable division property of a submodule in H2n and showed that a graded submodule with the
stable division property is p-essentially normal for all p > n.
The aim of this paper is to provide a unified proof of most of the known Bergman-space
results above. We define the asymptotic stable division property (Definition 3.1) and show that
the asymptotic stable division property leads to essential normality. Our first main result is
the following.
3Theorem 1.2 (Theorem 3.2). Suppose P is a submodule of L2a(Bn) with the asymptotic stable
division property. If the generating functions hi are all defined in a neighborhood of Bn, and
the controlling constants Ci, Ni, determined by hi (as in Theorem 2.16), are uniformly bounded
for all i ∈ Λ, then the submodule P is p-essentially normal for all p > n. In particular, if the
generating functions hi are polynomials of uniformly bounded degrees, then P is p-essentially
normal for all p > n.
The proof of Theorem 3.2 involves an inequality of a new type (Theorem 2.16) that first
appeared in [9]. Since principal submodules and graded submodules with the stable division
property have the asymptotic stable division property trivially, Theorem 3.2 provides a unified
proof for the two types of results immediately.
We will also introduce technical hypotheses (Hypothesis 1) that lead to the asymptotic stable
division property (Theorem 3.4). Then we will prove our second main result.
Theorem 1.3 (Theorem 4.1). Suppose I is an ideal in C[z1, · · · , zn] with primary decomposition
I = ∩kj=1Imjj , where Ij are prime ideals. Assume the following.
(1) For each j = 1, · · · , k, Z(Ij) has no singular points on ∂Bn and intersects ∂Bn trans-
versely.
(2) Any pair of the varieties {Z(Ij)} does not intersect on ∂Bn.
Then the submodule PI has the asymptotic stable division property with generating elements
{hi} being polynomials of uniformly bounded degrees. As a consequence, PI is p-essentially
normal for all p > n.
In [10, 5.2], the authors mentioned a plan of studying non-radical ideals. Theorem 1.3
partially accomplishes this goal, with a different approach.
Theorem 4.1 shows that, results of the second type also fit into this framework. The proof
of Theorem 4.1 combines several techniques. First, we construct a covering that satisfies the
bounded overlap condition for Bergman neighborhoods with large radius. The construction
involves a radial-spherical decomposition method in [24]. Then we construct a decomposition
formula for each covering set. The generating functions are modified from local canonical
defining functions of the variety. Combining these techniques, we show that the ideals in
Theorem 4.1 satisfy Hypothesis 1, and therefore are p-essentially normal for all p > n.
In Section 2, we provide some tools that will be used in this paper. In Section 3 we introduce
the asymptotic stable division property, and give a proof of Theorem 3.2. In Section 4 to
Section 6, we prove Theorem 4.1. In the concluding remarks, we describe our future plans. In
the Appendix, we prove some results involving algebraic sets. These results will be used mainly
in Section 6.
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42. Preliminaries
This section contains some basic tools that we are going to use in this paper. Besides the
classic tools in the study of operators on the Bergman space, we will also use the theory of
complex analytic sets substantively.
2.1. Arveson’s Lemma. The following lemma provides an approach to the Arveson-Douglas
Conjecture.
Lemma 2.1. [4] Suppose P ⊆ L2a(Bn) is a submodule and Q is the corresponding quotient
module. Then for any p > n, the following are equivalent.
(1) P is p-essentially normal;
(2) Q is p-essentially normal;
(3) [Mzi , P ] ∈ C2p, ∀i = 1, · · · , n;
(4) [Mzi , Q] ∈ C2p, ∀i = 1, · · · , n.
Here P,Q are the projections onto P and Q, respectively.
Notice that
[Mzi , Q]
∗ = QM∗zi −M∗ziQ = QM∗zi −QM∗ziQ = QM∗ziP.
Compared with the cross commutators [Mzi ,M
∗
zj
], the operators QM∗ziP are easier to work
with. We will use Lemma 2.1 in the proofs in Section 3.
2.2. Complex Analytic Sets. The definitions and results come from [6].
Definition 2.2. Let Ω be a complex manifold. A set A ⊂ Ω is called a (complex) analytic
subset of Ω if for each point a ∈ Ω there are a neighborhood U of a and functions f1, · · · , fN
holomorphic in U such that
A ∩ U = {z ∈ U : f1(z) = · · · = fN(z) = 0}.
A point a ∈ A is called regular if there is a neighborhood V of a in Ω such that A ∩ V is a
complex submanifold of Ω. The (complex) dimension dimaA at a is naturally defined to be the
(complex) dimension of the manifold A ∩ V .
A point a ∈ A is called a singular point of A if it is not regular. One can show that the set
of regular points is dense in A. The dimension of A at a singular point is defined as
dimaA = lim sup
z→a
z∈regA
dimz A.
A is said to be of pure dimension p if dimaA = p, ∀a ∈ A.
In this paper, our main objects of study are algebraic sets in Cn, i.e., zero loci of polynomi-
als in n-variables. By Hilbert’s Nullstellensatz, there is a one-to-one correspondence between
algebraic sets and radical polynomial ideals, and irreducible algebraic sets correspond to prime
ideals. We will also consider powers of radical ideals. Thus it is convenient to use the language
of holomorphic chains.
Definition 2.3. A holomorphic chain on a complex manifold Ω is a formal, locally finite sum∑
kjAj , where Aj are pairwise distinct irreducible analytic subsets in Ω and kj 6= 0 are integers.
For f ∈ Hol(Ω), we use the notation f |∑kjAj = 0 to indicate that f is, locally, a linear
combination of functions of the form ΠjΠ
kj
i=1fij , where fij are holomorphic functions vanishing
on Aj.
5Definition 2.4. A continuous map f : X → Y of topological spaces is called proper if the
pre-image of every compact set K ⊆ Y is a compact set in X . The spaces X and Y are assumed
to be Hausdorff and locally compact.
Proper maps are important tools in the study of analytic sets. The following results will be
used in the proofs.
Theorem 2.5. Let A be an analytic set in Cn, a ∈ A, dimaA = p, 0 < p < n, U a neighborhood
of a, and π : A ∩ U → U ′ ⊂ Cp, z 7→ z′ := (z1, · · · , zp) a proper projection. Then there is an
analytic subset σ ⊂ U ′ of dimension less than p and a natural number k such that
(1) π : A ∩ U\π−1(σ) → U ′\σ is a locally biholomorphic k-sheeted cover, in particular,
#π−1(z′) ∩ A ∩ U = k for all z′ ∈ U\σ.
(2) π−1(σ) is nowhere dense in A(p) ∩ U . Here A(p) = {z ∈ A : dimz A = p}.
In particular, if A is pure of dimension p, then π−1(σ) is nowhere dense in A. We say that π
defines a k-sheeted analytic cover. The set σ is called the critical set of π.
A proper projection on a complex analytic set A gives rise to a set of canonical defining
functions [6].
Definition 2.6. (1) Let a1, · · · , ak ⊂ Cm, not necessarily distinct. We compose the polynomial
P (z, w) = 〈z − a1, w〉 · · · 〈z − an, w〉
in the variable (z, w) ∈ C2m. One can show that P (z, w) ≡w 0 if and only if z is one of the
points a1, · · · , ak. Suppose
P (z, w) =
∑
|α|=k
Pα(z)w¯
α,
where α denotes a multi-index (α1, · · · , αm). Then the condition P (z, w) ≡w 0 is equivalent to
that Pα(z) = 0, ∀α, |α| = k. The polynomials Pα(z) are called the canonical defining functions
for the system a = {a1, · · · , ak}.
(2) More generally, suppose A is an analytic subset of U = U ′ × U ′′ ⊂ Cn, where U ′ ⊂ Cp,
U ′′ ⊂ Cm and let π : (z′, z′′) 7→ z′ ∈ Cp. Suppose π|A : A → U ′ is a k-sheeted analytic cover.
Let σ ⊂ Cp be the critical set of π|A. For each z′ ∈ U ′\σ,
π−1(z′) ∩ A ∩ U = {(z′, a1(z′)), · · · , (z′, ak(z′))},
where ai(z
′) are holomorphic functions defined in a small neighborhood of z′. Define
Ppi|A(z, w) = 〈z′′ − a1(z′), w〉 · · · 〈z′′ − ak(z′), w〉, z ∈ U\π−1(σ), w ∈ Cm
and
Ppi|A(z, w) =
∑
|α|=k
Ppi|A,α(z)w
α.
Here we write α = (αp+1, · · · , αn) to be consistant with the coordinates in Cn. The coefficients
of powers of z′′ in the functions Ppi|A,α are locally bounded holomorphic functions on U
′\σ. Since
dim σ < p, they can be uniquely extended to holomorphic functions on U ′. Therefore Ppi|A,α
extend to holomorphic functions on U (in fact, on U ′ × Cm). They are called the canonical
defining functions for the projection π.
(3) One can also define canonical defining functions for holomorphic chains. We will only
use the canonical defining functions for mA, where m is a positive integer. Then we set
6Ppi|mA(z, w) = Ppi(z, w)
m and Ppi|mA(z, w) =
∑
|α|=mk Ppi|mA,α(z)w
α. The functions Ppi|mA,α(z)
will be the canonical defining functions for the holomorphic chain mA.
Remark 2.7. We remark that in Definition 2.6, the functions Ppi|A and Ppi|A,α are constructed
under a specific choice of basis. Our estimates in this paper involve change of basis. It
is convenient to generalize Definition 2.6 to the following “coordinate-free” form. Suppose
E = {e1, · · · , en} is an orthonormal basis of Cn and π is the orthonormal projection onto
span{e1, · · · , ep}. Suppose π|A is proper. Define
Ppi|A,E(z, w) = Πa∈pi−1pi(z)∩A〈z − a,
n∑
i=p+1
wiei〉, z ∈ Cn, w ∈ Cn−p.
Suppose l is a unitary transformation on Cn and π|l(A) is also proper. Let El = {l−1e1, · · · , l−1en}.
Then
Ppi|l(A),E(l(z), w) = Πa∈pi−1pil(z)∩l(A)〈l(z)− a,
n∑
i=p+1
wiei〉 = Πb∈l−1pi−1pil(z)∩A〈z − b,
n∑
i=p+1
wil
−1(ei)〉.
In other words,
Ppi|l(A),E(l(z), w) = Pl−1pil|A,El(z, w).
We will use this fact in the proof of Lemma 6.1. In the subsequent discussions, we will omit
the subscript E where no confusion is caused.
2.3. Mo¨bius Transform and Bergman Metric. For z ∈ Bn, z 6= 0, let Pz and Qz be the
orthogonal projections from Cn to Cz and z⊥, respectively.
Definition 2.8. The Mo¨bius transform ϕz is defined by the formula
ϕz(w) =
z − Pz(w)− (1− |z|2)1/2Qz(w)
1− 〈w, z〉 , w ∈ Bn.
The following lemma contains some basic properties of the Mo¨bius transform ϕz. One can
find a proof in Chapter 2 of [19].
Lemma 2.9. If a, z, w ∈ Bn, then
(1)
1− 〈ϕa(z), ϕa(w)〉 = (1− 〈a, a〉)(1− 〈z, w〉)
(1− 〈z, a〉)(1− 〈a, w〉) .
(2) As a consequence of (1),
1− |ϕa(z)|2 = (1− |a|
2)(1− |z|2)
|1− 〈z, a〉|2 .
(3) The Jacobian of the automorphism ϕz is
(Jϕz(w)) =
(1− |z|2)n+1
|1− 〈w, z〉|2(n+1) .
Definition 2.10. The pseudo-hyperbolic metric ρ is defined by
ρ(z, w) = |ϕz(w)|, z, w ∈ Bn.
7The hyperbolic metric β is defined by
β(z, w) =
1
2
log
1 + ρ(z, w)
1− ρ(z, w) , z, w ∈ Bn.
β is also called the Bergman metric on Bn. For r > 0 and z ∈ Bn, denote
D(z, r) = {w : β(z, w) < r}.
The two metrics ρ and β define the same topology on Bn. In the estimations, we will use
whichever is more convenient. The following lemmas are straightforward to check. We omit
the proofs.
Lemma 2.11. For z, w ∈ Bn, we have
(1) β(z, w) ∈ [−1
2
log(1− ρ2(z, w)), log 2− 1
2
log(1− ρ2(z, w))).
(2) 1− ρ2(z, w) ∈ [e−2β(z,w), 4e−2β(z,w)).
Lemma 2.12. For z, w ∈ Bn, the following hold.
(1)
|1− 〈z, w〉| > 1
2
(1− |z|2).
(2)
1− |ϕz(w)|2 ∈ (1
4
(1− |z|2)(1− |w|2), 4 1− |z|
2
1− |w|2 ).
2.4. Spherical Distance. The following definitions and lemmas will be used in Section 5.
Definition 2.13. Let S = ∂Bn be the unit sphere in Cn. For ζ, ξ ∈ S, the spherical distance
d(ζ, ξ) is defined by
d(ζ, ξ) = |1− 〈ζ, ξ〉|1/2.
Then d defines a metric on S (cf. [19]). For δ > 0, denote
Q(ζ, δ) = {ξ ∈ S : d(ξ, ζ) < δ}.
Let σ denote the normalized surface measure on S, i.e., σ(S) = 1. For z, w ∈ Bn, we will
also write d(z, w) = |1−〈z, w〉|1/2. Then d also satisfies the triangle inequality [19, Proposition
5.1.2].
Lemma 2.14. [19, Proposition 5.1.4] When n > 1, the ratio σ(Qδ)/δ
2n increases from 2−n to
a finite limit A0 as δ decreases from
√
2 to 0.
On the punctured unit ball Bn\{0}, consider the projection
πS : Bn\{0} → S, z 7→ z|z| .
For z, w ∈ Bn, we will consider the spherical distance between their projections on S. Let us
denote
dS(z, w) = d(πS(z), πS(w)) = |1− 〈 z|z| ,
w
|w|〉|
1/2.
Lemma 2.15. For z, w ∈ Bn, we have
(1) d2(z, w) < d2S(z, w) + (1− |z|2) + (1− |w|2).
(2) d2(z, w) > 1
2
d2S(z, w).
8Proof. By definition,
d2(z, w) = |1− 〈z, w〉|, d2S(z, w) = |1− 〈
z
|z| ,
w
|w|〉|.
Therefore,
d2(z, w) ≤ (1− |z||w|) + |z||w||1− 〈 z|z| ,
w
|w|〉| < (1− |z|
2) + (1− |w|2) + d2S(z, w).
This proves (1).
The proof of (2) relies on the fact that 2|1−rc| > |1− c| for any r ∈ (0, 1) and c ∈ C, |c| < 1.
So
d2(z, w) = |1− 〈z, w〉| > 1
2
|1− 〈 z|z| ,
w
|w|〉| =
1
2
d2S(z, w).
This completes the proof. 
2.5. An Inequality. In [9], the following theorem was proved, and then used to obtain p-
essential normality of principal submodules.
Theorem 2.16. Suppose h is a holomorphic function defined in a neighborhood of Bn. Then
there exist a constant C > 0 and a positive integer N , such that for any z, w ∈ Bn and any
f ∈ Hol(Bn), we have
|h(z)f(w)| ≤ C |1− 〈z, w〉|
N
(1− |w|2)n+1+N
∫
D(w,1)
|h(λ)f(λ)|dv(λ). (2.1)
The constants C and N depend on the function h. In the case when h is a polynomial, the
constants depend only on the degree of h. We provide a direct proof here.
Theorem 2.17. Suppose p is a polynomial and N = deg p. Then for any f ∈ Hol(Bn) and
z, w ∈ Bn,
|p(z)f(w)| ≤ C |1− 〈z, w〉|
N
(1− |w|2)n+1+N
∫
D(w,1)
|p(λ)f(λ)|dv(λ). (2.2)
The constant C depends only on N .
Proof. For w ∈ Bn, w 6= 0 and a, b > 0, denote
Qw(a, b) = {z ∈ Bn : |Pw(z)− w| < a(1− |w|2), |Qw(z)| < b(1− |w|2)1/2}.
From [19, 2.2.7], there exist a, b such that D(w, 1) contains Qw(a, b) for any w ∈ Bn, w 6= 0.
For a polynomial p with deg p = N and for w ∈ Bn, choose an orthonormal basis {e1, · · · , en}
such that e1 =
w
|w|
. Then w = (|w|, 0, · · · , 0). In the case w = 0, choose any orthonormal basis.
For any multi-index α = (α1, · · · , αn) such that |α| ≤ N , applying [8, Lemma 3.2] to the one
variable polynomial ∂α2 · · ·∂αnp(·, w2, · · · , wn), we get
|∂αp(|w|, 0, · · · , 0)f(|w|, 0, · · · , 0)|
.
1
(1− |w|2)α1+2
∫
|λ1−|w||<a(1−|w|2)
|∂α2 · · ·∂αnp(λ1, 0, · · · , 0)f(λ1, 0, · · · , 0)|dv(λ1).
Applying [8, Lemma 3.2] again to ∂α33 · · ·∂αnn p(λ1, ·, w3, · · · , wn), we get
|∂α22 · · ·∂αnn p(λ1, 0, · · · , 0)f(λ1, 0, · · · , 0)|
.
1
(1− |w|2)α2/2+1
∫
|λ2|<
b√
n−1 (1−|w|
2)1/2
|∂α33 · · ·∂αnn p(λ1, λ2, 0, · · · , 0)f(λ1, λ2, 0, · · · , 0)|dv(λ2).
9Inductively, for any k = 1, · · · , n− 1,
|∂αk+1k+1 · · ·∂αnn p(λ1, · · · , λk, 0, · · · , 0)f(λ1, · · · , λk, 0, · · · , 0)|
.
1
(1− |w|2)αk/2+1
∫
|λk+1|<
b√
n−1 (1−|w|
2)1/2
|∂αk+2k+2 · · ·∂αnn p(λ1, · · · , λk+1, 0, · · · , 0)
f(λ1, · · · , λk+1, 0, · · · , 0)|dv(λk+1).
Combining the inequalities above, we get
|∂αp(w)f(w)| . 1
(1− |w|2)α1+|α′|/2+n+1
∫
|λ1−w1|<a(1−|w|2)
|λ′|<b(1−|w|2)1/2
|p(λ)f(λ)|dv(λ)
≤ 1
(1− |w|2)α1+|α′|/2+n+1
∫
D(w,1)
|p(λ)f(λ)|dv(λ).
Since p(z) =
∑
|α|≤N cα∂
αp(w)(z − w)α, where cα are the Taylor coefficients, we have
|p(z)f(w)| .
∑
|α|≤N
|z1 − |w||α1|z2|α2 · · · |zn|αn
(1− |w|2)α1+|α′|/2+n+1
∫
D(w,1)
|p(λ)f(λ)|dv(λ).
Notice that
|z1 − |w||2
|1− 〈z, w〉|2 +
n∑
j=2
(1− |w|2) |zj |
2
|1− 〈z, w〉|2 = |ϕw(z)|
2 < 1.
We have
|z1 − |w|| < |1− 〈z, w〉|, |zj| < |1− 〈z, w〉|
(1− |w|2)1/2 , j = 2, · · · , n.
Therefore
|p(z)f(w)| .
∑
|α|≤N
|1− 〈z, w〉|α1+|α′|/2
(1− |w|2)α1+|α′|/2+n+1
∫
D(w,1)
|p(λ)f(λ)|dv(λ)
.
|1− 〈z, w〉|N
(1− |w|2)N+n+1
∫
D(w,1)
|p(λ)f(λ)|dv(λ).
From the previous argument, we know that the controlling constant depends only on N . This
completes the proof. 
2.6. Some Useful Computations. The following inequality will be useful in subsequent es-
timates. Its proof is a direct application of the Ho¨lder’s inequality.
Lemma 2.18. For a positive integer M and a1, · · · , aM > 0,
(a1 + a2 + · · ·+ aM)2 ≤M(a21 + a22 + · · ·+ a2M).
We will use the following version of Schur’s test.
Lemma 2.19. Let (X, dµ) and (X, dν) be measure spaces and T be an integral operator with
non-negative integral kernel K(x, y),
Tf(x) =
∫
X
f(y)K(x, y)dµ(y), x, y ∈ X.
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Suppose there exist a µ-measurable positive function h and a ν-measurable positive function g
on X such that ∫
X
h(y)K(x, y)dµ(y) ≤ Ag(x), a.e.[ν],
and ∫
X
g(x)K(x, y)dν(x) ≤ Bh(y), a.e.[µ].
then T defines a bounded operator from L2(X, dµ) to L2(X, dν) and ‖T‖ ≤ A1/2B1/2.
We want to apply Schur’s test to operators determined by the following integral kernels. For
any r > 0 and non-negative integers l > 0, 0 < d < n, define
Tlf(z) =
∫
Bn
f(w)
(1− |w|2)l
|1− 〈z, w〉|n+1+ldv(w),
Td,lf(z) =
∫
Bn
f(w)
(1− |w′|2)l
|1− 〈z′, w′〉|n+1+ldv(w),
T˜lf(z) =
∫
Bn
f(w)
(1− |w|2)l
|1− 〈z, w〉|n+1/2+ldv(w),
T rl f(z) =
∫
D(z,r)
f(w)
(1− |w|2)l
(1− 〈z, w〉)n+1+ldv(w),
Rrl f(z) =
∫
D(z,r)c
f(w)
(1− |w|2)l
|1− 〈z, w〉|n+1+ldv(w)
Rrl,df(z) =
∫
D((z′,0),r)c
f(w)
(1− |w′|2)l
|1− 〈z′, w′〉|n+1+ldv(w).
Here w′ = (w1, · · · , wd).
Lemma 2.20. For the operators defined above, the following hold.
(1) For any positive integer l and 0 < d < n, Tl, Td,l define bounded operators on L
2(Bn).
If l ≥ 1, then Tl also defines a bounded operator on L2(Bn, (1− |z|2)dv(z)).
(2) For l ≥ 0, T˜l defines a bounded operator from L2(Bn, (1− |z|2)dv(z)) to L2(Bn).
(3) For any positive integer l and for any f ∈ Hol(Bn),
T rl f(z) = cr,lf(z),
where cr,l =
∫
D(0,r)
(1− |z|2)ldv(z).
(4) For any 0 < d < n, any positive integer l and any r > 0, the operators Rrl and R
r
l,d
define bounded operators on L2a(Bn). Moreover,
max{‖Rrl ‖, ‖Rrl,d‖} ≤ ǫr,l,
where we have ǫr,l → 0 as r →∞, for fixed l.
Proof. We will only prove the statements for Td,l, T˜l, T
r
l and R
r
l,d. We will use the Rudin-Forelli
estimates [19, Proposition 1.4.10].
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Let h(z) = (1− |z′|2)−1/2. Then∫
Bn
(1− |w′|2)l
|1− 〈z′, w′〉|n+1+lh(w)dv(w)
=
∫
w′∈Bd
(1− |w′|2)l−1/2
|1− 〈z′, w′〉|n+1+l
∫
|w′′|2<1−|w′|2
1dvn−d(w
′′)dvd(w
′)
≈
∫
Bd
(1− |w′|2)l+n−d−1/2
|1− 〈z′, w′〉|n+1+l dvd(w
′)
. (1− |z′|2)−1/2 = h(z).
Here vk denotes the Lebesgue measure on Ck. Similarly, we have∫
Bn
(1− |w′|2)l
|1− 〈z′, w′〉|n+1+lh(z)dv(z) . h(w).
This proves (1).
To prove (2), take h(z) = (1− |z|2)−1/2 and g(w) = (1− |w|2)−1. We omit the calculations.
For any f ∈ Hol(Bn) and any z ∈ Bn,
T rl f(z) =
∫
D(z,r)
f(w)
(1− |w|2)l
(1− 〈z, w〉)n+1+ldv(w)
=
∫
D(0,r)
f ◦ ϕz(λ) (1− |ϕz(λ)|
2)l
(1− 〈z, ϕz(λ)〉)n+1+l
(1− |z|2)n+1
|1− 〈z, λ〉|2(n+1)dv(λ)
=
∫
D(0,r)
f ◦ ϕz(λ) (1− |λ|
2)l
(1− 〈λ, z〉)n+1+ldv(λ)
= cr,lf(z).
This proves (3).
Let E = {(z, w) : β(w, (z′, 0)) > r}. Denote βd the Bergman metric on Bd. If (z, w) ∈ E,
then 1− |ϕ(z′,0)(w)|2 < 4e−2r. Since
1− |ϕ(z′,0)(w)|2 = (1− |z
′|2)(1− |w|2)
|1− 〈z′, w′〉|2
= (1− |ϕz′(w′)|2) 1− |w|
2
1− |w′|2 ,
either 1 − |ϕz′(w′)|2 < 2e−r or 1−|w|21−|w′|2 < 2e−r. Let E1 = {(z, w) : βd(z′, w′) > 12r} and
E2 = {(z, w) : 1−|w|21−|w′|2 < 2e−r}. Then E ⊂ E1 ∪ E2. It is easy to show that the integral kernels
χE1
(1−|w′|2)l
|1−〈z′,w′〉|n+1+l and χE2
(1−|w′|2)l
|1−〈z′,w′〉|n+1+l define bounded operators with norms tending to 0 as
r →∞. This proves (4). 
We will also use the weighted Bergman norm. For l a positive integer and f ∈ Hol(Bn),
‖f‖2L2a,l =
∫
Bn
|f(z)|2(1− |z|2)ldv(z).
The following lemma is well known (cf. [13]).
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Lemma 2.21. Let T be a bounded linear operator on L2a(Bn). If there exists a constant C > 0
such that
‖Tf‖2 ≤ C‖f‖2L2a,1, ∀f ∈ L
2
a(Bn),
then T ∈ Cp for all p > 2n.
3. Asymptotic Stable Division Property and Essential Normality
By Lemma 2.1, in order to show that a submodule P is p-essentially normal, ∀p > n, one
needs to show that QM∗ziP is in Cp for any p > 2n. That means, for f ∈ P, one needs to
find an element in P that is close enough to M∗zif . In the case when P is principal with
generator h, the set of functions {hf : f ∈ C[z1, · · · , zn]} is dense in P. For a function hf , a
reasonable approximation of M∗zi(hf) will be hM
∗
zi
f (cf. [9][8][13][14][15]). In general, suppose
P is generated by {h1, · · · , hk}, it may happen that
∑k
j=1 hjfj equals 0 while
∑k
j=1 hjM
∗
zi
fj
does not. Thus the distance between M∗zi(
∑k
j=1 hjfj) and
∑k
j=1 hjM
∗
zi
fj may not be small
(compared to ‖∑kj=1 hjfj‖L2a,1).
One can avoid such problems by putting restrictions on the decomposition of f . In [20],
Shalit considered submodules of the Drury-Arveson module, with the stable division property.
For a submodule with the stable division property, one can always find a decomposition f =∑k
j=1 hjfj with
k∑
j=1
‖hjfj‖ ≤ C‖f‖, (3.1)
where C is a constant depending only on P. Shalit showed that graded submodules with stable
division property are essentially normal.
We propose the following definition of asymptotic stable division property.
Definition 3.1. Suppose P is a submodule of the Bergman module L2a(Bn). P is said to have
the asymptotic stable division property if there exist an invertible operator T on P, a subset
{hi}i∈Λ ⊂ P, finite or countably infinite, and constants C1, C2, such that for any f ∈ P, there
exists {gi}i∈Λ ⊂ Hol(Bn) with the following properties.
(1) Tf =
∑
i∈Λ higi, where the convergence is pointwise if Λ is countably infinite.
(2) ∫
Bn
(∑
i∈Λ
|hi(z)gi(z)|
)2
dv(z) ≤ C1‖f‖2L2a.
(3) ∫
Bn
(∑
i∈Λ
|hi(z)gi(z)|
)2
(1− |z|2)dv(z) ≤ C2‖f‖2L2a,1.
Similar to the case of stable division property, we have the following theorem.
Theorem 3.2. Suppose P is a submodule of L2a(Bn) with the asymptotic stable division property.
If the generating functions hi are all defined in neighborhoods of Bn and the sets of constants
{Ci}i∈Λ, {Ni}i∈Λ, determined by hi (as in Theorem 2.16), are bounded, then the submodule P is
p-essentially normal for all p > n. In particular, if the generating functions hi are polynomials
of bounded degrees, then P is p-essentially normal for all p > n.
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Proof. Denote P the projection operator onto P and Q the projection operator onto P⊥. By
Lemma 2.1, it suffices to show that [M∗zk , P ] = QM
∗
zk
P is in Cp, ∀p > 2n. Let N = max{Ni :
i ∈ Λ}. Since Ci are uniformly bounded, by Lemma 2.12 (1), there is a constant C such that
inequality (2.1) holds for all hi with constants C and N . Choose a positive integer l > N .
Define
M (l)∗zk f(z) = c
−1
l
∫
Bn
w¯kf(w)K
(l)
w (z)(1 − |w|2)ldv(w),
where K
(l)
w (z) = 1(1−〈z,w〉)n+l+1 is the weighted reproducing kernel, and cl =
∫
Bn
(1− |w|2)ldv(w).
For f ∈ L2a(Bn),
|M∗zkf(z)−M (l)∗zk f(z)|
=
∣∣∣∣
∫
Bn
(w¯k − z¯k)f(w)Kw(z)dv(w)− c−1l
∫
Bn
(w¯k − z¯k)f(w)K(l)w (z)(1 − |w|2)ldv(w)
∣∣∣∣
.
∫
Bn
|f(w)| |w − z||1− 〈z, w〉|n+1dv(w)
.
∫
Bn
|f(w)| 1|1− 〈z, w〉|n+1/2dv(w).
By Lemma 2.20 and Lemma 2.21, M∗zk −M
(l)∗
zk is in Cp for any p > 2n.
For f ∈ P, by assumption, Tf =∑i∈Λ higi. Define
Skf(z) =
∑
i∈Λ
hi(z)Gi(z),
where
Gi(z) = c
−1
l
∫
w¯kgi(w)K
(l)
w (z)(1− |w|2)ldv(w), i ∈ Λ.
For each i ∈ Λ, applying Theorem 2.16, we get
|hi(z)Gi(z)| = c−1l
∣∣∣∣hi(z)
∫
w¯kgi(w)K
(l)
w (z)(1 − |w|2)ldv(w)
∣∣∣∣
≤ Cc−1l
∫
Bn
|1− 〈z, w〉|N
(1− |w|2)n+N+1
∫
D(w,1)
|hi(λ)gi(λ)|dv(λ) (1− |w|
2)l
|1− 〈z, w〉|n+l+1dv(w)
= Cc−1l
∫
Bn
|hi(λ)gi(λ)|
∫
D(λ,1)
1
(1− |w|2)n+1+N−l|1− 〈z, w〉|n+1+l−N dv(w)dv(λ)
. C
∫
Bn
|hi(λ)gi(λ)| (1− |λ|
2)l−N
|1− 〈z, λ〉|n+1+l−N dv(λ).
By Lemma 2.20 and our assumption, hiGi belongs to L
2
a(Bn). By [9, Proposition 5.5], hiGi is
in the principal submodule generated by hi, which is contained in P. Moreover,∑
i∈Λ
|hi(z)Gi(z)| . C
∫
Bn
(∑
i∈Λ
|hi(λ)gi(λ)|
)
(1− |λ|2)l−N
|1− 〈z, λ〉|n+1+l−N dv(λ).
By condition (2) in Definition 3.1, the series
∑
i∈Λ hiGi converges weakly. Therefore Skf =∑
i∈Λ hiGi ∈ P.
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Next, we show that QM
(l)∗
zk P is in Cp for any p > 2n. Once this is done, we will have
QM∗zkP = Q(M
∗
zk
−M (l)∗zk )P +QM (l)∗zk P ∈ Cp, which is exactly what we need.
For any f ∈ P,
|M (l)∗zk Tf(z)− Skf(z)|
≤ c−1l
∑
i∈Λ
∣∣∣∣
∫
w¯khi(w)gi(w)K
(l)
w (z)(1 − |w|2)ldv(w)
−
∫
w¯khi(z)gi(w)K
(l)
w (z)(1 − |w|2)ldv(w)
∣∣∣∣
= c−1l
∑
i∈Λ
∣∣∣∣
∫
(w¯k − z¯k)hi(w)gi(w)K(l)w (z)(1 − |w|2)ldv(w)
−
∫
(w¯k − z¯k)hi(z)gi(w)K(l)w (z)(1 − |w|2)ldv(w)
∣∣∣∣
.
∑
i∈Λ
∫
|hi(w)gi(w)| (1− |w|
2)l
|1− 〈z, w〉|n+1/2+ldv(w)
+
∑
i∈Λ
∫
|hi(z)gi(w)| (1− |w|
2)l
|1− 〈z, w〉|n+1/2+ldv(w).
Again, ∫
|hi(z)gi(w)| (1− |w|
2)l
|1− 〈z, w〉|n+1/2+ldv(w)
.
∫ |1− 〈z, w〉|N
(1− |w|2)n+1+N
∫
D(w,1)
|hi(λ)gi(λ)|dv(λ) (1− |w|
2)l
|1− 〈z, w〉|n+1/2+ldv(w)
.
∫
|hi(λ)gi(λ)| (1− |λ|
2)l−N
|1− 〈z, λ〉|n+1/2+l−N dv(λ).
Thus
|M (l)∗zk Tf(z)− Skf(z)| .
∫ (∑
i∈Λ
|hi(w)gi(w)|
)
(1− |w|2)l−N
|1− 〈z, w〉|n+1/2+l−N dv(w).
Applying Lemma 2.20 (2) on the right-hand side, we obtain
‖QM (l)∗zk Tf‖2 ≤ ‖M (l)∗zk Tf − Skf‖2 .
∫ (∑
i∈Λ
|hi(w)gi(w)|
)2
(1− |w|2)dv(w) . ‖f‖2L2a,1.
By Lemma 2.21, QM
(l)∗
zk TP is in Cp for any p > 2n. Since T is invertible on P, we have
QM
(l)∗
zk P = QM
(l)∗
zk TPT
−1P ∈ Cp, ∀p > 2n. Thus QM∗zkP is in Cp for any p > 2n. By Lemma
2.1, P is p-essentially normal for all p > n. This completes the proof. 
Remark 3.3. As indicated in the title, the aim of this paper is to find a unified proof that works
for most known results of the Arveson-Douglas Conjecture. First, suppose h is a holomorphic
function defined in a neighborhood of Bn and Ph is the principal submodule generated by h.
Then Ph has the asymptotic stable division property trivially. Second, Theorem 3.2 generalizes
Shalit’s result in that we do not require the generators to be polynomials and we do not require
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the submodule to be graded. In fact, by Theorem 2.16 and Theorem 3.2, any finite set of
generators {hi}ki=1, defined in a neighborhood of Bn, satisfying inequality (3.1) for relevant
norms, generate an essentially normal submodule. Finally, we will show in Theorem 4.1 that
most of the submodules in [10][11][12] have the asymptotic stable division property.
Before proving Theorem 4.1, let us discuss the matter with some generality. Consider the
following technical hypotheses.
Hypothesis 1: Suppose I ⊂ C[z1, · · · , zn] is an ideal, N , M are positive integers, C > 0. For
any ǫ > 0 sufficiently small, there exists R0 > 0 with the following property. For R > R0, there
exist constants 0 < δ < 1, C ′ > 0, open covers {Ei}i∈Λ, {Fi}i∈Λ, finite or countably infinite,
of Bδ := {z ∈ Bn : |z| > δ}, and for each i ∈ Λ, a subset {pij}j∈Γi ⊆ I, finite or countably
infinite, such that the following hold.
(1) Ei ⊂ Fi ⊂ Bn.
(2) For k ∈ N, denote
Eik = {w ∈ Bn : β(w,Ei) < kR}.
Then Ei3 ⊂ Fi. Moreover, any z ∈ Bn belongs to at most M of the sets {Fi}i∈Λ.
(3) For any i ∈ Λ, j ∈ Γi, deg pij < N .
(4) For any i ∈ Λ and any f ∈ PI , there exist {fij}j∈Γi ⊆ Hol(Ei3) such that
(i) ∫
Ei3
|
∑
j∈Γi
pij(λ)fij(λ)− f(λ)|2dv(λ) ≤ ǫ
∫
Fi
|f(λ)|2dv(λ).
(ii) ∫
Ei3
(∑
j∈Γi
|pij(λ)fij(λ)|
)2
dv(λ) ≤ C
∫
Fi
|f(λ)|2dv(λ).
(iii) ∫
Ei3
(∑
j∈Γi
|pij(λ)fij(λ)|
)2
(1− |λ|2)dv(λ)
≤ C ′
∫
Fi
|f(λ)|2(1− |λ|2)dv(λ).
(iv) The maps f 7→ fij are linear.
Theorem 3.4. Under Hypothesis 1, PI has the asymptotic stable division property with gen-
erating functions consisting of polynomials of bounded degrees.
Combining Theorem 3.2 and Theorem 3.4, we have the following corollary.
Corollary 3.5. Assume Hypothesis 1. Then the submodule PI is p-essentially normal for all
p > n.
Proof of Theorem 3.4. Let I, N,M,C be as in Hypothesis 1. Let ǫ > 0, R > r > 0 be
determined later. We will always assume that R > R0, where R0 is determined by ǫ, as in
Hypothesis 1. For i ∈ Λ, define
ϕi(z) =
{
1− β(z,Ei)
R
, β(z, Ei) ≤ R
0, otherwise.
It is easy to see that
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(1) 0 ≤ ϕi ≤ 1.
(2) {z : ϕi(z) 6= 0} = Ei1.
(3) |ϕi(z)− ϕi(w)| ≤ β(z,w)R .
Fix a positive integer l > N . Define the linear operator
Tˆ : I → PI , f 7→ Tˆ f(z) =
∑
i∈Λ,j∈Γi
pij(z)gij(z),
where
gij(z) =
∫
Bn
ϕi(w)fij(w)K
(l)
w (z)(1− |w|2)ldv(w).
First, we show that Tˆ is well-defined and extends to a bounded operator on PI . For each pair
i, j and any z ∈ Bn,
|pij(z)gij(z)|
≤ |pij(z)|
∫
ϕi(w)|fij(w)| (1− |w|
2)l
|1− 〈z, w〉|n+1+ldv(w)
.
∫
Ei1
|1− 〈z, w〉|N
(1− |w|2)n+1+N
∫
D(w,1)
|pij(λ)fij(λ)|dv(λ) (1− |w|
2)l
|1− 〈z, w〉|n+1+ldv(w)
.
∫
Ei2
|pij(λ)fij(λ)| (1− |λ|
2)l−N
|1− 〈z, λ〉|n+1+l−N dv(λ). (3.2)
Here the second inequality comes from Theorem 2.17. Hence
‖pijgij‖2 .
∫
Ei2
|pijfij |2dv ≤ C‖f‖2.
Therefore the map f → pijgij extends to a bounded linear operator from PI to the principal
submodule generated by pij . By [9, Proposition 5.5], the image for any f ∈ PI equals pijgij for
some gij ∈ Hol(Bn).
Next, we show that Tˆ itself extends to a bounded linear operator. From inequality (3.2), we
see that
∑
i,j
|pij(z)gij(z)| .
∑
i,j
∫
Ei2
|pij(λ)fij(λ)| (1− |λ|
2)l−N
|1− 〈z, λ〉|n+1+l−N dv(λ)
=
∫
Bn
(∑
i
χEi2(λ)
∑
j
|pij(λ)fij(λ)|
)
(1− |λ|2)l−N
|1− 〈z, λ〉|n+1+l−N dv(λ).
By Lemma 2.20 (1),
‖Tˆ f‖2 ≤ ‖
∑
i,j
|pijgij|‖2
.
∫
Bn
(∑
i
χEi2(λ)
∑
j
|pij(λ)fij(λ)|
)2
dv(λ).
17
By our hypotheses, for each λ, there are at mostM functions χEi2 with χEi2(λ) 6= 0. By Lemma
2.18, (∑
i
χEi2(λ)
∑
j
|pij(λ)fij(λ)|
)2
≤ M
∑
i
χEi2(λ)
(∑
j
|pij(λ)fij(λ)|
)2
.
Therefore
‖Tˆ f‖2 ≤ ‖
∑
i,j
|pijgij |‖2 . M
∑
i
∫
Ei2
(∑
j
|pij(λ)fij(λ)|
)2
dv(λ)
≤ CM
∑
i
∫
Fi
|f(λ)|2dv(λ)
≤ CM2‖f‖2.
Hence Tˆ defines a bounded operator.
Arguments similar to those in the proof of Theorem 3.2 show that Tˆ f ∈ PI for all f ∈ I.
To sum it up, Tˆ extends to a bounded linear operator on PI and for each f ∈ PI , Tˆ f has
the form
∑
i,j pijgij. Moreover,
‖
∑
i,j
|pijgij|‖2 . CM2‖f‖2. (3.3)
Since l > N , by Lemma 2.20, the estimates above will also give us the following:
∫ (∑
i,j
|pij(z)gij(z)|
)2
(1− |z|2)dv(z) . C ′M2‖f‖2L2a,1. (3.4)
Next, we want to show that inequality (1) in Definition 3.1 holds. We will obtain this by
showing that a finite rank perturbation of Tˆ is invertible on PI . For any z ∈ Bn and the chosen
r < R,
∣∣Tˆ f(z)−∑
i,j
pij(z)
∫
D(z,r)
ϕi(w)fij(w)K
(l)
w (z)(1 − |w|2)ldv(w)
∣∣
≤
∑
i,j
|pij(z)|
∫
Ei1\D(z,r)
|fij(w)| (1− |w|
2)l
|1− 〈z, w〉|n+1+ldv(w)
.
∑
i,j
∫
Ei1\D(z,r)
|1− 〈z, w〉|N
(1− |w|2)n+1+N
∫
D(w,1)
|pij(λ)fij(λ)|dv(λ) (1− |w|
2)l
|1− 〈z, w〉|n+1+ldv(w)
.
∑
i,j
∫
Ei2\D(z,r−1)
|pij(λ)fij(λ)| (1− |λ|
2)l−N
|1− 〈z, λ〉|n+1+l−N dv(λ)
=
∫
D(z,r−1)c
(∑
i,j
χEi2(λ)|pij(λ)fij(λ)|
)
(1− |λ|2)l−N
|1− 〈z, λ〉|n+1+l−N dv(λ).
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Also,
∣∣∑
i,j
pij(z)
∫
D(z,r)
ϕi(w)fij(w)K
(l)
w (z)(1− |w|2)ldv(w)
−
∑
i,j
pij(z)ϕi(z)
∫
D(z,r)
fij(w)K
(l)
w (z)(1− |w|2)ldv(w)
∣∣
≤
∑
i,j
|pij(z)|
∫
Ei2
r
R
|fij(w)| (1− |w|
2)l
|1− 〈z, w〉|n+1+ldv(w)
.
r
R
∑
i,j
∫
Ei2
|1− 〈z, w〉|N
(1− |w|2)n+1+N
∫
D(w,1)
|pij(λ)fij(λ)|dv(λ) (1− |w|
2)l
|1− 〈z, w〉|n+1+ldv(w)
.
r
R
∑
i,j
∫
Ei3
|pij(λ)fij(λ)| (1− |λ|
2)l−N
|1− 〈z, λ〉|n+1+l−N dv(λ)
=
r
R
∫ (∑
i,j
χEi3(λ)|pij(λ)fij(λ)|
)
(1− |λ|2)l−N
|1− 〈z, λ〉|n+1+l−N dv(λ).
Finally, notice that if ϕi(z) 6= 0, then z ∈ Ei1. By Lemma 2.20 (3),∑
i,j
pij(z)ϕi(z)
∫
D(z,r)
fij(w)K
(l)
w (z)(1 − |w|2)ldv(w) = cr,l
∑
i,j
ϕi(z)pij(z)fij(z).
By Lemma 2.20 and the previous arguments,
‖Tˆ f − cr,l
∑
i
ϕi
∑
j
pijfij‖ . (ǫr−1,l−N + r
R
)‖
∑
i,j
χEi3 |pijfij|‖ . (ǫr−1,l−N +
r
R
)(CM)1/2‖f‖.
On the other hand, by Hypothesis 1,∫
Ei3
|
∑
j
pij(λ)fij(λ)− f(λ)|2dv(λ) ≤ ǫ
∫
Fi
|f(λ)|2dv(λ).
So ∫
Bn
|
∑
i
ϕi(λ)
∑
j
pij(λ)fij(λ)−
∑
i
ϕi(λ)f(λ)|2dv(λ)
≤ M
∑
i
∫
Ei1
|
∑
j
pij(λ)fij(λ)− f(λ)|2dv(λ)
≤ ǫM
∑
i
∫
Fi
|f(λ)|2dv(λ)
≤ ǫM2‖f‖2.
Combining the above estimates, we get
‖Tˆ f − cr,l
∑
i
ϕif‖ .
[
(ǫr−1,l−N +
r
R
)(CM)1/2 + ǫ1/2M
]‖f‖.
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Let T∑
i ϕi
be the Toeplitz operator with symbol
∑
i ϕi. Then the above implies
‖Tˆ f − cr,lT∑i ϕif‖ .
[
(ǫr−1,l−N +
r
R
)(CM)1/2 + ǫ1/2M
]‖f‖. (3.5)
Since C, l, N and M are fixed, we can choose ǫ, r, and then R > R0 so that
(ǫr−1,l−N +
r
R
)(CM)1/2 + ǫ1/2M < 1/2cr,l.
For a positive integer k, denote
Ik = {q ∈ I, deg q ≤ k}.
Since
∑
ϕi ≥ χBδ , we can choose k large enough so that the compression of T∑i ϕi on PI ⊖ Ik is
invertible on PI ⊖ Ik and the norm of its inverse is less than 2. Then the compression of Tˆ on
PI ⊖ Ik is invertible. By a block matrix argument, it is easy to see that T := Tˆ (P −PIk) + PIk
is invertible on PI . Here P denotes the orthogonal projection onto PI . Choose an orthonormal
basis {hi} for Ik under the Bergman norm. For any f ∈ PI ,
Tf =
∑
i,j
pijgij + PIkf =
∑
i,j
pijgij +
∑
i
cihi.
Then by inequalities (3.3) and (3.4),∫ (∑
i,j
|pijgij |
)2
dv . ‖(P − PIk)f‖2 ≤ ‖f‖2.
Since Ik is finitely dimensional, we also have∫ (∑
i
|cihi|
)2
dv . ‖
∑
i
cihi‖2 . ‖f‖2.
It is also easy to see that PIk extends to a bounded operator on the closure of I in L
2
a,1(Bn).
Therefore ∫ (∑
i
|cihi|
)2
(1− |z|2)dv . ‖f‖2L2a,1.
and ∫ (∑
i,j
|pijgij|
)2
(1− |z|2)dv . ‖f − PIkf‖2L2a,1 . ‖f‖
2
L2a,1
.
This completes the proof. 
4. A Distance Estimate
As promised in Remark 3.3, we are going to show that most submodules in the known results
of the Geometric Arveson-Douglas Conjecture has the asymptotic stable division property. In
fact, we will prove the following more general result.
Theorem 4.1. Suppose I is an ideal in C[z1, · · · , zn] with primary decomposition I = ∩kj=1Imjj ,
where Ij are prime ideals. Assume the following.
(1) For any j = 1, · · · , k, Z(Ij) has no singular points on ∂Bn and intersects ∂Bn trans-
versely.
(2) Any pair of the varieties {Z(Ij)} does not intersect on ∂Bn.
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Then I satisfies Hypothesis 1. Consequently, the submodule PI has the asymptotic stable di-
vision property with generating functions being polynomials of uniformly bounded degrees, and
PI is p-essentially normal for all p > n.
We will prove Theorem 4.1 in the remaining sections.
Notations: For the remainder of this paper, we reserve the notations I, mj and Ij for the ones
mentioned in Theorem 4.1. Denote Z = Z(I), Zj = Z(Ij), Z = Z ∩ Bn and Zj = Zj ∩ Bn.
As a preparation, we will prove a distance estimate for Z(I) in this section.
Proposition 4.2. For fixed R > 0,
sup
w∈D(z,R)∩Z
β(w, TzZ + z)→ 0, |z| → 1, z ∈ Z. (4.1)
Here TzZ is the complex tangent space of Z at z, viewed as a linear subspace of Cn.
Proof. Since Z intersects ∂Bn transversely, there exists C1 > 0 such that, for any z ∈ Z close
enough to ∂Bn, there exists a non-zero vector vz ∈ TzZ such that
|Qz(vz)| ≤ C1|〈vz, z〉|.
It is also easy to see that there exists C2 > 0 such that for r > 0 sufficiently small and any
z ∈ Z close enough to ∂Bn,
sup
w∈Z∩B(z,r)
dist(w, TzZ + z) ≤ C2r2.
Here we use “dist” to denote the Euclidean distance. Also, since R > 0 is fixed, there exists
C3 > 0 such that for any z, w ∈ Bn and β(z, w) < R,
|Pz(w − z)| ≤ C3(1− |z|2), |w − z|2 ≤ C3(1− |z|2).
For any z ∈ Z and w ∈ D(z, R) ∩ Z, let λ ∈ TzZ be such that
dist(w, λ+ z) = dist(w, TzZ + z).
Then
|w − (λ+ z)| ≤ C2|w − z|2 ≤ C2C3(1− |z|2).
Let λ′ = λ − 〈λ+z−w,z〉
〈vz ,z〉
vz. Then λ
′ ∈ TzZ. We need to estimate β(λ′ + z, w). Noticing that
〈λ′ + z, z〉 = 〈w, z〉, we have
|ϕz(λ′ + z)− ϕz(w)| = (1− |z|
2)1/2|Qz(w − λ′)|
|1− 〈w, z〉| .
|Qz(w − λ′)|
(1− |z|2)1/2 .
Since
|Qz(w − λ′)| ≤ |Qz(w − λ)|+ |〈λ+ z − w, z〉||〈vz, z〉| |Qz(vz)|
= |Qz(w − (λ+ z))| + |〈λ+ z − w, z〉||〈vz, z〉| |Qz(vz)|
≤ (1 + C1)|w − (λ+ z)|
≤ (1 + C1)C2C3(1− |z|2),
we have
|ϕz(λ′ + z)− ϕz(w)| . (1− |z|2)1/2.
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Since w ∈ D(z, R), from the above inequality, for z close enough to ∂Bn, ϕz(w), ϕz(λ′ + z) fall
into a compact subset of Bn. Hence
β(λ′ + z, w) = β(ϕz(λ
′ + z), ϕz(w)) ≈ |ϕz(λ′ + z)− ϕz(w)| . (1− |z|2)1/2.
This completes the proof. 
It is convenient to consider the following modified version of tangent space, because it is
invariant under the Mo¨bius transform ϕz.
Definition 4.3. For z ∈ Z, let us define the normal tangent cone NTzZ to be
NTzZ = TzZ ∩ z⊥ + Cz.
Note that z ∈ NTzZ.
Lemma 4.4. For any R > 0, we have
sup
w∈(TzZ+z)∩D(z,R)
β(w,NTzZ)→ 0, z ∈ Z, |z| → 1.
Proof. For z ∈ Z close enough to ∂Bn, let z0 = PTzZz. Since Z intersects ∂Bn transversely, we
can assume that |z0| ≥ ǫ for some 0 < ǫ < 1.
Suppose w ∈ TzZ and β(w+ z, z) < R. Let λ = Pzw + w − 〈w, z〉 z0|z0|2 . Then λ ∈ NTzZ and
〈w, z〉 = 〈λ, z〉. So ϕz(λ+ z) is well defined. Therefore
|ϕz(z + w)− ϕz(z + λ)| =
∣∣∣∣(1− |z|
2)1/2 〈w,z〉
|z0|2
Qz(z0)
1− 〈z + w, z〉
∣∣∣∣ .
1−|z|2
|z0|
(1− |z|2)1/2 ≤ ǫ
−1(1− |z|2)1/2 → 0,
where the first inequality follows from the fact that |〈w, z〉| = |〈w + z − z, z〉| . 1− |z|2. This
completes the prove. 
Combining Proposition 4.2 Lemma 4.4, we have the following lemma.
Lemma 4.5. For any R > 0, we have
sup
w∈Z∩D(z,R)
β(w,NTzZ)→ 0, z ∈ Z, |z| → 1.
5. A Covering Lemma
As a first step to proving Theorem 4.1, for arbitrarily large R > 0, we will construct covers
{Ei}i∈Λ and {Fi}i∈Λ. In [24], Xia constructed covers of Bn with the bounded overlap condition
(2) in Hypothesis 1. Our construction will follow the general framework of [24], but with
additional requirements. First, our covers need to take the variety Z into account. For this
reason, we will construct the covers in two steps, first on Z and then on Bn. Second, to
construct the decompositions on each cover set, we need the sets to be rotation invariant in
certain directions. This property will be used in the proof of Lemma 6.4.
For an arbitrarily large R > 0, choose s′ so that
(s′ − 1) log 2 ≤ 16R < s′ log 2,
and then take s = 10s′. For a positive integer k, define
rk =
√
1− 2−2sk, r′k =
√
1− 2−2s′k.
Write Zk = rkS ∩Z, where rkS = {rkx : x ∈ S}. Let Lk ⊂ Zk be maximal with respect to the
following property: if ui, uj ∈ Lk and ui 6= uj, then dS(ui, uj) > s2−sk−2.
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For u ∈ Lk, set
E˜u = {z ∈ Bn : 1− |z|2 > 2−5s, |1− 〈z, u〉| > s−2, 1− |z|
2
|1− 〈z, u〉|2 < 2
−2s},
F˜u = {z ∈ Bn : 1− |z|2 > 2−6s, |1− 〈z, u〉| > 1
2
s−2,
1− |z|2
|1− 〈z, u〉|2 < 2
−s},
and
Eu = ϕu(E˜u), Fu = ϕu(F˜u).
Let
O = {w ∈ Bn : β(w,Z) > 5s′ log 2}.
Take Sk = r
′
kS ∩ O. Let L′k ⊆ Sk be maximal with respect to the following property: if
vi, vj ∈ Sk and vi 6= vj , then dS(vi, vj) > s′2−s′k−2. For v ∈ L′k, let
E˜ ′v = {z ∈ Bn : 1− |z|2 > 2−5s
′
, |1− 〈z, v〉| > s′−2, 1− |z|
2
|1− 〈z, u〉|2 < 2
−2s′},
and
E ′v = ϕv(E˜
′
v).
Set
F˜ ′v = E˜
′
v3, F
′
v = E
′
v3,
where for any set A ⊂ Bn and j ∈ N, we denote Aj = {w ∈ Bn : β(w,A) < jR}. Let K be a
positive integer determined later, and L = ∪k≥KLk, L′ = ∪k≥10KL′k.
Let us establish some basic properties of the sets.
Lemma 5.1. For k, s′ large enough and u ∈ Lk, v ∈ L′k, the following hold.
(1)
Eu = {w ∈ Bn : 1− |w|2 ∈ (2−2(k+3)s, 2−2(k+1)s), d(u, w) < s2−ks, 1− |ϕu(w)|2 > 2−5s},
E ′v = {w ∈ Bn : 1− |w|2 ∈ (2−2(k+3)s
′
, 2−2(k+1)s
′
), d(v, w) < s′2−ks
′
, 1− |ϕv(w)|2 > 2−5s′},
Fu = {w ∈ Bn : 1− |w|2 ∈ (2−2(k+4)s, 2−2ks−s), d(u, w) <
√
2s2−ks.1− |ϕu(w)|2 > 2−6s},
(2)
Eu ⊆ D(u, 3s log 2), E ′v ⊆ D(v, 3s′ log 2), Fu ⊂ D(u, 4s log 2).
(3)
{w ∈ Bn : β(w,Eu) < s
4
log 2} ⊂ Fu.
Thus Eu4 ⊂ Fu.
(4)
Eu ⊇ {w ∈ Bn : 1− |w|2 ∈ [2−2(k+2)s, 2−2(k+1)s), dS(u, w) < s2−ks−1},
E ′v ⊇ {w ∈ Bn : 1− |w|2 ∈ [2−2(k+2)s
′
, 2−2(k+1)s
′
), dS(v, w) < s
′2−ks
′−1}.
(5) There exists a constant M > 0, depending only on n, such that any z ∈ Bn belongs to
at most M of the sets {Fu}u∈L ∪ {F ′v}v∈L′.
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Proof. First, we prove (1). Suppose u ∈ Lk. By definition, w ∈ Eu if and only if ϕu(w) ∈ E˜u,
i.e.,
1− |ϕu(w)|2 > 2−5s, |1− 〈ϕu(w), u〉| > s−2, 1− |ϕu(w)|
2
|1− 〈ϕu(w), u〉|2 < 2
−2s.
Since 1− |u|2 = 2−2sk and by Lemma 2.9 (1), the conditions above are equivalent to
1− |ϕu(w)|2 > 2−5s, |1− 〈w, u〉| < s22−2sk, 1− |w|2 < 2−2(k+1)s.
Also, by Lemma 2.12 (2),
1− |w|2 = 1− |ϕuϕu(w)|2 > 1
4
(1− |u|2)(1− |ϕu(w)|2) > 1
4
2−2sk−5s > 2−2(k+3)s.
Thus we have
Eu = {w ∈ Bn : 1− |w|2 ∈ (2−2(k+3)s, 2−2(k+1)s), d(u, w) < s2−ks, 1− |ϕu(w)|2 > 2−5s}.
The proof of (1) for E ′v and Fu is similar.
The proof of (2) is a straightforward application of Lemma 2.11 to the estimate of 1−|ϕu(w)|2
above.
To prove (3), suppose w ∈ Bn and β(w,Eu) < s4 log 2. Choose z ∈ Eu such that β(w, z) <
β(w,Eu) + log 2 <
s
4
log 2 + log 2. Then by Lemma 2.11,
1− |ϕw(z)|2 ≥ e−2β(z,w) > e− s2 log 2−2 log 2 = 2− s2−2.
By Lemma 2.12 (2) and part (1) proved above,
1− |w|2 > 1
4
(1− |z|2)(1− |ϕw(z)|2) > 1
4
· 2−2(k+3)s · 2− s2−2 > 2−2(k+4)s (5.1)
and
1− |w|2 < 4 1− |z|
2
1− |ϕw(z)|2 < 4
2−2(k+1)s
2−2−
s
2
< 2−2ks−s. (5.2)
Also,
d4(z, w) = |1− 〈z, w〉|2 = (1− |z|
2)(1− |w|2)
1− |ϕw(z)|2 <
2−2(k+1)s · 2−2ks−s
2−
s
2
−2
< 2−4ks−2s.
Therefore d(z, w) < 2−ks−
s
2 . Hence
d(u, w) ≤ d(u, z) + d(z, w) < s2−ks + 2−ks− s2 <
√
2s2−ks. (5.3)
Finally, by Lemma 2.11,
β(z, u) < log 2− 1
2
log(1− |ϕu(z)|2) < log 2− 1
2
log 2−5s = (
5
2
s + 1) log 2.
Therefore
β(w, u) ≤ β(w, z) + β(z, u) < s
4
log 2 + log 2 + (
5
2
s+ 1) log 2 < 3s log 2
and
1− |ϕu(w)|2 > e−2·3s log 2 = 2−6s. (5.4)
From inequalities (5.1)(5.2)(5.3)(5.4), we have
{w ∈ Bn : β(w,Eu) < s
4
log 2} ⊂ Fu.
This proves (3).
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Suppose 1− |z|2 ∈ [2−2(k+2)s, 2−2(k+1)s) and dS(u, z) < s2−ks−1. By Lemma 2.15,
d2(u, z) < d2S(u, z) + (1− |z|2) + (1− |u|2)
< s22−2ks−2 + 2−2(k+1)s + 2−2ks
< s22−2ks−1.
We have
1− |ϕu(z)|2 = (1− |u|
2)(1− |z|2)
|1− 〈u, z〉|2 >
2−2ks2−2(k+2)s
s42−4ks−2
= s−42−4s+2 > 2−5s.
By (1), we have z ∈ Eu. This proves (4).
Finally, we prove (5). Suppose z ∈ Bn. Let k be the positive integer such that 2−2(k+1)s <
1 − |z|2 ≤ 2−2ks. If z ∈ Fu and u ∈ Ll, then by (1), 2−2(l+4)s < 1 − |z|2 < 2−2ls−s. Thus
k − 3 ≤ l ≤ k. Since z ∈ Fu and by Lemma 2.15 (2), dS(z, u) <
√
2d(z, u) < 2s2−ls. By our
construction, if u1 6= u2, u1, u2 ∈ Ll, then dS(u1, u2) > s2−sl−2. By Lemma 2.14, the number
of u ∈ Ll such that z ∈ Fu does not exceed C
(
2s2−ls+ s
2
2−sl−2
s
2
2−sl−2
)2n
< C210n, where C > 0 is a
constant. Thus the number of u ∈ L such that z ∈ Fu does not exceed C210n+2. Replacing s
with s′ in the proof of (3) will give us that the set {w ∈ Bn : β(w,E ′v) < s
′
4
log 2} is contained
in
{w ∈ Bn : 1− |w|2 ∈ (2−2(k+4)s′ , 2−2ks′−s′), d(v, w) <
√
2s′2−ks
′
, 1− |ϕv(w)|2 > 2−6s′}.
Thus E ′v3 is contained in the right hand side of the above. Thus similar proof will show that
z belongs to at most C210n of the sets F ′v = E
′
v3. Altogether, the total number of u ∈ L and
v ∈ L′ such that z ∈ Fu or z ∈ F ′v does not exceedM := C210n+3. This completes the proof. 
Lemma 5.2. For k large enough and z ∈ Z with 1−|z|2 ∈ [2−2(k+3)s, 2−2ks], there exists u ∈ Lk
such that
dS(u, z) <
s
3
2−sk.
Proof. By assumption, Z intersects ∂Bn transversely and has no singular points on ∂Bn. It
is easy to see that for z ∈ Z close enough to ∂Bn, the orthogonal projection onto NTzZ,
when restricted to Z, is a one-sheeted analytic cover in an Euclidean neighborhood U of z.
Consider such a specific z. Choose an orthonormal basis {e1, · · · , en} of Cn such that e1 = z|z|
and NTzZ = span{e1, · · · , ed}, where d is the dimension of Z at z. There is a vector-valued
holomorphic function a such that ζ ∈ Z ∩ U if and only if ζ = (ζ ′, a(ζ ′)) under the new basis,
where ζ ′ = (ζ1, · · · , ζd), under the new basis.
We have z
′
|z|
= (1, 0, · · · , 0) ∈ Cd and a(z′) = 0 under the new basis. Consider the paths
γ : [0, 1]→ Cd, t 7→ (1− t)z′ + t · rk−1 z
′
|z| ,
Γ(t) = (γ(t), 0) ⊆ NTzZ,
and
Λ(t) = (γ(t), a(γ(t))) ⊆ Z.
Note that Λ(0) = Γ(0) = z, so 1− |Λ(0)|2 ≤ 2−2sk. On the other hand, by the standard inverse
function theorem, there is a constant C > 0 such that for z ∈ Z close enough to ∂Bn and λ′, w′
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in a sufficiently small Euclidean neighborhood of z′, we have
|a(λ′)− a(w′)| ≤ C|λ′ − w′|.
So when k is large enough,
1− |Λ(1)|2 = 1− |γ(1)|2 − |a(γ(1))|2
≥ 1− |γ(1)|2 − C2|γ(1)− γ(0)|2
≥ 2−2s(k−1) − C22−4sk
≥ 2−2sk.
By the intermediate value theorem, there exists t0 ∈ [0, 1] such that
1− |Λ(t0)|2 = 2−2sk.
Denote z0 = Λ(t0). Then z0 ∈ Zk. From our construction of Lk, there exists a u ∈ Lk such
that
dS(u, z0) ≤ s2−sk−2.
Also, since z
|z|
= Γ(t0)
|Γ(t0)|
,
d2S(z, z0) = d
2
S(Γ(t0),Λ(t0))
< 2d2(Γ(t0),Λ(t0))
= 2(1− |γ(t0)|2)
≤ 2(1− |Λ(t0)|2) + 2|a(γ(t0))|2
≤ 2 · 2−2sk + 2C22−4sk
≤ 2−2sk+2.
Thus
dS(z, z0) < 2
−sk+1.
So
dS(z, u) ≤ dS(z, z0) + dS(z0, u) < 2−sk+1 + s2−sk−2 < s
3
2−sk.
This completes the proof. 
Lemma 5.3. For s and K large enough,
{w ∈ Bn : 1− |w|2 < 2−2s(K+1), β(w,Z) < (s− 1) log 2} ⊂
∞⋃
k=K
⋃
u∈Lk
Eu.
Proof. Suppose w /∈ ⋃∞l=K ⋃u∈Ll Eu, and 1 − |w|2 ∈ [2−2s(k+2), 2−2s(k+1)) for some k ≥ K. For
any z ∈ Z, we want to show that β(z, w) ≥ (s− 1) log 2.
If 1− |z|2 /∈ (2−2s(k+3), 2−2sk), then
1− |ϕz(w)|2 < min{4 1− |z|
2
1− |w|2 , 4
1− |w|2
1− |z| } < 2
−2s+2.
Therefore
β(z, w) > −1
2
log(1− |ϕz(w)|2) > (s− 1) log 2.
If 1− |z|2 ∈ (2−2s(k+3), 2−2sk), by Lemma 5.2, there exists u ∈ Lk such that
dS(u, z) <
s
3
2−sk.
26
Since w /∈ Eu, by Lemma 5.1 (4),
dS(w, u) ≥ s2−sk−1.
So
dS(w, z) ≥ dS(w, u)− dS(z, u) > s2−sk−1 − s
3
2−sk =
s
6
2−sk.
Hence
d2(w, z) >
1
2
d2S(w, z) >
s2
100
2−2sk.
Therefore we have
1− |ϕz(w)|2 = (1− |z|
2)(1− |w|2)
|1− 〈z, w〉|2 < 10
4s−42−2s < 2−2s.
So
β(z, w) > −1
2
log(1− |ϕz(w)|2) > s log 2.
This completes the proof. 
Lemma 5.3 shows that, close to the boundary, the sets Eu cover a Bergman neighborhood of
the variety Z. In fact, we have the following lemma.
Lemma 5.4. For s′ and K large enough, the following are true.
(1) For any k ≥ 10K and v ∈ L′k,
{w ∈ Bn : β(w,E ′v) < s′ log 2} ∩ Z = ∅.
(2) ( ∞⋃
k=10K
⋃
v∈L′k
E ′v
)⋃( ∞⋃
k=K
⋃
u∈Lk
Eu
)
⊃ Bδ,
where 1− δ2 = 2−2s(K+1).
Proof. For k ≥ 10K and v ∈ L′k, by Lemma 5.1 (2),
{w ∈ Bn : β(w,E ′v) < s′ log 2} ⊂ D(v, 4s′ log 2).
If {w ∈ Bn : β(w,E ′v) < s′ log 2} ∩ Z 6= ∅, then β(v,Z) < 4s′ log 2, which contradicts the
definition of L′k. This proves (1).
Suppose w ∈ Bδ. Then 1− |w|2 < 2−2s(K+1). If w /∈
⋃∞
l=K
⋃
u∈Ll
Eu, then by Lemma 5.3,
β(w,Z) ≥ (s− 1) log 2 > 9s′ log 2.
Suppose 1− |w|2 ∈ [2−2s′(k+2), 2−2s′(k+1)). Then k > 10K. Let w0 = r
′
k
|w|
w. Then
1− |ϕw(w0)|2 = (1− |w|
2)(1− |w0|2)
|1− 〈w,w0〉|2 >
1
4
1− |w|2
1− |w0|2 ≥
2−2s
′(k+2)
4 · 2−2s′k = 2
−4s′−2.
By Lemma 2.11, β(w,w0) < log 2− 12 log 2−4s
′−2 < 3s′ log 2. Therefore
β(w0, z) ≥ β(w, z)− β(w,w0) > 6s′ log 2.
Thus w0 ∈ O ∩ r′kS. By construction, there exists v ∈ L′k such that dS(w0, v) < s′2−s′k−2.
Therefore dS(w, v) = dS(w0, v) < s
′2−s
′k−2. By Lemma 5.1 (4), w ∈ E ′v. This completes the
proof. 
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6. Local Decomposition Formulas
To show that the I in Theorem 4.1 satisfies Hypothesis 1, we need to construct decompositions∑
pijfij on the sets Eu3(or E
′
v3), for f ∈ I. It is more convenient to construct the decompositions
on their images under a Mo¨bius transform.
Lemma 6.1. There exist a positive integer N and a constant C > 0, depending on I, such
that the following hold. For any R > 0 sufficiently large, let {Eu}u∈L, {Fu}u∈L, {E ′v}v∈L′ and
{F ′v}v∈L′ be as in the beginning of Section 5. Then there exists a positive integer K such that
the following hold.
(1) For each u ∈ Lk, k ≥ K, there is a finite set of polynomials {pl} ⊂ I, supl deg pl ≤ N ,
and linear maps I → Hol(Eu3), f 7→ fl satisfying the following inequalities.
(i)
∫
Eu3
∣∣∑
l plfl − f
∣∣2dv ≤ Cǫ2R ∫Fu |f |2dv.
(ii)
∫
Eu3
(∑
l |plfl|
)2
dv ≤ C ∫
Fu
|f |2dv.
Here ǫR = ǫR,0 is defined in Lemma 2.20.
(2) For each v ∈ L′k, k ≥ 10K, there is a p ∈ I such that p is non-vanishing on F ′v and
deg p ≤ N .
Some preparations are needed for the proof of Lemma 6.1.
Lemma 6.2. For any positive integer m, k, and x, y ∈ C, x, y 6= 0, there are constants
{cj}m−1j=0 , {dj}k−1j=0, such that
1
xk
=
m−1∑
j=0
cj
(x− y)j
yk+j
+
k−1∑
j=0
dj
(x− y)m
xk−jym+j
.
Proof. We prove by induction on m. For m = 1 and any k,
1
xk
=
1
yk
+ (
1
xk
− 1
yk
) =
1
yk
−
k−1∑
j=0
xjyk−1−j
xkyk
(x− y) = 1
yk
−
k−1∑
j=0
(x− y)
xk−jy1+j
.
Suppose the equation holds for m− 1 and any k. Then
1
xk
=
m−2∑
j=0
c′j
(x− y)j
yk+j
+
k−1∑
j=0
d′j
(x− y)m−1
xk−jym−1+j
=
m−2∑
j=0
c′j
(x− y)j
yk+j
+
k−1∑
j=0
d′j
(x− y)m−1
ym−1+j
( 1
yk−j
−
k−j−1∑
i=0
(x− y)
xk−j−iy1+i
)
=
m−1∑
j=0
cj
(x− y)j
yk+j
+
k−1∑
l=0
dl
(x− y)m
xk−lym+l
.
This completes the proof. 
The following lemma is elementary.
Lemma 6.3. Suppose 0 < a < b and d is a positive integer. Write Bba = {z ∈ Cd : a < |z| < b}.
Then for any f ∈ Hol(bBd) we have
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(1) ∫
bBd
|f |2dv ≤ b
b− a
∫
Bba
|f |2dv.
(2) For any multi-index α = (α1, · · · , αd),∫
Bba
f(w)wαdv(w) = ca,b∂
αf(0).
Here ca,b,α =
1
α!
∫
Bba
|wα|2dv(w).
Lemma 6.4. Let d,m be positive integers, 0 < d < n. For R > 0 and a positive integer k
that are large enough, the following hold. Let s = 10s′, where s′ is the unique integer satisfying
(s′ − 1) log 2 ≤ 16R < s′ log 2. Write r = √1− 2−2ks, u = (r, 0, · · · , 0), and define E := E˜u,
F := F˜u as in the beginning of Section 5, i.e.,
E = {z ∈ Bn : 1− |z|2 > 2−5s, |1− 〈z, u〉| > s−2, 1− |z|
2
|1− 〈z, u〉|2 < 2
−2s},
and
F = {z ∈ Bn : 1− |z|2 > 2−6s, |1− 〈z, u〉| > 1
2
s−2,
1− |z|2
|1− 〈z, u〉|2 < 2
−s}.
Write U ′ = π(F ), where π is the projection π : Cn → Cd, z 7→ z′ := (z1, · · · , zd). Then there
exist δ > 0, depending only on d,m,R, and C > 0, depending only on d,m, with the following
properties.
Suppose a : U ′ → Cn−d is holomorphic and |a(z′)| < δ, ∀z′ ∈ U ′. Write A = {(z′, a(z′)) :
z′ ∈ U ′}. Let {Pα = Ppi|mA,α} be the set of canonical defining functions with respect to π|mA.
Here α = (αd+1, · · · , αn), |α| = m. Then there exist linear maps f 7→ fα, where f ∈ Hol(Bn),
f |mA = 0, and fα ∈ Hol(E3), with the following properties.
(1) ∫
E3
|f −
∑
|α|=m
Pαfα|2dv ≤ Cǫ2R
∫
F
|f |2dv.
(2) For any α, β, |α| = |β| = m,∫
E3
|Pβfα|2dv ≤ C
∫
F
|f |2dv.
Here ǫR = ǫR,0 is the constant defined in Lemma 2.20.
Proof. To simplify notations, we write π(z) = (z′, 0) and p(z) = (z′, a(z′)).
We will construct the functions fα by decomposing the reproducing kernel Kw(z). For z ∈ F
and w ∈ Bn, applying Lemma 6.2 for x = 1− 〈z, w〉, y = 1− 〈p(z), w〉, we get
Kw(z) =
m−1∑
j=0
cj
〈a(z′)− z′′, w′′〉j
(1− 〈p(z), w〉)n+1+j +
n∑
j=0
dj
〈a(z′)− z′′, w′′〉m
(1− 〈z, w〉)n+1−j(1− 〈p(z), w〉)m+j
= I(z, w) + II(z, w).
Notice that 〈a(z′)− z′′, w′′〉m = Ppi|mA(z, w′′) =
∑
|α|=m Pα(z)w
′′α. Write
G(z, w) =
n∑
j=0
dj
1
(1− 〈z, w〉)n+1−j(1− 〈p(z), w〉)m+j .
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Then II(z, w) =
∑
|α|=mG(z, w)w
′′αPα(z). Let
fα(z) = c
−1
R
∫
F1
f(w)G(z, w)w′′αdv(w).
Here cR = cR,0 is the constant in Lemma 2.20. Then
(Pβfα)(z) = c
−1
R
∫
F1
f(w)G(z, w)w′′αPβ(z)dv(w). (6.1)
We will show that the functions satisfy inequalities (1) and (2).
First, we prove inequality (2). Notice that by definition, 1−|z|2 > 2−6s, ∀z ∈ F . If δ < 2−6s−2
and |a(ξ′)| ≤ δ, ∀ξ′ ∈ U ′, then for any z ∈ E3, w ∈ F , we have
|1−〈p(z), w〉| = |1−〈z′, w′〉−〈a(z′), w′′〉| ≥ |1−〈z′, w′〉|−|a(z′)| > |1−〈z′, w′〉|−2−6s−2 ≥ 1
2
|1−〈z′, w′〉|.
Here the last inequality holds because
|1− 〈z′, w′〉| ≥ 1− |w| ≥ 1
2
(1− |w|2) > 2−6s−1.
Thus
|G(z, w)| .
n∑
j=0
1
|1− 〈z, w〉|n+1−j|1− 〈z′, w′〉|m+j .
For each pair α, β, |α| = |β| = m and z ∈ E3, w ∈ F , since
|w′′α| ≤ |w|m/2 ≤ (1− |w′|2)m/2 . |1− 〈z′, w′〉|m/2,
and
|Pβ(z)| ≤ |a(z′)− z′′|m/2 . |1− 〈z′, w′〉|m/2,
we have
|G(z, w)w′′αPβ(z)| .
n∑
j=0
1
|1− 〈z, w〉|n+1−j|1− 〈z′, w′〉|j .
1
|1− 〈z, w〉|n+1 +
1
|1− 〈z′, w′〉|n+1 .
By (6.1) and Lemma 2.20, we obtain inequality (2).
Next, we prove (1). For any z ∈ E3, by Lemma 5.1 (2), (3), D(z, R) ⊂ F . By Lemma 2.20
(3), ∫
F
f(w)Kw(z)dv(w)− cRf(z) =
∫
F\D(z,R)
f(w)Kw(z)dv(w). (6.2)
Thus
f(z)−
∑
α
Pαfα
= c−1R
(∫
F
f(w)Kw(z)dv(w)−
∫
F\D(z,R)
f(w)Kw(z)dv(w)−
∫
F
f(w)II(z, w)dv(w)
)
= c−1R
(∫
F
f(w)I(z, w)dv(w)−
∫
F\D(z,R)
f(w)Kw(z)dv(w)
)
. (6.3)
Each term of I has the form (a(z
′)−z′′)αw′′α
(1−〈p(z),w〉)n+1+j
, where 0 ≤ j ≤ m− 1 and |α| = j. We want to
prove that their integrals with f are small. First, since E3 ⊂ F , E3 ⊂ {z ∈ Bn : 1−|z|2 > 2−6s},
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which is contained in a compact subset of Bn, we can find C1 > 0, depending only on m,R,
such that∣∣∣∣ (a(z′)− z′′)αw′′α(1− 〈p(z), w〉)n+1+j − (−z
′′)αw′′α
(1− 〈π(z), w〉)n+1+j
∣∣∣∣ ≤ C1|a(z′)| ≤ C1δ, ∀z ∈ E3, w ∈ F.
Therefore
∣∣ ∫
F
f(w)I(z, w)dv(w)−
∫
F
f(w)
m−1∑
j=0
cj
〈−z′′, w′′〉j
(1− 〈z′, w′〉)n+1+j dv(w)
∣∣ . C1δ
∫
F
|f(w)|dv(w). (6.4)
Notice that for each w′ ∈ U ′, we have |1− 〈w′, u′〉| > 1
2
s−2, and therefore
π−1(w′) ∩ F = {(w′, w′′) : 1− |w′|2 − 2−s|1− 〈w′, u′〉|2 < |w′′|2 < 1− |w′|2 − 2−6s}.
Each fiber is either a spherical shell or a ball in Cn−d. From this and Lemma 6.3 (2), it is easy
to see that for z′ ∈ π(E3),∣∣∣∣
∫
F
f(w)
m−1∑
j=0
cj
〈−z′′, w′′〉j
(1− 〈z′, w′〉)n+1+j dv(w)
∣∣∣∣ (6.5)
.
m−1∑
j=0
∫
U ′
1
|1− 〈z′, w′〉|n+1+j dv(w
′) sup
z′∈pi(E3),|α|≤m−1
|∂αf(z′, 0)| (6.6)
. 26s(n+m) sup
z′∈pi(E3),|α|≤m−1
|∂αf(z′, 0)|. (6.7)
It remains to show that supz′∈pi(E3),|α|≤m−1 |∂αf(z′, 0)| is sufficiently small. Obtain F1 by filling
the “holes” in F , i.e.,
F1 = {(w′, w′′) ∈ Bn : w′ ∈ U ′, |w′′|2 < 1− |w′|2 − 2−6s}.
By Lemma 5.1, E3 ⊂ D(0, 4s log 2) and F ⊃ E4. Thus for δ small enough, the set of points
{π(z) : z ∈ E3} ∪ {p(z) : z ∈ E3} has a positive Euclidean distance (independent of k) to
the boundary of F1. So there exists a constant C2 > 0 (depending only on d,m,R) such that
∀z ∈ E3, ∀g ∈ Hol(F1) and ∀α, |α| ≤ m− 1,
|(∂αg)(p(z))− (∂αg)(π(z))|2 ≤ C22 |p(z)− π(z)|2
∫
F1
|g(w)|2dv(w) ≤ C22δ2
∫
F1
|g(w)|2dv(w).
Since f |mA = 0, we have (∂αf)(p(z)) = 0 for all z ∈ E3 and α = (αd+1, · · · , αn), |α| ≤ m− 1.
Thus
sup
z′∈pi(E3),|α|≤m−1
|(∂αf)(z′, 0)|2 ≤ C22δ2
∫
F1
|f(w)|2dv(w), ∀z ∈ E3. (6.8)
We need to compare the L2-norms on F1 and F . For any w
′ ∈ U ′, if 1−|w′|2−2−s|1−〈w′, u′〉|2 >
0, then for s large enough, we have
1− |w′|2 − 2−6s
(1− |w′|2 − 2−6s)− (1− |w′|2 − 2−2s|1− 〈w′, u′〉|2)
=
1− |w′|2 − 2−6s
2−2s|1− 〈w′, u′〉|2 − 2−6s
≤ 1
2−2s−2s−4 − 2−6s ≤ 2
2s+3s4.
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Then by Lemma 6.3 and a simple double integral argument, we have∫
F1
|g|2dv ≤ 22s+3s4
∫
F
|g|2dv, ∀g ∈ Hol(F1). (6.9)
Combining inequalities (6.5)(6.8)(6.9), we get
|
∫
F
f(w)
m−1∑
j=0
cj
〈−z′′, w′′〉j
(1− 〈z′, w′〉)n+1+j dv(w)| . 2
6s(n+m)C2δ · 2s+2s2
(∫
F
|f |2dv
)1/2
.
Then by inequality (6.4) and Holder’s inequality, we get
∣∣ ∫
F
f(w)I(z, w)dv(w)
∣∣ . (C1δ + 26s(n+m)C2δ · 2s+2s2)
(∫
F
|f |2dv
)1/2
.
If we choose δ small enough, we can make (C1δ + 2
6s(n+m)C2δ · 2s+2s2) ≤ ǫR. Then inequality
(1) follows from inequality (6.3), Lemma 2.20 and our estimates above. This completes the
proof. 
The following Lemma is a simplified version of Lemma 6.1 (1).
Lemma 6.5. Suppose J is a prime ideal in C[z1, · · · , zn]. Write A = Z(J). Suppose A has no
singular point in ∂Bn and intersects ∂Bn transversely. Then for a positive integer m there exist
a positive integer N and constant C > 0 with the following property. For R > 0 sufficiently
large, there exists a positive integer K such that the following hold. Let s′ be the positive integer
such that (s′ − 1) log 2 ≤ 16R < s′ log 2 and s = 10s′,
(1) For each u ∈ A, 1 − |u|2 = 2−2sk, k ≥ K, define Eu and Fu as in the beginning of
Section 5. Then there is a finite set of polynomials {pl} ⊂ Jm, supl deg pl ≤ N , and
linear maps J → Hol(Eu3), f 7→ fl satisfying the following inequalities.
(i)
∫
Eu3
∣∣∑
l plfl − f
∣∣2dv ≤ Cǫ2R ∫Fu |f |2dv.
(ii)
∫
Eu3
(∑
l |plfl|
)2
dv ≤ C ∫
Fu
|f |2dv.
(2) For each v ∈ Bn, β(v, A) > 5s′ log 2, 1 − |v|2 = 2−2s′k, k ≥ 10K, define F ′v as in the
beginning of Section 5. Then there exists a polynomial p ∈ Jm such that p is non-
vanishing on F ′v and deg p ≤ N .
Proof. We want to apply Lemma 6.4. A Mo¨bius transform ϕu will allow us to transfer between
decompositions on Eu3 and E˜u3. Also, we need to make adjustments so that the generating
functions pl are polynomials in J
m.
Denote d = dimA. For any ζ ∈ ∂Bn ∩ A, since A intersects ∂Bn transversely at ζ , A is not
contained in ζ⊥ + ζ . By Theorem 8.6, the set
U˜ζ = {l ∈ U(ζ⊥) : (l ⊕ 1)(NTζA)⊥ ∩ A− ζ = ∅}.
is dense in U(ζ⊥). Here we denote L⊥ the orthogonal complement of a linear space L in the
complex projective space Pn (cf. Appendix) and U(ζ⊥) the space of all unitary transforms on
ζ⊥ ∼= Cn−1. We consider l ⊕ 1 as acting on the ζ⊥ by l and acting on Cζ as identity.
Let δ > 0 be the constant in Lemma 6.4 determined by d,m,R. If NTζA
⊥ ∩ A− ζ = ∅,
then take Lζ = NTζA. Otherwise, choose l ∈ U˜ζ close enough to the identity Iζ⊥ so that the
Hausdorff distance
distH(Lζ ∩ Bn, NTζA ∩ Bn) ≤ δ/4,
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where Lζ = (l ⊕ 1)(NTζA). In either case we have ζ ∈ Lζ , Lζ⊥ ∩ A− ζ = ∅, and
distH(Lζ ∩ Bn, NTζA ∩ Bn) ≤ δ/4.
Choose a new basis {e1, · · · , en} such that Lζ = span{e1, · · · , ed}. Denote πζ the projection
from Cn onto Lζ .
By Lemma 8.4, πζ |A−ζ is proper. Since ζ is a regular point of A and A intersects ∂Bn
transversely, πζ defines a one-sheeted analytic cover of A − ζ in a small neighborhood of 0.
Apply Theorem 8.5 to A − ζ and Lζ . Let U1, U and W be as in Theorem 8.5. Thus for any
w ∈ W and l ∈ U , the function
Ppiζ |l(A−ζ)(z, w)
Ppiζ |l(A−ζ)∩U1 (z, w)
is non-vanishing and holomorphic in U1.
Start with an open neighborhood U of ζ . For u ∈ A ∩ U , let Lu = Lζ ∩ u⊥ +Cu and denote
πu the projection from Cn onto it. Since ζ ∈ Lζ , the definition is consistent at ζ , and the
spaces Lu vary continuously with u. Thus for u close enough to ζ , we can find lu ∈ U such that
l−1u (Lζ) = Lu. So πu = l
−1
u πζ lu. For any w ∈ W,
Ppiζ |lu(A−ζ)(z, w)
Ppiζ |lu(A−ζ)∩U1 (z, w)
is non-vanishing in U1. Equivalently, for any w ∈ W,
Ppiζ |lu(A)(z, w)
Ppiζ |lu(A)∩(U1+lu(ζ))(z, w)
(6.10)
is non-vanishing in U1 + lu(ζ). Note that the definition of canonical defining functions depend
on the choice of a basis. Let eu,i = l
−1
u (ei). By Remark 2.7, under the new basis {eu,1, · · · , eu,n},
we have
ψw(z) :=
Ppiu|A(z, w)
Ppiu|
A∩(l−1u U1+ζ)
(z, w)
is non-vanishing for z ∈ l−1u U1 + ζ and w ∈ W. It is easy to see that l−1u (U1) + ζ ⊃ U2, ∀u ∈ U ,
for some open neighborhood U2 of ζ . Let us use Pˆ with appropriate subscripts to denote the
locally defined canonical defining functions depending on a one-sheeted analytic cover on the
piece of manifold A∩U , or its image under a Mo¨bius transform. Then we have shown that for
any u ∈ U and w ∈ W,
ψw(z) =
Ppiu|A(z, w)
Pˆpiu|A(z, w)
is non-vanishing on U2.
On the other hand, both Lu and the normal tangent spaces NTuA vary continuously. By
shrinking the neighborhood U we can also assume that
distH(Lu ∩ Bn, NTuA ∩ Bn) ≤ δ/2, ∀u ∈ U ∩A.
By Lemma 4.5 and 5.1 (2),again, by shrinking U , we also have for any u ∈ U ,
dist(z,NTuA) ≤ δ/2, ∀z ∈ ϕu(A) ∩ F˜u.
Thus
dist(z, Lu) ≤ δ, ∀z ∈ ϕu(A) ∩ F˜u.
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For any f ∈ Jm, define Uuf(z) = f ◦ ϕu(z) · ku(z), where ku(z) = (1−|u|2)(n+1)/2(1−〈z,u〉)n+1 . Then
Uuf |mϕu(A) = 0. Applying Lemma 6.4 to F = F˜u and ϕu(A), we can find Fα such that∫
E˜u3
|Uuf −
∑
|α|=mj
PˆαFα|2dv ≤ Cǫ2R
∫
F˜u
|Uuf |2dv
and ∫
E˜u3
( ∑
|α|=mj
|PˆαFα|
)2
dv ≤ C
∫
F˜u
|Uuf |2dv.
Here Pˆα = Pˆpiu|mϕu(A),α, i.e.,
∑
|α|=m Pˆα(z)w
α = Pˆmpiu|ϕu(A)
(z, w). Therefore
∫
Eu3
|f(z)−
∑
|α|=m
Pˆα ◦ ϕu(z)Fα ◦ ϕu(z)ku(z)|2dv(z)
=
∫
E˜u3
|Uuf −
∑
|α|=m
PˆαFα|2dv(z)
≤ Cǫ2R
∫
F˜u
|Uuf |2dv(z)
= Cǫ2R
∫
Fu
|f(z)|2dv(z).
Similarly, for each pair α, β, |α| = |β| = m,∫
Eu3
|Pˆβ ◦ ϕu(z)Fα ◦ ϕu(z)ku(z)|2dv(z) ≤ C
∫
Fu
|f(z)|2dv(z).
Using the formula for ϕu, it is easy to verify that
Pˆpiu|ϕu(A)(ϕu(z), w) = −
(1− |u|2)1/2
1− 〈z, u〉 Pˆpiu|A(z, w). (6.11)
Let Γ = {α = (αd+1, · · · , αn) : |α| = m} and let K = #Γ. By Lemma 8.2, we can choose
K distinct points {wi}Ki=1 ⊂ W (independent of u) such that the vectors {(wαi )α∈Γ}Ki=1 form a
basis of CK . Let W be the K × K matrix [wαi ]α∈Γ,i=1,··· ,K . Then W is invertible. Suppose
W−1 = (ci,α).
Denote pi(z) = P
m
piu|A
(z, wi) and ψi = ψwi, i = 1, · · · , K. Since J is prime, by Theorem
8.3 and Hilbert’s Nullstellensatz, each pi is a polynomial in J
m. Denote N0 the upper bound
of the degrees of the canonical defining functions of A, as in Theorem 8.3. Then we have
deg pi ≤ mN0. Set N = mN0. Let
fi(z) =
∑
α
(− (1− |u|2)1/2
1− 〈z, u〉
)m
ci,αψi(z)
−mFα ◦ ϕu(z)ku(z),
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then
pi(z)fi(z) =
∑
α
(− (1− |u|2)1/2
1− 〈z, u〉
)m
ci,αPˆpiu|A(z, wi)
mFα ◦ ϕu(z)ku(z)
=
∑
α
ci,αPˆ
m
piu|ϕu(A)
(ϕu(z), wi)Fα ◦ ϕu(z)ku(z)
=
∑
α
∑
β
ci,αw
β
i Pˆβ ◦ ϕu(z)Fα ◦ ϕu(z)ku(z).
and ∑
i
pi(z)fi(z) =
∑
α
∑
β
∑
i
ci,αw
β
i Pˆβ ◦ ϕu(z)Fα ◦ ϕu(z)ku(z)
=
∑
α
∑
β
δα,βPˆβ ◦ ϕu(z)Fα ◦ ϕu(z)ku(z)
=
∑
α
Pˆα ◦ ϕu(z)Fα ◦ ϕu(z)ku(z).
From this it is easy to see that the functions pi and fi satisfy inequalities (i) and (ii).
For each ζ ∈ A ∩ ∂Bn we have found a neighborhood Uζ := U such that for any u ∈ Uζ, we
have a decomposition with the stated properties. By compactness, we can cover A ∩ ∂Bn by
finitely many such neighborhoods. This proves (1).
Next we prove (2). Suppose v ∈ Bn and β(v, A) > 5s′ log 2. By Lemma 5.1 (2), F ′v = E ′v3 ⊂
D(v, 4s′ log 2). Let ξ ∈ A be a point such that β(v, ξ) = β(v, A). Since
β(ϕξ(v), 0) = β(v, ξ) = β(v, A) > 5s
′ log 2,
by Lemma 2.11 (2),
1− |ϕξ(v)|2 ≤ 4e−2β(ξ,v) < 2−10s′+2.
By [19, 2.2.7], the Euclidean diameter of D(ϕξ(v), 4s
′ log 2) do not exceed 2−s
′
. Since ϕξ(F
′
v) ⊂
ϕξ(D(v, 4s
′ log 2)) = D(ϕξ(v), 4s
′ log 2), the Euclidean diameter of ϕξ(F
′
v) do not exceed 2
−s′.
Also, we can assume that v is close enough to ∂Bn (equivalently, k is large enough) so that
ξ is a regular point of A. A simple computation (cf. [21] Lemma 3.12) shows that ϕξ(v) is
perpendicular to T0ϕξ(A) = ϕξ(TξA + ξ) (cf. [19, Proposition 2.4.2]).
Let δ > 0 be a sufficiently small constant to be determined later. Suppose ζ ∈ A ∩ ∂Bn. In
the proof of (1), we have constructed an open neighborhood U of ζ and an open subset W in
Cn−d such that for any u ∈ U ∩A and any w ∈ W,
ψw(z) =
Ppiu|A(z, w)
Pˆpiu|A(z, w)
is non-vanishing on U2, where U2 is another open neighborhood of ζ . Here the canonical defining
functions are constructed based on the basis {eu,1, · · · , eu,n} as in the proof of (1). For v close
enough to ζ we can assume that u ∈ U and F ′v ⊂ U2. Thus by shrinking U we will have that
ψw(z) is non-vanishing on F
′
v for any v ∈ U .
Notice that although W depends on our choice of δ, from the proof of Theorem 8.5 (which
is used in the proof of (1)), by shrinking the set U , we can always ensure that the volume of
Π(W) is greater than half of the volume of Pn−d−1. Here Π denotes the canonical map from
Cn−d\{0} to Pn−d−1.
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On the other hand, from the previous argument, we know that the Euclidean diameter of
ϕξ(F
′
v) is less than 2
−s′, ϕξ(v) is perpendicular to ϕξ(TξA+ξ), and that 1−|ϕξ(v)|2 ≤ 4e−2β(ξ,v) <
2−10s
′+2. By Lemmas 4.4, 4.5 and our construction in (1), for v close enough to ∂Bn, we will
have
distH(ϕξ(A) ∩D(0, 5s log 2), Lξ ∩D(0, 5s log 2)) ≤ 2δ.
Denote W1 = {w ∈ Cn−d : Pˆpiξ|ϕξ(A)(z, w) is non-vanishing on ϕξ(F ′v)}. For s′ large enough and
δ small enough, we will have that the volume of Π(W1) is greater than half of the volume of
Pn−d−1. Choose such a δ. Then W ∩W1 is non-empty. Choose a w0 ∈ W ∩ W1. Let U be
the open neighborhood of ζ determined by δ. Then for any v ∈ U , by (6.11) and the fact that
w0 ∈ W1, Pˆpiξ|A(z, w0) is non-vanishing on F ′v. Since w0 ∈ W,
Ppiξ|A(z,w0)
Pˆpiξ|A(z,w0)
is also non-vanishing
on F ′v. Thus Ppiξ|A(z, w0) is non-vanishing on F
′
v. By Theorem 8.3 and Hilbert’s Nullstellensatz,
Ppiξ|A(z, w0) is a polynomial of degree less than N in J . Thus p = P
m
piξ|A
(z, w0) ∈ Jm is non-
vanishing on F ′v and deg p ≤ N . This proves (2).

We are ready to prove Lemma 6.1.
Proof of Lemma 6.1. Notice that the varieties Zj are disjoint in a neighborhood of ∂Bn. If
ζ ∈ Zj ∩ ∂Bn, then for each i 6= j, there exists pi ∈ Imii such that pi(ζ) 6= 0. Thus for each
ζ ∈ Zj ∩ ∂Bn, we can find a neighborhood Vζ and k − 1 polynomials pi ∈ Imii , i 6= j such that
pi are non-vanishing on Vζ . Choose finitely many open sets Vζ that cover Z ∩ ∂Bn. Suppose
Fu ⊂ Vζ , where ζ ∈ Zj ∩ ∂Bn. For f ∈ I, let Pl, fl be the functions constructed in Lemma 6.5,
for I
mj
j . Then we can simply replace Pl with plΠi 6=jpi and fl with
fl
Πi6=jpj
. This proves (1). The
proof for (2) is similar. 
We are ready to prove Theorem 4.1.
Proof of Theorem 4.1. For any ǫ > 0 sufficiently small, let C be the constant in Lemma
6.1. Choose R0 > 0 so that Cǫ
2
R0−3
< ǫ. Let {Eu}u∈L, {E ′v}v∈L′, {Fu}u∈L, {F ′v}v∈L′ be
determined by R as in Section 5. Let K, N be the positive integers in Lemma 6.1. Let
δ =
√
1− 2−2m(K+1). Finally, let {Ei} = {Eu}u∈∪k≥KLk ∪ {E ′v}v∈∪k≥10KL′k . The polynomials pij
will be the corresponding polynomials in Lemma 6.1. The conditions (1) and (2) in Hypothesis
1 follow from Lemma 5.1, where we take M = 210n+3. The conditions (3) and (4)(i)(ii)(iv)
follow from Lemma 6.1. By Lemma 5.1 (2), (1 − |λ|2) is comparable to (1 − |u|2) for λ ∈ Fu
and (1 − |λ|2) is comparable to (1 − |v|2) for λ ∈ F ′v. From this, condition (4)(iii) follows
immediately.
Therefore I satisfies Hypothesis 1. The rest of the theorem follow from Theorem 3.4. This
completes the proof. 
7. Concluding Remarks
In this paper, we have provided a unified proof for most known results of the Arveson-
Douglas Conjecture. In fact, we have proved the stronger result that the submodules under our
consideration have the asymptotic stable division property. We raise the following question.
Question: Suppose I is an ideal in C[z1, · · · , zn]. Find sufficient conditions for I to have
the asymptotic stable division property. Find sufficient conditions for I to have the asymptotic
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stable division property with generating elements {hi} being polynomials of uniformly bounded
degrees.
By Theorem 3.2, a positive result on this question will lead to a positive result of the Arveson-
Douglas Conjecture. We would also like to explore other applications of the asymptotic stable
division property, for example, in index theory.
The techniques we have developed in this paper are aimed at getting more general results.
For the next step, we plan to consider the following examples.
(1) Arbitrary union of smooth, transversal varieties.
(2) Varieties with certain type of singular points on ∂Bn. For example, singular points ζ
with tangent cones being linear subspaces. This will cover the classic example of singular
point, z21 = z
3
2 at 0.
Tools, for example, from [6] and [18] can be useful.
We will also use the techniques to study the Arveson-Douglas Conjecture in connection
with the L2-extension problem [25]. The covering constructed in Section 5 can be useful in
constructing a holomorphic extension.
8. Appendix
For an algebraic set A ⊂ Cn with pure dimension, we can show that the functions Ppi and
Ppi,α in Definition 2.6 are polynomials in z and w¯ := (w¯p+1, · · · , w¯n). Let us first consider a
simple case.
Lemma 8.1. Suppose A ⊂ Cn is an algebraic set of pure dimension n− 1, and suppose
π : A→ Cn−1, z 7→ z′ := (z1, · · · , zn−1)
is proper. Then Ppi(z, w) and Ppi,α(z) are polynomials in z and w¯.
Proof. In this case, there is only one canonical defining function. If π is k-sheeted, then α = k,
and
Ppi(z, wn) = Ppi,k(z)w¯
k
n.
It suffices to show that Ppi,k is a polynomial. By definition, Ppi,k is the Weierstrass polynomial
determined by π.
The algebraic set A decomposes into finitely many irreducible algebraic sets. It is easy to see
that Ppi,k is just the product of the canonical defining functions of the irreducible components.
Without loss of generality, we can assume A is itself irreducible.
By [16, Proposition 1.13], there is an irreducible polynomial Q(z) such that A = Z(Q).
Clearly degzn Q ≥ k. Write l = degzn Q and write Q as a polynomial in zn with coefficients in
C[z1, · · · , zn−1],
Q(z) = ql(z
′)zln + · · · .
Consider the set
B = {z ∈ A : ql(z′) = 0, or ∂nQ(z) = 0}.
π(B) is the set of points z′ ∈ Cn−1 such that Q(z′, ·) do not have l distinct simple roots. Since
Q is irreducible, B is an analytic subset of dimension ≤ n − 2. By [6, Proposition 3.3.2],
π(B) ⊂ Cn−1 is an analytic subset of dimension ≤ n − 2. Thus Cn−p\π(B) is dense in Cn−1.
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If l > k, for any z′ ∈ Cn−1\π(B), π−1(z′) contains l > k distinct points, a contradiction. Thus
degzn Q = k. Also, if deg qk > 0, then for z
′ /∈ σ, comparing the two polynomials in zn,
Q(z′, zn) = qk(z
′)zkn + · · ·
and
Ppi,k(z
′, zn) = (zn − a1(z′)) · · · (zn − ak(z′))
we get Q(z′, zn) = qk(z
′)Ppi,k(z
′, zn), z
′ /∈ σ, zn ∈ C. Since σ is nowhere dense, Q ≡ qkPpi,k.
But then if qk(z
′) = 0 at some z′, we will have infinitely many points on the fiber π−1(z′), a
contradiction. Thus qk is a constant. Without loss of generality, we assume qk ≡ 1. Then
Ppi,k = Q is a polynomial. This completes the proof. 
Lemma 8.2. For any open set U ⊂ Bn and any finite collection of indexes
F ⊂ {α = (α1, · · · , αn) : αi ∈ N},
letK = #F . Then there existsK distinct points {wi}ki=1 in U such that the vectors {(wαi )α∈F}Ki=1
in CK are linearly independent.
Proof. Let
L = span{(wα)α∈F : w ∈ U}.
It suffices to show that L = CK . Otherwise, choose a non-zero vector (aα)α∈F that is perpen-
dicular with L. Define
f(w) =
∑
α∈F
aαw
α.
Then f is a analytic polynomial that vanishes on the open set U . Therefore f is identically
zero. So aα = 0, ∀α ∈ F , a contradiction. This completes the proof. 
Theorem 8.3. Suppose A ⊂ Cn is an algebraic set of pure dimension p. Suppose the projection
π : A→ Cp, z 7→ z′ := (z1, · · · , zp)
is proper. Then the functions Ppi(z, w) and Ppi,α(z) are polynomials in z and w¯. Moreover,
there exists a positive integer N , depending only on A, such that for any choice of basis and
any proper projection π, the degrees of Ppi(z, w) (in z) and Ppi,α are less than N .
Proof. Let σ ⊂ Cp be the critical set of π. Suppose π is k-sheeted. Fix any z′ /∈ σ, we have
π−1(z′) = {(z′, a1(z′)), · · · , (z′, ak(z′))}, where {a1(z′), · · · , ak(z′)} are k distinct points in Cn−p.
The set
W := {w ∈ Cn−p : 〈a1(z′), w〉, · · · , 〈ak(z′), w〉 are distinct at least for one z′ ∈ U ′},
is open in Cn−p. Fix any w ∈ W. Consider the projections
πw : A→ Cp+1, z 7→ (z′, 〈z′′, w〉)
and
π′w : πw(A) ⊂ Cp+1 → Cp, (z′, 〈z′′, w〉)→ z′.
Then π = π′w ◦ πw. By [6, 3.1 (2)], both πw and π′w are proper maps. By [6, Theorem 3.2,
Proposition 3.3.2], πw(A) is a pure algebraic set in Cp+1 of dimension p, and π′w is a k-sheeted
analytic cover. By Lemma 8.1, Ppi′w((z
′, λ), ξ) is a polynomial in z′, λ and ξ¯. Also, from the
proofs of [6, Theorem 3.2, Proposition 3.3.2], the degree (in (z′, λ)) of Ppi′w((z
′, λ), ξ) has a upper
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bound determined by any set of generators of the ideal {p ∈ C[z1, · · · , zn] : p|A = 0}, which we
denote by N . Checking by definition, we have the equation
Ppi(z, w) = Ppi′w((z
′, 〈z′′, w〉), 1).
Thus for any w ∈ W, Ppi(z, w) is a polynomial in z and degz Ppi(z, w) ≤ N . Fix an order of the
set Γ = {α = (αp+1, · · · , αn) : |α| = k}, and let K = #Γ. By Lemma 8.2, we can choose K
distinct points {wj}Kj=1 ⊂ W such that the K × K matrix W = (wαj )α∈Γ,j=1,··· ,K is invertible.
From the equations
Ppi(z, wj) =
∑
α∈Γ
Ppi,α(z)wαj , j = 1, · · · , K,
we can solve Ppi,α as linear combinations of {Ppi(z, wj)}Kj=1. Thus Ppi,α are polynomials in z,
and then Ppi(z, w) is a polynomial in z and w¯. Moreover, degz Ppi(z, w) ≤ N , deg Ppi,α(z) ≤ N .
This completes the proof. 
Let Pn denote the n-dimensional complex projective space. Then Cn can be viewed as a
subset of Pn via the natural embedding
Cn → Pn, (z1, · · · , zn) 7→ [1, z1, · · · , zn].
For any algebraic set A ⊂ Cn, its closure A in Pn is an analytic subset of Pn. For a p-dimensional
linear space L ⊂ Cn, L is a p-dimensional linear space in Pn. Its orthogonal complement in Pn
is of dimension n− p− 1.
L
⊥
= {[z0, · · · , zn] : (z0, · · · , zn) ⊥ (1, w), w ∈ L}.
We have the following lemma [6, 7.3].
Lemma 8.4. Let A be a pure p-dimensional projective algebraic set in Pn and let L ⊂ Pn be
a complex n− p− 1-dimensional plane not intersecting A. Then the projection π : A→ L⊥ is
proper.
The following theorem will be used in the proof of Theorem 4.1.
Theorem 8.5. Suppose A ⊂ Cn is an algebraic set of pure dimension p < n and 0 ∈ A.
Assume the following.
(1) Denote L = {(z′, 0) : z′ ∈ Cp} ⊂ Cn and suppose L⊥ ∩ A = ∅. Therefore if we denote
π : Cn → Cp, z 7→ z′ := (z1, · · · , zp), then π|A is proper.
(2) U = U ′ × U ′′, where 0 ∈ U ′ ⊂ Cp and 0 ∈ U ′′ ⊂ Cn−p are open sets. π|A∩U is also
proper. Moreover, π−1(0) ∩ A ∩ U = {0}.
Then there exist open sets 0 ∈ U ′1 ⊂ U ′, 0 ∈ U ′′1 ⊂ U ′′, an open neighborhood U of the n × n
identity matrix In×n in U(n), and an open set W ⊂ Cn−p with the following properties. Denote
U1 = U
′
1 × U ′′1 . For any l ∈ U , the projections π|l(A) and π|l(A)∩U1 are proper. Moreover, for
any w ∈ W, the function
ψw(z) =
Ppi|l(A)(z, w)
Ppi|l(A)∩U1(z, w)
is non-vanishing and holomorphic in U1.
Proof. Since π|A is proper, we know that π−1(0) ∩A consists of finitely many points. Suppose(
π−1(0) ∩A)\{(0, 0)} = {(0, a1), · · · , (0, ak)},
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where ai ∈ Cn−p. Take an open set W ⊂ Cn−p whose closure is contained in the open set
{w ∈ Cn−p : 〈ai, w〉 6= 0}. We can find open neighborhoods ai ∈ Vi ⊂ Cn−p, 0 ∈ U ′′1 ⊂ Cn−p
such that
〈λ− z′′, w〉 6= 0, ∀i, ∀λ ∈ Vi, ∀z′′ ∈ U ′′1 , ∀w ∈ W.
We claim that there exist an open neighborhood U of In×n in U(n) and an open set 0 ∈ U ′1 ⊂ U ′
with the following property. Denote U1 = U
′
1 × U ′′1 . Then π|l(A) and π|l(A)∩U1 are proper.
Moreover,
π−1(U ′1) ∩ l(A) ⊂ U1 ∪
( k⋃
i=1
U ′1 × Vi
)
.
By assumption, L
⊥∩A = ∅. Therefore we can find an open neighborhood U of In×n in U(n) such
that ∀l ∈ U , l−1(L)⊥ ∩A = ∅. Thus the projection from A onto l−1(L) is proper. Equivalently,
π|l(A) is proper. Also, by the proof of [6, Theorem 7.4.2], A is contained in the union of a ball
B := {z : |z| < R} and a cone K := {z : |z′′| < C|z′|}.
On the other hand, by [6, Corollary 4.2], we can take U ′2 small enough so that
π−1(U ′2) ∩ A ⊂
(
U ′2 × U ′′1
) ∪( k⋃
i=1
U ′2 × Vi
)
.
If we shrink U , we can ensure that ∀l ∈ U , l−1π−1(U ′2)\B is outside the cone K. Then
l−1π−1(U ′2) ∩ A ⊂ B. Then if we shrink U again, we can find 0 ∈ U ′1 ⊂ U ′2 so that ∀l ∈ U ,
l−1π−1(U ′1) ∩B ⊂ π−1(U ′2). Thus
l−1π−1(U ′1) ∩A = l−1π−1(U ′1) ∩ B ∩A ⊂ π−1(U ′2) ∩ A ⊂
(
U ′2 × U ′′1
) ∪( k⋃
i=1
U ′2 × Vi
)
.
If we replace the right hand side with a compact neighborhood N of A∩ π−1(U ′1) contained in(
U ′2 × U ′′1
) ∪ (⋃ki=1 U ′2 × Vi
)
, then the same method will give us l−1π−1(U ′1) ∩ A ⊂ N . Then
we can shrink U again to ensure l(N ) ⊂ (U ′2 × U ′′1 ) ∪
(⋃k
i=1 U
′
2 × Vi
)
. Then we have ∀l ∈ U ,
π−1(U ′1) ∩ l(A) ⊂
(
U ′2 × U ′′1
) ∪ ( k⋃
i=1
U ′2 × Vi
)
.
Then obviously,
π−1(U ′1) ∩ l(A) ⊂
(
U ′1 × U ′′1
) ∪ ( k⋃
i=1
U ′1 × Vi
)
.
This proves our claim.
The open sets U ′′1 and Vi can be chosen to be disjoint. By [6, 3.1 (3)], π|l(A)∩U1 is also proper.
Let z′ ∈ U ′1 be outside the critical sets of both projections. Then
π−1(z′) ∩ l(A) = {(z′, b1(z′)), · · · , (z′, bl(z′)); (z′, a1(z′)), · · · , (z′, ak(z′))}.
Here bj(z
′) ∈ U ′′1 , aj(z′) ∈ ∪iVi. By definition, for z ∈ U1 and w ∈ W,
Ppi|l(A)(z, w) = Π
l
j=1〈z′′ − bj(z′), w〉 × Πkj=1〈z′′ − aj(z′), w〉 = Ppi|l(A)∩U1 (z, w)× ψw(z),
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where
ψw(z) = Π
k
j=1〈z′′ − aj(z′), w〉.
From our construction, it is straightforward that ψw is non-vanishing on U1. This completes
the proof. 
Theorem 8.6. Suppose A is a p-dimensional irreducible affine algebraic set in Cn and 0 ∈ A.
Assume that A * e⊥n . Let
Gn = {L ∈ G(p, n) : en ∈ L}
and
G˜n = {L ∈ Gn : L⊥ ∩ A = ∅}.
Here G(p, n) is the Grassmannian. Then G˜n is a dense open set in Gn. Equivalently, let
U˜n = {l ∈ U(n− 1) : span{l(e1), · · · , l(ep−1), en} ∈ G˜n}.
Then U˜n is dense in U(n− 1).
Proof. The two statements are clearly equivalent. Let us prove the first statement. Consider
the canonical projection.
Π : Cn+1\{0} → Pn, (z0, z1, · · · , zn) 7→ [z0, z1, · · · , zn].
For L ∈ G(p, n), denote L˜ = Π−1(L⊥) ∪ {0} and A˜ = Π−1(A) ∪ {0}. Then L⊥ ∩ A = ∅ if and
only if L˜∩ A˜ = {0}. Since A is irreducible and has dimension p, A˜ is a homogeneous irreducible
algebraic set of dimension p+1. L˜ is a linear subspace of dimension n− p. The condition that
en ∈ L is equivalent to that L˜ ⊂ Ln := e⊥n ⊂ Cn+1. Let A˜n := A˜∩Ln. Then L ∈ G˜n if and only
if L˜ ⊂ Ln and L˜ ∩ A˜n = {0}.
We claim that dim A˜n ≤ p. Otherwise, dim A˜n = p + 1. Since A˜ is irreducible, it cannot
properly contain any algebraic set of the same dimension. So A˜ = A˜n and therefore A˜ ⊂ Ln.
However, this implies that A = A ∩ Cn ⊂ Π(A˜\{0}) ∩ Cn ⊂ Π(Ln\{0}) ∩ Cn = e⊥n . A
contradiction. Thus dim A˜ ≤ p.
Assume L˜ ⊂ Ln. Both L˜ and A˜n are homogeneous varieties in Ln ∼= Cn. Thus L˜∩ A˜n = {0}
if and only if their preimages in Pn−1 do not intersect. The preimages of the two varieties have
dimension n − p− 1, ≤ p− 1, respectively. Thus the set of L˜ ⊂ Ln not intersecting A˜ form a
dense open sent in G(n − p, n). From this it is easy to see that G˜n is a dense open set in Gn.
This completes our proof.

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