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Zusammenfassung
Wenn komplexe Systeme unter Zuhilfenahme von multivariaten, empirischen Zeitrei-hen untersucht werden, spielt die Korrelationsmatrix und ihre Eigenwerte eine zen-trale Rolle, weil sie wichtige Information u¨ber die Dynamik des Systems beinhalten.In der Regel ist die Anzahl der Zeitschritte in den Zeitreihen eher kurz, so dass dieKorrelationsmatrix selbst zu einer fluktuierenden Gro¨ße wird. Um die empirisch be-stimmte Korrelationsmatrix bewerten zu ko¨nnen, wird diese mit einer Nullhypotheseverglichen. Unter der Annahme von gaußscher Statistik ergibt sich als Nullhypo-these das korrelierte Wishart-Modell.In der vorliegenden Arbeit bescha¨ftige ich mich mit der Spektralstatistik in-nerhalb des korrelierten Wishart-Modells, erweitere die Supersymmetrie-Methode,wende sie auf Fragestellungen der Spektralstatistik an und entwickele einen neuenAnsatz, um die Statistik des kleinsten und des gro¨ßten Eigenwertes analysieren zuko¨nnen. Auf Grund ihrer systemspezifischen Relevanz, liegt mein Hauptaugenmerkauf den extremen Eigenwerten. Des Weiteren bescha¨ftige ich mich mit der Statistikdes Gesamtspektrums der Wishart Korrelationsmatrizen.In den ersten beiden Kapiteln begru¨nde ich den von mir verwendeten Ansatz undfasse die theoretischen Grundlagen dieser Arbeit zusammen. Als erstes Ergebnisdieser Arbeit erweitere ich die Anwendbarkeit der allgemeinen Hubbard-Stratono-vich Transformation auf korrelierte Wishart-Modelle.Im Anschluss daran untersuche ich die Verteilung des kleinsten Eigenwertes imnicht-korrelierten, reellen und im nicht-korrelierten, reell-quaternionischen Wishart-Modell. Fu¨r Ersteres leite ich im Falle endlicher Matrixdimensionen und im mikros-kopischen Limes kompakte Ausdru¨cke her. Im reell-quaternionischen Modell gelingtmir die Konstruktion von pfaffschen Strukturen fu¨r die Verteilung des kleinsten Ei-genwertes.Im vierten Kapitel wende ich die Methode der Supersymmetrie auf das korre-lierte Wishart- und Jacobi-Modell an. Zuna¨chst untersuche ich im Wishart-Modelldie Statistik der extremen Eigenwerte und konstruiere fu¨r die dazugeho¨rigen Wahr-scheinlichkeiten bis dato unbekannte invariante Matrixmodelle. Im Falle endlicherMatrixdimensionen und im mikroskopischen Limes leite ich fu¨r die Verteilung deskleinsten Eigenwertes einen kompakten Ausdruck her. In der Folge berechne ichim reellen und im komplexen, korrelierten Jacobi-Modell die Eigenwertdichte undfinde fu¨r das reelle Ensemble ein Zweifachintegral- und fu¨r das komplexe Ensembleeinen exakten Ausdruck. Zwischen zwei Wishart-Modellen, mit und ohne Entartungin den empirischen Eigenwerten, leite ich im Anschluss einen asymptotischen Zu-sammenhang her und zeige, dass sich deren spektrale Statistik universell verha¨lt.Im letzten Kapitel dieser Arbeit entwickele ich einen neuen Ansatz zur Untersu-chung der Spektralstatistik in korrelierten Wishart-Modellen. Dieser erlaubt es, dasItzykson-Zuber Integral zu umgehen und Eigenwertintegrale mit Standardmetho-den zu untersuchen. Angewandt auf die Statistik des gro¨ßten Eigenwertes leite ichim Anschluss fu¨r dessen kumulative Dichtefunktion einen exakten Ausdruck her. Ab-schließend zeige ich, dass der kleinste und der gro¨ßte Eigenwert in einigen Fa¨llenTracy-Widom verteilt ist.
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Abstract
When multivariate empirical time series are considered to study complex systemsthe correlation matrix and its eigenvalues play a central role, because they bear richinformation about the dynamics of the system. In the majority of the applicationsof time series analysis, the length of the time series is rather short such that thecorrelation matrix inherits statistical fluctuations. To quantify the significance ofthe empirically estimated correlation matrix, it is compared to a null hypothesis.Under the assumption of Gaussian statistics, the null hypothesis turns out to bethe correlated Wishart model.I study aspects of the spectral statistics in the correlated Wishart model, extendand apply the method of supersymmetry to it and develop a new approach to studythe statistics of the smallest and the largest eigenvalue. I focus mainly on theextreme eigenvalues, because they carry significant system specific information. Inaddition I consider the statistics of the eigenvalues in the bulk.In the first two parts of this thesis I briefly motivate my approach from thephysical point of view and summarize the tools and statistical quantities importantlater. As a first result of this thesis I extend the generalized Hubbard-Stratonovichtransformation to include also correlated Wishart ensembles.In the third part I am concerned with the distribution of the smallest eigenvaluewithin the real and the real quaternion uncorrelated Wishart model. For the realensemble with even rectangularity, I derive an exact expression for the distributionas well as its microscopic limit and for the real quaternion model I uncover a Pfaffianstructure.In the fourth part I apply the method of supersymmetry to eigenvalue statisticsof the more involved correlated Wishart and Jacobi ensemble. I study the statisticsof the extreme eigenvalues in the former and derive for both quantities previouslyunknown invariant matrix models. I calculate an exact expression and the micro-scopic limit of the smallest eigenvalue distribution. In the correlated Jacobi model Icompute using supersymmetry the level density and obtain for the real ensemble atwofold integral expression and for the complex ensemble a closed-form expression.After this interlude I derive an asymptotic relation between bulk eigenvalue statis-tics of two real Wishart models with and without a degeneracy in the empiricaleigenvalues and show that the local eigenvalue fluctuations are universal.In the fifth part I develop a new approach to analyze the eigenvalue statisticsin the correlated Wishart model by circumventing the Itzykson-Zuber integral. Iapply it to the gap probabilities related to the smallest and the largest eigenvaluedistribution and derive an exact expression for the cumulative density function of thelatter. Finally, I show that in some cases the smallest and the largest eigenvalueare Tracy-Widom distributed.
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CHAPTER 1
Introduction
Our intention is to model and analyze the correlations in empirical time series ona general level. Time series carry rich information about the dynamics; to a largeextend this information is reflected in the correlations. Although the consideredsystems behave causal and deterministic microscopically, on a coarse-grained scalethey behave statistically. In good agreement with empirical studies, the fluctuationsin the observed or measured time series are modeled by random variables. Sincein many cases these systems have beside their complexity some structure, theobserved data is not completely random but shows correlations within the currentstate or observation. In this thesis we approach the correlations by an ensembleapproach, which we discuss in the upcoming sections in more detail.Before addressing the methodology, we introduce three common examples ofcomplex systems where time series analysis applies. Electroencephalography (EEG)as introduced by Hans Berger in 1924, is a medical procedure to measure the brainwaves of a subject [9]. A number of electrodes are attached to the scalp of a subjectto record the fluctuations of brain electric potentials. The signals are caused bycortical synaptic actions in the brain’s outer layers and change in the 10 to 100milliseconds range. On the left of Fig. 1.1, we show a test person wearing manyelectrodes and on the right the recording of an electroencephalogram. These sig-nals are recorded for research as well as for clinical use. A common application isthe detection of epilepsy [11]. If an epileptic seizure happens the brain waves arestrongly correlated over large regions of the brain.The weather, our second example, is driven by dynamical changes and neverreaches any stationary state. Because of this non-stationarity and its complexityit avoids any precise long term prediction of its future state. It possesses manyobservables like relative temperature and pressure differences, the wind velocityand direction, etc., each of which is assigned to a spot on the globe. On their own,these observables seem to be randomly distributed. Taken as a whole, it turns outthat the system is structured not only in space but also in time. We emphasizethis in Fig. 1.2, showing the current state of the US weather (on 16th of February
2015) in terms of its high and low pressure-regions and the same picture six hourslater. Although, the low and high pressure-regions seem to be randomly distributed,they cluster locally . Moreover, comparing the current and the historical state, the
21
1.1. Time Series Analysis and Correlations
Figure 1.1: Left: A patient prepared for electroencephalography. Taken fromRef. [10]. Right: Recording of brain waves using sixteen electrodes. Taken formthe Wikipedia entry “Electroencephalography”.
evolution of the high and low pressure-regions influence themselves mutually. Ina laboratory, the evolution of a current state of the weather can be modeled usingthe Navier-Stokes equation. Because of the complexity small changes in the initialdata or the current state, change drastically the future state. This yields a non-negligible random component.The financial market with its various branches, products and involved institutesis a complex system that does not originate in any natural science [12,13]. Similarto the brain waves, it does it provide any underlying law like the laws of ther-modynamics. Its complexity and dynamics are caused by world wide trading, thepsychology of the brokers, the diversity of investment strategies, current trends inthe industrial branches, the historical, current and expected economic growth, etc.The outcome of the financial market are the stock prices. Analogous to the brainwaves and the weather the financial market is not completely random, it possessessome structure. This can be seen at best when studying the correlations betweenreturns [14] (the relative stock price differences). The authors showed, upon theexample of the Standard & Poor 500 index (S&P500), how the correlations withinthe financial market are constantly changing its structure, see Fig .1.3.
1.1 Time Series Analysis and Correlations
Time series analysis has become a powerful tool when studying generic featuresof physical systems on a general level [15–17]. A time series is a vector X witheither real, complex or real quaternion entries X(t), t = 1, . . . , n. For the majorityof systems time series have real entries and in some exceptional cases like wirelesscommunication they are complex. To the best of our knowledge, real quaterniontime series have no applications in this context. Nevertheless, we will consider all
22
Chapter 1. Introduction
Figure 1.2: Top: Current state of the US weather (0:00 o’clock a.m. on 16th ofFebruary 2015) in terms of its high (H) and low (L) pressure-regions . Bottom: Thesame picture six hours later. Taken from http://www.opc.ncep.noaa.gov/ .
three classes in a unified approach unless otherwise stated.Generally, more than only one time series is recorded such that a set of them Xiwith i = 1 . . . , p is observed. In the examples given in the previous section, the timeseries arise as simultaneously measured signals by the electrodes on the scalp of asubject, as the measured temperature or pressure at different locations or the stockprices in a portfolio.A set of recorded brain wave signals is illustrated in the right plot of Fig. 1.1.In Fig. 1.4, we show time series of the temperature in Duisburg and Aachen on ahourly basis and the stock prices of Bayer AG and Addidas AG on a daily basis. Allplots emphasize the rich information carried by the time series. The temperaturetime series clearly shows a seasonal structure. It is similar for Duisburg and Aachenwhich might be expected, because the distance between both cities is about 100 kmonly. The stock prices seem to follow a similar trend, at least for parts of the timeseries.On the contrary, the plots show statistical fluctuations, which can be modeled
23
1.1. Time Series Analysis and Correlations
Figure 1.3: Non-stationarity of the finance market illustrated with the evolution ofthe correlations within the S&P 500 index over the period 1990-2010. Taken fromRef. [14]
Figure 1.4: Left: Temperature time series on a hourly basis in Duisburg (red) andAachen (blue) over a period from 1st of June 2007 till 31th of March 2011. Data istaken from http://www.dwd.de. Right: Stock price on a daily basis of the Bayer AG(blue) and the Addidas AG (red) stocks over a period from 3rd of January 2000 till
16th of February 2015. Data is taken from https://de.finance.yahoo.com.
by random numbers. However, they are not independently distributed, they showdependence. To quantify it Pearson introduced a correlation coefficient, the socalled Pearson correlation coefficient. It measures the linear dependences between
24
Chapter 1. Introduction
two time series X1 and X2. We will introduce it quantitatively in section 2.2.1.Depending on the time series, it is either a real, complex (or real quaternion) numberwith norm smaller or equal to one. For a real time series, a correlation coefficientof two time series X1 and X2 close to one means positive correlation such thatboth are most likely related by a linear function with positive slope. If it is closeto minus one, both are most likely related by a linear function with negative slope.From a correlation coefficient of zero it follows that X1 and X2 are not linearlyrelated. The Pearson correlation coefficient between the temperature time seriesin Duisburg and Aachen is illustrated in Fig. 1.5. Although the left plot in Fig. 1.4suggest that the correlation coefficient should be close to one, we obtain largefluctuations, because we average over distinct windows of 24 hours only such thatthe seasonality does not play a role. For complex and real quaternion time seriesthe interpretation of the correlation coefficient is similar.If more than just two time series are observed or measured, we obtain severalcorrelation coefficients which we order into the so called correlation matrix. InFig. 1.3, we show the correlation matrix of eight different states of the S&P-500index computed in Ref. [14].
Figure 1.5: Pearson correlation coefficient between the temperature time seriesof Duisburg and Aachen obtained by averaging over distinct windows of 24 hoursover a period from 1st of June 2007 till 31th of March 2011. Data is taken fromhttp://www.dwd.de .
The correlation matrix and its eigenvalues play a central role in time seriesanalysis and therefore in many applications of it. These include fields such asmedicine [18], biology [19–21], geology [22, 23], chemistry [24–26], astronomy [27],finance market [28–30] and wireless communication [31–33]. Contrary to these fields
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where the correlations have a direct interpretation, it has as well a significantimpact on the methodology in applications ranging over pattern recognition [34,35],machine learning [36], data classification [17], principal component analysis [16,37],detection of outliers [38] and network analysis [39], to name just a few.Time series, observed or measured in experiments are subjected to statisticalfluctuations. Accordingly, the correlation coefficient inherits this property and be-comes itself a fluctuating quantity. Depending on the size of the sample, i.e. thenumber of time steps within each time series, it has strong fluctuations around itsmean value. Notably, in the majority of examples, given above, the empirically es-timated correlation matrix is taken as an approximately non-fluctuating quantity.The fluctuations are not considered at all. The question therefore arises:
What are the consequences of the fluctuations and how can we model them?
The latter question will be answered in the next section. Certain aspects of theformer are considered in the remainder of this thesis.
1.2 Ensemble Approach
To study the consequences of the inherited fluctuations for the correlation matrix,we use an ensemble approach [37, 40–44]. We replace the constituents of the cor-relations matrix, the empirical sample of time series, by an ensemble. It is fixedby the global symmetries of the observed data and a probability distribution. Theformer means we choose either a real, a complex or a real quaternion ensemble.The latter is fixed by the requirement that the ensemble has upon average the samecorrelation structure as the sample. It is encoded in a correlation matrix computedin an empirical sample and is given model input. Throughout this thesis we referto it as empirical correlation matrix denoted by C .In good agreement with empirical studies [23, 28–30, 45–48] we can model thefluctuations by an ensemble of Wishart correlation matrices, which we introducelater in more detail.Following a brief historical introduction to random matrix theory and its appli-cation in the section 2.1, we will quantify the ensemble approach and introducea random matrix model to study statistical properties of the correlation matrix insection 2.2.
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Theoretical Background
This chapter is devoted the theoretical background of this thesis. Except the exten-sion of the generalized Hubbard-Stratonovich transformation to correlated Wishartmodels in section 2.5 which is the first result of this thesis, we only review aspectsof random matrix theory, the correlated Wishart and Jacobi model, important sta-tistical observables, basics of supermathematics, superbosonization and the gener-alized Hubbard-Stratonovich transformation known in the literature and importantfor later purpose.In section 2.1, we give a brief overview of random matrix theory from the histori-cal perspective and motivate upon the example of principal component analysis andcanonical correlation analysis our approach. After this historical and motivatinginterlude, we quantify the ensemble approach and introduce the theoretical back-ground of the correlated Wishart and Jacobi model. To study extreme eigenvaluestatistics in the former and the spectral bulk statistics in both models, we introducein section 2.3 statistical observables related to these issues. In section 2.4, wesurvey the mathematical backgrounds of supermathematics. These are used in sec-tions 2.4.2 and 2.4.3 to review the method of superbosonization and the generalizedHubbard-Stratonovich transformation, respectively. As a first result of this thesis,we elaborate the extension of the generalized Hubbard-Stratonovich transformationto correlated Wishart models in section 2.5. We close this chapter with a summaryin section 2.6.
2.1 Random Matrix Theory
Random matrix theory was originally introduced in the context of biostatistics byWishart in Ref. [49]. He computed the probability distribution function of the cor-relation coefficient of real Gaussian distributed multivariates, generalizing earlierresults for bivariates. This work was largely forgotten. Later, without prior knowl-edge of the results of Wishart, Wigner introduced Hermitian random matrix modelsin physics. Because for slow nuclear reactions not the locations but the statisticsof excitations is important, his idea was to replace the Hamilton operator by anensemble of random matrices with the same global symmetries [50]. This approachallows the study of the eigenvalue and eigenvector statistics of complex many-body
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quantum systems using random matrix theory.Employing the idea of Wigner and comparing the distribution of the spacing ofconsecutive eigenvalues on the scale of mean level spacing for both experimentaland random matrix data demonstrates the overwhelming agreement, see Fig. 2.1. It
Figure 2.1: Comparision of Nearest-neighbor spacing distribution obtained from”Nuclear Data Ensemble” (histogram) to the Gaussian orthogonal ensemble (line)on the mean level spacing and the Poisson distribution (line). Taken from Ref. [51].
was argued by Wigner [52] and Dyson [53] that only three matrix ensembles haveto be considered, the Gaussian orthogonal, the Gaussian unitary and the Gaussiansymplectic ensemble. They are given by symmetric, Hermitian or real quaternionself-dual matrices, respectively, with Gaussian distributed entries.Later, it was realized that apart from complex many-body quantum systems,random matrix theory applies to many other areas. These include fields like quan-tum chaos [54], quantum chromodynamics [55–58], two-dimensional quantum grav-ity [59], conformal field theory [60], integrable systems [61], condensate matterphysics [62–65], quantum transport [66], representation theory [67–69], algebraicgeometry [70], elastomechanics of irregularly shaped quartz crystal [71], quantuminformation theory [72] and the statistics of primes and zeros of the Riemann ζ-function [73, 74]. This list is being constantly extended by new applications, seeRefs. [42, 43,75] and references therein for reviews from a physical point of view.In the majority of these applications, random matrix theory is used to modellevel fluctuations, because for these systems they turn out to be universal on thescale of the mean level spacing rather than system specific. Therefore, systemtypical information has to be “divided” out. By system typical we mean the absolutepositions of levels encoded in the level density
ρ(E) =
∑
n
δ(E − En) , (2.1)
where En are the individual levels, i.e. the eigenvalues of the Hamilton operatorin the particular system or the locations of the primes or zeros of the Riemann
ζ-function, etc. Figure 2.2 illustrates typical sequences of levels. To “divide” out
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Figure 2.2: Five sequences of typical distributed levels and a sequence of uniformlydistributed levels. (a) Non-correlated Poisson series, (b) sequence of prime num-bers, (c) levels of slow neutron resonances for Erbium 166 nucleus, (d) energy levelsof the Sinai billiard (e) zeros of the Riemann ζ-function on Res = 1/2, (f ) equallyspaced levels. Taken from Ref. [76].
the mean level density, the unfolded eigenvalues
ξi =
∫ ξi
−∞
ρ(E)dE (2.2)
are considered. By construction they have mean density one. Because, the fluctu-ations of these unfolded eigenvalues are conjectured to be universal [40,42–44,77],it does not matter whether they originate from a particular systems or a randommatrix ensemble.Independently, in mathematics the ideas of Wishart were refined in multivariatestatistics [37] to study statistical properties of uncorrelated and correlated data,see Refs. [41, 78] and references therein. Rather than considering random matrixensembles with infinite dimensions, in applications of multivariate statistics thefocus is on finite size systems. In the past decades these ideas were applied in allfields of science to analyze and model correlations. Including fields like biology [79],numerical computation [80], chemistry [81], econophysics [29, 30], high dimensionalinference [82], wireless communication [31, 32, 83], astrophysics [45], geology [47]and medicine [46] etc. In this thesis we concentrate on its applications to high-dimensional inference. Examples are given in the next section.
2.1.1 Applications to High-Dimensional InferenceThe main field of applications of the correlated Wishart model is high-dimensionalinference. The ensemble approach is used to study, improve and develop themethodology used in applied data analysis [37]. We illustrate its application withtwo examples.
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To this end, we assume that we make n observations of a p-variate. This means,we have p sequences (time series) each of which has n time steps. It is supposedthat these have mean zero, variance one and are ordered into the data matrix
M =
 M1(1) · · · M1(n)... . . . ...
Mp(1) · · · Mp(n)
 . (2.3)
Principal component analysis is concerned with a dimensional reduction of thedata [84]. It is an algorithm to determine principal directions or in other words themost significant subspace of Rp in the data. We introduce a new variate w with nsteps by w = vTM such that |v| = 1. We require v to maximize the sample varianceVar(w) = 1/n∑pi=1w2i = vTCv, where C is the empirical correlation matrix
C =
1
n
MMT . (2.4)
The variance of w measures the projection in the sample of observations M(i) =
(M1(i), . . . ,Mp(i)) where i = 1, . . . , n onto v. If it is maximized, v is the principaldirection in the p dimensional space. Because vTCv is a bilinear form, the vector vmaximizing it is given by the eigenvector vˆp to the largest eigenvalue Λp of C . Thesecond significant direction is given by the eigenvector vˆp−1 to the second largesteigenvalue Λp−1 of C and so on. Furthermore, the sample variance of wj with v = vˆjan eigenvector of C is given by
Var(wj) = vTj Cvj = Λj . (2.5)According to Λi ≤ Λi−1 for all i = 2, . . . , p, we find that the variance of the differentcomponents decreases Var(wi) ≤ Var(wi−1). To distinguish the significant from thenon-significant directions, we compare their associated variances. It turns out thatthe percentage of information carried by the direction vj with j = 1, . . . , p is givenby Var(wj)∑p
i=1 Var(wi) = Λj∑pi=1 Λi = Λj , (2.6)where we make use of∑pi=1 Λi = trC = 1, because the observations are normalizedto variance one. Thus, the reduced data lies in the subspace of Rp spanned by thoseeigenvectors vˆi for which Λi is significantly larger the gross of the eigenvalues. Thisleads to two elementary questions: What are the fluctuations of the significantprincipal components? How do they depend on the correlation structure in thedata and on the size of the sample?To answer these questions, we need more information about the data and makean ensemble approach, which means we replace the sample with an ensemble, seesection 1.2. This leads to the real correlated Wishart model, where the data matrices
M are replaced by model data matrices W of the same size. In this model, we areable to study the statistics of the large eigenvalues of WW †, which corresponds tothe principal components in the ensemble.
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Besides the large eigenvalues the smallest eigenvalue and the entire spectrumof the sample correlation matrix and therefore of the Wishart model correlationmatrix are important for certain aspects in multivariate statistics. For instance,the smallest eigenvalue gives the leading contribution for the threshold estimate inlinear discriminant analysis [17]. It is most sensitive to noise [16]. It is crucial for theidentification of single statistical outliers [38]. In numerical studies involving largerandom matrices, the condition number is used, which depends on the smallesteigenvalue [80,85].Contrary to principal component analysis, in canonical correlation analysis twodifferent observations are compared. We assume that we observed two sets oftime series, normalized to zero mean and unit variance and ordered in the p × nand q × n dimensional data matrices M1 and M2, respectively. The canonicalcorrelation of the samples is given by the Pearson correlation coefficient betweena linear combination of the observation M1 and the observation M2 that is mostcorrelated,
r = max
u,v
Corr(uTM1, vTM2) , (2.7)
where u, v ∈ Rp with |u| = |v| = 1. Here Corr(X,Y ) is the Pearson correlationcoefficient in the sample between the time seriesX and Y . Employing the ensembleapproach and replacing the samples by ensembles, we obtain two independentWishart model correlation matrices FF † and BB†. From the analysis of Ref. [41],canonical correlation analysis results in the analysis of the roots ri i = 1, . . . , p of
det(ri(FF † +BB†)− FF †) = 0 . (2.8)
where F and B are real p × n1 and p × n2 matrices with n1 = q, n2 = n − q andthe assumption n1, n2 ≥ p. In the mathematical literature [37, 41, 82] this ensembleis known as the double Wishart model. Studying the roots in Eq. (2.8) is similarto studying the eigenvalues of the correlated Jacobi ensemble [44]. It consists ofHermitian matrices
H = FF
† −BB†
FF † +BB†
, (2.9)
where F and B are as introduced above. Besides the canonical correlation anal-ysis, the eigenvalue statistics of H is crucial for multivariate analysis of variances,multivariate regression analysis and the test of equality of correlation matrices[37,41,86,87].We want to emphasize that in general the assumption of data normalized to unitvariance is dropped when principal component or canonical correlation analysisare introduced. This corresponds to replacing the correlation matrix C above bythe covariance matrix Σ. They are both related by Σ = σ−1Cσ−1, where σ =diag(σ1, . . . , σp) with σi = √Var(Xi) and Xi the sample time series.
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2.2 Correlated Wishart and Jacobi Model
This section reviews the correlated Wishart and Jacobi model. In section 2.2.1we put the ensemble approach outlined in section 1.2 on mathematical groundsand thereby introduce the correlated Wishart model. It has two important limitingcases, which we briefly discuss in an interlude in section 2.2.2. Building on section2.2.1, we introduce in section 2.2.3 the correlated Jacobi ensemble consisting oftwo independent correlated Wishart models. To study the eigenvalue statistics inthe correlated Wishart, we compute in section 2.2.4 its joint eigenvalue distributionfunction.
2.2.1 Introducing the Correlated Wishart ModelAfter a qualitative introduction to the ensemble approach in section 1.2, we intro-duce it here in a precise mathematical manner.We assume that we have a set of p time series Xi, each with n time steps.The entries Xi(t) for i = 1, . . . , p and t = 1, . . . , n are either real, complex or realquaternion self-dual. Although the latter is less important for applications in timeseries analysis, we include it in a unifying way. As explained in section 1.1, linearcorrelations between different time series are measured by Pearson’s correlationcoefficient [15]
ρij =
〈
(Xi − 〈Xi〉s) (Xj − 〈Xj〉s)∗√〈
X2i
〉s − 〈Xi〉2s
〉
s
, (2.10)
where ∗ is the complex conjugation, i and j are fixed and 〈·〉s is the sample averageover time,
〈f(X)〉s = 1n
n∑
t=1
f(X(t)) . (2.11)
For real time series it varies between −1 and 1. For complex and real quaternionictime series, ρij is complex or real quaternion number as well such that its norm isless than or equal to one. In this case the interpretation is more delicate.If we normalize the time series to zero mean and unit variance,
Mi(t) =
Xi(t)− 〈Xi〉s√〈
X2i
〉s − 〈Xi〉2s , (2.12)
and order them into a p× n dimensional matrix, the so-called data matrix
M =
 M1(1) · · · M1(n)... . . . · · ·
Mp(1) · · · Mp(n)
 , (2.13)
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Figure 2.3: Left: A numerically generated sample of 16 time series each with 50time steps. Right : The correlation matrix corresponding to the set of time series.It shows that there is indeed a non-trivial correlation structure in this sample.
we can introduce the sample correlation matrix as
C =
1
n
MM † . (2.14)
The matrix C is by definition a p×p positive semi-definite real symmetric, Hermitian,real quaternion self-dual matrix for β = 1, 2, 4, respectively. Its entries Cij are thePearson correlation coefficient between the two time series Xi and Xj . Throughoutthis thesis, we refer to M and C as the empirical data and correlation matrix,respectively. To illustrate the procedure discussed above, we show in the left plotof Fig. 2.3 an example of 16 time series, each with 50 time steps. For this samplewe obtain the correlation matrix shown in the right of Fig. 2.3. Further examples ofcorrelation matrices are given in Fig. 1.3.As explained in section 1.1, the correlation matrix is of tremendous importancein time series analysis. To model its fluctuations around the sample mean, randommatrix theory serves as a natural candidate, because it can be used to model genericand system specific features of the correlations.We use an ensemble approach, see also section 1.2, and replace the empiricaldata matrix (2.13) by a rectangular model data matrix W such that on average
1
n
〈
WW †
〉
= C . (2.15)
In this way we introduce an ensemble of model correlation matrices WW †/n fluc-tuating around an empirical correlation matrix C , where C is thought of as a meancorrelation matrix determined in a sample of time series such that it has full rankand “enough” information about the correlation structure in this sample. It resultsfrom observations or experiments and is given model input.
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To fix an ensemble of model data matrices W and therefore of model correlationmatrices WW †/n, we choose W to be a rectangular p × n matrix with entries
Wij ∈ R,C,H for C to be a real symmetric, Hermitian, real quaternion self-dualmatrix, denoted by β = 1, 2, 4, respectively. The number of rows p and columns
n of W correspond to the number of model time series, respectively, their numberof time steps. We restrict the case to where n ≥ p such that W has rank p. Ingood agreement with empirical observations [23, 28–31, 44–48, 82, 88], we can takethe entries Wij of W to be normal distributed with variance Cji so that [37,41,44]
P (W |C) =
exp
(
−β2 trWW †C−1)
(β/2pi)npβ/2detnp/γ1C , (2.16)
where we introduce γ1 = 1 for β = 2, 4 and γ1 = 2 for β = 1 and for later purpose
γ2 = γ1β/2 and γ˜ = γ1γ2. The ensemble just constructed is the real, complex or realquaternion correlated Wishart model and WW †/n the Wishart model correlationmatrix.On the space Matp×n(K) of p × n-dimensional rectangular matrices W withentries inK = R,C, respectively, H, we take the flat measure d[W ] . Throughout thisthesis, d[·] denotes the flat measure, which means the product of all independentdifferentials.
2.2.2 Hard and Soft-Edge Limit
Since Wishart model correlation matrices are introduced as dyadic product of rect-angular model data matrices, different limiting regimes have to be distinguished.The rectangular data matrices have p rows and n columns. Thus, if we want to com-pute large n, p limits of statistical quantities, we have to fix how n and p behavemutually when they tend to infinity. It turns out that two regimes are of particularinterest.The first is the hard edge limit, where the rectangularity ν = n − p is keptfixed when n, p tend to infinity. Its name originates from the observation that in thecase of the uncorrelated Wishart model, the smallest eigenvalue approaches zero. InRef. [89] it was shown that it tends to zero with a rate of O(p−1). Thus, if we rescalethe eigenvalues by p, we can study the statistics of the low lying eigenvalues, whichfeel the presence of a hard wall in the spectrum at zero. This limit is particularlyimport for the random matrix approach of quantum chromodynamics, to study thestatistics of the low-lying eigenvalues of the Dirac operator [55,58,90].The second limit is the soft edge scaling. If γ2 = p/n < 1 is fixed for n, p tendingto infinity, the low lying eigenvalues in the spectra do not feel the presence ofthe wall at zero. In this case the largest and the smallest eigenvalue have thesame statistics [91]. This limit is particularly important for applications in highdimensional inference, where the number of time steps n is much larger than thenumber of measurements p but both are still large, see also Refs. [82, 92, 93] andreferences therein.
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2.2.3 Introducing the Correlated Jacobi EnsembleThe correlated Jacobi ensemble, also referred to as double Wishart model arisesif two observations are involved in an analysis, see section 2.1.1. In this case thetwo samples are independently replaced by an ensemble of Wishart correlationmatrices. These can be real, complex or real quaternion depending on the data.If F and B are either real, complex or real-quaternion correlated p × n1, re-spectively, p× n2 dimensional data matrices with n1, n2 ≥ p, the correlated Jacobimatrix is introduced as
H = FF
† −BB†
FF † +BB†
. (2.17)
Its eigenvalues are real and its spectrum is by construction bound to be spec(H) ⊂
[−1, 1]. Both F and B are distributed with respect to Eq. (2.16), but with differentempirical correlation matrices CF and CB , respectively. The distribution of H is atleast formally given as the average over the F and B ensemble,
P (H) =
∫ d[B,F ] P (F |CF )P (B|CB)δ(H− FF † −BB†
FF † +BB†
)
. (2.18)
On account of the structure of H, the computation of the distribution function P (H)is even for the case of the complex Wishart ensemble a non-trivial task. If it happensthat CB = CF = C , the distribution P (H) is independent of C . Diagonalization ofthe resulting Hermitian matrix model leads to an eigenvalue ensemble distributedwith respect to the Jacobi weight [40, 44]. This case was intensively studied in themathematical literature [41]. To the best of our knowledge, for the case of CF 6= CBonly a few estimates are known [37,94].
2.2.4 Joint Eigenvalue Distribution Function
In the section 2.2.1, we fix n ≥ p such that WW † has full rank and W †W has
n − p zero eigenvalues. To obtain the joint eigenvalue distribution function, wediagonalize WW † = U(1γ2 ⊗X)U †, where 1N is the unit matrix in N dimensions.Here X = diag (x1, . . . , xp) is the matrix of distinct eigenvalues of WW † and U is anelement of the group of p × p orthogonal O(p), unitary U(p) or unitary symplecticUSp(2p) matrices for β = 1, 2, 4, respectively. We introduce Gp as a short-handnotation for either O(p), U(p) or USp(2p) whenever β = 1, 2 or 4, respectively.Diagonalization of the integration measure leads to a decomposition of the volumeelement d[W ] [44]
d[W ] ∼ |∆p(X)|β p∏
i=1
x
β(n−p+1−2/β)/2
i d[X] dµ(U) , (2.19)
where ∆p(X) = ∏i<j(xi − xj) is the Vandermonde determinant and dµ(U) is theHaar measure on Gp. Averaging the probability distribution (2.16) with respect to
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the Haar measure over Gp, yields the joint eigenvalue distribution function,
P (X|C) ∼ |∆p(X)|β
p∏
i=1
x
β(n−p+1−2/β)/2
i Φβ(X,C
−1) . (2.20)
If C = 1p, it turns out that Φβ(X,C−1) = exp(−β/2trX). The resulting distribution
P (X|1p) coincides with the Laguerre ensemble and is therefore interchangeablyreferred to as uncorrelated Wishart or Wishart-Laguerre ensemble. If C 6= 1p, thefunction Φβ is a highly non-trivial group integral and given by
Φβ(X,C
−1) =
∫ dµ(U) exp(−β
2
trUXU †C−1) . (2.21)
It is known as Harish-Chandra-Itzykson-Zuber integral [95, 96] for β = 2 or asthe orthogonal, respectively, unitary-symplectic Itzykson-Zuber integral for β =
1, 4. For β = 2 an analytic expression exists, because X as well as C−1 areHermitian matrices and therefore are elements of the Lie algebra of U(p). In thiscase, the saddle point approximation of Eq. (2.21) becomes exact [97] such thatanalytic calculations are possible leading to a closed-form expression [95, 96]. For
β = 1, 4 neither X nor C−1 are elements in the Lie algebra of O(p) if β = 1or USp(2p) if β = 4. Therefore no results are known in this cases. Only in thespecial case of the real and real quaternion spiked Wishart model the correspondingItzykson-Zuber integral is known. Explicit results have been given in Ref. [98] andRef. [99]. In any other case there it remains interesting to find an analytic closed-form expression for these integrals.The Haar measure dµ(U) on Gp has the unique property to be invariant underleft and right action of V ∈ Gp. Thus, the Itzykson-Zuber integral depends only onthe eigenvalues of C = V ΛˆV † with Λˆ = 1γ2⊗Λ. We order the always non-negative,distinct eigenvalues of C into the diagonal matrix Λ = diag (Λ1, . . . ,Λp), referredto as empirical eigenvalue matrix.In order to study the eigenvalue statistics in the Wishart model further, math-ematicians introduced the so called Jack polynomials. They constitute a family ofmultivariate orthogonal polynomials depending on one parameter α = 2/β [100].For β = 1, 2, 4 these are given by the zonal, the Schur and the quaternion zonalpolynomials, respectively. We follow Ref. [44] and introduce them as homogeneouspolynomial eigenfunctions Cαλ (X) of the Laplace-Beltram differential operator
DpC
α
λ (X) = (ρ
α
λ + k(p− 1))Cαλ (X) (2.22)
where
Dp =
p∑
i=1
x2i
∂2
∂x2i
+
2
α
∑
1≤i<j≤p
x2i
xi − xj
∂
∂xi
, (2.23)
λ = (λ1, . . . , λl(λ)) is a partition of k of length l(λ), p is the number of variables
xi and ραλ = ∑i=1 λi (λi − 1− 2(i− 1)/α). We focus on the case where β = 1 and
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C2λ(X) are given by the zonal polynomials. These have the property that [41]
trmX = ∑
λ`m
C2λ(X) , (2.24)
where λ ` m means that λ is a partition of m. Employing the identity above wewrite the exponent in Eq. (2.21) as
exp
(
−β
2
trUXU †Λ−1) = ∞∑
i=0
(−1)itri (UXU †Λ−1)
2ii!
=
∞∑
i=0
∑
λ`i
(−1)iC2λ
(
UXU †Λ−1
)
2ii!
.
(2.25)
If we insert this expansion into the Itzykson-Zuber integral, exchange the summationand integration, we are left with an integral of the zonal polynomials with respectto the Haar measure on the orthogonal group. They are given by [41]∫ dµ(U)C2λ (UXU †Λ−1) = C2λ(X)C2λ(Λ−1)C2λ(1p) (2.26)such that the integral (2.21) becomes an infinite sum running over all permutationthat reads
Φ1(X,Λ
−1) =
∞∑
i=0
∑
λ`i
(−1)iC2λ(X)C2λ(Λ−1)
2iC2λ(1p)i! . (2.27)The Itzykson-Zuber integral belongs to a large class of invariant functions which allhave a representation in terms of an infinite sum as shown in Eq. (2.27). These arereferred to as hypergeometric functions of matrix argument, see Refs. [41, 44, 101,102]. The drawback of this representation is that no analytic closed-form expressionfor the polynomials is known, neither for the zonal C2λ nor for the Jack polynomials
Cαλ . They have to be constructed iteratively on a computer, see Ref. [103] for recentresults.
2.3 Statistical Quantities
In this section, we review statistical quantities which are analyzed in the upcomingsections. All observables considered in this thesis depend on the eigenvalues ofthe Wishart matrix WW † only and have a representation in terms of an eigenvalueintegral. We construct for each of which a matrix model average for later use.We start in section 2.3.1 with the level density and the k-point correlationfunction. We then turn in section 2.3.2 to the statistics of the largest eigenvalueand complement it with the statistics of the smallest eigenvalue in section 2.3.3.
2.3.1 Level Density and k-Point FunctionThe ensembles considered here consist of real symmetric, Hermitian or real quater-nion self-dual p × p matrices H , drawn from a distribution function P (H). For
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the correlated Wishart and Jacobi model we set H = WW † and H = (FF † −
BB†)(FF †+BB†)−1 and take the distribution to be given by Eq. (2.16) and Eq. (2.18),respectively. If we diagonalize H = U(X ⊗ 1γ2)U †, where U ∈ Gp and X =diag(x1, . . . , xp) the matrix distinct real eigenvalues of H , the level density is givenby [40,44]
S(x) =
〈
1
p
p∑
i=1
δ(xi − x)
〉
=
1
p
∞∫
−∞
dx1 . . . ∞∫
−∞
dxp p∑
i=1
δ(xi − x)P (x1, . . . , xp) .
(2.28)
It is normalized such that ∫∞−∞ S(x)dx = 1. In expression (2.28) P (x1, . . . , xp) is thejoint probability distribution function. It can always be written as an average of thematrix distribution P (H) over the diagonalizing group Gp ,
P (x1, . . . , xp) ∼ |∆p(X)|β
∫ dµ(U)P (UXU †) . (2.29)
The Vandermonde determinant results as Jacobian from the diagonalization of themeasure. For the Wishart model P (X) is worked out in section 2.2.4 and is givenby Eq. (2.20). To get rid of the δ-function, we can use the following identity
∓piδ(x) = Im lim
→0
1
x± ı . (2.30)If we insert this into Eq. (2.28), it turns out that the density is given by the imaginarypart of the averaged trace of the resolvent
S(x) =
1
pip
Im lim
→0
∫ d[X] tr 1p
X − x+1pP (X) , (2.31)where x± = x ± ı. The trace in Eq. (2.31) is invariant under X 7→ V XV †, with
V ∈ Gp. Thus, because the X integral is over the whole spectrum of H , we expressthe integrals in Eq. (2.31) as a full matrix model average,
S(x) =
1
pip
Im lim
→0
∫ d[H] tr 1p
H − x+1pP (H) . (2.32)For later purpose, we want to write this matrix integral as an average over a ratioof determinants using
∂
∂j
∣∣∣∣
j=0
det (A+ j1p)
detA
=
1
2
∂
∂j
∣∣∣∣
j=0
det (A+ j1p)
det (A− j1p) = trA−1 (2.33)Substituting Eq. (2.33) into Eq. (2.32), we find the desired matrix model for thelevel density. It is given in terms of an average with respect to P (H) of a ratio ofdeterminants,
S(x) =
1
pip
∂
∂j
∣∣∣∣
j=0
Im lim
→0
∫ d[H] det (H − x+1p + j1p)
det (H − x+1p) P (H) . (2.34)
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The k-point correlation function is the joint probability distribution function of kout p eigenvalues of a Hermitian matrix H . It derives from the joint probabilitydistribution function by integrating P (X) over p − k out of p eigenvalues. If weapply a similar analysis as in the case of the density, we obtain
Rk(x1, . . . , xk) =
(p− k)!
(4piı)kp!
∑
L∈{±1}k
k∏
b=1
Lb∂jb
×
∫ d[H] P (H) k∏
a=1
det (H − (xa + ıεLa − ja)1p)
det (H − (xa + ıεLa + ja)1p)
∣∣∣∣∣
j=0
,
(2.35)
where L = diag(L1, . . . , Lk) and j = diag(j1, . . . , jk). It is normalized such that∫∞
−∞ dx1 · · · dxkRk(x1, . . . , xk) = 1. The ja with a = 1, . . . , k are source variablesgenerating a trace of the inverse resolvent such that the sum over the sign La of theimaginary increment ıε in Eq. (2.35) projects out only the imaginary part of thesetraces. For k = 1 the k-point function Rk(x1, . . . , xk) reduces to the level density
S(x).The average of ratios of characteristic polynomials in the second row of Eq. (2.35),is known as the generating function for the k-point function. These averages arewell studied objects for random matrix ensembles with invariant probability distri-bution functions, see Refs. [40,42–44,104–114]. However, because of the appearanceof the Itzykson-Zuber integral in Eq. (2.20), in the correlated Wishart model it cannot be studied using these results. The only possibility to gain new insights for theobservables discussed in the current section is the method of supersymmetry, seesection 2.5.
2.3.2 Largest Eigenvalue DistributionIn contrast to the level density and the k-point function which are mainly con-cerned with bulk statistics, i.e. where the gross of eigenvalues are, the largesteigenvalue distribution is in some sense a much more “local” quantity. Local meansthat significant contributions to the distribution come from the upper edge of thespectrum.
E
(β)
p ([0, t]; p) = P( Rt0
· · ·< xp−1< xp
)
Figure 2.4: The gap probability to find all p eigenvalues of a matrix within theinterval [0, t].
To study the statistics of the largest eigenvalue in the correlated Wishart model,we utilize the gap probability to find all eigenvalues of WW † within [0, t]. This gapprobability is shown in Fig. 2.4, where E(β)p ([a, b];m) is the probability of finding mout of p eigenvalues in the interval [a, b].
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We assume that we know the distribution of the largest eigenvalue P(β)max(t). Thegap probability to find all eigenvalues below a threshold t is the cumulative densityfunction of the largest eigenvalue,
E(β)p ([0, t]; p) =
∫ t
0
dt′P(β)max(t′) ⇔ P(β)max(t) = ddtE(β)p ([0, t]; p) . (2.36)
Thus, if we knew the gap probability, we knew the distribution of the largest eigen-value. The gap probability is known in terms of the joint probability distributionfunction (2.20),
E(β)p ([0, t]; p) =
t∫
0
dx1 · · · t∫
0
dxpP (X|Λˆ−1) . (2.37)
In contrast to all other statistical quantities considered in this thesis, the gap prob-ability above is given by a compact integral. This property makes it a challengingto find an underlying full Wishart model dual to Eq. (2.37) without using a Heaviside
Θ-function. The disadvantage of the Θ-functions is that they are difficult to handleanalytically.However, to obtain an matrix model representation of the gap probability (2.37),we extend the integral (2.37) to the entire spectrum of WW †, and are left with
E(β)p ([0, t]; p) =
∞∫
0
dx1 · · · ∞∫
0
dxpP (X|Λˆ−1) p∏
i=1
Θ(t− xi), (2.38)
where Θ(x) is the Heaviside Θ-function and is one if x > 0 and zero otherwise. Weuse the same symbol for the Θ-function of matrix argument, which we introduce as
Θ(A) = 1 if A is positive definite and zero otherwise. Because the integral (2.38)is over the whole spectrum of WW † and the Θ-function is invariant under basetransformations, i.e. Θ(UAU †) = Θ(A) with U ∈ Gp, we find
p∏
i=1
Θ(t− xi) = Θ (t1p −X) = Θ(t1γ2p −WW †) . (2.39)
We can apply the steps leading to Eq. (2.20) in the backward direction and arriveat
E(β)p ([0, t]; p) =
∫ d[W ] P (W |Λˆ−1)Θ(t1γ2p −WW †) . (2.40)
Here W is a real, complex or real quaternion p × n matrix. As we will see, thefull matrix model average (2.40) serves as a good starting point to study the gapprobability (2.37).
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2.3.3 Smallest Eigenvalue DistributionAlthough we are concerned with the smallest eigenvalue statistics in the uncorre-lated Wishart model in section 3, this section exclusively deals with its statisticsin the correlated Wishart model. The former is a special case of the latter and wepostpone its discussion to the particular sections.The distribution of the smallest eigenvalue is the probability that all eigenvaluesexcept one lie in [s,∞) and one in [s − ds, s]. In terms of the joint probabilitydistribution function (2.20) it reads
P(β)min(s) =
p∑
i=1
∞∫
s
dx1 · · · ∞∫
s
dxi−1 ∞∫
s
dxi+1 · · · ∞∫
s
dxpP (X|Λˆ)
∣∣∣∣∣∣
xi=s
, (2.41)
where the sum over all p eigenvalues symmetrizes the quantity. For the uncorre-lated Wishart model the sum in Eq. (2.41) reduces to a factor of p times a p− 1 foldintegral. This is due to the invariance of the integrand under the permutation ofintegration variables.To study the smallest eigenvalue distribution, we construct for later purposea Wishart model average. As we are integrating in Eq. (2.41) over p − 1 of the peigenvalues of WW † only, we can not simply find a general matrix model repre-sentation dual to Eq. (2.41). But, the particular form of Eq. (2.41) suggests insteadof Eq. (2.41) to analyze
P(β)min(s) = − dds
∞∫
s
dx1 · · · ∞∫
s
dxpP (X|Λˆ) = − ddsE(β)p ([0, s]; 0) . (2.42)
Thus, the smallest eigenvalue distribution is proportional to a derivative of the gapprobability to find none of the p eigenvalues within the interval [0, s]. This gapprobability is schematically explained in Fig. 2.5.
E
(β)
p ([0, s]; 0) = P( Rs0
x1< x2< · · ·
)
Figure 2.5: The gap probability to find no eigenvalue of a Wishart matrix withinthe interval [0, s].
Analogous to the cumulative density function of the largest eigenvalue (2.37), is
E
(β)
p ([0, s]; 0) given in terms of an eigenvalue integral. Thus, we find a dual fullmatrix model representation if we use the Heaviside Θ-function,
E(β)p ([0, s]; 0) =
∞∫
0
dx1 · · · ∞∫
0
dxpP (X|Λˆ)Θ(X − s1p) . (2.43)
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Applying the analysis done in section 2.2.4 backwards and employing the invarianceof the Heaviside Θ-function with respect to base changes, see Eq. (2.39), we arriveat
E(β)p ([0, s]; 0) =
∫ d[W ] P (W |Λˆ)Θ(WW † − s1γ2p), (2.44)
where W is a p× n matrix with real, complex or real quaternion entries.
2.4 Supersymmetry and Supermathematics
In this section we introduce the mathematical details of the supersymmetry method.We summarize in section 2.4.1 the linear algebra of supervectorspaces and super-matrices and introduce the integrals over superdomains. In section 2.4.2 we reviewsuperbosonization. We complete this section with an overview of the generalizedHubbard-Stratonovich transformation in section 2.4.3.
2.4.1 SupermathematicsFor a comprehensive approach to supersymmetry based on rigorous mathematicswe refer to Ref. [115–119]. For approaches based on calculation rather than rigorousmathematics we refer to the physical literature [65,108,114,120–122]. We orientateour summary to the physical literature, because the formalism developed there ismore intuitive when doing calculations.
Grassmann VariablesSupermathematics is concerned with the analysis and the algebra of domains con-sisting of commuting and anti-commuting variables. Commuting variables are num-bers xi, xj ∈ R,C with the property
xixj = xjxi . (2.45)Contrarily, anti-commuting or Grassmann variables ζa, ζb satisfy
ζaζb = −ζbζa . (2.46)Importantly, Eq. (2.46) implies that the square of a anti-commuting variable vanishes
ζ2a = 0. The variables ζa do not have a representation as an ordinary number. Anassociative algebra Uq consisting of the q generators ζ1, · · · , ζq satisfying Eq. (2.46)and a unit element is called a Grassmann algebra. Because of Eq. (2.46), all ele-ments in the algebra Uq are linear combinations of the unit element and ζi1ζi2 · · · ζilfor 1 ≤ i1 < i2 < · · · < il ≤ q. A prominent example of such an algebra is the exte-rior algebra generated by the basis elements of the cotangent space (the momentumspace) in classical mechanics.We introduce the complex conjugate ζ∗ of a Grassmann variable ζ as an inde-pendent Grassmann variable such that
(ζζ∗)∗ = ζζ∗ (2.47)
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is “real”, i.e. invariant under complex conjugation. In the case of commuting vari-ables (zz∗)∗ = zz∗ is enough to fix complex conjugation. For anti-commuting vari-ables, it does not uniquely determine complex conjugation. We can either choose
ζ∗∗ = ζ and (ζ1ζ2)∗ = ζ∗1ζ∗2 or
ζ∗∗ = −ζ and (ζ1ζ2)∗ = ζ∗2ζ∗1 . (2.48)We choose Eq. (2.48) in this thesis.On complex or real Grassmann algebras Uq we can have functions f : Uq → Uq .Because of ζ2i = 0, every function is a polynomial
f(ζ1, . . . , ζq, ζ
∗
1 , . . . , ζ
∗
q ) =
∑
I∈{0,1}2q
fIζ
i1
1 · · · ζiqq ζ∗iq+11 · · · ζ∗i2qq , (2.49)
where I = (i1, . . . , i2q) and fI ∈ R,C. The exponential
exp(aζζ∗) = 1 + aζζ∗ =
1
1− aζζ∗ , (2.50)is a common example occurring in many sections later on.
Supervectors and SupermatricesWe introduce a (p|q) dimensional supervector as a vector with p commuting entries
zi and q anti-commuting entires ζa,
Ψ =
[
zi
ζa
]
. (2.51)
The notation (p|q) indicates, that the vector has p commuting and q anti commutingentires, also referred to as bosonic and fermionic dimensions. Both the fermioncas well as the bosonic entries of the supervector can be real or complex in whichcase we call Ψ a real or complex supervector, respectively. The space Kp|q = Kp ×
Uq consisting of all (p|q) dimensional supervectors is called the (p|q) dimensionalsupervector space or superdomain. The transposition of a vector is the same as inthe ordinary case
ΨT = [ zi | ζa ] . (2.52)For two complex supervectors we introduce the scalar product as
Ψ†1Ψ2 =
p∑
i=1
z∗i1zi2 +
q∑
a=1
ζ∗a1ζa2 . (2.53)
Analogous to the action of matrices in an ordinary vector space, the action of su-permatrices in supervector spaces is introduced. In our particular choice of basis amatrix acting on a (p|q)-dimensional supervector space is of the form
σ =
[
a ν
µ b
]
. (2.54)
43
2.4. Supersymmetry and Supermathematics
Here a and b are p×p, respectively, q×q matrices with commuting entries. Whereas
ν and µ are p × q and q × p dimensional matrices with anti-commuting entries.The individual blocks a, b, ν and µ are the so called boson-boson, fermion-fermion,boson-fermion and fermion-boson blocks. These names have their origin in physics.For instance, the boson-fermion block maps roughly speaking a fermionic particle,which is anti-commuting, to the space of commuting particles, the bosons.The supermatrix σ, as introduced in Eq. (2.54), maps Kp|q on itself. Besidesthese, we have linear mappings from Kp|q to Km|n, represented as supermatrices.Then the corresponding supermatrix is of the form (2.54), with a, b being m×p, n×qmatrices with commuting entries, whereas µ and ν are m × q and n × p matriceswith anti-commuting entries. The dimension of a generic supermatrix is statedas (m|n) × (p|q). This notation indicates that a (p|q)-dimensional supervector ismapped to a (m|n)-dimensional one. We call a supermatrix with m = p and n = qa square supermatrix. Otherwise it is a rectangular supermatrix. By 1p|q we denotethe (p|q)× (p|q)-dimensional unit matrix.Multiplication of supermatrices is the same as for ordinary matrices. Very im-portant transformations of a supermatrix are the transposition and the Hermitianconjugation. Their definitions differ from transposition and Hermitian conjugationof an ordinary matrix. They are introduced as
σT =
[
aT −µT
νT bT
] and σ† = (σ∗)T , (2.55)
such that (σ1σ2)T = σT2 σT1 and analogously for the Hermitian conjugation. Impor-tantly, this definition makes sure that Hermitian conjugation is an involution so that
σ†† = σ.A class of matrices that will become important later are the Hermitian (self-adjoint) supermatrices, i.e. square supermatrices σ as introduced in Eq. (2.54),invariant under Hermitian conjugation
σ =
[
a ν
−ν† b
]
, (2.56)
where a = a†, b = b†. Self-adjoint supermatrices occur when the supersymmetrymethod is applied to Hermitian random matrix ensembles like the complex (β = 2)Wishart model. Supermatrices occurring for the remaining symmetry classes haveadditional symmetries, as shown in Eq. (2.84).Most concepts of ordinary vectors and matrices were extended to the theoryof supervectors and supermatrices [115]. Important examples are the supertraceand the superdeterminant of a supermatrix. For a supermatrix σ as introduce inEq. (2.54), the supertrace is given by
strσ = tra− trb . (2.57)
Analogous to the ordinary trace the supertrace is invariant under permutationsstrσ1σ2 = strσ2σ1. Another important function on the space of ordinary square
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matrices is the determinant. This concept was extended to the superdeterminant
sdetσ = det(a− νb−1µ)detb = detadet(b− µa−1ν) , (2.58)whenever a, b are invertible. In the way it is introduced in Eq. (2.58) it has theproperty that sdetσ1σ2 = sdetσ1 sdetσ2. The connection between the superdeter-minant and the supertrace is the same as the connection of the determinant andthe trace,
sdet exp (σ) = exp (strσ) , (2.59)
where the exponential of a supermatrix is defined by its series expansion.
SupergroupsIn linear algebra the classical groups O(N), U(N) and USp(2N) play a centralrole. They can be introduced by considering a complex N dimensional vector space
V equipped with a Hermitian bilinear form h(v, w) = v†w. This means, h(v, w) =
h∗(w, v). Those matrices leaving h invariant and are invertible constitute U(N).Since h is a Hermitian bilinear form, Reh is a symmetric and Imh a skew-symmetricbilinear form. The group of matrices leaving invariant Reh and Imh is the orthogonalgroup O(2N) and the unitary-symplectic group USp(2N), respectively. Moreover,the subgroup of matrices U ∈ U(N) with the property U∗ = U is equivalent toO(N).We extend this definition to supervector spaces and introduce supergroups. Wewill only summarize the salient features of these groups, important for later pur-pose. To begin with, we take Ψ to be a complex supervector of dimension (p|q) asintroduced in Eq. (2.51). The linear transformations leaving invariant the Hermitianbilinear form Ψ†Ψ constitute the group of unitary supermatrices,
U(p|q) = {u∣∣∣∣u†u = 1p|q} . (2.60)
The largest ordinary subgroup of U(p|q) is U(p)×U(q). Similar to the case of the or-dinary vector space, we the obtain two other non-trivial supergroups by consideringthe bilinear form Ψ†Ψ. We separate it into its real and imaginary part
Ψ†Ψ =
1
2
(
Ψ†Ψ + ΨTΨ∗
)
+
1
2
(
Ψ†Ψ−ΨTΨ∗
)
= ReΨ†Ψ + ıImΨ†Ψ . (2.61)
The real part of Ψ†Ψ is symmetric in the commuting entries (the z’s) and skew-symmetric in the anti-commuting entires (the ζ ′s). For the imaginary part it isreversed. The group leaving invariant the real and the imaginary part of Ψ†Ψis the unitary-ortho-symplectic group UOSp(+)(2p|2q) and UOSp(−)(2p|2q) withthe largest ordinary subgroup given by O(2p) × USp(2q) and USp(2p) × O(2q),respectively. For the shake of completeness we mention that, similar to O(N) ⊂U(N), we obtain the two unitary-ortho-symplectic subgroups UOSp(+)(p|2q) andUOSp(−)(2p|q) of U(2p|2q).
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As in the ordinary case, not only compact but also non-compact supergroupsdo exist. In the unitary case we introduce it as the group of supermatrices leavinginvariant the pseudo scalar product Ψ†LΨ, where L is a diagonal matrix with ±1entries only. If L = diag(1p−n,−1n,1q−m,−1m) we denote the group of pseudo-unitary supermatrices by U(p − n, n|q − m,m). If the particular signature of Lis unknown, we write U(L). Analogously to the non-compact case we introduceUOSp(+)(L) and UOSp(−)(L) as the supergroups leaving invariant the real and theimaginary part of Ψ†LΨ, respectively.In the theory of ordinary matrices, we can diagonalize Hermitian matrices suchthat H = UXU †, where U ∈ U(N) and X = diag(x1, . . . , xN ) are the real eigen-values. In a similar fashion we can diagonalize a Hermitian supermatrix σ = usu†,where u ∈ U(p|q) and s = diag(s11, . . . , s1p, s12, . . . , sq2) are the eigenvalues. Weseparate s into the bosonic eigenvalues si1 and fermionic eigenvalues si2.The (2p|2q)× (2p|2q) dimensional supermatrix σ obtained by superbosonizationand the generalized Hubbard-Stratonovich transformation for either β = 1 or β = 4is diagonalized by u ∈ UOSp(+)(2p|2q) or u ∈ UOSp(−)(2p|2q), respectively.
SuperanalysisFrom the algebra we switch to the analysis on superdomains. Because of Eq. (2.46),any function f(z, ζ) on a superdomain Kp|q is a polynomial in the Grassmann vari-ables with smooth coefficients in z,
f(z, ζ) =
∑
I∈{0,1}2q
fI(z)ζ
i1
1 · · · ζiqq ζ∗iq+11 · · · ζ∗i2qq , (2.62)
where z and ζ are vectors and I = (i1, . . . , i2q). As in ordinary analysis we introducethe derivative of a function. The derivative of f(z, ζ) with respect to the commutingvariables zi is the ordinary derivative acting on all the fI . For the anti-commutingvariables, the definition has a subtlety. Due to the anti-commuting property, wecan define either a derivative acting from the right or from the left. The result-ing expressions differ by a sign. We stick to the left derivative. Since we havepolynomials only, it is enough do define it by its action on a monomials in Uq
∂
∂ζi
ζi1ζi2 · · · ζil = δii1ζi2 · · · ζil − δii2ζi1ζi3 · · · ζil + . . . , (2.63)
The derivative is itself anti-commuting. Similarly to ordinary calculus, we have aproduct as well as a chain rule [115].We employ the derivative with respect to the Grassmann variables and Taylorexpand f(z, ζ) around ζa = ζ∗a = 0 for all a. We obtain that
fI(z) =
∂|I|
∂ζ
∗i2q
q · · · ∂ζ∗iq+11 ∂ζiqq · · · ∂ζi11
f(z, ζ)
∣∣∣∣∣
ζi=ζ∗i =0
. (2.64)
where fI(z) is as introduced in Eq. (2.62) and |I| = i1 + · · ·+ i2q .
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Another vital operation in analysis is the integration. Since anti-commutingvariables can not be represented as a number, the integral over a Grassmanniandoes not correspond to a volume. The definition of the integral is a formal one. Itis known as Berezin integral [115,123] and is defined by∫ dζaζb = δab√
2pi
and ∫ dζa = 0 . (2.65)
The choice of normalization 1/√2pi is common and will become clear later. Analo-gously to the derivatives with respect to Grassmannian variables, the differentialsdζa are anti-commuting. Some authors define the integral (2.65) using the derivativewith respect to Grassmannians,∫ d[ζ] f(ζ) = 1√
2pi
q
q∏
a=1
∂
∂ζa
f(ζ) , (2.66)
where d[ζ] = ∏qa=1 dζa. We continue to use the integral notation such that wecan avoid using left and right derivatives. Furthermore, it is more convenient whendoing coordinate changes.From the definition (2.65) it follows that the integral over all elements of theGrassmann algebra Uq is proportional to the element f11...1(z) in the expansion (2.62).Similar to ordinary integration, we have partial integration and we can do coor-dinate changes. Suppose we integrate a function f(aζ) and do the coordinatechange ζ ′ = aζ . Under the integral this coordinate change yields dζ ′ = dζ/a.Obviously, this is different from ordinary integration, where a substitution of theform y′ = ay would lead to dy′ = ady. When integrating a function over a vectorwith Grassmannian entries, a coordinate change of the form η = Aζ , where A is anordinary, invertible matrix and η, ζ are vectors with Grassmannian entries, yieldsd[ζ] = det−1A d[ζ] .Two prominent examples of integrals over Grassmannian vectors are the realand complex Gaussian integrals. We assume that A is a anti-symmertic, evendimensional matrix and obtain that [104]∫ d[ζ] exp (ζTAζ) = pf A√
2pi
, (2.67)
where where pf is the Pfaffian determinant and ζ is a vector with real Grass-mannian entries. If ζ is a vector with complex Grassmannian entries and A an
q × q-dimensional Hermitian matrix, we arrive at∫ d[ζ] exp(ζ†Aζ) = det A
2pi
, (2.68)
where d[ζ] = ∏qa=1 dζadζ∗a . The 1/2pi is due to our choice of normalization inEq. (2.65) and therefore justified it retrospectively. Hence, in contrast to the ordi-nary complex Gaussian integral which leads to an determinant of the inverse of A,we obtain a determinant of A.
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We combine the integration over Kp with the integration over Uq to an integralover the superdomain Kp|q , ∫ d[Ψ] f(Ψ) , (2.69)
where Ψ = (z1, . . . , zp, ζ1, . . . , ζq) and d[Ψ] = d[z] d[ζ] . A prime example of an inte-gral over a superdomain is the supersymmetric extension of the Gaussian integral∫ d[Ψ] exp(ıΨ†σΨ) = sdet−1σ, (2.70)
where σ is an invertible Hermitian supermatrix and Ψ is a complex supervector. Asimultaneous coordinate change in the fermionic and bosonic sector, i.e. the anti-commuting and commuting part of the superdomain, leads to a coordinate changein the whole superdomain, i.e. Ψ 7→ Ψ(χ). We take the variables z, ζ to be thecoordinates describing Ψ and w, η the coordinates describing χ. Under the integralthis coordinate change leads to the following change of the integration measure
d[χ] = sdet ∂χ
∂ΨT
d[Ψ] = sdet

∂w
∂zT
∂w
∂ζT
∂η
∂zT
∂η
∂ζT
 d[Ψ] . (2.71)
The Jacobian caused by the coordinate transformation is in supermathematics knownas Berezinian. The transformation of the measure as introduced in Eq. (2.71) has tobe treated with caution, because it is valid for integrals over compactly supportedfunctions only [115]. For integrals over non-compactly supported functions the mix-ing of ordinary and Grassmann variables can lead to so called Efetov-Wegner orRothstein terms [65,124].To conceive these “correction” terms, we follow Ref. [115]. We take v(x) > 0to be the defining inequality of the support of f(x, ζ). Hence, the boundary of thesupport is given by v(x) = 0. We do the coordinate change Ψ = (x, ζ) 7→ Ψ(χ) =
(x(y, η), ζ(y, η)). With the aid of a Θ-function, we perform a coordinate change asdescribed above yielding [115]∫ d[Ψ] f(x, ζ) = ∫ d[χ] sdet ∂Ψ
∂χT
f(x(y, η), ζ(y, η))Θ(v(x(y, η))) . (2.72)
The correction terms to Eq. (2.71) are achieved by expanding the Θ-function interms of Grassmann variables. Since these additional terms consist of derivativesof the Heaviside function, all correction terms involve δ-functions and derivativesthereof.
2.4.2 SuperbosonizationWe briefly review the method of superbosonization and shed light on its applicationin the context of random matrix theory. For the mathematical details and theproofs we refer to Ref. [125]. To begin with, we take z and ζ to be N × p and
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N × q dimensional matrices with commuting and anti-commuting complex entires,respectively. We aim at integrating functions f(z, z†, ζ, ζ†) depending on thesevariables, ∫ d[z] d[ζ] f(z, z∗, ζ, ζ∗) . (2.73)
The function f(z, z∗, ζ, ζ∗) is supposed to be holomorphic in z, z∗, ζ and ζ∗ andinvariant under the action of g ∈ GN , i.e. f(gz, z∗g−1, gζ, ζ∗g−1) = f(z, z∗, ζ, ζ∗).We begin with GN = U(N). Under these moderate assumptions on f , theauthors proofed the existence of a function F (x, y, η, τ) holomorpic in the commutingvariables xcc′ , yee′ and the anti-commuting variables ηce′ , τec′ , where c, c′ = 1, . . . , pand e, e′ = 1, . . . , q, which we write as
F (x, y, η, τ) = F
(
x η
τ y
)
= F (σ) (2.74)
such that
F
(
A†A
)
= f(z, z∗, ζ, ζ∗) . (2.75)
Here we introduce the rectangular (p|q)× (N |0)-dimensional supermatrix
A = [ zia | ζib ] . (2.76)With the aid of the function F , it was shown that the integral (2.73) can be writtenas an integral over a (p|q)× (p|q)-dimensional supermatrix σ,∫ d[z] d[ζ] f(z, z∗, ζ, ζ∗) ∼ ∫
D
DσF (σ)sdetNσ F (σ) . (2.77)
The domain of integration is D = D0p ×D1q , with D0p the space of positive definiteHermitian matrices of dimension p× p and D1q the group of q × q unitary matrices.The measure Dσ used in Eq. (2.77) is the Berezin superintegral form given by [115]
Dσ ∼ dµD0p(y)dµD1q (x) ∏
1≤c≤q
1≤e≤q
∂2
∂ηce∂τec
detq(x− ηy−1τ)detp(y − τx−1η) , (2.78)
where the invariant measures in the boson-boson and the fermion-fermion blockare
dµD1q (x) ∼ det−qxd[x] and dµD0p(y) ∼ det−pyd[y] , (2.79)respectively. The measure dµD1q (x) is the Haar-measure on the space of unitary
p× p matrices.If the function f(z, z∗, ζ, ζ∗) is invariant under GN = O(N), USp(2N) the anal-ysis of Ref. [125] shows that we can find a non-unique function F such that
F
(
A†A
)
= f(z, z∗, ζ, ζ∗) , (2.80)
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where A†A is a (2q|2p) × (2q|2p)-dimensional Hermitian supermatrix. For GN =O(N),USp(2N) the rectangular (2q|2p) × (γ2N |0)-dimensional supermatrix A hasa different structure compared to those considered previously. It is due to additionalsymmetries in the underlying vector space such that for O(N) and USp(2N) thesupermatrix A is given by
A =
[
zja | z∗ja | ζjb | ζ∗jb
]
, (2.81)
and
A =
[
z2j,a −z∗2j+1,a ζ2j,b −ζ∗2j+1,b
z2j+1,a z
∗
2j,a ζ2j+1,b ζ
∗
2j,b
]
, (2.82)
respectively. The structure of A carries over to A†A in terms of an additionalsymmetry. If we introduce the matrices
TO(N) =

0 1p 0 01p 0 0 0
0 0 0 −1q
0 0 1q 0
 and TUSp(2N) =

0 −1p 0 01p 0 0 0
0 0 0 1q
0 0 1q 0
 ,
(2.83)
we obtain that A†A has the following symmetry
A†A = TO(N)(A†A)TT−1O(N) and A†A = TUSp(2N)(A†A)TT−1USp(2N) . (2.84)
A supermatrix σ replacing the z, ζ integrals in Eq. (2.73) has to possess the samesymmetry as A†A and therefore has to satisfy Eq. (2.84). It has two commutingand two anti-commuting blocks x, y and η, τ . The symmetry (2.84) restricts xand y to a particular subset of Hermitian and unitary matrices, whereas in theanti-commuting blocks it identifies the entries of τ with those of η. As shownby the authors in Ref. [125], the integral (2.73) with f being invariant under theaction of GN = O(N) or GN = USp(2N), can be written as an integral over an
(2q|2p)× (2q|2p)-dimensional supermatrix,∫ d[z] d[ζ] f(z, z∗, ζ, ζ∗) ∼ ∫
D
DσsdetN/2σF (σ) . (2.85)
We discuss the domain of integration D case by case. For β = 1 the domain ofintegration is invariant under the symmetry transformation on the left hand side ofEq. (2.84). Thus, in an appropriate basis, the boson-boson and the fermion-fermionblock consists of a real symmetric, positive definite matrix and a matrix in thecircular symplectic ensemble U(2q)/USp(2q), respectively. For β = 4 the domain ofintegration is invariant under the left side of Eq. (2.84). Hence, the boson-boson andthe fermion-fermion block consists of a real quaternion, self-dual, positive definitematrix and a matrix in the circular orthogonal ensemble U(2q)/O(2q). Analogously
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to the U(N) case, the measure Dσ in Eq. (2.85) is the Berezin superintegral formon the particular space. For β = 1 it is given by
Dσ ∼ dµD0p(y)dµD1q (x) p,q∏
c=1,e=1
∂2
∂ηce∂η(e+q)(c+p)
p,q∏
c=1,e=1
∂2
∂ηe(c+p)∂ηc(e+q)
× detq(x− σy−1τ)detp(y − τx−1σ)det1/2(1p − x−1σy−1τ) .
(2.86)
For β = 4 the derivatives ∂ηe(c+p) and ∂ηc(e+q) in the second product are inter-changed and the exponent of the determinant in the denominator becomes −1/2.The invariant measures in the boson-boson and the fermion-fermion sectors are
dµD1q (x) ∼ det−q−1/2xd[x] , dµD0p(y) ∼ det−p+1/2yd[y] , (2.87)and
dµD1q (x) ∼ det−q+1/2xd[x] , dµD0p(y) ∼ det−p−1/2yd[y] , (2.88)for β = 1, 4 respectively.
2.4.3 Generalized Hubbard-Stratonovich TransformationThe generalized Hubbard-Stratonovich transformation [109, 113] is an alternativemethod to superbosonization. It has been shown that both approaches are equiva-lent [126]. Although it is not based on rigorous mathematics, it has the advantagethat a replacement of a supermatrix using a δ-function is more intuitive to physicistsand applicable to a broader class of matrix models, c.f. Ref. [8].As in the previous section, the Hubbard-Stratonovich transformation is used toreplace a dyadic product of two rectangular supermatrices by a square supermatrix.We take z and ζ to be a N × p and a N × q matrix with complex commuting andanti-commuting entries, respectively and aim to investigate∫ d[z] d[ζ] f(z, z∗, ζ, ζ∗) . (2.89)
The integrand f is holomorphic in z, z∗, ζ and ζ∗ as well as invariant under theaction of GN . We begin with the case GN = U(N). As shown in Ref. [125], a function
F (x, y, η, τ) exists that is holomorpic in the commuting variables xcc′ , yee′ and theanti-commuting variables ηce′ , τec′ , which we write as
F (x, y, η, τ) = F
(
x η
τ y
)
= F (σ) , (2.90)
where e, c′, c and c′ are as defined above, such that
F
(
A†A
)
= f(z, z∗, ζ, ζ∗) . (2.91)
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Here A is a rectangular (p|q) × (N |0)-dimensional supermatrix as introduced inEq. (2.76) so that A†A is a (p|q) × (p|q) dimensional supermatrix. Because of thedyadic structure A†A is a Hermitian supermatrix. We take the Fourier transform ofa δ-function in superspace [127]
δ(σ − µ) ∼
∫ d[ρ] exp (ıstrρ(σ − µ)) , (2.92)
and replace A†A by a Hermitian supermatrix σ yielding∫ d[z] d[ζ] f(z, z∗, ζ, ζ∗)
=
∫ d[z] d[ζ] d[σ, ρ] F (σ) exp(ıstrρ−(σ −A†A)) . (2.93)
We introduce ρ− = ρ − ı1p|q and keep in mind that  → 0 subsequently to thecalculation of the ρ integral. This imaginary increment ensures the convergence,when exchanging the z and ζ with the σ and ρ integrals. Moreover, we assume aproper rotation of σ
σ = diag(1p, eıφ/21q)σ0diag(1p, e−ıφ/21q) , (2.94)
where σ0 is of the form Eq. (2.56), such that the resulting σ integral exists. Dueto the exchange of the integrals, the A integral reduces to a Gaussian integral. Toperform it, we use Eq. (2.70) and find∫ d[z] d[ζ] exp(−ıstrρ−A†A) ∼ sdet−Nρ− . (2.95)
Substituting the superdeterminant (2.95) into the integral (2.93), we arrive at∫ d[z] d[ζ] f(z, z∗, ζ, ζ∗) = ∫ d[σ] F (σ)IN (σ) . (2.96)
Here IN is the supersymmetric Ingham-Siegel integral, which is given for β = 1, 2, 4by
IN (σ) =
∫ d[ρ] sdet−N/γ1ρ− exp (ıstrρ−σ) , (2.97)
where ρ is in the same symmetry class as σ, and γ1 as introduced in section 2.2.Using the invariance of the flat measure d[ρ] under the action ρ 7→ uρu† with
u ∈ UOSp(+)(2p|2q), u ∈ U(p|q), u ∈ UOSp(−)(2p|2q) for β = 1, 2, 4, respectively, itturns out that IN (σ) is invariant under the same action on σ. Thus, it depends onthe eigenvalues of σ only. In terms of these IN (σ) was computed for β = 1, 2, 4 inRef. [113].For the remaining two symmetry class with GN = O(N),USp(2N) the gener-alized Hubbard-Stratonovich transformation works in an analogous manner. Themain difference is that A†A is not only Hermitian but also invariant under the
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transformation (2.84). Thus, we replace the (2p|2q) × (2p|2q)-dimensional A†A bya supermatrix with the same symmetries using a δ-function, exchange the integralsand perform the A integral. This leads to∫ d[z] d[ζ] f(z, z∗, ζ, ζ∗) = ∫ d[σ] F (σ)IN (σ) , (2.98)
where we assume a proper rotation of σ and ρ similar to Eq. (2.94). Because σand A†A are in the same symmetry class, the boson-boson and the fermion-fermionblock are for GN = O(N) given by a real symmetric and a real quaternion self-dualmatrix, respectively. For GN = USp(2N) it is the other way around.
2.5 The Supersymmetry Method in Correlated Ensembles
As a first result of this thesis, we work out the supersymmetry method for thecorrelated Wishart model, extending a discussion in the appendix of Ref. [2]. Insection 2.3.1, we related the k-point correlation function, to its generating function,see Eq. (2.35). A generalization of this arises if we take a different number ofdeterminants in the numerator and in the denominator and study
Zk1/k2p (κ) =
1
Z
0/0
p (0)
∫ d[W ] P (W |Λˆ) ∏k2a=1 det (WW † − κa,21γ2p)∏k1
b=1 det (WW † − κb,11γ2p) , (2.99)where κ = diag(κ11, κ21, . . . , κk11, κ12, . . . , κk22) = diag(κ1, κ2) and γ1, γ2 and γ˜ areas introduced in section 2.2.1. What the particular values the κa1 and κb2 are differsfrom case to case. For instance, if we consider the density we have k1 = k2 = 1,
κ11 = x + ıε + j and κ12 = x + ıε, see also Eq. (2.34). To ensure the convergenceof the integral (2.99), we require that Im κb,1 6= 0 for all b. For illustrating purpose,we assume that Im κb,1 < 0 for all b. The more general case works analogously,but is more technical. The normalization of this matrix model is chosen such that
Z
k1/k2
p (κ)→ 1 for κ→ 0.To begin with our analysis, we only assume that the Fourier transform of thedistribution P (W |Λˆ) exists and that P (W |Λˆ) is invariant under right translation,
P (W |Λˆ) 7→ P (WU |Λˆ) = P (W |Λˆ) (2.100)
for all U ∈ Gn. To map Eq. (2.99) to superspace, we express the ratio of determinantsas Gaussian integral over a superdomain using Eq. (2.70),∏k2
a det (WW † − κa,21γ2p)∏k1
b det (WW † − κb,11γ2p) = sdetγ2(n−p)κ sdet−1
(
W †W ⊗ 12k − 1γ2n ⊗ κ)
∼sdetγ2(n−p)κ∫ d[Ψ] exp(ıΨ† (W †W ⊗ 12k − 1γ2n ⊗ κ)Ψ) (2.101)
Notice that from the first to the second line of Eq. (2.101), we replaced WW † by
W †W . This is justified, because p of the n eigenvalues of W †W coincide with
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those of WW †. The remaining n − p are zero. Hence, the exchange yields thesuperdeterminant of κ to a power of p− n.For an ordinary vector v we have the following identity v†v = trvv†. A similaridentity exist for vectors ξ with Grassmann entries ξ†ξ = −trξξ†, where the mi-nus sign is caused by anti-commuting ξ and ξ†. We combine both identities andintroduce the Hermitian matrix K with entries
Kij =
k1∑
a=1
ziaz
∗
ja −
k2∑
b=1
ζibζ
∗
jb ⇔ K = [ zja | ζjb ]
[
z∗ja
−ζjb
]
. (2.102)
As introduced in Eq. (2.102), K is a n×n matrix with commuting entries. With K athand we obtain that the exponential in the third line of Eq. (2.101) can be writtenas
exp
(
ıΨ†
(
W †W ⊗ 1k − 1γ2n ⊗ κ)Ψ) = exp(ıtrW †WK − ıΨ†1γ2n ⊗ κΨ) .(2.103)
If we exchange the W and the Ψ integral, the W integral reduces to a Fouriertransform of the probability distribution P (W |Λˆ), the so called characteristic func-tion
Φn(K|Λˆ) =
∫ d[W ] P (W |Λˆ) exp(ıtrW †WK) . (2.104)
It is also known as moment generating functional [37, 41], because the derivativeswith respect to K at K = 0 yield moments of W †W with respect to the probabil-ity distribution P (W |Λˆ). We substitute into the generating functions such that itbecomes
Zk1/k2p (κ) = Kn,p sdetγ2(n−p)κ∫ d[Ψ] exp(−ıΨ†1γ2n ⊗ κΨ)Φn(K|Λ) , (2.105)
where Kn,p is the overall normalization constant. For β = 2 the matrix W †W doesnot provide further symmetries. For β = 1, 4 the entries of W are real, respectively,real quaternion so that W †W is real symmetric or self-dual. In this case the char-acteristic function Φn depends only on the part of K that respects this symmetry,see Eq. (2.104), and the complementary part of it drops out. Thus, it is reasonableto decompose K for β = 1 into its symmetric and anti-symmetric and for β = 4 intoits self-dual and non self-dual part
K =
1
2
(
K +KT
)
+
1
2
(
K −KT ) = 1
2
(K+ +K−) , (2.106)
K =
1
2
(
K + ΩnK
TΩ−1n
)
+
1
2
(
K − ΩnKTΩ−1n
)
=
1
2
(K+ +K−) , (2.107)
where Ωn is the symplectic unit
Ωn =
[
0 1n
−1n 0
]
. (2.108)
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If we set K+ = K for β = 2, the matrix K+ respects the same symmetries as W †W .From this follows that the characteristic function (2.104) depends only on K+.By the assumption that P (W |Λˆ) is invariant under the right action of Gn on W ,which means U ∈ Gn acts by W 7→WU , it immediately follows that the character-istic function is invariant under the adjoint action of Gn on K+, i.e. K+ 7→ UK+U †where U ∈ Gn. Hence, it depends solely on the invariants of K+, namely trKm+ for
m ∈ N.In Eq. (2.76) we introduced the rectangular supermatrix A. As we have shown inEq. (2.102), K = AA† = K+. If we consider instead of K the matrix K+, we obtainthat
K+ = AA
† (2.109)holds for β = 1, 2, 4 with A given by Eqs. (2.81), (2.76), (2.82). Due to the dyadicstructure of K+, it has the same invariants as A†A. This is commonly known astrace duality [109,113] and is written as
trKm+ = tr(AA†)m = str(A†A)m for all m ∈ N . (2.110)If we substitute the identity (2.110) into the integrand (2.105), it depends on thesupermatrix A†A only, because
Ψ†1γ2n ⊗ κΨ = 1/γ˜ strκˆA†A , (2.111)where κˆ = 1γ˜ ⊗ diag(κ1, κ2). Thus, we arrive at
Zk1/k2p (κ) = Kn,p sdetγ2(n−p)κ∫ d[Ψ] exp(− ıγ˜ strκˆA†A
)
Φ˜n(A
†A/γ˜|Λ) , (2.112)
where the function Φ˜n is the characteristic function Φn with the invariant tr (AA†)mreplaced by str (A†A)m.We change the coordinates and replace A†A by a supermatrix in the same sym-metry class. To do so, two equivalent approaches exist in the literature, the gener-alized Hubbard-Stratonovich transformation [109, 113] and superbosonization [125,128], reviewed in section 2.4.3 and section 2.4.2. In the former, we replace A†A bya Hermitian supermatrix σ in the same symmetry class and end up with
Zk1/k2p (κ) = Kn,p sdetγ2(n−p)κ∫ d[σ] exp(− ıγ˜ strκˆσ
)
Φ˜n(σ/γ˜|Λ)In (σ) , (2.113)
where σ is a properly rotated supermatrix, see Eq. (2.94) and In(σ) the supersym-metric Ingham-Siegel integral (2.97).The second possibility to replace A†A in Eq. (2.112) is superbosonization. Em-ploying it as described in section 2.4.2 leads to
Zk1/k2p (κ) = Kn,p sdetγ2(n−p)κ∫ Dσsdetn/γ˜σ exp(− ıγ˜ strκˆσ
)
Φ˜n(σ/γ˜|Λ), (2.114)
where σ is a supermatrix as introduced in section 2.4.2 and Dσ is the invariantBerezinian superform.
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2.6 Summary Chapter 2
We reviewed the historical development of random matrix theory. After a moti-vating example upon its application in principal component analysis and canonicalcorrelation analysis, we summarized the theoretical background of the correlatedWishart and Jacobi ensemble.In the ensemble approach, we replace the sample data matrix by an ensembleof model data matrices using the correlated Wishart model. Since many statisticalproperties of correlations in time series are carried by the eigenvalues of the corre-lation matrix, we focus in this thesis on its eigenvalue statistics. We reviewed howthe joint eigenvalue distribution function is derived within the correlated Wishartmodel and summarized the challenges arising when eigenvalue statistics are con-sidered.We focus mainly on three aspects of the eigenvalue statistics, the statistics of theextremes, the eigenvalue density and the eigenvalue correlations. The statistics ofthe extremes are encoded in the distribution of the smallest and largest eigenvaluewithin the Wishart model. To study it, we present several representations of it anda related gap probability in terms of eigenvalue and matrix model averages. Theeigenvalue density and correlations are studied via the k-point correlation func-tion, which we expressed as an averaged k-fold product of ratios of characteristicpolynomials.For many of the next chapter’s considerations, the method of supersymmetryplays an essential role. We reviewed important details of supermathematics, thesuperbosonization and the generalized Hubbard-Stratonovich transformation. As afirst result of this thesis, we showed under modest assumptions on the probabilitydistribution function how averaged products of determinants in the numerator aswell as denominator in correlated Wishart models can be mapped to supermatrixmodels.
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Smallest Eigenvalue Statistics in Wishart-LaguerreEnsembles
This chapter is devoted to the computation of the smallest eigenvalue distributionand a related gap probability to find no eigenvalue within an interval [0, s] in theuncorrelated real and real quaternion Wishart model, see section 2.3.3, also knownas Wishart-Laguerre ensembles. For both models, these quantities still pose chal-lenging difficulties, as averages over square roots of characteristic polynomials areinvolved. Because of these square roots standard random matrix techniques do notapply. The analysis of the real ensemble presented here is based on Refs. [3,5] andextends some of the aspects discussed therein.
Several attempts were made in the literature to study the smallest eigenvaluestatistics in the real Wishart model. None of them obtained closed-form expres-sions in terms of integrable Pfaffian structures consisting of known functions. OnlyRef. [129] studied the case of finite n, p. The author found a recursion relation for thedistribution of the smallest eigenvalue, which, however, can be solved on a computeronly. For n− p = 0 and n− p = 2 the microscopic limit of the smallest eigenvaluedistribution was derived in Ref. [91] and in Ref. [130], respectively. Solely in thecase of odd rectangularity n−p = 2k+ 1 and the complex Wishart-Laguerre model,which we will not consider here, closed-form expressions for the smallest eigenvaluedistribution were obtained in Refs. [107,131] and Refs. [132,133], respectively.
For the real quaternion Wishart model, the distribution of the smallest eigen-value was computed in terms of an infinite series in Ref. [134]. To the best of ourknowledge, no Pfaffian structure for the smallest eigenvalue distribution and thegap probability are known in the literature.
The outline of this chapter is as follows: Section 3.1 is concerned with the gapprobability and the distribution of the smallest eigenvalue for the real Wishart-Laguerre ensemble. In section 3.2, we study these quantities for the real quaternionensemble. For clarity and comprehensibility we put long calculations into appendixA.
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3.1 Real Wishart-Laguerre Ensemble
For the real Wishart-Laguerre ensemble, we consider the case of even rectangu-larity ν = n − p only, because for odd rectangularity square roots disappear suchthat standard techniques apply. Hence, in this case one obtains a closed-formexpression in terms of an integrable Pfaffian [107,131].In section 3.1.1, we derive an integrable Pfaffian structure for the smallest eigen-value distribution and a related gap probability. It is based on a class of non stan-dard orthogonal polynomials, which we construct using bosonization techniques insection 3.1.2. Combining both results we compute in section 3.1.3 exact expressionsas well as the hard-edge limit formulas of the gap probability. In section 3.1.4 wedo the same for the smallest eigenvalue distribution. Since the analysis of bothquantities in the hard edge limit is done for even p only, we show in section 3.1.5using an alternative approach that the microscopic limit of the Pfaffian kernel is thesame for even and odd p. We then extend this approach and sketch how to derivePfaffian kernels without sums over orthogonal polynomials, establishing a kind ofChristoffel-Darboux formula for the polynomials constructed in section 3.1.2. To il-lustrate our findings, we compare our analytic expressions to numerical simulationsin section 3.1.6.
3.1.1 Integrable Pfaffian StructureWe show that the smallest eigenvalue distribution (2.41) as well as the relatedgap probability (2.42) have an integrable Pfaffian structure for even rectangularity
ν = n− p. Due to the absence of correlation, we can express the gap probability
E(1)p ([0, s]; 0) = exp(−
sp
2
)Kp×n
×
∫ d[X] |∆p(X)| p∏
i=1
(xi + s)
(ν−1)/2 exp (−xi/2)
(3.1)
= exp(−sp
2
)
〈det(ν−1)/2 (X + s1p)〉 1
2
,0
(3.2)
and the smallest eigenvalue distribution
P(1)min(s) = ps(ν−1)/2 exp(−sp2 )Kp×n
×
∫ d[X] |∆p(X)| p∏
i=1
xi(xi + s)
(ν−1)/2 exp (−xi/2)
(3.3)
= ps(ν−1)/2 exp(−sp
2
)
〈det(ν−1)/2 (X + s1p−1)〉 3
2
,0
(3.4)
as an averaged characteristic polynomial. Here Kp×n is a normalization constantdetermined by E(1)p ([0, s]; 0)→ 1 for s→∞ and
〈f(X)〉i,s = Kp×n
∫ d[X] |∆p(X)| f(X) p∏
j=1
wi(xj ; s) , (3.5)
58
Chapter 3. Smallest Eigenvalue Statistics in Wishart-Laguerre Ensembles
where the weight wi is yet to be defined. Using Selberg’s integral [40], we computethe normalization constant and find
1
Kp×n
= 2pn/2
p−1∏
j=0
Γ
(
j+3
2
)
Γ
(
j+2α+1
2
)
Γ (3/2)
. (3.6)
The main difficulty in computing the averages (3.1) and (3.3) is the half-integerpower of the characteristic polynomial caused by an even ν. We lever out thisdifficulty, by introducing the s-dependent weight function
wi(x; s) =
xi exp (−x/2)√
x+ s
(3.7)
such that the gap probability (3.1) reduces to
E(1)p ([0, s]; 0) = Kp×ne
−pt/2
∫ d[X] |∆p(X)| detα (X + t1p) p∏
i=1
w0(xi; s) , (3.8)
where ν = n− p = 2α with integer α. Analogously, we obtain an expression for thesmallest eigenvalue distribution,
P(1)min(s) = ps(ν−1)/2 exp(−sp2 )
〈detν/2 (X + s1p−1)〉
1,s
(3.9)
with w1(x, s) as weight function. By moving the half-integer part of the character-istic polynomial into the weight, the averages over a characteristic polynomial tohalf-integer power (3.1) and (3.3) become averages of a characteristic polynomialto integer power (3.8) and (3.9). The average in Eq. (3.8) is brought to a more con-venient form by introducing dummy source variables κi, i = 1, . . . , α, that will beset to −s at the end of the calculation. For the gap probability (3.8) this leads to
E(1)p (t) = Kp×ne
−ps/2
α∏
i=1
lim
κa→−s
〈
α∏
i=1
det (X − κa1p)〉
0,s
(3.10)
= Kp×ne−pt/2
α∏
i=1
lim
κa→−s
Zα,w0p (κ) , (3.11)
whereas for the smallest eigenvalue distribution we arrive at
P(1)min(s) = ps(ν−1)/2 exp(−sp2 )Kp×n
α∏
i=1
lim
κa→−s
Zα,w1p−1 (κ) (3.12)
The α-point partition function Zα,wiM (κ) introduced in Eq. (3.11) is of standard typeand was solved several times in the literature, see Ref. [107,110,112] and referencestherein. Assuming α = 2m even, it becomes a Pfaffian expression with a 2m× 2mdimensional kernel,
Z2m,wiM (κ) =
(−1)2m(2m−1)/2M !
(M + 2m)!∆2m(κ)
Z0,wiM+2m(0)pf [KL+m(κa, κb)] , (3.13)
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where M = 2L+ χ, with χ ∈ {0, 1} and 1 ≤ a, b ≤ 2m. The quantity Z0,wiM (0) is anexplicit function of s yet to be determined. The kernel of the Pfaffian (3.13) is givenby
Kl(κa, κb) =
l−1∑
j=0
R2j+1 (κa, s)R2j (κb, s)−R2j+1 (κb, s)R2j (κa, s)
rj(s)
, (3.14)
where Ri(y, s) are skew-orthogonal polynomials with respect to the weight func-tion (3.7)〈
R2j+1
∣∣R2i〉1,s = rj(s)δij , 〈R2j∣∣R2i〉1,s = 0 = 〈R2j+1∣∣R2i+1〉1,s . (3.15)The ri(s) are the normalization constants of the skew-symmetric scalar productsintroduced as
〈
f
∣∣g〉
1,s
=
∞∫
0
dy y∫
0
dxw(x; s)w(y; s) (f(x)g(y)− f(y)g(x)) . (3.16)
If M is even the polynomials are uniquely determined up to a constant. The latteris fixed by choosing the polynomials to be monic, i.e. Ri(x) = xi+ . . . If M = 2L+1is odd, i.e. χ = 1, the polynomials are not uniquely determined by orthogonality.Instead of considering monic polynomials in the derivation of Eq. (3.13), we requirethem to satisfy
∞∫
0
dxRj(x, s)wi(s;x) = δj,2L . (3.17)
If the gap probability has odd α = 2m−1, we introduce an additional dummy sourcevariable κ2m such that if we set κ2m → ∞ at the end we obtain our original ex-pression. Then we use our results found earlier for even number of source variablesand apply the limit κ2m →∞ to it, i.e.
lim
κ2m→∞
( −1
κ2m
)M
Z2m,wiM (κ) , (3.18)
before setting κi to −s, yielding a 2m× 2m-dimensional Pfaffian structure.Eventually, we are left with the computation of skew-orthogonal polynomialswith respect to the weight (3.7). These polynomials have coefficients analytic in s.Later, when setting all source variables κi to −s, the kernels become analytic func-tions in s rather than polynomials. In this way we circumvent the study of analyticfunctions in s by studying orthogonal polynomials in dummy source variables.
3.1.2 Orthogonal PolynomialsIn the previous section, we reduced the calculation of the gap probability to theconstruction of a particular class of orthogonal polynomials with respect to the
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scalar product (3.16) and the weight function (3.7). Employing a recent result [40,135], we express these polynomials as eigenvalue integrals
Rj=2N (y, s) = K2N
∫ d[X] |∆2N (X)| det (X − y12N ) 2N∏
j=1
wi(xj ; s)
= K2N R
(η)
2N (y)
∣∣∣
η=1
(3.19)
if the degree j of the polynomial is even and
Rj=2N+1(y, s) = K2N+1
∫ d[X] |∆2N (X)| (y + trX) det (X − y12N ) 2N∏
j=1
wi(x; s)
= K2N+1
(
yR
(η)
2N (y, s)
∣∣∣
η=1
− 2 ∂
∂η
R
(η)
2N (y, s)
∣∣∣∣
η=1
)
,
(3.20)
if it is odd. The introduction of the “generating polynomial“
R(η)n (y, s) =
∫ d[X] |∆n(X)| det (X − y1n) exp (−η2 trX)√det (X + s1n) , (3.21)
enables us to deduce both polynomials from the same calculation. We suppressthe index i, indicating which weight function (3.7) has to be used. For the smallesteigenvalue distribution we take i = 1 and for the related gap probability i = 0.However, we construct the polynomials for all positive, integer values of i in a unifiedway. The normalization constants K2N and K2N+1 of the orthogonal polynomialsare fixed by requiring that these polynomials are monic, i.e.
lim
y→∞
1
y2N
R2N (y, s) = 1 = lim
y→∞
1
y2N+1
R2N+1(y, s) . (3.22)
In appendix A.1, we construct an invariant two-by-two matrix model coupled toa scalar integral which is dual to the generating polynomial (3.21). We derive acomplete set of orthogonal polynomials using Eqs. (3.19) and (3.20). It turns outthat for even degree j = 2N , they are given by
Ra2N (y, s)
K2Ns(2i+1)/2
=
2N !
(2N − a)!
[U(2N + 2i+ 1
2
,
1 + 2i
2
;
s
2
)
L
(1+2i+a)
2N−a (y)
+
2N + 2i+ 1
2
U(2N + 2i+ 3
2
,
3 + 2i
2
;
s
2
)
L
(2i+a)
2N−a (y)
]
,
(3.23)
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and for odd degree j = 2N + 1 by
Ra2N+1(y, s)
K2N+1s(2i+1)/2
= (y + 2N(2N + 2i+ 2)− 2i− 1)Ra2N (y, s)
+ aRa−12N (y, s)−
(2N)!
(2N − a)!
(U(2N + 2i+ 1
2
,
1 + 2i
2
;
s
2
)
×
[
2y(2N − a)L(2+a+2i)2N−a−1 (y) + 2aL(1+a+2i)2N−a (y)
]
+
2N + 2i+ 1
2
U(2N + 2i+ 3
2
,
3 + 2i
2
;
s
2
)
×
[
sL
(2i+1+a)
2N−a (y)− 2y(2N − a)L(a+1+2i)2N−a−1 (y)− 2aL(a+2i)2N−a (y)
]
+ s
2N + 2i+ 1
2
2N + 2i+ 3
2
U(2N + 2i+ 5
2
,
5 + 2i
2
;
s
2
)
L
(2i+a)
2N−a (y)
)
.
(3.24)
where U (a, b; z) is the confluent hypergeometric function and L(b)N (y) is the Laguerrepolynomial in monic normalization with L(b)N (y) = 0 for all N < 0, see Eq. (A.14).The superscript a in Eq. (3.23) and Eq. (3.24) denotes the ath derivative with respectto the “polynomial” argument y, which we compute for later purpose. Applying thenormalization condition (3.22) to the even and odd polynomials Eqs. (3.23) and (3.24),determines K2N and K2N+1 to be
K2N = K2N+1 =
1√
s
2i+1U (2N+2i+12 , 3+2i2 ; s2) . (3.25)Besides the orthogonal polynomials, the Pfaffian kernel (3.14) depends on the nor-malization constants rm(s) of the scalar product, see also Eq. (3.15). To compute it,we make use of [40]
Z0,wi2m (0) =
∞∫
0
dx1 . . . ∞∫
0
dx2m |∆2m(X)| 2m∏
j=1
wi(xj , t) = (2m)!
m−1∏
j=0
rj(s) (3.26)
and find
rm(s) =
(2m)!
(2m+ 2)!
Z0,wi2m+2(0)
Z0,wi2m (0)
. (3.27)
An analytic closed-form expression for the partition functions Z0,wi2m derives from thegenerating polynomial, see Eq. (A.26). Inserting it into Eq. (3.27) yields
rm(s) = 2(2m)!(2m+ 1 + 2i)!
U(2m+ 3 + 2i
2
,
3 + 2i
2
;
s
2
)
U(2m+ 1 + 2i
2
,
3 + 2i
2
;
s
2
) . (3.28)
If the number of eigenvalue integrals in Eq. (3.13) M is odd, we modify our poly-nomials to satisfy Eq. (3.17). As we have an odd number of polynomials, these
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monic polynomials are not uniquely determined by orthogonality [40,44]. Moreover,the highest degree polynomial is orthogonal to all other M − 1 polynomials, seeEq. (3.15). Thus, we can add multiples of it to each polynomial without affectingthe orthogonality as defined in Eq. (3.15). Introducing
gˆi(s) =
∞∫
0
dxRi(x, s)wi(x, s) , (3.29)
Rˆai (y, s) = Ri(y, s)− gi(s)Ra2L+2m(y, s) ∀i = 1, . . . , p− 2 , (3.30)
Rˆa2L+2m(y, s) =
1
g2L+2m(s)
Ra2L+2m(y, s) , (3.31)
where Rai (y, s) are the polynomials as given by Eqs. (3.23) and (3.24), we find thatthe Rˆ0i (y, s) satisfy Eqs. (3.15) and (3.17).
3.1.3 Exact Expression and Microscopic Limit of E(1)pThe polynomials constructed in the previous sections, together with the results ofsection 3.1.1 yield a closed-form solution to Eq. (3.1), which we study in this section.We complete this section with an analysis of the gap probability in the microscopiclimit. We begin our finite n, p analysis with the p = 2L even case and adjust it tothe p = 2L+ 1 odd case.It is worth mentioning that in this section we are concerned only with thepolynomials Eq. (3.23) and Eq. (3.24) obtain for i = 0.
Even p = 2LBefore we insert the analytic expressions obtained in section 3.1.2 into the gener-ating function, we perform the limits (3.11). As this is straightforward, we only givethe result. If α = 2m is even, we obtain
E(1)p ([0, s]; 0) = Cp,nU(p+ 2m+ 12 , 32; s2
)
exp (−ps/2)√s
× pf l−1∑
j=0
Ra2j+1 (−s, s)Rb2j (−s, s)− (a↔ b)
rj(s)
 , (3.32)
where a, b = 0, . . . , α − 1, l = L + m and the polynomials are given by Eqs. (3.23)and (3.24) with i = 0. The superscript a indicates the ath derivative of the poly-nomials with respect to its first argument. The normalization constant is givenby
Cp,n = (−1)αp
α−1∏
i=0
(2i)!
i!
p!2(2m−1)/2
(p+ 2m)!
∏2m−1
i=0 (p+ i+ 1)!∏α−1
i=0 (p+ 2i)!
Γ
(
p+1
2
)
√
pi
. (3.33)
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To find a Pfaffian structure for α = 2m − 1 odd, we introduce an additionaldummy source variable κ2m, apply our results for even α and perform eventuallythe limit (3.18). Together with the limit (3.11), we arrive at
E(1)p (t) = Cp,n exp (−ps/2)
√
sU(p+ 2m+ 1
2
,
3
2
;
s
2
)
pf

L+m−1∑
j=0
Ra2j+1 (−s, s)Rb2j (−s, s)− (a↔ b)
rj(s)
−
Ra2(L+m−1)(−s, s)
rL+m−1(s)
Rb2(L+m−1)(−s, s)
rL+m−1(s)
0
 ,
(3.34)
for the gap probability, where 1 ≤ a, b,≤ 2m. The polynomials used are given byEqs. (3.23) and (3.24) with i = 0.
Odd p = 2L+ 1We obtain a Pfaffian structure for odd p = 2L + 1 if we put an additional require-ment on the polynomials, c.f. Eq. (3.17). The polynomials for odd p are derivedfrom those constructed above by shifting all polynomials, except the polynomial ofhighest degree, by appropriate scalar multiples of it , c.f. Eq. (3.30). Hence, theexpression for the gap probability remains the same, apart from substituting theshifted polynomials Rˆaj (−s, s) for Raj (−s, s) in Eq. (3.32) and Eq. (3.34). In case ofodd α, we replace the polynomial in the last row and column by
1
g2L+2m(s)
L+m−1∑
j=0
Ra−12j+1 (−s, s) g2j (s)− g2j+1 (s)Ra−12j (−s, s)
rj(s)
, (3.35)
where the polynomials are those constructed in section 3.1.2, as shown in Eq. (3.23)and Eq. (3.24) and gj(s) as introduced in Eq. (3.29).
The Microscopic LimitWe study the microscopic limit of the gap probability (3.1), i.e. we perform the limit
p→∞, keeping ν = n− p fixed and focus on the scale s = u/4p,
E(1)(u) = lim
p→∞E
(1)
p
(
u
4p
)
. (3.36)
We do the analysis for even p only and show in section 3.1.5 that both, the evenand the odd p case, have the same microscopic limit.The dimension of the matrix kernel in the Pfaffian determinants (3.32) and (3.34),depends solely on the rectangularity ν = n− p. Accordingly, the Pfaffian structureof the gap probability survives in the microscopic limit. Hence, we analyze theasymptotic behavior of the normalization constant and the kernel only. To treat thelatter, we replace the sum by an integral
l−1∑
j=0
fj → p
2
1∫
0
dxfx(p+2m−2)/2 , (3.37)
64
Chapter 3. Smallest Eigenvalue Statistics in Wishart-Laguerre Ensembles
where we use that l = L + m = p/2 + m. Since the contributions of fx(p+2m−2)/2to the integral for x smaller than O(1) are of measure zero, we require the large-
p contribution to summand (3.37) only. It is given by the leading order of thepolynomials (3.23) and (3.24) in p.Substituting the asymptotic expressions for the polynomials and the scalar prod-uct normalization constants derived in appendix A.2 into the Pfaffian kernel (3.14)and replacing the sum by an integral as shown in Eq. (3.37), we obtain
pa+b+1Ξa,b(u) =
(−2p)a+bp
8
1∫
0
dx√
ux
(x
u
)(a+b)/2 (
2 (b− a) Ia (√ux) Ib (√ux)
+ (2b+ 1)
√
uxIa+1 (√ux) Ib (√ux)− (2a+ 1)Ia (√ux) Ib+1 (√ux)) , (3.38)
where Ib(x) is the modified Bessel function of first kind. The remaining integralscan be performed using
1∫
0
dxycIµ (y√u) Iν (y√u) = 2−σ−1uσΓ(σ + 1)Γ(1
2
(c+ σ + 1)
)
3F˜4
(
1
2
(σ + 1),
1
2
(σ + 2),
1
2
(c+ σ + 1);µ+ 1,
1
2
(c+ σ + 3), ν + 1, σ + 1;u
)
,(3.39)
where σ = µ + ν and 3F˜4 is the regularized counterpart of the hypergeometricfunction 3F4, c.f. Ref. [136]. Although the representation of the kernel in terms ofhypergeometric functions does not gain new insights, it drastically decreases theevaluation time when implementing our final expressions in a computer program.To eventually take the microscopic limit of the gap probability, we derive anasymptotic expression of the overall normalization constant (3.33) in appendix A.3.We combine the results found there with the large-p expressions of the Pfaffiankernel in Eq. (3.47) and take the limit (3.36). For α = 2m even, it yields that the mi-croscopic limit of the gap probability to find all eigenvalues within the uncorrelatedWishart model above a certain threshold u is given by
E(u) = 2
m
∏2m−1
i=0 (2i)!√
pi
∏2m−1
i=0 i!
exp
(
−u
8
)
u1/4K1/2(√u4
) pf [Ξ(a,b)(u)] , (3.40)
where 0 ≤ a, b ≤ 2m− 1 and Kµ(x) is the modified Bessel function of second kind.If α = 2m − 1 is odd, we have to study the microscopic limit of Eq. (3.34). Wecompute the leading order contribution in p of the ath derivative of the orthogonalpolynomial in appendix A.3, see Eq. (A.30) with x = 1. Combining the asymptotics ofthe Γ-function coming from rL+m(s) in the denominator of the last row and column
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in Eq. (3.34) with the asymptotics of the overall normalization constant leads to
E(u) = 2
m
∏2m−2
i=0 (2i)!√
pi
∏2m−2
i=0 i!
exp
(
−u
8
)
u1/4K1/2(√u4
)
×pf
 Ξ(a,b)(u) −(−2)
a
√
u
a
(Ia+1 (√u)+ Ia (√u))
(−2)b
4
√
u
a (Ib+1 (√u) + Ib (√u)) 0
 , (3.41)
where 0 ≤ a, b ≤ 2m− 2.
3.1.4 Exact Expression and Microscopic Limit of P(1)minWe showed in section 2.3.3 that apart from a sign, differentiating the gap prob-ability E(1)p ([0, s]; 0) with respect to s yields the smallest eigenvalue distribution,see Eq. (2.42). In general, a derivative of a Pfaffian does not lead to a Pfaffianin an obvious way. In section 3.1.1, we obtain an integrable Pfaffian structure forthe smallest eigenvalue distribution. It depends only on the skew-orthogonal poly-nomials with respect to the weight w1(x; s). We constructed these polynomials insection 3.1.2. In the current section, we give a closed-form expression for the dis-tribution of the smallest eigenvalue. First we consider the finite n, p case followedby the computation of its microscopic limit.It is worthy to emphasize again that when considering the smallest eigenvaluedistribution, we are concerned with the polynomials Eq. (3.23) and Eq. (3.24) ob-tained for i = 1 only.
Finite p, n ExpressionThe smallest eigenvalue distribution for α = 1, which is known in the literature [129],can readily be derived from Eq. (A.16) by comparing Eq. (3.3) with Eq. (3.21) for i = 1,yielding
P(1)min(s) = (−1)p−1e−ps/2s22p+1Γ (p/2)
(
L
(3)
p−1(−s)U(p+ 22 , 32; s2
)
+
p+ 2
2
L
(2)
p−1(−s)U(p+ 42 , 52; s2
))
.
(3.42)
We assume that p = 2L + 1 is odd such that p − 1 is even. For arbitrary α, wecombine the results section 3.1.2 with i = 1 and those of section 3.1.1. This leads toclosed-form expressions for the smallest eigenvalue distribution in terms of knownfunctions. If α = 2m is even, it is given by
P(1)min(s) = C˜p,nsα+1e−ps/2U(p+ 2m+ 22 , 52; s2
)
× pfL+m−1∑
j=0
Ra2j+1 (−s, s)Rb2j (−s, s)− (a↔ b)
r˜j(s)
 , (3.43)
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where 0 ≤ a, b,≤ 2m− 1. The polynomials are given by Eqs. (3.23) and (3.24) with
i = 1 and the normalization constant reads
C˜p,n = (−1)
α(p−1)p!2m−1
(p+ 2m− 1)!
α−1∏
j=0
(2i)!
i!
Γ
(
p+3
2
)
√
pi
∏2m−2
j=0 (p+ j + 2)!∏α−1
j=1 (p+ 2j)!
. (3.44)
As explained above Eq. (3.18), for odd α = 2m − 1, we introduce a dummy sourcevariable κ2m such that the limit κ2m →∞ results in our original expression. Thenwe apply the results for even α and take the limit κ2m →∞. This leads to a Pfaffianstructure with a 2m×2m-dimensional matrix kernel as in Eq. (3.43), where the lastrow and column is replaced by a polynomial. It reads
P(1)min(s) = C˜p,nsα+1e−ps/2U(p+ 2m+ 22 , 52; s2
)
pf

L+m−1∑
j=0
Ra2j+1 (−s, s)Rb2j (−s, s)− (a↔ b)
r˜j(t)
−R
a
2L+2m−2 (−s, s)
r˜L+m−1(s)
Rb2L+2m−2 (−s, s)
r˜L+m−1(s)
0
 ,
(3.45)
where 0 ≤ a, b,≤ 2m− 1.In section 3.1.3, we discussed for the gap probability only the differences be-tween the even p and odd p case. The arguments given there hold in the presentcase. If p− 1 is odd, i.e. p is even, we replace the polynomials Ra in Eq. (3.43) andEq. (3.45) by the corresponding shifted polynomials R̂a, see Eq. (3.30). Furthermore,if α = 2m− 1 is odd, we insert
1
g2L+2m(s)
L+m−1∑
j=0
Ra−12j+1 (−s, s) g2j (s)− g2j+1 (s)Ra−12j (−s, s)
rj(s)
, (3.46)
for the elements in the last row and column of the Pfaffian in Eq. (3.45).
The Microscopic Limit
We now turn to the microscopic limit of the smallest eigenvalue distribution. Anal-ogous to the gap probability, we consider p− 1 even only. By the arguments givenin section 3.1.5, the microscopic limit turns out to be the same for even and oddvalues of p− 1.As explained in Eq. (3.37), we replace the sum in the Pfaffian determinant (3.43)by an integral and substitute the asymptotic expressions for the even as well asthe odd polynomials and the scalar product normalization into it. We derive them
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as well as the resulting leading order contribution in p to the kernel, given by
pa+b+3Ξ(a,b)(u) = (−1)a+b+1pa+b+32a+b
1∫
0
dx(xu)(b+a+4)/2(
2√
ux
+ 1
) x2
×
[
4 (a− b)
(
2√
ux
+ 1
) Ia+2 (√ux) Ib+2 (√ux)
+
((√
ux− 10)− ux
2 +
√
ux
− 2 (2b− 3)
) Ia+3 (√ux) Ib+2 (√ux)
−
((√
ux− 10)− ux
2 +
√
ux
− 2 (2a− 3)
) Ib+3 (√ux) Ia+2 (√ux)] ,
(3.47)
in appendix A.4. The large-p behavior of the global normalization constant is com-puted in appendix A.5. We insert it into Eq. (3.43), replace the Pfaffian kernel byEq. (3.47) and take the limit p→∞. This yields, for α = 2m even, the microscopiclimit of the distribution of the smallest eigenvalue
℘
(1)min(u) =
∏α−1
j=0 (2i)! u
α+1/4
22m+3
√
pi
∏α−1
j=0 i!
K3/2(√u4
)
exp
(
−u
8
) pf [Ξ(a,b)(u)] , (3.48)
where 0 ≤ a, b ≤ α − 1. Whereas, for α = 2m − 1 we substitute the asymptoticexpressions obtained for the normalization constant (A.41) and the kernel (3.47) intoEq. (3.45) and find
℘
(1)min(u) =
∏α−1
j=0 (2i)!
22m+1
√
pi
∏α−1
j=0 i!
K3/2(√u4
)
exp
(
−u
8
)
uα−3/4
pf Ξ(a,b)(u) ∗(−2)b
ub/2
(Ib+2 (√u) + √u2+√u Ib+3 (√u)) 0
 , (3.49)
where 0 ≤ a, b ≤ α − 1 and ∗ is (−1) times the transposed of the last row in thePfaffian determinant.
3.1.5 Alternative ApproachWe present a second approach to study the α-point partition function Zα,wiM asintroduced in Eq. (3.11). To this end, we construct a four dimensional matrix modeldual to the matrix kernel of the Pfaffian (3.14). We study the microscopic limit of itand show that it is the same for odd and even M . This completes the computationof the microscopic limit in section 3.1.3 and 3.1.4.
Dual Non-Invariant Matrix ModelBecause the gap probability and the smallest eigenvalue distribution are speciallimits of the α-point partition function, the alternative approach is concerned with
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the latter only. It is given by
Zα,wiM (κ) =
∫ d[X] |∆M (X)| α∏
i=1
det (X − κi1M ) M∏
j=1
wi(xj ; t), (3.50)
where we take M = p− 1 and M = p for the smallest eigenvalue distribution andthe corresponding gap probability, respectively. For technical reasons, we assumethat α = 2m is even and set M = 2L + χ, where χ = {0, 1}. For α odd, we canderive a formula from the results of the even case, c.f. Eq. (3.18).The alternative approach is based on a general treatment of eigenvalue integralsin Ref. [112], for earlier results see Refs. [40,44,107,110] and references therein. Wesketch the important intermediate steps in appendix A.6 and find that the partitionfunction (3.50) has the following Pfaffian structure
Z2m,wiM (κ) =
(−1)2m(2m−1)/2M !
(M + 2m)!∆2m(κ)
Z0,wd (0)
× pf[(−1)(κa − κb)(M + 2m)!Z2,wiM+2m−2(κa, κb)
(M + 2m− 2)!Z0,wiM+2m(0)
]
.
(3.51)
if α = 2m is even. Thus, we reduced the computation of the eigenvalue integrals inEq. (3.50) to the calculation of
Z2,wid−2 (κa, κb) =
∫ d[X] |∆d−2(X)| ∏
i=a,b
det (X − κi1d−2) d−2∏
j=1
wi(xj ; t) , (3.52)
where d = 2M + 2m. Analogous to the construction of the orthogonal polynomialcarried out in appendix A.1, the eigenvalue integral (3.52) is mapped to a four-by-four matrix model, coupled to a scalar integral. Because we average over twodifferent determinants, we show in appendix A.7 that this leads to a non-invariantmatrix model. It reads
Z2,wid−2 (κ) = K
√
s
2i+1
∞∫
0
dxx(d+2i−3)/2
(1 + x)d/2+1
∫ dµ(V ) det(d+2i−2)/2 (14 + V )det(d−2)/2V
det1/2 ((x+ 1) 14 + V ) exp(−sx
2
− 1
2
trκV ) , (3.53)
where κ = diag(κa, κa, κb, κb), V ∈ CSE(4) = U(4)/USp(4) and dµ(V ) is the Haarmeasure.
AsymptoticsWe study the behavior of the matrix model (3.53) to show that its limiting expressionis the same for even or odd M tending to infinity. This completes the discussion ofthe microscopic limit in section 3.1.3 and 3.1.4.
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By expanding the determinant in the second line of Eq. (3.53), the x and the V -integral decouple such that we can analyze their asymptotic behavior separately.To perform this large-M limit, we derive the correct scaling of the parameters first.The quantity we are aiming to study is the smallest eigenvalue distribution (3.3)and the gap probability (3.1), where M = p− 1, p, respectively. From the analysisof Ref. [91] it turns out that we have to study the kernel (3.53) on the scale u = 4pt.We use the same scaling for the microscopic limit of the distribution of the smallesteigenvalue and the gap probability. This immediately yields that we set (κa, κb) =
(ξa/4p, ξb/4p). On this scale Eq. (3.53) becomes
Z2,wid−2 (ξ/4p) = K
√
u
2i+1
∞∫
0
dxx(d+2i−3)/2
(1 + x)d/2+1
∫ dµ(V ) exp(−ux8p − 18p trξV )det(d−2)/2V
× det1/2 ((x+ 1) 14 + V ) det(d+2i−2)/2 (14 + V ) ,
(3.54)
where ξ = diag(ξa, ξa, ξb, ξb). We rescale both integration variables x and V by p/2such that the exponents become independent of p and arrive at
Zwid−2 (ξ/4p) = K
√
u
2i+1
∞∫
0
dxx(d+2i−3)/2
(2/p+ x)d/2+1
∫ dµ(V ) exp (−ux16 − 116 trξV )det(d−2)/2V
× det1/2((x+ 2
p
)14 + V ) det(d+2i−2)/2(2
p
14 + V ) .
(3.55)
To take the p → ∞ limit, it is sufficient to know the leading term in the large-pexpansion of Eq. (3.55). We start the analysis with the x-dependent part of theintegrand. Using d = M + 2m and M/p→ 1 for p→∞, we obtain
x(d+2i−3)/2
(2/p+ x)d/2+1
= x−(5−2i)/2 exp
(
−1
x
)
+O(p−1) . (3.56)
In the V -dependent part of the integrand, a similar expansion in p leads to
det(d+2i−2)/2 (2p14 + V )det(d−2)/2V = detiV exp(trV †)+O(p−1) , (3.57)and
det1/2((x+ 2
p
)14 + V ) = det1/2 (x14 + V ) +O(p−1) . (3.58)
In order to decouple the x and the V integral and we write the determinant on theright hand side of Eq. (3.58) as
det1/2 (x14 + V ) = x2 + x
2
trV + det1/2V . (3.59)
All powers of p, arising from a rescaling of the integration variables and the ex-pansion of the integrands, are absorbed into the overall normalization constant K .
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As the normalization constant does not depend on the matrix indices (a, b), its pdependence is taken out of the Pfaffian (3.51) and is absorbed into the global nor-malization constant of the partition function. The global normalization constant isdetermined by the requirement that the microscopic limit of the gap probability aswell as the smallest eigenvalue distribution are normalized.Substituting Eqs. (3.56), (3.57) and (3.58) into the two point function (3.54) yields
Z2,wid−2 (ξ/4p) = K
√
u
2i+1
∞∫
0
dxx−(5−2i)/2 exp(−ux
16
− 1
x
)∫ dµ(V )
(
x2 +
x
2
trV + det1/2V ) detiV exp(trV −1 − 1
16
trξV )+O(p−1) . (3.60)
The leading order of the kernel (3.53) does not depend on p and is therefore finitein the microscopic limit and the same for even and odd p. Thus, the microscopiclimit of the gap probability computed in section 3.1.3 and 3.1.4 is also valid for odd
p, respectively, p − 1, which completes the computation of the microscopic limit insection 3.1.3 and 3.1.4.
Further Consideration of the Alternative ApproachAlthough the dual model (3.53) comprises a non-invariant four-by-four matrix av-erage, we are able to solve it completely. To do so, we diagonalize the matrix
V = U(r ⊗ 12)U †, where U ∈ USp(4) and r = diag(r1, r2) with |ri| = 1, yielding aneigenvalue integral and an average over USp(4). The latter is the first non-trivialexample of the unitary-symplectic Itzykson-Zuber integral, see Eq. (2.21). Becauseclosed-form expressions in terms of known functions exist, Ref. [67], we are left withthe eigenvalue integral. The remaining integrals lead to a linear combinations ofLaguerre polynomials dressed with confluent hypergeometric functions. A detaileddiscussion is given in appendix A.8, leading to
Z2,wid−2 (κ) =
K
√
s
2i+1
(κa − κb)3
(
1 +
(κa − κb)
2
(∂κa − ∂κb)
)
(∂κa − ∂κa)[U(d+ 2i− 1
2
,
2i+ 3
2
;
s
2
)
+ 4U(d+ 2i− 1
2
,
2i− 1
2
;
s
2
)
∂κa∂κb
+ 2U(d+ 2i− 1
2
,
2i+ 1
2
;
s
2
)
(∂κa + ∂κb)
]
L
(2i−2)
d (κa/2)L
(2i−2)
d (κb/2) .
(3.61)
where the normalization constant is given by
K =
2(d−2i+2)/2+2(d−2)
d(d− 1)
d−3∏
j=0
(j + 1)!
i−1∏
k=0
(d+ 2i− 1)!
(2k + 1)!
(3.62)
Hence, instead of computing the α-point partition function (3.50) in terms of a Pfaf-fian with a kernel given by a sum over orthogonal polynomials as in Eq. (3.14), weobtain a rather compact matrix kernel. An evaluation of it is much faster comparedto earlier results in section 3.1.3 and 3.1.4.
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Moreover, expression (3.61) holds for both even and odd M . To derive an expres-sion for the smallest eigenvalue distribution and the corresponding gap probabilitywe set i = 1 and i = 0, respectively and perform the limit explained in Eqs. (3.12)and (3.11). To compute both quantities for odd α, we use the arguments given aboveEq. (3.18).It is worth remarking that Eq. (3.61) is a kind of Christoffel-Darboux formulafor the skew-symmetric sum in Eq. (3.14). The skew-symmetric polynomial orthog-onal with respect to the ordinary Laguerre weight is a special limit in s of thoseconstructed in section 3.1.2. Thus, the Christoffel-Darboux kind of relation holdsfor an even broader class. This suggest that such an identity might exist for theskew-symmetric polynomials in general.
3.1.6 Numerical SimulationsAlthough our results are based on exact calculations, we compare them to numericalsimulations for the purpose of illustrating and to confirm the correctness of ourexpressions. We start with the comparison of the exact results and then turn to theasymptotic formulas.
Figure 3.1: Left: Exact results (lines) compared to numerical simulations (symbols)of the gap probability for 10 × 10 Wishart correlation matrices for different rect-angularities ν = 0, 2, 4, 6, 8. Right: Exact results (lines) compared to numericalsimulations (histograms) of the smallest eigenvalue distribution for Wishart corre-lation matrices consisting of rectangular matrices with different sizes.
We implement our formulas for the gap probability (3.32) and (3.34) as well asfor the smallest eigenvalue distribution (3.43) and (3.45) in Mathematica [137]. Wegenerate 10 000 samples of 10 × (10 + ν) dimensional real rectangular matrices,compute WW † and compare the probability to find no eigenvalue in an interval
[0, t] within this sample to the exact expressions (3.32) and (3.34) for ν = 0, 2, 4, 6, 8,see Fig. 3.1. Analogously, we generate 20 000 samples of real correlated Wishartmatrices, compute numerically the distribution of the smallest eigenvalue and com-pare it to Eqs. (3.43) and (3.45). We carry this out for matrices W of size 10 × 12,
15× 19, 15× 19 and 21× 29, see Fig. 3.1.In section 4.1.4, we discuss a universality of the smallest eigenvalue distribution
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Figure 3.2: The microscopic density of states (dashed) compared to the smallesteigenvalue distribution (lines).
within the real and complex correlated Wishart model. It relates the statistics ofthe smallest eigenvalue in the correlated and uncorrelated Wishart ensemble. But,the analysis done there does not provide an analytic closed-form expression for thedistribution of the smallest eigenvalue. Therefore, we postpone a comparison of themicroscopic limiting distribution of the smallest eigenvalue within the real Wishartmodel to Monte-Carlo simulations to section 4.1.5, where correlations are included.Since the contributions of the level density close to zero are caused by thestatistics of the smallest eigenvalue, it is reasonable to compare analytic resultsfor both quantities. We do this in the microscopic limit, where the contribution ofthe low-lying eigenvalues are crucial for comparisons with lattice QCD results. Aclosed-form expression for the former was found in Ref. [57, 138] and is given by
ρν(u) =
1
4
(
Jν(
√
u)2 − Jν−1(
√
u)Jν+1(
√
u)
)
+
1
4
√
u
Jν(
√
u)
1−
√
u∫
0
dsJν(s)
 .
(3.63)In Fig. 3.2, we compare for ν = 2α = 2, 4, 6 the analytic expressions, showing a verygood agreement for small values of u.
3.2 Real Quaternion Wishart-Laguerre Ensemble
For the real quaternion Wishart-Laguerre ensemble the distribution of the smallesteigenvalue was computed in Ref. [134] and is given in terms of a power seriesexpansion. It is unclear whether it provides an integrable Pfaffian structure interms of known functions.We adapt the ideas of the previous section to the statistics of the real quaternionWishart model and show that it indeed has a Pfaffian structure. Analogous to the
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real Wishart-Laguerre ensemble with even rectangularity, it depends on a new classof skew-orthogonal polynomials, yet to be computed.In section 3.2.1, we show that the smallest eigenvalue distribution as well asthe related gap probability have a Pfaffian structure. Similar to section 3.1.2, wedevelop an ordinary dual 3 × 3 matrix model representing the skew-orthogonalpolynomials in section 3.2.2.
3.2.1 Integrable Pfaffian StructureWe study the smallest eigenvalue distribution using its corresponding gap prob-ability, see section 2.3.3. The joint eigenvalue distribution function appearing inEq. (2.37) is given by Eq. (2.20) with Λ = 1p. Thus, the unitary-symplectic Itzykson-Zuber integral is trivial such that the gap probability (2.37) becomes
E(4)p ([0, s]; 0) = Kp×n
∞∫
s
d[X] |∆p(X)|4 p∏
i=1
x2ν+1i exp (−4xi) (3.64)
= Kp×n e−4sp
∞∫
0
d[X] |∆p(X)|4 p∏
i=1
(xi + s)
2ν+1 exp (−4xi) . (3.65)
The normalization constant Kp×n is determined by the requirement
E
(4)
p ([0, s]; 0) → 1 for s → 0. Employing this limit to Eq. (3.64), the resultingeigenvalue integral is a Selberg integral [40], yielding
K−1p×n =
∞∫
0
d[X] |∆p(X)|4 p∏
i=1
x2ν+1i exp (−4xi)
=
(
1
4
)2pn p−1∏
j=0
Γ (3 + 2j) Γ (2ν + 2 + 2j)
2
.
(3.66)
To show that the gap probability (3.65) possesses a Pfaffian structure, we introducea new weight function
w(x; s) = (x+ s) exp(−x) . (3.67)With the aid of which the gap probability (3.65) is written as an average of a productof characteristic polynomials to an even power,
E(4)p ([0, s]; 0) = Kp×n e
−4sp
ν∏
a=1
lim
κa→−s
∞∫
0
d[X] |∆p(X)|4
×
p∏
i=1
w(xi; s)
ν∏
a=1
det2(X − κa1p)
(3.68)
= Kp×n e−4sp
ν∏
a=1
lim
κa→−s
Zν/0p (κ) , (3.69)
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where κ = diag(κ1, . . . , κν). In the real quaternion case, these averages wereconsidered in Refs. [110,112] and references therein. In appendix A.9, we adapt theanalysis of Ref. [112] and show that the partition function Zν/0p (κ) as introduced inEq. (3.69) indeed possesses a Pfaffian structure. For even ν = 2m it is given by
Zν/0p (κ) =
(−1)(2p+2m)(2p+2m−1)/2+p(p−1)/2+2m(2m−1)/2p!
∆2m(κ1, . . . , κ2m)
pfM2p+2m(s)
× pfp+m−1∑
j=0
Q2j+1(κa)Q2j(κb)−Q2j(κa)Q2j+1(κb)
rj(s)
 , (3.70)
where 1 ≤ a, b ≤ 2m and
pfM2p+2m(s) = (−1)(2p+2m)(2p+2m−1)/2+(p+m)(p+m−1)/2
(p+m)!
Z
0/0
p+m(0) . (3.71)
The partition function Z0/0p+m(0) on the right hand side of Eq. (3.71) is a Selbergintegral and can be read off from Eq. (3.66) by setting ν = 0 and p 7→ p + m. Thepolynomials Qj(y) are skew-orthogonal with respect to the weight (3.67), i.e.
〈Q2j+1|Q2i〉4,s = ri(s)δij , 〈Q2j+1|Q2i+1〉4,s = 〈Q2j |Q2i〉4,s = 0 , (3.72)where the scalar product is given by
〈f, g〉4,s =
∞∫
0
dxw(x; s) (f(x)g′(x)− f ′(x)g(x)) . (3.73)
For odd ν = 2m − 1, we introduce a dummy variable κ2m, use the results foreven ν and take the limit κ2m →∞ to obtain the following Pfaffian structure
Zν/0p (κ) =
(−1)(2p+2m)(2p+2m−1)/2+p(p−1)/2+2m(2m−1)/2p!
∆2m−1(κ1, . . . , κ2m−1)
pfM2p+2m(s)
rp+m−1(s)
× pf

p+m−1∑
j=0
Q2j+1(κa)Q2j(κb)−Q2j(κa)Q2j+1(κb)
rj(s)
−Q2p+2m−1(κb)
Q2p+2m−1(κa) 0
 , (3.74)
where 1 ≤ a, b ≤ 2m − 1. Thus, we reduced the computation of the partitionfunction (3.69) to the calculation of the skew-orthogonal polynomials Qj(x) andtheir scalar product normalizations ri(s). To derive from Eqs. (3.70) and (3.74) thegap probability, we take the limit κa → −s for all a, leading to
E(4)p ([0, s]; 0) = Kp×n e
−4sp (−1)(p+m)(p+m−1)/2+p(p−1)/2p!
(p+m)!
∏2m−1
j=1 j!
× Z0/0p+m(0)pf
p+m−1∑
j=0
Qa2j+1(−s)Qb2j(−s)− (a↔ b)
rj(s)
 , (3.75)
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if ν is even and to
E(4)p ([0, s]; 0) = Kp×n e
−4sp (−1)(p+m)(p+m−1)/2+p(p−1)/2p!
(p+m)!
∏2m−2
j=1 j!
Z
0/0
p+m(0)
rp+m−1(s)
pf

p+m−1∑
j=0
Qa2j+1(−s)Qb2j(−s)− (a↔ b)
rj(s)
−Qb2p+2m−1(−s)
Qa2p+2m−1(−s) 0
 , (3.76)
if ν is odd, where 0 ≤ a, b ≤ ν − 1. Here Qaj (x) is the ath derivative of the skew-orthogonal polynomials Qj(x) with respect to x.We apply a similar analysis to the smallest eigenvalue distribution. To see thatit has an integrable Pfaffian structure, we take the derivative with respect to s ofthe gap probability (3.64) and perform the shift X → X + s1p, yielding
P(4)min(s) = − ddsE(4)p ([0, s]; 0) = Kp×n exp (−4sp) s2ν+1
×
∞∫
0
d[X] |∆p−1(X)|4 p−1∏
i=1
(xi + s)
2νw˜(xi; s) ,
(3.77)
where we introduced another weight function, namely
w˜(x; s) = (x+ s)x4 exp (−4x) . (3.78)The analysis done in appendix A.9 for the gap probability (3.64) can be adapted toEq. (3.77) if we simply choose the polynomials Qj(x) to be skew-orthogonal withrespect to the weight (3.78). This shows that the smallest eigenvalue distributionhas an integrable Pfaffian structure as well and to compute it we calculate thepolynomials orthogonal with respect to the weight (3.78) only.
3.2.2 Constructing the Polynomials for w(x; s)The construction of the polynomials combines results of the theory of skew-symmetricpolynomials and the method of Grassmann variables. It relies on an eigenvalue in-tegral representation [40,135],
Q2j(y) = K2j,Q
∫ d[X] |∆j(X)|4 j∏
i=1
(xi − y)2w(x; s) (3.79)
for the polynomials of even degree and
Q2j+1(y) = K2j+1,Q
∫ d[X] |∆j(X)|4(x+ 2 j∑
i=1
yi
)
j∏
i=1
(xi − y)2w(x; s) (3.80)
for polynomials of odd degree. The normalization constant Kj,Q introduced inEqs. (3.79) and (3.80) are choosen such that the polynomials are monic, mean-ing that Qj(x) = xj + . . . Similar to the construction of the polynomials in section
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3.1.2, we derive the skew-orthogonal polynomials of even and odd degree from agenerating polynomial
Q2j(y) = K2j,QQ
(1)
2j (y) ,
Q2j(y) = K2j+1,Q
(
y − 1
2
∂η
)∣∣∣∣
η=1
Q
(η)
2j (y) ,
(3.81)
where we introduced the generating polynomial
Q
(η)
2n (y) =
∫ d[X] |∆n(X)|4 n∏
i=1
(xi − y)2 exp (−4ηxi) (xi + s) . (3.82)
The polynomial (3.82) is computed using Berezinian integrals and bosonization. Tothis end, we construct an underlying full matrix model. It is fixed by the requirementthat diagonalization leads to Eq. (3.82). As in the previous section we take W¯ tobe a n×m matrix with real quaterntion entries such that n ≤ m. Diagonalizationof W¯W¯ † = U(X ⊗ 12)U †, where X = diag(x1, . . . , xn) are the distinct eigenvaluesand U ∈ USp(2n), induces a decomposition of the volume form,
d[W¯ ] ∼ |∆n(X)|4 n∏
i=1
x
2(n−m)+1
i d[X] dµ(U) , (3.83)
where dµ(U) is the Haar measure. From Eq. (3.83) it is obvious that it is notpossible to choose n and m such that the product over the monomials to a power
2(n − m) + 1 disappears. Hence, chosing the underlying full matrix model to beof real quaternion Wishart type, leads to a determinant in the denominator. Thisdeterminant is caused by the fact that we have to introduce a monomial factor asshown in Eq. (3.83) into the integrand (3.82).Instead of a real quaternion Wishart model, we study a different symmetry class.We use the ensemble of Bogoliubov-deGennes Hamiltonians with time reversalsymmetry. In an appropriate basis these are of the form
H =
(
0 B
B† 0
)
, (3.84)
where B is a 2n× 2n dimensional complex, antisymmetric matrix. It is worth men-tioning, that the physical context where this matrix model was originally introduceddoes not play a role. We introduce them for technical purposes only.If we diagonalize the Hermitian matrix BB† = Uˆ(X ⊗ 12)Uˆ †, where Uˆ ∈U(2n)/ [U(1)× U(1)× SO(2)]n and X = diag(x1, . . . , xn) is the matrix of distincteigenvalues, the volume form becomes
d[B] ∼ |∆n(X)|4 d[X] dµ(Uˆ) . (3.85)
Comparing the volume element (3.85) with the integrand of the generating orthog-onal polynomial (3.82), we observe that this matrix ensemble is an ideal candidate
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to be an underlying model. Because, when going from the eigenvalue space inEq. (3.82) to a B integral the overall structure of the integrand is not changed.Thus, we arrive at
Q
(η)
2n (y) = K
∫ d[B] pf2 [ B† √y12n−√y12n −B
]
×pf [ B† √t12n−√t12n B
]
exp
(
−2ηtrBB†) (3.86)
To see that Eq. (3.86) and Eq. (3.82) coincide, we write the Pfaffian as an ordinarydeterminant using
pf [ B† √t12n−√t12n B
]
=
√
det(BB† + t12n) . (3.87)
The reason to use Pfaffians instead of square roots of determinants is that since
BB† is not symmetric; a determinant to a half-integer power of it can not be writtenas a Gaussian integral. However, we express the Pfaffians as Gaussian integralsover real Grassmann variables, see also Eq. (2.67), and map the average (3.86) to adual non-invariant three-by-three matrix model,
Q
(η)
2n (y) = K
∫ d[O] det−2n−1O exp(2trλO − 1
4η2
trO2) , (3.88)
where O ∈ COE(3) = U(3)/O(3). A detailed construction of Eq. (3.88) is given inappendix A.10. Because of the trλO in the exponent, the COE average (3.88) is notinvariant under the action of O(3). Thus, diagonalizing O = vrvT , where v ∈ O(3),
r = diag(r1, r2, r3) and ri ∈ C with |ri| = 1, leads to an orthogonal Itzykson-Zuberintegral in three dimensions. Taking into account the structure of λ, this groupintegral reduces to a O(3)/O(2)-coset integral which isn’t known in the literature.Hence, we observe that because of the different symmetries, we are not ableto simply adapt the analysis of the previous section for the real Wishart-Laguerreensemble to the present case. The computation of the orthogonal polynomials isleft for future work. We close this section by emphasizing that calculating thepolynomial Q(η)2n (y) not only solves the eigenvalue integral for the gap probabilitybut also the non-trivial coset integral (3.88).
3.3 Summary Chapter 3
We considered the distribution of the smallest eigenvalue and a related gap proba-bility in the uncorrelated real and real quaternion Wishart model. We showed thatboth quantities have an unexpected integrable Pfaffian structure.For the real Wishart-Laguerre model, both the distribution of the smallest eigen-value as well as the related gap probability are given in terms of an average of acharacteristic polynomial to a half-integer power. We were able to circumvent thisdifficulty by shifting the half-integer power into the weight of the average. The re-sulting averaged characteristic polynomial to integer power was approached using
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standard random matrix theory techniques, yielding an integrable Pfaffian structureof dimension ν × ν if ν/2 = α is even and (ν + 1) × (ν + 1) if it is odd. As matrixkernel of the Pfaffian, we obtained a skew-symmetric sum over polynomials orthog-onal with respect to the new weight. Accordingly, we shifted the difficulty to thecomputation of the non-standard polynomials. The polynomials were constructedemploying bosonization, yielding a linear combination of ordinary Laguerre poly-nomials with coefficients given by Tricomi’s confluent hypergeometric function. Thegenerality of this approach facilitates the derivation of all other important quanti-ties such as the overall and the scalar product normalization constants. This leadsto an exact expression for the smallest eigenvalue distribution as well as the gapprobability.The formulas we obtained are eminently suitable for the microscopic limit, be-cause the size of the Pfaffian does not change. Thus, we reduced the calculationof the limiting distribution to the microscopic limit of the kernels. We replaced thesums by integrals and the polynomials by their asymptotic expressions and arrivedat a closed-form expression for both quantities in terms of known functions.We confirmed our findings with numerical simulations. We compare the gapprobability as well as the smallest eigenvalue distribution for different dimensions toMonte-Carlo simulations and obtained a perfect agreement. In the microscopic limit,we compared the smallest eigenvalue distribution to the level density to establishthat the contributions of the density close to zero are approximately generated bythe statistics of the smallest eigenvalue.For the smallest eigenvalue distribution and the related gap probability withinthe real quaternion Wishart model, we were able to partially adapt the analy-sis done for the real Wishart ensemble. We showed that both quantities providean integrable Pfaffian structure by shifting a characteristic polynomial to a half-integer power into the weight. Employing standard techniques, we resulted inthe desired Pfaffian expression. The kernel of the Pfaffian is given in terms of askew-symmetric sum over polynomials orthogonal with respect to the new weight.To construct this non-standard class of polynomials, we used an average over theBogoliubov-deGennes Hamiltonians with time reversal symmetry and mapped itusing bosonization to a non-invariant three-by-three matrix model. Because of asymmetry breaking term, diagonalization of this matrix model led to a highly non-trivial group integral.Hence, this representation did not led to a closed-form expression in termsof known functions. Nonetheless, we were able to gain new structural insightsinto the statistics of the smallest eigenvalue and reduced the complex integral inEq. (3.65) to the computation of an integral over a three-by-three matrix, dependingon three parameters, the dimension n, the polynomial argument y and the threshold
s. Moreover, we obtained a relation between the smallest eigenvalue distributionwithin the real-quaternion Wishart model and an average over the Bogoliubov-deGennes Hamiltonians with time reversal symmetry.
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CHAPTER 4
Supersymmetry in Correlated Ensembles
This chapter is devoted to the analysis of different statistical quantities withinthe correlated Wishart model using the method of supersymmetry. We study thestatistics of the smallest as well as the largest eigenvalue and show that relatedgap probabilities provide a dual invariant matrix model. We derive a closed-formexpression for the smallest eigenvalue distribution as well as the related gap prob-ability. For the latter, we find, for the first time, a Pfaffian structure in the case ofa real correlated Wishart model. Moreover, we show that in the microscopic limitthe smallest eigenvalue statistics are universal and independent of the empiricaleigenvalues. For the largest eigenvalue, we recover known results for the complexensemble.Apart from the statistics of extremes, we analyze for large matrix size the k-point function within the real Wishart model. We obtain an unexpected asymptoticrelation between the bulk statistics of real Wishart ensembles with non-degenerateand with degenerate empirical eigenvalue spectra.Applying new techniques invented recently [139,140], we compute the level den-sity for the real and the complex correlated Jacobi ensemble. For the complex case,we derive a closed-form expression and for the real ensemble, we reduce the cal-culation to a non-trivial twofold integral.In section 4.1, we analyze the smallest eigenvalue statistics within the realand the complex correlated Wishart model. We continue the discussion of theextreme eigenvalues in section 4.2 by studying the probability to find the largesteigenvalue of a Wishart correlation matrix within the interval [0, t]. In section 4.3,we compute the level density for the real and the complex correlated Jacobi model.We switch in section 4.4 to the real correlated Wishart model, consider analyticallyand numerically the k-point function and the level density, respectively, and derivethe desired asymptotic relation. We close this chapter with a summery in section4.5.
4.1 Smallest Eigenvalue Statistics
In the previous chapter, we discussed the statistics of the smallest eigenvalue withinthe uncorrelated Wishart model. We studied in detail the real and the real quater-
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nion case. In this section, we present an analysis of its statistics for the moreinvolved real and complex model possessing a non-trivial correlation structure. Wederive for finite values of n, p and in the microscopic limit an analytic closed-formexpression for the distribution of the smallest eigenvalue and the related gap prob-ability in terms of a Pfaffian or a determinantal structure and known functions. Theanalysis of the smallest eigenvalue statistics presented here is based on Refs. [1,2]and extends some of the aspects discussed therein.Other approaches to study the smallest eigenvalue statistics are available inthe literature. For a general β the authors of Ref. [141, 142] derived an expressionfor the gap probability in terms of a finite series of Jack polynomials. It has thedrawback that further analytical considerations are hardly possible, the polynomialshave to be constructed on a computer [103] and it does neither yield new insightsinto its dependence on the empirical eigenvalues nor does it show any structurelike a Pfaffian or a determinant. Moreover, in Ref. [143] and Refs. [144, 145] theauthors computed independently in the complex ensemble the gap probability andthe distribution of the smallest eigenvalue, respectively, exploiting the given closed-form expression for the unitary Itzykson-Zuber integral. What is not consider are thestatistics of the smallest eigenvalue with other kinds of correlations as in Refs. [130,146,147].We derive mutual dualities between observables within the correlated Wishartmodel in section 4.1.1 and show that the gap probability to find all eigenvalues ofa Wishart matrix above a threshold s can be written as an averaged characteristicpolynomial to some power. In section 4.1.2 we extend this duality and constructinvariant ordinary and supermatrix models dual to the gap probability. Employingthese models, we derive in section 4.1.3 a closed-form expression for the smallesteigenvalue distribution as well as the gap probability. In section 4.1.4, we performan asymptotic analysis of the gap probabilities and show that the smallest eigen-value statistics are universal and independent of the empirical eigenvalues. Weclose this section with a comparison between our analytic results and Monte-Carlosimulations in section 4.1.5.
4.1.1 A Duality of Ordinary Wishart Models
It is worth mentioning that the smallest eigenvalue distribution in the case of thecorrelated Wishart ensemble can be studied by analyzing the related gap proba-bility (2.43) only.In section 2.3.3, we construct a full matrix model average for the gap probabilityto find all eigenvalues above a threshold s within the real and complex correlatedWishart model. It was obtained using the Θ-function and is given in Eq. (2.44). Fromthis representation it is not obvious that supersymmetry or bosonization is suitableto study this quantity. Thus, we start our discussion by considering Eq. (2.43). To
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eliminate a Θ-function, we shift all eigenvalues by s and find
E(β)p ([0, s]; 0) = exp
(
−βs
2
trΛ−1)∫ d[X] |∆p(X)|β
× detβ(n−p+1−2/β)/2(X + s1p)Φβ(X,Λ−1) . (4.1)Because no closed-form expression in terms of known functions exists for the or-thogonal Itzykson-Zuber integral Φ1, we can not analyze the gap probability (4.1)further. Since in Eq. (4.1) we are averaging over a characteristic polynomial tosome power, supersymmetry is the method of choice. To apply it, we have to findan underlying dual Wishart matrix model such that diagonalizing it yields Eq. (4.1).A naive choice is the original model consisting of p× n dimensional data matrices
W . To construct such a matrix ensemble, it is reasonable to study the decompositionof the volume element for a general rectangular matrix. We take Ŵ to be a complexor a real M × N matrix (N ≥ M ) with the flat measure d[Ŵ ] , given by theproduct of all independent differentials. Diagonalization ŴŴ † = UXU †, where
X = diag(x1, . . . , xM ) are the positive eigenvalues and U ∈ O(M),U(M), inducesa decomposition of the volume form given by [41,44]
d[Ŵ ] ∼ |∆M (X)|β detβ(N−M+1−2/β)/2X d[X] dµ(U) , (4.2)where dµ(U) is the Haar measure. Hence, the main obstacle when mapping Eq. (4.1)to a model with M = p and N = n is that the shift by s destroyed parts of theJacobian (4.2). We introduce the missing monomial factor in Eq. (4.1) by insertingan one
1 =
∏p
i=1 x
β(n−p+1−2/β)/2
i∏p
i=1 x
β(n−p+1−2/β)/2
i
=
∏p
i=1 x
β(n−p+1−2/β)/2
idetβ(n−p+1−2/β)/2X . (4.3)
This completes the Jacobian in the gap probability (4.1) and we are left with anaveraged ratio of characteristic polynomials representing the gap probability,
E(β)p ([0, s]; 0) = K exp
(
−trβs
2Λ
)∫ d[W ] exp(−β
2
trWW †Λ−1)
× detβ(n−p+1−2/β)/2(WW † + s1p)
detβ(n−p+1−2/β)/2WW †
,
(4.4)
where we use W instead of Ŵ , as we are back in the original Wishart model.In expression (4.4) we denote by K an overall normalization constant determinedby the condition that E(β)p ([0, s]; 0) → 1 for s → 0. If we compare Eq. (4.4) withEq. (2.99), we can read off a supermatrix model dual to the gap probability (4.4).For the complex correlated Wishart ensemble we find
E(2)p ([0, s]; 0) = K exp
(
−tr s
Λ
) sdetn−pκ∫ d[σ] exp (ıstrκσ)
× sdet−1 (1p ⊗ 1ν|ν − ıΛ⊗ σ) I2 (σ) , (4.5)
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where κ = diag(ε1ν , s1ν) and ν = n − p. At the end of the calculation we takethe limit ε→ 0. The integration domain is the space of Hermitian supermatrices ofdimension (ν|ν)× (ν|ν). For the average (4.4) over real matrices W , we distinguishbetween ν even and odd, because for the former the determinants in Eq. (4.4) havea half-integer power. We begin with ν odd and find
E(1)p ([0, s]; 0) = K exp
(
−tr s
2Λ
) sdet(n−p)/2κ∫ d[σ] exp( ı
2
strκσ)
× sdet−1/2 (1p ⊗ 1(ν−1)|(ν−1) − ıΛ⊗ σ) In (σ) , (4.6)
where κ = diag(ε1(ν−1), s1(ν−1)). The integration domain is the space of Hermitiansupermatrices with a symmetric matrix in the boson-boson and a self-dual matrixin the fermion-fermion block, see section 2.5. If ν = n− p is even, the characteristicpolynomial has half-integer power. In this case, we complete the determinant inthe numerator to an integer power
det(ν−1)/2(WW † + s1p) = detν−1(WW † + s1p)det(ν−1)/2(WW † + s1p) (4.7)
and apply the results of section 2.5. This leads to the same formula as for odd ν, butwith κ = diag(ε1ν−1, s1ν−1, s12(ν−1)) and σ of dimension (2(ν−1)|2(ν−1))×(2(ν−
1)|2(ν − 1)). Instead of doubling the determinants in the numerator of Eq. (4.7), wecould as well move det−1/2(WW † + s1p) from the numerator into the denominator.This leads to a supermatrix model in the same symmetry class as Eq. (4.6) of size
(ν|ν)× (ν|ν). It isn’t obvious, but both models are related by integral theorems onsupermanifolds [64,148–152].Since for β = 2 the supersymmetric Itzykson-Zuber integral and the Efetov-Wegner terms are known, see Refs. [153,154], the supermatrix model correspondingto the gap probability in the complex correlated Wishart ensemble (4.5) can becomputed exactly. Unfortunately, this is not the case for the much more relevantcase of the real ensemble.To this end, we establish an approach circumventing this difficulty for bothensembles in a unified way. By analyzing the requirements a model dual to Eq. (4.1)has to satisfy, we obtain that this does not fix N . It only fixes M = p and bounds
N ≥M . Thus, we obtain that
E(β)p ([0, s]; 0) = K exp
(
−trβs
2Λ
)∫ d[Ŵ ] exp(−β
2
trŴŴ †Λ−1)
× detβ(n−p+1−2/β)/2(ŴŴ † + s1p)
detβ(m+1−2/β)/2 ŴŴ †
,
(4.8)
where Ŵ is a p × (p + m) dimensional matrix with Ŵij ∈ R,C and m ∈ N0. Sincewe obtain infinitely many possibilities, one could ask “does their exist a best choicefor m?”. The answer is: Yes. Indeed, if we take m = 2/β−1, the determinant in thedenominator disappears and we are left with an averaged characteristic polynomial
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p× n Matrix Model p dim. X-integral p× (p− 1 + 2/β) Matrix Model
p× (p+ 2/β) Matrix Model
...
p× (p+ l + 2/β) Matrix Model
...
Figure 4.1: The different dual matrix models obtained so far. The green highlightedmodel is the ”best choice“.
to some power
E(β)p ([0, s]; 0) = K exp
(
−trβs
2Λ
)∫ d[Ŵ ] exp(−β
2
trŴŴ †Λ−1)
× detβ(n−p+1−2/β)/2(ŴŴ † + s1p) , (4.9)
where Ŵ is fixed to be a p × (p − β + 2) matrix. The advantage of this particularchoice becomes clear if one compares the expression above with the results ofsection 2.5. It will lead to an invariant ordinary Hermitian matrix model. In Fig. 4.1,we summarize the dualities we found so far .The duality (4.8) is part of a large class of dualities, which cover all kinds ofpartially invariant distribution functions and observables. We take B and B̂ to bea M ×N , respectively, a M × (N − l) dimensional matrix, such that N − l ≥M with
l ∈ N arbitrary. We consider two integrable functions f1(BB†Λ−1) and f2(BB†)which are smooth and invariant such that the integral in Eq. (4.10) exists. Invariantmeans that f does not change under the transformation fi(A) 7→ fi(UAU †) witheither U ∈ U(M) if β = 2 or U ∈ O(M) if β = 1. We find
∫ d[B] f2 (BB†)detlβ/2B̂B̂† f1(BB†Λ−1)
=
Vol (U(N))Vol (U(N − l))
∫ d[B̂] f2 (B̂B̂†) f1 (B̂B̂†Λ−1) , (4.10)
where the Vol(U(N))/Vol (U(N − l)) is independent of the normalization of the Haarmeasure.In the literature other dualities are known, for instance, in Chiral Random MatrixTheory a duality known as “flavor-topology duality“ was found [56,90,155]. It statesthat the topological charge ν = |N−M | can be interpreted as ν additional masslessflavor degrees of freedom. For β = 2 let B̂ be a complex M × N matrix, then the
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flavor-topology duality means that
Zβ=2Nf ,ν(m1, . . . ,mf ) =
∫ d[B̂] Nf∏
f=1
det (D +m2f1M+N) exp(−M2 trB̂B̂†
)
∼
∫ d[B̂] detνD Nf∏
f=1
det (D +m2f12M) exp(−M2 trB̂B̂†
)
= Zβ=2Nf+ν,0(m1, . . . ,mf , 0, . . . , 0) , (4.11)
where Nf is the number of different flavors, mf are the flavor masses and
D =
[
0 ıB
ıB† 0
]
. (4.12)
From the first to the second line in Eq. (4.11), we reduced the dimension of thematrix B̂ at the cost of an additional determinant to a power of ν coming from theJacobian. The relation between the two dualities becomes clear if one comparesEq. (4.11) and Eq. (4.10). At the beginning we have a matrix model of dimension
M ×N which we reduced to a matrix model of dimension p× (M −N − l).The difference between both dualities is that we start with a determinant in thedenominator and therefore decrease the dimensionality. Another crucial differencein our case is the presence of correlations. Thus, our and the flavor-topology dualityare based on the same freedom in the Wishart model only.
4.1.2 Dual Invariant Models in Ordinary and SuperspaceBased on the previous section and results of section 2.5, we present two invariantmatrix models dual to Eq. (4.9). We obtain two different models, because we haveto distinguish for the real ensemble between even and odd values of n − p. Foreven n − p, we obtain an invariant supermatrix model whereas in all other cases,we obtain an invariant ordinary matrix model. We introduce
v = β(n− p+ 1− 2/β)/2 (4.13)
to denote the exponent of the characteristic polynomial in the second line of Eq. (4.9)and distinguish for β = 1 between integer and half-integer v.
A Dual Ordinary Matrix Model for Integer vThe condition of integer v is equivalent to studying Eq. (4.9) for n− p odd if β = 1and all n, p if β = 2. In this case the power of the characteristic polynomial isinteger and we do not need full supersymmetry to analyze the gap probability.Instead of a supervector, we use only complex vectors with Grassmannian entries
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in Eq. (2.101). Following the reasoning in section 2.5, we arrive at
E(β)p ([0, s]; 0) = K exp
(
−trβs
2Λ
)∫ d[σ] exp (trσ) fp+2−β,β(σ)
×
p∏
k=0
detβ/2(βs
2
12v/β + Λkσ) , (4.14)
where σ is a Hermitian matrix of dimension 2v/β × 2v/β. If β = 1 it possesses afurther symmetry, it is self-dual. The function fm,β is invariant, i.e. fm,β(uσu†) =
fm,β(σ) for u ∈ USp(2v),U(v) for β = 1, 2, respectively. For m ∈ N it is a distribu-tion on the space of Hermitian matrices and it is given as the Fourier transform ofa characteristic polynomial
fm,β(σ) =
∫ d[%] detβm/2% exp (−ıtr%σ) , (4.15)
where ρ is in the same symmetry class as σ. Thus, since fm,β as well as theremaining integrand are invariant under change of basis, we arrive at an invariantmatrix model such that we can diagonalize σ and study an eigenvalue integral. Dueto the degeneracy in the eigenvalues of the self-dual matrix for β = 1, all squareroots in Eq. (4.14) disappear such that we can solve the eigenvalue integral for
β = 1, 2 using random matrix theory techniques.Instead of the generalized Hubbard-Stratonovich transformation, we can useordinary bosonization [156] and find
E(β)p ([0, s]; 0) = K exp
(
−trβs
2Λ
)
tγ(β−2)
∫ dµ(U)det−(p+2−β)/2U (4.16)
× exp
(
−ıβs
2
trU) p∏
k=1
det−β/2 (12γ/β − ıΛkU) . (4.17)
The matrix U is either in the circular symplectic U(2v)/USp(2v) or the circularunitary ensemble U(v) [40]. The measure dµ(U) is induced from the Haar measureon the space of unitary matrices and is related to the flat measure by
dµ(U) ∼ d[U ] det−v−β−22 U . (4.18)
Since U possesses a degeneracy in the eigenvalue spectrum, all square roots dis-appear. We compute the resulting expression analytically by going into its eigen-value basis. It is a matter of taste which method is preferred. As we will see later,Eq. (4.17) is used to analyze the microscopic limit, because it is easier to study itsasymptotic behavior.
A Dual Supermatrix Model for Half Integer vThe power of the characteristic polynomial in Eq. (4.9) can be half-integer, but onlyfor β = 1 and ν = n−p even. We can not simply use a Gaussian integral over vectors
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with real Grassmannian entries, but we can circumvent this difficulty by completingthe expression to integer power at the cost of an additional determinant in thedenominator, i.e.
detα+1/2 (WW † + s1p) = detα+1
(
WW † + s1p)det1/2 (WW † + s1p) , (4.19)
where we introduced 2α = ν − 2. The determinant in the numerator is handledusing Gaussian integrals over complex vectors with Grassmannian entries and thedeterminant in the denominator with Gaussian integrals over a real vector. Thus,employing the results of section 2.5 we arrive at an unusual supermatrix model
E(1)p (s) = K exp
(
−tr s
2Λ
)∫ d[µ] exp (ıstrµ) Ip(µ)
×
p∏
k=1
sdet−1/2 (s
2
11|ν − ıΛkµ) . (4.20)
The matrix µ is a supermatrix with a fermion-fermion block of size ν × ν given by areal quaternion self-dual matrix σ and a one dimensional bosonic-bosonic block y,
µ =
 y η† ηTη
−η∗ ıσ
 . (4.21)
In this parametrization η is a α+ 1 dimensional complex vector with Grassmannianentries. The measure is the flat one, i.e. the product of all independent differentials,and Ip(µ) is the supersymmetric Ingham-Siegel integral, see Eq. (2.97). What makesthis supermatrix model unusual is the fact that although it is invariant, it can notbe reduced by any integral theorem.Since the Efetov-Wegner terms for real supermatrix models are unknown, theonly possibility to solve this integral is to expand it in the Grassmann variables, dothe Berezinian integrals first such that diagonalization does not pose a problem.Since we don’t know at present how all integrals can be done even in the simplestcases, we leave the exact calculation for a future project.
Synopsis
In the previous section, we obtained altogether four dual matrix models. Two ordi-nary ones of Wishart type, namely Eq. (4.4) and Eq. (4.9) which we call the large-W ,respectively, the small-W model. Moreover, we found a dual invariant ordinary (su-per) matrix model, the small-σ model and a non-invariant supermatrix model, thelarge-σ model given by Eq. (4.14) (Eq. (4.20)), respectively, Eq. (4.6) (Eq. (4.5)). We
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summarize this four-fold duality schematically
↗ large-W model
p× n-dim. ⇔ large-σ model(2v/β|2v/β)-dim.
E(β)p ([0, s]; 0)
↘ small-W model
p× n¯-dim. ⇔ small-σ model2v/β × 2v/β-dim.
if v ∈ N and
↗ large-W model
p× n-dim. ⇔ large-σ model(ν|ν)-dim.
E(1)p ([0, s]; 0)
↘ small-W model
p× n¯-dim. ⇔ small-σ model(1|ν)-dim.if β = 1 and v ∈ 12N, where n¯ = p+ 2−β. It should be emphasized that this schemeis true for all kinds of invariant probability distributions. This is a consequence ofthe arguments leading to the correspondence in Eq. (4.10) and of section 2.5.
4.1.3 Exact Gap Probability and Smallest Eigenvalue DistributionIn this section, we derive a closed-form expression for the gap probability for allvalues of n, p if β = 2 and all values n, p with n− p even if β = 1. The calculationsare done for the complex and the real case separately. Because it is more intuitive,we start with the complex case and adjust subsequently the calculations to thereal case. We complete this section by a derivation of the smallest eigenvaluedistribution from the exact results for the gap probability in both cases.
Exact Expressions for the Complex CaseWe obtained in the previous section an invariant Hermitian matrix model such thatcan diagonalize the integration variable σ = usˆu† where sˆ =diag(sˆ1, . . . , sˆv), u ∈ U(v) and v = n − p is exactly the rectangularity of the datamatrices. Applying the diagonalization to Eq. (4.14), we find
E(2)p ([0, s]; 0) = K exp
(
−tr s
Λ
)∫ d[sˆ] |∆v(sˆ)|2 exp (trsˆ)
× fp,2(sˆ)
p,v∏
k=1,i=1
(s+ Λksˆi) .
(4.22)
To solve this eigenvalue integral, we need to know a closed-form expression for fp,2.We repeat in appendix B.1 a similar calculation of Ref. [109]. There we show that
fp,2 is given by
fp,2(sˆ) ∼
v∏
i=1
∂p+v−1
∂sˆp+v−1i
δ(sˆi) . (4.23)
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Because it factorizes in the eigenvalues sˆi, the calculation of the resulting eigen-value integral when inserting Eq. (4.23) into Eq. (4.22) can be done using resultsfrom random matrix theory [40,44]. In appendix B.1, we show that if we apply theseresults the gap probability to find no eigenvalue of a complex correlated Wishartmatrix within an interval [0, s] is given by
E(2)p ([0, s]; 0) =
(−1)v(v−1)/2
detv Λ
exp
(
−tr s
Λ
) detΘ(α2) min(p,α2)∑
k=0
sp−kek(Λ)
(α2 − k)!
 , (4.24)
where α2 = p + v + 1 − i − j, 1 ≤ i, j ≤ v and ek(Λ) denotes the kth elementarysymmetric function,
ek(Λ) =
∑
1≤i1<···<ik≤p
Λi1 · · ·Λik . (4.25)
Contrary to known results [141, 143–145] the gap probability (4.24) has a determi-nantal structure of dimension v = n− p. This property makes the evaluation of theresulting expression fast as long as v is not too large. Moreover, every entry of thematrix kernel depends on the entire empirical eigenvalue spectrum.
Exact Expressions for the Real CaseFor the gap probability to find no eigenvalue of a correlated real Wishart matrixwithin an interval [0, s], we obtain an invariant model of real quaternion self-dualmatrices, see Eq. (4.14). It is invariant under the action of USp(2v). Because ofthe invariance, we can diagonalize the integration variable σ = u(12 ⊗ sˆ)u†, where
u ∈ USp(2v) and sˆ = diag(sˆ1, . . . , sˆv) is the matrix of distinct eigenvalues, such that
E(1)p ([0, s]; 0) = K exp
(
−tr s
2Λ
)∫ d[s] ∆4v(sˆ) exp (2trsˆ)
× fp+1,1(12 ⊗ sˆ) p∏
k=0
det(s
2
1v + Λksˆ) . (4.26)
The distinguishing feature of this eigenvalue integral is that we can not computethe fp+1,1, because we do not know the unitary-symplectic Itzykson-Zuber integral.Accordingly, we have to use the results of Ref. [113], where the authors showed that
fp+1,1(12 ⊗ sˆ) ∼ v∏
i=1
∂p+2v−1
∂sˆp+2v−1i
δ(sˆi) . (4.27)
Similar to the complex case, the factorization of fp+1,1 facilitates the computationof the resulting eigenvalue integral when substituting Eq. (4.27) intro Eq. (4.26).In appendix B.2, we show that the gap probability to find no eigenvalue of a realcorrelated Wishart matrix has a Pfaffian structure and is given by
E(1)p ([0, s]; 0) =
exp
(−tr s2Λ)
detv Λ
pfmin(p,α1)∑
k=0
(j − i)Θ(α1) ek(Λ)
(α1 − k)! s
p−k
 , (4.28)
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where α1 = p+2v− i− j+2 and 1 ≤ i, j ≤ 2v. The gap probability (4.28) shows forthe first time that even for the real correlated Wishart model, an integrable Pfaffianstructure exists. It is evidence that, at least in some cases it is possible to fullycircumvent the orthogonal Itzykson-Zuber integral occurring in the joint probabilitydistribution function (2.20). Moreover, it turns out, that apart from an exponentialprefactor, the gap probability is even for the real ensemble polynomial in s and Λ.
Distribution of the Smallest EigenvalueIt was shown in the introduction that if we know the gap probability, we know thedistribution of the smallest eigenvalue, which is given as the derivative of the gapprobability with respect to the threshold parameter s, see Eq. (2.42),
P(β)min(s) = − ddsE(β)p ([0, s]; 0) . (4.29)For the smallest eigenvalue distribution of the complex Wishart matrix, we obtain
P(2)min(s) = trΛ−1E(2)p ([0, s]; 0)
− (−1)
v(v−1)/2
detv Λ
exp
(
−tr s
Λ
) v∑
i=1
det [Θ(α2)G(l)ij (s)] (4.30)
where
G(l)ij (s) =

min(p−1,α2)∑
k=0
(p− k)sp−k−1ek(Λ)
(α2 − k)! , l = imin(p,α2)∑
k=0
sp−kek(Λ)
(α2 − k)! , l 6= i
, (4.31)
and 1 ≤ i, j ≤ v. For the real correlated Wishart ensemble, the smallest eigenvaluedistribution can readily be derived from the gap probability (4.28) and is given by
P(1)min(s) = tr 12ΛE(1)p ([0, s]; 0)− exp
(−tr s2Λ)
detv Λ
2v∑
i=1
pf [Θ(α1)G(l)ij (s)] (4.32)
where
G(l)ij (s) =

min(p−1,α1)∑
k=0
(p− k)sp−k−1ek(Λ)
(α1 − k)! , l = imin(p,α1)∑
k=0
sp−kek(Λ)
(α1 − k)! , l 6= i
, (4.33)
and 1 ≤ i, j ≤ 2v. In contrast to the uncorrelated Wishart model discussed insection 3.1 and 3.2 the derivative destroys the Pfaffian and determinantal structuresuch that we obtain a sum of Pfaffians and determinants.
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4.1.4 Microscopic LimitThe ordinary matrix model (4.14) and the supermatrix model (4.20) for the gapprobability, are eminently suitable for the microscopic limit, because in this limit
n, p tend to infinity while ν = n − p is kept fixed. Thus, the dimension of the dualinvariant model does not vary. Hence, we can analyze this limit by studying theasymptotic behavior of the integrands. For the uncorrelated Wishart model, themicroscopic limit of the distribution of the smallest eigenvalue and the related gapprobability are introduced as [91]
℘
(β)min(u) = limp→∞ 14pP(β)min
(
u
4p
)
, (4.34)
respectively,
E(β)(u) = lim
p→∞E
(β)
p
(
u
4p
)
. (4.35)
To study a similar limit in the correlated case, we analyze the expectation valueof the smallest eigenvalue and how it scales with p if n, p tend to infinity with
ν = n − p fixed. We do this for the even v case only, because the half-integer
v case works analogously by simply replacing all invariants in the ordinary spacewith invariants in superspace. These findings will help us to provide the asymptoticbehavior of the dual matrix models for both integer and non-integer v. We computethe limiting smallest eigenvalue distribution and gap probability for integer v usingthe asymptotic formulas.
Analysis of the Microscopic LimitTo compute the limiting distribution and gap probability, we analyze the meanbehavior of the smallest eigenvalue. This leads us to the local scale on whichwe study both quantities. The scaling is derived from the mean of the smallesteigenvalue if we use
〈s〉 =
∞∫
0
ds s P(β)min(s) = ∞∫
0
ds E(β)p ([0, s]; 0) . (4.36)
We express the gap probability on the right hand side of Eq. (4.36) by the matrixmodel obtained from bosonization (4.17). It has the advantage that we can omit anasymptotic analysis of the invariant distribution fm,β , which has to be done for themodel in Eq. (4.14). Inserting Eq. (4.17) into Eq. (4.36) yields
〈s〉 = K
∞∫
0
ds exp(−trβs
2Λ
)∫ dµ(U) exp (trU)
× det−β(p+2−β)/2U p∏
k=1
detβ/2(βs
2
12v/β + ΛkU) ,
(4.37)
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where dµ(U) is independent of p and U ∈ CSE(2v) = U(2v)/USp(2v) or U ∈CUE(v) = U(v). Compared to Eq. (4.17), we rescaled U in Eq. (4.37) by ı2/(βs).Because the normalization constant is independent of p,
K =
∫ dµ(U) exp (trU) det−(2−β)/2U , (4.38)
the p dependent parts of the integrand are the exponent depending on s and Λ inthe first row and the determinants in the second row of Eq. (4.37). The smallesteigenvalue statistics depend in a non-trivial way on the empirical eigenvalues.Therefore, the scaling determined in the following will depend on the empiricaleigenvalues. On these grounds, it is reasonable to put some conditions on the setof empirical eigenvalues. We assume that almost all empirical eigenvalues Λk areof order O(1), with a finite number of order O(pm) and none of the order O(p−m′)for m,m′ > 0.In the mathematical literature, Refs. [157–160] and references therein, the empir-ical eigenvalues Λk are treated, in a kind of ”mean field approximation“, as randomvariables respecting the distribution ρemp(Λ). In terms of this distribution, the aboverequirement can be interpreted as
1
p
p∑
i=1
f
(
1
Λi
)
→
∫ dΛρemp(Λ)f ( 1
Λ
)
, (4.39)
for p large enough and f ∼ O(1). This is a modest assumption, because systemspecific features are commonly encoded in the large eigenvalues and not in eigen-values tending to zero when increasing the system size. Employing this assumption,we find
p
Λmmax ≤ tr 1Λm ≤ pΛmmin , (4.40)for all m ∈ N. For the following asymptotic analysis, we assume that the empiricaleigenvalues satisfy the above requirement. To study the large p behavior of the
p-fold product in Eq. (4.36), we write the determinant as an exponent of a trace ofa logarithm and expand the latter, yielding
p∏
k=1
detβ/2(1p + βs
2Λk
U †
)
= exp
(
−β
2
∞∑
m=1
1
m
tr(−βs
2Λ
)m tr(U †)m) . (4.41)
From the estimate (4.40) it turns out that smtrΛ−m is of order O(p) for all m if
s ∼ O(1). Hence, if we rescale the threshold parameter s by 1/(4pη), where the
4 is convention [91] and η is yet to be determined, smtrΛ−m is of order O(p1−m).Introducing u = 4pηs, the analysis above shows that if we set
η =
1
p
p∑
i=1
1
Λi
(4.42)
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we obtain that in the microscopic limit the mean value
〈u〉 = K
∞∫
0
du exp (−uβ/8)∫ dµ(U)det−(2−β)/2U exp(trU + β2u
16
trU †) (4.43)
is of order O(1) and independent of the empirical eigenvalues. We find the samescaling if n− p is even for the supermatrix model (4.20).
Limiting Gap Probability and Smallest Eigenvalue Distribution
We use the results just obtained to compute both the asymptotic behavior of thegap probability and therefore of the smallest eigenvalue distribution. We will seethat on the scale s = u/4pη these quantities are universal and identical for thecorrelated and the uncorrelated Wishart model. For the latter the microscopic limitof the distribution of the smallest eigenvalue as well as the gap probability areknown, Refs. [3, 5, 91, 107, 130, 132, 133, 161] and section 3.1. Hence, to study themicroscopic limit of the correlated model, we can utilize the universality and applythe results for the uncorrelated model.Before doing so, we have to show that the statistics are universal and indeedagree. Employing the analysis of the previous paragraph, we derive the asymptoticbehavior of the gap probability for integer and half-integer v. For v integer, we findthat for s ∼ O(p−1) it is given by
E(β)p ([0, s]; 0) = K exp
(
−βspη
2
)∫ dµ(U)det−β(2−β)/2U
× exp
(trU + βsηp
2
trU †)+O(p−1) . (4.44)
and analogously for half-integer v. It turns out that the asymptotic expression (4.44)does no distinguish whether we consider a correlated Wishart model with a general
Λ or an uncorrelated Wishart model with variance 1/η. We summarize our findingsin the following statement.
Statement: Assume that n, p tend to infinity, while n − p is fixed, the empiricaleigenvalues are of the order O(1) with a finite number of order O(pτ ), where τ > 0.Under these modest assumptions the dual ordinary and supermatrix models for thegap probability E(β)p ([0, s]; 0) given by Eqs. (4.14) and (4.20) behave asymptoticallylike the matrix models
E(β)p ([0, s]; 0) ∼ exp
(
−tr sβ
2Λ
)∫ d[σ] exp (trσ)
× detpβ/2(sβ
2
12v/β + 1ησ
)
fp+2−β,β(σ)
(4.45)
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for v ∈ N and for v ∈ N/2 as
E(1)p ([0, s]; 0) ∼ exp
(
−tr s
2Λ
)∫ d[µ] exp (ıstrµ)
× sdet−p/2(s
2
11|ν − ıηµ
)
Ip(µ)
(4.46)
where η = trΛ−1/p.
Thus, on the scale s = u/4pη, the gap probability and therefore the statisticsof the smallest eigenvalue are universal in the microscopic limit. Moreover, it doesnot see any empirical correlation structure such that the statistics of the smallesteigenvalue for the uncorrelated and correlated Wishart model are identical.
Microscopic Limit Using the Dual ModelSince the matrix model (4.44) is invariant under the action of an appropriate sym-metry group, we diagonalize the integration variable U = v(12/β ⊗ r)v†, where
r = diag(r1, . . . , rv) is the matrix of distinct eigenvalues and v ∈ USp(2v),U(v).The eigenvalues are all on the unit circle, |ri| = 1, such that if we rescale them by
4
√
u/β we arrive at
E(β)(u) = K exp
(
−βu
8
)∮ d[r] ∆4/βv (r)det−2v/βr exp(√u2 (trr + trr−1)
)
.(4.47)Because except the Vandermonde determinant the entire integrand factorizes in theeigenvalues sˆi standard results of random matrix theory apply. We employ theseresults in appendix B.3 and show that the microscopic limit of the gap probabilityis given by
E(β)(u) = exp
(
−βu
8
) detβ/2 [qij (β√u
2
)i+j+m+1 Ii+j+m+1 (√u)] , (4.48)
where 1 ≤ i, j ≤ 2v/β, m = −4 + β − 2v/β and qij = (j − i) for β = 1 and
qij = (−1)i−1 for β = 2. From the gap probability, the distribution of the smallesteigenvalue can be readily derived, yielding
℘(β)(u) =
β
8
E(β)(u)− exp
(
−βu
8
) 2v/β∑
l=1
detβ/2 [qijL(l)ij (u)] , (4.49)
where i, j,m and qij are as above and
L(l)ij (u) =

(
β
√
u
2
)i+j+m+1 Ii+j+m+1 (√u) , l 6= i(
β
√
u
2
)i+j+m Ii+j+m (√u) , l = i (4.50)Similar to the derivation of an exact expression for the smallest eigenvalue distri-bution, see section 4.1.3, we do not obtain a Pfaffian nor determinantal structurebut a sum of them.
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Figure 4.2: The upper two figures show E(β)p ([0, s]; 0) and the lower P(β)min(s) forfixed p = 10, where Λk = 0.6, 1.2, 6.7, 9.3, 10.5, 15.5, 17.2, 20.25, 30.1, 35.4 and n = 13(black), n = 15 (red), n = 17 (green) and n = 21 (blue). The left figures correspondto the real (β = 1) and the right to the complex ensemble (β = 2). The linescorrespond to our analytic results and the histograms to the numerical simulations.
4.1.5 Numerical SimulationsWe compare our analytic findings, the exact as well as the limiting expressions,to numerical simulations for the purpose of illustration and to confirm the va-lidity and correctness of our final expressions. We implement the exact formu-las obtained for the gap probability (4.24) and (4.28) as well as the distribu-tion of the smallest eigenvalue (4.30) and (4.32) into the computer code R [162]and generate 50 000 complex and real correlated Wishart matrices drawn fromthe distribution (2.16). Since the rectangularity is the quantity which signifi-
96
Chapter 4. Supersymmetry in Correlated Ensembles
Figure 4.3: Left: The microscopic limit of the distribution of the smallest eigenvaluefor β = 1 (line) compared to a numerical simulation (histogram) in a sample ofreal correlated 200 × 203 dimensional Wishart matrices with empirical correlation
C indicated in the inset. Right: The microscopic limit of the distribution of thesmallest eigenvalue for β = 2 (line) compared to a numerical simulation (histogram)in a sample of real correlated 200×201 dimensional complex Wishart matrices withempirical correlation C indicated in the inset.
cantly changes the shape and complexity of the analytic expressions, we carryout the simulations for four different rectangularities. The results are shown inFig. 4.2. The empirical eigenvalues for both, the real and the complex samplesare Λk = 0.6, 1.2, 6.7, 9.3, 10.5, 15.5, 17.2, 20.25, 30.1, 35.4. The figures show perfectagreement of the analytic formulas and the numerical simulations.For the microscopic limit of the distribution of the smallest eigenvalue ℘(β)min(u),we produce a non-trivial empirical correlation matrix and generate a sample of
30 000 complex correlated 200 × 202-dimensional and real correlated 200 × 203-dimensional Wishart matrices. We indicate the non-trivial empirical correlationmatrix C in the insets of Fig. 4.3. We obtain a perfect agreement of the numericalsimulations and our analytic results shown in Fig. 4.3.In section 4.1.4, we show that even for β = 1 and half-integer v, the gap probabil-ity and therefore the smallest eigenvalue distribution in the presence of correlationsare universal. However, we did not derive analytics expressions. Because of theuniversality, we can analyze these statistics by means of the limit statistics in theuncorrelated model. The desired analytical expressions were derived in section 3.1and are given by Eqs. (3.48) and (3.49). In Fig 4.4 we compare numerical simulationsfor a sample of 10 000 200× 200 real Wishart correlation matrices, with ν = 0, 2, 4and an empirical correlation matrix indicated in the inset with our analytic results.We obtain a very good agreement for all values of ν. This not only confirms ourfindings concerning the universality of the real correlated Wishart model but alsothe correctness of the limiting smallest eigenvalue distribution for the uncorrelatedreal Wishart model with even rectangularity ν, computed in section 3.1.
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Figure 4.4: The analytical expressions for the microscopic limit of the smallesteigenvalue distribution for even ν = n− p in the real correlated Wishart ensemble(lines) compared to numerical simulations (dots).
4.2 Largest Eigenvalue Statistics
The cumulative density function of the largest eigenvalue within the real and com-plex correlated Wishart model is studied using the method of Grassmann variablesand the Berezinian integral. It is the gap probability to find the largest eigenvalueof the model correlation matrix in an interval [0, t] and therefore no eigenvalue abovethe threshold t. We exploit the positive definiteness of the Wishart correlation ma-trix to construct an invariant matrix model and analyze it further.Except the final expression for the gap probability in the complex case computedin Ref. [143], none of the results neither the Wishart model for the gap probabilitynor the invariant matrix model derived in the upcoming sections are known in theliterature. The only other attempt to study the gap probabilities for finite n, pand all values of β led to formulas in terms of hypergeometric functions of matrixargument [41, 141, 142]. These have the drawback to be evaluable on a computeronly, see Ref. [103], and are hardly analyzable analytically.In section 4.2.1, we construct an average over a full matrix model dual to thegap probability. This model is mapped in section 4.2.2 to an invariant matrix modelusing integral theorems on supermanifolds. In section 4.2.3, we derive an exactexpression for the gap probability in the complex case and recover known results.
4.2.1 A Full Wishart Matrix Model RepresentationWe show that for the complex and the real correlated Wishart ensembles the largesteigenvalue statistics can be studied by applying the method of supersymmetry.This approach will lead to new insights which are not apparent from the analysisof section 5.2.As explained in section 2.3.2, the largest eigenvalue distribution is related to
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the gap probability to find all eigenvalues of the Wishart matrix in an interval [0, t]by a derivative of the latter with respect to t. Thus, it is the cumulative distri-bution function of the largest eigenvalue. Given the joint eigenvalue distributionfunction (2.20), it reads
E(β)p ([0, t]; p) = K
t∫
0
d[X] P (X|Λ) , (4.51)
where K is a normalization constant and X = diag(x1, . . . , xp) is the matrix ofeigenvalues of WW † = UXU † with U in O(p), respectively, U(p) for β = 1, 2. Toapply supersymmetry we need a matrix model average over determinants, whichmeans, a Wishart model such that diagonalization leads to Eq. (4.51). To findit, we need eigenvalue integrals over the positive real line [0,∞). Unfortunately,the integrals (4.51) are over a compact set [0, t] only. Thus, simply shifting theeigenvalues as in the case of the smallest eigenvalue does not work. Therefore, weperform the coordinate change
xi → t
xi + 1
⇔ dxi → −tdxi
(xi + 1)2
. (4.52)
and obtain eigenvalue integrals over the entire positive real line
E(β)p ([0, t]; p) = Kt
npβ/2
∞∫
0
d[Y ] |∆p(Y )|β det−τβ/2 (Y + 1p)
× Φβ((Y + 1p)−1|tΛ−1) ,
(4.53)
where Φβ is the orthogonal or unitary Itzykson-Zuber integral and τ = n+p+2/β−1.The drawback of the coordinate transformation is the inverse power of Y + 1p inthe Itzykson-Zuber integral arising thereby.Analogous to the smallest eigenvalue, we have infinitely many possibilities toconstruct a full matrix model average dual to Eq. (4.53), see section 4.1.1. By similararguments, we choose
E(β)p ([0, t]; p) = Kt
npβ/2
∫ d[Ŵ ] det−τβ/2 (ŴŴ † + 1p)
× exp
(
−βt
2
tr(ŴŴ † + 1p)−1Λ−1) . (4.54)
as underlying Wishart model average, where Ŵ is a p × n¯-dimensional real orcomplex data matrix and
n¯ = p− 1 + 2/β =
{
p+ 1 , β = 1
p , β = 2
. (4.55)
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The analysis of section 2.5 implies that the average (4.54) has a dual invariant ordi-nary matrix model. However, the computation of the characteristic function (2.104)in the present case is highly non-trivial. We circumvent this difficulty by using
lim
N→∞
detN (ŴŴ † + 1p − tβN2Λ−1)detN (ŴŴ † + 1p) = exp
(
−βt
2
tr(ŴŴ † + 1p)−1Λ−1) (4.56)
and a projection formula developed in Ref. [139, 140], which will be explained inthe next section. If we substitute expression (4.56) into Eq. (4.54) and exchangethe N-limit with the Ŵ -integration, the resulting matrix model has a Lorentziandistribution,
E(β)p ([0, t]; p) = Kt
npβ/2 lim
N→∞
KN
∫ d[Ŵ ] detN
(
ŴŴ † + 1p − tβ2NΛ−1)detN+τβ/2 (ŴŴ † + 1p) . (4.57)
The Ŵ -integral is convergent, because the exponent of the determinant in thedenominator is always substantially larger than the exponent of the determinantin the numerator. The normalization constant KN is introduced to absorb all Ndependent prefactors. It is later determined by the condition that the leading orderterm in an asymptotic large N expansion should be of order O(1) such that the
N-limit is finite.
4.2.2 Construction of a Dual Invariant Matrix ModelWe construct an invariant matrix model dual to the average (4.57). We use thepositive definiteness of ŴŴ † and results of Refs. [139, 140]. The former manifestsitself in the following identity
detN+τβ/2 (ŴŴ † + 1p) = detN+τβ/2 (Ŵ †Ŵ + 1n¯) . (4.58)
We express the determinant to a power N in the numerator of the integrand (4.57)as a Gaussian integral over N complex vectors with Grassmannian entries as in-troduced in Eq. (2.68). If we substitute this and the identity (4.58) into the gapprobability (4.57), we arrive at
E(β)p ([0, t]; p) = Kn,pt
npβ/2 lim
N→∞
KN
∫ d[Ŵ ,A] exp
(
ıtrŴŴ †AA†)
detN+τβ/2 (Ŵ †Ŵ + 1n¯)
× exp
(
ıtr(1p − tβ
2N
Λ−1
)
AA†
)
,
(4.59)
where the structure of A depends on the symmetries of ŴŴ †. It is given byEqs. (2.81) and (2.76) for β = 1, 2, respectively.The integrand (4.59) is invariant under the action Ŵ 7→ ŴU with U ∈ Gn¯.Accordingly, we use the idea of Refs. [139,140] and extend the integration domain of
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the ordinary matrix Ŵ to an integral over a rectangular supermatrix Σ by applyingan integration theorem backwards. It states that the integral over the space ofrectangular (p+ 2N |2N)× (n¯|0) dimensional supermatrices of an invariant function
F (Σ†Σ) is given by∫ d[Σ] F (Σ†Σ) ∼ ∫ d[Ŵ ] F (Ŵ †Ŵ ) = ∫ d[Ŵ ] f(Ŵ †Ŵ ) , (4.60)
where f is a function on the space of ordinary matrices and the supermatrix Σ isgiven by
Σ =

Ŵij
w∗ia
wia
χib
 =

Ŵij
w∗ia
wia
−ξ∗ia
ξia
 , (4.61)
for β = 1 and by
Σ =
 Ŵijw∗ia
χib
 =
 Ŵijw∗ia
−ξ∗ia
 (4.62)
for β = 2, respectively. Here wia and ξia are complex commuting and anti-commutingvariables for i = 1, . . . , 2N , a = 1, . . . , n¯. As a consequence of the structure of Σ,see Eqs. (4.61) and (4.62), we find that
Σ†Σ = Ŵ †Ŵ + χ†χ+
{
w†w + wTw∗ , β = 1
w†w , β = 2 (4.63)
is a n¯× n¯ dimensional matrix with commuting entries. The trace of ŴŴ †AA† in theexponent of Eq. (4.59) can be written as supertrace of ΣΣ† times a (2N + p|2N +
p)× (2N + p|2N + p) supermatrix which is everywhere zero except in the upper left
p× p block. The latter is given by AA† such that
trŴŴ †AA† = strΣΣ† [ AA† 0
0 0
]
. (4.64)
We introduce F (Σ†Σ) to be a function satisfying the integral theorem (4.60) for agiven function f , it is not uniquely defined. However, the Ŵ average is independentof the choice of F , it depends only on the function f . Hence, if we apply the integraltheorem (4.60) from the right to the left with f(Ŵ †Ŵ ) = detN+τβ/2 (Ŵ †Ŵ + 1n¯),we obtain after an exchange of the Σ and A integration
E(β)p ([0, t]; p) = Kn,pt
npβ/2 lim
N→∞
KN
∫ d[A] exp(ıtr(1p − tβ
2N
Λ−1
)
AA†
)
×
∫ d[Σ] exp
(
ıstrΣΣ† [ AA† 0
0 0
])
detN+τβ/2 (Σ†Σ + 1n¯) .
(4.65)
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Due to this exchange of the integrals, the Σ integral turns into the characteristicfunction with respect to the distribution
P (Σ) ∼ detN+τβ/2 (Σ†Σ + 1n¯) (4.66)
on the space of rectangular supermatrices. It is a Fourier transformation and givenby
φ
([
AA† 0
0 0
])
∼
∫ d[Σ] exp
(
ıstrΣΣ† [ AA† 0
0 0
])
detN+τβ/2 (Σ†Σ + 1n¯) . (4.67)
The supermatrix in the argument of φ is (2N + p|2N + p) × (2N + p|2N + p)-dimensional. We assume that Υ is a supermatrix of the same size and symme-try class as ΣΣ†. The invariance of the Lorentzian probability distribution (4.66),
P (uΣ) = P (Σ) where u is in the proper supergroup, carries over to the characteris-tic function φ(Υ ) such that it is invariant under the adjoint action φ(uΥu†) = φ(Υ ).Accordingly, the characteristic function depends only on the invariants strΥm, with
m ∈ N. With the aid of the trace duality (2.110), we find
φ
([
AA† 0p×4N/β
04N/β×p 04N/β×4N/β
])
= φ
([
0(p+2N/β)×(p+2N/β) 0(p+2N/β)×2N/β
02N/β×(p+2N/β) A†A
])
∼
∫ d[Σ] exp
(
ıstrΣΣ† [ 0 0
0 A†A
])
detN+τβ/2 (Σ†Σ + 1n¯) , (4.68)
where AA† is a 2N/β × 2N/β dimensional matrix with commuting entries. Anal-ogous to the invariant matrix models constructed in section 4.1.2, it is either realquaternion self-dual corresponding to β = 1 or Hermitian to β = 2. If we insert
strΣΣ† [ 0 0
0 A†A
]
= −trχχ†A†A (4.69)
into Eq. (4.68) the entire Ŵ and w-dependence of the integrand is concentrated inthe determinant.We make use of the identity (4.68) and replace the Σ integral in Eq. (4.65) bythe right hand side of Eq. (4.68). Exchanging the A and the Ŵ , w integrals, reducesthe A integral to a Gaussian. We perform it and are left with a dyadic 2N/β×2N/βdimensional matrix model,
E(β)p ([0, t]; p) = Kn,pt
npβ/2 lim
N→∞
KN
∫ d[χ] Q(χ†χ)
× detβ/2((1p − tβ
2N
Λ−1
)
⊗ 12N/β + 1p ⊗ χχ†) , (4.70)
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where we introduce the distribution function [140]
Q(χ†χ) =
∫ d[Ŵ , w] det−(N+τβ/2) (Σ†Σ + 1n¯)
∼ det−β(n+2/β−1)/2 (χ†χ+ 1n¯) . (4.71)
Due to the dyadic structure, we have two possibilities to analyze Eq. (4.70) bothusing the generalized Hubbard-Stratonovich transformation. Either we replace the
2N/β × 2N/β dimensional matrix χχ† or the n¯ × n¯ dimensional matrix χ†χ. For
β = 2 both matrices are Hermitian. For β = 1 is χχ† real quaternion self-dual, but
χ†χ is real symmetric. Thus, replacing the former has the advantage, that we studyan infinite dimensional matrix model that possesses for β = 1 a twofold degeneracyin the eigenvalues so that all square roots in Eq. (4.70) become integer powers.Whereas, if we replace χχ†, we obtain a finite dimensional matrix model such thattaking the N →∞ limit does not vary the matrix size. The price of the latter caseis that for β = 1 square roots do remain in the integrand such that analyticallyanalyzing it further is impossible.
4.2.3 Exact Expression for β = 2
For the complex correlated Wishart model, the matrix χ†χ is Hermitian. We applythe generalized Hubbard-Stratonovich transformation, replace it by an ordinaryHermitian matrix h and find
E(2)p ([0, t]; p) = Kn,pt
np lim
N→∞
KNdetN−p(1p − t
N
Λ−1
)
×
∫ d[h] det−n (h+ 1p) fN,2(h)
×
p∏
k=1
det−1((1− t
N
Λ−1k
)1p + h) .
(4.72)
The function fN,2(h) was introduced in section 4.1.2 and is given by Eq. (4.15). It isa distribution on the space of Hermitian matrices and depends on the eigenvaluesof h only, i.e. fN,2(h) = fN,2(s) with h = UsU † and U ∈ U(p). In terms of theeigenvalues si it reduces to Eq. (4.23). Thus, diagonalizing h and substituting itinto the resulting expression yields
E(2)p ([0, t]; p) = Kn,pt
np lim
N→∞
KNdetN−p(1p − t
N
Λ−1
)
×
∫ d[s] ∆2p(s) p∏
i=1
δ(N+p−1)(si)
(si + 1)n
∏p
k=1
(
1− tΛ−1k /N + si
) , (4.73)
with δ(m)(x) the mth derivative of the δ-function. Because of the Vandermondedeterminant in Eq. (4.73), the N → ∞ limit has to be taken carefully. To this end,
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the product of determinants in the denominator is combined with a Vandermondedeterminant [111,112]
∆p(s)∏p,p
i,k
(
1− tΛ−1k /N − si
) ∼ detp−1Λ
tp(p−1)/2∆p(Λ)
det
[
1
1− tΛ−1k /N + si
]
, (4.74)
where 1 ≤ i, k ≤ p. Similarly, we bring together the remaining Vandermondedeterminant and the weight,
∆p(s)
∏p
i=1 δ
(N+p−1)(si)∏p
i=1(si + 1)
n
∼ det
[
sj−1i δ
(N+p−1)(si)
(1 + si)n
]
, (4.75)
with 1 ≤ i, j ≤ p. If we substitute Eqs. (4.74) and (4.75) into the eigenvalue inte-gral (4.73), we arrive at
E(2)p ([0, t]; p) =
Kn,pt
np
tp(p−1)/2∆p(Λ)
lim
N→∞
KNdetN−p(1p − t
N
Λ−1
)
×
∫ d[s] det[sj−1i δ(N+p−1)(si)
(1 + si)n
]
det
[
1
1− tΛ−1k /N + si
]
.
(4.76)
The columns in the determinants depend on one of the p eigenvalues si only. Thiskind of integral is covered by Andreijefs integral theorem, see Ref. [111] and refer-ences therein. Applying it to the gap probability (4.76) leads to
E(2)p ([0, t]; p) =
Kn,pt
np−p(p−1)/2
∆p(Λ)
lim
N→∞
KNdetN−p(1p − t
N
Λ−1
)
det [Wjk] , (4.77)
where 1 ≤ j, k ≤ p and we introduce the determinant kernel as
Wjk =
∞∫
−∞
dz zj−1δ(N+p−1)(z)
(1 + z)n(1− tΛ−1k /N + z)
. (4.78)
Hence, we reduce the computation of the eigenvalue integral to the calculationof the matrix kernel. We perform N + p − 1 partial integrations and bring thederivatives of the δ-function to the remaining integrand. Because of the latter, allboundary terms vanish such that Wik is given by the N +p−1 fold derivative of theintegrand (4.78), evaluated at zero. The derivatives are done by applying partialfraction decomposition to the denominator in Eq. (4.78),
1
(1 + z)n(1− tΛ−1k /N + z)
=
(λkN/t)
n
1− tΛ−1k /N + z
−
n∑
l=1
(ΛkN/t)
n−l+1
(1 + z)l
. (4.79)
such that by substituting this into the expression (4.78), we obtain
Wjk = (−1)j−1(j − 1)!(N + p− j)!
×
(
(ΛkN/t)
n(
1− tΛ−1k /N
)N+p−j+1 − n∑
l=1
(ΛkN/t)
n−l+1 (N + p− j + l − 1)!
(l − 1)!(N + p− j)!
)
.
(4.80)
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For later purpose, we introduce W (0)jk as the second row of above expression. If weperform the N →∞ limit, we have to respect the anti-symmetrizing property of thedeterminant. Because, carelessly taking the N →∞ limit in each row individuallyresults in a matrix where all rows are the same such that the determinant of thismatrix is zero. Hence, in order to respect the anit-symmetrizing property of thedeterminant in Eq. (4.77), we expand each row in powers of 1/N and build linearcombinations until all rows are linearly independent for N →∞. To do so, we haveto expand the first summand of W (0)jk only,
1(
1− tΛ−1k /N
)N+p−j+1 = 1(
1− tΛ−1k /N
)N ∞∑
m=0
(
t
NΛk
)m (p− j +m)!
(p− j)! . (4.81)
If we insert Eq. (4.81) into W (0)jk and subtract W (0)(j+1)k from W (0)jk for j = 1, . . . , p− 1,we find as new jth element
W
(1)
jk = W
(0)
jk −W (0)(j+1)k
=
(ΛkN/t)
n−1(
1− tΛ−1k /N
)N ∞∑
m=0
(
t
NΛk
)m (p− j +m)!(m+ 1)!
(p− j)!m!
−
(
t
ΛkN
) n−1∑
l=1
(ΛkN/t)
n−l+1 (N + p− j + l − 1)!
(l − 1)!(N + p− j)! ,
(4.82)
where the superscript (1) indicates the first step of an iteration. The leading orderin N of W (0)jk and W (1)jk are Nn and Nn−1, respectively. Thus, by the subtraction ofthe (j+ 1)th row from the jth row, we decrease the order of N in the resulting rowby one. We repeat this procedure iteratively in i, and subtract in each iteration
W
(i)
(j+1)k from W (i)jk for all j = 1, . . . , p− i− 1, with
W
(i)
jk =
(ΛkN/t)
n−i(
1− tΛ−1k /N
)N ∞∑
m=0
(
t
NΛk
)m (p− j +m)!(m+ i)!
(p− j)!m!
−
(
t
ΛkN
)i n−i∑
l=1
(ΛkN/t)
n−l+1 (N + p− j + l − 1)!
(l − 1)!(N + p− j)! ,
(4.83)
until i reaches p− 1. The resulting set of row vectors is linearly independent, withdifferent degrees in N . According to the determinant in Eq. (4.79) and its invarianceunder building row or column wise linear combinations, we replace Wjk by W (p−j)jk .We absorb all constant factors and powers of N in K , respectively KN such thatEq. (4.79) becomes
E(2)p ([0, t]; p) =
Kn,pt
np−p(p−1)/2
∆p(Λ)
× lim
N→∞
KNdetN−p(1p − t
N
Λ−1
)
det
[
W
(p−j)
jk
]
.
(4.84)
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All rows in the determinant above are linear independent in the N → ∞ limit.Hence, we can perform the limit N →∞ by keeping only the leading order term in
N of each individual row. The leading power in N is again absorbed into KN suchthat we arrive at
E(2)p ([0, t]; p) =
tnp−p(p−1)/2(−1)p(p−1)/2detn−p+1Λ ∆p(Λ)
× det
[(
Λk
t
)n−p+j
−
n−p+j∑
l=1
exp
(−tΛ−1k )
(p− j)!(l − 1)!
(
Λk
t
)n−p+j+1−l]
,
(4.85)
where 1 ≤ j, k ≤ p. The last step from Eq. (4.84) to Eq. (4.85) is justified, becausethe normalization constant KN is derived by requiring the N → ∞ limit to befinite, whereas Kn,p is determined by E(2)p ([0, t]; p) → 1 for t → ∞. As we will seein section 5.2.3, the gap probability (4.85) is similar to the expression we find whenusing the unitary Itzykson-Zuber integral to compute Eq. (2.37).To confirm our findings we compare them to numerical simulations. We generatea sample of 25 000 complex Wishart correlation matrices consisting of 3× 5 dimen-sional sample data matrices and choose the empirical eigenvalues to be Λk = 5, 3, 1.We find a perfect agreement between the analytic expression and the numericalsimulations shown in Fig. 4.5.
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Figure 4.5: Comparison of the analytic expression (line) with a numerical simulation(histogram) of the gap probability E(2)p ([0, t]; p) with p = 3, n = 5 and Λk = 5, 3, 1.
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4.3 Eigenvalue Statistics in the Correlated Jacobi Ensemble
The correlated Jacobi model as introduced in section 2.2.3 is an ensemble of Her-mitian matrices H composed of two independent, correlated Wishart matrices FF †and BB†,
H = FF
† −BB†
FF † +BB†
(4.86)
The matrices F and B have the same number of rows p, but a different number ofcolumns n1, respectively, n2. They are Gaussian distributed according to Eq. (2.16)with respect to different empirical correlation matrices CF and CB . If CF = CB =
C , H becomes independent of the empirical correlation matrix C [41]. However,whenever CF 6= CB the eigenvalue statistics are highly non-trivial, even for β = 2.The calculation shown in this section is based on Ref. [7] and extends someaspects of the calculations therein in more detail.We present two different approaches to consider eigenvalue statistics. The firstapproach, described in section 4.3.1, applies the results of section 2.5 to the caseof a two-matrix model. It leads to an average over two independent supermatrices.In section 4.3.2, we derive an equivalent description of the eigenvalue statistics of
H in terms of a Lorentzian distributed matrix ensemble and map it to a supermatrixmodel. We solve it separately for the complex and the real case. The former isconsidered in section 4.3.3. The latter is solved in section 4.3.4.
4.3.1 Two Supermatrix ModelIn section 2.3.1, we show how to study eigenvalue statistics of Hermitian matricesin terms of averaged ratios of characteristic polynomials. We replace in Eq. (2.35),
H by H and analyze the generating function
Zk/kp (κ) = K
∫ d[F,B] ∏ka=1 det (H− κa21γ2p)∏k
b=1 det (H− κb11γ2p)P (F |CF )P (B|CB) . (4.87)to study the k-point correlation function. The normalization constant K is deter-mined by Zk/kp (κ→ 0)→ 1. In appendix B.4 we show that because of the invarianceof the flat measure d[F,B] , the generating function depends only on the alwaysnon-negative eigenvalues of CBC−1F . We ordered them in Λˆeff = 1γ2 ⊗ Λeff where
Λeff = diag(Λ1, . . . ,Λp). Employing this observation in Eq. (4.87) corresponds to
CF 7→ 1γ2p and CB 7→ Λˆeff.To apply the analysis of section 2.5 in the following to Eq. (4.87), the argumentsof the characteristic polynomials have to be linear in FF † and BB†. This is achievedby taking (FF † +BB†)−1 out of the ratio of determinants using
det(FF †−BB†
FF †+BB† − κa21γ2p)det(FF †−BB†
FF †+BB† − κb11γ2p) =
(
1 + κa2
1 + κb1
)p det(FF † 1−κa21+κa2 −BB†)det(FF † 1−κb11+κb1 −BB†) . (4.88)
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For each ratio of determinants in Eq. (4.87) we substitute Eq. (4.88) such that wearrive at
Zk/kp (κ) = Ksdet−p (1k|k + κ) ∫ d[F,B] P (F |1γ2p)P (B|Λˆeff)
×
k∏
a=1
det(FF † 1−κa21+κa2 −BB†)det(FF † 1−κa11+κa1 −BB†) ,
(4.89)
where κ = diag(κ11, . . . , κk1, κ12, . . . , κk2). The application of the results of section2.5 to the generating function (4.89) is straightforward and is shown in appendixB.5 in more detail. There we construct a two-supermatrix model dual to averagedproduct of ratios of characteristic polynomials (4.89) given by
Zk/kp (κ) = Ksdet−p (1k|k + κ) ∫ d[σ] d[%] In2(%)In1(σ) exp (−str%− strσ)
× sdet−1/γ˜ (1p ⊗ σ − Λeff ⊗ %j) , (4.90)
where the function Ini is the supersymmetric Ingham-Siegel integral (2.97), ρ and
σ are as explained in section 2.4.3 and
j = 1γ˜ ⊗ diag(1− κ1,1
1 + κ1,1
, . . . ,
1− κk,1
1 + κk,1
,
1− κ1,2
1 + κ1,2
, . . . ,
1− κk,2
1 + κk,2
)
. (4.91)
The generating function (4.90) for the density, i.e. for k = 1, could be computedby expanding the integrand in the anticommuting variables and performing theremaining integrals. Because of the two supermatrix integrals, this is a non-trivialtask for the complex correlated Jacobi ensemble. Thus, in the next section, we usemore advanced techniques to show that the generating function (4.87) has a dualsupermatrix model consisting of one supermatrix only.
4.3.2 Lorentzian Supermatrix ModelWe apply the projection formula as introduced in Ref. [139,140] to derive a Lorentziandistributed supermatrix model. To do so, we use the fact that the generating func-tion (4.87) has dual representation as an average over a Lorentzian matrix model.For reasons of clarity, we express in the following the product of ratios of char-acteristic polynomials as superdeterminant and consider
Zk/kp (κ) = K
∫ d[F,B] P (F |1pγ2)P (B|Λˆeff)
× sdet−1 [FF † −BB†
FF † +BB†
⊗ 1k|k − 1γ2p ⊗ κ] (4.92)
The equivalence of the two-Wishart matrix average (4.92) and a generating functionwith Lorentzian distribution is shown in appendix B.6 by a series of coordinate
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changes and an average over the F ensemble. The expression obtained therebydepends by construction on a Lorentzian distributed matrix BB† only and reads
Zk/kp (κ) = K
∫ d[B] sdet−1 [ Λˆ−1eff −BB†
Λˆ−1eff +BB†
⊗ 1k|k − 1γ2p ⊗ κ]
× det−n/γ1 (B†B + 1γ2n2) , (4.93)where n = n1+n2. Although the superdeterminant in Eq. (4.93) is not linear in BB†,it is ideal to apply the ideas of Refs. [139,140] and map it to superspace. To begin,we linearize the argument of the superdeterminant in BB† using the identity (4.88)and find
Zk/kp (κ) = K
∫ d[B] sdet−1 [Λˆ−1eff ⊗ 1k|k − κ1k|k + κ −BB† ⊗ 1k|k
]
× det−n/γ1 (B†B + 1γ2n2) . (4.94)We thereby obtain a matrix model similar to the one considered in section 4.2.2.There we mapped it to an ordinary matrix model with respect to a Lorentziandistribution. We adapt this construction in appendix B.7 to the present case andwe arrive at a representation of the generating function (4.87) in terms of an averageover a (kγ˜|kγ˜)× (kγ˜|kγ˜)-dimensional supermatrix χχ†,
Zk/kp (κ) = K
∫ d[χ] sdet−(n−p)/γ1 (χχ† + 1γ˜k|γ˜k)
× sdet−1/γ1 (Λ−1eff ⊗ (1γ˜k|γ˜k − κˆ)− 1p ⊗ (1γ˜k|γ˜k + κˆ)χχ†) , (4.95)where κˆ = diag(1γ˜ ⊗ κ1,1γ˜ ⊗ κ2). In the next sections, we employ for k = 1the generalized Hubbard-Stratonovich transformation and replace in Eq. (4.95) thematrix χχ† by a supermatrix.
4.3.3 Eigenvalue Density in the Complex EnsembleTo compute the eigenvalue distribution in the complex correlated Jacobi ensem-ble, we use Eq. (4.95), set k = 1 and apply the generalized Hubbard-Stratonovichtransformation, see section 2.4.3, yielding
Z1/1p (κ) = K
∫ d[σ] sdet−(n−p) (σ + 11|1) In1(σ)
×
p∏
k=1
sdet−1 ((11|1 − κˆ)/Λk − (11|1 + κˆ)σ) , (4.96)
where In1(σ) is the supersymmetric Ingham-Siegel integral (2.97). The domain ofintegration in Eq. (4.96) is determined by the symmetries of χχ† and therefore givenby the space of Hermitian supermatrices,
σ =
[
a η
−η∗ ıb
] (4.97)
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where a, b ∈ R and η, η∗ are Grassmannians. The normalization constant K inEq. (4.97) is fixed by the condition that Z1/1p (κ → 0) → 1, see also Eq. (4.87).Applying it to Eq. (4.96), we obtain an invariant Hermitian supermatrix model. Thesekind of integrals are covered by integral theorems, c.f. Refs. [65,152]. To apply themto the resulting expression, we specify the integration measure. We choose it to bed[σ] = dadbdηdη∗ and find after application of the integral theorems that
K = −1 . (4.98)
We insert Eq. (4.98) into Eq. (4.96) and derive the eigenvalue density of the cor-related Jacobi ensemble from the generating function (4.96). To do so we set
κ11 = x± ıε and κ12 = x1 and use Eq. (2.34), yielding
S(x) =
1
2piıp
lim
ε→0+
∂
∂x1
∣∣∣∣
x1=x
(
Z1/1p (x1, x+ ıε)− Z1/1p (x1, x− ıε)
)
, (4.99)
where S(x) is normalized such that ∫∞0 dxS(x) = 1. The supersymmetric Ingham-Siegel integral, In1 , restricts the boson-boson block of σ to lie on the positive realline and the fermion-fermion block of σ to a kind of contour integral. Following theanalysis of Ref. [163], it reduces to elementary integrals and is given by
In1(σ) =
(−ı)2piΘ(a)(ıa)n1−1
(n− 1)!
∂n1−1
∂bn1−1
(
η∗η
∂
∂b
+ ıa
)
δ(b) . (4.100)
The derivatives of the δ-function should be interpreted as derivatives of the remain-ing integrand with respect to b, evaluated at b = 0.To perform the η, η∗ integrals in Eq. (4.96), we first expand each part of theintegrand (4.96) separately in η and η∗ and multiply them afterwards. We beginwith the determinant in the first line of Eq. (4.96) and find
sdet−(n−p) (σ + 12) = ( ıb+ 1
a+ 1
)n−p(
1 + (n− p) η
∗η
(ıb+ 1)(a+ 1)
)
. (4.101)
A similar expansion is found for the product of superdeterminants running over theempirical eigenvalues. It reads
p∏
k=1
sdet−1 ((12 − κˆ)/Λk − (12 + κˆ)σ) = p∏
k=1
(1− κ12)/Λk − (1 + κ12)ıb
(1− κ11)/Λk − (1 + κ11)a
×
(
1 +
p∑
k=1
(1 + κ11)(1 + κ12)η
∗η
((1− κ12)/Λk − (1 + κ12)ıb)((1− κ11)/Λk′ − (1 + κ11)a)
)
.
(4.102)
If we substitute Eq. (4.100), Eq. (4.101) and Eq. (4.102) into the generating func-tion (4.96) and do the Berezinian integrals over η, η∗, we are left with a twofold
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integral,
Z1/1p (κ) =
ı
(n1 − 1)!
∞∫
0
da ∞∫
−∞
db(ıa)n1−1( ıb+ 1
a+ 1
)n−p
×
p∏
k=1
(1− κ12)/Λk − (1 + κ12)ıb
(1− κ11)/Λk − (1 + κ11)a
(
∂n1
∂bn1
+
ıa(n− p)
(ıb+ 1)(a+ 1)
∂n1−1
∂bn1−1
(4.103)
+
p∑
k=1
(1 + κ11)(1 + κ12)ıa
((1− κ12)/Λk − (1 + κ12)ıb)((1− κ11)/Λk − (1 + κ11)a)
∂n1−1
∂bn1−1
)
δ(b) .
The derivatives of the δ-function are mapped by partial integration to the remain-ing integrand. All boundary terms arising due to the partial integration are zero.Because of the p-fold product, the differentiation with respect to b is not straightfor-ward. To simplify its evaluation, we use the elementary-symmetric functions (4.25)and the identity
p∏
i=1
(x− αi) =
p∑
i=0
(−1)iei(α)xp−i . (4.104)
Inserting the sum (4.104) into Eq. (4.105) reduces the differentiation of the integrandwith respect to b to the differentiation of a polynomial in ıb+ 1 and ıb. By setting
κ11 = x0 = x± ıε and κ12 = x1, the generating function becomes
Z1/1p (x1, x0) =
∞∫
0
da an1−1
(a+ 1)n−p
p∏
k=1
1
(1− x0)/Λk − (1 + x0)a
×
(
p∑
k=0
ep−k(Λ−1)(−1)k(1− x1)p−k(1 + x1)k(n− p)!
(n1 − 1− k)!(n2 − p+ k)!
(
n1
n1 − k −
a
a+ 1
)
−
p∑
l=1
p−1∑
k=0
ep−k−1((Λlˆ)−1)(−1)k(1− x1)p−k−1(1 + x0)(1 + x1)k+1(n− p)!a
(n1 − 1− k)!(n2 − p+ k + 1)!((1− x0)/Λl − (1 + x0)a)
)
,
(4.105)
where we introduce Λlˆ as the p − 1 dimensional diagonal matrix consisting of allentries of Λ except the lth.Before we consider the a integral in detail, we perform the differentiation withrespect to x1 at x1 = x, as explained in Eq. (4.99). This corresponds in expres-sion (4.105) to a substitution of the form
(1− x1)p−k(1 + x1)k 7→ (1− x)p−k−1(1 + x)k−1(2k − p(1 + x)) ,
(1− x1)p−k−1(1 + x1)k+1 7→ (1− x)p−k−2(1 + x)k(2(k + 1)− p(1 + x)) .
This derivative does not affect the structure of the a integral. It has poles in thecomplex plane, which for ε → 0 lie on the real line. Thus, the integral becomes
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rather simple if we take ε→ 0 together with the imaginary part. Since, the entire εdependence of the integrand (4.105) resides in the p-fold product running over theempirical eigenvalues, this leads to
1
pi
Im lim
ε→0
p∏
k=1
1
(1− x0)/Λk − (1 + x0)a
=− 1
1 + x
p∑
i=1
δ
(
1− x
1 + x
Λ−1i − a
) p∏
k′=1
k′ 6=i
p.v.
 11− x
Λk′
− 1− x
Λi
 , (4.106)
where p.v. means principal value. The equality sign in Eq. (4.106) holds under anintegral only, because we use that products of δ-functions with different argumentsare zero, i.e.
∞∫
−∞
dxf(x)δ(x− a)δ(x− b) = 0 , (4.107)
for a 6= b. In the third line of Eq. (4.105) the p-fold product includes not only polesof order one but also one pole of order two such that taking the ε → 0 limit andthe imaginary part leads to
1
pi
Im lim
ε→0
∂
∂α
p∏
k=1
1
(1− x0)/Λk − (1 + x0)a− αδlk
∣∣∣∣∣
α=0
= − 1
1 + x
p∑
i=1
∂
∂α
× δ
(
1− x
1 + x
Λ−1i − a− αδli
) p∏
k=1
k 6=i
p.v.
 11− x
Λk
− 1− x
Λi
− αδlk

∣∣∣∣∣∣∣∣
α=0
.
(4.108)
Thus, the computation of the a integral reduces, because of the δ-functions to anevaluation of the integrand at particular values of a. If we substitute Eq. (4.106) andEq. (4.108) into the generating function (4.105) and multiply it by 1/p, we arrive atan exact expression for the level density in the complex correlated Jacobi ensemble
S2(x) =
−1
p(1 + x)
p∑
i=1
(
1−x
1+xΛ
−1
i
)n1−1
(
1 + 1−x1+xΛ
−1
i
)n−p∏p
j=1
j 6=i
(
Λ−1i − Λ−1j
)
×
[
p∑
k=0
ep−k(Λ−1)(−1)k(1− x)−k(1 + x)k(2k − p(1 + x))(n− p)!
(n1 − k − 1)!(n2 − p+ k)!
×
(
n1
n1 − k −
1−x
1+xΛ
−1
i
1 + 1−x1+xΛ
−1
i
)
−
p∑
l=1
l 6=i
p−1∑
k=0
ep−k−1((Λiˆ)−1)(−1)k(n− p)!
(n1 − k − 1)!(n2 − p+ k)!
×(1− x)
−k−1(1 + x)k(2(k + 1)− p(1 + x))
Λi
(
Λ−1l − Λ−1i
) ] (4.109)
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+
1
p(1 + x)
p∑
i=1
p−1∑
k=0
ep−k−1((Λiˆ)−1)(−1)k(n− p)!
(n1 − k − 1)!(n2 − p+ k)!
(
1−x
1+xΛ
−1
i
)n1−1
(
1 + 1−x1+xΛ
−1
i
)n−p+1
× (1 + x)
k(2(k + 2)− p(1 + x))
(1− x)k+1∏pj=1
j 6=i
(
Λ−1i − Λ−1j
) [(n− p)1− x
1 + x
Λ−1i − n1
(
1 +
1− x
1 + x
Λ−1i
)
− (1− x)Λ−1i
(
1 +
1− x
1 + x
Λ−1i
) p∑
l=1
l 6=i
1
(1− x) (Λ−1l − Λ−1i )
]
.
Although Eq. (4.109) looks quite complex, it can be evaluated using Mathemat-ica [137] within a few seconds. In Fig. 4.6 we compare the density (4.109) withMonte-Carlo simulations of a complex correlated Jacobi matrix. For the compari-son we take p = 3, n1 = 5 and n2 = 7 and chose the empirical eigenvalues to be
Λ = diag(1/3, 2, 4.5). We generate a sample of 50 000 correlated Jacobi matricesand obtain a perfect agreement between our analytic expression and the numericalsimulation.
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Figure 4.6: Comparison of the analytic closed-form expression (line) with the numer-ical simulation (histogram) of the density in the complex correlated Jacobi ensemble,where p = 3, n1 = 5, n2 = 7 and Λ = diag(1/3, 2, 4.5) .
4.3.4 Eigenvalue Density in the Real Ensemble
In the case of the real correlated Jacobi ensemble the calculation of the level densityis more involved, because the dimension of the supermatrix model is (2|2) × (2|2)and square root singularities arise. Applying the generalized Hubbard Stratonovich
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transformation to Eq. (4.95) leads to
Z1/1p (κ) = K
∫ d[σ] sdet−(n−p)/2 (σ + 12|2) In1(σ)
× sdet−1/2 (Λ−1eff ⊗ (12|2 − κˆ)− 1p ⊗ (12|2 + κˆ)σ) , (4.110)where In1(σ) is the supersymmetric Ingham-Siegel integral introduced in Eq. (2.97),
κˆ = diag(x1, x1, x± ıε, x± ıε) and
σ =
[
σ1 ζ
−ζ† σ212
]
, ζ =
[
α α∗
β β∗
]
, σ1 =
[
a b
b c
]
. (4.111)
In this parametrization of σ a, b, c, σ2 are real commuting whereas α, β are complexanti-commuting variables. To determine the normalization constant we use that
Z
1/1
p (κ→ 0)→ 1 and fix the measure in Eq. (4.110) to be
d[σ] = dadbdcdσ2dαdα∗dβdβ∗ . (4.112)
Analogously, we specify the measure in In1(σ). In the κ → 0 limit the integrandin Eq. (4.110) becomes invariant, which means the rotation σ 7→ uσu†, where u ∈UOSp(2|2), does not change the integrand. Invariant supermatrix integrals of thiskind are covered by integral theorems [152], yielding in the present case
K =
1
4
. (4.113)
We insert Eq. (4.113) into the generating function (4.110) and use that the leveldensity of the real correlated Jacobi ensemble relates to it by
S(x) =
1
2piıp
lim
ε→0+
∂
∂x1
∣∣∣∣
x1=x
(
Z1/1p (x1, x+ ıε)− Z1/1p (x1, x− ıε)
)
. (4.114)
The density is normalized to unity as in the previous section. Before taking thederivative in Eq. (4.114) with respect ot x1 and doing the ε → 0 limit, we expandthe generating function (4.110) in terms of Grassmann variables and integrate themout.Since the boson-boson block as well as the fermion-fermion block of κˆ areproportional to the identity matrix 12, the integrand is not affected by rotationsof the form σ1 7→ O˜σ1O˜T with O˜ ∈ O(2). Thus, we diagonalize the boson-bosonblock. Accordingly, we write σ1 = OrOT , where r = diag(r1, r2) and O ∈ O(2).This change of coordinates induces a decomposition of the volume form
d[σ2] = |r1 − r2| d[r] dµ(O) . (4.115)
Because of the structure of the integrand (4.110), the integral over O(2) is trivialand leads to a factor of pi/2. Carrying out this coordinate change in the generatingfunction (4.110) is equivalent to replacing σ1 by r, inserting |r1−r2| from Eq. (4.115)into it and multiplying the whole expression by pi/2.
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In the same manner, in which we did the Berezinian integrals in the complexcase, we perform them here. We expand the superdeterminant of σ + 12|2 in theGrassmann variables α, α, β and β∗ and find
sdet−(n−p)/2 (σ + 12|2) = (1 + ıσ2)n−pdet(n−p)/2(12 + r)
(
1 +
(n− p)(1 + r1)α∗α
(1 + ıσ2)det(1 + r)
+
(n− p)(1 + r2)β∗β
(1 + ıσ2)det(1 + r) + α∗αβ∗β
(
(n− p)2 − (n− p))
(1 + ıσ2)2det(1 + r)
)
.
(4.116)
To expand the superdeterminant depending on the eigenvalues Λk , we write thetensor product as a p-fold product of superdeterminants depending on a singleeigenvalue,
sdet−1/2 (Λˆ−1eff ⊗ (12|2 − κˆ)− 1p ⊗ (12|2 + κˆ)σ)
=
p∏
i=1
sdet−1/2 ((12|2 − κˆ)/Λi − (12|2 + κˆ)σ) . (4.117)
For each of the factors within the product, we do a similar expansion as in Eq. (4.116)and obtain
sdet−1/2 ((12|2 − κˆ)/Λi − (12|2 + κˆ)σ) = (1− x1)/Λi − (1 + x1)ıσ2
det1/2 ((1− x0)/Λi12 − (1 + x0)r)
×
(
1 +
(1 + x0)(1 + x1) ((1− x0)/Λi12 − (1 + x0)r1) β∗β
((1− x1)/Λi − (1 + x1)ıσ2) det ((1− x0)/Λi12 − (1 + x0)r)
+
(1 + x0)(1 + x1) ((1− x0)/Λi12 − (1 + x0)r2) α∗α
((1− x1)/Λi − (1 + x1)ıσ2) det ((1− x0)/Λi12 − (1 + x0)r)
)
, (4.118)
where x0 = x + ıε. Finally, the expansion of the supersymmetric Ingham-Siegelintegral in terms of Grassmannians was done in Ref. [163] and is given by
In1(r) =
ın1−24pi
(n1 − 1)!Θ(r)det(n1−1)/2r
(
1− ı
(
α∗α
r2
+
β∗β
r1
)
∂
∂σ2
−α
∗αβ∗β
r1r2
∂2
∂σ22
)
δ(σ2) exp(−ı2σ2) .
(4.119)
We substitute the expansion of the superdeterminants (4.117) and (4.118) as wellas the supersymmetric Ingham-Siegel integral (4.119) into the generating func-tion (4.110). Because of the anti-commuting variables many terms drop out owing topowers of α, α∗, β, β∗ higher than one. Performing the integrals over the Grassmannvariables leads to a threefold integral representing the generating function (4.110),
Z1/1p (κ) =
ın1−2
8(n1 − 1)!
∞∫
0
dr1 ∞∫
0
dr2 ∞∫
−∞
dσ2 |r1 − r2| (1 + ıσ2)n−pdet(n−p)/2(12 + r)
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× det(n1−1)/2r p∏
i=1
(1− x1)/Λi − (1 + x1)ıσ2
det1/2 ((1− x0)/Λi12 − (1 + x0)r)
[
− 1
r1r2
∂
∂σ2
+
(
(n− p)2 − (n− p))
(1 + ıσ2)2det(1 + r) − ı(n− p) (r1 + r2 + 2r1r2)r1r2(1 + ıσ2)det(1 + r) ∂∂σ2
−
p∑
j=1
ı(1 + x0)(1 + x1)2r1
((1− x1)/Λj − (1 + x1)ıσ2) ((1− x0)/Λj − (1 + x0)r1)
∂
∂σ2
(4.120)
−
p∑
j=1
(n− p)(1 + x0)(1 + x1)2(1 + r2)
((1− x1)/Λj − (1 + x1)ıσ2) ((1− x0)/Λj − (1 + x0)r2)
× 1
(1 + ıσ2)det(1 + r) −
p∑
j,l=1
j 6=l
(1 + x0)
2(1 + x1)
2∏
k=j,l
((1− x1)/Λk − (1 + x1)ıσ2)
× 1
((1− x0)/Λj − (1 + x0)r1) ((1− x0)/Λl − (1 + x0)r2)
]
× ∂
n1−2
∂σn1−22
δ(σ2) .
The integrand (4.120) appears to be rather complex. However, we are able to doat least one more integral, the σ2 integral. By virtue of the δ-function performingit reduces to basic calculus. We use partial integration to map the derivatives ofthe δ-function to the remaining integrand. Because of the δ-function, all boundaryterms thereby arising vanish. To simplify the computation of the derivatives, we usethe identity (4.104) and find
∂Z
1/1
p (x, x0)
∂x
=
(n− p)!
16
∞∫
0
dr1dr2 |r1 − r2| det(n1−1)/2rdet(p−n)/2(12 + r)∏p
k=1 det
1/2
(
1−x0
1+x0
Λ−1k 12 − r) (1 + x)p[
2
p∑
i=0
ep−i(Λ−1)(−1)i(1 + x)i−1(1− x)p−i−1(2i− p− px)
(n1 − i)!(n2 − p+ i)!
×
(
n1(n1 − 1)
r1r2
+
(n1 − i)(n1 − 1− i)
(1 + r2)(1 + r1)
− 2(n1 − 1)(n1 − i)
r2(1 + r1)
)
+ 4
p−1∑
i=0
p∑
j=1
ep−i−1((Λjˆ)−1)(−1)i(1 + x)i(1− x)p−i−2
(n1 − i− 1)!(n2 − p+ i+ 1)!
(
1−x0
1+x0
Λ−1j − r2
)
× (2i+ 2− p− px)
(
n1 − 1− i
1 + r1
− n1 − 1
r1
)
+ 2
p−2∑
i=0
p∑
l,j=1
l 6=j
ep−i−2((Λjˆ,lˆ)−1)(−1)i(1 + x)i+1(1− x)p−i−3
(n1 − i− 2)!(n2 − p+ i+ 2)!
× (2i+ 4− p− px)(
1−x0
1+x0
Λ−1j − r2
)(
1−x0
1+x0
Λ−1l − r1
)
 , (4.121)
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where we take the derivative of Z1/1p with respect to x1 at x, see Eq. (4.114). Weintroduce Λjˆ and Λjˆ,lˆ as the p − 1 and p − 2 dimensional matrices, obtained byremoving the jth and the lth and jth entry from Λ, respectively.The overall shape of Eq. (4.121) is similar to that obtained for the ordinary andthe doubly correlated Wishart model computed in Refs. [8, 163, 164]. It separatesinto a part that has only square root singularities in r1 and r2, a part includingin addition one 3/2 singularity in r2 and a third featuring two 3/2 singularitiesin both variables r1 and r2. These are the simple, the twofold and the threefoldsum in Eq. (4.121), respectively. In the analysis of Refs. [163,164] the authors usedpartial integration to perform the ε → 0 limit. Unfortunately, the evaluation of thenumerical integration of the expression obtained is rather slow. A faster evaluationis achieved by regularizing the singularities. We put a detailed discussion of thisregularization and the ε→ 0 limit into appendix B.8. There we show that the formof the level density within the real correlated Wishart model is given by
S(x) =
∑
0≤l1,l2≤p
l1+l2∈2N+1
∫
Vl1×Vl2
dr1dr2 (−1)(l1+l2−1)/2g1(r1, r2)p∏
k=1
√∣∣∣1−x1+xΛ−1k − r1∣∣∣ ∣∣∣1−x1+xΛ−1k − r2∣∣∣1 + p∑
l=1
f2,l(r1, r1)(
1−x
1+xΛ
−1
l − r1
) + p∑
i,l=1
i 6=l
f3,l,i(r1, r1)(
1−x
1+xΛ
−1
l − r1
)(
1−x
1+xΛ
−1
i − r2
)
 ,
(4.122)
where g1(r1, r2), f2,l(r1, r1) and f3,l,i(r1, r1) are readily determined from Eqs. (4.121),(B.60) and (B.63) .
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Figure 4.7: Analytic result (line) compared to numerical simulation (histogram) ofthe level density within the real correlated Jacobi model. For the comparision wetake p = 2, n1 = n2 = 5 and Λeff = diag(1, 4).
For illustrating purpose and to confirm the correctness of our analytic formula
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for the density of the real correlated Jacobi model (4.122), we implement it intoMathematica [137]. We generate an sample of 50 000 real correlated Jacobi matriceswith p = 2, n1 = n2 = 5 and empirical eigenvalues Λeff = diag(1, 4). The comparisonis illustrated in Fig. 4.7 and shows a perfect agreement.
4.4 Asymptotic Relation Between Degenerate Real WishartModels
In this section we study the eigenvalue statistics in the real correlated Wishartmodel. Therefore, we analyze the k-point correlation function which is the jointprobability distribution function of k out of p eigenvalues of a Wishart matrix usingthe method of supersymmetry. The analysis is done under the assumption that nand p are large, while γ2 = p/n is fixed.In Refs. [163, 164] the authors computed the distribution of the eigenvalues inthe real correlated Wishart model. They obtained an expression in terms of atwofold integral that has for each empirical eigenvalue Λk a non-trivial square rootsingularity. This means a branch cut making the analytical computation of theseintegrals impossible. Similar to Eq. (4.122) in the previous section, one is left with atwofold integral representation for the density. However, the singularities becomeordinary poles if one assumes a twofold degeneracy in the empirical eigenvaluespectrum. Mathematically this means that p = 2L is even and the eigenvaluematrix of C is, in an appropriate basis, given by 12 ⊗ diag(Λ1, . . . ,Λp). Physicallythis means that the matrix C has an involution type of symmetry, i.e. it commuteswith a matrix that has an L-fold degenerate eigenvalue 1 and an L-fold degenerateeigenvalue −1. This is seldom justified empirically.Nevertheless, we will show that the eigenvalue statistics in the bulk of a realcorrelated Wishart model consisting of pl × ln dimensional data matrices and anempirical eigenvalue matrix providing an l-fold degeneracy, approaches those ofa real correlated Wishart model consisting of data matrices of size p × n withoutdegeneracy, provided that n, p are large, p/n is fixed and the p distinct empiricaleigenvalues Λk are the same. Hence, as long as the distinct empirical eigenvaluesare the same, the bulk statistics do not depend on the degree l of degeneracy.Importantly, this implies that we can analyze statistical quantities depending onthe eigenvalues of a Wishart matrix, in a model that is analytically feasible.A few aspects we derive in the upcoming sections overlap with observations inearlier works on aspects of the spectral statistics of asymptotically large correla-tion matrices. In Refs. [157–159] the authors observed and emphasized the role ofEq. (4.142) for further analysis of the eigenvalue statistics. These arguments werelater employed in Ref. [160] to derive the centering and rescaling for the limitingdistribution of the largest eigenvalue.The analysis done here is an extensive elaboration of the results summarizedin Ref. [6]. Nevertheless, the universality of the local fluctuation of the unfoldedeigenvalues we obtained thereby is not yet published and is work in progress.In section 4.4.1, we study the k-point correlation function using the method of
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supersymmetry and show that it does not depend on the degree of degeneracy inthe empirical eigenvalue spectrum if the matrix sizes are properly adjusted. We con-firm our findings in section 4.4.2 with numerical simulations comparing eigenvaluestatistics for matrix ensembles with no degeneracy and a twofold degeneracy.
4.4.1 Saddle Point ApproximationIn this section, we construct a dual supermatrix model for the k-point correlationfunction and analyze its large n, p behavior using a saddle point approximation. Tobegin with, we exploit Eq. (2.35) for the real correlated Wishart model consistingof pl × nl dimensional data matrices, i.e. we set H = WW † such that the k-pointfunction is given by
Rk(x, ξ) =
(lp− k)!
(4piı)k(lp)!
∑
L∈{±1}k
k∏
i=1
Li
∂
∂ji
lim
ε→0
Zk/kp (κ)
∣∣∣∣∣∣
j=0
, (4.123)
where we introduce x = diag(x1, . . . , xk), ξ = diag(ξ1, . . . , ξk), j = diag(j1,
. . . , jk), L = diag(L1, . . . , Lk) and κ = diag(κ11, . . . , κk1, κ12, . . . , κk2) with κb1 =
xb + jb + ξb/p + ıεLb and κb2 = xb − jb + ξb/p + ıεLb. The generating function asshown in Eq. (4.123), can be read off from Eq. (2.35) to be
Zk/kp (κ) = K
∫ d[W ] P (W |Λ/nl) k∏
b=1
det (WW T − κb,21p)det (WW T − κb,11p) , (4.124)
where W is a lp× ln rectangular matrix with real entries. As introduced in section2.3.1 the parameters La and ja mimic imaginary parts and used as source variables,respectively. The normalization constant K in Eq. (4.124) is determined by thecondition that Zk/kp (j → 0)→ 1 such that Eq. (4.123) is correctly normalized.We choose the parameters of the Rk such that it measures by ξa/p the localfluctuations of k out of p unfolded eigenvalues over the points xa in the globalspectrum. However, here unfolded does not mean, that the level density R1(x)is constant. It still depends on the empirical eigenvalues, because we take intoaccount systems specific properties of the statistics.For instance, when we set x1 = · · · = xk = x the k-point function measurethe local fluctuation of k eigenvalues over a point x in the global spectrum. For
x1 = · · · = xm1 6= xm1+1 = · · · = xk it measures the joined fluctuation of m1eigenvalues over x1 and k −m1 eigenvalues over xk and so on and so forth.To construct a supermatrix model dual to Eq. (4.123), we map the generatingfunction (4.124) to superspace. Therefore, we adapt the analysis of section 2.5 andfind
Zk/kp (κ) = K
∫ d[σ] sdet(ln−1)/2σ exp(−nl
2
strL˜σ)
× sdet−l/2 (1p ⊗ κˆ− Λ⊗ L˜σ) , (4.125)
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where σ is a (2k|2k)× (2k|2k)-dimensional supermatrix, κˆ = diag(12 ⊗ κ1,12 ⊗ κ2)and we introduce B˜ = 11|1⊗12⊗B for any ordinary k× k matrix B. The superma-trix L˜σ has a positive definite real symmetric matrix in the boson-boson block anda fermion-fermion block lying in the circular symplectic ensemble U(2k)/USp(2k).Employing the condition Zk/kp (j → 0)→ 1 to Eq. (4.125) determines the normaliza-tion constant K to be given by
K−1 =
∫ d[σ] sdet(nl−1)/2σ exp(−nl
2
strL˜σ)
× sdet−l/2 (1p ⊗ (x˜+ ξ˜/p+ ıεL˜)− Λ⊗ L˜σ) . (4.126)
If we take the degeneracy l to be even it follows from the structure of the inte-grand (4.125) that all square roots singularities become ordinary poles.Before we study the Rk for general k and, we consider k = 1 and analyze thedensity S(x) = R1(x) for large n, p but p/n = γ2 of order O(1). To this end, wesubstitute κˆ = diag(x+ j + ıLε, x− j + ıLε)⊗ 12 into Eq. (4.125). As described inEq. (4.123), we differentiate the generating function for k = 1 with respect to j, set
j to zero and take the imaginary part of it such that the level density is given by
S(x) = − K
8ıpip
∑
L1∈{±1}
L1 lim
ε→0+
∫ d[σ] sdet(ln−1)/2σ exp(−nl
2
strσ)
×
p∏
i′=1
sdet−l/2 (x+12|2 − Λi′σ) p∑
i=1
str (x+12|2 − Λiσ)−1 (σz1|1 ⊗ 12) , (4.127)
where x± = x ± ıL1ε and σz1|1 = diag(1,−1) is the third Pauli matrix acting in
(1|1)-dimensional superspace. We analyze S(x) using the method of saddle pointapproximation. It is most suitable, because the dimension of the supermatrix model
(2|2)×(2|2) does not vary with n, p. We separate the integrand of the density (4.127)into a part that can be written as exponent of−n times a “Lagrangian” and a functionthat does not vary like an exponent,
S(x) = − K
8ıpi
∑
L1∈{±1}
L1 lim
ε→0+
∫ d[σ] exp(−nl
2
L(σ)
)
× 1
p
p∑
i=1
str (x+12|2 − Λiσ)−1 (σz1|1 ⊗ 12) , (4.128)
The Lagrangian for arbitrary k is given by
L(σ) = γ
2
p
p∑
i=1
str ln(x˜+ ıεL˜+ 1
p
ξ˜ − ΛiL˜σ
)
+ strL˜σ − (1− 1
nl
)str lnσ . (4.129)
If we assume that the empirical eigenvalues Λk are distributed such that
1
p
p∑
i=1
f(Λi) ∼ O(1) (4.130)
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for n, p tending to infinity while γ2 = p/n is fixed and f(Λi) a function of O(1), theleading order in n of the expansion of L is of order O(1)
L(σ) = γ
2
p
p∑
i=1
str ln(x˜+ ıεL˜− ΛiL˜σ)+ strL˜σ − str lnσ
+
1
nl
str lnσ + γ2
p2l
p∑
i=1
str ξ˜
x˜+ ıεL˜− ΛiL˜σ
+O
(
1
p2
)
.
(4.131)
In the case of the level density, ξ is zero such that the second term in the secondline of Eq. (4.131) is zero as well.Applying the method of saddle point approximation to Eq. (4.128) requires study-ing the stationary points of the Lagrangian (4.129). Since it is a standard techniquein random matrix theory, we summarize important intermediate steps of it only andrefer for the details to Refs. [65, 104, 108, 114, 165]. The stationary points of L areobtained if we vary the order O(1) part of the Lagrangian for k = 1 and ξ˜ = 0 withrespect to σ, yielding
δL(σ) = str(12|2 − σ−1 − γ2p p∑
i=1
Λi
x14 − Λiσ
)
δσ = 0 , (4.132)
where we set ε to zero and δσ is an arbitrary but small variation of σ. Setting ε = 0is valid, because ε is infinitesimally small. Since δσ is arbitrary, it turns out that
12|2 − σ−1 − γ2p p∑
i=1
Λi
x14 − Λiσ = 0 . (4.133)
Although Eq. (4.132) is the original saddle point equation, we will also refer toEq. (4.133) and its scalar version (4.134) as saddle point equation. It is worthyto mention that Eq. (4.133) is independent of the degree l of degeneracy in theempirical eigenvalues. Moreover, it is invariant under the action of the group ofortho-symplectic matrices UOSp(+)(2|2), i.e. σ 7→ vσv† where v ∈ UOSp(+)(2|2).Thus, if Q0 is a solution to Eq. (4.133), so is v′Q0v′† for all v′ ∈ UOSp(+)(2|2).Instead of isolated saddle points we obtain saddle point manifolds. Because ofthis invariance, we can assume that σ is diagonal and study Eq. (4.133) for eachindividual entry, leading to
0 = 1− 1
q
− γ
2
p
p∑
i=1
Λi
x− Λiq , (4.134)
where q is an eigenvalue of Q0. It is important to discuss the simplest case ofEq. (4.134) where correlations are absent, before discussing the general case indetail. For the uncorrelated Wishart model, i.e. Λ = 1p, the saddle point equa-tion (4.134) becomes
1− 1
q
− γ2 1
x− q = 0, (4.135)
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It is a quadratic equation in q, possessing two solutions which are either both realor both complex. Because Eq. (4.135) is a real, the complex conjugate q∗0(x) of asolution q0(x) to Eq. (4.135) solves it as well. The two solutions are
q±(x) =
1
2
(
x+ 1− γ2 ± ı
√
((γ + 1)2 − x) (x− (γ − 1)2)
)
, (4.136)
with q+(x) (q−(x)) lying in the upper (lower) complex half plane for 0 ≤ (γ − 1)2 ≤
x ≤ (γ + 1)2 ≤ 4. For all other values of x it is real. According to the sum over
L1 in Eq. (4.128) only the complex saddle points contribute to the density. Thus,we consider in the following only the complex solutions to Eq. (4.135) and omit thereal ones.To reach these saddle points, we deform the integration contour in Eq. (4.128)by the residue theorem. The deformation is done by adding a contour at infinityconnecting the initial and the deformed contour. Since the integrand (4.128) van-ishes at infinity this contour does not contribute. By the residue theorem, the sumof all three integrals is zero whenever the combined contour does not enclose apole of the integrand. If it happens that the integrand does not have a pole in theenclosed region, the initial and the deformed contour are equivalent. On the otherhand, if this is not the case we can not deform the contour to reach the saddlepoint.Because of the infinitesimally imaginary increment ıL1ε of x, the density (4.128)exhibits for L1 = 1 (L1 = −1) a pole in the upper (lower) complex half plane of theboson-boson integral. Hence, by deformation we reach for L1 = 1 and L1 = −1only the saddle point q−(x) lying in the lower and q+(x) lying in the upper complexhalf plane, respectively.The fermion-fermion integral does not have poles such that all saddle pointscan be reached by contour deformations. However, in Ref. [104] the authors showthat only those saddle points which have the same fermionic and bosonic degreesof freedom contribute to the leading order in p. Hence, in the vicinity of the saddlepoint the eigenvalue matrix of σ, can be write as
σD = (Req+(x)− ıL1Imq+(x)) 12|2 + δq√
nl
, (4.137)
where δq = diag(δs1, δs2, δs3, δs3). Using the invariance of Eq. (4.133) under theaction of UOSp(+)(2|2), we obtain the following parametrization of the matrices σclose to the stationary points of the Lagrangian (4.131)
σ = (Req+(x)− ıL1Imq+(x)) 12|2 + δσ√
nl
= Q0 +
δσ√
nl
, (4.138)
where δσ = uδqu† for u ∈ UOSp(+)(2|2) are the so called “massive modes” and Q0are the “Goldstone modes” of the saddle point manifold. To compute the integralover the massive modes, we expand the Lagrangian (4.131) in the vicinity of the
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saddle point using Eq. (4.138) and find
L
(
Q0 +
δσ√
nl
)
= L (Q0) + 1√
nl
str (5σδσ)L (σ)|σ=Q0
+
1
2nl
str2 (5σδσ)L (σ)∣∣σ=Q0 +O(n2) , (4.139)where 5σ is a matrix with entries [5σ]ij = ∂σji . According to Q0 ∼ 12|2, the firstterm in Eq. (4.139) is zero. Because Q0 is a stationary point of the Lagrangian, i.e.
5σL (σ)|σ=Q0 = 0, the second term is zero as well. Hence, the first non-vanishingterm in the expansion (4.139) is quadratic in δσ and of order O(n−1). This powerof n cancels the prefactor of L(σ) in the exponential (4.128) and is therefore finitefor large n, p. After differentiation the term quadratic in δσ becomes
str2 (5σδσ)L (σ)∣∣σ=Q0 = ( 1q2(x) − γ2(x− q(x))2
) strδσ2 , (4.140)
where q(x) = Req+(x)− ıL1Imq+(x). According to the coordinate change from σ to
Q+ δσ/
√
nl in Eq. (4.128), we get a Jacobian. In Ref. [104] it is shown that for large
p the asymptotic expansion of this Jacobian is unity to leading order. Thus, we areleft with a Gaussian integral over δσ.If we apply a similar saddle point approximation to the normalization con-stant (4.126), it leads to the same Gaussian integral over massive modes such thatthese integrals cancel each other. Substituting the expression obtained above intoEq. (4.128), we arrive at
S(x) = − 1
8ıpi
∑
L1∈{±1}
L1 lim
ε→0+
str (x+14 −Q0)−1(12 00 −12
)
= − 1
2ıpi
lim
ε→0+
(
1
x+ − q−(x) −
1
x− − q+(x)
)
=

√
(ξ+ − x) (x− ξ−)
2piγ2x
, x ∈ [ξ−, ξ+]
0 , else ,
(4.141)
where we introduce ξ± = (γ ± 1)2. The density (4.141) is the Marc˘enko-Pasturdistribution [40,44,157].Unfortunately, for the real correlated Wishart model the scalar saddle pointequation is non-trivial, because solving it is equivalent to finding all roots of apolynomial of degree p+ 1. If we rescale q in Eq. (4.134) by −x we obtain
0 = −x− 1
q
+
γ2
p
p∑
i=1
Λi
1 + qΛi
= g(q) , (4.142)
which is a classical result in high dimensional inference [157–159]. Marc˘enko andPastur showed that it has a unique solution in the upper half plane, which wedenote by q0(x). To confirm this observation, we study the singularities of g(q).
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Figure 4.8: Asymptotic behavior of g(q) (solid curves) at the singularities (dashedlines) and at infinity.
The polynomial g(q) has p + 1 roots and is singular at q = −1/Λi for i = 1, . . . , pand q = 0. An asymptotical analysis of the behavior of g(q) close to the singularitiesyields
lim
q→0±
g(q) = ∓∞ , lim
q→(−1/Λi)±
g(q) = ±∞ , (4.143)
where ± indicates the limit from the right, respectively, left to y. For q → ±∞, wefind that g(q)→ −x. We illustrate this asymptotic behavior of g(q) in Fig. 4.8. Dueto the asymptotic behavior, g(p) crosses within each interval (−1/Λi+1,−1/Λi) the
q-axis at least once for i = 1, . . . , p − 1 and therefore has p − 1 real roots. SinceEq. (4.134) is real, the complex conjugate q∗0(x) of a solution q0 solves Eq. (4.134) aswell. Thus, the remaining two roots are either a complex conjugate pair or both real.Because of the sum over L1 in Eq. (4.123), only the complex solutions contributesuch that we omit all real roots in the following and consider only the solution inthe upper half plane denoted by q0(x).Almost all arguments given in the uncorrelated case go through even in the caseof the a correlated Wishart model (4.134). The only difference is that in the vicinityof the saddle point we linearize the saddle point manifold by
−σ/x = (Req0(x) + ıL1Imq0(x)) 12|2 + δσ√
nl
= Q0 +
δσ√
nl
, (4.144)
where δσ is as introduced in Eq. (4.138). We substitute this parametrization intothe density (4.128) and expand the Lagrangian in δσ. The Gaussian integral over
δσ arising thereby cancels the saddle point approximation of the normalization
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constant. Hence, if we combine everything we arrive at
S(x) = − 1
pi
lim
ε→0+
p∑
i=1
Im 1
x+ + xΛiq0(x)
= − 1
pi

p∑
i=1
Im 1
x+ xΛiq0(x)
, Imq0(x) 6= 0
0 , else ,
(4.145)
justifying retrospectively the omission of all real roots of g(p). To eliminate the sumover the empirical eigenvalues in the density (4.145), we make use of the saddlepoint equation (4.142). It yields
p∑
i=1
1
1 + Λiq0(x)
= −xq0(x) +
√
ξ+ξ−
γ2
. (4.146)
Hence, we replace the sum over all eigenvalues in Eq. (4.145) by the right handside of Eq. (4.146) and take the imaginary part of it. We establish that the densityis proportional to the imaginary part of the unique complex solution q0(x) in theupper complex half plane of Eq. (4.146),
S(x) =
1
γ2pi
Imq0(x) . (4.147)
Importantly, this holds for all finite values of l and therefore confirms that the leveldensity for large real correlated Wishart matrices is independent of the degree lof degeneracy as long as the empirical eigenvalues and the ratio of the number ofrows and columns γ2 are the same.If we substitute the saddle point obtained for of the uncorrelated Wishart model(4.136) properly rescaled into the density (4.147), i.e. we set q0(x) = −q−/x, wefind Eq. (4.141).We switch to the analysis of the k-point function. Some of the arguments givenfor the density are valid here. We consider first the case where all points x1 =
· · · = xk = y in the global spectrum are equal. As stated earlier, Rk measures with
ξa the correlation between the local fluctuations of k eigenvalues located at y. Weset κa1 = y+ ξa/p+ ja + ıLaε and κa2 = y+ ξa/p− ja + ıLaε for all a = 1, . . . , k andderive the leading order contribution in p for n, p tending to infinity and γ2 = p/nfix of Eq. (4.123), yielding
Rk(y1k, ξ) = (−1)kK
(8piı)k
∑
L∈{±1}k
k∏
i=1
Li
∫ d[σ] exp(−nl
2
L(σ)
)
×
k∏
j=1
1
p
p∑
i=1
str 14k
y12k|2k + ıL˜ε− ΛiL˜σ
(
σz1|1 ⊗ 12 ⊗ ekjj)+ . . . ,
(4.148)
where eklm is a k×k matrix with zeros everywhere except in the (l,m) entry. The . . .in Eq. (4.148) indicate subleading terms in p. We are integrating over the space of
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(2k|2k)× (2k|2k)-dimensional supermatrices σ such that L˜σ has a positive definite,real symmetric matrix in the boson-boson block and a fermion-fermion block in thecircular symplectic ensemble U(2k)/USp(2k), see section 2.4.2. On account of ξ 6= 0,the second term in the second line of Eq. (4.131) does not vanish and we find
exp (−nlL(σ)) ≈ exp
(
−nl
2
Leff(σ)
)
× sdet−1/2σ exp(− 1
2p
p∑
i=1
str ξ˜
x˜+ ıεL˜− ΛiL˜σ
)
.
(4.149)
We introduce the effective Lagrangian Leff(σ) as the order O(1) contribution to L,which means the first line of the right hand side of Eq. (4.131). We use it to apply themethod of saddle point approximation and vary it with respect to σ for ε = 0. Thisleads to the following equation for the stationary points of the effective Lagrangian
−y12k|2k −Q−1 + γ2p p∑
i=1
Λi12k|2k + ΛiQ = 0 , (4.150)
where yQ = −L˜σ. It is invariant under the action of the group of pseudo-unitary-ortho-symplectic (2k|2k) × (2k|2k) matrices UOSp(+)(L˜) given by Q 7→ UQU−1.Thus, if Q0 is a solution to Eq. (4.150) so is UQ0U−1, where U ∈ UOSp(+)(L˜).Because of the structure of the indefinite metric,
L˜ = 11|1 ⊗ 12 ⊗ L , (4.151)UOSp(+)(L˜) has a subgroup×kUOSp(+)(2|2), fixed by those elements of UOSp(+)(L˜)that act on the first two factors in the tensor product above only. For a later pur-pose, we decompose the manifold UOSp(+)(L˜) into the product
UOSp(+)(L˜) = UOSp(+)(L˜)×kUOSp(+)(2|2) ×k UOSp(+)(2|2) (4.152)
such that its elements are written as U = TR for all U ∈ UOSp(+)(L˜), R ∈
×kUOSp(+)(2|2), where T ∈ UOSp(+)(L˜)/UOSp(+)(2|2).Hence, we first study Eq. (4.150) for diagonal Q only and then use its invarianceto obtain the entire saddle point manifold. On the level of the eigenvalues of Qthe analysis of Eq. (4.150), reduces to the analysis of Eq. (4.142) for each individualeigenvalue of Q. It is similar to the case of the density and we therefore applythe whole discussion presented below Eq. (4.142) to the eigenvalues of Q. Becauseof the sums over the La, only saddle points with non-vanishing imaginary partscontribute. Accordingly, the eigenvalues of the boson-boson block are fixed bythe pole structure of the integrand, whereas the eigenvalues of the fermion-fermionblock are either q0(x) or q∗0(x). The leading order in p of the k-point function (4.148)is due the saddle point where bosonic and fermionic eigenvalues are the same [104]such that
−1
y
L˜σD = Req0(y)12k|2k + ıImq0(y)L˜+ δq√
nl
, (4.153)
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and δq = diag(δs11, . . . , δs2k1, δs1212, . . . , δsk212). Using the invariance of the sad-dle point equation (4.150), we obtain the saddle point manifold as an orbit of theaction of UOSp(+)(L˜)/×kUOSp(+)(2|2), Ref. [165]. Thus, in the vicinity of the saddlepoint we find
−1
y
L˜σ = Req0(y)12|2 + ıImq0(y)T L˜T−1 + δσ√
nl
= Q0 +
δσ√
nl
, (4.154)
where δσ = (TR)δq(TR)−1. Expanding the effective Lagrangian with respect to
δσ, the first and second order in this expansion are zero, because Leff(Q0) = 0and 5σLeff(σ)|σ=Q0 = 0. According to [Q0, δσ] = 0, the integral over the massivemodes δσ and the integral over the Goldstone modes Q0 decouple such that thequadratic term in the Leff(Q0) expansion reduces to Eq. (4.140) with q(x) replacedby q0(x). Applying the saddle point approximation to the normalization constantleads to an integral over the massive modes which cancels in leading order the δσintegral of k-point function. Hence, we are left with the integral over the saddlepoint manifold,
Rk(y1k, ξ) = (−1)k
(8piı)k
lim
ε→0+
∑
L∈{±1}k
k∏
i=1
Li
∫ dµ(T ) exp( Imq0(y)
2γ2
strT L˜T−1ξ˜)
×
k∏
j=1
1
p
p∑
i=1
str(y12k|2k + ıεL˜+ yΛiTLT−1)−1 (σz1|1 ⊗ 12 ⊗ ekjj) ,
(4.155)
where dµ(T ) is the invariant Haar measure on UOSp(+)(L˜)/ ×k UOSp(+)(2|2). Inthe derivation of Eq. (4.155), we make use of
1
p
p∑
i=1
ξ˜12k|2k +Q0 = −yQ0 +
√
ξ+ξ−12k|2k
γ2
ξ˜ , (4.156)
which we follows from the saddle point equation (4.150) and is the matrix versionof Eq. (4.146). To get rid of the remaining sum over the empirical eigenvalues Λi inEq. (4.155), we employ the following observation
lim
ε→0+
∑
Lj∈{±1}
Li
(
y12k|2k + ıεL˜+ yΛiQ0)−1 (σz1|1 ⊗ 12 ⊗ ekjj)
= Im (y12k|2k + yΛiQ0)−1 (σz1|1 ⊗ 12 ⊗ ekjj) (4.157)
such that in combination with Eq. (4.156), we arrive at
Rk(y1k, ξ) = (−1)kImkq0(y)
(4pi)kZk(ξ)
∫ dµ(T ) exp( Imq0(y)
2γ2
strT L˜T−1ξ˜)
×
k∏
j=1
strT L˜T−1 (σz1|1 ⊗ 12 ⊗ ekjj) . (4.158)
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In Eq. (4.158), we introduce the function
Zk(ξ) =
∫ dµ(T ) exp( Imq0(y)
2γ2
strT L˜T−1ξ˜) , (4.159)
which is the integral over the Goldstone modes due to the saddle point approxima-tion of the normalization constant (4.126).The asymptotic expression of the k-point function (4.158) leads to two importantobservations. It is independent of the degree l of degeneracy in the empiricaleigenvalue spectrum and it depends on the density (4.147) only. We rescale theunfolded eigenvalues as follows
ξa 7→ 1
S(y)
ξa ⇔ dξa 7→ 1
S(y)
dξa . (4.160)
By this rescaling the level density of the rescaled eigenvalues ξa is one. The k-point correlation function obtained thereby is the same as for the real uncorrelatedWishart model. For the latter we known that it is universal such that the same istrue for the real correlated Wishart model and we find
X1k(ξ1, . . . , ξk) = limp→∞
p/n=γ2 fixed
(
1
S1(y)
)k
Rk
(
y,
ξ1
S1(y)
, . . . ,
ξk
S1(y)
)
, (4.161)
where X1k is the unfolded k-point function [40,42,44]. Hence, we can study the localeigenvalue fluctuations in the bulk of the spectrum of a real correlated Wishartmatrix using the universal expression X1k found for the real Laguerre ensemble [166–168].The most general case, when the k-point function is analyzed at different points
xa, can be derived from the discussion of the density and the k-point function withidentical points. If we use the effective Lagrangian (4.149), the most general formof the k-point function is given by
Rk(x, ξ) =
(−1)kK
(8piı)k
∑
L∈{±1}k
k∏
i=1
Li
∫ d[σ] exp(−nl
2
Leff(σ)
)
× sdet−1/2σ exp(− 1
2p
p∑
i=1
str ξ˜
x˜+ ıεL˜− ΛiL˜σ
)
×
k∏
j=1
1
p
p∑
i=1
str 12k|2k
x˜+ ıL˜ε− ΛiL˜σ
(
σz1|1 ⊗ 12 ⊗ ekjj)+ . . . ,
(4.162)
where the . . . indicate subleading terms in p. The structural difference to Eq. (4.148)is the occurrence of x˜ which is a (2k|2k) × (2k|2k) diagonal supermatrix distinctfrom the identity. Thus, if we vary the effective Lagrangian (4.149) with respect to
σ we obtain
−x˜−Q−1 + γ
2
p
p∑
i=1
Λi12k|2k + ΛiQ = 0 , (4.163)
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where x˜Q = −L˜σ. In account of x˜ 6∼ 12k|2k the saddle point Eq. (4.163) is notinvariant under the action of UOSp(+)(L˜). Taking the commutator of the left handside of the saddle point equation (4.163) with a saddle point Q0, we find
[x˜, Q0] = 0 . (4.164)
Accordingly, in an appropriate basis Q0 = diag(Q10, . . . , Qα0 ) as well as Eq. (4.163)become block diagonal, where Qi0 are supermatrices of dimension (2mi|2mi) ×
(2mi|2mi), mi is the degree of degeneracy of the point xi, i.e. xi1 = xi2 = · · · = xim ,and α the number of distinct points. These supermatrices solve the block diagonalsaddle equation
−xi12mi|2mi − (Qi)−1 + γ2p p∑
i=1
Λi12mi|2mi + ΛiQi = 0 , (4.165)
where xiQi = −L˜iσ and L˜i the projection of L˜ onto the ith block. If no degeneracyin the points xi is present, we obtain k copies of Eq. (4.133) with x replaced by
xi. If degeneracy is present, Eq. (4.165) is the same as the saddle point Eq. (4.150)with k = mi and y = xi. For each of these block diagonal saddle point equationswe find an invariance under the action of UOSp(+)(L˜i) which we separate similarto Eq. (4.152). Hence, we can apply the analysis done above to the present caseand arrive at
Rk(x; ξ) =
q∏
i=1
(−1)mi Immiq0(xi)
(4pi)miZmi(ξi)
∫ dµ(Ti) exp( Imq0(xi)
2γ2
strTiL˜T−1i ξ˜i)
×
k∏
j=1
strTiL˜iT−1i Pi (σz1|1 ⊗ 12 ⊗ ekjj)PTi = q∏
i=1
Rmi(xi; ξ
i) ,
(4.166)
where ξ˜i = 11|1 ⊗ diag(ξi1 , · · · , ξim) ⊗ 12 is the projection of ξ˜ onto the diagonalblocks, Pi are the projectors and dµ(Ti) is the Haar measure on UOSp(+)(L˜i)/×miUOSp(+)(2|2). Equation (4.166) confirms our previous observation that the leadingorder contribution in p to the k-point function does not depend on the degree l ofdegeneracy in the empirical eigenvalue spectrum as long as the size of the matrixmodel is increased in such a way that γ2 = p/n = (lp)/(ln) does not change.Employing the results found for the unfolding (4.161), it turns out that only thelocal fluctuations between eigenvalues over the same point xi in the spectrum areuniversal.
4.4.2 Numerical SimulationsIn the previous section, we showed by an exact calculation that the eigenvaluestatistics of a real correlated Wishart matrix consisting of p × n dimensional datamatrices are approached by those of a Wishart model with lp× ln dimensional datamatrices and an l-fold degeneracy in the empirical eigenvalue spectrum, as long as
129
4.4. Asymptotic Relation Between Degenerate Real Wishart Models
-1.0
-0.5
0.0
0.5
1.0
-1.0
-0.5
0.0
0.5
1.0
-1.0
-0.5
0.0
0.5
1.0
Figure 4.9: Left: Empirical correlation matrix of size 40×40 used in the first example.Middle: Empirical correlation matrix of size 32 × 32 used in the second example.Right: Empirical correlation matrix of size 12× 12 used in the third example.
n, p are large and p/n = γ2 is fixed. We compare numerically the level densities ofboth models for l = 2, to confirm our findings and for illustration.To this end, we take an empirical correlation matrix as model input and generatetwo samples of real correlated Wishart matrices. One consisting of p × n datamatrices without a degeneracy in the empirical eigenvalues and another consistingof 2p× 2n data matrices with a doubly degenerate empirical eigenvalue spectrum.The distinct empirical eigenvalues Λk with k = 1, . . . , p are the same.
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Figure 4.10: The spectrum in a real correlated 40 × 100 Wishart model separatedinto the bulk (top), the part due to second and third largest empirical eigenvalue(bottom left) and the part due to the largest empirical eigenvalue (bottom right).
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Figure 4.11: The cumulative density function corresponding to the entire densityshown in Fig. 4.10.
The empirical correlation matrices, we are considering have block diagonal form.One block is of size p/2× p/2 and two are of size p/4× p/4, see Fig. 4.9 . Becauseof the three blocks, the empirical eigenvalue spectrum has three large eigenvalues.These will lead to a separation of the spectrum in the Wishart model into three parts.The part with the largest magnitude is the bulk of the spectrum which consists ofthe gross of the eigenvalues. The other two separated parts are due to the threelarge empirical eigenvalues. Since only a finite number of eigenvalues contributedto them they are subleading in the spectrum. In Fig. 4.10, we show a the densitywithin a sample of 10 000 real correlated Wishart matrices consisting of 40 × 100dimensional data matrices. We separate the density into its three parts.Since we compare the densities using their cumulative density functions (cdf),deviations of the latter in parts of the spectrum with less magnitude will be hidden.In Fig. 4.11 we show the cumulative density function within the sample used togenerate the plots in Fig. 4.10. The leading contributions to the cdf are due to thebulk of the spectrum, because the two remaining parts of the density differ in theirmagnitude by orders of ∼ 10 − 102. Hence, it is reasonable to compare the cdfsbetween the two Wishart models for each of the three parts separately. This willhelp to study the robustness of our approach.For the first example we generate two samples of 10 000 40× 100 and 80× 200dimensional data matrices with empirical correlation matrix shown in the left plotof Fig. 4.9. The former with non-degenerate and the latter with doubly degener-ate empirical eigenvalue spectrum. In these samples, we compute the correlationmatrices and analyze the level density. In Fig. 4.12, we show a comparison of thecumulative density functions in the bulk of the spectra and obtain almost perfectagreement.Before we turn to a comparison of the cdfs in the two remaining parts, wedecrease n and p to analyze the robustness of the bulk statistics. We take p = 32
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and n = 44, i.e. γ2 = 0.53 and generate two samples of 10 000 Wishart correlationmatrices. The samples consist of 32×60-dimensional data matrices without and 64×
120 with doubly degeneracy in the empirical eigenvalue spectrum. The empiricalcorrelation matrix without degeneracy used, is illustrated in the middle of Fig. 4.9.In the left plot of Fig. 4.13, we show a comparison cumulative density functionstaken in the bulk of the spectra. Again, they agree almost perfectly in the entirebulk.The third example shows the vast stability of our approach. We decrease thesize of the Wishart model and take p = 12 and n = 40 so that γ2 ≈ 0.3 andcompare it to a model with p = 24 and n = 80. With respect to the empiricalcorrelation matrix illustrated in the right plot of Fig. 4.9, we generate two samplesof 10 000 Wishart correlation matrices and compare the cdfs within the bulk of thespectrum. Even for this ensemble of rather small correlation matrices, we observevery good agreement within the bulk of the spectrum, see the right plot in Fig. 4.13,emphasizing the overwhelming robustness of our approach.The analytical consideration in the previous section where concerned with thebulk of the spectrum only, i.e. the part of the spectrum which contains almost alleigenvalues. Due to the three large empirical eigenvalues the spectrum of thesematrices includes not only a bulk but also two seperated parts. In the top and inthe bottom of Fig. 4.14 we show the comparisons of the cumulative density functionswithin all three examples in the second and the third parts of the spectrum, respec-tively. For the former only very small deviations are observed. However, for thepart corresponding to the largest empirical eigenvalue the cdfs show non-negligibledeviations in their tails.
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Figure 4.12: Comparison of the cumulative density function (cdf) in the bulk ofa sample of 10 000 40 × 40 (blue histogram) and 80 × 80 (red histogram) Wishartmatrices with n = 100 and n = 200, respectivley, i.e. γ2 = 0.4.
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Figure 4.13: Left: Comparison of the cumulative density function (cdf) in the bulkof two samples of 10 000 Wishart matrices consisting of 32 × 60 (blue histogram)and 64 × 120 (red histogram) dimensional data matrices, i.e. γ2 = 0.53. Right:Comparison of the cumulative density function (cdf) in the bulk of two samples of
10 000 Wishart matrices consisting of 12 × 40 (blue histogram) and 24 × 80 (redhistogram) dimensional data matrices, i.e. γ2 = 0.3.
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Figure 4.14: Top: Cumulative density function in the second part of the spectrumwithin the first (left), second (middle) and third (right) sample. Bottom: Cumulativedensity function in the third part of the spectrum within the first (left), second(middle) and third (right) sample.
4.5 Summary Chapter 4
In this chapter we approached the eigenvalue statistics in the correlated Wishartand Jacobi model exclusively with the method of supersymmetry. In particular, weconsidered the statistics of the smallest and the largest eigenvalue of a correlatedWishart matrix, the level density in the real and complex correlated Jacobi ensembleand obtained an asymptotic relation between the eigenvalue statistics in the bulkof a degenerate and a non-degenerate real correlated Wishart model.Like any statistical quantity depending on the eigenvalues of a correlated Wishart
133
4.5. Summary Chapter 4
matrix only, the quantities considered here can not be analyzed using standardtechniques such as orthogonal polynomials. This is because the empirical corre-lation matrix destroys the invariance of the matrix model such that no closed-formexpression of joint eigenvalue distribution function is known, except for the complexensemble.The smallest eigenvalue distribution within the real and complex correlatedWishart model was studied using a related gap probability. We constructed anaverage over a non-invariant Wishart ensemble dual to the eigenvalue integralrepresentation of the gap probability. It turned out that, because of a freedom inthe choice of the rectangularity in the data matrices, we observed infinitely manydual Wishart matrix models representing the same quantity. Each of which canbe mapped to a supermatrix model, inducing a similar duality between supermatrixmodels. However, only one proved to be the best choice, because it led not to anon-invariant supermatrix model but to an ordinary, invariant matrix model. Wesolved it for the real and the complex ensemble and derived a closed-form expres-sion for the gap probability and therefore for the smallest eigenvalue distribution.Importantly, we were able, for the first time, to fully circumvent the orthogonalItzykson-Zuber integral and moreover to obtain a Pfaffian structure even thougha correlation structure was present. Because we expressed the gap probabilityfor the real and the complex ensemble as a Pfaffian and as a determinant of size
∼ O(n − p), respectively, our expressions are imminently suitable to analyze themicroscopic limit. For this limit we obtained that the statistics of the smallest eigen-value become universal on a local scale and behave as those of the uncorrelatedWishart model. We confirmed our analytical findings with numerical simulations.The statistics of the largest eigenvalue of a real or a complex correlated Wishartmatrix is approached analogous to the smallest eigenvalue in terms of a gap prob-ability. By similar arguments, we found infinitely many possibilities to expressthis gap probability in terms of a Wishart model average. We make the samechoice as above and obtained two ordinary, invariant matrix ensembles. They dif-fer in their dimensions and symmetry classes. The first model we found consists of
2N/β×2N/β dimensional real quaternion self-dual matrices for β = 1 or Hermitianmatrices for β = 2, where we have to take N →∞ at the end of the calculation. Ithas the advantage that in the real case, because of the twofold degeneracy in theeigenvalues, square roots appearing in the integrand collapse to integer powers atthe cost of an infinite dimensional matrix model. The second ensemble consists of
2(p+ 2− β)/β × 2(p+ 2− β)/β dimensional real symmetric matrices for β = 1 andHermitian matrices for β = 2. Here N is only a parameter. However, square rootsappearing in the integrand are still there and can not be simplified further. For thecomplex case we showed that we are able to recover the known results for the gapprobability which we confirmed by numerical simulations.For the level density in the correlated Jacobi ensemble we showed that it hastwo dual supermatrix models. One consisting of an average over two supermatricesand another in terms of a single supermatrix average. The latter is based on theobservations that the eigenvalue statistics of the Jacobi ensemble are equivalent tothose of a Lorentzian model. Because the calculation of the characteristic function
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with respect to this distribution is highly non-trivial, we mapped the generatingfunction to a supermatrix model using a projection formula. It yielded a Lorentziandistributed supermatrix ensemble. We solved the latter for the real and the complexcase and derived a twofold integral representation and a closed-form expression forthe level densities, respectively.In the last part of this chapter, we discussed an asymptotic relation between thebulk eigenvalue statistics of two real correlated Wishart models with and withoutdegeneracy in the empirical eigenvalues. We showed that if the ensembles aredrawn from p×n, respectively, lp× ln dimensional data matrices and the empiricaleigenvalues are the same up to an l-fold degeneracy in the latter model, the eigen-value statistics of the Wishart matrices to leading order in p are identical as longas p/n = γ2 is finite. This asymptotic duality was derived by considering the k-point function using supersymmetry and a saddle point approximation. It suggeststo study aspects of spectral statistics in the bulk of a p×n real correlated Wishartmodel within an ensemble with double degeneracy which is analytically much morefeasible. Thereby, we observed that the local fluctuations of the unfolded eigenval-ues on the scale of the mean level spacing are universal. We confirmed our findingswith numerical simulations emphasizing the robustness of our approach. Moreover,we found this relation to hold at least approximately for parts of the spectrum whichare not in the bulk.
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In the analysis of statistical quantities depending on eigenvalues of correlatedWishart matrices only, standard techniques fail to apply. The reason for thisbreak down is the occurrence of the Itzykson-Zuber integral. As a consequence,mathematicians developed the Jack-polynomials in order to treat this integral, seeRef. [41, 100–102, 169] and references therein. Despite of the overwhelmingly richstructure of the Jack polynomials, they have the drawback that evaluation can beachieved only on the computer [103]. This is because they have to be constructedrecursively.In terms of these polynomials some aspects of the Wishart model discussedin this chapter were considered recently. The cumulative density function of thelargest eigenvalue as well as the probability related to the smallest eigenvaluedistribution were computed in Refs. [141,142]. Besides these exact expressions, thelimiting statistics of the former was studied in Refs. [98,99,160,170,171], where theauthors proved that in some cases it is given by the Tracy-Widom distribution.We develop and apply in this chapter a new approach to study these statisticalquantities using standard methods from random matrix theory. Contrary to theknown results, we will be able to uncover Pfaffian and determinantal structures interms on known functions. These will yield insights in the dependence of theseobservables on the empirical eigenvalues.Our discussion on the Fourier approach and its application to gap probabilitiesfor the smallest and largest eigenvalue as well as the analysis of their limiting dis-tributions is based on and extends the results of Ref. [4]. The extensive elaborationof the exact expressions for the gap probabilities in the correlated real, complexand real quaternion Wishart model for finite values of n and p presents not yetpublished work in progress.The Fourier approach developed in section 5.1 is based on a Fourier transformand exploits the dyadic structure of the Wishart correlation matrix to map non-invariant Wishart models onto invariant matrix averages. We apply this in section5.2 to a gap probability related to the largest eigenvalue distribution and find aninvariant matrix model. For all three ensembles we discover previously unknownPfaffian and determinantal expressions in terms of known functions. In section 5.3,we apply the Fourier approach to a gap probability related to the distribution of
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the smallest eigenvalue. We exploit the invariant matrix model obtained therebyas well as the one found for the gap probability related to the distribution of thelargest eigenvalue to study in section 5.4 the limiting statistics of these extremeeigenvalues. We show that in some cases these follow the Tracy-Widom distribution.We close this chapter with a summary in section 5.5.
5.1 Fourier Approach
We present a comprehensive approach to analyze statistical quantities dependingon the eigenvalues of a correlated Wishart matrix only. If these quantities possessa representation as an average over an ensemble of Wishart matrices we showunder certain assumptions that they can equivalently be expressed in terms of aninvariant matrix model. The ensemble we obtain thereby, consists of real symmetric,Hermitian or real quaternion self-dual matrices, depending on the symmetry classof WW †.To begin with, we denote byO(WW †) an function of a correlated Wishart matrix.We assume that it is invariant under the action of Gp×Gn on Matp×n(K), given by
W 7→ UWV †, where U ∈ Gp, V † ∈ Gn and that it has the property O(WW †) =
O(W †W ). Under these modest assumptions, we show that the average of thisquantity within the correlated Wishart model which is non-invariant,〈
O
(
WW †
)〉
= K
∫ d[W ] O (WW †)P (W |Λˆ) , (5.1)
can be mapped to an invariant matrix model. We make use of the positive defi-niteness of the correlation matrix and the invariance of the statistical quantity andreplace O(WW †) by O(W †W ) in Eq. (5.1). The resulting argument of the observ-able W †W is replaced by a n × n matrix H in the same symmetry class as W †Wusing a δ-function. After an appropriate H contour deformation, we exchange the
W and the H integrals. The W integral obtained thereby is a Gaussian integral,〈
O
(
WW †
)〉
= K
∫ d[H,Q] O (Q) exp (ıtrHQ)
×
∫ d[W ] exp(−ıtrHW †W)P (W |Λˆ) , (5.2)
where H and Q are n × n real symmetric, Hermitian or real quaternion self-dualmatrices. The distinguishing feature of Eq. (5.2) is that H couples to W †W whereas
Λ−1 to WW †. Accordingly, we find by using the invariance of the observable andthe flat measure that the H integral is invariant with respect to the action ofGn. The W integral can be written as Gaussian integral over a np-dimensionalvector with entries in K, where the matrix defining the bilinear form is given by1n⊗Λ−1 + 2ıβH⊗1p. If we perform it, the invariant matrix integral dual to Eq. (5.1)is given by 〈
O
(
WW †
)〉
=
∫ d[H] Fn (H)
det1/γ1
(1γ2n ⊗ 1γ2p + 2ıβH ⊗ Λ) , (5.3)
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where
Fn (H) = 1
(2pi)µ
∫ d[Q] O (Q) exp (ıtrHQ) , (5.4)
µ = p(p+1)/2, p2, p(2p−1) and Q is the same kind of matrix asH . The normalizationconstant is determined by taking O(WW †) = 1 and employing the normalization of
P (W |C). We provide in the upcoming sections two examples where this approachleads to unknown expressions for gap probabilities related to the distribution of thesmallest and largest eigenvalue.
5.2 Largest Eigenvalue Statistics
In section 4.2 we showed using bosonization that the gap probability correspondingto the largest eigenvalue distribution (2.36) in the real and the complex correlatedWishart ensemble can be expressed in terms of an eigenvalue integral. For thecomplex ensemble we were able to recover the known results. However, the limitprocess involved in the calculation made it impossible to observe a closed-formsolution for the real correlated Wishart ensemble. We partially solve this problemin the following.We construct the invariant matrix model in two ways. First we use a matrixintegral representation for the Heaviside Θ-function of matrix-argument in section5.2.1. In section 5.2.2, we find a similar expression using the results of section 5.1.Employing the invariance of this model it reduces to an eigenvalue integral, whichwe discuss for each symmetry class separately. In sections 5.2.3 and 5.2.4 we derivean exact expression for the gap probability in the complex and the real quaternionensemble, respectively. In section 5.2.5 and 5.2.6 we discuss the real case with andwith out doubly degeneracy.
5.2.1 Invariant Dual Matrix ModelWe consider the gap probability (2.40) to find all eigenvalues of a correlated Wishartmatrix within the interval [0, t] and rescale W by √t leading to
E(β)p ([0, t]; p) = Kt
npβ/2
∫ d[W ] P (W |tΛˆ−1)Θ(1pγ2 −WW †) , (5.5)
where K is an overall normalization constant yet to be determined. The Θ-functionis invariant under the left-right action of Gp × Gn on Matp×n(K), W 7→ UWV †.Thus, we can replace 1γ2p −WW † by 1γ2n −W †W in its argument and obtain
E(β)p ([0, t]; p) = Kt
npβ/2
∫ d[W ] P (W |tΛˆ−1)Θ(1γ2n −W †W ) . (5.6)
The Θ-function has a matrix integral representation [172], which is a generaliza-tion of the contour integral representation of the Heaviside Θ-funtion on the realline [136]. If we assume that A is a matrix in one of Dyson’s three symmetry classes,
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the integral representation of the Θ-function is known as the Ingham-Siegel integraland is given by [172]
Θ(A) ∼
∫ d[H] exp (tr (ıH + 1γ2n)A)detα/γ1 (ıH + 1γ2n) . (5.7)Instead of ıH + 1γ2n we could also use ıH +µ1γ2n, where µ ∈ R>0, because the Θ-function is independent of µ. In appendix D, we provide a very simple and previouslyunknown derivation of Eq. (5.7) including normalization constants. The domain ofintegration in Eq. (5.7) is the set of real symmetric, Hermitian or real quaternionself-dual n× n matrices and we introduce
α = n− 1 + 2/β = n+

1 , β = 1
0 , β = 2
−1/2 , β = 4
. (5.8)
Substituting the matrix integral (5.7) into the gap probability (5.5) and exchangingthe integral measures we are left with
E(β)p ([0, t]; p) = Kt
npβ/2
∫ d[H] exp (tr (ıH + 1γ2n))detαβ/γ1 (ıH + 1γ2n)
×
∫ d[W ] exp(−tr (ıH + 1γ2n)W †W − βt2 trWW †Λ−1
) . (5.9)
The W integral reduces to an ordinary Gaussian integral over a np-dimensionalvector with entries in K. If we perform it, we find
E(β)p ([0, t]; p) = Kt
npβ/2
×
∫ d[H] det−α/γ1 (ıH + 1γ2n) exp (tr (ıH + 1γ2n))det1/γ1 ( tβ2 1γ2n ⊗ Λ−1 + (ıH + 1γ2n)⊗ 1p) . (5.10)Since Λ and H are acting in different spaces, the matrix model (5.10) is invariantunder action H 7→ U ′H(U ′)† for all U ′ ∈ Gn. Thus, we diagonalize H = U(1γ2 ⊗
Y )U †, where U ∈ Gn and Y = diag (y1, . . . , yn) is the matrix of distinct eigenvalues,and study the eigenvalue integral. Diagonalization of H induces a decompositionof the volume form [40], given byd[H] ∼ |∆n(Y )|β d[Y ] dµ(U) , (5.11)where dµ(U) is the Haar measure on Gn. Because of the invariance of the integrand,the resulting group integral is trivial and only contributes to the overall normaliza-tion constant. The eigenvalue integral representation of the gap probability (2.40)arising thereby reads
E(β)p ([0, t]; p) = Kt
npβ/2
×
∫ d[Y ] |∆n(Y )|β det−αβ/2 (ıY + 1n) exp (γ2tr (ıY + 1n))detβ/2 ( tβ2 1n ⊗ Λ−1 + (ıY + 1n)⊗ 1p) , (5.12)where the individual integrals are over the entire real line. Because of the exponent
β/2 of the determinant in the denominator in Eq. (5.12), only β = 1 and β = 4 canbe studied using standard techniques.
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5.2.2 Fourier Approach to E(β)p ([0, t]; p)To illustrate the simplicity of the Fourier approach, see section 5.1, we apply it to thegap probability (5.5). The statistical quantity we are averaging is Θ (1γ2p −WW †).It is not a function but a distribution on the space of Wishart matrices and itmeets all requirements. It is invariant and Θ (1γ2p −WW †) = Θ (1γ2n −W †W ).Its Fourier transform is a standard integral and can readily be done
Fn[O] (H − ı1n) ∼ ∫ d[Q] Θ (1γ2n −Q) exp (tr (ıH + 1γ2n)Q)
∼ exp (tr (ıH + 1γ2n) 1γ2n) det−(n+2/β−1)/γ1(ıH + 1γ2n) , (5.13)
where n + 2/β − 1 = α. If we substitute the Fourier transform of our statisticalquantity (5.13) into Eq. (5.3), we arrive at Eq. (5.10).
5.2.3 Complex CaseA crucial difference between the complex and the other symmetry class is thatan analytic closed-form expression exists for the Harish-Chandra-Itzykson-Zuberintegral [95,96]. Thus, we can compare results obtained from expressions discussedearlier with known results.In appendix C.1, we summarize the derivation of a closed-form expression forthe gap probability (2.40) using the Harish-Chandra-Itzykson-Zuber integral [95,96]given in Ref. [143]. There, we obtain that the gap probability has a determinantalstructure with a simple matrix kernel,
E(2)p ([0, t]; p) =
(−1)p(p−1)/2
∆p(Λ)
det[Λi−1j (1− n−p+i−1∑
m=0
exp (−t/Λj)
m!
(
t
Λj
)m)]
,
(5.14)
where i, j = 1, . . . , p. We derived this expression using Berezin integrals in section4.2 and compared it to Monte-Carlo Simulations confirming its correctness, Fig. 4.5.We derive starting from Eq. (5.12) several different and unknown representationsof the gap probability and show that we can recover the known results (5.14). Fromthe analysis of section 5.2.1, the gap probability is given by an eigenvalue integralof a n× n-dimensional Hermitian matrix (5.12), which in the present case reads
E(2)p ([0, t]; p) = Kt
np
∫ d[Y ] ∆2n (ıY + 1n) exp (tr(ıY + 1n))detn(ıY + 1n)∏pk=1 det (t/Λk1n + ıY + 1n) . (5.15)We make use of the translation invariance of the Vandermonde determinant toreplace ∆n (Y ) by ∆n (ıY + 1n). The eigenvalue integral (5.15) can be seen as anaveraged product of inverse characteristic polynomials with respect to the weight
w(y) =
exp(ıy + 1n)
(ıy + 1n)n . (5.16)
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These kinds of averages are standard in random matrix theory and were consideredin Refs. [107, 110, 111, 173] and references therein. We apply the ideas of Ref. [111]and cast the gap probability into an expression with determinantal structure and akernel of size p× p. The detailed calculation is done in appendix C.2 and leads to
E(2)p ([0, t]; p) =
(−1)np−p(p+1)/2tpn−p(p+1)/2detn−pΛ ∆p(Λ) det [Kβ=2ik (Λ)] , (5.17)
where 1 ≤ i, k ≤ p and
Kβ=2i′k (Λ) =
(−Λk
t
)n−i′
exp
(
− t
Λk
)
+
n−i′∑
m=n−p
(−Λk/t)m
(n− i′ −m)!
−
n−p∑
f=1
(−Λk
t
)n−p−f
exp
(
− t
Λk
) f−1∑
l=0
(−1)l
(p+ f − i′ − l)! .
(5.18)
It is not obvious how we get from Eq. (5.17) to Eq. (5.14). Although they lookstructurally quite similar, it seems an unsurmountable task to reorder the kernel.Hence, we present an alternative way to derive Eq. (5.14) from Eq. (5.15).The second approach is more appropriate to recover the known result. We applythe analysis done in appendix C.2 to obtain Eq. (C.8). It consists of a determinantwith n × n dimensional kernel. Accordingly, we are allowed to choose a differentbasis such that
(ız + 1)i 7→ Ri(z). (5.19)
The monic polynomials Ri(z) = zi+ . . . , are of degree i and orthogonal with respectto the scalar product
〈Ri|Rj〉 =
∞∫
−∞
dxRi(x)Rj(x)w(x) = riδij (5.20)
and the weight (5.16), where rj are normalization constants. The orthogonality ofthe polynomials yields that if we do this particular base change in Eq. (C.8), thegap probability (5.15) becomes
E(2)p ([0, t]; p) =
Ktpn
∆p(tΛ−1)
det ∞∫
−∞
dz Ri′−1 (z)w(z)(
tΛ−1k + ız + 1
)
∣∣∣∣∣∣ 〈Ri′−1|Rl−1〉

=
Ktpn
∆p(tΛ−1)
det ∞∫
−∞
dz Ri−1 (z)w(z)(
tΛ−1k + ız + 1
)
 ,
(5.21)
where i = n − p + 1, . . . , n and k = 1, . . . , p. Hence, we reduce the dimension ofthe determinant from n× n to p× p and are left with the calculation of the Cauchy
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transform of orthogonal polynomials only. In appendix C.3, we show that it is givenby
∞∫
−∞
dz Ri−1 (z)w(z)(
tΛ−1k + ız + 1
) ∼ 1∫
0
dx exp(− t
Λk
x
)
xi−1(1− x)n−i = ϕn−ii−1
(
tΛ−1k
)
, (5.22)
where we introduce the function
ϕms (z) =
m∑
l=0
m!(−1)l
l!(m− l)!
(s+ l)!
zs+l+1
−
s+l∑
j=0
(s+ l)!
j!
exp (−z)
zs+1−j
 . (5.23)
It has two properties that become important later. We can express each ϕms in termsof a sum of ϕ0ss,
ϕms (z) =
m∑
l=0
m!(−1)l
l!(m− l)!ϕ
0
s+l (z) . (5.24)
Moreover, it has a simple large z  1 expansion, which we read off from the integralrepresentation (5.22),
ϕms (z) = s!
(
1
z
)s+1
+O(z−s+2) . (5.25)
According to the property of the determinant being linear under the multiplication ofrows or columns by scalars, we can absorb the proportionality constant in Eq. (5.22)into the overall normalization constant. Hence, replacing the Cauchy transform inthe determinant (5.21) by Eq. (5.22) leads to
E(2)p ([0, t]; p) =
Kp×ntpn
∆p(tΛ−1)
det [ϕp−in−p+i−1 (tΛ−1k )] , (5.26)
where 1 ≤ i, k ≤ p. Before we determine the normalization constant, we showthat the gap probability (5.26) coincides with the known result (5.14). To do so, wecompare the last three rows in the determinant (5.26) using the expansion (5.24)and find
i = p : ϕ0n−1
(
tΛ−1k
)
= ϕ0n−1
(
tΛ−1k
)
, (5.27)
i = p− 1 : ϕ1n
(
tΛ−1k
)
= ϕ0n
(
tΛ−1k
)− ϕ0n−1 (tΛ−1k ) , (5.28)
i = p− 2 : ϕ2n+1
(
tΛ−1k
)
= ϕ0n+1
(
tΛ−1k
)− ϕ0n (tΛ−1k )+ 12ϕ0n−1 (tΛ−1k ) . (5.29)One immediately sees that if we use the properties of the determinant and buildlinear combinations we can simplify the determinant kernel in Eq. (5.26) signifi-cantly. Adding Eq. (5.27) and Eq. (5.28) reduces Eq. (5.28) to the first term only.Adding the resulting expression of Eq. (5.28) and −1/2 times Eq. (5.27) to Eq. (5.29)leads to
i = p : ϕ0n−1
(
tΛ−1k
)
, (5.30)
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i = p− 1 : ϕ0n
(
tΛ−1k
)
, (5.31)
i = p− 2 : ϕ0n+1
(
tΛ−1k
)
. (5.32)
Continuing this iteratively with all rows in Eq. (5.26), we arrive at
E(2)p ([0, t]; p) =
Kp×ntpn−p(p−1)/2
∆p(Λ)
det [ϕ0n−p+i−1 (tΛ−1k )] , (5.33)
The coefficients of the rows when adding them mutually can be read off fromEq. (5.24). To show that Eq. (5.33) coincides with Eq. (5.14), we perform a changeof integration variable in Eq. (5.22) and find
ϕ0n−p+i−1
(
tΛ−1k
)
=
(
1
t
)n−p+i t∫
0
dx exp (−x/Λk)xn−p+i−1 . (5.34)
Thus, inserting this into Eq. (5.33), taking the prefactor (1/t)n−p+i out of the de-terminant and employing the normalization condition E(2)p ([0, t]; p) → 1 for t → ∞yields Eq. (5.14).Regardless of the fact that an exact solution is known, we present a third wayto solve the eigenvalue integral (5.15). It leads to an unknown expression for thegap probability. Similar to the previous approach we employ ideas from Ref. [111]and derive in appendix C.4 under the assumption that p = 2l is even an expressionwith a determinant of dimension l × l. It is given by
E(2)p ([0, t]; p) =
(−1)nl+l(l+1)/2tnp−l(l−1)(2pi)−ldetn−l+1Λ∆l(λ)∆l(µ)(n− l)!
n−l−1∏
j=0
(j + 1)!
(n− j − 1)!
×det[(−1)n−l(n− l)!∏n−l−1j=0 (n− j − 1)!Z0/2n−l+1(λk1 , µk2)
(2pi)n−l(n− l + 1)!∏n−l−1j=0 (j + 1)!
]
,
(5.35)
where 1 ≤ k1, k2 ≤ l, Λ = diag(λ, µ), with λk = Λk and µk = Λk+l for all k = 1, . . . , l.We introduce the two-point partition function Z0/2n−l+1, which is an average over aneigenvalue ensemble similar to Eq. (5.15), but with only two determinants in thedenominator, see Eq. (C.33). We map it to a non-invariant Wishart model andcompute it in appendix C.5, yielding
Z
0/2
n−l+1(λk1 , µk2) =
(2pi)n−l+1λk1µk2
(n− l)!(n− l − 1)!
n−l∏
j=0
(j + 1)!
(n− 1− j)!
×
ϕl−1n−l
(
t
λk1
)
ϕl−1n−l−1
(
t
µk2
)
− ϕl−1n−l−1
(
t
λk1
)
ϕl−1n−l
(
t
µk2
)
t(λk1 − µk2)
.
(5.36)
Substituting this expression for the two-point partition function into the gap prob-ability (5.35), we arrive at a determinantal expression with an l × l dimensional
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matrix kernel,
E(2)p ([0, t]; p) =
2pi(−1)l(l−1)/2tnp−l2detn−lΛ∆l(λ)∆l(µ)(n− l + 1)!l(l − 1)!l
×det
ϕ
l−1
n−l
(
t
λk1
)
ϕl−1n−l−1
(
t
µk2
)
− ϕl−1n−l−1
(
t
λk1
)
ϕl−1n−l
(
t
µk2
)
(λk1 − µk2)
 ,
(5.37)
where k1, k2 = 1, . . . , l . So far, we have discussed the even p = 2l case only. If
p = 2l−1 is odd, we derive a determinantal expression for the gap probability fromEq. (5.35). We introduce a dummy empirical eigenvalue µl = Λ2l such that p + 1is even. The empirical eigenvalues are ordered into λ and µ such that λ includesthe first l and µ the remaining l−1 empirical eigenvalues plus the dummy variable.We employ the analysis done to get from Eq. (5.15) to Eq. (5.37) and obtain anexpression possessing a determinantal structure. Performing the limit µl → 0 inEq. (5.37), we arrive at
E(2)p ([0, t]; p) =
2pi(−1)l(l−1)/2tnp−l(l−1)detn−lΛdetλ∆l(λ)∆l−1(µ)(n− l + 1)!l−1(l − 1)!l
×det

ϕl−1n−l
(
t
λk1
)
ϕl−1n−l−1
(
t
µk2
)
− ϕl−1n−l−1
(
t
λk1
)
ϕl−1n−l
(
t
µk2
)
(λk1 − µk2)
ϕl−1n−l
(
t
λk1
)
 ,
(5.38)
where 1 ≤ k1 ≤ l and 1 ≤ k2 ≤ l − 1.
5.2.4 Quaternion CaseIn the quaternion case, no closed-form expression for the unitary-symplectic Itzykson-Zuber integral is known. Thus, the only possibility to analyze the gap probabil-ity (2.37) is to use the eigenvalue integral representation obtained in section 5.2.1.We present two different solutions of Eq. (5.12). The expression obtained first, isgiven in terms of a 2n×2n-dimensional Pfaffian. The second solution distinguishesbetween an even and an odd number p of empirical eigenvalues. For an even num-ber of empirical eigenvalues p = 2l, we obtain an Pfaffian structure with a p × pdimensional kernel, whereas for odd p = 2l − 1 it leads to a Pfaffian of dimension
(p+ 1)× (p+ 1).In section 5.2.1, we show that the probability to find all eigenvalues of a realquaternion Wishart matrix within the interval [0, t] is given by
E(4)p ([0, t]; p) = Kt
np2
∫ d[Y ] |∆n(Y )|4 det−2n+1 (ıY + 1n) exp (2tr (ıY + 1n))∏p
k=1 det2 (2t/Λ1n + ıY + 1n) .(5.39)
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The normalization constant is determined by the requirement that for t → ∞ thegap probability E(4)p ([0, t]; p)→ 1. Applying it to Eq. (5.39), we find
K =
22pn−ndet2nΛ(2n)!(2pi)n , (5.40)where we make use of Eq. (D.7). We approach the eigenvalue integral (5.39) as anaveraged product of inverse characteristic polynomials. These averages have beenextensively studied for all three ensembles in Refs. [107,110,112,173] and referencestherein. In appendix C.6, we adopt the results of Ref. [112] to the present case andfind that the gap probability (5.39) is given by
E(4)p ([0, t]; p) =
Kın
2
(−1)n+p(p+1)/2n!t2np−p(p−1)/2
2p(p−1)/2det1−lΛ∆p(Λ) pf
[
A B
−BT C
]
. (5.41)
We split the entries of the matrix in the Pfaffian determinant into four blocks. Per-forming the integrals within these blocks leads to
2−2n+6Λk′Λk
(−ı)2t (Λk − Λk′)Akk
′ =
2piıΛ2k′Λ
2
k e
−t/Λk
(Λk − Λk′)2
[(
−Λk
t
)2n−1
+
(
−Λk′
t
)2n−1
− (2n− 1)
(
−Λk
t
)2n
− (2n− 1)
(
−Λk′
t
)2n
+
2n−2∑
m=0
(−1)m(m+ 1) et/Λk
(2n− 2−m)!
((
Λk
t
)m+2
+
(
Λk′
t
)m+2)]
4piıΛ3k′Λ
3
k e
−t/Λk
(Λk − Λk′)2
[(
−Λk
t
)2n−1
+
(
−Λk′
t
)2n−1
+
2n−2∑
m=0
(−1)m et/Λk
(2n− 2−m)!
((
Λk
t
)m+2
+
(
Λk′
t
)m+2)]
,
(5.42)
for the upper left block,
Blk
(−ı)222n−l−1 =
(l − 1)t
Λk
2piı e−t/Λk
[(
−Λk
t
)2n−l
− (2n− l)
(
−Λk
t
)2n−l+1
+
2n−l∑
m=0
(−1)m(m+ 1) et/Λk
(2n− l −m)!
((
Λk
t
)m+2
+
(
Λk′
t
)m+2)]
+l2piı e−t/Λk
[(
−Λk
t
)2n−l−1
− (2n− l − 1)
(
−Λk
t
)2n−1
+
2n−l−1∑
m=0
(−1)m(m+ 1) et/Λk
(2n− l − 1−m)!
((
Λk
t
)m+2
+
(
Λk′
t
)m+2)]
(5.43)
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for the off diagonal blocks and
2+l+l
′+1−2nCll′
(−ı)2(l − l′) =

2piı
(2n− l − l′ + 1)! , 2n+ 1 ≥ l + l
′
0 , else (5.44)for the lower right block. Since it is highly non-trivial to invert the matrix C ,we can not use the Schur complement to reduce the dimension of the Pfaffian.Hence, the analytical considerations lead to a Pfaffian expression with 2n × 2ndimensional matrix kernel. On account of n ≥ p, this Pfaffian will be large andtherefore challenging to evaluate even by a computer. Thus, it is reasonable toderive a more compact form.To do so, we approach Eq. (5.39), in analogy to the third approach in the previoussection. We introduce the weight
g(z, y) =
δ(y − z)
(y − z)
exp (2(ız + 1))
(ız + 1)2n−1
, (5.45)
construct a Pfaffian, apply the Schur complement and identify the elements of thematrix kernel with an appropriate eigenvalue integral. For technical reasons, weassume that p = 2l is even. If p = 2l − 1 is odd we use the results obtainedfor even p and perform a special limit. We show the detailed construction of the
2l × 2l dimensional Pfaffian structure in appendix C.7. There we find that the gapprobability (5.39) is given by
E(4)p ([0, t]; p) =
Kın
2
(−1)n+p(p+1)/2n! t2np
(2t)p(p−1)/2det1−pΛ∆p(Λ) pfMd
× pf [K4 t(Λk − Λk′)
ΛkΛk′
Z
0/2
n−l+1 (Λk,Λk′)
]
,
(5.46)
where 1 ≤ k, k′,≤ 2l, K4 is a normalization constant readily determined by com-paring Eq. (C.56) with Eq. (C.59) and
pfMd = (2pi)d/2 ı(d/2)2(−1)d/2
(d/2)!
2d(2n−d−1)/2
d/2−1∏
j=0
(2j + 2)!
(2n− 2− 2j)! . (5.47)
The two-point partition function Z0/2n+1−l introduced in Eq. (5.46) is similar to thegap probability, but with two empirical eigenvalues only. To compute it, we applyin appendix C.8 the analysis of section 5.2.1 in the backward direction and find
Z
0/2
n+1−l (Λk,Λk′) t
2 (Λk − Λk′)2
(ΛkΛk′)2Kn+1−l
= −2ϕ2l−22n−2l
(
2t
Λk′
)
ϕ2l−22n−2l
(
2t
Λk
)
+ϕ2l−22n−2l+1
(
2t
Λk′
)
ϕ2l−22n−2l−1
(
2t
Λk
)
+ ϕ2l−22n−2l−1
(
2t
Λk′
)
ϕ2l−22n−2l+1
(
2t
Λk
)
−
ϕ2l−22n−2l
(
2t
Λk
)
ϕ2l−22n−2l−1
(
2t
Λk′
)
− ϕ2l−22n−2l−1
(
2t
Λk
)
ϕ2l−22n−2l
(
2t
Λk′
)
t(ΛkΛk′)−1 (Λk − Λk′)
=
t (Λk − Λk′)
(ΛkΛk′)
Ξ (Λk,Λk′) ,
(5.48)
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where the normalization constant is given by
Kn+1−l =
(1/2)(2n+1−2l)(n+2−l) (2pi)n−l+1
(2n− 2l − 1)!(2n− 2l + 1)!
n−l∏
j=0
(2j + 2)!
(2n− 2− 2j)! . (5.49)
If we substitute Eq. (5.48) into the Pfaffian determinant (5.46) and take out allconstants independent of k and k′, we arrive at the following exact expression forthe gap probability
E(4)p ([0, t]; p) = Cn,p
t2np−p(p−1)/2det2n+1−pΛ∆p(Λ)pf [Ξ (Λk,Λk′)] , (5.50)where 1 ≤ k, k′ ≤ p = 2l and
Cn,p =
(−1)l(l+1)/2+p(p+1)/2+n2+l2n!
(2n)!(n− l)!(2n− 2l + 1)!l(2l − 2)!l
n−l−1∏
j=0
(2j + 2)!
(2n− 2− 2j)!
× 22np−p(p−1)/2−n+2l(2−l(2n+2−l)+n(n+2)) .
(5.51)
To derive the case of an odd number of empirical eigenvalues p = 2l − 1 fromEq. (5.50), we set Λ2l to zero. Using the properties of the Pfaffian determinant, wetake the limit into the Pfaffian and find
E(4)p ([0, t]; p) = Cn,p
t2n(p−1)−(l−1)(2l−1)(2n− 2l − 1)!det2n+1−2lΛ∆p(Λ)
× pf
 Ξ (Λk,Λk′) ϕ
2l−2
2n−2l+1
(
2t
Λk
)
−ϕ2l−22n−2l+1
(
2t
Λk
)
0
 ,
(5.52)
where 1 ≤ k, k′ ≤ 2l − 1. Thus, for even and odd p it is possible to express theprobability of finding all eigenvalues of a real quaternion Wishart matrix below t asa Pfaffian point process. This is surprising, because there is no reason to believethis by considering Eq. (2.37). There is even no reason to expect a Pfaffian structureat all.
5.2.5 Real CaseBecause of half-integer powers of the characteristic polynomials in the denominatorof the integrand (5.12), it not clear how to obtain a Pfaffian point process for thegap probability in the case of real correlated Wishart ensemble. By a Pfaffianpoint process we mean an Pfaffian structure such that each entry depends on twoempirical eigenvalues only. This was the case for the real quaternion Wishart modeldiscussed in the previous section.Fortunately, we are able to show that the gap probability provides a Pfaffianstructure. We include the square roots in a weight function,
w(yi; Λ) =
exp (ıyi + 1)
(ıyi + 1)(n+1)/2
∏p
k=1
√
t
2Λ
−1
k + ıyi + 1
(5.53)
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such that the computation reduces to the calculation of a partition sum with respectto the weight (5.53),
E(1)p ([0, t]; p) = Kt
np/2
∫ d[Y ] |∆n(Y )| n∏
i=1
w(yi; Λ) . (5.54)
The normalization constant is determined by the condition that for t→∞ the gapprobability is one. Employing this in Eq. (5.54) and using (D.7) leads to
K =
2n(p−4)/2detn/2Λ Γ (n+22 )√pin . (5.55)We apply the method of alternating variables [40] to Eq. (5.54) and find a Pfaffiandeterminant for the probability to find all eigenvalues below a certain threshold
t. The expression obtained distinguishes between even and odd n. For an evennumber of eigenvalue integrals n = 2L in Eq. (5.54) it is given by
E(1)p ([0, t]; p) = Kt
2npn!pf ∞∫
−∞
dy y∫
−∞
dyw(y; Λ)w(x; Λ) (xi−1yj−1 − yi−1xj−1) ,
(5.56)
where 1 ≤ i, j ≤ 2L. For odd n = 2L + 1 it includes an extra row and column andreads
E(1)p ([0, t]; p) = Kt
2npn!
pf

∞∫
−∞
dy y∫
−∞
dyw(y; Λ)w(x; Λ) (xi−1yj−1 − yi−1xj−1) ∞∫
−∞
dxw(x; Λ)xi−1
−
∞∫
−∞
dxw(x; Λ)xj−1 0
 ,
(5.57)
where i, j are as above. This is, compared to the real quaternion case not a Pfaffianpoint process, because each entry depends on all eigenvalues and the thresholdparameter. Due to the complexity it is not clear how to perform the remainingtwofold integral in the Pfaffian. We therefore leave the further investigation of itfor future work.
5.2.6 Double Degenerate ApproachThe gap probability (5.54) leads to an interesting observation. If we assume that p =
2L is even and the empirical correlation matrix has an involution type of symmetry,i.e. it commutes with a matrix which has only two eigenvalues L = ±1 both L-fold degenerate, then C has a twofold degeneracy in the eigenvalue spectrum. Inthis case the square root singularities of Eq. (5.54) become ordinary poles suchthat a similar kind of analysis as for the complex and the real quaternion Wishartmodel is applicable. Although the resulting matrix model is simpler, this assumption
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is seldom justified empirically. However, we showed in section 4.4 that the bulkstatistics of a Wishart model consisting of lp× ln dimensional data matrices with an
l-fold degeneracy in the empirical eigenvalue spectrum, i.e. it has only p distinctempirical eigenvalues, approaches those of a Wishart model consisting of p × ndata matrices without a degeneracy in the empirical eigenvalues. It is thereforereasonable to study Eq. (5.54) with double degeneracy in the empirical eigenvalues.To begin, we consider the gap probability of a real correlated Wishart modelconsisting of 2p × 2n dimensional data matrices. The empirical eigenvalues aresupposed to be doubly degenerate such that only p distinct eigenvalues, orderedin Λ = diag(Λ1, . . . ,Λp), contribute. Thus, we want to compute
E
(1)
2p ([0, t]; 2p) = Kt
np2
∫ d[Y ] |∆2n(Y )|∏2ni=1w(yi)∏2n
i=1
∏p
k=1(t/(2Λk) + ıyi + 1)
, (5.58)
where we introduce a new weight function,
w(yi) =
exp (ıyi + 1)
(ıyi + 1)(2n+1)/2
(5.59)
Although the asymptotic relation discussed earlier is valid for larger model correla-tion matrices only, the calculation of the gap probability (5.58) is from a mathemat-ical point of view a large step forward. This is because even with degeneracy in theempirical eigenvalues the orthogonal Itzykson-Zuber integral (2.21) and thereforethe joint probability distribution function (2.20) are highly non-trivial.In appendix C.9, we apply standard techniques of random matrix theory andconstruct a Pfaffian expression for the gap probability (5.58) under the assumptionof p = 2l. We obtain that it is given by
E(1)p ([0, t]; p) = K1Kt
np2(2n)!pfM2n−2l
× pfG(1) (Λk,Λk′) + 2n−2l∑
i,j=1
F (1)j (Λk) (M−12n−2l)jiF (1)i (Λk′)
 , (5.60)
where 1 ≤ k, k′ ≤ 2l,
pfM2n−2l = (−1)n−l(n− l)! 42n−2l
(2n− 2l)!
2n−2l−1∏
j=0
Γ ((j + 3)/2)
Γ ((2n+ 1− j)/2) , (5.61)
D
(1)
1,k(y2i) =
y2i∫
−∞
dxw1(x)
(t/(Λk2) + 1 + ıx)
; D
(2)
1,k(y2i) =
y2i∫
−∞
dxw1(x)xj−1 , (5.62)
and
[M2n−p]ij =
∞∫
−∞
dx(w(x)xi−1D(2)1,j (x)− w(x)xj−1D(2)1,i (x)) , (5.63)
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G(1) (Λk,Λk′) =
∞∫
−∞
dx w(x)D(1)k′ (x)
(ıx+ 1 + t/(Λk2))
− w(x)D
(1)
1,k(x)
(ıx+ 1 + t/(Λk′2))
 , (5.64)
F (1)j (Λk) =
∞∫
−∞
dx( w(x)D(2)1,j (x)
(ıx+ 1 + t/(Λk2))
− xj−1w(x)D(1)1,k(x)
)
. (5.65)
Although the expression (5.60) is very compact, we are not able to compute allconstitutes in the present basis. However, we can proceed differently and identifythe kernel in Eq. (5.60) as suggested in Ref. [112] with an eigenvalue integral. Tothis end, we consider
Z
0/2
2N (Λk,Λk′) =
∫ d[Y ] |∆2N (Y )|∏2Ni=1w(yi)∏
j=k,k′
∏2N
i=1(t/(2Λj) + ıyi + 1)
, (5.66)
and apply the analysis yielding Eq. (5.60), to solve it. Because it has only twoempirical eigenvalues the Pfaffian obtained is trivial such that
Z
0/2
2N (Λk,Λk′) =
ı2N(2N−1)/2+(2N−2)(2N−3)/2
(ΛkΛk′)−1(Λk − Λk′)
2N−2∏
j=0
Γ ((j + 3)/2)
Γ ((2n+ 1− j)/2)
×(2N)!4
2N−2
(2N − 2)!
G(1) (Λk,Λk′) + 2N−2∑
i,j=1
F (1)j (Λk) (M−12N−2)jiF (1)i (Λk′)
 (5.67)
Hence, if we set N = n− l+1, the Pfaffian kernel in Eq. (5.60) is proportional to theeigenvalue integral (5.66). We use it and construct a 4× 4 real correlated Wishartmodel dual to Eq. (5.67). The two-point function (5.66) possesses a representationas real symmetric matrix model average,
Z
0/2
2N (Λk,Λk′) ∼
∫ d[H] det−(2n+1)/2(ıH + 12N ) exp (tr (ıH + 12N ))∏
j=k,k′ det(t/(2Λj) + ıH + 12N ) . (5.68)We apply section 5.2.1 backward and represent the determinant in the denominatorof Eq. (5.68) as a Gaussian integral. If we exchange the Gaussian and the H integraland use Eq. (D.4), we find
Z
0/2
2N (Λk,Λk′) ∼
∫ d[B] exp(− t
2
trBB†diag(Λk12,Λk′12))
× detl−1 (14 −BB†)Θ(14 −BB†) , (5.69)
where B is a real 4× (2n− 2l − 1) dimensional matrix. In contrast to the complexand real quaternion case, we can not use Eq. (5.69) to solve the kernel analytically.Because if we diagonalize BB†, the resulting orthogonal Itzykson-Zuber integralis unknown. On the other hand, if we are able to obtain an closed-form expressionfor the matrix kernel (5.67) by means of known functions, we have an expression forintegrals of the form of Eq. (5.69).
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We proceed differently as in the case of the complex and the real quaternionensemble and study G(1)(Λk,Λk′), F (1)j (Λk) and (M−12N−2)ij separately. While G(1) isanalyzed using ordinary calculus, the remaining two quantities are computed withthe aid of skew-orthogonal polynomials.We begin our consideration with the derivation of G(1)(Λk,Λk′). The difficultywhen doing calculations in the orthogonal ensembles is caused by the coupling oftwo integrals, c.f. Eq. (5.64). In appendix C.10 we introduce a Heaviside Θ-functionto circumvent this difficulty and show that the coupled twofold integral reduces toa single integral
G(1) (Λk,Λk′) = (−ı)
Γ2((2n+ 1)/2)
1∫
−1
dτ (1− (τ−)2)n−1/2
τ − ı
×
(
ϕ
n−1/2
0
(
t(τ− + 1)
2Λk
)
ϕ
n−1/2
0
(
t(1− τ−)
2Λk′
)
− (Λk ↔ Λk′)
)
,
(5.70)
over a compact interval, where ϕms is for half-integer m introduced in Eq. (C.81).Although Eq. (5.70) is a transcendent function rather than a polynomial times anexponential, it is an important intermediate result. Because, similar to Eq. (5.66),we can map Eq. (5.64) to the following correlated Wishart model
G(1) (Λk,Λk′) ∼
∫ d[B] exp(− t
2
trBB†diag(Λk12,Λk′12))
× det(2n−1)/2 (14 −BB†)Θ(14 −BB†) , (5.71)
where B is now a real square 4× 4 matrix. If we diagonalize BB† = UXU , where
X = diag(x1, x2, x3, x4) and U ∈ O(4), the resulting average over O(4) reduces,in cause of diag(Λk12,Λk′12), to an integral over O(4)/O(2) × O(2). This cosetintegral is not known in the literature. Hence, with Eq. (5.70) we provide a formulafor Eq. (5.71) in terms of a transcendent function given as single integral.In the reminder of this section, we are concerned with the computation of the
F (1)j (Λk) and [M−12N−2]ij . We do this using the theory of skew-orthogonal polyno-mials. The sum
b2N−2(Λk,Λk′) =
2N−2∑
i,j=1
F (1)j (Λk) (M−12N−2)jiF (1)i (Λk′) (5.72)
involved in the Pfaffian kernel (5.67) is a skew-symmertic bilinear form on a 2N−2-dimensional vector space. The matrix defining the bilinear form is M−12N−2 and thevectors are F(x) = (F1(x), . . . ,F2N−2(x)) with x = Λk,Λk′ . The functions F (1)jaren’t polynomials but projections of a analytic functions onto monomials xj−1,
F (1)j (Λk) =
〈
1
ıy + 1 + t/(2Λk)
∣∣∣∣xj−1〉 (5.73)
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where
〈f |g〉 =
∞∫
−∞
dy y∫
−∞
dxw(x)w(y) (f(y)g(x)− g(y)f(x)) (5.74)
is a skew-symmetric scalar product with respect to the weight (5.59) on the spaceof polynomials. Since a bilinear form (5.72) is invariant under base changes, we canchange the basis without changing its value. We choose it such that the monomialin the projection formula (5.73) becomes
xj−1 7→ Rj−1(x) (5.75)and find that
F (1)j (Λk) 7→ tj−1(Λj) =
〈
1
ıy + 1 + t/(2Λk)
∣∣∣∣Rj−1(x)〉 . (5.76)
Here Rj−1(x) is a polynomial of degree j − 1, skew-orthogonal with respect to theweight (5.59). This means that
〈R2j+1|R2i〉 = jiri , 〈R2j+1|R2i+1〉 = 〈R2j |R2i〉 = 0 , (5.77)where ij = δij = −ji. According to Eq. (5.63), M2N−2 is the moment matrix withrespect to the weight (5.59), i.e. [M2N−2]ij = 〈yi−1|xj−1〉. By the base transfor-mation and the particular choice of polynomials, see Eq. (5.77), the moment matrixbecomes
M2N−2 7→ diag(r0, . . . , rN−1)⊗ (0 −11 0 ) . (5.78)If we express the bilinear form (5.72) in this basis, we arrive at
b2N−2(Λk,Λk′) =
N−1∑
j=0
(
t2j+1
(
t
2Λk
)
t2j
(
t
2Λk′
)
− t2j
(
t
2Λk
)
t2j+1
(
t
2Λk′
))
rj
, (5.79)
and therefore reduces the computation of the bilinear form to the calculation of theprojections tj and the scalar products rj . In the literature the former is sometimesreferred to as the Cauchy transform of a skew-orthogonal polynomial.The scalar products normalization rj are derived as in section 3.1.2 using
rj =
Z
0/0
2j+2
(2j + 2)(2j + 1)Z
0/0
2j
, (5.80)
We read off the eigenvalue integral Z0/02j+2 from Eq. (D.7) and substitute it intoEq. (5.80), leading to
rj =
8pi(2j)!22n−4j
(2n− 3− 2j)! . (5.81)
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To derive the Cauchy transform of the skew-orthogonal polynomials (5.73) we usethe results of Ref. [174]. The authors show that these quantities have an expressionin terms of an eigenvalue integral similar to Eq. (5.58) with one empirical eigenvalueonly. We discuss this comprehensively in appendix C.11. There we show that theCauchy transform of the polynomials with even degree are given by
t2j(x) = − 4pi2
2n−2jı2j+1
(2n− 3− 2j)!
n−j−1∑
l1,l2=1
(
n− j − 1
l1
)(
n− j − 1
l2
)
× xl1+l2+2j+2 (ψl1+1,l2(x)− ψl1,l2+1(x)) ,
(5.82)
whereas those for the polynomials of odd degree are given by
t2j+1(x) =
ıt2j(x)(x
2 + l1 + l2 + 2j + 2)
x
− 4pi2
2n−2jı2j
(2n− 3− 2j)!
n−j−1∑
l1,l2=1
(
n− j − 1
l1
)(
n− j − 1
l2
)
+x(2j+1)/2+l2 exp(−x) (Γ(l1 + (2j + 3)/2)− Γ(l1 + (2j + 3)/2;x))
− x(2j+3)/2+l2 exp(−x) (Γ(l1 + (2j + 1)/2)− Γ(l1 + (2j + 1)/2;x))
]
(5.83)
with
ψα1,α2(x) =
x∫
0
dxx(2j−1)/2+α2 exp(−x)
× (Γ(α1 + (2j + 1)/2)− Γ(α1 + (2j + 1)/2;x))
(5.84)
and Γ(m;x) the incomplete Γ-function [136]. Although the final constitutes t2j and
t2j+1 of b2N+1 are rather cumbersome and involve an complicated one-dimensionalintegral, they can be efficiently implemented into a computer program to finallyevaluate the Pfaffian kernel. Furthermore, we are able to circumvent the highlynon-trivial group integral involved in Eq. (5.69) when diagonalizing BB†. Thisobservation suggests that when considering eigenvalue statistics in the correlatedWishart ensemble, the entire form of the orthogonal Itzykson-Zuber integral is notimportant, but only the eigenvalue integrals involving it.Hence, combining Eq. (5.60) with Eq. (5.70) and Eq. (5.79), the gap probabilitythat all eigenvalues of a real correlated Wishart matrix lie below a threshold t isgiven by
E(1)p ([0, t]; p) = K1Kt
np2(2n)!pfM2n−2lpf [Ξ(Λk,Λk′)] , (5.85)
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where
Ξ(Λk,Λk′) =
4pi2(−ı)
Γ2((2n+ 1)/2)
1∫
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τ − ı
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+
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)
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t
2Λk′
)
− t2j
(
t
2Λk
)
t2j+1
(
t
2Λk′
))
rj
,
(5.86)
and 1 ≤ k, k′ ≤ p. For odd p = 2l − 1 we insert into Eq. (5.58) a dummy em-pirical eigenvalue Λ2l and apply the analysis for even p leading to the Pfaffianstructure (5.60). If we take the limit Λ2l → 0, we arrive at
E(1)p ([0, t]; p) = K1Kt
np2(2n)!
(2n− 2l)!(n− l + 1)!(4pi)n−l+116
(2n− 2l + 2)!(l − 1)!t2n−2l+2
× pfM2n−2l pf
 Ξ(Λk,Λk′)
t2n−2l (t/(2Λk′))
rn−l
− t2n−2l (t/(2Λk))
rn−l
0
 , (5.87)
where 1 ≤ k, k′ ≤ p − 1. Thus, for even as well as for odd p we are able toderive a Pfaffian expression for E(1)p ([0, t]; p). We reduced the matrix kernel to sumsincluding an integral, which to the best of our knowledge, does not have a closed-form expression in terms of known functions. Apart from this, the gap probabilities(5.85) and (5.87) show that for a twofold degeneracy in the empirical eigenvalues,the orthogonal Itzykson-Zuber integral can be circumvented.
5.3 Smallest Eigenvalue Statistics
To discuss the limiting statistics of the smallest eigenvalue of a correlated Wishartmatrix in section 5.4, we apply the Fourier approach as introduced in section 5.1to the gap probability (2.44). Since we computed an exact expression as well asanalyzed the microscopic limit of it in section 4.1, we focus in this section on theconstruction of an eigenvalue integral representation for the gap probability in aunified approach for β = 1, 2, 4.For the probability to find all eigenvalues above a threshold s, we derived aWishart matrix model in section 2.3.3,
E(β)p ([0, s]; 0) = Ks
npβ/2
∫ d[W ] P (W |sΛˆ−1)Θ(WW † − 1γ2p) . (5.88)
Analogous to section 5.2.2, we would like to apply the Fourier approach and to takethe Θ-function as observable. However, this is not possible, because Θ(WW † −1γ2p) 6= Θ(W †W − 1γ2n) = 0. To see this, we compare the eigenvalues of both
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matrices. The former, WW †−1γ2p, has p eigenvalues, each of which coincides withan eigenvalue of W †W −1γ2n. The remaining n−p of the latter are −1. Since theseare negative, the Heaviside Θ-function of W †W − 1γ2n is always zero. To applythe analysis leading to Eq. (5.3), we perform two successive changes of coordinates.We set A = WW †, inducing a transformation of the volume form given byd[W ] 7→ det(n−p+1−2/β)/γ1A Θ(A)d[A] , (5.89)where A is real symmetric, Hermitian or real quaternion self-dual for β = 1, 2, 4.Subsequently, we substitute A = W˜W˜ †, where W˜ ∈ Mp×p(K), inducing anothertransformation of the volume form,d[A] 7→ det(2/β−1)/γ1W˜W˜ †d[W˜ ] . (5.90)Applying both coordinate changes successively in Eq. (5.88) leads to a Wishartmodel consisting of p× p data matrices,
E(β)p ([0, s]; 0) = Ks
npβ/2
∫ d[W˜ ] det(n−p)/γ1W˜W˜ † P (W˜ |sΛˆ−1)
×Θ(W˜W˜ † − 1γ2p) . (5.91)As a consequence, all p eigenvalues of W˜W˜ † − 1γ2p coincide with those of W˜ †W˜ −1γ2p. Thus, because of the two transformations, we are able to replace in ourobservable, the Θ-function, W˜W˜ † by W˜ †W˜ without changing the integral. Weinsert an integral over a δ-function into Eq. (5.91), replace the matrix W˜ †W˜ by amatrix Q and arrive at
E(β)p ([0, s]; 0) = Ks
npβ/2
∫ d[W˜ ] ∫ d[Q] det(n−p)/γ1QP (W˜ |sΛˆ−1)
× δ(Q− W˜ †W˜ )Θ(Q− 1γ2p) , (5.92)where Q is in the same symmetry class as W˜ †W˜ . As explained in section 5.1, weexpress the δ-function as a regularized Hermitian matrix integral and perform the
W˜ integral. By the exchange of the integrals, the W˜ integral becomes a Gaussian.We perform it and are left with
E(β)p ([0, s]; 0) = K
∫ d[H] exp (tr (ıH − 1pγ2))det1/γ2 (1γ2p2 + 2sβΛ⊗ (ıH − 1pγ2))
×
∫ d[Q] Θ(Q)det(n−p)/γ1(Q+ 1pγ2) exp (tr (ıH − 1pγ2)Q) , (5.93)
where H is in the same symmetry class as Q and 0 <  < 1/max(Λk). Since wedecoupled Λ from H , the integral (5.93) is invariant under the action of Gp given by
H 7→ UHU †. Thus, we diagonalize H and obtain
E(β)p ([0, s]; 0) = K
∫ d[Y ] |∆p(Y )|β exp (γ2tr (ıY − 1p))detβ/2 (1p2 + 2sβΛ⊗ (ıY − 1p))
×
∫ d[Q] Θ(Q)det(n−p)/γ1(Q+ 1pγ2) exp (tr (ıY ⊗ 1γ2 − 1γ2p))Q) .
(5.94)
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To compute the remaining Q integral, we can use the Sekiguchi differential oper-ator and a modification of statement 5.1 of Ref. [113]. Because the analysis in thenext section is concerned with the asymptotic behavior of the determinant in thedenominator of the first line in Eq. (5.94) only, we stick to the representation of thegap probability (5.94) including the Q integral.
5.4 Large Wishart Correlation Matrices
In many situations in data analysis one is confronted with large correlation matrices,i.e. the dimension of the matrix tend to infinity. Since Wishart model correlationmatrices consist of rectangular data matrices, two natural limiting regimes, the hardedge and the soft edge limit, are considered, c.f. section 2.2.2.We present an analysis of the extreme eigenvalue statistics in the soft edgescaling, i.e. n, p → ∞ and p/n = γ2 < 1 fixed and of the largest eigenvaluestatistics in the hard edge scaling, i.e. n, p→∞ and n−p = ν fixed. We show thatin some cases the limiting distribution of the smallest and the largest eigenvaluecarry over from the uncorrelated to the correlated Wishart model.In section 5.4.1 and 5.4.2, we study the gap probabilities (2.37) and (2.43) relatedto the distribution of the largest and the smallest eigenvalue, respectively. Weshow that within the real, the complex and the real quaternion correlated Wishartmodel both quantities converge to the Tracy-Widom distribution, in some cases. Weconfirm our findings in section 5.4.3 with numerical simulations.
5.4.1 Limiting Largest Eigenvalue StatisticsTo study the limiting distribution of the smallest and largest eigenvalue, we sum-marize known results for the uncorrelated Wishart model, which we later use toderive our main statements.For Λ = 1p, the Itzykson-Zuber integral (2.21) present in Eq. (2.20) is trivialsuch that the joint eigenvalue distribution function is given by
P (X) ∼ |∆p(X)|β
p∏
i=1
x
β(n−p+1−2/β)/2
i exp (−βxi/2) = |∆p(X)|β
p∏
i=1
w(xi) (5.95)
To analyze the statistics of the largest eigenvalue, we use the gap probability (2.37)and evaluate it at the upper edge of the spectrum on the scale of the typicalfluctuations of the largest eigenvalue. This is equivalent to appropriately centeringand rescaling all eigenvalues,
xi − µ+
σ+
, (5.96)
where σ+ and µ+ are yet to be determined. Following Ref. [91], these constantsare fixed using the ”log gas“ method [44], which is known to mathematicians asStieltjes ”electrostatic interpretation“ [175]. It relates the zeros of the weightedLaguerre polynomials
φαn(x) = w(x)L
(α)
n (x) , (5.97)
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where w(x) was introduced in Eq. (5.95), to the location of the eigenvalues of alarge Wishart matrix. In this picture, the largest eigenvalue corresponds to thelargest root of the weighted Laguerre polynomial, i.e. it corresponds to an value of
x ∼ O(n). If the Laguerre polynomial is coincidentally studied for a large argument
x and degree n its asymptotic behavior is mimicked by an Airy function Ai(x) withzero boundary conditions [175]. This argument was used in Ref. [91] to determinethe scaling for the complex uncorrelated Wishart model to be
µ = 4p+ 2(n− p) + 2 and σ = 2(2p/3)1/3 (5.98)whenever the rectangularity n − p is kept fixed. If the eigenvalues are centeredand rescaled according to Eq. (5.98), the two point function R2(x, y) becomes thefamous Airy kernel [91].It is well known [40, 44, 176] that gap probabilities in general, and thereforethe gap probability corresponding to the largest eigenvalue E(2)p ([0, t]; p), can bewritten in terms of Fredholm determinants of particular integral operators in L2space [40,44]. For the scaling (5.98), the integral kernels at the edge of the spectrumare the Airy kernels. For the GUE the authors in Ref. [177, 178] constructed acompletely integrable system of differential equations for Fredholm determinantswith Airy kernels and showed that the gap probability of the largest eigenvaluebecomes the cumulative density function, F2(χ), of the Tracy-Widom distribution,
f2(χ) = dF2(χ)/dχ. Together with the analysis of the edge statistics in Ref. [91]this yields for the complex uncorrelated Wishart model,
E(2)p ([0, µ+ σχ]; p)→ F2(χ) = exp
− ∞∫
χ
(x− χ)q2(x)dx , (5.99)
for n, p → ∞ and p/n fixed, where q(x) is the solution to the Painleve´ II equa-tion [179]
d2dx2 q(x) = xq(x) + 2q3(x) (5.100)with respect to the large x → ∞ behavior q(x) ∼ Ai(x). Later, it was shown inRef. [180] using a different scaling,
µ+ = (
√
p+
√
n)2 σ+ = (
√
p+
√
n)
(
1√
p
+
1√
n
)1/3
, (5.101)
that the limit (5.99) holds even for n − p ∼ O(n). This result was extended to thereal uncorrelated Wishart model in Ref. [92]. The author proved that the largesteigenvalue distribution converges in the limit n, p → ∞ and n − p ∼ O(n) tothe Tracy-Widom distribution f1(χ) = dF1(χ)/dχ. For β = 1, 4 the correspondinglimiting cumulative density functions F1 and F4 are related to F2 by [181]
F 21 (χ) = F2(χ) exp
− ∞∫
χ
q(x)dx (5.102)
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and
F 24
( χ
22/3
)
= F2(χ) cosh
2
−1
2
∞∫
χ
q(x)dx , (5.103)
respectively. The scaling used in Ref. [92] to show that the largest eigenvalue inthe uncorrelated real Wishart model is the Tracy-Widom distribution,
µp,n = (
√
p+
√
n−)2 σp,n = (
√
p+
√
n−)
(
1√
p
+
1√
n−
)1/3
, (5.104)
where n− = n−1/2, is asymptotically the same as Eq. (5.101), but the former yieldsa better convergence. The results of Ref. [92] hold as well for ν = n− p fixed.Yet all approaches were concerned with Gaussian distributed data matrices,Eq. (2.16). In Ref. [182] the author considered the statistics of the largest eigenvaluefor correlation matrices consisting of (non-Gaussian distributed) Wigner matrices.He showed that the largest as well as the second, third., etc. largest eigenvalue,follow the Tracy-Widon distribution after some proper rescaling.For the ensemble of uncorrelated real quaternion Wishart matrices, the limitingdistribution of the largest eigenvalue was studied among other related things inRef. [99]. The author proved the convergence of the cumulative density function ofthe centered and rescaled largest eigenvalue to F4, see Eq. (5.103). The centeringand rescaling parameters are the same as those used in Ref. [180], see Eq. (5.101).We now turn from summarizing the results about the largest eigenvalue statis-tics within the uncorrelated Wishart model to the results within the correlatedWishart model. In Ref. [92] the author proposes the spiked population model, wherethe empirical eigenvalues are chosen to be Λp 6= Λp−1 6= · · ·Λp−M+1 6= Λp−M =
Λp−M+1 = · · · = Λ1 and M finite as n, p tend to infinity. This means only a fi-nite number of them differs from each other. If Λp, . . . ,Λp−M+1, for p/n = γ2 fixedand n, p → ∞, are smaller than the upper edge of the Marc˘enko-Pastur distribu-tion (4.141), it is shown for the complex correlated Wishart model that the largesteigenvalue is Tracy-Widom (5.99) distributed [183]. When one eigenvalue is largerthan the upper edge, it separates from the bulk of the spectrum and becomes Gaus-sian distributed with fluctuations of order √n [37, 82]. Furthermore, in Ref. [184]the authors obtain a phase transition between these regimes and propose that thiswill hold with different limiting distributions also in the real spiked Wishart case.The conjecture has been partially proven for M = 1 in the real quaternion [99] andthe real Wishart model [98,170].The general situation where all eigenvalues Λk are different, is considered forthe complex ensemble in Ref. [160]. Under modest assumptions about the distribu-tion of the empirical eigenvalues, it is shown that the limiting distribution of thelargest eigenvalue is f2(χ).We study the gap probability (5.12) for n, p tending to infinity. Since there is nodifference in the argumentation, we will not comment in the following on the twodifferent regimes n − p or p/n = γ2 fixed, during the calculation. In section 5.2.1,
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we show that the probability of finding all eigenvalues in the real, complex, realquaternion correlated Wishart model below a threshold t is given by
E(β)p ([0, t]; p) = K
∫ d[Y ] |∆n(Y )|β exp (γ2tr (ıY + 1n))
detαβ/2 (ıY + 1n) p,n∏
k,i=1
(1 + (ıyi + 1) 2Λk/(tβ))
β/2
, (5.105)
where the normalization constant K is yet to be determined and α = n− 1 + 2/β.We assume a scaling of the threshold parameter of the form t = µ+(Λ) + σ+(Λ)χ,where both σ+(Λ) and µ+(Λ) are assumed to be large, i.e. scale with p. We willjustify this assumption later. A clue that it holds is due to the uncorrelated case,where Λk = 1 for all k and σ+ and µ+ are given by Eq. (5.101). Assuming thatthe empirical eigenvalues Λk are of order O(1) for all k and n, p tending to infinity,leads to the following estimate
p1−mΛmmin ≤ 1pm 〈Λm〉s ≤ p1−mΛmmax . (5.106)
where we introduce the sample average 〈·〉s = p−1tr (·). For the class of empiricalcorrelation matrices C with this property, only the rescaled trace with m = 1 doesnot tend to zero when p→∞. Moreover, a simple estimate shows that for all m
〈Λm〉s ∼ O(1) , (5.107)
such that we are not able to estimate the asymptotic behavior of the variance in theempirical eigenvalues. A valid assumption for the sample variance of the empiricaleigenvalues is
Vars(Λ) = 〈Λ2〉s − 〈Λ〉2s ∼ O(1/pc), (5.108)where c > 0 is a free parameter which is fixed later. To understand this assumptionwe use the Tschebyscheff inequality stating that
P(|Λ− 〈Λ〉s| ≥ x) ≤ Vars(Λ)x2 ∼ 1x2O(1/pc) . (5.109)This inequality can be interpreted as follows. The larger the set of the empiricaleigenvalues becomes, the smaller the distance between the smallest and largestempirical eigenvalue becomes. We employ the Tschebyscheff inequality (5.109) andapproach the empirical eigenvalues as follows
Λk = Λ¯ + p
−cΛ(1)k , (5.110)
where Λ¯ = 〈Λ〉s and Λ(1)k ∼ O(1). If C is a ”real“ correlation matrix properlynormalized, then Λ¯ = 〈Λ〉s = 1. If we substitute Eq. (5.110) into Eq. (5.105), we areleft with estimating the large p, n behavior of the np-fold product in the denominator
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of Eq. (5.105). Under the assumption that t is large, we find for each of the nindividual factors in the product
p∏
k=1
1(
1 + (ıyi + 1)
2
tβ
(
Λ¯ + p−cΛ(1)k
))β/2
=
1(
1 + (ıyi + 1)
2Λ¯
tβ
)pβ/2
1− trΛ(1)
pc
(ıyi + 1) t
−1(
1 + (ıyi + 1)
2Λ¯
tβ
)β/2+1 +O(p−2c)
 ,
(5.111)where i = 1, . . . , n. Inserting the expansion (5.111) into the gap probability Eq. (5.105)and keeping only the leading terms in n and p, we arrive at
E(β)p ([0, t]; p) = K
∫ d[Y ] |∆n(Y )|β exp (γ2tr (ıY + 1n))detαβ/2 (ıY + 1n) detpβ/2 (1n + 2Λ¯tβ (ıY + 1n))
− trΛ(1)
pcpΛ¯
t
ddtK
∫ d[Y ] |∆n(Y )|β exp (γ2tr (ıY + 1n))detαβ/2 (ıY + 1n) detpβ/2 (1n + 2Λ¯tβ (ıY + 1n))
+O(p−2c) ,
(5.112)
The term in the first line of Eq. (5.112) is the gap probability that all eigenvaluesof an uncorrelated Wishart matrix with variance Λ¯ lie above a certain threshold t.From the discussion at the beginning of this section it turns out that if µ+(Λ) = Λ¯µ+,
σ+(Λ) = Λ¯σ+, where µ+ and σ+ are as in Eq. (5.101), the first term on the righthand side of Eq. (5.112) converges to Fβ(χ). If the second and all higher order termstend to zero for n, p tending to infinity, we have shown that the distribution of thelargest eigenvalue is the Tracy-Widom distribution.The first correction term in the second line of Eq. (5.112) and all other cor-rections are powers of the derivative p−c td/dt of an order O(1) function, because
p−1trΛ(1) → const. and
K
∫ d[Y ] |∆n(Y )|β exp (γ2tr (ıY + 1n))detαβ/2 (ıY + 1n) detpβ/2 (1n + 2Λ¯tβ (ıY + 1n)) → Fβ(χ), (5.113)for p→∞ and p/n fixed. Thus we are left with analyzing the scaling behavior of thederivative induced by the centered and rescaled threshold parameter t = µ+ +σ+χ.Expressing the derivative in terms of a derivative with respect to χ yields(
p−ct
ddt
)m
=
(
µ+ + σ+χ
pcσ+
ddχ
)m
=
µm+
pmcσm+
dmdχm +O
(
µm−1+
pc(m−1)σm−1+
)
, (5.114)
because χ is of order O(1). Substituting Eq. (5.101) into the leading order term in
p on the left hand side of Eq. (5.114) leads for m = 1 to
1
pc
µ+
σ+
= γ2c−1(1 + γ)2/3n2/3−c . (5.115)
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Thus, if we require that c > 2/3, the second term in Eq. (5.112) is of order O(n2/3−c)and therefore goes to zero when n and p tend to infinity. The same holds for allhigher order corrections in Eq. (5.112) such that E(β)p ([0, t]; p) converges to Fβ(χ).This observation is valid for all regimes discussed above, because in any case
µ+ ∼ O(max(n, p)) and σ+ ∼ O(max(n, p)1/3). The scaling requirement for the”fluctuations“ of the empirical eigenvalues (5.108) leads to a macroscopic distancebetween the fluctuations of the largest eigenvalue and those of empirical eigenval-ues. Thus, if the variance of the empirical eigenvalues is small enough, the empiricaleigenvalues do not influence the statistics of the largest eigenvalue and thereforedecouple from its statistics. If we combine the above arguments we can make thefollowing statement.
Statement: Let Λ be the matrix of distinct eigenvalues of the empirical corre-lation matrix C . The eigenvalues are chosen such that they are all of order O(1)with variance of order O(p−c) and c > 2/3. If n, p tend to infinity while p/n ≤ 1 isfixed, then we obtain that
E(β)p ([0, µ+(Λ) + σ+(Λ)χ]; p)→ Fβ(χ) , (5.116)where µ+(Λ) = µ+Λ¯, σ+(Λ) = σ+Λ¯ and µ+, σ+ as introduced in Eq. (5.101) for
β = 1, 2, 4 and Fβ(χ) the cumulative density function shown in Eqs. (5.99), (5.102)and (5.103).
5.4.2 Limiting Smallest Eigenvalue StatisticsIn this section, we consider the statistics of the smallest eigenvalue in the correlatedWishart model in a similar fashion as we approach the largest eigenvalue statisticsin the previous section. First, we summarize the known results.In Ref. [89] it is proven that the smallest eigenvalue of an uncorrelated Wishartmatrix converges almost surely to the lower edge of the Marc˘enko-Pastur (4.141)distribution. Its fluctuations are observed to be similar to those of the largesteigenvalue as long as p/n = γ2 < 1 [91]. As such they are of the order O(p1/3) [185].These fluctuations are studied using the gap probability (2.43) which we evaluateat the lower edge of the spectrum on the scale of the fluctuations. Mathematicallythis is equivalent to appropriately centering and rescaling the eigenvalues,
xi − µ−
σ−
, (5.117)
where µ− and σ− are yet to be determined. Under modest assumptions on thedistribution of the data matrix entires Wij , the authors of Ref. [185] prove using thescaling
µ− =
(√
p−√n)2 , σ− = (√p−√n)( 1√
p
− 1√
n
)1/3
. (5.118)
that the limiting distribution of the smallest eigenvalue of the resulting modelcorrelation matrix is Tracy-Widom, whenever n − p, n and p tend to infinity and
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p/n = γ2 < 1 is fixed. Because p ≤ n, the rescaling σ− is negative which is nota problem. To our knowledge, no results exist in the literature about the limitingdistribution of smallest eigenvalue for correlated Wishart matrices in the limit p/nfixed while n, p tending to infinity, even not in the complex case where the jointprobability distribution function is known.To begin with our analysis, we consider the eigenvalue integral representa-tion (5.94) of the gap probability (2.43). The part of the integrand depending on theempirical eigenvalues of gap probabilities (5.94) and (5.105) are similar. Thus, weapply the analysis of the previous section to
E(β)p ([0, s]; 0) = K
∫ d[Y ] |∆p(Y )|β exp (γ2tr (ıY − 1p))p,p∏
k,i=1
(1 + 2Λk (ıyi − ) /(sβ))β/2
×
∫ d[Q] Θ(Q)det(n−p)/γ1(Q+ 1pγ2) exp (tr (ıY ⊗ 1γ2 − 1γ2p))Q) .
(5.119)
As above, we set s = µ−(Λ) + σ−(Λ)χ and assume that µ−(Λ) and σ−(Λ) are bothlarge. Moreover, we take the empirical eigenvalues to be of the order O(1) withvariance
Vars(Λ) ∼ O(p−c′) . (5.120)
Employing the Tschebyscheff inequality, we approach the empirical eigenvalues asin Eq. (5.110) with c replaced by c′. Inserting this into Eq. (5.119) and expanding itwith respect to large s, p and n we arrive at
E(β)p ([0, s]; 0) = E
(β)
p ([0, s]; 0)
∣∣∣
Λ=Λ¯1p
− trΛ(1)
pc′pΛ¯
s
dds E(β)p ([0, s]; 0)∣∣∣Λ=Λ¯1p +O(p−c′) .
(5.121)
The leading order in p of the above expansion is the probability to find no eigenvaluebelow [0, s] in the uncorrelated Wishart model with variance Λ¯. If we center andrescale the threshold parameter as follows s = Λ¯µ− + σ−Λ¯χ, we find that the firstterm converges to
E(β)p ([0, s]; 0)→ 1− Fβ(χ) . (5.122)
By the same argument as above, trΛ(1)/p converges to a constant such that itremains to analyze the derivative in the first and all higher correction terms. Itleads to Eq. (5.114) with c replaced by c′. Thus, if c′ > 2/3 all corrections terms inthe expansion (5.121) tend to zero and 1− E(β)p ([0, s]; 0) converges to Fβ(χ).As for the largest eigenvalue c′ > 2/3 ensures a macroscopic distance betweenthe fluctuations of the smallest eigenvalue and that of the empirical eigenvaluessuch that the statistics decouple. We summarize our findings in the following state-ment.
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Figure 5.1: Left: The Tracy-Widom distribution fβ(χ) = dFβ(χ)/dχ for β = 1, 2, 4.Right : The cumulative density function Fβ(χ) of the Tracy-Widom distribution for
β = 1, 2, 4.
Statement : Let Λ be the distinct eigenvalues of the empirical correlation matrix
C . We choose them such that all eigenvalues are of order O(1) with variance oforder O(p−c′) and c′ > 2/3. If n, p tend to infinity while p/n = γ2 < 1 is fixed, weobtain
1− E(β)p ([0, µ−(Λ) + σ−(Λ)χ]; 0)→ Fβ(χ) , (5.123)where µ−(Λ) = µ−Λ¯, σ−(Λ) = σ−Λ¯ with µ−, σ− as in Eq. (5.118) and Fβ is theintegrated Tracy-Widom distribution.
5.4.3 Numerical Simulations
To confirm our findings for the limiting distribution of the largest as well as thesmallest eigenvalue, we compare numerical simulations of the real, the complexand the real quaternion Wishart model to the Tracy-Widom distribution.We first perform a numerical analysis of the closed-form expression Tracy andWidom obtained for the cumulative density function in Refs. [177,178,181]. As shownin Eq. (5.99), (5.102) and (5.103) for β = 2, 1, 4, respectively. To solve this nonlineardifferential equation numerically we follow Ref. [186] and write Eq. (5.100) as systemof ordinary differential equations
ddχ

q(χ)
q′(χ)
I(χ)
I ′(χ)
J(χ)
 =

q′(χ)
χq(χ) + 2q3(χ)
I ′(χ)
q2(χ)
−q(χ)
 , (5.124)
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Figure 5.2: The Tracy-Widom distributions (lines) compared to numerical simula-tions (histograms) of the largest eigenvalue distribution. For the simulations wegenerate samples of 80 000 real, complex and real quaternion Wishart correlationmatrices of size 100× 300.
with the initial condition

q(χ0)
q′(χ0)
I(χ0)
I ′(χ0)
J(χ0)
 =

Ai(χ0)
Ai′(χ0)
∞∫
χ0
(x− χ0)Ai2(x)dx
Ai2(χ0)
∞∫
χ0
Ai(x)dx

, (5.125)
for χ0 sufficient large. For clarity and comprehensibility, we introduce the quantities
I(χ) =
∞∫
χ0
(x− χ)q2(x)dx and J(χ) = ∞∫
χ0
q(x)dx . (5.126)
This system of ordinary first order differential equations (5.124) can be solved nu-merically with standard software packages. We implement it into Mathematica [137]and show the numerical solution of Eq. (5.124), where χ0 = 3.8, in Fig. 5.1.We start with the limiting largest eigenvalue statistics. To meet the require-ments of the statement in section 5.4.1, we take the empirical eigenvalues to beuniformly distributed. The distribution is fixed if we take Vars (Λ) = p−7/4 and
〈Λ〉s = 1 = Λ¯. We generate for each ensemble, the real, the complex and the real
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quaternion a sample of 80 000 Wishart model correlation matrices consisting of
100× 300 dimensional data matrices. The latter have a mean correlation structureaccording to a set of empirical eigenvalues generated from the uniform distributionsuch that n2/3Vars (Λ) ≈ 0.013  1. In Fig. 5.2 we show the comparison betweenthe numerical determined, centered and rescaled largest eigenvalue distributionand the analytic results for the Tracy-Widom distribution. For all three ensem-bles, we find perfect agreement between our analytic findings and the numericalsimulations.From the same ensemble, we computed the smallest eigenvalue distributionensuring that we meet the requirements of the second statement in the previoussection. A comparison between the numerical simulations and our analytic findingsshows for all three ensembles a perfect agreement, see Fig. 5.3.
Figure 5.3: The Tracy-Widom distributions (lines) compared to numerical simu-lations (histograms) of the smallest eigenvalue distribution. For the simulationswe generate samples of 80 000 real, complex and real quaternion Wishart modelcorrelation matrices of size 100× 300.
To demonstrate the agreement with the numerical simulations, we adjust thecentering without changing the limit behavior. For the smallest eigenvalue, weadjust the scaling by a constant shift of the order O(1/n). This adjustment of thescaling is not necessary for the largest eigenvalue because it is not significantlyaffected by the 1/n correction.
5.5 Summary Chapter 5
In this chapter we developed a new approach based on a Fourier transform andexploiting the dyadic structure of the model correlation matrix WW † to map non-
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invariant averages in the correlated Wishart model under modest assumptions toan invariant matrix model.We employed it to construct for all three ensembles in a unified way a previouslyunknown eigenvalue integral representations for the gap probability related to thelargest eigenvalue of a Wishart matrix. The expressions obtained for the complexand the real-quaternion Wishart model are analyzed using standard techniquesfrom random matrix theory. For the complex case, we were able to recover the knownresults and derived a new determinantal expression in terms of known functions.For the real quaternion model, no closed-form expression exist in the literature.We obtained, for the first time, a Pfaffian point process for the gap probability.Remarkably, by this observation, we fully outmaneuvered the unitary-symplecticItzykson-Zuber integral.Because of square roots of characteristic polynomials arising in the most rel-evant real case, the standard methods of random matrix theory did not apply.Nonetheless, we were able to show that this quantity possesses a Pfaffian structurewith a matrix kernel in terms of a coupled twofold integral. The latter depends onall empirical eigenvalues and appears to be hardly computable.From these expressions, if the empirical eigenvalues are twofold degenerate, thesquare roots become integer powers. We exploited the asymptotic relation betweentwo Wishart matrix models with and without a degeneracy in the empirical eigen-values obtained in section 4.4 and assumed a twofold degeneracy. The eigenvalueintegral for the gap probability obtained thereby is of standard kind such that ran-dom matrix techniques did apply. It led to a Pfaffian with a matrix kernel, wherethe entries are given in terms of transcendent functions depending on two empiricaleigenvalues only. Although, this expression for the gap probability might be con-sidered cumbersome, it led to unexpected insights. Importantly, the complexity ofthe resulting matrix kernel is not caused by the orthogonal Itzykson-Zuber integral,but is due to the observable we studied. On the other hand, there is no clue whenconsidering the orthogonal Itzykson-Zuber integral (2.21) that one is able to derivea Pfaffian expression for the gap probability. Moreover, even with an assumed de-generacy in the empirical eigenvalues any summing up of an expression in termsof Jack polynomials and therefore summing up of the hypergeometric functions ofmatrix argument remains an unsurmountable task.In the last part of this thesis, we analyzed the limiting statistics of the smallestand largest eigenvalue using the expressions for the gap probabilities derived byapplying the Fourier approach. For a particular set of empirical eigenvalues, wewere able to trace the limiting statistics of these quantities in the correlated Wishartmodel back to those in the uncorrelated Wishart model. The latter have beenextensively studied in the literature, where it is proved that they are Tracy-Widomdistributed. Importantly, this induces that the same is true for both quantities in thecorrelated Wishart model. We confirmed our findings with numerical simulationsand found perfect agreement for both eigenvalues in all three ensembles.
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CHAPTER 6
Conclusion and Outlook
Established as null hypothesis under the assumption of Gaussian statistics to quan-tify the empirically estimated correlation matrix in a sample of time series, thecorrelated Wishart model still challenges statisticians and physicists up until thepresent day. In this context the eigenvalues of the correlation matrix bear anoutstanding significance. Their statistics, however, elude any exclusive analyticalanalysis even under the assumption of Gaussian statistics. Thus, only very specialcases have been considered so far. On this account more or less all problems inthe eigenvalue statistics of correlated Wishart matrices, except the level density,are still unsolved for more than three decades now.In the meantime mathematicians and statisticians developed the theory of Jackpolynomials, which facilitate the derivation of analytic expressions for statisticalquantities depending only on the eigenvalues of the Wishart matrix. These havethe drawback of being exclusively constructible and evaluable on a computer suchthat a further analytic consideration of the resulting expressions is hardly possible.Remedy is provided by the Fourier approach I developed and the supersym-metry method which I extended to include also correlated Wishart matrices withan arbitrary distribution. In applications to the eigenvalue statistics it turned outthat both approaches complement each other. While the former applied well to thestatistics of the extreme eigenvalues, the latter was very convenient for studyingthe bulk eigenvalue statistics within the correlated Wishart model. The approacheshave in common that both exploit the positive definiteness of the model correlationmatrix.In detail I focused on the statistics of the extreme eigenvalues and in addi-tion considered aspects of the bulk statistics in the real, the complex and the realquaternion correlated Wishart model in a unified way. I uncovered unknown an-alytic structures like invariant matrix models for gap probabilities related to theextreme eigenvalue statistics, dualities between invariant and non-invariant matrixmodels, Pfaffian and determinantal expressions, an asymptotic relation betweenWishart matrix models and obtained universalities in the eigenvalue statistics likethe Tracy-Widom distribution.In the uncorrelated real and real quaternion Wishart model the smallest eigen-value statistics are still challenging because of square roots of characteristic poly-
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nomials. Similar challenges arise in many other considerations. Hence, the Pfaffianstructures and the exact expression I derived in chapter 3 show that at least in thiscase it is possible to circumvent this difficulty and to apply random matrix theoryresults.In the more involved correlated ensembles the absence of a closed-form expres-sion for the joint eigenvalue distribution function constitutes the main challenge.Supersymmetry turned out to be one of the most promising approaches to face thisdifficulty. My analysis of the extreme eigenvalue statistics emphasized that notonly large matrix size asymptotics are considerably easier but also the analysis ofstatistical quantities in finite dimensional matrix ensembles is possible. Moreover,with the duality between an infinite and a finite dimensional invariant matrix modelfor the cumulative density function of the largest eigenvalue and the derivation ofthe asymptotic relation between degenerate and non-degenerate real correlatedWishart models, the method of supersymmetry facilitated insights which had notbeen expected from any other approach.The invariant matrix models I observed for the gap probabilities, related to thesmallest and the largest eigenvalue statistics, raised the question of an underlyingprinciple. A distinct feature of the correlated Wishart ensemble compared to othernon-invariant matrix models is the positive definiteness of its constituents WW †.In the development of the Fourier approach I exploited this property and derivedinvariant matrix models for statistical quantities on a general level. The eigenvalueintegrals I obtained thereby can be solved for the complex and the real quaternionmodels by applying standard results from random matrix theory; the eigenvalueintegrals for the real ensembles turned out to be solvable in the special case ofdoubly degenerate empirical eigenvalue spectra. This observation suggested thatwe fully circumvented the Itzykson-Zuber integral, because the occurring difficultieswere caused by the observable I considered and not by the Itzykson-Zuber integral.The generality and variety of my calculations and results, respectively, concern-ing the eigenvalue statistics of correlated Wishart matrices establish new possibili-ties to extend and quantify the considered null hypothesis. It raises questions suchas to what extend it is possible to model the empirically observed heavy tails andwhat are the consequences for the eigenvalue statistics. Moreover, my observationshave the potential to gain insights into the structure of the Jack polynomials, whichbesides their appearance in random matrix theory occurred also in other areas ofphysics and mathematics and are therefore of common interest.
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APPENDIX A
Supplemental Material Chapter 3
A.1 Construction of the Orthogonal Polynomials for the RealWishart-Laguerre Ensemble
We give a detailed derivation of the skew-orthogonal polynomials introduced insection 3.1.2. To apply the method of anticommuting variables, we write Eq. (3.21)as an integral over a full matrix space. A Wishart model representing R(η)n (y, s), isfixed by the form of the Jacobian coming from the diagonalization of the Wishartcorrelation matrix. We introduce a real rectangular n× (n+ 1 + 2i) matrix Ŵ . Thevolume element of such a matrix decomposes by diagonalization ŴŴ T → OXOTinto
d[Ŵ ] ∼ |∆p(X)| detiXd[X] dµ(O) , (A.1)
where OT ∈ O(n) and dµ(O) is the Haar measure. Integrating over the orthogonalgroup yields a constant factor. A comparison of the volume element (A.1) and theeigenvalue integral (3.21) leads to
R(η)n (y, s) = K
′
n
∫ d[Ŵ ] det(ŴŴ T − y1n) exp
(
−η2 trŴŴ T)√det(ŴŴ T + s1n) . (A.2)
In section 2.5, we discussed application of supersymmetry to correlated Wishartensembles. Applying these results for Λ = 1n to the present case we arrive at asupermatrix model of dimension 3× 3 with an one dimensional bosonic block,
R(η)n (y, s) = K
′
n
∫ d[µ] sdet−n/2 (η
2
T − µ
)
exp (−strµ) I1(µ) , (A.3)
where
In+2i+1(µ) =
∫ d[ν] sdet−(n+2i+1)/2ν exp (−strµν) (A.4)
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is the supersymmetric Ingham-Siegel integral [113]. The domain of integration isthe set of Hermitian (1|2)×(1|2) supermatrices, with a self dual fermionic block anda positive real bosonic block. The supermatrix µ is parametrized by
µ =
 x ζ∗ ζζ ıb 0
−ζ∗ 0 ıb
 , (A.5)
where ζ is a complex Grassmann and x and b are real variables. The flat measureon the superspace reads
d[µ] = dbdxdζ∗dζ . (A.6)
We use a similar parametrization and integration measure for ν in Eq. (A.4) andintroduce the matrix T in Eq. (A.3) which is a (1|2) × (1|2)-dimensional diagonalsupermatrix given by
T =
 −s 0 00 y 0
0 0 y
 . (A.7)
In principle, we can expand the full expression (A.3) in Grassmann variables andperform the remaining integrations. Instead of doing so, we obtain a form of Eq. (A.2)which consists of two ordinary integrals only and is related to the results of Edelman[129].A representation without Grassmannians occurs, because the matrix model (A.2)is invariant under the action Ŵ → OLŴOR, where OL ∈ O(n) and OR ∈ O(n+ 1 +
2i) are independent. Utilizing this symmetry and replacing in the determinant inthe denominator the invariant ŴŴ T by Ŵ T Ŵ yields
R(η)n (y, s) = K
′
n
√
s
2i+1
∫ d[Ŵ ] det
(
ŴŴ T − y1n)√det(Ŵ T Ŵ + s1n+1+2i)
× exp
(
−η
2
trŴŴ T) .
(A.8)
The advantage is that we can apply the results of section 2.5 separately for thedeterminant in the numerator and denominator such that we will finally obtain anordinary matrix rather than supermatrix integral.To construct this matrix model, we write the determinant in the numerator andthe determinant to half-integer power in the denominator as Gaussian integralsover a n-dimensional complex Grassmannian and a (n + 1 + 2i)-dimensional realvector. We order the Grassmannian vector in a n × 2 matrix and its Hermitianconjugate,
A =
 ξ1 ξ
∗
1... ...
ξn ξ
∗
n
 , A† = [ ξ∗1 . . . ξ∗n−ξ1 . . . −ξn
]
, (A.9)
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and perfrom the Ŵ integral, yielding
R(η)n (y, s) = K
′
n
√
s
2i+1
∫ d[A] d[v] exp(−s
2
vT v − y
2
trA†A)
× det−1/2 ((η1n+1+2i + vvT )⊗ 1n + 1n+1+2i ⊗AA†) , (A.10)
where d[A] = ∏ni dξidξ∗i . Hence, we see the advantage of the replacement of WW †byW †W in Eq. (A.8). It decouples the parts due to the determinant in the numeratorfrom those due to the determinant in the denominator. We exploit an one-to-onecorrespondence between the invariants of AA†, A†A and vT v, vvT [109, 113], seeEq. (2.110), and rewrite the integrand (A.10) as
R(η)n (y, s) = K
′
n
√
s
2i+1
∫ d[A] d[v] det1/2 ((η + vT v)12 +A†A)
× det
n/2+i
(
η12 +A†A)
(η + vT v)n/2+1
exp
(
−s
2
vT v − y
2
trA†A) . (A.11)
Since it depends on the 2× 2 matrix A†A and the scalar vT v only, we reformulatethe quantities in terms of a matrix integral within the appropriate symmetry classand of an integral over the positive real line, respectively. To this end, we usebosonization [156] and find
R(η)n (y, s) = K
′
n
√
s
2i+1
∫ dµ(V ) ∞∫
0
dxx(n+2i−1)/2 detn/2+i (η12 + V )
(η + x)n/2+1
× det−n/2V det1/2 ((η + x) 12 + V ) exp(−s
2
x− y
2
trV ) , (A.12)
where V ∈ CSE(2) = U(2)/USp(2) and dµ(V ) is the corresponding Haar measure.Because of the symplectic structure, we have V = diag (z, z) such that the n-dimensional eigenvalue integral (3.21) of the orthogonal polynomial is reduced toa twofold integral,
R(η)n (y, s) = K
′
n
√
s
2i+1
∮ dz
zn+1
(η + z)n+2i exp (−yz)
×
∞∫
0
dxx(n−1+2i)/2 (η + x+ z)
(η + x)n/2+1
exp
(
−s
2
x
)
,
(A.13)
where the z-contour encloses zero. Both integrals can be considered separately,because they are coupled by a linear term only. The remaining integrals are of theform [136]∮ dz
zn+1
(η + z)n+m exp (−yz) = 2piıη
m(−1)n
n!
n∑
i=0
(n+m)!n!(−1)n+i
(n− i)!(m+ i)!
(ηy)i
i!
=
2piıηm(−1)n
n!
L(m)n (ηy) , (A.14)
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where L(m)n are the monic Laguerre polynomials, i.e. L(m)n (x) = xn + . . . and
∞∫
0
dx x(n−m′)/2
(η + x)n/2+1
exp
(
−s
2
x
)
=
Γ
(
n−m′+2
2
)
ηm′/2
U(n−m′ + 2
2
, 1− m
′
2
;
ηs
2
)
, (A.15)
where U(a, b; z) is known as the confluent hypergeometric function [136]. Insertingeverything into Eq. (A.13), we arrive at the announced formula for the polynomials
R(η)n (y, s) =K
′
n
√
s
2i+1
[U(n+ 2i+ 1
2
,
1 + 2i
2
;
ηs
2
)
L(1+2i)n (ηy)
+
n+ 2i+ 1
2
U(n+ 3 + 2i
2
,
3 + 2i
2
;
ηs
2
)
L(2i)n (ηy)
]
.
(A.16)
For later purpose we compute the normalization constantK ′n by comparing Eq. (A.16)with the definition of the polynomial (3.21) in the limit lims→∞ s−n/2R(η)n (−s, s). Thisyields
K ′n =
(−1)n2(n−2i−1)/2
η(n(n+2i+2)−2i−1)/2
n−1∏
j=0
(j + 1)!
i∏
k=1
(n− 1 + 2k)!
(2k)!
. (A.17)
Collecting everything, we derive the desired orthogonal polynomials with respectto the weight (3.7) using Eq. (3.19) and (3.20). For even degree they read
Ra2N (y, s)
K2Ns(2i+1)/2
=
2N !
(2N − a)!
[U(2N + 2i+ 1
2
,
1 + 2i
2
;
s
2
)
L
(1+2i+a)
2N−a (y)
+
2N + 2i+ 1
2
U(2N + 2i+ 3
2
,
3 + 2i
2
;
s
2
)
L
(2i+a)
2N−a (y)
]
,
(A.18)
and
Ra2N+1(y, s)
K2N+1s(2i+1)/2
= (y + 2N(2N + 2i+ 2)− 2i− 1)Ra2N (y, s)
+ aRa−12N (y, s)−
(2N)!
(2N − a)!
(U(2N + 2i+ 1
2
,
1 + 2i
2
;
s
2
)
×
[
2y(2N − a)L(2+a+2i)2N−a−1 (y) + 2aL(1+a+2i)2N−a (y)
]
+
2N + 2i+ 1
2
U(2N + 2i+ 3
2
,
3 + 2i
2
;
s
2
)
×
[
sL
(2i+1+a)
2N−a (y)− 2y(2N − a)L(a+1+2i)2N−a−1 (y)− 2aL(a+2i)2N−a (y)
]
+ s
2N + 2i+ 1
2
2N + 2i+ 3
2
U(2N + 2i+ 5
2
,
5 + 2i
2
;
s
2
)
L
(2i+a)
2N−a (y)
)
(A.19)
for odd degree, where we absorb all constants into the new normalization constants
K2N and K2N+1 and set L(b)N (y) = 0 for all N < 0. The superscript a in Eq. (A.18)
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and (A.19) denotes the ath derivative with respect to the “polynomial” argument y,which we computed for later purpose.We are left with calculating the normalization constants Ki and the scalar prod-ucts rj(s). The former are determined from Eq. (A.18) and Eq. (A.19) using thenormalization condition (3.22). Employing it leads to
K2N = K2N+1 =
1√
s
2i+1U (2N+2i+12 , 3+2i2 ; s2) . (A.20)The more involved task is to compute the scalar products, because we have toinsert the polynomials (A.18) and (A.19) into Eq. (3.16) and to perform the integrals.Although the resulting integrals involve Laguerre polynomials only, we choose analternative derivation. We make use of the following identity [40]
Z0,wi2m (0) =
∞∫
0
dx1 . . . ∞∫
0
dx2m |∆2m(X)| 2m∏
j=1
wi(xj , t) = (2m)!
m−1∏
j=0
rj(s) (A.21)
and find
rm(s) =
(2m)!
(2m+ 2)!
Z0,wi2m+2(0)
Z0,wi2m (0)
. (A.22)
For the partition functions emerging in the above expression, we already knowanalytic formulas, but we still have to evaluate proportionality constants. We write
Z0,wiN (0) = C
−1
N,N+1+2i
∫ d[B] exp (−12 trBB†)√det (BB† + s1N ) (A.23)
where B is a real RN×(N+1+2i) matrix and CN,N+1+2i is the volume of O(N) ×O(N + 2i+ 1). As the volume is independent from the function we are integrating,we can determine the constant CN,N+2i+1 using the Laguerre weight function only,yielding
Cp,n =
∫
Rp×n
d[F ] exp(−1
2
trFF †)
∫
[0,∞)p
d[X] |∆p(X)| p∏
i=0
x
(n−p−1)/2
i exp
(
−xi
2
)
=
√
2pi
pn
Γp (3/2)
2pn/2
∏p−1
j=0 Γ
(
j+3
2
)
Γ
(
j+n−p+1
2
) .
(A.24)
The integral in the denominator is a Selberg integral [40]. The full matrix integralshown in Eq. (A.23) is proportional to a limit of the orthogonal polynomial discussed
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above. From Eq. (A.2) we obtain∫ d[B] exp (−12 trBB†)√det (BB† + s1N ) = limy→∞ (−1)
p
yp
R
(1)
N (y, s)
=
√
2pi
N(N+2i+1)√
s
2i+1
2(N+2i+1)/2
U(N + 2i+ 1
2
,
3 + 2i
2
;
s
2
)
.
(A.25)
Combining everything we find for the partition function (A.23)
Z0,wi2m (0) = 2
(2m−2i−1)/2
2m−1∏
j=0
(j + 1)!
i−1∏
k=0
(2m+ 1 + 2k)!
(2k + 1)!
×√s2i+1U(2m+ 2i+ 1
2
,
3 + 2i
2
;
s
2
)
.
(A.26)
If we use Eq. (A.22) and insert expression (A.26) into it, the normalizations constantsof the scalar products rm(s) read
rm(s) = 2(2m)!(2m+ 1 + 2i)!
U(2m+ 3 + 2i
2
,
3 + 2i
2
;
s
2
)
U(2m+ 1 + 2i
2
,
3 + 2i
2
;
s
2
) , (A.27)
for m = 0, . . . , l − 1.
A.2 Asymptotic Analysis of Orthogonal Polynomials for theGap Probability
We derive asymptotic expressions for the skew-orthogonal polynomials (3.23) and(3.24) with i = 0 used to compute closed-form expressions for the gap probability insection 3.1.3. They consist of Laguerre polynomials and confluent hypergeometricfunctions. For these we know the asymptotic behavior,
U(ap+ c, b; u
8p
)
=
pb−12
Γ (ap+ c)
√
a8
u
b−1Kb−1(2√ua
8
)
+O(pb−2), (A.28)
where Kb is the modified Bessel function of second kind and
(−1)ap+cL(b)ap+c
(−u
4p
)
Γ (ap+ c+ 1)
= pb
√
a4
u
bIb (√ua)+O(pb−1) , (A.29)
where Ib is the modified Bessel function of first kind. Both expressions are derivedusing their integral representations [136]. Substituting Eq. (A.28) and (A.29) intothe orthogonal polynomial with even degree (A.18) we find
Rax(p+2m−2)
(−u
4p
,
u
4p
)
= (−2)aΓ (x(p+ 2m− 2) + 1) pa√
x
u
a (Ia+1 (√ux)+ Ia (√ux)) (A.30)
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According to the skew-symmetry of the kernel, see Eq. (3.14), the term in Eq. (A.19)proportional to Ra2N drops out such that only the remaining part of Ra2N+1 is im-portant for the asymptotic considerations. If we utilizeK3/2 (z)K1/2 (z) = 1 + 1z , (A.31)we obtain that the leading order term of Ra2N+1 in p important for the skew-symmetric product is
(−2)a
2
Γ (x(p+ 2m− 2) + 1)
×
√
xp2
u
a [(
2− 4a−√ux) Ia (√ux)+ (4−√ux) Ia+1 (√ux)] . (A.32)
The large p behavior of the rj(s) are derived readily and are given by
rx(p+2m−2)/2
(
u
4p
)
≈ 4Γ2 (x(p+ 2m− 2) + 1) . (A.33)
Since the rj only occur in the denominator of the Pfaffian kernel (3.14), the Γ-functions coming from the asymptotic analysis of the polynomials cancels with thosein Eq. (A.40).
A.3 Asymptotic Analysis of the Normalization Constant forthe Gap Probability
An asymptotic analysis of the prefactor in Eq. (3.32) can be done using Eq. (A.28)and
Γ (ap+ c) ≈
√
2pip(ap)ap+c exp (−ap) . (A.34)We perform the asymptotic analysis of the prefactor stepwise. We first study thepart of Cp,n constant when varying s and find, employing Eq. (A.34),
Cp,n ≈ 2
(2m−1)/2∏α−1
i=0 (2i)!√
pi
∏α−1
i=0 i!
Γ
(
p+ 2m+ 1
2
)
× exp(−(α− 2m)p)
√
2pip
(2m−α)
p(2m−α)p+2m(2m−1)/2−α(α−1)+m−2α
(A.35)
It is noteworthy that only the leading order in p of Eq. (3.33) and Eq. (A.35) areequal, sub-leading terms differ. Clearly, if we insert α = 2m or α = 2m− 1 into theexpression above it simplifies drastically. The second step in the analysis of theprefactor relies on the asymptotic behavior of the confluent hypergeometric functionfor s = u/4p,
exp (−ps/2)√sU(p+ 2m+ 1
2
,
3
2
;
s
2
)
≈ exp (−u/8)
Γ
(
p+2m+1
2
) (u
4
)1/4 K1/2 (√u/4) .
(A.36)
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A.4 Asymptotic Analysis of Orthogonal Polynomials for theSmallest Eigenvalue Distribution
Asymptotic expressions for the polynomials and the kernel are derived in a similarfashion as in section 3.1.3. For the polynomials of even degree and the importantpart of the polynomials with odd degree, we find
Rax(p+m−3)(−
u
4p
,
u
4p
) =
(−1)b2b+2pb+2 (x/u)(b+2)/2
2/
√
ux+ 1
Γ (2mx+ px− 3x+ 1)
×
((
2√
ux
+ 1
) Ib+2 (√ux)+ Ib+3 (√ux)) (A.37)
and
(−1)b+12b+1pb+2 (xu)(b+2)/2
2√
ux
+ 1
Γ (px+ 2xm− 3x+ 1)
×
((√
ux− 10) Ib+3 (√ux)+ (2(2b− 3)( 2√
ux
+ 1
)
+
√
ux
) Ib+2 (√ux)) ,(A.38)
respectively. We approximate for large values of p the sums in Eq. (3.43) and (3.45)by integrals as introduced in Eq. (3.37). By inserting the asymptotic expression forthe orthogonal polynomials into the kernel (3.14), its leading order in p is given by
pa+b+3Ξ(a,b)(u) = (−1)a+b+1pa+b+32a+b
1∫
0
dx(xu)(b+a+4)/2(
2√
ux
+ 1
) x2
×
[
4 (a− b)
(
2√
ux
+ 1
) Ia+2 (√ux) Ib+2 (√ux)
+
((√
ux− 10)− ux
2 +
√
ux
− 2 (2b− 3)
) Ia+3 (√ux) Ib+2 (√ux)
−
((√
ux− 10)− ux
2 +
√
ux
− 2 (2a− 3)
) Ib+3 (√ux) Ia+2 (√ux)] ,
(A.39)
where we used that
rx(p+2m−3)/2
(
u
4p
)
= 4p2x2Γ2 (2mx+ xp− 3x+ 1) . (A.40)
We do not perform a large p expansion of the Γ-function in Eq. (A.40), because it iscanceled in any case.
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A.5 Asymptotic Analysis of the Normalization Constant forthe Smallest Eigenvalue Distribution
We compute the large-p behavior of the normalization constant (3.44). If we makeuse of the asymptotic expression for the Γ-function (A.34), it turns out that
C˜p,n ≈
(−1)α(p−1)2m−1∏α−1j=0 (2i)!√
pi
∏α−1
j=0 i!
Γ
(
p+ 3
2
)
× e−(2m−α)p(2pip)(2m−α)/2p(2m−α)p+2m(2m−1)/2+(2m−α)−α(α−1) .
(A.41)
To check that the leading order in p of C˜p,n is finite for p → ∞, we recall that werescale not only s → u/4p, but also P(1)min(s) → P(1)min(u/4p)/4p. The factor 1/4p iscaused by the fact that P(1)min(s) is a distribution. Therefore, rescaling of its argumentresults in
P
(1)min(s) ds 7→ P (1)min( u4p
) d( u
4p
)
, (A.42)
for s 7→ u/4p.
A.6 Pfaffian Expression in the Alternative Approach
The alternative approach is based on a general treatment of eigenvalue integralsin Ref. [112], for other approaches see Refs. [40,44,107,110] and references therein.We sketch the important intermediate steps only. The authors showed that thepartition function (3.50) can be written in terms of a Pfaffian determinant with a
(M + χ+ 4m)× (M + χ+ 4m)-dimensional kernel
Zα,wiM (κ) =
(−1)M(M−1)/2+2mMM !
∆2m(κ)
× pf

02m×2m 02m×1 κi−1b
01×2m 0
∞∫
0
dxxi−1w(x; t)
−κj−1a −
∞∫
0
dxxj−1w(x; t) 〈xj−1∣∣xi−1〉
t,1

,
(A.43)
where 1 ≤ i, j ≤ M + 2m and 1 ≤ a, b ≤ 2m. If M is even, i.e. χ = 0, the first rowand column of the lower right block are omitted. We set d = M + 2m and denotethe (d+ χ)× (d+ χ) dimensional skew-symmetric matrix, in the lower right blockof the Pfaffian (A.43) by Bd+χ(s). It is the matrix of moments with respect to theweight wi(x; s).To decrease the dimension of the Pfaffian kernel, we apply the Schur comple-ment,
pf [ A B−BT C ] = pfC pf [A+BC−1BT ] , (A.44)
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which holds only if D is an invertible even dimensional matrix. Employing Schurcomplement (A.44), we decompose the Pfaffian of the (M +χ+ 4m)× (M +χ+ 4m)dimensional matrix in Eq. (A.43) into a product of two Pfaffians
Z2m,wiM (κ) =
(−1)M(M−1)/2M !
∆α(κ)
pfBd+χ(s)
× pf d∑
i,j=1
κi−1a
(
B−1d+χ(s)
)
i+χ,j+χ
κj−1b
 . (A.45)
The Pfaffian of the matrix Bd+χ(s) is proportional to the partition function Z0,wid (0).It can readily be derived and is given by
pfBd+χ(s) = (−1)(M+2m)(M+2m−1)/2
(M + 2m)!
Z0,wid (0) , (A.46)
where Z0,wid (0) was computed in section 3.1.2, see Eq. (A.26). If we use the invarianceof the Pfaffian and choose a basis in the space of polynomials in κi such that
κj−1a 7→ Rj−1(κa), (A.47)whereRj−1(κa) satisfy Eq. (3.15), Bd+χ(s) becomes diagonal and Eq. (A.45) becomesEq. (3.13).Alternatively, we consider Eq. (3.50) for M = N and α = 2, where N = 2L˜+ χ˜ isan arbitrary integer. The solution of this eigenvalue integral can readily be derivedfrom Eq. (A.45)
Z2,wiN (κ) =
(−1)N !
(κa − κb)(N + 2)!Z0,wiN+2(0)
N+2∑
i,j=1
κi−1a
(
B−1N+2+χ˜(s)
)
i+χ˜,j+χ˜
κj−1b . (A.48)
We find an expression similar to the matrix kernel in the Pfaffian determinant ofEq. (A.45). Thus, settingN = d−2 and substituting Eq. (A.48) into the Pfaffian (A.45),leads to
Z2m,wiM (κ) =
(−1)2m(2m−1)/2M !
(M + 2m)!∆2m(κ)
Z0,wd (0)
× pf[(−1)(κa − κb)(M + 2m)!Z2,wiM+2m−2(κa, κb)
(M + 2m− 2)!Z0,wiM+2m(0)
]
.
(A.49)
A.7 Constructing of a Dual Model in the Alternative Ap-proach
We construct an ordinary, non-invariant matrix model dual to the eigenvalue inte-gral (3.52). Analogous to the construction of the skew-orthogonal polynomials inappendix A.1, we first construct a Wishart matrix model representation of Eq. (3.52).
180
Appendix A. Supplemental Material Chapter 3
The Wishart model is fixed by the condition that diagonalization should lead to
Z2,wid−2 (κ). The discussion below Eq. (3.22) yields
Z2,wid−2 (κ) = K
∫
Rd−2×(d+2i−1)
d[Ŵ ] exp
(
−12 trŴŴ †)√det(ŴŴ † + s1d−2)
× det(ŴŴ † − κa1d−2) det(ŴŴ † − κb1d−2) ,
(A.50)
where Ŵ is a real (d − 2) × (d + 2i − 1)-dimensional matrix. In the denominator,we use the identity det(ŴŴ † + s1d−2) = √s2i+1det(Ŵ †Ŵ + s1d+2i−1). Thiswill facilitate a decoupling of the boson-boson and the fermion-fermion blocks. Wewrite the determinants in the numerator and the determinant in the denominator asGaussian integrals over two d− 2 dimensional complex vectors with Grassmannianentries and a d+ 2i− 1 dimensional real vector. After algebraic manipulations, weperform the W integral and arrive at
Z2,wid−2 (κ) = K
√
s
2i+1
∫ d[A, v] exp(−svT v
2
− 1
2
trκA†A)
× det−1/2 ((vvT + 1d+2i−1)⊗ 1d−2 + 1d+2i−1 ⊗AA†) , (A.51)
where κ = diag(κa, κa, κb, κb). Because of the dyadic structure of AA† and vvT theinvariants of these objects are in one-to-one correspondence with invariants of A†Aand vT v, respectively. If we employ this duality to the present case, we arrive at
Z2,wid−2 (κ) = K
√
s
2i+1
∫ d[A, v] exp(−svT v
2
− 1
2
trκA†A)
det1/2 ((vT v + 1)14 +A†A) det(d+2i−2)/2 (14 +A†A)
(1 + vT v)d/2+1
.
(A.52)
Accordingly, the matrix model (A.52) only depends on the scalar vT v and the fourdimensional matrix A†A. As we did in section 3.1.2, we replace these quantitiesby a scalar and a matrices integral using bosonization [156] such that Eq. (A.52)becomes
Z2,wid−2 (κ) = K
√
s
2i+1
∞∫
0
dxx(d+2i−3)/2
(1 + x)d/2+1
∫ dµ(V ) det(d+2i−2)/2 (14 + V )det(d−2)/2V
det1/2 ((x+ 1) 14 + V ) exp(−sx
2
− 1
2
trκV ) , (A.53)
where V ∈ CSE(4) = U(4)/USp(4) and dµ(V ) is the corresponding Haar measure.
A.8 Finite n, p Expressions Using the Alternative Approach
We use the alternative approach to further simplify our finite and large M ex-pressions. To this end we diagonalize the CSE matrix V = U(r ⊗ 12)U †, where
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U ∈ USp(4) and r = diag(r1, r2) with ri ∈ U(1) is the diagonal matrix of distincteigenvalues. This coordinate change leads to a decomposition of the volume form
dµ(V ) ∼ (r1 − r2)4det−3rd[r] dµ(U), (A.54)
where dµ(U) is the Haar measure on USp(4). Because of the symmetry break-ing term in the exponential in Eq. (3.53) the resulting group integral becomes theunitary-symplectic Itzykson-Zuber integral. For the special case of USp(4), analyticexpressions are known [67]
∫ dµ(U) exp(−1
2
trκU(12 ⊗ r)U †)
∼exp(−(r1κa + r2κb)/2)− exp(−(r1κb + r2κa)/2)
(r1 − r2)3(κa − κb)3/4
+
exp(−(r1κa + r2κb)/2) + exp(−(r1κb + r2κa)/2)
(r1 − r2)2(κa − κb)2 ,
(A.55)
where κ = diag(κa, κa, κb, κb). Substituting expression (A.55) into the kernel (3.53)and utilizing its invariance under the permutation of r1, r2 we obtain
Z2,wid−2 (κ) =
K
√
s
2i+1
(κa − κb)3
∞∫
0
dxx(d+2i−3)/2
(1 + x)d/2+1
∮ d[r] (r1 − r2)detd+1r
detd+2i−2 (12 + r) det ((x+ 1) 12 + r) exp(−sx
2
)
(
1 +
(κa − κb)
2
(∂κa − ∂κb)
)
exp(−(r1κa + r2κb)/2) ,
(A.56)
where ∂x = ∂/∂x. The remaining r-integral reduces to one double integral, if weuse derivatives to express the determinant coupling the x and the r-integration by
det ((x+ 1) 12 + r) exp(−(r1κa + r2κb)/2)
=(x+ 1)2 + 2(x+ 1) (∂κa + ∂κb) + 4∂κa∂κb) exp(−(r1κa + r2κb)/2) .
(A.57)
We insert this into Eq. (A.56) and take all derivatives out of the integral such thatwe are left with the following two-fold integral∮ d[r] (r1 − r2)detd+1r detd+2i−2 (12 + r) exp(−(r1κa + r2κb)/2)
=
(2piı)2
d!(d− 1)!
(
L
(2i−1)
d−1 (κa/2)L
(2i−2)
d (κb/2)− L(2i−2)d (κa/2)L(2i−1)d−1 (κb/2)
)
=
(2piı)22
d!2
(∂κa − ∂κa)L(2i−2)d (κa/2)L(2i−2)d (κb/2) .
(A.58)
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The x-integral leads to confluent hypergeometric functions, see Eq. (A.15) such thatthe two point kernel is given by
Z2,wid−2 (κ) =
K
√
s
2i+1
(κa − κb)3
(
1 +
(κa − κb)
2
(∂κa − ∂κb)
)
(∂κa − ∂κa)[U(d+ 2i− 1
2
,
2i+ 3
2
;
s
2
)
+ 4U(d+ 2i− 1
2
,
2i− 1
2
;
s
2
)
∂κa∂κb
+ 2U(d+ 2i− 1
2
,
2i+ 1
2
;
s
2
)
(∂κa + ∂κb)
]
L
(2i−2)
d (κa/2)L
(2i−2)
d (κb/2) .
(A.59)
The normalization constant is determined by comparing Eq. (3.50) for M = d − 2,
α = 2 and Eq. (A.59) for particular values of κa and κb. We rescale both expressionby (κaκb)d−2 and consider κa, κb →∞, yielding
K =
2(d−2i+2)/2+2(d−2)
d(d− 1)
d−3∏
j=0
(j + 1)!
i−1∏
k=0
(d+ 2i− 1)!
(2k + 1)!
(A.60)
A.9 Constructing a Pfaffian Structure for Eq. (3.64)
This section is devoted to a detailed construction of the Pfaffian expression (3.70).We follow the ideas of Ref. [112] and introduce p integrals over δ-functions suchthat we arrive at
Zν/0p (κ) =
∫ ∞
0
dx1 . . . dx2p∏
i<j
(xi − xj)
p∏
i=1
g(xi, xi+p; s)
×
ν∏
a=1
(xi − κa)(xi+p − κa) ,
(A.61)
where g(x, z; s) = w(x; s)δ(x−z)(x−z)−1. Combining the Vandermonde determinantwith the product of the κ’s to a Vandermonde determinant of a 2p+ ν dimensionalmatrix, leads to
∏
i<j
(xi − xj)
2p,ν∏
i,a=1
(xi − κa) = ∆2p+ν(x1, . . . , x2p, κ1, . . . , κν)
∆ν(κ1, . . . , κν)
(A.62)
=
(−1)(2p+ν)(2p+ν−1)/2
∆ν(κ1, . . . , κν)
det [xj−1i xj−1i+p κj−1a ] , (A.63)
where 1 ≤ j ≤ 2p+ ν, 1 ≤ a ≤ ν and 1 ≤ i ≤ p. Because of the base independenceof the determinant, we add up rows or columns without changing the results. Thuswe rotate the basis such that a monomial xj−1j is replaced by a monic polynomialof degree j − 1
xj−1i 7→ Qj−1(xi) = xj−1i + . . . (A.64)
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If we substitute this into the ν-point partition function (A.61), the resulting integralis covered by de Bruijn’s integral theorem, c.f. Ref. [111]. Employing it, we find
Zν/0p (κ) =
(−1)(2p+ν)(2p+ν−1)/2+p(p−1)/2+ν(ν−1)/2p!
∆ν(κ1, . . . , κν)
pf

0 Qj−1(κb)
−Qi−1(κa)
∞∫
0
dxw(x; s) (Qi−1(x)Q′j−1(x)−Qi−1(x)Q′j−1(x))
 , (A.65)
where i, j and a, b are as above. The entries of the (2p+ ν)× (2p+ ν) dimensionallower right block consist of the a skew-symmetric scalar product with respect tothe weight w(x; s),
〈f, g〉4,s =
∞∫
0
dxw(x; s) (f(x)g′(x)− f ′(x)g(x)) . (A.66)
Yet we did not say anything about the choice of polynomials Qj(x). We choosethem to be skew-orthogonal with respect to the scalar product (A.66),
〈Q2j+1|Q2i〉4,s = ri(s)δij , 〈Q2j+1|Q2i+1〉4,s = 〈Q2j |Q2i〉4,s = 0 , (A.67)
such that the lower right block in the Pfaffian (A.65) becomes block-diagonal. Theresulting two-by-two blocks have ri(s) and −ri(s) on the anti-diagonal. If ν = 2mis even 2p + ν is even as well and we can apply the Schur complement (A.44) toEq. (A.65), leading to
Zν/0p (κ) =
(−1)(2p+2m)(2p+2m−1)/2+p(p−1)/2+2m(2m−1)/2p!
∆2m(κ1, . . . , κ2m)
pfM2p+2m(s)
× pfp+m−1∑
j=0
Q2j+1(κa)Q2j(κb)−Q2j(κa)Q2j+1(κb)
rj(s)
 , (A.68)
where 1 ≤ a, b ≤ 2m and M2p+2m(s) is the (2p+2m)× (2p+2m) dimensional blockin the lower right of the Pfaffian (A.65). The Pfaffian of M2p+2m(s) is related to
Z
0/0
p+m(0). To see this, we repeat the analysis from Eq. (A.61) to Eq. (A.65) for ν = 0and read off
pfM2p+2m(s) = (−1)(2p+2m)(2p+2m−1)/2+(p+m)(p+m−1)/2
(p+m)!
Z
0/0
p+m(0) . (A.69)
where the partition function on the right hand side of Eq. (3.71) is a Selberg integralof the form of Eq. (3.66) with ν = 0.
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A.10 Orthogonal Polynomials for the Real Quaternion WishartModel
We present a detailed derivation of the three-by-three matrix model (3.88). ThePfaffian determinants in Eq. (3.86) are expressed as Gaussian integrals over anti-commuting variables, see Eq. (2.67), yielding
pf2 [ B† √y12n−√y12n −B
] pf [ B† √t12n−√t12n B
]
∼
∫ d[ζ] exp(−2tr( 0 −B
B† 0
)
Ω2nζζ
T + 2trλζTΩ2nζ) , (A.70)
where Ω2n is as introduced in Eq. (2.108). We introduce ζ = [(ζi1), (ζi2), (ζi3)] and
λ =
 ı√y 0 00 ı√y 0
0 0
√
t
 . (A.71)
Substituting this integral representation into the matrix model for the generatingpolynomial (3.86), exchanging the ζ and the B integrals, we arrive at
Q
(η)
2n (y) = K
∫ d[ζ] exp (2trλζTΩζ)
×
∫ d[B] exp(−η2tr( 0 −B
B† 0
)2
− 2tr( 0 −B
B† 0
)
Ω2nζζ
T
)
.
(A.72)
As such, the B-integral reduces to a standard Gaussian with a source term. It ismost convenient to separate it into an integral over its real and imaginary part.Performing the resulting (2n− 1)(2n− 2) real Gaussian integrals leads to
Q
(η)
2n (y) = K
∫ d[ζ] exp(2trλζTΩ2nζ − 1
4η2
trζTΩ2nζζTΩ2nζ) . (A.73)
The matrix ζT ζ is a three dimensional, anti-symmetric matrix with real, commut-ing entries. In a product including Ω2n as occurring in Eq. (A.73), ζTΩ2nζ is areal symmetric matrix. Thus, to replace it by an ordinary matrix, we can applythe generalized Hubbard-Stratonovich transformation or bosonization. Employingbosonization [156], the resulting average is given by
Q
(η)
2n (y) = K
∫ d[O] det−2n−1O exp(2trλO − 1
4η2
trO2) , (A.74)
where O ∈ COE(3) = U(3)/O(3).
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B.1 Derivation of Known Results
We give a detailed derivation of the exact expression for the gap probability inthe complex correlated Wishart discussed in section 4.1.3. To solve the eigenvalueintegral (4.22), we need to know a closed-form expression for fp,2. To this end, werepeat a calculation done in Ref. [109]. fp,2 is given by the Fourier transform of adeterminant to a positive integer power and has to be interpreted as distributionon the space of Hermitian matrices. To compute it, we diagonalize the Hermitianmatrix ρ in Eq. (4.15) and find
fp,2(sˆ) ∼
∞∫
−∞
d[r] ∆2v(r) detpr ∫ dµ(u) exp(−ıtr uru†sˆ) , (B.1)
where dµ(u) is the Haar measure on U(v). The group integral is the unitary Harish-Chandra-Itzykson-Zuber integral. It can be solved analytically and is given by [95,96] ∫ dµ(u) exp(−ıtruru†sˆ) ∼ det [exp (−ırisˆj)]
∆v(r)∆v(sˆ)
. (B.2)
The remaining r-integrand (B.1) is invariant under permutations of the ri. Hence,when substituting the right hand side of Eq. (B.2) into it, the determinant in thenumerator of Eq. (B.2) reduces to one term and we are left with
fp,2(sˆ) ∼ 1
∆v(sˆ)
∞∫
−∞
d[r] ∆v(r) v∏
i=1
rpi exp (−ırisˆi) (B.3)
∼ 1
∆v(sˆ)
det[ ∂p+j−1
∂sˆp+j−1i
δ(sˆi)
]
, (B.4)
where i, j = 1, . . . , v. From the first to the second line in the expression above,we use ∆v(r) = (−1)v(v−1)/2det rj−1i and take the integrals into the determinant.
187
B.1. Derivation of Known Results
We get rid of the determinant structure in Eq. (B.4) if we use properties of the
δ-function, leading to an expression factorizing in the eigenvalues of σ
fp,2(sˆ) ∼ 1
∆v(sˆ)
det[sˆv−ji ∂p+v−1
∂sˆp+v−1i
δ(sˆi)
]
∼
v∏
i=1
∂p+v−1
∂sˆp+v−1i
δ(sˆi) . (B.5)
An alternative derivation of this result is given in Ref. [113]. The authors used adifferential operator for the derivation. The expression obtained will be useful whenwe consider the gap probability for the real correlated Wishart ensemble.If we replace fp,2 in Eq. (4.22) by Eq. (B.5), we obtain an eigenvalue integralwith a fully factorizing weight function
E(2)p ([0, s]; 0) = K exp
(
−tr s
Λ
)∫ d[sˆ] |∆v(sˆ)|2 exp (trsˆ)
×
p,v∏
k=1,i=1
(s+ Λksˆi)
v∏
i=1
∂p+v−1
∂sˆp+v−1i
δ(sˆi) .
(B.6)
As consequence, we can take all factors including the integral into the determinant.This reduces the computation of the v integrals to a calculation of one integral inthe determinant kernel,
E(2)p ([0, s]; 0) = K exp
(
−tr s
Λ
)
× det ∞∫
−∞
dzzi+j−2 exp (z) p∏
k=1
(s+ Λkz)
∂p+v−1
∂zp+v−1
δ(z)
 , (B.7)
where 1 ≤ i, j ≤ v. The p-fold product can be written as polynomial in z withelementary symmetric polynomials ek(Λ) as coefficients
p∏
k=0
(s+ Λkz) =
p∑
k=0
sp−kek(Λ)zk , (B.8)
where ek denotes the kth elementary symmetric function. It reads
ek(Λ) =
∑
1≤i1<···<ik≤p
Λi1 · · ·Λik . (B.9)
For example, the first three elementary symmetric functions are
e0(Λ) ≡ 1 , (B.10)
e1(Λ) = Λ1 + Λ2 + · · ·+ Λp , (B.11)
e2(Λ) = Λ1Λ2 + Λ1Λ3 + · · ·+ Λp−1Λp . (B.12)
If we insert the series expansion (B.8) into the integral in Eq. (B.7), the resultingintegration is simple. We first move by partial integration all derivatives fromthe δ-function to the remaining integrand. All boundary terms caused by partial
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integration are zero such that the integral is up to an overall sign the p+ v−1-foldderivative of the remaining integrand evaluated at zero,
∞∫
−∞
dzzi+j−2 exp (z) p∏
k=1
(s+ Λkz)
∂p+v−1
∂zp+v−1
δ(z)
=(−1)p+v−1(p+ v − 1)!Θ(α2)
min(p,α2)∑
k=0
sp−kek(Λ)
(α2 − k)! ,
(B.13)
where α2 = p+v+1−i−j and 1 ≤ i, j ≤ v. Substituting the matrix kernel (B.13) intothe determinantal expression for the gap probability (B.7) leads then to a closedform expression for the gap probability
E(2)p ([0, s]; 0) =
(−1)v(v−1)/2
detv Λ
exp
(
−tr s
Λ
)
× detΘ(α2) min(p,α2)∑
k=0
sp−kek(Λ)
(α2 − k)!
 . (B.14)
where we use the E(2)p ([0, s]; 0)→ 1 for s→ 0 to compute the overall normalizationconstant K .
B.2 Derivation of Eq. (4.28)
This section is devoted to a detailed derivation of the exact expression for the gapprobability in the real correlated Wishart discussed in section 4.1.3. According tothe factorization of fp+1,1 in terms of the eigenvalues sˆi, see Eq. (4.27), we applya standard result from random matrix theory and express the integral over the veigenvalues (4.26) together with Vandermonde determinant as a Pfaffian determi-nant of a particular matrix kernel [40]
E(1)p ([0, s]; 0) = K exp
(
−tr s
2Λ
)
×pf(j − i) ∞∫
−∞
dzzi+j−3 exp (2z) p∏
k=0
(s
2
+ Λkz
)
∂p+2v−1zˆ δ(z)
 , (B.15)
where 1 ≤ i, j ≤ 2v. We perform the integral in the kernel of the Pfaffian determi-nant in a similar fashion as in the case of the complex ensemble. We first expandthe p-fold product using the identity (B.8) and then evaluate the remaining integralusing partial integration. This leads to
∞∫
−∞
dzzi+j−3 exp (2z) p∏
k=0
(s
2
+ Λkz
)
∂p+2v−1z δ(z)
=22v−i−j+3(−1)p−1(p+ 2v − 1)!Θ(α1)
min(p,α1)∑
k=0
ek(Λ)
(α1 − k)!s
p−k ,
(B.16)
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where α1 = p+2v− i− j+2. If we insert this into Eq. (B.15) and use the propertiesof the Pfaffian determinant, we arrive at
E(1)p ([0, s]; 0) =
exp
(−tr s2Λ)
detv Λ
pfmin(p,α1)∑
k=0
(j − i)Θ(α1) ek(Λ)
(α1 − k)! s
p−k
 , (B.17)
where 1 ≤ i, j ≤ 2v. The normalization constant was determined using E(1)p → 1for s→ 0.
B.3 Microscopic Limit of the Gap Probability
In the eigenvalue integral (4.47), except of the Vandermonde determinant, the wholeintegrand factorizes in the eigenvalues sˆi. Therefore it is possible to apply standardresults of random matrix theory [40, 44] leading to a Pfaffian or a determinantalexpression for β = 1, 2, respectively. Applying these results to Eq. (4.47), we find
E(β)(u) = K exp
(
−βu
8
) detβ/2 [qij ∮ dzzi+j+me√u/2(z+z−1)] , (B.18)
where 1 ≤ i, j ≤ 2v/β, m = −4 + β − 2v/β and qij = (j − i) for β = 1 and
qij = (−1)i−1 for β = 2. For β = 1, the determinant to half-integer power is aPfaffian determinant, because in this case the matrix kernel is skew-symmetric andby construction even dimensional. We reduced the computation of the v eigenvalueintegrals to the calculation of a single integral in the matrix kernel. To simplify thiscontour integral, we make use of the following identity [136]
exp
(√
u/2
(
z + z−1
))
=
∞∑
k=−∞
zkIk(√u) , ∀z 6= 0 , (B.19)
where Il(z) is the Bessel function of second kind. Substituting this identity into thematrix kernel, exchanging the integration and the summation, we obtain that theresulting integral projects out one Bessel function such that∮ dzzi+j+me√u/2(z+z−1) = 2piı(β√u
4
)i+j+m+1 Ii+j+m+1 (√u) . (B.20)
If we insert this into the gap probability (B.18), we arrive at
E(β)(u) = exp
(
−βu
8
) detβ/2 [qij (β√u
2
)i+j+m+1 Ii+j+m+1 (√u)] , (B.21)
where m = −4 + β − 2v/β, qij = (j − i) for β = 1 and qij = (−1)i−1 for β = 2 and
1 ≤ i, j ≤ 2v/β. We determine the normalization constant using the expansion ofthe modified Bessel function of second kind for z  1 [136]
Il(z) ∼ (z/2)|l|
Γ(|l|+ 1) , for l = 0,±1,±2, . . . (B.22)and the requirement that E(β)(u)→ 1 for u→ 0.
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B.4 Empirical Eigenvalue Dependence of Eq. (4.87)
To see this on the level of the F,B averages (4.87), we perform the following changeof coordinates F → √CFF B → √CFB and obtain
Zk/kp (κ) = K
∫ d[F,B] ∏ka=1 det (H− κa21γ2p)∏k
b=1 det (H− κb11γ2p)P (F |1γ2p)P (B|Ceff) , (B.23)
where √CF is a square matrix with the property √CF√CF † = CF . We make useof the fact that H does not change if we rescale B and F in the same way. Thisis because the contributions from the numerator and the denominator in Eq. (4.86)cancel each other. Since the resulting B and F integral is invariant under basechanges, the generating function depends only on the eigenvalues of Ceff = U ΛˆeffU †,where U ∈ Gp and Λˆeff = 1γ2 ⊗ Λeff with Λeff = diag(Λ1, . . . ,Λp).
B.5 Construction of the Two-Supermatrix Model
In this section we apply the analysis of section 2.5 to the two-Wishart matrixmodel (4.89) and derive a two-supermatrix model. To begin with, we write thedeterminants in the denominator and numerator of Eq. (4.89) as Gaussian integralsover vectors with complex ordinary and Grassmannian entries such that
k∏
a=1
det(FF † 1−κa,21+κa,2 −BB†)det(FF † 1−κa,11+κa,1 −BB†) =
∫ d[A] exp(ıtrFF †AjA† + ıtrBB†AA†) . (B.24)
In the expression (B.24) we make use of the rectangular supermatrix A introducedin Eq. (2.81), (2.76) and (2.82) and define
j = 1γ˜ ⊗ diag(1− κ1,1
1 + κ1,1
, . . . ,
1− κk,1
1 + κk,1
,
1− κ1,2
1 + κ1,2
, . . . ,
1− κk,2
1 + κk,2
)
. (B.25)
We insert the integral (B.24) into the generating function (4.87) and exchange the
F and B with the A integration. The resulting F and B integrals are Gaussian,leading to∫ d[F ] P (F |CF ) exp(itrFF †M) = det−n1/γ1 (1γ2p − ıCFM) , (B.26)
and likewise for BB† with n1 replaced by n2. Here M is a p× p matrix in the samesymmetry class as FF †. If we average the A integrand with respect to B and Fusing (B.26), the generating function (4.87) becomes
Zk/kp (κ) = Ksdet−p (12k + κ) ∫ d[A] det−n1/γ1 (1γ2p − ıAjA†)
× det−n2/γ1 (1γ2p − ıΛˆeffAA†) , (B.27)
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The integral (B.27) depends on invariants AjA† and ΛˆeffAA† only. By means of thetrace duality (2.110), these are in one-to-one corresponds with the superinvariantsof A†Aj, respectively, A†ΛˆeffA, yielding
Zk/kp (κ) = Ksdet−p (12k + κ) ∫ d[A] sdet−n1/γ1 (1γ˜k|γ˜k − ıA†Aj)
× sdet−n2/γ1 (1γ˜k|γ˜k − ıA†ΛˆeffA) , (B.28)
where A†ΛˆeffA and A†A are (γ˜k|γ˜k) × (γ˜k|γ˜k)-dimensional. The main differenceto models discussed in the literature so far is that Eq. (B.28) involves two differ-ent products of A and A†. Namely, A†A which arises if invariant matrix modelsare considered and A†ΛˆeffA. The latter is due to a non-trivial correlation structurein the generating function (4.87). We therefore apply the generalized Hubbard-Stratonovich transformation to replace A†A and A†ΛˆeffA separately. As a conse-quence, we obtain an average including two supermatrices given by
Z
k/k
p,n1,n2,β
(κ) = Ksdet−p (12k + κ) ∫ d[σ] d[%] In2(%)In1(σ) exp (−str%− strσ)
× sdet−1/γ˜ (1p ⊗ σ − Λeff ⊗ %j) , (B.29)
where the function Ini(%), i = 1, 2, is the supersymmetric Ingham-Siegel inte-gral (2.97) and ρ and σ are as explained in section 2.4.3.
B.6 Equivalence of Two-Wishart and Lorentz Matrix Model
In an exact calculation we show the equivalence of the two-Wishart matrix aver-age (4.92) and the Lorentzian distributed generating function (4.93). We use theinvariance of the generating function (4.92) under the right action of Gn2 on B andreplace B by Bˆ, where Bˆ is a square p× p matrix. This coordinate change inducesa decomposition of the volume element
d[B] ∼ detν2/γ1BˆT Bˆ d[Bˆ] , (B.30)
where we introduce the rectangularity νi = ni− p. We find a similar decompositionwhen we replace F by Fˆ , a square p × p matrix such that the generating functionbecomes
Zk/kp (κ) = K
∫ d[Fˆ , Bˆ] sdet−1 [ Fˆ Fˆ † − BˆBˆ†
FFˆ † +BBˆ†
⊗ 1k|k − 1γ2p ⊗ κ]
× detν2/γ1BˆT Bˆ detν1/γ1Fˆ T Fˆ P (Fˆ |1γ2p)P (Bˆ|Λˆeff) . (B.31)
In the integral (B.31), we apply a singular value decomposition to Bˆ = UbˆV †,where U, V ∈ Gp, bˆ = 1γ2 ⊗ b and b = diag(b1, . . . , bp) is the diagonal matrix of
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the distinct positive definite singular values of B. The coordinate change inducesa decomposition of the volume element given by [44]
d[Bˆ] ∼ ∣∣∆p(bbT )∣∣β d[b] dµ(U)dµ(V ) . (B.32)
Since the generating function (B.31) depends on BˆBˆ† only, the V integral is trivialand is absorbed into the overall constant K . We substitute everything into thegenerating function (B.23) and are left with
Zk/kp (κ) = K
∫ d[b] d[Fˆ ] detν1/γ1Fˆ Fˆ † ∣∣∆p(bbT )∣∣β detβν2/2bbT
×
∫ dµ(U) exp(−β
2
trUbˆbˆTU †Λˆ−1eff ) exp(−β2 trFˆ Fˆ †
)
× sdet−1 [ Fˆ Fˆ † − bˆbˆT
Fˆ Fˆ † + bˆbˆT
⊗ 1k|k − 1γ2p ⊗ κ] .
(B.33)
In account of bbT = bT b, we replace bˆbˆT in the superdeterminant by bˆT bˆ and returnto the full Bˆ space. In other words, we perform the steps leading from Eq. (B.31) toEq. (B.33) in the backward direction. We replace in the expression arising thereby
Bˆ by BˆFˆ † such that F drops out of the superdeterminant and find
Zk/kp (κ) = K
∫ d[Bˆ] detν2/γ2BˆBˆ† sdet−1 [1γ2p − BˆBˆ†1γ2p + BˆBˆ† ⊗ 1k|k − 1γ2p ⊗ κ
]
×
∫ d[Fˆ ] det(ν1+ν2+p)/γ2Fˆ Fˆ † exp(−β
2
trFˆ [Bˆ†Λˆ−1eff Bˆ + 1γ2p] Fˆ †) . (B.34)
By the last coordinate change, we reduce the Fˆ to a Gaussian integral, yielding∫ d[Fˆ ] det(ν1+ν2+p)/γ2Fˆ Fˆ † exp(−β
2
trFˆ [Bˆ†Λˆ−1eff Bˆ + 1γ2p] Fˆ †)
∼ det−(n1+n2)/γ1 (Bˆ†Λˆ−1eff Bˆ + 1γ2p) . (B.35)
To apply the projection formula in the next section, it is necessary to provide aninvariant distribution function. Thus, we perform the last coordinate change Bˆ →√
ΛeffB, where B is the original matrix of dimension p×n2, such that the generatingfunction (4.87) becomes
Zk/kp (κ) = K
∫ d[B] sdet−1 [Λ−1eff −BB†
Λ−1eff +BB†
⊗ 1k|k − 1γ2p ⊗ κ]
× det−n/γ1 (B†B + 1γ2n2) , (B.36)
where n = n1 + n2.
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B.7 Derivation of Eq. (4.95)
We express the superdeterminant in Eq. (4.94) as a Gaussian integral over a super-vector, see Eq. (2.70), which we rearrange, as we did in appendix B.5, to obtain
sdet−1 [Λˆ−1eff ⊗ 12k − κ12k + κ −BB† ⊗ 12k
]
∼
∫ d[A] exp(ıtrΛˆ−1eff AjA† − ıtrBB†AA†) , (B.37)
where j is given by Eq. (B.25) and A as in Eq. (2.81), (2.76) and (2.82) for β =
1, 2, 4, respectively. We substitute the Gaussian integral (B.37) into the generatingfunction (4.94) and exchange the A and the B integral and find
Zk/kp (κ) = K
∫ d[A] exp(ıtrΛˆeffAjA†)
×
∫ d[B] exp(−ıtrBB†AA†) det−n/γ1 (B†B + 1γ2n2) . (B.38)
The integral above has a similar form as the matrix model (4.59). We thereforeextend, as explained there, the domain of integration from the space of p × n2matrices B to the space of rectangular (p+kγ˜|kγ˜)× (n1|0) supermatrices Σ, where
Σ =

B
(w∗ia)
(wia)
(−ξ∗ia)
(ξia)
 , Σ =
 B(w∗ia)
(−ξ∗ia)
 and Σ =

B
(w∗ia) (w˜
∗
ia)
(−w˜ia) (wia)
(−ξ∗ia) (−ξ˜∗ia)
(−ξ˜ia) (ξia)
 (B.39)
for β = 1, 2, 4, respectively. This extension leads to the following form of the gen-erating function
Zk/kp (κ) = K
∫ d[A] exp
(
ıtrΛˆ−1eff AjA†)sdetp (12k + κ)
∫ d[Σ] exp
(
−ıstrΣΣ† [ AA† 0
0 0
])
detn/γ1 (Σ†Σ + 1n2γ2) (B.40)
= K
∫ d[A] exp
(
ıtrΛˆ−1eff AjA†)sdetp (12k + κ) φ
([
AA† 0
0 0
])
, (B.41)
where φ is the Fourier transform with respect to the Lorentzian distribution. Be-cause the latter is invariant under the right action of the proper symmetry group,the former is invariant under the adjoint action Gn of the same group. Thus, by thearguments given below Eq. (4.67), we can apply the trace duality (2.110) and writeEq. (B.41) as
Zk/kp (κ) = K
∫ d[A] exp
(
ıtrΛˆ−1eff AjA†)sdetp (12k + κ) φ
([
0 0
0 A†A
]) (B.42)
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= K
∫ d[A] exp
(
ıtrΛˆ−1eff AjA†)sdetp (12k + κ)
×
∫ d[Σ] exp
(
−ıstrΣΣ† [ 0 0
0 A†A
])
detn/γ1 (Σ†Σ + 1n2γ2) ,
(B.43)
where
strΣΣ† [ 0 0
0 A†A
]
= strχχ†A†A . (B.44)
Hence, only the determinant in the denominator of Eq. (B.43) depends on B. More-over, contrary to Eq. (B.41), the generating function (B.43) depends on the (kγ˜|kγ˜)×
(kγ˜|kγ˜) matrix A†A only.The rectangular supermatrix χ as introduced in Eq. (B.43), is the (kγ˜|kγ˜)×(n1|0)-dimensional part of Σ “below” B in Eq. (B.39) and reads
χ =

(w∗ia)
(wia)
(−ξ∗ia)
(ξia)
 , χ = ( (w∗ia)(−ξ∗ia)
) and χ =

(w∗ia) (w˜
∗
ia)
(−w˜ia) (wia)
(−ξ∗ia) (−ξ˜∗ia)
(−ξ˜ia) (ξia)
 (B.45)
for β = 1, 2, 4, respectively. We decompose the measure
d[Σ] = d[χ] d[B] , (B.46)
and exchange the A and the χ integral. The resulting A integral is a Gaussianintegral. The B integral obtained thereby was computed in Ref. [140] and is givenby∫ d[B] det−n/γ1 (B†B + χ†χ+ 1n2γ2) ∼ sdet−(n−p)/γ1 (χχ† + 1γ˜k|γ˜k) , (B.47)
where we used that Σ†Σ = B†B + χ†χ. If we insert both into the generatingfunction (B.43), we arrive at a representation of the generating function (4.87) interms of an average over a (kγ˜|kγ˜)× (kγ˜|kγ˜)-dimensional dyadic supermatrix χχ†,
Zk/kp (κ) = K
∫ d[χ] sdet−(n−p)/γ1 (χχ† + 1γ˜k|γ˜k)
× sdet−1/γ1 (Λ−1eff ⊗ (1γ˜k|γ˜k − κˆ)− 1p ⊗ (1γ˜k|γ˜k + κˆ)χχ†) , (B.48)
where κˆ = diag(1γ˜ ⊗ κ1,1γ˜ ⊗ κ2).
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B.8 Performing the ε→ 0 Limit
This section is devoted to a detailed discussion of the ε → 0 limit in section 4.3.4.To begin, we separate the integral (4.121) into its three parts such that
∂Z
1/1
p (x, x0)
∂x
=
∞∫
0
dr1dr2 g1(r1, r1)∏p
k=1
√(
1−x0
1+x0
Λ−1k − r1
)(
1−x0
1+x0
Λ−1k − r2
)
+
p∑
l=1
∞∫
0
dr1dr2 g2,l(r1, r1)p∏
k=1
√(
1−x0
1+x0
Λ−1k − r1
)(
1−x0
1+x0
Λ−1k − r2
) 1(1−x0
1+x0
Λ−1l − r1
)
+
p∑
i,l=1
i 6=l
∞∫
0
dr1dr2 g3,l,i(r1, r2)p∏
k′,k=1
√(
1−x0
1+x0
Λ−1k − r1
)(
1−x0
1+x0
Λ−1k′ − r2
)
× 1(
1−x0
1+x0
Λ−1l − r1
)(
1−x0
1+x0
Λ−1i − r2
) ,
(B.49)
where g1, g2,l and g3,l,i can be read off from Eq. (4.121). Since we are dealing withsquare roots of complex numbers, a branch cut has to be fixed. We choose it to lieon the negative real line. Taking the ε → 0 limit is accomplished as follows. Weseparately consider the terms proportional to g1, g2,l and g3,l,i in Eq. (B.49). Firstwe study the contributions proportional to g1. We split the expressions under thesquare roots into a radial and an angular part. In account of the ε 1, we expandthe latter in ε, leading to
1∏p
k=1
√(
1−x0
1+x0
Λ−1k − r1
) = 1∏p
k=1
√∣∣∣1−x01+x0 Λ−1k − r1∣∣∣
×
{
e−ıpisign(Im(x0))+O(ε) ,Re(1−x01+x0 Λ−1k − r1) < 0
eO(ε) , else
(B.50)
and likewise for r2. The real part of each singularity is negative if
Λ−1k − r
Λ−1k + r
< x ⇔ r > Λ−1k
1− x
1 + x
. (B.51)
Thus, to see whether a particular singularity has a positive or negative real part,we assume that the eigenvalues are ordered, i.e. 0 < Λ1 < Λ2 < · · · < Λp <∞ anddivide the domain of integration [0,∞) into disjoint subsets
[0,∞) =
p⋃
j=0
Vi , (B.52)
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where
V0 = [0,Λ−1p 1− x1 + x
)
, Vp = (Λ−11 1− x1 + x,∞
) (B.53)
and
Vi = (Λ−1p−i+1 1− x1 + x,Λ−1p−i 1− x1 + x
) for i = 1, . . . , p− 1 . (B.54)
Inserting this into the integrals in Eq. (B.49) corresponds to
∞∫
0
dr1dr2 . . . 7→ p∑
l1=0
l2=0
∫
Vl1×Vl2
dr1dr2 . . . (B.55)
Thus, if r1 ∈ Vl1 and r2 ∈ Vl2 , we find using Eq. (B.55) that
Im lim
ε→0
p∏
k=1
1√(
1−x0
1+x0
Λ−1k − r1
)(
1−x0
1+x0
Λ−1k − r2
)
=

p∏
k=1
(−1)(l1+l2−1)/2√∣∣∣1−x1+xΛ−1k − r1∣∣∣ ∣∣∣1−x1+xΛ−1k − r2∣∣∣ , l1 + l2 ∈ 2N+ 1
0 , else ,
(B.56)
such that because of the imaginary part only those combinations of l1 and l2 con-tribute whose sum is odd.The remaining terms proportional to g2,l and g3,l,j in the generating function (B.49)have non-integrable singularities when taking the ε → 0 limit. This means, theyhave singularities to a power larger than one. The ε → 0 limit then yields theprincipal value. Analogously to Eq. (B.55), we split the integrals over g2,l and g3,l,jinto sums of integrals over the domain Vl1 × Vl2 . For terms proportional to g2,l, allintegrals obtained thereby are handled with the analysis leading to Eq. (B.56) un-less l1 6= p− l, p− l+1. To do the integrals over domains with l1 = p− l, p− l+1, wedecrease the order of the singularity using partial integration and a regularizationterm. To begin with, we consider an arbitrary function f(r1, r2) integrable on thedomain
V˜l = (Λ−1l−1 1− x1 + x,Λ−1l+1 1− x1 + x
)
. (B.57)
We are aiming to compute
J1 =
∞∫
0
dr2 ∫
V˜l
dr1 f(r1, r2)(
1−x0
1+x0
Λ−1l − r1
)3/2 , (B.58)
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which exists, because of the imaginary increment of x0. To take the ε→ 0 limit, weadd to the integrand a zero
f(r1, r2) = f(r1, r2)− f(Λ−1l
1− x
1 + x
, r2) + f(Λ
−1
l
1− x
1 + x
, r2) (B.59)
and find using partial integration
J1 =
∞∫
0
dr2 Λ
−1
l−1(1−x)/(1+x)∫
Λ−1l+1(1−x)/(1+x)
dr1 f(r1, r2)− f(Λ−1l 1−x1+x , r2)(
1−x0
1+x0
Λ−1l − r1
)3/2
+ 2
∞∫
0
dr2 f(Λ−1l 1−x1+x , r2)(
1−x0
1+x0
Λ−1l − r1
)1/2
∣∣∣∣∣∣∣
Λ−1l−1
1−x
1+x
Λ−1l+1
1−x
1+x
.
(B.60)
The resulting integrals in Eq. (B.60) have only integrable singularities, because ifwe expand f(r1, r2) around the 3/2 singularity in r1, we find
f(r1, r2) = f(Λ
−1
l
1− x
1 + x
, r2) +
∂f
∂r1
(
Λ−1l
1− x
1 + x
, r2
)(
Λ−1l
1− x
1 + x
− r1
)
+O(r21) .(B.61)
If we substitute the expansion (B.61) into the integrand in the first row of Eq. (B.60)the O(r01) terms cancels each other, yielding
f(r1, r2)− f(Λ−1l 1−x1+x , r2)(
1−x0
1+x0
Λ−1l − r1
)3/2 ≈ − ∂f∂r1 (Λ−1l 1−x1+x , r2)(
1−x0
1+x0
Λ−1l − r1
)1/2 . (B.62)
Thus, for r1 in the vicinity of the singularity, the expansion turns out to be integrable.Analogous, we can treat the third term in Eq. (B.49). For terms proportional to g3,l,iall singularities are integrable as long as we integrate the domains Vl1 × Vl2 with
l1 6= p − l, p − l + 1 and l2 6= p − i, p − i + 1. On the remaining domains where
l1 = p− l, p− l+ 1 and l2 6= p− i, p− i+ 1, l1 6= p− l, p− l+ 1 and l2 = p− i, p− i+ 1and l1 = p − l, p − l + 1 and l2 = p − i, p − i + 1 the integrand has non-integrablesingularities which we study using a regularization. We consider again f(r1, r2) tobe an arbitrary integrable function and make use of the following scheme
∫
V˜l×V˜i
dr1dr2 f(r1, r2)(
1−x0
1+x0
Λ−1l − r1
)3/2 (
1−x0
1+x0
Λ−1i − r2
)3/2
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=
∫
V˜l×V˜i
dr1dr2 f(r1, r2) + f(1−x1+xΛ−1l , 1−x1+xΛ−1i )− f(1−x1+xΛ−1l , r2)− f(r1, 1−x1+xΛ−1i )(
1−x0
1+x0
Λ−1l − r1
)3/2 (
1−x0
1+x0
Λ−1i − r2
)3/2
−4 f(
1−x
1+xΛ
−1
l ,
1−x
1+xΛ
−1
i )− f(1−x1+xΛ−1l , r2)− f(r1, 1−x1+xΛ−1i )(
1−x0
1+x0
Λ−1l − r1
)1/2 (
1−x0
1+x0
Λ−1i − r2
)1/2
∣∣∣∣∣∣∣
(r1,r2)∈∂(V˜l×V˜i)
−2
∫
V˜j
dr1 ∂r1f(r1, 1−x1+xΛ−1i )(
1−x0
1+x0
Λ−1l − r1
)1/2 (
1−x0
1+x0
Λ−1i − r2
)1/2
∣∣∣∣∣∣∣
r2∈∂V˜i
−2
∫
V˜i
dr2 ∂r2f(1−x1+xΛ−1l , r2)(
1−x0
1+x0
Λ−1l − r1
)1/2 (
1−x0
1+x0
Λ−1i − r2
)1/2
∣∣∣∣∣∣∣
r1∈∂V˜l
.
(B.63)
In Eq. (B.63), we make use of the shorthand notation ∂r1 = ∂/∂r1 and introduce
∂M as the boundary ofM , e.g. ∂V˜j = {Λ−1j+1(1− x)/(1 + x) ,Λ−1j−1(1− x)/(1 + x)}.Substituting Eq. (B.63) into the threefold sum in Eq. (B.49), the resulting integralshave only integrable singularities. Thus, we can apply the analysis leading toEq. (B.56) and finally arrive at
S(x) =
∑
0≤l1,l2≤p
l1+l2∈2N+1
∫
Vl1×Vl2
dr1dr2 (−1)(l1+l2−1)/2g1(r1, r2)p∏
k=1
√∣∣∣1−x1+xΛ−1k − r1∣∣∣ ∣∣∣1−x1+xΛ−1k − r2∣∣∣1 + p∑
l=1
f2,l(r1, r1)(
1−x
1+xΛ
−1
l − r1
) + p∑
i,l=1
i 6=l
f3,l,i(r1, r1)(
1−x
1+xΛ
−1
l − r1
)(
1−x
1+xΛ
−1
i − r2
)
 ,
(B.64)
where f2,l(r1, r1) and f3,l,i(r1, r1) are readily determined from Eqs. (4.121), (B.60)and (B.63) .
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C.1 Known Results for the Complex Ensemble
This section is devoted to a detailed computation of the gap probability corre-sponding to the largest eigenvalue distribution found in Ref. [143]. We start ourdiscussion at Eq. (2.37). For β = 2 the Harish-Chandra-Itzykson-Zuber integral isgiven by [95,96]
Φ2(X,Λ
−1) =
∫ dµ(U) exp(−trUXU †Λ−1) ∼ det [exp(−xi/Λj)]
∆p(X)∆p(Λ−1)
, (C.1)
where the integral is over the unitary group U(n), ∆p(X) = ∏i<j(xi − xj) and
i, j = 1, . . . , p. Substituting this into Eq. (2.37) and using ∆p(Λ−1) ∼ detp−nΛ∆p(Λ)and the invariance of the integrand under permutation of the integration variables,we write the gap probability as
E(β)p ([0, t]; p) =
Kdetp−nΛ∆p(Λ)
t∫
0
dx1 · · · t∫
0
dxp∆p(X)
× detn−pX exp (−trXΛ−1) .
(C.2)
The remaining eigenvalue integral is of standard type and can be solved in variousways. We write the determinant as sum over permutations and exchange this sumwith the integrals. The expression arising thereby is determinantal with a kernelin terms of a single integral,
E(β)p ([0, t]; p) =
Kdetp−nΛ∆p(Λ)det
 t∫
0
dxxn−p+i−1 exp (−x/Λj)
 , (C.3)
where 1 ≤ i, j ≤ p. The integral in the matrix kernel of the determinant is rathersimple and given by
t∫
0
dxxme−x/Λj = (−1)mm!Λm+1j (1− m∑
l=0
exp (−t/Λj)
l!
(
t
Λj
)l)
. (C.4)
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We substitute it into Eq. (C.3), employ E(2)p ([0, t]; p)→ 1 for t→∞ and arrive at
E(2)p ([0, t]; p) =
(−1)p(p−1)/2
∆p(Λ)
×det[Λi−1j (1− n−p+i−1∑
m=0
exp (−t/Λj)
m!
(
t
Λj
)m)]
,
(C.5)
where i, j = 1, . . . , p.
C.2 First Derivation in the Complex Case
In this this section we give the details of the derivation of Eq. (5.17). We employthe results of Ref. [111] and cast the whole integrand (5.15) into a product of twodeterminants,
∆n(ıY + 1n)∏p,n
k,i
(
tΛ−1k + ıyi + 1
) ∼ 1
∆p(tΛ−1)
det[ 1(
tΛ−1k + ıyi + 1
)∣∣∣∣∣ (ıyi + 1)l−1
]
, (C.6)
∆n(ıY + 1n)∏ni=1 exp (ıyi + 1)∏n
i=1(ıyi + 1)
n
∼ det [ exp (ıyi + 1)
(ıyi + 1)n−i
′+1
]
, (C.7)
where k = 1, . . . , p, 1 ≤ i, i′ ≤ n and l = 1, . . . , n − p such that the matrices in thedeterminants are of dimension n×n. We substitute the determinants into Eq. (5.15),apply Andre´jif’s integral theorem (c.f. appendix of Ref. [111]) and find
E(2)p ([0, t]; p) =
Ktpn
∆p(tΛ−1)
det ∞∫
−∞
dz exp (ız + 1) (ız + 1)i′−n−1(
tΛ−1k + ız + 1
)
∣∣∣∣∣∣
∞∫
−∞
dz exp (ız + 1)
(ız + 1)n−l−i′+2
 . (C.8)
In both determinant kernels, the poles of the integrand lie in the upper complexhalf-plane. Because of the exponential, we write the kernels as contour integrals,with a contour closed in upper half-plane. The contour has to enclose all polesof the integrand. After a shift of the resulting integral contour z → z + ı, the gapprobability (C.8) becomes
E(2)p ([0, t]; p) =
Ktp(2n−p+1)/2
∆p(Λ−1)
det∮
C1
dz (ız)n−i′+1 exp(ız)(
tΛ−1k + ız
)
∣∣∣∣∣∣
∮
C2
dz exp(ız)
(ız)n−l−i′+2
 , (C.9)
where Ci enclose all poles of the integrand. The remaining integrals are coveredby the residue theorem, leading to∮
C2
dz exp(ız)
(ız)n−l−i′+2
=

2pi
(n− i′ − l + 1)! , n ≥ i
′ + l − 1
0 , else (C.10)
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and ∮
C1
dz exp(ız)(ız)i′−n−1(
tΛ−1k + ız
)
=2pi
((−Λk
t
)n−i′+1
exp
(
− t
Λk
)
−
n−i′∑
m=0
(−Λk/t)m+1
(n− i′ −m)!
)
.
(C.11)
The latter expression is of a similar form as the matrix kernel in Eq. (5.14). However,if we substitute Eq. (C.10) and Eq. (C.11) into the determinant in Eq. (C.9), we obtaina determinant with a n× n dimensional kernel,
E(2)p ([0, t]; p) =
Ktp(2n−p+1)/2
∆p(Λ−1)
det

(
−Λk
t
)n−i′+1
e−t/Λk −
n−i′∑
m=0
(−Λk/t)m+1
(n− i′ −m)!
1
(n−i′−l+1)!
(
−Λk
t
)n−p−j+1
e−t/Λk −
n−p−j∑
m=0
(−Λk/t)m+1
(n− p− j −m)!
Θ(n−p−j−l+1)
(n−p−j−l+1)!

,
(C.12)
where i′, k = 1, . . . , p and j, l = 1, . . . , n− p. For later use, we split the n×n matrixinto four blocks. The blocks are p× p, p× (n− p), (n− p)× p and (n− p)× (n− p)dimensional. To simplify the matrix in the determinant, we utilize the invariance ofthe latter under building linear combinations of column vectors. We add to eachof the first p columns in the determinant, linear combination of all columns in thesecond block, consisting of the last n − p columns. For instance, if we add the
lth column of the second block to the k column of the first block, we choose theprefactor to be (−Λk/t)l+1. This leads to
E(2)p ([0, t]; p) =
Ktpn−p(p−1)/2
∆p(Λ−1)
det

(
−Λk
t
)n−i′+1
e−t/Λk −
n−i′∑
m=n−p
(−Λk/t)m+1
(n− i′ −m)!
1
(n−i′−l+1)!
(
−Λk
t
)n−p−j+1
e−t/Λk Θ(n−p−j−l+1)(n−p−j−l+1)!

.
(C.13)
For the complex case, we have seen that the gap probability (5.5) is given by adeterminant of size p× p, see Eq. (C.5). To reduce the n× n dimensional kernel toa p× p-dimensional one, we apply the Schur complement. It states that if D is aninvertible matrix, then
det(A B
C D
)
= detD det
(
A−BD−1C) . (C.14)
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The lower right (n− p)× (n− p) dimensional block of the matrix (C.13), which wedenote by D, has determinant ±1. It is invertible. Applying the Schur comple-ment (C.14) to Eq. (C.13), leads to a determinant of a p × p dimensional matrix.Because of its structure the inverse matrix of D is[
D−1
]
lf
=
(−1)l+f−n+p−1
(l + f − n+ p− 1)!Θ(l + f − n+ p− 1). (C.15)Hence, it is a triangular matrix, but it has non-zero entries only on and below theanti-diagonal. If we apply Eq. (C.14) to Eq. (C.13) with the aid of Eq. (C.15), wearrive at
E(2)p ([0, t]; p) =
Ktpn−p(p+1)/2
∆p(Λ)
det [Kβ=2i′k (Λ)] , (C.16)
where
Kβ=2i′k (Λ) =
(−Λk
t
)n−i′
exp
(
− t
Λk
)
+
n−i′∑
m=n−p
(−Λk/t)m
(n− i′ −m)!
−
n−p∑
f=1
(−Λk
t
)n−p−f
exp
(
− t
Λk
) f−1∑
l=0
(−1)l
(p+ f − i′ − l)! .
(C.17)
The normalization constant K is derived by employing E(2)p ([0, t]; p)→ 1 for t→∞.In this limit, only the second sum in the first line of Eq. (C.17) contributes, becauseall other terms are exponentially suppressed. Thus,
K =
(−1)np−p(p+1)/2detn−pΛ , (C.18)is the result if we use the base independence of the determinant.
C.3 Cauchy Transform of the Orthogonal Polynomial
We present a detailed derivation of the Cauchy transform of a orthogonal polynomialused in section 5.2.3. A classical result in the theory of orthogonal polynomials isthat they can be expressed in terms of eigenvalue integrals [40,175]. In the presentcase this yields
Ri(z) ∼
∫ d[Y ] ∆2i (ıY + 1i) i∏
j=1
(yj − z) exp (ıyj + 1)
(ıyj + 1)n
. (C.19)
We substitute the integral (C.19) into the kernel on the right hand side of Eq. (5.21)and find that the Cauchy transform combined with the eigenvalue integral yields
∞∫
−∞
dz Ri−1 (z)w(z)(
tΛ−1k + ız + 1
) ∼ ∫ d[Y ] ∆2i (ıY + 1i) exp (tr (ıY + 1i))detn(ıY + 1i)det(ıY + 1i + tΛ−1k 1i) . (C.20)
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This can be seen by applying partial fraction decomposition to the determinantin the denominator including the empirical eigenvalue on the right hand side ofEq. (C.20) and using its invariance under permutation of the individual eigenvalueintegrals. Employing the analysis of section 5.2.1 in backward direction to Eq. (C.20)yields
∞∫
−∞
dz Ri−1 (z)w(z)(
tΛ−1k + ız + 1
)
∼
∫ d[v] exp(− t
Λk
vv†
)
Θ(1− vv†)(1− vv†)n−i
(C.21)
∼
1∫
0
dx exp(− t
Λk
x
)
xi−1(1− x)n−i = ϕn−ii−1
(
tΛ−1k
)
, (C.22)
where v is a complex vector of dimension i. The factor (1− vv†) to a power of n− iis due to the difference between the number of eigenvalues in Eq. (C.20) and thepower −n of (ıx + 1) in the weight function (5.16), see appendix D. If they differ,Eq. (D.4) leads to an additional determinant to a power of n−i of the matrix 1i−v†v.Since v is a i-dimensional complex vector, the determinant of 1i− v†v is equivalentto the scalar (1− vv†). We introduce the function
ϕms (z) =
m∑
l=0
m!(−1)l
l!(m− l)!
(s+ l)!
zs+l+1
−
s+l∑
j=0
(s+ l)!
j!
exp (−z)
zs+1−j
 (C.23)
for comprehensibility and clarity. It will appear several times in the main text.
C.4 Derivation of the Determinantal Expression (5.35)
This section is devoted to the derivation of the determinantal expression (5.35).First, we calculate the overall normalization constant K in Eq. (5.15). From
lim
t→∞E
(2)
p ([0, t]; p) = KdetnΛ ∫ d[Y ] ∆2n (Y ) n∏
i=1
exp (ıyi + 1)
(ıyi + 1)n
= K(2pi)nn!detnΛ = 1 , (C.24)
where we make use of Eq. (D.7). We conclude that the normalization constant inEq. (5.15) is given by
K =
1
(2pi)nn!detnΛ . (C.25)
For technical reasons, we assume that p = 2l is even. For odd p = 2l − 1, wederive the gap probability from the even case as a special limit. We split theempirical eigenvalue matrix into two sub-matrices Λ = diag(λ, µ), where λk = Λk
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and µk = Λk+l for all k = 1, . . . , l. This induces a decomposition of the product ofdeterminants in the denominator of Eq. (5.15) into a product over λ and µ. We usethe results of Ref. [111] and combine the determinants in the denominator with theVandermonde determinants,
∆n(Y )∏l,n
k,i (t/λk + ıyi + 1)
=
ınl+l+l(l−1)/2(−1)n(n−1)/2
tl(l−1)/2det−l+1λ∆l(λ)
× det [ 1
(t/λk + ıyi + 1)
∣∣∣∣ ya−1i ] ,
(C.26)
where 1 ≤ i ≤ n, 1 ≤ a ≤ n − l and 1 ≤ k ≤ l and for µ by analogy. Theeigenvalue integral (5.15) reduces to a n-fold integral of Andre´jif’s type. EmployingAndre´jif’s integral theorem leads to a determinantal structure with a (n+ l)×(n+ l)dimensional kernel,
E(2)p ([0, t]; p) =
(−1)nl+l(l+1)/2tnp−l(l−1)
(2pi)ndetn+1−lΛ∆l(λ)∆l(µ)det
[
G(λk1 , µk2) Fa(µk2)
Fb(λk1) Dba
]
, (C.27)
where 1 ≤ k1, k2 ≤ l, 1 ≤ a, b ≤ n− l and
G(λk1 , µk2) =
∞∫
−∞
dz exp (ız + 1)
(ız + 1)n (t/λk1 + ız + 1) (t/µk2 + ız + 1)
, (C.28)
Fa(λk1) =
∞∫
−∞
dz za−1 exp (ız + 1)
(ız + 1)n (t/λk1 + ız + 1)
, (C.29)
[D]ab =
∞∫
−∞
dz zb+a−2 exp (ız + 1)
(ız + 1)n
. (C.30)
The matrix D is invertible. To demonstrate this, we consider Eq. (C.27) with l = 0such that only the determinant of D survives. The remaining expression is byconstruction proportional to Eq. (D.7), yielding
detD = (2pi)n−l
(n− l)!
n−l−1∏
j=0
(j + 1)!
(n− j − 1)! . (C.31)
Next, we apply the Schur complement to the determinant in Eq. (C.27). The resultingexpression is determinantal, with a l × l dimensional matrix kernel,
E(2)p ([0, t]; p) =
(−1)nl+l(l+1)/2tnp−l(l−1)
(2pi)ndetn+1−lΛ∆l(λ)∆l(µ)detD
× detG(λk1 , µk2)− n−l∑
b,a=1
Fa(µk2)
[
D−1
]
ab
Fb(λk1)
 , (C.32)
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Since the computation of D−1 is challenging, we express the matrix kernel in thedeterminant above as an eigenvalue integral, see Ref. [111]. Considering Eq. (5.15)withm (m ≤ n) instead of n integrals as well as 2 instead of p empirical eigenvalues,leads to
Z0/2m (Λ1,Λ2) =
∫ d[Y ] ∆2m (Y ) exp (tr (ıY + 1m))detn(ıY + 1m)n∏2k=1 det (t/Λk + ıY + 1m)
=
(2pi)m−1m!(−1)m+1
(m− 1)!
m−2∏
j=0
(j + 1)!
(n− j − 1)!
×
G(Λ1,Λ2)− m−1∑
b,a=1
Fa(Λ1)
[
D−1
]
ab
Fb(Λ2)

(C.33)
If we compare Eq. (C.32) with Eq. (C.33) for m = n− l+ 1, we obtain that the kernelin the determinant of Eq. (C.32) is proportional to Z0/2n−l+1 such that
E(2)p ([0, t]; p) =
(−1)nl+l(l+1)/2tnp−l(l−1)(2pi)−ldetn−l+1Λ∆l(λ)∆l(µ)(n− l)!
n−l−1∏
j=0
(j + 1)!
(n− j − 1)!
×det[(−1)n−l(n− l)!∏n−l−1j=0 (n− j − 1)!Z0/2n−l+1(λk1 , µk2)
(2pi)n−l(n− l + 1)!∏n−l−1j=0 (j + 1)!
]
,
(C.34)
where 1 ≤ k1, k2 ≤ l.
C.5 Computation of the Two-Point Kernel (C.33)
Analogous to the second approach, we map Eq. (C.33) to a corresponding Wishartmatrix model, see appendix C.11. We apply section 5.2.1 backwards. Diagonalizingthe matrix model arising and using Eq. (C.1) for the resulting group integral, wefind
Z
0/2
n−l+1(λk1 , µk2)
∼
1∫
0
dxdy (x− y)(xy)n−l−1(1− x)l−1(1− y)l−1
t(λk1 − µk2)
exp
(
− tx
λk1
− ty
µk2
) (C.35)
∼
ϕl−1n−l
(
t
λk1
)
ϕl−1n−l−1
(
t
µk2
)
− ϕl−1n−l−1
(
t
λk1
)
ϕl−1n−l
(
t
µk2
)
t(λk1 − µk2)
. (C.36)
To compute the proportionality constant, we compare Eq. (C.33) with Eq. (C.36) ina rescaled t→∞ limit. For the initial matrix model, we obtain
lim
t→∞
t2(n−l+1)Z0/2n−l+1(λk1 , µk2)
(λk1µk2)
n−l+1 = (2pi)
n−l+1
n−l∏
j=0
(j + 1)!
(n− 1− j)! , (C.37)
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whereas the same limit applied to Eq. (C.36) leads to
lim
t→∞
t2(n−l+1)Z0/2n−l+1(λk1 , µk2)
(λk1µk2)
n−l+1 = K
′ (n− l)!(n− l − 1)!
λk1µk2
, (C.38)
where K ′ is the desired proportionality constant.
C.6 Derivation of Expression (5.41)
In this section, we apply the results of Ref. [112] to derive the expression (5.41).First, we write the Vandermonde determinant to a power of four in Eq. (5.39) as
∆4n(Y ) =
∞∫
−∞
dyn+1 · · · dy2n∆2n(y1, . . . , y2n) n∏
i=1
δ(yi − yi+n)
(yi − yi+n) , (C.39)
and therefore extend Y = diag(y1, . . . , yn) to Y¯ = diag(y1, . . . , y2n). Because of the
n additional integrals and the insertion of the δ-functions, the power of two of thedeterminants in the denominator of Eq. (5.39) reduces to a power of one. We usethe translation invariance of the Vandermonde determinant and cast the resultingintegrand into the form∏n
j=1 exp (2(ıyj + 1))∏n
j=1 (ıy1 + 1n)2n−1 ∆2n(Y¯ )∏p,2nk,i=1(ıyi + 1 + 2t/Λk)
n∏
i=1
δ(yi − yi+n)
(yi − yi+n)
=
ın
2
(−1)n(n+1)/2+p(p+1)/2
(2t)p(p−1)/2det1−pΛ∆p(Λ)
det

(ıyj + 1)
1−2n exp (2(ıyj + 1))
(ıyj + 1 + 2t/Λk)
δ (yj − yj+n)
(yj − yj+n) (ıyj+n + 1 + 2t/Λk)
exp 2(ıyj + 1)
(ıyj + 1)2n−l
(ıyj+n + 1)
l−1δ (yj − yj+n)
(yj − yj+n)
 ,
(C.40)
where 1 ≤ j ≤ n, 1 ≤ l ≤ 2n − p and 1 ≤ k ≤ p. Substituting Eq. (C.40) togetherwith the n additional integrals (C.39) into the gap probability (5.39), yields
E(4)p ([0, t]; p) =
Kın
2
(−1)n(n+1)/2+p(p+1)/2t2np−p(p−1)/2
2p(p−1)/2det1−pΛ∆p(Λ)
∫ d[Y ] det

(ıyj + 1)
1−2n exp (2(ıyj + 1))
(ıyj + 1 + 2t/Λk)
∞∫
−∞
dzδ (yj − z)
(yj − z) (ız + 1 + 2t/Λk)
exp (2(ıyj + 1))
(ıyj + 1)2n−l
∞∫
−∞
dz(ız + 1)l−1δ (yj − z)
(yj − z)

.
(C.41)
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The matrix in the determinant above separates into two blocks. Both are 2n × ndimensional and in each block the columns depend on one eigenvalue yi with i =
1, . . . , n only. Accordingly, we apply de Bruijn’s integral theorem (c.f. appendix ofRef. [111]), leading to a Pfaffian determinant of dimension 2n× 2n such that
E(4)p ([0, t]; p) =
Kın
2
(−1)n+p(p+1)/2n!t2np−p(p−1)/2
2p(p−1)/2det1−lΛ∆p(Λ) pf
[
A B
−BT C
]
. (C.42)
The entries of A,B and C in the Pfaffian, consist of double integrals. Because of adelta function, one of these integrals is trivial such that the kernels are effectivelygiven by
Akk′ = −ı2t (Λk − Λk
′)
Λk′Λk
22n−6
∮
C4
dw exp(w)
w2n−1 (w + t/Λk′)2 (w + t/Λk)2
, (C.43)
Blk = (−ı)222n−l−1
∮
C4
dw (t(l − 1)/Λk + lw) exp(w)
w2n+1−l (w + t/Λk)2
. (C.44)
and
Cll′ = 2
2n−l−l′−1(−ı)2(l − l′)
∮
C4
dw exp(w)
w2n+2−l′−l
. (C.45)
Previously, we have introduced the contour integrals by the same arguments asin the case of the complex ensemble, see also Eq. (C.9). The exponent ensuresconvergence when closing the contour over the real line by an arc in the complexupper half-plane starting and ending at plus and minus infinity. We find a contourthat encloses all poles of the integrand, respectively. To compute the resulting pathintegral we apply the residue theorem, leading to
2−2n+6Λk′Λk
(−ı)2t (Λk − Λk′)Akk
′ =
2piıΛ2k′Λ
2
k e
−t/Λk
(Λk − Λk′)2
[(
−Λk
t
)2n−1
+
(
−Λk′
t
)2n−1
− (2n− 1)
(
−Λk
t
)2n
− (2n− 1)
(
−Λk′
t
)2n
+
2n−2∑
m=0
(−1)m(m+ 1) et/Λk
(2n− 2−m)!
((
Λk
t
)m+2
+
(
Λk′
t
)m+2)]
4piıΛ3k′Λ
3
k e
−t/Λk
(Λk − Λk′)2
[(
−Λk
t
)2n−1
+
(
−Λk′
t
)2n−1
+
2n−2∑
m=0
(−1)m et/Λk
(2n− 2−m)!
((
Λk
t
)m+2
+
(
Λk′
t
)m+2)]
,
(C.46)
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for the upper left block,
Blk
(−ı)222n−l−1 =
(l − 1)t
Λk
2piı e−t/Λk
[(
−Λk
t
)2n−l
− (2n− l)
(
−Λk
t
)2n−l+1
+
2n−l∑
m=0
(−1)m(m+ 1) et/Λk
(2n− l −m)!
((
Λk
t
)m+2
+
(
Λk′
t
)m+2)]
+l2piı e−t/Λk
[(
−Λk
t
)2n−l−1
− (2n− l − 1)
(
−Λk
t
)2n−1
+
2n−l−1∑
m=0
(−1)m(m+ 1) et/Λk
(2n− l − 1−m)!
((
Λk
t
)m+2
+
(
Λk′
t
)m+2)]
(C.47)
for the off diagonal block and
2+l+l
′+1−2nCll′
(−ı)2(l − l′) =

2piı
(2n− l − l′ + 1)! , 2n+ 1 ≥ l + l
′
0 , 2n+ 1 < l + l′
(C.48)
for the lower right block.
C.7 Derivation of Expression (5.46)
We give a detailed derivation of Eq. (5.46). With the aid of the weight (5.45), wecast the integrand in Eq. (5.39) again into a determinantal form, but in a differentway such that
E(4)p ([0, t]; p) =
Kın
2
(−1)n(n+1)/2+p(p+1)/2t2np
(2t)p(p−1)/2det1−pΛ∆p(Λ)
×
∫ d[Y ] det

1
ıyj + 1 + 2t/Λk
∞∫
−∞
dzg(z, yj)
ız + 1 + 2t/Λ−1k
(ıyj + 1)
l−1
∞∫
−∞
dzg(z, yj)(ız + 1)l−1

.
(C.49)
The determinant in the second line of Eq. (C.49) has a similar structure to theone obtained in Eq. (C.41). Employing the similar arguments, we apply de Bruijn’sintegral theorem (c.f. appendix of Ref. [111]), leading to a 2n × 2n dimensionalPfaffian structure given by
E(4)p ([0, t]; p) =
Kın
2
(−1)n+p(p+1)/2n!t2np
(2t)p(p−1)/2det1−pΛ∆p(Λ)pf
[ G (Λk,Λk′) Fj (Λk)
−Fi (Λk′) (Md)ij
]
, (C.50)
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where 1 ≤ k, k′ ≤ p, 1 ≤ i, j ≤ 2n− p and d = 2n− p. For clarity and comprehensi-bility we introduce
D
(1)
k (yi) =
∞∫
−∞
dzg(z, yi)
(ız + 1 + 2t/Λk)
, D
(2)
l (yi) =
∞∫
−∞
dzg(z, yj)(ız + 1)l−1, (C.51)
and
(Md)ij =
∞∫
−∞
dw ((ıw + 1)i−1D(2)j (w)− (ıw + 1)j−1D(2)i (w)) , (C.52)
G (Λk,Λk′) =
∞∫
−∞
dw( D(1)k′ (w)
(ıw + 1 + 2t/Λk)
− D
(1)
k (w)
(ıw + 1 + 2t/Λk′)
)
, (C.53)
Fj (Λk) =
∞∫
−∞
dw( D(2)j (w)
(ıw + 1 + 2t/Λk)
− (ıw + 1)j−1D(1)k (w)
)
, (C.54)
The Md is d× d dimensional, where d = 2n− p = 2n− 2l. It is even dimensional if
p is even only. For technical reasons, we assume that p = 2l is even and derive anexpression for odd p from the results found for even p later on.Similar to the complex case, we use the Schur complement to decrease thedimension in the Pfaffian. Let C be an even dimensional, invertible and skew-symmetric matrix, then
pf [ A B−BT C ] = pfC pf [A+BC−1BT ] . (C.55)
Because d is even, the matrix Md is even dimensional such that we can applyEq. (C.55) to the Pfaffian determinant in Eq. (C.50), yielding
E(4)p ([0, t]; p) =
Kın
2
(−1)n+p(p+1)/2n! t2np
(2t)p(p−1)/2det1−pΛ∆p(Λ) pfMd
× pfG (Λk,Λk′) + d∑
i,j=1
Fj (Λk) (M−1d )jiFi (Λk′)
 , (C.56)
where 1 ≤ k, k′,≤ 2l. The Pfaffian of Md is readily derived from Eq. (C.50). Bysetting the number of empirical eigenvalues p to zero, the number of eigenvalueintegrals n to d/2 and keeping the exponent of (ız + 1) in the weight (5.45) to be
2n− 1, we find
pfMd = (2pi)d/2 ı(d/2)2(−1)d/2
(d/2)!
2d(2n−d−1)/2
d/2−1∏
j=0
(2j + 2)!
(2n− 2− 2j)! . (C.57)
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If we compute the remaining integrals and invert Md we are finished. Unfortunately,we have not found a method to invert Md. To provide a remedy, we compare thekernel of the Pfaffian (C.56) with the eigenvalue integral
Z
0/2
N (Λk,Λk′) =
∫ d[Y ] |∆N (Y )|4 det1−2n (ıY + 1N ) exp (2tr (ıY + 1N ))∏
i=k,k′ det2 (2t/Λi1N + ıY + 1N ) . (C.58)This eigenvalue integral is up to an overall normalization constant, the monomialprefactor t the integral (5.39) with n, p replaced by N , respectively, two. To ensureconvergence, we assume that N ≤ n. It has two empirical eigenvalues only and isreadily solved using the results found earlier,
(−ı)−N2−(N−1)2t(Λk − Λk′)
∏N−2
j=0 (2n− 2− 2j)!
(2pi)N−12N−2NΛkΛk′
∏N−2
j=0 (2j + 2)!
Z
0/2
N (Λk,Λk′)
=
G (Λk,Λk′) + 2N−2∑
i,j=1
Fj (Λk) (M−12N−2)jiFi (Λk′)
 . (C.59)
Hence, if we set N = (d+ 2)/2 = n+ 1− l, the matrix kernel in the Pfaffian (C.56)is proportional to the eigenvalue integral (C.59).
C.8 Derivation of the Matrix Kernel (5.48)
To express Eq. (C.58) by a full real-quaternion self-dual matrix model, we consider
Z
0/2
n+1−l (Λk,Λk′) = Kn+1−l
∫ d[H] exp (tr (ıH + 12(n+1−l)))det(n−1/2) (ıH + 12(n+1−l))
×
∏
i=k,k′
det−1 (2t/Λi12(n+1−l) + ıH + 12(n+1−l)) . (C.60)
If we diagonalize H , we are up to an overall constant left with Eq. (C.58). Thenormalization constant Kn+1−l is determined at the end of the calculation by acomparison with Eq. (C.58). To rewrite the determinant in the denominator, weintroduce a Gaussian integral over a real quaternion Wishart matrix B of dimension
4×2(n+1− l). Exchanging the H and the B integral and using Eq. (D.4) to performthe former, yields
Z
0/2
n+1−l (Λk,Λk′) = Kn+1−l
∫ d[B] P (B|tΛ˜)
×Θ(12(n+1−l) −B†B)det2l−2 (12(n+1−l) −B†B) , (C.61)
where Λ˜ = diag (Λk12,Λk′12). We use the invariance of the Θ-function and thedeterminant under BB† ←→ B†B, as explained below Eq. (5.5) and replace inEq. (C.61) the large matrix B†B by the small 4 × 4 matrix BB†. Thus, we breakdown the computation of the kernel (C.58) to a 4×4 real-quaternion self-dual matrix
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integral. The latter possesses the same symmetry breaking exponent, present at thebeginning in Eq. (5.5). The difference is that the resulting Itzykson-Zuber integralis known. Hence, we diagonalize BB† = U(X ⊗ 12)U † with X = diag(x, y), U ∈USp(4) and obtain
Z
0/2
n+1−l (Λk,Λk′) = Kn+1−l
1∫
0
dxdy(x− y)4(xy)2n−2l−1
× (1− x)2l−2(1− y)2l−2Φ4(X ⊗ 12|tΛ˜−1) ,
(C.62)
where
Φ4(X ⊗ 12|tΛ˜−1) = ∫ dµ(U) exp(−2ttrUX˜U †Λ˜−1 ⊗ 12) , (C.63)
The integral (C.63) is over USp(4) with respect to the Haar measure dµ(U). It isthe first, non-trivial example of the unitary-symplectic Itzykson-Zuber integral andis computed in Ref. [67]. It arises in appendix A.8 when discussing the alternativeapproach, see Eq. (A.55). Inserting the expression derived there into the twofoldeigenvalue integral (C.62), we arrive at
Z
0/2
n+1−l (Λk,Λk′) = Kn+1−l
1∫
0
dxdy(x− y)4(xy)2n−2l−1(1− x)2l−2(1− y)2l−2
×
(
−exp
(−2txΛ−1k′ − 2tyΛ−1k ))(
t(x− y)(Λ−1k − Λ−1k′ )
)3 + exp
(−2txΛ−1k′ − 2tyΛ−1k ))(
t(x− y)(Λ−1k − Λ−1k′ )
)2
)
(C.64)
The remaining integrals are simple and we express them in terms of ϕsm(x) intro-duced in Eq. (5.22). To this end, we expand the Vandermonde determinant andfind
Z
0/2
n+1−l (Λk,Λk′) t
2 (Λk − Λk′)2
(ΛkΛk′)2Kn+1−l
= −2ϕ2l−22n−2l
(
2t
Λk′
)
ϕ2l−22n−2l
(
2t
Λk
)
+ϕ2l−22n−2l+1
(
2t
Λk′
)
ϕ2l−22n−2l−1
(
2t
Λk
)
+ ϕ2l−22n−2l−1
(
2t
Λk′
)
ϕ2l−22n−2l+1
(
2t
Λk
)
−
ϕ2l−22n−2l
(
2t
Λk
)
ϕ2l−22n−2l−1
(
2t
Λk′
)
− ϕ2l−22n−2l−1
(
2t
Λk
)
ϕ2l−22n−2l
(
2t
Λk′
)
t(ΛkΛk′)−1 (Λk − Λk′)
=
t (Λk − Λk′)
(ΛkΛk′)
Ξ (Λk,Λk′) .
(C.65)
The normalization constant Kn+1−l is determined by comparing Eq. (C.58) withEq. (C.65) in the limit t → ∞. This limit is meaningful only if we rescale both
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expressions with t4n+4−2l. We use the asymptotic expansion (5.25) of ϕsm to computethe limit of Zn+1−l and find
lim
t→∞Z
0/2
n+1−l (Λk,Λk′) = Kn+1−l
(
ΛkΛk′
4
)2n−2l+2
(2n− 2l − 1)!(2n− 2l + 1)!(C.66)
whereas the same limit applied to Eq. (C.58) yields
lim
t→∞Z
0/2
n+1−l (Λk,Λk′) =
(
1
2
)(2n+1−2l)(n+2−l)
(2pi)n−l+1(
ΛkΛk′
4
)2n−2l+2 n−l∏
j=0
(2j + 2)!
(2n− 2− 2j)!
(C.67)
such that the normalization constant is given by
Kn+1−l =
(1/2)(2n+1−2l)(n+2−l) (2pi)n−l+1
(2n− 2l − 1)!(2n− 2l + 1)!
n−l∏
j=0
(2j + 2)!
(2n− 2− 2j)! . (C.68)
C.9 Derivation of the Pfaffian Expression (5.60)
We devote this section to a detailed derivation of the Pfaffian expression (5.60). Thenormalization constant in Eq. (5.58) is determined by the condition that E(1)2p → 1for t→∞, yielding
K =
22n(p−2)det2nΛ n!pin . (C.69)Like for the complex and the real-quaternion case, averages of products of char-acteristic polynomials in real symmetric ensembles with respect to an arbitraryweight w(x) were studied extensively in Refs. [107, 110, 112, 173] and referencestherein. We use the results of Ref. [112] and write∏
i<j(ıyi − ıyj)∏2n
i=1
∏p
k=1(
t
2Λk
+ 1 + ıyi)
= (−1)p(p−1)/2+2n(2n−1)/2−p(2n+1)
× ı
2n(2n−1)/2+(2n−p)(2n−p−1)/2det1−pΛ∆p(Λ) det

1(
t
2Λk
+ 1 + ıyi
)
yj−1i
 ,
(C.70)
where 1 ≤ k ≤ p, 1 ≤ i ≤ 2n and 1 ≤ j ≤ 2n − p. Substituting Eq. (C.70) intothe eigenvalue integral (5.58), symmetrizing the latter and applying the method of
214
Appendix C. Supplemental Material Chapter 5
alternating variables, we obtain
E(2)p ([0, t]; p) = K1Kt
np2 (2n)!(−1)n(n−1)/2
n!
∫ dy2 . . . dy2n
×det

y2i∫
−∞
dxw1(x)(
t
2
Λ−1k + 1 + ıx
) w(y2i)(
t
2
Λ−1k + 1 + ıy2i
)
y2i∫
−∞
dxw1(x)xj−1 w(y2i)yj−12i

,
(C.71)
where K1 is the prefactor in front of the determinant on the right hand side ofEq. (C.70). The determinant is of dimension 2n× 2n and separates into two blocksof dimension n × p and n × (2n − p). Within each of these blocks, the columnsdepend on one of the integration variables only. Hence, the integral is appropriateto apply de Bruijn’s integral theorem (c.f. Ref. [112]), leading to an expression witha 2n× 2n-dimensional Pfaffian determinant
E(1)p ([0, t]; p) = K1Kt
np2(2n)!pf[ G(1) (Λk,Λk′) F (1)j (Λk)−F (1)i (Λk′) (M2n−p)ij
]
. (C.72)
For the sake of clarity and comprehensibility, we introduce
D
(1)
1,k(y2i) =
y2i∫
−∞
dxw1(x)
(t/(Λk2) + 1 + ıx)
; D
(2)
1,k(y2i) =
y2i∫
−∞
dxw1(x)xj−1 (C.73)
and
[M2n−p]ij =
∞∫
−∞
dx(w(x)xi−1D(2)1,j (x)− w(x)xj−1D(2)1,i (x)) , (C.74)
G(1) (Λk,Λk′) =
∞∫
−∞
dx w(x)D(1)k′ (x)
(ıx+ 1 + t/(Λk2))
− w(x)D
(1)
1,k(x)
(ıx+ 1 + t/(Λk′2))
 , (C.75)
F (1)j (Λk) =
∞∫
−∞
dx( w(x)D(2)1,j (x)
(ıx+ 1 + t/(Λk2))
− xj−1w(x)D(1)1,k(x)
)
, (C.76)
where 1 ≤ k, k′ ≤ p, and 1 ≤ i, j ≤ 2n− p. Thus, we reduce the computation of the
2n coupled integrals in Eq. (5.58) to the calculation of a coupled twofold integral.This is due to the coupling and is challenging. It is unclear how to express it interms of known functions.It is important to emphasize that the Pfaffian structure shown above, is notknown in the literature. Although we assume a doubly degenerate empirical eigen-value spectrum, the Pfaffian structure can neither be anticipated from Eq. (2.36) nor
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from Eq. (5.5). It is still 2n× 2n dimensional. To obtain a smaller matrix kernel, weassume for technical reasons that p = 2l is even. As in the previous sections, wederive the odd p case as a special limit.The matrix M2n−p is (2n − p) × (2n − p) dimensional. If p is even, M2n−p iseven dimensional. It is invertible, because its Pfaffian is non-vanishing. To observethis, take the number of eigenvalue integrals in Eq. (5.58) to be 2n − p instead of
n and set all eigenvalues to zero. Applying the same techniques we use to obtainEq. (C.72), yields
pfM2n−2l = (−1)n−l(n− l)! 42n−2l
(2n− 2l)!
2n−2l−1∏
j=0
Γ ((j + 3)/2)
Γ ((2n+ 1− j)/2) . (C.77)
Thus, since M2n−p is even dimensional and invertible, we can apply the Schurcomplement (C.55) and arrive at
E(1)p ([0, t]; p) = K1Kt
np2(2n)!pfM2n−2l
× pfG(1) (Λk,Λk′) + 2n−2l∑
i,j=1
F (1)j (Λk) (M−12n−2l)jiF (1)i (Λk′)
 , (C.78)
where 1 ≤ k, k′ ≤ 2l.
C.10 Computation of G(1) (Λk,Λk′)The difficulty in the computation is caused by the coupling of two integrals (5.64).To decouple the integrals, we introduce a Heaviside Θ-function. We express it interms of its integral representation such that we arrive at
G(1) (Λk,Λk′) = (−ı)
2pi
∞∫
−∞
dxdydτ exp ((1− τ−)(ıyi + 1) + (1 + τ−)(ıxi + 1))
τ−(ıyi + 1)α(ıxi + 1)α
×
(
1
(ıx+ 1 + t/(Λk2)) (ıy + 1 + t/(Λk′2))
− (x↔ y)
)
,
(C.79)
where τ− = τ − ı and α = (2n + 1)/2. According to the τ integral, the x and the
y integral decouple. The resulting integrals are of the same kind and can be doneusing Eq. (D.4), yielding for the x integral
∞∫
−∞
dx exp ((1 + τ−)(ıxi + 1))
(ıxi + 1)α (ıx+ 1 + t/(Λk2))
=
2pi(τ− + 1)αΘ(τ + 1)
Γ(α)
1∫
0
du(1− u)α−1 exp(−ut(τ− + 1)
2Λk
)
=
2pi(τ− + 1)αΘ(τ + 1)
Γ(α)
ϕα−10
(
t(τ− + 1)
2Λk
)
,
(C.80)
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where ϕms was introduced in Eq. (5.22). For m ∈ N the function ϕm/2s is not apolynomial but can be expressed as
ϕm/2s (x) =
(−ı)m+2 exp (−x)
xm/2−1
(
Γ
(
m+ 2
2
)
− Γ
(
m+ 2
2
;−x
))
, (C.81)
where Γ(z;−x) is the incomplete Γ-function. Analogously, we can express the yintegral in Eq. (C.79) in terms of ϕms with (τ− + 1) replaced by (1 − τ−). Whatfollows is that the coupled twofold integral reduces to a single integral
G(1) (Λk,Λk′) = (−ı)
Γ2((2n+ 1)/2)
1∫
−1
dτ (1− (τ−)2)n−1/2
τ − ı
×
(
ϕ
n−1/2
0
(
t(τ− + 1)
2Λk
)
ϕ
n−1/2
0
(
t(1− τ−)
2Λk′
)
− (Λk ↔ Λk′)
)
,
(C.82)
over a compact interval.
C.11 Cauchy Transform of Orthogonal Polynomials
The Cauchy transform can be reduced to a simple expression by employing theresults of Ref. [174], where the authors show under general assumptions that
t2j(x) = −rjı
2j+1
Z
0/0
2j+2
∫ d[Y ] |∆2j+2(Y )|∏2j+2i=1 w(yi)∏2j+2
i=1 (x+ ıyi + 1)
(C.83)
for the Cauchy transform of polynomials of even degree and
t2j+1(x) = −rjı
2j+1
Z
0/0
2j+2
∫ d[Y ] |∆2j+2(Y )| (trY − ı (x+ 1) + cj)∏2j+2i=1 w(yi)∏2j+2
i=1 (x+ ıyi + 1)
(C.84)
for the Cauchy transform of polynomials of odd degree. The overall minus sign inEqs. (C.83) and (C.84) can be omitted because it cancels in the bilinear form (5.79)and cj is a free parameter yet to be determined. For the weight function (5.59), itis possible to relate t2j+1 and t2j . The latter derives from the former by
t2j+1(x) = −ı
(
x+
∂
∂η
)
t2j(ηx) , (C.85)
where we fix cj for convenience. To compute Eq. (C.85), we make use of the factthat the integral (C.84) is independent of shifting Y by an imaginary increment aslong as no pole of the integrand is crossed.To solve Eq. (C.83), we apply section 5.2.1 backwards and obtain an uncorrelatedWishart matrix model
t2j(x) = K
∫ d[B] exp(−xtrBB†)
× detn−j−1 (BB† − 12)Θ(BB† − 12) , (C.86)
217
C.11. Cauchy Transform of Orthogonal Polynomials
where B is a 2 × (2j + 2) dimensional matrix with real entries. The normalizationconstant is read from t2j(x) and Eq. (C.86) in the limit x → ∞ when both arerescaled by x2j+2, leading to
K = −rjı
2j+1
pi2j+2
. (C.87)
Since the Wishart model (C.86) is invariant, it depends only on the eigenvalues
X = diag(x1, x2) of BB† = UXU †, where U ∈ O(2). The integral over O(2) yieldsa constant factor such that we are left with
t2j(x) = −rjı
2j+122j−1
(2j)!
∞∫
0
dx1dx2|x1 − x2|(x1x2)(2j−1)/2
× (1− x1)n−j−1(1− x2)n−j−1 exp (−x(x1 + x2)) .
(C.88)
At least one integral of the above can be performed by expanding (1 − x)n−j−1.Inserting Eq. (5.81) together with this expansion into the expression (C.88) yields
t2j(x) = − 4pi2
2n−2jı2j+1
(2n− 3− 2j)!
n−j−1∑
l1,l2=1
(
n− j − 1
l1
)(
n− j − 1
l2
)
× xl1+l2+2j+2 (ψl1+1,l2(x)− ψl1,l2+1(x)) ,
(C.89)
where
ψα1,α2(x) =
x∫
0
dxx(2j−1)/2+α2 exp(−x)
× (Γ(α1 + (2j + 1)/2)− Γ(α1 + (2j + 1)/2;x))
(C.90)
For the remaining Cauchy transform t2j+1 of the odd degree polynomials, we makeuse of Eq. (C.85). The differentiation is straightforward and we obtain
t2j+1(x) =
ıt2j(x)(x
2 + l1 + l2 + 2j + 2)
x
− 4pi2
2n−2jı2j
(2n− 3− 2j)!
n−j−1∑
l1,l2=1
(
n− j − 1
l1
)(
n− j − 1
l2
)
+x(2j+1)/2+l2 exp(−x) (Γ(l1 + (2j + 3)/2)− Γ(l1 + (2j + 3)/2;x))
− x(2j+3)/2+l2 exp(−x) (Γ(l1 + (2j + 1)/2)− Γ(l1 + (2j + 1)/2;x))
]
,
(C.91)
where we make use of Eq. (C.89) to identify the first row of the expression abovewith the Cauchy transform of the even polynomials.
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APPENDIX D
Ingham-Siegel Integral
We present a simple derivation of the solution to the Ingham-Siegel,
Iα,N (A) =
∫ d[H] exp tr(ıH + 1γ2N )A
detα/γ1 (ıH + 1γ2N ) , (D.1)where H and A are either real-symmetric, Hermitian or real-quaternion self-dualand α ≥ N − 1 + 2/β. To compute the integral (D.1), we express the determinantin the denominator as Gaussian integral. After an exchange of the integrations, weare left with
Iα,N (A) = C exp (trA)∫ d[B] detβ(α−N+1−2/β)/2B exp (−trB)
×
∫ d[H] exp (ıtrH (A−B)) , (D.2)
where C is a normalization constant yet to be determined and B is a positivedefinite matrix in the same symmetry class as H and A. The resulting H integralis the matrix integral representation of the δ-function. Thus, if we insert this intoEq. (D.2), we find
Iα,N (A) = C
∫ d[B] detβ(α−N+1−2/β)/2Bδ (A−B) exp (−tr(B −A)) . (D.3)
Since B is a positive definite matrix, the B integral is non-zero only if A is a positivedefinite matrix as well. Hence, we perform the B integral and find
Iα,N (A) = CΘ(A)detβ(α−N+1−2/β)/2A , (D.4)In order to derive the normalization constant C , we compare Eq. (D.1) and Eq. (D.4)for A = 1p. For this particular choice of A Eq. (D.1) reduces to∫ d[H] exp tr(ıH + 1γ2N )
detα/γ1 (ıH + 1γ2N ) =Vol (GN ) γ−N−βN(N−1)/2+αβ/22
×
∫
RN
d[Y ] |∆N (Y )|β exp (tr (ıY + γ21N ))detαβ/2 (ıY + γ21N ) ,
(D.5)
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where Vol (GN ) is the volume of the diagonalizing group GN and depends on theparticular choice of normalization of the Haar measure. Because it does not dependon the function we are integrating over, it can be determined in a simple way usinga different weight function. The remaining eigenvalue integral reduces to a Selbergintegral. To show this we use [40]∫
RN
d[Y ] |∆N (Y )|2κdetla (ıY + a1N ) detlb (ıY − b1N ) = (2pi)N(a+ b)(la+lb)N−κN(N−1)−N
×
N−1∏
j=0
Γ (1 + κ+ jκ) Γ (la + lb − (N + j − 1)κ− 1)
Γ (1 + κ) Γ (la − jκ) Γ (lb − jκ) .
(D.6)
We take lb to be a function of b′ = b+ γ2 such that in the limit b′ →∞, lb(b)/b′ → 1and a = γ2. If we rescale both sides of Eq. (D.6) by a factor b′lb and perform thelimit b′ →∞, we obtain∫
RN
d[Y ] |∆N (Y )|2κ exp tr (ıY + γ21N )detla (ıY + γ21N ) = (2pi)N
N−1∏
j=0
Γ (1 + κ+ jκ)
Γ (1 + κ) Γ (la − jκ) . (D.7)
It remains to compute the volume of GN . This is achieved by choosing a weightwhich is most convenient for the calculation. We take a Gaussian distributed matrix
H in the same symmetry class as the H in Eq. (D.1) and the flat measure to be
d[H] = N∏
i=1
dHii β∏
l=1
∏
i<j
dH lij (D.8)
such that the group volume derives to
Vol (GN ) = ∫ d[H] exp (−trH2)∞∫
−∞
d[X] |∆N (x)|β exp (−trX2) =
√
pi
βN(N−1)/2
N∏
j=1
Γ (1 + β/2)
Γ (1 + jβ/2)
.
(D.9)
If we set A = 1N on the right hand side of Eq. (D.4), it reduces to
Iα,N (A) = C , (D.10)
such that a comparison with Eq. (D.5) leads to
C =
√
pi
γ2
βN(N−1)/2
γ
αβ/2
2
N∏
j=1
2pi/γ2
Γ (α+ β/2− jβ/2) , (D.11)
and therefore completes this section.
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