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Abstract—In this paper we propose a new ﬂuid model approach
in which a different description of the dynamics of trafﬁc sources
is adopted, exploiting partial differential equations. This new de-
scription of the source dynamics allows the natural representation
of short-lived as well as long-lived TCP connections, with no sac-
riﬁce in the scalability of the model. In addition, the use of partial
differential equations permits the description of distributions, in-
stead of averages, thus providing better accuracy in the results.
The comparison between the performance estimates obtained
with ﬂuid models and with ns-2 simulations proves the accuracy
of the proposed modeling approach.
Index Terms—Computer network performance, differential
equations, modeling, transport protocol, wide-area networks.
I. INTRODUCTION
A
NEWCLASSofsemi-analyticalmodelshasrecentlybeen
introduced in the networking arena, and today appears to
be the most promising approach for scalable and accurate per-
formance analysis of large IP networks. These new models,
often called ﬂuid models, adopt a deterministic description of
theaveragenetworkdynamicsthroughasetofdifferentialequa-
tions [1]–[5], thus neglecting the detailed, packet-by-packet de-
scription of the stochastic network dynamics. The resulting set
of differential equations is then solved numerically, obtaining
estimates of the time-dependent network behavior.
Themostattractivepropertyofﬂuidmodelsresidesinthefact
that their complexity (i.e., the number of differential equations
to be solved) is independent of the number of TCP ﬂows and of
link capacities, when considering trafﬁc scenarios comprising
only long-lived TCP ﬂows (commonly called elephants). In ad-
dition, ﬂuid models have been recently proved to capture the
limiting behavior of TCP elephants in single bottleneck topolo-
gieswhenthenumberofTCPﬂows,thebottleneckcapacityand
the buffer size jointly grow to inﬁnity [1], [6]–[9].
An important limit of the ﬂuid model approaches presented
so far in the literature is their poor representation of scenarios
comprising the short-lived TCP ﬂows (commonly called mice),
which are the majority of the ﬂows in the Internet.
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In this paper, we develop a ﬂuid model approach in which
the sources dynamics are described by partial differential equa-
tions. This new description of the source dynamics allows the
natural representation of TCP mice as well as elephants, with
no sacriﬁce in the scalability of the model. In addition, the use
of partial differential equations permits the description of TCP
window distributions, instead of averages, thus providing better
accuracy in the performance predictions.
The rest of this paper is organized as follows. Section II
overviews the ﬂuid model of IP networks originally proposed
by Misra, Gong, and Towsley [3]–[5], and Section III discusses
other previous works in the same area. Section IV describes
the modeling methodology that we propose in this paper, based
on partial differential equations, for the case of TCP elephants.
We ﬁrst introduce the simplest version of our model, and then
progressively extend it to cope with ﬁnite window sizes, fast
recovery, and drop-tail buffers. Results are shown along the
way, and compared with performance estimates generated by
ns-2 simulations, so as to prove the accuracy of the proposed
ﬂuid model approach. In Section V, we move on to considering
the case of TCP mice, generalizing the equations adopted for
TCP elephants; we point out the fundamental limitation of a
deterministic approach to describe the network behavior, and
suggest solutions to overcome this limitation. Numerical and
simulation results are then presented and discussed for different
network scenarios. Finally, Section VI concludes the paper.
II. MGT FLUID MODEL OF IP NETWORKS
In [3]–[5], Misra, Gong, and Towsley presented simple dif-
ferential equations to describe the behavior of TCP elephants
overnetworksofIP routersadoptinga RED(RandomEarlyDe-
tection [10]) active queue management (AQM) scheme. Their
approach (that we call MGT) spurred several research efforts
aiming at the application of various kinds of ﬂuid models to the
performance analysis of packet networks. It is important to note
thattheequationsoftheMGTmodelheavilyrelyontheassump-
tions mentioned above (all TCP connections are elephants, and
all IP routers adopt RED), and that the extension to mice and
drop-tail routers may be not simple.
Consider a network comprising router output interfaces,
equipped with FIFO buffers, and interfacing data channels at
rate (the extension to nonhomogeneous data rates is straight-
forward). The network is fed by classes of long-lived TCP
ﬂows; all the elephants within the same class follow the same
route through the network, thus experiencing the same round-
trip time (RTT), and the same average loss probability (ALP).
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At time all buffers are assumed to be empty. Buffers drop
packets according to their average occupancy, as dictated by a
RED AQM scheme.
A. TCP Source Evolution Equations
Consider the th class of elephants; the temporal evolution
of the average window of TCP sources in the class, ,i s
described by the following differential equation:
(1)
where is the average RTT for class , and is the loss
indicator rate experienced by TCP ﬂows of class .
The differential equation is obtained by considering the fact
that elephants can be assumed to always be in congestion avoid-
ance (CA) mode, so that the window dynamics are close to ad-
ditive increase, multiplicative decrease (AIMD). The window
increase rate in CA mode is approximatively linear, and cor-
responds to one packet per RTT. The window decrease rate is
proportional to the rate with which congestion indications are
received by the source, and each congestion indication implies
a reduction of the window by a factor two.
B. Network Evolution Equations
denotes the (ﬂuid) level of the queue in the th buffer
at time ; the temporal evolution of the queue level is described
by
(2)
where represents the ﬂuid arrival rate at the buffer,
the departure rate from the buffer (which equals , provided
that ) and the function represents the instanta-
neous loss probability at the buffer, which depends on the RED
parameters. An explicit expression for is given in [3] for
RED buffers.
If denotes the instantaneous delay of buffer at time ,
we can write
(3)
If indicates the set of ﬂows traversing buffer , and
are respectively the arrival and departure rates at buffer
referred to elephants in class , it results:
which means that the total amount of ﬂuid arrived up to time
at the buffer leaves the buffer by time , since the buffer
is FIFO.
C. Source–Network Interactions
Consider elephants in class . Let be the th buffer
traversed by them along their path of length . The RTT
perceived by elephants of class satisﬁes the following
expression:
(4)
where is the total propagation delay1 experienced by ele-
phantsinclass , and is thetimewhen theﬂuid injectedat
time by the TCP sources reaches the th buffer along its path
.W eh a v e
(5)
The loss indicator rate is instead given by
(6)
where is the instantaneous emission rate of TCP
sources, is a calibration parameter, and is the instanta-
neous loss probability experienced by elephants in class :
(7)
Finally
(8)
where ,ifbuffer istheﬁrstbuffertraversedbyelephants
of class , and 0, otherwise; is derived by the routing matrix,
being if buffer immediately follows buffer along
; is the number of class active ﬂows.
It can be observed that the MGT ﬂuid model is extremely
simple, requiring just one equation per class of elephants, thus
being capable of scaling to quite large network models. How-
ever, we must also note that the description of TCP mice with
theMGTmodelisnotnatural,because(obviously)thestarttime
of each mouse determines its window dynamics over time. This
aspect is not captured by (1), and one equation has to be written
for each mouse, as in [2]. This means that the independence of
the ﬂuid model complexity with respect to the number of ﬂows
islost.Moreover,theMGTmodel,duetothefactthatitonlyde-
scribes the average dynamics, also has problems in coping with
drop-tailbuffers.Finally,thecalibrationparameterin(6),which
is necessary to compensate for the use of the average window
size, instead of the window size distribution, must be set empir-
ically.
III. PREVIOUS WORK ON FLUID MODELS
Tothebestofourknowledge,ﬂuidmodelswereﬁrstproposed
in [3] to study the interaction between TCP elephants and a
REDbufferinapacketnetworkconsistingofjustonebottleneck
link. In [5], the authors have recently extended their model to
1Equation (4) comprises the propagation delay g in a single term, as if it
were concentrated only at the last hop. This is just for the sake of easier reading,
since the inclusion of the propagation delay of each hop would introduce just a
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consider general multi-bottleneck topologies comprising RED
routers.
The equations reported in Section II brieﬂy summarize the
ﬂuid model proposed in [5], which constitutes the starting point
for our work. This set of ordinary differential equations must be
solved numerically, using standard discretization techniques.
In [1] and [2], an alternative ﬂuid model has been proposed
to describe the dynamics of the average window for TCP ele-
phants traversing a network of drop-tail routers. The behavior
of such a network is pulsing: congestion epochs in which some
buffers are overloaded (and overﬂow) are interleaved to periods
of time in which no buffer is overloaded, and no loss is experi-
enced, due to the fact that previous losses forced TCP sources
to reduce their sending rate. In such a setup, a careful analysis
of the average TCP window dynamics at congestion epochs is
necessary, whereas sources can be simply assumed to increase
their rateatconstant speedbetweencongestion epochs.This be-
haviorallowsthedevelopmentofﬂuidequationsandanefﬁcient
methodology to solve them. Ingenious queueing theory argu-
ments are exploited to evaluate the loss probability during con-
gestion epochs, and to study the synchronization effect among
sources sharing the same bottleneck link. Also in this case, the
complexity of the ﬂuid model analysis is independent of link
capacities and of the number of TCP ﬂows. An extension that
allows considering TCP mice has also been proposed in [1] and
[2]. In this case, since the dynamics of TCP mice with different
size and/or different start times are different, each mouse must
be described with two differential equations; one representing
the average window evolution, and one describing the workload
evolution.Asaconsequence,oneofthenicestpropertiesofﬂuid
models, the insensitivity of the complexity with respect to the
number of TCP ﬂows, is lost.
In [6]–[9], ﬂuid models have been exploited to prove proper-
ties related to the asymptotic behavior of a single RED bottle-
necktopologyfedbylonglivedTCPconnectionsinthesocalled
“many ﬂows regime”, i.e., when the number of TCP ﬂows, the
bottleneck capacity, and the buffer-size increase jointly to in-
ﬁnity. In particular, in [9] the windows size dynamic for a pop-
ulation of long-lived TCP connections is represented by a
stochastic process whose time samples are the window size dis-
tributions (the process is said to be measure-valued), and the
mean ﬁeld dynamics of the process are described by a deter-
ministic “transport equation” which can be approximated by a
partial differential equation, under mild assumptions.
In this paper, differently from [9], we adopt an approach
which allows us to directly obtain an approximate description
of the TCP source window size distribution dynamics, based on
partial differential equations. We also show that our description
of the source dynamics allows a natural representation of mice
as well as elephants, with no sacriﬁce in the scalability of the
model.
IV. MODELING TCP ELEPHANTS
The class of ﬂuid models that we propose in this paper differs
from theprevious proposals (with the exception of [9]) because,
instead of describing just the evolution of the average window
size of TCP sources, we model the evolution of the window size
distribution for the TCP ﬂow population. This major improve-
ment in the representation of the TCP sources dynamics gives
us the advantage of a greater model ﬂexibility, which: 1) allows
TCP mice to be described in a way such that the insensitivity of
complexity with respect to the number of TCP ﬂows is main-
tained and 2) permits the modeling of networks in which AQM
routers coexist with drop-tail routers.
In other words, rather than just describing the average TCP
connection behavior, we statistically model the dynamics of the
entire population of TCP ﬂows sharing the same path. This ap-
proach leads to systems of partial derivatives differential equa-
tions, and produces more ﬂexible models, which scale indepen-
dently of the number of TCP ﬂows.
In this section, we ﬁrst introduce the basic model for the TCP
ﬂow population. This basic model can be extended by adding
severalfeatures,whichpermitaprogressivelymoreaccuratede-
scription of the behavior of TCP sources. Such extensions are
described one by one for the sake of readability, but they can
be combined at will, to obtain models with the desired level of
accuracy and numerical complexity.
A. Basic TCP Sources
To begin, consider a ﬁxed number of TCP elephants. We use
to indicate the number2 of elephants of class whose
window is at time . For the sake of simplicity, we consider
just one class of ﬂows, and omit the index from all variables.
The source dynamics are approximately described by the fol-
lowing equation, for :
(9)
where is the loss indication rate. A formal derivation of
(9) is given in Appendix A. Note that this equation is equivalent
to the deterministic transport equation reported in Corollary 1
of [9], which was obtained by applying Mean Field Analysis.
The intuitive explanation of the formula is the following. The
time evolution of the population described by is gov-
erned by two terms: 1) the integral accounts for the growth rate
of due to sources with window between and that
experience losses, and 2) the second term is the decrease rate
of due to sources increasing their window with rate
.
The quantity can be computed by recalling (6):
(10)
in which the current window size of the sources that emitted the
lost ﬂuid approximates the window size value at which those
sources emitted this ﬂuid. Intuitively, this loss model distributes
the lost ﬂuid over the entire population, proportionally to the
window size. Note that this loss model does not require any cal-
ibration parameter, contrary to the MGT model; indeed, statis-
tics like the variance of the TCP ﬂow windows size impacts on
the network stationary behavior.
2P (w;t) is assumed to be a continuous function IR ! IR due to the ﬂuid
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Fig. 1. Fluid model (left) and ns-2 (right): average window size distribution for 8 TCP elephants traversing a single bottleneck link with RED buffer, varying
their maximum window size; these TCP ﬂows compete with 8 other TCP elephants with maximum window size 64.
B. Accounting for the Maximum Window Size
We now extend thebasic model of (9) to account for themax-
imum window size of TCP sources, that we denote by .
It holds that
(11)
for , where is the unit step function, and
is the number of TCP ﬂows whose window is exactly
equal to .
For we can write
(12)
with the boundary conditions and
. The derivation of (11)
is very similar to that of (9). The ﬁrst term in (11) is the
contribution of all TCP sources which experience losses at
window size between and ( if exceeds it). The
second term of (11) is the contribution of all TCP sources at
maximum window size that experience losses; note that this
contribution exists only for windows greater than .
The growth rate of is obtained as the limit of the
usual growth rate of . The de-
crease rate of is simply .
C. Experiments With RED Buffers
In this subsection, we discuss some numerical results refer-
ring to the mathematical model in (11). Before proceeding, we
notice that all the results shown in this paper were obtained by
numerically solving the model. For this purpose, we applied
standard discretization techniques; in particular, a ﬁrst-order ﬁ-
nite differences method for the sources equations, and a fourth-
order Runge–Kutta method for the queue equations, as better
explained in Appendix E.
TABLE I
MAXIMUM WINDOW SIZE W AND AVERAGE WINDOW SIZE (AWS) (IN
PACKETS) FOR CLASS 2F LOWS,A VERAGE QUEUE LENGTH (AQL) (IN
PACKETS) AND AVERAGE LOSS PROBABILITY (ALP) FOR THE
EXPERIMENTS OF SECTION IV-C
Consider the case of a single bottleneck link topology
in which a gentle version of the RED AQM algorithm
( , , , )
is implemented, with two classes of eight TCP elephants
saturating the link capacity ( Mb/s), assuming a
propagation delay equal to 30 ms. We compare the results of
three different experiments, in which the ﬁrst elephant class
(class 1) has always maximum window size 64, while the other
class (class 2) has maximum window size 64, 32, and 24. The
packet size for this and all other experiments in this paper is
10000 bits. In Fig. 1, we show the window size probability
density function of elephants in class 2 predicted by our model
and by ns-2. In Table I, we compare the average window size,
the average queue length and the loss probability for the model
and the ns-2 simulator. Note that for lower , the average
window size of class 2 elephants is smaller; at the same time,
the average window size for class 1 ﬂows increases, so that the
average window size of all the 16 TCP elephants is roughly
constant and equal to 20. A model without window size clip-
ping, like for example the one in [3]–[5], is capable of correctly
estimating the average window size of the 16 elephants, but
fails in capturing the differences among classes with different
maximum window size values. The comparison clearly shows
that the ﬂuid model is quite accurate.
D. Considering Fast Recovery
Newer versions of TCP (such as NewReno—see RFCs 2581
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even in the case of multiple losses. To model this fact, we divide
the population of TCP ﬂows whose congestion window is
at time in two classes: class comprises all sources that expe-
rienced losses during the last RTT, while class is composed
by remaining sources,3 so that .
We can write
(13)
(14)
A formal derivation of (13) and (14) is reported in Appendix B.
An intuitive explanation of the two equations can be provided
as follows. In the right-hand side of (13), the ﬁrst two terms
account for the decrease rate of the number of elephants of class
whose window is at time , due to: (i) sources in class
experiencing losses and moving to class , (ii) sources in
class increasing their window. The third term refers to the
sources moving to class from class after experiencing a
RTT without losses. In the right-hand side of (14), the ﬁrst term
accounts for the growth rate of the number of elephants of class
whose window is at time , due to sources in class
experiencing losses. The second and third terms account for the
decrease rate due to: 1) sources moving to class from class
after a RTT without losses and 2) sources in class increasing
their window.
More general ﬂuid equations describing TCP elephants and
accountingfortheTCPthresholdmechanismsandfortime-outs
are reported in [13].
E. Modeling Drop-Tail Buffers
As we have already mentioned, a ﬂuid model for the descrip-
tionofREDAQMschemeswasoriginallyproposedin[3].RED
matches quite well the ﬂuid modeling approach, since in RED
buffers the loss probability is a smooth function of the queue
length averaged over a rather long time window. The case of
drop-tail buffers is instead much more difﬁcult to describe with
ﬂuid models, since in this case the loss probability is a discon-
tinuous function of the instantaneous queue size.
Many studies have shown that the behavior of networks car-
rying TCP trafﬁc is pulsing: congestion epochs in which some
buffers are overloaded (and overﬂow) are interleaved to periods
of time in which trafﬁc is lighter, buffers are not saturated, and
no loss is experienced. Light trafﬁc periods are the result of
lossesatthepreviouscongestionepochs,thatforceTCPsources
to reduce their emission rate. As a consequence, the loss pro-
cessesexperiencedbyTCPﬂowstraversingdrop-tailbuffersare
quitebursty.Thisburstinessinducesahighdegreeofcorrelation
(synchronization) among the dynamics of TCP sources sharing
3For the sake of simplicity, the equations in this section and in the rest of
the paper do not consider the effect of the maximum window size. However, in
all numerical results that are presented in this paper the effect of the maximum
window size is always accounted for.
Fig.2. Fluidmodelandns-2simulator:queuesizeevolutionforonebottleneck
link fed by a drop-tail buffer and traversed by TCP elephants.
the same buffer. In addition, during congestion epochs, losses
are not evenly distributed among TCP ﬂows, but are more likely
to affect TCP sources with larger window size. In this context,
it is necessary to distinguish among sources with different in-
stantaneous window size, while at the same time accounting for
the effects of the TCP fast recovery mechanism, which prevents
TCP sources from halving their window several times within
one round trip time.
The level of detail in the description of the TCP sources dy-
namics adopted in this paper allows an easy description of the
time-dependent behavior of the packet loss probability:
(15)
thatis, the loss probability equals (the
relativedifferencebetweentheinstantaneousarrivalrateandthe
service rate) only when the buffer is full, being the capacity
of buffer , and the indicator function.
A different approach is used in [1] and [2] to describe the
dynamics of the average window size for TCP ﬂows traversing
a network with drop-tail buffers. In those papers, the loss indi-
catorrate is obtainedby applyingqueueing theoryresults which
are not “internal” to the ﬂuid model. That approach is probably
difﬁcult to generalize to networks including both drop-tail and
AQM buffers.
F. Experiments With Drop-Tail Buffers
In this subsection, we brieﬂy comment some numerical re-
sults obtained with our modeling approach in the case of drop-
tail buffers.
First, we consider the case of a single bottleneck link (with
datarate Mb/s,propagation delay30ms), traversedby
just one class of 30 TCP elephants, with maximum window size
64 packets; the maximum buffer size is set to 1000. The curves
in Fig. 2 show the queue size evolution over time. Our model
capturesthewell-knownoscillatingbehaviorofTCP,whichwas
observed in simulation experiments as well as measurements
[11], [12].
The results of ns-2 simulations are reported in Fig. 2 and
Table II for comparison, and again show that the ﬂuid model
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TABLE II
AVERAGE WINDOW SIZE (AWS), AVERAGE QUEUE LENGTH (AQL) AND
AVERAGE LOSS PROBABILITY (ALP) FOR THE SETUP OF SECTION IV-F
Fig. 3. Fluid model: window size evolution for three long-lived TCP ﬂows
with interfering UDP trafﬁc.
The second scenario we consider is a network topology com-
prisingtwolinks,theﬁrstfedbyaREDbuffer,thesecondfedby
a drop-tail buffer.4 The links are crossed by ﬁve classes of ele-
phants. Two classes of TCP ﬂows are single-hop (TCP0 crosses
the ﬁrst link, TCP1 crosses the second one), while the other one
(TCP2) crosses both links; the two links are also crossed by two
interfering classes of CBR UDP ﬂows (UDP3 crosses the RED
buffer, UDP4 crosses the drop-tail buffer). UDP3 is on in the
time interval [10, 30] s, UDP4 in the time interval [20, 40] s:
when the UDP ﬂows are on, they consume about 40% of the
bandwidth of their link. Fig. 3 shows plots of the window size
evolutionfor thethreeTCP ﬂowclasses. WhenUDP3starts, the
window size of the two TCP ﬂow classes sharing the same link
decreases; when also UDP4 starts, thewindow size of TCP1 de-
creases, and again that of TCP2 goes down, in favor of TCP0.
The window size of TCP0 and TCP2 increases when UDP3
ends,whilethoseofTCP1andTCP2increasewhenUDP4ends.
The results of ns-2 simulations for the same setup once more
showthattheﬂuidmodelisquiteaccurate:forinstance,inFig.4
we overlap the curves of the model and the ns-2 simulator for
the TCP0 elephants. Complete ns-2 results can be found in [13].
These results prove that our model can cope with both con-
trolled (TCP) and uncontrolled (UDP) long-lived ﬂows, and is
capable of predicting the TCP transient effects due to the pres-
ence of on-off interfering sources.
V. MODELING TCP MICE
We now come to the very important issue of modeling TCP
mice, whose dynamics are mostly, if not completely, due to
the slow-start algorithm, and in particular to the ﬁrst slow-start
4It is worth observing that all previous applications of ﬂuid models to packet
networksalwaysconsideredeitherREDbuffers,ordrop-tailbuffers,butthe two
types of buffers were never mixed, since the ﬂuid models could not support this
feature.
Fig. 4. Overlap of TCP0 curves from the ﬂuid model (Fig. 3) and ns-2.
phase that is executed when the TCP connection is opened. For
this reason, in order to model TCP mice, we model the initial
slow-start phase up to the ﬁrst loss or to the ﬁrst hit of the max-
imum window size, and then we assume that ﬂows stay in con-
gestion avoidance for the rest of the connection lifetime.
Let be the number of ﬂows in slow-start with
window size and residual workload at time . Analo-
gously, refers to ﬂows in congestion avoidance. We
can write
(16)
(17)
A formal proof of these equations is given in Appendix C. An
intuitive explanation is as follows. In (16), the ﬁrst two terms
on the right-hand side account for the decrease rate of
dueto:1)sourcesincreasingtheirrate(ﬁrstterm)and2)sources
terminating because of null residual workload (second term).
The last three terms account for the growth rate of .
The third term takes into account those sources with previous
residual workload slightly greater than , assuming at time a
; theweightof thistermis because thework-
load is reduced with an average rate equal to units of ﬂuid
perRTT. Thefourthterm represents those sourcesin congestion
avoidance with window between and and residual work-
load that experience a loss. They are added to
because their window is halved (and becomes ) and their
residual workload goes back to , as the lost unit of ﬂuid must
be retransmitted. Finally, the ﬁfth term represents an increase
similar to the fourth term, applied to sources in slow-start: these
sources,withwindowsizebetween1and andresidualwork-
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in which they are in congestion avoidance, their window is
and their residual workload goes back to .
Equation (17) is very similar to (16), since the evolution of
with respect to the residual workload (second and
third terms) is the same, and the ﬁrst term differs only for the
fact that the window growth is in this case exponential rather
than linear. Moreover, the fourth term refers to sources moving
intocongestionavoidancebecauseofaloss[similarlytotheﬁfth
term of (16)]. Finally, being the mice arrival rate, the last
term accounts for newly activated TCP mice.
Note that the representation of the TCP window dynamics
over the space allows us to distinguish among TCP mice
with different instantaneous window sizes, thus providing the
correct level of detail for the analysis of this type of TCP ﬂows.
Indeed, TCP mice open in slow-start, with window 1, and then
their window evolves according to (16) and (17).
The model of TCP mice can be simpliﬁed by assuming ﬂow
lengths to be exponentially distributed, with average . Thanks
to the memoryless property of the exponential distribution, we
can write
(18)
(19)
where is the average loss probability experienced by the
ﬂow, during its total active period. The formal derivation of the
second term is reported in Appendix D. We can approximate
by using the same approach proposed in [3] and [4] to
evaluate the average loss probability in a RED queue; we obtain
(20)
with theinstantaneouslossprobability,deﬁnedin(6),and
the average window size at time .
We wish to stress the fact that (18)–(20) provide quite a pow-
erful tool for an efﬁcient representation of TCP mice, since a
wide range of distributions (including those incorporating long-
tail distributions) can be approximated with an arbitrary degree
of accuracy by a mixture of exponential distributions [14].
A. Randomness in Fluid Models
The ﬂuid models that we have presented so far provide a de-
terministic description of the network behavior, thus departing
from the common approach of attempting a probabilistic
description of the network dynamics by means of stochastic
models, such as continuous-time or discrete-time Markov
chains and queueing models.
Deterministicﬂuidmodelshavebeenproventorepresentcor-
rectly the asymptotic behavior of TCP when the number of ac-
tive ﬂows (elephants) tends to inﬁnity [8].
Indeed, when considering scenarios with only elephants, ran-
domness,whichiscompletelylostinﬂuidmodels,playsaminor
role, because queues tend to be heavily congested, and the loss
rate is basically determined by the load offered by TCP connec-
tions in excess of the bottleneck capacity.
Instead, ﬂuid models are not suitable to analyze network sce-
narios in which the capacity of the links is not saturated. In par-
ticular, they completely fail to predict the behavior of a network
loadedonlybyTCPmice:iflinksareunderloaded(i.e.,theirav-
erage utilization is smaller than one), ﬂuid models predict that
buffers are constantly empty. This is not what we observe and
measure in packet networks; the discrepancy is essentially due
to the fact that, in underload conditions, the stochastic nature
of the input trafﬁc plays a fundamental role that cannot be ne-
glected.
Randomness, indeed, impacts the system behavior at many
levels:
1) at ﬂow level, since the arrival process of TCP ﬂows ex-
hibits a nonnegligible burstiness, which causes the short-
term offered load at the queues to randomly vary over
time, thus leading to sporadic periods of congestion;
2) at packet level, since the arrival process of packets at
queues exhibits a bursty behavior, thus causing sporadic
buffer overloads also during periods in which the average
utilization factor is smaller than 1.
This implies that, when analyzing the behavior of under-
loaded networks, the complete determinism of ﬂuid models is
not satisfactory: we must stop short of reducing the network
operations to the deterministic evolution of average parameters,
keeping in the model some of the stochastic characteristics of
the network behavior. This can be done by using stochastic
differential equations, rather than deterministic differential
equations, to describe the system dynamics, and then solving
them (for example) with a Monte Carlo technique.
In practice, with respect to the model we just presented, we
can:
1) use a Poisson counter with average to describe the
mice arrival rate, rather than a deterministic rate, so that
instead of (19) we have a stochastic partial differential
equation.
2) use a nonhomogeneous Poisson process to describe the
completion of TCP connections; the average at time of
such process is represented by the second term of (18); by
so doing, also (18) becomes a stochastic partial differen-
tial equation. Note that this suggests that, due to retrans-
missions, the completion time of connections increases as
their loss probability grows.
3) use a Poisson point process (possibly with batch arrivals)
to describe the workload emitted by TCP sources, rather
than a continuous deterministic ﬂuid process, but keeping
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Fig.5. Averagewindowsizeevolutionforelephantscompetingwithmiceona
single bottleneck link; the average window size decreases when the mice arrival
rate grows from 100 to 400 connections/s.
Of course, this is only one possible approach to account for
randomnesswhenstudyingthebehaviorofTCPmice;wedonot
claimanyoptimalityofthisapproach,andadeeperinvestigation
is needed about the possible ways of coping with randomness,
without losing the property of independence of the model com-
plexity with respect to the number of ﬂows.
B. Experiments With Mice
In this subsection, we discuss results for network scenarios
comprising TCP mice. First, we consider a case in which both
mice and elephants coexist. Second, we investigate the impact
of the source emission model in a scenario where only mice are
active. Third, we study the impact of the ﬂow size distribution.
Finally, we investigate the invariance properties of the network
when mice are present.
1) Results With Both Elephants and Mice: These ﬁrst re-
sults refer to a single bottleneck link fed by a drop-tail buffer.
The buffer size is equal to 1000 packets, the link capacity is
Mb/s, the propagation delay between TCP sources
and buffer is 30 ms. Twenty TCP elephants are active, with
maximum window size 64 packets, and coexist with TCP mice,
whose length is geometrically distributed with mean 20 seg-
ments. The TCP mice arrival rate is set equal to 100, 200, and
400 connections per second. The presence of elephants is cru-
cial in order to saturate the link bandwidth, because they con-
sume the capacity that is not used by mice. Indeed, in Fig. 5
and Table III we can see that the average window size for ele-
phants decreases when the arrival rate of mice increases. In the
same table, we also report the average completion time (ACT)
of mice, obtained from the average number of active mice, by
applying Little’s theorem.
Table III and Fig. 5 also report the results of ns-2 simulations
for the same setup, for comparison: the ﬂuid model can be ob-
served to be quite accurate in this case too.
2) Results With Mice Only: Impact of the Emission
Model: If elephants are removed from the network, deter-
ministic ﬂuid models do not provide useful information about
the network behavior, as explained in Section V-A. As a conse-
TABLE III
ARRIVAL RATES (AR), AVERAGE COMPLETION TIMES (ACT), AVERAGE
WINDOW SIZE (AWS), AVERAGE QUEUE LENGTH (AQL) AND AVERAGE LOSS
PROBABILITIES (ALP) FOR THE EXPERIMENTS OF SECTION V-B.
TABLE IV
PARAMETERS OF THE HYPER-EXPONENTIAL DISTRIBUTION
APPROXIMATING THE PARETO DISTRIBUTION
quence, we now consider ﬂuid models employing the stochastic
extensions described in Section V-A.
Consider a single bottleneck link fed by a drop-tail buffer,
with capacity equal to 1000 packets. The link data rate is
1.0 Gb/s,whilethepropagationdelaybetweenTCPsourcesand
buffer is 30 ms. In order to reproduce a TCP trafﬁc load close to
whathasbeenobservedontheInternet,ﬂowsizesaredistributed
according to a Pareto distribution with shape parameter equal to
1.2 and scale parameter equal to 4.
Using the algorithm proposed in [14], we approximated the
Pareto distribution with a hyper-exponential distribution of the
ninth order, whose parameters are reported in Table IV. The re-
sulting average ﬂow length is 20.32 packets. Correspondingly,
nineclassesofTCPmiceareconsideredinourmodel.Themax-
imum window size is set to 64 packets for all TCP sources. Ex-
periments with loads equal to 0.6, 0.8 and 0.9 were run; how-
ever, for the sake of brevity, we report here only the results for
load equal to 0.9.
Fig.6comparesthequeue lengthsdistributionsobtainedwith
ns-2, and with the stochastic ﬂuid model.
While in the model the ﬂow arrival and completion processes
havebeen randomizedaccording toa nonhomogeneousPoisson
process(seeSection V-A),different approacheshavebeen con-
sideredtomodelthetrafﬁcemittedbysourcesinasmallinterval
:
Poisson: the emitted trafﬁc is a Poisson process with time-
varying rate;
Det-B: the emitted trafﬁc is a batch Poisson process with
time-varying rate and constant batch size, equal to the in-
stantaneous average TCP mice window size;
Exp-B: the emitted trafﬁc is a batch Poisson process with
time-varyingrateandexponentialbatchsize,whosemeanis
equal to the instantaneous average TCP mice window size;AJMONE MARSAN et al.: USING PARTIAL DIFFERENTIAL EQUATIONS TO MODEL TCP MICE AND ELEPHANTS IN LARGE IP NETWORKS 1297
Fig. 6. Queue length distribution for single drop-tail bottleneck, varying the
randomprocessmodelingtheworkloademittedbytheTCPsources;comparison
with ns-2 simulator.
Win-B: the emitted trafﬁc is a batch Poisson process with
time-varying rate, in which the batch size distribution is
equal to the instantaneous TCP mice window size distribu-
tion.
ThePoissonapproachcorrespondstothemosttraditionaland
simple choice; however, as shown in [15], the trafﬁc emitted
by a population of TCP sources, along with the well-known
effects of long-range correlation, which are essentially due to
the slow ﬂuctuations in the number of active ﬂows (as shown
later), also exhibits some short-term burstiness, which is inti-
mately related to the TCP window mechanism, and must be
considered by an accurate model. For this reason, following the
approach proposed in [15], we modeled the trafﬁc emitted by
TCP sources as a Poisson process with batch arrivals, where
the batch size is adapted to the current windows size of TCP
sources. According to the Det-B and Exp-B approaches, the
batch size distribution is adapted to the current TCP window
sizedistributionbymatchingjusttheﬁrstmoment;instead,with
the Win-B approach, a complete match between the batch size
andthewindowsizedistributionsispossible.Asaconsequence,
we expect that the Win-B approach outperforms both Det-B and
Exp-B. Indeed, Fig. 6 conﬁrms our expectations. If we use a
Poissonprocesstomodeltheinstantsinwhichpackets(or,more
precisely, units of ﬂuid) are emitted by TCP sources, the re-
sults generated by the ﬂuid model cannot match the results ob-
tained with the ns-2 simulator. Instead, the performance predic-
tions obtained with the ﬂuid model become quite accurate when
the workload emitted by TCP sources is taken to be a Poisson
process with batch arrivals. The best ﬁtting (conﬁrmed also by
several other experiments, not reported here for lack of space)
is obtained for batch size distribution equal to the instantaneous
TCP mice window size distribution (case Win-B). Note that our
proposed class of ﬂuid models naturally provides the informa-
tion about the window size distribution.
Table V reports the average loss probability, the average
queue length, and the average completion time for each class of
TCP mice, obtained either with ns-2, or with the Poisson and
Win-B models. The Poisson model signiﬁcantly underestimates
the average queue length and loss probability, thus producing
TABLE V
AVERAGE LOSS PROBABILITY (ALP), AVERAGE QUEUE LENGTH (AQL) AND
AVERAGE COMPLETION TIMES (ACT) IN SECONDS OF THE NINE CLASSES OF
MICE FOR THE SETUP OF SECTION V-B
TABLE VI
PARAMETERS OF THE THREE FLOW LENGTH DISTRIBUTIONS
an optimistic prediction of completion times. The Win-B model
moderately overestimates the average queue length and loss
probability, as pointed out in [15]. However, for very short
ﬂows, completion time predictions obtained with the Win-B
model are slightly optimistic; this is mainly due to the fact that
an idealized TCP behavior (in particular, without timeouts) is
considered in the model.
3) Results With Mice Only: Impact of the Flow Size: We
now discuss the ability of our model to capture the impact on
the network behavior of the ﬂow size variance.
We consider three different scenarios, in which ﬂow lengths
are distributed according to either an exponential distribution
(“Distr.1”),orhyper-exponentialsofthesecondorder(“Distr.2”
and “Distr.3”). For all three scenarios, we keep the average ﬂow
size equal to 20.32 (this is the average ﬂow size used in the pre-
vious subsection), and we vary the standard deviation . De-
tailed parameters of our experiments are reported in Table VI.
Table VII shows a comparison between the results obtained
with either the Win-B model or ns-2. As in previous experi-
ments, the model moderately overestimates both the average
loss probability and the average queue length. The discrepan-
cies in the average completion times between model and ns-2
remain within 10%.
Fig. 7, which reports the queue length distributions obtained
by the model in the three scenarios, emphasizes the signiﬁcant
dependency of the queue behavior on the ﬂow size variance.
This dependency is mainly due to the complex interactions be-
tween the packet-level and ﬂow-level dynamics which are due
to the TCP protocol.
4) Results With Mice Only: Impact of the Link Ca-
pacity: Finally, we discuss the effect on performance of
the link capacity. The objective of this last study of networks
loadedwithTCPmiceonlyistoverifywhethertheperformance
of networks which differ for a multiplicative factor in capacities
show some type of invariance, like in the case of elephants.
More precisely, we wish to determine whether the queue
length distribution exhibits any insensitivity with respect to
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TABLE VII
AVERAGE LOSS PROBABILITY (ALP), AVERAGE QUEUE LENGTH (AQL) AND
AVERAGE COMPLETION TIMES (ACT) IN SECONDS OF THE DIFFERENT
CLASSES OF MICE FOR THE SETUP OF SECTION V-B, HAVING INTRODUCED
RANDOM ELEMENTS
Fig. 7. Queue sizedistributionforsingle drop-tailbottleneck,varyingthe ﬂow
length distribution.
intensity. This curiosity is motivated by the fact that in many
classical queueing models (e.g., the M/M/1 queue, possibly
with batch arrivals) the queue length distribution depends only
on the average load, not on the server speed.
We consider the third scenario (“Distr.3”) of the previous ex-
periment, we ﬁx the trafﬁc load at 0.9, and we study four dif-
ferent networks, in which the bottleneck capacity is equal to
10 Mb/s, 100 Mb/s, 1 Gb/s, and 10 Gb/s, respectively.
The results of the ﬂuid model, depicted in Fig. 8, show that,
in general, the queue length distribution exhibits a dependency
on the link capacity. The packet-level behavior, indeed, strongly
depends on ﬂow-level dynamics, which cause a slowly varying
modulation of the arrival rate at the packet level. The ﬂow-level
dynamics, however, do not scale up with the capacity of the
system, since the random variable which represent the number
of active ﬂows has a coefﬁcient of variation which decreases
as we increase the system capacity (consider, for example, the
Poisson distribution of the number of active ﬂows proposed in
[16]).
Nevertheless, when the capacity of the system becomes very
large (in the considered example, greater than 1 Gb/s) the de-
pendence of the queue distribution on capacity tends to vanish,
and the queueing behavior becomes indeed independent from
the link capacity. This phenomenon was conﬁrmed by ns-2 sim-
ulations.
This behavior is mainly due to the fact that when the capacity
becomes very large, the coefﬁcient of variation of the number
of active ﬂows becomes small. As a consequence, the effects of
Fig. 8. Queue size distribution for single drop-tail bottleneck, varying the
bottleneck capacity.
the ﬂow-leveldynamics on the network performance tend to be-
comenegligible,andthepacket-levelbehaviorresemblesthatof
a single server queue loaded by a stationary Poisson (or batched
Poisson) process, for which the queue length distribution is in-
dependent of the server capacity.
To conﬁrm this intuition, we solved the ﬂuid model by elim-
inating the randomness at the ﬂow level (i.e., in the ﬂow arrival
and departure processes), and we observed that the dependency
on the capacity disappears.
We would like to remark, however, that the ﬂow length dis-
tribution plays a major role in determining the system capacity
above which the queue length distribution no longer depends
on the system capacity—the invariance phenomenon appears at
higher data rates when the variance of the ﬂow length distribu-
tion increases.
VI. CONCLUSION
In this paper, we have proposed a new ﬂuid model approach
for the investigation of the performance of IP networks loaded
by TCP mice and elephants (as well as UDP ﬂows). Our ap-
proach exploits partial differential equations, thus permitting
the description of distributions, instead of averages, hence
achieving better accuracy in the results with respect to previ-
ously proposed ﬂuid modeling approaches.
The performance estimates obtained with our ﬂuid models
have been compared against ns-2 simulations in the cases in
which the latter are feasible, proving both the accuracy and the
scalability of the proposed modeling approach.
In case of underloaded networks populated only by TCP
mice, we have pointed out a fundamental limitation in the
deterministic approach to describe the network dynamics,
and we have suggested and discussed different solutions to
introduce randomness in ﬂuid models in order to obtain reliable
predictions of the system behavior.
APPENDIX A
PROOF OF (9)—BASIC SOURCES
We wish to estimate the evolution of ;w ed e ﬁne
as the probability density of theAJMONE MARSAN et al.: USING PARTIAL DIFFERENTIAL EQUATIONS TO MODEL TCP MICE AND ELEPHANTS IN LARGE IP NETWORKS 1299
window distribution at time . Consider a small enough such
that .Let bethenumberofsourceswith
window at time , but with window at time .
All the sources which do not experience any loss indication
during the interval increase their window with rate
. Among these sources, includes only the ones
with initial window , since they will exceed
by time . If we assumethatthe lossindication processcan
be approximated locally (i.e, in the small interval )
with a Poisson process with rate , the probability that no
losses are experienced during is ( );
then
(21)
Now let be the number of sources with at
time , but with window at time . include only
the sources: 1) with window in the range at
time , and 2) receiving a loss indication in the interval
. Note that the probability of receiving multiple loss indica-
tions is , hence, negligible. Hence,
(22)
Since , we can ﬁnd
(9):
APPENDIX B
PROOF OF (13) AND (14)—SOURCES WITH FAST
RECOVERY MECHANISMS
The proof is similar to the previous one. Let
and . Consider the
sources of class moving to class during the interval
; among these, will have a window and will
contribute to increase . Analogously to (22):
The number of sources of class exceeding by time
is, analogously to (21):
(23)
Now consider the population of sources which will leave class
because an RTT is elapsed. We assume an exponential distri-
bution of the departure time of each source from class , with
average . Hence, the number of sources moving from class
to class will be , by observing
thatthe fraction of sourcesthat already left class by the end of
is . Now observe that the
,deﬁnedasthenumberofsourcesmovingfromclass to
class and exceeding window , will include sources counted
inboth and .Thesesourcecanbederivedby ,
since . Now we are able to add all the
contributions:
(24)
By recalling (23), we can compute
whose limit is
In other words, is negligible with respect to .
Hence, from (24) we ﬁnd (14):
We can now estimate
where are the sources in class exceeding window by
the time interval and the sources moving from class
to class , due to losses. It holds that
Analogously to , .I t
can be shown that is negligible with respect to .
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APPENDIX C
PROOFS OF (16) AND (17)—SOURCES WITH FINITE FLOWS
The only terms which need a formal proof are the ones which
model the workload evolution. is the number of sources
which enter during a time interval of size because
theirworkloadhasjustdecreased. isgivenbyallthesources
with window between 1 and , and residual workload between
and , being the instantaneous emission
rate of sources with window . Formally
Finally
Toaccountforthesourceswhichstoptheiractivityduringthe
time interval of size , it is enough to set .
APPENDIX D
PROOFS OF (18) AND (19)—SOURCES WITH FINITE FLOWS
EXPONENTIALLY DISTRIBUTED
Regarding (18) and (19), we prove formally only those terms
accounting the variation of the population due to the
variation of the sources residual workload. Consider a time in-
tervalofsize andasourcewhichdoesnotexperienceanyloss
with window . The probability that this source stops within
the interval, i.e., its residual life time is less than , is equal
to , thanks to the
memorylessproperty.Then,thecontributionofthesourcesstop-
ping is
The ﬁnal contribution is given by multiplying the previous for-
mula for ( ), corresponding to the number of sources
not experiencing any losses (those experiencing losses have al-
ready been considered in other terms).
APPENDIX E
NUMERICAL SOLUTIONS OF FLUID MODELS
The solutions of our ﬂuid models are obtained by solving nu-
merically the set of differential equations which deﬁne the ﬂuid
model. Two different approaches have been employed to solve
thesetofordinarydifferentialequations(ODEs)describingnet-
work queues dynamics and the set of partial differential equa-
tions (PDEs) representing the source window dynamics.
Similarly to [5], we solve numerically the ODEs of our
model using a fourth-order Runge–Kutta methodology. The
Runge–Kutta algorithm is a widely used method to solve
ODEs. To solve the source dynamics PDEs of our model,
we used a ﬁnite differences methodology. Consider a general
integro-differential equation of the form
(25)
where and are continuous function on
(for example in (9), and
).
First we sample , and onto a bidi-
mensional discrete lattice, deﬁning ,
and ; then we approximate
the partial derivative:
Similarly, we approximate
At last, we approximate
with being the numerical approximation of
.
In conclusion, we obtain for the PDE the numerical recursion
The whole set of differential equations, which deﬁnes the
ﬂuid model for the considered network, is solved according to
the following procedure. At each time iteration , the param-
eters and are evaluated. Note that
at time step we assume that all queues are empty, thus
therearenolossesandtheRTTsaccountonlyforﬁxedpropaga-
tion delays. Then the equations of the sources’ dynamics (PDE)
are solved, obtaining as output the amount of ﬂuid that sources
inject into the network. Next, the network queues’ dynamics
(ODE) are solved using as input the amount of ﬂuid injected
by sources. The state variables of the queues are then used to
update the RTTs and loss rates perceived by the sources. We
notice that the proposed scheme is very similar to the one used
in [5].
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