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We compute the quasinormal mode frequencies and Regge poles of the canonical acoustic hole (a
black hole analogue), using three methods. First, we show how damped oscillations arise by evolving
generic perturbations in the time domain using a simple finite-difference scheme. We use our results
to estimate the fundamental QN frequencies of the low multipolar modes l = 1, 2, . . .. Next, we apply
an asymptotic method to obtain an expansion for the frequency in inverse powers of l+ 1/2 for low
overtones. We test the expansion by comparing against our time-domain results, and (existing)
WKB results. The expansion method is then extended to locate the Regge poles. Finally, to check
the expansion of Regge poles we compute the spectrum numerically by direct integration in the
frequency domain. We give a geometric interpretation of our results and comment on experimental
verification.
PACS numbers: 04.70.-s, 04.30.Nk, 43.20.+g, 47.35.Rs, 11.55.Jy
I. INTRODUCTION
Black hole quasinormal (QN) modes are charac-
teristic damped resonances which depend only on the
parameters of the black hole (mass, charge and angu-
lar momentum) [1]. A slightly-perturbed black hole
returns to equilibrium by shedding its asymmetries
(i.e. higher multipoles) through gravitational radia-
tion. The radiated signal carries the imprint of the
least-damped quasinormal modes. In principle, a de-
tection of QN frequencies in a gravitational wave sig-
nal would allow direct inference of black hole mass
and angular momentum. Given this motivation it is
no surprise that QN spectra have been extensively
investigated along the years for black hole systems
and relativistic stars (see, e. g., [2–4] and references
therein). QN modes also play a role in the dynamics
of other ‘open’ systems in physics [5], for example,
radiation in an optical cavity [6, 7]; photonic crys-
tals [8]; the AdS/CFT correspondence [9]; and holo-
graphic QCD models [10].
Of course it is not possible to study a black hole di-
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rectly in the laboratory; but ever since Unruh’s orig-
inal proposal [11] various kinds of ‘black hole ana-
logues’ have been suggested. A black hole analogue is
a non-gravitational system that mimics key features
of a black hole, such as horizons and ergoregions. A
range of analogue systems have been suggested, for
example in acoustics [11–13], superfluid helium [14],
in Bose-Einstein condensates [15], in electromagnetic
waveguides [16], in optical fibers [17, 18] and other
systems [19]. Although analogue systems are not
subject to Einstein equations, they do allow, in prin-
ciple, a realization of all kinematic aspects of gen-
eral relativity. Hence such systems could enable an
experimental study of the propagation of classical
and quantum fields in curved spacetime [20]. For in-
stance, the generation of analogue horizons may en-
able the experimental detection of an analogue form
of Hawking radiation (see [21] for recent progress).
Further motivations for the study of analogue sys-
tems are described in [22].
Acoustic analogues are motivated by a key obser-
vation [11–13]: under certain conditions, small per-
turbations δv = −∇Φ to a smooth fluid flow v are
governed by
∇ν∇νΦ = 1√−g ∂µ
(√−ggµν∂νΦ) = 0, (1)
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2where gµν is a function of the local properties of the
fluid flow (see [11–13] for details). Eq. (1) is formally
equivalent to the minimally-coupled Klein-Gordon
equation on a background spacetime described by the
metric gµν . Hence it is natural to interpret gµν as
describing an effective geometry on which perturba-
tions propagate. Note that gµν is not a solution of
Einstein’s equations; instead the effective geometry
is set by the background flow, which is under experi-
mental control. Naturally, the prospect of observing
the propagation of perturbations on curved space-
times in the laboratory has attracted widespread in-
terest.
An ‘idealized’ example of an acoustic analogue
system is the ‘canonical’ acoustic hole (CAH) de-
scribed in [13]. The CAH is formed from a stationary
spherically-symmetric flow in an inviscid barotropic
fluid of constant density. Small perturbations to the
CAH are governed by Eq. (1) with an effective geom-
etry ds2 = gµνdx
µdxν where [23]
ds2 = f(cdt)2 − f−1dr2 − r2 (dθ2 + sin2 θdϕ2) , (2)
and
f(r) = 1− r4h/r4. (3)
Here rh is the horizon radius, where the flow becomes
supersonic (i.e. where the radial flow speed exceeds
the speed of sound c). Henceforth we set the speed
of sound equal to unity (c = 1).
Line element (2) bears a striking similarity to the
well-known Schwarzschild solution, for which f =
1 − rh/r. Just like the Schwarzschild solution, the
CAH has a spectrum of QN modes, labeled by angu-
lar momentum l and overtone number n ≥ 0.
The QN modes of the CAH were studied in [24],
using the WKB method. The authors obtained es-
timates of the frequencies of the low overtones (see
Table I). QN modes were also the subject of a recent
time domain study [25]. Various authors have con-
sidered QN modes in more realistic laboratory con-
figurations [26–28]. Precise determination of QN fre-
quencies of the CAH remains an open challenge, in
part because the method of Jaffe´ series and continued
fractions [29] (successfully applied to the black hole
case) cannot be easily extended to treat the CAH
due to the 1/r4 factor in f in Eq. (3). However,
there exists a wide range of other methods for com-
puting QN modes: see [30] or [31] for partial lists, and
new methods [32, 33]. In this paper we make use of
three approaches: time-domain simulation [34–37],
asymptotic expansion [31] and direct integration in
the frequency domain [38]. We demonstrate the con-
nection between QN modes and the Regge poles of
scattering theory [39] which were studied in a black
hole context in [40, 41].
The remainder of this paper is structured as fol-
lows: in Sec. II we cover the theory of perturba-
tions of the CAH, define both quasinormal modes
and Regge poles, and study the circular orbits of null
geodesics on the effective spacetime; in Sec. III we
evolve generic perturbations in the time domain and
identify quasinormal mode ringing; in Sec. IV we re-
cap the expansion method of [31] and apply it to find
the QN modes of the CAH; in Sec. V we extend the
method to find Regge poles, and introduce a numer-
ical method for checking the expansion; we conclude
in Sec. VI with a brief discussion.
II. BASICS
A. Perturbations
Small perturbations of the fluid flow δv = −∇Φ
are governed by the Klein-Gordon equation (1) with
effective geometry (2). Let us take advantage of
spherical symmetry to decompose solutions of Eq. (1)
into
Φ =
∑
lm
Φlm, Φlm = r
−1ψl (t, r)Ylm (θ, φ) . (4)
A modal perturbation ψl(t, r) evolves according to
the homogeneous wave equation(
∂2
∂t2
− ∂
2
∂r2∗
+ Vl(r)
)
ψl = 0, (5)
with effective potential
Vl(r) = f(r)
(
l(l + 1)
r2
+
f ′(r)
r
)
, (6)
and ‘tortoise coordinate’ r∗ defined by dr∗dr = f
−1,
r∗ = r+
rh
4
ln
∣∣∣∣r − rhr + rh
∣∣∣∣− rh2 arctan
(
r
rh
)
+rh
pi
4
. (7)
Physical perturbations are ‘ingoing’ at the horizon
lim
r∗→−∞
[
∂ψl
∂t
− ∂ψl
∂r∗
]
= 0. (8)
3Further decomposition via an integral transform
ψl(t, r) =
1
2pi
∫ ∞+iκ
−∞+iκ
e−iωtϕωl(r)dω (9)
leads to the ordinary differential equation[
d2
dr2∗
+ ω2 − Vl(r)
]
ϕωl = 0 (10)
for single-frequency modes ϕωl(r).
B. Quasinormal modes and Regge poles
Quasinormal (QN) modes and Regge poles (RP)
are special single-frequency modes which are purely
ingoing at the horizon, and purely outgoing at spatial
infinity [1, 4]
ϕln(r) =
{
e−iωr∗ , r∗ → −∞,
A
(out)
ln e
iωr∗ , r∗ →∞.
(11)
There exists a discrete spectrum of QN modes ϕln(r)
and frequencies ωln, labeled by angular multipole
l = 0, 1, . . . and overtone number n = 0, 1, . . .. QN
frequencies are complex: the real part determines the
oscillation frequency, and the (negative) imaginary
part determines the decay rate.
Regge poles are modes ϕωn that obey boundary
conditions (11), with a real frequency and a complex
angular momentum λωn = lωn+1/2. More precisely,
they are poles of the S-matrix lying in the first quad-
rant of the complex angular momentum plane [41].
They are a key concept in, e.g., high-energy physics,
where they are used to describe diffraction features
[39].
C. Geodesics
High-frequency perturbations propagate along the
null geodesics of the effective geometry. Geodesics
were considered in detail in a previous study of scat-
tering by the CAH [42]. We recall the key results
below.
The paths of null geodesics are obtained from the
orbital equation(
du
dφ
)2
=
1
b2
− u2 + r4hu6, (12)
where u = 1/r, and b is the impact parameter. By
solving Eq. (12) we may obtain the deflection angle
as a function of the impact parameter, Θ(b),
Θ(b) =
2K(k)√
(v2 − v1)v3
−pi, where k2 = v2(v3 − v1)
v3(v2 − v1) .
Here, v1, v2 and v3 are the roots of the cubic
r4hv
3 − v + 1/b2 = 0. (13)
In the ‘critical’ case b = bc, Eq. (13) has a repeated
root at r = rc, where
rc = 3
1/4rh, bc = rc/
√
f(rc) =
(
33/4/21/2
)
rh.
(14)
Rays with impact parameters b > bc are scattered;
rays with b < bc are absorbed; and in the critical
case, the ray with b = bc ends in perpetual orbit at
r = rc. In the critical case, the orbital equation (12)
can be factorized into
b2c
(
du
dφ
)2
=
(
1− r2cu2
)2(
1 +
1
2
r2cu
2
)
. (15)
In the limit l n, it turns out that the spectrum of
QN modes and RPs is determined by the properties
of the null orbit [43–46]. The frequency Ω of the null
orbit is
Ω = φ˙/t˙ = bcfc/r
2
c = 1/bc, (16)
where fc = f(rc), and its Lyapunov exponent Λ [46–
48] is
Λ =
(
−b
2
c
2
d2
dr2∗
f
r2
)1/2
r=rc
= 2/bc (17)
(see, e.g., Eq. (40) in [46]).
III. TIME-DOMAIN EVOLUTION
To observe the role that QN modes play in time-
dependent scattering, we studied the evolution of a
small perturbation of the CAH. We imposed Gaus-
sian initial data on the surface t = 0, i.e. the initial
condition
ψl(t = 0, r) = exp
(−(r∗ − r¯∗)2/(2σ2)) ,
∂ψl
∂t
(t = 0, r) = 0, (18)
4h
h
r*
t
r=10r
FIG. 1: Illustration of finite difference scheme. The dia-
gram shows a double-null grid, with spacing δr∗ = δt = h.
The field shown in Fig. 2 was extracted at r = 10rh.
with some midpoint r¯∗ and width σ. We simulated
the evolution of this perturbation using a 1+1D finite
difference scheme [49].
The method is illustrated in Fig. 1. We evolve on
a grid in (r∗, t) of resolution δr∗ = δt = h with h =
rh/64 for t = 100rh. The grid is made sufficiently
large that the boundaries do not come into causal
contact with the region of interest. We employ the
scheme,
ψn+1j = ψ
n
j+1 + ψ
n
j−1 − ψn−1j −
h2Vj
8
(
ψnj+1 + ψ
n
j−1
)
(19)
where ψnj ≈ ψl(tn, r∗j ), Vj = Vl(rj) and r∗j = jh/2,
tn = nh/2. A similar scheme was employed in
[50, 51], in which it was shown that the global ac-
cumulated discretization error scales with h2. The
method is straightforward to implement, and the
only numerical difficulty arises in inverting (7) to ob-
tain r(r∗). We applied a numerical root finder (for
r∗ > 0) and an iterative method based on series ex-
pansions around r = rh (for r∗ < 0).
Figure 2 shows the field ψl extracted at r = 10rh
as a function of time, for multipoles l = 0, . . . , 5.
Modes l = 1, . . . 5 show clear evidence of QN mode
ringing, i.e. regular oscillations with exponential de-
cay. Modes l = 0, 1, 2 also exhibit late-time power-
law decay.
The frequency of fundamental n = 0 (i.e. least-
damped) QN modes may be estimated from the time-
domain results. The real part is given by the oscilla-
tion frequency, and the imaginary part by the expo-
nent of decay. Our estimates are given in the second
TABLE I: QN frequencies of the fundamental mode (n =
0) for l = 1 . . . 6. The second column gives the frequencies
extracted from the time-domain simulations of Sec. III.
The third column gives the frequency estimate from the
expansion method, Eq. (28). The fourth column lists 6th
order WKB results, reproduced from Table III in [24].
The numeral in parantheses indicates the absolute error
in the last displayed digit. The error in the expansion
method was estimated from the magnitude of the final
terms in the series, Eq. (28).
l Time Evolution Expansion Method WKB
1 0.818(7) − 0.608(3)i 0.9(2) − 0.5(1)i 1.09− 0.39i
2 1.478(2) − 0.618(2)i 1.49(1) − 0.61(1)i 1.41− 0.70i
3 2.1202(2)− 0.6194(2)i 2.121(3) − 0.618(4)i 2.12− 0.62i
4 2.7521(1)− 0.6201(1)i 2.7522(8) − 0.620(1)i 2.75− 0.62i
5 3.3799(1)− 0.6203(1)i 3.3799(3) − 0.6202(6)i
6 4.0054(1)− 0.6204(1)i 4.0053(1) − 0.6204(3)i
column of Table I.
IV. ASYMPTOTIC EXPANSION OF
QUASINORMAL MODES
Figure 2 shows that QN modes play a role in the
evolution of a generic perturbation of a CAH. A range
of methods have been developed for finding QN fre-
quencies directly from the ordinary differential equa-
tion, Eq. (10), rather than from evolving the partial
differential equation, Eq. (5); see for example [30] for
a partial list. For the Schwarzschild black hole, the
most accurate numerical method was introduced by
Leaver [29].
Leaver’s method relies on obtaining a three-term
recurrence relation from a standard ansatz. Unfortu-
nately, we cannot obtain a three-term relation in the
case of the CAH. For a non-rotating draining bathtub
flow in 2D with radial function f = 1− r2h/r2 it was
shown in [26] that the recurrence relation has four
terms. For the CAH with f = 1− r4h/r4 [Eq. (3)] the
recurrence relation has six terms. Hence, precisely
determining the QN spectrum of the CAH from the
ordinary differential equation (10) remains a difficult
problem. A direct approach via numerical integra-
tion of (10) is unwise, because the radial solutions
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FIG. 2: Field modes ψl(t, r) as a function of time extracted at r = 10rh, for Gaussian initial data r¯∗ = 0, σ = 1 (see
text), for multipoles l = 0, 1, 2, 3, 4, 5. Note logarithmic scale on vertical axis.
ϕln(r) diverge towards the horizon and at spatial in-
finity. Instead, the best results in the literature come
from the application of the WKB method, taken to
sixth order [24]. The WKB results are shown in the
fourth column of Table I.
In this section we apply an alternative method,
recently introduced in [31]. It provides a good ap-
proximation in the regime l  n, but fails at low
multipoles. A chief motivation for the method is the
observation that QN mode ringing arises near the
peak of the potential barrier, and the peak is associ-
ated with the existence of an unstable circular orbit
(Sec. II C). The aim is to shed light on the connec-
tion between QN frequencies and the properties of
the unstable orbit detailed in Sec. II C.
A. Method
The key step in the method is the introduction of
an ansatz of the form
ϕln(r) = exp
(
iω
∫ r
α(r)dr∗
)
χ(r). (20)
Influenced by the factorized form of the orbital equa-
tion (15), we choose α to be
α(r) =
(
1− r
2
c
r2
)(
1 +
r2c
2r2
)1/2
, (21)
where rc is the circular orbit radius given in Eq. (14).
It follows that 1 − α2 = b2cf(r)/r2. Note that α
changes sign at r = rc. It is straightforward to ver-
ify that Eq. (20) satisfies the QN mode boundary
conditions (11) if χ(r) tends to constant limits as
r∗ → ±∞. Substituting (20) into radial equation
(10) and dividing through by f(r) leads to
(fχ′)′ + 2iωαχ′
+
[
ω2b2c − L2 + 1/4
r2
+ iωα′ − f
′
r
]
χ = 0, (22)
where ′ denotes differentiation with respect to r, and
iα′ =
ib2c
r3
(
1 +
r2c
r2
)(
1 +
r2c
2r2
)−1/2
. (23)
To seek the fundamental mode (n = 0), we pro-
ceed by expanding the frequency and wavefunction
6in powers of L = l + 1/2,
bcωl0 = $−1L+$0 +$1L−1 + . . .
χ = exp
(
S0 + L
−1S1 + L−2S2 + . . .
)
(24)
where Sk = Sk(r) are radial functions to be deter-
mined. Next we substitute (24) into (22) and collect
like powers of L to obtain the system of equations,
($−1)
2 − 1 = 0, (25)
2iαb−1c $−1S
′
0 +
2$−1$0
r2
+ iα′b−1c $−1 = 0, (26)
(fS′0)
′
+ f (S′0)
2
+ 2iαb−1c ($−1S
′
1 +$0S
′
0) (27)
+
($0)
2 + 2$−1$1 + 1/4
r2
+
i$0α
′
bc
− f
′
r
= 0,
etc. Now we impose a continuity condition upon
Sk(r) at r = rc to solve the equations for the un-
knowns ωk and S
′
k(r), as detailed in [31].
B. Frequency Expansions
We obtain for the fundamental (n = 0) mode
bcωl0 = L− i− 61
216L
− i 17
972L2
− 532843
2519424L3
+i
4802843
5668704L4
+
11506101785
4897760256L5
+ . . . (28)
Numerical values obtained from frequency expan-
sion (28) are given in Table I, where they are com-
pared against time domain and sixth-order WKB re-
sults [24].
Following [31], we may seek higher overtones with
the ansatz
bcωln =
∞∑
q=−1
L−q$(n)q , (29)
where
χ =
ξn + n∑
i
∞∑
j
a
(n)
ij L
−jξn−i
 ∞∏
q=0
exp
(
L−qS(n)q
)
,
with ξ ≡ 1− rc/r.
We find the frequencies of the higher overtones to
be
bcωln = L− 2iN − 240N
2 + 1
216L
− iN(110N
2 − 19)
243L2
−890880N
4 − 375456N2 + 571027
2519424L3
+ . . . (30)
where N = n+ 1/2. Numerical estimates of the QN
frequencies for the lowest overtones are given in Table
II.
TABLE II: Estimates of QN frequencies of low overtones
(n = 0, 1, 2) using series expansions, Eq. (28) [n = 0] and
Eq. (30) [n = 1, 2]. Numerals in parantheses indicate the
absolute error in the last displayed digit, estimated from
the magnitude of the final terms in the series.
l n = 0 n = 1 n = 2
3 2.121(3) − 0.618(4)i 1.70(2) − 1.93(7)i
4 2.7522(8)− 0.620(1)i 2.44(1) − 1.90(4)i 1.74(9)− 3.3(2)i
5 3.3799(3)− 0.6202(6)i 3.123(6)− 1.89(3)i 2.58(5)− 3.2(1)i
6 4.0053(1)− 0.6204(3)i 3.790(4)− 1.88(2)i 3.34(3)− 3.2(1)i
C. Geometric Interpretation
In the asymptotic regime l  n, the QN frequen-
cies are
ωln = Ω (l + 1/2)− iΛ(n+ 1/2) + . . . (31)
where Ω is the orbital frequency given in Eq. (16)
and Λ is the Lyapunov exponent given in Eq. (17).
This result was shown for any spherically-symmetric
asymptotically flat spacetime in [46].
D. Wave functions
The matching procedure also yields the derivatives
of the functions Sk(r), for example
S′0 =
bc
r2α
− α
′
2α
. (32)
After integration, substitution of Sk into (24) and
(20) leads to an expansion for the radial wavefunc-
tion. A typical example of the radial wavefunction is
shown in Fig. 3. Note that the wavefunction diverges
towards infinity and (more weakly) at the horizon,
and decays exponentially with time. This behavior
is shown clearly in the lower plot of Fig. 3, which de-
picts the QN mode in the (r, t) plane. It is clear that
outgoing ripples are (approximately) constant in the
directions dr = dt, and there are also (much smaller)
ingoing ripples which perturb the sonic horizon.
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FIG. 3: Wavefunction of the fundamental QN mode. The
top plot shows the radial function ϕln(r) for n = 0 and
l = 4. The bottom plot shows e−iωtϕln(r) in the (r, t)
plane.
V. REGGE POLES
It was shown in [31] that the expansion method
may also be used to find Regge poles (defined in
Sec. II B). One approach is to repeat the arguments
of Sec. IV A. Alternatively, we may simply assume
that the Regge poles have the expansion
λωn = L = ζ−1bcω + ζ0 + ζ1(bcω)−1 + . . . , (33)
then substitute the expansion for QN frequencies into
the above equation, and solve order-by-order in L to
find the expansion coefficients ζk. For the fundamen-
tal mode we use Eq. (28) to obtain
λω,n=0 = bcω + i+
61
216bcω
− 515i
1944(bcω)2
− 291467
2519424(bcω)3
− 23295095i
22674816(bcω)4
− 32172386633
4897760256(bcω)5
+ . . . (34)
For the higher overtones n we use Eq. (30) to show
λωn = bcω + 2iN +
240N2 + 1
216bcω
− 5iN(344N
2 + 17)
972(bcω)2
−
(
8855040N4 + 1236000N2 − 570973)
2519424(bcω)3
+ . . . (35)
A. Numerical Method
Whereas finding QN frequencies via direct numer-
ical integration of (10) is difficult, because the neg-
ative imaginary part of the QN frequency leads to
divergent behavior in the limits r∗ → ±∞ (see, e.g.,
Fig. 3), finding Regge poles for real frequencies is
much easier, as the solutions are oscillatory in both
limits. We used a simple direct numerical integration
scheme to test the validity of the expansions (34) and
(35).
Our numerical scheme is based on the shooting
method and numerical minimization, and is straight-
forward to implement. First we choose a complex
value of L = l + 1/2 and construct: (i) the ingoing
solution ψhor at the horizon written as a generalized
power series in r − rh, and (ii) the outgoing solu-
tion ψinf at infinity written as a generalized power
series in 1/r. Then we use (i) as an initial condi-
tion close to the horizon (e.g. r − rh = 10−3rh),
and integrate (10) outwards, and use (ii) as an initial
condition far from the horizon (e.g. r ≈ 30rh) and
integrate (10) inwards. At some intermediate radius
(typically rm = 5) we choose the normalisation such
that ψhor(rm) = ψinf(rm) and construct the quantity
∆(L) =
ψ′hor(rm)− ψ′inf(rm)
ψ′hor(rm) + ψ
′
inf(rm)
(36)
where ′ denotes the radial derivative. Regge pole val-
ues λωn correspond to zeros of this function, ∆(L =
λωn) = 0. We employed a numerical root finder to
locate the zeros of ∆ in the complex-L plane.
8TABLE III: Regge poles λωn of the fundamental mode
(n = 0) for a range of frequencies 0.25 ≤ ω ≤ 6. The
second column shows the results of the numerical method
of Sec. V A. The final column gives estimates from the
asymptotic series, Eq. (34). Note that the final term in
Eq. (34) has not been used due its detrimental effect on
accuracy at frequencies ω . 4. In parantheses we indicate
the absolute error in the last displayed digit, estimated
from the magnitude of the final terms used in Eq. (34).
ω Num. method Expansion Method
0.25 0.5737 + 0.7708i
0.5 0.9622 + 0.8569i
1.0 1.7344 + 0.9295i 1.76(3) + 0.7(2)i
2.0 3.3026 + 0.9750i 3.308(3) + 0.965(9)i
3.0 4.8916 + 0.9882i 4.893(1) + 0.987(2)i
4.0 6.4904 + 0.9933i 6.4908(4) + 0.9930(6)i
5.0 8.0939 + 0.9958i 8.0941(2) + 0.9957(2)i
6.0 9.7001 + 0.9971i 9.7002(1) + 0.9971(1)i
B. Results
Regge pole values for the fundamental mode are
listed in Table III. The results of the expansion
method are compared against the numerical integra-
tion method. We find excellent agreement at high
frequency, but the expansion fails to give an accu-
rate estimate at low frequency, as expected. This
behavior is illustrated in Fig. 4 which shows the real
and imaginary part of λω,n=0 as a function of ω.
VI. DISCUSSION AND CONCLUSION
In this paper we have applied three methods to
find the quasinormal modes and Regge poles of the
canonical acoustic hole. Let us comment first on the
strengths and weaknesses of the methods used, and
then on the physical implications of our results.
We showed that extracting QN frequencies from
the results of a time domain simulation [36, 37] is an
effective way to obtain the fundamental QN mode
(for l > 0) which clearly dominates the QN ringing
phase (Fig. 2). However, the method is not suited to
finding higher overtones, which decay more rapidly.
Time domain simulations of the CAH were previously
attempted in [25], but the results presented there do
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FIG. 4: Real and imaginary parts of fundamental Regge
pole λω,n=0, shown in frequency range 0.8 < ω < 8. The
solid [red] line shows the results of the numerical method
of Sec. V A. The dotted [blue] line shows the results of
the expansion method, Eq. (34).
not seem correct. Time domain simulations of acous-
tic black holes in Laval nozzles may be found in [34].
The expansion method [31] has the advantage of
revealing the connection between the properties of
the null circular orbit of the effective spacetime, and
the large-l limit of the QN frequency spectrum. We
used the method to obtain QN frequencies as a se-
ries in inverse powers of l+1/2 (see Eq. (28) and Eq.
(30)). Our series give good estimates in the regime
l  n, but not for low multipoles l . n. Our se-
ries have a similar range of validity to the results of
the WKB method [24]. It turns out to be much more
computationally-intensive to obtain high-order terms
in the frequency expansion for the CAH than for the
Schwarzschild black hole. This is because of the dif-
ficulty in obtaining a series expansion around r = rc
due to the power r−4 in the radial function (3). The
higher power in f(r) is also the reason why Leaver’s
method [29] may not be applied without modification
(see Sec. IV) to the CAH case.
An advantage of the expansion method is that it
leads us directly to the asymptotic Regge pole spec-
trum [Eq. (34) and Eq. (35)]. To check the Regge
pole values obtained via the expansion method, we
used a direct numerical integration scheme (Sec. V)
to locate Regge poles precisely. The numerical
method has the benefit of being exact, up to desired
accuracy. Unfortunately the method cannot be reli-
9ably used to find QN modes, because of the asymp-
totic behavior of the radial functions.
Now let us comment on the implications of our re-
sults. We have shown (Fig. 2) that quasinormal mode
ringing is a key feature of the response of a CAH to
a generic weak perturbation, and have obtained the
physically-relevant part of the QN spectrum. Given
the importance of QN ringing in, for example, the
search for black hole mergers, we consider the ex-
perimental verification of a QN ringing phase in an
analogue system to be an important objective. We
hope that accurate estimates of frequencies and de-
cay times for QN modes presented here will motivate
an experimental study. However, we should not un-
derestimate the experimental challenges in this re-
gard. The CAH is formed from a radially-ingoing
fluid flow which becomes supersonic at the ‘horizon’
radius. Typically, at the point of transition between
sub- and supersonic flow, a fluid flow becomes unsta-
ble, leading to the development of shock waves. This
is related to the fact that in the supersonic regime,
an accelerated flow diverges rather than converges.
Various authors have proposed the use of Laval noz-
zles to achieve a stable transition between sub- and
supersonic regimes. Some possible setups are consid-
ered in [27, 34, 54, 55]. Obviously, the QN spectrum
depends on the setup, but we expect that the meth-
ods used here can be readily adapted to physically-
relevant cases.
The Regge pole spectrum computed here may also
be of experimental interest. For example, the angular
width of the ‘glory’ diffraction pattern that arises
from the scattering of a monochromatic wave [42] is
related to the Regge pole spectrum [52, 53] (though
it was shown [42] that the glory effect is much weaker
for a CAH than a similarly-sized Schwarzschild hole).
Finally, we hope that the simple methods used here
may also be applied to other analogue systems of
experimental interest in future.
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