Abstract. We study intersection cohomology of moduli spaces of semistable vector bundles on a complex algebraic surface. Our main result relates intersection Poincaré polynomials of the moduli spaces to Donaldson-Thomas invariants of the surface. In support of this result, we compute explicitly intersection Poincaré polynomials for sheaves with rank two and three on ruled surfaces.
Introduction
Let S be a complex projective surface and J be a polarization on S. For any γ ∈ H even (S), let M γ (resp. M γ ) denote the moduli space (resp. stack) of Gieseker J-semistable sheaves having Chern character γ. The moduli space M γ is a projective, possibly singular, variety. In this paper we will prove a relation between intersection cohomologies of M γ and invariants of M γ under certain technical conditions on the polarization.
To state our result more precisely, let P (X) ∈ Z[y] be the (motivic) Poincaré polynomial for an algebraic variety X (see §2.6). It is defined for a smooth projective X by the formula
and then is extended to arbitrary X by additivity with respect to complements. We can represent the stack M γ as a global quotient R γ /G γ , where G γ is a general linear group [11, §4.3] , and define P (M γ ) = P (R γ )/P (G γ ) ∈ Q(y).
Let the polarization J and surface S be such that the following two conditions are satisfied: (A) J · K S < 0, implying that the category of semistable sheaves with a fixed reduced Hilbert polynomial (see §2.2) has a vanishing second Ext. (B) J is generic (see Remark 2.1), implying that if E, F have equal reduced Hilbert polynomials then χ(E, F ) = χ(F, E). Under these conditions, generating functions of P (M γ ) have been determined for sheaves with small rank and S a rational or ruled surface [5, 16, 17, 18, 24, 31, 32] . Through the HitchinKobayashi correspondence [15] and Donaldson-Uhlenbeck-Yau theorem [3, 29] , these generating functions are of interest for the study of Yang-Mills theories. In particular, the partition function of topologically twisted N = 4 supersymmetric Yang-Mills theory localizes on Hermitian-YangMills connections [30] , and it equals the generating function of Euler numbers χ(M γ ) of M γ if γ is indivisible. In such cases, semi-stability implies stability and P (M γ ) is related to P (M γ ) by
In the following, we consider arbitrary γ. To state our main result, recall that for any algebraic variety X the intersection Poincaré polynomial IP(X) is defined by
where IH * (X) are intersection cohomologies of X. Our main result relates the virtual Poincaré functions P (M γ ) and IP(M γ ). The conditions (A) and (B) are in particular satisfied for the projective plane P 2 . For rank 2 sheaves on P 2 , IP(M γ ) were determined by Yoshioka [32, Remark 4.6 ] extending work of Kirwan on moduli spaces of rank 2 vector bundles on Riemann surfaces [14] . More recently, IP(M γ ) were determined for rank 3 and 4 sheaves on P 2 [17, 18] . In further support of Theorem 1.1, Section 5 provides IP(M γ ) for rank 2 and 3 sheaves on ruled surfaces. For two ruled surfaces, we show that for a specific non-generic polarization, J = −K S , Theorem 1.1 continues to hold. Note that the conditions (A) and (B) exclude the case of K3 surfaces which have a 2-Calabi-Yau category of coherent sheaves. Although our approach fails in this case, we expect that a similar relation between intersection cohomologies and stack invariants should be true.
Let us now reformulate the above result on the level of mixed Hodge structures and Epolynomials. For any algebraic variety X, we can consider the cohomology with compact support H * c (X, Q) as an element in K 0 (MHS) and define the E-polynomial of X by taking the Hodge-Euler polynomial of H On the other hand, for any quasi-projective variety X of dimension d, let IC X be its intersection complex [28, §1.13 (−1) n h p,q (IH n (X))u p v q .
Note that if X is projective, then IH * (X) is pure of weight zero, and the intersection Poincaré polynomial is equal to IP(X, y) = IE(X, y, y). Theorem 1.2. Let J satisfy the conditions (A) and (B) above. Then
Note that if γ is indivisible, then M γ consists of stable sheaves and is smooth. In this case we obtain from the theorem
and all stabilizers of objects in M γ are isomorphic to C * . The above results can be also formulated in terms of Donaldson-Thomas invariants Ω γ = Ω γ (u, v) defined by the formula (see (4.4, 4.6) for an explicit expression)
Then the above theorem can be simply written in the form
The idea of the proof of the above theorems goes back to [22] (see also [25] , [21] ). We introduce a smooth moduli space M f γ of framed vector bundles (see §3.2) which is equipped with a projective map
Then we analyze the intersection complex of M γ by studying the pushforward with respect to π of the intersection complex on M f γ . One may wonder if a similar result can be proved for the moduli spaces of Mumford (also called µ-) semistable sheaves on a surface. On the one hand, there are no technical difficulties. If J · K S < 0 then the category of Mumford semistable sheaves with a fixed slope has a vanishing second Ext (see Lemma 3.1). And if a polarization is generic then sheaves having the same slope satisfy χ(E, F ) = χ(F, E) (see Remark 2.1). On the other hand, one can show that although the moduli spaces (and stacks) of Gieseker and Mumford semistable sheaves are different in general, their Donaldson-Thomas invariants coincide (see Theorem 4.1). Therefore we can not expect to get any new invariants from the Mumford semistable sheaves. The reason for this phenomenon is that the moduli space M µ,s γ of Mumford stable sheaves is not dense in the moduli space M µ γ of Mumford semistable sheaves in general. Indeed, M µ,s γ is contained in the moduli space M γ of Gieseker semistable sheaves which is projective and therefore closed in M µ γ . The paper is organized as follows. Section 2 reviews aspects of sheaves on surfaces, λ-rings and mixed Hodge structures. Section 3 proves the main results, Theorems 1.1 and 1.2. Section 4 discusses properties of Donaldson-Thomas invariants and their generating functions. This is applied in Section 5 to determine IP(M γ ) explicitly for sheaves with ranks 2 or 3 on a few ruled surfaces.
Preliminaries
Let S be an algebraic surface with the canonical class K S . Given a coherent sheaf F on S, let c 1 and c 2 be its first and second Chern classes respectively and let γ = (r, γ 1 , γ 2 ) = ch F be its Chern character (so that γ 1 = c 1 and γ 2 = 
where the Todd class td(S) is defined by
This implies
Note that if (r, γ 1 ) and (r ′ , γ
2.2. Semistability. Let J be a polarizing line bundle on S. We denote its first Chern class also by J. We let furthermore
, or in terms of the Chern character
Remark 2.1. In the following, we let J be any element of the ample cone
′ and this implies that γ 2 /r = γ ′ 2 /r ′ . We conclude that γ and γ ′ are proportional. Note that for any F = 0, we have χ(F ⊗ J n ) > 0 for n ≫ 0. Therefore, for ch(F ) = (r, γ 1 , γ 2 ), we have either r > 0 or r = 0 and γ 1 · J > 0 or r = γ 1 = 0 and γ 2 > 0. ♦ We recall that a sheaf F is called Mumford (or µ-) semi-stable with respect to the polarization
Similarly, a sheaf F is called Gieseker semi-stable with respect to the polarization J if for each subsheaf
where indicates the lexicographic ordering with respect to the monomials in n.
We recall that a Harder-Narasimhan filtration with respect to a stability condition ϕ is a filtration 0 ⊂ F 1 ⊂ F 2 ⊂ · · · ⊂ F ℓ = F of a sheaf F , such that the quotients E i = F i /F i−1 are semi-stable with respect to ϕ and satisfy ϕ(E i ) > ϕ(E i+1 ) for all i.
Note that for J = ±K S , the sheaves with equal slopes µ J (γ) = µ J (γ ′ ) (or reduced Hilbert polynomials), have vanishing γ, γ ′ .
2.3. Discriminant. We define the discriminant (cf. [11, §3.4 
Note that for a line bundle L, we have r = 1 and
By the Bogomolov inequality [11, §3.4] , if F is (Gieseker or Mumford) semistable, then
2.4. λ-rings. For the definition and basic properties of λ-rings see e.g. [4, 23] . Assuming that R is a commutative algebra over Q, a λ-ring structure on R is given by a family of ring homomorphisms (ψ n : R → R) n≥1 , called Adams operations, satisfying
ψ m ψ n = ψ mn . Using the ring of symmetric functions
we can define a (unique) map • : Λ × R → R, called a plethystic operation, such that (1) − • r : Λ → R is a ring homomorphism for all r ∈ R, (2) p n • r = ψ n (r) for all r ∈ R and n ≥ 1, where p n = i x n i ∈ Λ, called power sums. Assuming that the first of the above axioms is satisfied, the plethystic operation in its turn is uniquely determined by any of the following families of maps (1) λ n (r) = e n • r, where e n = i1<···<in x i1 . . . x in ∈ Λ, elementary symmetric functions.
(2) σ n (r) = h n • r, where h n = i1≤···≤in x i1 . . . x in ∈ Λ, complete symmetric functions. We will see later several examples of λ-rings. The key example arises from the Grothendieck ring K 0 (A) of an abelian (or exact) symmetric monoidal category A. The λ-and σ-operations are defined in this case by taking exterior and symmetric powers, respectively
For example, if A = Vect N , the category of finite-dimensional N-graded vector spaces over a field k,
where k i is a one-dimensional vector space concentrated in degree i. One can show that
Generalizing this example further, we can equip the rings
with a λ-ring structure (2.17)
More generally, given a λ-ring R and a commutative monoid Γ, we can equip the semigroup algebra
with a (Γ-graded) λ-ring structure
Assuming that Γ is locally finite, that is,
we can also equip the completion
with a λ-ring structure. We define the plethystic exponential on
Its inverse, the plethystic logarithm, is given by
where µ is the classical Möbius function.
2.5. Some Grothendieck groups. Given a scheme (or an algebraic stack) S locally of finite type over C, let K 0 (Var/S) denote the free abelian group generated by isomorphism classes of objects in Var/S (the category of finite type schemes over S), modulo relations
where Z ⊂ X is a closed subvariety and U = X\Z is its complement. Sometimes we denote K 0 (Var/pt) (where pt = Spec C) by K 0 (Var/C). It has a structure of a ring and the group K 0 (Var/S) has a module structure over it. The element
is called the Lefschetz motive. One can show that by localizing K 0 (Var/S) with respect to L and L n − 1 for n ≥ 1, one obtains the Grothendieck group K 0 (St/S) of (finite type) stacks with affine stabilizers over S [2, §3.3]. Let K mot (pt) be obtained from K 0 (Var/pt) ⊗ Q by localizing with respect to the above elements and by adjoining the element L 1 2 . Generally, define
If X → S is a finite type stack with affine stabilizers over S, we denote by [X → S] the corresponding element in K mot (S). The rings K 0 (Var/pt) and K mot (pt) are equipped with (pre-)λ-ring structures
n .
For any quasi-projective variety S, the Grothendieck group K 0 (MHM(S)) of mixed Hodge modules over S is a module over the ring
as an element of K 0 (D b MHS) = K 0 (MHS) and define the ring K mhm (pt) by localizing K 0 (MHS)⊗ Q with respect to L and L n − 1, n ≥ 1 and by adjoining the element L 1 2 . Then we define (2.28)
There is a well-defined group homomorphism
which extends to
Remark 2.2. To see that the map is indeed well-defined, consider f : X → S, a closed embedding i : Z → X and its open complement j : U → X. Then there is a distinguished triangle
In particular, we have a map
c (X, Q) which was proved to be a homomorphism of (pre-)λ-rings in [20, §2.2].
2.6. E-polynomial and Poincaré polynomial. Given a mixed Hodge structure V , we define its Hodge-Euler polynomial [26, §3.1]
We can extend E to a λ-ring homomorphism
where the λ-ring structure on the right is given by
2 . We will also denote by E the composition
2 ) called the E-polynomial (or Hodge-Deligne polynomial), although it is a rational function in general. For an algebraic variety X, we have
We define the (motivic) Poincaré polynomial
If X is a smooth projective variety then
Moreover, P (L 1 2 ) = −y.
2.7.
Virtual intersection complexes and motives. Given an algebraic variety X of dimension d, define the virtual intersection complex
. This is a weight zero Hodge module. Given a map f : X → S, where X is an algebraic variety (or a finite type stack with affine stabilizers over S) of dimension d, define
and if X is smooth, then
Graded commutative monoids. We will construct generalizations of the rings K mot (pt) and K mhm (pt). Let Γ ⊂ Z n be a monoid and let M = γ∈Γ M γ be a Γ-graded commutative monoid in the category of complex algebraic varieties. This means that M γ are complex algebraic varieties (we will assume that they are quasi-projective) equipped with an associative commutative multiplication µ : M γ × M γ ′ → M γ+γ ′ and with a unit pt → M 0 satisfying the standard axioms. We will assume that the map µ is finite. Define a Γ-graded group
and equip it with a commutative ring structure
It has a (pre-)λ-ring structure defined by
On the other hand, consider a Γ-graded category
and equip it with the tensor product
where
It is proved in [25] that A equipped with this tensor product is a symmetric monoidal category. The Grothendieck groups
are commutative Γ-graded rings with multiplication
By [25, 1, 20, 4, 9] they are also λ-rings with σ-operations defined by
One can prove that the map
is a homomorphism of (pre-)λ-rings using results of [19] . If Γ is locally finite (2.20), then we can equip
with the structures of (pre-)λ-rings and extend (2.48) to a homomorphism of (pre-)λ-rings
The main result
Let S be a projective surface over C and J ∈ H 2 (S, R) be a polarization on S. We will assume that J is generic and J · K S < 0. The latter requirement is needed because of the following result
Proof. Gieseker semistability implies Mumford semistability. Therefore we can assume that E, F are Mumford semistable and µ J (E) = µ J (F ). Then the sheaf E ⊗ K S is also Mumford semistable and
Given a polynomial p, let Γ * ⊂ 1 2 H even (S, Z) be a semigroup consisting of classes γ = (r, γ 1 , γ 2 ) with p J (γ) = p and r > 0 and let Γ = Γ * ∪ {0}. If J is generic then Γ is isomorphic to N. For any γ ∈ Γ, let M γ (resp. M γ ) denote the moduli space (resp. stack) of Gieseker semi-stable sheaves on S having Chern character γ. We let M 0 = pt. The schemes M γ are projective, possibly singular [11, Theorem 4.3.4] . The goal of this section is to prove the following (cf. Theorem 1.2)
This theorem relates the E-polynomials of the intersection cohomologies IH * (M γ , Q) and the E-polynomials of the stacks M γ (or of the elements χ c ([M γ ]) ∈ K mhm (pt)). We can formulate it on the level of mixed Hodge structures.
This statement can be further generalized to an equation in the λ-ring K mhm (M) (2.49), where M = γ∈Γ M γ is a Γ-graded commutative monoid with a finite multiplication
Remark 3.4. We can consider Γ as a Γ-graded monoid in the category of algebraic varieties, which consists of a single point at every degree. Then
. The natural projection a : M → Γ, M γ → {γ} is a homomorphism of Γ-graded monoids and induces a λ-ring homomorphism
We note that
Our goal will be to prove this theorem. The strategy of the proof follows the ideas of [22, 25, 21] . Namely, we construct auxiliary smooth moduli spaces M f γ of framed sheaves together with
to both sides of the above theorem. In contrast to [22, 25, 21] , we will need to overcome a technical difficulty arising from the fact that the framing functors (see §3.2) needed in the construction of M f γ are not exact. 3.1. Motivic Hall algebra and DT invariants. Let
There are natural maps p γ : M γ → M γ and p : M → M. We have seen that M is a commutative Γ-graded monoid. Therefore K mot (M) is equipped with a (pre-)λ-ring structure. We define the motivic Hall algebra
with the Ringel-Hall multiplication as in [2, §4.2] (see also [13] ). The following map, called an integration map,
is an algebra homomorphism by [13, 27] if the category of semistable sheaves with Chern characters γ ∈ Γ has homological dimension one (this is the case under our assumptions by Lemma 3.1). Note that dim M γ = −χ(γ, γ).
Remark 3.6. To make I an algebra homomorphism, one actually defines multiplication in
) and J is generic, hence we omit the twist. This is also true if J = ±K S and all our arguments will also work in this situation. ♦ Previously we defined ring homomorphisms
Similarly, we can define completions
and ring homomorphisms between them. We define motivic Donaldson-Thomas invariants
by the formula
, where 1 M : M → M is an identity map. Equivalently,
We define MHM Donaldson-Thomas invariants as
or, equivalently, by the formula
3.2. Framed moduli spaces. Let A = Coh S and T ∈ A be some object. We consider a left exact functor Φ : A → Vect, Φ(E) = Hom(T, E) and define the category A f of framed objects as follows. Its objects are triples (E, V, s), where E ∈ A, V ∈ Vect and s :
One can show that A f is an abelian category. We will denote an object (E, 0, 0) by E and call it an unframed object. We will denote an object (E, C, s) by (E, s) and consider s as an element of Φ(E).
Given a coherent sheaf E with Chern character γ, we define
In order to construct moduli spaces of stable framed objects we will use results of [10] (or more precisely, the dual version of these results). First, we will reformulate the stability condition from [10] . Given a polynomial δ ∈ Q[n], define for any triple E = (E, V, s)
where P J (E) is the Hilbert polynomial of E (with respect to the polarization J). We will say that an object E is δ−stable if for any proper G ⊂ E we have
In the case of a pair E = (E, s) this means
(2) For any proper G ⊂ E with s ∈ Φ(G), we have p δ (E) < p J (E/G). Here p J (E) is the reduced Hilbert polynomial of E. In [10] the authors constructed the moduli spaces of δ-stable objects. For our applications we will consider δ to be a constant such that 0 < δ ≪ 1. Then (E, s) is stable if and only if
(1) For any G ⊂ E, we have p J (G) ≤ p J (E). Equivalently, E is Gieseker semistable.
(2) For any proper G ⊂ E with s ∈ Φ(G), we have
γ denote the moduli space of stable pairs (E, s) with ch E = γ. This is a projective variety and there is a projective map
where M γ denotes as before the moduli space of (Gieseker) semistable sheaves on S with Chern character γ.
These moduli spaces are instrumental for a new description of the DT invariants. Let B ⊂ A = Coh S be an abelian category of Gieseker semistable sheaves E with the reduced Hilbert polynomial p J (E) = p. Let − be some norm on H even (S, R).
Definition 3.7. Given a constant N > 0 and a left exact functor Φ : A → Vect, we will say that Φ is N -exact if R i Φ(E) = 0 for i > 0 and Φ(E) = 0 for all semistable E with ch E ≤ N .
Remark 3.8. For a fixed N > 0, the set of γ ∈ Γ with γ ≤ N is finite, hence the family of semistable sheaves of type γ with γ ≤ N is bounded [11, Theorem 3.3.7] in the sense of [11, §1.7] . This implies that we can choose 
, for summands with γ ≤ N .
Proof. Let B ⊂ A be the subcategory of Gieseker semistable vector bundles E with p(E) = p. One can show that for a pair (E, s) with E ∈ B there exists a unique stable subobject
with E ′ , E/E ′ ∈ B (this is a Harder-Narasimhan filtration with respect to an appropriate stability condition on B f ). Let
and similarly let 1 f B ∈Ĥ parametrize all pairs (E, s) with E ∈ B. Let
Then the above Harder-Narasimhan filtration translates to an equation
in the Hall algebra H. We should stress that this is a relation in the Hall algebra of B, although we used the Harder-Narasimhan filtration in the category B f . Applying the integration map I : H → K mot (M), we obtain the following relation
This can be written in terms of DT invariants
Applying the (plethystic) change of variables
we obtain
Proof of Theorem 3.5. By comparing the statement of the theorem and the definition of DT invariants (3.5) we have to prove is smooth, we obtain from (2.38)
Therefore Theorem 3.10 implies
Now we literally repeat the arguments of [25, Theorem 5.4] to conclude that DT
Mγ . For all these arguments to work it is enough to assume that Φ is N -exact.
Some properties of DT invariants
As before, we assume that J is a generic (ample) polarization on a surface S with J ·K S < 0. Let M γ be the moduli space Gieseker semistable sheaves with Chern character γ. Let M γ = M In the previous section we studied Donaldson-Thomas invariants (3.4, 3.6)
For the actual computations it is more appropriate to study their images in K mhm (pt) or merely their E-polynomials or (motivic) Poincaré polynomials. Thus, we define Donaldson-Thomas invariants 
Let us give an explicit formula. We define the rational invariantΩ γ of M γ , which is given in terms of I γ by [12, Definition 6.22]
The inverse relation is given by The main result of the previous section implies
]. Similarly, we define invariants I 
is called the type of the HN filtration and we claim that there occurs a finite number of such types for the family of all Mumford semistable sheaves of fixed type γ. As J is generic, we have γ 
1 ) is finite. We conclude by the Bogomolov inequality (∆(ch F ) ≥ 0 for a Mumford semistable sheaf F ) that γ (i) 2 are bounded above and therefore there is a finite number of possible classes γ (i) appearing in the HN filtrations. For a fixed τ ∈ R, let Γ * be the set of all Chern characters γ = (r, γ 1 , γ 2 ) with µ J (γ) = τ and ∆(γ) ≥ 0. Let Γ = Γ * ∪{0}. Then γ 1 /r is independent of γ ∈ Γ * and therefore γ 2 /r ≤ γ 2 1 /2r 2 =: ν τ is bounded above. This implies that Γ is a locally finite monoid (2.20) . Using the formula for the reduced Hilbert polynomial (2.6), we can write for any γ ∈ Γ (4.10)
where the polynomial p J,τ is independent of γ ∈ Γ. This implies that for γ, γ 
By the definition of DT invariants, we have (4.12)
Therefore we obtain from (4.11)
and Ω For rational and ruled surfaces, we can write explicit formulas for H r,γ1 (y, t; J). The following theorem relates these invariants to h r,γ1 (y, t; J). 
Proof. We can write γ1·J/r=τ
2 is independent of γ for fixed µ J (γ) = τ . Therefore we have to prove
Given ν ∈ R and any class γ with (4.18)
we obtain from (2.6) and the assumption that J is generic that
where p J,τ is a polynomial that depends only on J and τ . Moreover, if γ satisfies (4.19), then it also satisfies (4.18). We can write equation (4.11) as
where z γ = z 
for any polynomial p. Combining these two equations, we obtain
Using the substitution u = z 0 z γ1/r 1 and t = z which behaves better than H r,γ1 as the second Chern class respects short exact sequences. We have an analogue of (4.16)
Explicit results for ruled surfaces
In this section, we determine in a number of different cases the motivic DT-invariants giving the dimensions of intersection cohomology groups in cases where M γ is singular. For the projective plane, these invariants were computed earlier by Göttsche [5] for r = 1, Yoshioka [32] for r = 2, and the first author [17, 18] for r ≥ 3. This section gives explicit results for dim IH n (M γ ) for the ruled surfaces π : Σ g,d → C.
5.1.
Wall-crossing and suitable polarization. Let π : Σ g,d → C be a ruled surface with fiber f ≃ P 1 over a smooth projective curve C of genus g.
and its canonical class is
Then λJ m,n for appropriate λ ∈ Z is the first Chern class of a nef line bundle. Note that the requirement J · K S < 0 implies the further constraint
. We recall the generating functions H r,γ1 (y, t; J 0,1 ) for the boundary polarization J 0,1 = f . Proposition 5.1 (cf. [17, 24] ). For the "boundary" polarization J 0,1 , H r,γ1 (y, t; J 0,1 ) are given for all r ≥ 1 by
with
where Bun C,r is the stack of vector bundles of rank r and degree zero over C that has a Poincaré polynomial
and Z C (t) is the (Poincaré polynomial of the) zeta function of the curve C which has the explicit form
The function of our interest is
Using that χ(γ, γ) = r 2 (−2∆(γ) + 1 − g), we obtain
After substitution of (5.3) and (5.4), this expression is easily rewritten to Eq. (5.2). To determine H r,γ1 (y, t; J ε,1 ), we need to subtract from H r,γ1 (y, t; J 0,1 ) the contributions due to sheaves with HN-filtrations of length > 1 for J ε,1 . A useful tool for this is the wall-crossing formula of Joyce for I M (γ) [12] , which we now recall. We will state this formula for I M , although it is more generally applicable.
) be a tuple of Chern characters with
2 ) and r (i) ∈ N >0 ∀i. We define S((γ (i) ), J, J ′ ) as follows. If for all i = 1, . . . , ℓ − 1, we have either
Then we have the following theorem of Joyce. 
Our first aim is to determine a generating function for the invariants I M (γ, y; J) with the polarization J sufficiently close to J 0,1 = f , such that no walls exist between J and f . Such a polarization clearly depends on γ which is made precise in the following definition and proposition following [11, Remark 5.3.6 ].
Definition 5.5. A γ-suitable polarization J is a polarization such that for any ξ ∈ Pic(S) satisfying the following two conditions:
(1) ξ 2 is bounded by
Proposition 5.6. No walls exist between f and a γ-suitable polarization J.
Proof. From Equations (2.7) and (2.8) we deduce that a wall for γ exists between f and J if there exist γ (1) and γ (2) such that (r (1) γ
Then from (2.15) we find that
By the Bogomolov inequality r∆ ≥ 0, and therefore we arrive at
The left hand side is minimized by r (1) = r (2) = r/2. Moreover, ξ is negative definite, ξ 2 < 0, since ξ · f and ξ · J have a different sign and the signature of H 2 (S, Z) is (1, b 2 (S) − 1) = (1, 1). Thus, the ξ satisfy Condition (1) in Definition 5.5. However, the different sign violates Condition (2) and therefore no walls exist between f and a suitable polarization J.
The next proposition gives a closed expression for the generating function for invariants I M (γ, y; J) for a suitable polarization J = J ε,1 . Since the generating function sums over all γ 2 , the choice of suitable polarization J ε,1 is determined as follows. Truncate H r,γ1 (y, t, J ε,1 ) at some power t K , with K the largest value of r∆ of interest, and denote the corresponding γ by γ max . Then J ε,1 is chosen such that it is γ max -suitable, which implies by Equation (5.6) that J ε,1 is γ-suitable for the terms of H r,γ1 with r∆(γ) < K.
We have the following proposition Proposition 5.7. Assume |y| < 1 and γ 1 = βC − αf , then H r,γ1 (J ε,1 ) equals
where {x} = x − ⌊x⌋ is the fractional part of x.
Proof. The proof follows the proof of [18, Proposition 4.1] . We substitute the wall-crossing formula of Theorem 5.4 with J = J 0,1 and J ′ = J ε,1 in H r,γ1 (J ε,1 ),
To evaluate the sum we parametrize the first Chern classes γ
.
Since J ε,1 is a suitable polarization we deduce that S((γ (i) ), J 0,1 , J ε,1 ) can only be non-vanishing if
Thus we find in particular that for γ 1 · f = 0 mod r, H r,γ1 (y, t, J ε,1 ) = 0. Next we make the change of variables from a (i) to s (i) defined by
, we find that the summation in Eq. (5.9) reduces to all
The exponent of y in (5.9) in terms of the new variables becomes
(5.10)
To evaluate the sum for γ 1 · f = 0 (mod r), we first note that (2.15) simplifies in the present
. Assuming that |y| < 1, the geometric sums over s (i) can be carried out, such that
After multiplication of numerator and denominator by
) and using the identity
, we arrive at the desired result.
Remark 5.8. H r,γ1 (y, t, J ε,1 ) can be analytically continued beyond |y| = 1. ♦ 5.2. Rank 2. In this subsection, we apply the formulas discussed above to determine dim IH n (M γ ) for rank 2 sheaves in a number of cases. Considering (r, γ 1 ) = (2, 0), Proposition 5.7 gives for H 2,0
Since the suitable polarization J ε,1 is generic, we determine h 2,0 using (4.16),
Following (4.6), the generating function of dim IH(M γ ), γ2 Ω γ t r∆(γ) , is then given by
We list b n := dim IH n (M γ ) and numerical DT invariants Ω num γ
= Ω(γ, −1; J) for S = Σ 0,d and for small γ 2 in Table 1 . Note that for a suitable polarization the Ω γ are independent of d. The numbers are listed up to dim C M γ ; those with n > dim C M γ are determined by Poincaré duality Table 1 . Table with b n (with n ≤ dim C M γ ) and the numerical DT invariant Ω num of J ε,1 -semi-stable sheaves on Σ 0,d with r = 2, γ 1 = 0, and 2 ≤ γ 2 ≤ 7.
Tensoring a sheaf F on Σ g,d with a line bundle with γ 1 = γ 2 = 0 does not change γ(F ). As a result, the moduli space M γ is a fibration with fibre the moduli space of such line bundles, i.e. the Jacobian of C. This further implies that the intersection Poincaré polynomial involves a factor (1 − y) 2g . To concisely tabulate the motivic DT invariants, we define a new set of numbers b
We list in the Tables 2 and 3 below the b ′ n for g = 1 and g = 2 for n ≤ dim C M γ − g. The numbers b ′ n with n > dim C M γ − g are again determined by Poincaré duality. For other polarizations, we can determine H 2,γ1 (J m,n ) using the wall-crossing formula of Theorem 5.4. Without loss of generality, we can set γ 1 = βC − αf with α and β either 0 or 1. For Table 3 . Table with b ′ n (5.13) of J ε,1 -semi-stable sheaves on Σ 2,d with r = 2, γ 1 = 0, and 0 ≤ γ 2 ≤ 3. r = 2, we have either ℓ = 1 or 2. Setting for ℓ = 2, a (1) = −a and a (2) = a + α, and similarly for b (1) and b (2) , we arrive at 14) with 0 < v ≪ ε. Here we used the notation sgn(x) − sgn(y), familiar from the theory of indefinite theta functions [6, 7, 33] . Note that for general J m,n the invariants do depend on d.
The infinite sum over a is a geometric series and can be resummed. For example for γ 1 = 0, one has
Note that for given b, there is only one value of a contributing to the sum on the right hand side.
As an example of a non-suitable polarization we take J 6,5 , which is generic for small r∆. We list invariants b ′ n for Σ 1,0 and Σ 1,2 in the following tables ′ n (5.13) of J 6,5 -semi-stable sheaves on Σ 1,0 with r = 2, γ 1 = 0, and 1 ≤ γ 2 ≤ 3. For this polarization the motivic DT invariants are listed in Tables 6 and 7 . Table 7 . The motivic DT invariants b n and numerical DT invariant Ω num γ of J 2,1 -semi-stable sheaves on Σ 0,1 with r = 2, γ 1 = 0, and 2 ≤ γ 2 ≤ 7.
5.3. Rank 3. As example of higher rank sheaves, we tabulate in this section dim IH(M γ ) with r = 3 in various cases. First we consider a suitable polarization for (r, Then the generating function h 3,0 (y, t, J ε,1 ) (4.14) follows from Theorem 4.2 and is given by The generating function of Ω γ is then given by h 3,0 (y, t, J ε,1 ) − 1 3 H 1 (y 3 , t 3 ). We list in Tables 8,  9 and 10 the invariants b n = dim IH n and b ′ n defined as in Equation (5.13) Invariants for other values of J can again be determined using the wall-crossing formula. To determine the contribution of partitions of γ with (r (1) , r (2) ) = (2, 1), we set γ 1 − y 6 t −3b .
S((γ
The contribution due to (r (1) , r (2) ) = (1, 2) is identical to the above. For the contribution of partitions with r (i) = 1 for i = 1, 2, 3, we set γ (1) = −γ (2) − γ (3) and b (2) = b 1 , b (3) = b 2 , a (2) = a 1 , a (3) = a 2 . Then we arrive at (1 − y 2 t −2b1−b2 )(1 − y 2 t b1−b2 ) . 
