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On Probabilistic Proofs of Certain Binomial Identities
P. VELLAISAMY
Abstract. We give a simple statistical proof of a binomial identity,
by evaluating the Laplace transform of the maximum of n independent
exponential random variables in two different ways. As a by product, we
obtain a simple proof of an interesting result concerning the exponential
distribution. The connections between a probabilistic approach and the
statistical approach are discussed, which explains why certain binomial
identities admit probabilistic interpretations. In the process, several new
binomial identities are also obtained and discussed.
1. Introduction
The objectives of this article are manifold:(a) to provide a simple statistical
proof of a basic binomial identity, (b) to provide a rigorous proof of an inter-
esting result concerning the maximum of n independent exponential random
variables, (c) to discuss two approaches for obtaining certain binomial identi-
ties and (d) to explain the rationale on why certain binomial identities admit
probabilistic interpretations/proofs, while others may not.
Recently, Peterson [4] gave an interesting probabilistic proof of the binomial
identity
(1.1)
n∑
k=0
(−1)k
(
n
k
)(
s
s+ k
)
=
n∏
k=1
(
k
s+ k
)
,
for s > 0, and n ∈ N = {1, 2, . . .}, which we call the basic binomial identity.
He mentioned that mathematical proofs require a rather advanced tools of
mathematics such as hypergeometric functions, Chu-Vandermonde formula
[3] for the right side of (1.1) or the use of Rice-integral formulas [2] for
the left side of (1.1). His proof involves the computation of the probability
of a certain event, concerning n independent exponential random variables,
in two different ways and equating them. We call this the probabilistic
approach. However, the probability computation in one way requires an
interesting result [4, Lemma 1] concerning the maximum of n independent
exponential random variables. He provided a rather heuristic argument of
this result. While going through this probabilistic proof, a natural question
arises if one could provide a proof of the binomial identity in (1.1), which is
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simple and does not use Lemma 1 of [4]. The main of this note is to provide
such a direct statistical proof, based on Laplace transforms, and bring out its
relation to the probabilistic approach used in [4]. An interesting by-product
of this approach is that it readily provides a simple, yet rigorous, proof of
Lemma 1 of [4]. Some new binomial identities are also obtained. Finally, we
discuss an interesting relationship among binomial identities, probabilistic
interpretations and the associated Laplace transforms.
2. A Probabilistic Approach
In this section, we briefly describe the probabilistic approach due to Peterson
[4]. Let X1. . . . ,Xn be n independent exponential Exp(1) random variables
with density
f(x) = e−x, x > 0,
and X(n) = max(X1. . . . ,Xn). Then the distribution function of X(n) is
Fn(t) = P(X(n) < t)
= P(X1 < t) . . . P(Xn < t)
= (1− e−t)n, t > 0,(2.1)
and its density is
(2.2) fn(t) = n(1− e
−t)n−1e−t, t > 0.
For s > 0 and a positive integer m, let Tm be a gamma G(s,m) random
variable with density
f(x|s,m) =
sm
Γ(m)
e−sxxm−1, x > 0.
Note T1 = G(s, 1) = Exp(s), an exponential random variable with parameter
s > 0.
Peterson [4] computed the probability P(T1 > X(n)) in two different ways as
follows:
(A) Conditioning on X(n):
P(T1 > X(n)) = E(P(T1 > X(n)|X(n)))
= E(e−sX(n)).
To compute the above expectation, he stated and proved the result ([4,
Lemma 1])
(2.3) X(n)
d
=
n∑
j=1
Yj,
where Y1, . . . , Yn are independent and Yj ∼ Exp(j), 1 ≤ j ≤ n. Note here
X
d
= Y means X and Y have identical distributions. The proof of (2.3) given
in [4] is non-trivial and uses (a) the memoryless property of the exponential
distribution and (b) the fact that X(1) = min(X1, . . . ,Xn) is an Exp(n)
2
random variable.
(B) Conditioning on T1:
(2.4) P(T1 > X(n)) = E(P(X(n) < T1|T1)),
which can easily be evaluated as T1 ∼ Exp(1). Equating (2.3) and (2.4) he
obtained the binomial identity in (1.1).
3. A Statistical Approach
Our approach is based on computing the Laplace transformation of X(n) in
two different ways and equate them to get the result in (1.1).
(i) Using distribution function Fn(t) :
Note that
E(e−sX(n)) =
∫
∞
0
e−stdFn(t)
= s
∫
∞
0
Fn(t)e
−stdt (integration by parts)
= s
∫
∞
0
(1− e−t)ne−stdt (use (2.1))
=
n∑
k=0
(−1)k
(
n
k
)∫
∞
0
e−(k+s)tdt
=
n∑
k=0
(−1)k
(
n
k
)(
s
s+ k
)
(3.1)
= f(s), (say).
(ii) Using the density of fn(t):
Using (2.2), we get
E(e−sX(n)) = n
∫
∞
0
e−(s+1)t(1− e−t)n−1dt.
Making the transformation w = (1− e−t), we get
E(e−sX(n)) = n
∫ 1
0
(1− w)swn−1dw
= nB(s+ 1, n),
where B(a, b) is the usual beta function.
Note
nB(s+ 1, n) = n
Γ(s+ 1)Γ(n)
Γ(n+ s+ 1)
=
n!
(s+ 1) . . . (s+ n)
.
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Thus, we get
E(e−sX(n)) =
n∏
k=1
(
k
s+ k
)
(3.2)
= g(s) (say).
Equating (3.1) and (3.2), we get the binomial identity in (1.1).
4. Remarks and Discussions
Clearly, our statistical approach is simpler, direct and does not use any other
property of the exponential distribution. Several remarks are in order.
(i) Let Y1, . . . , Yn be n independent random variables, where Yj ∼ Exp(j), 1 ≤
j ≤ n. Then from (3.2),
E(e−sX(n)) =
n∏
k=1
(
k
s+ k
)
=
n∏
k=1
E(e−sYk)
= E(e−s
∑
n
k=1 Yk),
for all s > 0. By the uniqueness of the Laplace transform, we get
X(n)
d
=
n∑
k=1
Yk.
This proves rigorously Lemma 1 given in [4].
(ii) Note the binomial identity in (1.1) follows from
f(s) = g(s), ∀ s > 0.
This implies, obviously,
(4.1) f(s)− sf ′(s) = g(s)− sg′(s), ∀ s > 0,
which leads to
(4.2)
n∑
k=0
(
n
k
)
(−1)k
(
s
s+ k
)2
=
n∏
k=1
(
k
s+ k
) n∑
j=0
s
s+ j

 .
A proof of this result is given in [4] by computing the probability P(T2 >
X(n)), where T2 is a G(s, 2) random variable.
(iii) A curious reader might wonder if there exists a connection between these
two approaches. Indeed, there is an interesting relationship between them,
4
as seen follows:
Consider the general case
P(Tm > X(n)) = E(P(Tm > X(n))|X(n))
= E
(
m−1∑
k=0
e−sX(n)
sk
k!
Xk(n)
)
=
m−1∑
k=0
sk
k!
E
(
e−sX(n)Xk(n)
)
,(4.3)
where we have used the fact (see [1, equation (3.3.9)])
P(Tm > x) =
m−1∑
k=0
e−sx(sx)k
k!
.
Note f(s) = E(e−sX(n)) has k-th derivative
f (k)(s) = (−1)kE
(
e−sX(n)Xk(n)
)
which, when substituted in (4.3), leads to
P(Tm > X(n)) =
m−1∑
k=0
(−1)k
sk
k!
f (k)(s)(4.4)
=
m−1∑
k=0
(−1)k
sk
k!
g(k)(s) (∵ f(s) = g(s))(4.5)
where f and g are defined respectively in (3.1) and (3.2).
Note the equalities of the right-hand sides of (4.4) and (4.5) lead to binomial
identities, while (4.4) (or (4.5)) indicates the connection between associated
probabilities and the Laplace transforms. For example, the case m = 2 leads
to (4.1) which in turn yields the identity in (4.2).
Note however f ′(s) (or g′(s)) is not of the form of the right side of (4.4) (or
(4.5)) and so it may not correspond to probability of some event involving
exponential random variables. Hence, the binomial identity
n∏
k=1
(
k
s+ k
) k∑
j=1
(
1
j + s
)
=
n∑
k=0
(−1)k+1
(
n
k
)
k
(k + s)2
,
which corresponds to f ′(s) = g′(s), may not have probabilistic interpreta-
tions.
(iv) For a general m, we get from right-hand sides of (4.4) and (4.5) (or by
directly computing P(Tm > X(n))),
n∑
k=0
(−1)k
(
n
k
)(
s
s+ k
)m
=
n
s
m−1∑
k=0
n−1∑
j=0
(−1)j
(
n− 1
j
)(
s
s+ j + 1
)k+1
,
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which is different from the last identity given in [4]. Thus, several binomial
identities can be obtained from the basic identity in (1.1) and using (4.4)
and (4.5), all of which have probabilistic connections.
(v) Also, applying the well-known binomial inversion to the identity in (1.1),
we obtain for s > 0,
(4.6)
n∑
k=0
(−1)k
(
n
k
) k∏
j=1
(
j
s+ j
)
=
(
s
s+ n
)
, n ≥ 0,
where
∏0
j=1 aj is defined as unity. Similarly, from (4.2), we get
(4.7)
n∑
k=0
(−1)k
(
n
k
) k∏
j=1
(
j
s+ j
)( k∑
i=0
s
s+ i
)
=
(
s
s+ n
)2
,
and so on.
Finally, we hope the interested readers will enjoy these connections among
binomial identities, probabilities of certain events and the Laplace trans-
forms (and its derivatives) of random variables associated with exponential
distributions.
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