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ARITHMETIC THREE-SPHERES THEOREMS FOR
QUASILINEAR RICCATI TYPE INEQUALITIES
SEPPO GRANLUND AND NIKO MAROLA
Abstract. We consider arithmetic three-spheres inequalities to
solutions of certain second order quasilinear elliptic differential
equations and inequalities with a Riccati-type drift term.
1. Introduction and main results
In this paper we consider the following second order quasilinear el-
liptic differential equation with a Riccati-type drift term,
(1.1) −∇ · A(x, u,∇u) + B(x, u,∇u) = 0,
in a domain G of Rn, where n ≥ 2, and the related pair of differential
inequalities
−∇ · A(x, u,∇u) + B(x, u,∇u) ≤ 0,
−∇ · A(x, u,∇u) + B(x, u,∇u) ≥ 0.
In some sense, solutions to these differential inequalities can be consid-
ered to be sub- and supersolutions to the equation (1.1). Here A and
B are assumed to satisfy certain growth conditions which we specify
in Section 2; see also Section 4. We shall prove an arithmetic version
of the Hadamard three-circles/spheres theorem for sub- and superso-
lutions to the equation (1.1). Three-spheres inequalities are central in
the qualitative theory of partial differential equations. As an applica-
tion, we obtain a Cauchy–Liouville-type theorem for solutions to (1.1)
under certain structural assumptions.
The classical Hadamard three-circles theorem for analytic functions
has counterparts for solutions to elliptic differential equations and in-
equalities. For instance, suppose that u is a non-constant C2-smooth
2-subharmonic function, i.e. ∆u ≥ 0, in the set {x ∈ Rn : |x| < R}
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and let M(r) = sup{u(x) : |x| = r} for every 0 < r ≤ R. Then by the
strong maximum principle M(r) is a strictly increasing function of r.
The three-circles theorem, on the other hand, tells that M(r) is a con-
vex function of log r when n = 2, and a convex function of −r2−n when
n > 2; see Protter–Weinberger [22]. One application of the theorem is
Liouville’s theorem; a uniformly bounded subharmonic function in the
whole (x, y)-plane, except possibly at one point, is a constant [22].
There are counterparts of the three-circles inequality for solutions to
other elliptic equations. To name a few, we refer to Dow [5], Landis [11,
12], Vy´borny´ [24, 25], and to a more recent paper [6] by Fraas and
Pinchover and to Miklyukov et al. [19], see also the references in these
papers.
It is interesting to note that the aforementioned result for subhar-
monic functions holds in verbatim also in the case of the non-linear
p-Laplace equation,
−∇ · (|∇u|p−2∇u) = 0,
where 1 < p < ∞. This is simply due to the existence of the ra-
dial fundamental solutions |x|(p−n)/(p−1) whenever 1 < p < n, and
− log |x| for the borderline case p = n. Then any function of the form
a + b|x|(p−n)/(p−1), a, b ∈ R, is a solution to the p-Laplace equation in
punctured neighborhoods of the origin. Then the comparison principle
gives the following arithmetic version of the Hadamard three-circles
theorem: Suppose that u is a p-subharmonic in a domain containing
concentric circles of radii r1 and r3 and the region between them, then
for each r1 < r2 < r3
M(r2) ≤
M(r1) log(r3/r2) +M(r3) log(r2/r1)
log(r3/r1)
,
when p = n, and in the case in which 1 < p < n we have
M(r2) ≤
M(r1) (r
α
2 − r
α
3 ) +M(r3) (r
α
1 − r
α
2 )
rα1 − r
α
3
,
where α = (p− n)/(p− 1).
Let us also briefly discuss another much stronger form of the three-
spheres inequality for solutions to elliptic equations. In fact, since there
are two different types of three-spheres inequalities, we shall call the
type treated in the present paper arithmetic (seen Theorem 1.3) to
dissociate it from the other form of inequalities. Namely, inequalities
of the type
(1.2) ‖u‖Br2 ≤ C‖u‖
τ
Br1
‖u‖1−τBr3
,
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where 0 < r1 < r2 < r3. Usually, the radius r3 has to be sufficiently
small and u is a C2-solution to an elliptic differential equation, and
‖u‖ is the L2 or L∞-norm of u on concentric spheres. The constants
C and τ ∈ (0, 1) depend only on the given elliptic operator and on
the ratios r1/r2, r1/r3, and r2/r3. The classical Hadamard inequality
for analytic functions in an annulus is the inequality (1.2) with C = 1
and τ = log(r3/r2)/ log(r3/r1). For counterparts of the inequality (1.2)
to elliptic equations, see e.g. Korevaar-Meyers [9], Brummelhuis [3],
and Lin et al. [13, 14]. We also refer to Alessandrini et al. [1] for an
exhaustive reference list and discussion on the topic.
In general, three-spheres inequalities of the form (1.2) do not hold
for second order quasilinear elliptic equations of divergence form. This
can be seen from the counterexamples in [16] which concern solutions
to the equation (1.1) with B = 0, p = n, and n ≥ 3 in (2.2). This
phenomenon occurs already in the linear case as can be deduced from
the counterexamples by Pli´s [21]; in [21] the reader can find counterex-
amples for solutions to certain second order linear elliptic equations of
divergence form with Ho¨lder continuous coefficients (with any exponent
less than one) in R3.
In this paper, we are concerned with equations of the general form
(1.1), and hence we confine ourselves to the study of an arithmetic
version of the three-spheres theorem. More precisely, we study the
growth of sub- and supersolutions to (1.1) in terms of the functions
M(r) = ess sup{u(x) : x ∈ Br}
and
m(r) = ess inf{u(x) : x ∈ Br},
where Br ⊂ G is a ball centered at some point in G and with radius r.
We discuss the finiteness of these functions in Remark 2.9. As usual,
we distinguish three cases 1 < p < n, p = n, and p > n in (2.2) and
(2.3). One of the results in this paper is the following theorem.
Theorem 1.3 (Global arithmetic three-spheres inequality: 1 < p < n).
Suppose that u is a subsolution to (1.1) in G under the structural as-
sumptions (2.2) and (2.3) for 1 < p < n. Assume further that there
is a positive number τ so that for every 0 < r1 < r2 < r3, such that
Br3 ⊂ G, the inequalities 0 < τ ≤ r1/r2 < r2/r3 < 1 hold. Then there
exists a constant 0 < λ < 1, depending only on n, p, a0, a1, b1, and on
the ratios r1/r2, r1/r3, and r2/r3, for which the inequality
(1.4) M(r2) ≤ λM(r1) + (1− λ)M(r3)
3
holds. Also, we obtain the following dual result. If u is a supersolution
to (1.1) in G the inequality
(1.5) m(r2) ≥ λm(r1) + (1− λ)m(r3)
holds. The balls Br1, Br2, and Br3 are concentric.
We treat the case p = n and p > n in Section 5 and Section 6,
respectively.
Compared to the classical three-spheres theorems there are certain
noteworthy differences in our method of proof and also in our results.
We now discuss these aspects in more detail.
Classically, see [22], the method of proof for three-spheres theorems
is simply based on the usage of radial fundamental solutions and com-
parison principle. For quasilinear equations of the form (1.1) under
the structural assumptions (2.2) and (2.3), in particular allowing for
dependence on the spatial variable x, fundamental solutions are not
available in general.
Our method, which is based on a priori estimates with respect to
solid balls, compensates the lack of fundamental solutions. However,
we are not able to cover ring shaped domains as in the classical case.
Hence, in Theorem 1.3 the growth of sub- and supersolutions is given
in terms of concentric balls instead of concentric spheres.
In our case complexity of the method depends stongly on the struc-
ture parameter 1 < p <∞. Indeed, as opposed to the case 1 < p < n,
when p ≥ n we are able to obtain more explicit formulation for the
convexity/concavity parameter λ and, therefore, to attain Cauchy–
Liouville theorems for solutions in the borderline case p = n as in
the classical situation.
The paper is outlined as follows. After discussing certain preliminary
estimates in Section 2, we shall prove Theorem 1.3 in Section 3. We
obtain a local version of the arithmetic three-spheres inequality for
sub- and supersolutions to the equation which has slightly different
structure as the one in Theorem 1.3, see Theorem 4.3 in Section 4.
In Section 5 and Section 6 we consider the borderline case p = n
and the case p > n in (2.2) and (2.3). We obtain a global arithmetic
three-spheres theorem for solutions. However, the method is slightly
different to the one used in connection with Theorem 1.3 in the case
1 < p < n. In the borderline case p = n and in the case p > n,
De Giorgi–Ladyzhenskaya–Ural’tseva-type L∞ − Lp-estimates are re-
placed by Sobolev’s inequality on spheres as formulated by Gehring
and Mostow. By this replacement, we obtain an explicit formula, up
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to an absolute constant, for the parameter λ as a function of the ratios
r1/r2, r1/r3, and r2/r3.
In the borderline case p = n, as an application of the global three-
spheres inequality with an explicit parameter λ, we obtain a Cauchy–
Liouville-type result: a bounded entire solution to (1.1) under the
structure presented in (2.2) and (2.3) must be constant.
2. Preliminary estimates
Let G be a domain in Rn, possibly unbounded, and n ≥ 2. For
simplicity and for notational purposes, we assume that G contains the
origin 0 and that open balls of radius r, written as Br, are centered at
0. We write the closure of a ball Br as Br.
The structural conditions (2.2) and (2.3) below ensure that we can
consider (1.1) in weak form as follows. A function u ∈ W 1,ploc (G) is a
subsolution [supersolution] of the equation (1.1) in G if, and only if,
for any relatively compact D ⊂ G and any η ∈ W 1,p0 (D) with η ≥ 0 in
D the inequality
(2.1)
∫
D
A(x, u,∇u) · ∇η dx+
∫
D
B(x, u,∇u)η dx ≤ [≥]0
holds; u is a solution in G if the equality holds in (2.1) for any relatively
compact D ⊂ G and all η ∈ W 1,p0 (D). Here A : G×R×R
n → Rn and
B : G×R×Rn → R are assumed to satisfy the Carathe´odory condition,
i.e. each Ai(x, t, h) (i = 1, . . . , n) is measurable in x ∈ G for every fixed
(t, h) ∈ R × Rn and continuous in (t, h) for almost every fixed x, and
B(x, t, h) is measurable in x ∈ G for every fixed (t, h) ∈ R × Rn and
continuous in (t, h) for almost every fixed x. In addition, we shall
assume that there are constants 1 < p < n and 0 < a0 ≤ a1 <∞ such
that for all (t, h) in R × Rn and for almost every x ∈ G the following
structural assumptions apply
(2.2) A(x, t, h) · h ≥ a0|h|
p, |A(x, t, h)| ≤ a1|h|
p−1.
For the drift term B we require it satisfies the following growth condi-
tion: there is a constant 0 < b1 <∞ such that for all (t, h) in R× R
n
and for almost every x ∈ G
(2.3) |B(x, t, h)| ≤ g(x)|h|p−1,
where the function g : G→ R is defined as
g(x) =


b1 if |x| ≤ 1,
b1
|x|
if |x| > 1.
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By imposing the asymptotic behavior as in (2.3) on B we are able to
obtain a global three-spheres inequality in the case of the general form
of an elliptic quasilinear equation.
We do not assume monotonicity of A since we do not deal with
existence problems. The prototype operator of A is the p-Laplacian.
A growth condition in some ways similar to (2.3) can be found in [6],
see also Lin et al. [14] and [13].
We shall use a method exploiting certain convex functions and which
has been previously used to prove oscillation lemmas and Ho¨lder conti-
nuity for solutions to quasilinear elliptic equations [10], [4], but which
has not been applied to prove three-spheres inequalities to quasilinear
equations with a Riccati-type drift term (1.1).
In what follows, φ : R→ R shall be a convex function satisfying the
following conditions: there exists a sub-interval I of R such that
(C-1) φ ∈ C2(I);
(C-2) φ′(t)2 ≤ φ′′(t) for all t ∈ I;
(C-3) either (i) φ′(t) > 0 or (ii) φ′(t) < 0 for all t ∈ I.
Positive constants C, C1, C2, C3, and C4 depend only on n, p, a0,
a1, and b1, and may vary from line to line. Dependence on other
parameters than the aforementioned is written as C(ε, δ).
Let us consider some estimates for the composite function φ(u),
where u is a solution to a differential inequality related to the equa-
tion (1.1).
In regard to the growth condition (2.3) and the function g, we shall
next treat only the case in which |x| > 1 as the case |x| ≤ 1 follows eas-
ily by modifying the proofs for the former case; when deriving these a
priori estimates in Lemma 2.4 and Lemma 2.6 and restricting ourselves
to those balls whose radius r ≤ 1 we can embed the terms caused by the
drift function B to the corresponding terms produced by the operator
A. See also the discussion in Section 4.
Lemma 2.4. Suppose that φ : I → R is a convex function such that
the conditions (C-1) through (C-3)(i) listed above are valid and that u
is a subsolution to (1.1) in G, with the structural assumptions (2.2)
and (2.3) for fixed 1 < p < n, such that u(G) ⊂ I. There exists a
constant C > 0 such that the inequality
(2.5)
∫
B(1−δ)r
|∇φ(u(x))|p dx ≤
C
δp
rn−p
holds for every Br ⊂ G, and 0 < δ < 1.
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We obtain an analogous inequality in the case in which u is a super-
solution to (1.1) and the conditions (C-1) through (C-3)(ii) are valid
for a convex function φ : I → R.
Proof. Suppose that u is a subsolution. Let ξ ∈ C∞0 (Br) be non-
negative and η(x) = φ′(u(x))p−1ξp(x) at x ∈ Br, here φ
′(t) > 0 for
all t ∈ I. By plugging η into the inequality (2.1) and using the struc-
tural assumptions (2.2) and (2.3) we have
a0(p− 1)
∫
Br
|∇u|pφ′(u(x))p−2φ′′(u(x))ξp dx
≤ a1p
∫
Br
|∇u|p−1φ′(u(x))p−1ξp−1|∇ξ| dx
+ b1
∫
Br
|x|−1|∇u|p−1φ′(u(x))p−1ξp dx.
Applying the condition (C-2) on the left-hand side, the preceding in-
equality becomes∫
Br
|∇u|pφ′(u(x))pξp dx
≤
a1p
a0(p− 1)
∫
Br
|∇u|p−1φ′(u(x))p−1ξp−1|∇ξ| dx
+
b1
a0(p− 1)
∫
Br
|x|−1|∇u|p−1φ′(u(x))p−1ξp dx.
From Young’s inequality with positive ε we get∫
Br
|∇u|pφ′(u(x))pξp dx
≤
a1pε
a0(p− 1)
∫
Br
|∇u|pφ′(u(x))pξp dx+ C1(ε)
∫
Br
|∇ξ|p dx
+
b1ε
a0(p− 1)
∫
Br
|∇u|pφ′(u(x))pξp dx+ C2(ε)
∫
Br
|x|−pξp dx
≤ C1
∫
Br
|∇ξ|p dx+ C2r
n−p,
where the last inequality is obtained by choosing ε sufficiently small so
that the first and the third term on the right are absorbed by the term
on the left. The preceding inequality leads to (2.5) by choosing ξ = 1
on B(1−δ)r , 0 ≤ ξ ≤ 1, such that |∇ξ| ≤ C/δr in Br .
In the case in which u is a supersolution and φ′(t) < 0 for all t ∈ I,
at each x ∈ Br we set η(x) = (−φ
′(u(x)))p−1ξp(x). Then the inequality
(2.5) is obtained in the same way as above. 
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For any k ≥ 0, let us write Ak,r = {x ∈ Br : φ(u(x)) > k}. We first
deduce a Caccioppoli-type estimate on such level sets of the composite
function φ(u). Then, by referring to a well known iteration argument,
an L∞–Lp estimate is obtained.
Lemma 2.6. Suppose that φ : I → R is a convex function such that
the conditions (C-1) through (C-3)(i) listed above are valid and that
u is a subsolution to (1.1) in G with the structural assumptions (2.2)
and (2.3) such that u(G) ⊂ I. Let Br0 ⊂ G and 0 < δ0 < 1 be a
fixed constant. Assume further that there exists a radius rˆ > 0 such
that φ(u(x)) ≤ 0 at almost every x ∈ Brˆ and there is τ , 0 < τ < 1,
such that rˆ ≥ τ(1 − δ0)r0. Then for every k ≥ 0 and for (1 − δ0)r0 ≤
(1− δ)r < r ≤ r0 the inequality
(2.7)
∫
Ak,(1−δ)r
|∇φ(u(x))|p dx ≤
C(δ0, τ)
(δr)p
∫
Ak,r
(φ(u(x))− k)p dx
holds. In addition, the inequality
(2.8)
(
ess sup
x∈B(1−δ0)r0
φ(u(x))
)p
≤
C(δ0, τ)
rn0
∫
A0,r0
φ(u(x))p dx
is valid. All the balls above are concentric.
We obtain analogous inequalities in the case in which u is a super-
solution to (1.1) and the conditions (C-1) through (C-3)(ii) are valid
for a convex function φ : I → R.
Proof. Suppose that u is a subsolution and let k ≥ 0 be arbitrary.
Define ψ(x) = max{φ(u(x)) − k, 0} at every x ∈ Br, where r ≤ r0
with Br0 ⊂ G. Let us choose η(x) = ψ(x)φ
′(u(x)))p−1ξp(x), where
ξ ∈ C∞0 (Br) is non-negative.
By plugging η into the inequality (2.1), using the structural assump-
tions (2.2) and (2.3), and then (C-2) we have∫
Br
|∇u|pφ′(u(x))pξp dx+ (p− 1)
∫
Br
|∇u|pψ(x)φ′(u(x))pξp dx
≤
a1p
a0
∫
Br
|∇u|p−1ψ(x)φ′(u(x))p−1ξp−1|∇ξ| dx
+
b1
a0
∫
Br
|x|−1|∇u|p−1ψ(x)φ′(u(x))p−1ξp dx.
We drop the second term on the left-hand side and use Young’s in-
equality with ε > 0 to the terms on the right-hand side in the preceding
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inequality; it becomes∫
Br
|∇u|pφ′(u(x))pξp dx ≤
a1p
a0
ε
∫
Br
|∇u|pφ′(u(x))pξp dx
+ C1(ε)
∫
Br
ψ(x)p|∇ξ|p dx+
b1
a0
ε
∫
Br
|∇u|pφ′(u(x))pξp dx
+ C2(ε)
∫
Br
|x|−pψ(x)pξp dx.
We then choose ε small enough so that the first and the third term
on the right will be absorbed by the term on the left. Then let us
choose the cut-off ξ so that ξ(x) = 1 for x ∈ B(1−δ)r , 0 ≤ ξ ≤ 1, and
|∇ξ| ≤ C/δr on Br. Furthermore, we clearly have that both ψ(x) = 0
and ∇ψ(x) = 0 at a.e. x ∈ Br \Ak,r. Also, by the hypothesis, ψ(x) = 0
on Brˆ. Altogether, we have∫
Ak,(1−δ)r
|∇u|pφ′(u(x))p dx ≤
C
(δr)p
(
1 +
δp0
τ p(1− δ0)p
)∫
Ak,r
ψ(x)p dx,
and hence the desired inequality (2.7).
Suppose u is a supersolution. In this case, let us choose η(x) =
ψ(x)(−φ′(u(x))))p−1ξp(x) and we shall proceed as above to obtain the
inequality (2.7).
It is well known that an inequality of the form (2.8) follows from an
inequality of the type (2.7) by a De Giorgi-type iteration argument, see
[10, Lemma 5.4, page 76]. 
Remark 2.9. It follows by a similar argument as in Lemma 2.6 with
φ(t) = t thatM(r) <∞ whenever u is a subsolution to (1.1) in G and
Br ⊂ G such that r ≤ 1; in this case the extra hypotheses concerning
the existence of the ball Brˆ and the constant τ in Lemma 2.6 become
obsolete. We may, therefore, conclude by a covering argument that
M(r) <∞ for all r > 0 for which Br ⊂ G.
It can be noted that under our structural assumptions (2.2) and (2.3)
it does not necessarily hold that−u is a supersolution to (1.1) whenever
u is a subsolution. Hence, to obtain (1.5) we assume that m(r) > −∞
for all r > 0 for which Br ⊂ G. This extra hypothesis becomes void if
we assumed certain homogeneity of the operator B. Since this would
rule out an interesting set of equations, for instance the equation (4.2),
we do not make such an assumption.
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3. Theorem 1.3
Proof of Theorem 1.3. We consider first the inequality (1.4). Let u be
a subsolution and ε > 0. We define a convex function φ satisfying the
conditions (C-1)–(C-3)(i) as
φ(t) = − log
(
M(r3)− t + ε
M(r3)−M(r1) + ε
)
for t ∈ (−∞,M(r3)]. We consider the composite function φ(u(x)).
Define also ψ(x) = max{φ(u(x)), 0}. In what follows, C is always a
positive constant which may vary from line to line and depends only
on n, p, a0, a1, b1, r1/r2, r1/r3, and r2/r3.
Observe that since ψ(x) = 0 at each x ∈ Br1 , we have the Poincare´
inequality∫
B(r2+r3)/2
ψ(x)p dx ≤ C
(
r2 + r3
2
)p ∫
B(r2+r3)/2
|∇ψ(x)|p dx.
We obtain the following L∞-bound for φ(u(x)) using first (2.8) with
r0 = (r2+r3)/2, 0 < δ0 = (r3−r2)/(r2+r3) < 1, rˆ = r1, and τ ≤ r1/r2,
then the Poincare´ inequality, and finally the inequality (2.5),(
ess sup
x∈Br2
φ(u(x))
)p
≤ C
(
r2 + r3
2
)−n ∫
A0,(r2+r3)/2
φ(u(x))p dx
= C
(
r2 + r3
2
)−n ∫
B(r2+r3)/2
ψ(x)p dx
≤ C
(
r2 + r3
2
)p−n ∫
B(r2+r3)/2
|∇φ(u(x))|p dx
≤ C.
The obtained upper bound C is independent of ε. Since φ is strictly
increasing
ess sup
x∈Br2
φ(u(x)) = − log
(
M(r3)−M(r2) + ε
M(r3)−M(r1) + ε
)
,
and further we obtain
log
(
M(r3)−M(r2) + ε
M(r3)−M(r1) + ε
)
≥ −C.
It follows that
M(r3)−M(r2) + ε ≥ e
−C (M(r3)−M(r1) + ε) ,
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or equivalently
M(r2) ≤ e
−CM(r1) + (1− e
−C)M(r3) + (1− e
−C)ε,
from which the claim (1.4) follows by letting ε→ 0.
Suppose that u is a supersolution. To prove the inequality (1.5), let
ε > 0 and choose a convex function satisfying the conditions (C-1)–(C-
3)(ii) as
φ(t) = − log
(
t−m(r3) + ε
m(r1)−m(r3) + ε
)
for t ∈ [m(r3),∞). As above, we consider the composite function
φ(u(x)) and define ψ(x) = max{φ(u(x)), 0} which also vanishes at
each x ∈ Br1 , and obtain by reasoning as above that for x ∈ Br2
φ(u(x)) ≤ C,
where the constant C is independent of ε. Hence for each x ∈ Br2
u(x) + (1− e−C)ε ≥ e−Cm(r1) + (1− e
−C)m(r3).
We obtain the desired inequality (1.5) by letting ε→ 0. 
4. Local three-spheres theorem
In this section, let us consider the equation (1.1) with the structural
assumptions (2.2) and
(4.1) |B(x, t, h)| ≤ b1|h|
p−1
for all (t, h) in R× Rn and for almost every x ∈ G, where 0 < b1 <∞
and 1 < p < n are fixed. The prototype equation becomes
(4.2) −∇ · A(x, u,∇u) = b(x)|∇u|p−1,
where b : Rn → R is a bounded measurable function in G. This
equation has been under active consideration, see e.g. [2], [17], and
[18].
Suppose that u is either a sub- or supersolution to the equation (1.1)
under the structural conditions (2.2) and (4.1). Then it is easy to verify
that we are able to obtain an inequality similar to that in Lemma 2.4 by
restricting ourselves to those balls Br ⊂ G for which r ≤ 1. In addition,
in this r ≤ 1 case the extra hypotheses concerning the existence of the
ball Brˆ and the constant τ in Lemma 2.6 can be neglected and again
we obtain two estimates similar to those in Lemma 2.6. We use the fact
that r ≤ 1 when deriving these a priori estimates to embed the terms
caused by the drift function B to the corresponding terms produced by
the operator A.
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We omit the proof of the following local result since it resembles that
of Theorem 1.3.
Theorem 4.3 (Local arithmetic three-spheres inequality: 1 < p < n).
Suppose that u is a subsolution to (1.1) in G with the structural assump-
tions (2.2) and (4.1) for 1 < p < n. For every 0 < r1 < r2 < r3 ≤ 1,
such that Br3 ⊂ G, there exists a constant 0 < λ < 1, depending only
on n, p, a0, a1, b1, and on the ratios r1/r2, r1/r3, and r2/r3, for which
the inequality (1.4) holds. In the case in which u is a supersolution in
G the inequality (1.5) is valid.
5. Three-spheres theorem in the borderline case
In this section, we let p = n and consider solutions to the equation
(1.1) under the structure (2.2) and (2.3). This is the so-called border-
line case. We obtain a global arithmetic three-spheres theorem also
in this case, however, the method is slightly different to the previously
presented. De Giorgi–Ladyzhenskaya–Ural’tseva-type estimates are re-
placed by an oscillation lemma due to Gehring and Mostow. With this
replacement we are able to obtain an explicit formula for the convexity
parameter λ as a function of the ratios r1/r2, r1/r3, and r2/r3.
As an application of the global arithmetic three-spheres theorem with
an explicit convexity parameter λ, we obtain a Cauchy–Liouville-type
result in Theorem 5.7.
In what follows, if A ⊂ Rn is a non-empty measurable set and
supx∈A |u(x)| <∞, we let
osc
A
u = sup
x∈A
u(x)− inf
x∈A
u(x)
denote the oscillation of u on the set A.
We shall need the following variant of Lemma 2.4.
Lemma 5.1. Suppose that φ : I → R is a convex function such that the
conditions (C-1) through (C-3) listed in Section 2 are valid and that u is
a solution to (1.1) in G with the structural assumptions (2.2) and (2.3)
for p = n such that u(G) ⊂ I. Then for every Br1 ⊂ Br2 ⊂ Br3 ⊂ G
the inequality∫
B(r2+r3)/2\Br2
|∇φ(u(x))|n dx(5.2)
≤ C
((
log
2r3
r2 + r3
)1−n
+
(
log
r2
r1
)1−n
+ log
r3
r1
)
holds. The constant C > 0 depends only on n, a0, a1, and b1.
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Proof. The proof is similar to the proof of Lemma 2.4 apart from obvi-
ous modifications. We obtain, by assuming the condition (C-3)(i) and
choosing η as in the proof of Lemma 2.4,∫
Br3
|∇u|nφ′(u(x))nξn dx ≤ C1
∫
Br3
|∇ξ|n dx(5.3)
+ C2
∫
Br3
|x|−nξn dx,
where C1 and C2 are positive constants depending on n, a0, a1, and b1.
Let us choose a non-negative cut-off function ξ ∈ C∞0 (Br3), 0 ≤ ξ ≤ 1,
as follows
ξ(x) =


0 if |x| ≤ r1,
1 if r2 < |x| < (r2 + r3)/2,
0 if |x| ≥ r3,
and so that it is admissible for the conformal capacity. Then the in-
equality (5.3) becomes∫
B(r2+r3)/2\Br2
|∇u|nφ′(u(x))n dx ≤ C1
(
log
2r3
r2 + r3
)1−n
+ C1
(
log
r2
r1
)1−n
+ C2 log
r3
r1
,
and hence we obtain the inequality (5.2). 
We have the following global three-spheres inequality with an explicit
formula for the convexity parameter λ.
Theorem 5.4 (Global arithmetic three-spheres inequality: p = n).
Suppose that u is a solution to (1.1) in G with the structural assump-
tions (2.2) and (2.3) for p = n. For every 0 < r1 < r2 < r3, such
that Br3 ⊂ G, there exists a constant 0 < λ < 1, depending only on n,
a0, a1, b1, and on the ratios r1/r2, r1/r3, and r2/r3, for which both the
inequality (1.4) and (1.5) hold.
Moreover, in both cases we have the formula
λ = exp
(
−C
((
log
2r3
r2 + r3
)1−n
+
(
log
r2
r1
)1−n
(5.5)
+ log
r3
r1
)1/n(
log
r2 + r3
2r2
)−1/n)
,
where C > 0 is an absolute constant depending only on n, a0, a1, and
b1.
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Proof. We first show that u is monotone in the sense of Lebesgue, i.e.
that u reaches its extrema on the boundary of any relatively compact
subdomain D of G. We can consider only the maximum principle for u
as the minimum principle is treated similarly. Assume, on the contrary,
that u(x0) = maxx∈D u(x) > maxx∈∂D u(x) for some x0 ∈ D. It follows
that L = u(x0) = maxx∈Bρ(x0) u(x) for some Bρ(x0) ⊂ D, where ρ ≤ 1.
Then the function v = L−u is non-negative in Bρ, and v(x0) = 0, and
also v satisfies an equation similar to (1.1) with analogous structure
conditions. Since the Harnack inequality holds for the solution v [23,
Theorem 1.1], it follows that u = L on Bρ(x0). It is now easy to see
that the set where u = L can be expanded to be the whole D which,
in turn, leads to a contradiction.
Let us now turn to the proof of the inequality (1.4) by considering the
increasing function φ(t) as defined in the proof of Theorem 1.3 for t ∈
(−∞,M(r3)]. We consider the composite function φ ◦ u which is both
monotone and continuous since u can be shown to be locally Ho¨lder
continuous [23]. Then Sobolev’s inequality on spheres as formulated
by Gehring [7] and Mostow [20, Lemma 4.3] applied to φ ◦ u gives the
inequality∫ (r2+r3)/2
r2
(
osc
∂Bt
φ(u(x))
)n
dt
t
≤ C
∫
B(r2+r3)/2\Br2
|∇φ(u(x))|n dx,
where C > 0 is a constant depending only on n. We have by mono-
tonicity
(5.6)(
osc
Br2
φ(u)
)n
≤
C
log((r2 + r3)/2r2)
∫
B(r2+r3)/2\Br2
|∇φ(u(x))|n dx.
Recall that supx∈Br1 φ(u(x)) = 0. Now, by combining (5.6) with the
inequality (5.2) we have
sup
x∈Br2
φ(u(x)) = sup
x∈Br2
φ(u(x))− sup
x∈Br1
φ(u(x)) ≤ osc
Br2
φ(u)
≤ C
(
log
r2 + r3
2r2
)−1/n((
log
2r3
r2 + r3
)1−n
+
(
log
r2
r1
)1−n
+ log
r3
r2
)1/n
.
Then as in the proof of Theorem 1.3, we obtain the inequality (1.4), and
analogously the inequality (1.5), with the explicit convexity parameter
λ. 
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Let us state an application of the global arithmetic three-spheres
inequality obtained in Theorem 5.4. We obtain the following Cauchy–
Liouville-type result.
Theorem 5.7. Suppose that u is a bounded solution to (1.1) in Rn
with the structural assumptions (2.2) and (2.3) with p = n. Then u is
constant.
Proof. Suppose, on the contrary, that u is a non-constant bounded
solution in Rn. We may assume that u is non-negative as u+ a, a > 0,
satisfies an equation similar to (1.1). By the hypothesis, there exists
a constant M such that 0 ≤ u(x) ≤ M at every x ∈ Br, r > 0;
in addition, we can assume that infx∈Rn u(x) = 0. Then by letting
r3 → ∞ the convexity parameter λ in (5.5) of Theorem 5.4 tends to
some number in (0, 1), written as λ∞. Indeed, it is straightforward to
verify that λ∞ = exp(−C), where C > 0 is from (5.5) and depends
only on n, a0, a1, and b1. Moreover, the inequality (1.4) becomes
(5.8) M(r2)− (1− λ∞)M ≤ λ∞M(r1)
and it holds for every 0 < r1 < r2 <∞.
We can choose r1 in such a way that M(r1) becomes arbitrarily
small, possibly by transferring the origin to some point x0. It is easy
to check that in this new coordinate system we are able to obtain a
growth condition similar to the condition (2.3) with a function g(x−x0)
and the constant b1 depending now on x0.
We then may choose r2 so thatM(r2) is close toM ; choose r2 so that
M(r2) = ΘM , where Θ > (1 − λ∞). Hence we reach a contradiction
in (5.8). 
We remark that the preceding Cauchy–Liouville-type result for solu-
tions to (1.1) cannot be obtained directly from the Harnack inequality
since for general equations involving a drift term B a constant C in the
Harnack inequality depends on the radius of a ball [23, Theorem 1.1].
5.1. A-harmonic equation. Let us consider in passing solutions to
the A-harmonic equation
−∇ · A(x, u,∇u) = 0
with the structural conditions (2.2) with p = n.
Suppose that u is a solution to the A-harmonic equation in G, and
that the conditions (C-1)–(C-3) are valid for a convex function φ : I →
R. As in the proof of Lemma 5.1, by choosing a non-negative cut-off
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function ξ ∈ C∞0 (Br3), 0 ≤ ξ ≤ 1, such that
ξ(x) =
{
1 if |x| < (r2 + r3)/2,
0 if |x| ≥ r3,
and so that it is admissible for the conformal capacity, we have that
for every Br1 ⊂ Br2 ⊂ Br3 ⊂ G the inequality∫
B(r2+r3)/2\Br2
|∇φ(u(x))|n dx ≤ C
(
log
2r3
r2 + r3
)1−n
holds with a constant C > 0 depending only on n, a0, and a1. Then
as in the proof of Theorem 5.4 it is straightforward to verify that for
every 0 < r1 < r2 < r3, such that Br3 ⊂ G, there exists a constant
0 < λ < 1, depending only on n, a0, a1, r1/r2, r1/r3, and r2/r3, for
which both the inequality (1.4) and (1.5) hold. Moreover, the convexity
parameter becomes
λ = exp
(
−C
(
log
2r3
r2 + r3
)(1−n)/n (
log
r2 + r3
2r2
)−1/n)
,
where the constant C > 0 depends only on n, a0, and a1.
Notice that if u is a bounded solution to the A-harmonic equation in
R
n, then by letting r3 →∞ in (1.4) it can be seen thatM(r2) ≤M(r1)
for all r1 < r2, and moreover that u must be constant.
Analogous results in the case p > n in (2.2) can be also obtained as
will be shown in Section 6.
6. Three-spheres theorem in the case p > n
We close this paper by treating the case p > n in (2.2) and (2.3) in
the following theorem.
Theorem 6.1 (Global arithmetic three-spheres inequality: p > n).
Suppose that u is a solution to (1.1) in G with the structural assump-
tions (2.2) and (2.3) for p > n. For every 0 < r1 < r2 < r3, such that
Br3 ⊂ G, there exists a constant 0 < λ < 1, depending only on p, n,
a0, a1, b1, and on the ratios r1/r2, r1/r3, and r2/r3, for which both the
inequality (1.4) and (1.5) hold. Moreover, the parameter λ becomes
λ = exp
(
−CΛ
(
r1
r2
,
r1
r3
,
r2
r3
))
,
where the function Λ(r1/r2, r1/r3, r2/r3) is as in (6.2) below and C > 0
is an absolute constant depending only on p, n, a0, a1, and b1.
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Proof. The method of proof is as earlier. Let φ : (−∞,M(r3)] → R
be a convex function as defined in the proof of Theorem 1.3. As
in Section 5, we use Sobolev’s inequality on spheres (see e.g. [15,
Lemma 2.10]) and monotonicity to obtain(
osc
Br2
φ(u)
)p
log
(
r2 + r3
2r2
)
≤
∫ (r2+r3)/2
r2
(
osc
∂Bt
φ(u)
)p
dt
t
≤ C
∫ (r2+r3)/2
Br2
(
tp−n
∫
∂Bt
|∇φ(u(x))|p dS
)
dt
≤ C
(
r2 + r3
2
)p−n ∫
B(r2+r3)/2\Br2
|∇φ(u(x))|p dx.
By a straightforward modification of Lemma 5.1, we have for every
Br1 ⊂ Br2 ⊂ Br3 ⊂ G∫
B(r2+r3)/2\Br2
|∇φ(u(x))|p dx ≤ C
(
Capp(B(r2+r3)/2, Br3)
+ Capp(Br1, Br2) + r
n−p
1 − r
n−p
3
)
,
where C > 0 is an absolute constant depending only on p, n, a0, a1,
and b1. Here Capp(Br, BR) denotes the (variational) p-capacity of a
condenser (Br, BR) for which
Capp(Br, BR) = C
(
R(p−n)/(p−1) − r(p−n)/(p−1)
)1−p
,
whenever 0 < r < R [8, Section 2.11], and where C is a constant
depending on p and n only. Hence,
sup
x∈Br2
φ(u(x)) ≤ C
(
log
r2 + r3
2r2
)−1/p(
r2 + r3
2
)1−n/p
·
{
Capp(B(r2+r3)/2, Br3) + Capp(Br1 , Br2) + r
n−p
1 − r
n−p
3
}1/p
=: CΛ
(
r1
r2
,
r1
r3
,
r2
r3
)
,(6.2)
where C > 0 is an absolute constant depending only on p, n, a0, a1,
and b1. The claim follows. 
By a similar method as in sections 2 and 3, it is possible to study
arithmetic three-spheres theorems also for sub- and supersolutions in
the case p > n as presented in Theorem 1.3 for 1 < p < n. Also, and
as in Theorem 1.3, this approach would give implicit dependence on
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the ratios r1/r2, r1/r3, and r2/r3 for the parameter λ. However, we do
not pursue this approach in this paper.
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