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ABSTRACT
The objective of the present work is to develop Weyl–Titchmarsh–Kodaira theory for one-
dimensional Dirac operators with strongly singular potentials. In particular, we will show
how to define a (singular) Weyl function in this case. Furthermore, we will establish
an associated spectral transformation which maps our one-dimensional Dirac operator to
a multiplication operator and we will show how the essential supports for the Lebesgue
decomposition of the spectral measure can be obtained from the boundary behavior of
the singular Weyl function. Moreover, we will derive an integral representation for the
singular Weyl function and give a criterion when it is a generalized Nevanlinna function.
If the endpoint a is limit circle, the singular Weyl function will turn out to be a Herglotz–
Nevanlinna function. Finally, we will apply some of our results to a prototypical example
of a Dirac operator with a strongly singular potential, namely the radial Dirac operator
with a Coulomb potential which describes an electron in the electromagnetic field of a
point nucleus.
ZUSAMMENFASSUNG
Das Ziel der vorliegenden Arbeit ist es, Weyl–Titchmarsh–Kodaira Theorie fu¨r eindimen-
sionale Dirac Operatoren mit stark singula¨ren Potentialen zu entwickeln. Insbesondere
werden wir zeigen, wie man in diesem Fall eine (singula¨re) Weyl Funktion definieren kann.
Weiters werden wir eine zugeho¨rige Spektraltransformation angeben, die unseren eindimen-
sionalen Dirac Operator auf einen Multiplikationsoperator abbildet, und zeigen, wie man
die wesentlichen Tra¨ger fu¨r die Lebesgue Zerlegung des Spektralmaßes aus dem Randver-
halten der singula¨ren Weyl Funktion erhalten kann. Daru¨berhinaus werden wir eine Inte-
graldarstellung fu¨r die singula¨re Weyl Funktion ableiten und ein Kriterium angeben, wann
sie eine verallgemeinerte Nevanlinna Funktion ist. Liegt am Endpunkt a der Grenzkreisfall
vor, so wird sich zeigen, dass die singula¨re Weyl Funktion eine Herglotz–Nevanlinna Funk-
tion ist. Schließlich werden wir einige unserer Resultate auf ein typisches Beispiel eines
Dirac Operators mit einem stark singula¨ren Potential anwenden, na¨mlich auf den radialen
Dirac Operator mit Coulomb Potential, der ein Elektron im elektromagnetischen Feld eines
punktfo¨rmigen Kerns beschreibt.
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Chapter 0
Introduction
This thesis deals with the one-dimensional Dirac operator which provides a description of
spin-1/2 particles (such as, e.g., electrons). It is consistent with the theory of quantum
mechanics as well as with special relativity.
The differential expression for the one-dimensional Dirac operator is given by
τ =
1
i
σ2
d
dx
+ φ, x ∈ (a, b) (1)
where φ represents a potential (cf. Definition 1.1). A self-adjoint operator H can be ob-
tained from τ if one restricts its domain by imposing additional boundary conditions (if
necessary, cf. Section 1.4).
The objective is to develop Weyl–Titchmarsh–Kodaira theory for the case of Dirac op-
erators where both endpoints, a and b, are singular (cf. Definition 1.11). If at least one
endpoint, say a, is regular, one can choose a boundary condition at this endpoint and in-
troduce two solutions c(z, x) and s(z, x) of the Dirac differential equation τu = zu, z ∈ C
which are entire with respect to z such that the solution s(z, x) satisfies the boundary
condition at the regular endpoint a and such that the Wronskian (cf. Definition 1.5) of
these solutions satisfies W (c(z), s(z)) = 1.
If one has given such a system of solutions, one can define the so-called Weyl–Titchmarsh
m-function m(z) via the requirement that the solution u+(z, x) given by
u+(z, x) = c(z, x) +m(z)s(z, x) (2)
lies in the domain of H near b (cf. Section 1.5). The function m(z) is a Herglotz–Nevanlinna
function. A corresponding spectral measure dµ such that H is unitarily equivalent to
multiplication by the identity function in L2(R, dµ) can be obtained from m(z) by use of
the Stieltjes inversion formula (cf. Theorem B.5).
If neither endpoint is regular, one can still consider some point c ∈ (a, b) and obtain
similar results, but then one has to deal with two by two Weyl matrices (cf. [We03]). This
is unavoidable if the spectral multiplicity is two. The question is now if there are cases
where a single function is sufficient and a singular Weyl function M(z) can be introduced.
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In order to define M(z), we have to find an entire system of linearly independent solutions
φ(z, x) and θ(z, x) of the Dirac equation τu = zu, z ∈ C such that W (θ(z), φ(z)) = 1. To
make the connection with H, one solution, say φ(z, x), has to be chosen such that it lies in
the domain of H near a. Similarly as above, once the system φ(z, x) and θ(z, x) is given,
we can define M(z) by requiring that
ψ(z, x) = θ(z, x) +M(z)φ(z, x) (3)
lies in the domain of H near the endpoint b.
This is the starting point for the present work. It has been shown how to construct such a
system of solutions if H is a one-dimensional Schro¨dinger operator (cf. [KST11]). The same
construction works for Dirac operators as well after some small modifications. In particu-
lar, as in [KST11], the requirement that the spectrum of H restricted to some subinterval
(a, c) ⊂ (a, b) is purely discrete is necessary and sufficient for the existence of φ(z, x). We
will construct the second solution θ(z, x) explicitly by use of the Mittag–Leﬄer theorem
from complex analysis.
We will follow [KST11] and extend the main results to the case of one-dimensional Dirac
operators. Sometimes, this turns out to be quite easy whereas sometimes, one needs more
effort. We will reproduce the results of Section 2–4 and Appendix A, that is, in particular,
we will establish a spectral transformation and investigate certain properties of M(z). Fur-
thermore, we will provide an example, the radial Dirac operator with a Coulomb potential,
in order to illustrate some of our results. Below one can find a description of the content
of each chapter.
Chapter 1 provides a short overview of one-dimensional Dirac operators. We will recall
some basic definitions and see how to obtain a self-adjoint operator. Furthermore, we will
have a look at the Weyl m-functions. The information provided in this chapter is essen-
tially collected from [St10], [Te09], [Te98], [Tim95], [Th92] and [We03].
Chapter 2 is devoted to spectral theory for self-adjoint operators. The central object
in this chapter is the spectral theorem. During considerations concerning the spectral
theorem we will see that it is necessary to understand certain multiplication operators.
Furthermore, we will have a look at the different spectral types. This chapter is a sum-
mary of [Te09, Chapter 3].
In Chapter 3 we will construct a system of solutions of the Dirac equation such that one
solution lies in the domain of H near the (in general singular) endpoint a and such that
the Wronskian of the two solutions equals one. This will allow us to define a singular Weyl
function. This chapter has to be compared with [KST11, Section 2].
In Chapter 4 we will associate a measure with the singular Weyl function defined in
Chapter 2 by making use of the Stieltjes inversion formula. We will establish a spectral
transformation, that is, a unitary transformation which maps our one-dimensional Dirac
operator to a multiplication operator. This will allow us to read off the different spectral
types from the boundary behavior of the singular Weyl function as usual. In particular,
we extend [KST11, Section 3] to the case of Dirac operators.
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The aim of Chapter 5 is to derive some properties of the singular Weyl function defined in
Chapter 2. We will establish an integral representation, we will show that there is always a
system of solutions such that the singular Weyl function is a Herglotz–Nevanlinna function
and we will give a criterion when the singular Weyl function is a generalized Nevanlinna
function with no nonreal poles and the only generalized pole of nonpositive type at infin-
ity. In particular, the results included in this chapter have the same form as those from
[KST11, Chapter 4].
In Chapter 6 we will see how our considerations simplify in the special case where the
endpoint a is limit circle and show that the singular Weyl function is a Herglotz–Nevanlinna
function this case. This chapter is a generalization of [KST11, Appendix A].
In Chapter 7 we consider the radial Dirac operator with a Coulomb potential which is
an example of a Dirac operator with a strongly singular potential, that is, a potential with
two singular endpoints. We will use this example to illustrate some of the results from the
previous chapters. Our presentation in this chapter mainly follows [GTV07, Section 3].
The purpose of Appendix A is to recall some facts from Complex Analysis which are
used throughout this theses. In particular, we give a proof of Weierstrass’ product theo-
rem and the theorem of Mittag-Leﬄer. The material included in this chapter is collected
from [Mar85].
Appendix B provides some information about Herglotz–Nevanlinna and generalized Nevan-
linna functions by compiling facts from [KST11], [Te09] and [Tim95].
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Chapter 1
A brief overview of Dirac operators
In this chapter we are going to recall some basic facts about Dirac operators. We will
introduce the differential expression for the one-dimensional Dirac operator and give some
information about the solutions of the underlying Dirac equation. We will discuss the
behavior of these solutions at the boundary, shed some light at possible boundary conditions
and we will see how to obtain a self-adjoint operator. Furthermore, we deal with the
resolvent and the so-called Weyl m-functions. All material contained in this chapter is
essentially collected from [St10], [Te09], [Te98], [Tim95], [Th92] and [We03]. Other good
references are [LS91] and [We87].
1.1 The Dirac differential expression
In order to give a proper definition of the Dirac differential expression and to discuss its
properties we need to introduce some notations and to recall some function spaces first.
(i) We write (a, b) ⊆ R for an arbitrary open interval with −∞ ≤ a < b ≤ ∞.
(ii) In C2 we will use the inner product
(u, v) = 〈u, v〉C2 = u∗1v1 + u∗2v2, u, v ∈ C2 (1.1)
and the corresponding norm ‖u‖C2 =
√
(u, u).
(iii) Furthermore, we define the tensor product u⊗ v ∈ C2 of two vectors u, v ∈ C2 by
u⊗ v =
(
u1v1 u1v2
u2v1 u2v2
)
. (1.2)
(iv) By σ1, σ2 and σ3 we denote the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
and σ3 =
(
1 0
0 −1
)
. (1.3)
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(v) We write L1loc((a, b),R) for the space of (equivalence classes of) locally integrable
functions f : (a, b)→ R, that is, the set of measurable functions f : (a, b)→ R which
satisfy
∫
K
|f(x)|dx <∞ for every compact set K ⊂ (a, b).
(vi) By ACloc((a, b),C2) we denote the set of (equivalence classes of) functions f : (a, b)→
C2 which are locally absolutely continuous (i.e., both components fj, j = 1, 2 are
locally absolutely continuous). A function is absolutely continuous if and only if it
can be written as the integral of some (locally) integrable function.
(vii) As Hilbert space we will use L2((a, b),C2), that is, the space (of equivalence classes)
of square integrable functions f : (a, b)→ C2 (i.e., both components fj, j = 1, 2 are
square integrable), equipped with the inner product
〈f, g〉L2((a,b),C2) =
∫ b
a
(f ∗1 (x)g1(x) + f
∗
2 (x)g2(x)) dx, f, g ∈ L2((a, b),C2)
and the corresponding norm ‖f‖L2((a,b),C2) =
√〈f, f〉L2((a,b),C2).
Now we are ready to introduce the differential expression for the one-dimensional Dirac
operator.
Definition 1.1 (Dirac differential expression). A differential expression τ is called Dirac
differential expression on (a, b) if it is of the form
τ =
1
i
σ2
d
dx
+ φ, x ∈ (a, b) (1.4)
where φ ∈ R2×2 is a symmetric matrix.
The matrix φ represents a potential. It is given by
φ(x) = φel(x)1l + φam(x)σ1 + (m+ φsc(x))σ3 (1.5)
and includes the mass m of the observed particle, the scalar potential φsc, the electrostatic
magnetic moment φel and the anomalous magnetic moment φam. We require m ∈ [0,∞)
and φsc, φel, φam ∈ L1loc((a, b),R).
Explicitly, τ reads
τf =
(
φ11 − ddx + φ12
d
dx
+ φ12 φ22
)(
f1
f2
)
=
( −f ′2 + φ12f2 + φ11f1
f ′1 + φ12f1 + φ22f2
)
, f ∈ ACloc((a, b),C2)
where primes denote derivatives with respect to x and φ11 = φel +m+φsc, φ12 = φ21 = φam,
φ22 = φel −m− φsc.
Remark 1.2. The maximal domain of definition on which τ makes sense is given by
D(τ) = {f ∈ L2((a, b),C2)|f ∈ ACloc((a, b),C2), τf ∈ L2((a, b),C2)}. (1.6)
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1.2 The Dirac differential equation
We are now interested in the solutions of the homogeneous Dirac equation
(τ − z)u = 0, z ∈ C. (1.7)
Definition 1.3 (Solutions of the Dirac equation). We call a function u : (a, b) → C2 a
solution of (1.7) if u ∈ ACloc((a, b),C2) and τu(z, x) = zu(z, x) is satisfied for almost
every x ∈ (a, b).
The following theorem provides some information about the existence and uniqueness of
solutions of the inhomogeneous Dirac equation.
Theorem 1.4 ([We03, Corollary 15.2]). Suppose g ∈ L1loc((a, b),C2). Then for all z ∈ C,
x0 ∈ (a, b) and (y1, y2) ∈ C2 the initial value problem
(τ − z)u = g, g(x0) =
(
y1
y2
)
(1.8)
is uniquely solvable. Furthermore, for all x ∈ (a, b) the solution u(z, x) is an entire function
with respect to z.
The solutions of the homogeneous Dirac equation form a two-dimensional vector space.
Definition 1.5 (Wronski determinant). The Wronski determinant or Wronskian Wx(u, v)
of two functions u, v ∈ D(τ) is defined by
Wx(u, v) = det
(
u1(x) v1(x)
u2(x) v2(x)
)
= i (u(x)∗, σ2v(x)) = u1(x)v2(x)− u2(x)v1(x). (1.9)
Furthermore, we define Wa(u, v) = limx→aWx(u, v) and Wb(u, v) = limx→bWx(u, v) when-
ever these limits exist.
Two solutions of (1.7) form a fundamental system of solutions of (1.7) if and only if their
Wronskian does not vanish.
Lemma 1.6 (cf. [We03, p121]). The Wronskian Wx(u(z), v(z)) of two solutions u(z, x)
and v(z, x) of (1.7) is independent of x. In this case we write W (u(z), v(z)) instead of
Wx(u(z), v(z)).
Proof. The straightforward calculation
Wx(u(z), v(z))
′ = (u1(z, x)v2(z, x)− u2(z, x)v1(z, x))′
=
(
1
i
σ2
d
dx
u(z, x)∗, v(z, x)
)
+
(
u(z, x)∗,
1
i
σ2
d
dx
v(z, x)
)
= ((z∗1l− φ(x))u(z, x)∗, v(z, x)) + (u(z, x)∗, (z1l− φ(x))v(z, x)) = 0
shows that the derivative of Wx(u(z), v(z)) with respect to x vanishes which clearly means
that Wx(u(z), v(z)) is independent of x.
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Lemma 1.7 (cf. [We03, p122]). Suppose g ∈ L1loc((a, b),C2). Let u1(x) and u2(x) be a
fundamental system of solutions of (τ − z0)u = 0 which satisfies W (u1, u2) = 1. Then all
solutions of (τ − z)u = g are given by
u(x) = αu1(x) + βu2(x) + u2(x)
∫ x
c
(u1(y)
∗, g(y)) dy − u1(x)
∫ x
c
(u2(y)
∗, g(y)) dy (1.10)
where c ∈ (a, b) and α, β ∈ C are constants.
Proof. This claim can be proved by using the method of variation of constants or simply
by a straightforward calculation.
Remark 1.8. A fact which will turn out to be very useful later on is that the identity (the
so-called Plu¨cker identity)
Wx(f1, f2)Wx(f3, f4) +Wx(f1, f3)Wx(f4, f2) +Wx(f1, f4)Wx(f2, f3) = 0 (1.11)
holds for all f1, f2, f3, f4 ∈ D(τ).
1.3 Limit circle, limit point alternative
We will now shed some light at the possible behavior of the solutions of the homogeneous
Dirac equation (1.7) at the endpoints a and b.
Definition 1.9 (Square integrable functions near an endpoint). Suppose f : (a, b) → C2
is a measurable function.
(i) The function f is said to be square integrable near a if there is some c ∈ (a, b) such
that f |(a,c) ∈ L2((a, c),C2).
(ii) Analogously, f is said to be square integrable near b if there is some c ∈ (a, b) such
that f |(c,b) ∈ L2((c, b),C2).
As we will always apply these definitions to solutions of (1.7), they hold either for all or
for no c ∈ (a, b).
Theorem 1.10 ([We03, Theorem 15.14]). Suppose τ is a Dirac differential expression on
(a, b). If every solution of of (τ − z0)u = 0 is square integrable near a (respectively b) for
one z0 ∈ C, then every solution of (τ − z)u = 0 is square integrable near a (respectively b)
for all z ∈ C.
Proof. A proof is given in [We03] on page 55 for Sturm-Liouville expressions. The same
proof holds for Dirac expressions if one modifies it like prescribed on page 128 in [We03].
Next, we distinguish between regular and singular endpoints. The title and the introduction
of the present work may already disclose that we will be interested in potentials with two
singular endpoints throughout the following chapters.
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Definition 1.11 (Regular respectively singular endpoints). Suppose τ is a Dirac differen-
tial expression on (a, b).
(i) We call τ regular at a if a > −∞ and if φ11, φ12 and φ22 are integrable over [a, c] for
one/all c ∈ (a, b). Analogously, we define being regular at b. τ is called regular if τ
is regular at a and at b.
(ii) We call τ singular at a (respectively b) if it is not regular at a (respectively b), singular
if it is not regular at a or b and strongly singular if it is not regular at a and b.
Concerning the behavior of solutions of (1.7) near the endpoints a respectively b we can
distinguish between two cases as well.
Theorem 1.12 (Weyl alternative, [We03, Theorem 15.15]). For every Dirac differential
expression τ on (a, b) we have either
(i) for all z ∈ C every solution of (1.7) is square integrable near a (respectively b), or
(ii) for all z ∈ C there exists at least one solution which is not square integrable near
a (respectively b). In that case, for every z ∈ C \ R there exists a up to a complex
multiple uniquely determined solution of τu = zu which is square integrable near a
(respectively b).
Proof. A proof is given in [We03] on page 55 for the case that τ is a Sturm-Liouville
expression. This proof also holds for the case that τ is a Dirac expression after the slight
modification prescribed in [We03] on page 129.
Definition 1.13 (Limit circle, limit point). If (i) holds, we will say that τ is limit circle
at a (respectively b). If (ii) holds, we call τ limit point at a (respectively b).
The terms limit circle and limit point originate in the approach of Hermann Weyl. He
considered the set of solutions of τu = zu, z ∈ C \R satisfying Wx(u∗, u) = 0. They lie on
a circle which converges to a circle or a point as x→ a or x→ b.
Theorem 1.14 ([Tim95, Theorem A.4]). Let τ be a Dirac differential expression on (a, b).
(i) If τ is regular at a (respectively b), then τ is limit circle at a (respectively b).
(ii) If a = −∞ (respectively b =∞), then τ is limit point at a (respectively b).
Proof. (i) At a regular endpoint, we are able to extend any solution of (1.7) continuously
to this endpoint which means that it is therefore square integrable at this endpoint.
(ii) We show the second claim for the endpoint b. For the endpoint a the claim can be
proved analogously. Let b =∞. Suppose we had the limit circle case at b. Then there are
two linearly independent solutions u, v ∈ L2((c, b),C2) of τu = 0. From the estimate
|Wx(u, v)| ≤ |u1(x)v2(x)|+ |u2(x)v1(x)| ≤ |u1(x)|2 + |u2(x)|2 + |v1(x)|2 + |v2(x)|2
we obtain W (u, v) ∈ L1((c, b),R). On the other hand, as u and v satisfy τu = 0, one infers
from the fact that the Wronskian of two solutions is independent of x that Wx(u, v) 6= 0 is
constant which is a contradiction.
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1.4 Self-adjoint extensions
Our next goal is to obtain a self-adjoint operator associated with τ . Before we proceed, let
us recall the definition of a self-adjoint operator.
Definition 1.15 (The adjoint, self-adjointness). Let A : D(A) → H be a linear operator
whose domain D(A) is dense in the (complex and separable) Hilbert space H.
(i) The adjoint operator A∗ of A is defined by
D(A∗) = {ψ ∈ H|∃ψ˜ ∈ H : 〈ψ,Aϕ〉 = 〈ψ˜, ϕ〉 ∀ϕ ∈ H}, (1.12)
A∗ψ = ψ˜. (1.13)
(ii) If we have A∗ = A, that is, we have D(A∗) = D(A) and Aψ = A∗ψ for all ψ ∈ D(A),
we call A self-adjoint.
Note that any self-adjoint operator is necessarily symmetric which means that the iden-
tity 〈ϕ,Aψ〉 = 〈Aϕ,ψ〉 holds for all ϕ, ψ ∈ D(A). Using integration by parts yields the
Lagrange identity∫ b
a
(g(t), (τf)(t)) dt = Wa(g
∗, f)−Wb(g∗, f) +
∫ b
a
((τg)(t), f(t)) dt (1.14)
which shows that any operator associated with τ can only be symmetric if and only if
Wa(g
∗, f) = Wb(g∗, f) is satisfied for all g, f ∈ D(τ).
If τ is limit point at both endpoints, a and b, then τ gives rise to a unique self-adjoint
operator H when defined maximally (c.f. [LS91], [We87], [We03]). Therefore we do not
need any further conditions in this case. If τ is limit circle at a, then let v ∈ D(τ) with
Wa(v
∗, v) = 0 such that Wa(v, f) 6= 0 for some f ∈ D(τ) and if τ is limit circle at b, then
let w ∈ D(τ) with Wb(w∗, w) = 0 such that Wb(w, f) 6= 0 for some f ∈ D(τ). We fix the
boundary conditions
BCa(f) = Wa(v, f) and BCb(f) = Wb(w, f) (1.15)
at each endpoint where τ is limit circle. A self-adjoint operator H associated with τ is
given by (cf. [St10], [Te98])
H : D(H) → L2((a, b),C2), (1.16)
f 7→ τf
where
D(H) = {f ∈ L2((a, b),C2)|f ∈ ACloc((a, b),C2), τf ∈ L2((a, b),C2), (1.17)
BCa(f) = BCb(f) = 0 if τ is limit circle at a respectively b}.
Definition 1.16 (Functions lying in the domain of H near an endpoint). We say that
a function f : (a, b) → C2 lies in the domain of H near a (respectively b) if f is square
integrable near a (respectively b) and fulfills the boundary condition at a (respectively b).
6
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Next, we recall some definitions concerning the resolvent and the spectrum of an operator.
Definition 1.17 (Resolvents and spectra). Suppose again A : D(A) → H is a linear
operator whose domain D(A) is dense in the (complex and separable) Hilbert space H.
(i) The resolvent set of A is defined by
ρ(A) = {z ∈ C|(A− z)−1 ∈ L(H)} (1.18)
where L(H) is the set of all bounded linear operators from H to itself. More precisely,
z ∈ ρ(A) if and only if (A− z) : D(A)→ H is bijective and its inverse is bounded.
(ii) The map
RA : ρ(A) → L(H) (1.19)
z 7→ (A− z)−1
is called the resolvent of A.
(iii) The complement of the resolvent set of A is called the spectrum
σ(A) = C \ ρ(A) (1.20)
of A. The discrete spectrum σd(A) is the set of all eigenvalues which are discrete
points of the spectrum and whose corresponding eigenspaces are finite dimensional.
The complement of the discrete spectrum is called the essential spectrum
σess(A) = σ(A) \ σd(A). (1.21)
Remark 1.18. The spectrum of any self-adjoint linear operator A satisfies σ(A) ⊆ R.
Making use of Theorem 1.12 we can already say something about the eigenvalues of the
self-adjoint operator H given by (7.5) and (1.17).
Corollary 1.19 ([St10, Corollary 1.11]). All eigenvalues of H are simple.
Proof. If τ is limit point at a, then there is at most one (linearly independent) solution
of (1.7) which is square integrable near a. If τ is limit circle at a, then the Wronskian of
two solutions which satisfy the same boundary condition vanishes. Thus they are linearly
dependent. The same arguments hold for b.
Definition 1.20 (Weyl solutions). We define the Weyl solutions u±(z, x) by the following
requirements (whenever such solutions exist):
(i) u±(z, .) ∈ ACloc((a, b),C2), τu±(z) = zu±(z) and u 6≡ 0.
(ii) u+(z, .) (respectively u−(z)) is square integrable near b (respectively a) and satisfies
the boundary condition of H at b (respectively a) if any (i.e., if τ is limit circle at b
(respectively a)).
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The resolvent (H − z)−1 of the self-adjoint operator H given by (7.5) and (1.17) can be
expressed in terms of the Weyl solutions u±(z, .) by
(H − z)−1f(x) =
∫ b
a
G(z, x, y)f(y)dy, z ∈ ρ(H) (1.22)
where
G(z, x, y) =
u±(z, x)⊗ u∓(z, y)
W (u+(z), u−(z))
, ±(x− y) > 0 (1.23)
denotes the Green function of H (cf. [Te98, Section 1]). Note that W (u+(z), u−(z)) can
only vanish if u+(z, .) and u−(z, .) are linearly dependent. This can only be the case if
u±(z, .) both exist and satisfy both boundary conditions which is equivalent to z ∈ σd(H).
1.5 The Weyl m-functions
We choose an arbitrary, but fixed point x ∈ (a, b) and call it the base point. We write Hx,−
and Hx,+ for self-adjoint operators associated with τ which are obtained by restricting H to
(a, x) and (x, b), respectively. Furthermore, we impose the additional boundary condition
f1(x) = 0. Let Gx,±(z, ., .) denote the resolvent kernel of Hx,±. We set G(z, x, x) =
limε→0(G(z, x+ ε, x) +G(z, x− ε, x))/2.
Definition 1.21 (Weyl m-functions). We define the Weyl m-functions mx,±(z) (with re-
spect to the base point x) by
Gx,±(z, x, x) =
(
0 ±1
2±1
2
mx,±(z)
)
. (1.24)
The Weyl m-functions are Herglotz–Nevanlinna functions. We will now show that the Weyl
solutions u±(z, x) exist if we are away from the essential spectrum.
Lemma 1.22 (cf. [Te98, Lemma 1.1]). The solutions u±(z, x) exist for z ∈ C\σess(Hx0,±).
and can be assumed to be real analytic with respect to z ∈ C \ σess(Hx0,±).
Proof. If U(z, x, x0), z ∈ C is a fundamental matrix solution for (1.7) (i.e., U(z, x0, x0) = 1,
x0 ∈ (a, b)) and mx0,±(z) are the Weyl m-functions with respect to the base point x0, we
can choose
u±(z, x) = U(z, x, x0)
(
1
mx0,±(z)
)
.
By removing the corresponding poles of mx0,±(z) we can include any number of isolated
eigenvalues in the domain of holomorphy of u±(z, x). This is possible as Weierstrass’
theorem (Theorem A.13) does not only hold in the whole complex plane, but also in
arbitrary domains G ⊆ C.
Remark 1.23. The Weyl solutions u±(z, x) do not only exist for z ∈ C \ σess(Hx0,±), but
also if z ∈ σess(H) is an eigenvalue.
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From now on we fix c ∈ (a, b) as our base point. Restricting H to (a, c) and (c, b) yields
the operators H(a,c) and H(c,b), respectively. As a fundamental system for (1.7) we choose
the functions
c(z, x) =
(
c1(z, x)
c2(z, x)
)
and s(z, x) =
(
s1(z, x)
s2(z, x)
)
(1.25)
which are assumed to be solutions corresponding to the initial conditions
c1(z, c) = 1, c2(z, c) = 0 and s1(z, c) = 0, s2(z, c) = 1. (1.26)
Our fundamental matrix solution U(z, x, x0) from the proof of Lemma 1.22 is then of the
form
U(z, x, c) =
(
c1(z, x) s1(z, x)
c1(z, x) s2(z, x)
)
, U(z, c, c) = 1, (1.27)
and thus we can define the Weyl solutions
u−(z, x) =
(
u−1(z, x)
u−2(z, x)
)
and u+(z, x) =
(
u+1(z, x)
u+2(z, x)
)
(1.28)
as usual by
u−(z, x) = c(z, x)−m−(z)s(z, x), z ∈ C \ σ(H(a,c)),
u+(z, x) = c(z, x) +m+(z)s(z, x), z ∈ C \ σ(H(c,b)). (1.29)
Here, m±(z) are the Weyl m-functions corresponding to the base point c and associated
with the operators H(a,c) and H(c,b), respectively. The different sign in front of m−(z) is
introduced such that m−(z) is a Herglotz–Nevanlinna function as well.
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Chapter 2
Spectral theory for self-adjoint operators
The purpose of this chapter is to give an overview of spectral theory for self-adjoint oper-
ators. In the first section we are going to deal with the spectral theorem for self-adjoint
operators which is in some sense an analogue to the diagonalization of a symmetric ma-
trix. During the considerations towards the spectral theorem we will see that, in order
to understand self-adjoint operators, we need to shed some light on certain multiplication
operators. Finally, in the last section, we will generalize some results which hold for these
multiplication operators to arbitrary self-adjoint operators.
The presentation in this chapter strictly follows [Te09, Chapter 3]. There, more details on
this topic and the proofs of the results mentioned in the following sections can be found.
In order to refresh the necessary background concerning measure theory, the reader is
recommended to have a look at [Te09, Appendix A].
2.1 The spectral theorem
We begin with establishing integration with respect to projection-valued measures and
observe that we can assign a self-adjoint operator with every projection-valued measure.
We will see that, in further consequence, the converse is also true, that is, we can assign a
projection-valued measure PA, the so-called spectral projection, to any self-adjoint opera-
tor A. This fundamental result is known as the spectral theorem for self-adjoint operators
as the spectral projection PA contains all the information about the spectrum of A.
Let H be a (complex and separable) Hilbert space which is equipped with the inner product
〈., .〉 and the norm ‖.‖. Furthermore, we denote the Borel sigma algebra of R by B.
Definition 2.1 (Projection-valued measures). A projection-valued measure P is a map
P : B→ L(H), Ω 7→ P (Ω) (2.1)
from the Borel sets to the set of orthogonal projections P , that is, P satisfies P (Ω)∗ = P (Ω)
and P (Ω)2 = P (Ω), such that the following two conditions hold:
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(i) P (R) = 1l.
(ii) If Ω =
⋃∞
n=1 Ωn with Ωn∩Ωm = ∅ for n 6= m, then
∑∞
n=1 P (Ωn)ψ = P (Ω)ψ for every
ψ ∈ H (strong σ-additivity).
Remark 2.2. Suppose Ω,Ω1,Ω2 ∈ B. For any projection-valued measure P the following
identities hold:
(i) P (∅) = 0, P (R \ Ω) = 1l− P (Ω).
(ii) P (Ω1 ∪ Ω2) + P (Ω1 ∩ Ω2) = P (Ω1) + P (Ω2).
(iii) P (Ω1)P (Ω2) = P (Ω1 ∩ Ω2).
Futhermore, a projection-valued measure is monotone, that is, Ω1 ⊆ Ω2 implies P (Ω1) ≤
P (Ω2) in the sense that 〈ψ, P (Ω1)ψ〉 ≤ 〈ψ, P (Ω2)ψ〉 for two Borel sets Ω1 and Ω2.
With every projection-valued measure we can associate a resolution of the identity
P (λ) = P ((−∞, λ]). (2.2)
Recall that a sequence An of linear operators which is defined on a dense domainD(An) ⊂ H
is said to converge strongly to a linear operator A (defined on D(A) ⊆ D(An)) and write
s-limn→∞An = A if we have Anψ → Aψ for every ψ ∈ D(A) ⊆ D(An).
Remark 2.3. P (λ) has the following properties:
(i) P (λ) is an orthogonal projection,
(ii) P (λ1) ≤ P (λ2) for λ1 ≤ λ2,
(iii) s-limλn↓λ P (λn) = P (λ),
(iv) s-limλ→−∞ P (λ) = 0 and s-limλ→+∞ P (λ) = 1l.
Choosing ψ ∈ H yields a Borel measure µψ(Ω) = 〈ψ, P (Ω)ψ〉 = ‖P (Ω)‖2 with µψ(R) =
‖ψ‖2 <∞. The distribution function corresponding to µψ is given by µψ(λ) = 〈ψ, P (λ)ψ〉.
For every distribution function there is a uniquely determined Borel measure (cf. [Te09,
Theorem A.2]) and therefore, for every resolution of the identity there exists a unique
projection-valued measure. By invoking the polarization identity, we obtain the complex
Borel measures
µϕ,ψ(Ω) = 〈ϕ, P (Ω)ψ〉 = 1
4
(µϕ+ψ(Ω)− µϕ−ψ(Ω) + iµϕ−iψ(Ω)− iµϕ+iψ(Ω)). (2.3)
By the inequality of Cauchy-Schwarz we get |µϕ,ψ(Ω)| ≤ ‖ϕ‖‖ψ‖ < ∞. The next step is
to establish integration with respect to our projection-valued measure. First, we define
integration with respect to the projection-valued measure P for any simple function f =∑n
j=1 αjχΩj (where Ωj = f
−1(αj)) by setting
P (f) ≡
∫
R
f(λ)dP (λ) =
n∑
j=1
αjP (Ωj). (2.4)
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In particular, we have P (χΩ) = P (Ω). Then, by 〈ϕ, P (f)ψ〉 =
∑∞
j=1 αjµϕ,ψ(Ωj) we infer
〈ϕ, P (f)ψ〉 =
∫
R
f(λ)dµϕ,ψ(λ). (2.5)
Invoking the linearity of the integral, we see that the operator P is a linear map from the
set of simple functions to the set of bounded linear operators on H. Moreover, ‖P (f)ψ‖2 =∑∞
j=1 |αj|2dµψ(Ωj) (where Ωi ∩ Ωj = ∅ for i 6= j) shows
‖P (f)ψ‖2 =
∫
R
|f(λ)|2dµψ(λ). (2.6)
We equip the set of simple functions with the sup norm ‖.‖∞ and get ‖P (f)ψ‖ ≤ ‖f‖∞‖ψ‖
which allows us to conclude ‖P‖ = 1. The set of simple functions is a dense subset of the
Banach space of bounded Borel functions B(R) and therefore it exists a unique extension
of P to a bounded linear operator P : B(R) → L(H) (with ‖P‖ = 1) from the bounded
Borel functions on R (equipped with ‖.‖∞) to the set L(H) of bounded linear operators on
H. In particular, (2.5) and (2.6) remain true. Thus we have established integration with
respect to our projection-valued measure for bounded Borel functions.
We want now to define integration for unbounded Borel functions as well. As we ex-
pect the resulting operator to be unbounded, we cannot define it on the entire Hilbert
space H which means that we need to find suitable (dense) domain. Inspired by (2.6), we
set
Df = {ψ ∈ H|
∫
R
|f(λ)|2dµψ(λ) <∞}. (2.7)
Note that Df forms a linear subspace of H since µαψ(Ω) = |α|2µψ(Ω) and since µϕ+ψ(Ω) =
‖P (Ω)(ϕ+ ψ)‖2 ≤ 2(‖P (Ω)ϕ‖+ ‖P (Ω)ψ‖2) = 2(µϕ(Ω) + µψ(Ω)).
We define the sequence of bounded Borel functions
fn = χΩnf, Ωn = {λ| |f(λ)| ≤ n} (2.8)
which is a Cauchy sequence converging to f in the sense of L2(R, dµψ) for every ψ ∈ Df .
From (2.6) we conclude that the vectors ψn = P (fn)ψ form a Cauchy sequence in H (cf.
[Te09, p91]). Thus the limit of the sequence (2.8) exists and we are allowed to set
P (f)ψ = lim
n→∞
P (fn)ψ, ψ ∈ Df . (2.9)
By construction, P (f) is a linear operator which satisfies (2.6). Note that (2.5) remains
true at least for ϕ = ψ as f ∈ L1(R, dµψ) where µψ is finite. Furthermore, Df is dense (cf.
[Te09, p91]).
Definition 2.4 (Normal operators). Suppose A is an unbounded operator and denote by
A∗ the adjoint of A. We call A normal if D(A) = D(A∗) and ‖Aψ‖ = ‖A∗ψ‖.
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Theorem 2.5 ([Te09, Theorem 3.2]). For any Borel function f , the operator
P (f) ≡
∫
R
f(λ)dP (λ), D(P (f)) = Df (2.10)
is normal and satisfies P (f)∗ = P (f ∗).
These considerations seem to indicate some kind of correspondence between the operators
P (f) in H and f in L2(R, dµψ).
Definition 2.6 (Unitary operators, unitary equivalence). Suppose H˜ is another (separable
and complex) Hilbert space equipped with the norm ‖.‖H˜.
(i) An operator U : H → H˜ is called unitary if it is a bijection which preserves norms,
that is, ‖Uψ‖H˜ = ‖ψ‖ (hence U also preserves scalar products).
(ii) Two operators A : H→ H and A˜ : H˜→ H˜ are called unitarily equivalent if UA = A˜ U
and UD(A) = D(A˜).
Note that A is self-adjoint if and only if A˜ is and σ(A) = σ(A˜) holds. Now, we return to
our original problem. Consider the subspace
Hψ = {P (g)ψ|g ∈ L2(R, dµψ)} ⊆ H. (2.11)
This subspace is closed as L2(R, dµψ) is and as ψn = P (gn)ψ is convergent in H if and only
if the sequence gn is convergent in L
2(R, dµψ).
Lemma 2.7 ([Te09, Lemma 3.3]). The subspace Hψ reduces P (f), that is, PψP (f) ⊆
P (f)Pψ. Here Pψ is the projection onto Hψ.
In particular, we can decompose P (f) = P (f)
∣∣
Hψ
⊕ P (f)∣∣
H⊥ψ
. Note that we have
PψDf = Df ∩ Hψ = {P (g)ψ|g, fg ∈ L2(R, dµψ)} (2.12)
and P (f)P (g)ψ = P (fg)ψ ∈ Hψ in this case. By (2.6), the relation
Uψ(P (f)ψ) = f (2.13)
defines a unique unitary operator Uψ : H→ L2(R, dµψ) such that the identity
UψP (f)
∣∣
Hψ
= fUψ (2.14)
holds. Here f is identified with its corresponding multiplication operator. If f is un-
bounded, we have Uψ(Df ∩Hψ) = Df = {g ∈ L2(R, dµψ)|fg ∈ L2(R, dµψ)} (as ϕ = P (f)ψ
implies dµϕ = |f |2dµψ) and therefore, the above equation still holds.
Definition 2.8 (Cyclic vector). A vector ψ ∈ H is called cyclic if we have Hψ = H.
If ψ ∈ H is cyclic, our picture is complete. If this is not the case, we need to extend our
approach.
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Definition 2.9 (Spectral vector, spectral basis). We will call a set {ψj}j∈J (ψj ∈ H, J
some index set) a set of spectral vectors if ‖ψj‖ = 1 and Hψi⊥ Hψj for all i 6= j. A set of
spectral vectors is called a spectral basis if
⊕
j Hψj = H.
The following Lemma gives a positive answer to the question whether such a spectral basis
always exists.
Lemma 2.10 ([Te09, Lemma 3.4]). For every projection-valued measure P there is an (at
most countable) spectral basis {ψn} such that
H =
⊕
n
Hψn , (2.15)
and a corresponding unitary operator
U =
⊕
n
Uψn : H→
⊕
n
L2(R, dµψn) (2.16)
such that we have for any Borel function f
UP (f) = fU, UDf = D(f). (2.17)
The cardinality of a spectral basis is not well-defined.
Definition 2.11 (Spectral multiplicity, simple spectrum). The minimal cardinality of a
spectral basis is called the spectral multiplicity of P . If the spectral multiplicity is one, the
spectrum is called simple.
The above considerations show that we can assign a self-adjoint operator
A =
∫
R
λdP (λ) (2.18)
to every projection-valued measure P . Our next aim is to show that we can invert this
map. We consider the resolvent
RA(z) =
∫
R
(λ− z)−1dP (λ) (2.19)
whose quadratic form is given by
Fψ(z) = 〈ψ,RA(z)ψ〉 =
∫
R
1
λ− z dµψ(λ). (2.20)
This expression is exactly the Borel transform of the measure µψ (cf. Definition B.1).
Furthermore, in Appendix B.1 is shown that Fψ(z) is an analytic map from the upper
half plane to itself and thus a Herglotz–Nevanlinna function. The measure µψ can be
reconstructed from Fψ(z) by the Stieltjes inversion formula (cf. Theorem B.5)
µψ(λ) = lim
δ↓0
lim
ε↓0
1
pi
∫ λ+δ
−∞
Im(Fψ(t+ iε))dt. (2.21)
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Conversely, if Fψ(z) is a Herglotz–Nevanlinna function which fulfills the growth estimate
|Fψ(z)| ≤ MIm(z) , it is the Borel transform of a unique measure µψ (which is given by the
Stieltjes inversion formula) satisfying µψ(R) ≤M (cf. Theorem B.4).
Suppose now A is some given self-adjoint operator. We consider the expectation of the
resolvent of A,
Fψ(z) = 〈ψ,RA(z)ψ〉. (2.22)
This function is holomorphic for z ∈ ρ(A) and satisfies
Fψ(z
∗) = Fψ(z)∗ and |Fψ(z)| ≤ ‖ψ‖
2
Im(z)
. (2.23)
Moreover, Fψ(z) is a Herglotz–Nevanlinna function. Thus, by the above remarks, we can
associate a measure µψ(λ) with Fψ(z) which is given by the Stieltjes inversion formula.
Definition 2.12 (Spectral measure). The measure µψ(λ) is called the spectral measure
corresponding to ψ ∈ H.
More generally, by polarization, we get a corresponding complex measure µϕ,ψ for each
ϕ, ψ ∈ H such that
〈ϕ,RA(z)ψ〉 =
∫
R
1
λ− zdµϕ,ψ(λ). (2.24)
The measure µϕ,ψ is conjugate linear in ϕ and linear in ψ. We define a family of operators
via the sesquilinear forms
sΩ(ϕ, ψ) =
∫
R
χΩ(λ)dµϕ,ψ(λ). (2.25)
The associated quadratic form is nonnegative. Indeed, we have qΩ(ψ) = sΩ(ψ, ψ) =
µψ(Ω) ≥ 0 for every ψ ∈ H. The inequality of Cauchy-Schwarz for sesquilinear forms
then implies
|sΩ(ϕ, ψ)| ≤ qΩ(ϕ)1/2qΩ(ψ)1/2 = µϕ(Ω)1/2µψ(Ω)1/2 ≤ µϕ(R)1/2µψ(R)1/2 ≤ ‖ϕ‖‖ψ‖.
Recall that, for every bounded sesquilinear form s, there is a unique bounded operator
A such that s(ϕ, ψ) = 〈Aϕ,ψ〉 is satisfied (cf. [Te09, Corollary 1.9]). Hence there exists
a family of nonnegative (0 ≤ 〈ψ, PA(Ω)ψ)〉 ≤ 1) and self-adjoint operators PA(Ω) which
satisfy
〈ϕ, PA(Ω)ψ〉 =
∫
R
χΩ(λ)dµϕ,ψ(λ). (2.26)
The family of operators PA(Ω) forms a projection-valued measure (cf. [Te09, Lemma 3.6]).
Theorem 2.13 (Spectral theorem, [Te09, Theorem 3.7]). To every self-adjoint operator A
there corresponds a unique projection-valued measure PA such that
A =
∫
R
λdPA(λ). (2.27)
16
CHAPTER 2. SPECTRAL THEORY FOR SELF-ADJOINT OPERATORS
The quadratic form of A is given by
qA(ψ) =
∫
R
λdµψ(λ) (2.28)
and can be defined for every ψ in the form domain
Q(A) = D(|A|1/2) = {ψ ∈ H|
∫
R
|λ|dµψ(λ) <∞}. (2.29)
This extends our previous definition to nonnegative operators. Note that Q(A) is larger
than D(A) = {ψ ∈ H| ∫R λ2dµψ(λ) < ∞}. If the operators A and A˜ are unitarily equiva-
lent, then we have URA(z) = RA˜(z)U and thus dµψ = dµ˜Uψ.
The spectrum of A can be characterized in terms of the associated projectors.
Theorem 2.14 ([Te09, Theorem 3.8]). The spectrum of A is given by
σ(A) = {λ ∈ R|PA((λ− ε, λ+ ε)) 6= 0 for all ε > 0}. (2.30)
In particular, PA((λ1, λ2)) = 0 if and only if (λ1, λ2) ⊆ ρ(A).
Corollary 2.15 ([Te09, Corollary 3.9]). We have
PA(σ(A)) = 1l and PA(R ∩ ρ(A)) = 0. (2.31)
By the simple observation
PA(f) = PA(σ(A))PA(f) = PA(χσ(A)f) (2.32)
we see that PA(f) is not affected by the values of f on R \ σ(A). From now on we will
write f(A) instead of PA(f).
2.2 Multiplication operators
We have seen that, in order to understand self-adjoint operators, we need to understand
multiplication operators on L2(R, dµ) where dµ is a finite Borel measure.
Definition 2.16 (Spectrum of a measure). We define the set of all growth points σ(µ) by
σ(µ) = {λ ∈ R|µ((λ− ε, λ+ ε)) > 0 for all ε > 0} (2.33)
and call it the spectrum of µ.
Note that the spectrum σ = σ(µ) supports µ, that is, µ(R \ σ) = 0. As we have already
noticed, the Borel transform of µ,
F (z) =
∫
R
1
λ− zdµ(λ), (2.34)
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plays an important role in our considerations. The Borel transform of a finite Borel mea-
sure is a Herglotz–Nevanlinna function which is holomorphic in C \ σ(µ) and satisfies
F (z∗) = F (z)∗ (cf. Theorem B.3). Furthermore, note that F cannot be holomorphically
extended to a larger domain. Indeed, if F is holomorphic in a neighborhood of some λ ∈ R,
then we have Im(F (λ)) = 0 (as F (λ) = F (λ∗)) and from the Stieltjes inversion formula
(Theorem B.5) we get λ ∈ R \ σ(µ).
Associated with the measure µ is the operator
Af(λ) = λf(λ), D(A) = {f ∈ L2(R, dµ)|λf(λ) ∈ L2(R, dµ)}. (2.35)
By Theorem 2.14 the spectrum of A coincides with the spectrum of µ, that is,
σ(A) = σ(µ). (2.36)
What can we say about the function f(A) (which is precisely the multiplication operator
by f) of A? We just consider the case where f is real-valued and introduce the measure
(f?µ)(Ω) = µ(f
−1(Ω)). (2.37)
Then we have ∫
R
g(λ)d(f?µ)(λ) =
∫
R
g(f(λ))dµ(λ). (2.38)
It is sufficient to check this identity for simple functions g which follows from χΩ ◦ f =
χf−1(Ω). In particular, we have
Pf(A)(Ω) = χf−1(Ω). (2.39)
We have that f(A) is unitarily equivalent to multiplication by λ in L2(R, d(f?µ)) via the
map
L2(R, d(f?µ))→ L2(R, dµ), g 7→ g ◦ f (2.40)
if L2(R, dµ) is its range (cf. [Te09, Lemma 3.11]).
Lemma 2.17 ([Te09, Lemma 3.12]). Let f be real-valued. The spectrum of f(A) is given
by
σ(f(A)) = σ(f?µ). (2.41)
In particular,
σ(f(A)) ⊆ f(σ(A)) (2.42)
where equality holds if f is continuous and the closure can be dropped if, in addition, σ(A)
is bounded.
Definition 2.18 (Absolutely continuous, mutually absolutely continuous and singular
measures). Suppose µ1 and µ2 are two Borel measures.
(i) We call µ1 absolutely continuous with respect to µ2 (in symbols µ1  µ2) if µ2(A) = 0
implies µ1(A) = 0 for every Borel set A.
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(ii) The measures µ1 and µ2 are called mutually absolutely continuous if µ1  µ2 and
µ2  µ1.
(iii) Moreover, µ1 and µ2 are called mutually singular if they are supported on disjoint
sets.
One can now read off the unitary equivalence of two operators with simple spectrum from
the corresponding measures.
Lemma 2.19 ([Te09, Lemma 3.13]). Let A1 and A2 be self-adjoint operators with simple
spectrum and corresponding spectral measures µ1 and µ2 of cyclic vectors. Then, A1 and
A2 are unitarily equivalent if and only if µ1 and µ2 are mutually absolutely continuous.
Next we recall that one can decompose µ with respect to the Lebesgue measure (cf. [Te09,
Theorem A.29]),
dµ = dµac + dµs. (2.43)
Here µac is absolutely continuous with respect to the Lebesgue measure (i.e., we have
µac(B) = 0 for all B with Lebesgue measure zero) and µs is singular with respect to the
Lebesgue measure (i.e., µs is supported, µs(R \B) = 0, on a set B with Lebesgue measure
zero). One can decompose the singular part µs into two further parts, a (singularly)
continuous and a pure point part,
dµs = dµsc + dµpp (2.44)
where µsc is continuous on R and µpp is a step function. The measures dµac, dµsc and dµpp
are mutually singular. Hence their supports Σac, Σsc and Σpp are mutually singular. These
sets are not unique. They are chosen such that Σpp is the set of all jumps of µ(λ) and such
that Σsc is a set of Lebesgue measure zero.
To the sets Σac, Σsc and Σpp correspond projectors P
ac = χΣac(A), P
sc = χΣsc(A) and
P pp = χΣpp(A) satisfying P
ac + P sc + P pp = 1l. Therefore we can decompose both, our
Hilbert space
L2(R, dµ) = L2(R, dµac)⊕ L2(R, dµsc)⊕ L2(R, dµpp) (2.45)
and our operator
A = (AP ac)⊕ (AP sc)⊕ (AP pp). (2.46)
We call the corresponding spectra
σac(A) = σ(µac), σsc(A) = σ(µsc) and σpp(A) = σ(µpp) (2.47)
the absolutely continuous, singularly continuous, and pure point spectrum of A, respec-
tively. Note that, in general, σpp(A) is not equal to the set of eigenvalues
σp(A) = {λ ∈ R|λ is an eigenvalue of A} (2.48)
since we only have σpp(A) = σp(A).
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Finally, the spectrum can be read off from the boundary values of Im(F ) towards the
real line. We define the sets
Σac = {λ|0 < lim sup
ε↓0
Im(F (λ+ iε)) <∞}, (2.49)
Σs = {λ| lim sup
ε↓0
Im(F (λ+ iε)) =∞}, (2.50)
Σ = Σac ∪ Σs = {λ|0 < lim sup
ε↓0
Im(F (λ+ iε))} (2.51)
which are minimal supports for µac, µs and µ, respectively (cf. [Te09, Theorem 3.23]). We
could even restrict ourselves to values of λ where the lim sup is a lim (finite or infinite).
Lemma 2.20 ([Te09, Lemma 3.14]). The spectrum of µ is given by
σ(µ) = Σ. (2.52)
Recall that the essential closure of a Borel set Ω ⊆ R is defined by
Ω
ess
= {λ ∈ R||(λ− ε, λ+ ε)| > 0 for all ε > 0}. (2.53)
Lemma 2.21 ([Te09, Lemma 3.15]). The absolutely continuous spectrum of µ is given by
σ(µac) = Σ
ess
ac . (2.54)
2.3 Spectral types
The aim of this section is to transfer the above results to arbitrary self-adjoint operators.
We will make use of Lemma 2.10. Therefore we need a spectral measure containing the
information from all measures in a spectral basis.
Definition 2.22 (Maximal spectral vector). A vector ψ ∈ H is called maximal spectral
vector of A and µψ if for every ϕ ∈ H the spectral measure µϕ is absolutely continuous with
respect to µψ
If a maximal spectral vector exists, there is a spectral measure which contains the informa-
tion from all measures in a spectral basis. Luckily, for every self-adjoint operator A there
is a maximal spectral vector (cf. [Te09, Lemma 3.16]).
Definition 2.23 (Set of ordered spectral vectors). A set {ψj} of spectral vectors is called
ordered if ψk is a maximal spectral vector for A restricted to (
⊕k−1
j=1 Hψj)
⊥.
We can even deduce that, for every self-adjoint operator, there is an ordered spectral basis
(cf. [Te09, Theorem 3.17]). Next, we define the spaces
Hac = {ψ ∈ H|µψ is absolutely continous}, (2.55)
Hsc = {ψ ∈ H|µψ is singularly continous}, (2.56)
Hpp = {ψ ∈ H|µψ is pure point}. (2.57)
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Lemma 2.24 ([Te09, Lemma 3.19]). We have
H = Hac ⊕ Hsc ⊕ Hpp. (2.58)
There are Borel sets Σxx such that the projector onto Hxx is given by P
xx = χΣxx(A),
xx ∈ {ac, sc, pp}. In particular, the subspaces Hxx reduce A. For the sets Σxx one can
choose the corresponding supports of some maximal spectral measure µ.
We define the absolutely continuous, singularly continuous and pure point spectrum of A
as
σac = σ(A|Hac), σsc = σ(A|Hsc) and σpp = σ(A|Hpp), (2.59)
respectively. Suppose µ is a maximal spectral measure. Then we have
σac(A) = σ(µac), σsc(A) = σ(µsc) and σpp(A) = σ(µpp). (2.60)
If A and A˜ are unitarily equivalent via a map U , then so are A|Hxx and A|H˜xx . In particular,
we have σxx(A) = σxx(A˜).
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Chapter 3
The singular Weyl function
The aim of this chapter is to define a Weyl function at the (in general singular) endpoint
a. To this end, we have to find an analogous system of solutions to the Weyl solutions
introduced in Section 1.5. We are going to construct such a system of entire solutions
θ(z, x) and φ(z, x) for (1.7) such that φ(z, x) lies in the domain of H near a and such
that the Wronskian of θ(z, x) and φ(z, x) satisfies W (θ(z), φ(z)) = 1. This will, in further
consequence, enable us to define a singular Weyl function at the endpoint a. In particular,
we extend [KST11, Section 2] to the case of one-dimensional Dirac operators. Some back-
ground concerning Complex Analysis which is helpful to understand this chapter can be
found in Appendix A.
We will use the same notations as in Section 1.5, that is, we choose a base point c ∈ (a, b)
and consider the operators H(a,c) and H(c,b) which are obtained by restricting H to (a, c)
and (c, b), respectively. We recall the solutions c(z, x) and s(z, x) corresponding to the
initial conditions (1.26) and define the Weyl solutions u−(z, x) and u+(z, x) as in (1.29).
We start with a Hypothesis which will turn out to be equivalent to the existence of the
announced system of solutions θ(z, x) and φ(z, x) such that φ(z, x) lies in the domain of
H near a and such that the Wronskian satisfies W (θ(z), φ(z)) = 1.
Hypothesis 3.1. Suppose that the spectrum of H(a,c) is purely discrete for one (and hence
for all) c ∈ (a, b).
Lemma 3.2. There exists a (nontrivial) solution
φ(z, x) =
(
φ1(z, x)
φ2(z, x)
)
of τu = zu which is in the domain of H near a and which is entire with respect to z if and
only if Hypothesis 3.1 is satisfied. Furthermore, φ(z, x) can be chosen such that we have
φ(z, x) = α(z)c(z, x) + β(z)s(z, x) (3.1)
where α(z) and β(z) are real entire functions with no common zeros.
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Proof. Suppose Hypothesis 3.1 is satisfied. Then m−(z) is meromorphic with poles at the
points in σ(H(a,c)). As these poles are simple, one can construct a (real) entire function
α(z) with simple zeros (and no other zeros) at the poles of m−(z) by Weierstrass’ theorem
(Theorem A.13). By setting φ(z, x) = α(z)u−(z, x) we are done.
Conversely, let φ(z, x) = α(z)c(z, x) +β(z)s(z, x) be entire. Then α(z) = φ1(z, c) is entire.
Consider
β(z) =
φ1(z, x)− α(z)c1(z, x)
s1(z, x)
=
φ2(z, x)− α(z)c2(z, x)
s2(z, x)
.
All possible poles of β(z) on the real line are removable because the left-hand side of this
formula is independent of x and the possible poles on the right-hand side vary as x varies.
Thus β(z) is also entire. Note that we have
α(z) = φ1(z, c) and β(z) = φ2(z, c). (3.2)
Due to Theorem 1.12, φ(z, x) and u−(z, x) are both square integrable near a and satisfy
the boundary condition at a if H is limit circle at a. If H is limit point at a, the square
integrable solution is uniquely determined up to a multiple. Therefore we can set φ(z, x) =
c(z)u−(z, x) for any real entire function c(z) which implies that φ2(z, c) = c(z) must hold
as well. Finally, using (1.29), obtain that
m−(z) = −u−2(z, c) = φ2(z, c)
c(z)
= −φ2(z, c)
φ1(z, c)
= −β(z)
α(z)
(3.3)
is meromorphic which means that Hypothesis 3.1 holds.
Corollary 3.3. The function φ(z, x) constructed in Lemma 3.2 is uniquely determined up
to a real entire function without zeros, that is, if φ˜(z, x) is another real entire solution
which is nontrivial for all z ∈ C and in the domain of H near a, we have
α˜(z) = eg(z)α(z) and β˜(z) = eg(z)β(z) (3.4)
where g(z) is some real entire function.
It remains to find the second solution θ(z, x) such that the Wronskian of θ(z, x) and φ(z, x)
satisfies W (θ(z), φ(z)) = 1.
Lemma 3.4. Suppose Hypothesis 3.1 holds. Then there is a second solution
θ(z, x) =
(
θ1(z, x)
θ2(z, x)
)
which satisfies
θ(z, x) = γ(z)c(z, x) + δ(z)s(z, x) (3.5)
where γ(z) and δ(z) are real entire functions with no common zeros. Furthermore, the
Wronskian of θ(z, x) and φ(z, x) satisfies
W (θ(z), φ(z)) = γ(z)β(z)− α(z)δ(z) = 1. (3.6)
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Proof. The ansatz
γ(z) =
β(z)
α(z)2 + β(z)2
− η(z)α(z) and δ(z) = −α(z)
α(z)2 + β(z)2
− η(z)β(z) (3.7)
will turn out to work. Here, η(z) should be a meromorphic function which has poles at the
the zeros of α(z)2 + β(z)2. Our first goal is to determine η(z).
By {zj} we denote the zeros of the entire function α(z)2 + β(z)2. Suppose zj is a zero of
order nj ∈ N. Then, at each zj,
β(k)(zj) = σjiα
(k)(zj), 0 6 k < nj (3.8)
holds for some σj ∈ {±1}. In order to obtain entire functions, we choose η(z) such that
the principal part of η(z) near zj matches the one from σji(α(z)
2 + β(z)2)−1, that is, we
have
σji
α(z)2 + β(z)2
= η(z) +O(z − zj)0.
Such a function can be constructed due to Mittag-Leﬄer’s theorem (Theorem A.15). Then
we compute
γ(z) =
β(z)
α(z)2 + β(z)2
− η(z)α(z)
=
σjiα(z) +O(z − zj)nj
α(z)2 + β(z)2
− σjiα(z)
α(z)2 + β(z)2
+O(z − zj)0 = O(z − zj)0
which shows that all poles of γ(z) are removable. By a similar computation
δ(z) =
−α(z)
α(z)2 + β(z)2
− η(z)β(z)
=
−α(z)
α(z)2 + β(z)2
− (σji)
2α(z) +O(z − zj)nj
α(z)2 + β(z)2
+O(z − zj)0 = O(z − zj)0
we see that all poles of δ(z) are removable. Finally, by use of (1.26) and (3.7) we have
W (θ(z), φ(z)) = θ1(z, c)φ2(z, c)− θ2(z, c)φ1(z, c)
= (γ(z)c1(z, c) + δ(z)s1(z, c))(α(z)c2(z, c) + β(z)s2(z, c))
− (γ(z)c2(z, c) + δ(z)s2(z, c))(α(z)c1(z, c) + β(z)s1(z, c)
= γ(z)β(z)− δ(z)α(z)
= 1
as stated. If γ(z) or δ(z) are not real, they have to be replaced by 1
2
(γ(z) + γ(z∗)∗) and
1
2
(δ(z) + δ(z∗)∗), respectively.
Note that similarly to (3.2) we have
γ(z) = θ1(z, c) and δ(z) = θ2(z, c). (3.9)
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Corollary 3.5. Given a system of solutions φ(z, x) and θ(z, x) as above, any other real
entire solution θ˜(z, x) for which W (θ˜(z), φ(z)) = 1 holds as well can be written as
θ˜(z, x) = θ(z, x)− f(z)φ(z, x) (3.10)
where f(z) is some real entire function.
Definition 3.6 (Singular Weyl function). Suppose we have given a system of real entire
solutions φ(z, x) and θ(z, x) as in Lemma 3.4. We define the singular Weyl function
M(z) = −W (θ(z), u+(z))
W (φ(z), u+(z))
= − γ(z)m+(z)− δ(z)
α(z)m+(z)− β(z) (3.11)
such that the solution which is in the domain of H near b (cf. (1.29)) is given by
u+(z, x) = a(z)
(
θ(z, x) +M(z)φ(z, x)
)
(3.12)
where a(z) = −W (φ(z), u+(z)) = β(z)−m+(z)α(z).
This definition immediately enables us to prove two properties of M(z).
Lemma 3.7. The singular Weyl function M(z) is analytic in C\R. Moreover, the identity
M(z) = M(z∗)∗ holds.
Proof. Note that m+(z) is analytic in C\R. All the other functions are entire by con-
struction. Thus it follows from (3.11) that M(z) is meromorphic in C\R. Moreover, every
zero of the Wronskian W (φ(z), u+(z)) corresponds to a complex eigenvalue of H. As H is
self-adjoint, there are only real eigenvalues and we have that W (φ(z), u+(z)) cannot have a
zero for z ∈ C\R. Hence the first claim follows. The second claim is obvious by (3.11).
Instead of u+(z, x) we will use
ψ(z, x) = θ(z, x) +M(z)φ(z, x). (3.13)
Remark 3.8. If we combine Corollary 3.3 and Corollary 3.5, we see that any system of
real entire solutions θ˜(z, x) and φ˜(z, x) which satisfy W (θ˜(z), φ˜(z)) = 1 is related to the
ones constructed in Lemma 3.2 and Lemma 3.4 by
θ˜(z, x) = e−g(z)θ(z, x)− f(z)φ(z, x) and φ˜(z, x) = eg(z)φ(z, x)
where g(z) and f(z) are real entire functions. If M˜(z) is a singular Weyl function cor-
responding to the system φ˜(z, x) and θ˜(z, x), then it is related to M(z) defined in (3.11)
via
M˜(z) = e−2g(z)M(z) + e−g(z)f(z).
In particular, the maximal domain of holomorphy or the structure of the poles and singu-
larities do not change.
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Spectral transformations
This chapter deals with spectral theory for our self-adjoint Dirac operator H. In particular,
we extend [KST11, Section 3] to the case of one-dimensional Dirac operators. We start
by observing that the singular Weyl function M(z) defined in the previous chapter shares
many properties with the Borel transform mf (z) of the spectral measure µf which will
allow us to associate a measure with M(z) by using the Stieltjes inversion formula. We are
going to establish a spectral transformation which maps H to a multiplication operator.
Furthermore, we will be able to read off the spectral types of H from the boundary behav-
ior of the singular Weyl function M(z). The chapter is concluded by a few observations
concerning the Green function of H.
We start by setting
fˆ(z) =
∫ b
a
(φ1(z, x)f1(x) + φ2(z, x)f2(x)) dx (4.1)
where
f(x) =
(
f1(x)
f2(x)
)
∈ L2c((a, b),C2) and φ(z, x) =
(
φ1(z, x)
φ2(z, x)
)
is the solution which lies in the domain of H near a constructed in Lemma 3.2. The
function fˆ(z) is entire and satisfies
fˆ(z∗)∗ =
∫ b
a
(φ1(z, x)f1(x)
∗ + φ2(z, x)f2(x)∗) dx. (4.2)
As we have seen in Chapter 2, for every f ∈ L2c((a, b),C2) there is an associated spectral
measure µf whose Borel transform is given by
mf (z) = 〈f, (H − z)−1f〉 =
∫
R
dµf (λ)
λ− z . (4.3)
Furthermore, for the resolvent we have
(H − z)−1f(x) =
∫ b
a
G(z, x, y)f(y)dy (4.4)
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where
G(z, x, y) =
{
ψ(z, x)⊗ φ(z, y), y < x,
φ(z, x)⊗ ψ(z, y), y > x, (4.5)
is the Green function of H. (4.5) is obtained from (1.23) as φ(z, .) is a solution which is in
the domain of H near a, as ψ(z, .) given by (3.13) is a solution which is in the domain of
H near b and as the Wronskian satisfies
W (ψ(z), φ(z)) = W (θ(z) +M(z)φ(z), θ(z))
= (θ1(z) +M(z)φ1(z))φ2(z)− (θ2(z) +M(z)φ2(z))
= θ1(z)φ2(z)− θ2(z)φ1(z)
= W (θ(z), φ(z))
= 1.
Explicitly, (4.5) reads
G(z, x, y) =

(
ψ1(z, x)φ1(z, y) ψ1(z, x)φ2(z, y)
ψ2(z, x)φ1(z, y) ψ2(z, x)φ2(z, y)
)
, y < x,(
φ1(z, x)ψ1(z, y) φ1(z, x)ψ2(z, y)
φ2(z, x)ψ1(z, y) φ2(z, x)ψ2(z, y)
)
, y > x.
(4.6)
Now we link the singular Weyl function M(z) to the Herglotz–Nevanlinna function mf (z)
by a simple, but essential observation.
Lemma 4.1. Let fˆ(z) be given by (4.1). Then we have
mf (z) = Ef (z) + fˆ(z)fˆ(z
∗)∗M(z) (4.7)
for every f ∈ L2c((a, b),C2). Ef (z) is entire and satisfies Ef (z∗)∗ = Ef (z).
Proof. By plugging (4.5) into (4.4), we obtain
〈f, (H − z)−1f〉 =
∫ b
a
(
f(x),
∫ b
a
G(z, x, y)f(y) dy
)
dx
=
∫ b
a
(
f(x),
∫ x
a
(ψ(z, x)⊗ φ(z, y))f(y) dy +
∫ b
x
(φ(z, x)⊗ ψ(z, y))f(y) dy
)
dx.
Now we use (3.13) in order to get
〈f, (H − z)−1f〉
=
∫ b
a
(
f(x),
∫ x
a
(θ(z, x)⊗ φ(z, y) +M(z)φ(z, x)⊗ φ(z, y))f(y) dy
+
∫ b
x
(φ(z, x)⊗ θ(z, y) +M(z)φ(z, x)⊗ φ(z, y))f(y) dy
)
dx
=
∫ b
a
(
f(x),
∫ x
a
(θ(z, x)⊗ φ(z, y))f(y) dy +M(z)
∫ x
a
(φ(z, x)⊗ φ(z, y))f(y) dy
+
∫ b
x
(φ(z, x)⊗ θ(z, y))f(y) dy +M(z)
∫ b
x
(φ(z, x)⊗ φ(z, y))f(y) dy
)
dx.
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If we set
Ef (z) =
∫ b
a
(
f(x),
∫ x
a
(θ(z, x)⊗ φ(z, y))f(y) dy +
∫ b
x
(φ(z, x)⊗ θ(z, y))f(y) dy
)
dx,
we have
〈f, (H − z)−1f〉 = Ef (z) +
∫ b
a
(
f(x),
∫ b
a
(φ(z, x)⊗ φ(z, y))f(y) dy
)
dx
= Ef (z) +M(z)
∫ b
a
φ1(z, x)f1(x)
∗ + φ2(z, x)f2(x)∗ dx
∫ b
a
φ1(z, y)f1(y) + φ2(z, y)f2(y) dy
= Ef (z) + fˆ(z)fˆ(z
∗)∗M(z).
Note that Ef (z) defined above is entire and satisfies Ef (z
∗)∗ = Ef (z).
Now we fix some λ0 ∈ R and choose
f(x) = χ[c,d](x)φ(λ0, x) =
(
χ[c,d]φ1(λ0, x)
χ[c,d]φ2(λ0, x)
)
.
Then we have fˆ(λ0) =
∫ d
c
(φ1(λ0, x)
2 + φ2(λ0, x)
2) dx > 0 and obtain
M(z) =
−Ef (z) +mf (z)
fˆ(z)2
(4.8)
for z in a neighborhood of λ0. These considerations show that our singular Weyl function
M(z) shares many properties with the Herglotz–Nevanlinna function mf (z). Now the
Stieltjes inversion formula (cf. Theorem B.5) comes into play. We can use it to associate a
measure with M(z) which will turn out to be equal to the spectral measure of f associated
with the self-adjoint operator H up to multiplication with |fˆ |2.
Lemma 4.2. There is a unique Borel measure dρ defined via
1
2
(
ρ
(
(λ0, λ1)
)
+ ρ
(
[λ0, λ1]
))
= lim
ε↓0
1
pi
∫ λ1
λ0
Im
(
M(λ+ iε)
)
dλ (4.9)
such that
dµf = |fˆ |2dρ, f ∈ L2c((a, b),C2) (4.10)
where dµf is the spectral measure of f defined in (4.3).
Proof. We fix λ0 < λ1 and some f ∈ L2c((a, b),C2) such that fˆ(λ) 6= 0 holds for λ ∈ [λ0, λ1].
Then, for some function w ∈ C[λ1, λ2], we have
lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)Im
(
M(λ+ iε)
)
dλ = lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)Im
(
−Ef (λ+ iε) +mf (λ+ iε)
fˆ(λ+ iε)fˆ(λ− iε)∗
)
dλ
= lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)Im
(
−Ef (λ+ iε)
fˆ(λ+ iε)fˆ(λ− iε)∗
)
dλ (4.11)
+ lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)Im
(
mf (λ+ iε)
fˆ(λ+ iε)fˆ(λ− iε)∗
)
dλ. (4.12)
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Note that the absolute value of the integrand of (4.11) is bounded since w(λ) is continous
in [λ0, λ1] and thus bounded by the extreme value theorem, since Ef (z) is entire and since
we have chosen f ∈ L2c((a, b),C2) such that fˆ(λ) 6= 0. Therefore we can use dominated
convergence to obtain
lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)Im
(
−Ef (λ+ iε)
fˆ(λ+ iε)fˆ(λ− iε)∗
)
dλ = 0
as we have Ef (z) = Ef (z
∗)∗ and thus Im(Ef (λ)) = 0 for λ ∈ R. Rewriting (4.12) yields
lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)Im
(
mf (λ+ iε)
fˆ(λ+ iε)fˆ(λ− iε)∗
)
dλ
= lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)Im
(
mf (λ+ iε)
|fˆ(λ)|2
)
dλ
+ lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)Im
(
mf (λ+ iε)
fˆ(λ+ iε)fˆ(λ− iε)∗ −
mf (λ+ iε)
|fˆ(λ)|2
)
dλ. (4.13)
We continue by estimating the integrand of (4.13).∣∣∣∣∣w(λ)Im
(
mf (λ+ iε)
fˆ(λ+ iε)fˆ(λ− iε)∗ −
mf (λ+ iε)
|fˆ(λ)|2
)∣∣∣∣∣
≤ |w(λ)| |mf (λ+ iε)|
∣∣∣∣∣ 1fˆ(λ+ iε)fˆ(λ− iε)∗ − 1|fˆ(λ)|2
∣∣∣∣∣ .
We have |w(λ)| ≤ C1 for some constant C1 since F (λ) is continous in [λ0, λ1] again by the
extreme value theorem. Furthermore, for |mf (λ+ iε)| we have
|mf (λ+ iε)| =
∣∣∣∣ ∫
R
dµf (t)
t− (λ+ iε)
∣∣∣∣ ≤ ∫
R
dµf (λ)
|iε| =
µf (R)
ε
.
Concerning the last expression, note that we can write fˆ(λ+ iε)fˆ(λ− iε)∗ = |fˆ(λ)|2 +O(ε)
using Taylor series expansion. Thus we get∣∣∣∣∣ 1fˆ(λ+ iε)fˆ(λ− iε)∗ − 1|fˆ(λ)|2
∣∣∣∣∣ ≤ C2ε
for some constant C2. Combining these estimates yields∣∣∣∣∣w(λ)Im
(
mf (λ+ iε)
fˆ(λ+ iε)fˆ(λ− iε)∗ −
mf (λ+ iε)
|fˆ(λ)|2
)∣∣∣∣∣ ≤ C1C2µf (R)
which shows that the absolute value of the integrand of (4.13) is bounded. Using dominated
convergence and the fact that
lim
ε↓0
Im
(
mf (λ+ iε)
fˆ(λ+ iε)fˆ(λ− iε)∗ −
mf (λ+ iε)
|fˆ(λ)|2
)
= 0
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shows
lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)Im
(
mf (λ+ iε)
fˆ(λ+ iε)fˆ(λ− iε)∗ −
mf (λ+ iε)
|fˆ(λ)|2
)
dλ = 0.
Altogether we have
lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)Im
(
M(λ+ iε)
)
dλ = lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)
|fˆ(λ)|2 Im (mf (λ+ iε)) dλ
=
∫ λ1
λ0
w(λ)
|fˆ(λ)|2dµf (λ)
where the second equality follows from the Stieltjes inversion formula (Theorem B.5).
In order to get (4.9) we can choose w(λ) = 1 (if it is necessary, split the interval into smaller
subintervals and use different functions f for the different subintervals). If we replace w(λ)
by |fˆ(λ)|2w(λ), we obtain ∫
R
w|fˆ |2dρ =
∫
R
wdµf
for every continuous function with compact support away from the real zeros of fˆ(λ) which
are discrete since fˆ(z) is entire.
At every real zero λ0 of fˆ we have µf ({λ0}) = 0. Suppose µf ({λ0}) > 0. Then λ0 must
be an eigenvalue of H corresponding to the eigenfunction φ(λ0, .). Then 0 < µf ({λ0}) =
|fˆ(λ0)|2/‖φ(λ0)‖2 is a contradiction to fˆ(λ0) = 0. Therefore we can remove the restriction
”away from the real zeros of fˆ(λ)” which implies (4.10).
Now we are ready to establish the main result of this chapter, that is, the spectral trans-
formation which maps H to multiplication by λ.
Theorem 4.3. The mapping
U : L2((a, b),C2)→ L2(R, dρ), f 7→ fˆ (4.14)
where fˆ is defined by
fˆ(λ) = lim
c↑b
∫ c
a
φ1(λ, x)f1(x) + φ2(λ, x)f2(x) dx (4.15)
is unitary and its inverse
U−1 : L2(R, dρ)→ L2((a, b),C2), fˆ 7→ f (4.16)
is given by
f(x) = lim
r→∞
∫ r
−r
φ(λ, x)fˆ(λ)dρ(λ) = lim
r→∞
( ∫ r
−r φ1(λ, x)fˆ(λ) dρ(λ)∫ r
−r φ2(λ, x)fˆ(λ) dρ(λ)
)
. (4.17)
Moreover, U maps H to multiplication by λ. Note that the right-hand sides of (4.15) and
(4.17) are to be understood as limits in in L2(R, dρ) and L2((a, b),C2), respectively.
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Proof. From (4.10) we obtain
‖f‖2L2((a,b),C2) =
∫
R
dµf =
∫
R
|fˆ |2dρ = ‖fˆ‖2L2(R,dρ), f ∈ L2c((a, b),C2)
and conclude that the unique extension of this map to L2((a, b),C2) is isometric. (4.10)
also implies
〈f, F (H)f〉L2((a,b),C2) =
∫
R
Fdµf =
∫
R
F |fˆ |2dρ = 〈fˆ , F fˆ〉L2(R,dρ), f ∈ L2c((a, b),C2)
for every bounded Borel function F . If we define qF (f) = 〈f, F (H)f〉L2((a,b),C2) and qρF (fˆ) =
〈fˆ , F fˆ〉L2(R,dρ), we can write this as qF (f) = qρF (fˆ). Using the polarization identity yields
〈f, F (H)g〉L2((a,b),C2) = 1
4
(qF (f + g)− qF (f − g) + iqF (f − ig)− iqF (f + ig))
=
1
4
(
qρF (fˆ + gˆ)− qρF (fˆ − gˆ) + iqρF (fˆ − igˆ)− iqρF (fˆ + igˆ)
)
= 〈fˆ , F gˆ〉L2(R,dρ)
for f, g ∈ L2c((a, b),C2) and every bounded Borel function F . By approximation we get
〈f, F (H)g〉L2((a,b),C2) = 〈fˆ , F gˆ〉L2(R,dρ), f, g ∈ L2((a, b),C2) (4.18)
for every bounded Borel function F . Now consider f, g ∈ L2((a, b),C2) and two bounded
Borel functions F,G. Set h = F (H)g. Then we have
〈G(H)f, h− F (H)g〉L2((a,b),C2) = 〈G(H)f, h− h〉L2((a,b),C2) = 0
and, by (4.18), also
〈Gfˆ, hˆ− F gˆ〉L2(R,dρ) =
∫
R
Gfˆ ∗(hˆ− F gˆ) dρ = 0 (4.19)
for every bounded Borel function G and thus fˆ(λ)∗(hˆ(λ) − F gˆ(λ)) = 0 for almost every
λ with respect to the measure ρ. As we can find a function f such that fˆ(λ0) 6= 0 holds
for every λ0, we even get hˆ = F gˆ and conclude that Ran(U) contains, for example, all
characteristic functions of intervals which implies Ran(U) = L2(R, dρ). Altogether we see
that U is unitary. This means that the inverse of U must be equal to the adjoint of U
which we determine by the computation
〈gˆ, Uf〉L2(R,dρ) =
∫
R
gˆ(λ)∗
∫ b
a
φ1(λ, x)f1(x) + φ2(λ, x)f2(x) dx dρ(λ)
=
∫
R
∫ b
a
(φ1(λ, x)gˆ(λ)f1(x)
∗ + φ2(λ, x)gˆ(λ)f2(x)∗ dx)
∗ dρ(λ)
=
∫ b
a
f1(x)
(∫
R
φ1(λ, x)gˆ(λ)dρ(λ)
)∗
+ f2(x)
(∫
R
φ2(λ, x)gˆ(λ)dρ(λ)
)∗
dx
=
〈( ∫
R φ1(λ, x)gˆ(λ)dρ(λ)∫
R φ2(λ, x)gˆ(λ)dρ(λ)
)
,
(
f1(x)
f2(x)
)〉
L2((a,b),C2)
= 〈U∗g, f〉L2((a,b),C2) = 〈U−1g, f〉L2((a,b),C2).
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We have used Fubini’s theorem to interchange the integrals in the third step and we have
omited writing the limits of (4.15) and (4.17). This calculation shows that the inverse of
U is indeed given by (4.17).
We are now able to read off the spectral types from the boundary behaviour of the singular
Weyl function M(z) as usual.
Corollary 4.4. The sets
Σac = {λ|0 < lim sup
ε↓0
Im(M(λ+ iε)) <∞},
Σs = {λ| lim sup
ε↓0
Im(M(λ+ iε)) =∞}, (4.20)
Σp = {λ| lim
ε↓0
εIm(M(λ+ iε)) > 0},
Σ = Σac ∪ Σs = {λ|0 < lim sup
ε↓0
Im(M(λ+ iε))} (4.21)
are minimal supports for ρac, ρs, ρpp and ρ, respectively. We could even restrict ourselves
to values of λ where the lim sup is a lim (finite or infinite).
Moreover, the spectrum of H is given by the closure of Σ,
σ(H) = Σ, (4.22)
the point spectrum (the set of eigenvalues) is given by Σp,
σp(H) = Σp, (4.23)
and the absolutely continuous spectrum of H is given by the essential closure of Σac,
σ(Hac) = Σ
ess
ac . (4.24)
Proof. It is sufficient to prove the claim restricted to sufficiently small intervals [λ0, λ1].
To this end, we choose f ∈ L2c(a, b) such that we have fˆ(λ) 6= 0 for λ ∈ [λ0, λ1] as in the
proof of Lemma 4.2. Then, by Lemma 4.1, the above sets (restricted to [λ0, λ1]) remain
unchanged if M(z) is replaced by the Herglotz–Nevanlinna function mf (z). Moreover, the
measures µf and ρ are mutually absolutely continuous on [λ0, λ1]. The claim then follows
from the results in Section 2.2.
Remark 4.5. According to Remark 3.8, the singular Weyl function M(z) is not unique.
If we have given M˜(z) as in Remark 3.8, then the spectral measures are related via
dρ˜(λ) = e−2g(λ)dρ(λ).
Hence the measures are mutually absolutely continuous. The spectral transformation asso-
ciated with M˜(z) just differs by a simple rescaling with the function e−2g(λ).
We conclude this chapter with a simple fact concerning the spectral transformation of the
Green function of H which will turn out to be very useful later on.
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Lemma 4.6. Recall the Green function
G(z, x, y) =
(
G11(z, x, y) G12(z, x, y)
G21(z, x, y) G22(z, x, y)
)
of H defined in (4.5). Then we have
(UGi(z, x, .))(λ) =
φi(λ, x)
λ− z , i=1,2 (4.25)
for every x ∈ (a, b) and every z ∈ C \ σ(H). Here Gi(z, x, .) has to be interpreted as
Gi(z, x, .) =
(
Gi1(z, x, .)
Gi2(z, x, .)
)
, i=1,2. (4.26)
Proof. First we observe that, by (4.5), Gi(z, x, .) ∈ L2((a, b),C2), i = 1, 2 for every x ∈
(a, b) and every z ∈ C \ σ(H). Moreover, we have
(H − z)−1f = U−1 1
λ− zUf (4.27)
where the left hand side is given by (4.4) and the right hand side can be written as
lim
r→∞
∫ r
−r
φ(λ, x)
λ− z fˆ(λ)dρ(λ).
Explicitly, (4.27) reads( ∫ b
a
G11(z, x, .)f1(y) +G12(z, x, .)f2(y) dy∫ b
a
G21(z, x, .)f1(y) +G22(z, x, .)f2(y) dy
)
=
( ∫
R
φ1(λ,x)
λ−z fˆ(λ) dρ(λ)∫
R
φ2(λ,x)
λ−z fˆ(λ) dρ(λ)
)
. (4.28)
If we write the i-th component of (4.28) in terms of scalar products, we get〈(
f1(y)
∗
f2(y)
∗
)
,
(
Gi1(z, x, .)
Gi2(z, x, .)
)〉
L2((a,b),C2)
=
〈
fˆ(λ)∗,
φi(λ, x)
λ− z
〉
L2(R,dρ)
, i = 1, 2. (4.29)
Now we take advantage of the fact that U is unitary, that is, we have in particular
〈f, f〉L2((a,b),C2) = 〈Uf, Uf〉L2(R,dρ), and obtain
〈fˆ(λ)∗, U(Gi(z, x, .))〉L2(R,dρ) =
〈
fˆ(λ)∗,
φi(λ, x)
λ− z
〉
L2(R,dρ)
i = 1, 2 (4.30)
for every f ∈ L2((a, b),C2). Hence we obtain (4.25) for almost every x. If fˆ has compact
support, the left-hand side of (4.29) is continuous with respect to x and then, so is the
right-hand side. Thus (4.25) follows by a density argument.
We can even prove a stronger version of Lemma 4.6 if we differentiate with respect to z.
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Corollary 4.7. We even have
(U∂kzGi(z, x, .))(λ) =
k!φi(λ, x)
(λ− z)k+1 , i=1,2 (4.31)
for every x ∈ (a, b), k ∈ N0 and z ∈ C \ σ(H).
Proof. We prove the claim by induction. For the case k = 0 (4.31) is just (4.25). For k = 1
we have
∂z(UGi(z, x, .))(λ) = ∂z
(
φi(λ, x)
λ− z
)
=
φi(λ, x)
(λ− z)2 , i = 1, 2 (4.32)
where
∂z(UGi(z, x, .))(λ) = ∂z
(
lim
c↑b
∫ c
a
φ1(λ, x)Gi1(z, x, .) + φ2(λ, x)Gi2(z, x, .)dx
)
= lim
c↑b
∫ c
a
φ1(λ, x)∂zGi1(z, x, .) + φ2(λ, x)∂zGi2(z, x, .) dx
= (U∂zGi(z, x, .))(λ), i = 1, 2. (4.33)
Suppose (4.31) holds for k = n. Then we have
∂z(U∂
n
zGi(z, x, .))(λ) = ∂z
(
n!φi(λ, x)
(λ− z)n+1
)
=
(n+ 1)!φi(λ, x)
(λ− z)n+2 , i = 1, 2
where ∂z(U∂
n
zGi(z, x, .))(λ) = (U∂
n+1
z Gi(z, x, .))(λ), i = 1, 2 by performing the same com-
putation as above with U∂nzGi instead of UGi. Thus we have verified (4.31) for every
k ∈ N0.
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Properties of singular Weyl functions
One of the most important properties of Herglotz–Nevanlinna functions is the existence
of an integral representation. In this chapter we are going to establish such an integral
representation for our singular Weyl function M(z). As a consequence we will see that
there is always a system of solutions such that the corresponding spectral measure is finite
and that M(z) is a Herglotz–Nevanlinna function. Furthermore, we will give a criterion
when M(z) is a generalized Nevanlinna function of the type N∞κ , that is, a generalized
Nevanlinna function with no nonreal poles and the only generalized pole of nonpositive
type at infinity. In particular, all results stated in [KST11, Section 4] remain true in the
case of one-dimensional Dirac operators as well.
In order to prove the existence of an integral representation for M(z), we need a result
concerning the substitution rule for Lebesgue–Stieltjes integrals from [FT11].
Lemma 5.1 (cf. [FT11, (8) and (9)]). Suppose µ, ν are nondecreasing functions on R and
g is monotone. Then we have∫
R
(g ◦ µ) d(ν ◦ µ) ≤
∫
hull(Ran(µ))
g dν (5.1)
if µ is right continuous and g nonincreasing or µ left continuous and g nondecreasing. If
µ is right continuous and g nondecreasing or µ left continuous and g nonincreasing, the
inequality has to be reversed.
Theorem 5.2. Suppose M(z) is a singular Weyl function. Denote by ρ its associated
spectral measure. Then there exists an entire function g(z) which satisfies g(λ) ≥ 0 for
λ ∈ R and e−g(λ) ∈ L2(R, dρ).
Moreover, for any entire function gˆ(z) such that gˆ(λ) > 0 for λ ∈ R and (1+λ2)−1gˆ(λ)−1 ∈
L1(R, dρ) (e.g., gˆ(z) = e2g(z)) we have the integral representation
M(z) = E(z) + gˆ(z)
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
gˆ(λ)
, z ∈ C\σ(H) (5.2)
where E(z) is a real entire function.
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Proof. We first show that an entire function gˆ with the required properties exists. We start
by defining the function
R(λ) =
{∫
[−λ,λ] dρ, λ ≥ 0,
0, λ < 0,
(5.3)
and observe that it is nonnegative and nondecreasing for λ > 0. Then, by Corollary A.17,
we can find an entire function h(z) =
∑∞
j=0 hjz
j which satisfies h(n2) = R(n + 1) for
n ∈ N0. We choose
g(z) =
1
2
∞∑
j=0
|hj|z2j
and note that g(λ) ≥ 0 for λ ∈ R is satisfied. By construction it follows
R(n+ 1) = h(n2) =
∞∑
j=0
hjn
2j ≤
∞∑
j=0
|hj|n2j = 2g(n)
and thus
R(λ) ≤ 2g(λ) for λ ≥ 0. (5.4)
Moreover, we have
∫
R
e−2g(λ)dρ(λ) =
∫
[0,∞)
e−2g(λ)dR(λ) ≤
∫
[0,∞)
e−R(λ)dR(λ) (5.5)
where the first step follows from the definition of R(λ) in (5.3) and the second one from
(5.4). Now, if we set ν(λ) = R(λ), µ(λ) = λ and g(λ) = e−λ, all assumptions of Lemma
5.1 are satisfied. Thus we have∫
[0,∞)
e−R(λ)dR(λ) ≤
∫ ∞
0
e−λdλ <∞. (5.6)
Combining (5.5) and (5.6) yields
∫
R e
−2g(λ)dρ(λ) <∞ which means e−g(λ) ∈ L2(R, dρ).
It remains to verify the integral representation (5.2). To this end, let some gˆ be given and
set
M˜(z) = gˆ(z)
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
gˆ(λ)
.
Note that M˜(z) is holomorphic for z ∈ C \ R. Therefore we just need to show that
M(z) − M˜(z) is holomorphic near any point λ0 ∈ R. Fix λ0 ∈ R and choose some real-
valued function f ∈ L2c((a, b),C2) such that fˆ(z) defined in (4.1) does not vanish at λ0.
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Then, by virtue Lemma 4.1, we get
M(z)− M˜(z) = −Ef (z)
fˆ(z)2
+
mf (z)
fˆ(z)2
− M˜(z)
= −Ef (z)
fˆ(z)2
+
1
fˆ(z)2
∫
R
dµf (λ)
λ− z − gˆ(z)
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
gˆ(λ)
= −Ef (z)
fˆ(z)2
+
1
fˆ(z)2
∫
R\I
dµf (λ)
λ− z − gˆ(z)
∫
R\I
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
gˆ(λ)
+
1
fˆ(z)2
∫
I
dµf (λ)
λ− z − gˆ(z)
∫
I
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
gˆ(λ)
= −Ef (z)
fˆ(z)2
+
1
fˆ(z)2
∫
R\I
dµf (λ)
λ− z − gˆ(z)
∫
R\I
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
gˆ(λ)
+ gˆ(z)
∫
I
λ
1 + λ2
dρ(λ)
gˆ(λ)
+
∫
I
1
λ− z
(
fˆ(λ)2
fˆ(z)2
− gˆ(z)
gˆ(λ)
)
dρ(λ).
Here I is some small interval which contains λ0 such that fˆ(z) does not vanish in a neigh-
borhood of I. All terms in the above representation are holomorphic near λ0. For the first
four terms this is clear. Concerning the last term note that the integrand is holomorphic
as a function of both variables in a neighborhood of (λ0, λ0).
As a consequence, we can now show that there is always a system of solutions such that
the corresponding spectral measure is finite and such that M(z) is a Herglotz–Nevanlinna
function. If we choose gˆ(z) = e2g(z) in the previous theorem, we have
M(z) = E(z) + e2g(z)
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
e2g(λ)
(5.7)
which can be written as
M(z) = E˜(z) + e2g(z)
∫
R
e−2g(λ)dρ(λ)
λ− z (5.8)
where
E˜(z) = E(z)− e2g(z)
∫
R
λe−2g(λ)dρ(λ)
1 + λ2
. (5.9)
Setting f(z) = −e−g(z)E˜(z) and switching to a new system of solutions as in Remark 3.8
yields
M˜(z) = e−2g(z)M(z) + e−g(z)(−e−g(z)E˜(z)) = e−2g(z)(M(z)− E˜(z))
=
∫
R
e−2g(λ)dρ(λ)
λ− z .
By Remark 4.5, the new measure is given by dρ˜(λ) = e−2g(λ)dρ(λ). Note that dρ˜(λ)
is a finite measure. In particular, we conclude that the new singular Weyl function is
a Herglotz–Nevanlinna function as it can be written as the Borel transform of a finite
measure.
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Corollary 5.3. There is always a system of real entire solutions θ˜(z, x) and φ˜(z, x) such
that the associated spectral measure ρ˜ is finite and the associated singular Weyl function is
a Herglotz–Nevanlinna function given by
M˜(z) =
∫
R
dρ˜(λ)
λ− z . (5.10)
In the case one does not want to rescale the measure too much, the entire function
gˆ(z) = e−2g(z) constructed in the proof of the previous theorem will not be optimal. In
order to find a better gˆ(z), note that φ1(λ, x)
2 + φ2(λ, x)
2 is positive for λ ∈ R and in
L1(R, (1 + λ2)−1dρ).
Indeed, using the same notation as in (4.26), we have that Gi(z, x, .) ∈ L2((a, b),C2),
i = 1, 2 as already noted in the proof of Lemma 4.6. Then, by Theorem 4.3, we conclude
UGi(z, x, .) ∈ L2(R, dρ), i = 1, 2 which means∫
R
|UGi(z, x, .)|2dρ(λ) <∞, i = 1, 2.
Plugging in (4.25), we obtain∫
R
φi(λ, x)
2
|λ− z|2 dρ(λ) <∞, i = 1, 2
independently of the value of z. If we now choose z = i, we obviously have φi(λ, x)
2 ∈
L1(R, (1+λ2)−1dρ), i = 1, 2 which is then clearly true for every linear combination as well.
We will show in Chapter 6 that M(z) is always a Herglotz–Nevanlinna function if one
has the limit circle case at the endpoint a.
As another consequence of the established integral representation we get a criterion when
our singular Weyl function M(z) is a generalized Nevanlinna function with no nonreal
poles and the only generalized pole of nonpositive type at infinity. We denote the set of all
such functions by N∞κ . Further information concerning generalized Nevanlinna functions
is provided in Appendix B.2.
Theorem 5.4. Fix the solution φ(z, x). Then there is a corresponding solution θ(z, x)
such that M(z) ∈ N∞κ for some κ ≤ k if and only if (1 + λ2)−k−1 ∈ L1(R, dρ). Moreover,
κ = k if k = 0 or (1 + λ2)−k 6∈ L1(R, dρ).
Proof. Suppose (1 + λ2)−k−1 ∈ L1(R, dρ). Then we can choose gˆ(z) = (1 + z2)k and by
Theorem 5.2 we have
M(z) = f(z) + (1 + z2)k
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
(1 + λ2)k
where f(z) is an entire function. Now we invoke Remark 3.8 and set θ˜(z, x) = θ(z, x) −
f(z)φ(z, x) (note that here we have chosen g(z) ≡ 0 in Remark 3.8). Then, our corre-
sponding Weyl function reads
M˜(z) = M(z)− f(z) = (1 + z2)k
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
(1 + λ2)k
. (5.11)
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As (5.11) coincides with (B.13) we have M(z) ∈ N∞κ for some κ ≤ k by Theorem B.9.
Conversely, let M(z) ∈ N∞κ for some κ ≤ k. Then, M(z) admits the integral representation
(B.13)–(B.14) where the measure dρ coincides with the one from Lemma 4.2. Thus, by
(B.14), we get (1+λ2)−k−1 ∈ L1(R, dρ). The last claim also follows from Theorem B.9.
The condition (1+λ2)−k−1 ∈ L1(R, dρ) is related to the growth of M(z) along the imaginary
axis (cf. Lemma B.10). One can try to bound λ−k by a linear combination of φ1(λ, x)2
and φ2(λ, x)
2 (which is in L1(R, (1 + λ2)−1dρ)) in order to identify possible values of k.
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Chapter 6
The limit circle case
In this chapter we are going to extend [KST11, Appendix A] to the case of one-dimensional
Dirac operators, that is, we show that the singular Weyl function is a Herglotz–Nevanlinna
function whenever τ is limit circle at a. To this end, we start with a Hypothesis which will
turn out to be equivalent to the claim that τ is limit circle at a.
Hypothesis 6.1. Fix λ0 ∈ R. Suppose
φ0(x) =
(
φ0,1(x)
φ0,2(x)
)
and θ0(x) =
(
θ0,1(x)
θ0,2(x)
)
(6.1)
are two real-valued solutions of τu = λ0u which satisfy W (θ0, φ0) = 1. Assume that the
limits
lim
x→a
Wx(φ0, u(z)) and lim
x→a
Wx(θ0, u(z)) (6.2)
exist for every solution u(z, x) of τu = zu.
Remark 6.2. Hypothesis 6.1 is independent of the choice of λ0.
Indeed, let φ1(x) and θ1(x) be two real-valued solutions of τu = λ1u for some λ1 ∈ R,
λ0 6= λ1 which satisfy W (θ1, φ1) = 1. Setting f1 = φ0(x), f2 = φ1(x), f3 = θ0(x) and
f4 = u(z, x) in the Plu¨cker identity (1.11) and using W (θ0, φ0) = 1 yields
Wx(φ1, u(z)) = Wx(φ0, φ1)Wx(θ0, u(z))−Wx(φ0, u(z))Wx(θ0, φ1). (6.3)
The Plu¨cker identity (1.11) remains valid in the limit x→ a. If Hypothesis 6.1 holds, the
limit limx→aWx(φ1, u(z)) exists as then all limits on the right-hand side of (6.3) exist. To
see that limx→aWx(θ1, u(z)) exists as well, one needs just to replace φ1(x) by θ1(x) in the
above calculation. Altogether we have shown that, if Hypothesis 6.1 holds for one λ0 ∈ R,
it also holds for any other λ1 ∈ R, λ0 6= λ1 which justifies Remark 6.2.
Lemma 6.3. Suppose τ is limit circle at a. Then Hypothesis 6.1 holds. In this case, the
limits (6.2) are holomorphic with respect to z whenever u(z, x) is.
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Proof. For a solution u(x) of τu = zu and a solution v(x) of τv = zˆv we have
(z − zˆ)
∫ x
c
(u(y)∗, v(y)) dy = Wx(u, v)−Wc(u, v). (6.4)
First, we note that both sides of (6.4) are equal at x = c. Next, we compute the derivatives
with respect to x of both sides of (6.4). For the right-hand side we get
(Wx(u, v)−Wc(u, v))′ = (u1(x)v2(x)− u2(x)v1(x))′
= u′1(x)v2(x) + u1(x)v
′
2(x)− u′2(x)v1(x)− u2(x)v′1(x)
whereas differentiating the left-hand side yields(
(z − zˆ)
∫ x
c
(u(y)∗, v(y)) dy
)′
=
(∫ x
c
z (u(y)∗, v(y)) + zˆ (u(y)∗, v(y)) dy
)′
=
(∫ x
c
((τu(y))∗, v(y)) + (u(y)∗, τv(y)) dy
)′
= u′1(x)v2(x) + u1(x)v
′
2(x)− u′2(x)v1(x)− u2(x)v′1(x).
As the derivatives coincide as well, (6.4) holds. In particular, this shows that we have
lim
x→a
Wx(φ0, u(z)) = Wc(φ0, u(z))− (λ0 − z)
∫ c
a
(φ0(y), u(z, y)) dy, (6.5)
lim
x→a
Wx(θ0, u(z)) = Wc(θ0, u(z))− (λ0 − z)
∫ c
a
(θ0(y), u(z, y)) dy. (6.6)
As τ is limit circle at a, all solutions of τu = zu are square integrable near a for all z ∈ C
and thus limx→aWx(φ0, u(z)) and limx→aWx(θ0, u(z)) exist.
In order to see that the limits (6.2) are holomorphic with respect to z whenever u(z, x) is, we
need to show that the integrals on the right-hand side of (6.5) and (6.6) are holomorphic
if u(z, x) is holomorphic in a neighborhood of z0. To this end, we recall Lemma 1.7.
We suppose (τ − z)u = 0 and choose c(z0, x) and s(z0, x) as the fundamental system of
(τ − z0)u = 0 which satisfies W (c(z0), s(z0)) = 1. Using (τ − z0)u = (z − z0)g and (1.10)
we get
u(z, x) = αc(z0, x) + βs(z0, x)
+ (z − z0)
∫ x
c
(s(z0, x) (c(z0, y)
∗, u(z, y))− c(z0, x) (s(z0, y)∗, u(z, y))) dy. (6.7)
Since c ∈ L2((c, b),C2) and s ∈ L2((c, b),C2), we can find a constant M ≥ 0 such that∫ b
c
|cj(z0, y)|2 dy ≤M and
∫ b
c
|sj(z0, y)|2 dy ≤M (6.8)
where cj(z0, y) and sj(z0, y) denote the j-th component of c(z0, y) and s(z0, y), respectively.
We consider temporarily just∫ x
c
(s(z0, x) (c(z0, y)
∗, u(z, y))− c(z0, x) (s(z0, y)∗, u(z, y))) dy (6.9)
and choose c close enough to b such that |z − z0|2M2 ≤ 1/24 holds.
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Estimating the first component of (6.9) using the inequality of Cauchy-Schwarz yields∣∣∣∣ ∫ x
c
(s1(z0, x) (c(z0, y)
∗, u(z, y))− c1(z0, x) (s(z0, y)∗, u(z, y))) dy
∣∣∣∣2
=
∣∣∣∣ ∫ x
c
(s1(z0, x)c1(z0, y)− c1(z0, x)s1(z0, y))u1(z, y)dy
+ (s1(z0, x)c2(z0, y)− c1(z0, x)s2(z0, y))u2(z, y)dy
∣∣∣∣2
=
∣∣∣∣ ∫ x
c
((
(s1(z0, x)c1(z0, y)− c1(z0, x)s1(z0, y))∗
(s1(z0, x)c2(z0, y)− c1(z0, x)s2(z0, y))∗
)
,
(
u1(z, y)
u2(z, y)
))
dy
∣∣∣∣2
≤
(∫ x
c
|s1(z0, x)c1(z0, y)− c1(z0, x)s1(z0, y)|2
+ |s1(z0, x)c2(z0, y)− c1(z0, x)s2(z0, y)|2dy
)∫ x
c
|u1(z, y)|2 + |u2(z, y)|2dy
≤
(
|s1(z0, x)|2
∫ x
c
|s1(z0, y)|2dy + |c1(z0, x)|2
∫ x
c
|c1(z0, y)|2dy + |s1(z0, x)|2
∫ x
c
|c2(z0, y)|2dy
+ |c1(z0, x)|2
∫ x
c
|s2(z0, y)|2dy
)∫ x
c
|u1(z, y)|2 + |u2(z, y)|2dy
≤ 2M (|c1(z0, x)|2 + |s1(z0, x)|2) ∫ x
c
|u1(z, y)|2 + |u2(z, y)|2dy.
By applying the same estimate to the second component of (6.9) we get∣∣∣ ∫ x
c
(s2(z0, x) (c(z0, y)
∗, u(z, y))− c2(z0, x) (s(z0, y)∗, u(z, y))) dy
∣∣∣2
≤ 2M (|c2(z0, x)|2 + |s2(z0, x)|2) ∫ x
c
|u1(z, y)|2 + |u2(z, y)|2dy.
Then we are able to conclude∫ x
c
|u1(z, y)|2 + |u2(z, y)|2dy
≤ 3
(
|α|2
∫ x
c
|c1(z0, y)|2dy + |β|2
∫ x
c
|s1(z0, y)|2dy+
+ 2M |z − z0|2
(∫ x
c
|c1(z0, y)|2dy +
∫ x
c
|s1(z0, y)|2dy
)∫ x
c
|u1(z, y)|2 + |u2(z, y)|2dy
+ |α|2
∫ x
c
|c2(z0, y)|2dy + |β|2
∫ x
c
|s2(z0, y)|2dy+
+2M |z − z0|2
(∫ x
c
|c2(z0, y)|2dy +
∫ x
c
|s2(z0, y)|2dy
)∫ x
c
|u1(z, y)|2 + |u2(z, y)|2dy
)
≤ 6M(|α|2 + |β|2) + 12M2|z − z0|2
∫ x
c
|u1(z, y)|2 + |u2(z, y)|2dy
≤ 6M(|α|2 + |β|2) + 1
2
∫ x
c
|u1(z, y)|2 + |u2(z, y)|2dy,
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and thus we have ∫ x
c
|u1(z, y)|2 + |u2(z, y)|2dy ≤ 12M(|α|2 + |β|2).
Plugging in this estimate, we get∣∣∣∣ ∫ x
c
(s1(z0, x) (c(z0, y)
∗, u(z, y))− c1(z0, x) (s(z0, y)∗, u(z, y))) dy
∣∣∣∣
≤
√
24M(|α|+ |β|)(|c1(z0, x)|+ |s1(z0, x)|),∣∣∣∣ ∫ x
c
(s2(z0, x) (c(z0, y)
∗, u(z, y))− c2(z0, x) (s(z0, y)∗, u(z, y))) dy
∣∣∣∣
≤
√
24M(|α|+ |β|)(|c2(z0, x)|+ |s2(z0, x)|).
Altogether, for all z in a bounded neighborhood of z0 we have
|u1(z, x)| ≤ C1|c1(z0, x)|+ C2|s1(z0, x)| and |u2(z, x)| ≤ C1|c2(z0, x)|+ C2|s2(z0, x)|
where C1 = |α|+
√
24M(|α|+ |β|) and C2 = |β|+
√
24M(|α|+ |β|). Furthermore, we get
|u′1(z, x)| ≤ C3|c′1(z0, x)|+ C4|s′1(z0, x)| and |u′2(z, x)| ≤ C3|c′2(z0, x)|+ C4|s′2(z0, x)|
for some other constants C3 and C4. This shows that we have integrable bounds of the
integrands independent of z in (6.5) and (6.6) and thus the limits (6.2) are holomorphic in
the same domain as u(z, x).
Let now τ satisfy Hypothesis 6.1 and set
φ(z, x) = Wa(c(z), φ0)s(z, x)−Wa(s(z), φ0)c(z, x), (6.10)
θ(z, x) = Wa(c(z), θ0)s(z, x)−Wa(s(z), θ0)c(z, x). (6.11)
The solutions s(z, x) and c(z, x) are defined in the same way as in Section 1.5. Observe
that we have φ(z, x)∗ = φ(z∗, x) and θ(z, x)∗ = θ(z∗, x). Moreover, an easy calculation
shows φ(λ0, x) = φ0(x) and θ(λ0, x) = θ0(x).
Lemma 6.4. Suppose Hypothesis 6.1. Then the solutions φ(z, x) and θ(z, x) defined in
(6.10) and (6.11) satisfy the identities
W (θ(z), φ(z)) = 1, (6.12)
Wa(θ(z), φ(zˆ)) = 1, (6.13)
Wa(φ(zˆ), φ(z)) = Wa(θ(zˆ), θ(z)) = 0. (6.14)
Proof. It suffices to show (6.13) and (6.14).
Wa(θ(z), φ(zˆ)) =−Wa(c(zˆ), φ0) (Wa(c(z), θ0)Wa(s(zˆ), s(z))−Wa(s(z), θ0)Wa(s(zˆ), c(z)))
+Wa(s(zˆ), φ0) (Wa(s(z), θ0)Wa(c(zˆ), s(z))−Wa(s(z), θ0)Wa(c(zˆ), c(z))) .
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Choosing f1 = c(z), f2 = θ0, f3 = c(zˆ) and f4 = s(z) in (1.11) yields
Wx(s(zˆ), θ0) = Wx(c(z), θ0)Wx(s(zˆ), s(z))−Wx(s(z), θ0)Wx(s(zˆ), c(z)),
and by replacing c(zˆ) by s(zˆ) we obtain
Wx(c(zˆ), θ0) = Wx(c(z), θ0)Wx(c(zˆ), s(z))−Wx(s(z), θ0)Wx(c(zˆ), c(z)).
As the Plu¨cker identity remains valid in the limit x→ a we have
Wa(θ(z), φ(zˆ)) = −Wa(c(zˆ), θ0)Wa(s(zˆ), θ0) +Wa(s(zˆ, θ0)Wa(c(zˆ), θ0)
=Wa(c(zˆ), s(zˆ))Wa(θ0, φ0) = 1
as stated. For z = zˆ this is clearly (6.12), so it remains only to show (6.14).
Wa(φ(zˆ), φ(z)) =Wa(c(zˆ), φ0) (Wa(c(z), φ0)Wa(s(zˆ), s(z))−Wa(s(z), φ0)Wa(s(zˆ), c(z)))
−Wa(s(zˆ), φ0) (Wa(c(z), φ0)Wa(c(zˆ, s(z))−Wa(s(z), φ0)Wa(c(zˆ), c(z)))
Now we choose f1 = c(z), f2 = φ0, f3 = s(zˆ) and f4 = s(z) in (1.11) to get
Wx(s(zˆ), φ0) = Wx(c(z), φ0)Wx(s(zˆ), s(z))−Wx(s(z), φ0)Wx(s(zˆ), c(z))
and replace s(zˆ) by c(zˆ) to obtain
Wx(c(zˆ), φ0) = Wx(c(z), φ0)Wx(c(zˆ), s(z))−Wx(s(z), φ0)Wx(c(zˆ), c(z)).
Again, by letting x→ a and plugging in we get
Wa(φ(zˆ), φ(z)) = Wa(c(zˆ), φ0)Wa(s(zˆ), φ0)−Wa(s(zˆ), φ0)Wa(c(zˆ), φ0) = 0.
Replacing φ by θ in the above calculation shows Wa(φ(zˆ), φ(z)) = 0.
Now we will prove that Hypothesis 6.1 is in fact equivalent to τ being limit circle at a.
Corollary 6.5. If Hypothesis 6.1 holds, then τ is limit circle at a. Moreover, the solutions
φ(z, x) and θ(z, x) defined in (6.10) and (6.11) satisfy
Wc(φ(z)
∗, φ(z)) = −2iIm(z)
∫ c
a
‖φ(z, x)‖2C2 dx, (6.15)
Wc(θ(z)
∗, θ(z)) = −2iIm(z)
∫ c
a
‖θ(z, x)‖2C2 dx (6.16)
and are entire with respect to z.
Proof. We recall (6.4) and choose u(y) = φ(z, y) and v(y) = φ(z, y)∗. Then we have
(z − z∗)
∫ x
c
(φ(z, y)∗, φ(z∗, y)) dy = Wx(φ(z), φ(z∗))−Wc(φ(z), φ(z∗))
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which can be rewritten to
2iIm(z)
∫ x
c
‖φ(z, y)‖2C2 dy = Wx(φ(z), φ(z∗))−Wc(φ(z), φ(z)∗).
Letting x→ a and using Lemma 6.4 proves (6.15). To obtain (6.16), just set u(y) = θ(z, y)
and v(y) = θ(z, y)∗ in (6.4) and perform the same calculation as above. As both integrals on
the right hand sides of (6.15) and (6.16) are finite, φ(z, x) and θ(z, x) are square integrable
near a and thus τ is limit circle at a. But then, by Lemma 6.3, we get that both solutions
are entire.
Lemma 6.6. Suppose Hypothesis 6.1, let H be some self-adjoint operator associated with
τ and let the boundary condition at a be induced by φ0.
Then φ(z, x) defined in (6.10) lies in the domain of H near a. Moreover, we have
m−(z) =
Wa(φ0, c(z))
Wa(φ0, s(z))
. (6.17)
Proof. In order to prove that φ(z, x) lies in the domain of H near a, one needs just to
verify Wa(φ(z), φ0) = 0 by a direct calculation using (6.10).
Now recall u−(z, x) defined in (1.28) and note that u−(z, x) and φ0(x) are both in the
domain of H near a, that is, Wa(φ0, u(z)) = 0. Using (1.29), we calculate 0 = Wa(φ0, c(z)−
m−(z)s(z)) = Wa(φ0, c(z))−m−(z)Wa(φ0, s(z)) which shows (6.17).
Now we are able to introduce the singular Weyl function M(z) as in Chapter 3 such that
ψ(z, x) = θ(z, x) +M(z)φ(z, x) ∈ L2((c, b),C2) (6.18)
and ψ(z, x) satisfies the boundary condition of H at b if τ is limit circle at b.
Now we are ready to prove the main result of this chapter.
Theorem 6.7. Suppose Hypothesis 6.1. Let H be some self-adjoint operator associated
with τ and let the boundary condition at a be induced by φ0. Then the singular Weyl
function defined in (6.18) is a Herglotz–Nevanlinna function and satisfies
Im(M(z)) = Im(z)
∫ b
a
‖ψ(z, x)‖2C2 dx. (6.19)
Proof. Fixing z and setting c = a, u(y) = ψ(z, y) and v(y) = ψ(z, y)∗ in (6.4) yields
(z − z∗)
∫ x
a
(ψ(z, y)∗, ψ(z, y)∗) dy = Wx(ψ(z), ψ(z)∗)−Wa(ψ(z), ψ(z)∗) (6.20)
For the left-hand side we get
(z − z∗)
∫ x
a
(ψ(z, y)∗, ψ(z, y)∗) dy = 2iIm(z)
∫ x
a
‖ψ(z, y)‖2C2 dy.
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Next, by a straightforward calculation using (6.18) and Lemma 6.4 we obtain
Wa(ψ(z), ψ(z)
∗) = Wa(θ(z), θ(z∗)) +M(z)∗Wa(θ(z), φ(z)∗)
+M(z)Wa(φ(z), θ(z
∗)) + |M(z)|2Wa(φ(z), φ(z∗))
= M(z)∗ −M(z)
=− 2iIm(M(z)).
Altogether, we have
Im(z)
∫ x
a
‖ψ(z, y)‖2C2 dy = −
i
2
Wx(ψ(z), ψ(z
∗)) + Im(M(z)).
Letting x→ b and observing that we have Wb(ψ(z), ψ(z∗)) = 0 as ψ(z) and ψ(z∗) are both
in the domain of H near b proves (6.19). This formula shows that for z ∈ C+ we have
M(z) ∈ C+ and thus M(z) is indeed a Herglotz–Nevanlinna function.
Lemma 6.8. Suppose Hypothesis 6.1. Let H be some self-adjoint operator associated with
τ and let the boundary condition at a be induced by φ0. Denote by U the associated spectral
transform from Chapter 4. Then we have
(Uψ(z, .))(λ) =
1
λ− z (6.21)
for every z ∈ C \ σ(H). Differentiating with respect to z we even obtain
(U∂kzψ(z, .))(λ) =
k!
(λ− z)k+1 . (6.22)
Proof. Recall the Green function
G(z, x, y) =
(
G11(z, x, y) G12(z, x, y)
G21(z, x, y) G22(z, x, y)
)
of H given by (4.5). By G1(z, x, y) and G2(z, x, y) we denote the first and the second
column of G(z, x, y), respectively. By use of (6.18) we calculate
Wx(θ(z), G1(z, y)) = θ1(z, x)G21(z, x, y)− θ2(z, x)G11(z, x, y)
=
{
θ1(z, x)ψ2(z, x)φ1(z, y)− θ2(z, x)ψ1(z, x)φ1(z, y), y < x,
θ1(z, x)φ2(z, x)ψ1(z, y)− θ2(z, x)φ1(z, x)ψ1(z, y), y > x,
=
{
Wx(θ(z), θ(z))φ1(z, y) +Wx(θ(z), φ(z))M(z)φ1(z, y), y < x,
Wx(θ(z), φ(z))θ1(z, y) +Wx(θ(z), φ(z))M(z)φ1(z, y), y > x,
=
{
M(z)φ1(z, y), y < x,
θ1(z, y) +M(z)φ1(z, y), y > x.
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Analogously, we get
Wx(θ(z), G2(z, y)) = θ1(z, x)G22(z, x, y)− θ2(z, x)G12(z, x, y)
=
{
θ1(z, x)ψ2(z, x)φ2(z, y)− θ2(z, x)ψ1(z, x)φ2(z, y), y < x,
θ1(z, x)φ2(z, x)ψ2(z, y)− θ2(z, x)φ1(z, x)ψ2(z, y), y > x,
=
{
Wx(θ(z), θ(z))φ2(z, y) +Wx(θ(z), φ(z))M(z)φ2(z, y), y < x,
Wx(θ(z), φ(z))θ2(z, y) +Wx(θ(z), φ(z))M(z)φ2(z, y), y > x,
=
{
M(z)φ2(z, y), y < x,
θ2(z, y) +M(z)φ2(z, y), y > x.
Next, we set
ψ˜(z, x, y) =
(
Wx(θ(z), G1(z, y))
Wx(θ(z), G2(z, y))
)
=
{
M(z)φ(z, y), y < x,
ψ(z, y), y > x.
(6.23)
Observe that we have
lim
x→a
ψ˜(z, x, y) = ψ(z, y).
We will now derive the spectral transformation of ψ˜.
(Uψ˜(z, x, .))(λ) = lim
c↑b
∫ c
a
φ1(λ, y)Wx(θ(z), G1(z, y)) + φ2(z, y)Wx(θ(z), G2(z, y))dy
= θ1(z, x) lim
c↑b
∫ c
a
φ1(λ, y)G21(z, x, y) + φ2(λ, y)G22(z, x, y)dy
− θ2(z, x) lim
c↑b
∫ c
a
φ1(λ, y)G11(z, x, y) + φ2(λ, y)G12(z, x, y)dy
= θ1(z, x)(UG2j(z, x, .))(λ)− θ2(z, x)(UG1j(z, x, .))(λ)
= θ1(z, x)
φ2(λ, x)
λ− z − θ2(z, x)
φ1(λ, x)
λ− z
=
Wx(θ(z), φ(λ))
λ− z .
Letting x → a and using Lemma 6.4 shows (6.21). (6.22) is proven by induction with
respect to k which is done similar as in the proof of Corollary 4.7.
We conclude this chapter by refining the integral representation of M(z) which has been
established in Theorem 5.2.
Corollary 6.9. Suppose the same assumptions as in Theorem 6.7. Then we have
M(z) = Re(M(i)) +
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ), (6.24)
where ρ (which is exactly the spectral measure from Chapter 4) satisfies
∫
R dρ = ∞ and∫
R
dρ(λ)
1+λ2
<∞.
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Proof. First, we rewrite (6.19) by using unitarity of U : L2((a, b),C2)→ L2(R, dρ), that is,
we have ‖Uψ‖L2(R,dρ) = ‖ψ‖L2((a,b),C2), and Lemma 6.8 to obtain
Im(M(z)) = Im(z)
∫ b
a
‖ψ(z, x)‖2C2 dx = Im(z)‖ψ(z, x)‖2L2((a,b),C2)
= Im(z)‖(Uψ(z, .))(λ)‖2L2(R,dρ) = Im(z)
∫
R
(Uψ(z, .))(λ)2 dρ(λ)
=
∫
R
Im(z)
|λ− z|2dρ(λ).
The calculation
Im(M(z)) = Im(Re(M(i)) + Im
(∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
)
=
∫
R
Im
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
=
∫
R
Im(z)
|λ− z|2dρ(λ)
shows that the imaginary part of the representation (6.24) coincides with the one of M(z).
Next, we consider the real part of (6.24) at z = i. By
Re
(∫
R
(
1
λ− i −
λ
1 + λ2
)
dρ(λ)
)
=
∫
R
(
Re
(
1
λ− i
)
− Re
(
λ
1 + λ2
))
dρ(λ)
=
∫
R
(
Re
(
λ+ i
1 + λ2
)
− Re
(
λ
1 + λ2
))
dρ(λ)
= 0,
the real parts of M(z) and the right-hand side of (6.24) coincide at z = i. As a holomorphic
function is determined by its imaginary part up to a real constant, we have proved the
integral representation (6.24).
Moreover, we have
Im(M(i)) =
∫
R
Im(i)
|λ− i|2dρ(λ) =
∫
R
dρ(λ)
1 + λ2
and
Im(M(i)) =
∫ b
a
‖ψ(i, x)‖2C2dx
which shows
∫
R
1
1+λ2
dρ(λ) <∞ as ψ ∈ L2((a, b),C2).
If
∫
R dρ < ∞, we would have (z − λ)(Uψ(z, .))(λ) ∈ L2(R, dρ) by Lemma 6.21 and thus
(Uψ(z, .))(λ) ∈ D(U−1HU) which implies ψ ∈ D(H), a contradiction. Therefore we have∫
R dρ =∞ as stated.
51

Chapter 7
An example: the radial Dirac operator
In this chapter we provide a prototypical example of a Dirac operator with two singular
endpoints, namely the radial Dirac operator with a Coulomb potential. We will use this
explicit example to illustrate some results from the foregoing chapters. Concerning the
derivation of the solutions presented below we follow [GTV07, Section 3]. We will modify
the solutions constructed there if it is necessary. Additional information about the radial
Dirac operator mentioned in this chapter can be found in [Th92].
The radial Dirac operator is a self-adjoint extension of the differential expression
τr =
1
i
σ2
d
dx
+ φ(x), x ∈ (0,∞) (7.1)
where the potential φ(x) is a symmetric matrix given by
φ(x) =
(
m+ φsc(x) + φel(x)
κ
x
+ φam(x)
κ
x
+ φam(x) −m− φsc(x) + φel(x)
)
(7.2)
with φsc, φel, φam ∈ L1loc((0,∞),R). The endpoints of the Dirac differential expression
are now explicitly given by a = 0 and b = ∞. Note that τr is singular at a = 0 as
φ12 =
κ
x
+ φam(x) is not integrable near this endpoint and singular at b = ∞ because
the endpoint itself is not finite (cf. Definition 1.11). Therefore φ(x) is indeed a strongly
singular potential.
We are interested in the case of a Coulomb potential which describes an electron in the
field of a point nucleus. Then we have
φsc = φam = 0 and φel(x) = −γ
x
(7.3)
where γ = e2Z/~ is a constant including the elementary charge e, the nuclear charge Z
and the Planck constant ~. The minus sign in φel corresponds to an attractive Coulomb
potential. Explicitly, (7.1) reads
τr =
(
m− γ
x
− d
dx
+ κ
x
d
dx
+ κ
x
−m− γ
x
)
. (7.4)
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Note that τr is always limit point at x = ∞ (cf. Definition 1.11). For |γ| ≤
√
κ2 − 1/4
we are in the limit point case at x = 0 as well. If |γ| > √κ2 − 1/4, then τr is limit circle
at x = 0 (cf. [Th92, p211]). In this case we need to restrict the domain. A self-adjoint
realization Hr of τr is given by (cf. (7.122) in [Th92])
Hr : D(Hr) → L2((a, b),C2), (7.5)
f 7→ τrf
where
D(Hr) = {f ∈ L2((a, b),C2)|f ∈ ACloc((a, b),C2), τf ∈ L2((a, b),C2), lim
x→0
Wx(φr, f) = 0}.
Here φr(z, x) denotes the solution which will be defined in (7.43).
We are interested in solutions
u(z, x) =
(
u1(z, x)
u2(z, x)
)
(7.6)
of the equation
τru(z, x) = zu(z, x), z ∈ C, (7.7)
or, equivalently, of the system of equations
d
dx
u1(z, x) +
κ
x
u1(z, x)−
(
m+
γ
x
+ z
)
u2(z, x) = 0, (7.8)
d
dx
u2(z, x)− κ
x
u2(z, x)−
(
m− γ
x
− z
)
u1(z, x) = 0. (7.9)
We call (7.8) and (7.9) the radial equations. We will now present the general solution of
the radial equations and start to follow [GTV07, Section 3]. The aim to get a fundamental
system of special solutions φ(z, x) and θ(z, x) such that φ(z, x) lies in the domain of Hr
near a = 0 and such that W (θ(z), φ(z)) = 1 (cf. Chapter 3). If we have given such a
system, we can explicitly write down the singular Weyl function M(z).
To this end, we represent u1(z, x) and u2(z, x) as a linear combination of some functions
P (y) and Q(y),
u1(z, x) = y
Υe−y/2 [P (y) +Q(y)] , (7.10)
u2(z, x) = −iΛyΥe−y/2 [P (y)−Q(y)] . (7.11)
The new variable y is given by y = −2iKx. The radial equations (7.8) and (7.9) are
now equations with respect to the temporarily unknown functions P (y) and Q(y). The
constants Υ, Λ and K are given by
Υ2 = κ2 − γ2, Λ =
√
z −m
z +m
and K =
√
z2 −m2,
respectively.
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Choosing
a = Υ− iγz
K
and b = 1 + 2Υ
allows us to reduce the radial equations (7.8) and (7.9) to the system
y
d2Q
dy2
+ (b− y)dQ
dy
− aQ = 0, (7.12)
P = − 1
κ− i(γm/K)(y
d
dy
+ a)Q. (7.13)
Note that (7.12) is Kummer’s equation (cf. (13.1.1) in [AS72]) with respect to the function
Q(y). Fortunately, we know how the general solution of this differential equation looks
like. In order to construct solutions for (7.8) and (7.9), we have to distinguish the cases
Υ 6= n
2
, Υ = n
2
where n ∈ N and Υ = 0. First, let Υ 6= −n
2
, n ∈ N. Then the general
solution of (7.12) can be represented as
Q(y) = AM(a, b, y) +BU(a, b, y) (7.14)
where A and B are arbitrary constants and M(a, b, y) and U(a, b, y) are the so-called
Kummer functions given by
M(a, b, y) =
∞∑
j=0
(a)j
(b)jj!
yj (7.15)
and
U(a, b, y) =
pi
sin pib
(
M(a, b, y)
Γ(1 + a− b)Γ(b) − y
1−bM(1 + a− b, 2− b, y)
Γ(a)Γ(2− b)
)
(7.16)
(cf. (13.1.2) and (13.1.3) in [AS72]) where
(a)n = a(a+ 1)(a+ 2) . . . (a+ n− 1), (a)0 = 1. (7.17)
Note that the representation (7.14) only makes sense if b = 1+2Υ 6= n, n ∈ N (cf. (13.1.11)
in [AS72]). Let us now determine P (y). By (7.13) we have
P (y) = − 1
κ− iγm
K
(y
d
dy
Q(y) + αQ(y))
= − 1
κ− iγm
K
(
Ay
d
dy
M(a, b, y) +By
d
dy
U(a, b, y)
)
+ AaM(a, b, y) +BaU(a, b, y).
Using the differentiation formulas
d
dy
M(a, b, y) =
a
b
M(a+ 1, b+ 1, y) and
d
dy
U(a, b, y) = −aU(a+ 1, b+ 1, y)
(cf. (13.4.8) and (13.4.21) in [AS72]) we obtain
P (y) = − 1
κ− iγm
K
(
Aa
(y
b
M(a+ 1, b+ 1, y) +M(a, b, y)
)
+Ba (U(a, b, y)− yU(a+ 1, b+ 1, y))
)
.
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Invoking the relations
M(a+ 1, b, y) =
y
b
M(a+ 1, b+ 1, y) +M(a, b, y),
(b− a− 1)U(a+ 1, b, y) = U(a, b, y)− yU(a+ 1, b+ 1, y),
(cf. (13.4.4) and (13.4.18) in [AS72]) finally yields
P (y) = − 1
κ− iγm
K
(
AM(a+ 1, b, y)−B(Υ + iγz
K
)U(a+ 1, b, y)
)
. (7.18)
If we now plug (7.14) and (7.18) into (7.10) and (7.11), we obtain that the general solution
of the radial equations (7.8) and (7.9) is given by
u1(z, x) = y
Υey/2 [A (M(a, b, y)− c+M(a+ 1, b, y)] +B [U(a, b, y) + dU(a+ 1, b, y)]) ,
u2(z, x) = iΛy
Υey/2 [A (M(a, b, y)− c+M(a+ 1, b, y)] +B [U(a, b, y) + dU(a+ 1, b, y)]) ,
where the constants c± and d are given by
c± =
±ΥK − iγz
κK − iγm and d =
κK + iγm
K
,
respectively. If we use the Kummer transformation
M(a+ 1, b,−2iKx) = e−2iKxM(b− a− 1, b, 2iKx) (7.19)
(cf. (13.1.27) in [AS72]), we are able to represent the general solution of the radial equations
(7.8) and (7.9) by the expression
u(z, x) =
(
u1(z, x)
u2(z, x)
)
= AX(z, x,Υ) +ByΥe−y/2[U(a, b, y)ϑ+− dU(a+ 1, b, y)ϑ−] (7.20)
where
ϑ± =
( ±1
iΛ
)
(7.21)
and X(z, x,Υ) is given by
X(z, x,Υ) =
(mx)Υ
2
[
M+(z, x,Υ) +M−(z, x,Υ)
(
0 m+ z
m− z 0
)](
1
κ+Υ
γ
)
, (7.22)
M+(z, x,Υ) = e
iKxM(Υ +
γz
iK
, 1 + 2Υ,−2iKx) + e−iKxM(Υ− γz
iK
, 1 + 2Υ, 2iKx),
M−(z, x,Υ) =
1
iK
[
eiKxM(Υ +
γz
iK
, 1 + 2Υ,−2iKx)− e−iKxM(Υ− γz
iK
, 1 + 2Υ, 2iKx)
]
.
Now we are going to present some special solutions of (7.7). First we choose A = 1, B = 0
and
Υ+ =
{√
κ2 − γ2, if γ ≤ |κ|,
i
√
γ2 − κ2, if γ > |κ|. (7.23)
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In what follows, we set ν =
√
κ2 − γ2 and ι = √γ2 − κ2. We obtain a solution
φ(z, x) = X(z, x,Υ+) (7.24)
whose asymptotic behavior near the endpoint 0 is given by (cf. (13.5.5) in [AS72])
φ(z, x) = (mx)Υ+
(
1
κ+Υ+
γ
)
+O(xΥ++1), x→ 0. (7.25)
In the case Υ+ 6= n2 , n ∈ N we can use another solution,
θ(z, x) =
γ
2Υ+
X(z, x,−Υ+) (7.26)
whose asymptotic behavior near the endpoint 0 is given by
θ(z, x) =
γ
2Υ+
(
(mx)−Υ+
(
1
κ−Υ+
γ
)
+O(x−Υ++1)
)
, x→ 0. (7.27)
Note that φ(z, x) is in the domain of Hr near the endpoint 0. Furthermore, using (7.25)
and (7.27), one can compute the Wronskian of θ(z, x) and φ(z, x) at x = 0 and infers
W (θ(z), φ(z)) = 1. It follows from the standard representation of the Kummer function
M(a, b, y) that, for real Υ (Υ 6= n
2
, n ∈ N), the functions M− and M+ are real-valued
and entire functions. Therefore, θ(z, x) and φ(z, x) are real-valued entire functions for real
Υ+ =
√
κ2 − γ2. If Υ+ is purely imaginary, Υ+ = i
√
γ2 − κ2, then θ(z, x) and φ(z, x) are
entire in z and complex conjugate for real z = λ. Thus we have now explicitly given a
system of solutions whose existence was shown in Chapter 3, at least if Υ+ 6= n2 , n ∈ N.
In this case, another useful nontrivial solution is given by (7.20) with A = 0 and a special
choice for B, namely
ψ(z, x) = M(z)
(
B(z)(mx)Υ + eiKx
[
U(a, b, y)ϑ+ − dU(a+ 1, b, y)ϑ−
])
(7.28)
where
B(z) =
Γ(−Υ+ + γziK )
Γ(−2Υ+)(1− c+)
and M(z) is determined in (7.30). As any solution, ψ(z, x) is a special linear combination
of θ(z, x) and φ(z, x),
ψ(z, x) = θ(z, x) +M(z)φ(z, x) (7.29)
where
M(z) = − 1
W (θ(z), ψ(z))
=
γΓ(−2Υ+)Γ(Υ+ + γziK )(1− c+)
2Υ+Γ(2Υ+)Γ(−Υ+ + γziK )(1− c−)(2eipi/2Km)−2Υ+
. (7.30)
Note that ψ(z, x) lies in the domain of Hr near the endpoint b = ∞ as it decreases expo-
nentially with polynomial accuracy (cf. (12.5.2) in [AS72] for the asymptotics of U(a, b, y)
as y = −2iKx→∞). For Υ 6= n
2
, n ∈ N we have thus given a singular Weyl function.
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Next, we consider the case Υ = n
2
, n ∈ N. Note first that θ(z, x) and ψ(z, x) are solutions
which are not linearly independent of φ(z, x) at the points Υ+ =
n
2
, n ∈ N because θ(z, x)
is not defined while ψ(z, x) vanishes in this case. We need the analogues of θ(z, x) and
ψ(z, x) defined at these points such that all the required properties are satisfied. Unfortu-
nately, we are only able to construct such solutions in some neighborhood of an arbitrary,
but fixed n ∈ N.
The solution ψ(z, x) tends to zero as ν → n
2
. The solution θ(z, x) has a singularity at
the point ν = n
2
and can be represented in a neighborhood of this point as
θ(z, x) =
γ
2Υ+
(
Γ(−2ν)An/2(z)φ(z, x) + 2ν
γ
θn/2(z, x)
)
(7.31)
where
An/2(z) =
(
2ν
γ
M(z)
Γ(−2Υ+)
)
ν=n
2
. (7.32)
The function θn/2(z, x) has a finite limit as ν → n2 and moreover, it satisfies the radial
equations (7.8) and (7.9). Using the identity Γ(z) = zΓ(z + 1) shows that An/2(z) is a
polynomial in z with real coefficients. As θ(z, x) and φ(z, x) are real-valued solutions which
are entire with respect to z, we conclude that the function
θn/2(z, x) =
γ
2ν
(
2Υ+
γ
θ(z, x)− Γ(−2ν)An/2(z)φ(z, x)
)
(7.33)
is a solution of the radial equations which is defined in some neighborhood of the point
ν = 1
2
and at that point itself. This solution is entire, linearly independent of θ(z, x) and
moreover, we have the asymptotics
θn/2(z, x) =
γ
2ν
(
(mx)−ν
(
1
κ−ν
γ
)
+O(x−ν+1)
)
, x→ 0 (7.34)
which are obtained from combining (7.25) and (7.27). Using (7.25) and (7.34) one can
compute the Wronskian of θn/2(z, x) and φ(z, x) at x = 0 which yields W (θn/2(z), φ(z)) = 1.
Another solution ψn/2(z, x) which is well defined in some neighborhood of ν =
n
2
and at
that point itself is given by
ψn/2(z, x) = M(z)ψ(z, x) = θn/2(z, x) +Mn/2(z, x)φ(z, x) (7.35)
where
Mn/2(z) =
M(z)
Γ(−2Υ+)
(
Γ(−2Υ+) + γ
2ν
M(z)An/2(z)
)
. (7.36)
Note that both, the function Mn/2(z) as well as the solution ψn/2(z, x), are defined in some
neighborhood of the point ν = n
2
and at that point itself. Moreover, ψn/2(z, x) decreases
exponentially as x → ∞ (as ψ(z, x) does). The solutions φn/2(z, x) and ψn/2(z, x) are
therefore the required analogues of φ(z, x) and ψ(z, x) defined in the neighborhood of the
point ν = n
2
and at that point itself.
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Let us finally consider the special case Υ = 0. Denote by θν(z, x), φν(z, x) and ψν(z, x)
the solutions θ(z, x), φ(z, x) and ψ(z, x) where ν = 0, respectively. From now on we write
ζ = κ
γ
. If one differentiates the radial equations (7.8) and (7.9) with respect to ν at ν = 0,
one can check that the function
∂φ(z, x)
∂ν
∣∣∣∣
ν=0
= lim
ν→0
φν(z, x)− 2Υ+γ θν(z, x)
2ν
(7.37)
is a solution of these equations with ν = 0. As two linearly independent solutions of the
radial equations with ν = 0 we choose
φ(z, x) = φ(z, x)
∣∣
ν=0
(7.38)
θ0(z, x) = −γ
(
∂φ(z, x)
∂ν
∣∣∣∣
ν=0
− ζ
γ
φ(z, x)|ν=0
)
(7.39)
which are both entire. Note that (cf. (13.5.9) in [AS72] for the asymptotics of θ0(z, x))
φ(z, x)
∣∣
ν=0
=
(
1 +O(x)
ζ +O(x)
)
, x→ 0, (7.40)
θ0(z, x) = −γ
(
log(mx)− ζ
γ
+O(x log(x))
ζ log(mx) +O(x log(x))
)
, x→ 0. (7.41)
Moreover, we have W (θ0(z), φ(z)) = 1. Let L be a symbol for the logarithmic derivative
of the Γ-function. As an analogue of ψ(z, x) in the case ν = 0, we take the function
ψ0(z, x) = C0e
iKx
[
U
( γz
iK
, 1,−2iKx
)
1l + γ
ζK + im
K
U
( γz
iK
+ 1, 1,−2iKx
)
σ3
](
1
iΛ
)
.
where
C0 =
Γ( γz
iK
)
γ(1− z
m+iζK
)
.
We represent ψ0(z, x) in terms of θ(z, x) and φ0(z, x) by
ψ0(z, x) = θ(z, x) +M0(z)φ0(z, x)
where
M0(z) = −1
γ
[
log
(
2e−ipi/2
K
m
)
+ L
(
− iγ
K
)
+
ζ(z −m) + iK
2γz
+ 2L(1)
]
. (7.42)
The solution ψ0(z, x) decreases exponentially with polynomial accuracy (cf. (12.5.2) in
[AS72] for the asymptotics of U(a, b, y) as y = −2iKx→∞).
Altogether, we have found an entire system of linearly independent solutions
φr(z, x) = X(z, x,Υ+) (7.43)
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and
θr(z, x) =

γ
2Υ+
X(z, x,−Υ+), Υ 6= n2 , n ∈ N,
γ
2ν
(
X(z, x,−Υ+)− Γ(−2ν)An/2(z)X(z, x,Υ+)
)
, Υ = n
2
, n ∈ N,
γ
(
∂
∂ν
X(z, x,Υ+)
∣∣
ν=0
− ζ
γ
X(z, x,Υ+)|ν=0
)
, Υ = 0.
(7.44)
where An/2(z) was defined in (7.32). The solution φr(z, x) is in the domain of Hr near the
endpoint 0. Moreover, we have
W (θr(z), φr(z)) = 1. (7.45)
In all three cases, a solution ψ(z, x) which is in the domain of Hr at infinity can be written
down by
ψr(z, x) = θr(z, x) +Mr(z)φr(z, x) (7.46)
where the singular Weyl function Mr(z) is given by
Mr(z) =

γΓ(−2Υ+)Γ(Υ++ γziK )(1−c+)
2Υ+Γ(2Υ+)Γ(−Υ++ γziK )(1−c−)(2eipi/2Km )−2Υ+
, Υ 6= n
2
, n ∈ N,
M(z)
Γ(−2Υ+)
(
Γ(−2Υ+) + γ2νM(z)An/2(z)
)
, Υ = n
2
, n ∈ N,
− 1
γ
[
log
(
2e−ipi/2K
m
)
+ L (− iγ
K
)
+ ζ(z−m)+iK
2γz
+ 2L(1)
]
, Υ = 0,
(7.47)
where M(z) was defined in (7.30).
Using Lemma 4.2, we obtain a measure dρr(λ) from Mr(z) by virtue of the formula
dρr(λ) = lim
ε↓0
Mr(λ+ iε). (7.48)
Furthermore, a spectral transformation Ur which maps Hr to multiplication with the iden-
tity function in L2(R, dρ) is given by
Ur : L
2((0,∞),C2)→ L2(R, dρr), f 7→ fˆ (7.49)
where
fˆ(λ) = lim
c↑∞
∫ c
0
φr(λ, x)f(x)dx (7.50)
and φr(z, x) = X(z, x,Υ+) as in (7.43).
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A short glimpse on Complex Analysis
The purpose of this appendix is to recall some standard terms and results from Complex
Analysis which are used in this thesis. After having a short look at analytic functions and
their Taylor series expansion we will introduce the concept of Laurent series. We are going
to recall the types of singularities of functions of a complex variable and we will see how
the type of a singularity of such functions can be read off from the corresponding Laurent
series. Furthermore, we will recall the necessary basics of entire and meromorphic functions.
The second and the third section are devoted to the theorems of Weierstrass and Mittag–
Leﬄer concerning the construction of entire and meromorphic functions, respectively. All
the material contained in this appendix is standard and taken from the classical book of
Markushevish [Mar85]. Another good reference is [Jan93].
A.1 Basic knowledge
Definition A.1 (Complex differentiability, analyticity). Suppose f(z) is a function of a
complex variable which is defined on a set E ⊆ C and let z0 be any point of E which is a
limit point.
(i) We call the expression
f(z)− f(z0)
z − z0 (A.1)
the difference quotient of f(z) with respect to z0. Note that (A.1) is a function of z
which defined for any point z 6= z0 of E.
(ii) The limit of (A.1) as z → z0, z ∈ E, provided it exists, is called the derivative of the
function f(z) at the point z0 and denoted by ∂zf(z0).
(iii) A function f(z) which is differentiable on a domain G, i.e., at every point of G, is
said to be analytic (synonymously holomorphic) on G.
(iv) If f(z) is analytic in a neigborhood of z0, f(z) is said to be analytic at z0.
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Theorem A.2 ([Mar85, Theorem I.16.7]). Let f(z) be an analytic function on a domain
G, let z0 be an arbitrary (finite) point of G, and let d(z0, ∂G) be the distance between z0
and the boundary of G. Then there exists a power series
f(z) =
∞∑
n=0
an(z − z0)n (A.2)
converging to f(z) on the disk Bd(z0,∂G)(z0) = {z ∈ C : |z − z0| < d(z0, ∂G)}.
One can also consider series of a related type which involve arbitrary integer powers of
z − z0. These are series of the form
∞∑
n=−∞
an(z − z0)n (A.3)
which are interpreted as the sum of the series
∞∑
n=0
an(z − z0)n and
∞∑
m=1
a−m(z − z0)−m. (A.4)
Definition A.3 (Laurent series). Series of the form (A.3) are called Laurent series and
they are regarded as convergent if and only if both series in in (A.4) converge. In other
words,
∞∑
n=−∞
an(z − z0)n = lim
ν→∞
ν∑
n=0
an(z − z0)n + lim
µ→∞
µ∑
m=1
a−m(z − z0)−m.
The first and the second expression in (A.4) are called the regular and the principal part
of the Laurent series (A.3), respectively.
Theorem A.4 ([Mar85, Theorem I.1.3]). Let f(z) be an analytic function on an annulus
DRr (z0) = {z ∈ C : r < |z − z0| < R}. Then there exists a Laurent series
f(z) =
∞∑
n=−∞
an(z − z0)n (A.5)
converging to f(z) on DRr (z0).
Recall that a deleted neighborhood N ′(z0) of z0 is a disk around z0 without z0 itself.
Definition A.5 (Laurent series expansions, isolated singular points).
(i) A function f(z) is said to have a Laurent series expansion at z = z0 if f(z) has a
Laurent series expansion (in the variable z − z0) in some deleted neighborhood of z0.
(ii) If f(z) is a function which is analytic in a deleted neighborhood of z0, then z0 is called
an isolated singular point of f(z).
Concerning the behavior of f(z) at an isolated singular point there are three possibilities.
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Definition A.6 (Poles, essential and removable singularities). An isolated singular point
z0 of a function f(z) such that
(i) f(z)→∞ as z → z0 is called a pole of f(z).
(ii) f(z) approaches no limit (finite or infinite) as z → z0 is called an essential singular
point (or essential singularity) of f(z).
(iii) f(z) can be analytically extended to N ′(z0) ∪ {z0} is called removable singular point
(or removable singularity) of f(z).
The point z0 is a pole of the function f(z) if and only if it is a zero of 1/f(z) (cf. [Mar85,
Theorem II.1.6]).
Definition A.7 (Order of a pole). We say that the point z0 is a pole of order k (k ≥ 1)
of the function f(z), if z0 is a zero of order k of the function 1/f(z).
We can read off the type of a singularity z0 of f(z) from the corresponding Laurent series
(A.3) of f(z) in z0.
(i) The point z0 is a pole of order k of the function f(z) if and only if the Laurent series
expansion of f(z) at z0 is of the form
∑∞
n=−k an(z − z0)n where a−k 6= 0.
(ii) The point z0 is an essential singular point of f(z) if and only if the Laurent series
expansion of f(z) at z0 has infinitely many terms of the form a−k(z − z0)−k where
k > 0, a−k 6= 0.
(iii) The point z0 is removable singular point if and only if the principal part of the Laurent
series expansion of f(z) at z0 vanishes, that is, ak = 0 for all negative integers k.
We conclude this section by a short glimpse on entire and meromorphic functions.
Definition A.8 (Entire functions). A function is called entire if it is analytic everywhere
in the finite complex plane.
Such a function has a Taylor series expansion
∑∞
n=0 an(z−z0)n (or, equivalently, a Laurent
series expansion with vanishing principal part) for all z in the finite complex plane.
Definition A.9 (Meromorphic functions). A function f(z) is called meromorphic if it can
be written as a quotient
f(z) =
g(z)
h(z)
(A.6)
of two entire functions g(z) and h(z) where h(z) 6= 0.
Finally, we recall that there is an equivalent characterization of meromorphic functions.
Theorem A.10 ([Mar85, Theorem II.10.8]). A single-valued function f(z) is meromorphic
if and only if its only singular points in the finite complex plane are poles.
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A.2 Weierstrass’ theorem
This section is devoted to Weierstrass’ theorem which gives a positive answer to the question
if one can construct an entire function whose zeros coincide with the points of an arbitrary
increasing sequence of nonzero complex numbers {ζn} converging to infinity. In order to
prove this, we recall two important facts from [Mar85].
Theorem A.11 ([Mar85, Theorem I.15.6]). If the series
∞∑
n=1
fn(z) = f(z) (A.7)
is uniformly convergent on every compact subset of a domain G, and if every term fn(z)
is analytic on G, then the sum f(z) of the series is also analytic on G.
Moreover, the series (A.7) can be differentiated term by term any number of times, i.e.,
∞∑
n=1
∂kz fn(z) = ∂
k
z f(z), k ∈ N (A.8)
for all z ∈ G, and each differntiated series is uniformly convergent on every compact subset
of G.
Theorem A.12 ([Mar85, Theorem I.15.8]). If the sequence {fn(z)} is uniformly convergent
on every compact subset of a domain G, and if every term fn(z) is analytic on G, then the
limit function
f(z) = lim
n→∞
fn(z)
is also analytic on G. Moreover, as n→∞, each sequence of derivatives {∂kz fn(z)}, k ∈ N
converges uniformly to ∂kz f(z) on every compact subset of G.
Now we prove the famous product theorem which was found by Karl Weierstrass in 1876.
Theorem A.13 (Weierstrass’ theorem, [Mar85, Theorem II.10.1]). Given a nonnegative
integer λ and an increasing sequence of nonzero complex numbers {ζn} converging to in-
finity, there exists an entire function f(z) whose zeros coincide with the points
0, . . . , 0︸ ︷︷ ︸
λ times
, ζ1, . . . , ζn, . . . . (A.9)
Proof. Consider the sequence of entire functions
fm(z) = z
λ
m∏
n=1
(
1− z
ζn
)
ePn(z), m ∈ N
where the Pn(z) are polynomials, to be suitably chosen later. Obviously, the zeros of fm(z)
coincide with the first m + λ points of the sequence (A.9). In general, fm(z) has multiple
zeros, since (A.9) can contain the same point several times (this possibility is explicitly
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indicated for the point z = 0). The idea of the proof is to choose the polynomials Pn(z) in
such a way that the sequence {fm(z)} is uniformly convergent on every compact subset,
since then we can invoke Theorem A.12 to deduce that the limit function
f(z) = lim
m→∞
fm(z) (A.10)
is entire. With this in mind, let KR = {z ∈ C : |z| < R} and let N(R) be the smallest
integer such that |ζn| > 2R for all n > N(R). Then, if z ∈ KR and n > N(R), we can
write fm(z) in the form
fm(z) = fN(R)(z)
m∏
n=N(R)+1
(
1− z
ζn
)
ePn(z) (A.11)
= fN(R)(z) exp
{ m∏
n=N(R)+1
[
ln
(
1− z
ζn
)
+ Pn(z)
]}
(A.12)
where every logarithmic therm can be expanded as a power series
ln
(
1− z
ζn
)
= − z
ζn
− · · · − z
n
nζnn
− z
n+1
(n+ 1)ζn+1n
− . . . , (A.13)
since | z
ζn
| < 1
2
for all z ∈ KR and n < N(R). Choosing Pn(z) so as to cancel the first n
terms of this series, i.e.,
Pn(z) =
z
ζn
+ · · ·+ z
n
nζnn
, (A.14)
we have
ln
(
1− z
ζn
)
+ Pn(z) = − z
n+1
(n+ 1)ζn+1n
− . . . (A.15)
which implies∣∣∣∣ln(1− zζn
)
+ Pn(z)
∣∣∣∣ ≤ 1n+ 1
∣∣∣∣ zζn
∣∣∣∣n+1 + 1n+ 2
∣∣∣∣ zζn
∣∣∣∣n+2 + · · · < 12n+1 + 12n+2 + · · · = 12n .
Then the series ∞∑
n=N(R)+1
[
ln
(
1− z
ζn
)
+ Pn(z)
]
(A.16)
is uniformly convergent on KR since
∞∑
n=N(R)+1
∣∣∣∣ln(1− zζn
)
+ Pn(z)
∣∣∣∣ < ∞∑
n=1
1
2n
= 1 <∞.
Therefore (A.16) represents an analytic function χR(z) on KR (cf. Theorem A.11). Com-
paring (A.10) and (A.11), and using the continuity of the exponential function, we find
that
f(z) = fN(R)e
χR(z), z ∈ KR. (A.17)
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This shows that f(z) is analytic on KR. Since the radius of the disk KR can be arbitrarily
large, {fm(z)} is uniformly convergent on every compact set, and hence the function f(z)
is analytic on the whole plane, i.e., f(z) is entire. The fact that the zeros of f(z) coincide
with the points (A.9) is almost obvious, and follows from the representation (A.17) and
the arbitrariness of R, since eχR(z) is nonvanishing, while, by construction, the zeros of
fN(R)(z) in KR are precisely those points of the sequence (A.9) which lie in KR. Finally,
we note that
f(z) = lim
m→∞
zλ
m∏
n=1
(
1− z
ζn
)
ePn(z) (A.18)
which follows just by recalling the definition of fm(z).
A.3 Mittag-Leﬄer’s theorem
Now we turn to Mittag-Leﬄer’s theorem which shows that any increasing sequence of
distinct complex numbers converging to infinity, together with any infinite sequence of
rational functions of the a certain form, can serve as the poles and corresponding principal
parts of a meromorphic function. In order to prove this, we have to recall the so-called
M -test of Weierstrass from [Mar85].
Theorem A.14 (Weierstrass’ M -test, [Mar85, Theorem I.15.2]). Given a convergent series
∞∑
n=1
Mn, (A.19)
whose terms are nonnegative constants, suppose the functions fn(z), n ∈ N are such that
|fn(z)| ≤Mn (A.20)
for all z ∈ E and all n exceeding a certain integer N > 0. Then the series
∞∑
n=1
fn(z) = f(z), z ∈ E (A.21)
is uniformly convergent on E.
Now we are ready to prove Mittag-Leﬄer’s theorem which is kind of an analogue of Weier-
strass’ theorem. It was published in 1884 by Magnus Go¨sta Mittag-Leﬄer.
Theorem A.15 (Mittag-Leﬄer’s theorem, [Mar85, Theorem II.10.10]). Let
ζ0 = 0, ζ1, . . . , ζn, . . . (A.22)
be an increasing sequence of distinct complex numbers converging to infinity, and let
G0(z), G1(z), . . . , Gn(z), . . .
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be a sequence of rational functions of the form
Gn(z) =
a
(n)
−βn
(z − ζn)βn + · · ·+
a
(n)
−1
z − ζn , (A.23)
where βn 6= 0, a(n)−βn 6= 0 if n 6= 0. Then there exists a meromorphic function f(z) whose
poles coincide with the points (A.22), and whose principal part at the pole ζn equals Gn(z),
for each n ∈ N0.
Proof. It is now not really surprising that the proof bears a strong resemblance to the proof
of Weierstrass’ theorem (Theorem A.13). We start from the Taylor series expansion
Gn(z) = a
(n)
0 + a
(n)
1 z + . . . a
(n)
k z
k + . . . , n ∈ N0
which is convergent on the disk D = {z ∈ C : |z| < |ζm|} and uniformly convergent on
every smaller disk, in particular on Dn = {z ∈ C : |z| < 12 |ζn|}. Let {εn} any sequence of
positive numbers such that
∞∑
n=0
εn <∞. (A.24)
Then, choosing integers k0, k1, k2, . . . such that∣∣∣∣Gn(z)− (a(n)0 + a(n)1 z + · · ·+ a(n)kn zkn) ∣∣∣∣ < εn, n ∈ N0 (A.25)
for all z ∈ Dn, we introduce the polynomials
Pn(z) = −a(n)0 − a(n)1 z − · · · − a(n)kn zkn , n ∈ N0 (A.26)
where P0(z) ≡ 0 if G0(z) ≡ 0. Given any disk KR = {z ∈ C : |z| < R}, let N(R) be the
smallest integer such that ‖ζn‖ > 2R for all n > N(R). Consider the series
∞∑
n=N(R)+1
[Gn(z) + Pn(z)] , (A.27)
noting that KR ⊂ Dn for all n > N(R), while KR contains none of the points ζN(R)+1,
ζN(R)+2, . . . . It follows from (A.25) and (A.26) that we have
‖Gn(z) + Pn(z)‖ < εn
for all n > N(R) and z ∈ KR. Therefore, because of (A.24) and Weierstrass’ M -test
(Theorem A.14), the series (A.27) is uniformly convergent on KR, and hence represents an
analytic function ωR(z) on KR (Theorem A.11). Thus, if
f(z) =
∞∑
n=0
[Gn(z) + Pn(z)] , (A.28)
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we have the representation
f(z) = fN(R)(z) + ωR(z), z ∈ KR, (A.29)
where ωR(z) is analytic on KR, and the partial sum
fN(R)(z) =
N(R)∑
n=0
[Gn(z) + Pn(z)]
is a rational function whose poles in KR are precisely those points of the sequence (A.22)
which lie in KR. Moreover, the principal part of fN(R)(z), and hence of f(z), at any point
ζn ∈ KR is just Gn(z). The theorem now follows at once from the observation that KR
can have arbitrarily large radius.
Corollary A.16. Let f(z) be a meromorphic function whose poles are given by an increas-
ing sequence of complex numbers b0 = 0, b1, . . . , bn, . . . with corresponding principal parts
G0(z), G1(z), . . . , Gn(z), . . . . Then f(z) can be represented in the form
f(z) = g(z) +
∞∑
n=0
[Gn(z) + Pn(z)] , (A.30)
where g(z) is an entire function and the Pn(z) are polynomials.
Proof. Use Mittag-Leﬄer’s theorem (Theorem A.15) to construct a function
ϕ(z) =
∞∑
n=0
[Gn(z) + Pn(z)]
with the same poles and principal parts as f(z). Then f(z)−ϕ(z) is analytic in the whole
plane and hence equals an entire function which we denote by g(z).
Corollary A.17 ([Mar85, II., Section 51, Example 1]). Given an increasing sequence
{ζn} of distinct nonzero complex numbers converging to infinity, and an arbitrary complex
sequence {An}, find an entire function f(z) such that
f(ζn) = An, n ∈ N. (A.31)
Proof. We begin by using Theorem A.13 and Corollary A.16 in order to construct an entire
function g(z) with simple zeros at the points ζ1, ζ2, . . . , i.e.,
g(z) =
∞∏
n=1
(
1− z
ζn
)
e
“
z
ζn
+···+ zn
nζnn
”
. (A.32)
Then, we calculate the derivative ∂zg(z) at every point ζn, obtaining a sequence of nonzero
complex numbers {∂zg(ζn)}. Next, we use Mittag-Leﬄer’s theorem to find a meromorphic
function ϕ(z) with simple poles at the points ζ1, ζ2, . . . and corresponding principal parts
An/∂zg(ζn)
z − ζn n ∈ N. (A.33)
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Thus
ϕ(z) =
∞∑
n=1
[
An/∂zg(ζn)
z − ζn + Pn(z)
]
where the Pn(z) are suitably chosen polynomials. Then the function
f(z) = g(z)ϕ(z)
is obviously entire, and satisfies
f(ζn) = lim
z→ζn
g(z)ϕ(z) = lim
z→ζn
[
g(z)− g(ζn)
z − ζn ϕ(z)(z − ζn)
]
=
∂zg(ζn)An
∂zg(ζn)
= An, n ∈ N
as stated.
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Appendix B
Nevanlinna functions
This appendix provides some facts concerning Herglotz–Nevanlinna and generalized Nevan-
linna functions. In particular, we will have a look at generalized Nevanlinna functions which
have no nonreal poles and the only generalized pole of nonpositive type at infinity.
B.1 Herglotz–Nevanlinna functions
We are going to define Herglotz–Nevanlinna functions and list some of their properties.
The content of this section is taken from [KST11], [Te09] and [Tim95].
Denote by C± = {z ∈ C| ± Im(z) > 0} the upper, respectively, lower half plane.
Definition B.1 (Herglotz–Nevanlinna functions). A function F : C+ → C+ is called
Herglotz–Nevanlinna function if F is analytic everywhere in C+. On C− one defines F
using F (z∗) = F (z)∗.
Definition B.2 (Borel transform). We define the Borel transform F of the measure µ by
F (z) =
∫
R
1
λ− zdµ(λ). (B.1)
Considering just the imaginary part of (B.1),
Im(F (z)) = Im(z)
∫
R
1
|λ− z|dµ(λ), (B.2)
we infer that F (z) is an analytic map from the upper half plane into itself and thus a
Herglotz–Nevanlinna function. Furthermore, F satisfies a growth estimate.
Theorem B.3 ([Te09, Theorem 3.10]). The Borel transform F (z) of a finite Borel measure
µ is a Herglotz–Nevanlinna function. It is analytic in C \ σ(µ) and satisfies
F (z∗) = F (z)∗, |F (z)| ≤ µ(R)
Im(z)
, z ∈ C+. (B.3)
Here, σ(µ) denotes the spectrum of the measure µ defined in (2.33).
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The converse of Theorem B.3 also holds, that is, if a Herglotz function F satisfies a growth
estimate, then there exists a finite measure µ such that F is the Borel transform of µ.
Theorem B.4 ([Te09, Theorem 3.20]). Suppose F is Herglotz function satisfying
|F (z)| ≤ M
Im(z)
, z ∈ C+. (B.4)
Then there is a Borel measure µ satisfying µ(R) ≤M . Here, M ≥ 0 is some constant such
that F is the Borel transform of µ.
Furthermore, the so-called Stieltjes inversion formula shows that one can associate a mea-
sure with every Herglotz–Nevanlinna function.
Theorem B.5 (Stieltjes inversion formula, cf. [KST11, Lemma 3.2]). Suppose F (z) is the
Borel transform of a finite measure dµ,
F (z) =
∫
R
dµ(λ)
λ− z , (B.5)
then we have
lim
ε↓0
1
pi
∫ λ1
λ0
w(λ)Im
(
F (λ+ iε)
)
dλ =
∫ λ1
λ0
w(λ) dµ(λ) (B.6)
for every w ∈ C[λ0, λ1] where∫ λ1
λ0
w dµ =
1
2
(∫
(λ0,λ1)
w dµ+
∫
[λ0,λ1]
w dµ
)
. (B.7)
Another important property of Herglotz–Nevanlinna functions is the existence of an integral
representation.
Theorem B.6 ([Tim95, Theorem B.1]). A function F is a Herglotz–Nevanlinna function
if and only if it admits the integral representation
F (z) = a+ bz +
∫
R
(
1
λ− z −
1
1 + λ
)
dµ(λ), z ∈ C+ (B.8)
where a = Re(F (i)), b ≥ 0, and µ is a measure on R which satisfies∫
R
dµ(λ)
1 + λ2
<∞. (B.9)
The measure µ(λ) in the above representation is given by the Stieltjes inversion formula.
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B.2 Generalized Nevanlinna functions
This section provides some information about the classes Nκ of generalized Nevanlinna
functions and coincides with [KST11, Appendix C] apart from some slight modifications.
More information on this topic can be found, e.g., in [KrL77] and [Lan86].
Definition B.7 (Generalized Nevanlinna functions). We define the set of generalized
Nevanlinna functions Nκ, κ ∈ N0 as the set of all functions G(z) which are meromor-
phic in C+ ∪ C−, satisfy the symmetry condition
G(z) = G(z∗)∗ (B.10)
for all z in the domain DG of holomorphy of G(z), and for which the Nevanlinna kernel
NG(z, ζ) = G(z)−G(ζ)
∗
z − ζ∗ , z, ζ ∈ DG, z 6= ζ
∗ (B.11)
has κ negative squares.
The Nevanlinna kernel (B.11) has exactly κ negative squares if and only if the matrix
{NG(zj, zk)}1≤j,k≤n (B.12)
has at most κ negative eigenvalues for any choice of finitely many points {zj}nj=1 ⊂ DG and
exactly κ negative eigenvalues for some choice of {zj}nj=1. Note that N0 coincides with the
class of Herglotz–Nevanlinna functions.
Definition B.8 (Generalized poles). Suppose G ∈ Nκ, κ ≥ 1.
(i) A point λ0 ∈ R is said to be a generalized pole of nonpositive type of G if either
lim sup
ε↓0
ε|G(λ0 + iε)| =∞ or lim
ε↓0
(−iε)G(λ0 + iε)
exists and is finite and negative.
(ii) The point λ0 =∞ is said to be a generalized pole of nonpositive type of G if either
lim sup
y↑∞
|G(iy)|
iy
=∞ or lim
y↑∞
G(iy)
iy
exists and is finite and negative.
All limits can be replaced by nontangential limits.
We are interested in the special subclass N∞κ ⊂ Nκ of generalized Nevanlinna function
with no nonreal poles and the only generalized pole of nonpositive type at infinity. A more
general version of Theorem B.6 holds for this subclass. In particular, for every function in
N∞κ , there exists an integral representation.
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Theorem B.9 ([KST11, Theorem C.1]). A function G ∈ N∞κ admits the representation
G(z) = (1 + z2)k
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
(1 + λ2)k
+
l∑
j=0
ajz
j (B.13)
where k ≤ κ, l ≤ 2κ+ 1,
aj ∈ R and
∫
R
(1 + λ2)−k−1dρ(λ) <∞. (B.14)
The measure ρ is given by the Stieltjes inversion formula (cf. Theorem B.5)
1
2
(
ρ
(
(λ0, λ1)
)
+ ρ
(
[λ0, λ1]
))
= lim
ε↓0
1
pi
∫ λ1
λ0
Im
(
G(λ+ iε)
)
dλ. (B.15)
The representation (B.13) is called irreducible if k is chosen minimal, that is, either k = 0
or
∫
R(1 + λ
2)−kdρ(λ) =∞.
Conversely, if (B.14) holds, then G(z) defined via (B.13) is in N∞κ for some κ. If k is
minimal, κ is given by
κ =

k, l ≤ 2k,
b l
2
c, l ≥ 2k + 1, l even, or, l odd and al > 0,
b l
2
c+ 1, l ≥ 2k + 1, l odd and al < 0.
(B.16)
Given a generalized Nevanlinna function in N∞κ , the corresponding κ is equal to the mul-
tiplicity of the generalized pole at infinity which is determined by the fact that the limits
lim
y↑∞
− G(iy)
(iy)2κ−1
∈ (0,∞] and lim
y↑∞
G(iy)
(iy)2κ+1
∈ [0,∞)
exist and take values as indicated. Again, the limits can be replaced by nontangential
ones. Note that, if G(z) ∈ Nκ, then −G(z)−1, −G(1/z) and 1/G(1/z) also belong to
Nκ. Moreover, generalized zeros of G(z) are generalized poles of −G(z)−1 of the same
multiplicity.
Lemma B.10 ([KST11, Lemma C.2]). Let G(z) be a generalized Nevanlinna function
given by (B.13) and (B.14) where l < 2k + 1. Then, for every 0 < γ < 2, we have∫
R
dρ(λ)
1 + |λ|2k+γ <∞ if and only if
∫ ∞
1
(−1)kIm(G(iy))
y2k+γ
dy <∞. (B.17)
Concerning the case γ = 0, we have∫
R
dρ(λ)
(1 + λ2)k
= lim
y→∞
(−1)kIm(G(iy))
y2k−1
(B.18)
where the two sides are either both finite and equal or both infinite.
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Glossary of notation
ACloc((a, b),C2) set of locally absolutely continuous functions from (a, b) to C2
B Borel sigma algebra of R
C set of complex numbers
C± upper, respectively, lower complex half plane
χΩ(.) characteristic function of the set Ω
D(.) domain of an operator or a differential expression
det determinant
e exponential function, ez = exp(z)
G(z, x, y) Green function of the self-adjoint Dirac operator H
H self-adjoint Dirac operator
Hr self-adjoint radial Dirac operator
hull(.) convex hull
H a (complex and separable) Hilbert space
i complex unity, i2 = −1
1l identity operator
Im(z) imaginary part of a complex number z
L(X) set of all bounded linear operators from the space X to itself
λ a real number
Lp(R, dρ) real-valued p-integrable functions with respect to the measure ρ
L1loc((a, b),C2) set of locally integrable functions from (a, b) to C2
L2((a, b),C2) set of square integrable functions from (a, b) to C2
m±(z) Weyl m-functions
M(z) singular Weyl function
µψ spectral measure associated with the function ψ
Nκ set of generalized Nevanlinna functions
N set of positive integers
N0 = N ∪ {0}
O(x) Landau symbol big-O
Ω a Borel set
P (Ω) projection-valued measure
PA family of spectral projections of an operator A
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qA quadratic form of A
Q(A) form domain of A
Re(z) real part of a complex number z
R set of real numbers
RA resolvent of an operator A
Ran(A) range of A
ρ(A) resolvent set of A
σ(A) spectrum of A
σac(A) absolutely continuous spectrum of A
σd(A) discrete spectrum of A
σess(A) essential spectrum of A
σp(A) point spectrum of A
σpp(A) pure point spectrum of A
σsc(A) singularly continuous spectrum of A
σ1, σ2, σ3 Pauli matrices
τ Dirac differential expression
τr radial Dirac differential expression
u±(z, x) Weyl solutions
Wx(u, v) Wronski determinant of the functions u and v at x
z a complex number
z∗ complex conjugation
A∗ adjoint of an operator A
∂z differentiation with respect to z
fˆ spectral transform of f
f ′ derivative of f with respect to x
‖.‖C2 norm in C2
‖.‖ norm in the Hilbert space H
‖.‖L2((a,b),C2) norm in the Hilbert space L2((a, b),C2)
‖.‖L2(R,dρ) norm in the Hilbert space L2(R, dρ)
‖.‖∞ sup norm
(., .) inner product in C2
〈., .〉 inner product in the Hilbert space H
〈., .〉L2((a,b),C2) inner product in the Hilbert space L2((a, b),C2)
〈., .〉L2(R,dρ) inner product in the Hilbert space L2(R, dρ)
⊕ orthogonal sum of linear spaces or operators
⊗ tensor product in C2
M⊥ orthogonal complement of the set M
M closure of M
(λ1, λ2) = {λ ∈ R|λ1 < λ < λ2}, open interval
[λ1, λ2] = {λ ∈ R|λ1 ≤ λ ≤ λ2}, closed interval
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