Abstroer-A model far discrete-time dynamical systems is discussed in which are more naturally described by a set of higher order which the future values of the internal variables depend on the present and differential equations involving the internal and K -I previous time instants, where Kis the order of the model. We outline the input, transition matrix and impulse response calculations, equivalences between model and conventional state variable models, metbods of eonsh'ucting When this sort of thinking is carried over to discrete time, such s model, and means for calculating certain quantities relevant to the one is led to investigate models of the following type: design of cost-optimal low-roundoff noise digital filters. K-1 m x ( n + l ) = 2 A,X(n-i)+ 2 B,u(n-i) (l.la)
that this assumption does not prevent the actual maximum delays of the input, output and internal variables all being different). Models such as (1.1) can arise from discretization of continuous-time models, but also are of interest in their own right as a basis for optimal digital filter design [I] .
When K = I, (1.1) is a conventional state-variable model. When K >1, we shall term it an extended state (e-state) model.
We investigate the properties of e-state models and our results reduce to the classical case when K = 1. Moreover, even though we have derived these results for a single-input single-output e-state model, their extension to the multivariate e-state model is straightforward. The organization of the paper is as follows. We first define the transition matrix from a set of recursive equations. The zero-input and zero-s?te responses are then obtained using the transition matrix, and the transfer function of the model is derived. Questions of minimality and equivalence are considered and a correspondence is set up between conventional and e-state models, and it is shown that any given transfer function has an e-state model realization.
Finally, we outline an application of this model to the design of optimum digital filters which provided the original stimulus for this work.
This equation provides the basic justification for terming the &, , , transition matrices.
We prove the validity of (2.2) by induction. By direct substitution and use of (2.lb) it is easy to show that (2.2) holds for n = k , k-l;..,k-K+1. Assume that it holds also for n, n -1;. . , n -K+1. Then we next show that it holds for n +I. From (1.1) and (2.2), we obtain ,n+l-kX(k-j) ,=o ,=o j=o which is identical in form to (2.2). Thus (2.2) is proved. Substituting (2.2) in (1.5) we obtain the zero-input response at the output as
: o C. The Zero-Slate Response A zero-state response conventionally is what results when the initial state is zero at k = 0 and inputs are applied in the interval k 0. Of course, a zero-state response must have the property that if the input applied in k 0 is also zero. then the resnonse is identicallv zero. To obtain this . "
with Then for an input u(n) which is zero for n < 0
forIandj=O,l;..,K-1.
(2.lb)
Note that (2.lb) is equivalent to a set of K 2 initial conditions. This definition of the transition matrix reduces to A' for the conventional state-space model when K = 1. Below, we shall indicate a number of ways of viewing the transition matrices which may assist in their calculation. Meanwhile, we indicate their use in describing the response of the e-state model.
B. Zero-Input Response
With the input kept at zero for all the time, the e-state variables at step n in terms of their initial values at instants k , k -l ; . . , k -K + l aregivenby Substituting (2.4) into (2.5) we arrive at
Note that for a k-step delayed input, the zero-state response would have been for n > k (2.7)
'For example, it is possible to get an identically zero response from special nonzero X(-i), i = I; ..,K-I if the A are singular. ,.
with then for j > 0 X(n) = 0, for n < k.
--. . .
The zero-state output y(n) in this case will be . . . 2) Frequency-Domain Formulas and Computing the el, which because u(n) = 0 for n < k, can be written as from the & , i: One has
and so D. The Total Response cC Due to linearity of the model, we can add the zero-input and the zero-state responses to obtain the total output as ,=o
It follows that Equation (2.10) gives the total response of the system of the e-state model to an input which is zero for n < k, and the initial conditions are given by X(k), . . . , X(k -K + I).
E. Transfer Function Calculation From (1.1), it follows at once that
F. Further Properties of the Transition Matrices
The following properties are all fairly easy to prove, and are relevant for calculation of the transition matrix. Proofs will be omitted. 
G. The Characteristic Polynomial
The characteristic polynomial of (1.la) is
NK
If +(z) = 2 aizi, the Cayley-Hamilton theorem and (2.13) i=O imply forI=O,l;..,K-1 2aiA,,i=0.
(2.20)
Because of the direct feedthrough term 2 diu(n -i), with i=O m > 0 the system is forced to have a pole at z = 0. Note whence that the zeros of + ( z ) may not include this pole.
EOUIVALENCE AND MINIMALITY OF e-STATE REALIZATIONS and
The ideas underlying eq&valence and rninimality are set out in books such as [2]- [4] .
A. Minimality
Consequently, the system matrix is In working with (1.1), it is natural from some points of view to work with z-' rather than z in writing down -B ( z ) zm transform quantities. Suppose that we set
with each expression being regarded as polynomial in z-I, rather than as a finite Laurent series. Then (1.1) has a -B ( z ) zm
mixed matrix fraction description (MFD) for its transfer 
function H ( z ) as have full row and column rank for all z. Now K ( z ) has full H ( z ) = C r ( z C 1 ) A ; ' ( z -' ) B r ( z C 1 ) + d , ( z -' ) . (3.2) row rank for all if and only if The associated system matrix
It is on the other hand more conventional to work with have full rank for all (distinguish the cases + 0 and MFD's involving polynomials in z rather than zC'. Let us = 0). define What is the difference between working with z-' and z
in terms of these conditions? Very simple ~alculations show that for any z 5 0
Then it is easily checked that
2 ) be separate transfer functions, with the output of the first, denoted by w, serving as H~~~~~~, differences can arise at = 0. ~h~ point = 0 is input to the second. Then with 61, <2 denoting partial not considered in using z-' as a variable, but it is relevant states, we have, in obvious notation in considering z as a variable. Consequently, we can have z m t l = u minimality with z-I as a variable but not with z as a variable. However, any such nonminimality can only he B ( Z )~I = w associated with so called decoupling zeros (the generali-A ( z ) < 2 =~ zation of unobservable or uncontrollable modes ap-
propriate to MFD's) at the origin. We remark that the dichotomy of choice and subsequent 
C. Removal of Nonminimality: Decoupling Zeros at Origin

Let us now suppose that [ A , ( z Y 1 ) B,(z-I)] and [ A : ( z C ' ) C,(z-I)] have full rank for all z-I, but that
[ A ( z ) B ( z ) ] or L ( z ) , see (3.8b), fails to have full rank at the origin. Because of the form of the e-state model (which demands that A,(O) = I or that A ( z ) have highest degree term with coefficient I ) , we cannot always remove this nonminimality. We shall now discuss when it can be recorresponds to a minimal MFD. However, it may be that z ( z ) does not have highest degree term with coefficient I . (It is easily checked that X,(O) must be nonsingular.) Hence Rosenbrock's system equivalence, modulo nonnalization as just indicated, allows us to recover all e-state realizations which are equivalent using the z-l variable.
Note that if system matrices are set up using the z-variable which correspond to two e-state realizations that are z-'-variable equivalent, the z-variable descriptions may not be equivalent, because of possible differences in coprimeness, etc., at z = 0.
We also mention now a second form of equivalence, known as Fuhrmann system equivalence (FSE), which also relates system matrices of the same transfer function [4] . We shall use this in the next section. Though it is not obvious, FSE and RSE define the same equivalence ---- IV. THE NATURALLY ASSOCIATED STATE-VARIABLE REALIZATION Fig. 1 shows part of the signal flowgraph which will be normally associated with the realization of (1.1) in a digital signal processing context. The pickoffs, scaling, and summing to produce y(n) are not shown for clarity, but can readily be visualized. The realization of (1.la) is basically a direct form realization.
J + p m
Rg. I. Realization of (la). The symbol r-' denotes a (possibly vector) delay.
The "natural" state variable to associate with this realization is
The associated state-variable equations are
where The first auestion which arises is whether (4.2) is eauivaSince wlM,(A) = 0.
. . 161, [7] , [I] showed that the following two quantities are relevant in defining a figure of merit for the digital filter, and in obtaining a scaling property for the internal variables:
In light of the calculation made for F previously, see (2.13), we have
These infinite sums take finite values if and only if the filter is stable. We now indicate how M , N may be computed. We reuse the definition given earlier in (2.12) for F, and add the following definitions of Ex and H:
and so
The infinite sum exists because the stability of the filter I implies (A,(F)(<I for all i. Now as is weU known, the The way to use a linear matrix equation or a doubling formula should now he clear.
VII. CONCLUDING REMARKS
The e-state model, when compared to the classical statespace model with matrices that are not specially structured, requires less storage and less computations for K > 1. For instance, for a K-state model whose e-state variable vector is of dimension N X 1, in general KN2 +2KN coefficients are needed in wntrast to K2N2 +2KN for a classical state-space model neglecting dirkt passes to the output. That is, a reduction of [lo0 (1 -(N+2)/(KN +2)] percent in the required storage and number of multiplications is achieved by using the e-state model instead of statespace model.
The amount of reduction for a system of order 30 (transfer function order) is shown in Table I for different orders of e-state model.
Of course, the reduction in computational requirements with an increase in K may be coupled with a deterioration in some other performance measure. For instance, in the case of digital filter design, this reduction is associated with 555 
