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Abstract
Noncommutative quantum mechanics can be considered as a first step in the
construction of quantum field theory on noncommutative spaces of generic form,
when the commutator between coordinates is a function of these coordinates. In
this paper we discuss the mathematical framework of such a theory. The non-
commutativity is treated as an external antisymmetric field satisfying the Jacoby
identity. First, we propose a symplectic realization of a given Poisson manifold and
construct the Darboux coordinates on the obtained symplectic manifold. Then we
define the star product on a Poisson manifold and obtain the expression for the trace
functional. The above ingredients are used to formulate a nonrelativistic quantum
mechanics on noncommutative spaces of general form. All considered constructions
are obtained as a formal series in the parameter of noncommutativity. In particular,
the complete algebra of commutation relations between coordinates and conjugated
momenta is a deformation of the standard Heisenberg algebra. As examples we con-
sider a free particle and an isotropic harmonic oscillator on the rotational invariant
noncommutative space.
∗e-mail: vladislav.kupriyanov@gmail.com
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1 Introduction
Quantum field theory on noncommutative spaces has been studied extensively during
the last decades [1]. The main attention was given to the case of flat noncommutative
space-time, realized by the coordinate operators xˆi, i = 1, ..., N, satisfying the algebra
[xˆi, xˆj] = iθij , with a constant θij being the parameters of noncommutativity. Different
phenomenological consequences of the presence of this type of noncommutativity in the
theory were studied. The comparison of the theoretical predictions with the experimental
data gives rise to the bounds of noncommutativity in this model, see e.g. [2] and references
therein. However, the restriction to flat noncommutative spaces does not seem to be very
natural. The physical motivation for noncommutativity comes from a combination of the
general quantum mechanical arguments with Einstein relativity [3], and space-time in any
dynamical theory of gravity cannot be flat.
The presence of a more general type of noncommutativity, i.e., when the parameters
of noncommutativity depend on coordinates may lead to absolutely different phenomeno-
logical consequences. For example, in [4] it was shown that the Lagrangian of the Grosse-
Wulkenhaar (renormalizable) model [5] can be written as a Lagrangian of a scalar field
propagating in a curved noncommutative space, defined by the truncated Heisenberg al-
gebra. The problem is to construct a consistent quantum field theory on noncommutative
spaces of general form.
Our point of view is the following: one may construct noncommutative field theory of
generic form considering relativistic version of quantum mechanics (QM) with coordinate
operators satisfying the commutation relations[
xˆi, xˆj
]
= iθωˆijq (xˆ) , i, j = 1, ..., N, (1)
where ωˆijq (xˆ) is an operator defined from physical considerations with a specified or-
dering which describes the noncommutativity of the space. In this paper we discuss
the mathematical framework of nonrelativistic QM with coordinate operators satisfying
commutation relations of the type (1). A two-dimensional model of position-dependent
noncommutativity in QM was proposed in [6]. The particular example was considered
in [7], where also was observed that canonical operators in these models are in general non
Hermitian with respect to standard inner products [8]. For an example of QM and field
theory on kappa-Minkowski space see e.g. [9] and references therein. Quantum mechanical
models on fuzzy spaces were discussed in [10].
To formulate a consistent QM on noncommutative spaces (1) first we need to intro-
duce momenta pˆi, conjugated to xˆ
i, i.e., to obtain the complete algebra of commutation
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relations, obeying the Jacobi identities, as a deformation in θ of the Heisenberg algebra[
xˆi, xˆj
]
= iθωˆijq (xˆ) , (2)[
xˆi, pˆj
]
= iδˆijq (xˆ, pˆ) = δ
ij + θδij1 (xˆ, pˆ) +O
(
θ2
)
,
[pˆi, pˆj] = i ˆ̟
ij
q (xˆ, pˆ) = θ̟
ij
1 (xˆ, pˆ) +O
(
θ2
)
,
where δij is the Kronecker delta. However, δij1 (xˆ, pˆ) and ̟
ij
1 (xˆ, pˆ) are already an operator-
valued function of xˆ and pˆ. Then one should construct a representation of this algebra.
And finally, it is necessary to define a Hilbert space and to introduce an internal product
on it 〈ϕ|ψ〉, so that the canonical operators xˆi and pˆi be self-adjoint, i.e., satisfy 〈pˆiϕ|ψ〉 =
〈ϕ|pˆiψ〉 and 〈xˆ
iϕ|ψ〉 = 〈ϕ|xˆiψ〉 for any two states |ϕ〉 and |ψ〉 from the Hilbert space.
In the Sec. 2 we show that the algebra (2) can be obtained from a quantization of
2N dimensional symplectic manifold with coordinates ξµ = (xi, pi) , µ = 1, ..., 2N, and a
symplectic structure
Ωµν (ξ) = Ω
0
µν +O (θ) , (3)
such that Ωij = θω
ij (x), where ωij (x) is a Poisson bi-vector, corresponding to the operator
ωˆijq (xˆ) and Ω
0
µν is a canonical symplectic matrix. That is, to construct the complete
algebra of commutation relations (2) one should start with a finding of a symplectic
realization of the corresponding Poisson manifold. In the Sec. 3 we give a recursive
solution to this problem in a form of power series in θ.
Then, in the Sec. 4 we construct the Darboux coordinates ηµ = (yi, πi) on the ob-
tained symplectic manifold in a form of perturbative series ηµ (ξ) = ξµ+ θηµ1 (ξ)+O (θ
2) ,
providing an explicit formulas ηµn (ξ) of each order in θ and giving a complete description
of the arbitrariness in our construction. The particular case yi = xi+θ/2ωij (x) pj+O (θ
2)
and πi = pi is considered in the Sec. 5, where we also present a direct method of finding
of Darboux coordinates starting from a Poisson bi-vector ωij (x).
In fact, it is shown that the problem of the construction of the symplectic structure Ω
in each order in θ is reduced to the solution of algebraic equations. We give the explicit
formulae for the solution of these equations in each order in the deformation parameter.
In the Sec. 6 we discuss a general form of Darboux coordinates obtained from the direct
method:
xi = yi −
θ
2
ωil (y)πl +O
(
θ2
)
, pi = πi − θji(y, π, θ),
where ji(y, π, θ) is an arbitrary vector.
Finally, we consider the canonical quantization of the obtained symplectic manifold. In
Sec. 7 we use the expressions for Darboux coordinates ηµ (ξ) to construct the polydifferen-
tial representation of the algebra (2) and to define the star product on the corresponding
Poisson manifold. The explicit form of the star product is given up to the third order
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in the deformation parameter θ. To complete our construction we also need the expres-
sion for the trace functional on the algebra of star product. In Sec. 8 we describe the
prerturbative procedure of the construction of the trace.
Using the above ingredients in Sec. 9 we formulate the quantum mechanics with
noncommutative coordinates satisfying the algebra (1), describing the Hilbert space, the
internal product on it and the action of the canonical operators on the states from the
Hilbert space. As an example we solve the eigenvalue problem for the free particle on co-
ordinate dependent NC space. Also we discuss the three-dimensional isotropic harmonic
oscillator on rotational invariant NC space. This example shows that the noncommuta-
tivity can be introduced in a minimal way in the theory, i.e., one may obtain nonlocality
without violating physical observables like the energy spectrum, etc.
2 Necessary and sufficient conditions
Consider the noncommutative space defined by the commutation relations (1). We choose
the symmetric Weyl ordering for the operator ωˆijq (xˆ). Let ω
ij
q (x) be a symbol of the
operator ωˆijq (xˆ), i.e.,
ωˆijq (xˆ) =
∫
dNp
(2π)N
ω˜ijq (p) e
−ipmxˆ
m
,
where ω˜ijq (p) is a Fourier transform of ω
ij
q . The consistency condition for the algebra (1)
is a consequence of the Jacobi identity (JI) and reads:[
xˆi, ωˆjkq
]
+
[
xˆk, ωˆijq
]
+
[
xˆj , ωˆkiq
]
= 0. (4)
It implies, see e.g. [17], that
ωijq (x) = ω
ij (x) + ωijco (x) , (5)
where ωij (x) should be a Poisson bi-vector, i.e., satisfy the equation
ωil∂lω
jk + ωkl∂lω
ij + ωjl∂lω
ki = 0, (6)
and the term ωijco (x) stands for non-Poisson corrections to ω
ij (x) of higher order in θ,
expressed in terms of ωij (x) and its derivatives, which depend on specific ordering of the
operator ωˆijq (xˆ). So, telling that the operator ωˆ
ij
q (xˆ) is defined from physical considera-
tions we mean that the Poisson bi-vector ωij (x) is given and the ordering is specified. In
what follows we treat ωij (x) as an external antisymmetric field obeying the eq. (6).
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It is convenient to introduce the following notations:
ξˆµ =
(
xˆi, pˆi
)
, µ = 1, ..., 2N,
Ωˆqµν =
(
θωˆijq δˆ
ij
q
−δˆjiq ˆ̟
ij
q
)
.
In these notations the algebra of commutation relations (2) is written as[
ξˆµ, ξˆν
]
= iΩˆqµν . (7)
The Jacobi identity for (7) implies that[
ξˆµ, Ωˆqνα
]
+
[
ξˆα, Ωˆqµν
]
+
[
ξˆν, Ωˆqαµ
]
= 0 . (8)
This equation we call the consistency condition for the algebra (2). Let Ωqµν (ξ) be a
symbol of the operator Ωˆqµν . The eq. (8) means that
Ωqµν (ξ) = Ωµν (ξ) + Ω
co
µν (ξ) , (9)
where Ωµν (ξ) should be a Poisson bi-vector, i.e.,
Ωµσ∂σΩνα + Ωασ∂σΩµν + Ωνσ∂σΩαµ = 0, (10)
with ∂σ = ∂/∂ξ
σ, and Ωcoµν (ξ) is a non-Poisson correction due to ordering. Comparing (9)
with (5) we conclude that
Ωµν (ξ) =
(
θωij (x) δij (x, p)
−δji (x, p) ̟ij (x, p)
)
, (11)
where ωij (x) is a given Poisson bi-vector and the functions δij (x, p) and ̟ij (x, p) to be
determined from the equation (10). Writing this equation in components, e.g., µ = i, ν =
j, α = N + k, one obtains partial differential equations for the functions δij (x, p) and
̟ij (x, p) in terms of given ωij (x).
Thus, in order to obtain the expression for the operator Ωˆqµν , satisfying the con-
sistency condition (8), first we need to find the Poisson bi-vector Ωµν (ξ) , such that
Ωij (ξ) = θω
ij (x) , which is a necessary condition, and then determine the corrections
due to ordering Ωcoµν (ξ), which is a sufficient condition.
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3 Symplectic realization of a Poisson manifold
This section is devoted to the solution of the necessary condition, i.e., to the construction
of the Poisson bi-vector Ωµν (ξ). From a mathematical point of view the problem of
finding a symplectic realization of a Poisson manifold is the problem of the construction
of a local symplectic groupoid. The existence of a local symplectic groupoid for any
Poisson structure was shown in [11] and independently in [12]. In the present paper we
are interested in explicit formulae for the symplectic structure Ω in a form (124), which is
motivated by the condition that the complete algebra of commutation relations (2) should
be a deformation of the Heisenberg algebra.
Note that the condition (124) implies that the matrix Ωµν can be represented as a
perturbative series
Ωµν (ξ) =
∞∑
n=0
θnΩnµν (ξ) , Ω
0 =
(
0 1N×N
−1N×N 0
)
. (12)
In particular,
δij (x, p) = δij + θδij1 (x, p) +O
(
θ2
)
, (13)
̟ij (x, p) = θ̟ij1 (x, p) +O
(
θ2
)
.
So, at least perturbativelly, Ωµν is non-degenerate, det Ω 6= 0. Let us denote its inverse
matrix by Ω¯µν .
From the identity Ω¯µσΩσν = δµν one obtains
∂σΩµν = −Ωµβ∂σΩ¯βγΩγν .
Taking this into account, the Jacobi identity (10) can be rewritten as
ΩασΩµβΩνγ
(
∂σΩ¯βγ + ∂γΩ¯σβ + ∂βΩ¯γσ
)
= 0. (14)
Which means that non-degenerate matrix Ωµν obeys the JI (10) if and only if its inverse
obeys the equation
∂σΩ¯βγ + ∂γΩ¯σβ + ∂βΩ¯γσ = 0. (15)
If the matrix Ω¯µν has a form
Ω¯µν = ∂µJν − ∂νJµ, (16)
where vector Jµ (ξ) is called symplectic potential, then (15) is automatically satisfied. We
conclude that if the matrix Ωµν obey the equation
∂µJν − ∂νJµ = Ω
−1
µν , (17)
then it obeys the JI (10).
Our idea is to study the equation (17), where Ωij = θω
ij (x) is given and satisfy the
JI (6), while δij , ̟ij and Jµ are unknown, instead of looking for solution of eq. (10). The
eq. (10) is an integrability condition for (17).
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3.1 Perturbative solution
We are interested in a perturbative solution of (17). To this end let us first represent
(17) as a perturbative series and obtain equation in each order in θ. Since Ωµν has a
perturbative form (12), its inverse matrix also can be written as
Ω¯µν (ξ) =
∞∑
n=0
θnΩ¯nµν (ξ) , (18)
where Ω¯0 = −Ω0 and
Ω¯nµν =
(
ω¯ijn (x, p) δ¯
ij
n (x, p)
−δ¯jin (x, p) ¯̟
ij
n (x, p)
)
. (19)
By the definition
ω¯ijn = ∂iJ
n
j − ∂jJ
n
i , (20)
δ¯ijn = ∂iJ
n
N+j − ∂
p
j J
n
i ,
¯̟ ijn = ∂
p
i J
n
N+j − ∂
p
j J
n
N+i,
where ∂i = ∂/∂x
i and ∂pi = ∂/∂p
i.
Substituting (12) and (18) in the identity Ω¯µσΩσν = δµν one has(
∞∑
n=0
θnΩ¯n
)(
∞∑
m=0
θmΩm
)
=
∞∑
n=0
θn
n∑
m=0
Ω¯n−mΩm = 1. (21)
Equating the powers in θ in the right and in the left hand sides of (21) we obtain
− Ω¯nΩ0 = Ω0Ωn +
n−1∑
m=1
Ω¯n−mΩm, n ≥ 1, (22)
which can be rewritten as
Ω0Ω¯nΩ0 = Ωn +
n−1∑
m=1
Ω0Ω¯n−mΩ0Ω0Ωm, n ≥ 1. (23)
Then, iterating (23) we come to the following equation
− Ω0Ω¯nΩ0 + Ωn +
n−1∑
m1=1
Ωn−m1Ω0Ωm1 + ...+ (24)
n−r∑
m1=1
...
n−m1−...−mr−1−1∑
mr=1
Ωn−m1−...−mrΩ0ΩmrΩ0...Ω0Ωm1 + ... + Ω1
(
Ω0Ω1
)n−1
=
− Ω0Ω¯nΩ0 + Ωn +
n−1∑
r=1
{
n−r∑
m1=1
...
n−m1−...−mr−1−1∑
mr=1
Ωn−m1−...−mrΩ0ΩmrΩ0...Ω0Ωm1
}
= 0.
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In particular, for n = 1 (24) means
− Ω0Ω¯1Ω0 + Ω1 = 0, (25)
for n = 2:
− Ω0Ω¯2Ω0 + Ω2 + Ω1Ω0Ω1 = 0, (26)
etc.
Eq. (25) in components reads
∂pi J
1
N+j − ∂
p
j J
1
N+i = −ω
ij (x) , (27)
∂iJ
1
N+j − ∂
p
j J
1
i = δ
ji
1 (x, p) , (28)
∂iJ
1
j − ∂jJ
1
i = −̟
ij
1 (x, p) , (29)
where ωij (x) is given and δji1 and ̟
ij
1 should be found. From the eq. (27) one defines,
J1N+i =
1
2
ωij (x) pj + ∂
p
i f
1 (x, p) in terms of ωij (x) and arbitrary function f 1 (x, p). J1i
remains arbitrary and eqs. (28) and (29) define δji1 and ̟
ij
1 in terms of ω
ij, f 1 and J1i .
Eq. (26) in components reads
∂pi J
2
N+j − ∂
p
j J
2
N+i − ω
ilδjl1 − δ
il
1 ω
lj = 0, (30)
δij2 = ∂
p
i J
2
j − ∂jJ
2
N+i + δ
il
1 δ
lj
1 − ω
il̟lj1 , (31)
̟ij2 = ∂jJ
2
i − ∂iJ
2
j + δ
li
1̟
lj
1 +̟
il
1 δ
lj
1 . (32)
Again, eq. (30) is a differential equation on J2N+i which defines it up to the gradient of
an arbitrary function f 2 (x, p), while eqs. (31) and (32) are the definition of the functions
δij2 and ̟
ij
2 in terms of J
2
N+i, arbitrary J
2
i and first order functions.
The integrability condition for the eq. (30) is
∂pk
(
ωilδjl1 + δ
il
1 ω
lj
)
+ cycl.(ijk) = 0. (33)
We rewrite it as
ωjl
(
∂pi δ
kl
1 − ∂
p
kδ
il
1
)
+ cycl.(ijk) = 0. (34)
Then, using (27) and (28) one finds
∂pi δ
kl
1 − ∂
p
kδ
il
1 = ∂lω
ki. (35)
That is, (33) is exactly the JI (6) for the matrix ωij (x) .
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Now let us write the eq. (24) in components in the n-th order in θ, for n > 1:
∂pi J
n
N+j − ∂
p
j J
n
N+i = (36)
−
n−1∑
r=1
{
n−r∑
m1=1
...
n−m1−...−mr−1−1∑
mr=1
[
Ωn−m1−...−mrΩ0ΩmrΩ0...Ω0Ωm1
]
ij
}
,
δijn = −δ¯
ji
n (37)
−
n−1∑
r=1
{
n−r∑
m1=1
...
n−m1−...−mr−1−1∑
mr=1
[
Ωn−m1−...−mrΩ0ΩmrΩ0...Ω0Ωm1
]
iN+j
}
,
̟ijn = −̟
ij
n (38)
−
n−1∑
r=1
{
n−r∑
m1=1
...
n−m1−...−mr−1−1∑
mr=1
[
Ωn−m1−...−mrΩ0ΩmrΩ0...Ω0Ωm1
]
N+iN+j
}
,
where functions δ¯jin and ¯̟
ij
n are determined in (20). The logic is the same as in the first
two orders, from the eq. (36) one finds JnN+i up to the gradient of an arbitrary function
fn (x, p), and then uses the eqs. (37) and (38) to define functions δijn and ̟
ij
n in terms of
JnN+i, arbitrary J
n
i and functions δ
ij
m and ̟
ij
m of lower orders, m < n.
3.2 Integrability condition in the n-th order
Let us study the integrability condition for the eq. (36). Since ∂pi = ∂N+i = Ω
0
iσ∂σ, it can
be written as
C =Ω0kσ∂σ
n−1∑
r=1
{
n−r∑
m1=1
...
n−m1−...−mr−1−1∑
mr=1
[
Ωn−m1−...−mrΩ0ΩmrΩ0...Ω0Ωm1
]
ij
}
(39)
+ cycl.(ijk) = 0.
In the first order the integrability condition was satisfied automatically, since right hand
side of the eq. (27) does not depend on p. In the second order the integrability condition
was satisfied as a consequence of the JI (6) for the matrix ωij (x). To prove the existence
of the symplectic potential Jµ (ξ) we should prove that the integrability condition (39) is
satisfied in all orders.
We will do it by the induction. Suppose that the eq. (36) is solvable up to the (n− 1)-
th order. It means that both the symplectic potential Jµ and symplectic structure Ωµν
can be defined from the eq. (24) up to the (n− 1)-th order. That is, JI (10) is satisfied
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up to the (n− 1)-th order,
Ω0µσ∂σΩ
r
να +
r−1∑
s=1
Ωr−sµσ ∂σΩ
s
να + cycl.(µνα) = 0, r = 2, ..., n− 1, (40)
Ω0µσ∂σΩ
1
να + cycl.(µνα) = 0.
Let us show that (39) is satisfied. To begin with we prove the following Lemma.
Lemma 1 If Jµ exists up to the (n− 3)-th order, then
D = (41)
n−1∑
r=3
{
n−r∑
m1=1
...
n−...−mr−1−1∑
mr=1
[
Ωmr−1Ω0
]
jα
Ωmriσ ∂σ
[
Ωn−...−mrΩ0Ωmr−2 ...Ω0Ωm2
]
αβ
[
Ω0Ωm1
]
βk
}
+ cycl.(ijk) =
n−3∑
m1=1
n−m1−2∑
m2=1
n−m1−m2∑
m3=1
[
Ωm2Ω0
]
jα
Ωm3iσ ∂σΩ
n−...−m3
αβ
[
Ω0Ωm1
]
βk
+
n−4∑
m1=1
...
n−...−m3−1∑
m4=1
[
Ωm3Ω0
]
jα
Ωm4iσ ∂σ
[
Ωn−...−m4Ω0Ωm2
]
αβ
[
Ω0Ωm1
]
βk
+ ... +
n−r∑
m1=1
...
n−...−mr−1−1∑
mr=1
[
Ωmr−1Ω0
]
jα
Ωmriσ ∂σ
[
Ωn−...−mrΩ0Ωmr−2 ...Ω0Ωm2
]
αβ
[
Ω0Ωm1
]
βk
+ ... +
[
Ω1Ω0
]
jα
Ω1iσ∂σ
[
Ω1
(
Ω0Ω1
)n−4]
αβ
[
Ω0Ω1
]
βk
+ cycl.(ijk) = 0.
Proof. Using the eq. (24) the first term of (41) can be written as
n−3∑
m1=1
n−m1−2∑
m2=1
n−m1−m2∑
m3=1
[
Ωm2Ω0
]
jα
Ωm3iσ ∂σΩ
n−...−m3
αβ
[
Ω0Ωm1
]
βk
+ cycl.(ijk) = (42)
n−3∑
m1=1
n−m1−1∑
m2=1
n−m1−m2−1∑
m3=1
Ωm1jα Ω
m2
βk Ω
m3
iσ ∂σΩ¯
n−m1−m2−m3
αβ
−
n−4∑
m1=1
...
n−...−m3−1∑
m4=1
[
Ωm3Ω0
]
jα
Ωm4iσ ∂σ
[
Ωn−...−m4Ω0Ωm2
]
αβ
[
Ω0Ωm1
]
βk
− ...−
n−r∑
m1=1
...
n−...−mr−1−1∑
mr=1
[
Ωmr−1Ω0
]
jα
Ωmriσ ∂σ
[
Ωn−...−mrΩ0Ωmr−2 ...Ω0Ωm2
]
αβ
[
Ω0Ωm1
]
βk
− ...−
[
Ω1Ω0
]
jα
Ω1iσ∂σ
[
Ω1
(
Ω0Ω1
)n−4]
αβ
[
Ω0Ω1
]
βk
+ cycl.(ijk).
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Now, if to substitute (42) back to (41) one finds that
D =
n−3∑
m1=1
n−m1−1∑
m2=1
n−m1−m2−1∑
m3=1
Ωm1jα Ω
m2
βk Ω
m3
iσ ∂σΩ¯
n−m1−m2−m3
αβ + cycl.(ijk) =
−
n−3∑
m1=1
n−m1−1∑
m2=1
n−m1−m2−1∑
m3=1
Ωm1iσ Ω
m2
jα Ω
m3
kβ
(
∂σΩ¯
n−m1−m2−m3
αβ + cycl.(σαβ)
)
= 0,
which complete the proof.
The sum C +D can be represented as
C +D =
n−1∑
r=1
Tr, (43)
where
T1 =
n−1∑
m1=1
Ω0kσ∂σ
[
Ωn−m1Ω0Ωm1
]
ij
+ cycl.(ijk), (44)
T2 =
n−2∑
m1=1
n−m1−1∑
m2=1
Ω0iσ∂σ
[
Ωn−m1−m2Ω0Ωm2Ω0Ωm1
]
ij
+ cycl.(ijk), (45)
Tr =
n−r∑
m1=1
...
n−m1−...−mr−1−1∑
mr=1
{
Ω0kσ∂σ
[
Ωn−m1−...−mrΩ0ΩmrΩ0...Ω0Ωm1
]
ij
(46)
+
[
Ωmr−1Ω0
]
jα
Ωmriσ ∂σ
[
Ωn−...−mrΩ0Ωmr−2 ...Ω0Ωm2
]
αβ
[
Ω0Ωm1
]
βk
}
+cycl.(ijk), 3 ≤ r ≤ n− 1.
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Let us introduce the following notations:
I (n, 1) =
n−1∑
m1=1
Ωm1kσ ∂σΩ
n−m1
ij + cycl.(ijk), (47)
I (n, r) = (48)
n−r∑
m1=1
...
n−...−mr−1−1∑
mr=1
{(
Ωmriσ ∂σΩ
n−...−mr
jα + cycl.(iαβ)
) [
Ω0Ωmr−1 ...Ω0Ωm1
]
αk
+ ...+
[
Ωmr−1Ω0...Ω0Ωmr−sΩ0
]
jα
(
Ω
mr−1
βσ ∂σΩ
n−...−mr−1
iα + cycl.(iαβ)
) [
Ω0Ωmr−s−1Ω0...Ω0Ωm1
]
βk
+...+
[
Ωmr−1Ω0...Ω0Ωm2Ω0
]
jα
(
Ω
mr−1
βσ ∂σΩ
n−...−mr−1
iα + cycl.(iαβ)
) [
Ω0Ωm1
]
βk
}
+cycl.(ijk), 2 ≤ r ≤ n− 1,
I (n, n) =
(
Ω0iσ∂σΩ
1
jα + cycl.(ijα)
) [(
Ω0Ω1
)n−1]
αk
(49)
+
n−3∑
s=1
[(
Ω1Ω0
)s]
jα
(
Ω0iσ∂σΩ
1
αβ + cycl.(iαβ)
) [(
Ω0Ω1
)n−s−1]
βk
+ cycl.(ijk).
In particular,
I (n, 2) =
n−2∑
m1=1
n−m1−1∑
m2=1
(
Ωm2iσ ∂σΩ
n−m1−m2
jα + cycl.(ijα)
) [
Ω0Ωm1
]
αk
+ cycl.(ijk),
etc.
Note that since Ωmij = 0 for m > 1 and Ω
1
ij = ω
ij (x) does not depend on p, one has
I (n, 1) =
n−1∑
m1=1
Ωm1kσ ∂σΩ
n−m1
ij + cycl.(ijk) = ω
kl∂lω
ij + cycl.(ijk) = 0. (50)
Also, due to Jacobi identity (40)
I (n, n) = 0. (51)
Lemma 2 If symplectic potential Jµ exists up to the n− 1 order, then
Tr = I (n, r)− I (n, r + 1) , 1 ≤ r ≤ n− 1. (52)
Proof. First we write T1 as
T1 =
n−1∑
m1=1
(
Ω0iσ∂σΩ
n−m1
jα + Ω
0
jσ∂σΩ
n−m1
αi
) [
Ω0Ωm1
]
αk
+ cycl.(ijk). (53)
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Then using (40) we represent it in the form
T1 = −
n−1∑
m1=1
Ω0ασ∂σΩ
n−m1
ij
[
Ω0Ωm1
]
αk
−
n−2∑
m1=1
n−m1−1∑
m2=1
(
Ωm2iσ ∂σΩ
n−m1−m2
jα + cycl.(ijα)
) [
Ω0Ωm1
]
αk
+ cycl.(ijk).
The sum in the second line is exactly I (n, 2). Since,
Ω0ασΩ
0
αβ = δσβ , (54)
the sum in the first line can be rewritten as
n−1∑
m1=1
Ωm1kσ ∂σΩ
n−m1
ij + cycl.(ijk).
That is,
T1 = I (n, 1)− I (n, 2) . (55)
For the second term we write
T2 =
n−2∑
m1=1
n−m1−1∑
m2=1
{(
Ω0iσ∂σΩ
n−m1−m2
jα + Ω
0
jσ∂σΩ
n−m1−m2
αi
) [
Ω0Ωm2Ω0Ωm1
]
αk
(56)
+
[
Ωm2Ω0
]
jα
Ω0iσ∂σΩ
n−m1−...−mk
αβ
[
Ω0Ωm1
]
βk
}
+ cycl.(ijk)
Applying the eq. (40) in (56) one transforms it as
n−2∑
m1=1
n−m1−1∑
m2=1
{
−Ω0ασ∂σΩ
n−m1−m2
ij
[
Ω0Ωm2Ω0Ωm1
]
αk
−
[
Ωm2Ω0
]
jα
(
Ω0βσ∂σΩ
n−m1−m2
iα + Ω
0
ασ∂σΩ
n−m1−m2
βi
) [
Ω0Ωm1
]
βk
}
−
n−3∑
m1=1
n−m1−1∑
m2=1
n−m1−m2−1∑
m3=1
{(
Ω3iσ∂σΩ
n−m1−m2−1
jα + cycl.(iαβ)
) [
Ω0Ωm2Ω0Ωm1
]
αk
+
[
Ωm2Ω0
]
jα
(
Ωm3βσ ∂σΩ
n−m1−m2−1
iα + cycl.(iαβ)
) [
Ω0Ωm1
]
βk
}
+ cycl.(ijk).
The last sum here is I (n, 3) . Using the identity (54) we simplify the first sum and see
that
T2 = I (n, 2)− I (n, 3) . (57)
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For the terms Tr with 3 ≤ r ≤ n − 1 the logic is the same as in the first two cases, but
we should also take into account the contribution from the sum (41). First using Jacobi
identity (40) in each order we represent it as
Tr =
n−r∑
m1=1
...
n−m1−...−mr−1−1∑
mr=1
{
−Ω0ασ∂σΩ
n−m1−...−mr
ij
[
Ω0ΩmrΩ0...Ω0Ωm1
]
αk
− ...−
[
ΩmrΩ0...Ω0Ωmr−sΩ0
]
jα
(
Ω0βσ∂σΩ
n−m1−...−mr
iα
+Ω0ασ∂σΩ
n−m1−...−mr
βi
) [
Ω0Ωmr−s−1Ω0...Ω0Ωm1
]
βk
+
[
Ωmr−1Ω0...Ω0Ωmr−sΩ0
]
jα
Ωmriσ ∂σΩ
n−m1−...−mr
αβ
[
Ω0Ωmr−s−1Ω0...Ω0Ωm1
]
βk
− ...−
[
ΩmrΩ0...Ω0Ωm2Ω0
]
jα
(
Ω0βσ∂σΩ
n−m1−...−mr
iα
+Ω0ασ∂σΩ
n−m1−...−mr
βi
) [
Ω0Ωm1
]
βk
+
[
Ωmr−1Ω0...Ω0Ωm2Ω0
]
jα
Ωmriσ ∂σΩ
n−m1−...−mr
αβ
[
Ω0Ωm1
]
βk
}
+ cycl.(ijk)
− I (n, r + 1) .
Then simplifying the first sum we end up with
Tr = I (n, r)− I (n, r + 1) , 3 ≤ r ≤ n− 1.
Using this Lemma and eqs. (50) and (51) we represent the sum (43) as
C +D =
n−1∑
r=1
[I (n, r)− I (n, r + 1)] = I (n, 1)− I (n, n) = 0. (58)
Since D = 0 due to Lemma 1, we conclude that C = 0. That is, by the induction, the
integrability condition (39) holds true in all orders.
3.3 Concluding remarks
Once (39) is satisfied in all orders, from the eqs. (36)-(38) we can define JnN+i, δ
ij
n and
̟ijn for any n and construct the perturbative solution for the eq. (17). The arbitrariness
in the construction of functions δij (x, p) and ̟ij (x, p) is described by an arbitrary vector
Ji (x, p, θ) and arbitrary function f (x, p, θ).
Note that since we have a symplectic structure Ωµν obtained from a symplectic po-
tential Jµ, one can always write a first-order action leading to this symplectic structure
S =
∫
dt
[
Jµ (ξ) ξ˙
µ −H (ξ)
]
, (59)
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where H (ξ) is a Hamiltonian of a system. If an external field ωij (x) transforms as a
tensor and Ji (x, p, θ) transforms as a vector with respect to the Lorentz group, one can
also write a relativistic generalization of the action (59), like it was done, e.g., in [18] for
the case of spin noncommutativity and in [19] for canonical noncommutativity.
4 Darboux coordinates
Since Ωµν (ξ) is a Poisson bi-vector, we may define the Poisson bracket (PB) as
{ξµ, ξν} = Ωµν (ξ) . (60)
The construction of a quantum algebra (2) is, in fact, the quantization of a classical
system with a Poisson Bracket (60).
One of the methods of quantization of classical systems with noncanonical PB is a
quantization in Darboux coordinates. That is, first one should change the phase space
coordinates: ξµ = (x
i, pi)→ ηµ = (y
i, πi): ξµ = ξµ (η) , where new variables have canonical
PB:
{ηµ, ην} = Ω
0
µν , (61)
and are called Darboux coordinates. And then construct quantization in these new phase
space coordinates. Since the existence of a Darboux coordinates is guarantied by the
Darboux theorem [13], here we are interested in an explicit expression for them.
We will search for a Darboux coordinates in a perturbative form:
ξµ (η) = ηµ +
∞∑
n=1
θnξnµ (η) . (62)
The inverse transformation reads
ηµ (ξ) = ξµ +
∞∑
n=1
θnηnµ (ξ) . (63)
Note that once (63) is known, the inverse transformation (62) may be easily calculated
from the algebraic equation ηµ (ξ (η)) = ηµ. In particular,
ξµ (η) = ηµ − θη
1
µ (η) + θ
2
(
η1ν (η) ∂νη
1
µ (η)− η
2
µ (η)
)
+O
(
θ3
)
.
So, we will look for (63) and then construct (62). To obtain differential equation on ηµ (ξ)
let us write (61) as
{ηµ (ξ) , ην (ξ)} = Ω
0
µν ,
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and take into account (60), so
∂σηµΩσρ∂ρην = Ω
0
µν . (64)
This equation is just a consequence of the definition of a Darboux coordinates. Substi-
tuting in (64) perturbative expressions (12) and (63) one has(
δσµ +
∞∑
n=1
θn∂ση
n
µ
)(
Ω0σρ +
∞∑
n=1
θnΩnσρ
)(
δρν +
∞∑
n=1
θn∂ρη
n
ν
)
= Ω0µν . (65)
From this equation, equating the powers in θ in the right and in the left hand sides, we
obtain the differential equations on the functions ηnµ in each order n. Thus, in the first
order one has
∂ση
1
µΩ
0
σν + Ω
0
µσ∂ση
1
ν + Ω
1
µν = 0. (66)
In the second order we have
∂ση
2
µΩ
0
σν + Ω
0
µσ∂ση
2
ν + Ω
2
µν + ∂ση
1
µΩ
0
σρ∂ρη
1
ν + ∂ση
1
µΩ
1
σν + Ω
1
µσ∂ση
1
ν = 0. (67)
The equation in the n-th order reads
∂ση
n
µΩ
0
σν + Ω
0
µσ∂ση
n
ν + F
n
µν = 0, (68)
where
F 1µν = Ω
1
µν , (69)
F 2µν = Ω
2
µν + ∂ση
1
µΩ
0
σρ∂ρη
1
ν + ∂ση
1
µΩ
1
σν + Ω
1
µσ∂ση
1
ν ,
F nµν = Ω
n
µν +
n−1∑
m=1
[
∂ση
n−m
µ Ω
0
σρ∂ρη
m
ν + ∂ση
n−m
µ Ω
m
σν + Ω
n−m
µσ ∂ση
m
ν
]
+
n−2∑
m=1
n−m−1∑
k=1
Ωn−m−kσρ ∂ση
k
µ∂ρη
m
ν = 0, n ≥ 3.
Lemma 3 The integrability condition for the equation (68) is
Ω0αβ∂βF
n
µν + cycl.(αµν) = 0. (70)
Proof. One can easily verify that
Ω0αβ∂β
(
∂ση
n
µΩ
0
σν + Ω
0
µσ∂ση
n
ν
)
+ cycl.(αµν) = 0 , (71)
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so (70) is a necessary condition for a solution of eq. (68). To prove, that (70) is a sufficient
condition let us write (68) in components. Note that Ω0iσ∂σ = ∂
p
i and Ω
0
N+iσ∂σ = −∂i.
For µ = i and ν = j, (68) has a form
∂pi y
j
n − ∂
p
j y
i
n = F
n
ij . (72)
Its integrability condition is
∂pi F
n
jk + cycl.(ijk) = 0, (73)
which is exactly (70) for α = i, µ = j and ν = k. For µ = N + i and ν = N + j, (68)
reads
∂jπ
n
i − ∂iπ
n
j = F
n
N+iN+j, (74)
with the integrability condition
∂iF
n
N+jN+k + cycl.(ijk) = 0, (75)
which is eq. (70) for α = N + i, µ = N + j and ν = N + k. Finally, for µ = N + i and
ν = j, eq. (68) is
− ∂iy
j
n − ∂
p
j π
n
i = F
n
N+ij . (76)
If treat this equation as an equation for yjn:
∂iy
j
n = −∂
p
j π
n
i − F
n
N+ij ,
then its integrability condition is
∂k
(
∂pj π
n
i + F
n
N+ij
)
− ∂i
(
∂pj π
n
k + F
n
N+kj
)
= (77)
−∂iF
n
N+kj + ∂
p
jF
n
N+iN+k − ∂kF
n
jN+i = 0.
If treat (76) as an equation for πni :
∂pjπ
n
i = −∂iy
j
n − F
n
N+ij ,
its integrability condition is
∂pk
(
∂iy
j
n + F
n
N+ij
)
− ∂pj
(
∂iy
k
n + F
n
N+ik
)
= (78)
∂iF
n
kj + ∂
p
jF
n
kN+i + ∂
p
kF
n
N+ij = 0.
Equations (77) and (78) are (70) for α = N+i, µ = N+k, ν = j, and for α = N+i, µ = k,
ν = j correspondingly. So, the eq. (68) written in components gives eqs. (72), (74) and
(76) with integrability conditions (73), (75), (77) and (78), which are exactly eq. (70)
written in components.
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For the eq. (66) in the first order the condition (70) is
Ω0αβ∂βΩ
1
µν + cycl.(αµν) = 0. (79)
This equation is a Jacobi identity (10) in the first order. In the second order in θ (70)
reads
Ω0αβ∂β
(
Ω2µν + ∂ση
1
µΩ
0
σρ∂ρη
1
ν + ∂ση
1
µΩ
1
σν + Ω
1
µσ∂ση
1
ν
)
+ cycl.(αµν) = 0. (80)
First we calculate
Ω0αβ∂β
(
∂ση
1
µΩ
0
σρ∂ρη
1
ν + ∂ση
1
µΩ
1
σν + Ω
1
µσ∂ση
1
ν
)
+ cycl.(αµν) = (81)
∂ση
1
αΩ
0
ρσ∂ρ
(
∂βη
1
µΩ
0
βν + Ω
0
µβ∂βη
1
ν
)
+ ∂ση
1
α
(
Ω0νβ∂βΩ
1
σµ + Ω
0
µβ∂βΩ
1
νσ
)
+
Ω1σα∂σ
(
∂βη
1
µΩ
0
βν + Ω
0
µβ∂βη
1
ν
)
+ cycl.(αµν).
Then, taking into account (66) and (79), we represent (81) as
Ω1ασ∂σΩ
1
µν + cycl.(αµν).
Finally, for (80) one gets
Ω0αβ∂βΩ
2
µν + Ω
1
αβ∂βΩ
1
µν + cycl.(αµν) = 0, (82)
which is a Jacobi identity (10) in the second order.
In the appendix A we will prove by the induction that the integrability condition (70)
in the n-th order is satisfied as a consequence of a Jacobi identity (10), like in the first
two orders.
The solutions of the eqs. (72) and. (74) are given by
yin =
∫ 1
0
pjF
n
ji (x, sp) sds+ ∂
p
i f
n (x, p) , (83)
πni =
∫ 1
0
xjF nN+jN+i (sx, p) sds+ ∂ig
n (x, p) , (84)
correspondingly, where fn (x, p) and gn (x, p) are arbitrary functions. Then, from (76) we
may define the relation between fn and gn in terms of F nij , F
n
N+iN+j and F
n
N+ij . So, the
arbitrariness of the solution of the eq. (68) is described by only one function
g (x, p, θ) =
∞∑
n=0
θngn (x, p) . (85)
Since the addition of this function in (63) does not change the canonical PB (61), it can
be interpreted as a generating function of the canonical transformation.
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5 Particular case, Ji = pi + ∂ir (x, p, θ) .
Let us consider the particular case of our construction, choosing the vector Ji = pi +
∂ir (x, p, θ) . In this case, by the definition (20), ω¯
ij = 0, and the matrix
Ω =
( (
δ¯−1
)T
̟δ¯−1 −
(
δ¯−1
)T
δ¯−1 0
)
. (86)
That is,
{pi, pj} = ̟
ij (x, p) = 0. (87)
In section 3 we proved that such Ω exists and gave an iterative procedure of its construc-
tion. In particular, from eqs. (27) and (30) one finds
JN+i =
θ
2
ωilpl +
θ2
6
ωlk∂kω
miplpm +O
(
θ3
)
, (88)
where the function f (x, p, θ) which describe the arbitrariness in the construction of JN+i
was chosen to cancel the contribution from r (x, p, θ), i.e., f = r. And then we calculate
δij (x, p) = δij +
θ
2
∂jω
ilpl+ (89)
θ2
(
1
12
∂jω
kl∂kω
im +
1
6
ωlk∂j∂kω
im
)
plpm +O
(
θ3
)
.
From the eqs. (36)-(38) and (86) we may see that the structure of JnN+i, and δ
ij
n for n > 2
will be the same as in first two orders: they will be polynomials in p of order n.
The next step is to construct the Darboux coordinates. From (68) and (84) we may
see that choosing g (x, p, θ) = 0, one obtains that πni = 0, n ≥ 1, i.e.,
πi = pi. (90)
For the coordinates yi one has
yi = xi +
θ
2
ωij (x) pj +
θ2
12
(
ωlk∂lω
ij + ωlj∂lω
ik
)
pjpk +O
(
θ3
)
. (91)
Note that since δijn are polynomials in p of order n, from (72) and (76) we conclude
that each yin with n ≥ 1 also will be a polynomial in p of order n. Making the inverse
transformation we find that the expression for xi in terms of yi and πi has a form
xi = yi +
∞∑
n=1
Γi(n) (y) (θπ)n , (92)
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where Γi(n) (y) = Γij1...jn (y) . That is, each xin is a polynomial in π of order n. In particular,
up to the second order one has:
xi = yi + θΓij (y)πj + θ
2Γijk (y)πjπk +O
(
θ3
)
. (93)
The coefficients Γij1...jn (y) can be found using the standard procedure described in two
previous sections, using the explicit form of δijn and formulas (83) and (76) to construct
yin, and then constructing the inverse transformation.
However, in this case there is a much simpler procedure, based on the form (92) of
coordinates xi, Poisson brackets (60) with µ = i and ν = j, i.e., {xi, xj} = θωij (x) , and
the definition of the Darboux coordinates (61). First we write{
yi +
∞∑
n=1
Γi(n) (y) (θπ)n , yj +
∞∑
n=1
Γj(n) (y) (θπ)n
}
= (94)
θωij
(
yi +
∞∑
n=1
Γi(n) (y) (θπ)n
)
.
Then, equating coefficients in the left and in the right-hand sides of (94) in each order in
θ, one obtains algebraic equations on the coefficients Γi(n) (y) in terms of ωij and lower
order coefficients Γi(m) (y) , m < n. The existence of the solution of these equations is
a consequence of the combination of three facts: the existence of a symplectic structure
Ωµν (ξ) = Ω
0
µν + O (θ), such that Ωij (ξ) = θω
ij (x); the existence of a perturbative form
(62) of a Darboux coordinates and the fact that coordinates xi have a polynomial form
(92) in terms of πj . The procedure is analogous to the one proposed in [17] for the
construction of polydifferential representation of the algebra [xˆj , xˆk] = 2αωˆjk(xˆ), where
also was given a solution of these algebraic equations.
In the first order in θ we have from (94):
Γji − Γij = ωij,
with a solution Γij = −ωij/2+ sij , where sij is an arbitrary symmetric matrix. Choosing
sij = 0, which correspond to the choice f = r, we end up with Γij = −ωij/2. The equation
in the second order is:
8
(
Γijk − Γjik
)
= −ωmk∂mω
ij. (95)
With a solution:
Γijk =
1
24
ωkm∂mω
ij +
1
24
ωjm∂mω
ik. (96)
That is, up to the second order the expression for xi reads
xi = yi −
θ
2
ωijπj +
θ2
24
(
ωkm∂mω
ij + ωjm∂mω
ik
)
πjπk +O
(
θ3
)
. (97)
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One can verify that the inverse transformation of (91) gives exactly the eq. (97).
In the n-th order the algebraic equation for Γi(n) (y) reads
nΓ[ij]i2...in (y) = Giji2...in (y) , n > 1, (98)
where
Giji2...inπi2 ...πin = ω
ij
n−1 −
n−1∑
m=1
{
Γi(n−m) (π)n−m ,Γj(m) (π)m
}
, (99)
ωijn−1 =
dn−1
dθn−1
ωij
(
yi +
∞∑
n=1
Γi(n) (y) (θπ)n
)∣∣∣∣∣
θ=0
.
The solution of the eq. (98) is given by
Γji1...in =
1
n(n + 1)
(
Gji1i2...in +Gji2i1i3...in + · · ·+Gjini1i2...in−1
)
. (100)
Once we know the explicit expression for the Darboux coordinates: ηµ = ηµ (ξ), we
can invert it: ξµ = ξµ (η) and find the explicit form for the symplectic structure
Ωµν (ξ) = {ξµ (η) , ξν (η)} |ηµ=ηµ(ξ). (101)
By the construction (101) obey the Jacobi identity (10).
6 General solution
Now suppose that Ji(x, p, θ) is any arbitrary function. It means that the functions
̟ij (x, p) and δij (x, p) will have expressions different from (87) and (89):
δji (x, p) = δji + θ(∂pi J
1
j −
1
2
∂jω
lipl) +O
(
θ2
)
, (102)
̟ij (x, p) = θ
(
∂iJ
1
j − ∂jJ
1
i
)
+O
(
θ2
)
.
Consequently, the expressions for yi and πi in terms of x
i and pi will also change. However,
the expression (92) for xi in terms of yi and πi will remain the same, since Ωij = θω
ij (x)
does not change, and the (92) continue obeying the eq.{
xi(y, π), xj(y, π)
}
= θωij (x(y, π)) .
What will change now is the expression for pi. In the general case we write
pi = πi − ji(y, π, θ), ji(y, π, θ) = ∂if(y) + θj
1
i (y, π) +O
(
θ2
)
. (103)
21
Which together with (97) implies that
πi = pi + θj
1
i (x, p) + θ
2
(
1
2
∂lj
1
i ω
lkpk + ∂
p
l j
1
i j
1
l
)
+O
(
θ3
)
. (104)
The Poisson brackets between xi(y, π) and pi(y, π) are{
xi(y, π), pj(y, π)
}
= δij + θ(∂pii j
1
j (y, π)−
1
2
∂jω
il(y)πl)− (105)
θ2
2
(
∂lω
ik(y)πk∂
p
l j
1
j (y, π)− ω
il(y)∂lj
1
j (y, π)
)
+O
(
θ3
)
,
{pi(y, π), pj(y, π)} = θ(∂jj
1
i (y, π)− ∂ij
1
j (y, π))+ (106)
θ2
(
∂jj
2
i (y, π)− ∂ij
2
j (y, π) + ∂lj
1
i (y, π)∂
p
l j
1
j (y, π)− ∂
p
l j
1
i (y, π) ∂lj
1
j (y, π)
)
+O
(
θ3
)
.
Taking into account (97) and (104) we find that{
xi, pj
}
= δij (x, p) , (107)
{pi, pj} = ̟
ij (x, p) ,
where
δij (x, p) = δij + θ(∂pi j
1
j −
1
2
∂jω
lipl) (108)
+
θ2
2
(
∂jω
iljl −
1
2
∂m∂jω
ilωmkpkpl +
1
2
∂jΓ
ikl
0 pkpl + ω
il∂ljj − ∂lω
ik∂pl j
1
j pk
)
+O
(
θ3
)
,
̟ij (x, p) = θ
(
∂jj
1
i − ∂ij
1
j
)
+
θ2
2
(
∂l
(
∂jj
1
i − ∂ij
1
j
)
ωlkpk − 2∂
p
l
(
∂jj
1
i − ∂ij
1
j
)
j1l
)
+
θ2
(
∂ij
2
j − ∂jj
2
i + ∂lj
1
i ∂
p
l j
1
j − ∂
p
l j
1
i ∂lj
1
j
)
+O
(
θ3
)
.
By the construction the Poisson brackets (107) together with {xi, xj} = θωij (x), obey the
Jacobi identity and equations (92) and (103) express phase space variables xi and pi in
terms of Darboux coordinates yi and πi. In fact, this process of construction of functions
δij (x, p) and ̟ij (x, p) and corresponding Darboux coordinates is much simpler then one
described in sections 3 and 4. However, the existence of this perturbative procedure is a
consequence of the existence of the procedures described in previous sections.
As far as the description of the arbitrariness in solution is concerned, we see comparing
(102) and (108) that j1i = J
1
i and j
2
i can be expressed in terms of J
2
i and combinations
of J1i , ω
lk and its derivatives, etc. That is, the vector Ji describing the arbitrariness in
the construction of the symplectic structure Ωµν (ξ) can be expressed in terms of vector ji
and vice versa. So, in this direct method of the construction of the Darboux coordinates
and the symplectic structure the arbitrariness is described by the vector ji(y, π, θ).
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7 Canonical quantization and the star product
In this section we will discuss the quantization of the obtained in symplectic manifold.
From a mathematical point of view the quantization of a symplectic realization of a
Poisson manifold is a formal deformation of a local symplectic groupoid. This problem
was considered in [14], where a universal generating function for a formal symplectic
groupoid was provided in terms of Kontsevich trees and the Kontsevich weights [15].
However, it should be noted that there is no systematic way to compute the Kontsevich
weights beyond the second order in the deformation, see e.g. [16].
We will construct the quantization in the Darboux coordinates, using the expressions
(97) and (103) of original momenta pi and coordinates x
i, choosing the normal ordering,
operators of momenta πˆi stand on the right of the operators of coordinates yˆ
i.
Since variables ηµ have the canonical PB (61), the corresponding operators ηˆµ = (yˆ
i, πˆi)
obey the standard Heisenberg algebra:[
yˆi, yˆj
]
= [πˆi, πˆj ] = 0 ,
[
yˆi, πˆj
]
= iδij . (109)
We choose the coordinate representation for this algebra, the operators of momenta are the
derivatives, πˆi = −i∂i, and the operators of coordinates are the operators of multiplication,
yˆi = xi. Due to the normal ordering, we get for the operators xˆi and pˆi the following
expression:
pˆDbi = −i∂i + ji (x,−i∂, θ) , (110)
xˆiDb = x
i +
iθ
2
ωil∂l − θ
2Γilm∂l∂m − iθ
3Γilmn∂l∂m∂n +O
(
θ4
)
,
where the differential operator ji (x,−i∂, θ) correspond to the vector ji(y, π, θ) describing
an arbitrariness in our construction. As we will see this arbitrariness may be fixed if to
require that the operators pˆi should be self-adjoint.
Let us calculate the commutator
[
xˆiDb, xˆ
j
Db
]
= iθωij (x)−
θ2
2
ωkl∂kω
ij∂l −
iθ3
8
ωnkωml∂n∂mω
ij∂k∂l. (111)
Using the eqs. (110) and supposing the normal ordering between coordinate and momen-
tum operators, i.e., all xˆiDb should stay on the left from pˆ
Db
i , one can see that right hand
side of the first commutator can be represented as[
xˆiDb, xˆ
j
Db
]
= iθωˆijDb = iθωˆ
ij (xˆDb) + iθωˆ
ij
co
(
xˆDb, pˆ
Db
)
, (112)
where
ωˆijco
(
xˆDb, pˆ
Db
)
=
iθ2
3
ωnk∂kω
ml∂n∂mω
ij (xˆDb) pˆ
Db
l +O
(
θ3
)
, (113)
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stands for quantum corrections to ωˆij (xˆDb), that are needed to make the algebra (2)
consistent i.e., obeying the sufficient condition. Note that due to dependence of ωˆijDb on
operators of momenta pˆDb, the operators of coordinates xˆiDb do not form the subalgebra
anymore, like it was stated in the beginning (1).
This problem can be solved, introducing the quantum corrections to the coordinate
operators
xˆi = xˆiDb + xˆ
i
co, (114)
where operator xˆico should be chosen in the way to cancel the dependence of the commu-
tator between coordinates (114) on momenta, i.e.,[
xˆiDb + xˆ
i
co, xˆ
j
Db + xˆ
j
co
]
= iθωˆijq (xˆDb + xˆco) . (115)
Since corrections (113) starts from the second order in θ and are of first order in derivatives
pˆDbl = −i∂l in this order, the corrections xˆ
i
co to the operators of coordinates xˆ
i
Db should
start from the third order in θ and be quadratic in derivatives to cancel contribution from
ωˆijco
(
xˆDb, pˆ
Db
)
, i.e.,
xˆico = −iθ
3Γilm1 (x) ∂l∂m +O
(
θ4
)
.
Therefore we write for the coordinate operators
xˆi = xi +
iθ
2
ωil∂l − θ
2Γilm∂l∂m − iθ
3
(
Γilmn∂l∂m∂n + Γ
ilm
1 ∂l∂m
)
+O
(
θ4
)
. (116)
The commutator between these operators reads
[
xˆi, xˆj
]
= iθωˆij (xˆ) +
iθ3
3
ωnk∂kω
ml∂n∂mω
ij∂l + iθ
3Γ
[ij]l
1 ∂l +O
(
θ4
)
. (117)
That is, if to choose Γilm1 obeying the equation
Γ
[ij]l
1 = −
1
3
ωnk∂kω
ml∂n∂mω
ij, (118)
with a solution
Γijk1 =
1
6
ωnl∂lω
mk∂n∂mω
ij +
1
6
ωnl∂lω
mj∂n∂mω
ik, (119)
the eq. (117) takes the form [
xˆi, xˆj
]
= iθωˆij (xˆ) +O
(
θ4
)
. (120)
We see that new operators of coordinates xˆi with coefficients Γijk1 defined in (119) form
the subalgebra (120). It should be noted that the construction of the corrections xˆico in the
next order in θ will also require the corrections ωˆijco (xˆ) to the operator ωˆ
ij (xˆ). However,
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these corrections will depend only on xˆi. In this case, the expressions for both xˆi and
ωˆijq (xˆ) = ωˆ
ij (xˆ) + ωˆijco (xˆ) coincide with corresponding expressions from [17]. This fact
admits us to define a star product on the algebra (1) by the standard rule,
f (xˆ) g (xˆ) = (f ⋆ g) (xˆ) , (121)
where
(f ⋆ g)(x) = f (xˆ) g(x) = fg +
iθ
2
∂ifω
ij∂jg (122)
−
θ2
4
[
1
2
ωijωkl∂i∂kf∂j∂lg −
1
3
ωij∂jω
kl (∂i∂kf∂lg − ∂kf∂i∂lg)
]
−
iθ3
8
[
1
3
ωnl∂lω
mk∂n∂mω
ij (∂if∂j∂kg − ∂ig∂j∂kf)
+
1
6
ωnk∂nω
jm∂mω
il (∂i∂jf∂k∂lg − ∂i∂jg∂k∂lf)
+
1
3
ωln∂lω
jmωik (∂i∂jf∂k∂n∂mg − ∂i∂jg∂k∂n∂mf)
+
1
6
ωjlωimωkn∂i∂j∂kf∂l∂n∂mg
+
1
6
ωnkωml∂n∂mω
ij (∂if∂j∂k∂lg − ∂ig∂j∂k∂lf)
]
+O
(
θ4
)
.
For more details of this construction see [17].
8 Trace functional
To formulate the QM on noncommutative spaces we also need an expression for the trace
functional on the algebra with a star product, i.e., a functional Tr (f) =
∫
Ω (x) f (x) ,
where Ω (x), is an integration measure, satisfying
Tr (f ⋆ g)− Tr (fg) = 0. (123)
The condition (123) implies the cyclic property of trace. The existence of a trace functional
for the Kontsevich star-product related to a Poisson bi-vector ωij was proven in [20]. The
recursive procedure for the construction of a trace was proposed in [21], which consists in
the following steps. First to find a function µ (x) such that
∂i
(
µωij
)
= 0, (124)
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and to define the measure as Ω (x) = dNxµ (x) , that is,
Tr (f) =
∫
dNxµ (x) f (x) . (125)
Note that if detωij 6= 0, a natural integration measure is Ω (x) = dxN/
√
|detωij(x)|.
Then, using the gauge freedom in the definition of the star product [15] to construct a
new star product
f ⋆′ g = D−1 (Df ⋆ Dg) , (126)
choosing a gauge operator D in such a way that the condition (123) holds true for this
new product. Because one may verify that (123) is not satisfied for the star-product (122),
defined in the previous section. In particular, substituting (122) in (123) for two arbitrary
functions f and g vanishing on the infinity, in the second order in θ in the left hand side
of (123) one gets
−
θ2
4
∫
dNxµ (x)
[
1
2
ωijωkl∂i∂kf∂j∂lg −
1
3
ωij∂jω
kl (∂i∂kf∂lg − ∂kf∂i∂lg)
]
(127)
Integrating this expression by parts on f and g and using (124) we rewrite it as
θ2
12
∫
dNx∂if∂l
(
µωij∂jω
lk
)
∂kg, (128)
where the matrix ∂l
(
µωij∂jω
lk
)
is symmetric, i.e.,
∂l
(
µωij∂jω
lk
)
= ∂l
(
µωkj∂jω
li
)
, (129)
due to the JI and (124). The expression (128) is different from zero.
Due to (128) and (129) we search the gauge operator D in the form
D = 1 + θ2bik∂i∂k +O
(
θ3
)
. (130)
In this case the new star product reads
f ⋆′ g = f ⋆ g − 2θ2bik∂if∂kg +O
(
θ3
)
. (131)
The condition (123) for the star product (131) in the second order implies that
θ2
12
∂if∂l
(
µωij∂jω
lk
)
∂kg − 2θ
2µbik∂if∂kg = 0. (132)
That is,
bik =
1
24µ
∂l
(
µωij∂jω
lk
)
. (133)
We conclude that given a Poisson bi-vector ωij and a function µ (x) obeying (124), the
modified star product (131) admits the trace (125).
26
9 Quantization scheme and examples
Now we have all necessary tools to define the consistent noncommutative quantum me-
chanics.
The Hilbert space is determined as a space of complex-valued functions which are
square-integrable with a measure Ω (x).
The internal product between two states ϕ (x) and ψ (x) from the Hilbert space is
defined as
〈ϕ| ψ〉 = Tr (ϕ∗ ⋆′ ψ) . (134)
The action of the coordinate operators xˆi on functions ψ(x) from the Hilbert space is
defined through the modified star product (131), for any function V (x) one has
V (xˆ)ψ(x) = V (x) ⋆′ ψ(x). (135)
The definitions (134) and (135) means that the coordinate operators are self-adjoint with
respect to the introduced scalar product:
〈xˆiϕ|ψ〉 = Tr
((
xi ⋆′ ϕ
)
∗
⋆′ ψ
)
= Tr
(
ϕ∗ ⋆′
(
xi ⋆′ ψ
))
= 〈ϕ|xˆiψ〉. (136)
The momentum operators pˆi are fixed from the condition that they also should be
self-adjoint with respect to (134). One of the possibilities is to choose it in the form
pˆi = −i∂i −
i
2
∂i lnµ (x) . (137)
One can easily verify that in this case 〈pˆiϕ| ψ〉 = 〈ϕ| pˆiψ〉 .
The choice (137) for the representation of the momentum operators imply that they
commute: [pˆi, pˆj] = 0. The commutator between xˆ
i and pˆj is
[
xˆi, pˆj
]
= iδij −
iθ
2
(
∂jω
il (xˆ) pˆl + i∂j
(
ωil∂l lnµ
)
(xˆ)
)
+O
(
θ2
)
. (138)
That is, as it was stated in the beginning the complete algebra of commutation relations
involving xˆi and pˆj is a deformation in θ of a standard Heisenberg algebra.
9.1 Free particle
As an example we consider the eigenvalue problem for the Hamiltonian
Hˆ =
1
2
pˆipˆ
i, (139)
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describing a free particle. In this case (139) takes the form
Hˆ = −
1
2
(
∂i +
1
2
∂i lnµ (x)
)2
, (140)
The eigenstates of this Hamiltonian are
ψ = e−ikix
i
µ(x)−
1
2 , (141)
with eigenvalues
E =
1
2
kik
i, (142)
where ki are the eigenvalue of momenta pˆi. We see that the spectrum of energy E is non-
negative and continuous like in undeformed case, however the eigenstates differ from the
plane wave on the commutative space by the factor µ(x)−
1
2 , which may lead to different
phenomenological consequences studying the processes of scattering of plane waves on
curved noncommutative spaces.
9.2 Three-dimensional isotropic harmonic oscillator
It should be noted that the quantum mechanical scale of energies is rather different from
the Planck scale, therefore from the physical point of view it is useless to look for the
effects caused by the noncommutativity in QM. However some important properties like
preservation of symmetries and corresponding consequences can be studied already in QM.
In particular, it is well known fact that the canonical noncommutativity, [xˆi, xˆj] = iθij ,
breaks the rotational symmetry of a particle in a central potential, which removes the
degeneracy of the energy levels [22] over the magnetic quantum number m. This fact
leads to the bounds of noncommutativity. The same logic remains in the field theory [2].
We will show here that the noncommutativity can be introduced in a way to preserve the
symmetries and the corresponding degeneracy.
Let us consider three-dimensional isotropic harmonic oscillator described by the Hamil-
tonian
Hˆ =
pˆ2
2
+
ω2
2
rˆ2. (143)
where r2 = x2 + y2 + z2. And let us choose the external antisymmetric field in a way
to preserve the rotational symmetry of the system, ωij(x) = εijkxk. The corresponding
algebra of noncommutative coordinates is the algebra of fuzzy sphere [23],[
xˆi, xˆj
]
= iθεijkxˆk. (144)
Note that the rotationally invariant NC space can be obtained as a foliation of fuzzy
spheres [24].
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One may see that any function µ(r2) obeys the equation (124):
∂i
(
µ(r2)εijkxkf
(
r2
))
= 0,
and can be chosen as a measure to define a trace functional. For simplicity we set µ (x) =
1. So, the momentum operators are just derivatives pˆi = −i∂i. The specific choice of the
external field implies that the coordinate operators transform as a vectors under rotations:[
Li, xˆ
j
]
= iεijkxk, (145)
where Li = −iεijkxj∂k is the angular momentum operator. That is, the rotational sym-
metry of (143) will be conserved, preserving the degeneracy of the energy spectrum over
the magnetic quantum number m. The Hamiltonian can be written as
Hˆ = −
1
2
∆ +
ω2
2
r2⋆′ = −
1
2
∆ +
ω2
2
r2 +
θ2ω2
24
L2 +O
(
θ4
)
, (146)
where L2 = L2x + L
2
y + L
2
z is the the orbital momentum. We use the usual perturbation
theory to calculate the leading corrections to the energy levels,
∆ENCn =
〈
ψ0
∣∣∣∣θ2ω224 L2
∣∣∣∣ψ0
〉
=
θ2ω2l(l + 1)
24
, (147)
where |ψ0〉 = Rnl(r)Y
m
l (ϑ, ϕ) is the unperturbed wave function, corresponding to the
energy En = ω
(
n + 3
2
)
, here n is a principal quantum number and l is the azimuthal
quantum number. The corresponding nonlocality is given by
∆x∆y ≥
θ2
4
|m| , (148)
where m = −l, ..., l and l = 0, 1, ..., n. That is, the more the energy of the system the
more the nonlocality.
10 Conclusions and perspectives
In conclusion we would like to overview some perspectives of the present activity. As
it was stated in the introduction our aim is to construct the consistent quantum field
theory on noncommutative spaces of general form. In this connection the next step is to
construct a relativistic generalization of the proposed nonrelativistic quantum mechanics.
If the external field ωρσ(x) transforms as a two tensor with respect to a Lorentz group, e.g.,
ωρσ(x) = ερσλxλf(x
2) in (2 + 1) dimensions, the operators xˆρ = xρ + iθ/2ωρσ∂σ + O (θ
2)
and pˆρ = −i∂ρ − i∂ρµ (x) will transform as vectors. This fact may be used to construct
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relativistic wave equations on coordinate dependent NC space-time. In particular, the
free noncommutative Klein-Gordon equation can be written as[(
∂ρ −
1
2
∂ρ lnµ
)2
−m2
]
Φ = 0. (149)
This equation is covariant under Lorentz transformation. The action leading to the equa-
tion (149) is
Sfree =
∫
dNxµ (x)
[
1
2
(pˆρΦ)
∗ ⋆′ (pˆρΦ) +
m2
2
Φ∗ ⋆′ Φ
]
. (150)
One may also add the interaction term to this action, e.g.,
Sint =
λ
4!
∫
dNxµ (x) Φ∗ ⋆′ Φ ⋆′ Φ ⋆′ Φ∗, (151)
and to study the corresponding quantum theory. Different questions may be addressed
here like unitarity and renormalizability. An important problem here is to describe the
physical mechanism which define the external field ωρσ(x).
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A Integrability condition for the Darboux coordi-
nates
Let us consider the eq. (68). In section 4 it was shown that integrability condition for this
equation in the first two orders in θ is satisfied as a consequence of the Jacobi identity
(10) for the symplectic structure Ωµν . Suppose that the solution of (68) was found up to
the (n− 1)-th order. Here we will prove that the integrability condition (70) in the n-th
order is exactly Jacobi identity (10) in the n-th order. Let us write
L =
n−1∑
m=1
Ω0αβ∂β
[
∂ση
n−m
µ Ω
0
σρ∂ρη
m
ν + ∂ση
n−m
µ Ω
m
σν + Ω
n−m
µσ ∂ση
m
ν
]
(152)
+
n−2∑
m=1
n−m−1∑
k=1
Ω0αβ∂β
(
Ωn−m−kσρ ∂ση
k
µ∂ρη
m
ν
)
+ cycl.(αµν).
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Using JI (40) in the first line of (152) one rewrites L as
L = (153)
n−1∑
m=1
[
∂ση
m
µ Ω
0
ρσ∂ρ
(
∂βη
n−m
ν Ω
0
βα + Ω
0
νβ∂βη
n−m
α + Ω
n−m
να
)
− Ωmµσ∂σ
(
∂βη
n−m
ν Ω
0
βα + Ω
0
νβ∂βη
n−m
α
)]
+
n−2∑
m=1
n−m−1∑
k=1
[
Ω0αβ∂βΩ
n−m−k
σρ ∂ση
k
µ∂ρη
m
ν + ∂ση
k
µΩ
n−m−k
ρσ ∂ρ
(
Ω0νβ∂βη
k
α + Ω
0
βα∂βη
k
ν
)
−∂ση
m
µ
(
Ωn−m−kαβ ∂βΩ
k
σν + cycl.(ασν)
)]
+ cycl.(αµν).
Then, taking into account the eq. (68) in the first line of (153) we represent it in the form
L =
n−1∑
m=1
Ωmµσ∂σΩ
n−m
να +
n−2∑
m=1
{
∂ση
m
µ Ω
0
ρσ∂ρ
(
∂βη
n−m
ν Ω
0
βα + Ω
0
νβ∂βη
n−m
α + Ω
n−m
να
)
+
n−m−1∑
k=1
[
Ωmµσ∂σ
(
∂βη
n−m−k
ν Ω
0
βγ∂γη
k
α
)
+ Ω0αβ∂βΩ
n−m−k
σρ ∂ση
k
µ∂ρη
m
ν
+∂ση
m
µ Ω
n−m−k
ρσ ∂ρ
(
∂βη
k
νΩ
0
βα + Ω
0
νβ∂βη
k
α + Ω
k
να
)]}
+
n−3∑
m=1
n−m−2∑
k=1
n−m−k−1∑
l=1
Ωmµσ∂σ
(
Ωn−m−k−lβγ ∂βη
l
ν∂γη
k
α
)
+ cycl.(αµν).
Using the JI in the second term of the second line and also the eq. (68) for n = 1, we
have
L =
n−1∑
m=1
Ωmµσ∂σΩ
n−m
να +
n−2∑
m=1
∂ση
m
µ Ω
0
ρσ∂ρ
[
∂βη
n−m
ν Ω
0
βα + Ω
0
νβ∂βη
n−m
α + Ω
n−m
να
+
n−m−1∑
k=1
(
Ωn−m−kµβ ∂βη
k
ν + Ω
n−m−k
βν ∂βη
k
µ
)]
+
n−3∑
m=1
n−m−2∑
k=1
∂ση
m
µ Ω
k
ρσ∂ρ
{(
Ω0νβ∂βη
n−m−k
α + Ω
0
βα∂βη
n−m−k
ν + Ω
n−m−k
να
)
+
n−m−k−1∑
l=1
(
∂βη
l
νΩ
n−m−k−l
βα + Ω
n−m−k−l
νβ ∂βη
l
α
)}
+ cycl.(αµν).
We will need the following Lemma:
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Lemma 4 The identities
M = (154)
n−3∑
m=1
n−m−2∑
k=1
n−m−k−1∑
l=1
[
∂ση
m
µ Ω
0
ρσ∂ρ
(
∂βη
l
νΩ
n−m−k−l
βγ ∂γη
k
α
)
+∂ση
m
µ Ω
k
ρσ∂ρ
(
∂βη
n−m−k−l
ν Ω
0
βγ∂γη
l
α
)]
+
n−4∑
m=1
n−m−3∑
k=1
n−m−k−2∑
l=1
n−m−k−l−1∑
p=1
∂ση
m
µ Ω
p
ρσ∂ρ
(
∂βη
l
νΩ
n−m−k−l−p
βγ ∂γη
k
α
)
+ cycl.(αµν) = 0,
and
N =
n−2∑
m=1
n−m−1∑
k=1
∂ση
m
µ Ω
0
ρσ∂ρ
(
∂βη
n−m−k
ν Ω
0
βγ∂γη
k
α
)
+ cycl.(αµν) = 0. (155)
hold true.
Proof. One can verify that
n−3∑
m=1
n−m−2∑
k=1
n−m−k−1∑
l=1
∂ση
m
µ Ω
0
ρσ∂ρ
(
∂βη
l
νΩ
n−m−k−l
βγ ∂γη
k
α
)
+ cycl.(αµν) = (156)
n−3∑
m=1
n−m−2∑
k=1
n−m−k−1∑
l=1
[
∂ση
m
µ Ω
0
ρσ∂βη
l
ν∂ρΩ
n−m−k−l
βγ ∂γη
k
α + ∂ση
m
µ Ω
k
ρσ∂ρ
(
∂βη
n−m−k−l
ν Ω
0
βγ∂γη
l
α
)]
+ cycl.(αµν).
Also using (40) one can see that
n−3∑
m=1
n−m−2∑
k=1
n−m−k−1∑
l=1
∂ση
m
µ Ω
0
ρσ∂βη
l
ν∂ρΩ
n−m−k−l
βγ ∂γη
k
α + cycl.(αµν) = (157)
n−4∑
m=1
n−m−3∑
k=1
n−m−k−2∑
l=1
n−m−k−l−1∑
p=1
∂ση
m
µ Ω
p
ρσ∂ρ
(
∂βη
l
νΩ
n−m−k−l−p
βγ ∂γη
k
α
)
+ cycl.(αµν).
Substituting the right-hand side of the eq. (157) in the right hand side of the eq. (156)
one finds that (154) holds true. The proof of (155) is straightforward.
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The sum L+M +N using the eq. (68) for n = 2 can be written as
L+M +N =
n−1∑
m=1
Ωmµσ∂σΩ
n−m
να +
n−3∑
m=1
∂ση
m
µ Ω
0
ρσ∂ρ
{
Ω0νβ∂βη
n−m
α + Ω
0
βα∂βη
n−m
ν + Ω
n−m
να
+
n−m−1∑
k=1
(
Ωn−m−kµβ ∂βη
k
ν + Ω
n−m−k
βν ∂βη
k
µ + ∂βη
n−m−k
ν Ω
0
βγ∂γη
k
α
)
+
n−m−2∑
k=1
n−m−k−1∑
l=1
∂βη
l
νΩ
n−m−k−l
βγ ∂γη
k
α
}
+
n−4∑
m=1
n−m−3∑
k=1
∂ση
m
µ Ω
k
ρσ∂ρ
{
Ω0νβ∂βη
n−m−k
α + Ω
0
βα∂βη
n−m−k
ν + Ω
n−m−k
να
+
n−m−k−1∑
l=1
(
Ωn−m−k−lνβ ∂βη
l
α + Ω
n−m−k−l
βα ∂βη
l
ν + ∂βη
n−m−k−l
ν Ω
0
βγ∂γη
l
α
)
+
n−m−k−2∑
l=1
n−m−k−l−1∑
p=1
∂βη
l
νΩ
n−m−k−l−p
βγ ∂γη
k
α
}
+ cycl.(αµν).
Again using eq. (68) we end up with
L+M +N =
n−1∑
m=1
Ωmµσ∂σΩ
n−m
να .
Since M = N = 0 due to Lemma 4, the integrability condition (70) has the form
Ω0µσ∂σΩ
n
να +
n−1∑
m=1
Ωmµσ∂σΩ
n−m
να + cycl.(µνα) = 0,
which is exactly Jacobi Identity (10) in the n-th order.
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