We are interested in some properties of massively parallel computers that we model by nite automata connected together as a 2-dimensional grid. We wonder whether it is possible to anticipate a possible appearance of a deadlock in such nets. Thus, we look for e cient algorithms to predict whether deadlocks can appear in grids of bounded size. From the point of view of worst-case complexity, we prove that this problem is NPcomplete whereas it is quadratic for linear structures. The method we use is a reduction from a tiling problem. We also prove that this problem, associated with a natural probability distribution on its instances, is RNP-complete (Random NP-complete) in the theory proposed by Levin and Gurevich. Very few randomized problems are known to be RNP-complete. Under classical complexity hypotheses, this result proves that there does not exist any algorithm that solves this problem e ciently on average case. We present others extentions of our results for di erent planar underlying communication graphs, and we present a 2 -complete problem for networks with inputs.
Introduction
In this paper, we are interested in some properties of massively parallel computers. These computers use a great number of processors connected together by a communication network. A large class of such machines is built in a modular way by connecting identical cards together. Hence, we can obtain in nitely many di erent machines from copies of a given card. These machines may only di er by the number of cards and by the topology underlying their connections. We model these machines by a 2-dimensional grid on the vertices of which we put identical copies of a nondeterministic nite automaton. These copies may communicate with each others through the edges of the grid.
We are mainly interested in the anticipation of a possible appearance of deadlock in such nets. A.-C. Fabret and A. Petit proved in 9] that the deadlock problem is undecidable on grids: there is no algorithm that, given a nite automaton, decides whether all grids of size n n constructed with this automaton, are deadlock free.
Although this undecidability result is very informative on the behavior of these nets, we rarely work on su ciently large machines to consider that processors are available in an unlimited number. That is why we decided to study the appearance of deadlocks from a complexity point of view. Thus, we wonder if there exist e cient algorithms to predict whether deadlocks can appear in grids of bounded size. As far as worst-case complexity is concerned, our main result is the NP-completeness of this problem (better formalized in Section 3). This result can be compared with quadratic algorithms on linear structures and with particular cases studied in 1]. In order to prove this result, we construct a reduction from a tiling problem.
Even if it is interesting to know that a problem is NP-complete, this kind of result does not implies that the considered problem is practically di cult to solve since there may exist algorithm e cient on the average to solve them. When a \natural" probability is de ned on the set of instance, one obtains a randomized problems. Once randomized, many NP-complete problems are polynomial in the average case. We prove that under classical complexity hypotheses, our deadlock problem is di cult in the average. More precisely, we prove that it is RNP-complete (Random NP-complete) in the theory proposed by Levin in 13] and exposed by Gurevich in 12] . Very few randomized problems are known to be RNP-complete because conditions needed are very strict and because it is di cult to handle the notion of polynomial reductions between randomized problems. We give a hint of the proof of our RNP-completeness result in Section 5. Our basic construction (presented in Section 3) can be slightly transformed to get analog results for other models. A weaker version of our work is that our theorems remains true for n-dimensional grids where n 2. In our section 4 we present some other possible communication graph such as torus, or hexagonal tessellations of the plane. Our result is unchanged on these structures. We also study other models where networks make their computations on an input which is given on the bottom row of the grid. In these cases, our problems are more di cult, since they are 2 or 2 complete in the polynomial hierarchy.
The paper is organized as follows: In Section 2, we explain our computational model and recall brie y the theory of tilings. Then, we explain in Section 3 our reduction and give a detailed proof of our main result. Section 4 is devoted to extensions of our result to other models, and Section 5 deals with average case complexity.
Models
We present below our formalization for nets of automata. We discuss a few variants and explain how they interact with our result in order to justify the robustness of our work. We then present brie y tile sets, that will be extensively used in our proofs.
Nets
In all this paper we consider models of parallel computers, the processors of which are placed on a grid (or on a torus, see also Section 4). We model the elementary machine by a nondeterministic communicating nite automaton. Given such a nite automaton A, we shall denote by G A (n) the grid of size n n formed by copies of A connected to their 4 neighbors. We need now to de ne more precisely the communication model. Each node of the grid has 4 neighbors, and thus 4 channels of communication; it can recognize which channel is used. These channels are twoways and the automaton may perform in parallel an emission and a reception of a message. All communications are supposed to synchronize two neighbor cells, since the emission of a message does not end before the message is received, and reciprocally, if an automaton tries to receive a messages, then it waits until its reception. Thus we consider two communication primitives: emit(D,a) which means that the value a is emitted in the direction D. As we only consider nite state automata, a belongs to a nite set and thus we could also consider that, between two cells, there exists a nite number of channels on which signal are emitted without carrying any value. For the sake of simplicity, we chose to consider that a message is emitted.
receive(D,x) which means that the value emitted by the neighbor located in the direction D will be associated to the formal variable x. In the following, x can be tested by the automaton (eg. if x=a then ... else ...) Beware that if an automaton successively performs emit(N,a) ; receive(N,x) while its North neighbor performs emit(S,b) ; receive(S,y) then a deadlock arises: the computation is stopped forever. If one of these two automata had rst tried to receive and then to emit, the computation would have go on without deadlock. In another hand, automata may also perform communications in parallel (channels are two-ways) thus emit(N,a) // receive(N,x) and emit(S,b) // receive(S,y) do not create a deadlock.
Border cells of a grid do not have 4 neighbors. We assume that, when they send an information in a \wrong" direction, then the information is lost and the communication terminates. When they wish to receive an information from this direction, we consider that it receives immediately a special message !. This message is reserved for communication at the borders. Thus automata can test whether they are located on a border or a corner of the grid.
A global clock is not needed. We consider that there exists a local time for each automaton and thus, they are synchronized only by communications. The issue of synchonicity is often discussed in the case of cellular automata but it is of no great interest in our case.
Tilings
A tile is a square the sides of which are colored. Colors belong to a nite set C called the color set. A set of tiles is a subset of C 4 . All tiles have the same (unit) size. A tiling of the plane is valid if and only if all pairs of adjacent sides have the same color. Note that it is not allowed to turn tiles. Berger proved in 1966 that Given a tile set, it is undecidable whether this tile set can be used to tile the plane 3]; a simpli ed proof was given in 1971 by Robinson 16] .
We can also de ne nite tilings. We assume that the set of colors contains a special \blank" color and that the set of tiles contains a \blank" tile i.e. a tile whose all sides are blank. A nite tiling is an almost everywhere blank tiling of the plane. If there exist two integers i and j such that all the non-blank tiles of the tiling are located inside a rectangle of size i j, then, we say that the size of the nite tiling is lower than i j. Note that inside the i j rectangle, there can be blank and non-blank tiles. If there is at least one non-blank tile, then the tiling is called non-trivial.
Another undecidability result can be proved simply by using a construction presented by Robinson in 16] which reduces the undecidability of the halting problem for Turing Machines into it: given a tile set with a blank tile, it is undecidable whether this tile set can be used to form a valid nite non-trivial tiling of the plane.
In the following, we are mainly interested in complexity results; we shall construct our reductions from the following problem, proved NP-complete by Lewis in 14]: finite-tiling Instance: A nite set C of colors (jCj = c) with a blank color. A tile set C 4 containing the blank tile. Question: Does a nite non-trivial tiling of the plane by of size lower than c c exists? As usual in complexity theory, we can change the bound of the size of the tiling and thus ask for a (P(c) P(c)) tiling where P is any polynomial. We present in Section 5 an average case complexity result concerning tilings.
Our complexity result
We focus in this paper on the deadlock problem: given an automaton A, can we verify that any net G A (n) is deadlock free? If we assume that parallel computers consists of a grid of Turing machines that may communicate, then with only two connected Turing machines, the deadlock problem is obviously undecidable. We prefer to work on models for SIMD computers rather than for MIMD. We also impose that the net is uniform i.e. that all nodes contain a copy of the same machine. Of course, our results are more interesting and di cult when the model is more restrictive. They easily generalize to less restrictive models, and even to MIMD machines. A.-C. Fabret and A. Petit proved in 9] that the following deadlock detection problem is undecidable: Instance: A nite automaton A Question: Does an integer n exists such that the grid G A (n) may lead to a deadlock?
Our work consists of a complexity study on the deadlock detection in planar families of nets and is inspired by the above result. Although the reduction presented in 9] used the halting problem of Turing machines, ours is based on tilings and can straight prove their undecidability theorem. We present below our main results: deadlock Instance: A nondeterministic nite automaton A (a denotes the number of its states), two integers n < a and t < a Question: Can a deadlock appear in the grid G A (n) before t time steps? deadlock-free Instance: A nondeterministic nite automaton aaa (a denotes the number of its states), two integers n < a and t < a Question: Can the grid G A (n) compute without deadlock during at least t time steps?
Theorem 1 Deadlock and deadlock-free are NP-complete.
The following of this section is devoted to the proof of this theorem. We rst prove that deadlock is NP-complete and we then explain how to modify the reduction in order to obtain the NP-completeness of deadlock-free.
In order to prove our result, we rst consider an instance of finite-tiling i.e. a tile set with a blank tile. Then we transform this tile set into a nondeterministic nite automaton A and two integers n and t such that a deadlock can appear in a grid G A (n ) before t time steps if, and only if there exists a nite non-trivial tiling of the plane by of size lower than c c. As it would be very long and tedious to give a formal speci cation of A , we present it in the form of a nondeterministic algorithm depending on . The reader can imagine that this algorithm is performed in parallel in all cells of a grid. In this algorithm we denote the North, South, East, and West neighbors by the letters N, S, E, and W. Some special states of the automaton are denoted by a color (black, red, pink, white, and green). For the sake of simplicity we assume that these states are ordered: black > green > white > red > pink. These colors are assumed not to belong to the color set of the tile set .
The algorithm performed by A .
Initialization.
Init-1 Communicate with your 4 neighbors in order to determine whether you are located in a (N, S, E, or W)-border, a (NE, SE, NW, or SW)-corner, or a central cell.
Init-2 Choose nondeterministically a tile out of to be associated with. If you are a North border, then you must choose a tile the North side of which is blank (resp. for other borders). If you are a North-East corner, then you must choose a tile the North and the East sides of which is blank (resp. for other corners). Gen-deadlock Generate a deadlock with your East neighbor.
We have decided not to give an exact description of the automaton that corresponds to this algorithm. It is almost everywhere very easy. The only non-trivial part is the deadlock generation which is rather straightforward: the corner sends to its East neighbor a special message that means \make a deadlock with me", and then one of them executes give a; take b and the other give b; take a.
Proof of Theorem 1. The two problems are clearly in NP since a nondeterministic Turing machine can simulate any possible computation of the grid within a time polynomially bounded by the size of A. The time limit t that is imposed in our problems, is not useful in our reductions since it will be clear at the end of the proof that if no deadlock appear at time 2n + 4, then there will never be any deadlock in the net. The reason for this bound is to ensure that the problems belong to NP.
Consider a grid G A (n). After the step \Init-1", each cell knows whether it is a border or a corner of the grid. After \Init-2", a tile of is associated to each cell, and the colors of the border sides of the grid are blank. Note that the choice for a tile on a border or corner cell is never empty since the tile set contains the blank tile that can always be chosen. Then after \Init-4", the associated colors are red in the SW corner, black, white or green everywhere else. If there is a tiling mismatch in one tile, then it is black. It is white if the associated tile is blank, else it is green. Since a tiling error concerns at least two tiles, then a black cell has always a black neighbor, except if the error concerns the SW corner which is red.
As all cells enter the same loop and are locally synchronized by the communication of step \Loop-1", then we shall use as local time the number of iteration of this loop.
From now on, only colored states will be considered in the algorithm and not the associated tiles. Let us now keep our attention to West border cells. Time step after time step, the red color propagate along the border until it reaches the NW corner. This corner is transformed in pink and this color propagates back on The behavior of the grid is illustrated by Figure 1 . Let us observe now all other cells of the grid (not in the West border). In this area, the black color propagates in all directions, whatever the surrounding colors may be. In a white surrounding, the green color propagates too, but if it is in competition with a black cell, then the black wins because the set of colors is ordered such that black > green > white. These cells are not in uenced by the red and the pink of the West column since white > red > pink. Hence if there is a black cell in this area, it will spread all over the grid (except the west column). If there is no black cell, then the green spreads.
Lemma 1 Consider the tiling obtained on the grid after step \Init-2". After 2n time steps, the right neighbor of the SW corner is black if, and only if there is a tiling error; it is white if the tiling is everywhere blank, it is green if the tiling is valid and non-trivial.
Proof of Lemma 1. Let us call the right neighbor of the SW corner the \special" cell. Assume that after step \Init-2" there is somewhere a tiling error. If the error is not in the West border, then it is clear that the black color will spread in the grid. The distance between the special cell and all other cells of the grid is 2n ? 1. Thus this cell becomes black before the step 2n. Note also that the farther cell is the NE corner, and if this corner is black, then so is one of its neighbors that is 1 step nearer. If after step \Init-2", the error is on the left border, then it will reach the second West column before being erased with the propagation of the red and pink colors. Thus the special cell is \informed" on time of any tiling error.
Assume now that the tiling is correct. Then, the green color will spread in the grid exactly as was spreading the black in the previous case. Thus after 2n steps, the special cell is green if and only if the tiling is valid and non-trivial.
Let us prove now that our construction is a reduction of finite-tiling into deadlock. The automaton A has just been constructed, we choose n = c for the size of the grid (c is the number of colors), we choose a time t = 2c + 4. Imagine that a nite non-trivial tiling of the plane of size c c exists. Then a possible evolution for the grid G A is that it chooses the tiles of this tiling. Then, after at most 2n time steps in the loop and at most 2 more communications for the initialization process, the special cell is green, the SW corner is pink, hence after 2 more communications, a deadlock appears between these two cells.
Reciprocally, if a deadlock appears in the net, it can only appear between the SW cell and the special one, since obviously the loop cannot generate a deadlock. Hence, the SW corner has a pink North neighbor and a green East one (the special cell). The North neighbor cannot be pink after less than 2n steps (see above). Thus if there had been a tiling error in the associated tiles, the special tile would have had time to become black. Hence the tiling formed by the chosen tiles is valid. It is also non-trivial, otherwise the special cell would have remained white. The obtained tiling is bordered by blank sides because the border cells have chosen their tiles under this restriction. Hence we can extend the tiling obtained on the grid into a nite non-trivial tiling of the plane of size at most c c.
The last point to prove is that the reduction is polynomial. The construction of A does not require any di cult computation, and its size is clearly a polynomial in the number of tiles which is itself bounded by c 
Improvements

Other nets
The condition that automata should be placed on a grid may be seem very restrictive since it is possible to construct other regular planar structures of communication. For instance, hexagonal tessellations of the plane may be considered. But we can generalize our result to any archimedean net. An archimedean net is a planar structure, forming a regular tiling of the plane. These tilings have been rst studied by Kepler in the 16th century. If copies of the same automaton are placed on the nodes of such structures, then a strong equivalence result between all these structures and the grid has been proved by Zs. R oka in 17]. As a corollary, our results still hold.
We also have the same result if the grid is replaced by a torus. In this case, there are no borders and all cells are identical. The tiling problem on a torus is NP-complete but references proposed by 10] are not correct. A proof can be found in 6]. The construction of our automaton has to be modi ed according to the following idea: we shall make all cells to elect a \pseudo-corner" that will act as the SW corner of our basic reduction. In order to do that, each cell will choose nondeterministically a tile of and a tile of a special tile set de ned in Figure 2 , for which we call \position" of a tile of 2 the pair (i; j). Note that this tile set depends on the size of the net. Now our algorithm is very similar to the proof of Theorem 1 beginning at step \Init-3". The di erences are that both the tiling components corresponding to and to are checked; the cell (0; 0) in the tiling will act as a the SW corner, and the border cells will be the (0; i)-cells of the component. The NW corner will be the cell (0; n). The end of the proof is exactly the same.
Nets with inputs and a 2 -complete problem
It is often natural to model the behavior of a parallel computer by a net of automata with an input given to the rst row of the grid. In our rst model, there was no input. Now we consider an input as a word over the binary alphabet, and at the beginning of the computation, its rst bit is sent to the leftmost cell of the rst row, the second bit to the second cell, etc. For this model, we give complexity results on the two following deadlock problems with inputs. Beware that the second problem is not the negation of the rst one.
deadlock-2
Instance: A nondeterministic nite automaton A (a denotes the number of its states), two integers n < a and t < a Question: Is it true that for all input word w, jwj < n, there exists an integer k, jwj < k < n such that the net G A (k) may lead to a deadlock?
deadlock-free-2
Instance: A nondeterministic nite automaton A (a denotes the number of its states), two integers n < a and t < a Question: Does an input word w exists (jwj < n) such that all nets G A (k), jwj < k < n lead to a deadlock?
Theorem 2 Deadlock-2 is 2 -complete and deadlock-free-2 is 2 -complete in the polynomial hierarchy.
In order to prove this result, we need to come back to tilings. The following problem is 2 -complete in the polynomial hierarchy (see 18]).
finite-tiling-2
Instance: A nite set C of colors (jCj = c) with a blank color, and a tile set C 4 containing the blank tile. Question: Does a correctly tiled row of at most c tiles exists (non-blank but with blank sides below and on both ends) such that it can not be extended in a nite non-trivial tiling of the plane?
Proof of Theorem 2. The reduction is almost the same as for Theorem 1. We reduce finite-tiling-2 into deadlock-free-2 using the second part of Theorem 1 (see the end of the proof). Concerning deadlock-2, we start from the negation of finite-tiling-2 with the rst reduction of Theorem 1. The only change needed is that the choices of tiles in the bottom row will be made accordingly to the input word.
These result can be generalized when the input is given bit after bit on the leftmost cell of the bottom row. The needed transformation can be found in 15].
Average case complexity results
The goal of this section is to prove that the deadlock detection problem in families of planar nets is not only di cult in the worst case but also in the average. Thus in this section, we use the notion of randomized problem where a probability distribution is associated to the inputs. The complexity class \Random NP" (RNP for short) was introduced by Leonid Levin in 1986 13] . He proposed a notion of reduction from a randomized problem into another which allowed him to present an RNPcomplete problem in the same paper. These notions have been discussed in more details and some other problems have been proved RNP-complete by Yuri Gurevich et al. in 11, 12, 4, 5] .
If a RNP-complete problem were in AP, then such would be all problems of RNP, hence RNP would be included in AP which is very unlikely. It would imply that problems solved in non-deterministic exponential time (NEXP) can be solved in deterministic exponential (DEXP) time (see 12]). Furthermore, there exists a subclass of problems in RNP(called at problems) that cannot be complete unless NEXP and DEXP are equal (see 2]). A problem is at if (x) 2 ?n ( > 0) for all instances x of su ciently large size n. This class of problems includes most probabilistic graphs problems and many others, such as a randomized version of sat. In most NP-complete problems, the number of positive and negative instances for inputs of great size are not comparable. It a problem is RNP-complete, then there are roughly as many positive and negative instance for inputs of a given size.
We do not present here the theory of RNP-completeness. A short introduction can be read in 8]; the reference paper is 12]. The basic idea, is that a reduction between randomized problems should not diminish too much the probability of a given instance. A su cient method for proving the RNP-completeness of a problem is the following:
1. prove that your problem is in NP and that its probability distribution is Ptime computable. 2. take a RNP-complete problem with a probability function 1 . 3. consider this problem only as an NP-complete problem and reduce it polynomially to your problem: your problem is proved NP-complete. Call the reduction function f. 4. prove that the image of 1 by f is P-dominated by the probability function of your problem. To understand the previous method, we need the following de nition:
De nition 1 Assume that A is our instance set, 1 ; 2 two probability distibutions on A, and that there exists a polynomial function p such that 8x 2 A; 2 (x):p(jxj) > 1 (x):
Then we say that 2 P-dominates 1 .
A function f from a set A to a set B transform the probability distribution into i (y) = X f(x)=y (x).
The following tiling problem has been proved RNP-complete by Leonid Levin in 1986 13]:
rand-finite-tiling Instance: A nite set C of colors (jCj = c) with a blank color, a collection 2 C 4 of tiles including a blank tile; a row R of non blank matching tiles, with blank sides above and on both ends of the row; an integer n coded in unary, n > j j, n > jRj (i.e. the word :R:1 n ).
Question: Is there an extension of the row R forming a nite non-trivial tiling of the plane of size at most jRj n? Probability: Consider any reasonable P-time computable encoding of tile sets.
We take a probability function corresponding to the following experiment: \choose n; choose a number of tiles lower than n, choose n tiles according to your favorite probability function; chose a length for the row lower than n, chose each tile one after another such that the current one matches the already chosen ones".
rand-deadlock
Instance: A nondeterministic nite automaton A (a denotes the number of its states); a word w over the alphabet f0; 1g, an integer n coded in unary, n > jwj and n > jAj (i.e. the word A:!:1 n ). Question: Can a deadlock appear in the grid G A (n) on the input word w before a time steps? Probability: Consider any reasonable P-time computable encoding automata denoted by c(A). We take a probability function proportional to 1 n 4 :2 jwj :2 jAj . This probability function corresponding to the following experiment: \choose an integer n according to the standard probability function (n) = Theorem 3 rand-deadlock is RNP-complete.
Proof. We use the same reduction as for the rst part of Theorem 1 and use the input word as in Theorem 2. The part of the proof that is speci c to RNP-completeness is the following: rst remark that rand-finite-tiling is RNP-complete even if the number of choices for each tile of the row is bounded by 2 (see 12]). Then remark that a choice of a letter of the input word w corresponds exactly through the reduction to the choice of a tile in the raw. This remark is su cient to prove that our reduction does not diminish too much the probability of a given instance: observe that in the probability distribution, the most \brutal" part is 1 2 jwj because the other factor correspond to the size of the automaton and the bounding integers that are polynomially dependent from the size of the tile set and the associated integer. Thus the critical part is the probability associated to the raw of tiles and to the word w which in the reduction depends on the row; If there is a choice for 2 di erent tile in the raw, then through the reduction, there is exactly 2 choices for the letter of w. Hence in both probability distributions, the factor corresponding for these choices is 1=2 jwj . Thus item 4 of the method is veri ed and rand-deadlock is RNP-complete. 6 
Conclusion
Our results reinforce the point of view that it is deeply di erent to organize parallel computers on a linear structure (such as Z) than on a planar one (Z 
