Recently the concept of adjoint modeling has been introduced in shallow water acoustics for solving inverse problems. Analytical adjoints have been derived for normal modes and for both the standard parabolic equation and Claerbout's wide-angle approximation ͑WAPE͒. This paper proposes the application of a semiautomatic adjoint approach that has been successfully applied in the past for multidimensional variational data assimilation in meteorological and climate modeling. Starting from a modular graph representation of the underlying forward model, a programming tool facilitates the generation and coding of both the tangent linear and the adjoint models. The potential of this numerical adjoint approach for the physical characterization of a shallow water environment is illustrated with two applications for geoacoustic inversion and ocean acoustic tomography using Claerbout's WAPE in combination with nonlocal boundary conditions. Furthermore, the adjoint optimization is extended to multiple frequencies and it is shown how a broadband approach can enhance the performance of the inversion process. For a sparse array geometry in particular, the generalization of the adjoint-based approach to a joint optimization across multiple frequencies is necessary to compensate for the lack of vertical sampling of the propagation modes. Results with test data synthesized from geoacoustic inversion experiments in the Mediterranean show that with the numerical adjoint approach the acoustic field, the sound speed profile in the water column and the bottom properties can be efficiently retrieved.
I. INTRODUCTION
Over the past two years the method of adjoint modeling has gained an increasing interest in the ocean acoustics community.
1-7 Adjoint models have been derived for normal modes, [1] [2] [3] [4] for the standard parabolic equation ͑SPE͒, 5, 6 as well as for Claerbout's wide-angle approximation ͑WAPE͒. 7 Basically the idea in the different adjoint applications is to produce the necessary corrections to the respective model inputs that cause mismatches between the observations and model predictions either by using the adjoint of a normal mode model or the adjoint of a PE forward model. The adjoint approach enables an exact gradient calculation of the cost function by means of which the number of modeling runs required for the inversion of an acoustic field can be significantly decreased. The derivation of the adjoint in these cases is generally accomplished by an analytical transformation of the governing differential or integral equations in the continuous domain [1] [2] [3] 6, 7 or by manipulation of the corresponding finite difference matrices, 5 respectively.
In this context the present paper proposes a numerical approach for semiautomatic adjoint generation on the basis of a modular graph methodology. Starting from the modular graph, a process and data flow diagram which describes the underlying acoustic model, an algorithmic tool ͑YAO͒ 8 facilitates the generation and coding of both the tangent linear and the adjoint models. This allows a higher degree of complexity in the physical model compared to the analytical case where the adjoint has to be derived by hand. The exact gradient information obtained by means of numerical differentiation with YAO is then used in combination with an efficient quasi-Newton gradient technique for large-scale boundconstrained or unconstrained optimization.
In the past the numerical adjoint approach has been successfully applied, e.g., for multidimensional variational data assimilation in meteorological and climate modeling, for variational data assimilation with several models in oceanography ͑three-dimensional modeling of phytoplankton growth͒, 12 and for land hydrology with the ISBA code of Météo-France. 13, 14 Here, the potential of this numerical adjoint approach is illustrated for the physical characterization of a shallow water environment with two applications in ocean acoustic tomography and geoacoustic inversion using Claerbout's WAPE and the Yevick and Thomson nonlocal boundary conditions ͑NLBC͒. 15 The analytical optimal control approach proposed in an earlier paper by the authors 7 is extended numerically to multiple frequencies and it is shown how a broadband approach can enhance the performance of the inversion process, especially for the case of a sparse receiver array spanning part of the water column. The very concept of multiple frequency adjoint-based inversion of a locally reacting impedance boundary condition for the standard PE was first presented analytically in Ref. 16 . Here, the multiple-frequency adjoint is generated numerically for Thomson's finite difference WAPE solver with NLBCs thus allowing a direct inversion of the embedded geoacoustic parameters of the bottom and the sound speed profile in the water column.
Following a general description of the automatic adjoint approach and the modular graph methodology in Sec. II, Sec. III introduces the PE propagation model and explains the corresponding modular graph decomposition. Details of the optimization technique that is applied in the remainder of the paper are given in Sec. IV. In particular, Sec. IV A deals with the definition of the cost function while Sec. IV B focuses on the minimization routines for bound-constrained and unbounded optimization. Section V starts with a short description of the experimental setup and environmental data collected during the YS94 trials in the Mediterranean sea, south of Elba island. The data are used as a shallow water test case to validate the numerical adjoint approach. The potential of this approach for the physical characterization of the south Elba site and other shallow water environments is illustrated for the two applications of ocean acoustic tomography ͑OAT͒ and geoacoustic inversion ͑GI͒ in Secs. V A and V B. An additional example combines the two applications and demonstrates the feasibility of geoacoustic inversion in the presence of an uncertain sound speed profile. Section VI concludes by discussing the advantages and limitations of the automatic WAPE-adjoint inversion and the possible extensions of this work.
II. AUTOMATIC ADJOINT MODELING

A. Adjoint formalism
Given an oceanic environment, a model G describing the acoustic propagation for a set of control variables ‫ۋ‬ G͑͒ and a cost function J which quantifies the fit between the model solution = G͑͒ and a corresponding set of observations, the gradient of the cost function with respect to the control variables can be evaluated as follows:
7,17,18
The linear operator GЈ is the so-called tangent linear model ͑TLM͒ and its adjoint GЈ * represents the adjoint model. With the gradient information thus obtained, the cost function can be efficiently minimized with respect to the control variables .
Both the tangent linear and the adjoint of the propagation model G can be obtained analytically from the governing differential equations by means of variational calculus. Alternatively, the model G can be described as the composition of a number of successive operations [18] [19] [20] 
The derivative GЈ can then be obtained by differentiation according to the chain rule
where, for each m , C m Ј is the linear operator obtained by differentiation of C m . The adjoint GЈ * of this product of operators is by definition the product of the adjoints, taken in reverse order
According to Eq. ͑4͒ the computation of GЈ * requires that the adjoints of the operations which make up G have to be performed in reverse order. In particular, if G represents the range marching solution algorithm of the propagation model, the operators C m may describe a succession of elementary range step integrations ͑in which case the corresponding adjoint integration will be performed backward in range͒. Likewise, the operations C m do not necessarily need to represent the full operator that marches the model forward in range, but equally well small fractions of the model, which in the following will be referred to as modules.
This modular decomposition of the propagation model by means of a modular graph and the respective adjoint calculation scheme is covered in greater detail in the next section. For a more detailed overview of the different adjoint approaches in general and their applications also in other related fields the reader is referred to Refs. 22-26 and the review.
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B. Modular graph approach
General concept
The modular graph concept presented in this section has its origins in general graph theory 28, 29 and is mainly based on the idea that it is much more efficient to decompose a complex problem into a set of simpler subproblems than to solve the full problem directly.
Rather than deriving the adjoint directly in the continuous domain by analytical transformation of the governing differential equations and subsequent programming of the adjoint code, 7 the operators C m in Eq. ͑2͒ can be viewed as representations of individual lines of the numerical code describing the propagation model.
Variables and syntax of the numerical code can either be identified automatically by means of code parsing, data flow analysis, and code assignment or, as described in the following, provided by the user in the form of a modular graph.
The so-called modular graph is a process and data flow diagram which describes the underlying acoustic model. It consists of a complete set of interconnected modules m, where the input of each module m n is provided by the output of its predecessors m p,pϽn ͑Fig. 1͒. In general, the first module m 0 provides the propagation model with the initial data and as such has no formal input variables x k whereas the last module simply calculates the cost function J and has no other output variables y j . The Lagrange multipliers, denoted here by ␣ j and ␤ k , are explained in greater detail in the next section.
There are no restrictions as to the size of each module; from a practical point of view the decomposition may depend on the module semantic. Each module represents a differentiable function, which may be a simple function or a complex one represented in turn by a subgraph. Especially, modifying the model, the cost function, or the adjoint at any time is straightforward due to the modular graph structure.
If the underlying model is properly decomposed by the user into a number of differentiable modules m, Eq. ͑4͒ in combination with the modular graph methodology presents a convenient way to generate the adjoint by encoding the local Jacobian and backpropagating the result to the preceding modules.
Lagrangian formalism
For the derivation of the reverse adjoint calculation scheme using Lagrangian formalism, M , I , O, and P shall denote in the following the complete sets of indices of all modules, module input variables, module output variables and module parameters of the system, respectively. One can then define three mappings
where X͑k͒ represents the index of the module for which k is the index of one of its input variables, Y͑j͒ the index of the module for which j is the index of one of its output variables, and W͑i͒ returns the corresponding index of the module for which i is the index of one of the module parameters. With these definitions the module m n can be formally defined as
This is the formal statement of the constraint that each output variable y j of a given module m n be defined as a function f j of the input variables ͑x k ͒ kX −1 ͑n͒ and the parameters ͑w i ͒ iW −1 ͑n͒ of that module. At the same time each input variable x k of the module m n is required to emanate from one and only one output variable of a preceding module m l,lϽn . This can be formally expressed as
The Lagrangian L of the system can then be defined as the cost function J measuring the fit between the model result and the observations subject to the two constraints formulated in Eqs. ͑8͒-͑10͒
The Lagrange multipliers ␣ j and ␤ k can thus be obtained via
The reverse calculation ͑backpropagation͒ of the Lagrange multipliers via Eqs. ͑14͒ and ͑15͒ is initiated at the last module for which ␤ k simply reduces to
Once all Lagrange multipliers ͕␣ j , ␤ k ͖ of the system are computed, the Lagrangian formalism allows the calculation of the local gradient of the cost function J with respect to any given model parameter w i as 
Based on this reverse modular graph formalism an algorithmic tool can thus facilitate the generation and coding of the adjoint of the complex acoustic propagation model in accordance with Eq. ͑4͒.
YAO, 8 the tool that is used in this work further provides several routines to test the validity of the local derivatives of the different modules, the cost function and an automatic validation can also be performed for the tangent linear and the adjoint model.
In terms of memory requirements, it is in principle necessary for the reverse computation of the adjoint to store the results of all the intermediary computations leading from to G͑͒ in memory since the coefficients of each linear operator C m Ј * depend on the results of the corresponding m-th step in the direct integration. 19 Alternatively, the values of the intermediary variables can be successively recomputed at each step of the reverse adjoint generation.
III. FORWARD MODEL
In continuation of the analytical optimal control approach introduced in Ref. 7 the acoustic propagation model G that is chosen to demonstrate the adjoint-based inversion approach for the physical characterization of a shallow water environment is the wide-angle PE due to Claerbout.
31-33 For a stratified medium with varying density ͑z͒, sound speed c͑z͒, and absorption loss ␣͑z͒ the wide angle PE can be obtained as
where k 0 = / c 0 is a reference wave number, N͑z͒ = n͑z͓͒1 + i␣͑z͔͒ and n͑z͒ = c 0 / c͑z͒ the refractive index. The field therein is related to the complex pressure p according to
The boundary condition at the water-bottom interface z b = H is determined by a discrete nonlocal impedance boundary condition that exactly transforms the PE problem having a transverse radiation condition at infinity, into an equivalent one in a bounded domain. Dividing the interval 0 → r + ⌬r into L + 1 intervals of width ⌬r, Yevick and Thomson 15 obtain the required impedance boundary condition
with the convolution coefficients g 1,j and
where 2 =4i / k 0 ⌬r, and the subscripts w and b indicate the water column and bottom, respectively. Further details of the NLBC derivation including algebraic expressions for the coefficients g 1,j are given in the Appendix. Equation ͑20͒ accounts for the total impedance jump ͑sound speed, attenuation, and density͒ encountered by waves that cross the lower boundary of the waveguide and allows the boundary value of the acoustic field at a given range-propagation step to be determined in terms of the history of boundary-field values for all previous range steps. 15 To summarize, the system of the wide-angle PE model including a Dirichlet boundary condition at the surface, an analytical Thomson's source term, 33, 34 and the nonlocal boundary condition at the bottom can be described as follows:
For convenience the notation for the NLBC is simplified here by dropping the range coordinate and using
In the following the control variables defined in Sec. II A will be determined by the sound speed profile in the water column c͑z͓͒via n 2 ͑z͒ = c 0 2 / c 2 ͑z͔͒ ͑OAT, see Sec. V A͒, the geoacoustic parameters ͕ b , c b , ␣ b ͖ of the sediment ͑GI, see Sec. V B͒, or a combination of both.
In contrast to the analytic control approach presented in Ref. 7 where it was necessary to introduce a generalized impedance boundary coefficient F͑r͒ in order to represent the complex convolution sum on the right-hand side of Eq. ͑20͒, the numerical adjoint approach enables direct inversion for the geoacoustic parameters.
A. Numerical implementation
The finite difference implementation of the direct problem given in Eq. ͑22͒ is an implicit Crank-Nicolson scheme. For the discretization in depth, an offset grid is used to avoid the need to compute the field along the top and bottom of the computational domain. The use of a heterogeneous finitedifference approximation of the variable-density operator in Eq. ͑18͒ further precludes the need for explicitly enforcing continuity of pressure and vertical particle velocity at any jump discontinuities in the medium properties. 33, 35 The NLBC in Eq. ͑20͒ is treated as a first order ODE in depth and as such integrated with respect to the depth z. 36 Multiplication of both sides by e −i␤z yields
and subsequent integration over the depth cell that is adjacent to the boundary at z b = H can be approximated 37 as
͑24͒
Multiplying both sides by e i␤H then gives
Substituting j ͑H −1/4⌬z͒ by ͓ j ͑H͒ + j ͑H −1/2⌬z͔͒ / 2 finally allows the calculation of the field on the boundary
͑27͒
Following the discretization of the direct WAPE system, the forward model can then be decomposed according to the modular graph concept described in Sec. II B. The resulting modular graph ͑Fig. 2͒ consists of 26 modules and is divided into four blocks ͑a͒-͑d͒, each of which can be further subdivided vertically and/or horizontally. Horizontal layering within a block indicates adjacent finite difference depth cells ͑z , z ± ⌬z͒ and vertical subdivision represents successive range steps ͑r − ⌬r , r͒. The blocks ͑a͒-͑d͒ represent four different dimensional spaces; block ͑a͒ mainly serves for the initialization of the environmental parameters ͓␣ w , w , c͑z͒ , n͑z͔͒ in the water column and the setup of the tridiagonal finite difference matrices ͑diaGt, DiaG͒, block ͑b͒ represents the actual range marching solution for the field in the water column via LU decomposition ͑res, ixu͒. 39 Blocks ͑c͒ and ͑d͒ represent the corresponding counterparts for the initialization ͑c͒ and calculation ͑d͒ of the field in the bottom in accordance with the NLBC ͓Eqs. ͑20͒, ͑21͒, ͑27͔͒. The dashed arrow further indicates that the module ͚ which represents the summation of the boundary-field to values in Eq. ͑27͒ depends on all the known values ͑history͒ of the source modules at previous range steps, not just on the actual value of the current instance. Compared to the analytical adjoint derivation in Ref. 7 , the modular-graph approach clearly allows for a more systematic and efficient treatment of complex, general structures such as those associated with the nonlocality ͑spatial memory͒ of the boundary condition.
Further technical details and a more comprehensive description of the modular decomposition of the WAPE system can be found in Ref. 40 .
IV. OPTIMIZATION ALGORITHM
A. Cost function
With YAO, the cost function is calculated automatically from the modules which are declared as cost modules ͑i.e., forecast state͒ and from the observations that are loaded from an external file
with the control parameters ͓ = ͕ b , c b , ␣ b ͖ in geoacoustic inversion and = c͑z͒ in ocean acoustic tomography͔, G the numerical model, and obs the observation. 
Using the formalism derived for the regularization of an adjoint-based optimization in Ref. 7 one may consider the application of a minimum norm criterion to the gradient of the control parameter ʈ ٌ ʈ 2 as a side constraint to the cost function to ensure maximum smoothness of the inverted solution.
An a priori estimate apr of the solution can also be included as an additional side constraint in the cost function. Hence, with the two side constraints, the quantity to be minimized 41, 42 becomes
where B represents the covariance matrix for the control parameter of the medium and ͑a , b͒ are the respective regularization parameters. In particular, if a prior measurement of the control parameter is available, e.g., in OAT a previous measurement of the sound speed profile ͓e.g., from a ͑CTD͒ cast͔ in the area under consideration, the cost functional in Eq. ͑29͒ forces the inverted profile to be close to this first guess.
A further extension of the cost function to multiple frequencies provides valuable additional observations especially in the case of sparse array observations and complex bottom conditions. 44, 45 Considering a model with m different frequencies f i , i =1, ... ,m and obs,i , i =1, ... ,m the corresponding observations at each frequency, the cost function in Eq. ͑28͒ becomes
and analogously for Eq. ͑29͒. The overall gradient of J is then obtained via
An extensive analytical treatment of multiple-frequency adjoint-based inversion of a locally reacting impedance boundary condition for the standard PE can be found in Ref. 16 .
B. Minimizer
With a cost function specified in Eqs. ͑28͒-͑31͒ the numerical implementation of the direct model described in Sec. III A can be differentiated using YAO in reverse mode to generate the adjoint code. Equation ͑17͒ then allows the computation of the gradient of the cost function with respect to the control variable . A Taylor test ensures that the derivatives generated with the adjoint code agree with the corresponding finite difference approximations for different directions of perturbation of the control variable. The minimization problem can be solved efficiently through the use of standard, iterative gradient methods, e.g., conjugate gradient or Newton-type methods. 43 The two routines M1QN3 and M2QN1 ͑Ref. 10͒ used here for the optimization process in the following sections are based on quasiNewton methods. As for any optimization by a gradient method, initial data has to be provided that are not too far from true solutions. For an initial guess too far from the true solution gradient methods may converge to a local minimum, especially if the cost function is nonconvex. 43 Routine M1QN3, a solver for large-scale unconstrained minimization problems implements the limited-memory quasi-Newton technique L-BFGS. 10, 11 The step-size is determined by means of the Fletcher-Lemaréchal algorithm, which in turn realizes the Wolfe conditions. Routine M2QN1, a solver of bound constrained minimization problems is designed to minimize functions depending on a small or medium number of variables x subject to bound constraints ͑a Ͻ = x Ͻ = b͒ and implements a quasi-Newton ͑BFGS͒ technique with line search. Both codes have been used in a number of applications in meteorology and oceanography, geophysical tomography, shape optimization, and seismic inversion.
V. INVERSION RESULTS
In order to demonstrate the performance of the semiautomatic, adjoint approach this section deals with the physical characterization of a shallow water environment through two types of inverse problems: ocean acoustic tomography ͑Sec. V A͒ and geoacoustic inversion ͑Sec. V B͒.
The Yellow Shark experiments, 44, 45 carried out in the Giglio basin off the west coast of Italy during the fall of 1994 ͑YS94͒, are used in the following as a realistic test case to validate the adjoint-based inversion technique. The geometric and acoustic parameters used as an input for the WAPE forward model are identical to one of the runs along the main transect of the experiment: the 9-km run on September 10, 1994. A 200-800-Hz frequency modulated signal was emitted from a sound source at 69.2-m depth; the water depth was 113.1 m. The transmitted signal was received on a vertical array ͑VRA͒ of 32 hydrophones 2-m spaced from 37.2-to 99.2-m depth. The acoustic fields are synthesized accordingly with the WAPE model using ocean sound speed profiles and bottom geoacoustic properties measured in situ. The bottom is modeled as described in Ref. 46 and consists of a 7.5-m thick clay sediment layer with a compression-speed gradient ͑ = 1.5 g cm −3 , c = 1470 m s −1 , g =2 s −1 , ␣ = 0.03 dB −1 ͒, and a homogeneous fluid halfspace modeling a silty-clay sediment ͑ = 1.8 g cm −3 , c = 1530 m s −1 , ␣ = 0.15 dB −1 ͒.
A. Ocean acoustic tomography
The ocean acoustic tomography ͑OAT͒ application considered in this section is particularly suitable for a shallow water environment since it takes into account the bottom conditions, i.e., sound interaction with the bottom is modeled correctly. OAT results are presented which were obtained with seven different source frequencies ͕200, 250, 315, 400, 500, 630, 800 Hz͖ and a VRA at a range of 1.5 km with three different configurations. For an efficient calculation of the overall gradient of the multiple-frequency cost function according to Eq. ͑32͒, the same finite difference grid is used for the forward and adjoint calculations at each frequency. The range and depth discretization steps ⌬r = 0.5 m and ⌬z = 0.2 m will be used for the GI applications in Sec. V B as well.
The inversion for the sound speed profile ͑SSP͒ is initialized with a piecewise linear analytical function. The ensemble average of all sound speed profiles measured within the vertical section during the acoustic transmissions is taken as the true profile whereas the ocean bottom is represented by the true geoacoustic properties obtained from sediment cores and through previous inversion of acoustic data using multitone matched-field and model-based matched filter processing. 44, 45 Figure 3 shows both the piecewise linear initial and the true profile versus depth, and the three VRA configurations used for the test; the source and the individual hydrophones are represented with small circles. Regularized OAT results are compared for a 56-element VRA ͑R 56 ͒ spanning the full water column with an aperture of 110 m and interelement spacing of ⌬h = 2 m, and VRAs of 32 ͑R 32 ͒ and 16 ͑R 16 ͒ hydrophones spanning an aperture of 62 m in the lower part of the column. These configurations were chosen to compare the 32-element array of the actual experimental setup, where both source and VRA were positioned below a welldeveloped thermocline, to a smaller array with the same aperture but with twice the hydrophone spacing and a larger array covering in full the water column.
The initial profile is continuous but only piecewise differentiable and differs significantly from the true profile ͑Fig. 3͒. Nevertheless, the estimated profiles are almost identical with the true SSP for all three array configurations. Even for partial coverage of the water column with the 32-and 16-element array the inversion process succeeds in retrieving the true profile over the full water column. Regarding performance of the adjoint approach, Fig. 4 compares the evolution of the log-scale cost function versus iteration number for the three array configurations. As expected the required number of iterations is inversely proportional to the array size. However, good convergence is obtained in linear scale with all three array sizes after approximately 70 iterations. A comparison of the inversion errors between the true and estimated profiles is shown in Fig. 5 for the three array configurations. In analogy with the numerical performance, also the inversion error is inversely proportional to the array size. The smallest error is obtained with full 56-hydrophone sampling of the water column. For all array configurations the greatest error occurs at the depth z Ϸ 20 m directly below the mixed layer where the sound speed gradient is maximal. Figure 6 shows the sound pressure fields that were computed for the shallow water, acoustically soft bottom site of the YS94 experiment with a source frequency of 500 Hz using the true, the piecewise linear initial, and the estimated SSP ͑Fig. 3͒. Figure 6͑d͒ compares the three fields versus depth at maximum range. In all simulations a half angle of 40 deg is used for Thomson's source in Eq. ͑22͒. For comparison Fig. 7 shows the regularized inversion results obtained at a single frequency ͑500 Hz͒ for the sampling of all water depths with the 56-element array. The result clearly reveals that the inversion process at a single frequency is trapped in a local minimum and fails to retrieve the correct profile due to the lack of available field information even though the largest array is used. The same effect can be observed for the initial case of seven source frequencies ͑Fig. 3͒ when the array size is further reduced from 16 to 8 hydrophones ͑not shown͒. In these cases a combination of the quasi-Newton approach ͑based on the adjoint͒ and a global search method ͑e.g., Metropolis, genetic algorithms͒ in a hybrid optimization scheme is a possible solution to local convergence problems.
B. Geoacoustic inversion
This section presents the geoacoustic inversion ͑GI͒ results for the two cases of a known and an uncertain SSP in the water column. In a first example ͑Figs. 8-10͒ the 32-element VRA introduced in the Sec. V A is located at a range of 9 km and three different source frequencies ͕200, 400, 500͖ Hz are used for the inversion of the geoacoustic parameters. The sound speed profile in the water column and the low-absorbing, fluid sediment layer are assumed to be known while the parameters ͕ b , c b , ␣ b ͖ associated with the layer-subbottom interface are inverted for. In a second FIG. 6 . ͑Color online͒ Initial ͑a͒, true ͑b͒, and inverted ͑c͒ acoustic field synthesized for the shallow water, muddy bottom site of the YS94 experiment ͑f = 500 Hz͒ using the piecewise linear initial, the true and the estimated SSP obtained in Fig. 3 . Transmission loss ͑TL͒ is shown. ͑d͒ Comparison of the TL vs depth at maximum range using the piecewise linear initial ͑dashed, black͒, the true ͑large dots, gray͒ and the estimated SSP ͑solid, black͒.
FIG. 7.
OAT results using a 56-element VRA at 1.5 km range spanning the full water column between 0.1 and 110.1 m depth ͑⌬h =2 m͒. For the inversion a single source frequency f = 500 Hz was used. Starting with a piecewise linear analytic initial SSP ͑dashed, black͒ the inverted profile ͑solid, black͒ and the true ͑large dots, gray͒ differ significantly. example ͑Figs. 11 and 12͒ the water-column SSP is included in the parameter search space as well, to adjust for an uncertain SSP during the geoacoustic inversion. For this purpose inversion results are compared for the three configurations of partial water-column spanning arrays with 32, 16, and 8 hydrophones, whereas the same frequency set and experimental geometry will be used as in the OAT case in Sec. V A.
In the first example, to test convergence random values are chosen for the initial conditions in the following intervals: for the density, 1 g cm The convergence of all three geoacoustic parameters versus iteration number is shown in Fig. 9 . Even though the joint optimization was performed across only three frequencies all three parameters converge to the true values for the many initial conditions chosen randomly. The control parameters further display a clear parameter hierarchy which relates to the relative sensitivity of the acoustic field to the physical parameters. The compressional speed converges first after approximately 20 iterations before the attenuation and the density; the latter converge after approximately 30 iterations. For comparison a set of representative single frequency ͑500 Hz͒ inversion results are included in Fig. 9 for one selected initial condition ͑dashed line͒. With a single-frequency cost function none of the three geoacoustic parameters can be retrieved correctly.
As an illustration Fig. 10 contains a comparison of the true, the inverted, and the initial field over the entire range and depth for one of the initial conditions shown in Fig. 9 . Figure 10͑d͒ then compares the three acoustic fields versus depth at the receiver range. As a concluding example Figs. 11 and 12 show the GI results that include the effects of uncertainty in the range-average SSP of the water column. The latter is added as an additional unknown to the parameter search space. One of the CTD profiles that were measured along the transect during the acoustic transmissions is used as an initial estimate. This particular profile is chosen since it is the one that most deviates from the ensemble average which serves as the true solution. Like in the OAT case in Sec. V A the combined GI/OAT results are obtained with three different VRAs at a range of 1.5 km using the same seven source frequencies as before. As regards the array configurations three partial water column spanning VRAs are used with 32, 16, and 8 hydrophones, 2-, 4-, and 8-m spaced at depths between 37.2-99.2 m. Figure 11 shows both the initial and the true profile and compares the three estimated profiles that were corrected during the GI run. A detailed view in the left part of Fig. 11 further displays the inversion error between the estimated and the true profiles. The overall performance of the combined inversion scheme is presented in Fig. 12 . For the evolution of the estimated SSP versus iteration number the depth-integrated error FIG. 9 . ͑Color online͒ GI results for the 32-element VRA located below the thermocline at 9-km range, and for joint optimization across three source frequencies ͕200, 400, 500͖ Hz. The estimated geoacoustic parameters b , c b , and ␣ b are shown as a function of the iteration step and for random combinations of the initial conditions. The dashed curves show a representative single-frequency ͑500 Hz͒ inversion result for one selected initial condition. . ͑d͒ Comparison of the TL depth at maximum range using the initial ͑dashed, black͒, the true ͑large dots, gray͒, and the estimated ͑solid, black͒ geoacoustic parameters.
is calculated at each iteration. Upon completion of the inversion process both the geoacoustic parameters of the bottom and the sound speed profile of the water column are retrieved correctly. For the eight-hydrophone array a small degradation of the inversion results can be observed. Inversion error and convergence rate are again found to be inversely proportional to the array size and also in this case a clear parameter hierarchy can be observed: Attenuation ␣ b and density b of the bottom initially remain constant until the bottom compression speed c b and the water-column SSP are preliminarily adjusted. In overall order the first parameter to converge is c b before ␣ b , the water-column SSP, and finally b .
VI. CONCLUSION AND PERSPECTIVE
The semiautomatic adjoint approach described in this paper facilitates the generation and coding of the adjoint WAPE model using Yevick and Thomson's NLBCs and allows for a direct control of either the sound speed profile of the water column c͑z͒ or the geoacoustic parameters ͕ b , c b , ␣ b ͖ embedded in the NLBC. In both cases the control variables represent physical parameters that can be used to characterize an unknown ocean environment and to construct a geoacoustic model of the material properties of the bottom.
In a previous paper 7 the authors applied an analytical optimal control approach to retrieve generalized coefficients ͕␤ , F͑r͖͒ of the nonlocal impedance boundary condition. Those can be used for model tuning to correctly predict the acoustic propagation without knowing the physical parameters of the environment. Such a "through-the-sensor" inversion approach allows, e.g., to generate an effective bottom model for use in sonar signal processing algorithms, but not to obtain the underlying geoacoustic ͑or geophysical͒ parameters of the sediment.
In the present paper the feasibility of the semiautomatic adjoint approach is demonstrated with two applications in OAT and GI using environmental data collected in Mediterranean shallow waters. The performance of the multifrequency inversion process is studied for different experimental configurations, particularly taking into account sparse array geometries and partial coverage of the water column.
Furthermore, a combined GI/OAT inversion is proposed that includes the SSP as an additional unknown in the parameter space. Uncertainty in the range-average sound speed profile of the water column section, as typically due to temporal or spatial variability, can significantly degrade the inversion results. For this purpose an initial estimate of the SSP based on a previous CTD measurement has been efficiently included in an augmented cost function through the use of regularization. By means of adjoint modeling exact gradient information can be obtained to determine the sediment model parameters of the half-space bottom and at the same time adjust for the SSP uncertainty.
In a next step following the present demonstration of feasibility the aim is to test the adjoint PE inversion method with experimental acoustic data. Particularly for the case of sparse receiver arrays, a combination of a global search method ͑e.g., Metropolis, genetic algorithms͒ and a quasiNewton approach ͑based on the adjoint͒ into a hybrid optimization scheme is a possible solution to prevent convergence to local optima.
Work is currently ongoing to include the effect of shear in the sediment and especially for the handling of real data, more sophisticated regularization schemes need to be applied. FIG. 11 . ͑Color online͒ Correction for an uncertain SSP during GI using three partial water column spanning VRAs with 32 ͑R 32 ͒ , 16 ͑R 16 ͒ and 8 ͑R 8 ͒ hydrophones at 1.5 km range. For the inversion seven frequencies were used ͑see Fig. 3͒ ; the initial SSP profile ͑dashed, black͒ is calculated from the CTD cast that deviates the most from the true ensemble average ͑large dots, gray͒. The inverted profiles are obtained with a 32 ͑solid͒, a 16 ͑dash-dot͒, and an 8-element ͑dotted͒, VRA. Left: Inversion errors for the three estimated and the initial profile ͑solid, turkey͒ ͑top scale͒.
FIG. 12. ͑Color online͒ Results of geoacoustic inversion combined with simultaneous correction for an uncertain SSP. The evolution of the estimated geoacoustic parameters vs iteration number is shown together with the depth-integrated error of the water-column SSP in Eq. ͑33͒. Inversion results correspond to the 32 ͑solid͒, the 16 ͑dash-dot͒, and the 8-element ͑dotted͒, VRA in Fig. 11 .
