Abstract-We utilize a novel coupled-waves approach to design and analyze various types of annular resonators based on Bragg and photonic crystal reflectors. Optimal grating profiles and their corresponding modal fields are found for specific cases such as disk and defect mode (ring) resonators. An excellent match is found between our analytic approximations and exact results obtained by the transfer matrix formalism and finite-difference time-domain simulations.
I. INTRODUCTION
T HE last few years have witnessed a substantial increase in research dealing with utilization of ring resonators for optical communication devices. Various ring and disk resonatorbased applications such as modulators [1] , channel drop filters [2] , and dispersion compensators [3] have been suggested and demonstrated.
Two important characteristics of the modes of ring resonators are the free spectral range (FSR) and the loss per revolution or, equivalently, the -factor. Our method for realizing high is to attain tight confinement by utilizing Bragg reflection instead of total internal reflection (as in "conventional" resonators"). In this paper, we present a novel coupled-waves approach and employ it to design and analyze various types of annular resonators based on distributed feedback (DFB) reflectors. Disk and recently ring (defect) resonators based on Bragg reflection were analyzed in the past, both for laser and passive resonator applications [4] - [16] , employing various techniques such as conformal mapping, coupled-wave approach, and field transfer matrices. Recently, a hexagonal waveguide ring resonator based on photonic crystal (PC) confinement on both sides of the waveguide was demonstrated experimentally [14] . However, this structure exploited the specific symmetry of the triangular lattice which enables low-loss 60 abrupt turns in order to realize a closed resonator.
Circular symmetric structures, such as those depicted in Fig. 1 , can be modeled accurately utilizing a transfer-matrix formalism [9] . However, noncircular symmetric structures, discussed in Section IV (see also ence time-domain (FDTD)] or the development of analytical approximated approaches. In addition, a simple analytical approach could shed light even on problems that can be analyzed accurately employing numerical techniques. The basic geometry is illustrated in Fig. 1 . A disk [ Fig. 1(a) ] or a circumferentially guiding defect [ Fig. 1(b) ] is located within a medium which consists of annular Bragg layers. Due to the circular geometry, the thicknesses of the layers, unlike in rectangular geometry, are not constant [18] and our task is to determine the thicknesses which lead to maximum confinement of the field in the disk or in the defect.
In Section II, we derive a coupled-waves formalism for designing such resonators and we attain a closed-form expression for the modal field. In Section III, we utilize this formalism to design and analyze Bragg reflector based disk and ring resonators. In Section IV, we design and analyze photonic crystal annular resonators and in Section V we discuss the results and summarize.
II. COUPLED-WAVES EQUATIONS
We consider a wave which propagates azimuthally in a twodimensional (2-D) structure as illustrated in Fig. 1 : a ring/disk of dielectric material which is surrounded by radial perturbations of the dielectric coefficient . All the electromagnetic field components can be expressed by the component of the electric and magnetic fields [17] which satisfy the scalar Helmholtz equation (1) where , , and are the radial, axial, and azimuthal coordinates, respectively, and is the wavenumber in vacuum. In 2-D geometry, the solutions of (1) can be separated into two independent polarizations-TE, which includes , , and , and TM comprising , , and [17] . In this paper, we focus on the TE polarization although similar analysis could be applied to the TM polarization. Although in many publications this polarization component is referred to as TM, we designate it as TE because it is perpendicular to the direction of the propagation . We look for a modal solution of (1) which is resonant in the structure depicted in Fig. 1 , with the following functional form: (2) where is an integer. Substituting (2) into (1) leads to (3) where .
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The electrical field in the unperturbed region is given by a superposition of the Hankel functions of the first and the second kind
The Hankel functions are the radial counterparts of the complex exponents in the Cartesian system in the sense that they correspond to radially incoming and outgoing waves -. When the perturbation is small compared to , the solution to (4a) describing the field in the grating region can be written as (6) where the amplitudes and are assumed to vary slowly (as a function of ) compared to the Hankel functions, i.e., they are the slowly varying envelope approximation.
We start by solving for the field in the perturbed region. Introducing (6) into (4a) and neglecting the second derivatives of and yields [using (4b)]
Unlike Cartesian coupled mode theory (CMT) [17] , (7) is quite complicated and it is not obvious what perturbation is required in order to couple power between the incoming and outgoing fields. In previous studies [6] - [8] , the asymptotic expansion of the Hankel functions for large was used, replacing the Hankel functions with complex exponentials. Under this assumption, the required perturbation profile becomes a periodic function of , which is similar to the Cartesian case. Here, we follow a similar route, but instead of introducing the conventional asymptotic expansion we employ the following approximation for large (see Appendix A for more details): (8) Apparently, (8) is an excellent approximation (better than the conventional asymptotic expansion) for larger than the first zero of the Bessel function of order (especially for large ). The validity of this approximation is discussed further in Section III. Under these approximations, (7) can be written as (9) Identifying and as the incoming and outgoing waves, it is clear that, in order for to transfer power efficiently between them, the term should be proportional to and, similarly, should be proportional to . For this to occur, should have the following form:
Introducing (10) into (9) and keeping, as in the derivation of the Cartesian CMT, only the incoming and outgoing terms lead to coupled equations for and . Since and are complex conjugates of each other, the ratio between them is twice the phase of the numerator and (10) can be rewritten as (11) It is interesting to note that the perturbation profile (11) exhibits fundamental resemblance to the required perturbation in the Cartesian system , where is the propagation factor of the wave that the perturbation is designed to reflect [17] . Since , the perturbation profile in a Cartesian system can be written as (12) The functional form of (12) is identical to the form of (11) . Whether in Cartesian or cylindrical geometry, the generating functions are the eigen-modes of the wave equation in the ap-propriate coordinate system (plane waves for the Cartesian case and Hankel functions for the cylindrical case).
Equations (10) and (11) describe the perturbation profile which is required in order to couple between the incoming and outgoing waves for a specific wavelength and azimuthal number . In order to account for additional phenomena such as the wavelength dependence of the resonator mode, we introduce the following perturbation profile: (13) where represents a small deviation from the exact perturbation profile which is required for efficient coupling between the waves. can represent, for example, a small mismatch between the wavelength of the field which actually propagates in the resonator and the wavelength for which the radial reflector is designed. In this case, . Each Hankel function in (13) can be expanded by a Taylor series around as (14) where represents the derivative of the Hankel function. Introducing the approximation for the Hankel derivative (8) into (14) yields (15) Introducing (15) into (13) yields the following perturbation profile: (16) Substituting (16) into (9) and separating between the incoming and outgoing waves lead to the following set of coupled-waves equations for the amplitudes of the Hankel functions in the grating region (note that these equations are almost identical to the coupled waves equation in the Cartesian geometry):
The solution of (17) is given by (18) where is the coupling coefficient. The analysis in this section is 2-D and, therefore, does not account for losses that are induced by scattering from imperfections of the resonator surfaces. The method to introduce such losses into the theory depends on their magnitude. Low losses can be modeled simply by multiplying the modal field by an azimuthally decaying term which can be estimated according to the field intensity at the interfaces [19] . High losses would also affect the optimal resonator design and require using complex-order Hankel functions in (6)- (16), where the imaginary part of the order is determined by the loss coefficient.
III. DESIGN AND ANALYSIS OF BRAGG DISK/RING (DEFECT) RESONATORS
In this section, we utilize (11) and (18) to design and analyze a Bragg annular resonator. The design and modal field are then compared to numerical solutions based on a matrix formalism [9] .
We start with designing a disk resonator-a disk surrounded by radial Bragg grating [see Fig. 1(a) ]. Since we attempt to design a resonator, we need to know the target wavelength (
) and the azimuthal number of the modal field. To realize maximal radial confinement, is preferred. Since the functional form of the perturbation is known [see (16) ], the only parameters left to be determined are (or, to be more precise, the phase of ) and the disk radius [see Fig. 1(a) ]. For high radial confinement (and simplicity), we assume that the number of Bragg layers is large so that the exponentially increasing term in (18) vanishes, i.e., . Under the abovementioned assumptions, the wave amplitudes (18) and the electric field in the grating region ( ) are given by (19) where is the phase of the coupling coefficient defined by . Inside the disk ( ), the modal field is given by (5) . The boundary conditions (BCs) require that the field is finite at . This condition can be satisfied only if [see (5)] which means that the field at is given by where is the Bessel function of order (the amplitude of the field in one of the regions can be selected arbitrarily). At , both the field and its derivative must be continuous (for TE polarization) giving rise to the following characteristic equation: The fact that the required disk radius is a zero crossing of the Bessel function is very important since it means that the approximation (8) is valid throughout the whole perturbed region.
Equation (21) produces both the relevant perturbation term and the field profile. In order to radially confine the mode, the perturbation profile should include a term with the functional form of (21a). Consider, for example, the cylindric counterpart of the square wave corrugation commonly used in DBR lasers (22) where corresponds to the modulation depth of the index. The perturbation profile (22) has a square wave shape but is not periodic. The relevant term of the perturbation is the first coefficient in the Fourier expansion, yielding the following coupling coefficient:
(23) Fig. 2 depicts the first few micrometers of the index profile and the field profile for the analytical expressions (21) (dots) and the exact index and field profiles (solid line) calculated numerically using the transfer matrix method. The structure was designed for , , , and m. As shown in the figure, there is an excellent match between the analytical approximations and the exact numerical results, both for the field and the index profiles. Fig. 3 compares between the analytical and numerical field profiles for stronger perturbation:
and . As for the previous case, even though the perturbation is relatively strong (more than 5%), there is an excellent match between the profiles.
We continue by employing the coupled-waves formalism to design a Bragg-based ring (defect) resonator [see Fig. 1(b) ]. In this case, the modal field exhibits an exponential growing field in and exponentially decaying field in [see Fig. 1(b) ]. Practically, the field is guided by a radial defect located in the grating structure. The modal electrical field in the structure is given by the following expression:
The boundary conditions are , at , and that the field and its derivative must be continuous at and . In the gratings regions (I and III), the slowly varying envelopes and are given in the general case by (18) . For (maximal confinement) and assuming that the external reflector has a large number of Bragg layers, and are given by
where are the phases of the coupling factors in Regions I and III, respectively. As for the disk resonator, the amplitudes and the interface positions depend on the phase of the coupling coefficient. In order to find simple solutions, we choose . It should be emphasized, however, that other options do exist. The BC at leads to for and for . Realization of an exponentially growing field in Region I requires and therefore and . In Region III, the field must decay and therefore the coupling coefficient at this region must be opposite to that of region I, i.e., , similar to the disk resonator design. The electric field in Region III is then given by . Since the field has only a real part at and , it is clear that and in (24) must be complex conjugates of each other. The general modal solution is a superposition of the symmetric (
) and the antisymmetric ( ) solutions. For the symmetric case, the field and the index perturbation profile is given by (27), shown at the bottom of the page. Fig. 4(a) depicts the field profile of the analytical (dots) and exact (solid line) field profiles for , , , and m. Fig. 4 (b) depicts the required index profile for the same parameters. As for the disk resonator structure, there is an excellent match between the numerical and the analytical results.
IV. ANNULAR PHOTONIC BANDGAP RESONATORS
In this section, we design and analyze resonators which are based on radial photonic crystal (PC) reflectors. Unlike the azimuthally symmetric Bragg resonators discussed in the previous section, it is difficult to employ a transfer matrix formalism for the analysis of PC resonators and, therefore, more complex numerical schemes (such as FDTD) are needed. To realize a PC reflector, the index profile should include a term of the form of (11) . We suggest the following index profile: (28) where , , is the material index of refraction, and is the azimuthal number of the index profile. The structure Region I Region II Region III (27) consists a dielectric material with refractive index perforated by air holes. Fig. 5 depicts the dielectric index profile (28) for , , , , , and m. This index profile is the radial equivalent of a rectangular photonic bandgap crystal with rectangular holes. The perforation function can be interpreted as a generalized rectifier of , generating square "pulses" only where . The larger is, the smaller the "pulses" are. The index profile (28) includes two functions-the first generates annular slits centered on the maxima of with widths that are determined by . The second function modulates these slits as a function of the angle with angular frequency and a "duty cycle" which is determined by .
The Fourier expansion of the perforation function is given by (29) The term in the expansion of (28) which is responsible for the radial confinement of the modal field is (i.e., first order in the radial expansion and zeroth order in the azimuthal expansion [20] ) which is given by (30) It is important to note that and, hence, the radial decay constant does not depend on the azimuthal number of the perturbation . This is in contrast to the PC waveguide for which the transversal decay constant decreases for smaller lattice constants in the propagation direction [20] . This result is interesting, especially since it is obviously not true for every (consider for example or ). We expect this result to be correct only for 's which are larger than twice the azimuthal number of the modal field-(at there is strong coupling between the clockwise and counterclockwise propagating waves).
Once the coupling coefficient is known, the field profile is given by (26a) for a defect mode resonator or by (21b) for a disk resonator. The defect interfaces and disk radius are given by (26b) and (20), respectively. Unlike the Bragg resonators, the PC resonators cannot be modeled accurately by a transfer-matrix formalism and a different numerical scheme is required in order to verify the analytical results. Fig. 6 depicts an FDTD simulation of the structure shown in Fig. 5 . A short pulse (1 ps) was injected into the structure and was left to propagate in the resonator until a steady-state solution was reached. As shown in the figure, the azimuthal number of the resonance field is indeed , as it was designed to be. Fig. 7 depicts a comparison between the radial profile of the mode calculated by the FDTD simulation (dots) and the analytical solution calculated using the coupled mode formalism (solid line). As for the Bragg resonators, there is good agreement between the numerical results and the CMT prediction even though the index contrast in the PC reflector region is fairly high. It is clear that the perturbative approach is valid only for (i.e., small "filling fraction"). Comparing analytical predictions to the corresponding numerical solutions, we found that the analytical approach yields accurate results for .
V. SUMMARY AND CONCLUSION
We have presented a novel perturbative approach to the analysis of annular resonators which are based on distributed reflectors. The derived coupled-waves equations were employed both for the design of the resonator as well as for the analysis of their modal field profiles. Excellent match was found between the approximated analytical results and the exact profiles calculated numerically by both the transfer matrix formalism and FDTD method.
For high reflectivity from the Bragg grating, the required radial dielectric coefficient perturbation term is the sine of twice the phase of the cylindrical incident wave phasor (Hankel function of order ). This result exhibits an interesting and fundamental resemblance to the Cartesian case for which the required perturbation can be determined in a similar manner, utilizing of course a plane wave instead of the Hankel function.
The good match between the analytical and numerical profiles of both the grating and the modal fields indicates that the perturbation approach presented here is a powerful and accurate tool for designing and analyzing annular Bragg resonators.
APPENDIX HANKEL FUNCTION DERIVATIVE APPROXIMATION
The Hankel function of the first kind and its derivative can be represented by the following asymptotic expansions [21] :
where the expansion amplitudes and the common phase factor are given by
It is clear that, if we keep only the leading term in (A2) when , the series (A2) is equal to (A1) multiplied by , i.e.,
Since is the complex conjugate of , it follows immediately that, in the limit of large , . Equivalently, in the limit of large , the Bessel functions of the first and second kind admit the following relations, similar to the sine and cosine functions: (A5) Fig. 8 depicts the real (upper) and imaginary (lower) parts of the derivative of (solid line), its approximation according to (A4) (dots), and an approximation which is based on the conventional asymptotic expansion of the Hankel function-(dashed line) [22] for . It is evident that the exact derivative and approximation (A4) coincide almost perfectly for values of which are larger than the first zero of the corresponding Bessel function (incidentally, the imaginary part of the dotted line). Although the standard approximation predicts correctly the amplitude of the Hankel derivative, it introduces a phase shift which is expressed by the position shift between the zeros of this approximation and of the exact function. This shift is especially important because, as we saw in Section II, the perturbation (and therefore the interfaces position in the case of Bragg reflector) is determined by the phase of the Hankel function. Therefore, designing a perturbation profile based on the standard asymptotic approximation would lead to inaccurate positioning of the gratings. The immediate consequence is that the first Bragg layers do not contribute or even interfere with the radial confinement of the field, making it difficult to realize small radii Bragg resonators. The approximation (A4), however, does not introduce any phase shifts and therefore predicts more accurately the optimal positions of the interfaces. On the technical and scientific sides, he took part (with various coworkers) in the discovery of a number of early solid-state laser systems, in the original formulation of the theory of nonlinear quantum optics; in proposing and explaining mode-locked ultrashort-pulse lasers, GaAs optoelectronics; in proposing and demonstrating semiconductor-based integrated optics technology; in pioneering the field of phase conjugate optics; and in proposing and demonstrating the semiconductor distributed feedback laser. His present research efforts are in the areas of nonlinear optics, semiconductor lasers, and WDM filters, especially the problem of monolithic integration of transistors, injection lasers, ultrafast (< 1 ps) semiconductor devices and phenomena, and the propagation of optical signals in fibers, including wavelength-division multiplexing (WDM). He has published widely in the laser and optics fields and has written a number of basic texts in quantum electronics, optics, and quantum mechanics. He is a founder and chairman-of-the-board of ORTEL Corporation (acquired by Lucent Technologies) and a founder and a board member of Arroyo Optics, Inc.
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