How the brain makes correct inferences about its environment based on noisy and ambiguous observations, is one of the fundamental questions in Neuroscience. Prior knowledge about the probability with which certain events occur in the environment plays an important role in this process. Humans are able to incorporate such prior knowledge in an efficient, Bayes optimal, way in many situations, but it remains an open question how the brain acquires and represents this prior knowledge. The long time spans over which prior knowledge is acquired make it a challenging question to investigate experimentally. In order to guide future experiments with clear empirical predictions, we used a neural network model to learn two commonly used tasks in the experimental literature (i.e. orientation classification and orientation estimation) where the prior probability of observing a certain stimulus is manipulated. We show that a model population of neurons learns to correctly represent and incorporate prior knowledge, by only receiving feedback about the accuracy of their inference from trial-to-trial and without any probabilistic feedback. We identify different factors that can influence the neural responses to unexpected or expected stimuli, and find a novel mechanism that changes the activation threshold of neurons, depending on the prior probability of the encoded stimulus. In a task where estimating the exact stimulus value is important, more likely stimuli also led to denser tuning curve distributions and narrower tuning curves, allocating computational resources such that information processing is enhanced for more likely stimuli. These results can explain several June 26, 2019 1/24 different experimental findings and clarify why some contradicting observations concerning the neural responses to expected versus unexpected stimuli have been reported and pose some clear and testable predictions about the neural representation of prior knowledge that can guide future experiments.
Introduction 1
During perception, the brain is continually trying to infer the cause of the perceptual 2 input that reaches the senses. Efficient neural machinery is required to successfully 3 perform this inference given the noise and ambiguity in our observations. Prior 4 knowledge about the occurrence of stimuli in our environment can help to make better 5 perceptual decisions about these noisy and ambiguous observations. The influence of 6 prior knowledge on the perceptual decisions made by humans and animals has been 7 shown in many situations. optimally adapted to changing environments. Alternatively, the brain learns to 23 represent prior probabilities about the environment during its lifetime through the 24 frequency with which an object is observed over time [2] . 25 Different ideas exist about the representation of prior knowledge in the brain. One 26 popular theory is that uncertainty about a variable is represented together with the 27 variable itself, by the variability in neural firing [5] . Thus prior knowledge should already 28 be represented in the neural activity without sensory input [6] . Another theory is that 29 specialized neurons encode prior uncertainty and sensory uncertainty [7] . The various 30 predictions that these theories provide have not been conclusively confirmed though. 31 To gain more insight in the kind of representations of prior knowledge that could 32 emerge in neural populations, we trained generic neural networks to perform two 33 commonly-used tasks in the experimental literature. These networks can provide 34 valuable insight into possible representations in neural populations. While it has been 35 shown that generic neural networks can learn to perform probabilistic tasks that depend 36 only on the current input, without a need to incorporate prior knowledge [8] , it remains 37 an open question to what extent these networks can learn to represent a statistically 38 optimal prior and combine this with probabilistic input. 39 Here, we simulated a classification task and a stimulus estimation task, where the 40 prior probability of observing a stimulus was manipulated. Both tasks use a 41 fundamentally different prior; a discrete prior for the different classes in the on the sparseness of neural firing. In the classification task, prior knowledge lowers the 47 activation thresholds for the more likely class, causing neurons to fire more easily. In 48 the continuous task, a sharper prior leads to a shift and narrowing of tuning curves, as 49 often observed in experimental data. These results lead to testable predictions that can 50 help validate whether prior knowledge is represented similarly in humans and animals. 51 Methods 52 Neural population model 53 Our neural population model has a feedforward architecture consisting of an input layer, 54 a hidden layer and an output layer (Fig 1) . The input layer consists of a group of 55 independent Poisson neurons that respond to a stimulus, s, with firing rates, 56 r = [r 1 , ..., r N ], each generated from its own independent Poisson distribution [8] . The 57 probability that neuron i responds with firing rate r i is given by
where the rate parameter λ i is determined by Gaussian tuning curves f i (s), specific for 59 each input neuron, scaled with a global contrast parameter c, i.e. λ i = cf i (s). The
60
Gaussian input tuning curves for each neuron are thus given by
where the maxima of the tuning curves, φ = [φ 1 , . . . , φ N ], were uniformly distributed 62 over a range of −20 to 20 and the width of every tuning curve was given by σ 2 = 10.
63
The contrast parameter, c, determined the quality of the stimuli. The range of contrasts 64 used depended on the task and is specified in the task descriptions below.
softmax function was applied to the output units of the classification task to convert 73 them to probabilities.
74
In some experiments a cue was added to indicate which class was more likely to 75 occur on a certain trial. The neural network for the classification task and estimation task had a similar input and hidden layer, only the output layer differed. (A) Two softmax outputs (one for each class) indicated the probability that the stimulus observed came from the respective class in the classification task. (B) The stimuli from each class came from a normal distribution with a mean and variance specific to that class. Different prior probabilities for the classes were tested. (C) The generative model used to generate a stimulus from a selected class and subsequently generate firing rates for the input Poisson neurons. (D) A single output indicated the estimated stimulus value in the estimation task. (E) The stimuli presented to the network were drawn from a normally distributed prior. Different priors were tested (indicated by gray scale). (F) The generative model for the estimation task, used to generate firing rates for the input Poisson neurons from a generated stimulus.
Network training 82
All simulations were performed in Python. To train our neural networks we used the 83 PyTorch neural network library [9] . The networks were trained using stochastic gradient 84 descent [10] . To optimize the network parameters we used Adam [11] , with a learning 85 rate of 2e−4 and a weight decay regularizer of 1e−5. We used a minibatch size of 10 per 86 iteration. Every network was trained for 100 epochs with 1000 iterations per epoch.
87
Stimuli were presented in a random order during training.
88
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To study the representations of prior knowledge emerging in a population of neurons, we 90 designed a classification task. Stimuli could be drawn either from class 1 or class 2. The 91
relative frequency with which a stimulus was drawn from a class determined the prior 92 probability with which stimuli from this class occurred. The stimulus was converted to 93 firing rates by a population of Poisson neurons, which in turn served as the input to a 94 population of rate-based neurons that was trained using error-backpropagation between 95 the predicted and the correct class label.
96
In this classification task the network had to decide whether observed stimuli, s, 97 belonged either to the first class (C = 1) or the second class (C = 2). Both classes were 98 determined by an one-dimensional Gaussian distribution with the same variance, 99 σ 2 1 = σ 2 2 = 25 , but different means, with µ 1 = −5 and µ 2 = 5 ( Fig 1B,C) . Stimuli with 100 contrast values c ∈ {0.5, 1.2, 1.9, 2.6, 3.3, 4.0} were presented. We used five different 101 priors over the two classes chosen from π ∈ {0.25, 0.33, 0.5, 0.67, 0.75} such that 102 p(C = 1) = 1 − p(C = 2) = π. The prior probabilities for the two classes determined the 103 frequency with which samples from these classes were shown during training.
104
To observe how optimal our network performed this task we compared it with the 105 optimal Bayesian posterior probability. We determined these posterior probabilities for 106 both classes. We wish to estimate the posterior probability of a class C given 107 observations of neuronal responses r:
where the likelihood is given by:
In our task we draw the stimulus from a normal distribution depending on the class:
The conditional probability of neuronal responses r of the Poisson neurons can be 111 written in the following form: where we dropped the parts that are independent of s and assumed that i −λ i (s) is 113 constant and thus also independent of s.
114
If we let the tuning functions take a Gaussian form this results in 115 p(r | s) = N (s; µ r , σ 2 r ) (9) with µ r = φ T r(1 T r) −1 and σ 2 r = σ 2 (1 T r) −1 .
116
Since both parts of the likelihood are normally distributed we can marginalize the 117 likelihood to arrive at the following form
The log posterior ratio of the probability that an observation is of one of both classes is 119 given by 
where µ c is the mean response of class c and N c is the number of training samples that 123 have been shown for class c.
124
By plugging in the expressions for µ r and σ 2 r in Equation 12 , we obtain the final 125 expression for the log posterior ratio:
The posterior probability for class 1 can then be determined by
Estimation task 128
In the estimation task, the network had to estimate the value of the observed stimulus s. 129
Stimuli were drawn from a Gaussian distribution with mean µ s = 0 and variance σ 2 s .
130
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The variance of the Gaussian distributions determined the prior probability that stimuli 131 were presented during training ( Fig 1E,F 
For these continuous values we take a normally distributed prior as example, to keep 
The response to a certain stimulus value is again given by Poisson neurons (Eq 8-9).
139
The posterior will then be proportional to the product of two normal distributions, 140 which will again be normally distributed
The posterior mean is given by the maximum-a-posteriori (MAP) estimate, which is 142 used as optimal Bayesian estimate of the underlying stimulus value and compared 143 against the stimulus estimate given by the network
We can also identify the variance of the posterior from eq. 17 as
Results
146
To study the representations of prior knowledge emerging in a population of neurons, we 147 designed two representative tasks with a distinctive type of prior covering many 148 behavioral experiments. In the first task the network had to decide to which of two 149 classes a stimulus belonged. A discrete prior determined the prior probability of 150 observing a stimulus from one of these two classes. In the second task the network had 151
to estimate the value of a stimulus. Here a continuous prior determined the prior 152 June 26, 2019 8/24
probability of observing a certain stimulus value (see Methods section for further details 153 on the different tasks). Since the prior affects the optimal outputs in both tasks 154 differently, there could be distinctive representations emerging, making both example 155 tasks worth investigating. In the first part of the results we investigate the classification 156 task, while the latter part of the results focuses on the estimation task. To investigate whether the network was able to learn a prior about the occurrence of 160 the different classes and incorporate this optimally, we compared a linear softmax 161 readout of the network with an optimal Bayesian solution of the task (Fig 2) . While the network did not receive any probabilistic feedback about the prior 163 probabilities of either class, it formed a correct hidden representation of these prior 164 probabilities and adjusted its choices in a Bayes-optimal way. If the network would only 165 perform a maximum likelihood estimation (i.e. use a uniform prior), the network 166 posterior would have matched the dashed line (see Fig 1) . This result suggests that no 167 higher order cognitive functions that keep track of the relative frequency by which an 168 object class is observed are needed to form a Bayes optimal prior in the brain. The use 169 of this prior knowledge led to more accurate responses for the class with higher prior 170 probability (Fig 3) , a behaviour that humans have also shown in many studies [3, 12] . A uniform prior (panel 3) led to equal accuracy on stimuli from both classes. A network trained on more stimuli from class 2 than class 1 (panel 1 and 2) showed higher accuracy on class 2 stimuli, but lower accuracy on class 1 stimuli, compared to the uniform prior. On the other hand a network trained on more stimuli from class 1 than class 2 (panel 4 and 5) showed higher accuracy on class 1 stimuli, but lower accuracy on class 2 stimuli, compared to the uniform prior.
Representations of prior probability 172
To investigate how the neural population encoded the prior probability of the different 173 classes, we first looked at the neural activation in response to different stimuli. Both Next, we considered the effect of uncertainty in the prior probability of the classes. 186
A higher prior probability for a certain class led to more neurons firing in response to 187 stimuli of this class. Uncertainty in the input and uncertainty in the prior thus have 188 opposing effects on the sparseness of the neural responses. While a higher contrast in 189 the input (less uncertainty) led to sparser neural responses, a higher prior probability for 190 a class (also less uncertainty) led to less sparse neural responses for this class (Fig 4B) . 191
The average firing rate for the entire neural population increased both with more 192 certainty in the input, as well as with more certainty in the prior ( Fig 4C) . These 193 enhanced responses for stimuli that have higher prior probability have experimentally 194 been observed in several studies [13] [14] [15] . However, other studies have shown decreased 195 responses for more likely stimuli [12, [16] [17] [18] . A possible explanation for decreased neural 196 responses to more likely stimuli, could stem from the fact that fewer errors are made on 197 these trials (Fig 3) , requiring less updating of synaptic weights. The weights between To see which how the parameters in our network encoded this prior information we 211 determined for every neuron in the population whether it contributed more to class 1 or 212 class 2. We analyzed how the weights of input to hidden units, W, the bias of the 213 hidden units, b, and the weights from hidden to output units, U, changed with different 214 prior probabilities for a class. The neurons in the population responsive to the class 215 with higher prior probability developed a higher bias, effectively lowering their 216 activation threshold ( Fig 5A) . Lower thresholds explain the fact that more neurons fire 217 when a class has higher prior probability. We observed no effects of the prior probability 218 on the gain of the neurons (Fig 5B) . As a control we also checked for the readout 219 June 26, 2019 11/24
weights of the neural population, but found no effect of the prior probability on the 220 readout weights to either class ( Fig 5C) . 
232
To see if our network is able to learn such a prior that has to change flexibly 233 depending on the context, we added an extra cue input feeding into the hidden layer, 234 with connections to both the gain and bias of the neurons. A single neural network was 235 trained that had to learn to change its prior probabilities depending on the cue. Given 236 the cue the probability of observing a stimulus from class 1 was either 25% or 75% (vice 237 versa for class 2). The network was able to learn to correctly account for the prior 238 June 26, 2019 12/24
probabilities for the different context cues (Fig 6A,B) . Since all network parameters are 
239
the same for both cue conditions, the network had to learn a flexible mechanism to 240 account for the prior probability. Closer inspection of the effect of the cue on the hidden 241 neuron input shows that the hidden neurons encoding the more likely class received 242 both a stronger baseline input from the cue ( Fig 6C) and had a stronger gain ( Fig 6D) . 243
Since both the bias and the gain are influenced by the cue, we investigated whether 244 one of these played a more important role in representing the correct prior knowledge. 245 We analyzed the accuracy of the network on classifying both classes under the different 246 cues. When the cue influenced both the gain and the bias, the prior caused a large 247 difference in accuracy between both classes (Fig 7, blue bars ). Next we turned off either 248 the influence of the cue on the gain (Fig 7, orange were drawn from Gaussian priors with different variances (i.e. σ 2 p ∈ 100, 50, 25, 10, 5). During testing, stimuli in the range [−10, 10] were presented, making the σ 2 p = 100 prior effectively uniform. The posterior that the network learned is plotted against the optimal Bayesian estimates that accounts for the prior (solid line), or that ignores the prior probability, i.e. a uniform prior (dashed line). While for σ 2 p = 100 both Bayesian estimates are similar in the range [−10, 10], there is a big difference between both estimates for σ 2 p = 5. The network estimates match the Bayesian estimates accounting for the prior distribution, but not Bayesian estimates for the prior distribution. The network thus learns to incorporate the prior knowledge correctly. Error bars represent standard deviation over the validation trials. The network biased its estimates of the stimulus towards the mean of the prior (solid line). This effect was strongest for the sharpest prior (σ 2 p = 5). This perceptual bias matched the bias predicted by an optimal Bayesian observer (dashed line). Error bars represent standard deviation over the validation trials.
where stimuli around the maximum prior probability were most accurately estimated, 286 while those further away from the maximum had a larger estimation error (Fig 10) . The neural activation patterns show a different influence of the prior for the 288 estimation task. While a higher prior probability caused an increase in the number of 289 neurons that fire and the overall activity in the neural population (Fig 4, we see the 290 opposite effect in the estimation task (Fig 11A,B) . Responses become sparser when the 291 prior distribution is more narrow (Fig 11A) . The effect of the stimulus contrast remains 292 the same as for the classification task, with sparser responses on stimuli with higher 293 contrast. The average activity in the neural population decreases when the prior 294 distribution is more narrow (Fig 11B) . The effect of the stimulus contrast on the 295 average activity also remains the same, with higher activity in the neural population for 296 higher stimulus contrast. For the lowest contrast value the average activity increases To understand what the underlying representations are that encode this prior, we 299 investigated the tuning curve properties of the hidden neurons. These tuning curves 300 could change their properties such that more likely stimuli get allocated more of the 301 limited resources. One popular hypothesis based on Gaussian tuning curves is that the 302 density of the peaks of the tuning curves correlates with the prior probability of a 303 stimulus, such that the highest density of tuning curves is at the stimulus value with the 304 highest prior probability [3] . We plotted a histogram of the tuning curve peaks to see 305 whether the highest density is found around the maximum of the prior distribution. We 306 found a bimodal distribution where the highest density of tuning curve peaks is found 307 slightly away from the maximum prior probability (Fig 12) . One possible explanation is that the neural population learns to allocate the most 309 sensitive parts of the tuning curves to the most probable stimuli range. This is part of 310 the tuning curve where the slope is steepest, leading to the highest Fisher information. 311
To test this alternative, we determined the slopes of the tuning curves by taking the 312 second order derivative of the tuning curves and calculating the maximum of this slope. 313
The histogram of these maximal slope distributions closely matches the underlying prior 314 probability, indicating that the neural population indeed optimizes its tuning curves 315 according to this criterion (Fig 13) . accurate responses around more likely stimuli values. We measured the width of the 319 tuning curves as the full-width-at-half-maximum. The distribution of tuning curve 320 widths shows a clear narrowing of the tuning curves for the prior distribution with the 321 lowest variance (Fig 14) . Narrower tuning curves for more likely stimuli can result in 322 the sparser activations observed in Fig 11A . sensitive to 'expected' stimuli had a stronger bias, or baseline activation, then neurons 331 sensitive to 'unexpected' stimuli for all different prior distribution (Fig 15) . Summary of results 334 We have shown that a neural population is able to learn to incorporate prior knowledge 335 optimally by error based learning without any probabilistic information, both for 336 discrete priors (classification task) and continuous priors (stimulus estimation task). For 337 both discrete and continuous priors, errors for likely stimuli are lower than errors for 338 unlikely stimuli, as often observed in empirical literature. However, the mechanism 339 through which this is achieved differs for both types of priors. In the classification task, 340 a higher prior probability for a class led to higher activity in neurons encoding this class. 341
On the other hand, stimuli with higher input contrast led to lower activity in the environmental prior over the lifetime [6, 19] and could potentially be how humans and 362 animals learn to from optimal Bayesian priors [4, 20, 21] .
363
The representations of prior knowledge have been empirically studied in various 364 settings. Conflicting observations reporting either increasing or decreasing neural showed that different factors can influence such neural responses, often indistinguishable 367 from purely the average neural activity in a population. In the classification task, our 368 model predicts stronger activity in response to expected stimuli, which has been 369 observed in multiple studies [13] [14] [15] . However, in the estimation task, our model 370 predicts lower activity in response to expected stimuli in line with experiments showing 371 lower blood-oxygen-level-dependent (BOLD) responses in humans [12, 16] and 372 electrophysiological responses in non-human primates [17, 18] to expected stimuli.
373
Besides the particular task that is being performed, differences in neural activations in 374 response to expected or unexpected stimuli can also result from the particular neurons 375 that are measured during experiments. More detailed experimental measurements 376 revealed that responses are higher in neurons selective to expected stimuli versus those 377 not selective to expected stimuli [12, 14] , similar to our results in as suggested by our model have also been implied by observations that neurons 387 encoding a stimulus fire already more strongly in response to a cue indicating that the 388 stimulus is expected [23] [24] [25] , where the latter study also observed a subgroup of neurons 389
showing gain effects in response to expected stimuli.
390
Besides the effects on the bias and gain of individual neurons we also found that the 391 tuning curves of individual neurons adapted to efficiently encode more likely stimuli in 392 the estimation task. The efficient allocation of limited neural resources to more likely 393 stimuli has been suggested as a driving force underlying the formation of neural 394 representations of prior knowledge [3, 26, 27] . Our results agree with such an efficient 395 allocation of resources, with the important notion that the slopes of the tuning curves 396 are actually concentrated around the most likely stimulus values. While some studies 397 have suggested that the peak of a tuning curve is most important for encoding a 398 stimulus [28] , others claim that the steepest slope of a tuning curve is most 399 important [29, 30] . Interestingly, a theoretical analysis of tuning curve information two-alternative-forced-choice tasks (such as our classification task) as well as an 402 estimation task under reasonable levels of neuronal noise [31] , whereas 403 peak-tuning-curve encoding has been shown to be more efficient only in an estimation 404 task with high neuronal noise and a small population of neurons. The representation 405 developed by our model agrees well with these findings and makes interesting 406 suggestions for empirical validation.
407
Predictions for empirical validation 408 We have shown that the particular effect that the prior has on the neural activity neural activity have been observed in real neurons [32] , and could potentially play a 418 role in the encoding of prior knowledge. This mechanism we observed also allows for 419 flexibly adjusting this activation threshold by increasing the baseline input to a neuron. 420
This enables the neural population to adjust its prior expectations based on the context. 421
While such lowered activation thresholds have also been implicitly observed by stronger 422 firing rates for neurons encoding a stimulus in response to a cue indicating that the 423 stimulus is expected [23] [24] [25] , future studies could further confirm these changes in 424 activation threshold. Validating this prediction requires intracellular recordings of 425 sub-threshold activity, to see whether a contextual cue increases sub-threshold 426 membrane potentials in neurons encoding stimuli that have a higher prior probability. 427
In the estimation task our model suggests that neural tuning curves are organized 428 such that more neurons have their maximal slope around more likely stimuli. This could 429 be validated in the by mapping tuning curves in response to oriented gratings in the 430 visual cortex. An overrepresention of the cardinal axis due to prior exposure, as 431 empirically observed [3] , suggests that more neurons should have the maximal slope of 432 their tuning curves around the cardinal axis, while less neurons have their maximal 433 slope around the oblique orientations.
One important aspect of cognitive processing that is not included in our model, but can 436 also have a major effect on neural activations, is the role that feedback processing plays 437 in the brain. A popular theory that describes how prior knowledge influences our 438 perceptual processing is predictive coding. According to this theory, the brain forms 439 predictions about incoming sensory information based on its internal prior knowledge. 440
Since prior knowledge 'explains away' some of the sensory input through feedback, this 441 also influences neural responses to expected stimuli class [12] . Since we used only show different mechanisms that influence the neural activations. We find that the 457 activation threshold of neurons encoding a certain stimulus play an important role in 458 representing its prior probability, with more likely stimuli having a lower activation 459 threshold. In a task where estimating the exact stimulus value is important, more likely 460 stimuli also lead to denser receptive field distributions and more narrow receptive fields, 461
allocating computational resources such that information processing is enhanced for 
