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Abstrakt: Disertacˇní práce je veˇnována problematice iterativní detekce na bázi kriteria maximalizujícího apo-
steriorní pravdeˇpodobnost (MAP). V této oblasti již bylo publikováno mnoho veˇdeckých prací. Iterativní de-
tekce se hojneˇ využívá v radioelektronice a telekomunikacˇní technice. Konkrétneˇ v moderních prˇenosových
systémech založených na kanálovém kódování pomocí zrˇeteˇzených konvolucˇních kódu˚, známých pod názvem
Turbokódy (TC). K detekci takových kódu se využívají metody vycházející z koncepce Viterbiho algoritmu
(VA). Jedná se o naprˇíklad o Doprˇedneˇ-Zpeˇtneˇ rekurentní algoritmus (FBA, BCJR) nebo také Viterbiho algorit-
mus s meˇkkým výstupem (SOVA) v prˇípadeˇ detekce kódu˚ s binárními vstupními daty. Všechny tyto systémy lze
oznacˇit a chápat jako jednodimenzionální, kde nezávislou promeˇnnou prˇedstavuje cˇas. Aplikace uvedených (jed-
nodimenzionálních) algoritmu˚ je v soucˇasnosti pomeˇrneˇ beˇžná a dobrˇe známá, vcˇetneˇ implementacˇních aspektu˚.
Práce navazuje na tuto problematiku a zabývá tzv. dvoudimenzionální iterativní MAP detekcí. Tato oblast je
nová, méneˇ známá a v praxi doposud minoritneˇ aplikovaná. Zde jsou vstupní data uvažována jako dvoudimen-
zionální a jsou kódována prostorovým kernelem, který zavádí do signálu obecnou mezisymbolovou interferenci
(ISI). Prostorový ISI kanál je v podstateˇ dvoudimenzionálním konecˇným stavovým automatem (2D FSM) a je
dekomponovatelný na horizontálneˇ a vertikálneˇ zrˇeteˇzenou sít’ jednoduchých kombinacˇních elementu˚ (buneˇk).
Možných usporˇádání takové kódovací síteˇ (EN) je velmi mnoho a mohou být závislé i nezávislé na tvaru kernelu.
Jejich topologie pak prˇedstavují prˇedlohu pro konstrukci 2D Iterativní dekódovací síteˇ (IDN), kde každá bunˇka
této struktury je tvorˇena obecným kombinacˇneˇ-marginalizacˇním statistickým elementem (SISO modulem). Sna-
hou zobecneˇného dvoudimenzionálního iterativní detektoru je rekonstrukce pu˚vodních (vstupních) dat, podobneˇ
jako u jednodimenzionálních variant. Tedy potlacˇení mezisymbolové interference a aditivních šumu˚. Tento ite-
rativní detekcˇní proces je založen na urcˇité sekvencˇní aktivaci prˇíslušných elementu˚ dekódovací síteˇ a následné
výmeˇneˇ meˇkké informace (diskrétních hustot pravdeˇpodobností) mezi nimi. Obecnému popisu dvoudimenzio-
nální MAP detekce (2D MAP kriteriu) je veˇnován úvod práce. Následneˇ výklad prˇechází k otázkám konstrukce
a implementace SISO modulu˚ a topologií detekcˇních sítí, vcˇetneˇ jejich aktivacˇních schémat. Záveˇr práce je veˇ-
nován ukázkám aplikace detekcˇních sítí v oblasti rekonstrukce cˇernobílých snímku˚ získaných ze CCD kamery.
Tato rekonstrukce (binarizace) zahrnuje zaostrˇení, potlacˇení šumu˚ a interpolaci (de-mosaicing). Bude ukázáno,
že prˇedkládané rˇešení je schopno doplnit chybeˇjící informace v Bayeroveˇ masce snímacˇe kamery a poskytnout
uspokojivý výstup i prˇi obtížných podmínkách, kdy vstup detektoru tvorˇí decimovaný signál. Jednotlivé prˇed-
stavené topologie budou vzájemneˇ porovnány na této rekonstrukcˇní úloze a to z hlediska výkonnosti, pomocí
analýzy chybovosti v rekonstruovaných obrazech, a také z hlediska implementacˇní nárocˇnosti.
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Abstract: The thesis provides a theoretical framework for the iterative detection based on maximum a pos-
teriori probability criterion (MAP). Many thesis and papers have been published in this scientific area. The
Iterative detection is mainly and widely used in the radio and telecommunication applications. Namely, in
the modern transmission systems using channel coding by concatenated convolutional encoders also known
as Turbocodes (TC). Such codes can be decoded by techniques and methods based on Viterbi algorithm (VA).
We understand these systems as one-dimensional, where independent variable is time. Application of (one-
dimensional) iterative decoding algorithms is currently well known and ordinary just as implementation aspects
and issues. The thesis extends this research area and deals with two-dimensional iterative MAP detection is-
sue that presents new and relatively unknown topic without significant practical usage. This generalization is
based on the concept of Forward-Backward detection algorithm (FBA, BCJR) and Soft-output Viterbi algo-
rithm (SOVA), i.e. the classical (one-dimensional) iterative detectors used in telecommunication applications.
We generalize the one-dimensional detection problem considering the spatial inter-symbol interference (ISI)
kernel as a two-dimensional finite state machine (2D FSM) representing a encoding network (EN) of the spa-
tially concatenated elements. The cellular structure topology defines the design of the 2D Iterative decoding
network (IDN), where each cell is a general combination-marginalization statistical element (SISO module) ex-
changing discrete probability density functions (information metrics) with neighboring cells during the process
known as activation. The thesis introduction is dedicated to description of general principles of mentioned gen-
eralized detection technique. Consequently, we focus on implementation of SISO modules, IDN topologies and
theirs activation schedules. In the end will be presented statistical (performance) analysis of various topologies
with respect to their application in the field of image restoration. The iterative detection algorithm was applied
on the task of binarization of images taken from a CCD camera. The reconstruction includes suppression of the
defocus caused by the lens, CCD sensor noise suppression and interpolation (de-mosaicing). The simulations
prove that the algorithm provides satisfactory results even in the case of an input image that is under-sampled
due to the Bayer mask.
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1 Úvod
Statistická detekce dat založená na MAP (Maximum A posteriori Probability) kriteriu je pomeˇrneˇ známou a
úcˇinnou metodou. Své uplatneˇní má prˇedevším v oblasti rádiové komunikace, ale i v jiných oblastech. Obecneˇ
rˇecˇeno, aplikací kriteria získáváme prˇenášená data z observace prˇijatého signálu na vstupu prˇijímací strany prˇe-
nosového systému. Tento proces, oznacˇovaný jako estimace, využívá informace o statistických vlastnostech jak
rušivých vlivu˚ v prˇenosovém kanálu tak znalosti statistických vlastností samotných prˇenášených dat. Vstupní
informace MAP detektoru, z hlediska terminologie, deˇlíme na dva typy. Informace apriorní a aposteriorní. Apri-
orní informacˇní metrika je znalost prˇedem daná, kterou detektor vnímá jako dogma a nezkoumá její správnost.
V našem prˇípadeˇ tato informace specifikuje statistické rozdeˇlení zdroje dat. Naopak aposteriorní metrika kvan-
tifikuje znalost vycházející z urcˇité prodeˇlané zkušenosti. Zde tedy reprezentuje informaci získanou z realizace
prˇijatého signálu. Oba typy informací detektor zkombinuje, vyhodnotí a vydá odhad dat.
Mezi klícˇové aplikace MAP kriteria, v oblasti komunikací, patrˇí bezesporu detekce modulací trˇídy TCM
(Trellis Coded Modulations). Tyto tzv. mrˇížkové modulace [27, 28, 29] byly objeveny v 70. letech minulého
století Gottfriedem Ungerboeckem a používají se hojneˇ dodnes. Zakládají se na protekci prˇenášených dat po-
mocí mrˇížkového (konvolucˇního) kodéru. Tento jednoduchý stavový automat FSM (Finite State Machine) obo-
hacuje užitecˇnou informaci o redundanci v podobeˇ jistého popisu zmeˇn této informace v cˇase. Redundantní
složka, nesoucí výstup této konvolucˇní operace, následneˇ pomáhá opravnému detekcˇnímu procesu vyslaných
dat z degradovaného signálu na straneˇ prˇíjmu. Sloucˇením vstupních dat a redundance tak vznikne tzv. systema-
tický mrˇížkový kód, který lze považovat za základ kanálového (ochranného) kódování. Cˇasto se toto kódování
navazuje na digitální modulátor s lineární expanzní cˇástí, kde zpu˚sob mapování kódového toku na kanálový tok
se rˇídí tzv. Ungerboeckovými pravidly. Detekce teˇchto kódu˚ se rˇeší aplikací MAP kriteria. Efektivní výpocˇet
kriteria zde provádí tzv. Viterbiho algoritmus [25], který byl objeven Andrewem Viterbim v roce 1967. Výpo-
cˇetní mechanizmus algoritmu je založen na periodickém opakování dvojice úkonu˚ beˇhem posunu algoritmu po
prˇijatém signále v cˇase. První krok spocˇívá v kombinaci nashromáždeˇných aposteriorních informací algoritmem
z historie s aposteriorní informací o práveˇ prˇíchozím prˇíru˚stku prˇijatého signálu. Vznikne tak množina více cˇi
méneˇ pravdeˇpodobných scénárˇu˚ událostí, které se odehrály cˇi se mohly odehrát v konvolucˇním kodéru na straneˇ
vysílání. V následující fázi algoritmus provede marginalizaci teˇchto informací, kdy redukuje možné události o
ty více nepravdeˇpodobné. Tak si množina metrik zachovává konstantní kardinalitu a nebobtná s každým dalším
krokem algoritmu vprˇed. Výsledkem je soubor tzv. “Viterbiho cest” o mohutnosti shodné s pocˇtem stavu˚ nebo
také konvolucˇní délkou použitého mrˇížkového kodéru, prˇicˇemž každá z teˇchto cest koncˇí v jiném koncovém
stavu. Viterbiho cesty lze tedy interpretovat jako nejpravdeˇpodobneˇjší možné scénárˇe pru˚chodu možných vysí-
laných dat skrz mrˇížku kodéru. Po probeˇhnutí požadovaného pocˇtu kroku˚ je vybrána cesta s minimální celkovou
Euklidovskou metrikou a data, která tuto cestu generují, jsou oznacˇena jako hledaný odhad.
Uvedený zpu˚sob kanálového kódování a detekce se také oznacˇuje jako jednostupnˇový a je velmi žádoucí i
v soucˇasnosti díky jednoduchosti a výkonnosti. Vývoj samoopravných kódu˚ šel však dále kuprˇedu a další vý-
znamný pokrok v této oblasti zaznamenali pánové Claud Berrou, Alain Glavieux a Punya Thitimajshima, když
v roce 1993 vynalezli Turbokódy [20, 21]. Tato technika se stala skutecˇnou revolucí v kanálovém kódování a
je založena na pomeˇrneˇ jednoduché, ovšem geniální myšlence. Objevitelé optimalizovali jednostupnˇové kódo-
vání rozkladem složiteˇjšího stavového automatu na množinu jednodušších automatu˚, vzájemneˇ separovaných
pomocí prokladacˇu˚. Ty zajišt’ovali permutaci kódu, cˇímž výrazneˇ zvýšili minimální volnou vzdálenost mezi
signály na výstupu takové struktury. Usporˇádání teˇchto “kódovacích sítí” mu˚že být velmi variabilní. Základní
topologie je sériová nebo paralelní a prˇi dostatecˇné délce vysílaných paketu˚ je možné se prˇiblížit teoretické mezi
informacˇní propustnosti kanálu s aditivním Gaussovským šumem, která byla odvozena Claudem Shannonem
[26] v roce 1949.
Detekce Turbokódu˚ se provádí pomocí iterativních dekódovacích sítí, s meˇkkým rozhodováním, které svou
topologií kopírují usporˇádaní Turbokodéru. Každý z funkcˇních bloku˚ v kódovací síti na straneˇ vysílání má
pak svu˚j proteˇjšek v dekódovací síti na straneˇ detekce. Tyto komplementy nazýváme jako meˇkké (statistické)
inverze, nebo také jako SISO (Soft-In Soft-Out) moduly. V pru˚beˇhu dekódovacího procesu jsou jednotlivé mo-
duly aktivovány pomocí tzv. aktivacˇního schématu. Pod tímto pojmem si mu˚žeme prˇedstavit situaci, kdy SISO
modul obdrží apriorní nebo aposteriorní meˇkké informace od svých sousedu˚ a na jejich základeˇ vyprodukuje
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aktualizované informace, které odešle zpeˇt do okolních modulu˚. Podstatou iterativní detekce je tedy zprˇesnˇovaní
informace v jistých uzavrˇených smycˇkách uvnitrˇ detekcˇní síteˇ. Klícˇovým prvkem iterativní dekódovací síteˇ pro
detekci Turbokódu je meˇkká inverze konecˇného stavového automatu. Takový SISO modul realizuje tzv. BCJR
(Bahl, Cocke, Jelinek and Raviv) algoritmus [22], který byl objeven pány Lalitem R. Bahlem, Johnem Cockem,
Frederickem Jelinkem, Josefem Ravivem v roce 1974. BCJR je detekcˇní algoritmus podobný Viterbiho algo-
ritmu. Rozdíl je pouze v tom, že zpracovává úsek signálu obeˇma smeˇry a na svém výstupu neprodukuje tvrdý
odhad, ale meˇkkou informaci. Díky tomu, že vstupní signál je soucˇasneˇ nebo postupneˇ (podle charakteru im-
plementace) zpracováván od konce i zacˇátku prˇíslušného úseku (paketu) je BCJR algoritmus také oznacˇován
jako doprˇedný-zpeˇtný algoritmus FBA (Forward-Backward Algorithm). BCJR algoritmus má i svou reduko-
vanou variantu pro detekci kódu˚ s binárními vstupními daty. Toto zjednodušení je oznacˇováno jako Viterbiho
algoritmus s meˇkkým výstupem SOVA (Soft-Output Viterbi Algorithm) [23].
Oblast jednodimenzionální iterativní detekce Turbokódu˚ je v soucˇasné dobeˇ dobrˇe známá a existují o ní
obsáhlé publikace, naprˇíklad [12, 14, 13, 15, 16]. Disertacˇní práce navazuje na tyto poznatky a veˇnuje se méneˇ
známé oblasti tzv. dvoudimenzionální iterativní detekce. Dvoudimenzionální iterativní detektory tvorˇí zobec-
neˇné struktury klasické iterativní detekce. Zde byly prˇedmeˇtem detekce jednodimenzionální signály, jejichž
nezávislou promeˇnnou byl cˇas. Výstupem dvoudimenzionálního iterativního detektoru jsou dvourozmeˇrná data
závisející na dvou nezávislých promeˇnných. V této práci budeme tyto promeˇnné chápat jako sourˇadnice v pla-
nárním prostoru. Základní idea dvoudimenzionální detekce dat byla prezentována Xiaopengem Chenem v publi-
kaci [11] z roku 1998. Na tyto poznatky navazují práce Phunsaka Thiennviboona veˇnované problematice využití
iterativní detekce ke generování pu˚ltónových obrázku˚ [9, 10]. Jinou oblast využití iterativních dekódovacích sítí
zkoumá prˇedkládaná práce a sumarizuje výsledky využití této technologie v oblasti rekonstrukce rozostrˇených
[4, 6], cˇi pohybem rozmazaných [5] cˇernobílých obrázku˚. Kromeˇ výsledku˚ teˇchto experimentu˚, obsahují cito-
vané publikace také nové varianty usporˇádání topologie dvoudimenzionálních iterativních detektoru˚.
Hlavním cílem disertacˇní práce je poskytnutí teoretického pozadí dvoudimenzionální formy iterativní de-
tekce se zameˇrˇením na aplikace v oblasti zpracování obrazu. Noveˇ prˇedstavené topologie detektoru budou po-
rovnány s teˇmi prˇevzatými z drˇíveˇjších pramenu˚ a u všech variant bude zkoumána jejich aplikovatelnost na
úlohu rekonstrukce obrazu. Vstupní dvoudimenzionální data budou tedy prˇedstavovat obrazovou informaci,
která je konvoluována deterministickým kanálem s prostorovým kernelem. Takový kanál zavádí do vstupních
dat obecnou mezisymbolovou interferenci ISI (Inter-Symbol Interference). Prostorový ISI kanál mu˚žeme chá-
pat jako dvoudimenzionální konecˇný stavový automat (2D FSM) dekomponovatelný do planární kódovací síteˇ
EN (Encoding Network) tvorˇené jednoduchými bunˇkami — kombinacˇními logikami GPE (General Processing
Element) s obecným propojením v horizontálním a vertikálním smeˇru. Možností propojení kombinacˇních logik
v kódovací síti existuje celá rˇada. Topologie kódovací síteˇ dále prˇedstavuje vzorovou strukturu pro usporˇádání
iterativní dekódovací síteˇ, kde každá bunˇka struktury je tvorˇena urcˇitým SISO modulem, neboli kombinacˇneˇ-
marginalizacˇní statistickým elementem.
Úkolem dvoudimenzionálního iterativního detektoru je rekonstruovat vstupní obraz do pu˚vodní podoby, po-
dobneˇ jako u systému˚ jednodimenzionálních, kde byla rekonstruována sekvence uživatelských dat. Taková úloha
obsahuje v základní varianteˇ potlacˇení mezisymbolové interference a aditivních náhodných fluktuací (šumu˚).
Samotný rekonstrukcˇní (detekcˇní) proces ve dvoudimenzionální iterativní dekódovací síti je rovneˇž analogický
k jednodimenzionálním variantám iterativních detektoru˚. Opeˇt probíhá sekvencˇní a rˇízená aktivace jednotli-
vých buneˇk (SISO modulu˚) v zapojení detektoru prostrˇednictvím aktivacˇního schématu a dochází k výmeˇneˇ
aposteriorních hustot pravdeˇpodobnosti mezi sousedícími, vzájemneˇ propojenými, SISO moduly.
V teoretické cˇásti disertacˇní práce bude popsána rˇada možných topologií iterativní dekódovacích sítí a jejich
aktivacˇních schémat. Na teoretickou cˇást prˇedkládané práce navazuje cˇást experimentální, kde budou jednotlivé
prˇedstavené topologie aplikovány v úloze rekonstrukce dichromatických obrázku˚ získaných z matematického
modelu kamery se CCD senzorem. Základní varianta rekonstrukcˇní úlohy experimentální cˇásti bude zahrnovat
potlacˇení rozostrˇení objektivem kamery a eliminaci šumu˚ CCD senzoru. Rozšírˇená varianta zahrnuje navíc
ješteˇ de-mosaicing. Výkonnost jednotlivých topologií iterativních dekódovacích sítí bude zjišteˇna objektivním
empirickým testováním pomocí metody Monte Carlo, kdy je meˇrˇena pru˚meˇrná chybovost vstupního náhodného
dichromatického obrazu prˇi ru˚zné úrovni jeho rozostrˇení a prˇi ru˚zné úrovni kontaminace aditivními šumy. V
záveˇru prˇedkládané práce je provedena diskuze nad nameˇrˇenou výkonností jednotlivých prˇedstavených struktur
a jejich výpocˇetní nárocˇností.
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Sumarizace cílu˚ disertacˇní práce:
1. Sumarizace soucˇasných poznatku˚ o dvoudimenzionální iterativní MAP detekci. Rešerše známých topo-
logií dvoudimenzionálních iterativních dekódovacích sítí a oblastí jejich aplikace.
2. Rozšírˇení známých implementací o nové topologie a usporˇádání dvoudimenzionálního iterativního MAP
detektoru (Fixní topologie s diagonálními propojkami, vrstvové topologie, variabilní topologie s neredu-
kovanými detekcˇními bunˇkami).
3. Vytvorˇení komplexního objektoveˇ orientovaného toolboxu v programovém prostrˇedí MATLAB, který
simuluje dvoudimenzionální iterativní detektor s libovolnou topologií uvedenou v této disertacˇní práci.
Toolbox obsahuje 20 trˇíd o celkovém pocˇtu 115 m-skriptu˚ a je zastrˇešen 3 spoušteˇcími m-skripty. Na-
stavení detektoru (konstrukce topologie iterativní dekódovací síteˇ) je plneˇ automatické a to podle hodnot
koeficientu˚ zadaného kernelu libovolného tvaru.
4. Oveˇrˇení správnosti a úcˇinnosti prˇedkládaných rˇešení dvoudimenzionálních iterativních detektoru˚ na vy-
brané aplikaci, která provádí binarizaci digitálních fotografií získaných pomocí kamery se CCD senzo-
rem.
5. Porovnání výkonnosti a vlastností všech obsažených topologií dekódovacích sítí mezi sebou a to v oblasti
dichromatické rekonstrukce obrazu (binarizacˇní úloha zahrnující potlacˇení rozostrˇení, potlacˇení šumu˚ a
demosaicing). Výkonnost jednotlivých rˇešení je stanovena na základeˇ empirického meˇrˇení chybovosti
binarizovaných obrazu˚ metodou Monte Carlo v programovém prostrˇedí MATLAB pomocí vytvorˇeného
simulacˇního toolboxu a matematického modelu kamery se CCD senzorem.
6. Diskuse nad vlastnostmi jednotlivých prˇedložených detektoru˚. Prˇedevším z hlediska výkonnosti a flexi-
bility versus implementacˇní nárocˇnost.
3
2 Obecný model systému
Prˇedpokládejme obecný dvoudimenzionální prˇenosový systém na Obr. 1. Vstup systému tvorˇí matice (zdro-
jových) dat D, jejíž prvky jsou diskrétní v hodnotách. V systémovém rˇeteˇzci jsou zdrojová data nejprve po-
stoupena do obecného deterministického ISI (Inter-symbol interference) kanálu. Pu˚sobením takového kanálu
(enkodéru) vznikne v datech, obecneˇ dvoudimenzionální, mezisymbolová interference. Konvolucˇní produkt na
výstupu kanálu oznacˇme maticí Q. Elementy matice budou rovneˇž diskrétní v hodnotách a nazývejme je kódo-
vými symboly. Hodnoty matice Q budou tedy záviset na datech D a dvoudimenzionální impulsové odezveˇ ISI
kanálu. Tuto odezvu oznacˇme pomocí množiny G.
Matice kódu je následneˇ modifikována kanálovým front-endem. Tento blok je definován prostrˇednictvím
funkce fs(.) provádeˇjící jednoznacˇné zobrazení kódu Q na signál S = fs(Q), který vyslaný do prˇenosového
kanálu. Transformacˇní funkce front-endu bude bez pameˇti a cˇasto lineární. Front-end tedy chápejme jako jed-
noduchý obvod sloužící k normování signálu Q do urcˇitého (požadovaného) intervalu hodnot.
V prˇenosovém kanále je vyslaný deterministický signál S kontaminován a znáhodneˇn rušivými vlivy W.
Tyto stochastické procesy budeme uvažovat jako aditivní nekorelované šumy. Ve veˇtšineˇ prˇípadu˚ budeme prˇed-
pokládat pouze jeden zdroj šumu a to Gaussovský bílý šum AWGN (Additive White Gaussian Noise).
Degradovaný signál pru˚chodem skrze náhodný kanál oznacˇíme maticí R. Tato observace tvorˇí vstup itera-
tivního detektoru, který je na Obr. 1 lemován cˇárkovanou cˇarou. Samotný detektor se skládá z kaskády dvou
klícˇových bloku˚. První blok je dvoudimenzionální front-end detektoru (Gateway) a ten následuje iterativní de-
kódovací sít’ IDN (Iterative decoding network). Dekódovací sít’ tvorˇí jádro celého iterativního detektoru. Jedná
se o ryze statistický systém, který nepracuje s izolovanými hodnotami, ale s celými hustotami pravdeˇpodobností
PDF (Probability Density Function). Proto úkolem front-endu detektoru je prˇíprava teˇchto vstupních aposteri-
orních metrik a to na základeˇ získané realizace R a apriorní znalosti distribucí šumu˚ v kanále. Hodnotu metriky
(velikost konkrétního prvku v urcˇité diskrétní hustoteˇ) budeme znacˇit obecným symbolem S(.) s tím, že se mu˚že
jednat prˇímo o pravdeˇpodobnost (velicˇinu s oborem hodnot od 0 do 1) nebo její transformaci prˇes urcˇité jed-
noznacˇné zobrazení. Fakt, zda-li se jedná o apriorní nebo aposteriorní meˇkkou metriku bude urcˇovat její index.
Metriky oznacˇené indexem F budeme chápat jako metriky aposteriorní nebo také “doprˇedné”. Naproti tomu
index B bude specifikovat metriky apriorní nebo také “zpeˇtné”. Pokud metriky budou uvedené bez indexu,
budeme prˇedpokládat, že se jedná o metriky “sdružené”. Argument každé meˇkké metriky tvorˇí tzv. testovací
estimátor ξˇ, což je neˇjaká, hypoteticky možná, hodnota z oboru hodnot té cˇi oné diskrétní náhodné velicˇiny
ξ ∈ {ξ(i)}i. Pomocí testovacího estimátoru ξˇ tedy budeme prˇistupovat (adresovat) ke konkrétní metrice S(ξˇ), v
urcˇité diskrétní hustoteˇ {S(ξ(i))}i, jenž nás zrovna zajímá.
V okamžiku, kdy front-end detektoru transformuje prˇijatou realizaci R na odpovídající množství doprˇed-
ných hustot {SF (Qˇ)} zacˇíná samotná iterativní detekce uvnitrˇ jádra detektoru. Cílem tohoto procesu je meˇkká
dekonvoluce ISI kanálu a potlacˇení aditivního šumu W, který byl na užitecˇný signál S superponován v prˇeno-
sovém kanále. Faktickým výstupem procesu je výpocˇet výstupních sdružených hustot vyslaných dat D. Meˇkké
výstupy iterativní dekódovací síteˇ jsou opatrˇeny rozhodovacími bloky DEC (Decision block). Prˇedpokládejme,
že tyto bloky tvorˇí nedílnou soucˇást IDN a proto nejsou na Obr. 1 explicitneˇ zakresleny. Jejich úkolem je pra-
hování finálních výstupních sdružených hustot do tvrdého odhadu dat Dˆ po skoncˇení iterativního detekcˇního
procesu v jádrˇe detektoru. Tuto prahovací operaci chápejme jako nalezení testovacího estimátoru s maximální
veˇrohodností (estimátor navázaný na maximální resp. minimální hodnotu metriky ve sdružené hustoteˇ), který je
následneˇ oznacˇen jako hledaný odhad.
V následujícím textu navážeme na tento pocˇátecˇní a strucˇný popis prˇenosového systému. Zameˇrˇíme se na
jeho jednotlivé cˇásti, které zevrubneˇ rozebereme. Dále se zameˇrˇíme na možnosti použití tohoto konceptu v
urcˇitých reálných detekcˇních aplikacích.
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Obr. 1. Blokové schéma obecného dvoudimenzionálního prˇenosového systému.
2.1 Deterministický kanál s mezisymbolovou interferencí
V prˇedešlém odstavci 2 byla strucˇneˇ popsána podstata ISI kanálu, který uvozuje celý rˇeteˇzce na Obr. 1. Bylo
rˇecˇeno, že provádí urcˇitou dvoudimenzionální konvoluci nad vstupními daty D. Z tohoto úhlu pohledu vykonává
stejnou operaci jako naprˇíklad klasický mrˇížkový kodér u modulací trˇídy TCM o nichž jsme v krátkosti hovorˇili
v úvodní kapitole. Rozdíl je pouze v dimensionaliteˇ obou úloh. Proto ISI kanál mu˚žeme rovneˇž chápat jako
dvoudimenzionální konecˇný stavový automat (2D FSM), protože za prˇedpokladu vstupu D, který je diskrétní v
hodnotách, jím skutecˇneˇ je. Z toho du˚vodu byl v prˇedešlém textu výstup kanálu Q pojmenován též jako kód a
ISI kanál samotný jako enkodér.
Prˇenosové vlastnosti ISI kanálu závisí na jeho konvolucˇním jádrˇe, tzv. “kernelu”. Kernel oznacˇme pomocí
obecné množiny izolovaných hodnot G = {g[k′, l′]}k′,l′∈L(G) ve dvoudimenzionálním prostoru. Množství
teˇchto koeficientu˚ nazývejme jako mohutnost kernelu L(G). Rozmísteˇní koeficientu˚ kernelu pak definuje kon-
volucˇní regionN [k, l] = {d[k+k′, l+ l′]}k′,l′∈L(G), tedy jistou podmnožinu vstupních dat D = [d[k, l]]k,l. Na
základeˇ teˇchto definic mu˚žeme vyjádrˇit 2D konvoluci, provádeˇnou ISI kanálem, pomocí vztahu
q[k, l] = f(G,N [k, l]) (1)
=
∑
k′,l′∈L(G)
g[k′, l′]d[k + k′, l + l′],
kde výstupem je kódový symbol na prˇíslušné pozici [k, l]. Obor hodnot kódových symbolu˚, v matici kódu
Q = [q[k, l]]k,l, oznacˇme množinou (abecedou)
q[k, l] ∈ Aq (2)
= {q(i)}i<Mq ,
kdeMq je mohutnost abecedy a nerovnost i < Mq znacˇí sekvenci indexu˚ i = 0, 1, . . . ,Mq−1 . Hodnoty prvku˚
abecedy Aq i jejich pocˇet bude záviset jednak na kernelu G a také na abecedeˇ vstupních dat
d[k, l] ∈ Ad (3)
= {d(i)}i<Md .
Tím bychom meˇli uzavrˇený základní matematický popis ISI kanálu a definice jednotlivých zúcˇastneˇných
velicˇin. V souvislosti s ISI kanálem se budeme dále zabývat problematikou výpocˇtu konvoluce (1). V kapitole 3
ukážeme jak lze faktorizovat vztah (1) do zrˇeteˇzené struktury tvorˇené urcˇitými elementárními funkcˇními bloky
(GPE) spolecˇneˇ s popisem možností a variant jejich propojení.
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2.2 Náhodný nekorelovaný kanál bez pameˇti
Dalším blokem v rˇeteˇzci na Obr. 1 je náhodný kanál bez pameˇti (ML) s nezávislými eliminovanými stavy
(IECS). Prˇi pru˚chodu signálu S tímto kanálem
R = S + W (4)
dochází pouze k jeho znáhodneˇní (kontaminaci) aditivním šumem W (kanál je ML). Hodnoty šumu prˇedpo-
kládáme jako vzájemneˇ nekorelované v prostoru [k, l] (kanál je IECS). Proto mu˚žeme vstupneˇ-výstupní vztah
kanálu dekomponovat na úrovenˇ jednotlivých symbolu˚ a zapsat jej ve skalární formeˇ
r[k, l] = s[k, l] + w[k, l], (5)
kde každá hodnota šumu w[k, l] má stejné statistické rozdeˇlení pw(ξ). Toto rozdeˇlení prˇedpokládejme jako
Gaussovské s obecneˇ nenulovou strˇední hodnotou.
Náhodný kanál s aditivním šumem (4) lze statisticky vyjádrˇit podmíneˇnou hustotou
pR|Q,W(Ξ|Qˇ,Ξ′) = δ(Ξ− (fs(Qˇ) + Ξ′)), (6)
kde δ(.) znacˇí Diracu˚v puls. V uvedené funkci vystupuje možná realizace šumu W prostrˇednictvím promeˇnné
Ξ′. Jelikož je kanál IECS, pak statistické rozdeˇlení matice W definuje sdružená hustota
pW(Ξ) =
∏
k,l
pw(ξ), (7)
která je produktem marginálních hustot pw(ξ). Eliminací (vypru˚meˇrováním)
pR(Ξ|Qˇ) =
ˆ
pR|Q,W(Ξ|Qˇ,Ξ′)pW(Ξ′)dΞ′ (8)
sdružené hustoty (7) z podmíneˇné hustoty (6) získáme veˇrohodnostní funkci kanálu s aditivním šumem
pR(Ξ|Qˇ) =
ˆ
δ(Ξ− (fs(Qˇ) + Ξ′))pW(Ξ′)dΞ′ (9)
= pW(Ξ− fs(Qˇ)).
Za prˇedpokladu, že funkce kanálového front-endu fs(.) je lineární (jednoznacˇné zobrazení mezi s[k, l] a q[k, l])
a s prˇihlédnutím ke skutecˇnosti, že kanál je typu ML-IECS mu˚žeme veˇrohodnostní funkci zapsat jako produkt
pR(Ξ|Qˇ) =
∏
k,l
pw(ξ − fs(qˇ[k, l])) (10)
=
∏
k,l
pr(ξ|qˇ[k, l])
marginálních prˇíspeˇvku˚ pr(ξ|qˇ[k, l]). Tato vlastnost veˇrohodnostní funkce je zcela klícˇová. Zajišt’uje faktorizo-
vatelnost celé detekcˇní úlohy a umožnˇuje prˇechod od jednostupnˇové MAP detekce k iterativní MAP detekci,
která je prakticky realizovatelná.
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3 Kódovací síteˇ — bunˇkové modely kanálu˚ s mezisymbolovou
interferencí
V této kapitole navážeme na matematickou definici ISI kanálu z odstavce 2.1 a budeme se zabývat otázkou
implementace konvoluce (1). Bylo rˇecˇeno, že ISI kanál je diskrétním systémem díky vstupu˚m, které jsou dis-
krétní v hodnotách. Proto lze konvoluci (1) realizovat pomocí dvoudimenzionální síteˇ vzájemneˇ propojených
elementu˚ (GPE) s diskrétním definicˇním oborem a diskrétním oborem hodnot. Taková kódovací sít’ tvorˇí, jako
celek, dvoudimenzionální konecˇný stavový automat (2D FSM) a její struktura slouží jako prˇedloha pro kon-
strukci iterativní dekódovací síteˇ.
3.1 Elementy kódovacích sítí
Elementy kódovací síteˇ schematicky oznacˇme dle Obr. 2a a prˇedpokládejme, že mají obecný soubor vstupu˚ a
výstupu˚
VI|O[`] ∈ {V(i)I|O[`]}i∈L(VI|O[`]) (11)
s diskrétním oborem hodnot V(i)I|O[`] o mohutnosti L(VI|O[`]). Hodnoty promeˇnných na všech portech elementu
usporˇádejme do množiny
NIO =
⋃
`
VI|O[`] (12)
a hodnoty pouze vstupních promeˇnných elementu do množiny
N =
⋃
`
VI [`] (13)
Potom hodnoty na výstupu elementu
{VO[`]}` = f(G,N ) (14)
jsou funkcí kernelu G a vstupu˚ N .
Elementy budeme primárneˇ chápat jako sdruženou kombinacˇní logiku tvorˇící automat Mealyho typu. Proto
znacˇka na Obr. 2a obsahuje více výstupních portu˚, prˇestože výstup ISI kanálu (1) je pouze jeden. Tyto výstupy
“navíc” budeme vnímat jako urcˇité stavové promeˇnné. Konkrétneˇ výstupní (koncové) stavy, které reprezentují
vstupní (pocˇátecˇní) stavy v sousedních elementech. Sekundárneˇ budou elementy tvorˇit klasickou kombinacˇní lo-
giku, kdy nejsou výstupní stavové promeˇnné prˇítomny. Element bude mít pouze jeden výstup a proto mohutnost
card(NIO) = card(N ) + 1.
/
VI [1]
VI [0] VO[L]
VO[L− 1]
VO[`+ 1]VI(`)
f(.)
/
SI(VˇI [1])
SO(VˇI [1])
SI(VˇI [0])
SO(VˇI [0])
SO(VˇO[L])
SI(VˇO[L])
SI(VˇO[L− 1])
SO(VˇO[L− 1])
SI(VˇO[`+ 1])
SO(VˇO[`+ 1])SI(VˇI [`])
SO(VˇI [`])
f−1(.)
(a) Obecný kombinacˇní element. (b) Soft-In Soft-Out modul.
Obr. 2. Obecný kombinacˇní element (GPE) a jeho meˇkká inverze (SISO modul).
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3.2 Topologie kódovacích sítí
Vzájemné propojení elementu˚ v kódovací síti mu˚žeme rozdeˇlit do trˇí základních variant. Na fixní topologie
(FT), variabilní topologie (VT) a vrstvené topologie (LT). Jednotlivé topologie budou popsány v následujících
odstavcích 3.2.1, 3.2.2 a 3.2.3.
3.2.1 Pevné topologie
Fixní topologie (FT) prˇedstavuje nejjednodušší možné usporˇádání kódovací síteˇ. Spocˇívá v propojení kombi-
nacˇních elementu˚ v horizontálním a vertikálním smeˇru [12]. Kódovací sít’ s fixní topologií znázornˇuje Obr. 3a,
kde každý její uzel tvorˇí jediný funkcˇní blok na Obr. 3b s fixním pocˇtem vstupu˚ a výstupu˚. Tyto porty tvorˇí IO
(vstupneˇ-výstupní) množinu
NIO[k, l] = {R[k, l], C[k, l], d[k, l],R[k, l + 1], C[k + 1, l], q[k, l]}, (15)
kde R[k, l] a C[k, l] jsou pomocné stavové promeˇnné obsahující více datových symbolu˚ dohromady. Tvary
teˇchto pomocných promeˇnných vyplývají z podmínky kauzality síteˇ
N [k, l] j R[k, l] ∪ C[k, l] ∪ d[k, l] (16)
⊃ R[k, l + 1], C[k + 1, l].
/
l + 1ll − 1
k
k + 1
d[k, l]
q[k, l]
k − 1
f(.)
f(.)
f(.)
f(.)
f(.) f(.)f(.)
f(.)
f(.)
/
C[k, l]
q[k, l]
d[k, l]
R[k, l] R[k, l+ 1]
C[k + 1, l]
f(.)
(a) Topologie síteˇ. (b) Bunˇka síteˇ v uzlu [k, l].
Obr. 3. Kódovací sít’ se základní fixní topologií.
Pro názornost uved’me jednoduchý prˇíklad FT kódovací síteˇ. Prˇedpokládejme ISI kanál s obecným cˇtverco-
vým posunutým kernelem 3× 3
G3×3 = {g[k′, l′]}−2≤k′,l′≤0. (17)
Optimální dekompozice konvolucˇního regionu N [k, l] = R[k, l] ∪ C[k, l] ∪ d(k, l) je možná pouze za situace,
kdy g(0, 0) 6= 0. V tomto prˇípadeˇ, a s prˇihlédnutím k podmínce (16), jsou pomocné stavové promeˇnné
R[k, l] =
 d[k − 2, l − 2] d[k − 2, l − 1]d[k − 1, l − 2] d[k − 1, l − 1]
d[k, l − 2] d[k, l − 1]
 (18)
a
C[k, l] =
{
d[k − 2, l − 2] d[k − 2, l − 1] d[k − 2, l]
d[k − 1, l − 2] d[k − 1, l − 1] d[k − 1, l]
}
. (19)
Jejich tvary znázornˇuje Obr. 4.
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/d[k, l]
l − 1
R[k, l]
C[
k
,l
]
k
k − 1
k − 2
ll − 2
Obr. 4. Tvary stavových promeˇnnýchR[k, l] a C[k, l] pro obecný ISI kernel G3×3.
Rozšírˇená varianta fixní topologie (EFT) obsahuje také propojení diagonální [4]. Kódovací sít’ s rozšírˇenou
fixní topologií znázornˇuje Obr. 5a. Zde každý uzel tvorˇí rozšírˇený element na Obr. 3b. Porty elementu tvorˇí IO
množinu
NIO[k, l] = {R[k, l], C[k, l],B[k, l], d[k, l],R[k, l + 1], C[k + 1, l],B[k + 1, l + 1], q[k, l]}. (20)
Oproti prˇedcházející FT varianteˇ prˇibyla další pomocná stavová promeˇnná B[k, l], která je uvnitrˇ struktury
prˇedávána na diagonálních spojnicích. Tvary trojice stavových promeˇnných vyplývají z rozšírˇené podmínky
kauzality síteˇ
N [k, l] j R[k, l] ∪ C[k, l] ∪ B[k, l] ∪ d[k, l] (21)
⊃ R[k, l + 1], C[k + 1, l],B[k + 1, l + 1].
/
l + 1ll − 1
d[k, l]
k − 1
k
k + 1
q[k, l]
f(.)
f(.) f(.)
f(.)
f(.)
f(.)
f(.)f(.)
f(.)
/
C[k + 1, l]
C[k, l]
d[k, l]
q[k, l]
R[k, l+ 1]
B[k, l]
B[k + 1, l + 1]
R[k, l] f(.)
(a) Topologie síteˇ. (b) Bunˇka síteˇ v uzlu [k, l].
Obr. 5. Kódovací sít’ s rozšírˇenou fixní topologií.
Podmínka (21) není tak svazující jako u FT kódovací síteˇ (16) a dovoluje veˇtší volnost a variabilitu volby
tvaru˚ stavových promeˇnných. Prˇibližme tuto skutecˇnost opeˇt na prˇedešlém prˇíkladeˇ s posunutým kernelem G3×3
a to prostrˇednictvím dvou ru˚zných variant. V prvním prˇíkladeˇ je kontura všech stavových promeˇnných
R[k, l] =
{
d[k − 1, l − 2] d[k − 1, l − 1]
d[k, l − 2] d[k, l − 1]
}
, C[k, l] =
{
d[k − 2, l − 1] d[k − 2, l]
d[k − 1, l − 1] d[k − 1, l]
}
(22)
a B[k, l] =
{
d[k − 2, l − 2] d[k − 2, l − 1]
d[k − 1, l − 2] d[k − 1, l − 1]
}
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stejná a cˇtvercová. Stavy sdružují cˇtverˇice datových symbolu˚ a vykazují významný vzájemný prˇekryv. V druhém
prˇíkladeˇ se kontury stavu˚
R[k, l] =
{
d[k − 1, l − 2]
d[k, l − 2] d[k, l − 1]
}
, C[k, l] =
{
d[k − 2, l − 1] d[k − 2, l]
d[k − 1, l]
}
(23)
a B[k, l] =
{
d[k − 2, l − 2]
d[k − 1, l − 1]
}
liší. Mají minimální možnou mohutnost a jsou vzájemneˇ disjunktní. Oba uvedené prˇíklady tvaru˚ stavových
promeˇnných znázornˇuje Obr. 6.
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d[k, l]
k − 1
k − 2
B
[k, l]
R[k, l]
C[
k
,l
]
l − 2 l − 1 l
k
/
d[k, l]
R[k, l]
C[
k
,l
]
k
k − 1
k − 2
ll− 1l − 2
B
[k, l]
(a) 1. varianta. (b) 2. varianta.
Obr. 6. Tvary stavových promeˇnnýchR[k, l], C[k, l] a B[k, l] pro obecný ISI kernel G3×3.
Záveˇrem proved’me strucˇnou sumarizaci vlastností FT resp. EFT kódovacích sítí. V obou prˇípadech je topo-
logie nezávislá na tvaru kernelu G. Elementy si prˇedávají stavové promeˇnné R a C nebo také B ve vertikálním
a horizontálním nebo také diagonálním smeˇru. Stavové promeˇnné obsahují fragment prˇíslušného konvolucˇního
regionuN [k, l] a mohou být vzájemneˇ disjunktní, ale také nemusí. Pocˇátecˇní stavyR[k, l], C[k, l] a B[k, l] spo-
lecˇneˇ s daty d[k, l] tvorˇí celý konvolucˇní region N [k, l] a vstupní data splývají s jeho pravým spodním rohem.
Koncové stavy R[k, l + 1], C[k + 1, l],B[k + 1, l + 1] ⊂ N [k, l], prˇenesené do sousedních elementu˚, následneˇ
vzniknou posunutím kontury stavových promeˇnných v prˇíslušném smeˇru. Tvary stavových promeˇnných musí
být zvoleny tak, aby neodporovaly podmínce kauzality (16) resp. (21).
3.2.2 Variabilní topologie
Odlišný prˇístup k výpocˇtu (1) prˇedstavuje variabilní topologie (VT). Nazýváme ji tak z toho du˚vodu, že je
závislá na tvaru kernelu G. Sít’ obsahuje dva druhy kombinacˇních elementu˚ a obecneˇ vyšší množství pro-
pojek v ru˚zných smeˇrech. Zpracování probíhá ve dvou úrovních. Na spodní úrovni dochází ke zkopírování
vstupních dat d[k, l] do stavových velicˇin c[k, l, `] prostrˇednictvím tzv. broadcasteru˚. Tyto elementy, s IO mno-
žinou N (B)IO [k, l] = d[k, l] ∪ {c[k, l, `]}, vytvorˇí veškeré, vzájemneˇ prˇekryté, konvolucˇní regiony N [k, l] =
{c[k + k′, l + l′, `]}. Vzniklé regiony jsou následneˇ zkombinovány do výstupu˚ q[k, l] pomocí kombinacˇních
elementu˚ na horní úrovni. Promeˇnné na portech teˇchto elementu˚ sdružuje množina
NIO[k, l] = N [k, l] ∪ q[k, l]. (24)
Kódovací sít’ VT nelze obecneˇ graficky znázornit, protože se ru˚zní podle tvaru ISI kanálu. Proto ji prˇiblížíme
na konkrétním prˇípadu kernelu. Prˇedpokládejme ISI kanál s obecným cˇtvercovým centrovaným kernelem 3× 3
G3×3 = {g[k′, l′]}−1≤k′,l′≤1. (25)
V tomto prˇípadeˇ je IO množina broadcasteru˚ na spodní úrovni struktury ve tvaru
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N (B)IO [k, l] = d[k, l] ∪ {c[k, l, `]}`<9 (26)
a jednotlivé broadcastery kopírují a distribuují hodnotu d[k, l] do osmi nejbližších buneˇk prostrˇednictvím pro-
meˇnných {c[k, l, `]}`<8. Vzniklé stavové promeˇnné jsou následneˇ postoupeny do kombinacˇních elementu˚ na
horní úrovni. Zde spolecˇneˇ vytvorˇí jednotlivé konvolucˇní regiony
N [k, l] = {c[k + {Ik}`, l + {Il}`, `]}`<9, (27)
kde
Ik = {0,+1,+1,+1, 0,−1,−1− 1, 0} (28)
a
Il = {−1,−1, 0,+1,+1,+1, 0,−1, 0} (29)
jsou množiny indexu˚ definující propojení mezi obeˇma úrovneˇmi ve strukturˇe s ohledem na tvar prˇedpokládaného
kernelu. Uvedený matematický popis reflektuje zapojení na Obr. 7a, kde jednotlivé uzly tvorˇí dvojice elementu˚
na Obr. 7b. Pro jiný tvar kernelu je situace analogická.
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(a) Topologie síteˇ. (b) Bunˇka síteˇ v uzlu [k, l].
Obr. 7. Kódovací sít’ s variabilní topologií pro obecný ISI kernel G3×3.
Mezi prˇednosti variabilní topologie patrˇí minimální mohutnost stavových promeˇnných c[k, l, `] a maximální
flexibilita umožnˇující snadné modelování ISI kanálu˚ s nestandardním tvarem kernelu. Nevýhoda spocˇívá ve
složiteˇjší strukturˇe, s velkým množstvím propojek, a ve skutecˇnosti, že každý uzel tvorˇí dva elementy namísto
jednoho jak tomu bylo v prˇípadeˇ FT resp. EFT kódovacích sítí.
3.2.3 Vrstvové síteˇ pro kanály s dekomponovatelným kernelem
Prˇedešlé kódovací síteˇ FT resp. EFT tak VT jsou schopny modelovat kernel libovolného tvaru. Trˇetí typ topolo-
gie, který oznacˇujeme jako vrstvený, takový není. Tento typ mu˚žeme aplikovat pouze na urcˇité druhy kernelu˚,
kdy je konvoluce (1) separovatelná do vertikálního a horizontálního smeˇru resp. do dvou ortogonálních smeˇru˚.
Pro takové kernely platí, že
G(HV) = G(V) × G(H), (30)
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kde × znacˇí kartézský soucˇin. Separovatelný kernel má vždy cˇtvercový nebo obdélníkový tvar a konvoluci (1)
je možné dekomponovat na dvojici následných jednodimenzionálních konvolucí
c[k, l] = fH(G(H),N (H)[k, l]) (31)
=
∑
l′∈L(G(H))
gH [l
′]d[k, l + l′]
a
q[k, l] = fV (G(V),N (V)[k, l]) (32)
=
∑
k′∈L(G(V))
gV [k
′]c[k + k′, l],
kde G(H) = {gH [l′]}l′∈L(G(H)) resp. G(V) = {gV [k′]}k′∈L(G(V)) je horizontální resp. vertikální jednodimenzi-
onální kernel na spodní resp. vrchní vrstveˇ a N (H)[k, l] = {d[k, l + l′]}l′∈L(G(H)) resp. N (V)[k, l] = {c[k +
k′, l]}k′∈L(G(V)) je horizontální resp. vertikální jednodimenzionální konvolucˇní region na spodní resp. vrchní
vrstveˇ.
Obeˇ vrstvy kódovací síteˇ jsou vzájemneˇ nezávislé a mohou být implementovány kterýmkoliv z prˇedchá-
zejících zpu˚sobu˚ usporˇádání i jejich kombinacemi. Pro názornost uved’me dveˇ konkrétní varianty usporˇádání
vrstvené síteˇ. Prˇedpokládejme, že obeˇ implementace budou na obou vrstvách používat tentýž druh topologie a
budou realizovat obecný cˇtvercový dekomponovatelný kernel 3× 3
G(HV)3×3 =
 g
′
V
gV
g′V
× { g′H gH g′H } (33)
=
 g
′
V g
′
H g
′
V gH g
′
V g
′
H
gV g
′
H gV gH gV g
′
H
g′V g
′
H g
′
V gH g
′
V g
′
H
 .
První ukázka se týká vrstvové kódovací síteˇ (LT), která využívá na obou vrstvách kódovací podsíteˇ s fixní to-
pologií. Podsít’ FT na spodní vrstveˇ má kombinacˇní elementy propojené v horizontálním smeˇru. Porty elementu˚
tvorˇí IO množinu
N (H)IO [k, l] = {R[k, l], d[k, l],R[k, l + 1], c[k, l]}, (34)
kde
R[k, l] = { d[k, l − 2] d[k, l − 1] } (35)
je horizontální stavová promeˇnná respektující podmínku kauzality
N (H)[k, l] = R[k, l] ∪ d[k, l] (36)
⊃ R[k, l + 1].
Podsít’ FT na vrchní vrstveˇ má kombinacˇní elementy propojené ve vertikálním smeˇru. Porty elementu˚ tvorˇí IO
množinu
N (V)IO [k, l] = {C[k, l], c[k, l], C[k + 1, l], q[k, l]}, (37)
kde
C[k, l] =
{
d[k − 2, l]
d[k − 1, l]
}
(38)
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je vertikální stavová promeˇnná, která splnˇuje analogickou podmínku
N (V)[k, l] = C[k, l] ∪ c[k, l] (39)
⊃ C[k + 1, l].
Celou výše popsanou strukturu znázornˇuje Obr. 8a, kde jednotlivé uzly na spodní resp. vrchní vrstveˇ tvorˇí
jediný funkcˇní blok na Obr. 8b resp. Obr. 8c. Proces kódování probíhá ve dvou krocích. Nejprve je realizován
paralelní výpocˇet rˇádkových konvolucí (31) na spodní vrstveˇ. Následneˇ jsou mezi-vrstvové stavové promeˇnné
c[k, l] prˇedány do vrchní vrstvy a je spušteˇn paralelní výpocˇet všech sloupcových konvolucí (32) na vrchní
vrstveˇ. Uvedená topologie na Obr. 8a je obecneˇ platná a zu˚stává beze zmeˇny i pro jiný (libovolneˇ veliký)
dekomponovatelný kernel. Prˇesto, že je v tomto výkladu asociována ke kernelu G(HV)3×3 konkrétní velikosti 3× 3.
/
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k − 1
k
k + 1
q[k, l]
c[k, l]
fH(.) fH(.)
fH(.)fH(.)fH(.)
fH(.) fH(.) fH(.)
fH(.)
ll − 1 l + 1
fV (.)
fV (.)
fV (.)
fV (.)
fV (.)
fV (.)
fV (.)
fV (.)
fV (.)
(a) Topologie vrstvové síteˇ sestavené ze dvou
podsítí s fixní topologií.
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c[k, l]
R[k, l+ 1]
d[k, l]
R[k, l] fH(.)
/
C[k, l]
C[k + 1, l]
q[k, l]
c[k, l]
fV (.)
(b) Bunˇka síteˇ v uzlu [k, l] spodní vrstvy. (c) Bunˇka síteˇ v uzlu [k, l] vrchní vrstvy.
Obr. 8. Kódovací sít’ s fixní vrstvovou topologií.
Druhý prˇíklad se týká vrstvové síteˇ (LVT), která je složena ze dvou podsítí s variabilní topologií. Proces
zpracování vstupních dat d[k, l] zacˇíná na spodní úrovni podsíteˇ VT ve spodní vrstveˇ struktury. Data vstu-
pují do broadcasteru˚, kde dochází k jejich klonování, prostrˇednictvím stavových velicˇin c[k, l, `], a odeslání do
nejbližších uzlu˚ po levé i pravé straneˇ každého broadcasteru v jednotlivých horizontálách. Vstupy a výstupy
broadcasteru˚ ve spodní podsíti tvorˇí IO množinu
N (BH)IO [k, l] = d[k, l] ∪ {c[k, l, `]}`<3. (40)
Vzniklé horizontální konvolucˇní regiony
N (H)[k, l] = {c[k, l + {I(H)l }`, `]}`<3, (41)
tvorˇí vstupy kombinacˇních elementu˚ v horní úrovni spodní podsíteˇ zapojení. Zde množina indexu˚
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I(H)l = {−1,+1, 0} (42)
definuje propojení mezi broadcastery a kombinacˇními elementy ve spodní podsíti. Porty kombinacˇních elementu˚
sdružuje IO množina
N (H)IO [k, l] = {c[k, l + {I(H)l }`, `]}`<3 ∪ c[k, l], (43)
kde c[k, l] jsou mezi-vrstvové symboly na výstupech spodní podsíteˇ. V okamžiku, kdy jsou všechny mezi-
vrstvové symboly vypocˇtené prˇechází proces kódování do vrchní vrstvy kódovací síteˇ. Vypocˇtené symboly
c[k, l] zde pu˚sobí na vstupech broadcasteru˚ vrchní podsíteˇ jejichž porty sdružuje IO množina
N (BV)IO [k, l] = c[k, l] ∪ {q[k, l, `]}`<3. (44)
Broadcastery kopírují mezi-vrstvové symboly, prostrˇednictvím stavových velicˇin q[k, l, `], do nejbližších uzlu˚
nad nimi a pod nimi v jednotlivých vertikálách. Vzniknou tak vertikální konvolucˇní regiony
N (V)[k, l] = {q[k + {I(V)k }`, l, `]}`<3, (45)
kde množina indexu˚
I(V)k = {+1,−1, 0} (46)
definuje propojení mezi broadcastery a kombinacˇními elementy ve vrchní podsíti. Prˇipravené vertikální konvo-
lucˇní regiony vstupují do kombinacˇních elementu˚ vrchní podsíteˇ. Porty teˇchto elementu˚ definuje IO množina
N (V)IO [k, l] = N [k, l] ∪ q[k, l] (47)
a jejich výstup tvorˇí finální kódové symboly q[k, l]. Uvedený matematický aparát koresponduje se zapojením
na Obr. 9a, kde jednotlivé uzly na spodní resp. vrchní vrstveˇ tvorˇí kompozitní funkcˇní blok na Obr. 9b resp.
Obr. 9c.
Z výše uvedeného je zrˇejmé, že aplikovatelnost a flexibilita vrstvové topologie je dosti omezená a ze struk-
turálního hlediska je pomeˇrneˇ složitá. Prˇesto má urcˇité významné prˇednosti, které budou zevrubneˇ popsány v
následujícím textu a které, strucˇneˇ rˇecˇeno, zajišt’ují redukci složitosti detekcˇních buneˇk korespondující iterativní
dekódovací síteˇ.
14
/d[k, l]
k − 1
k + 1
k
q[k, l]
l + 1ll− 1
c[k, l]
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(b) Bunˇka síteˇ v uzlu [k, l] spodní vrstvy. (c) Bunˇka síteˇ v uzlu [k, l] vrchní vrstvy.
Obr. 9. Kódovací sít’ s variabilní vrstvovou topologií pro obecný dekomponovatelný ISI kernel G(HV)3×3 .
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4 2D MAP detekce
V této kapitole se prˇesuneme na stranu detekce a budeme se zabývat teoretickými aspekty MAP detektoru a
výchozími matematickými formulacemi. Dvoudimenzionální MAP detekce je z hlediska principu stejná jako ta
klasická jednodimenzionální. Další dimenze navíc ovšem celou problematiku znacˇneˇ rozširˇuje na celou škálu
rozmanitých rˇešení a ru˚zných usporˇádání takového zobecneˇného iterativního detektoru. Rozsáhlé teoretické po-
zadí k oblasti klasické MAP detekce je uvedeno v [12, 14, 13, 15], vcˇetneˇ odvození MAP kriteria. Zde vyjdeme
z dvoudimenzionální formy MAP kriteria [12] a budeme se zabývat otázkou jak lze kriterium “dekomponovat”
a tak dospeˇt od tzv. jednostupnˇové (optimální) MAP detekce k tzv. iterativní (suboptimální) MAP detekci, která
je prakticky realizovatelná. Bude ukázáno, že tato dekompozice nebo také faktorizace výchozí formule MAP
kriteria je možná, pokud platí podmínka (10).
4.1 Jednostupnˇová (optimální) MAP detekce
Optimální 2D MAP detektor je založen na kriteriu
dˆ[k, l] = arg M©
dˇ[k,l]
(
M©
Dˇ:dˇ[k,l]
S(R, Dˇ)
)
, (48)
kde dˆ[k, l] je výstupní odhad dat v prˇíslušném místeˇ, dˇ[k, l] znacˇí testovací estimátor v prˇíslušném místeˇ (hypote-
ticky možná hodnota dat), Dˇ : dˇ[k, l] znacˇí množinu všech možných realizací dat, která obsahují v daném místeˇ
hodnotu dˇ[k, l] a M© spolecˇneˇ s M© prˇedstavují dvojici obecných marginalizacˇních operátoru˚. Proces marginali-
zace (postupné vylucˇování) probíhá nad tzv. sdruženými meˇkkými metrikami detektoru S(R, Dˇ). Tyto metriky
nám kvantifikují míru veˇrohodnosti tvrzení, že Dˇ = D pokud jsme prˇijali realizaci R. Je zrˇejmé, že v této
podobeˇ není kriterium implementovatelné, protože množství metrik S(R, Dˇ) roste exponenciálneˇ s velikostí
Dˇ a základem tohoto ru˚stu je mohutnost abecedy dat. Abychom mohli detektor realizovat je nezbytneˇ nutné
kriterium nejprve faktorizovat na menší cˇásti. Tato operace je možná díky prˇedpokladu nekorelovanosti hodnot
šumu w[k, l] v matici W. Platí, že pW(Ξ) =
∏
k,l pw(ξ) a proto mu˚žeme metriku detektoru dekomponovat do
tvaru
S(R, Dˇ) = SF (R|Dˇ) C©SB(Dˇ)
=
(
C©
k,l
SF (r[k, l]|Nˇ [k, l])
)
C©
(
C©
k,l
SB(dˇ[k, l])
)
, (49)
neboli na úrovenˇ jednotlivých, vzájemneˇ prˇekrytých, konvolucˇních regionu˚ Nˇ [k, l]. Zde
SF (R|Dˇ) = C©
k,l
SF (r[k, l]|Dˇ)
= C©
k,l
SF (r[k, l]|Nˇ [k, l]) (50)
jsou aposteriorní metriky a
SB(Dˇ) = C©
k,l
SB(dˇ[k, l]). (51)
apriorní metriky dat. Data prˇedpokládáme jako nekorelovaná v prostoru [k, l]. Pokud jsou data i statisticky
uniformeˇ rozdeˇlená, lze cˇlen SB(Dˇ) ze vztahu (49) vyrˇadit a MAP kriterium se nám zmeˇní na ML (Maximum
likelihood) kriterium. Všechny faktorizované metriky ve vztahu (49) jsou kombinovány do sdružené metriky
detektoru pomocí obecného kombinacˇního operátoru C©. Kombinacˇní i marginalizacˇní operátory deˇlíme podle
domény implementace detektoru a také podle detekcˇní techniky. Tato technika mu˚že být symbolová (SyD)
nebo sekvencˇní (PgD). Symbolová technika se snaží minimalizovat chybu detekce daného symbolu d[k, l],
bez ohledu na ostatní data v matici D. Cílem sekvencˇní nebo také stránkové techniky je minimalizace chyby
detekce veškerých dat D jako celku. Prˇehled operátoru˚ uvádí Tab. 1, kde M(.) = − lnP(.) a min∗(x, y) =
min(x, y)− ln(1+e−|x−y|). Implementacˇneˇ nejvýhodneˇjší je varianta Md-PgD, která má, z hlediska výpocˇetní
nárocˇnosti, nejjednodušší operátory.
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4.2 Iterativní (suboptimální) MAP detekce
Bylo rˇecˇeno, že prˇímý výpocˇet odhadu Dˆ z MAP kriteria (48) není prakticky realizovatelný, protože vyžaduje
postupné dosazení všech potenciálních realizací dat Dˇ. Díky náhodnému kanálu typu ML-IECS však mu˚žeme
MAP kriterium faktorizovat (49) až na úrovenˇ jednotlivých, vzájemneˇ prˇekrytých, konvolucˇních regionu˚ Nˇ [k, l].
Tím se dostáváme k samotné iterativní detekci, kde redukujeme složitost jednostupnˇového MAP kriteria (48)
z velikosti vstupních dat D na velikost kernelu G. Iterativní detektor (dekódovací sít’) prˇedstavuje systém vzá-
jemneˇ propojených kombinacˇneˇ-marginalizacˇních elementu˚ (SISO modulu˚) v topologiích, které prˇesneˇ odpo-
vídají výchozí strukturˇe v podobeˇ kódovací síteˇ. Každý element, nebo skupina elementu˚, této dekódovací síteˇ
se snaží dekódovat prˇíslušný konvolucˇní region. Minimální pocˇet elementu˚ síteˇ je tedy totožný s rozmeˇrem dat
D. Kombinacˇneˇ-marginalizacˇní elementy obecneˇ znázornˇuje Obr. 2b a prˇedstavují meˇkkou statistickou inverzi
obecných GPE elementu˚ na Obr. 2a, vystupujících v použitém celulárním modelu ISI kanálu. Každý port SISO
modulu je obousmeˇrný a neprˇenáší pouze jednu hodnotu prˇíslušné promeˇnné, jak tomu bylo v modelu ISI ka-
nálu, ale celou diskrétní hustotu meˇkkých metrik (hustotu pravdeˇpodobnosti) kvantifikující veˇrohodnosti všech
možných hodnot této promeˇnné. V pru˚beˇhu detekcˇního procesu každý SISO modul nejprve prˇevezme vstupní
metriky SI(VˇI|O[`]) ∈ {SI(V(i)I|O[`])}i∈L(VI|O[`]) od svých sousedu˚, kde VI|O[`] znacˇí obecnou promeˇnnou na
portu buneˇk výchozí struktury kódovací síteˇ. Vstupní metriky modul zkombinuje do dílcˇích sdružených aposte-
riorních metrik S(NˇIO), které udávají veˇrohodnosti všech možných usporˇádání (realizací) celého prˇíslušného
konvolucˇního regionu Nˇ . Následneˇ modul marginalizuje množinu sdružených metrik {S(N (i)IO)}i do výstup-
ních metrik SO(VˇI|O[`]) ∈ {SO(V(i)I|O[`])}i∈L(VI|O[`]). Tuto operaci oznacˇujeme jako aktivace SISO modulu.
Aktivace jednotlivých modulu˚ se deˇje podle tzv. aktivacˇního schematu. Tento rozvrh musí mít svoji logiku, která
by meˇla být v souladu s tokem informace stavových a pomocných promeˇnných uvnitrˇ modelu ISI kanálu. Po-
kud je aktivacˇní schéma zvoleno nevhodneˇ (proti smeˇru toku stavových promeˇnných), tak se doba konvergence
systému ke správnému rˇešení, udávaná v pocˇtu iterací NI , prodlužuje. Pod pojmem iterace systému budeme
tedy chápat cˇasový interval, kdy probeˇhne celé aktivacˇní schéma a každý z modulu˚ je alesponˇ jednou aktivován.
Jednotlivé iterace uzavírá výmeˇna metrik
SO(VˇI|O[`])
SI(VˇI|O[`])
→
←
SI(VˇI|O[`])
SO(VˇI|O[`])
(52)
mezi moduly.
Na pocˇátku detekcˇního procesu nastavíme vstupní metriky SI v souladu s našimi apriorními znalostmi o
promeˇnných, které tyto metriky reprezentují. Pokud žádné apriorní znalosti nemáme, nebo zdroj generuje statis-
ticky uniformeˇ rozdeˇlená data, nastavíme tyto metriky do uniformního tvaru. Za takové situace bude odpovídat
každé možné hodnoteˇ testovacího estimátoru dané promeˇnné tatáž metrika. Na pocˇátku detekcˇního procesu tak
nebudou uniformní pouze doprˇedné (vstupní) metriky SF z front-endu iterativního detektoru.
Iterativní detekce je detekcí suboptimální, protože probíhá iterativneˇ a odhad je možno oznacˇit za optimální
po probeˇhnutí nekonecˇneˇ velkého pocˇtu iterací. Ve veˇtšineˇ prˇípadu˚ je konvergence síteˇ ke správnému odhadu
však velmi rychlá, rˇádoveˇ v jednotkách iterací I . Systém dospeˇje do stavu, kdy se vymeˇnˇované hustoty mezi
SISO moduly ustálí a s dalšími iteracemi již nemeˇní. V tomto stacionárním stavu “uzamcˇení” metrik ve zpeˇtných
vazbách (iteracˇních smycˇkách) lze proces detekce ukoncˇit a provést záveˇrecˇné tvrdé rozhodnutí v rozhodovacích
blocích (DEC)
VˆI|O[`] = arg M©
VˇI|O[`]
(SI(VˇI|O[`]) C©SO(VˇI|O[`])) (53)
kombinací vstupních a výstupních metrik na prˇíslušném portu SISO modulu. Pokud v pru˚beˇhu detekce do-
chází ke kmitavému charakteru, kdy se metriky nedostávají do stavu uzamcˇení, ukoncˇíme proces detekce po
probeˇhnutí maximálního zvoleného pocˇtu iterací NI .
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5 Iterativní dekódovací síteˇ
V kapitole 4 byla strucˇneˇ popsána podstata iterativní detekce, celulární struktura dvoudimenzionálního itera-
tivního MAP detektoru a funkcˇní bloky, které tuto strukturu tvorˇí. Také byl prˇiblížen pojem aktivace SISO
modulu. Tento mechanizmus podrobíme zevrubnému popisu z obecného hlediska, protože princip cˇinnosti mo-
dulu˚ v partikulárních topologiích je analogický. Dále se budeme zabývat konkrétními variantami usporˇádání
SISO modulu˚ v jednotlivých výchozích topologiích z kapitoly 3 a popisem jejich portu˚.
5.1 Elementy iterativních dekódovacích sítí — SISO moduly
V prˇedcházejícím textu bylo naznacˇeno, že aktivace SISO modulu se skládá ze dvou po sobeˇ jdoucích kroku˚.
Kombinace a marginalizace. Pod pojmem kombinace budeme rozumeˇt sloucˇení vstupních (apriorních nebo apo-
steriorních) meˇkkých metrik {SI(VˇI|O[`])}` jednotlivých vstupních nebo výstupních velicˇin VI|O[`] do sdru-
žené (aposteriorní) metriky S(NˇIO) a to pomocí prˇíslušného kombinacˇního operátoru C©. Proces kombinování
mu˚žeme matematicky formulovat pomocí vztahu
S(NˇI|O) = C©
VˇI|O[`]∈NˇIO
SI(VˇI|O[`]), (54)
kde podmínka VˇI|O[`] ∈ NˇIO vyplývá z tabulky kombinací SISO modulu. Aposteriorní metriky S(NˇIO) ∈
{S(N (i)IO)}i reflektují veˇrohodnosti jednotlivých realizací množiny vstupu˚ a výstupu˚ N (i)IO a tedy i konvolucˇ-
ního regionu N (i). Mezi obeˇma množinami totiž panuje jednoznacˇná relace. Abecedu realizací množiny NIO
oznacˇme jako AIO = {N (i)IO}i a naprˇíklad pro ISI kernel 3 × 3 s binárním vstupem bude její mohutnost
card(AIO) = 512. Na výstupu kombinacˇní cˇásti SISO modulu tak získáme, v tomto konkrétním prˇíkladeˇ, sadu
celkem 512 sdružených metrik S(NˇIO).
Na proces kombinování navazuje proces marginalizace, nebo také vylucˇování, kdy jsou sdružené metriky
{S(N (i)IO)}i marginalizovány do výstupních (aposteriorních) metrik {SO(VˇI|O[`])}` prostrˇednictvím margina-
lizacˇního operátoru M©. Druhý krok aktivace je definován vztahem
SO(VˇI|O[`]) =
(
M©
NˇIO:VˇI|O[`]
S(NˇIO)
)
C©−1SI(VˇI|O[`]). (55)
kde NˇIO : VˇI|O[`] ⊂ AIO oznacˇuje množinu všech realizací množin vstupu˚ a výstupu˚, které obsahují testovací
estimátor VˇI|O[`]. SISO modul následneˇ odešle vypocˇtené výstupní metriky do sousedících modulu˚, se kte-
rými je propojen. Celý výše popsaný mechanismus aktivace schématicky znázornˇuje Obr. 10, kde je zakreslena
vnitrˇní struktura obecné statistické meˇkké inverze.
Doména S(.) Detekce M© M© C© C© C©−1
Pravdeˇpodobnostní (Pd) P(.) Sekvencˇní - stránková (PgD) max max Π × ÷
Pravdeˇpodobnostní (Pd) P(.) Symbolová (SyD) max Σ Π × ÷
Metrická (Md) M(.) Sekvencˇní - stránková (PgD) min min Σ + −
Metrická (Md) M(.) Symbol (SyD) min min∗ Σ + −
Tab. 1. Prˇehled kombinacˇních a marginalizacˇních operátoru˚.
18
/SI(VˇI [0])
SO(VˇI [0])
SO(VˇI [`])
SI(VˇI [`])
SO(VˇI [1])
SO(VˇO[`+ 1])
SI(VˇO[`+ 1])
SO(VˇO[L− 1])
SI(VˇO[L− 1])
SO(VˇO[L])
SI(VˇO[L])
C©
VˇI|O[`]∈NˇIO
()C©() −1 M©
NˇIO:VˇI|O[`]
−1() C© ()
{S
[N
(i
)
I
O
]} i
()C©() −1
−1() C© ()
()C©() −1
−1() C© ()
SI(VˇI [1])
Obr. 10. Obecná vnitrˇní struktura Soft-In Soft-Out modulu.
5.2 Implementacˇní aspekty
Acˇkoli chování SISO modulu popisuje dvojice jednoduchých vztahu˚ (54) a (55) jedná se ve skutecˇnosti o nume-
ricky velmi nárocˇný proces. Kombinacˇní tabulka, definující strukturu SISO modulu, mu˚že obsahovat obrovské
množství ru˚zných relací a proto je vhodné provádeˇt výpocˇet vztahu˚ (54) a (55) maximálneˇ efektivneˇ. Dále je
zapotrˇebí hustoty pravdeˇpodobností cˇi metrik na výstupu SISO modulu normovat a aritmeticky ošetrˇit tak, aby
nedocházelo k jejich “prˇetékání” cˇi “podtékání” v pru˚beˇhu procesu iterativní detekce. Obeˇma teˇmto problému˚m
se budeme veˇnovat v této kapitole a správnou implementaci SISO modulu budeme demonstrovat na jednodu-
chém prˇíkladu.
5.2.1 Kombinace a marginalizace se stromovou strukturou
Kombinování i marginalizaci lze efektivneˇ implementovat pomocí stromové struktury. Tento princip je vcelku
prostý a je prˇiblížen na Obr. 11. Oba procesy zpracování jsou zde rozdeˇleny do rˇeteˇzce následných sekcí, neboli
urcˇité struktury s “pru˚tokovým” zpracováním, kdy se maximálneˇ využívá pomocných mezivýsledku˚ z prˇed-
cházejícího úseku. Ukázka na Obr. 11a znázornˇuje cˇást kombinacˇní sekce SISO modulu se trˇemi porty. Zde
vstupní hustoty reprezentují trˇi binární náhodné velicˇiny VI [1], VI [2] a VI [3]. Celkový pocˇet možných kom-
binací S(NˇIO) je v tomto prˇípadeˇ 8 s tím, že uvedený výnˇatek na Obr. 11a urcˇuje dveˇ z nich a zbylých šest
bychom získali analogickým zpu˚sobem. Ukázka na Obr. 11b se týká marginalizacˇního procesu. Znázorneˇna je
opeˇt pouze cˇást struktury o celkovém pocˇtu dvou následných sekcí. Prˇedkládejme, že množina všech aposterior-
ních sdružených metrik {S(N (i)IO)}i je zde rozdeˇlena na trˇi cˇásti. První cˇást {S(NˇIO)} : V(1)I [`], lemovaná cˇer-
venou cˇarou, necht’ obsahuje ty metriky S(NˇIO), které zahrnují realizaci V(1)I [`] vstupní náhodné velicˇiny VI [`].
Druhá cˇást {S(NˇIO)} : V(1)O [`+ 1], lemovaná sveˇtle cˇervenou cˇarou, necht’ obsahuje ty metriky S(NˇIO), které
zahrnují realizaci V(1)O [`+1] výstupní náhodné velicˇiny VO[`+1]. Trˇetí cˇást {S(NˇIO)} : {V(1)I [`],V(1)O [`+1]},
lemovaná cˇernou cˇarou, pak prˇedstavuje pru˚nik obou množin a obsahuje ty metriky S(NˇIO), které zahr-
nují jak realizaci V(1)I [`] vstupní náhodné velicˇiny VI [`] tak realizaci V(1)O [` + 1] výstupní náhodné velicˇiny
VO[`+1]. Stromovou marginalizací takto definovaných množin na Obr. 11b pak získáme dveˇ konkrétní metriky
S(V(1)I [`]) = SO(V(1)I [`]) C©SI(V(1)I [`]) a S(V(1)O [` + 1]) = SO(V(1)O [` + 1]) C©SI(V(1)O [` + 1]) ze sdružených
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hustot {S(V(i)I [`])}i a {S(V(i)O [` + 1])}i a tyto metriky urcˇují zprˇesneˇnou (výstupní) veˇrohodnost hypotéz, že
náhodné promeˇnné VI [`] a VO[` + 1] jsou realizovány hodnotami V(1)I [`] a V(1)O [` + 1] . Analogickým postu-
pem bychom získali ostatní hodnoty S(VˇI [`]) a S(VˇO[`+ 1]) ze sdružených výstupních hustot {S(V(i)I [`])}i a
{S(V(i)O [` + 1])}i, potažmo i sdružené výstupní hustoty dalších promeˇnných VI|O na ostatních portech SISO
modulu.
/
S(N (1)IO = {V(1)I [0],V(1)I [1],V(1)O [2]})
S(N (2)IO = {V(1)I [0],V(1)I [1],V(2)O [2]})SI(V(2)O [2])
SI(V(1)I [1])
SI(V(1)I [0])
SI(V(1)O [2])
C©
C©
C©
(a) Kombinace.
/
M©
{S(N (i)IO)}i
M©
{S(NˇIO)} : V(1)O [`+ 1]
M©
{S(NˇIO)} : {V(1)I [`],V(1)O [`+ 1]}
M©
{S(NˇIO)} : V(1)I [`]
SO(V(1)I [`]) C©SI(V(1)I [`])
S(N (i)IO)
SO(V(1)O [`+ 1]) C©SI(V(1)O [`+ 1])M©
(b) Marginalizace.
Obr. 11. Princip kombinace a marginalizace se stromovou strukturou.
Uvedená fakta více prˇiblížíme a ozrˇejmíme na konkrétním prˇíkladu zapojení SISO modulu, který se ješteˇ
dále vyskytne v jedné z prˇedkládaných realizací iterativního detektoru v následujícím textu. Prˇedpokládejme
jednoduchý jednodimenzionální kernel G(H) = { g′ g g′ } na straneˇ vysílání. Výstup takového ISI kanálu
oznacˇme
q[k, l] = g′c[k, l − 1, 0] + gc[k, l, 2] + g′c[k, l + 1, 1], (56)
kde c[k, l− 1, 0], c[k, l, 1] a c[k, l+ 1, 2] jsou binární vstupy. Uvedené promeˇnné definují testovací estimátor IO
množiny SISO modulu
NˇIO = {cˇ[0], cˇ[2], cˇ[1], qˇ}. (57)
Hodnoty testovacích estimátoru˚ v estimátoru IO množiny jsou vzájemneˇ svázané kombinacemi uvedenými v
Tab. 2. Každý z osmi rˇádku˚ tabulky prˇedstavuje jednu realizaciN (i)IO množiny NˇIO. Prˇíslušné kombinace vstupu˚
a výstupu˚ ISI kanálu jsou zde vyznacˇeny prostrˇednictvím mapovacích ukazatelu˚ ic[`] a iq do abeced Ac a Aq
jednotlivých promeˇnných. Vstup kombinacˇní sekce SISO modulu tvorˇí tedy cˇtyrˇi hustoty. Trˇi dvouprvkové
{SI(c(ic[`]))}ic[`] , obsahující vstupní metriky SI(cˇ[`])[k, l + {Il}`, `] binárních vstupu˚ c, a jedna šesti-prvková
{SI|O(q(iq))}iq , obsahující vstupní metriky SI(qˇ)[k, l] hexálního výstupu q. Cˇísla c(i) resp. q(i) zde prˇedstavují
jednotlivé prvky {Ac}i resp. {Aq}i abeced Ac resp. Aq o mohutnostech card(Ac) = 2 resp. card(Aq) = 6
a množina Il = {−1,+1, 0} definuje propojení sousedních SISO modulu˚ ve strukturˇe jednoho z iterativních
detektoru˚ z následující kapitoly. Zkombinováním vstupních metrik získáme osm sdružených metrik S(NˇIO).
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Následuje marginalizace teˇchto hodnot do cˇtyrˇ výstupních hustot. Trˇí dvouprvkových {SO(c(ic[`]))}ic[`] , obsa-
hující výstupní metriky SO(cˇ[`])[k, l + {Il}`, `] binárních vstupu˚ c, a jedné šesti-prvkové {SI|O(q(iq))}iq , ob-
sahující výstupní metriky SO(qˇ)[k, l] hexálního výstupu q. Vnitrˇní zapojení SISO modulu, provádeˇjící meˇkkou
inverzi konvolucˇní operace (56) a využívající kombinování a marginalizace se stromovou strukturou znázornˇuje
Obr. 12.
No. ic[0] ic[2] ic[1] iq
1 0 0 0 0
2 1 0 0 1
3 0 1 0 3
4 1 1 0 4
5 0 0 1 1
6 1 0 1 2
7 0 1 1 4
8 1 1 1 5
i 0 1 2 3 4 5
{Ac}i 0 1
{Aq}i 0 g′ 2g′ g g + g′ g + 2g′
Tab. 2. Tabulka kombinací IO (vstupu˚ a výstupu˚) definující strukturu jednoduchého ukázkového SISO mo-
dulu a abecedy IO promeˇnných.
Z uvedeného prˇíkladu je patrné, že GPE modelující pomeˇrneˇ jednoduchý jednodimenzionální kernel (56)
má dosti složitou meˇkkou inverzi, prˇestože je realizovaná optimálneˇ. V prˇípadeˇ veˇtších kernelu˚ struktura znacˇneˇ
naru˚stá a optimální implementace je obtížneˇ urcˇitelná. Obzvlášt’, pokud nejsou velicˇiny na jednotlivých vstup-
ních portech GPE vzájemneˇ zcela disjunktní.
5.2.2 Ošetrˇení aritmetiky
Kromeˇ samotných výpocˇtu˚ kombinace a marginalizace musí SISO modul provádeˇt ješteˇ normování metrik.
Bez tohoto opatrˇení mu˚že dojít k posunu velicˇin mimo požadovaný dynamický rozsah. Z tohoto hlediska je
citlivý prˇedevším detektor realizovaný v pravdeˇpodobnostní doméneˇ. Velicˇiny je zapotrˇebí držet v intervalu
〈0, 1〉 pomocí normování
PO(V(i)) = PO(V
(i))∑
i PO(V(i))
. (58)
Také je vhodné zavést prahování pravdeˇpodobností, aby nedocházelo k poklesu metrik pod urcˇitou minimální
mez. Toto opatrˇení je nezbytné díky deˇlení C©−1, které mu˚že zpu˚sobit prˇetecˇení.
Detektor realizovaný v metrické doméneˇ se z aritmetického hlediska chová mnohem rozumneˇji. Metriky
mohou nabývat kladných i záporných hodnot a normují se pomocí vztahu
MO(V(i)) =MO(V(i))−min
i
MO(V(i)) (59)
nebo
MO(V(i)) =MO(V(i))−MO(V(1)). (60)
První druh normování drží metriky v intervalu 〈0,∞). Druhý prˇipouští i záporné hodnoty metrik z intervalu
(−∞,∞) s tím, že první metrika v sadeˇ je vždy nulová a proto ji nemusíme skladovat a poklesnou pameˇt’ové
nároky. Pro zkutecˇnou implementaci detektoru je bezpochyby výhodneˇjší metrická doména a to v kombinaci
s detekcˇní technikou PgD. Prˇetecˇení nebo podtecˇení aritmetiky zde prakticky nehrozí. Jako zcela dostatecˇné
je kvantování metrik pomocí 6ti až 12ti bitových cˇísel v pevné rˇádové cˇárce se znaménkem (60) nebo bez
znaménka (59).
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Obr. 12. Vnitrˇní struktura jednoduchého ukázkového SISO modulu založená na kombinování a marginali-
zaci se stromovou strukturou.
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5.3 Topologie iterativních dekódovacích sítí
V prˇedcházejícím textu byly sumarizovány principy MAP detekce a podmínky vytvorˇení dvoudimenzionál-
ního iterativního detektoru faktorizací výchozího kriteria na úrovenˇ konvolucˇních regionu˚. Dále jsme podrobili
popisu SISO moduly, které tvorˇí stavební prvky iterativní dekódovací síteˇ. Implementace SISO modulu byla
demonstrována na jednoduchém prˇíkladeˇ. Nyní prˇejdeme k problematice topologie iterativní dekódovací síteˇ,
neboli vzájemného propojení SISO modulu˚ uvnitrˇ této struktury. Z tohoto hlediska deˇlíme topologie IDN do trˇí
základních skupin. Na IDN marginalizující na úrovni bloku symbolu˚, IDN marginalizující na úrovni symbolu˚
a vrstvové IDN marginalizující na úrovni bloku symbolu˚ nebo na úrovni symbolu˚. Každá topologie má své
specifické usporˇádání a vnitrˇní implementaci SISO modulu nebo dvojice SISO modulu˚, tvorˇících prˇíslušnou
kompozitní bunˇku ve strukturˇe detektoru. Samotné propojení buneˇk v jednotlivých uzlech zapojení je analo-
gické k topologiím kódovací síteˇ z kapitoly 3.2 s tím rozdílem, že každý GPE je zameˇneˇn za odpovídající SISO
modul a ve veˇtšineˇ prˇípadu˚ dochází k prˇenosu meˇkké informace v obou smeˇrech. Jednotlivé topologie budou
popsány v následujících odstavcích 5.3.1, 5.3.2, 5.3.3 a 5.3.4.
5.3.1 Pevné topologie
Síteˇ s fixní topologií též oznacˇujeme jako síteˇ marginalizující na úrovni bloku˚ symbolu˚. Konvolucˇní region je
v referencˇním modelu separován do bloku˚. Základní zrˇeteˇzení modulu˚ je v horizontálním a vertikálním smeˇru
[12]. Takovou iterativní dekódovací sít’ s pevnou topologií znázornˇuje Obr. 13a. Topologie síteˇ není závislá
na tvaru kernelu a tvorˇí ji SISO moduly na Obr. 13b. Vstupní a výstupní metriky stavových velicˇin budeme
oznacˇovat jako SI a SO. Vstupní a výstupní metriky dat a výstupu kanálu budeme oznacˇovat jako SF a SB
respektive SB a SF . Rozdílná notace byla zavedena z toho du˚vodu, že síteˇ mohou být i vrstvené. Metriky SI a
SO tak budeme obecneˇ chápat jako spojnice mezi moduly na dané vrstveˇ síteˇ a SF a SB respektive SB a SF
budou prˇedstavovat propojení modulu˚ naprˇícˇ vrstvami.
Aktivacˇní schéma detektoru je vyznacˇeno na Obr. 13a fialovou cˇárkovanou cˇarou. Kromeˇ aktivace “po rˇád-
cích” mu˚žeme použít také schéma prˇeklopené prˇes diagonálu struktury, neboli “po sloupcích”. Další možná
varianta je aktivace “zig-zag” z levého horního rohu do pravého spodního rohu. Všechny tyto varianty postupují
ve smeˇru toku stavových velicˇin v referencˇním modelu ISI kanálu na Obr. 3.
Testovací estimátor IO množiny SISO modulu je u základní pevné topologie ve tvaru
NˇIO = {Rˇ[0], Cˇ[0], dˇ, Rˇ[1], Cˇ[1], qˇ}, (61)
kde Rˇ[`] a Cˇ[`] jsou testovací estimátory pomocných stavových promeˇnných. V prˇípadeˇ ukázkového obecného
posunutého kernelu (17) z odstavce 3.2.1, tvorˇí estimátory
Rˇ[`] =

dˇ[−2, `− 2] dˇ[−2, `− 1]
dˇ[−1, `− 2] dˇ[−1, `− 1]
dˇ[0, `− 2] dˇ[0, `− 1]
 (62)
a
Cˇ[`] =
{
dˇ[`− 2,−2] dˇ[`− 2,−1] dˇ[`− 2, 0]
dˇ[`− 1,−2] dˇ[`− 1,−1] dˇ[`− 1, 0]
}
(63)
šestice estimátoru˚ dat dˇ. Aktivace SISO modulu v uzlu [k, l] se skládá z kombinování
S(NˇIO)[k, l] =
(
C©
Rˇ[`]∈NˇIO
SI(Rˇ[`])[k, l + `]
)
C©
(
C©
Cˇ[`]∈NˇIO
SI(Cˇ[`])[k + `, l]
)
(64)
C©SB(dˇ ∈ NˇIO)[k, l] C©SF (qˇ ∈ NˇIO)[k, l],
kde ` = 0, 1. Získaná sdružená hustota {S(N (i)IO)}i je následneˇ marginalizována prostrˇednictvím peˇti margina-
lizacˇních procesu˚
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Obr. 13. Iterativní dekódovací sít’ marginalizující na úrovni bloku symbolu˚ se základní topologií.
SO(Rˇ[`])[k, l + `] =
(
M©
NˇIO:Rˇ[`]
S(NˇIO)[k, l]
)
C©−1SI(Rˇ[`])[k, l + `], (65)
SO(Cˇ[`])[k + `, l] =
(
M©
NˇIO:Cˇ[`]
S(NˇIO)[k, l]
)
C©−1SI(Cˇ[`])[k + `, l], (66)
a
SF (dˇ)[k, l] =
(
M©
NˇIO:dˇ
S(NˇIO)[k, l]
)
C©−1SB(dˇ)[k, l], (67)
kde ` = 0, 1. SISO moduly mohou zahrnovat také doplnˇkový marginalizacˇní proces
SB(qˇ)[k, l] =
(
M©
NˇIO:qˇ
S(NˇIO)[k, l]
)
C©−1SF (qˇ)[k, l], (68)
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kdy hustota {SB(q(i))[k, l]}i slouží jako meˇkká podpora ru˚zných synchronizátoru˚ iterativní dekódovací síteˇ,
které korigují vstupní signál r[k, l] prˇed vstupem do front-endu iterativního detektoru. Tato synchronizace není
prˇedmeˇtem prˇedkládané práce a proto je smycˇka hustot {SB(q(i))[k, l]}i je na Obr. 1 otevrˇená a výpocˇet (68)
se neprovádí. Žádný synchronizátor není prˇítomen a my prˇedpokládáme sít’ perfektneˇ synchronizovanou.
Prˇed první iterací dekódovací síteˇ jsou metriky
SI(Rˇ)[k, l] = C©
dˇ[k′,l′]∈Rˇ
SB(dˇ[k′, l′])[k + k′, l + l′] (69)
a
SI(Cˇ[k, l]) = C©
dˇ[k′,l′]∈Cˇ
SB(dˇ[k′, l′])[k + k′, l + l′], (70)
nastaveny pomocí kombinace apriorní meˇkké informace SB(dˇ[k′, l′]) jednotlivých estimátoru˚ vstupních dat
dˇ[k′, l′], které spadají do blokových estimátoru˚ Rˇ a Cˇ. V prˇípadeˇ, že jsou vstupní data uniformneˇ rozdeˇlená, pak
nutneˇ SI(Rˇ)[k, l] = 1/card(AR) a SI(Cˇ)[k, l] = 1/card(AC) pro všechna [k, l] pokud je detektor realizován v
pravdeˇpodobnostní doméneˇ. Pokud je realizován v metrické doméneˇ nastavíme SI(Rˇ)[k, l] = 0 a SI(Cˇ)[k, l] =
0.
/
d[k, l]
l − 1
R[k, l]
C[
k
,l
]
k
k − 1
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ll − 2
Obr. 14. Tvary stavových promeˇnnýchR[k, l] a C[k, l] pro redukovaný ISI kernel G(R)3×3.
Kombinacˇní tabulka SISO modulu z prˇedcházejícího prˇíkladu obsahuje 512 relací, které vedou na tentýž
pocˇet sdružených metrik {S(N (i)IO)}i a díky své znacˇné délce zde není obsažena. Proto uved’me další prˇíklad
usporˇádání iterativní dekódovací síteˇ se základní fixní topologií. Tentokrát se bude jednat o detektor pro úcˇely
dekonvoluce jednoduššího hveˇzdicového ISI kanálu. Prˇedpokládejme ISI kanál s obecným redukovaným posu-
nutým kernelem 3× 3
G(R)3×3 =
 g
′
g′ g g′
g′
 (71)
a binárními vstupními daty. Pomocné stavové promeˇnné vzorové kódovací síteˇ na Obr. 3, s prˇihlédnutím k
podmínce kauzality (16), budou mít tvar
R[k, l] =
{
d[k − 1, l − 2] d[k − 1, l − 1]
d[k, l − 1]
}
a C[k, l] =
{
d[k − 2, l − 1]
d[k − 1, l − 1] d[k − 1, l]
}
, (72)
který graficky znázornˇuje Obr. 14. Teˇmto stavovým promeˇnným odpovídají na straneˇ detekce testovací estimá-
tory
Rˇ[`] =
{
dˇ[−1, `− 2] dˇ[−1, `− 1]
dˇ[0, `− 1]
}
a Cˇ[`] =
{
dˇ[`− 2,−1]
dˇ[`− 1,−1] dˇ[`− 1, 0]
}
(73)
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No. iR[0] iC[0] id iR[1] iC[1] iq
1 0 0 0 0 0 0
2 0 0 1 4 4 0
3 4 0 0 0 2 1
4 4 0 1 4 6 1
5 0 4 0 2 0 1
6 0 4 1 6 4 1
7 4 4 0 2 2 2
8 4 4 1 6 6 2
9 2 2 0 1 1 5
10 2 2 1 5 5 5
11 6 2 0 1 3 6
12 6 2 1 5 7 6
13 2 6 0 3 1 6
14 2 6 1 7 5 6
15 6 6 0 3 2 7
16 6 6 1 7 7 7
17 1 0 0 0 0 1
18 1 0 1 4 4 1
19 5 0 0 0 2 2
20 5 0 1 4 6 2
21 1 4 0 2 0 2
22 1 4 1 6 4 2
23 5 4 0 2 2 3
24 5 4 1 6 6 3
25 3 2 0 1 1 6
26 3 2 1 5 5 6
27 7 2 0 1 3 7
28 7 2 1 5 7 7
29 3 6 0 3 1 7
30 3 6 1 7 5 7
31 7 6 0 3 2 8
32 7 6 1 7 7 8
No. iR[0] iC[0] id iR[1] iC[1] iq
33 0 1 0 0 0 1
34 0 1 1 4 4 1
35 4 1 0 0 2 2
36 4 1 1 4 6 2
37 0 5 0 2 0 2
38 0 5 1 6 4 2
39 4 5 0 2 2 3
40 4 5 1 6 6 3
41 2 3 0 1 1 6
42 2 3 1 5 5 6
43 6 3 0 1 3 7
44 6 3 1 5 7 7
45 2 7 0 3 1 7
46 2 7 1 7 5 7
47 6 7 0 3 2 8
48 6 7 1 7 7 8
49 1 1 0 0 0 2
50 1 1 1 4 4 2
51 5 1 0 0 2 3
52 5 1 1 4 6 3
53 1 5 0 2 0 3
54 1 5 1 6 4 3
55 5 5 0 2 2 4
56 5 5 1 6 6 4
57 3 3 0 1 1 7
58 3 3 1 5 5 7
59 7 3 0 1 3 8
60 7 3 1 5 7 8
61 3 7 0 3 1 8
62 3 7 1 7 5 8
63 7 7 0 3 2 9
64 7 7 1 7 7 9
Tab. 3. Tabulka kombinací IO (vstupu˚, výstupu˚ a stavu˚) definující strukturu SISO modulu˚ v IDN se základní
fixní topologií pro redukovaný ISI kernel G(R)3×3.
složené z trojic estimátoru˚ dat dˇ. Hodnoty testovacích estimátoru˚ v estimátoru IO množiny (61) tvorˇí jednotlivé
kombinacˇní relace v Tab. 3. Celkový pocˇet realizací N (i)IO množiny NˇIO je roven mohutnosti card(AIO) = 64
abecedy IO množiny. Prˇíslušné kombinace vstupu, výstupu a stavu˚ jsou zde definovány prostrˇednictvím mapo-
vacích ukazatelu˚ iR[`], iC[`], id a iq do abeced AR, AC , Ad a Aq o mohutnostech card(AR) = card(AC) = 8,
card(Ad) = 2 a card(Aq) = 10. Všechny abecedy jsou uvedeny v Tab. 4. Partikulární metriky SI|O(Rˇ[`])[k, l+
`], SI|O(Cˇ[`])[k+`, l], SF |B(dˇ)[k, l] a SF |B(qˇ)[k, l] tvorˇí na portech SISO modulu vstupní resp. výstupní hustoty
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{SI|O(R(iR[`]))}iR[`] a {SI|O(C(iC[`]))}iC[`] a doprˇedné resp. zpeˇtné hustoty {SF |B(d(id))}id a {SF |B(q(iq))}iq ,
kde R(iR) = {AR}iR , C(iC) = {AC}iC , d(i) = {Ad}i a q(i) = {Aq}i jsou prvky odpovídajících abeced AR,
AC , Ad a Aq .
i 0 1 2 3 4 5 6 7 8 9
{Ad}i 0 1
{Aq}i 0 g′ 2g′ 3g′ 4g′ g g + g′ g + 2g′ g + 3g′ g + 4g′
(a) Abecedy vstupních a výstupních promeˇn-
ných.
i 0 1 2 3 4 5 6 7
{AR}i 0 00
1 0
0
0 1
0
1 1
0
0 0
1
1 0
1
0 1
1
1 1
1
{AC}i 00 0
1
0 0
0
1 0
1
1 0
0
0 1
1
0 1
0
1 1
1
1 1
(b) Abecedy stavových promeˇnných.
Tab. 4. Abecedy IO promeˇnných v IDN se základní fixní topologií pro redukovaný ISI kernel G(R)3×3.
Rozšírˇená varianta iterativní dekódovací síteˇ s pevnou topologií zahrnuje také zrˇeteˇzení diagonální [4]. Ite-
rativní dekódovací sít’ s rozšírˇenou pevnou topologií znázornˇuje Obr. 15a a tvorˇí ji SISO moduly na Obr. 15b.
Testovací estimátor IO množiny SISO modulu je u rozšírˇené pevné topologie ve tvaru
NˇIO = {Rˇ[0], Cˇ[0], Bˇ[0], dˇ, Rˇ[1], Cˇ[1], Bˇ[1], qˇ}, (74)
kde Rˇ[`], Cˇ[`] a Bˇ[`] jsou testovací estimátory pomocných stavových promeˇnných. V prˇípadeˇ ukázkového obec-
ného posunutého kernelu (17) z odstavce 3.2.1, tvorˇí estimátory
Rˇ[`] =
{
d[−1, `− 2] d[−1, `− 1]
d[0, `− 2] d[0, `− 1]
}
, Cˇ[`] =
{
d[`− 2,−1] d[`− 2, 0]
d[`− 1,−1] d[`− 1, 0]
}
(75)
a Bˇ[`] =
{
d[`− 2, `− 2] d[`− 2, `− 1]
d[`− 1, `− 2] d[`− 1, `− 1]
}
cˇtverˇice estimátoru˚ dat dˇ. Sít’ tedy bude obsahovat více propojek prˇenášejících meˇkké informace o nové stavové
promeˇnné, ale sníží se mohutnosti všech hustot stavových promeˇnných a to není na škodu. Aktivace SISO
modulu v uzlu [k, l] se skládá z kombinování
S(NˇIO)[k, l] =
(
C©
Rˇ[`]∈NˇIO
SI(Rˇ[`])[k, l + `]
)
C©
(
C©
Cˇ[`]∈NˇIO
SI(Cˇ[`])[k + `, l]
)
(76)
C©
(
C©
Bˇ[`]∈NˇIO
SI(Bˇ[`])[k + `, l + `]
)
C©SB(dˇ ∈ NˇIO)[k, l] C©SF (qˇ ∈ NˇIO)[k, l],
kde ` = 0, 1. Získaná sdružená hustota {S(N (i)IO)}i je následneˇ marginalizována prostrˇednictvím sedmi margi-
nalizacˇních procesu˚ (65), (66), (67) a
SO(Bˇ[`])[k + `, l + `] =
(
M©
NˇIO:Bˇ[`]
S(NˇIO)[k, l]
)
C©−1SI(Bˇ[`])[k + `, l + `], (77)
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kde ` = 0, 1 a dále prostrˇednictvím doplnˇkového procesu (68).
Prˇed první iterací dekódovací síteˇ jsou metriky hustot {SI(R(i))[k, l]}i a {SI(C(i))[k, l]}i nastaveny dle
vztahu˚ (69) a (70) a metriky
SI(Bˇ)[k, l] = C©
dˇ[k′,l′]∈Bˇ
SB(dˇ[k′, l′])[k + k′, l + l′], (78)
analogickým zpu˚sobem. Zde SB(dˇ[k′, l′]) prˇedstavují apriorní meˇkké informace jednotlivých estimátoru˚ vstup-
ních dat dˇ[k′, l′], které spadají do blokového estimátoru Bˇ.
Také rozšírˇenou fixní topologii, podobneˇ jako tu základní, ješteˇ dále prˇibližme na jednoduchém prˇíkladu
hveˇzdicového ISI kanálu (71) s binárními vstupními daty, abychom mohli obeˇ varianty realizací vzájemneˇ
porovnat. Pomocné promeˇnné vzorové kódovací síteˇ na Obr. 5 budou nyní trˇi a jejich tvary
R[k, l] =
{
d[k − 1, l − 2]
d[k, l − 1]
}
, C[k, l] =
{
d[k − 2, l − 1]
d[k − 1, l]
}
(79)
a B[k, l] = d[k − 1, l − 1]
respektují rozšírˇenou podmínku kauzality (21). Pomocné stavové promeˇnné graficky znázornˇuje Obr. 16, vcˇetneˇ
smeˇru jejich posunu nad vstupními daty. Na straneˇ detekce reprezentují tyto stavové velicˇiny odpovídající tes-
tovací estimátory
Rˇ[`] =
{
dˇ[−1, `− 2]
dˇ[0, `− 1]
}
, Cˇ[`] =
{
dˇ[`− 2,−1]
dˇ[`− 1, 0]
}
(80)
a Bˇ[`] = dˇ[`− 1, `− 1].
Dekódovací sít’ obsahuje SISO moduly, které jsou definovány kombinacemi vstupních, výstupních a stavových
velicˇin v Tab. 5. Jednotlivé relace jsou opeˇt zaneseny prostrˇednictvím mapovacích ukazatelu˚ iR[`], iC[`], id
a iq a dvou nových ukazatelu˚ iB[`] do abecedy AB. Celkový pocˇet relací card(AIO) = 64 je stejný jako v
prˇedcházejícím prˇíkladeˇ. Abecedy Ad a Aq jsou také stejné a lze je nalézt v Tab. 4a. Abecedy AR a AC jsou
jiné a spolecˇneˇ s abecedou AB je uvádí Tab. 6. Porty SISO modulu˚ se rozšírˇí o vstupní resp. výstupní hustoty
{SI|O(B(iB[`]))}iB[`] na diagonálních spojnicích obsahující partikulární metriky SI|O(Bˇ[`])[k + `, l + `], kde
B(i) = {AB}i jsou prvky binární abecedy AB. Prˇi porovnání obou realizací vidíme, že mohutnosti abeced AR
a AC se redukovali na card(AR) = card(AC) = 4. Mohutnost abecedy AB je card(AB) = 2 a proto pameˇt’ové
nároky klesly celkem o 40%, což je významná hodnota. Je však pravdou, že tato signifikantní úspora pameˇti je
cˇástecˇneˇ kompenzována další promeˇnnou zvyšující výpocˇetní nároky na kombinacˇní i marginalizacˇní cˇást SISO
modulu˚ v celé síti.
Záveˇrem proved’me strucˇnou sumarizaci iterativních dekódovacích sítí s fixní topologií. Mezi základní prˇed-
nosti patrˇí prˇedevším vysoká výkonnost díky mohutným stavovým velicˇinám, které mnohdy mají i významný
prˇekryv. Nevýhodou je, že mezi porty SISO modulu˚ musíme prˇenášet a skladovat velké množství dat v podobeˇ
mohutných hustot. Pro neˇkteré druhy kernelu˚ (hveˇzdicové kernely apod.) je problematické provést optimální se-
paraci konvolucˇního regionu do jednotlivých stavových promeˇnných. U neˇkterých typu˚ kernelu˚ to není možné
vu˚bec. V takovém prˇípadeˇ mají stavové velicˇiny zbytecˇneˇ vyšší mohutnost a sít’ je numericky složiteˇjší a pa-
meˇt’ové nároky vyšší. Tyto problémy se snaží zmírnit rozšírˇená varianta s diagonálním zrˇeteˇzením. Stavová
velicˇina “navíc” umožnˇuje vyšší variabilitu v dekompozici konvolucˇního regionu. Stavové promeˇnné jsou trˇi
a proto mohou být méneˇ rozlehlé a pameˇt’ové nároky se sníží. Také je snazší navrhnout tvary stavových pro-
meˇnných tak, aby byly vzájemneˇ zcela disjunktní. Potom je snazší nalézt optimální implementaci SISO modulu
podle odstavce 5.2.1. Uvedené prˇednosti však kompenzuje urcˇité zhoršení výkonnosti detektoru a cˇasto vyšší
výpocˇetní nároky na kombinacˇneˇ-marginalizacˇní proces v SISO modulech.
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Obr. 15. Iterativní dekódovací sít’ marginalizující na úrovni bloku symbolu˚ s rozšírˇenou topologií.
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Obr. 16. Tvary stavových promeˇnnýchR[k, l], C[k, l] a B[k, l] pro redukovaný ISI kernel G(R)3×3.
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N
o.
i R
[0
]
i C
[0
]
i B
[0
]
i d i R
[1
]
i C
[1
]
i B
[1
]
i q
1 0 0 0 0 0 0 0 0
2 0 0 0 1 2 2 1 0
3 2 0 0 0 0 0 0 1
4 2 0 0 1 2 2 1 1
5 0 2 0 0 0 0 0 1
6 0 2 0 1 2 2 1 1
7 2 2 0 0 0 0 0 2
8 2 2 0 1 2 2 1 2
9 0 0 1 0 1 1 0 5
10 0 0 1 1 3 3 1 5
11 2 0 1 0 1 1 0 6
12 2 0 1 1 3 3 1 6
13 0 2 1 0 1 1 0 6
14 0 2 1 1 3 3 1 6
15 2 2 1 0 1 1 0 7
16 2 2 1 1 3 3 1 7
17 1 0 0 0 0 0 0 1
18 1 0 0 1 2 2 1 1
19 3 0 0 0 0 0 0 2
20 3 0 0 1 2 2 1 2
21 1 2 0 0 0 0 0 2
22 1 2 0 1 2 2 1 2
23 3 2 0 0 0 0 0 3
24 3 2 0 1 2 2 1 3
25 1 0 1 0 1 1 0 6
26 1 0 1 1 3 3 1 6
27 3 0 1 0 1 1 0 7
28 3 0 1 1 3 3 1 7
29 1 2 1 0 1 1 0 7
30 1 2 1 1 3 3 1 7
31 3 2 1 0 1 1 0 8
32 3 2 1 1 3 3 1 8
N
o.
i R
[0
]
i C
[0
]
i B
[0
]
i d i R
[1
]
i C
[1
]
i B
[1
]
i q
33 0 1 0 0 0 0 0 1
34 0 1 0 1 2 2 1 1
35 2 1 0 0 0 0 0 2
36 2 1 0 1 2 2 1 2
37 0 3 0 0 0 0 0 2
38 0 3 0 1 2 2 1 2
39 2 3 0 0 0 0 0 3
40 2 3 0 1 2 2 1 3
41 0 1 1 0 1 1 0 6
42 0 1 1 1 3 3 1 6
43 2 1 1 0 1 1 0 7
44 2 1 1 1 3 3 1 7
45 0 3 1 0 1 1 0 7
46 0 3 1 1 3 3 1 7
47 2 3 1 0 1 1 0 8
48 2 3 1 1 3 3 1 8
49 1 1 0 0 0 0 0 2
50 1 1 0 1 2 2 1 2
51 3 1 0 0 0 0 0 3
52 3 1 0 1 2 2 1 3
53 1 3 0 0 0 0 0 3
54 1 3 0 1 2 2 1 3
55 3 3 0 0 0 0 0 4
56 3 3 0 1 2 2 1 4
57 1 1 1 0 1 1 0 7
58 1 1 1 1 3 3 1 7
59 3 1 1 0 1 1 0 8
60 3 1 1 1 3 3 1 8
61 1 3 1 0 1 1 0 8
62 1 3 1 1 3 3 1 8
63 3 3 1 0 1 1 0 9
64 3 3 1 1 3 3 1 9
Tab. 5. Tabulka kombinací IO (vstupu˚, výstupu˚ a stavu˚) definující strukturu SISO modulu˚ v IDN s rozšírˇenou
fixní topologií pro redukovaný ISI kernel G(R)3×3.
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i 0 1 2 3
{AR}i, {AC}i 0 0
1
0
0
1
1
1
{AB}i 0 1
Tab. 6. Abecedy stavových promeˇnných v IDN s rozšírˇenou fixní topologií pro redukovaný ISI kernel G(R)3×3.
5.3.2 Variabilní topologie
Dekódovací síteˇ s variabilní topologií mají zrˇeteˇzení závislé na tvaru kernelu. Topologii nelze znázornit z obec-
ného hlediska. Abychom získali prˇedstavu o zrˇeteˇzení, uvedeme konkrétní prˇíklad pro obecný kernel G3×3 se
vstupními daty d[k, l] ve dvojkové aritmetice. Strukturu iterativní dekódovací síteˇ s variabilní topologií prˇi-
zpu˚sobenou pro úlohu dekonvoluce kernelu o velikosti 3 × 3 znázornˇuje Obr. 17a. Každý element uvedeného
zapojení obsahuje dva SISO moduly [6] na Obr. 17b. SISO moduly znázorneˇné cˇerveneˇ provádeˇjí meˇkkou
inverzi samotné konvoluce z kompletního konvolucˇního regionu Nˇ [k, l]. Na neˇ navazují meˇkké inverze broad-
casteru˚, vyznacˇené cˇerneˇ. Broadcastery v referencˇním modelu kanálu G3×3 na Obr. 7 zodpovídají za veˇtvení
vstupních dat a prˇípravu jednotlivých konvolucˇních regionu˚ N [k, l]. Tuto operaci veˇtvení popisuje jednoduchá
kombinacˇní tabulka Tab. 7 definující vnitrˇní usporˇádání meˇkké inverze broadcasteru˚ v dekódovací síti.
i 7→ A(B)IO ic[0] 7→ Ad · · · ic[8] id 7→ Ad
0 0 · · · 0 0
1 1 · · · 1 1
Tab. 7. Tabulka kombinací IO (vstupu˚ a výstupu˚) definující strukturu meˇkké inverze binárního broadcasteru.
Díky separaci konvolucˇního regionu na nejnižší možnou úrovenˇ (úrovenˇ datových symbolu˚) je tento druh
síteˇ také oznacˇován jako sít’ marginalizující na úrovni symbolu˚. Flexibilita je opravdu vysoká a sít’ mu˚žeme
snadno a optimálneˇ prˇizpu˚sobit i tvaroveˇ nestandardním kernelu˚m. Nevýhodou je nižší výkonnost zpu˚sobená
maximální dekompozicí regionu a velké množství propojek, které není možné obecneˇ prˇedprˇipravit. Pameˇt’ové
nároky jsou ovšem nízké, protože mohutnost metrik stavových velicˇin je nejmenší možná.
Aktivacˇní schéma je paralelní a znázorneˇné na Obr. 17a fialovou cˇárkovanou cˇarou. Probíhá ve všech ele-
mentech naráz a skládá se ze dvou kroku˚. Nejprve jsou aktivovány meˇkké inverze kombinacˇních logik prostrˇed-
nictvím metrik shromáždeˇných z okolních elementu˚. Dále probeˇhnou aktivace meˇkkých inverzí broadcasteru˚
následované distribucí výstupních metrik do sousedních elementu˚. V další iteraci I se proces opakuje.
Testovací estimátor IO množiny meˇkké inverze kombinacˇní logiky je v prˇípadeˇ prˇíkladu variabilní topologie
na Obr. 17a ve tvaru
NˇIO =
 cˇ[7] cˇ[6] cˇ[5]cˇ[0] cˇ[8] cˇ[4]
cˇ[1] cˇ[2] cˇ[3]
 ∪ qˇ, (81)
kde cˇ[`] jsou testovací estimátory výstupu˚ sousedících meˇkkých inverzí broadcasteru˚. Aktivace meˇkké inverze
kombinacˇní logiky v uzlu [k, l] se skládá z kombinování
S(NˇIO)[k, l] =
(
C©
cˇ[`]∈NˇIO
SI(cˇ[`])[k + {Ik}`, l + {Il}`, `]
)
C©SF (qˇ ∈ NˇIO)[k, l], (82)
kde ` = 0, 1, . . . , 8 a Ik spolecˇneˇ s Il jsou množiny indexu˚ (28) a (29) definující propojení mezi meˇkkými in-
verzemi broadcasteru˚ a kombinacˇních logik. Získaná sdružená hustota {S(N (i)IO)}i je následneˇ marginalizována
prostrˇednictvím devíti marginalizacˇních procesu˚
31
/k + 1
k
k − 1
l − 1 l + 1l
2©
1©
(a) Topologie IDN s vyznacˇeným aktivacˇním
schématem.
/
S O
(cˇ
)[
k
−
1
,
l+
1
,
5
]
S I
(cˇ
)[
k
−
1
,
l+
1
,
5
]
S O
(cˇ
)[
k
−
1
,
l,
6
]
S I
(cˇ
)[
k
−
1
,
l,
6
]
S O
(cˇ
)[
k
,
l,
2
]
S I
(cˇ
)[
k
,
l,
2
]
S I
(cˇ
)[
k
,
l,
3
]
S O
(cˇ
)[
k
,
l,
3
]
SO(cˇ)[k, l, 0]
SI(cˇ)[k, l, 0]
SO(cˇ)[k, l, 8]
SI(cˇ)[k, l, 8]
SO(cˇ)[k, l, 1]
SI(cˇ)[k, l, 1]
SO(cˇ)[k+1, l+1, 3]
SI(cˇ)[k+1, l+1, 3]
SB(qˇ)[k, l]
SF (qˇ)[k, l]
SO(cˇ)[k, l+1, 4]
SI(cˇ)[k, l+1, 4]
S O
(cˇ
)[
k
+
1
,
l−
1
,
1
]
S I
(cˇ
)[
k
+
1
,
l−
1
,
1
]
S O
(cˇ
)[
k
,
l,
6
]
S I
(cˇ
)[
k
,
l,
6
]
S O
(cˇ
)[
k
+
1
,
l,
2
]
S I
(cˇ
)[
k
+
1
,
l,
2
]
S O
(cˇ
)[
k
,
l,
7
]
S I
(cˇ
)[
k
,
l,
7
]
SO(cˇ)[k, l−1, 0]
SI(cˇ)[k, l−1, 0]
SO(cˇ)[k, l, 8]
SI(cˇ)[k, l, 8]
SO(cˇ)[k, l, 5]
SI(cˇ)[k, l, 5]
SB(dˇ)[k, l]
SF (dˇ)[k, l]
SO(cˇ)[k−1, l−1, 7]
SI(cˇ)[k−1, l−1, 7]
SO(cˇ)[k, l, 4]
SI(cˇ)[k, l, 4]
B−1
f−1(.)
(b) Bunˇka IDN v uzlu [k, l].
Obr. 17. Iterativní dekódovací sít’ marginalizující na úrovni symbolu˚ pro obecný ISI kernel G3×3.
SO(cˇ[`])[k + {Ik}`, l + {Il}`, `] =
(
M©
NˇIO:cˇ[`]
S(NˇIO)[k, l]
)
C©−1SI(cˇ[`])[k + {Ik}`, l + {Il}`, `], (83)
kde ` = 0, 1, . . . , 8 a dále prostrˇednictvím doplnˇkového procesu (68).
Následneˇ se aktivacˇní proces síteˇ prˇesune na úrovenˇ meˇkkých inverzí binárních broadcasteru˚. Aktivaci teˇchto
elementu˚ tvorˇí pouze dvojice kombinacˇních procesu˚
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SF (dˇ)[k, l] = C©
cˇ[`]=dˇ
SI(cˇ[`])[k, l, `] (84)
a
SO(cˇ[`])[k, l, `] =
(
C©
cˇ[`′]=cˇ[`], `′ 6=`
SI(cˇ[`′])[k, l, `′]
)
C©SB(dˇ = cˇ[`])[k, l], (85)
které prˇímo vyplývají z Tab. 7.
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Obr. 18. Iterativní dekódovací sít’ marginalizující na úrovni symbolu˚ pro redukovaný ISI kernel G(R)3×3.
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I tuto topologii ješteˇ dále prˇiblížíme na jednoduchém prˇíkladu hveˇzdicového ISI kanálu (71) s binárními
vstupními daty. Oproti prˇedcházejícím prˇíkladu˚m s fixními topologiemi v odstavci 5.3.1 je zde drobný rozdíl v
tom, že kernel nebude posunutý a vstup d[k, l] je ztotožneˇn se strˇedem kernelu, neboli s koeficientem g. Topo-
logii vzorové kódovací síteˇ uvádí Obr. 18a. Každá bunˇka této struktury tvorˇí kompozitní element na Obr. 18b.
Promeˇnné na vstupu kombinacˇních logik jednotlivých elementu˚ sdružuje množina
NIO[k, l] = {c[k + {Ik}`, l + {Il}`, `]}`<5 ∪ q[k, l], (86)
kde
Ik = {0,+1, 0,−1, 0} (87)
a
Il = {−1, 0,+1, 0, 0} (88)
jsou množiny indexu˚ definující horizontální a vertikální propojení kombinacˇních logik s broadcastery v soused-
ních elementech kódovací síteˇ. Na straneˇ detekce budou v prˇedložené topologii nahrazeny kódovací elementy na
Obr. 18b odpovídajícími SISO moduly na Obr. 18c. Testovací estimátor IO množiny meˇkké inverze kombinacˇní
logiky bude ve tvaru
NˇIO =
 cˇ[3]cˇ[0] cˇ[4] cˇ[2]
cˇ[1]
 ∪ qˇ. (89)
Jednotlivé testovací estimátory binárních dat cˇ[`] pak tvorˇí kombinace v Tab. 8. Uvedené relace jsou zde defi-
novány mapovacími ukazateli ic[`] resp. iq do prˇíslušných abeced Ad resp. Aq , které lze nalézt v Tab. 4a. Mo-
hutnost kombinacˇní tabulky je card(AIO) = 32, tedy optimální. Partikulární metriky SI|O(cˇ[`])[k+ {Ik}`, l+
{Il}`, `], SF |B(dˇ)[k, l] a SF |B(qˇ)[k, l] tvorˇí na portech SISO modulu vstupní resp. výstupní hustoty
{SI|O(c(ic[`]))}ic[`] a doprˇedné resp. zpeˇtné hustoty {SF |B(d(id))}id a {SF |B(q(iq))}iq , kde c(ic[`]) = {Ad}ic[`] ,
d(i) = {Ad}i a q(i) = {Aq}i jsou prvky odpovídajících abeced Ad a Aq .
Z výše uvedených skutecˇností je jasneˇ patrné, že pro tentýž hveˇzdicový kernel (71) došlo u variabilní topolo-
gie, v porovnání s fixní topologií, k redukci kombinací v Tab. 8 na polovinu. Tím dojde ke snížení výpocˇetních
nároku˚ jednotlivých SISO modulu˚ na polovinu. Tuto redukci zpu˚sobuje flexibilita variabilní topologie a její
snadná aplikovatelnost na libovolný kernel. Vstupní promeˇnné d jednotlivých buneˇk vzorové kódovací síteˇ mu˚-
žeme vztáhnou k jakémukoliv koeficientu v tomto kernelu. Ve výše uvedeném prˇíkladeˇ to byl strˇed kernelu
G(R)3×3. U fixní topologie toto není možné. Zde je vstup vztažen vždy k levému spodnímu rohu, aby vzniklá
struktura mohla být kauzální a splnila podmínku (16) resp. (21). Pokud je prˇenos kernelu v tomto místeˇ nu-
lový, pak dochází u fixních topologií k neoptimální situaci, která zbytecˇneˇ zvyšuje mohutnost card(AIO) nad
minimální hranici. Kromeˇ optimální mohutnosti card(AIO) má variabilní topologie také minimální mohutnosti
pomocných promeˇnných c[`], což vede na nízké pameˇt’ové nároky. Pomocné promeˇnné c[`] jsou navíc zcela
disjunktní. Proto lze snadno nalézt optimální implementaci SISO modulu prostrˇednictvím stromové kombinace
a marginalizace. Záveˇr je takový, že pro nestandardní nebo hveˇzdicové kernely je variabilní topologie nejlepší
variantou. Na rozdíl od fixních topologií, které se na tyto kernely špatneˇ aplikují a SISO moduly síteˇ mají zby-
tecˇneˇ vysokou složitost. Všechny výhody detektoru˚ s variabilní topologií však kompenzuje jejich výkonnost,
která je nižší v porovnání s výkonností detektoru˚ se základní fixní topologií nebo rozšírˇenou fixní topologií.
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No. ic[0] ic[3] ic[4] ic[1] ic[2] iq
1 0 0 0 0 0 0
2 0 0 0 0 1 1
3 0 0 0 1 0 1
4 0 0 0 1 1 2
5 0 0 1 0 0 5
6 0 0 1 0 1 6
7 0 0 1 1 0 6
8 0 0 1 1 1 7
9 0 1 0 0 0 1
10 0 1 0 0 1 2
11 0 1 0 1 0 2
12 0 1 0 1 1 3
13 0 1 1 0 0 6
14 0 1 1 0 1 7
15 0 1 1 1 0 7
16 0 1 1 1 1 8
No. ic[0] ic[3] ic[4] ic[1] ic[2] iq
17 1 0 0 0 0 1
18 1 0 0 0 1 2
19 1 0 0 1 0 2
20 1 0 0 1 1 3
21 1 0 1 0 0 6
22 1 0 1 0 1 7
23 1 0 1 1 0 7
24 1 0 1 1 1 8
25 1 1 0 0 0 2
26 1 1 0 0 1 3
27 1 1 0 1 0 3
28 1 1 0 1 1 4
29 1 1 1 0 0 7
30 1 1 1 0 1 8
31 1 1 1 1 0 8
32 1 1 1 1 1 9
Tab. 8. Tabulka kombinací IO (vstupu˚ a výstupu˚) definující strukturu SISO modulu˚ v IDN s variabilní topo-
logií pro redukovaný ISI kernel G(R)3×3.
5.3.3 Zjednodušená variabilní topologie
Sít’ s variabilní topologií lze také implementovat ve zjednodušené varianteˇ s další významnou úsporou výpocˇet-
ních požadavku˚. Zjednodušený element [12] takového detektoru je uveden na Obr. 19. Implementace modulu
je založena na prˇedpokladu, že strˇed kernelu tvorˇí dominantní koeficient. Díky tomu je výstup referencˇního mo-
delu ISI kanálu G3×3 majoritneˇ ovlivnˇován strˇedem konvolucˇního regionu a minoritneˇ všemi osmi sousedícími
hodnotami. Proto element obsahuje pouze jeden SISO modul, který navíc provádí pouze jednu marginalizaci a
to stavové promeˇnné ve strˇedu regionu. Výstupem je jedna klícˇová hustota {SO(cˇ)[k, l, 8]} a ta je distribuována
do sousedních bloku˚ klasickým broadcasterem. Spojnice v topologii jsou tedy stejné, ale na rozdíl od usporˇá-
dání na Obr. 17a probíhá distribuce metrik jen jedním smeˇrem (od broadcasteru). Místo devíti marginalizací, v
neredukované strukturˇe, se provádí pouze jedna, což prˇináší obrovský pokles výpocˇetní nárocˇnosti. Navíc není
zapotrˇebí meˇkká inverze broadcasteru. Množství propojek je také redukováno a to na polovinu, protože tok
informací je jen jednosmeˇrný. Z toho du˚vodu i pameˇt’ové nároky klesnou na polovinu. Všechny prˇíznivé vlast-
nosti se ovšem promítají do nižší výkonnosti a naprosté nepoužitelnosti struktury na složiteˇjší úlohy. Naprˇíklad
na detekci prodeˇraveˇného vstupního signálu R.
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(b) Bunˇka IDN v uzlu [k, l].
Obr. 19. Zjednodušená iterativní dekódovací sít’ marginalizující na úrovni symbolu˚ pro obecný ISI kernel
G3×3 s dominantním koeficientem.
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5.3.4 Vrstvové síteˇ pro kanály s dekomponovatelným kernelem
Kombinaci obou prˇedcházejících prˇístupu˚ prˇedstavují vrstvené topologie. Mají sice omezenou aplikovatelnost,
ale také urcˇité pozitivní vlastnosti. Vrstvenou topologii mu˚žeme použít pouze za prˇedpokladu, že kernel je de-
komponovatelný do dvou kolmých smeˇru˚ tak, jak bylo rˇecˇeno v záveˇru odstavce 3.2.3. Pak dvoudimenzionální
konvoluci lze plnohodnotneˇ nahradit dveˇma následnými jednodimenzionálními konvolucemi, kdy referencˇní
model kanálu má dveˇ vrstvy. Proto i iterativní dekódovací sít’ má dveˇ vrstvy a na každé z teˇchto vrstev mu˚žeme
použít fixní nebo variabilní topologii, potažmo kombinaci obou topologií.
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(b) Bunˇka IDN v uzlu [k, l] spodní vrstvy. (c) Bunˇka IDN v uzlu [k, l] vrchní vrstvy.
Obr. 20. Vrstvová iterativní dekódovací sít’ marginalizující na úrovni bloku symbolu˚.
Pokud použijeme fixní topologii vznikne detektor na Obr. 20a, kde spodní vrstva je zrˇeteˇzená horizontálneˇ a
vrchní vertikálneˇ. SISO moduly na spodní resp. horní vrstveˇ prˇibližuje Obr. 20b resp. Obr. 20c. Iterace systému
se skládá z paralelní aktivace “po sloupcích” vrchní vrstvy, kterou následuje paralelní aktivace “po rˇádcích”
spodní vrstvy. Testovací estimátor IO množiny SISO modulu na spodní resp. horní vrstveˇ je ve tvaru
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Nˇ (H)IO = {Rˇ[0], dˇ, Rˇ[1], cˇ} (90)
resp.
Nˇ (V)IO = {Cˇ[0], cˇ, Cˇ[1], qˇ}, (91)
kde Rˇ[`] a Cˇ[`] jsou testovací estimátory pomocných stavových promeˇnných. V prˇípadeˇ ukázkového dekompo-
novatelného kernelu (33) z odstavce 3.2.3, tvorˇí estimátory
Rˇ[`] = { dˇ[0, `− 2] dˇ[0, `− 1] } (92)
resp.
Cˇ[`] =
{
cˇ[`− 2, 0]
cˇ[`− 1, 0]
}
(93)
dvojice estimátoru˚ vstupních dat dˇ resp. kódových symbolu˚ cˇ na výstupu spodní vrstvy. Aktivace SISO modulu
v uzlu [k, l] na vrchní vrstveˇ tvorˇí kombinacˇní operace
S(Nˇ (V)IO )[k, l] =
(
C©
Cˇ[`]∈Nˇ (V)IO
SI(Cˇ[`])[k + `, l]
)
(94)
C©SB(cˇ ∈ Nˇ (V)IO )[k, l] C©SF (qˇ ∈ Nˇ (V)IO )[k, l],
kterou následují marginalizace získané sdružené hustoty {S(Nˇ (V)(i)IO )}i. Marginalizacˇní proces tvorˇí jednak
dvojice marginalizací
SO(Cˇ[`])[k + `, l] =
(
M©
Nˇ (V)IO :Cˇ[`]
S(Nˇ (V)IO )[k, l]
)
C©−1SI(Cˇ[`])[k + `, l] (95)
v rámci vrchní vrstvy, kde ` = 0, 1. Dále výpocˇet metrik
SF (cˇ)[k, l] =
(
M©
Nˇ (V)IO :cˇ
S(Nˇ (V)IO )[k, l]
)
C©−1SB(cˇ)[k, l], (96)
vstupních hustot {SF (cˇ)} spodní vrstvy. Tyto trˇi klícˇové marginalizacˇní operace mu˚že ješteˇ rozšírˇit doplnˇková
marginalizace
SB(qˇ)[k, l] =
(
M©
Nˇ (V)IO :qˇ
S(Nˇ (V)IO )[k, l]
)
C©−1SF (qˇ)[k, l]. (97)
Po provedení aktivací všech SISO modulu˚ na vrchní vrstveˇ prˇejde aktivacˇní proces na spodní vrstvu struktury.
Aktivace SISO modulu v uzlu [k, l] na spodní vrstveˇ tvorˇí analogická kombinacˇní operace
S(Nˇ (H)IO )[k, l] =
(
C©
Rˇ[`]∈Nˇ (H)IO
SI(Rˇ[`])[k, l + `]
)
(98)
C©SB(dˇ ∈ Nˇ (H)IO )[k, l] C©SF (cˇ ∈ Nˇ (H)IO )[k, l]
s výstupem v podobeˇ sdružené hustoty {S(Nˇ (H)(i)IO )}i. Následuje výpocˇet cˇtverˇice marginalizací této hustoty
SO(Rˇ[`])[k, l + `] =
(
M©
Nˇ (H)IO :Rˇ[`]
S(Nˇ (H)IO )[k, l]
)
C©−1SI(Rˇ[`])[k, l + `], (99)
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SF (dˇ)[k, l] =
(
M©
Nˇ (H)IO :dˇ
S(Nˇ (H)IO )[k, l]
)
C©−1SB(dˇ)[k, l] (100)
a
SB(cˇ)[k, l] =
(
M©
Nˇ (H)IO :cˇ
S(Nˇ (H)IO )[k, l]
)
C©−1SF (cˇ)[k, l], (101)
kde ` = 0, 1. Marginalizace (101) je analogická k doplnˇkové marginalizaci (97) na vrchní vrstveˇ. Zásadní rozdíl
je v tom, že marginalizace (101) není volitelná, ale klícˇová. Prostrˇednictvím prˇepocˇtených hustot {SB(cˇ)} se
totiž uzavírají všechny smycˇky zpeˇtných vazeb mezi spodní a vrchní vrstvou síteˇ. V pru˚beˇhu iteracˇního procesu
se tedy zprˇesnˇují nejen stavové metriky SI|O(Rˇ) a SI|O(Cˇ) na jednotlivých vrstvách, ale také “mezi-vrstvové”
metriky SF |B(cˇ).
Pokud iterativní dekódovací sít’ na Obr. 20a realizuje detekci vstupních dat ve dvojkové aritmetice po jejich
pru˚chodu kernelem (33), pak vnitrˇní usporˇádání SISO modulu˚ na spodní vrstveˇ topologie je definováno relacemi
v Tab. 9a. Celkový pocˇet realizacíN (H)(i)IO množiny Nˇ (H)IO je roven card(A(H)IO ) = 8. Prˇíslušné kombinace vstupu,
výstupu a stavu˚ jsou zde definovány prostrˇednictvím mapovacích ukazatelu˚ iR[`], id a ic do abeced AR, Ad a
Ac o mohutnostech card(AR) = 4, card(Ad) = 2 a card(Ac) = 6. Jednotlivé abecedy jsou uvedeny v Tab. 9b a
Tab. 9c. U vrchní vrstvy je celkový pocˇet realizací N (V)(i)IO množiny Nˇ (V)IO roven card(A(V)IO ) = 216. Mohutnost
stavové promeˇnné cˇiní card(AC) = 36 a výstupní promeˇnné card(Aq) = 50. Tabulka kombinací definující
SISO moduly na vrchní vrstveˇ není uvedena z du˚vodu velkého pocˇtu relací.
No. iR[0] id iR[1] ic
1 0 0 0 0
2 0 1 1 1
3 1 0 2 3
4 1 1 3 4
5 2 0 0 1
6 2 1 1 2
7 3 0 2 4
8 3 1 3 5
(a) Tabulka kombinací.
i 0 1 2 3 4 5
{Ad}i 0 1
{Ac}i 0 g′H 2g′H gH gH + g′H gH + 2g′H
(b) Abecedy vstupních a výstupních promeˇn-
ných.
i 0 1 2 3
{AR}i 0 0 0 1 1 0 1 1
(c) Abeceda stavové promeˇnné.
Tab. 9. Tabulka kombinací IO (vstupu˚, výstupu˚ a stavu˚) definující strukturu SISO modulu˚ ve spodní vrstveˇ
IDN s vrstvovou fixní topologií pro obecný dekomponovatelný ISI kernel G(HV)3×3 .
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(b) Bunˇka IDN v uzlu [k, l] spodní vrstvy. (c) Bunˇka IDN v uzlu [k, l] vrchní vrstvy.
Obr. 21. Vrstvová iterativní dekódovací sít’ marginalizující na úrovni symbolu˚ pro obecný dekomponova-
telný ISI kernel G(HV)3×3 .
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(b) Bunˇka IDN v uzlu [k, l] spodní vrstvy. (c) Bunˇka IDN v uzlu [k, l] vrchní vrstvy.
Obr. 22. Zjednodušená vrstvová iterativní dekódovací sít’ marginalizující na úrovni symbolu˚ pro obecný
dekomponovatelný ISI kernel G(HV)3×3 s dominantním koeficientem.
V prˇípadeˇ použití variabilní topologie vznikne struktura na Obr. 21. Toto konkrétní zapojení by rˇešilo de-
konvoluci libovolného dekomponovatelného ISI kanálu o velikosti 3× 3. Aktivace opeˇt zacˇíná na vrchní vrstveˇ
a je následována aktivací spodní vrstvy. SISO moduly na spodní resp. horní vrstveˇ znázornˇuje Obr. 21b resp.
Obr. 21c. Testovací estimátor IO množiny meˇkké inverze kombinacˇní logiky spodní resp. vrchní vrstvy je ve
tvaru
41
Nˇ (H)IO =
{
cˇ[0] cˇ[2] cˇ[1]
} ∪ cˇ (102)
resp.
Nˇ (V)IO =
{
qˇ[0] qˇ[2] qˇ[1]
} ∪ qˇ, (103)
kde cˇ[`] resp. qˇ[`] jsou testovací estimátory výstupu˚ sousedících meˇkkých inverzí broadcasteru˚ na spodní resp.
vrchní vrstveˇ síteˇ. Aktivace meˇkké inverze kombinacˇní logiky v uzlu [k, l] na vrchní vrstveˇ tvorˇí kombinacˇní
operace
S(Nˇ (V)IO )[k, l] =
(
C©
qˇ[`]∈Nˇ (V)IO
SI(qˇ[`])[k + {I(V)k }`, l, `]
)
C©SF (qˇ ∈ Nˇ (V)IO )[k, l], (104)
kde ` = 0, 1, 2 a I(V)k je množina indexu˚ (46) definující propojení mezi meˇkkými inverzemi broadcasteru˚ a
kombinacˇních logik vrchní vrstvy. Výstupem kombinacˇní operace (104) je sdružená hustota {S(Nˇ (V)(i)IO )}i,
která je následneˇ marginalizována prostrˇednictvím trˇech marginalizacˇních procesu˚
SO(qˇ[`])[k + {I(V)k }`, l, `] =
(
M©
Nˇ (V)IO :qˇ[`]
S(Nˇ (V)IO )[k, l]
)
C©−1SI(qˇ[`])[k + {I(V)k }`, l, `] (105)
kde ` = 0, 1, 2 a poprˇípadeˇ také doplnˇkovým procesem
SB(qˇ)[k, l] =
(
M©
Nˇ (V)IO :qˇ
S(Nˇ (V)IO )[k, l]
)
C©−1SF (qˇ)[k, l]. (106)
Dále se aktivacˇní proces prˇesune na úrovenˇ meˇkkých inverzí broadcasteru˚ vrchní vrstvy síteˇ. V teˇchto elemen-
tech se provede pouze dvojice kombinacˇních procesu˚
SF (cˇ)[k, l] = C©
qˇ[`]=cˇ
SI(qˇ[`])[k, l, `] (107)
a
SO(qˇ[`])[k, l, `] =
(
C©
qˇ[`′]=qˇ[`], `′ 6=`
SI(qˇ[`′])[k, l, `′]
)
C©SB(cˇ = qˇ[`])[k, l]. (108)
Klícˇovými výstupy aktivace jsou hustoty {SF (cˇ)} prˇedané na mezivrstvové vstupní porty spodní vrstvy. Po pro-
vedení aktivací všech kompozitních SISO modulu˚ na vrchní vrstveˇ prˇejde aktivacˇní proces na úrovenˇ meˇkkých
kombinacˇních logik ve spodní vrstveˇ síteˇ. Aktivace meˇkké inverze kombinacˇní logiky v uzlu [k, l] na spodní
vrstveˇ tvorˇí kombinacˇní operace
S(Nˇ (H)IO )[k, l] =
(
C©
cˇ[`]∈Nˇ (H)IO
SI(cˇ[`])[k, l + {I(H)l }`, `]
)
C©SF (cˇ ∈ Nˇ (H)IO )[k, l], (109)
kde ` = 0, 1, 2 a I(H)k je množina indexu˚ (42) definující propojení mezi meˇkkými inverzemi broadcasteru˚ a
kombinacˇních logik spodní vrstvy. Výstupem kombinacˇní operace (109) je sdružená hustota {S(Nˇ (H)(i)IO )}i.
Získaná hustota je následneˇ marginalizována prostrˇednictvím cˇtyrˇech marginalizacˇních procesu˚
SO(cˇ[`])[k, l + {I(H)l }`, `] =
(
M©
Nˇ (H)IO :cˇ[`]
S(Nˇ (H)IO )[k, l]
)
C©−1SI(cˇ[`])[k, l + {I(H)l }`, `] (110)
a
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SB(cˇ)[k, l] =
(
M©
Nˇ (H)IO :cˇ
S(Nˇ (H)IO )[k, l]
)
C©−1SF (cˇ)[k, l], (111)
kde ` = 0, 1, 2. Iteraci systému uzavírá aktivace meˇkkých inverzí broadcasteru˚ spodní vrstvy síteˇ. Tato cˇást
se skládá z dvojice kombinacˇních procesu˚ (84) a (85). Aktualizované hustoty {SB(cˇ)} jsou následneˇ zavedeny
zpeˇt na mezivrstvové porty vrchní vrstvy a struktura je prˇipravena k vykonání další iterace ze stanoveného pocˇtu
NI .
Za prˇedpokladu, že iterativní dekódovací sít’ na Obr. 21a realizuje detekci vstupních dat ve dvojkové arit-
metice po jejich pru˚chodu kernelem (33), pak vnitrˇní usporˇádání SISO modulu˚ na spodní vrstveˇ je zcela totožné
s prˇíkladem na Obr. 12 z odstavce 5.2.1. Rozdíl je pouze v oznacˇení výstupní promeˇnné.
Pokud dekomponovatelná odezva ISI kanálu (30) obsahuje ve svých komponentách G(V) resp. G(H) do-
minantní koeficient, mu˚žeme provést zjednodušení vrstvové síteˇ s variabilní topologií v souladu se záveˇry z
odstavce 5.3.3. Získáme tak strukturu s topologií na Obr. 22a. Kompozitní SISO moduly na spodní resp. vrchní
vrstveˇ takového detektoru jsou znázorneˇné na Obr. 22b resp. Obr. 22c. Aktivacˇní proces je stejný jako u výše
uvedeného zapojení s plnou složitostí.
Výhodou vrstvených detektoru˚ je prˇedevším redukce výpocˇetní nárocˇnosti. Aplikací standardní (nezjedno-
dušené) variabilní topologie nebo fixní topologie na ukázkový dekomponovatelný kernel G(HV)3×3 bychom do-
speˇli ke kombinacˇní tabulce SISO modulu o mohutnosti card(AIO) = 29 = 512 za prˇedpokladu, že vstupní
data jsou binární. U vrstvené topologie je složitost na spodní vrstveˇ card(A(H)IO ) = 23 = 8 a na vrchní vrstveˇ
card(A(V)IO ) = 63 = 216. V soucˇtu tedy výrazneˇ méneˇ. Odlehcˇení výpocˇetní nárocˇnosti má opeˇt vliv na nižší vý-
konnost. Zjednodušeneˇ rˇecˇeno, výkonnost struktury klesá s množstvím marginalizovaných velicˇin. U vrstvené
struktury se vyskytuje jedna marginalizace navíc, která produkuje “mezi-vrstvové” metriky. Další nevýhodou je
nízká flexibilita a možná aplikovatelnost pouze na specifické kernely. Také musíme pocˇítat s vyšší mohutností
stavových promeˇnných ve vrchní vrstveˇ detektoru a s tím spojené vyšší pameˇt’ové nároky na ukládání jejich
meˇkkých metrik. I tak se jedná o velmi zajímavé usporˇádání výrazneˇ redukující výpocˇetní nárocˇnost s mírným
snížením výkonnosti prˇi porovnání s klasickými jednovrstvovými variabilními nebo fixními topologiemi.
5.4 Front-end iterativní dekódovací síteˇ
Front-end iterativní dekódovací síteˇ provádí prosté zobrazení
r[k, l] 7→ {SF (q(i))[k, l]}i (112)
vstupní observace detektoru do množiny hustot. Charakter tohoto zobrazení závisí prˇedevším na distribuci šumu˚
w[k, l] v náhodném ML-IECS kanále. Dále na prˇevodní funkci fs(.) kanálového front-endu a doméneˇ imple-
mentace samotného iterativního detektoru. Lepší prˇedstavu o tomto zobrazení mu˚žeme získat prostrˇednictvím
prˇíkladu˚ na Obr. 25. Zde jsou vyobrazeny transformacˇní funkce front-endu˚ neˇkterých detektoru˚, které budou
prˇedstaveny a testovány v experimentální cˇásti práce. Zobrazení jsou uvedena pro obeˇ možné domény imple-
mentace a každá modrá krˇivka reprezentuje konturu urcˇité hustoty {SF (q(i))[k, l]}i, která je výstupu front-endu
vygenerována na základeˇ urcˇitého buzení r[k, l].
5.5 Rozhodovací blok a tvrdý odhad
Iterativní dekódovací sít’ pracuje pouze meˇkkými informacemi v podobeˇ vstupních {SI} nebo výstupních {SO}
resp. doprˇedných {SF } nebo zpeˇtných {SB} hustot. Pokud chceme stanovit hodnotu tvrdého odhadu VˆI|O[`]
neˇkteré náhodné velicˇiny VI|O[`], vyskytující se ve strukturˇe iterativního detektoru, provedeme nejprve kombi-
nování C© prˇíslušné dvojice hustot do sdružené hustoty {S}. Vzniklou sdruženou hustotu následneˇ prahujeme
podle vztahu (53). Uvedenou operaci provádí tzv. rozhodovací bloky detektoru. U veˇtšiny obsažených promeˇn-
ných však není zapotrˇebí znát hodnoty jejich tvrdých odhadu˚. Prˇedevším se jedná o pomocné a stavové pro-
meˇnné. Jediné velicˇiny u nichž je nezbytné stanovit jejich tvrdé odhady jsou data dˆ[k, l] na výstupu iterativního
detektoru a to prostrˇednictvím vztahu
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dˆ[k, l] = arg M©
dˇ
(SF (dˇ)[k, l] C©SB(dˇ)[k, l]) . (113)
Rozhodovací operace (113) je provedena pro veškerá data nejpozdeˇji po probeˇhnutí maximálního zvoleného
pocˇtu iterací NI a nebo drˇíve za prˇedpokladu, že iterativní detektor dokonvergoval do stabilního stavu a hustoty
{SF (dˇ)[k, l]} se prˇestaly meˇnit.
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6 Aplikace v oblasti rekonstrukce cˇernobílých snímku˚
Úcˇinnost neˇkterých topologií iterativních detektoru˚ budeme demonstrovat na aplikaci detekce binárních obrazu˚
získaných z monochromatické nebo barevné kamery se CCD senzorem. Tato úloha, oznacˇovaná jako binarizace,
spocˇívá v rekonstrukci obrazu˚, které jsou ve své podstateˇ binární, zpeˇt do této dichromatické formy po jejich
pru˚chodu optickým systémem kamery. Jedná se o první a du˚ležitý krok v analýze obrazu [30], protože binární
formy obrazu využívá rˇada aplikací. Toto “prahování” mu˚žeme chápat jako obnovu obrazu do ideální stavu,
kterého je schopna iterativní dekódovací sít’ docílit díky svým schopnostem dekonvoluce a potlacˇování šumu˚.
Algoritmus provádí rozhodnutí, zda-li každý jednotlivý pixel vstupního obrazu byl pu˚vodneˇ bílý nebo cˇerný a
to na základeˇ prahování aposteriorních hustot na výstupu síteˇ. Dále je proveden experiment o schopnosti síteˇ
dopocˇítat chybeˇjící informaci prˇi podvzorkování obrazu, který otevírá možnost budoucí aplikace iterativních
dekódovacích sítí také v oblasti interpolace obrazu. Iterativní dekódovací sít’ by tak tvorˇila jediný a úplný
systém, urcˇený k celkové rekonstrukci obrazu.
6.1 Model systému
Pro úcˇely demonstrace binarizacˇní úlohy je použit matematický model CCD kamery na Obr. 23, který simuluje
náhodné realizace šumu˚ CCD senzoru a optickou cˇást aproximuje pomocí ISI kanálu. Uvedený model plneˇ
vychází z obecného referencˇního modelu na Obr. 2. Vstup modelu tvorˇí urcˇitý binární obraz, reprezentovaný
daty d[k, l] ve dvojkové aritmetice. Následuje blok simulující degradaci vstupního signálu prˇi jeho pru˚chodu
optickou cˇástí systému. Tato cˇást je realizována prostrˇednictvím libovolné kódovací síteˇ z kapitoly 3. Další
bloky z kaskády prˇidávají do konvoluovaného signálu specifické šumy CCD senzoru a kvantizacˇní šum A/D
prˇevodníku kamery. Matematický popis šumového modelu je odvozen v odstavci 6.1.2. Výstupem modelu je
náhodná realizace šedotónového obrazu r[k, l], která je prˇedložena iterativnímu detektoru aby z ní extrahoval
odhad pu˚vodního binární obrazu dˆ[k, l].
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Obr. 23. Blokové schéma CCD kamery napojené na rekonstrukcˇní 2D iterativní detektor.
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6.1.1 Rozostrˇení snímku a rozmazání snímku pohybem
Experimentální cˇást pracuje se dveˇma základními modely degradace vstupního obrazu po pru˚chodu ISI kaná-
lem. Jednak s modelem rozostrˇení a dále s modelem rozmazání obrazu. Rozostrˇení vzniká prˇi pru˚chodu obrazu
reálným objektivem kamery. K rozmazání obrazu dochází vlivem pohybu kamery, cˇi samotného snímaného ob-
jektu. O matematických modelech teˇchto rušivých vlivu˚ pojednávají odstavce 6.2.1 a 6.3.1. Výsledky eliminace
obou teˇchto druhu˚ degradace pomocí aplikace dvoudimenzionálních iterativních detektoru˚ uvádí odstavce 6.2.2
a 6.3.2.
6.1.2 Šumový model snímacího senzoru
Náhodné rušivé vlivy, v podobeˇ aditivních šumu˚, vnáší do signálu senzor kamery. Základní šumový model sen-
zoru zahrnuje trˇi signifikantní zdroje šumu. Jedná se termický šum (Thermal noise) WT , cˇtecí šum (Readout
noise) WR a kvantizacˇní šum (Quantization noise) WC v A/D prˇevodníku na výstupu senzoru [19]. Termický
šum vzniká spontánní generací elektronu˚ v potenciálové jámeˇ snímací bunˇky senzoru vlivem teploty a statis-
ticky ho popisuje Poissonovo rozdeˇlení. Cˇtecí šum má rozdeˇlení Normální s nulovou strˇední hodnotou a vzniká
v pru˚beˇhu vycˇítání nábojových balíku˚, prostrˇednictvím pohybujícího se potenciálového reliéfu, do sbeˇrného
registru po uzavrˇení clony objektivu. Cˇím je tato rychlost vyšší tím je vyšší smeˇrodatná odchylka cˇtecího šumu.
Signál na výstupu senzoru tedy získáme jako superpozici
RC =
N
(ET)
e Q + WT + WR
∆C
(114)
= S +
WT + WR
∆C
,
kde
∆C =
⌊
N
(FWC)
e
2NB
⌋
(115)
znacˇí pocˇet elektronu˚ na jednu kvantovací úrovenˇ prˇevodníku a N (ET)e je pocˇet elektronu˚ nagenerovaných v
potenciálové jámeˇ prˇi maximálním ozárˇení senzoru (Q = 1) v pru˚beˇhu zvolené expozicˇní doby TE . Expozicˇní
dobu prˇedpokládáme takovou, která neprˇivede senzor do saturace a platí, že N (ET)e < N
(FWC)
e . Zde N
(FWC)
e
urcˇuje maximální pocˇet elektronu˚, který se mu˚že v bunˇce nagenerovat (Full Well Capacity). Signál na výstupu
senzoru je dále kvantován
R = RC + WC (116)
= dRCc ,
pomocí zaokrouhlení d.c na nejbližší celocˇíselnou úrovenˇ.
Front-end detektoru zpracovává signál R na základneˇ znalosti statistických vlastností šumu. Distribuce
jednotlivých zdroju˚ jsou známé, vcˇetneˇ jejich parametru˚. Poissonovské rozdeˇlení
Pr(T)w [n](µT ) =

0, µT < 40 and n ≥ 70
e−µT µ
n
T
n! , µT < 40 and n < 70
Pr(Cut)w [n,N
(FWC)
e ](µT ,
√
µT ), µT ≥ 40
(117)
termického šumu wT [k, l] ∼ Pr(T)w (µT )[n] mu˚žeme za normálních okolností aproximovat Normálním rozdeˇ-
lením se strˇední hodnotou µT a smeˇrodatnou odchylkou
√
µT . Strˇední hodnotu temného proudu µT budeme
uvažovat v desítkách elektronu˚, což odpovídá beˇžným podmínkám (teplotám) provozu senzoru. Aproximace je
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optimální pro hodnoty µT = 40. V následujících experimentech použijeme jako referencˇní hodnotu pru˚meˇr-
ného temného proudu 60 [e]. Cˇtecí šum má strˇední hodnotu nulovou a smeˇrodatnou odchylku σR lze urcˇit z
rychlosti potenciálového reliéfu. Soucˇet obou zdroju˚ tedy vytvorˇí Gaussovský aditivní šum s hustotou
pw(ξ, µw, σw) =
1√
2piσ
exp
(
− (ξ − µw)
2
2σ2w
)
. (118)
Toto spojité rozdeˇlení budeme integrovat prˇes jednotlivé kvantizacˇní kroky od 0 až do kapacity potenciálové
jámy. Získáme tak “useknuté” diskrétního rozdeˇlení
Pr(Cut)w (µ, σ)[n,N ] =

´ 1
2
−∞ pw(ξ, µ, σ)dξ, n = 0´ n+ 12
n− 12
pw(ξ, µ, σ)dξ, 0 < n < N´∞
N− 12 pw(ξ, µ, σ)dξ, n = N
. (119)
Vypocˇtením obsažených integrálu˚ získáme finální verzi useknutého diskrétní rozdeˇlení
Pr(Cut)w (µ, σ)[n,N ] =

1
2 erfc
(
2µ−1√
8σ
)
, n = 0
1
2
(
erf
(
2(n−µ)+1√
8σ
)
− erf
(
2(n−µ)−1√
8σ
))
, 0 < n < N
1
2 erfc
(
2(N−µ)−1√
8σ
)
, n = N
. (120)
Uvedený vztah prˇedstavuje diskrétní rozdeˇlení cˇtecího šumu Pr(R)w (µ, σR)[n] = Pr
(Cut)
w (µ, σR)[n,N
(FWC)
e ] v
pocˇtech elektronu˚ a to na intervalu od 0 do kapacity buneˇk senzoru N (FWC)e . Pokud by byl prˇítomen pouze
cˇtecí šum, pocházel by kompozitní signál na výstupu senzoru N (ET)e q[k, l] + wR[k, l] z diskrétního rozdeˇlení
Pr(R)w (N
(ET)
e q[k, l], σR)[n]. Strˇední hodnotu uvedeného rozdeˇlení tvorˇí užitecˇní cˇást signálu v pocˇtu elektronu˚
N
(ET)
e q[k, l] a tato cˇást se nagenerovala v [k, l]-té bunˇce senzoru spolecˇneˇ se cˇtecím šumem wR[k, l]. Jelikož
je prˇítomen v senzoru ješteˇ termální šum, je nezbytné provést jeho zacˇleneˇní. Výsledné rozdeˇlení soucˇtu obou
rušivých vlivu˚ udává obecná konvoluce
Prw(µ, µT , σR)[n] =
N(FWC)e∑
n′=0
Pr(T)w [n
′](µT )Pr(R)w [n− n′](µ, σR). (121)
Dosazením strˇední hodnoty, v podobeˇ užitecˇného signálu, a odhadu˚ strˇední hodnoty termálního šumu µˆT resp.
smeˇrodatné odchylky cˇtecího šumu σˆR získáme finální obecný tvar transformacˇní funkce front-endu iterativní
dekódovací síteˇ
{PF (q(i))[k, l]}i =

∑
|n∆−1c −r[k,l]|≤ 12
Prw[n](N (ET)e q
(i), µˆT , σˆR)

i
, (122)
kde odhady parametru˚ µˆT a σˆR získáme z teploty senzoru a rychlosti vycˇítání nahromadeˇného náboje.
6.2 Potlacˇení rozostrˇení a šumu senzoru
V této kapitole jsou prezentovány výsledky binarizace obrazu za prˇedpokladu, že obraz je rozostrˇen po pru˚chodu
optickou cˇásti kamery a následneˇ kontaminován šumy CCD senzoru a kvantizacˇním šumem v A/D prˇevodníku
na výstupu senzoru. Bude ukázáno neˇkolik prˇíkladu˚ rekonstrukce binárního obrazu prostrˇednictvím vybraných
topologií iterativní dekódovací síteˇ v odstavci 6.2.2. Následneˇ budou všechny topologie podrobeny statistické
analýze výkonnosti, jejíž výsledky uvádí odstavec 6.2.3.
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6.2.1 Kernel kanálu modelující rozostrˇení
V této ukázkové aplikaci je ISI kanálem objektiv kamery. Reálný objektiv má nenulovou aperturu s reálnou
cˇocˇkou a tedy omezenou hloubku ostrosti. V aperturˇe objektivu dochází k difrakci sveˇtla a následné interferenci
dopadajících paprsku˚ v rovineˇ senzoru kamery. V prˇípadeˇ systému˚ s ideální kruhovou cˇocˇkou popisuje interfe-
renci tzv. Airyho disk [31]. U beˇžné kamery s reálnou cˇocˇkou je vhodneˇjší a jednodušší modelovat rozostrˇení v
rovineˇ snímacˇe pomocí Gaussovské PSF (Point Spread Function) [33]
PSF∆(x, y) =
∆
pi
e−∆(x
2+y2), (123)
kde parametr ∆ urcˇuje šírˇku laloku. Model zanedbává ztráty v cˇocˇce a proto
ˆ ∞
−∞
ˆ ∞
−∞
PSF∆(x, y)dxdy = 1. (124)
Snímací bunˇky senzoru budeme prˇedpokládat jako cˇtvercové, bez mezer mezi nimi a s normovanou délkou 1.
Dílcˇí množství dopadajícího zárˇení na bunˇky senzoru získáme integrací PSF prˇes prˇíslušné cˇtvercové oblasti
jednotkového obsahu. Tak obdržíme Gaussu˚v kernel
G(Gauss)L×L,∆ =

. . .
... . .
.
g′′ g′ g′′
g′ g g′
g′′ g′ g′′
. .
. ...
. . .

(125)
s koeficienty
{G(Gauss)L×L,∆}k,l =
ˆ l+1
l
ˆ k+1
k
PSF∆
(
x− 1
2
, y − 1
2
)
dxdy (126)
=
1
4
(
erf
((
1
2
− k
)√
∆
)
+ erf
((
1
2
+ k
)√
∆
))
×
(
erf
((
1
2
− l
)√
∆
)
+ erf
((
1
2
+ l
)√
∆
))
,
kde L znacˇí jeho šírˇku. Šírˇka kernelu tedy urcˇuje pocˇet sousedících pixelu˚, které se rozostrˇením vzájemneˇ
ovlivnˇují. Mezi potlacˇením hlavního svazku a šírˇkou laloku PSF platí relace
{G(Gauss)L×L,∆}0,0 = erf
(√
∆
2
)2
. (127)
Šírˇky kernelu L a laloku ∆ spolecˇneˇ reflektují kvalitu zaostrˇení a také kvalitu samotného objektivu.
Tvary Gaussova kernelu demonstrujme na trˇech konkrétních prˇíkladech s šírˇkami laloku 1.13, 2.94, a 0.705,
které korespondují s potlacˇením hlavního svazku 0.3, 0.6 a 0.2. Prˇi teˇchto výchozích parametrech vzniknou
konvolucˇní jádra
G(Gauss)3×3,1.13 =
 0.0458 0.1172 0.04580.1172 0.3000 0.1172
0.0458 0.1172 0.0458
 , G(Gauss,R)3×3,2.94 =
 0.08720.0872 0.6000 0.0872
0.0872
 (128)
a
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G(Gauss,R)5×5,0.705 =

0.0161
0.0571 0.1068 0.0571
0.0161 0.1068 0.2000 0.1068 0.0161
0.0571 0.1068 0.0571
0.0161
 . (129)
První množina reprezentuje 9-ti paprskový cˇtvercový kernel. Druhá resp. trˇetí množina prˇedstavuje 5-ti resp. 13-
ti paprskový kernel s potlacˇeními postranními (nevýznamnými) paprsky. Všechny uvedené prˇíklady znázornˇuje
Obr. 24 spolecˇneˇ s výchozími PSF.
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Obr. 24. Prˇíklady Gaussova defokusacˇního kernelu spolecˇneˇ s výchozí PSF.
6.2.2 Prˇíklady rekonstrukcí cˇernobílých snímku˚ iterativními síteˇmi prˇi znalosti kernelu kanálu
Ukázky binarizace obrazu provedeme na dvojici modelu˚ rozostrˇení. Jednak na úplném defokusacˇním kernelu
G(Gauss)3×3,1.13 o velikosti 3×3 s prˇenosem hlavního svazku 0.3 a také na redukovaném kernelu G(Gauss,R)5×5,0.705 o velikosti
5×5 s potlacˇenými postranními svazky a s prˇenosem hlavního svazku 0.2. Prˇedpokládáme, že vlastnosti optické
cˇásti systému jsou známé na straneˇ detekce a detektor pracuje s perfektní informací CSI (Channel State Infor-
mation) o usporˇádání kernelu. Parametry senzoru budeme ve všech prˇípadech uvažovat N (FWC)e = 30× 103 [e],
N
(ET)
e = 29×103 [e], ∆C = 14 [e],NB = 11 a µˆT = 60 [e]. Tyto parametry, kromeˇ úrovní šumu˚, byly prˇevzaty
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(a.1) σˆ = 103 [e]. (a.2) σˆ = 316 [e].
(a) Pravdeˇpodobnostní doména.
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(b.1) σˆ = 103 [e]. (b.2) σˆ = 316 [e].
(b) Metrická doména.
Obr. 25. Prˇíklady transformacˇních funkcí front-endu detektoru (gateway). Parametry modelu objektivu:
Gaussovský kernel 3× 3, ∆ = 1.13. Úrovneˇ šumu σˆ = 103 [e] a σˆ = 316 [e].
ze senzoru iXon3 885 od firmy Andor Technology a jsou tedy parametry reálnými. Pro zvolené N (ET)e je senzor
vybuzen na 96.5 %. Jako nezávislou promeˇnnou ponecháme σˆR, která determinuje smeˇrodatnou odchylku σˆ =√
µˆT + σˆR výsledného Gaussova šumu. Prˇenosové funkce front-endu
{PF (q(i))[k, l]}i =
{
Pr(Cut)w
(
µˆT +N
(ET)
e q(i)
∆C
,
√
µˆT + σˆR
∆C
)
[r[k, l], 2NB − 1]
}
i
(130)
resp.
{MF (q(i))[k, l]}i =
{
− ln
(
Pr(Cut)w
(
µˆT +N
(ET)
e q(i)
∆C
,
√
µˆT + σˆR
∆C
)
[r[k, l], 2NB − 1]
)}
i
(131)
vycházejí z prˇedpokladu, že µˆT > 40 a Poissonovo rozdeˇlení lze úspeˇšneˇ aproximovat Gaussovským diskrét-
ním rozdeˇlením. Výpocˇet konvoluce (121) se tak redukuje na výše uvedený tvar (130) resp. (131), kdy secˇteme
strˇední hodnoty a smeˇrodatné odchylky dvou nezávislých diskrétních velicˇin s normálním rozdeˇlením. Šumový
model se zjednoduší do tvaru R = dRC + Wc, kde W je realizace kompozitního Gaussova šumu se strˇední
hodnotou µˆT∆−1C a smeˇrodatnou odchylkou (
√
µˆT + σˆR)∆
−1
C . Tvary funkcí (130) a (131) prˇi výše zvolených
parametrech senzoru a míry jeho vybuzení v kombinaci s prvním modelem kernelu (128) znázornˇuje Obr. 25.
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Pro druhý model (129) znázornˇuje prˇenosové funkce Obr. 26. Mezi obeˇma prˇíklady prˇenosových funkcí panuje
znacˇná podobnost z hlediska typického prohnutí ve tvaru písmene S, které vyplývá z tvaru Gaussova defokusacˇ-
ního kernelu.
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(a.1) σˆ = 70 [e]. (a.2) σˆ = 10 [e].
(a) Pravdeˇpodobnostní doména.
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(b.1) σˆ = 70 [e]. (b.2) σˆ = 10 [e].
(b) Metrická doména.
Obr. 26. Prˇíklady transformacˇních funkcí front-endu detektoru (gateway). Parametry modelu objektivu:
Gaussovský kernel 5× 5, ∆ = 0.705. Úrovneˇ šumu σˆ = 70 [e] a σˆ = 10 [e].
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(c.1) Realizace aditivního
šumuW.
(c.2) Vstupní šedotónový
obrazR.
(b) Monochromatická kamera. Model objektivu:
Gaussovský kernel 3× 3, ∆ = 1.13. Model
sensoru: σˆ = 103 [e].
(c) Barevná kamera s Bayerovským CFA. Mo-
del objektivu: Gaussovský kernel 3×3, ∆ =
1.13. Model sensoru: σˆ = 316 [e].
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(d.1) Realizace aditivního
šumuW.
(d.2) Vstupní šedotónový
obrazR.
(e.1) Realizace aditivního
šumuW.
(e.2) Vstupní šedotónový
obrazR.
(d) Monochromatická kamera. Model objektivu:
Gaussovský kernel 5 × 5, ∆ = 0.705. Mo-
del sensoru: σˆ = 70 [e].
(e) Barevná kamera s Bayerovským CFA. Mo-
del objektivu: Gaussovský kernel 5×5, ∆ =
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Obr. 27. Ukázky realizací vstupních obrazu˚ detektoruR pro ru˚zné úrovneˇ šumu a rozostrˇení.
Na Obr. 27 mu˚žeme videˇt realizace ukázkového obrazu (QR kódu) na výstupu A/D prˇevodníku kamery pro
zvolená rozostrˇení a parametry senzoru. Ve dvou prˇípadech se jedná o výstup monochromatické kamery a další
dva výstupy jsou získané z modelu kamery s Bayerovským polem. Dále Obr. 27 znázornˇuje realizace aditivního
šumu CCD senzoru na neutrálním šedém pozadí. Na Obr. 28 a Obr. 29 jsou rekonstruované (binarizované) QR
kódy na výstupu detektoru po probeˇhnutí 1., 3. a 5. iterace spolecˇneˇ s prˇíslušnými chybovostmi detekce a to za
prˇedpokladu, že vstupní obraz R byl získán v plném rozlišení z modelu monochromatické kamery prˇi použití
kernelu 3×3. Na Obr. 30 a Obr. 31 je znázorneˇn binarizovaný výstup detektoru za stejných podmínek pouze s tím
rozdílem, že vstupní obraz R byl získán v polovicˇním rozlišení (zelený kanál) pomocí simulace barevné kamery
s Bayerovským CFA a binarizacˇní úloha proto zahrnuje i de-mosaicing. V prˇípadeˇ redukovaného kernelu 5× 5
jsme použili dekódovací sít’ s marginalizací na úrovni pixelu˚. Z uvedených výsledku˚ na Obr. 32 a Obr. 33 je
patrné, že rekonstruované obrazy jsou prakticky bez chyby už po 5. iteraci. Pro veˇtší kernely musí být úrovenˇ
šumu podstatneˇ nižší, jinak detekce zacˇne selhávat. Toto zpu˚sobuje relativneˇ nízká bitová šírˇe A/D prˇevodníku.
Kvantovací krok ∆C je v tomto prˇípadeˇ prˇíliš hrubý a dekonvolucˇní úloha se stane nejednoznacˇnou díky veˇtší
mohutnosti abecedy Aq . Pokud jsou šumové podmínky, u veˇtšího kernelu, horší je nutné použít prˇevodník
s jemneˇjším kvantovacím rastrem, naprˇíklad 16-ti bitový. Totéž platí pokud je detekcˇní úloha rozšírˇena o de-
mosaicing. Pak detektor nemá k dispozici každou druhou vstupní metrikuPF . Chybeˇjící metriky jsou nahrazeny
uniformními metrikami. Tím detektoru sdeˇlíme, že v daném místeˇ nemáme žádnou informaci o signále r[k, l].
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Prˇíslušný SISO modul je tak plneˇ odkázán na informacˇní pomoc svých sousedu˚, což cˇiní detekci extrémneˇ
komplikovanou a vysoce nejednoznacˇnou. Prˇesto je detektor schopen úspeˇšneˇ obraz rekonstruovat, nicméneˇ
úrovenˇ šumu musí být opeˇt výrazneˇ nižší než u snímaní v plném rastru. Pokud to není splneˇno zaznamenáme v
pru˚beˇhu iterací oscilacˇní charakter, kdy sousedící moduly nejsou schopny se dohodnout na podobeˇ odhadu.
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(b) Iterativní dekódovací sít’ marginalizující na
úrovni symbolu˚.
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(c) Vrstvová iterativní dekódovací sít’ margina-
lizující na úrovni bloku symbol˚.
Obr. 28. Ukázky binarizovaných obrazu˚ QR kódu Dˆ na výstupu ru˚zných druhu˚ IDN využívajících Pd-SyD
techniku. Vstupní šedotónový obraz R byl simulován s plným rozlišením (monochromatická ka-
mera). Parametry modelu objektivu: Gaussovský kernel 3×3, ∆ = 1.13. Úrovenˇ šumu σˆ = 103 [e].
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úrovni symbolu˚.
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(c) Vrstvová iterativní dekódovací sít’ margina-
lizující na úrovni bloku symbol˚.
Obr. 29. Ukázky binarizovaných obrazu˚ QR kódu Dˆ na výstupu ru˚zných druhu˚ IDN využívajících Pd-PgD
techniku. Vstupní šedotónový obraz R byl simulován s plným rozlišením (monochromatická ka-
mera). Parametry modelu objektivu: Gaussovský kernel 3×3, ∆ = 1.13. Úrovenˇ šumu σˆ = 103 [e].
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(b) Iterativní dekódovací sít’ marginalizující na
úrovni symbolu˚.
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(c.1) I = 1, BER = 0.452 (c.2) I = 3, BER = 0.104 (c.3) I = 5, BER = 0.038 (c.4) I = 7, BER = 0.021
(c) Vrstvová iterativní dekódovací sít’ margina-
lizující na úrovni bloku symbol˚.
Obr. 30. Ukázky binarizovaných obrazu˚ QR kódu Dˆ na výstupu ru˚zných druhu˚ IDN využívajících Pd-SyD
techniku. Vstupní šedotónový obraz R byl simulován s polovicˇním rozlišením (barevná kamera).
Parametry modelu objektivu: Gaussovský kernel 3× 3, ∆ = 1.13. Úrovenˇ šumu σˆ = 316 [e].
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(b.1) I = 1, BER = 0.216 (b.2) I = 3, BER = 0.068 (b.3) I = 5, BER = 0.028 (b.4) I = 7, BER = 0.011
(b) Iterativní dekódovací sít’ marginalizující na
úrovni symbolu˚.
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(c) Vrstvová iterativní dekódovací sít’ margina-
lizující na úrovni bloku symbol˚.
Obr. 31. Ukázky binarizovaných obrazu˚ QR kódu Dˆ na výstupu ru˚zných druhu˚ IDN využívajících Pd-PgD
techniku. Vstupní šedotónový obraz R byl simulován s polovicˇním rozlišením (barevná kamera).
Parametry modelu objektivu: Gaussovský kernel 3× 3, ∆ = 1.13. Úrovenˇ šumu σˆ = 316 [e].
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(a) Iterativní dekódovací sít’ využívající Pd-SyD
echniku.
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(b) Iterativní dekódovací sít’ využívající Pd-PgD
techniku.
Obr. 32. Ukázky binarizovaných obrazu˚ QR kódu Dˆ na výstupu ru˚zných druhu˚ IDN marginalizujících na
úrovni symbolu˚. Vstupní šedotónový obrazR byl simulován s plným rozlišením (monochromatická
kamera). Parametry modelu objektivu: Gaussovský kernel 5 × 5, ∆ = 0.705. Úrovenˇ šumu σˆ =
70 [e].
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(a.1) I = 1, BER = 0.114 (a.2) I = 3, BER = 0.038 (a.3) I = 5, BER = 0.012 (a.4) I = 7, BER = 0.003
(a) Iterativní dekódovací sít’ využívající Pd-SyD
echniku.
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(b.1) I = 1, BER = 0.131 (b.2) I = 3, BER = 0.049 (b.3) I = 5, BER = 0.009 (b.4) I = 7, BER = 0
(b) Iterativní dekódovací sít’ využívající Pd-PgD
techniku.
Obr. 33. Ukázky binarizovaných obrazu˚ QR kódu Dˆ na výstupu ru˚zných druhu˚ IDN marginalizujících na
úrovni symbolu˚. Vstupní (šedotónový) obraz R byl simulován s polovicˇním rozlišením (barevná
kamera). Parametry modelu objektivu: Gaussovský kernel 5 × 5, ∆ = 0.705. Úrovenˇ šumu σˆ =
10 [e].
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6.2.3 Analýzy výkonnosti
Abychom mohli objektivneˇ vyhodnotit výkonnost jednotlivých topologií iterativních dekódovacích sítí, pro-
vedeme meˇrˇení chybovosti detekovaných dat Dˆ na jejich výstupu a to pomocí metody Monte Carlo s náhod-
nými vstupními daty D o velikosti 64 × 64. Analýzy provedeme prˇi rozostrˇení Gaussovským kanálem 3 × 3
ve trˇech ru˚zných úrovních potlacˇení hlavního svazku g0,0 a to 0.2, 0.3 a 0.5. Parametry modelu senzoru jsou
N
(FWC)
e = 30×103 [e], N (ET)e = 29×103 [e], ∆C = 14 [e], NB = 11, µˆT = 60 [e] a s promeˇnnou úrovní Gaus-
sova šumu. Logaritmická škála smeˇrodatných odchylek Gaussova šumu σˆ, v množství elektronu˚, byla zvolena
jako 10000, 3162, 1000, 316, 100, 32, 10. Každá pru˚meˇrná hodnota chybovosti, pro jedno nastavení systému,
byla získána pru˚meˇrem ze 150 realizací. U fixních topologií byl použit rozklad konvolucˇního regionu na stavové
promeˇnné, které znázornˇuje Obr. 34. Výsledky analýz, v podobeˇ BER krˇivek, jsou uvedeny na Obr. 35, Obr. 36,
Obr. 37 a Obr. 38 pro monochromatickou kameru a na Obr. 39 a Obr. 40 pro barevnou kameru s Bayerovským
polem.
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(a) Pevná topologie. (b) Rozšírˇená pevná topologie.
Obr. 34. Tvary stavových promeˇnnýchR[k, l], C[k, l] a B[k, l] pro Gaussovský kernel G(Gauss)3×3,∆.
6.3 Potlacˇení rozmazání pohybem a šumu senzoru
V této kapitole budeme demonstrovat binarizaci obrazu prˇi jeho rozmazání pohybem. Optickou cˇást kamery
budeme prˇedpokládat jako ideální, tedy s nekonecˇneˇ velkou hloubkou ostrosti. Jediná degradace vstupu bude
tedy zpu˚sobena samotným pohybem snímaného prˇedmeˇtu nebo kamery. Takové poškození lze modelovat kon-
volucˇním ISI kanálem s atypickým kernelem, který bude odvozen v odstavci 6.3.1. Podobneˇ jako u demonstrací
v kapitole 6.2.1, bude rozmazaný obraz kontaminován šumem CCD kamery generovaným na základeˇ modelu v
odstavci 6.1.2. Výsledky takové rekonstrukcˇní úlohy, pomocí vybraných topologií iterativní dekódovacích sítí,
jsou uvedeny v odstavci 6.3.2 prˇi rozmazání obrazu vlivem dvou ru˚zných pohybu˚. První prˇíklad se bude týkat
rozmazaní pohybem pod úhlem 45◦ a druhý prˇíklad prˇi rozmazání pohybem ve vertikálním smeˇru.
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(c) Potlacˇení hlavního svazku 0.4 (∆ = 1.624). (d) Potlacˇení hlavního svazku 0.5 (∆ = 2.213).
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(e) Potlacˇení hlavního svazku 0.6 (∆ = 2.939).
Obr. 35. Analýzy chybovosti rekonstrukce náhodných realizací binárních obrazu˚ pomocí ru˚zných druhu˚ IDN
využívajících Pd-SyD techniku. Vstupní (šedotónový) obraz byl simulován s plným rozlišením
(monochromatická kamera).
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(a) Potlacˇení hlavního svazku 0.2 (∆ = 0.705). (b) Potlacˇení hlavního svazku 0.3 (∆ = 1.13).
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(e) Potlacˇení hlavního svazku 0.6 (∆ = 2.939).
Obr. 36. Analýzy chybovosti rekonstrukce náhodných realizací binárních obrazu˚ pomocí ru˚zných druhu˚ IDN
využívajících Pd-PgD techniku. Vstupní (šedotónový) obraz byl simulován s plným rozlišením
(monochromatická kamera).
60
101 102 103 104
10−7
10−6
10−5
10−4
10−3
10−2
10−1
σ[e]
B
E
R
[−
]
g0,0 = 0.2 [−], µT = 60 [e]
 
 
LT−Pd−SyD; It:1,3,5,7
LVT−Pd−SyD; It:1,3,5,7
LSVT−Pd−SyD; It:1,3,5,7
101 102 103 104
10−7
10−6
10−5
10−4
10−3
10−2
10−1
σ[e]
B
E
R
[−
]
g0,0 = 0.3 [−], µT = 60 [e]
 
 
LT−Pd−SyD; It:1,3,5,7
LVT−Pd−SyD; It:1,3,5,7
LSVT−Pd−SyD; It:1,3,5,7
(a) Potlacˇení hlavního svazku 0.2 (∆ = 0.705). (b) Potlacˇení hlavního svazku 0.3 (∆ = 1.13).
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(e) Potlacˇení hlavního svazku 0.6 (∆ = 2.939).
Obr. 37. Analýzy chybovosti rekonstrukce náhodných realizací binárních obrazu˚ pomocí ru˚zných druhu˚
Vrstvových IDN využívajících Pd-SyD techniku. Vstupní (šedotónový) obraz byl simulován s pl-
ným rozlišením (monochromatická kamera).
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(a) Potlacˇení hlavního svazku 0.2 (∆ = 0.705). (b) Potlacˇení hlavního svazku 0.3 (∆ = 1.13).
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(e) Potlacˇení hlavního svazku 0.6 (∆ = 2.939).
Obr. 38. Analýzy chybovosti rekonstrukce náhodných realizací binárních obrazu˚ pomocí ru˚zných druhu˚
Vrstvových IDN využívajících Pd-PgD techniku. Vstupní (šedotónový) obraz byl simulován s pl-
ným rozlišením (monochromatická kamera).
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(a) Potlacˇení hlavního svazku 0.2 (∆ = 0.705). (b) Potlacˇení hlavního svazku 0.3 (∆ = 1.13).
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(c) Potlacˇení hlavního svazku 0.4 (∆ = 1.624). (d) Potlacˇení hlavního svazku 0.5 (∆ = 2.213).
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(e) Potlacˇení hlavního svazku (∆ = 2.939).
Obr. 39. Analýzy chybovosti rekonstrukce náhodných realizací binárních obrazu˚ pomocí ru˚zných druhu˚ IDN
využívajících Pd-SyD techniku. Vstupní (šedotónový) obraz byl simulován s polovicˇním rozlišením
(barevná kamera).
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(a) Potlacˇení hlavního svazku 0.2 (∆ = 0.705). (b) Potlacˇení hlavního svazku 0.3 (∆ = 1.13).
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(c) Potlacˇení hlavního svazku 0.4 (∆ = 1.624). (d) Potlacˇení hlavního svazku 0.5 (∆ = 2.213).
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(e) Potlacˇení hlavního svazku 0.6 (∆ = 2.939).
Obr. 40. Analýzy chybovosti rekonstrukce náhodných realizací binárních obrazu˚ pomocí ru˚zných druhu˚ IDN
využívajících Pd-PgD techniku. Vstupní (šedotónový) obraz byl simulován s polovicˇním rozlišením
(barevná kamera).
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6.3.1 Kernel kanálu modelující rozmazání pohybem
Z fyzikálního hlediska je geneze rozmazaní snímaného obrazu vlivem pohybu velice prostá. Prˇedpokládejme
snímaný prˇedmeˇt na Obr. 41a, pohybující se rovnomeˇrneˇ prˇímocˇarˇe po trajektorii specifikované vektorem rych-
losti v. Plošný element objektu se tak promítne v rovineˇ senzoru bx × by na úsecˇku
p(t) =
[
px(t)
py(t)
]
(132)
s pocˇátecˇním bodem ps = p(t′) a koncovým bodem pe = p(t′ + TE), kde TE je expozicˇní doba. Pokud
je pohyb jiného charakteru nastává analogická situace, kdy pru˚meˇt plošky objektu v rovineˇ senzoru vytvorˇí
obecnou krˇivku p(t).
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(a) Projekce objektu v pohybu do roviny sen-
zoru.
(b) Prˇíklad ekvivalentní trajektorie pohybu sní-
mací bunˇky.
Obr. 41. Geneze rozmazání snímku díky pohybu snímaného objektu cˇi kamery.
Dále ucˇinˇme zjednodušující prˇedpoklad, že snímací bunˇky senzoru jsou cˇtvercové, bez mezer, a délka jejich
strany cˇiní LW . Homogenní snímací oblast [k, l]-té bunˇky senzoru pak popisuje funkce
fW (x, y)[k, l] =
{
1, |2(x− kLW )| ≤ LW and |2(y − lLW )| ≤ LW
0, otherwise
. (133)
Svazek odražených paprsku˚ ze cˇtvercové plošky snímaného prˇedmeˇtu se prostrˇednictvím optické cˇásti kamery
zaostrˇí do roviny senzoru na plošku o obsahu LW ×LW (Sliding well). Tato cˇtvercová oblast homogenního od-
raženého zárˇení se postupneˇ posunuje nad rovinou senzoru a generuje náboj v jednotlivých zasažených bunˇkách
ve smeˇru svého pohybu po trajektorii p(t) s tím, že zanedbáme radiální pru˚meˇt vektoru v do roviny senzoru
bx × by . Neboli, že axiální pru˚meˇt je dominantní a v pru˚beˇhu expozicˇní doby bude mít svazek dopadajícího
zárˇení stále stejnou velikost LW × LW . Celou situaci znázornˇuje Obr. 41b. Koeficienty kernelu ISI kanálu
modelujícího takové rozmazání pak vyplývají z jednoduché integrace
{G(Blur)}k,l =
t′+TEˆ
t′
¨
SW (p(t))
fW (x, y)[k, l]dxdydt, (134)
kde t′ je okamžik otevrˇení clony a
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SW (p) = p +
〈
−1
2
LW ,
1
2
LW
〉
×
〈
−1
2
LW ,
1
2
LW
〉
(135)
je integracˇní ploška v místeˇ p na rovineˇ senzoru, která svým tvarem a velikostí kopíruje konturu svazku dopa-
dajícího zárˇení odraženého z cˇtvercové plošky snímaného objektu do roviny senzoru.
6.3.2 Prˇíklady rekonstrukcí cˇernobílých snímku˚ iterativním síteˇmi prˇi znalosti kernelu kanálu
Demonstraci binarizace potlacˇující rozmazání pohybem provedeme na dvojici kernelu˚
G(Blur)3×3,45◦ =

1
6
1
12
1
12
1
3
1
12
1
12
1
6
 a G
(Blur)
7×1,0◦ =
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
, (136)
které jsou výsledkem integrace (134) a reprezentují axiální projekci pohybu snímaného prˇedmeˇtu do roviny
snímacˇe ve smeˇru 45◦ a 0◦. Nejprve rozeberme možnosti usporˇádání klícˇových topologií iterativního detektoru
eliminující vliv prvního druhu konvolucˇního kernelu G(Blur)3×3,45◦ . Na Obr. 42 jsou znázorneˇné tvary stavových ve-
licˇinR[k, l] a C[k, l] vzorové kódovací síteˇ se základní fixní topologií. Tyto promeˇnné tvorˇí prˇedlohu blokových
estimátoru˚ Rˇ a Cˇ korespondující iterativní dekódovací síteˇ marginalizující na úrovni bloku symbolu˚ z Obr. 13.
Prˇi použití iterativní dekódovací síteˇ marginalizující na úrovni symbolu˚ bychom získali topologii na Obr. 43a.
V tomto usporˇádání se jednotlivé uzly vzorové kódovací síteˇ skládají z kompozitních elementu˚ na Obr. 43b.
Na straneˇ detekce by teˇmto elementu˚m odpovídali meˇkké inverze na Obr. 43c. V prˇípadeˇ druhého typu rozma-
zání G(Blur)7×1,0◦ získáme jiná usporˇádání. U síteˇ se základní fixní topologií pozbývá smyslu horizontální stavová
promeˇnnáR[k, l]. Tvorˇí prázdnou množinu a sít’ zahrnuje pouze vertikální stavovou velicˇinu na Obr. 44. Analo-
gická situace nastává také u variabilní topologie na Obr. 45a. V této strukturˇe jsou všechna zrˇeteˇzení také pouze
ve vertikálním smeˇru a jednotlivé uzly vzorové kódovací síteˇ tvorˇí kompozitní elementy na Obr. 45b. Meˇkká
inverze elementu na Obr. 45b je uvedena na Obr. 45c.
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Obr. 42. Tvary stavových promeˇnnýchR[k, l] a C[k, l] pro ukázkový ISI kernel G(Blur)3×3,45◦ .
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(a) Topologie EN/IDN. (b) Bunˇka EN v uzlu [k, l].
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Obr. 43. Iterativní dekódovací sít’ marginalizující na úrovni symbolu˚ pro ukázkový ISI kernel G(Blur)3×3,45◦ .
Stejneˇ jako u demonstrací z odstavce 6.2.2 i zde budeme prˇedpokládat perfektní znalost konvolucˇního ker-
nelu na straneˇ detekce. Také parametry šumového modelu senzoru zachováme a budeme uvažovat N (FWC)e =
30 × 103 [e], N (ET)e = 29 × 103 [e], ∆C = 14 [e], NB = 11 a µˆT = 60 [e]. Zvolené parametry vytvorˇí
transformacˇní funkce front-endu detektoru (130) a (131) znázorneˇné na Obr. 46 resp. Obr. 47 v prˇípadeˇ kernelu
G(Blur)3×3,45◦ resp. G(Blur)7×1,0◦ . Na Obr. 48 jsou uvedeny realizace ukázkového binárního obrazu textu na výstupu mo-
delu CCD senzoru pro obeˇ zvolená rozmazání pohybem. Simulace byla opeˇt provedena jak pro plný vzorkovací
rastr (výstup monochromatické kamery) tak pro prodeˇraveˇný rastr s polovicˇním rozlišením (výstup barevné ka-
mery). Na Obr. 49 a Obr. 50 jsou vyobrazené rekonstruované texty na výstupu detektoru po probeˇhnutí 1, 3 a 5
iterace spolecˇneˇ s prˇíslušnými chybovostmi detekce a to za prˇedpokladu, že vstupní obraz R byl získán v plném
rozlišení z modelu monochromatické kamery. První rekonstrukce byla provedena pomocí iterativní dekódovací
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síteˇ marginalizující na úrovni bloku symbolu˚ se základní fixní topologií a prˇi použití stavových promeˇnných na
Obr. 42. Druhou rekonstrukci realizovala sít’ s variabilní topologií na Obr. 45. Na Obr. 51 a Obr. 52 je znázor-
neˇn binarizovaný výstup detektoru za stejných podmínek pouze s tím rozdílem, že vstupní obraz R byl získán v
polovicˇním rozlišení (zelený kanál) pomocí simulace barevné kamery s Bayerovským CFA a binarizacˇní úloha
proto zahrnuje i de-mosaicing. Obeˇ tyto rekonstrukce zajišt’ovaly stejné typy síteˇ jako v prˇedchozích dvou prˇí-
padech. Z výsledku˚ je patrné, že všechny výstupy jsou do 7. iterace detektoru bez chyby, kromeˇ demonstrace na
Obr. 50. V této ukázce je šumová kontaminace prˇíliš vysoká vzhledem ke charakteru kernelu. Detekcˇní úloha se
stala nejednoznacˇnou a použitá sít’ zacˇala divergovat. Uvedené rozpoznávání textu, založené na aplikaci itera-
tivních dekódovacích sítí, by z praktického hlediska mohlo najít uplatneˇní naprˇíklad v úloze snímání a detekce
poznávacích znacˇek jedoucích vozidel.
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Obr. 44. Tvar stavové promeˇnné C[k, l] pro ukázkový ISI kernel G(Blur)7×1,0◦ .
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(b) Bunˇka EN v uzlu [k, l].
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(c) Bunˇka IDN v uzlu [k, l].
Obr. 45. Iterativní dekódovací sít’ marginalizující na úrovni symbolu˚ pro ukázkový ISI kernel G(Blur)7×1,0◦ .
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(a) Pravdeˇpodobnostní doména. (b) Metrická doména.
Obr. 46. Prˇíklady transformacˇních funkcí front-endu detektoru (gateway). Model rozmazání pohybem: 3×3,
ϕ = 45◦. Úrovenˇ šumu σˆ = 103 [e].
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(a) Pravdeˇpodobnostní doména. (b) Metrická doména.
Obr. 47. Prˇíklady transformacˇních funkcí front-endu detektoru (gateway). Model rozmazání pohybem: 7×1,
ϕ = 0◦. Úrovenˇ šumu σˆ = 316 [e].
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(a) Skutecˇný binární obraz.D.
(b) Monochromatická kamera. Model rozma-
zání pohybem: 3× 3, ϕ = 45◦. Model sen-
soru: σˆ = 103 [e].
(c) Barevná kamera s Bayerovským CFA. Mo-
del rozmazání pohybem: 3 × 3, ϕ = 45◦.
Model sensoru: σˆ = 316 [e].
(d) Monochromatická kamera. Model rozma-
zání pohybem: 7 × 1, ϕ = 0◦. Model sen-
soru: σˆ = 103 [e].
(e) Barevná kamera s Bayerovským CFA. Mo-
del rozmazání pohybem: 7 × 1, ϕ = 0◦.
Model sensoru: σˆ = 316 [e].
Obr. 48. Ukázky realizací vstupních obrazu˚ detektoruR pro ru˚zné úrovneˇ šumu a rozmazání pohybem.
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(a.1) I = 1, BER = 0.009 (a.2) I = 3, BER = 0.002
(a.3) I = 5, BER = 0
(a) Iterativní dekódovací sít’ využívající Pd-SyD
techniku.
DN (1. Iteration): OutputPatternDN (2. Iteration): OutputPatternDN (3. Iteration): OutputPattern
DN (4. Iteration): OutputPatternDN (5. Iteration): OutputPatternDN (6. Iteration): OutputPattern
DN (7. Iteration): OutputPattern
DN (1. Iteration): OutputPatternDN (2. Iteration): OutputPatternDN (3. Iteration): OutputPattern
DN (4. Iteration): OutputPatternDN (5. Iteration): OutputPatternDN (6. Iteration): OutputPattern
DN (7. Iteration): OutputPattern
(b.1) I = 1, BER = 0.008 (b.2) I = 3, BER = 0.002
DN (1. Iteration): OutputPatternDN (2. Iteration): OutputPatternDN (3. Iteration): OutputPattern
DN (4. Iteration): OutputPatternDN (5. Iteration): OutputPatternDN (6. Iteration): OutputPattern
DN (7. Iteration): OutputPattern
DN (1. Iteration): OutputPatternDN (2. Iteration): OutputPatternDN (3. Iteration): OutputPattern
DN (4. It r ti ): t t tt rDN (5. Iteration): OutputPatternDN (6. Iteration): OutputPattern
DN (7. It r ti ): t t tt r
(b.3) I = 5, BER = 0.0006 (b.4) I = 7, BER = 0
(b) Iterativní dekódovací sít’ využívající Pd-PgD
techniku.
Obr. 49. Ukázky binarizovaných obrazu˚ textu Dˆ na výstupu IDN marginalizující na úrovni bloku symbolu˚
se základní topologií. Vstupní (šedotónový) obrazR byl simulován s plným rozlišením (monochro-
matická kamera). Model rozmazání pohybem: 3× 3, ϕ = 45◦. Úrovenˇ šumu σˆ = 103 [e].
72
(a.1) I = 1, BER = 0.068 (a.2) I = 3, BER = 0.068
(a.3) I = 5, BER = 0.089 (a.4) I = 7, BER = 0.080
(a) Iterativní dekódovací sít’ využívající Pd-SyD
techniku.
(b.1) I = 1, BER = 0.077 (b.2) I = 3, BER = 0.026
(b.3) I = 5, BER = 0.033 (b.4) I = 7, BER = 0.035
(b) Iterativní dekódovací sít’ využívající Pd-PgD
techniku.
Obr. 50. Ukázky binarizovaných obrazu˚ textu Dˆ na výstupu IDN marginalizující na úrovni symbolu˚. Vstupní
(šedotónový) obraz R byl simulován s plným rozlišením (monochromatická kamera). Model roz-
mazání pohybem: 7× 1, ϕ = 0◦. Úrovenˇ šumu σˆ = 103 [e].
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(a.1) I = 1, BER = 0.059 (a.2) I = 3, BER = 0.005
(a.3) I = 5, BER = 0
(a) Iterativní dekódovací sít’ využívající Pd-SyD
techniku.
(b.1) I = 1, BER = 0.069 (b.2) I = 3, BER = 0.007
(b.3) I = 5, BER = 0
(b) Iterativní dekódovací sít’ využívající Pd-PgD
techniku.
Obr. 51. Ukázky binarizovaných obrazu˚ textu Dˆ na výstupu IDN marginalizující na úrovni bloku symbolu˚ se
základní topologií. Vstupní (šedotónový) obrazR byl simulován s polovicˇním rozlišením (barevná
kamera). Model rozmazání pohybem: 3× 3, ϕ = 45◦. Úrovenˇ šumu σˆ = 316 [e].
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(a.1) I = 1, BER = 0.067 (a.2) I = 3, BER = 0.005
(a.3) I = 5, BER = 0.002 (a.4) I = 7, BER = 0
(a) Iterativní dekódovací sít’ využívající Pd-SyD
techniku.
(b.1) I = 1, BER = 0.079 (b.2) I = 3, BER = 0.004
(b.3) I = 5, BER = 0.0002 (b.4) I = 7, BER = 0
(b) Iterativní dekódovací sít’ využívající Pd-PgD
techniku.
Obr. 52. Ukázky binarizovaných obrazu˚ textu Dˆ na výstupu IDN marginalizující na úrovni symbolu˚. Vstupní
(šedotónový) obrazR byl simulován s polovicˇním rozlišením (barevná kamera). Model rozmazání
pohybem: 7× 1, ϕ = 0◦. Úrovenˇ šumu σˆ = 316 [e].
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7 Záveˇr
Použitím iterativního principu detekce docílíme zjednodušení MAP kriteria na úrovenˇ jednotlivých, vzájemneˇ
prˇekrytých, konvolucˇních regionu˚. Prˇesto jsou SISO moduly prˇíliš složité pro veˇtší kernely a vstupní data ve
vyšší aritmetice, než té binární. Tato složitost nás omezuje a nedovoluje aplikaci dvoudimenzionálních ite-
rativních detektoru˚ na dekonvoluci veˇtších kernelu˚ a prˇi vstupu dat ve vyšší aritmetice (šedotónové obrazy).
Doposud byly tyto algoritmy úspeˇšneˇ aplikovány pouze v oblasti tvorby pu˚ltónových obrazu˚ [9, 10] nebo v
úloze binarizace obrazu uvedené v této práci a v publikacích [4, 6]. Zde však dosahují iterativní dekódovací
síteˇ velmi dobrých výsledku˚, mnohdy zcela bezchybných. Platí to i v prˇípadeˇ rozšírˇení úlohy o de-mosaicing,
kdy polovina vstupní informace není prˇítomna vu˚bec a ta druhá je rozostrˇena a kontaminována šumy. Prˇesto je
sít’ schopna pu˚vodní data obnovit a doplnit do plného rozlišení. Jako klícˇová oblast praktického využití sou-
cˇasných implementací se jeví mikroskopie. Konkrétneˇ binarizace obrazu˚ mikroorganizmu˚ a buneˇk získaných
z mikroskopu˚ se CCD senzorem [2] za úcˇelem zjišteˇní jejich koncentrace (pocˇtu) v prˇedmeˇtném vzorku. V
této publikaci [2] byla aplikována uvedená technologie již na reálných obrazech. Výstupy byly porovnány s
klícˇovými binarizacˇními algoritmy [37] a [38]. Objektivní testy ukázali, že iterativní dekódovací síteˇ poskytují
mnohem lepší výsledek. Obzvlášt’ prˇi velmi krátkých expozicˇních dobách s velkou šumovou kontaminací. V
teˇchto podmínkách, nutných pro snímání biologických vzorku˚ senzitivních na sveˇtlo, klasické metody binari-
zace dosti selhávají.
Z hlediska výkonnosti jsou nejlepší variantou iterativní dekódovací síteˇ se základním fixním zrˇeteˇzením.
Pracují s obsáhlými stavovými velicˇinami, které nemusí být a mnohdy nejsou disjunktní. Tento fakt podpo-
ruje výkonnost teˇchto struktur. Jejich nevýhoda spocˇívá ve velkých pameˇt’ových nárocích a obtížné aplikaci
na tvaroveˇ nestandardní kernely. Pru˚niky stavových velicˇin také komplikují použití a návrh optimální imple-
mentace SISO modulu pomocí stromové kombinace-marginalizace, která výrazneˇ snižuje výpocˇetní nárocˇnost.
Negativní vlastnosti jsou cˇástecˇneˇ eliminovány v rozšírˇené fixní topologii s diagonální stavovou velicˇinou. Tato
varianta však nedosahuje takové výkonnosti. Pokud požadujeme nízké pameˇt’ové nároky a vysokou aplikacˇní
flexibilitu jsou nejlepší variantou variabilní topologie. Dobrˇe se aplikují na kernely hveˇzdicového tvaru, kdy
fixní topologie veˇtšinou nelze použít a nalézt v optimální složitosti. U fixní topologie je totiž datový vstup d[k, l]
vždy ztotožneˇn s pravým spodním rohem konvolucˇního regionu. Pokud v tomto místeˇ má kanál nulový prˇenos,
což naprˇíklad hveˇzdicový kernel G(R)3×3 má, tak vstupní promeˇnná v referencˇním modelu neovlivnˇuje výstup
q[k, l], ale pouze výstupní stavyR[k, l+ 1], C[k+ 1, l] a B[k+ 1, l+ 1]. Výstup zde závisí jen na vstupních sta-
vech R[k, l], C[k, l] a B[k, l]. Proto mohutnost kombinacˇní tabulky SISO modulu˚ bude card(AIO) = 26 = 64,
tedy dvakrát více než pro tentýž kernel detekovaný pomocí variabilní topologie, kde mohutnost tabulky je
card(AIO) = 25 = 32 díky optimálnímu pokrytí regionu. Za prˇedpokladu, že klícˇovým parametrem, který
chceme optimalizovat, je výpocˇetní nárocˇnost použijeme vrstvenou architekturu. Díky “mezi-vrstvové” margi-
nalizaci dochází k redukci mohutnosti tabulky SISO modulu˚ na vrchní vrstveˇ architektury. Zárovenˇ dojde ke
snížení výkonnosti. Nicméneˇ toto zhoršení je pouze mírné v porovnání s úsporou výpocˇetních operací. Všechny
uvedené varianty lze dobrˇe aplikovat jak na plný snímací rastr, tak na prodeˇraveˇný rastr s Bayerovským polem.
To neplatí u zjednodušené vrstvené nebo zjednodušené variabilní topologie. Zde není prˇítomna meˇkká inverze
broadcasteru a proto tato struktura vyžaduje vstupní informaci v plném rozlišení. Jinak není schopná detekce.
V úloze s plným vzorkováním má však velmi uspokojivou výkonnost vu˚cˇi naprosto zanedbatelným výpocˇet-
ním nároku˚m na marginalizaci, která se provádí pouze jedna a to v centru regionu. Veškeré klícˇové vlastnosti
všech prˇedstavených topologií iterativních dekódovacích sítí jsou sumarizovány v Tab. 10 pro kernel G(Gauss)3×3
a v Tab. 11 pro redukovaný kernel G(Gauss,R)3×3 . Zde symbol VS ⊂ NIO znacˇí množinu všech stavových a po-
mocných promeˇnných v dané topologii a symbol VM ⊂ NIO znacˇí množinu všech (nutneˇ) marginalizovaných
promeˇnných v dané topologii. Výpocˇetní nárocˇnost SISO modulu˚ je zanesena prostrˇednictvím maximálních po-
cˇtu˚ kombinacˇních a marginalizacˇních operací. Tyto hodnoty tedy korespondují se strukturou bez optimalizace
v podobeˇ kombinace a marginalizace se stromovou strukturou.
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Topologie Pevná
Rozšírˇená Vrstvová
Variabilní
Zjednodušená Vrstvová Zj. vrstvová
pevná pevná variabilní variabilní variabilní
Složitost: 512 512 8+216 512 512 8+216 8+216
card(AIO)
Rˇ[0], Rˇ[1] Rˇ[0], Rˇ[1] Rˇ[0], Rˇ[1]
cˇ[0], . . . , cˇ[8] cˇ[0], . . . , cˇ[8]
cˇ[0], . . . , cˇ[2], cˇ[0], . . . , cˇ[2],
VS Cˇ[0], Cˇ[1] Cˇ[0], Cˇ[1] Cˇ[0], Cˇ[1] cˇ (B), cˇ (T), cˇ (B), cˇ (T),
Bˇ[0], Bˇ[1] cˇ qˇ[0], . . . , qˇ[2] qˇ[0], . . . , qˇ[2]
card(VS) 4 6 5 9 9 7 7
Pocˇet C© 512× 6 512× 8 8× 4 512× 10 512× 10 (216 + 6)× 4 8× 4
na bunˇku +216× 4 +2× 10 +(8 + 2)× 4 +216× 4
(3072) (4096) (896) (5140) (5120) (928) (896)
VM VS , dˇ VS , dˇ VS , dˇ VS , dˇ cˇ[8], dˇ VS , dˇ cˇ[2], cˇ (B),
qˇ[2], dˇ
card(VM ) 4+1 6+1 6+1 9+1 1+1 8+1 3+1
64, 64, 64, 8, 8, 8, 4, 4, 6, 2, 2, 2, 2, 2 2, 2, 2, 2, 6, 6,
card({VM}`) 64, 2 8, 4, 4, 6, 36, 36, 2, 2, 2, 6, 6, 6, 2
2 2 2, 2, 2 6, 6, 2
Pocˇet M© 4× 448 4× 504 2× 4 + 6 9× 510 510 3× 6 + 2 6 + 2
na bunˇku +510 +2× 508 +2× 180 +3× 210 +210
+510 +210
(2302) (3542) (584) (4590) (510) (650) (218)
Pocˇet propojek 2 (B) 8 () 2× 2 () 2 ()
na bunˇku 4 6 +1 (BT) +8 () 8 () +1 (BT) +1 (BT)
+2 (T) +2× 2 () +2 ()
Pocˇet registru˚ 4× 64 4× 8 2× 4 + 6 8× 2 8× 2 4× 2 + 6 2× 2 + 6
na bunˇku +2× 4 +2× 36 +8× 2 +4× 6 +2× 6
(256) (40) (86) (32) (16) (38) (22)
Tab. 10. Prˇehled vlastností iterativních dekódovacích sítí pro ISI kernel G(Gauss)3×3 . Horní meze pocˇtu˚ kombi-
nacˇních a marginalizacˇních operací (numerická složitost SISO modulu˚).
77
Topologie Pevná
Rozšírˇená
Variabilní
Zjednodušená
pevná variabilní
Složitost: card(AIO) 64 64 32 32
VS Rˇ[0], Rˇ[1] Rˇ[0], Rˇ[1], Cˇ[0], cˇ[0], . . . , cˇ[4] cˇ[0], . . . , cˇ[4]
Cˇ[0], Cˇ[1] Cˇ[1], Bˇ[0], Bˇ[1]
card(VS) 4 6 5 5
Pocˇet C© 64× 6 64× 8 32× 6 + 2× 6 32× 6
na bunˇku (384) (512) (204) (192)
VM VS , dˇ VS , dˇ VS , dˇ cˇ[4], dˇ
card(VM ) 4+1 6+1 5+1 1+1
card({VM}`) 8, 8, 8, 8, 2 4, 4, 4, 4, 2, 2, 2 2, 2, 2, 2, 2 2, 2
Pocˇet M© 4× 56 + 62 4× 60 + 3× 62 5× 30 30
na bunˇku (286) (426) (150) (30)
Pocˇet propojek 4 6 4 () +4 () 4 ()
na bunˇku
Pocˇet registru˚ 4× 8 4× 4 + 2× 2 4× 2 + 4× 2 4× 2
na bunˇku (32) (20) (16) (8)
Tab. 11. Prˇehled vlastností iterativních dekódovacích sítí pro redukovaný ISI kernel G(Gauss,R)3×3 . Horní meze
pocˇtu˚ kombinacˇních a marginalizacˇních operací (numerická složitost SISO modulu˚).
Otevrˇených problému˚ je oblasti dvoudimenzionální iterativní MAP detekce neˇkolik. Prˇedevším redukce
složitosti SISO modulu˚. Rˇešením mu˚že spocˇívat v provedení redukce kombinacˇních tabulek o méneˇ pravdeˇpo-
dobné cˇi zcela nepravdeˇpodobné prˇechody. Naprˇíklad z Obr. 26 je jasneˇ patrné, že v rˇezu transformacˇní funkce
ve smeˇru indexu i (histogram PF pro vstupní r[k, l]) je veˇtšina hodnot nulových. Všechny aposteriorní sdružené
pravdeˇpodobnosti, které obsahují tyto nulové hodnoty jsou proto automaticky také nulové a lze je vyrˇadit z pro-
cesu kombinace-marginalizace bez újmy na výsledek detekce. Tabulku tedy adaptivneˇ prˇizpu˚sobíme prˇíslušné
hustoteˇ PF (qˇ) tak, že v ní ponecháme pouze ty prˇechody v nichž jsou hodnoty hustoty nenulové. Tím se tabulka
znacˇneˇ redukuje, prˇicˇemž množství vyrˇazených prˇechodu˚ bude tím vyšší, cˇím bude smeˇrodatná odchylka šumu
nižší.
Další oblast výzkumu se týká problematiky synchronizace síteˇ. V reálné aplikaci není kernel detailneˇ známý,
tedy CSI na straneˇ detekce není perfektní. Je pouze zmeˇrˇitelný kalibracˇním procesem s omezenou prˇesností.
Je nezbytné tuto míru neurcˇitosti úcˇinneˇ synchronizovat, aby sít’ podala optimální výkon. K vyrˇešení této
prˇidružené synchronizacˇní úlohy bychom patrneˇ mohli použít partikulární formy EM kriteria (Expectation-
Maximization) nebo obdobného algoritmu.
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Prˇílohy
A. Obsah prˇiloženého CD-ROMu
1. Adresárˇ Thesis obsahuje zdrojové soubory disertacˇní práce a obrázky v ní obsažené
2. Adresárˇ Simulation obsahuje:
(a) Spoušteˇcí m-skripty simulace
i. ENsSimulator.m (simulace kódovací síteˇ FT, EFT, VT a LT)
ii. DNsSimulator.m (simulace iterativní dekódovací síteˇ FT, EFT, VT, SVT, LT, LVT nebo LSVT
vcˇetneˇ zbytku prˇenosového rˇetezce)
iii. DNsPerformanceAnalyzer.m (analýza výkonnosti iterativní dekódovací síteˇ FT, EFT, VT, SVT,
LT, LVT nebo LSVT)
(b) Vytvorˇený toolbox trˇíd v podadresárˇi +Classes pro simulaci obecného 2D iterativního detektoru
a kódovací síteˇ
i. @BlurringChannel (Obecný 2D ISI kernel)
A. BlurringChannel.m (konstruktor)
B. Plotting.m (vykreslení koeficientu˚ kernelu)
ii. @EFTDecodingNetwork (Iterativní dekódovací sít’ marginalizující na úrovni bloku symbolu˚ s
rozšírˇenou topologií)
A. CreateNSets.m (definice tvaru˚ a poloh stavových promeˇnných nad kernelem a definice
polohy vstupních dat nad kernelem)
B. EFTDecodingNetwork.m (konstruktor)
C. NextInput.m (cˇtení hustot z registru˚ na propojkách síteˇ a jejich zápis na vstupy SISO
modulu)
D. NextOutput.m (cˇtení hustot z výstupu˚ SISO modulu a jejich zápis do registru˚ na propojkách
síteˇ)
E. NextOutputExtended.m (rozšírˇené cˇtení hustot z výstupu˚ SISO modulu a jejich zápis do
registru˚ na propojkách síteˇ)
F. Reset.m (nastavení stavových hustot do uniformního tvaru)
G. SetMode.m (nastavení selektoru vstupu˚ a výstupu˚ SISO modulu)
H. SetTOC.m (nastavení tabulky kombinací SISO modulu na základeˇ zadaného ISI kernelu)
iii. @EncodingNetwork (Kódovací sít’)
A. EFTNetwork.m (kódovací sít’ s rozšírˇenou fixní topologií)
B. EncodingNetwork.m (konstruktor)
C. FTNetwork.m (kódovací sít’ s fixní topologií)
D. LTNetwork.m (kódovací sít’ s vrstvovou topologií)
E. SetStates.m (vytvorˇení stavových promeˇnných)
F. SetTopology.m (nastavení topologie kódovací síteˇ)
G. VTNetwork.m (kódovací sít’ s variabilní topologií)
iv. @ENProperties (Vlastnosti kódovací síteˇ)
A. CreateWNSets.m (pomocná funkce výpocˇtu tabulky kombinací a abecedy Aq ze
zadaného ISI kernelu)
B. ENProperties.m (konstruktor)
C. SetWeights.m (pomocná funkce výpocˇtu tabulky kombinací a abecedy Aq ze
zadaného ISI kernelu)
D. StabilizeTOCandOA.m (stabilizace tabulky kombinací a abecedy Aq výstupu˚
kódovací síteˇ)
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v. @FastSISO (Akcelerovaný SISO modul)
A. FastSISO.m (konstruktor)
B. MarginalizeCorrMinSM.m (marginalizace sdružených hustot Md-SyD)
C. MarginalizeMaxSM.m (marginalizace sdružených hustot Pd-PgD)
D. MarginalizeMinSM.m (marginalizace sdružených hustot Md-PgD)
E. MarginalizeSumSM.m (marginalizace sdružených hustot Pd-SyD)
F. PrepareSM.m (prˇíprava vstupních hustot prˇed kombinováním)
vi. @FastSISOB (Akcelerovaná meˇkká inverze broadcasteru)
A. FastSISOB.m (konstruktor)
B. NextInput.m (cˇtení ze vstupu˚ meˇkké inverze)
C. NextOutput.m (zápis na výstupy meˇkké inverze)
vii. @FileWriter (Zápis do souboru)
A. FileWriter.m (konstruktor)
B. WriteMatrix3D.m (zápis hodnot 3D pole do souboru)
viii. @FTDecodingNetwork (Iterativní dekódovací sít’ marginalizující na úrovni bloku symbolu˚ se
základní topologií)
A. All.m (vykonání všech iterací dekódovací síteˇ ze zadaného pocˇtu)
B. CreateNSets.m (definice tvaru˚ a poloh stavových promeˇnných nad kernelem a definice
polohy vstupních dat nad kernelem)
C. Decode.m (vykonání 1 iterace dekódovací síteˇ)
D. DecodeExtended.m (vykonání 1 iterace dekódovací síteˇ vcˇetneˇ výpocˇtu {SB(Qˇ)})
E. DecodeNormal.m (vykonání 1 iterace dekódovací síteˇ bez výpocˇtu {SB(Qˇ)})
F. FTDecodingNetwork.m (konstruktor)
G. HardDecisionMD.m (prahování výstupních sdružených hustot Md - tvrdý odhad dat)
H. HardDecisionPD.m (prahování výstupních sdružených hustot Pd - tvrdý odhad dat)
I. NextInput.m (cˇtení hustot z registru˚ na propojkách síteˇ a jejich zápis na vstupy SISO
modulu)
J. NextOutput.m (cˇtení hustot z výstupu˚ SISO modulu a jejich zápis do registru˚ na propojkách
síteˇ)
K. NextOutputExtended.m (rozšírˇené cˇtení hustot z výstupu˚ SISO modulu a jejich zápis do
registru˚ na propojkách síteˇ)
L. Reset.m (nastavení stavových hustot do uniformního tvaru)
M. SetMode.m (nastavení selektoru vstupu˚ a výstupu˚ SISO modulu)
N. SetTOC.m (nastavení tabulky kombinací SISO modulu na základeˇ zadaného ISI kernelu)
ix. @Gateway (Front-end iterativního detektoru)
A. CreateHistograms.m (výpocˇet transformacˇních tabulek front-endu ze zadaných hodnot
Gaussova šumu)
B. Gateway.m (konstruktor)
C. GetAddresses.m (výpocˇet adresy do transformacˇní tabulky front-endu ze vzorku vstupního
signálu r[k, l])
D. GetSM.m (cˇtení prˇíslušné doprˇedné hustoty z transformacˇní tabulky front-endu
prostrˇednictvím vsupní adresy)
E. PlottingHistograms.m (vykreslení 3D grafu transformacˇních tabulek front-endu)
F. PlottingSM.m (vykreslení 3D grafu hustot na výstupu funkcí front-endu)
x. @GaussianDefocusingChannel (Gaussu˚v defokusacˇní 2D ISI kernel)
A. GaussianDefocusingChannel.m (konstruktor)
B. Plotting.m (vykreslení koeficientu˚ kernelu)
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xi. @LTDecodingNetwork (Iterativní dekódovací sít’ marginalizující na úrovni bloku symbolu˚
vrstvovou topologií)
A. All.m (vykonání všech iterací dekódovací síteˇ ze zadaného pocˇtu)
B. DecodeBL.m (vykonání 1 iterace spodní vrstvy dekódovací síteˇ)
C. DecodeExtended.m (vykonání 1 iterace dekódovací síteˇ vcˇetneˇ výpocˇtu {SB(Qˇ)})
D. DecodeNormal.m (vykonání 1 iterace dekódovací síteˇ bez výpocˇtu {SB(Qˇ)})
E. LTDecodingNetwork.m (konstruktor)
F. NextInput.m (cˇtení hustot z registru˚ na propojkách spodní vrstvy síteˇ a jejich zápis na
vstupy SISO modulu)
G. NextInputTL.m (cˇtení hustot z registru˚ na propojkách vrchní vrstvy síteˇ a jejich zápis na
vstupy SISO modulu)
H. NextOutput.m (cˇtení hustot z výstupu˚ SISO modulu a jejich zápis do registru˚ na propojkách
spodní vrsty síteˇ)
I. NextOutputExtendedTL.m (rozšírˇené cˇtení hustot z výstupu˚ SISO modulu a jejich zápis do
registru˚ na propojkách vrchní vrsty síteˇ)
J. NextOutputTL.m (cˇtení hustot z výstupu˚ SISO modulu a jejich zápis do registru˚ na
propojkách vrchní vrsty síteˇ)
K. Reset.m (nastavení stavových hustot do uniformního tvaru)
L. SetMode.m (nastavení selektoru vstupu˚ a výstupu˚ SISO modulu na spodní vrstveˇ)
M. SetModeTL.m (nastavení selektoru vstupu˚ a výstupu˚ SISO modulu na vrchní vrstveˇ)
N. SetTOC.m (nastavení tabulky kombinací SISO modulu na základeˇ zadaného ISI kernelu)
xii. @LVTDecodingNetwork (Iterativní dekódovací sít’ marginalizující na úrovni symbolu˚
vrstvovou topologií)
A. All.m (vykonání všech iterací dekódovací síteˇ ze zadaného pocˇtu)
B. Decode.m (vykonání 1 iterace dekódovací síteˇ)
C. LVTDecodingNetwork.m (konstruktor)
D. Reset.m (nastavení stavových hustot do uniformního tvaru)
xiii. @PlotSTATS (Vykreslení výsledku˚ analýzy výkonnosti)
A. PlotSTATS.m (konstruktor)
B. Plotting.m (vykrelení BER krˇivek z nameˇrˇených hodnot chybovosti v jednotlivých
iteracích)
xiv. @ReadSTATS (Cˇtení výsledku˚ analýzy výkonnosti ze souboru)
A. ReadHeader.m (cˇtení hlavicˇky meˇrˇení chybovosti)
B. ReadMeasureSTATS.m (cˇtení výsledku˚ meˇrˇení chybovosti v jednotlivých iteracích)
C. ReadSTATS.m (konstruktor)
xv. @SISO (SISO modul)
A. CombineSM.m (kombinace vstupních hustot)
B. InitializeSM.m (inicializace modulu)
C. MarginalizeSM.m (marginalizace sdružených hustot)
D. SISO.m (konstruktor)
xvi. @SISOB (Meˇkká inverze broadcasteru)
A. NextInput.m (cˇtení ze vstupu˚ meˇkké inverze)
B. NextOutput.m (zápis na výstupy meˇkké inverze)
C. SetOperators.m (nastavení kombinacˇních a marginalizacˇních operátoru˚)
D. SISOB.m (konstruktor)
xvii. @SISOProperties (Vlastnosti SISO modulu)
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A. SetMOperator.m (nastavení hlavního marginalizacˇního operátoru)
B. SetOperators.m (nastavení kombinacˇních a marginalizacˇních operátoru˚)
C. SISOProperties.m (konstruktor)
xviii. @SVTDecodingNetwork (Zjednodušená iterativní dekódovací sít’ marginalizující na úrovni
symbolu˚)
A. CreateNSets.m (definice tvaru˚ a poloh stavových promeˇnných nad kernelem a definice
polohy vstupních dat nad kernelem)
B. DecodeBL.m (vykonání 1 iterace spodní vrstvy dekódovací síteˇ)
C. DecodeExtended.m (vykonání 1 iterace dekódovací síteˇ vcˇetneˇ výpocˇtu {SB(Qˇ)})
D. DecodeNormal.m (vykonání 1 iterace dekódovací síteˇ bez výpocˇtu {SB(Qˇ)})
E. NextInputTL.m (cˇtení hustot z registru˚ na propojkách horní úrovneˇ síteˇ a jejich zápis na
vstupy meˇkké inverze kombinacˇní logiky)
F. NextOutput.m (cˇtení hustot z výstupu˚ meˇkké inverze broadcasteru a jejich zápis do registru˚
na propojkách dolní úrovneˇ síteˇ)
G. NextOutputExtendedTL.m (rozšírˇené cˇtení hustot z výstupu˚ meˇkké inverze kombinacˇní
logiky a jejich zápis do registru˚ na propojkách horní úrovneˇ
síteˇ)
H. NextOutputTL.m (cˇtení hustot z výstupu˚ meˇkké inverze kombinacˇní logiky a jejich zápis
do registru˚ na propojkách horní úrovneˇ síteˇ)
I. Reset.m (nastavení stavových hustot do uniformního tvaru)
J. SetMode.m (nastavení selektoru vstupu˚ a výstupu˚ SISO modulu)
K. SetTOC.m (nastavení tabulky kombinací SISO modulu na základeˇ zadaného ISI kernelu)
L. SVTDecodingNetwork.m (konstruktor)
xix. @VTDecodingNetwork (Iterativní dekódovací sít’ marginalizující na úrovni symbolu˚)
A. CreateNSets.m (definice poloh stavových promeˇnných nad kernelem a definice
polohy vstupních dat nad kernelem)
B. DecodeBL.m (vykonání 1 iterace spodní vrstvy dekódovací síteˇ)
C. NextInput.m (cˇtení hustot z registru˚ na propojkách dolní úrovneˇ síteˇ a jejich zápis na vstupy
meˇkké inverze broadcasteru)
D. NextOutput.m (cˇtení hustot z výstupu˚ meˇkké inverze broadcasteru a jejich zápis do registru˚
na propojkách dolní úrovneˇ síteˇ)
E. NextOutputExtendedTL.m (rozšírˇené cˇtení hustot z výstupu˚ meˇkké inverze kombinacˇní
logiky a jejich zápis do registru˚ na propojkách horní úrovneˇ
síteˇ)
F. NextOutputTL.m (cˇtení hustot z výstupu˚ meˇkké inverze kombinacˇní logiky a jejich zápis
do registru˚ na propojkách horní úrovneˇ síteˇ)
G. Reset.m (nastavení stavových hustot do uniformního tvaru)
H. SetTOC.m (nastavení tabulky kombinací SISO modulu na základeˇ zadaného ISI kernelu)
I. VTDecodingNetwork.m (konstruktor)
xx. @WriteSTATS (Zápis výsledku˚ analýzy výkonnosti do souboru)
A. WriteHeader.m (zápis hlavicˇky souboru)
B. WriteMeasureHeader.m (zápis hlavicˇky meˇrˇení chybovosti)
C. WriteMeasureSTATS.m (zápis výsledku˚ meˇrˇení chybovosti v jednotlivých iteracích)
D. WriteNSets.m (zápis tvaru použitých stavových a pomocných promeˇnných)
E. WriteSTATS.m (konstruktor)
3. Adresárˇ Measurement obsahuje výsledky meˇrˇení chybovosti jednotlivých iterativních detekcˇních sítí
pro následné analýzy výkonnosti
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B. Výpis m-skriptu˚ klícˇových trˇíd toolboxu
M-skript 1 SISO modul.
1 classdef SISO < handle
2 % Soft-In Soft-Out module
3 %
4 % Constructor: SISO = SISO(Properties,’PropertyName’,PropertyValue,...)
5 %
6 % Properties <- Object-handle (SISO properties)
7 %
8 % PropertyName, PropertyValues (default value "")
9 % -------------------------------------------------------------------------
10 % InputSelector, Row boolean vector -> {0,1} (On/off switch of input
11 % variables in the SISO.Properties.TOC - example: [1 1 0]
12 % means that 1st and 2nd variable (column in the TOC) will
13 % be combined), "ones(1,SISO.Properties.TOCSize(2))"
14 % OutputSelector, Row boolean vector -> {0,1} (On/off switch of output
15 % variables in the SISO.Properties.TOC - example: [1 0 1]
16 % means that 1st and 3rd variable (column in the TOC) will
17 % be marginalized), "ones(1,SISO.Properties.TOCSize(2))"
18 % -------------------------------------------------------------------------
19 %
20 % Protected Methods:
21 %
22 % 1) SISO.Set
23 % Setting of the SISO; automatically triggered
24 % by SISO.Properties
25 %
26 % 2) SISO.SetIP
27 % Setting of the SISO - indexing of active inputs;
28 % automatically triggered by SISO.InputSelector
29 %
30 % 3) SISO.SetOP
31 % Setting of the SISO - indexing of active outputs;
32 % automatically triggered by SISO.OutputSelector
33 %
34 % 4) SISO.Next: SISO.Output <- SISO.Input
35 % Next step of the SISO; automatically triggered by SISO.Input
36 %
37 % SISO.Input, SISO.Output <- Cell array,
38 % Length = SISO.Properties.TOCSize(2)
39 % (Soft-Out measures - cells: densities)
40 %
41 % 5) SISO.InitializeSM: SISO.ASM
42 % Initialization of the a posteriori soft measures
43 %
44 % 6) SISO.CombineSM(TOC): SISO.ASM <- SISO.Input
45 % Combining of the input soft measures to the a posteriori soft
46 % measures
47 %
48 % TOC <- Matrix, Integers >= 1
49 % (Table of combinations incremented by 1)
50 %
51 % 7) SISO.MarginalizeSM(TOC): SISO.Output <- SISO.ASM
52 % Marginalization of the a posteriori soft measures to the output
53 % soft measures
54 %
55 % TOC <- Matrix, Integers >= 1
56 % (Table of combinations incremented by 1)
57
58
59 % c©Daniel Kekrt, Dept. of Radio Engineering,
60 % Faculty of Electrical Engineering, Czech technical university in Prague
61 % rev. 13.10.2013
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62
63 properties (SetAccess = private)
64 IPIs % Current indexes of input pointers to the SISO TOC
65 OPIs % Current indexes of output pointers to the SISO TOC
66
67 InputLength % Current input length
68 OutputLength % Current output length
69
70 DS % Domain selector ’probability’=-1|’metric’=1
71 ASM % A posteriori soft measures
72 end
73
74 properties (SetObservable, AbortSet)
75 Properties % SISO module properties list
76 % (Object of SISOProperties class)
77
78 InputSelector % Current pointers to inputs in the SISO TOC
79 OutputSelector % Current pointers to outputs in the SISO TOC
80 end
81
82 properties (SetObservable)
83 Input % Current input soft measures
84 end
85
86 properties
87 Output % Current output soft measures
88 end
89
90 % PUBLIC METHODS ------------------------------------------------------
91 methods
92 function SISO = SISO(Properties,varargin)
93 addlistener(SISO,’Input’,’PostSet’,@SISO.Next);
94 addlistener(SISO,’Properties’,’PostSet’,@SISO.Set);
95 addlistener(SISO,’InputSelector’,’PostSet’,@SISO.SetIP);
96 addlistener(SISO,’OutputSelector’,’PostSet’,@SISO.SetOP);
97
98 SISO.Properties = Properties;
99 SISO.InputSelector = ones(1,SISO.Properties.TOCSize(2));
100 SISO.OutputSelector = zeros(1,SISO.Properties.TOCSize(2));
101
102 for LoopInput = 1:2:length(varargin)
103 switch varargin{LoopInput}
104 case ’InputSelector’
105 SISO.InputSelector = varargin{LoopInput+1};
106 case ’OutputSelector’
107 SISO.OutputSelector = varargin{LoopInput+1};
108 end
109 end
110 end
111
112 % functions in the separated files --------------------------------
113 % -----------------------------------------------------------------
114 end
115 % ---------------------------------------------------------------------
116
117
118 % PROTECTED (PRIVATE) METHODS -----------------------------------------
119 methods (Access = protected)
120 function Set(SISO,~,~)
121 switch SISO.Properties.Domain
122 case ’probability’
123 SISO.DS = 0;
124 SISO.ASM = ones(SISO.Properties.TOCSize(1),1);
125 case ’metric’
126 SISO.DS = 1;
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127 SISO.ASM = zeros(SISO.Properties.TOCSize(1),1);
128 end
129 end
130
131 function SetIP(SISO,~,~)
132 SISO.IPIs = find(SISO.InputSelector);
133 SISO.InputLength = length(SISO.IPIs);
134 end
135
136 function SetOP(SISO,~,~)
137 SISO.OPIs = find(SISO.OutputSelector);
138 SISO.OutputLength = length(SISO.OPIs);
139 end
140
141 function Next(SISO,~,~)
142 % Initialization
143 SISO.InitializeSM;
144
145 % TOC Initialization
146 TOC = SISO.Properties.TOC+1;
147
148 % Combination
149 SISO.CombineSM(TOC);
150
151 % Marginalization
152 SISO.MarginalizeSM(TOC);
153 end
154
155 % functions in the separated files --------------------------------
156 InitializeSM(SISO)
157
158 CombineSM(SISO,TOC)
159
160 MarginalizeSM(SISO,TOC)
161 % -----------------------------------------------------------------
162 end
163 % ---------------------------------------------------------------------
164 end
M-skript 2 SISO modul: Inicializace modulu.
1 % c©Daniel Kekrt, Dept. of Radio Engineering,
2 % Faculty of Electrical Engineering, Czech technical university in Prague
3 % rev. 11.8.2013
4
5 function InitializeSM(SISO)
6 SISO.ASM = zeros(SISO.Properties.TOCSize(1),1).^SISO.DS;
7
8 SISO.Output = cell(1,SISO.Properties.TOCSize(2));
9 for LoopIOs = 1:SISO.Properties.TOCSize(2)
10 SISO.Output{LoopIOs} = Inf(size(SISO.Input{LoopIOs})).^SISO.DS;
11 end
12 end
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M-skript 3 SISO modul: Kombinace vstupních hustot.
1 % c©Daniel Kekrt, Dept. of Radio Engineering,
2 % Faculty of Electrical Engineering, Czech technical university in Prague
3 % rev. 11.8.2013
4
5 function CombineSM(SISO,TOC)
6 % Loop over particular I/O variables
7 for LoopIOs = 1:SISO.InputLength
8
9 % Current input I/O variable index
10 IPI = SISO.IPIs(LoopIOs);
11
12 SISO.ASM = SISO.Properties.C(SISO.ASM,SISO.Input{IPI}(TOC(:,IPI)));
13 end
14 end
M-skript 4 SISO modul: Marginalizace sdružených hustot.
1 % c©Daniel Kekrt, Dept. of Radio Engineering,
2 % Faculty of Electrical Engineering, Czech technical university in Prague
3 % rev. 11.1.2014
4
5 function MarginalizeSM(SISO,TOC)
6 % Loop over particular I/O variables
7 for LoopIOs = 1:SISO.OutputLength
8
9 % Current output I/O variable index
10 OPI = SISO.OPIs(LoopIOs);
11
12 % Loop over particular values of the current variable
13 for LoopIOVs = unique(TOC(:,OPI))’
14
15 % Current output I/O variable value indexes
16 OPVIs = find(TOC(:,OPI) == LoopIOVs);
17 SISO.Output{OPI}(LoopIOVs) = SISO.ASM(OPVIs(1));
18
19 % Loop over current value of the current variable
20 for LoopIOV = 2:length(OPVIs)
21
22 SISO.Output{OPI}(LoopIOVs) = ...
23 SISO.Properties.M(SISO.Output{OPI}(LoopIOVs),...
24 SISO.ASM(OPVIs(LoopIOV)));
25 end
26
27 % Input soft measure aritmetic stabilization
28 ISM = SISO.Input{OPI}(LoopIOVs);
29 ISM = SISO.Properties.AS(ISM,SISO.Properties.SMT);
30
31 % Eliminating of the input soft measures
32 SISO.Output{OPI}(LoopIOVs) = ...
33 SISO.Properties.C2(SISO.Output{OPI}(LoopIOVs),ISM);
34 end
35
36 % Scaling
37 SISO.Output{OPI} = SISO.Properties.C2(SISO.Output{OPI},...
38 SISO.Properties.M2(SISO.Output{OPI}));
39 end
40 end
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M-skript 5 Vlastnosti SISO modulu.
1 classdef SISOProperties < handle
2 % Soft-In Soft-Out module properties list
3 %
4 % Constructor: SISOP = SISOProperties(TOC,’PropertyName’,PropertyValue,...)
5 %
6 % TOC <- Matrix, Integers >= 0
7 % (Table of combinations - columns: I/O variables;
8 % rows: possible combinations of I/O variables)
9 %
10 % PropertyName, PropertyValues (default value "")
11 % -------------------------------------------------------------------------
12 % Domain, String {’probability’|"’metric’"}
13 % (Computational domain of the SISO)
14 % Detection, String {’symbol’|"’sequence’" = ’page’}
15 % (Detection technique of the SISO)
16 % SMT, Scalar (Required maximum/minimum of the input soft
17 % measures in the ’metric’/’probability’ domain for
18 % provision of the aritmetic stability), "1e4/1e-4"
19 % -------------------------------------------------------------------------
20 %
21 % Protected Methods:
22 %
23 % 1) SISOP.Set
24 % Setting of the SISOP.TOCSize; automatically triggered by SISOP.TOC
25 %
26 % 2) SISOP.SetOperators
27 % Setting of the anonymous functions (operators) SISOP.C, SISOP.C2,
28 % SISOP.M2 and SISOP.AS and default value of the SISOP.SMT
29 %
30 % 3) SISOP.SetMOperator
31 % Setting of the anonymous function (operator) SISOP.M
32
33
34 % c©Daniel Kekrt, Dept. of Radio Engineering,
35 % Faculty of Electrical Engineering, Czech technical university in Prague
36 % rev. 5.1.2014
37
38 properties (SetAccess = private)
39 Domain = ’metric’ % ’probability’|’metric’
40 Detection = ’sequence’ % ’symbol’|’sequence’
41
42 % Combination operators
43 C
44 C2
45
46 % Marginalization operators
47 M
48 M2
49
50 AS % Aritmetic stabilization operator
51
52 SMT % Soft measure threshold for AS operator
53
54 TOCSize % Table of combinations size
55 end
56
57 properties (SetObservable, AbortSet)
58 TOC % Table of combinations
59 end
60
61 % PUBLIC METHODS ------------------------------------------------------
62 methods
63 function SISOP = SISOProperties(TOC,varargin)
64 addlistener(SISOP,’TOC’,’PostSet’,@SISOP.Set);
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65
66 for LoopInput = 1:2:length(varargin)
67 switch varargin{LoopInput}
68 case ’Domain’
69 SISOP.Domain = varargin{LoopInput+1};
70 case ’Detection’
71 SISOP.Detection = varargin{LoopInput+1};
72 end
73 end
74
75 SISOP.TOC = TOC;
76
77 % Setting of the C, C2, M2, AS operators and default SMT
78 SISOP.SetOperators;
79
80 % Setting of the M operator
81 SISOP.SetMOperator;
82
83 for LoopInput = 1:2:length(varargin)
84 switch varargin{LoopInput}
85 case ’SMT’
86 SISOP.SMT = varargin{LoopInput+1};
87 end
88 end
89 end
90
91 % functions in the separated files --------------------------------
92 % -----------------------------------------------------------------
93 end
94 % ---------------------------------------------------------------------
95
96
97 % PROTECTED (PRIVATE) METHODS -----------------------------------------
98 methods (Access = protected)
99 function Set(SISOP,~,~)
100 SISOP.TOCSize = size(SISOP.TOC);
101 end
102
103 % functions in the separated files --------------------------------
104 SetOperators(SISOP)
105
106 SetMOperator(SISOP)
107 % -----------------------------------------------------------------
108 end
109 % ---------------------------------------------------------------------
110 end
M-skript 6 Vlastnosti SISO modulu: Nastavení kombinacˇních a marginalizacˇních operátoru˚.
1 % c©Daniel Kekrt, Dept. of Radio Engineering,
2 % Faculty of Electrical Engineering, Czech technical university in Prague
3 % rev. 11.1.2014
4
5 function SetOperators(SISOP)
6 switch SISOP.Domain
7 case ’probability’
8 SISOP.C = @(x,y) x.*y;
9 SISOP.C2 = @(x,y) x./y;
10 SISOP.M2 = @sum;
11 SISOP.AS = @(x,y) x+(x<y)*(y-x);
12 SISOP.SMT = 1e-4;
13
14 case ’metric’
15 SISOP.C = @(x,y) x+y;
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16 SISOP.C2 = @(x,y) x-y;
17 SISOP.M2 = @min;
18 SISOP.AS = @(x,y) x+(x>y)*(y-x);
19 SISOP.SMT = 1e4;
20 end
21 end
M-skript 7 Vlastnosti SISO modulu: Nastavení hlavního marginalizacˇního operátoru.
1 % c©Daniel Kekrt, Dept. of Radio Engineering,
2 % Faculty of Electrical Engineering, Czech technical university in Prague
3 % rev. 5.1.2014
4
5 function SetMOperator(SISOP)
6 switch strcat(SISOP.Domain,SISOP.Detection)
7 case ’probabilitysymbol’
8 SISOP.M = @(x,y) sum([x y]);
9
10 case {’probabilitysequence’,’probabilitypage’}
11 SISOP.M = @(x,y) max([x y]);
12
13 case ’metricsymbol’
14 SISOP.M = @(x,y) min(x,y)-log(1+exp(-abs(x-y)));
15
16 case {’metricsequence’,’metricpage’}
17 SISOP.M = @(x,y) min([x y]);
18 end
19 end
M-skript 8 Meˇkká inverze broadcasteru.
1 classdef SISOB < handle
2 % Soft-In Soft-Out broadcaster
3 %
4 % Constructor: SISOB = SISOB(’PropertyName’,PropertyValue,...)
5 %
6 % Properties <- Object-handle (SISO properties)
7 %
8 % PropertyName, PropertyValues (default value "")
9 % -------------------------------------------------------------------------
10 % Domain, String {’probability’|"’metric’"}
11 % SMT, Scalar (Required maximum/minimum of the input soft
12 % measures in the ’metric’/’probability’ domain for
13 % provision of the aritmetic stability), "1e4/1e-4"
14 % -------------------------------------------------------------------------
15 %
16 % Protected Methods:
17 %
18 % 1) SISOB.SetOperators
19 % Setting of the anonymous functions (operators) SISOB.C, SISOB.C2,
20 % SISOB.SC and SISOB.AS and default value of the SISOB.SMT
21 %
22 % 2) [ISM] = SISOB.NextInput
23 % Transformation of the SISOB.Input to the matrix form iff SISOB.Input
24 % is in the cell array form; automatically triggered by SISOB.Input
25 %
26 % ISM <- Matrix (Soft-In measures - columns: densities)
27 %
28 % 3) SISOB.NextOutput
29 % Transformation of the SISOB.Output to the cell array form iff
30 % SISOB.Input is the cell array form
31 %
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32 % 4) SISOB.Next: SISOB.Output <- SISOB.Input
33 % Next steps of the SISOB; automatically triggered by SISOB.Input
34 %
35 % SISOB.Input <- Cell array or matrix (Soft-In measures - cells or
36 % columns: densities)
37 % SISOB.Output <- Cell array or matrix (Soft-Out measures - cells or
38 % columns: densities)
39
40
41 % c©Daniel Kekrt, Dept. of Radio Engineering,
42 % Faculty of Electrical Engineering, Czech technical university in Prague
43 % rev. 5.1.2014
44
45 properties (SetAccess = private)
46 Domain = ’metric’ % Detection domain ’metric’|’probability’
47
48 InputSize % Current input size
49
50 C % Combination operator
51 C2 % Combination operator
52 SC % Scaling operator
53 AS % Arithmetic stabilization operator
54 SMT % Soft measure threshold for AS operator
55
56 ASM % A posteriori soft measures
57 end
58
59 properties (SetObservable)
60 Input % Current input soft measures
61 end
62
63 properties
64 Output % Current output soft measures
65 end
66
67 % PUBLIC METHODS ------------------------------------------------------
68 methods
69 function SISOB = SISOB(varargin)
70 addlistener(SISOB,’Input’,’PostSet’,@SISOB.Next);
71
72 for LoopInput = 1:2:length(varargin)
73 switch varargin{LoopInput}
74 case ’Domain’
75 SISOB.Domain = varargin{LoopInput+1};
76 end
77 end
78
79 % Setting of the C, C2, SC, AS operators and default SMT
80 SISOB.SetOperators;
81
82 for LoopInput = 1:2:length(varargin)
83 switch varargin{LoopInput}
84 case ’SMT’
85 SISOB.SMT = varargin{LoopInput+1};
86 end
87 end
88 end
89
90 % functions in the separated files --------------------------------
91 % -----------------------------------------------------------------
92 end
93 % ---------------------------------------------------------------------
94
95
96 % PROTECTED (PRIVATE) METHODS -----------------------------------------
90
97 methods (Access = protected)
98 function Next(SISOB,~,~)
99 % Initialization
100 ISM = SISOB.NextInput;
101 SISOB.InputSize = size(ISM);
102
103 % Combination
104 SISOB.ASM = SISOB.C(ISM);
105
106 % Aritmetic stabilization of the input soft measures
107 ISM = SISOB.AS(ISM,SISOB.SMT*ones(SISOB.InputSize));
108
109 % Eliminating of the input soft measures
110 OSM = SISOB.C2(ISM);
111
112 % Scaling
113 SISOB.Output = SISOB.SC(OSM);
114 SISOB.NextOutput;
115 end
116
117 % functions in the separated files --------------------------------
118 SetOperators(SISOB)
119
120 [ISM] = NextInput(SISOB)
121
122 NextOutput(SISOB)
123 % -----------------------------------------------------------------
124 end
125 % ---------------------------------------------------------------------
126 end
M-skript 9 Meˇkká inverze broadcasteru: Nastavení operátoru˚.
1 % c©Daniel Kekrt, Dept. of Radio Engineering,
2 % Faculty of Electrical Engineering, Czech technical university in Prague
3 % rev. 3.1.2014
4
5 function SetOperators(SISOB)
6 switch SISOB.Domain
7 case ’probability’
8 SISOB.C = @(x) prod(x,2);
9 SISOB.C2 = @(x) ...
10 repmat(SISOB.ASM,1,SISOB.InputSize(2))./x;
11 SISOB.SC = @(x) x./repmat(sum(x),SISOB.InputSize(1),1);
12
13 SISOB.AS = @(x,y) x+(x<y).*(y-x);
14 SISOB.SMT = 1e-4;
15
16 otherwise
17 SISOB.C = @(x) sum(x,2);
18 SISOB.C2 = @(x) ...
19 repmat(SISOB.ASM,1,SISOB.InputSize(2))-x;
20 SISOB.SC = @(x) x-repmat(min(x),ISOB.InputSize(1),1);
21
22 SISOB.AS = @(x,y) x+(x>y).*(y-x);
23 SISOB.SMT = 1e4;
24 end
25 end
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M-skript 10 Meˇkká inverze broadcasteru: Cˇtení ze vstupu˚.
1 % c©Daniel Kekrt, Dept. of Radio Engineering,
2 % Faculty of Electrical Engineering, Czech technical university in Prague
3 % rev. 3.1.2014
4
5 function [ISM] = NextInput(SISOB)
6 if iscell(SISOB.Input)
7 ISM = cell2mat(SISOB.Input);
8 else
9 ISM = SISOB.Input;
10 end
11 end
M-skript 11 Meˇkká inverze broadcasteru: Zápis na výstupy.
1 % c©Daniel Kekrt, Dept. of Radio Engineering,
2 % Faculty of Electrical Engineering, Czech technical university in Prague
3 % rev. 3.1.2014
4
5 function NextOutput(SISOB)
6 if iscell(SISOB.Input)
7 SISOB.Output = num2cell(SISOB.Output,1);
8 end
9 end
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