data. Although the authors show that NGF is required for formation of synapses on sympathetic ganglion cells in vivo, whether the in vivo effect is due to signaling endosome-mediated PSD clustering independent of transcriptional regulation remains to be determined.
One interesting question is whether this long-distance retrograde control that applies in the PNS is relevant to synapse formation on CNS neurons. In basal forebrain cholinergic neurons, evidence in support of the retrograde transport of NGF signaling endosomes has been reported (Salehi et al., 2006) . Whether NGF directly regulates synapse formation on these neurons should be readily testable. In general, though, target-regulated survival influences mediated by single neurotrophic molecules have not been observed in CNS. Further, most well-characterized effects on synapse formation in CNS are thought to be mediated locally via bidirectional influences between pre-and postsynaptic components or by activity (Shen and Scheiffele, 2010) . Although many types of CNS neurons express the TrkB neurotrophin receptor, the issue of long-distance retrograde regulation is complex. Central neurons may have many targets, BDNF synthesis is regulated by neuronal activity, there is potential for regulation of afferent axons by BDNF, and there are important anterograde effects of BDNF on some classes of neurons (Greenberg et al., 2009) . Thus, testing the elegant mechanism delineated in Sharma et al. (Figure 1 ) will be technically daunting. However, regardless of the difficulty of providing experimental proof in the CNS, the idea that retrogradely transported signaling endosomes can mediate postsynaptic assembly is a new concept that will influence future thinking about how synapses are formed.
Electrical synapses and synchrony are nearly synonymous. In this issue of Neuron, Vervaeke et al. broaden this longstanding association. They found that in the Golgi cell network of the cerebellum, electrical synapses synchronize resting activity, and cause surround inhibition and desynchronization in response to excitatory input.
In 1958, Akira Watanabe made three seminal proposals about neuronal communication. First, he demonstrated that electrical synapses interconnect neurons in the cardiac ganglion of Japanese lobsters, and he deduced that ionic current could pass directly from cell to cell in either direction. Second, he proposed that electrical synapses have low-pass filtering characteristics; that is, slow fluctuations of membrane voltage pass more effectively between cells than do fast events such as action potentials. Third, he found that membrane potential oscillations were coordinated among neurons and concluded that ''synchronization is due to the presence of the electrical connection between the cells'' (Watanabe, 1958 ).
Watanabe's central ideas about electrical synapses, their filtering properties, and their synchronizing powers are still gospel after half a century of research on the biophysics, molecular biology, and structure of electrical synapses, i.e., neuronal gap junctions (Bennett and Zukin, 2004) . We now know that electrical synapses are pervasive in vertebrate and invertebrate brains. In the nematode C. elegans, the one nervous system for which there are quantitative data, gap junctions comprise about 10% of all synapses between neurons (White et al., 1986) . Electrical synapses may be just as prevalent in the mammalian brain. Defining the specific functions of electrical synapses has been a challenge. A common theme across species and brain areas is the one Watanabe pioneered: synchronization. As Bennett and Zukin put it, ''one can characterize these [electrical] (Dugué et al., 2009) , they also mediate a robust form of surround inhibition that can, when triggered by sparse excitatory input, abruptly and transiently desynchronize the local network (Vervaeke et al., 2010) .
How can electrical synapses both synchronize and desynchronize neurons? It is essential to understand some details of neuronal physiology and connectivity in the Golgi cell network. The somata of Golgi neurons reside in the granular layer of the cerebellar cortex. The cells are excited by synapses of the mossy fibers, and their axons terminate in GABAergic synapses that inhibit granule cells. Importantly, Golgi cells are densely interconnected by gap junctions, but not by GABAergic synapses (Dugué et al., 2009 ). Vervaeke et al. found that more than 80% of neighboring cell pairs shared an electrical synapse, and they estimated that each Golgi cell was electrically coupled to about 10 others. Golgi cells expressed the gap junction protein connexin36 (Cx36) on their dendrites and, like most types of coupled mammalian neurons, electrical synapses were absent in Cx36 knockout animals. The strength of the electrical synapses varied considerably ( Figure 1A) .
A key observation is that the electrical synapses between Golgi cells have an inhibitory function. Activating mossy fiber input causes a brief depolarization (as expected from a glutamatergic synapse) followed by more prolonged hyperpolarization. Vervaeke et al. demonstrated that this hyperpolarization did not depend on receptors for GABA or glycine, the usual inhibitory neurotransmitters in cerebellum, but was instead mediated by electrical synapses from other Golgi cells. The origin of this mechanism harkens back to Watanabe's suggestion that electrical synapses are low-pass filters. Each action potential from a Golgi cell consists of a rapid, but brief, depolarizing spike followed by a relatively deep and protracted afterhyperpolarization (AHP). The AHP is more than 200 times longer than the spike. The high-frequency spike waveform is profoundly attenuated as it passes into neighboring gap-junctioncoupled cells, while the low-frequency AHP is transmitted much more effectively ( Figure 1B ). Thus the postsynaptic potential (PSP) mediated by electrical synapses is largely hyperpolarizing in Golgi cells, as first shown by Dugué et al. (2009) . Vervaeke et al. demonstrated the inhibitory nature of the electrical PSP by showing that it can strongly reduce the probability of spiking for more than 100 ms.
Inhibitory electrical PSPs may be common in the brain. Fast-spiking (FS) interneurons of the neocortex, for example, have spike shapes similar to those of Golgi cells, are electrically interconnected, and generate mostly hyperpolarizing electrical PSPs that can inhibit spiking (Galarreta and Hestrin, 2001 ). In contrast, another type of gap-junction-coupled cortical interneuron, the somatostatin-expressing cell, has broader action potentials, smaller AHPs, and monophasic depolarizing electrical PSPs (Gibson et al., 2005) . The shapes of the electrical PSPs in both interneuron types are entirely predicted by their spike waveforms and the filtering properties of electrotonically coupled neurons. Theoretical studies have emphasized that action potential shape strongly influences synchronization within electrically coupled networks of neurons (Lewis and Rinzel, 2003; Pfeuty et al., 2003; Ostojic et al., 2009) .
In order for electrical synapses to desynchronize a network its neurons must first be synchronized, of course. In quietly attentive animals, Golgi cells indeed generate rhythmic, synchronous activity at about 8 Hz (Dugué et al., 2009) . They also spike spontaneously and synchronously in cerebellar slices in vitro (Vervaeke et al., 2010 ). It appears that hyperpolarizing electrical PSPs are the sole synchronizing force, and synchrony is robust despite considerable heterogeneity of the intrinsic physiology of the Golgi cells, the strength of their electrical synapses, and synaptic noise. Apparently rhythmic synchrony is the default state of the Golgi cell network. This predictable pattern can be disrupted by a variety of sensory stimuli or movements, which sometimes trigger brief excitation but more often reduce spiking frequency and rhythmicity. Mossy fibers and other inputs presumably cause the excitation, and Vervaeke et al. suggest it is electrical inhibition that depresses spiking in vivo.
The stage is now set. Resting Golgi cells fire periodically and synchronously, and novel stimuli trigger brief excitation and then electrical inhibition locally. Importantly, this inhibition disrupts the timing of subsequent spikes. Depending on the amplitude and duration of the inhibition a particular cell receives, which is determined by the number and strength of the electrical synapses it shares with cells that spiked in response to the stimulus, its next spike may be delayed a little or a lot. Because electrical synaptic strength varies widely, the spike latencies of neighboring Golgi cells become scrambled. As each cell spikes, it also delivers asynchronous electrical inhibition to its neighbors, and so on. The upshot is that activity in the Golgi cell network is transiently desynchronized ( Figure 1C ). Synchrony can be reduced for a period far longer than the duration of single electrical PSPs, sometimes for seconds in the model network. The data suggest that the effect is local, extending about 150 mm, roughly the distance over which neurons are electrically coupled. With time and the absence of further mossy fiber activity, the Golgi cells settle back to their default rhythmic synchrony.
To demonstrate the desynchronizing phenomenon, Vervaeke et al. used both recordings from Golgi cells in vitro and numerical simulations of conductancebased, multicompartmental model neurons. The models allowed detailed exploration of the mechanisms, scale, and robustness of desynchronization across a realistically sized network. Experimental recordings were limited to pairs of neighboring Golgi cells. A shortcoming of the paper is that the desynchronizing effect is not well illustrated with data obtained from real neurons. Figure 3D of Vervaeke et al. is the best quantified case. A single stimulus presented out of phase during the spontaneous synchronized spikes triggered a period of antisynchronous (alternating) spikes in the cell pair, as quantified by cross-correlation. Antisynchrony is a special case of asynchrony. It is not clear whether broader forms of asynchrony occurred in the biological neurons, as they did in the models, nor how long it took for baseline synchrony to recover. Nevertheless, even these limited results are interesting because theoretical studies and a modest amount of experimental data show that suitable pairs of other neuron types with mutual inhibition can support stable synchronous and antisynchronous states (e.g., Lewis and Rinzel, 2003; Merriam et al., 2005; Gibson et al., 2005) . Ostojic et al. (2009) recently suggested that gap-junctioncoupled networks with mainly inhibitory electrical PSPs can also exhibit bistable dynamics; depending on its history, such a network can exist in either a synchronous or an asynchronous state, and a brief excitatory input (similar, perhaps, to mossy fibers) can switch between states in either direction.
The desynchronizing process depends critically on a few characteristics of the Golgi cell network: action potentials with prominent AHPs, sparse and outof-phase excitatory input, and heterogeneous electrical synapses. It seems likely that other types of synaptic input could also desynchronize the network. Short, asynchronous bursts of sparse mossy fiber input might actually enhance desynchronization. Conventional inhibition, the sort mediated by GABA and glycine and generated by hyperpolarization and increased conductance, could also be an effective trigger for desynchronization. If GABAergic synaptic strengths were themselves heterogeneous, the desynchronizing effect might again be more robust.
Are there other neural circuits with Golginetwork-like properties amenable to gap-junction-mediated inhibition and desychronization? The most obvious and tantalizing nominees are the FS interneurons of the cerebral cortex, which are strongly implicated in the genesis of gamma frequency rhythms and synchrony (Bartos et al., 2007) . Cortical gamma rhythms are exquisitely sensitive to cognitive states, and they can wax and wane in close correlation with shifts in perception, motor control, selective attention, and memory. How gamma rhythms are regulated is unknown. FS interneurons share inhibitory electrical synapses but, unlike the Golgi cell network, they are also densely interconnected by GABAergic synapses (Gibson et al., 1999) . Dual electrical-chemical inhibitory connectivity could serve to stabilize the synchrony of FS networks (Kopell and Ermentrout, 2004) under baseline conditions. GABAergic synapses can be modulated in various ways, however, and that may provide a mechanism for rapidly regulating the FS network's susceptibility to desychronization. FS cells can receive phasic excitation from both the thalamus and local pyramidal cells (Gibson et al., 1999 (Dugué et al., 2009) , and inhibition overall, would be sharply reduced. Controlling interneuron synchrony is an efficient way to regulate the excitability of larger networks. When networks of electrically coupled interneurons in neocortex are activated chemically, their synchronized spikes trigger synchronous, rhythmic IPSPs that very effectively entrain the spiking of surrounding pyramidal cells (Long et al., 2005) . Vervaeke et al. suggest that desynchronizing Golgi cells may also alter the gain of granule cells' responses to excitatory inputs, and the transient nature of the effect could serve as yet another mechanism of short-term memory.
Ideas about the roles of neuronal gap junctions have expanded dramatically since Watanabe helped to pioneer the field, yet his modest proposals are still indispensable to most interpretations of electrical synaptic function, including Vervaeke et al.'s. The simple rules of bidirectional electrical coupling and low-pass filtering can, when combined with diverse forms of neuronal physiology, synapse heterogeneity, and circuit wiring, lead to unexpected patterns of emergent network activity.
The remarkable performance of the olfactory system in classifying and categorizing the complex olfactory environment is built upon several basic neural circuit motifs. These include forms of inhibition that may play comparable roles in widely divergent species. In this issue of Neuron, a new study by Stokes and Isaacson sheds light on how elementary types of inhibition dynamically interact.
Inhibition is ubiquitous in neural circuits and is often manifest in two motifs: feedforward and feedback. These motifs have different characteristics that may be further shaped by the plastic, timedependent, dynamic properties of the circuit. Feedforward inhibition usually involves more than one brain area. It occurs when excitatory neurons directly activate inhibitory neurons that reach forward to inhibit neurons of another (downstream) area. These downstream neurons may also receive input from the original excitatory neurons. By casting inhibition forward, this motif permits control over the way downstream neurons respond to input. Feedback inhibition, on the other hand, usually involves neurons all within the same brain structure. It occurs when excitatory neurons drive activity in inhibitory interneurons, which, in turn, inhibit further output from those excitatory cells, holding their firing to stable, or oscillatory activity. A new study by Stokes and Isaacson (2010) , in this issue of Neuron, provides a clear and interesting example of a circuit that generates a dynamically changing interplay between feedforward and feedback inhibition in the olfactory system, a context that offers the promise of understanding the circuit's information-processing functions.
Information about the olfactory environment enters the vertebrate brain through the nose, where waves of sniff-driven odorants elicit patterns of action potentials from olfactory receptor neurons. The receptor neurons then drive the circuitry of the olfactory bulb, which includes inhibitory and excitatory neurons that engage reciprocally in cycles of activity. Excitatory mitral and tufted cells project the olfactory bulb's distributed and temporally patterned output through the lateral olfactory tract to several brain areas, including the piriform cortex. There, mitral and tufted cells reach into superficial layer 1a, where they synapse onto the distal, apical dendrites of pyramidal cells, whose somata reside deeper in the cortex in layer 2/3. These pyramidal cells are known to interact with two populations of local inhibitory interneurons. The more superficial population, in layer 1a, receives afferent input from the mitral and tufted cells, and then feeds inhibition forward onto the apical dendrites of the pyramidal cells. The deeper population, in layer 2/3, receives its input from the
