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Abstract. This paper extends the result of [9] on the homogenization of integral functionals with linear
growth defined for Sobolev maps taking values in a given manifold. Through a Γ-convergence analysis, we
identify the homogenized energy in the space of functions of bounded variation. It turns out to be finite
for BV -maps with values in the manifold. The bulk and Cantor parts of the energy involve the tangential
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1. Introduction
In this paper we extend our previous resut [9] concerning the homogenization of integral functionals
with linear growth involving manifold valued mappings. More precisely, we are interested in energies
of the form ∫
Ω
f
(x
ε
,∇u
)
dx , u : Ω→M⊂ Rd , (1.1)
where Ω ⊂ RN is a bounded open set, f : RN ×Rd×N → [0,+∞) is a periodic integrand in the first
variable with linear growth in the second one, and M is a smooth submanifold. Our main goal is
to find an effective description of such energies as ε→ 0. To this aim we perform a Γ-convergence
analysis which is an appropriate approach to study asymptotics in variational problems (see [21]
for a detailed description of this subject). For energies with superlinear growth, the most general
homogenization result has been obtained independently in [15,38] in the nonconstrained case, and
in [9] in the setting of manifold valued maps.
The functional in (1.1) is naturally defined for maps in the Sobolev class W 1,1. However if
one wants to apply the Direct Method in the Calculus of Variations, it becomes necessary to
extend the original energy to a larger class of functions (possibly singular) in which the existence
of minimizers is ensured. In the nonconstrained case, this class is exactly the space of functions
of bounded variation and the problem of finding an integral representation for the extension, the
so-called “relaxed functional”, has been widely invetigated, see e.g., [33,29,20,7,8,28,5,26,27,14] and
[13,22] concerning homogenization in BV -spaces.
Many models from material science involve vector fields taking their values into a manifold.
This is for example the case in the study of equilibria for liquid crystals, in ferromagnetism or
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for magnetostrictive materials. It then became necessary to understand the behaviour of integral
functionals of the type (1.1) under this additional constraint. In the framework of Sobolev spaces,
it was the object of [19,3,9]. For ε fixed, the complete analysis in the linear growth case has been
performed in [2] assuming that the manifold is the unit sphere of Rd. Using a different approach,
the arbitrary manifold case has been recently treated in [37] where a further isotropy assumption
on the integrand is made. We will present in the Appendix the analogue result to [2] for a general
integrand and a general manifold.
We finally mention that the topology of M does not play an important role here. This is
in contrast with a slightly different problem originally introduced in [18,11], where the starting
energy is assumed to be finite only for smooth maps. In this direction, some recent results in the
linear growth case can be found in [31,32] where the study is performed within the framework of
Cartesian Currents [30]. When the manifoldM is topologically nontrivial, it shows the emergence
in the relaxation process of non local effects essentially related to the non density of smooth maps
(see [10,12]).
Throughout this paper we consider a compact and connected smooth submanifold M of Rd
without boundary. The classes of maps we are interested in are defined as
BV (Ω;M) := {u ∈ BV (Ω;Rd) : u(x) ∈M for LN -a.e. x ∈ Ω} ,
and W 1,1(Ω;M) = BV (Ω;M) ∩W 1,1(Ω;Rd). For a smooth M-valued map, it is well known that
first order derivatives belong to the tangent space ofM, and this property has a natural extension
to BV -maps with values in M, see Lemma 2.1.
The function f : RN × Rd×N → [0,+∞) is assumed to be a Carathe´odory integrand satisfying
(H1) for every ξ ∈ Rd×N the function f(·, ξ) is 1-periodic, i.e. if {e1, . . . , eN} denotes the canon-
ical basis of RN , one has f(y + ei, ξ) = f(y, ξ) for every i = 1, . . . , N and y ∈ RN ;
(H2) there exist 0 < α ≤ β < +∞ such that
α|ξ| ≤ f(y, ξ) ≤ β(1 + |ξ|) for a.e. y ∈ RN and all ξ ∈ Rd×N ;
(H3) there exists L > 0 such that
|f(y, ξ)− f(y, ξ′)| ≤ L|ξ − ξ′| for a.e. y ∈ RN and all ξ, ξ′ ∈ Rd×N .
For ε > 0, we define the functionals Fε : L1(Ω;Rd)→ [0,+∞] by
Fε(u) :=


∫
Ω
f
(x
ε
,∇u
)
dx if u ∈W 1,1(Ω;M) ,
+∞ otherwise .
We have proved in [9] the following representation result on W 1,1(Ω;M).
Theorem 1.1 ([9]). Let M be a compact and connected smooth submanifold of Rd without
boundary, and f : RN × Rd×N → [0,+∞) be a Carathe´odory function satisfying (H1) to (H3).
Then the family {Fε}ε>0 Γ-converges for the strong L1-topology at every u ∈ W 1,1(Ω;M) to
Fhom :W 1,1(Ω;M)→ [0,+∞), where
Fhom(u) :=
∫
Ω
Tfhom(u,∇u) dx ,
and Tfhom is the tangentially homogenized energy density defined for every s ∈ M and ξ ∈
[Ts(M)]N by
Tfhom(s, ξ) = lim
t→+∞
inf
ϕ
{
−
∫
(0,t)N
f(y, ξ +∇ϕ(y)) dy : ϕ ∈W 1,∞0 ((0, t)N ;Ts(M))
}
. (1.2)
Note that the previous theorem is not really satisfactory since the domain of the Γ-limit is
obviously larger than the Sobolev space W 1,1(Ω;M). In view of the studies performed in [31,37],
the domain is exactly given by BV (Ω;M). Under the additional (standard) assumption,
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(H4) there exist C > 0 and 0 < q < 1 such that
|f(y, ξ)− f∞(y, ξ)| ≤ C(1 + |ξ|1−q) for a.e. y ∈ RN and all ξ ∈ Rd×N ,
where f∞ : RN × Rd×N → [0,+∞) is the recession function of f defined by
f∞(y, ξ) := lim sup
t→+∞
f(y, tξ)
t
,
we have extended Theorem 1.1 to BV -maps, and our main result can be stated as follows.
Theorem 1.2. Let M be a compact and connected smooth submanifold of Rd without boundary,
and let f : RN × Rd×N → [0,+∞) be a Carathe´odory function satisfying (H1) to (H4). Then the
family {Fε} Γ-converges for the strong L1-topology to the functional Fhom : L1(Ω;Rd) → [0,+∞]
defined by
Fhom(u) :=


∫
Ω
Tfhom(u,∇u) dx+
∫
Ω∩Su
ϑhom(u
+, u−, νu) dHN−1+
+
∫
Ω
Tf∞hom
(
u˜,
dDcu
d|Dcu|
)
d|Dcu|
if u ∈ BV (Ω;M) ,
+∞ otherwise ,
where Tfhom is given in (1.2), Tf
∞
hom is the recession function of Tfhom defined for every s ∈ M
and every ξ ∈ [Ts(M)]N by
Tf∞hom(s, ξ) := lim sup
t→+∞
Tfhom(s, tξ)
t
,
and for all (a, b, ν) ∈M×M× SN−1,
ϑhom(a, b, ν) := lim
t→+∞
inf
ϕ
{
1
tN−1
∫
tQν
f∞(y,∇ϕ(y)) dy : ϕ ∈ W 1,1(tQν ;M) ,
ϕ = a on ∂(tQν) ∩ {x · ν > 0} and ϕ = b on ∂(tQν) ∩ {x · ν ≤ 0}
}
, (1.3)
Qν being any open unit cube in R
N centered at the origin with two of its faces orthogonal to ν.
The paper is organized as follows. We first review in Section 2 standard facts about of manifold
valued Sobolev mappings and functions of bounded variation that will be used all the way through.
The main properties of the energy densities Tfhom and ϑhom are the object of Section 3. A locality
property of the Γ-limit is established in Section 4. The upper bound inequality in Theorem 1.2 is
the object of Section 5. The lower bound is obtained in Section 6 where the proof of the theorem is
completed. Finally we state in the Appendix a relaxation result for general manifolds and integrands
which extends [2] and [37].
2. Preliminaries
Let Ω be a generic bounded open subset of RN . We write A(Ω) for the family of all open subsets
of Ω, and B(Ω) for the σ-algebra of all Borel subsets of Ω. We also consider a countable subfamily
R(Ω) of A(Ω) made of all finite unions of cubes with rational edge length centered at rational
points of RN . Given ν ∈ SN−1, Qν stands for an open unit cube in RN centered at the origin with
two of its faces orthogonal to ν and Qν(x0, ρ) := x0 + ρQν . Similarly Q := (−1/2, 1/2)N is the
unit cube in RN and Q(x0, ρ) := x0 + ρQ. We denote by h
∞ the recession function of a generic
scalar function h, i.e.,
h∞(ξ) := lim sup
t→+∞
h(tξ)
t
.
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The space of vector valued Radon measures in Ω with finite total variation is denoted by
M(Ω;Rm). We shall follow [6] for the standard notation on functions of bounded variation. We
only recall Alberti Rank One Theorem which states that for |Dcu|-a.e. x ∈ Ω,
A(x) :=
dDcu
d|Dcu| (x)
is a rank one matrix.
In this paper, we are interested in Sobolev and BV maps taking their values into a given
manifold. We consider a connected smooth submanifold M of Rd without boundary. The tangent
space of M at s ∈ M is denoted by Ts(M), co(M) stands for the convex hull of M, and π1(M)
is the fundamental group of M.
It is well known that if u ∈ W 1,1(Ω;M), then ∇u(x) ∈ [Tu(x)(M)]N for LN -a.e. x ∈ Ω. The
analogue statement for BV -maps is given in Lemma 2.1 below.
Lemma 2.1. For every u ∈ BV (Ω;M),
u˜(x) ∈M for every x ∈ Ω \ Su ; (2.1)
u±(x) ∈M for every x ∈ Ju ; (2.2)
∇u(x) ∈ [Tu(x)(M)]N for LN -a.e. x ∈ Ω ; (2.3)
A(x) :=
dDcu
d|Dcu| (x) ∈ [Tu˜(x)(M)]
N for |Dcu|-a.e. x ∈ Ω . (2.4)
Proof. We first show (2.1). By definition of the space BV (Ω;M), u(y) ∈ M for a.e. y ∈ Ω.
Therefore for any x ∈ Ω \ Su, we have |u(y)− u˜(x)| ≥ dist(u˜(x),M) for a.e. y ∈ Ω. By definition
of Su, this yields dist(u˜(x),M) = 0, i.e., u˜(x) ∈ M. Arguing as for the approximate limit points,
one obtains (2.2).
Now it remains to prove (2.3) and (2.4). We introduce the function Φ : Rd → R defined by
Φ(s) = χ(δ−1dist(s,M)2) dist(s,M)2 ,
where χ ∈ C∞c (R; [0, 1]) with χ(t) = 1 for |t| ≤ 1, χ(t) = 0 for |t| ≥ 2, and δ > 0 is small enough so
that Φ ∈ C1(Rd). Note that for every s ∈M, Φ(s) = 0 and
Ker∇Φ(s) = Ts(M) . (2.5)
By the Chain Rule formula in BV (see, e.g., [6, Theorem 3.96]), Φ ◦ u ∈ BV (Ω) and
D(Φ ◦ u) =∇Φ(u)∇uLN Ω+∇Φ(u˜)Dcu+ (Φ(u+)− Φ(u−))⊗ νuHN−1 Ju
=∇Φ(u)∇uLN Ω+∇Φ(u˜)A|Dcu| ,
thanks to (2.2). On the other hand, Φ ◦ u = 0 a.e. in Ω since u(x) ∈ M for a.e. x ∈ Ω. Therefore
we have that D(Φ ◦ u) ≡ 0. Since LN Ω and |Dcu| are mutually singular measures, we infer that
∇Φ(u(x))∇u(x) = 0 for LN -a.e. x ∈ Ω and ∇Φ(u˜(x))A(x) = 0 for |Dcu|-a.e. x ∈ Ω. Hence (2.3)
and (2.4) follow from (2.5) together with (2.1).
In [10,12], density results of smooth functions between manifolds into Sobolev spaces have been
established. In the following theorem, we summarize these results only inW 1,1. Let S be the family
of all finite unions of subsets contained in a (N − 2)-dimensional submanifold of RN .
Theorem 2.1. Let D(Ω;M) ⊂W 1,1(Ω;M) be defined by
D(Ω;M) :=


W 1,1(Ω;M) ∩ C∞(Ω;M) if π1(M) = 0 ,{
u ∈W 1,1(Ω;M) ∩ C∞(Ω \ Σ;M) for some Σ ∈ S} otherwise .
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Then D(Ω;M) is dense in W 1,1(Ω;M) for the strong W 1,1(Ω;Rd)-topology.
We now present a useful projection technique (taken from [23] for M = Sd−1). It was first
introduced in [34,35], and makes use of an averaging device going back to [25]. We sketch the proof
for the convenience of the reader.
Proposition 2.1. Let M be a compact connected m-dimensional smooth submanifold of Rd with-
out boundary, and let v ∈ W 1,1(Ω;Rd) ∩ C∞(Ω \ Σ;Rd) for some Σ ∈ S such that v(x) ∈ co(M)
for a.e. x ∈ Ω. Then there exists w ∈ W 1,1(Ω;M) satisfying w = v a.e. in {x ∈ Ω\Σ : v(x) ∈M}
and ∫
Ω
|∇w| dx ≤ C⋆
∫
Ω
|∇v| dx , (2.6)
for some constant C⋆ > 0 which only depends on d and M.
Proof. According to [35, Lemma 6.1] (which holds for p = 1), there exist a compact Lipschitz
polyhedral set X ⊂ Rd of codimension greater or equal to 2, and a locally Lipschitz map π :
Rd \X →M such that ∫
Bd(0,R)
|∇π(s)| ds < +∞ for every R < +∞ . (2.7)
Moreover, in a neighborhood of M the mapping π is smooth of constant rank equal to m.
We argue as in the proof of [35, Theorem 6.2]. Let B be an open ball in Rd containingM∪X , and
let δ > 0 small enough so that the nearest point projection onM is a well defined smooth mapping
in the δ-neighborhood of M. Fix σ < inf{δ, dist(co(M), ∂B)} small enough, and for a ∈ Bd(0, σ)
we define the translates Ba := a + B and Xa := a + X , and the projection πa : Ba \ Xa → M
by πa(s) := π(s− a). Since π has full rank and is smooth in a neighborhood of M, by the Inverse
Function Theorem the number
Λ := sup
a∈Bd(0,σ)
Lip
(
πa|M
)−1
(2.8)
is finite and only depends onM. Using Sard’s lemma, one can show that πa ◦ v ∈ W 1,1(Ω;M) for
Ld-a.e. a ∈ Bd(0, σ). Then Fubini’s theorem together with the Chain Rule formula yields∫
Bd(0,σ)
∫
Ω
|∇(πa ◦ v)(x)| dLN (x) dLd(a) ≤
≤
∫
Ω
|∇v(x)|
(∫
Bd(0,σ)
|∇π(v(x) − a)| dLd(a)
)
dLN (x) ≤
≤
(∫
B
|∇π(s)| dLd(s)
)(∫
Ω
|∇v(x)| dLN (x)
)
.
Therefore we can find a ∈ Bd(0, σ) such that∫
Ω
|∇(πa ◦ v)| dx ≤ CLd
(
Bd(0, σ)
)−1 ∫
Ω
|∇v| dx , (2.9)
where we used (2.7). To conclude, it suffices to set w :=
(
πa|M
)−1 ◦ πa ◦ v, and (2.6) arises as a
consequence of (2.8) and (2.9).
3. Properties of homogenized energy densities
In this section we present the main properties of the energy densities Tfhom and ϑhom defined in
(1.2) and (1.3). In particular we will prove that ϑhom is well defined in the sense that the limit in
(1.3) exists.
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3.1. The tangentially homogenized bulk energy
We start by considering the bulk energy density Tfhom defined in (1.2). As in [9] we first construct
a new energy density g : RN × Rd × Rd×N → [0,+∞) satisfying
g(·, s, ξ) = f(·, ξ) and ghom(s, ξ) = Tfhom(s, ξ) for s ∈M and ξ ∈ [Ts(M)]N .
Hence upon extending Tfhom by ghom outside the set
{
(s, ξ) ∈ Rd×Rd×N : s ∈ M, ξ ∈ [Ts(M)]N
}
,
we will tacitly assume Tfhom to be defined over the whole R
d × Rd×N . We proceed as follow.
For s ∈ M we denote by Ps : Rd → Ts(M) the orthogonal projection from Rd into Ts(M), and
we set
Ps(ξ) := (Ps(ξ1), . . . , Ps(ξN )) for ξ = (ξ1, . . . , ξN ) ∈ Rd×N .
For δ0 > 0 fixed, let U :=
{
s ∈ Rd : dist(s,M) < δ0
}
be the δ0-neighborhood of M. Choosing
δ0 > 0 small enough, we may assume that the nearest point projection Π : U →M is a well defined
Lipschitz mapping. Then the map s ∈ U 7→ PΠ(s) is Lipschitz. Now we introduce a cut-off function
χ ∈ C∞c (Rd; [0, 1]) such that χ(t) = 1 if dist(s,M) ≤ δ0/2, and χ(s) = 0 if dist(s,M) ≥ 3δ0/4, and
we define
Ps(ξ) := χ(s)PΠ(s)(ξ) for (s, ξ) ∈ Rd × Rd×N .
Given the Carathe´odory integrand f : RN ×Rd×N → [0,+∞) satisfying assumptions (H1) to (H3),
we construct the new integrand g : RN × Rd × Rd×N → [0,+∞) as
g(y, s, ξ) := f(y,Ps(ξ)) + |ξ − Ps(ξ)| . (3.1)
We summarize in the following lemma the main properties of g.
Lemma 3.1. The integrand g as defined in (3.1) is a Carathe´odory function satisfying
g(y, s, ξ) = f(y, ξ) and g∞(y, s, ξ) = f∞(y, ξ) for s ∈M and ξ ∈ [Ts(M)]N , (3.2)
and
(i) g is 1-periodic in the first variable;
(ii) there exist 0 < α′ ≤ β′ such that
α′|ξ| ≤ g(y, s, ξ) ≤ β′(1 + |ξ|) for every (s, ξ) ∈ Rd × Rd×N and a.e. y ∈ RN ; (3.3)
(iii) there exist C > 0 and C′ > 0 such that
|g(y, s, ξ)− g(y, s′, ξ)| ≤ C|s− s′| |ξ| , (3.4)
|g(y, s, ξ)− g(y, s, ξ′)| ≤ C′|ξ − ξ′| (3.5)
for every s, s′ ∈ Rd, every ξ ∈ Rd×N and a.e. y ∈ RN ;
(iv) if in addition (H4) holds, there exists 0 < q < 1 and C
′′ > 0 such that
|g(y, s, ξ)− g∞(y, s, ξ)| ≤ C′′(1 + |ξ|1−q) (3.6)
for every (s, ξ) ∈ Rd × Rd×N and a.e. y ∈ RN .
We can now state the properties of Tfhom and the relation between Tfhom and ghom through
the homogenization procedure.
Proposition 3.1. Let f : RN × Rd×N → [0,+∞) be a Carathe´odory integrand satisfying (H1) to
(H3). Then the following properties hold:
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(i) for every s ∈ M and ξ ∈ [Ts(M)]N ,
Tfhom(s, ξ) = ghom(s, ξ) , (3.7)
where
ghom(s, ξ) := lim
t→+∞
inf
ϕ
{
−
∫
(0,t)N
g(y, s, ξ +∇ϕ(y)) dy : ϕ ∈ W 1,∞0 ((0, t)N ;Rd)
}
is the usual homogenized energy density of g (see, e.g., [16, Chapter 14]);
(ii) the function Tfhom is tangentially quasiconvex, i.e., for all s ∈ M and all ξ ∈ [Ts(M)]N ,
Tfhom(s, ξ) ≤
∫
Q
Tfhom(s, ξ +∇ϕ(y)) dy
for every ϕ ∈W 1,∞0 (Q;Ts(M)). In particular Tfhom(s, ·) is rank one convex;
(iii) there exists C > 0 such that
α|ξ| ≤ Tfhom(s, ξ) ≤ β(1 + |ξ|) , (3.8)
and
|Tfhom(s, ξ)− Tfhom(s, ξ′)| ≤ C|ξ − ξ′| (3.9)
for every s ∈ M and ξ, ξ′ ∈ [Ts(M)]N ;
(iv) there exists C1 > 0 such that
|Tfhom(s, ξ)− Tfhom(s′, ξ)| ≤ C1|s− s′|(1 + |ξ|) , (3.10)
for every s, s′ ∈ Rd and ξ ∈ Rd×N . In particular Tfhom is continuous;
(v) if in addition (H4) holds, there exist C2 > 0 and 0 < q < 1 such that
|Tf∞hom(s, ξ)− Tfhom(s, ξ)| ≤ C2(1 + |ξ|1−q) , (3.11)
for every (s, ξ) ∈ Rd × Rd×N .
Remark 3.1. Observe that, if f satisfies assumption (H3), then f
∞ satisfies (H3) as well. In
particular the function f∞ is Carathe´odory, 1-periodic in the first variable, and positively 1-
homogeneous with respect to the second variable. In view of the growth and coercivity condition
(H2), one gets that
α|ξ| ≤ f∞(y, ξ) ≤ β|ξ| for all ξ ∈ Rd×N and a.e. y ∈ RN . (3.12)
Then, as for f∞, the function g∞ is Carathe´odory, 1-periodic in the first variable, and positively
1-homogeneous with respect to the second variable. Moreover,
α′|ξ| ≤ g∞(y, s, ξ) ≤ β′|ξ| for every (s, ξ) ∈ Rd × Rd×N and a.e. y ∈ RN ,
and g∞ satisfies estimates analogue to (3.4) and (3.5). Hence we may apply classical homogenization
results to g∞. In addition, in view of (3.2), claim(i) in Proposition 3.1 holds for f∞ and g∞, and
we have
T (f∞)hom(s, ξ) = (g
∞)hom(s, ξ) for every s ∈ M and ξ ∈ [Ts(M)]N .
In particular T (f∞)hom will be tacitely extended by (g
∞)hom.
Proof of Proposition 3.1. The proofs of claims (i)-(iii) can be obtained exactly as in [9, Propo-
sition 2.1] and we shall omit it. It remains to prove (iv) and (v).
Fix s, s′ ∈ Rd and ξ ∈ Rd×N . For any η > 0, we may find k ∈ N and ϕ ∈ W 1,∞0 ((0, k)N ;Rd)
such that
−
∫
(0,k)N
g(y, s, ξ +∇ϕ) dy ≤ ghom(s, ξ) + η .
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We infer from (3.3) that α′|ξ| ≤ ghom(s, ξ) ≤ β′(1 + |ξ|) and consequently
−
∫
(0,k)N
|∇ϕ| dy ≤ C(1 + |ξ|) , (3.13)
for some constant C > 0 depending only on α′ and β′. Then from (3.7) and (3.4) it follows that
Tfhom(s
′, ξ)− Tfhom(s, ξ) = ghom(s′, ξ)− ghom(s, ξ) ≤
≤ −
∫
(0,k)N
(
g(y, s′, ξ +∇ϕ) − g(y, s, ξ +∇ϕ)) dy + η ≤
≤ C|s− s′| −
∫
(0,k)N
|ξ +∇ϕ| dy + η ≤ C|s− s′|(1 + |ξ|) + η .
We deduce relation (3.10) inverting the roles of s and s′, and sending η to zero. In particular, we
obtain that Tfhom is continuous as a consequence of (3.10) and (3.9).
To show (3.11), let us consider sequences tn ր +∞, kn ∈ N and ϕn ∈ W 1,∞0 ((0, kn)N ;Ts(M))
such that
Tf∞hom(s, ξ) = lim
n→+∞
Tfhom(s, tnξ)
tn
, (3.14)
and
−
∫
(0,kn)N
f(y, tnξ + tn∇ϕn) dy ≤ Tfhom(s, tnξ) + 1
n
.
Then (H2) and (3.8) yield
−
∫
(0,kn)N
|∇ϕn| dy ≤ C(1 + |ξ|) , (3.15)
for some constant C > 0 depending only on α and β. Using (H4) and (3.14), we derive that
Tfhom(s, ξ)− Tf∞hom(s, ξ) ≤ lim infn→+∞
{
−
∫
(0,kn)N
∣∣∣∣f(y, ξ +∇ϕn)− f ∞(y, ξ +∇ϕn)
∣∣∣∣ dy+
+−
∫
(0,kn)N
∣∣∣∣f ∞(y, ξ +∇ϕn)− f(y, tnξ + tn∇ϕn)tn
∣∣∣∣ dy
}
≤ lim inf
n→+∞
{
C −
∫
(0,kn)N
(1 + |ξ +∇ϕn|1−q) dy
+
C
tn
−
∫
(0,kn)N
(1 + t1−qn |ξ +∇ϕn|1−q) dy
}
,
where we have also used the fact that f ∞(y, ·) is positively homogeneous of degree one in the last
inequality. Then (3.15) and Ho¨lder’s inequality lead to
Tfhom(s, ξ)− Tf∞hom(s, ξ) ≤ C(1 + |ξ|1−q) . (3.16)
Conversely, given k ∈ N and ϕ ∈ W 1,∞0 ((0, k)N ;Ts(M)), we deduce from (H2) that
f(·, t(ξ +∇ϕ(·)))
t
≤ β(1 + |ξ +∇ϕ|) ∈ L1((0, k)N )
whenever t > 1. Then Fatou’s lemma implies
Tf∞hom(s, ξ) ≤ lim sup
t→+∞
−
∫
(0,k)N
f(y, tξ + t∇ϕ)
t
dy ≤ −
∫
(0,k)N
f∞(y, ξ +∇ϕ) dy .
Taking the infimum over all admissible ϕ’s and letting k → +∞, we infer
Tf∞hom(s, ξ) ≤ T (f∞)hom(s, ξ) . (3.17)
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For η > 0 arbitrary small, consider k ∈ N and ϕ ∈ W 1,∞0 ((0, k)N ;Ts(M)) such that
−
∫
(0,k)N
f(y, ξ +∇ϕ) dy ≤ Tfhom(s, ξ) + η .
In view of (H2) and (3.8), it turns out that (3.13) holds with constant C > 0 only depending on α
and β. Then it follows from (3.17) that
Tf∞hom(s, ξ)− Tfhom(s, ξ) ≤ T (f∞)hom(s, ξ)− Tfhom(s, ξ) ≤
≤ −
∫
(0,k)N
|f∞(y, ξ +∇ϕ)− f(y, ξ +∇ϕ)| dy + η ≤ C −
∫
(0,k)N
(1 + |ξ +∇ϕ|1−q) dy + η ,
where we have used (H4) in the last inequality. Using Ho¨lder’s inequality, relation (3.13) together
with the arbitrariness of η yields
Tf∞hom(s, ξ)− Tfhom(s, ξ) ≤ C(1 + |ξ|1−q) . (3.18)
Gathering (3.16) and (3.18) we conclude the proof of (3.11).
3.2. The homogenized surface energy
We now present the homogenized surface energy density ϑhom. We start by introducing some useful
notations.
Given ν = (ν1, . . . , νN ) an orthonormal basis of R
N and (a, b) ∈M×M, we denote by
Qν :=
{
α1ν1 + . . .+ αNνN : α1, . . . , αN ∈ (−1/2, 1/2)
}
,
and for x ∈ RN , we set ‖x‖ν,∞ := supi∈{1,...,N} |x·νi|, xν := x·ν1 and x′ := (x·ν2)ν2+. . .+(x·νN )νN
so that x can be identified to the pair (x′, xν). Let ua,b,ν : Qν →M be the function defined by
ua,b,ν(x) :=
{
a if xν > 0 ,
b if xν ≤ 0 .
We introduce the class of functions
At(a, b, ν) :=
{
ϕ ∈W 1,1(tQν ;M) : ϕ = ua,b,ν on ∂(tQν)
}
.
We have the following result.
Proposition 3.2. For every (a, b, ν1) ∈M×M× SN−1, there exists
ϑhom(a, b, ν1) := lim
t→+∞
inf
ϕ
{
1
tN−1
∫
tQν
f∞(y,∇ϕ(y)) dy : ϕ ∈ At(a, b, ν)
}
,
where ν = (ν1, . . . , νN ) is any orthonormal basis of R
N with first element equal to ν1 (the limit
being independent of such a choice).
The proof of Proposition 3.2 is quite indirect and is based on an analogous result for a similar
surface energy density ϑ˜hom (see (3.19) below). We will prove in Proposition 3.3 that the two
densities coincide.
Given a and b ∈ M, we introduce the family of geodesic curves between a and b by
G(a, b) :=
{
γ ∈ C∞(R;M) : γ(t) = a if t ≥ 1/2, γ(t) = b if t ≤ −1/2 ,
∫
R
|γ˙| dt = dM(a, b)
}
,
where dM denotes the geodesic distance on M. We define for ε > 0 and ν = (ν1, . . . , νN ) an
orthonormal basis of RN ,
Bε(a, b, ν) :=
{
u ∈ W 1,1(Qν ;M) : u(x) = γ(xν/ε) on ∂Qν for some γ ∈ G(a, b)
}
.
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Proposition 3.3. For every (a, b) ∈ M ×M and every orthonormal basis ν = (ν1, . . . , νN ) of
R
N , there exists the limit
ϑ˜hom(a, b, ν) := lim
ε→0
inf
u
{∫
Qν
f∞
(x
ε
,∇u
)
dx : u ∈ Bε(a, b, ν)
}
. (3.19)
Moreover ϑ˜hom(a, b, ν) only depends on a, b and ν1.
Proof. The proof follows the scheme of the one in [17, Proposition 2.2]. We fix a and b ∈M. For
every ε > 0 and every orthonormal basis ν = (ν1, . . . , νN ) of R
N , we set
Iε(ν) = Iε(a, b, ν) := inf
{∫
Qν
f∞
(x
ε
,∇u
)
dx : u ∈ Bε(a, b, ν)
}
.
We divide the proof into several steps.
Step 1. Let ν and ν′ be two orthonormal bases of RN with equal first vector, i.e., ν1 = ν
′
1.
Suppose that ν is a rational basis, i.e., for all i ∈ {1, . . . , N} there exists γi ∈ R \ {0} such that
vi := γiνi ∈ ZN . Similarly to Step 1 of the proof of [17, Proposition 2.2], we readily obtain that
lim sup
ε→0
Iε(ν
′) ≤ lim inf
ε→0
Iε(ν) . (3.20)
Step 2. Let ν and ν′ be two orthonormal rational bases of RN with equal first vector. By Step 1
we immediately obtain that the limits lim
ε→0
Iε(ν) and lim
ε→0
Iε(ν
′) exist and are equal.
Step 3. We claim that for every σ > 0 there exists δ > 0 (independent of a and b) such that if
ν and ν′ are two orthonormal bases of RN with |νi − ν′i| < δ for every i = 1, . . . , N , then
lim inf
ε→0
Iε(ν) −Kσ ≤ lim inf
ε→0
Iε(ν
′) ≤ lim sup
ε→0
Iε(ν
′) ≤ lim sup
ε→0
Iε(ν) +Kσ
where K is a positive constant which only depends on M, β and N .
We use the notation Qν,η := (1− η)Qν where 0 < η < 1. Let σ > 0 be fixed and let 0 < η < 1
be such that
η <
1
34
and max
{
1− (1− η)N−1 , (1− η)
N−1(1− 2η)N−1
(1− 3η)N−1 − (1− 2η)
N−1
}
< σ. (3.21)
Consider δ0 > 0 (that may be chosen so that δ0 ≤ η/(2
√
N)) such that for every 0 < δ ≤ δ0 and
every pair ν and ν′ of orthonormal basis of RN satisfying |νi − ν′i| ≤ δ for i = 1, . . . , N , one has
Qν,3η ⊂ Qν′,2η ⊂ Qν,η , (3.22)
and {x · ν′1 = 0} ∩ ∂Qν,η ⊂ {|x · ν1| ≤ 1/8}.
Given ε > 0 small, we consider uε ∈ Bε(a, b, ν′) such that∫
Qν′
f∞
(x
ε
,∇uε
)
dx ≤ Iε(ν′) + σ ,
where uε(x) = γε(xν′/ε) for x ∈ ∂Qν′ . Now we construct vε ∈ B(1−2η)ε(a, b, ν) satisfying the
boundary condition vε(x) = γε
(
xν/(1− 2η)ε
)
for x ∈ ∂Qν . Consider Fη : RN → R,
Fη(x) :=
(
1− 2‖x′‖ν,∞
η
)
xν′
1− 2η +
(
η − 1 + 2‖x′‖ν,∞
η
)
xν
1− 2η ,
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and define
vε(x) :=


uε
(
x
1− 2η
)
if x ∈ Qν′,2η,
γε
(
xν′
(1 − 2η)ε
)
if x ∈ Qν,η \Qν′,2η ,
a if x ∈ Qν \Qν,η and xν ≥ 1
4
,
γε
(
Fη(x)
ε
)
if x ∈ Aη :=
{
x : |xν | ≤ 1/4
} ∩ (Qν \Qν,η) ,
b if x ∈ Qν \Qν,η and xν ≤ −1
4
.
We can check that vε is well defined for ε small enough and that vε ∈ B(1−2η)ε(a, b, ν). Therefore
I(1−2η)ε(ν) ≤
∫
Qν
f∞
(
x
(1− 2η)ε ,∇vε
)
dx
=
∫
Qν′,2η
f∞
(
x
(1− 2η)ε ,∇vε
)
dx+
∫
Qν,η\Qν′,2η
f∞
(
x
(1− 2η)ε ,∇vε
)
dx
+
∫
Aη
f∞
(
x
(1 − 2η)ε ,∇vε
)
dx =: I1 + I2 + I3 . (3.23)
We now estimate these three integrals. First, we easily get that
I1 = (1− 2η)N−1
∫
Qν′
f∞
(y
ε
,∇uε
)
dy ≤ Iε(ν′) + σ . (3.24)
In view of (3.22) we have Qν,η ⊂ (1 − η)(1 − 2η)(1 − 3η)−1Qν′ =: Dη. Then we infer from the
growth condition (3.12) together with Fubini’s theorem that
I2 ≤ β
∫
Dη\Qν′,2η
|∇vε| dx = β
(1− 2η)ε
∫
(Dη\Qν′,2η)∩{|xν′ |≤(1−2η)ε/2}
∣∣∣∣ γ˙ε
(
xν′
(1− 2η)ε
)∣∣∣∣ dx
= βHN−1((Dη \Qν′,2η) ∩ {xν′ = 0}) 1
(1− 2η)ε
∫ (1−2η)ε/2
−(1−2η)ε/2
∣∣∣∣ γ˙ε
(
t
(1− 2η)ε
)∣∣∣∣ dt
= βdM(a, b)
(
(1− η)N−1(1− 2η)N−1
(1− 3η)N−1 − (1 − 2η)
N−1
)
. (3.25)
Now it remains to estimate I3. To this purpose we first observe that (3.22) yields
‖∇Fη‖L∞(Aη ;RN ) ≤ C , (3.26)
for some absolute constant C > 0, and
|∇Fη(x) · ν1| ≥ 1 for a.e. x ∈ Aη . (3.27)
Hence, thanks the growth condition (3.12), (3.26) and (3.27), we get that
I3 ≤ β
∫
Aη
|∇vε| dx ≤ Cβ
ε
∫
Aη
∣∣∣∣ γ˙ε
(
Fη(x)
ε
)∣∣∣∣ dx ≤ Cβε
∫
Aη
∣∣∣∣ γ˙ε
(
Fη(x)
ε
)∣∣∣∣ |∇Fη(x) · ν1| dx =
= Cβ
∫
A′η
(
1
ε
∫ 1/4
−1/4
∣∣∣∣ γ˙ε
(
Fη(tν1 + x
′)
ε
)∣∣∣∣ |∇Fη(tν1 + x′) · ν1| dt
)
dHN−1(x′) ,
where we have set A′η := Aη ∩ {xν = 0}, and used Fubini’s theorem in the last equality. Changing
variables s = (1/ε)Fη(tν1 + x
′), we obtain that for HN−1-a.e. x′ ∈ A′η,
1
ε
∫ 1/4
−1/4
∣∣∣∣ γ˙ε
(
Fη(tν1 + x
′)
ε
)∣∣∣∣ |∇Fη(tν1 + x′) · ν1| dt ≤
∫
R
|γ˙ε(s)| ds = dM(a, b) .
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Consequently,
I3 ≤ CβHN−1(A′η)dM(a, b) = Cβ
(
1− (1− η)N−1)dM(a, b) . (3.28)
In view of (3.23), (3.21) and estimates (3.24), (3.25) and (3.28), we conclude that
I(1−2η)ε(ν) ≤ Iε(ν′) +Kσ ,
where K = 1+ β∆(1+C), ∆ is the diameter ofM and C is the constant given by (3.26). Finally,
letting ε→ 0 we derive
lim inf
ε→0
Iε(ν) ≤ lim inf
ε→0
Iε(ν
′) +Kσ , and lim sup
ε→0
Iε(ν) ≤ lim sup
ε→0
Iε(ν
′) +Kσ .
The symmetry of the roles of ν and ν′ allows us to invert them, thus concluding the proof of Step 3.
Step 4. Let ν and ν′ be two orthonormal bases of RN with equal first vector. Similarly to
Step 4 of the proof of [17, Proposition 2.2], by Steps 2 and 3 we readily obtain that the limits
lim
ε→0
Iε(ν) and lim
ε→0
Iε(ν
′) exist and are equal.
Proof of Proposition 3.2. We use the notation of the previous proof. Given ε > 0 and an
orthonormal basis ν = (ν1, . . . , νN ) of R
N , we set
Jε(ν) = Jε(a, b, ν) := inf
{∫
Qν
f∞
(x
ε
,∇u
)
dx : u ∈ A1(a, b, ν)
}
= inf
{
εN−1
∫
1
ε
Qν
f∞(y,∇ϕ) dy : ϕ ∈ A1/ε(a, b, ν)
}
.
We claim that
lim
ε→0
Jε(ν) = lim
ε→0
Iε(ν) . (3.29)
For 0 < ε < 1 we set ε˜ = ε/(1− ε), and we consider uε˜ ∈ Bε˜(a, b, ν) satisfying∫
Qν
f∞
(x
ε˜
,∇uε˜
)
dx ≤ Iε˜(ν) + ε ,
where uε˜(x) = γε˜(xν/ε˜) if x ∈ ∂Qν, for some γε˜ ∈ G(a, b). We define for every x ∈ Qν ,
vε(x) :=


uε˜
(
x
1− ε
)
if x ∈ Qν,ε ,
γε˜
(
xν
1− 2‖x′‖ν,∞
)
otherwise .
One may check that vε ∈ A1(a, b, ν), and hence
Jε(ν) ≤
∫
Qν
f∞
(x
ε
,∇vε
)
dx =
∫
Qν,ε
f∞
(x
ε
,∇vε
)
dx+
∫
Qν\Qν,ε
f∞
(x
ε
,∇vε
)
dx = I1 + I2 .
We now estimate these two integrals. First, we have
I1 = (1− ε)N−1
∫
Qν
f∞
(y
ε˜
,∇uε˜
)
dy ≤ (1− ε)N−1(Iε˜(ν) + ε) . (3.30)
In view of the growth condition (3.12),
I2 ≤ β
∫
Qν\Qν,ε
∣∣∣∣γ˙ε˜
(
xν
1− 2‖x′‖ν,∞
)∣∣∣∣
(
1
1− 2‖x′‖ν,∞ +
|xν ||∇(‖x′‖ν,∞)|
(1 − 2‖x′‖ν,∞)2
)
dx
≤ 2β
∫
(Qν\Qν,ε)∩{|xν |≤(1−2‖x′‖ν,∞)/2}
∣∣∣∣γ˙ε˜
(
xν
1− 2‖x′‖ν,∞
)∣∣∣∣
(
1
1− 2‖x′‖ν,∞
)
dx ,
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where we have used the facts that γ˙ε˜(xν/(1 − 2‖x′‖ν,∞)) = 0 in the set {|xν | > (1 − 2‖x′‖∞)/2}
and ‖∇(‖x′‖ν,∞)‖L∞(Qν ;RN ) ≤ 1. Setting Q′ν = Qν ∩ {xν = 0} and Q′ν,ε = Qν,ε ∩ {xν = 0}, we
infer from Fubini’s theorem that
I2 ≤ 2β
∫
Q′ν\Q
′
ν,ε
(∫ (1−2‖x′‖ν,∞)/2
−(1−2‖x′‖ν,∞)/2
∣∣∣∣γ˙ε˜
(
t
1− 2‖x′‖ν,∞
)∣∣∣∣
(
1
1− 2‖x′‖ν,∞
)
dt
)
dHN−1(x′) ≤
≤ 2βHN−1(Q′ν \Q′ν,ε)dM(a, b) ≤ 2βdM(a, b)
(
1− (1− ε)N−1) . (3.31)
In view of the estimates (3.30) and (3.31) obtained for I1 and I2, we derive that
lim sup
ε→0
Jε(ν) ≤ lim
ε→0
Iε(ν) . (3.32)
Conversely, given 0 < ε < 1, we consider u˜ε ∈ A1(a, b, ν) such that∫
Qν
f∞
(x
ε
,∇u˜ε
)
dx ≤ Jε(ν) + ε ,
and γ ∈ G(a, b) fixed. We define for x ∈ Qν ,
wε(x) :=


u˜ε
(
x
1− ε
)
if x ∈ Qν,ε,
γ
(
xν
(1− ε)(2‖x′‖ν,∞ − 1 + ε)
)
otherwise.
We can check that wε ∈ B(1−ε)ε(a, b, ν), and arguing as previously we infer that
I(1−ε)ε(ν) ≤
∫
Qν,ε
f∞
(
x
(1− ε)ε ,∇wε
)
dx+
∫
Qν\Qν,ε
f∞
(
x
(1− ε)ε ,∇wε
)
dx
≤ (1− ε)N−1(Jε(ν) + ε)+ 2βdM(a, b)(1− (1 − ε)N−1) .
Consequently, lim
ε→0
Iε(ν) ≤ lim inf
ε→0
Jε(ν), which, together with (3.32), completes the proof of Propo-
sition 3.2.
We now state the following properties of the surface energy density.
Proposition 3.4. The function ϑhom is continuous on M×M× SN−1 and there exist constants
C1 > 0 and C2 > 0 such that
|ϑhom(a1, b1, ν1)− ϑhom(a2, b2, ν1)| ≤ C1(|a1 − a2|+ |b1 − b2|) , (3.33)
and
ϑhom(a1, b1, ν1) ≤ C2|a1 − b1| (3.34)
for every a1, b1, a2, b2 ∈M and ν1 ∈ SN−1.
Proof. We use the notation of the previous proof. By Proposition 3.2 together with steps 3 and
4 of the proof of Proposition 3.3, we get that ϑhom(a, b, ·) is continuous on SN−1 uniformly with
respect to a and b. Hence it is enough to show that (3.33) holds to get the continuity of ϑhom.
Step 1. We start with the proof of (3.33). Fix ν1 ∈ SN−1 and let ν = (ν1, ν2, . . . , νN ) be any
orthonormal basis of RN . For every ε > 0, let ε˜ := ε/(1 − ε) and consider γε˜ ∈ G(a1, b1) and
uε˜ ∈ Bε˜(a1, b1, ν) such that uε˜(x) = γε˜(xν/ε˜) for x ∈ ∂Qν and∫
Qν
f∞
(x
ε˜
,∇uε˜
)
dx ≤ Iε˜(a1, b1, ν) + ε .
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We shall now carefully modify uε˜ in order to get another function vε ∈ A1(a2, b2, ν). We will
proceed as in the proofs of Propositions 3.2 and 3.3. Let γa ∈ G(a2, a1) and γb ∈ G(b2, b1), and
define
vε(x) :=


uε˜
(
x
1− ε
)
if x ∈ Qν,ε ,
γε˜
(
xν
1− 2‖x′‖ν,∞
)
if x ∈ A1 ,
γa
(
2‖x‖ν,∞ − 1
ε
+
1
2
)
if x ∈ A2 := (Qν \Qν,ε) ∩ {xν ≥ ε/2} ,
γb
(
2‖x‖ν,∞ − 1
ε
+
1
2
)
if x ∈ A3 := (Qν \Qν,ε) ∩ {xν ≤ −ε/2} ,
γa
(
2‖x′‖ν,∞ − 1
2xν
+
1
2
)
if x ∈ A4 :=
{
0 < xν ≤ ε
2
,
1
2
− xν ≤ ‖x′‖ν,∞ < 1
2
}
,
γb
(
1− 2‖x′‖ν,∞
2xν
+
1
2
)
if x ∈ A5 :=
{
−ε
2
< xν ≤ 0 , 1
2
+ xν ≤ ‖x′‖ν,∞ < 1
2
}
,
with
A1 :=
{
1− ε
2
≤ ‖x′‖ν,∞ < 1
2
and |xν | ≤ −‖x′‖ν,∞ + 1
2
}
.
One may check that the function vε has been constructed in such a way that vε ∈ A1(a2, b2, ν),
and thus
Jε(a2, b2, ν) ≤
∫
Qν
f∞
(x
ε
,∇vε
)
dx . (3.35)
Arguing exactly as in the proof of Proposition 3.3, one can show that∫
Qν,ε
f∞
(x
ε
,∇vε
)
dx ≤ Iε˜(a1, b1, ν) + ε , (3.36)
and ∫
A1
f∞
(x
ε
,∇vε
)
dx ≤ CdM(a1, b1)(1− (1− ε)N−1)) . (3.37)
Now we only estimate the integrals over A2 and A4, the ones over A3 and A5 being very similar.
Define the Lipschitz function Fε : R
N → R by
Fε(x) :=
2‖x‖ν,∞ − 1
ε
+
1
2
.
Using the growth condition (3.12) together with Fubini’s theorem, and the fact that A2 ⊂
F−1ε
(
[−1/2, 1/2)), we derive∫
A2
f∞
(x
ε
,∇vε
)
dx ≤ β
∫
A2
|γ˙a(Fε(x))| |∇Fε(x)| dx ≤
≤ β
∫
F−1ε ([−1/2,1/2))
|γ˙a(Fε(x))| |∇Fε(x)| dx ≤ β
∫ 1/2
−1/2
| γ˙a(t)| HN−1(F−1ε {t}) dt ,
where we used the Coarea formula in the last inequality. We observe that for every t ∈ (−1/2, 1/2),
F−1ε {t} = ∂Qν, ε(1−2t)2 so that H
N−1(F−1ε {t}) ≤ HN−1(∂Q). Therefore∫
A2
f∞
(x
ε
,∇vε
)
dx ≤ βHN−1(∂Q)dM(a1, a2) . (3.38)
Define now G : RN \ {xν = 0} → R by
G(x) :=
2‖x′‖ν,∞ − 1
2xν
+
1
2
.
Homogenization of variational problems in manifold valued BV -spaces 15
The growth condition (3.12) and Fubini’s theorem yield∫
A4
f∞
(x
ε
,∇vε
)
dx ≤
≤ β
∫ ε/2
0
(∫
G(·,xν)−1([−1/2,1/2))
|γ˙a(G(x′, xν))| |∇G(x′, xν)| dHN−1(x′)
)
dxν .
As |∇x′G(x)| = 1/xν and |∇xνG(x)| ≤ 1/xν for a.e. x ∈ A4, it follows that |∇G(x)| ≤ 2|∇x′G(x)|
for a.e. x ∈ A4. Hence∫
A4
f∞
(x
ε
,∇vε
)
dx ≤
≤ 2β
∫ ε/2
0
(∫
G(·,xν)−1([−1/2,1/2))
|γ˙a(G(x′, xν))| |∇x′G(x′, xν)| dHN−1(x′)
)
dxν .
For every xν ∈ (0, ε/2) the function G(·, xν ) : RN−1 → R is Lipschitz, and thus the Coarea formula
implies ∫
A4
f∞
(x
ε
,∇vε
)
dx ≤ 2β
∫ ε/2
0
(∫ 1/2
−1/2
| γ˙a(t)| HN−2({x′ : G(x′, xν) = t}) dt
)
dxν
≤ CεdM(a1, a2) , (3.39)
where we used as previously the estimate HN−2({x′ : G(x′, xν) = t}) ≤ HN−2
(
∂(−12 ,
1
2 )
N−1
)
.
Gathering (3.35) to (3.39) and considering the analogous estimates for the integrals over A3 and
A5 (with b1 and b2 instead of a1 and a2), we infer that
Jε(a2, b2, ν) ≤
∫
Qν
f∞
(x
ε
,∇vε
)
dx ≤ Iε˜(a1, b1, ν) + C
(
ε+ dM(a1, a2) + dM(b1, b2)
)
.
Taking the limit as ε→ 0, we get in light of Propositions 3.2 and 3.3 that
ϑhom(a2, b2, ν) ≤ ϑhom(a1, b1, ν) + C
(
dM(b1, b2) + dM(a1, a2)
)
.
Since the geodesic distance on M is equivalent to the Euclidian distance, we conclude, possibly
exchanging the roles of (a1, b1) and (a2, b2), that (3.33) holds.
Step 2. We now prove (3.34). Given an arbitrary orthonormal basis ν = (ν1, . . . , νN ) of R
N ,
let γ ∈ G(a1, b1) and define uε(x) := γ(xν/ε). Obviously uε ∈ Bε(a1, b1, ν). Using (3.29) together
with the growth condition (3.12) satisfied by f∞, we derive that
ϑhom(a1, b1, ν1) ≤ lim inf
ε→0
∫
Qν
f∞
(x
ε
,∇uε
)
dx ≤ lim inf
ε→0
β
ε
∫
Qν
∣∣∣γ˙ (x · ν1
ε
)∣∣∣ dx = βdM(a1, b1) .
Then (3.34) follows from the equivalence between dM and the Euclidian distance.
4. Localization and integral repersentation on partitions
In this section we first show that the Γ-limit defines a measure. Then we prove an abstract repre-
sentation on partitions in sets of finite perimeter. This two facts will allow us to obtain the upper
bound on the Γ-limit in the next section.
4.1. Localization
We consider an arbitrary given sequence {εn} ց 0+ and we localize the functionals {Fεn}n∈N on
the family A(Ω), i.e., for every u ∈ L1(Ω;Rd) and every A ∈ A(Ω), we set
Fεn(u,A) :=


∫
A
f
(
x
εn
,∇u
)
dx if u ∈ W 1,1(A;M) ,
+∞ otherwise .
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Next we define for u ∈ L1(Ω;Rd) and A ∈ A(Ω),
F(u,A) := inf
{un}
{
lim inf
n→+∞
Fεn(un, A) : un → u in L1(A;Rd)
}
.
Note that F(u, ·) is an increasing set function for every u ∈ L1(Ω;Rd) and that F(·, A) is lower
semicontinuous with respect to the strong L1(A;Rd)-convergence for every A ∈ A(Ω).
Since L1(A;Rd) is separable, [21, Theorem 8.5] and a diagonalization argument bring the ex-
istence of a subsequence (still denoted {εn}) such that F(·, A) is the Γ-limit of Fεn(·, A) for the
strong L1(A;Rd)-topology for every A ∈ R(Ω) (or A = Ω).
We have the following locality property of the Γ-limit which, in the BV setting, parallels [9,
Lemma 3.1].
Lemma 4.1. For every u ∈ BV (Ω;M), the set function F(u, ·) is the restriction to A(Ω) of a
Radon measure absolutely continuous with respect to LN + |Du|.
Proof. Let u ∈ BV (Ω;M) and A ∈ A(Ω). By Theorem 3.9 in [6], there exists a sequence {un} ⊂
W 1,1(A;Rd) ∩ C∞(A;Rd) such that un → u in L1(A;Rd) and
∫
A
|∇un| dx → |Du|(A). Moreover,
un(x) ∈ co(M) for a.e. x ∈ A and every n ∈ N. Applying Proposition 2.1 to un, we obtain a new
sequence {wn} ⊂W 1,1(A;M) satisfying∫
A
|∇wn| dx ≤ C⋆
∫
A
|∇un| dx,
for some constant C⋆ > 0 depending only on M and d. From construction of wn, we have that
wn → u in L1(A;Rd). Taking {wn} as admissible sequence, we deduce in light of the growth
condition (H2) that
F(u,A) ≤ β(LN (A) + C⋆|Du|(A)) .
We now prove that
F(u,A) ≤ F(u,B) + F(u,A \ C)
for every A, B and C ∈ A(Ω) satisfying C ⊂ B ⊂ A. Then the measure property of F(u, ·) can
be obtained as in the proof of [9, Lemma 3.1] with minor modifications. For this reason, we shall
omit it.
Let R ∈ R(Ω) such that C ⊂⊂ R ⊂⊂ B and consider {un} ⊂ W 1,1(R;M) satisfying un → u
in L1(R;Rd) and
lim
n→+∞
Fεn(un, R) = F(u,R) . (4.1)
Given η > 0 arbitrary, there exists a sequence {vn} ⊂ W 1,1(A \ C;M) such that vn → u in
L1(A \ C;Rd) and
lim inf
n→+∞
Fεn(vn, A \ C) ≤ F(u,A \ C) + η . (4.2)
By Theorem 2.1, we can assume without loss of generality that un ∈ D(R;M) and vn ∈ D(A \
C;M). Let L := dist(C, ∂R) and define for every i ∈ {0, . . . , n},
Ri :=
{
x ∈ R : dist(x, ∂R) > iL
n
}
.
Given i ∈ {0, . . . , n − 1}, let Si := Ri \ Ri+1 and consider a cut-off function ζi ∈ C∞c (Ω; [0, 1])
satisfying ζi(x) = 1 for x ∈ Ri+1, ζi(x) = 0 for x ∈ Ω \Ri and |∇ζi| ≤ 2n/L. Define
zn,i := ζiun + (1 − ζi)vn ∈ W 1,1(A;Rd) .
If π1(M) 6= 0, zn,i is smooth in A \ Σn,i with Σn,i ∈ S, while zn,i is smooth in A if π1(M) = 0.
Observe that zn,i(x) ∈ co(M) for a.e. x ∈ A and actually, zn,i fails to be M-valued exactly in
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the set Si. To get an admissible sequence, we project zn,i on M using Proposition 2.1. It yields a
sequence {wn,i} ⊂W 1,1(A;M) satisfying wn,i = zn,i a.e. in A \ Si,∫
A
|wn,i − u| dx ≤
∫
A
|zn,i − u| dx+ CLN (Si) , (4.3)
for some constant C > 0 depending only on the diameter of co(M), and∫
Si
|∇wn,i| dx ≤ C⋆
∫
Si
|∇zn,i| dx ≤ C⋆
∫
Si
(
|∇un|+ |∇vn|+ n
2L
|un − vn|
)
dx .
Arguing exactly as in the proof of [9, Lemma 3.1], we now find an index in ∈ {0, . . . , n− 1} such
that
Fεn(wn,in , A) ≤ Fεn(un, R) + Fεn(vn, A \ C)+
+ C0
∫
R\C
|un − vn| dx+ C0
n
sup
k∈N
∫
R\C
(1 + |∇uk|+ |∇vk|) dx , (4.4)
for some constant C0 independent of n.
A well known consequence of the Coarea formula yields (see, e.g., [24, Lemma 3.2.34]),
LN (Sin) =
∫ (in+1)L/n
inL/n
HN−1({x ∈ R : dist(x, ∂R) = t}) dt→ 0 as n→ +∞ . (4.5)
As a consequence of (4.3) and (4.5), wn,in → u in L1(A;Rd). Taking the lim inf in (4.4) and using
(4.1) together with (4.2), we derive
F(u,A) ≤ F(u,R) + F(u,A \ C) + η ≤ F(u,B) + F(u,A \ C) + η .
The conclusion follows from the arbitrariness of η.
Remark 4.1. In view of Lemma 4.1, for every u ∈ BV (Ω;M), the set function F(u, ·) can be
uniquely extended to a Radon measure on Ω. Such a measure is given by
F(u,B) := inf {F(u,A) : A ∈ A(Ω), B ⊂ A} ,
for every B ∈ B(Ω) (see, e.g., [6, Theorem 1.53]).
4.2. Integral representation on partitions
Besides the locality of F(u, ·), another key point of the analysis is to prove an abstract integral
representation on partitions. Similarly to e.g. [17, Lemma 3.7], using (H1) we easily obtain the
translation invariance property of the Γ-limit, the proof of which is omitted.
Lemma 4.2. For every u ∈ BV (Ω;M), every A ∈ A(Ω) and every y ∈ RN such that y +A ⊂ Ω,
we have
F(τyu, y +A) = F(u,A) ,
where (τyu)(x) := u(x− y).
We are now in position to prove the integral representation of the Γ-limit on partitions.
Proposition 4.1. There exists a unique function K :M×M× SN−1 → [0,+∞) continuous in
the last variable and such that
(i) K(a, b, ν) = K(b, a,−ν) for every (a, b, ν) ∈ M×M× SN−1,
(ii) for every finite subset T of M,
F(u, S) =
∫
S
K(u+, u−, νu) dHN−1 , (4.6)
for every u ∈ BV (Ω;T ) and every Borel subset S of Ω ∩ Su .
Proof. It follows the argument of [17, Proposition 4.2] that is based on the general result [4,
Theorem 3.1], on account to Lemmas 4.1, 4.2 and Remark 4.1. We omit any further details.
18 J.-F. Babadjian & V. Millot
5. The upper bound
We now adress the Γ-lim sup inequality. The upper bound on the diffuse part will be obtained using
an extension of the relaxation result of [2] (see Theorem 7.1 in the Appendix) together with the
partial representation of the Γ-limit already established in W 1,1 (see Theorem 1.1). The estimate
of the jump part relies on the integral representation on partitions in sets of finite perimeter stated
in Proposition 4.1.
In view of the measure property of the Γ-limit, we may write for every u ∈ BV (Ω;M),
F(u,Ω) = F(u,Ω \ Su) + F(u,Ω ∩ Su) . (5.1)
Hence the desired upper bound F(u,Ω) ≤ Fhom(u) will follow estimating separately the two terms
in the right handside of (5.1).
Lemma 5.1. For every u ∈ BV (Ω;M), we have
F(u,Ω \ Su) ≤
∫
Ω
Tfhom(u,∇u) dx+
∫
Ω
Tf∞hom
(
u˜,
dDcu
d|Dcu|
)
d|Dcu| .
Proof. Let A ∈ A(Ω) and {un} ⊂W 1,1(A;M) be such that un → u in L1(A;Rd). Since F(·, A) is
sequentially lower semicontinuous for the strong L1(A;Rd) convergence, it follows from Theorem 1.1
that
F(u,A) ≤ lim inf
n→+∞
F(un, A) = lim inf
n→+∞
∫
A
Tfhom(un,∇un) dx .
Since the sequence {un} is arbitrary, we deduce
F(u,A) ≤ inf
{
lim inf
n→+∞
∫
A
Tfhom(un,∇un) dx : {un} ⊂W 1,1(A;M), un → u in L1(A;Rd)
}
.
According to Proposition 3.1, the energy density Tfhom is a continuous and tangentially quasicon-
vex function which fulfills the assumptions of Theorem 7.1. Hence
F(u,A) ≤
∫
A
Tfhom(u,∇u) dx+
∫
A
Tf∞hom
(
u˜,
dDcu
d|Dcu|
)
d|Dcu|+
∫
Su∩A
H(u+, u−, νu) dHN−1
(5.2)
for some function H : M ×M × SN−1 → [0,+∞). By outer regularity, (5.2) holds for every
A ∈ B(Ω). Taking A = Ω \ Su, we obtain
F(u,Ω \ Su) ≤
∫
Ω
Tfhom(u,∇u) dx+
∫
Ω
Tf∞hom
(
u˜,
dDcu
d|Dcu|
)
d|Dcu| ,
and the proof is complete.
To prove the upper bound of the jump part, we first need to compare the energy density K
obtained in Proposition 4.1 with the expected density ϑhom.
Lemma 5.2. We have K(a, b, ν1) ≤ ϑhom(a, b, ν1) for every (a, b, ν1) ∈ M×M× SN−1.
Proof. We will partially proceed as in the proof of Proposition 3.3 and we refer to it for the
notation. Consider ν = (ν1, . . . , νN) an orthonormal basis of R
N . We shall prove that K(a, b, ν1) ≤
ϑhom(a, b, ν1). Since K and ϑhom are continuous in the last variable, we may assume that ν is a
rational basis, i.e., for all i ∈ {1, . . . , N}, there exists γi ∈ R \ {0} such that vi := γiνi ∈ ZN , and
the general case follows by density.
Given 0 < η < 1 arbitrary, by Proposition 3.2 and (3.29) we can find ε0 > 0, u0 ∈ Bε0(a, b, ν)
and γε0 ∈ G(a, b) such that u0(x) = γε0(x · ν1/ε0) and∫
Qν
f∞
(
x
ε0
,∇u0
)
dx ≤ ϑhom(a, b, ν1) + η .
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For every λ = (λ2, . . . , λN ) ∈ ZN−1, we set x(λ)n := εn
∑N
i=2 λivi and Q
(λ)
ν,n := x
(λ)
n +(εn/ε0)Qν . We
define the set Λn by
Λn :=
{
λ ∈ ZN−1 : Q(λ)ν,n ⊂ Qν and x(λ)n ∈
N∑
i=2
li
(
εn
ε0
+ εnγi
)
νi + εnP
for some (l2, . . . , lN ) ∈ ZN−1
}
,
where
P :=
{
α2v2 + . . .+ αNvN : α2, . . . , αN ∈ [−1/2, 1/2)
}
.
Next consider
un(x) =


u0
(
ε0(x− x(λ)n ) · ν1
εn
)
if x ∈ Q(λ)ν,n for some λ ∈ Λn ,
γε0
(
x · ν1
εn
)
otherwise .
Note that un ∈ W 1,1(Qν ;M), {∇un} is bounded in L1(Qν ;Rd×N ), and un → ua,bν1 in L1(Qν ;Rd)
as n→ +∞ with ua,bν1 given by
ua,bν1 (x) :=
{
a if x · ν1 ≥ 0 ,
b if x · ν1 < 0 ,
Πν1 :=
{
x ∈ RN : x · ν1 = 0
}
.
Arguing as in Step 1 of the proof of [17, Proposition 2.2], we obtain that
lim sup
n→+∞
∫
Qν
f∞
(
x
εn
,∇un
)
dx ≤
∫
Qν
f∞
(
x
ε0
,∇u0
)
dx ≤ ϑhom(a, b, ν1) + η . (5.3)
For ρ > 0 define Aρ := Qν ∩ {|x · ν1| < ρ}. By construction the sequence {un} is admissible for
F(ua,bν1 , Aη) so that
F(ua,bν1 , Aη ∩ Πν1) ≤ F(ua,bν1 , Aη) ≤ lim infn→+∞
∫
Aη
f
(
x
εn
,∇un
)
dx ≤
≤ βLN (Aη) + lim inf
n→+∞
∫
Aεn
f
(
x
εn
,∇un
)
dx ≤ lim inf
n→+∞
∫
Aεn
f
(
x
εn
,∇un
)
dx+ βη , (5.4)
where we have used (H2) and the fact that∇un = 0 outside Aεn . On the other hand, Proposition 4.1
yields
F(ua,bν1 , Aη ∩ Πν1) =
∫
Aη∩Πν1
K(a, b, ν1) dHN−1 = K(a, b, ν1) . (5.5)
Using (H4), the boundedness of {∇un} in L1(Qν ;Rd×N), the fact that f∞(·, 0) ≡ 0, and Ho¨lder’s
inequality, we derive∣∣∣∣
∫
Aεn
f
(
x
εn
,∇un
)
dx −
∫
Qν
f∞
(
x
εn
,∇un
)
dx
∣∣∣∣ ≤ C
∫
Aεn
(1 + |∇un|1−q) dx
≤ C(εn + εqn‖∇un‖1−qL1(Qν ;Rd×N ))→ 0 (5.6)
as n→∞. Gathering (5.3), (5.4), (5.5) and (5.6), we obtain K(a, b, ν1) ≤ ϑhom(a, b, ν1) + (β +1)η
and the conclusion follows from the arbitrariness of η.
We are now in position to prove the upper bound on the jump part of the energy. The argument
is based on Lemma 5.2 together with an approximation procedure of [7]. In view of Lemma 5.1
and (5.1), this will complete the proof of the upper bound F(u,Ω) ≤ Fhom(u).
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Corollary 5.1. For every u ∈ BV (Ω;M), we have
F(u,Ω ∩ Su) ≤
∫
Ω∩Su
ϑhom(u
+, u−, νu) dHN−1 .
Proof. First assume that u takes a finite number of values, i.e., u ∈ BV (Ω;T ) for some finite
subset T ⊂M. Then the conclusion directly follows from Proposition 4.1 together with Lemma 5.2.
Fix an arbitrary function u ∈ BV (Ω;M) and an open set A ∈ A(Ω). For δ0 > 0 small enough,
let U := {s ∈ Rd : dist(s,M) < δ0} be the δ0-neighborhood of M on which the nearest point
projection Π : U → M is a well defined Lipschitz mapping. We extend ϑhom to a function ϑˆhom
defined in Rd × Rd × SN−1 by setting
ϑˆhom(a, b, ν) := χ(a)χ(b)ϑhom
(
Π(a),Π(b), ν
)
,
for a cut-off function χ ∈ C∞c (Rd; [0, 1]) satisfying χ(t) = 1 if dist(s,M) ≤ δ0/2, and χ(s) = 0 if
dist(s,M) ≥ 3δ0/4. In view of Proposition 3.4, we infer that ϑˆhom is continuous and satisfies
|ϑˆhom(a1, b1, ν)− ϑˆhom(a2, b2, ν)| ≤ C
(|a1 − a2|+ |b1 − b2|) ,
and
ϑˆhom(a1, b1, ν) ≤ C|a1 − b1| ,
for every a1, b1, a2, b2 ∈ Rd, ν ∈ SN−1, and some constant C > 0. Therefore we can apply Step 2
in the proof of [7, Proposition 4.8] to obtain a sequence {vn} ⊂ BV (Ω;Rd) such that, for every
n ∈ N, vn ∈ BV (Ω;Tn) for some finite set Tn ⊂ Rd, vn → u in L∞(Ω;Rd) and
lim sup
n→+∞
∫
A∩Svn
ϑˆhom(v
+
n , v
−
n , νvn) dHN−1 ≤ C|Du|(A \ Su) +
∫
A∩Su
ϑˆhom(u
+, u−, νu) dHN−1
= C|Du|(A \ Su) +
∫
A∩Su
ϑhom(u
+, u−, νu) dHN−1 .
Hence we may assume without loss of generality that for each n ∈ N, ‖vn − u‖L∞(Ω;Rd) < δ0/2,
and thus dist(v±n (x),M) ≤ |v±n (x) − u±(x)| < δ0/2 for HN−1-a.e. x ∈ Svn . In particular, we can
define
un := Π(vn) ,
and then un ∈ BV (Ω;M), un → u in L1(Ω;Rd). Moreover, one may check that for each n ∈ N,
Sun ⊂ Svn so that HN−1
(
Sun \ (Jun ∩ Jvn)
) ≤ HN−1(Sun \ Jun) +HN−1(Svn \ Jvn) = 0, and
u±n (x) = Π(v
±
n (x)) and νun(x) = νvn(x) for every x ∈ Jun ∩ Jvn .
Consequently,
lim sup
n→+∞
∫
A∩Sun
ϑhom(u
+
n , u
−
n , νun) dHN−1 ≤
≤ lim sup
n→+∞
∫
A∩Svn
ϑˆhom(v
+
n , v
−
n , νvn) dHN−1 ≤
≤ C|Du|(A \ Su) +
∫
A∩Su
ϑhom(u
+, u−, νu) dHN−1 . (5.7)
Since un takes a finite number of values, Proposition 4.1 and Lemma 5.2 yield
F(un, A ∩ Sun) ≤
∫
A∩Sun
ϑhom(u
+
n , u
−
n , νun) dHN−1 , (5.8)
and, in view of Lemma 4.1,
F(un, A \ Sun) ≤ CLN (A) . (5.9)
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Combining (5.7), (5.8) and (5.9), we deduce
lim sup
n→+∞
F(un, A) = lim sup
n→+∞
(F(un, A \ Sun) + F(un, A ∩ Sun))
≤
∫
A∩Su
ϑhom(u
+, u−, νu) dHN−1 + C
(LN (A) + |Du|(A \ Su)) .
On the other hand, F(·, A) is lower semicontinuous with respect to the strong L1(A;Rd)-
convergence, and thus F(u,A) ≤ lim inf
n→+∞
F(un, A) which leads to
F(u,A) ≤
∫
A∩Su
ϑhom(u
+, u−, νu) dHN−1 + C
(LN (A) + |Du|(A \ Su)) .
Since A is arbitrary, the above inequality holds for any open set A ∈ A(Ω) and, by Remark 4.1, it
also holds if A is any Borel subset of Ω. Then taking A = Ω ∩ Su yields the desired inequality.
6. The lower bound
We adress in this section with the Γ-lim inf inequality. Using the blow-up method, we follow the
approach of [27], estimating separately the Cantor part and the jump part, while the bulk part is
obtained exactly as in the W 1,1 analysis, see [9, Lemma 5.2].
Lemma 6.1. For every u ∈ BV (Ω;M), we have F(u,Ω) ≥ Fhom(u).
Proof. Let u ∈ BV (Ω;M) and {un} ⊂W 1,1(Ω;M) be such that
F(u,Ω) = lim
n→+∞
∫
Ω
f
(
x
εn
,∇un
)
dx .
Define the sequence of nonnegative Radon measures
µn := f
( ·
εn
,∇un
)
LN Ω .
Up to the extraction of a subsequence, we can assume that there exists a nonnegative Radon
measure µ ∈ M(Ω) such that µn ∗−⇀ µ in M(Ω). By the Besicovitch Differentiation Theorem, we
can split µ into the sum of four mutually singular nonnegative measures µ = µa + µj + µc + µs
where µa ≪ LN , µj ≪ HN−1 Su and µc ≪ |Dcu|. Since we have µ(Ω) ≤ F(u,Ω), it is enough
to check that
dµ
dLN (x0) ≥ Tfhom(u(x0),∇u(x0)) for L
N -a.e. x0 ∈ Ω , (6.1)
dµ
d|Dcu|(x0) ≥ Tf
∞
hom
(
u˜(x0),
dDcu
d|Dcu| (x0)
)
for |Dcu|-a.e. x0 ∈ Ω , (6.2)
and
dµ
dHN−1 Su (x0) ≥ ϑhom(u
+(x0), u
−(x0), νu(x0)) for HN−1-a.e. x0 ∈ Su . (6.3)
The proof of (6.1) follows the one in [9, Lemma 5.2] and we shall omit it. The proofs of (6.2) and
(6.3) are postponed to the remaining of this subsection.
Proof of (6.2). The lower bound on the density of the Cantor part will be achieved in three steps.
We shall use the blow-up method to reduce the study to constant limits, and then a truncation
argument as in the proof of [9, Lemma 5.2], to replace the starting sequence by a uniformly
converging one.
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Step 1. Choose a point x0 ∈ Ω such that
lim
ρ→0+
−
∫
Q(x0,ρ)
|u(x)− u˜(x0)| dx = 0 , (6.4)
A(x0) := lim
ρ→0+
Du(Q(x0, ρ))
|Du|(Q(x0, ρ)) ∈ [Tu˜(x0)(M)]
N is a rank one matrix with |A(x0)| = 1 , (6.5)
dµ
d|Dcu| (x0) exists and is finite and
d|Du|
d|Dcu| (x0) = 1 , (6.6)
lim
ρ→0+
|Du|(Q(x0, ρ))
ρN−1
= 0 and lim
ρ→0+
|Du|(Q(x0, ρ))
ρN
= +∞ , (6.7)
lim inf
ρ→0+
|Du|(Q(x0, ρ) \Q(x0, τρ))
|Du|(Q(x0, ρ)) ≤ 1− τ
N for every 0 < τ < 1 . (6.8)
It turns out that |Dcu|-a.e. x0 ∈ Ω satisfy these properties. Indeed (6.6) is immediate while (6.4)
is a consequence of the fact that Su is |Dcu|-negligible. Property (6.5) comes from Alberti Rank
One Theorem together with Lemma 2.1, (6.7) from [6, Proposition 3.92 (a), (c)] and (6.8) from [27,
Lemma 2.13]. Write A(x0) = a⊗ ν for some a ∈ M and ν ∈ SN−1. Upon rotating the coordinate
axis, one may assume without loss of generality that ν = eN . To simplify the notations, we set
s0 := u˜(x0) and A0 := A(x0).
Fix t ∈ (0, 1) arbitrarily close to 1, and in view of (6.8), find a sequence ρk ց 0+ such that
lim sup
k→+∞
|Du|(Q(x0, ρk) \Q(x0, tρk))
|Du|(Q(x0, ρk)) ≤ 1− t
N . (6.9)
Now fix t < γ < 1 and set γ′ := (1 + γ)/2. Using (6.6), we derive
dµ
d|Dcu| (x0) = limk→+∞
µ(Q(x0, ρk))
|Du|(Q(x0, ρk)) ≥ lim supk→+∞
µ(Q(x0, γ′ρk))
|Du|(Q(x0, ρk)) ≥
≥ lim sup
k→+∞
lim sup
n→+∞
1
|Du|(Q(x0, ρk))
∫
Q(x0,γ′ρk)
f
(
x
εn
,∇un
)
dx . (6.10)
Arguing as in the proof of [9, Lemma 5.2] with minor modifications, we construct a sequence
{v¯n} ⊂W 1,∞(Q(0, ρk);Rd) satisfying v¯n → u(x0 + ·) in L1(Q(0, ρk);Rd) and
lim sup
n→+∞
∫
Q(x0,γ′ρk)
f
(
x
εn
,∇un
)
dx ≥ lim sup
n→+∞
∫
Q(0,γρk)
g
(
x
εn
, v¯n,∇v¯n
)
dx , (6.11)
where g is given by (3.1). Setting wn,k(x) := v¯n(ρk x), a change of variable together with (6.10)
and (6.11) yields
dµ
d|Dcu| (x0) ≥ lim supk→+∞ lim supn→+∞
ρNk
|Du|(Q(x0, ρk))
∫
γQ
g
(
ρk x
εn
, wn,k,
1
ρk
∇wn,k
)
dx . (6.12)
Then we infer from (6.4) that
lim
k→+∞
lim
n→+∞
∫
Q
|wn,k − s0| dx = 0 , (6.13)
and
lim
k→+∞
lim
n→+∞
ρN−1k
|Du|(Q(x0, ρk))
∫
Q
∣∣∣∣wn,k(x)− u(x0 + ρkx)
−
∫
Q
(
wn,k(y)− u(x0 + ρky)
)
dy
∣∣∣∣ dx = 0 . (6.14)
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By (6.12), (6.13) and (6.14), we can extract a diagonal sequence nk → +∞ such that δk :=
εnk/ρk → 0, wk := wnk,k → s0 in L1(Q;Rd),
dµ
d|Dcu| (x0) ≥ lim supk→+∞
ρNk
|Du|(Q(x0, ρk))
∫
γQ
g
(
x
δk
, wk,
1
ρk
∇wk
)
dx ,
and
lim
k→+∞
ρN−1k
|Du|(Q(x0, ρk))
∫
Q
∣∣∣∣wk(x)− u(x0 + ρk x)−
∫
Q
(
wk(y)− u(x0 + ρk y)
)
dy
∣∣∣∣ dx = 0 . (6.15)
Step 2.Now we reproduce the truncation argument used in Step 2 of the proof of [9, Lemma 5.2]
with minor modifications (make use of (6.7) and [27, Lemma 2.12] instead of [26, Lemma 2.6],
see [27] for details). Setting ak :=
∫
Q
wk(y) dy, it yields a sequence of cut-off functions {ζk} ⊂
C∞c (R; [0, 1]) such that ζk(τ) = 1 if |τ | ≤ sk, ζk(τ) = 0 is |τ | ≥ tk for some
‖wk − ak‖1/2L1(Q;Rd) < sk < tk < ‖wk − ak‖
1/3
L1(Q;Rd)
,
for which wk := ak + ζk(|wk − ak|)(wk − ak) ∈W 1,1(Q;Rd) satisfies wk → s0 in L∞(Q;Rd) and
dµ
d|Dcu|(x0) ≥ lim supk→+∞
ρNk
|Du|(Q(x0, ρk))
∫
γQ
g
(
x
δk
, wk,
1
ρk
∇wk
)
dx . (6.16)
In view of the coercivity condition (3.3), (6.6) and (6.16),
sup
k∈N
ρN−1k
|Du|(Q(x0, ρk))
∫
γQ
|∇wk| dx < +∞ .
Therefore, (3.4), (6.16) and ‖wk − s0‖L∞(Q;Rd) → 0 lead to
dµ
d|Dcu|(x0) ≥ lim supk→+∞
ρNk
|Du|(Q(x0, ρk))
∫
γQ
g
(
x
δk
, s0,
1
ρk
∇wk
)
dx .
Next we define the three following sequences for every x ∈ Q,

uk(x) :=
ρN−1k
|Du|(Q(x0, ρk))
(
u(x0 + ρk x)−
∫
Q
u(x0 + ρk y) dy
)
,
zk(x) :=
ρN−1k
|Du|(Q(x0, ρk))
(
wk(x) − ak
)
,
zk(x) :=
ρN−1k
|Du|(Q(x0, ρk))
(
wk(x) − ak
)
.
As a consequence of (6.15) we have ‖zk − uk‖L1(Q;Rd) → 0, and since∫
Q
uk(x) dx = 0 and |Duk|(Q) = 1 ,
it follows that the sequence {uk} is bounded in BV (Q;Rd) and thus relatively compact in
L1(Q;Rd). Hence {uk} is equi-integrable, and consequently so is {zk}. Up to a subsequence, uk
converges in L1(Q;Rd) to some function v ∈ BV (Q;Rd), and then zk → v in L1(Q;Rd). By [6,
Theorem 3.95] the limit v is representable by
v(x) = a θ(xN )
for some increasing function θ ∈ BV ((−1/2, 1/2);R) (recall that we assume A0 = a⊗ eN ).
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By construction, wk coincides with wk in the set {|wk − ak| ≤ sk}. Hence
‖zk − zk‖L1(Q;Rd) =
ρN−1k
|Du|(Q(x0, ρk))
∫
{|wk−ak|>sk}
|wk(x) − wk(x)| dx ≤
≤ ρ
N−1
k
|Du|(Q(x0, ρk))
∫
{|wk−ak|>sk}
|wk(x) − ak| dx =
∫
{|wk−ak|>sk}
|zk(x)| dx . (6.17)
By Chebyshev inequality, we have
LN ({|wk − ak| > sk}) ≤ 1
sk
∫
Q
|wk(x) − ak| dx ≤ ‖wk − ak‖1/2L1(Q;Rd) → 0 , (6.18)
and thus (6.17), (6.18) and the equi-integrability of {zk} imply ‖zk − zk‖L1(Q;Rd) → 0. Therefore
zk → v in L1(Q;Rd), and setting αk := |Du|(Q(x0, ρk))/ρNk → +∞,
dµ
d|Dcu|(x0) ≥ lim supk→+∞
1
αk
∫
γQ
g
(
x
δk
, s0, αk∇zk
)
dx . (6.19)
Using (3.6) and the positive 1-homogeneity of the recession function g∞(y, s, ·), we infer that∫
γQ
∣∣∣∣ 1αk g
(
x
δk
, s0, αk∇zk
)
− g∞
(
x
δk
, s0,∇zk
)∣∣∣∣ dx ≤ Cαk
∫
γQ
(1 + α1−qk |∇zk|1−q) dx
≤ C(α−1k + α−qk ‖∇zk‖1−qL1(γQ;Rd×N))→ 0 ,
where we have used Ho¨lder’s inequality and the boundedness of {∇zk} in L1(γQ;Rd×N) (which
follows from (3.3) and (6.19)). Consequently,
dµ
d|Dcu|(x0) ≥ lim supk→+∞
∫
γQ
g∞
(
x
δk
, s0,∇zk
)
dx .
Step 3. Extend θ continuously to R by the values of its traces at ±1/2. Define vk(x) =
vk(xN ) := aθ ∗ ̺k(xN ) where ̺k is a sequence of (one dimensional) mollifiers. Then vk → v in
L1(Q;Rd) and thus, since uk − vk → 0 in L1(Q;Rd), it follows that (up to a subsequence)
Duk(τQ) −Dvk(τQ)→ 0 (6.20)
for L1-a.e. τ ∈ (0, 1). Fix τ ∈ (t, γ) for which (6.20) holds. Since ‖z¯k − vk‖L1(Q;Rd) → 0, one can
use a standard cut-off function argument (see [27, p. 29–30]) to modify the sequence {zk} and
produce a new sequence {ϕk} ⊂ W 1,∞(τQ;Rd) satisfying ϕk → v in L1(τQ;Rd), ϕk = vk on a
neighborhood of ∂(τQ) and
dµ
d|Dcu| (x0) ≥ lim supk→+∞
∫
τQ
g∞
(
x
δk
, s0,∇ϕk
)
dx . (6.21)
A simple computation shows that
Duk(τQ) =
Du(Q(x0, τρk))
|Du|(Q(x0, ρk)) and Dvk(τQ) = τ
N Ak , (6.22)
where Ak ∈ Rd×N is the matrix given by
Ak := a⊗ eN θ ∗ ̺k(τ/2)− θ ∗ ̺k(−τ/2)
τ
.
We observe that Ak is bounded in k since θ has bounded variation.
Let mk := [τ/δk] + 1 ∈ N, and define for x = (x′, xN ) ∈ δkmkQ,
ϕk(x) :=


ϕk(x) −Akx if x ∈ τQ ,
vk(xN )− Ak x if |xN | ≤ τ/2 and |x′| ≥ τ/2 ,
vk(τ/2)−Ak(x′, τ/2) if xN ≥ τ/2 ,
vk(−τ/2)−Ak(x′,−τ/2) if xN ≤ −τ/2 .
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One may check that ϕk ∈W 1,∞(δkmkQ;Rd), ϕk is δkmk-periodic, and that
lim sup
k→+∞
∫
τQ
g∞
(
x
δk
, s0,∇ϕk
)
dx = lim sup
k→+∞
∫
δkmkQ
g∞
(
x
δk
, s0, Ak +∇ϕk
)
dx . (6.23)
Setting φk(y) := τ
N δ−1k ϕk(δky) for y ∈ mkQ, we have φk ∈ W 1,∞# (mkQ;Rd), and a change of
variables yields∫
δkmkQ
g∞
(
x
δk
, s0, Ak +∇varphik
)
dx = τ−NδNk m
N
k −
∫
mkQ
g∞
(
y, s0, τ
NAk +∇φk
)
dy
≥ τ−NδNk mNk (g∞)hom(s0, τNAk) , (6.24)
since (g∞)hom can be computed as follows (see Remark 3.1 and e.g., [16, Remark 14.6]),
(g∞)hom(s, ξ) = inf
{
−
∫
(0,m)N
g∞(y, s, ξ +∇φ(y)) dy : m ∈ N, φ ∈ W 1,∞# ((0,m)N ;Rd)
}
.
Gathering (6.21), (6.23) and (6.24), we derive
dµ
d|Dcu|(x0) ≥ lim supk→+∞
(g∞)hom(s0, τ
NAk) .
In view (6.20), (6.22), (6.9) and (6.5), we have
lim sup
k→+∞
|τNAk −A0| = lim sup
k→+∞
|Dvk(τQ)−A0| = lim sup
k→+∞
|Duk(τQ)−A0| =
= lim sup
k→+∞
∣∣∣∣Du(Q(x0, τρk))|Du|(Q(x0, ρk)) −A0
∣∣∣∣ = lim sup
k→+∞
|Du|(Q(x0, ρk) \Q(x0, τρk))
|Du|(Q(x0, ρk)) ≤ 1− t
N .
By Remark 3.1, (g∞)hom(s0, ·) is Lipschitz continuous, and consequently
dµ
d|Dcu| (x0) ≥ (g
∞)hom(s0, A0)− C(1− tN ) .
From the arbitrariness of t, we finally infer that
dµ
d|Dcu| (x0) ≥ (g
∞)hom(s0, A0) .
Since s0 ∈ M and A0 ∈ [Ts0(M)]N , Remark 3.1 and (3.17) yield (g∞)hom(s0, A0) =
T (f∞)hom(s0, A0) ≥ Tf∞hom(s0, A0), and the proof is complete.
Proof of (6.3). The strategy used in that part follows the one already used for the bulk and Cantor
parts. It still rests on the blow up method together with the projection argument in Proposition 2.1.
Step 1. Let x0 ∈ Su be such that
lim
ρ→0+
−
∫
Q±
νu(x0)
(x0,ρ)
|u(x)− u±(x0)| dx = 0 , (6.25)
where u±(x0) ∈M,
lim
ρ→0+
HN−1(Su ∩Qνu(x0)(x0, ρ))
ρN−1
= 1 , (6.26)
and such that the Radon-Nikody´m derivative of µ with respect to HN−1 Su exists and is finite.
By Lemma 2.1, Theorem 3.78 and Theorem 2.83 (i) in [6] (with cubes instead of balls), it turns
out that HN−1-a.e. x0 ∈ Su satisfy these properties. Set s±0 := u±(x0), ν0 := νu(x0).
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Up to a further subsequence, we may assume that (1 + |∇un|)LN Ω ∗−⇀ λ in M(Ω) for some
nonnegative Radon measure λ ∈M(Ω). Consider a sequence ρk ց 0+ satisfying µ(∂Qν0(x0, ρk)) =
λ(∂Qν0(x0, ρk)) = 0 for each k ∈ N. Using (6.26) we derive
dµ
dHN−1 Su (x0) limk→+∞
µ(Qν0(x0, ρk))
HN−1(Su ∩Qν0(x0, ρk))
= lim
k→+∞
µ(Qν0(x0, ρk))
ρN−1k
=
= lim
k→+∞
lim
n→+∞
1
ρN−1k
∫
Qν0(x0,ρk)
f
(
x
εn
,∇un
)
dx .
Thanks to Theorem 2.1, one can assume without loss of generality that un ∈ D(Ω;M) for each n ∈
N. Arguing exactly as in Step 1 of the proof of [9, Lemma 5.2] (with Qν0(x0, ρk) instead of Q(x0, ρk))
we obtain a sequence {vn} ⊂ D(Qν0(0, ρk);M) such that vn → u(x0 + ·) in L1(Qν0(0, ρk);Rd) as
n→ +∞, and
dµ
dHN−1 Su (x0) ≥ lim supk→+∞ lim supn→+∞
1
ρN−1k
∫
Qν0 (0,ρk)
f
(
x
εn
,∇vn
)
dx
(note that the construction process to obtain vn from un does not affect the manifold constraint).
Changing variables and setting wn,k(x) = vn(ρk x) lead to
dµ
dHN−1 Su (x0) ≥ lim supk→+∞
lim sup
n→+∞
ρk
∫
Qν0
f
(
ρk x
εn
,
1
ρk
∇wn,k
)
dx .
Defining
u0(x) :=
{
s+0 if x · ν0 > 0 ,
s−0 if x · ν0 ≤ 0 ,
we infer from (6.25) that
lim
k→+∞
lim
n→+∞
∫
Qν0
|wn,k − u0| dx = 0 .
By a standard diagonal argument, we find a sequence nk ր +∞ such that δk := εnk/ρk → 0,
wk := wnk,k ∈ D(Qν0 ;M) converges to u0 in L1(Qν0 ;Rd), and
dµ
dHN−1 Su (x0) ≥ lim supk→+∞ ρk
∫
Qν0
f
(
x
δk
,
1
ρk
∇wk
)
dx . (6.27)
According to (H4) and the positive 1-homogeneity of f
∞(y, ·), we have∫
Qν0
∣∣∣∣ρk f
(
x
δk
,
1
ρk
∇wk
)
− f∞
(
x
δk
,∇wk
)∣∣∣∣ dx ≤ Cρk
∫
Qν0
(1 + ρq−1k |∇wk|1−q) dx
≤ C
(
ρk + ρ
q
k‖∇wk‖1−qL1(Qν0 ;Rd×N)
)
, (6.28)
where we have used Ho¨lder’s inequality and 0 < q < 1. From (6.27) and the coercivity condition
(H2), it follows that {∇wk} is uniformly bounded in L1(Qν0 ;Rd×N ). Gathering (6.27) and (6.28)
yields
dµ
dHN−1 Su (x0) ≥ lim supk→+∞
∫
Qν0
f∞
(
x
δk
,∇wk
)
dx . (6.29)
Step 2. Now it remains to modify the value of wk on a neighborhood of ∂Qν0 in order to get
an admissible test function for the surface energy density. We argue as in [2, Lemma 5.2]. Using
the notations of Subsection 3.2, we consider γ ∈ G(s+0 , s−0 ), and set
ψk(x) := γ
(
x · ν0
δk
)
.
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Using a De Giorgi type slicing argument, we shall modify wk in order to get a function which
matches ψk on ∂Qν0 . To this end, define
rk := ‖wk − ψk‖1/2L1(Qν0 ;Rd) , Mk := k[1 + ‖wk‖W 1,1(Qν0 ;Rd) + ‖ψk‖W 1,1(Qν0 ;Rd)] , ℓk :=
rk
Mk
.
Since ψk and wk converge to u0 in L
1(Qν0 ;R
d), we have rk → 0, and one may assume that
0 < rk < 1. Set
Q
(i)
k := (1− rk + i ℓk)Qν0 for i = 0, . . . ,Mk .
For every i ∈ {1, . . . ,Mk}, consider a cut-off function ϕ(i)k ∈ C∞c (Q(i)k ; [0, 1]) satisfying ϕ(i)k = 1 on
Q
(i−1)
k and |∇ϕ(i)k | ≤ c/ℓk. Define
z
(i)
k := ϕ
(i)
k wk + (1− ϕ(i)k )ψk ∈W 1,1(Qν0 ;Rd) ,
so that z
(i)
k = wk in Q
(i−1)
k , and z
(i)
k = ψk in Qν0 \Q(i)k . Since z(i)k is smooth outside a finite union
of sets contained in some (N − 2)-dimensional submanifolds and z(i)k (x) ∈ co(M) for a.e. x ∈ Qν0 ,
one can apply Proposition 2.1 to obtain new functions zˆ
(i)
k ∈ W 1,1(Qν0 ;M) such that zˆ(i)k = z(i)k
on (Qν0 \Q(i)k ) ∪Q(i−1)k , and∫
Q
(i)
k
\Q
(i−1)
k
|∇zˆ(i)k | dx ≤ C⋆
∫
Q
(i)
k
\Q
(i−1)
k
|∇z(i)k | dx
≤ C⋆
∫
Q
(i)
k
\Q
(i−1)
k
(
|∇wk|+ |∇ψk|+ 1
ℓk
|wk − ψk|
)
dx .
In particular zˆ
(i)
k ∈ Bδk(s+0 , s−0 , ν0), and by the growth condition (3.12),∫
Qν0
f∞
(
x
δk
,∇zˆ(i)k
)
dx ≤
∫
Qν0
f∞
(
x
δk
,∇wk
)
dx+ C
∫
Qν0\Q
(i)
k
|∇ψk| dx+
+ C
∫
Q
(i)
k
\Q
(i−1)
k
(
|∇wk|+ |∇ψk|+ 1
ℓk
|wk − ψk|
)
dx .
Summing up over all i = 1, . . . ,Mk and dividing by Mk, we get that
1
Mk
Mk∑
i=1
∫
Qν0
f∞
(
x
δk
,∇zˆ(i)k
)
dx ≤
∫
Qν0
f∞
(
x
δk
,∇wk
)
dx+
+ C
∫
Qν0\Q
(0)
k
|∇ψk| dx+ C
k
+ C‖wk − ψk‖1/2L1(Qν0 ;Rd) .
Since ∫
Qν0\Q
(0)
k
|∇ψk| dx ≤ dM(s+0 , s−0 )HN−1((Qν0 \Q(0)k ) ∩ {x · ν0 = 0})→ 0
as k → +∞, there exists a sequence ηk → 0+ such that
1
Mk
Mk∑
i=1
∫
Qν0
f∞
(
x
δk
,∇zˆ(i)k
)
dx ≤
∫
Qν0
f∞
(
x
δk
,∇wk
)
dx + ηk .
Hence, for each k ∈ N we can find some index ik ∈ {1, . . . ,Mk} satisfying∫
Qν0
f∞
(
x
δk
,∇zˆ(ik)k
)
dx ≤
∫
Qν0
f∞
(
x
δk
,∇wk
)
dx+ ηk . (6.30)
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Gathering (6.29) and (6.30), we obtain that
dµ
dHN−1 Su (x0) ≥ lim supk→+∞
∫
Qν0
f∞
(
x
δk
,∇zˆ(ik)k
)
dx .
Since zˆ
(ik)
k ∈ Bδk(s+0 , s−0 , ν0), we infer from Proposition 3.2, Proposition 3.3 and (3.29) that
dµ
dHN−1 Su (x0) ≥ ϑhom(s
+
0 , s
−
0 , ν0) ,
which completes the proof.
6.1. Proof of Theorem 1.2
Proof of Theorem 1.2. In view of (H2) and the closure of the pointwise constraint under strong
L1-convergence, F(u) < +∞ implies u ∈ BV (Ω;M). In view of (5.1), Lemma 5.1, Corollary 5.1
and Lemma 6.1, the subsequence {Fεn} Γ-converges to Fhom in L1(Ω;Rd). Since the Γ-limit does
not depend on the particular choice of the subsequence, we get in light of [21, Proposition 8.3] that
the whole sequence Γ-converges.
7. Appendix
We present in this appendix a relaxation result already proved in [2] for M = Sd−1, and in [37]
for isotropic integrands. The proof can be obtained following the one of [2, Theorem 3.1] replacing
the standard projection on the sphere (used in Lemma 5.2, Proposition 6.2 and Lemma 6.4 of [2])
by the projection on M of [35] as in Proposition 2.1. Since we only make use of the upper bound
on the diffuse part, we will just enlight the differences in the main steps leading to it.
Assume thatM is a smooth, compact and connected submanifold of Rd without boundary, and
let f : Ω× Rd × Rd×N → [0,+∞) be a continous function satisfying:
(H ′1) f is tangentially quasiconvex, i.e., for all x ∈ Ω, all s ∈ M and all ξ ∈ [Ts(M)]N ,
f(x, s, ξ) ≤
∫
Q
f(x, s, ξ +∇ϕ(y)) dy for every ϕ ∈W 1,∞0 (Q;Ts(M)) ;
(H ′2) there exist α > 0 and β > 0 such that
α|ξ| ≤ f(x, s, ξ) ≤ β(1 + |ξ|) for every (x, s, ξ) ∈ Ω× Rd × Rd×N ;
(H ′3) for every compact set K ⊂ Ω, there exists a continuous function ω : [0,+∞) → [0,+∞)
satisfying ω(0) = 0 and
|f(x, s, ξ)− f(x′, s′, ξ)| ≤ ω(|x− x′|+ |s− s′|)(1 + |ξ|)
for every x, x′ ∈ Ω, s, s′ ∈ Rd and ξ ∈ Rd×N ;
(H ′4) there exist C > 0 and q ∈ (0, 1) such that
|f(x, s, ξ)− f∞(x, s, ξ)| ≤ C(1 + |ξ|1−q), for every (x, s, ξ) ∈ Ω× Rd × Rd×N ,
where f∞ : Ω× Rd × Rd×N → [0,+∞) is the recession function of f defined by
f∞(x, s, ξ) := lim sup
t→+∞
f(x, s, tξ)
t
.
Consider the functional F : L1(Ω;Rd)→ [0,+∞] given by
F (u) :=


∫
Ω
f(x, u,∇u) dx if u ∈ W 1,1(Ω;M),
+∞ otherwise,
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and its relaxation for the strong L1(Ω;Rd)-topology F : L1(Ω;Rd)→ [0,+∞] defined by
F (u) := inf
{un}
{
lim inf
n→+∞
F (un) : un → u in L1(Ω;Rd)
}
.
Then the following integral representation result holds:
Theorem 7.1. Let M be a smooth compact and connected submanifold of Rd without boundary,
and let f : RN × Rd×N → [0,+∞) be a continuous function satisfying (H ′1) to (H ′4). Then for
every u ∈ L1(Ω;Rd),
F (u) =


∫
Ω
f(x, u,∇u)dx+
∫
Ω∩Su
K(x, u+, u−, νu)dHN−1+
+
∫
Ω
f∞
(
x, u˜,
dDcu
d|Dcu|
)
d|Dcu|
if u ∈ BV (Ω;M) ,
+∞ otherwise ,
(7.1)
where for every (x, a, b, ν) ∈ Ω×M×M× SN−1,
K(x, a, b, ν) := inf
ϕ
{∫
Qν
f∞(x, ϕ(y),∇ϕ(y)) dy : ϕ ∈ W 1,1(Qν ;M), ϕ = a on {x · ν = 1/2},
ϕ = b on {x · ν = −1/2} and ϕ is 1-periodic in the ν2, . . . , νN directions
}
,
{ν, ν2, . . . , νN} forms any orthonormal basis of RN , and Qν stands for the open unit cube in RN
centered at the origin associated to this basis.
Sketch of the Proof. The proof of the lower bound “≥” in (7.1) can be obtained as in [9,
Lemma 5.2] and Lemma 6.1 using standard techniques to handle with the dependence on the
space variable. The lower bounds for the bulk and Cantor parts rely on the construction of a
suitable function f˜ : Ω× Rd × Rd×N → [0,+∞) replacing f as we already pursued in Section 3.1.
On the other hand, the jump part rests on the projection onM of [35] as in Proposition 2.1 instead
of the standard projection on the sphere used in [2, Proposition 5.2].
To obtain the upper bound, we localize as usual the functionals setting for every u ∈ L1(Ω;Rd)
and A ∈ A(Ω),
F (u,A) :=


∫
A
f(x, u,∇u) dx if u ∈W 1,1(A;M) ,
+∞ otherwise ,
F (u,A) := inf
{un}
{
lim inf
n→+∞
F (un, A) : un → u in L1(A;Rd)
}
.
Arguing as in the proof of Lemma 4.1, we obtain that for every u ∈ BV (Ω;M), the set function
F (u, ·) is the restriction to A(Ω) of a Radon measure absolutely continuous with respect to LN +
|Du|. Hence it uniquely extends into a Radon measure on Ω (see Remark 4.1), and it suffices to
prove that for any u ∈ BV (Ω;M),
F (u,Ω ∩ Su) ≤
∫
Ω∩Su
K(x, u+, u−, νu) dHN−1 , (7.2)
dF (u, ·)
dLN (x0) ≤ f(x0, u(x0),∇u(x0)) for L
N -a.e. x0 ∈ Ω , (7.3)
dF (u, ·)
d|Dcu| (x0) ≤ f
∞
(
x0, u˜(x0),
dDcu
d|Dcu| (x0)
)
for |Dcu|-a.e. x0 ∈ Ω , (7.4)
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Proof of (7.2). Concerning the jump part, one can proceed as in [2, Lemma 6.5]. A slight difference
lies in the third step of its proof where one needs to approximate in energy an arbitrary u ∈
BV (Ω;M) by a sequence {un} ⊂ BV (Ω;M) such that for each n, un assumes a finite number of
values. This can be performed as in the proof of Corollary 5.1 using the regularity properties of K
stated in [2, Lemma 4.1] for M = Sd−1.
Proof of (7.3). Let x0 ∈ Ω be a Lebesgue point for u and ∇u such that u(x0) ∈ M, ∇u(x0) ∈
[Tu(x0)(M)]N ,
lim
ρ→0+
−
∫
Q(x0,ρ)
|u(x)− u(x0)|(1 + |∇u(x)|) dx = 0 , lim
ρ→0+
|Dsu|(Q(x0, ρ))
ρN
= 0 ,
and
d|Du|
dLN (x0) and
dF (u, ·)
dLN (x0)
exist and are finite. Note that LN -a.e. x0 ∈ Ω satisfy these properties. We select a sequence ρk ց 0+
such that Q(x0, 2ρk) ⊂ Ω and |Du|(∂Q(x0, ρk)) = 0 for each k ∈ N. Next consider a sequence of
standard mollifiers {̺n}, and define un := ̺n ∗ u ∈ W 1,1(Q(x0, ρk);Rd) ∩ C∞(Q(x0, ρk);Rd). In
the sequel, we shall argue as in the proof of Proposition 2.1 and we refer to it for the notation.
Fix δ > 0 small enough such that π : Rd \X →M is smooth in the δ-neighborhood of M. Since
un takes its values in co(M), we can reproduce the proof of Proposition 2.1 to find akn ∈ Rd with
|akn| < δ/4 such that setting pkn := (πakn |M)−1 ◦ πakn , wkn := pkn ◦ un ∈ W 1,1(Q(x0, ρk);M) and∫
Akn
|∇wkn| dx ≤ C∗
∫
Akn
|∇un| dx , (7.5)
where Akn denotes the open set A
k
n :=
{
x ∈ Q(x0, ρk) : dist(un(x),M) > δ/2
}
. Furthermore,
since π is smooth in the δ-neighborhood of M and |akn| < δ/4, there exists a constant Cδ > 0
independent of n and k such that
|∇2pkn(s)|+ |∇pkn(s)| ≤ Cδ for every s ∈ Rd satisfying dist(s,M) ≤ δ/2 , (7.6)
and consequently,
|∇wkn| ≤ Cδ|∇un| LN -a.e. in Q(x0, ρk) \Akn . (7.7)
Since u(x) ∈ M for LN -a.e. x ∈ Ω, it follows that
LN (Akn) ≤
2
δ
∫
Q(x0,ρk)
dist(un,M) dx ≤ 2
δ
∫
Q(x0,ρk)
|un − u| dx −−−−−→
n→+∞
0 ,
and then (7.6) yields∫
Q(x0,ρk)
|wkn − u| dx =
∫
Akn
|wkn − u| dx+
∫
Q(x0,ρk)\Akn
|pkn(un)− pkn(u)| dx ≤
≤ diam(M)LN (Akn) + Cδ
∫
Q(x0,ρk)
|un − u| dx −−−−−→
n→+∞
0 .
Hence wkn → u in L1(Q(x0, ρk);Rd) as n→ +∞ so that we are allowed to take wkn as competitor,
i.e.,
F (u,Q(x0, ρk)) ≤ lim inf
n→+∞
∫
Q(x0,ρk)
f(x,wkn,∇wkn) dx .
At this stage we can argue exactly as in [2, Lemma 6.4] to prove that for any η > 0 there exists
λ = λ(η) > 0 such that
F (u,Q(x0, ρk)) ≤ lim inf
n→+∞
{∫
Q(x0,ρk)
f(x0, u(x0),∇un) dx+ C
∫
Q(x0,ρk)
|∇un −∇wkn| dx+
+ C(η + λρk)
∫
Q(x0,ρk)
(1 + |∇un|) dx+ Cλ
∫
Q(x0,ρk)
|wkn − u(x0)|(1 + |∇wkn|) dx
}
. (7.8)
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The first and third term in the right handside of (7.8) can be treated as in the proof of [27,
Theorem 2.16]. Concerning the remaining terms, we proceed as follows. Using (7.5), (7.6) and
(7.7), we get that∫
Q(x0,ρk)
|wkn − u(x0)||∇wkn| dx ≤ diam(M)
∫
Akn
|∇wkn| dx+
+
∫
Q(x0,ρk)\Akn
|pkn(un)− pkn(u(x0))||∇wkn| dx ≤ C
∫
Akn
|∇un| dx+
+ Cδ
∫
Q(x0,ρk)\Akn
|un − u(x0)||∇un| dx ≤ Cδ
∫
Q(x0,ρk)
|un − u(x0)||∇un| dx , (7.9)
where Cδ > 0 still denotes some constant depending on δ but independent of k and n. Arguing in
a similar way, we also derive∫
Q(x0,ρk)
|∇un −∇wkn| dx ≤ Cδ
∫
Q(x0,ρk)
|un − u(x0)||∇un| dx+
∫
Q(x0,ρk)\Akn
|Lkn∇un| dx , (7.10)
where Lkn := Id − ∇pkn(u(x0)) ∈ Lin(Rd×d,Rd×d). Gathering (7.8), (7.9) and (7.10) we finally
obtain that
F (u,Q(x0, ρk)) ≤ lim inf
n→+∞
{∫
Q(x0,ρk)
f(x0, u(x0),∇un) dx+ C
∫
Q(x0,ρk)\Akn
|Lkn∇un| dx+
+ C(η + λρk)
∫
Q(x0,ρk)
(1 + |∇un|) dx+ Cδλ
∫
Q(x0,ρk)
|un − u(x0)|(1 + |∇un|) dx
}
. (7.11)
Now we can follow the argument in [2, Lemma 6.4] to conclude that
dF (u, ·)
dLN (x0) ≤ f(x0, u(x0),∇u(x0)) ,
which completes the proof of (7.3).
Proof of (7.4). Once again the proof parallels the one in [2, Lemma 6.4]. We first proceed as in the
previous reasoning leading to (7.11). Then we can exactly follow the argument of [2, Lemma 6.4]
to obtain (7.4).
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