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I. INTRODUCTION 
In Kelley, Reed, and Root (1960), it was shown that if the log of the 
likelihood ratio for detecting a known signal in stationary Gaussian noise is 
Cr when the data is z(t), t ~ [--  T, T] and ¢ when the data is z(t), t ~ ( - -  0% oo), 
then Vat ¢T increases monotonically to Var (¢) as T---> oo. Recently, this 
result was extended to vector-valued stationary noise processes by Salehi 
(1968) and to nonstationary processes by Kailath (1966). In each case the 
purpose was to show that the probability of error for t ~ [--  T, T] converges 
to the probability of error for te ( - -oo ,  oo) as t--> oo. The purpose of 
this paper is to show that this last statement is true for any detection problem: 
Gaussian or non-Gaussian. However, the condition that l - -T,  T] increases 
to a limit interval is crucial. An example is given in which the observation 
interval decreases to a limit observation set but the detection errors fail to 
converge to the detection error for the limit set. 
Finally, a discussion is given of how the Kelley et al. result and variates of 
that result can be obtained from our more general result. 
I I .  MAIN RESULT 
Let S~,  t a S~,  be an arbitrary parameter space. Let T be a positive 
number and let {St} be a collection of subsets of S~ such that Nr increases 
monotonically to S~ as T---> oo. Consider the hypotheses 
H o : z(t) = Xo(t ) t e ST 
H 1 : z(t) ~- xl(t ) t e S T 
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where Xo(t ) and xi(t ) are random processes on the probability spaces (~2, ~,  P0) 
and (D, ~,  P1), respectively. A test of H o versus H 1 will involve a critical 
region E z . H i is decided when E r occurs and H 0 is decided when the 
complement of ET, ETc , occurs. If  H 0 and H 1 are assumed to occur with 
probabilities % and a i ,  respectively, the minimum average error test is 
the one which minimizes 
p~ = %Po(E,) + alP~(ET°). 
An a-level test is one for which Po(ET) ~ a. A best a-level test is one which 
minimizes PI(ET0. Our result will hold for both kinds of test. Also, we will 
usually be interested in the minimum error test. For these reasons, in the 
future PT will refer either to the probability of error of the best average 
error test or to Pi(ETO for the best a-level test. 
THEOREM 2.1. I f  S T increases monotonically to S then PT decreases 
monotonically to p~ . 
Proof. Let E~o C [2 be the critical region for the best test (either average 
error or a-level) for t ~ S ,  . Let ~0 be the field of subsets of [2 containing 
sets of the form {z(tl) ..... z(tn) cA} for some n-dimensional Borel set 
A E R n and points t 1,..., t~eSo.  Since ~ may be assumed to be the 
minimum a-field generated by ~o,  a set E ~ 9~ can be written as the limit 
of a monotonically increasing sequence of sets contained in ~0.  Therefore, 
for any c > 0 there exists an event ~ measurable on the sample space of a 
finite sequence {z(tl),... , z(tn) } such that ~oo C E:o and 
P~{E~(~ --~)} < 
for i = 0,1 (Doob 1953, p. 606). Notice that a test based on ~oo is still an 
a-level test. Since {ST} is a monotone sequence of sets, T'  can be chosen so 
large that {t¢} C Sz for T ~ T' where {ti} are the points used in the definition 
of ~oo • For the detection problem in which t e ST, T > T', we use the 
suboptimal test corresponding to the critical region/~o~ • Call the error/ST, 
clearly 
for T ~ T'. But for the average rror detector, the detection error using ~¢o is 
f)T = aoPo(J~®) + alPl(~oo c) 
< %Po(Eoo) + al(Pl(E~o ) -[- e) 
~<p~+~ 
12 l~mR~ 
and for the a-level detector 
Since e is arbitrarily chosen, the result is proven. 
Theorem 2.1 is the type of result one would expect yet it is not a immediate 
consequence of the definition of the problem. In fact, if S t -+ S~ in some 
way other than Sr  1' Soo, it may not be the case that Pr--+ Po~ • For example, 
if ST = ( - -T  -a, T -1) and So0 = {0}, the point zero, ST---> Soo as T--> oo 
but PT need not converge to p~.  Let xo(t ) = n(t) be Gaussian with one 
mean-square derivative and let xl(t ) = n(t) + sin cot. At t = 0 the signal is 
zero corresponding to a signal to noise ratio of zero andp~ = 1/2. I f  however, 
the detection problem is on St ,  z(t) may be differentiated. Now the signal 
to noise ratio at t = 0 is finite and l impr  < 1/2. 
The result of Kelley, Reed, and Root concerned a-level tests and may be 
obtained from Theorem 2.1 by the following argument. Let xo(t ) = n(t) 
be a zero-mean, stationary Gaussian process with spectral density f(A). 
Let x~(t)= n(t)+ s(t) where s(t) is a known signal. Let R(t, s) be the 
covariance function of n(t) and {1~-(T)} and {q~i(t; T)} its eigenvalues and 
eigenfunctions for t~[- -T ,  T], respectively. Finally let {Si(T)} be the 
Fourier coefficients of s(t) w.r.t. {~i(t)} and let sOt ) be the Fourier transform 
of s(t), t ~ (--o% oo). The best test compares the likelihood ratio l T to some 
positive threshold k. For our purposes we may let k = 1. Then 
Pr  = (2Ir) -1/2 f e - l /~ dx 
~ao 
where 
Vr  2 = Z Si~/~i • 
t 
A similar equation holds[for Po~ except hat 
v~, = ( I s(~)l ~ da 
3 f(1) 
when p ,  > 0 and infinity when Poo = 0. Therefore, when PT $ Po~, VT ~ V~o 
which is the Kelley, Reed, and Root result. 
It is interesting that if instead of using the eigenfunctions {6i(t)} we used 
any other complete, nonorthogonal basis {Wi(t)} such that ni = f n(t) Wi(t) dt 
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and Enin ~ ~ ai23i~, then one can show by an argument similar to that above 
that 
Z S~l<~,  f I s(Z)l ~ dZ 
, - -~  3 f(A) 
monotonically. Thus an essentially functional analytic result is obtained 
by way of probabilistic arguments. The essential conclusion in the case of 
known signal in Gaussian oise is that the variance of the log of the likelihood 
ratio for t ~ ST converges to that for t ~ 8~.  These variances may be expressed 
in many different ways. 
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