Observed phenotype often fails to correspond with genotype. Although it is well established that uncontrolled genetic modifier effects and environmental variability can affect phenotype, stochastic variation in gene expression can also contribute to phenotypic differences. Here we examine recent work that has provided insights into how fundamental physical properties of living cells, and the probabilistic nature of the chemical reactions that underlie gene expression, introduce noise. We focus on instances in which a stochastic decision initiates an event in the development of a multicellular organism and how that decision can be subsequently fixed. We present an example indicating that a similar interplay between an initial stochastic decision and subsequent fixation may underlie the regulation of reproduction in social insects. We argue, therefore, that stochasticity affects biological processes from the single-gene scale through to the complex organization of an ant colony, and represents a largely neglected component of phenotypic variation and evolution.
Understanding the nature of phenotypic variation is central to developmental and evolutionary studies. Yet, we know relatively little about molecular and developmental causes underlying variation in the phenotype. The field of quantitative genetics has provided developmental and evolutionary biologists with a useful framework to classify the different origins of phenotypic variation and how they relate to each other. Phenotypic variation ͑V P ͒ has been defined (Falconer, 1981) as the sum of the squared deviations from the mean of a population and is partitioned into two basic variance components: genetic ͑V G ͒ and environmental ͑V E ͒. Thus, V P = V G + V E . V G is the variance of all "genotypic values" and can be broken down further into three components: additive ͑V A ͒, dominance ͑V D ͒, and interaction ͑V I ͒ variance. V A represents the "breeding value" and is the main determinant of resemblance between relatives. In contrast, V D and V I represent nonadditive sources of ge-netic variance and are a consequence of the dominance of particular alleles at a locus ͑V D ͒, or variance that results when two or more loci interact epistatically with each other ͑V I ͒.
Traditionally, quantitative genetic studies emphasize V A as the most important component for understanding the evolution of traits (Lande, 1975; Falconer, 1981; Roff, 2007) . Because V A determines heritability or resemblance between relatives, it is also thought to be sufficient to determine the response of a population to natural selection from one generation to the next. Another component of phenotypic variance, V E , is all variance that is attributed to an environmental nongenetic origin. Nonadditive sources of genetic variance (V D and V I ), as well as the different components (nutrition, climate, and maternal effects) of environmental variance ͑V E ͒, are much harder to estimate and have generally received less attention in evolutionary studies (Roff, 2007) .
Evolutionary biologists who focus on mechanisms of development of multicellular organisms, however, have argued that nonadditive and nongenetic sources of variation can be important determinants of phenotypic variation and evolution (Wilkins, 2002; West-Eberhard, 2003; Gilbert and Epel, 2009) , and that not all variation can be attributed to genetics and the environment (Leamy and Klingenberg, 2005 ). An early elaboration of this concept (Falconer, 1981) includes developmental sources of variation under a category, called "intangible" variation, which cannot be experimentally controlled and whose origin was unknown. An important component of intangible variation is caused by the stochastic variation in levels of particular macromolecules, which influences the kinetics of how they interact with one another (Kaern et al., 2005) . Inherent stochastic variation in gene expression, sometimes termed molecular noise, was first implicated in biological processes over 50 years ago (Novick and Weiner, 1957) . In recent years it has become apparent from work in several systems that regulatory pathways often include bistable loops that take advantage of molecular noise (Blake et al., 2003; Raser and O'Shea, 2005) . Stochastic variation does not arise as a consequence of genetic variance ͑V G ͒ or environmental variance ͑V E ͒, but is inherent and demonstrable even within a single cell (Spudich and Koshland, 1976; Elowitz et al., 2002) . Because stochastic variation is an inherent property of molecular interactions between genes and is not of genetic or environmental origin, we propose that it represents formally a new component of phenotypic variance that we call, V S . Thus, the simplest form of the equation that partitions phenotypic variation would now be
In this article, we will try to define the nature of V S by presenting different examples of stochastic variation and to discuss how V S impacts development and evolution. Our examples will span different levels of the biological hierarchy, from single cells to colonies of social insects, to highlight how stochastic variation is likely to have been exploited in the evolution of stable phenotypic switches.
SOURCES OF STOCHASTIC VARIATION
There are many ways stochastic molecular mechanisms can give rise to biological variation. Stochastic variation itself can arise because of the very small number of macromolecules involved in certain biological processes, such that both the randomness of molecular encounters and the fluctuations in the transitions between the conformational states of a macromolecule, become important (Magnasco, 2007) . Transcription, translation, chromatin structure, and associations of regulatory factors with their response elements are all subject to this randomness because their chemical events rely on stochastic collisions between molecules. Noise in biological systems has been mathematically mod-eled (Kepler and Elston, 2001; Kaern et al., 2005; Krishna et al., 2005) , and the underlying theory has been reviewed (Paulsson, 2004; Kaern et al., 2005) .
Experimental methods for studying stochastic variation have been most powerful in the investigation of transcription and translation. An important step has been the transformative use of quantitative fluorescence microscopy of single cells to monitor expression of a green fluorescent protein (GFP)-tagged protein, as the use of techniques that employ populations of cells to extract RNA or protein levels mask cell-to-cell variations (Skotheim et al., 2008) . Similar fluorescence microscopy methods have recently been extended to mRNAs, enabling accurate counts of the number of molecules of a particular mRNA species (Raj et al., 2008) . The concentration of a particular protein in a population of genetically identical cells differs from cell to cell due to stochastic processes (reviewed in McAdams and Arkin, 1999; Kaern et al., 2005; Samoilov et al., 2006; Kaufmann and van Oudenaarden, 2007) and usually has a coefficient of variation (standard deviation divided by the mean) in the range 0.1-1.0 Ozbudak et al., 2002; Blake et al., 2003; Raser and O'Shea, 2004) . That is, cellto-cell variations are on the order of tens of percents of the mean. Such a magnitude of variation can clearly influence phenotypic output.
The cell-to-cell distribution of protein numbers has been shown to be multiplicative (Krishna et al., 2005) , indicating processes with several multiplicative stochastic steps that propagate in a cascade of catalytic processes. For example, transcription and translation contribute multiplicatively to the amount of a protein ultimately expressed from a given gene. Variability in gene expression can be affected by several factors. Rapidly degraded proteins have narrower temporal distributions than do stable proteins (Krishna et al., 2005) . Noise can be amplified by regulatory cascades, such as kinase pathways, as each step in the cascade receives variability from its upstream regulator (Chang and Karin, 2001) . Because each step in the pathway usually amplifies noise in the previous steps (Alon, 2006) , the position of the noisiest step in a pathway can affect the overall noise dramatically (McAdams and Arkin, 1997; Raser and O'Shea, 2004) . For example, a mechanism by which a very small number of mRNA molecules are made and translated to a large number of proteins, on average, will have much larger fluctuations in protein production than a mechanism by which many mRNAs are made, and each is translated rarely (Thattai and van Oudenaarden, 2001) . In addition to extrinsic noise, there are also gene-specific intrinsic stochastic variations in expression. Protein fluctuations depend on a burst of protein expression from low copy-number mRNAs, as was predicted theoretically (McAdams and Arkin, 1997) and has been demonstrated experimentally using single-cell fluorescence at varying rates of transcription and translation (Ozbudak et al., 2002) .
Subsequent studies have extended this work to the proteome scale in single yeast cells (Newman et al., 2006) and to cultured human cells (Sigal et al., 2006) . The overall conclusions from these and earlier studies Swain et al., 2002; Raser and O'Shea 2004; Colman-Lerner et al., 2005; Pedraza and van Oudenaarden, 2005; Rosenfeld et al., 2005) are that both extrinsic and intrinsic factors contribute to noise in gene expression and that cell-to-cell variability in expression of a particular protein is proportional to expression level (Bar-Even et al., 2006) , typically in the range of 15-30% (Sigal et al., 2006; Rausenberger and Kollmann, 2008) , but proteins in some functional pathways are expressed with more or less noise than is the norm (Bar-Even et al., 2006; Newman et al., 2006) . For example, stress-related genes exhibit high degrees of noise in their expression, while genes involved in the proteosome pathway or in protein synthesis show much less variability in expression level. These findings imply that mechanisms exist to buffer noise in protein expression and that different optimal levels of tuning have evolved for different genetic pathways.
While it may be advantageous to retain the distribution of outcomes arising from stochastic variation to maximize potential phenotypic variability, variability in gene expression is kept in check and shaped into predictable outcomes by regulatory circuits. Such circuits contain thresholds and nonlinearities; for example, protein levels can be made to fluctuate less by means of negative feedback loops or autorepression. Alternatively, positive autoregulation can increase cellto-cell variability, providing a means for increasing the phenotypic variability in a population of cells. Strong positive feedback can even lead to bistability, which often leads to a bimodal distribution with two cell populations having high and low expression (Novick and Weiner, 1957; Elowitz et al., 2002) , or high and low kinase activity in a regulatory cascade. These nonlinearities confer limitations for biological systems and delimit the effects of noise.
STOCHASTIC PROCESSES IN DEVELOPMENT OF MULTICELLULAR ORGANISMS: FIXATION OF A RANDOM DECISION BY SUBSEQUENT LATERAL INHIBITION
Quantitative studies of stochastic noise in gene expression have thus far been mostly limited to single-cell systems, yet it is clear that stochasticity influences development of multicellular organisms, sometimes driving specific cell fate decisions. Often, a random decision initiates a developmental process, which is then reinforced and made permanent through lateral inhibition mechanisms (Losick and Desplan, 2008) . There are several well-documented examples of this. For instance, in the early Drosophila embryo, all cells in proneural clusters initially have the capability of differentiating into neuroblasts. However, once one cell in the cluster differentiates into a neuroblast, all other cells in the cluster must become epidermal cells or else lethality ensues. It is believed that the initial decision to differentiate into a neuroblast is stochastic: one cell in the cluster randomly expresses more Delta protein than the others. Delta is a membrane-bound ligand that activates a cell surface receptor, Notch, in adjacent cells that activates a positive feedback loop whereby the Notch expression is increased in those cells, which in turn increases their sensitivity to Delta (Heitzler and Simpson, 1991) . The signaling cell, meanwhile, represses the Notch expression and becomes a neuroblast, while the others adopt the epidermal fate. Importantly, ablation of the presumptive neuroblast abolishes the lateral inhibition and disrupts the bistable loop, in turn, allowing another random cell to activate the Delta expression, to re-initiate the process, and to differentiate into a neuroblast. A similar Notch-dependent mechanism to canalize an initially stochastic decision has been documented for the decision of either of two uncommitted precursor cells to choose between the anchor cell or ventral uterine precursor cell fates in C. elegans (Kimble, 1981; Greenwald et al., 1983; Seydoux and Greenwald, 1989) , although this process may not be entirely stochastic but biased by the birth order of the cells, with the first born more likely to become the ventral uterine precursor (Karp and Greenwald, 2003) . Stochastic activation coupled with negative feedback regulation also establishes the expression of one and only one olfactory receptor in each sensory neuron in the mouse (Serizawa et al., 2003; Lomvardas et al., 2006) .
In some instances, the contribution of stochasticity to developmental decisions is masked among multiple pathways. In Drosophila, the compound eye is composed of 750-800 simple eyes called ommatidia, each consisting of eight photoreceptor cells (numbered R1-R8) and 14 accessory cells (Wolff and Ready, 1993) . Precursors to R1, R6, or R7 that express Notch assume the R7 fate; lacking Notch, they become R1 or R6 (Cooper and Bray, 2000; Tomlinson and Struhl, 2001) . Notch is believed to promote R7 fate by repressing Seven-up ͑svp͒, a nuclear hormone receptor (Cooper and Bray, 2000; Tomlinson and Struhl, 2001) . Surprisingly, however, svp mutant R1/R6 precursors are not simply transformed into R7 precursors but, in fact, make a random choice between R7 and R8 fates with approximately equal likelihood (Miller et al., 2008) . In larval development these cells express both R7-and R8-specific markers, but by the pupal stage nearly all svp mutant photoreceptor cells express either R7 or R8 markers but not both. The role of Notch then extends beyond repression of svp; it must also prevent cells from assuming the R8 fate or actively promote the R7 fate. The former possibility appears more likely as Notch represses R8 fate by lateral inhibition during the initial specification of R8 neurons (Ligoxygakis et al., 1998; Jafar-Nejad et al., 2003) .
Stochasticity also underlies more complex developmental decisions underlying the patterning of the compound eye P E R S P E C T I V E of Drosophila. Usually, only one rhodopsin gene is expressed in a given photoreceptor cell (Mazzoni et al., 2008) . Photoreceptors R1-R6 all express the same rhodopsin, Rh1, which is sensitive to a broad wavelength spectrum of light (Chou et al., 1996) . However, ommatidia differ in which rhodopsins are expressed in R7 and R8; in approximately 30% of ommatidia called pale ommatidia, Rh3 rhodopsin, which is sensitive to ultraviolet light, is expressed in R7, and Rh5 rhodopsin, which is sensitive to blue light, is expressed in R8 (Chou et al., 1996; Papatsenko et al., 1997) . In the remaining 70% of ommatidia called yellow ommatidia, Rh4, a different ultraviolet-sensitive rhodopsin, is expressed in R7 while a green-sensitive rhodopsin (Rh6) is expressed in R8 (Huber et al., 1997; Chou et al., 1999) . The distribution of pale and yellow ommatidia within the compound eye is random, and results from stochastic expression of a transcription factor, Spineless, in uncommitted photoreceptor cells (Wernet et al., 2006) . The spineless expression is both necessary and sufficient to produce the yellow subtype, and those cells that never activate the gene adopt the pale subtype.
FIXATION OF STOCHASTIC DECISIONS THROUGH SUBSEQUENT INHIBITION AND FEEDBACK MECHANISMS IN COLONIES OF SOCIAL INSECTS
The mechanisms that have evolved to exploit stochastic variation at the level of single cells or whole tissues during development may also operate at much higher levels of biological organization in colonial organisms such as the social insects (ants, bees, and wasps). Table I illustrates how stochastic variability might be exploited at different levels of biological organization. Over the last 30 years, there has been a resurgence of the "superorganism concept," the idea that the social insect colony as a whole is analogous to a single unitary organism (Wheeler, 1911; Wilson and Sober, 1989; Reeve and Hölldobler, 2007; Yang, 2007; Hölldobler and Wilson, 2009) . A social insect colony is typically composed of a queen and a small or large number of workers (Hölldobler and Wilson, 1990) . The queen is analogous to the germ line of a single organism as it performs most of the reproduction, while the workers are analogous to the soma as their reproduction is either suppressed, or they are sterile, and they perform most of the tasks of the colony such as foraging and brood rearing (Hölldobler and Wilson, 2009 ). 
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Ants are a remarkably successful group of social insects in terms of their ecological dominance, global biomass, and evolution (Hölldobler and Wilson, 1990) . A key to their success lies in the diversity of colony-level mechanisms that ants have evolved to regulate the reproductive division of labor between queens and workers (Hölldobler and Wilson, 2009 ). In the eusocially ancestral ant, Harpagnathos saltator, queens and workers are morphologically similar, the colony size is small (mean= 40-50 individuals), and the level of conflict over who reproduces is high . Interestingly, it appears that Harpagnathos has evolved social mechanisms that exploit stochastic variation to regulate colony reproduction in a manner that is analogous to the mechanism by which cell fate is determined in Drosophila proneural clusters-an initially stochastic decision is reinforced and made permanent through lateral inhibition and feedback mechanisms.
The work by Liebig and his colleagues has shown that reproductive dominance hierarchies in Harpagnathos are established through antagonistic interactions among nestmates (Hölldobler and Wilson, 2009) . Although both queens and workers can reproduce, workers do not have the same reproductive capacity as the queen. Thus, while the queen is alive and fecund, most of the workers in the colony are reproductively quiescent  Fig. 1(A) ]. When the queen's fecundity starts to decrease or when she dies, however, a small group of workers called "gamergates" become established as the top-ranking, reproductively dominant, individuals in the colony . Because gamergates do not have the same reproductive capacity as the queen, several gamergate individuals are required to replace her. The exact number of individuals that replace the queen, however, is highly variable. Several experimental attempts have been made to try and uncover the deterministic rules that govern which individuals in the colony will become established as gamergates, but all attempts have thus far failed to reveal any rules (J Liebig, personal communication 2009) . Although requiring empirical confirmation, the process that governs exactly which workers in the colony will emerge to become gamergates appears to be stochastic (J Liebig, personal communication 2009) . Once new gamergates are stochastically determined, they establish and maintain their reproductive dominance by inhibiting any reproduction of lower-ranking individuals through three types of antagonistic interactions (Hölldobler and Wilson, 2009 ), as illustrated [ Fig. 1(B) ].
The first and most common type of antagonistic interaction is called aggressive domination. This is an attack behavior, where top-ranked gamergates attack lower-ranking infertile workers and inhibit them from reproducing by standing over them, grasping them, and then vigorously shaking them up and down. Aggressive domination is a linear or lateral inhibition mechanism that maintains the reproductive dominance of reproductive gamergates by inhibiting low-ranking workers who attempt to reproduce. The second type of antagonistic interaction is called jump and hold, where lowranking infertile workers leap forward about 1-2 cm, and then hold with their jaws other workers that attempt to reproduce (Liebig et al., 1999) . Jump and hold is a negative feedback mechanism where low-ranking workers inhibit each other from reproducing. Finally, the third type of antagonistic interaction is called antennal whipping and dueling, which begins with one gamergate lashing and whipping another gamergate with its antennae, followed by reciprocal lashes and whipping by the recipient. This interaction often ends with no further consequences and the individuals walk away. If, however, this interaction occurs between a gamergate and a lower-ranking worker, then the gamergate launches an aggressive domination attack on the lowerranking worker. Thus, antennal whipping and dueling com- Once gamergates are established, they are fixed by lateral inhibition through aggressive domination ͑ii͒, negative feedback through jump and hold policing behavior ͑iii͒, and positive feedback through antennal whipping and dueling ͑iv͒. prise a positive feedback mechanism to assess social equality and positively reinforce reproductive domination among gamergates. A summary of these three types of interactions and their role in regulating the reproductive dominance hierarchies in Harpagnathos reveals that ant colonies may regulate their societies through an initially stochastic decision that is reinforced through lateral inhibition, as well as positive and negative feedback mechanisms. This is analogous to how stochastic variation has been exploited at lower levels of biological organization.
Furthermore, the potential stochasticity underlying the establishment of new gamergates may itself be driven by underlying stochasticity in gene expression. In Harpagnathos saltator, the fertility or reproductive status of queens and workers is reflected by their cuticular hydrocarbon (CHC) profiles . CHC profiles act as fertility signals that allow all individuals in the colony to clearly discriminate those individuals that are reproductive (queens and gamergates) from those that are not (low-ranking workers; Dietemann et al., 2003) . CHC profiles can also change dynamically depending on the current reproductive status of the individual, such that when a nonreproductive worker attempts to become a gamergate, there is a small time lag between the change in fertility and the change in CHC profile of this individual . These dynamically changing CHC profiles are the consequence of the differential activity of particular enzymes (Schal et al., 1998) . Therefore, it may be that the stochastic expression of these enzymes coupled with the short time lag between changes in fertility and changes in CHC profiles underlies the stochastic establishment of gamergates after the queen dies. Stochastic establishment of gamergates may be favored by natural selection because it is a flexible mechanism that can ensure, especially in small colonies, the emergence of reproductive individuals upon the demise of the queen. When the queen or other gamergates die, the colony must maximize its potential for replacing these reproductively dominant individuals, which may otherwise be limited by deterministic rules.
CONCLUDING THOUGHTS
The existence of diffusible morphogens that specify pattern in a one-cell embryo based on concentration gradients, and the concept that genes are expressed in bursts because the nature of the underlying molecular interactions is stochastic, were proposed on theoretical grounds before supporting empirical data were available (Spemann, 1912; Child, 1941; Crick, 1970; McAdams and Arkin, 1997) . Mechanisms by which stochastic variation impacts on phenotype are conserved from populations of single-celled organisms to developing multicellular organisms. We propose that similar mechanisms will operate at yet more complex levels of biological organization (Table I) , including not only colonies of social insects but perhaps even whole ecosystems. Interdis-ciplinary efforts that coordinate theorists and biologists working in many different specialties will be essential to provide experimental tests of this idea.
