An unsupervised iterative approach for extracting a new lexicon (or unknown words) from a Chinese text corpus is proposed in this paper. Instead of using a non-iterative segmentation-mergingfiltering-and-disambiguation approach, the proposed method iteratively integrates the contextual constraints (among word candidates) and a joint character association metric to progressively improve the segmentation results of the input corpus (and thus the new word list.) An augmented dictionary, which includes potential unknown words (in addition to known words), is used to segment the input corpus, unlike traditional approaches which use only known words for segmentation. In the segmentation process, the augmented dictionary is used to impose contextual constraints over known words and potential unknown words within input sentences; an unsupervised Viterbi Training process is then applied to ensure that the selected potential unknown words (and known words) maximize the likelihood of the input corpus. On the other hand, the joint character association metric (which reflects the global character association characteristics across the corpus) is derived by integrating several commonly used word association metrics, such as mutual information and entropy, with a joint Gaussian mixture density function; such integration allows the filter to use multiple features simultaneously to evaluate character association, unlike traditional filters which apply multiple features independently. The proposed method then allows the contextual constraints and the joint character association metric to enhance each other; this is achieved by iteratively applying the joint association metric to truncate unlikely unknown words in the augmented dictionary and using the segmentation result to improve the estimation of the joint association metric. The refined augmented dictionary and improved estimation are then used in the next iteration to acquire better segmentation and carry out more reliable filtering.
Introduction
A large-scale electronic dictionary is the fundamental component of many natural language processing applications, such as spell checking and machine translation. However, new words (or unknown words, as defined in [Wang 95 ], including new compound words) are appearing continuously in various domains, especially with the rapid growth of the Internet community. Quickly acquiring new words that are not registered in an existing dictionary is, thus, very important.
For instance, a machine translation system for translating computer manuals may need to update its lexicon frequently to keep up with the constantly changing computer technologies because the translation of many newly generated compound words is not compositional in terms of known words inexisting dictionaries.
Furthermore, from our experience in running the BehaviorTran machine translation system [Chen 91 ], the number of new lexical entries may exceed several thousands, especially for large translation projects. Under such circumstances, manually scanning a corpus to extract all the new words will be costly and time-consuming. In addition, it is difficult for lexicographers to judge objectively which new words should be included into a lexicon if certain quantitative indices are not provided. Therefore, an automatic method for new lexicon acquisition is important for adapting a dictionary promptly to our quick changing world, with little cost and high coverage in different domains.
The above requirements apply to both the English and Chinese languages. However, new Chinese word extraction is more difficult since there are no natural delimiters, like spaces, between Chinese words. Hence, an unsupervised approach capable of segmenting a large text corpus to extract new words is desirable in compiling a large Chinese dictionary.
A few closely related works [Chiang 92, Lin 93a, Lin 93b, Smadja 93, Wu 93, Su 94, Fung 94, Tung 94, Chang 95, Wang 95, Smadja 96] have been introduced for finding English or Chinese new words in a large corpus. The works in [Chiang 92, Lin 93a, Lin 93b, Fung 94, Tung 94, Chang 95, Wang 95] , in particular, are related to Chinese unknown word identification. In this paper, we will also focus on how to extract Chinese unknown words from a text corpus. Some of the above works on Chinese unknown word extraction ( [Chiang 92, Lin 93a, 93b, Tung 94] ) require a pre-annotated corpus for supervised training. For instance, [Tung 94 ] used a segmented corpus with part-of-speech tags to train parameter values. Since the human cost is high in preparing such a training corpus, we will focus on the unsupervised method for new word extraction.
Although they are not exactly the same, many previous works, such as [Tung 94, Wang 95] , can be roughly characterized by the following segmentation-merging-filtering-and-disambiguation steps:
(1) The Chinese text corpus is segmented into possible word segments by looking up an existing dictionary (hereafter, the system dictionary) and using a word segmentation model to select the best segmentation pattern. (2) Potential unknown word candidates are then formed by merging adjacent segments (i.e., known words or single characters) in the segmented corpus (since many unknown words, which are not in the system dictionary, will be segmented into known words and single characters after segmentation.) (3) Afterward, a set of association metrics or testing statistics, such as mutual information [Church 90 ], entropy [Tung 94 ], or an association strength measure [Smadja 93, Wang 95] , are used by a filter to filter out candidates which have low associations. (4) Finally, an optional step is used to resolve ambiguity between overlapping candidates which are identified as new words at the same time [Tung 94 ]. For instance, ' ' will produce the overlapping candidates: ' ' and ' ', which need be resolved to identify which one is a stronger competitor. In [Tung 94 ], the entropy information, which was also used by the filter, was used in a different way to determine which overlapping candidate is the stronger one. Furthermore, the above 4 steps are usually executed only once without iteratively looping back.
Problems with Segmentation-Merging Using Known Words Only
The above-mentioned non-iterative segmentation-merging-filtering-disambiguation approaches can be easily implemented to acquire new word candidates for human post-editing; by adjusting some thresholds via trial-and-error, the precision or recall can also be adjusted to fit the lexicographer's needs. However, they may not be easy to tune to improve both the recall and precision rates at the same time.
(See the next section on why a filtering approach normally cannot improve precision and recall simultaneously.) Also, in general, they have a few other problems which must be resolved.
First of all, some of the unknown words cannot be recovered by using the 'merge' operation. In fact, it was shown in [Chiang 92, Lin 93a, Lin 93b ] that, when there are unknown words in a text corpus, bad segments are generated due not only to over-segmenting of unknown words into shorter segments, but also to incorrect merging of known words and/or single characters into longer segments [Lin 93b ].
For instance, ' ' may be segmented incorrectly into ' ', in which '
' is an over-merged string if ' ' is an unknown word and ' ' is already registered in the system dictionary. Although it is possible for the 'merge' operation to recover unknown words which suffer from over-segmentation errors for further justification, the unknown words (such as ' ' in the last example) which suffer from the over-merging error cannot be recovered by simply using the 'merge' operation.
Second, the filter cannot take advantage of contextual constraints on unknown words to produce better segmentation (and unknown word candidates) because suspected unknown words do not participate in the segmentation process. Under such circumstances, a large number of unknown word candidates (including many spurious word candidates) will be generated by the merge operation and then submitted to the filter. Many such spurious words, however, cannot be rejected by the filter since it is the contextual constraints, not the association features used by the filter, that reject such spurious words. With our corpus, for instance, such randomly merged unknown word candidates amount to more than 2 million strings (of 2-4 characters). The segmentation-and-merging process (using only known words for segmentation) may thus result in low system precision.
For example, the segmentation pattern '( ) ' ('gain the approval of the Provincial City Development Committee') is identified by our lexicographer as the preferred segmentation. It will be segmented correctly if the (abbreviational) unknown word ' ' is included in the system dictionary and, thus, participates in the segmentation process. In this case, no spurious word candidates will be submitted to the filter. On the other hand, if we only use known words for segmentation, the above string will be segmented into '( ) '. Also, by merging the short segments, we will have the spurious word candidates ' ' ('capital of the Province'), '
' ('committee members of the Provincial City Development Committee'), ' ' ('committee members of the City Development Committee'), ' ' ('the committee members of the City Development Committee call a meeting to...'), ' ', ' ', and ' ' ('... will approve'); many such spurious word candidates will be accepted by the filter as legal words (since they might be highly associated). However, they should actually not be extracted in the current context if we agree that ' ' and ' ' are the only and the most preferred lexical entries in the above phrase.
The segmentation-and-merging scheme will thus degrade the precision performance of the system due to the introduction of a large number of spurious words. Such spurious words, however, will not be generated if highly likely potential unknown word candidates, such as ' ', are added to the system dictionary and participate in the segmentation process. In this case, only those unknown word candidates that are preferred by the segmentation process will survive and be submitted to the filter for further justification.
Third, a separated ambiguity resolution step might be required, due to the merging step, to remove overlapping ambiguities, such as the previous ' ' and ' ' example. Normally, the disambiguation step only compares adjacent candidates in a local context to decide which candidate will survive without using contextual constraints over the whole sentence to see whether the resultant segmentation is the desired segmentation pattern. In other words, such a disambiguation process does not choose candidates to maximize the overall likelihood of the corpus. Therefore, this extra disambiguation process may incorrectly disambiguate some overlapping ambiguities which need be resolved using the contextual information and, thus, may degrade the system performance.
For instance, ' ' may be segmented into '
' due to the lack of the unregistered new word ' ' ('county police office'). After merging the segments, the two overlapping candidates ' ' and ' ' may both be qualified by the filter as words, but the ambiguity resolution step may reject ' ' as a new word since it is a weaker competitor than ' ' in the corpus. However, although ' ' might be a weaker competitor than ' ', it is very unlikely that ' ' is a good segmentation pattern because the single character ' ' is rarely used as a word by itself. In other words, if we know that the joint likelihood for ' ' and ' ' (in terms of the product of the their individual probabilities P(
is much smaller than the joint likelihood of ' ' and ' ' (with likelihood P( ( ) ) ⋅ P( ( ) ) ), we should not discard the new word ' ' even though it is a weaker competitor than its neighbor.
This means that such a (merging-)filtering-and-disambiguation process may prefer strong competitors regardless of the context. If, on the other hand, the potential unknown word candidates ' ' and ' ' are both included in the system dictionary, then the additional disambiguation process will be unnecessary. The above problem can then be avoided.
In summary, the above problems can be overcome if an augmented dictionary, which contains potential unknown words (in addition to known words), can be used during the segmentation process to achieve a better segmentation. Under such circumstances, the improved segmentation result will contain highly likely unknown word candidates. Accordingly, the precision of the filter will benefit from the better segmentation generated by using such an enlarged dictionary. For this purpose, an augmented dictionary, which includes both potential unknown words in the input corpus and known words in the system dictionary, will be used in our system in the segmentation process; and the probabilities associated with such potential unknown words will be jointly trained with other known words to globally maximizes the likelihood of the input text. Thus, the separated merging and disambiguation processes in conventional approaches will no more be necessary.
Problems with the Non-Iterative Scheme
Although including potential unknown words in the segmentation process resolves the above mentioned problems of the segmentatiom-merging-filtering-disambiguation scheme, segmentation and filtering are still two independent steps; thus, they cannot enhance one-another's performance simply by being cascaded.
To address this issue, we must first note that the performance of the segmentation module greatly depends on whether the augmented dictionary is close to the ideal dictionary (which contains all and only those words in the input corpus.) On the other hand, the performance of the filter depends greatly on whether its model is close to the true (lexicographer's) model and whether the model parameters are reliably estimated. We can, therefore, improve system performance by improving the augmented dictionary and/or improving the parameters of the classifier.
Initially, it is obviously impossible to construct an augmented dictionary that contains all and only those words in the input corpus. Therefore, it is not surprising that some of the unknown word candidates identified by the segmentation module will still be spurious although many of them might already be correct unknown words. In addition, it is impossible, initially, to estimate the model parameters of the filter reliably since the filter usually makes judgements based on its statistical model about words and non-word n-grams, but we are not sure which n-grams are words and which are not, except for the words in the system dictionary.
However, we can use the filter to remove spurious words from the augmented dictionary and thus prevent them from appearing in the best segmentation pattern. This is possible since such spurious unknown word candidates, which are qualified by the word segmentation process simply because they co-occur frequently, may be rejected by the filter since they may not be strongly associated according to the criteria of the filter. (For instance, as given in Section 4.2, the filter may use a normalized co-occurrence frequency, instead of the co-occurrence frequency alone, to evaluate the strength of association). On the other hand, we can also use a well-segmented corpus to help in estimating the parameters of the statistical model better (for instance, by moving those highly likely unknown words from the non-word class to the word class so that our statistical knowledge about the distributions of the word/non-word classes is better justified). Therefore, to improve the system performance further, we can form a feedback path to refine the augmented dictionary using the association features of the filter and refine the model parameters of the filter based on the segmentation results. This process can then be applied iteratively to enhance the individual performance of the two modules and, thus, the preformance of the whole system.
For example, the phrase '( ) ' ('(send ... to) the Taichung Youth-Court for investigation') will be segmented as '( ) ' ('send the young boy who lives in Taichung to the court for investigation') initially due to the high frequency of the potential unknown words ' ' and ' '. If we use the association metrics of the filter to remove these two spurious words from the augmented dictionary, the segmentation results will be progressively refined.
In fact, by removing the first segment ' ' from the augmented dictionary using word association metrics, the best segmentation becomes '( ) '; this refined segmentation pattern allows us to better re-estimate the model parameters of the filter and, thus, results in further deletion of the string ' ' from the augmented dictionary; the deletion of ' ' finally gives us the correct segmentation '( ) '. This process not only improves the precision (due to the filtering operations), but also improves the recall (by applying additional segmentation sessions iteratively.)
Therefore, an iterative scheme is proposed here to fully integrate the contextual information used by the segmentation module and the association features used by the filter. In this iteratively integrated scheme, the filter is used to rank potential unknown words such that very unlikely potential unknown words can be removed from the augmented dictionary, and the parameters of the filter are improved according to the better and better estimated word population statistics acquired from better segmentation results.
With such an iterative scheme, the segmentation output is expected to be improved continuously through use of the progressively refined augmented dictionary, which is acquired by using the association information to filter out inappropriate candidates. By iteratively refining the augmented dic-tionary and, thus, the segmentation output, we can also tune the filter model and its parameters continuously using the progressively refined segmentation output.
There is one important point that is worth mentioning here. It is possible simply to reject the spurious words (such as ' ' and ' ') by using other association features and, thus, improve the precision rate, as conventional non-iterative filtering approaches do. However, simply rejecting such candidates won't tell us what they really should be and, thus, won't be helpful for improving the recall rate. More precisely, successful filtering will only improve the precision performance, not the recall rate; however, unsuccessful filtering will degrade both the precision and recall.
None of these filtering operations will improve the recall rate. Hence, conventional non-iterative filtering approaches usually cannot improve the precision and recall simultaneously. In contrast, the iterative scheme proposed here provides a way to recall real new words (converted from some truncated spurious words) in later segmentation processes. In this way, the precision will be improved by filtering, and the recall will be improved by re-segmentation. We can then expect to improve both precision and recall in the iterative scheme without sacrificing precision for recall or vice versa. These advantages are unlikely to be fully utilized in a non-iterative scheme.
To sum up, the general non-iterative segmentation-merging-filtering-disambiguation scheme is incapable of recovering over-merging type segmentation errors; the merging operation may also introduce many randomly merged segments to the filter, and a separate disambiguation process might be needed to resolve overlapping ambiguities. With the extra disambiguation process, the system performance might be degraded by some ambiguous pairs which can be resolved only by using contextual information. Furthermore, due to the non-iterative nature of this scheme, the segmentation module and the filter module cannot help each other to acquire better performance; most likely, precision and recall will not be improved simultaneously if the two modules are simply cascaded since no feedback path is provided to recall the real unknown words corresponding to the rejected candidates.
To resolve such problems, an augmented dictionary, which contains potential unknown words, is used in the segmentation process. The augmented dictionary of the segmenter is refined by the filter.
The model parameters of the filter are also progressively refined by using the word and non-word knowledge acquired from the progressively refined word segmentation output. Such progressive refinement is conducted through an iterative scheme to re-segment the input corpus and re-estimate the filter parameters. In this iterative process, the precision is improved by truncating inappropriate candidates in the augmented dictionary, and the segmentation process provides a way to recall real new words for such truncated candidates; both precision and recall are, thus, improved progressively.
The Filter Design Problems
Besides problems with the conventional non-iterative scheme, there are also problems with the design of the filter. In particular, the features used by the filter, such as mutual information [Church 90 ], entropy [Tung 94 ], association strength [Smadja 93, Wang 95] and dice coefficients [Salton 83, Smadja 96] , are usually applied independently, and the best sequence to apply such features for filtering is usually not known. Furthermore, the thresholds for such association metrics (to be used in qualifying the unknown word candidates) are usually set heuristically (or empirically) to get either high recall or high precision (but often not both) for a particular domain. As a result, such values must be decided by trial-and-error if the distribution of the (unknown) words is changed in different time or application domains. And the performance of the system will heavily depend on the thresholds.
To overcome these problems, a Likelihood Ratio Ranking Module (LRRM), based on a two-class minimum error classification model [Su 94 ], is used as our 'filter' to combine all the available association metrics into one joint association measure, namely the log-likelihood ratio (LLR), instead of using different filters and heuristic thresholds to independently apply the word association metrics one-by-one; moreover, such a measure is used to rank the candidates in terms of the degree of association, so that we can tell which candidates are more likely (or more unlikely) to be words with respect to other candidates (instead of asserting which candidates are qualified words by checking their association metrics against some thresholds).
With such a relative ranking index, only a small fraction (say 5%) of the most unlikely unknown word candidates are truncated from the augmented dictionary, and only a small fraction of the most likely unknown word candidates are used to update the filter parameters. In other words, the filter is not using an absolute threshold value for filtering; instead, a relative mode for filtering is adopted.
Therefore, the proposed method will not heavily depend on the determination of an 'optimal' threshold (in whatever sense) to improve both the precision and recall rates, in contrast to other systems which heavily depend on thresholds for tuning the precision or recall rate. This strategy is particularly useful for the current task since we are operating in an unsupervised mode of operation, in which the classifier parameters may not be reliably estimated. Because the 'classifier' now serves simply as a ranking device to supplement the segmentation module, the unknown word extraction task is modeled mainly as an iterative segmentation task, which uses an iteratively refined augmented dictionary in the segmentation process.
In the following sections, a brief system overview and the assessment method are presented first.
We then discuss how unknown words introduce segmentation errors and how such a problem can be improved by jointly including potential unknown words during the segmentation process. Techniques for refining the list of potential unknown words and the filter (i.e., LRRM) parameters are then addressed, so that we can iteratively improve the segmentation results and the filter parameters, and thus the output (unknown) word list. (In this paper, we will sometimes use the terms 'filter', 'likelihood ratio ranking module' and 'two-class classifier' interchangeably for convenience.) Performance evaluation is also conducted to estimate the system performance, with some significant tests to ensure that the improvement is statistically significant. Furthermore, quantitative analyses are given to justify our strategies, and segmentation errors are analyzed to find possible features for our future works. Initially, an augmented dictionary is formed by combining the system dictionary and all the n-grams that occur at least 5 times in the un-segmented input text corpus; such n-grams are the initial guesses of the 'potential unknown words', and their word probabilities are estimated as their relative frequencies in the corpus. The initial probabilities are then used to segment the input corpus. Afterward, the word probabilities are re-estimated from the best segmentation patterns, which are explored using the augmented dictionary. The re-estimation process, called Viterbi Training [Rabiner 93], is then repeated until the segmentation patterns no longer change or a specified number of segmentation iterations is reached.
System
The generated word list is then fed into the Likelihood Ratio Ranking Module (LRRM). A fraction of the word list entries which are judged very unlikely to be words is truncated from the augmented dictionary. (The '-' sign in the circle means to truncate some very unlikely n-grams, ranked by the Likelihood Ratio Ranking Module, from the augmented dictionary.) In addition, a fraction of the word list entries which are judged very likely to be words is used to update the parameter of the ranking module itself. Given the refined augmented dictionary, the Viterbi Training process is re-applied to find a better segmentation pattern and, thus, a better output word list. The process is then repeated so that the two modules can iteratively enhance one another's discrimination power by progressively refining the augmented dictionary and the parameters of the ranking module, and thus improve the system performance. Before investigating the individual effects of the segmentation module and the ranking module, the performance evaluation criteria and the method of evaluation are outlined in the following sections.
Performance Evaluation Criteria
In an unknown word identification task, it is desirable to recover from the corpus as many real new words as possible; in addition, the extracted word list should contain as few spurious word candidates as possible. The ability to extract all the new real words in the corpus is evaluated using the recall rate;
on the other hand, the ability to exclude spurious words from the extracted word list is defined in terms of the precision rate. The new word precision rate, p, and the new word recall rate, r, are defined as The precision and recall rates are, in many cases, two contradictory performance indices, especially in simple filtering approaches. When one performance index is raised, another index might be degraded. To make a fair comparison, the weighted precision-recall (WPR), which reflects the average of these two indices, is proposed here to evaluate the joint performance of precision and recall:
where w p , w r are weighting factors for precision and recall, respectively. The F-measure (FM) [Appelt 93, Hirschman 95, Hobbs 96] , defined as follows, is another joint performance metric which allows lexicographers to weigh precision and recall differently:
where β encodes user preference for precision or recall. When β is close to 0 (i.e., FM is close to p), the lexicographer prefers the system with higher precision; when β is large, the lexicographer prefers the system with higher recall. We will use Wp=Wr=0.5 and β=1 throughout this work, which means that no particular preference over precision or recall is imposed. If β=1, FM reduces to F M = 2p r p + r , which appreciates the balance between precision and recall in the sense that equal precision and recall is most preferred when p + r is kept constant.
Experiment Environments and Evaluation Method
In our experiments, the un-segmented Chinese text corpus contains 311,591 sentences (about 1,670,000 words), which come from the China Times Daily News. Since most Chinese words are less than 4 characters long, only bigrams, trigrams and quadragrams (i.e., words of 2, 3 and 4 characters) are considered as word candidates. Furthermore, only an n-gram whose frequency is equal to or greater than 5 is considered as a word candidate since n-grams that rarely occur are considered to be less useful even though they are identified by the system. There are 242,042 distinct n-grams whose frequency of occurrence is equal to or greater than 5 in this corpus, including 99,407 bigrams, 99,211 trigrams and 43,424 quadragrams.
The system dictionary is a combination of the Academia Sinica dictionary [CKIP 90] and the BDC electronic dictionary [BDC 93] (excluding words which never appear in the un-segmented text corpus because such words will never be involved in the current task.) The merged dictionary contains 22,742
bigram words, 5,403 trigram words and 4,568 quadragram words, which add up to 32,713 entries.
It is difficult to know exactly how many new words can be found in a large text corpus unless the corpus is manually inspected. Therefore, most lexicon extraction researches [Chiang 92, Lin 93b, Tung 94, Wang 95] have not reported the recall rate. To estimate the precision and recall rates, a sample corpus of 1,000 sentences was randomly sampled from the input text corpus. These sentences were segmented manually, by a linguistics department staff of the Behavior Design Corporation, so that we could tell which n-grams in these samples could be considered words and which n-grams should be labelled as non-words. We then use the segmentation results generated from the sampled sentences to estimate the precision and recall of the system.
Although it is possible for different people to have different segmentation preferences (as demonstrated in [Sproat 96]) , various approaches in this paper, however, are compared against the same segmentation benchmark prepared by the same person. Therefore, the relative differences in performance among the various approaches will have small statistical variations and are very likely to reflect the true situation. (Hypothesis testing, as given in the Appendix, was conducted to ensure that the algorithmic improvement of the proposed method is statistically significant. To estimate the various performance indices more precisely, though, we are planning to obtain a larger manually segmented corpus, such as the Academia Sinica Balanced Corpus [Huang 95 ], for evaluation of the system per-formance in our future work.)
This sample corpus contains 44,560 words. The numbers of distinct n-grams for n= 2, 3, 4 are 8,730, 9,658 and 8,745, respectively. Among these n-grams, 2,306 bigrams, 582 trigrams, and 394 quadragrams are recognized as distinct words in the manually segmented sample sentences. Among these words, 971 bigrams, 424 trigrams and 331 quadragrams are not registered in the system dictionary and are, thus, considered as the new words in the sample corpus. However, since only those n-grams that occur more than 5 times in the entire input corpus are regarded as word candidates in the current task, only these candidates will be extracted by the system; therefore, the performance is estimated against such n-grams. In other words, by 'new words', we are actually referring to 'new words that occurs at least 5 times in the input corpus'. Such 'new words' in the 1,000 sampled sentences include 866 bigrams, 295 trigrams, and 275 quadragrams, respectively; and these numbers are used as the 'number of truly new words in the corpus' to estimate new word precision/recall.
Segmentation Model for New Lexicon Identification
Given an input Chinese text corpus, the (new) words in the text can be extracted by segmenting the input text into word segments first, hoping that they are all correct, and we can then construct the (new) word list from the set of segments in the text corpus. Rule-based approaches [Ho 83, Chen 86, Yeh 91] as well as probabilistic approaches [Fan 88, Sproat 90, Chang 91, Chiang 92 ] to word segmentation had been proposed in the literature. Considering the capability of automatic training, adaptation to different domains, systematic improvement, and the cost for maintenance, probabilistic approaches are more attractive for large-scale systems. Furthermore, probabilistic segmentation models have been reported to be quite satisfactory [Chang 91, Chiang 92] when there are no unknown words in the corpus.
Therefore, a probabilistic approach is adopted in this module.
The Statistical Word Segmentation Model
Given a string of Chinese characters c 1 ,c 2 ,. . .,c n , represented as c n 1 , the best word segmentation pattern S * (based on the vocabulary V ), is defined as the segmentation pattern which has the maximal likelihood value among all possible segmentation patterns S j :
} is the concatenation of the m j words in the j-th alternative segmentation pattern S j , and V is the vocabulary of the system used in the segmentation process (i.e., the set of words used to explore various segmentation patterns). To make estimation easier, the likelihood function is simplified as [Chang 91 ]:
which, in spite of its simplicity, has been shown to be effective [Chiang 92 ] in comparison with other rule-based or statistical models. The vocabulary is explicitly included in the model to highlight the fact that the 'best' acquirable segmentation for an input corpus is a function of the vocabulary, which is used to explore the set of all possible segmentation patterns. Currently, our vocabulary corresponds to the set of n-grams in the augmented dictionary.
In the unsupervised mode of operation, the probabilities P w j,i | V ( ) are not known in advance and must be estimated from the input corpus. We will use the maximum likelihood (ML) criteria as described in the next section for this purpose. In the ML estimation process, the likelihood value that the corpus consists of the selected sequence of word segments is maximal among all the possible sequences.
Since a word must be combined with other words to form sentences, whether an n-gram will be identified as a word depends on its context; therefore, the segmentation process virtually imposes contextual constraints on the possible word sequences.
Viterbi Training for Parameter Re-estimation
The word probabilities in Equation (1) Figure 2 shows the block diagram of the word segmentation module, which applies the Viterbi training process to achieve the maximum likelihood segmentation of the corpus. The initial set of n-grams which occur at least 5 times in the input corpus is acquired from the un-segmented text corpus with their frequencies. They are combined with the system dictionary words to form the initial augmented dictionary (i.e., the word candidates used to segment the corpus.) The initial probabilities of all the n-grams in the augmented dictionary are estimated as the relative frequencies of the n-grams in the input text corpus. Various segmentation patterns of the corpus are then explored in terms of the known words and unknown word candidates in the augmented dictionary. The path (i.e., the segmentation pattern) with the highest likelihood value is marked as the best path for the current iteration.
A new set of parameters is then re-estimated based on the best path obtained by the Maximum Likelihood (ML) Estimator. This process repeats until the segmentation patterns no longer change or a maximum number of iterations is reached. We can then derive the word list from the segmented text corpus.
As indicated in Figure 2 , only n-grams which occur at least 5 times in the corpus will be included in the augmented dictionary; this restriction is intended to remove n-grams that are rarely used even though they might be judged as words. The reasons for applying this restriction are as follows. First, the statistics of such n-grams are usually too unreliable for use. Second, there are a lot of n-grams which occur only once or twice, most of which are insignificant. By removing such n-grams, the number of word candidates involved in the segmentation process (and thus the computation cost) can be greatly reduced. Note that the words in the system dictionary are always included in the augmented dictionary.
Furthermore, all the single characters (unigrams) are also included to represent isolated characters.
Segmentation Using An Augmented Dictionary
As described earlier, the best acquirable segmentation depends on the vocabulary. The vocabulary used in the segmentation process, therefore, plays a very important role in acquiring the desired segmentation. If the vocabulary contains all and only the real words in the corpus, then the above model is very likely to generate the desired segmentation and, thus, enable us to retrieve most of the real new words from the input corpus. On the other hand, if a large number of words in the text corpus is not included in the vocabulary, or if the vocabulary contains many spurious words, then the segmented results will be far from ideal, and good performance in extracting new words cannot be expected. Therefore, if we are able to make good guesses on the real vocabulary progressively, then the unknown words will probably be extracted with progressively higher recall and precision rates.
However, most segmentation models (such as [Chang 91] ) are based on the assumption that there are no unknown words in the text corpus. Hence, the unknown words are usually broken down into combinations of short segments (including single characters) after the segmentation process. Under such circumstances, an intuitive way of identifying new words is to merge adjacent segments into longer n-grams [Tung 94, Wang 95] , then to use a separate filter to filter out inappropriate candidates, and, last, to optionally apply a disambiguation step to remove candidates that overlap other candidates in the sentences [Tung 94 ].
There are some problems with such a non-iterative segmentation-and-merging process, which uses known words alone to find unknown word candidates. First, there are two types of segmentation errors [Chiang 92, Lin 93a, 93b] , namely over-segmentation (which segments unknown words into shorter segments) and over-merging (which combines short words into longer ones). The merging operation may not recover all the mis-segmented words because it can only recover unknown words that are over-segmented into small segments. Such an operation, however, cannot recover unknown words that are (fully or partially) embedded in known words. For instance, the following example in Section 1.1: '
...' ('The policy for the land to be owned by the public...') is likely to be segmented into ' ' ('The Local Village God has his own policy...') if we don't have the unknown word ' ' ('public ownership') in our vocabulary and if, instead, we have a known word ' '
('the Local Village God') which includes the first character of the unknown word ' '. In this case, merging of the adjacent segments ' ', ' ' and ' ', will never produce the unknown word candidate ' '. Second, a large number of merged segments will be produced, which probably will not be produced if a reasonably good augmented dictionary is used during the segmentation process.
Submitting such a large candidate list (which amounts to about 2 million entries for our corpus) to the filters will degrade the precision of the system. Finally, an extra disambiguation process, as described in Section 1.1, might be necessary to resolve ambiguities between overlapping candidates.
To avoid the above problems, we can construct an augmented dictionary which includes potential unknown words to the vocabulary in addition to known words, and make the known words and potential unknown words compete with each other under the contextual constraints imposed by the segmenter. It can then be expected that the number of words in the output list (derived from the segmented corpus)
will be greatly reduced after applying the contextual constraints within the sentences because only 'likely' unknown words (in the maximum likelihood sense) among all the potential unknown words (in the augmented dictionary) will be submitted to the filter. With our corpus, the number of words derived in the initial iteration using the augmented dictionary is only about 1/15 that of the merged word candidates (which are acquired by segmenting the corpus using known words only and merging adjacent n-grams afterwards.)
To focus on the extraction of significant new words that occur frequently, the initial augmented dictionary used for segmentation consists of single characters in the corpus, the words in the system dictionary, and n-grams whose frequency of occurrence is at least 5 in the text corpus. The augmentation, thus, is able to recover not only over segmented unknown words, but also short words that are embedded in known words. Furthermore, only bigrams, trigrams and quadragrams are included in the augmented dictionary since most Chinese words are 2, 3, or 4 characters long.
Applying MLE (maximum likelihood estimation) to the segmentation patterns using the augmented dictionary, the most likely n-grams (in ML sense) will include not only the system dictionary words, but also the most likely unknown words. To view this in another way, use of the augmented dictionary will, in some sense, merge (or split) known words and isolated single characters into potential unknown word candidates. Such candidates are more likely to be words than are the millions of randomly merged n-grams because they are selected based on the ML criterion under the contextual constraints embedded in the input corpus. Consequently, only such very likely n-grams, instead of the millions of randomly merged n-grams, will be submitted to the filter for further justification; hence, the precision of the system is expected to improve significantly. Besides, it is also unnecessary to apply an extra disambiguation step to remove candidates that overlap other candidates in the sentences ( [Tung 94 ]) since the segmentation processes will automatically determine which n-grams will survive based on the ML criterion and, thus, will resolve such ambiguity implicitly.
Performance Evaluation on Viterbi Word Segmentation
To show how effective the unsupervised Viterbi word segmentation module is, the performance of only using the segmentation module is listed in Table 1 . It is observed that the training process converges very quickly using the above Viterbi training procedure. (See Figure 3 at the end of this section for the bigram example.) The performance of the initial iteration (iteration #1), the second iteration and the 13th iteration (where the system converges) is listed in the Table 1 . Performance of the word segmentation module using the Viterbi training procedure for new word identification (*: performance at converge; convergence is reached at iteration #13). Table 1 shows that the precision rates, after convergence for the extracted new words which are 2, 3, and 4 characters long, are about 69%, 30%, and 39%, respectively. The recall rates for the new words are about 78%, 81%, and 93%, respectively. The joint performance in WPR is about 74%, 56%
and 66%, and FM achieves rates of 73%, 43% and 55%, respectively, for 2-, 3-, 4-character new words.
This means that most (78-93%) new words are included in the extracted lists, and that one can pick up a correct new word from the lists about once every 1.5 -3.4 entries. This unsupervised segmentation-only model is, therefore, a useful tool by itself for extracting new words from a corpus.
To give the readers some feeling whether this performance is good, it was compared with other previous works. Since most other works we have investigated either do not provide precision and recall performance at all, or simply provide an estimate of the precision rate without giving an estimate of the recall rate (which is usually costly to estimate), we can therefore only quote the results reported in To show how the Viterbi Training converges, the performance of the bigram new words for each iteration is shown in Figure 3 . It shows that both the precision and recall of the bigrams are improved as Viterbi training progresses, instead of sacrificing precision for recall or vice versa, as is often observed in other simple filtering approaches. Note that the largest changes in precision and recall occur between the first and the second iterations. No further significant change is observed in the performance curves. This means that two iterations are usually enough for Viterbi Training. This situation is also shown in Table 1 , in which the differences between the second iteration and the converged results is negligible.
Using Association Metrics for Refining the Vocabulary

Problems with Using the Segmentation Module alone
In spite of the encouraging results described in the last section, the above model has one main problem: the likelihood function used in the maximization process consults only n-gram frequency information. No other character association features (and syntactic or semantic information) are consulted during the word segmentation process. Therefore, the 'most likely' segmentation thus acquired is simply the one which has the largest product of relative word frequencies among all the segmentation patterns. However, the 'new words' extracted in this way may not have the desirable characteristics, such as 'having high mutual information', 'containing no special characters (such as 'de' ( ), 'zhi' ( )), symbols, and Chinese quantifiers', and so on.
In other words, the words extracted from the 'most likely' segmentation pattern based on the above likelihood function may not coincide with lexicographers' general sense of most likely words.
For instance, the bigram ' ' ('people who ...'), which occurs 962 times in the corpus, may be recognized by the word segmentation module as a word simply because it occurs frequently. As a result, many n-grams which will not be qualified as words by lexicographers may be extracted in the word segmentation process simply because they occur frequently, and the precision rate will be low under the lexicographers' criteria. (For more examples and quantitative analyses, please refer to Section 6.2, "Error Analyses".) Therefore, it is desirable to use other information, such as some association measures, to remove such n-grams from the augmented dictionary.
Truncating Inappropriate New Word Candidates: A Two-Class Classification Approach
One way to attack the above-mentioned problem is to filter out non-word candidates using a filter by means of some association metrics. In this filtering approach, only n-grams which have high association above a pre-defined threshold will be recognized as a word. However, in traditional works of this kind, the association metrics, such as mutual information and entropy, are usually independently applied in several filtering stages without jointly considering them. It is known in information theory, however, that joint consideration of multiple features provides more discriminative information for classifying n-grams [Chiang 96 ]. For instance, if we first use frequency information to filter out low frequency candidates and then use mutual information to filter out low mutual information n-grams in the remaining candidates, we may end up truncating words which have high association but are less frequently observed. In addition, the thresholds for the filters are usually determined heuristically.
Hence, they may not be applicable to other domains. Therefore, a minimum error classifier, which can jointly integrate various association metrics into one joint metric, is implemented in the current work as our 'filter' to supplement the Viterbi word segmentation module.
Filter Design: A Likelihood Ratio Ranking Model for Joining Association Metrics
To filter out unlikely candidates, a likelihood ratio ranking model is used to measure whether a character n-grams is more likely to be a word than a non-word. To identify whether an n-gram belongs to the word class (W) or the non-word class (W), each n-gram is associated with a feature vector x which is derived from the statistics of the n-grams in the un-segmented corpus. It is then judged to determine whether it is more likely to be generated from a word model or a non-word model using the following likelihood ratio test:
where λ is the likelihood ratio for the n-gram, log λ is the log-likelihood ratio (LLR), f x|W
is the density function of the feature vector x in the word-class (or non-word class), and
is the prior probability for the corresponding class W (or W ). The numerator in the above ratio is the likelihood that x will be generated from the word-class, and the denominator is the likelihood that it will be drawn from the non-word class. If λ ≥ 1 , i.e., the log-likelihood ratio LLR ≥ 0 (or larger than a threshold log λ 0 ) for an n-gram, then it is classified as a word; otherwise, it is classified as a non-word. Such a likelihood ratio test is known to be 'the most powerful test' [Papoulis 90 ] in testing two hypotheses; it is also known to be the minimum error classifier [Devijver 82, Juang 92 ] in pattern recognition. Hence, we can use the log-likelihood ratio as a joint association metric of the other commonly used association metrics and use this joint metric to determine which n-grams are more likely to be words and which are more unlikely to be words among all n-grams. Therefore, we use such a model as our basis for the likelihood ratio ranking module (LRRM, or 'ranking module' for short).
To estimate the density functions and the prior probabilities, we must have two sets of training n-grams, in one of which all the class members are assigned the word-class label, and the other set has class members that are labeled as non-word. However, since the n-grams in the input text corpus are not associated with their word/non-word class labels, the initial class labels of the feature vectors are obtained by dividing the n-grams of the input text corpus into word and non-word classes, depending on whether an n-gram can be found in the system dictionary or not.
Character Association Features for Evaluating Likelihood Ratio
To estimate the LLR's (log-likelihood ratios) of the character n-grams, many discriminative features, such as mutual information [Church 90, Wu 93, Su 94] [Chang 97 ]. Therefore, they are used in the current work. The definitions of the two association metrics are given as follows.
Mutual Information: In general, a word n-gram should contain characters that are strongly associated.
One possible measure for determining the strength of character association is the mutual information measure [Church 90 ], which had been applied successfully in measuring the word association of two-word English compounds. The definition of mutual information for a bigram is:
where P(x) and P(y) are the prior probabilities of the individual characters x and y, and P(x,y) is the joint probability that the two characters will co-occur in the same bigram. The numerator in the formula is the probability that the characters will appear jointly, and the denominator is the probability that the individual characters will occur independently. This measure is, therefore, an indicator of how likely it is that individual characters will occur jointly comparing to the cases where they co-occur incidentally.
If the mutual information measure is much larger than 0, then the bigram tends to have strong association. To deal with n-grams with n greater than 2, the idea of dependent vs. independent probabilities was extended to the following definition for trigram mutual information [Wu 93, Su 94] :
P I x,y,z
In the above definition, the numerator P D denotes the probability that three characters will be jointly dependent (i.e., the probability that three characters will form a 3-character word), and the denominator P I denotes the total probability that three characters will belong to different words. The extension can be made to other n-grams in a similar way.
Entropy:
It is also desirable to know how the neighboring characters of an n-gram are distributed [Tung 94] . If the distribution of the neighboring characters is random, this may suggest that the input sentences have a natural break at this n-gram boundary and, thus, suggest that this n-gram is a potential word.
Therefore, we use the left entropy H L and the right entropy H R of an n-gram as another feature for classification. The left and right entropies for a given n-gram x are defined as follows [Tung 94 ]:
where P L (c i ;x) and P R (x;c i ) are the conditional probabilities of the left (L) and right (R) neighboring characters of the n-gram x, respectively (and c i refers to the left/right neighboring characters). There are several different ways to combine the left and right entropies for the classification task. In this paper, we will not focus on the use of any particular features; therefore, the average of the left and right entropies, denoted by H (i.e., H x 
where f x|W ( ( ) ) is the density function of the feature vector x for the word-class, I is the mutual information , H is the average entropy, M is the number of mixtures, r i is the prior probability for the i-th mixture, N x;µ i ,Σ i ( ) is the multivariate Gaussian density function for the i-th mixture, µ i is the mean vector, Σ i is the covariance matrix for the i-th mixture, and D is the number of features used (i.e., the dimension of features) in the feature vector x (currently, D=2). The prior probabilities, mean vectors, and covariance matrices (i.e., the parameters) for the two classes can be estimated using an unsupervised method [Duda 73 ], which will not be addressed here. By using such a density function, the features will be jointly considered for decision making, and the correlation between the two features is taken into account in terms of the covariance matrices. In the current work, 3 Gaussian mixtures (M=3) are used for the multivariate Gaussian density function of each class. Of course, if the density functions are not multivariate Gaussian mixtures, other families of density function may have to be used [Chang 97 ]. Such general parameter estimation issues, however, will not be addressed here.
Ranking-Module-Only Performance
The likelihood ratio ranking module (LRRM) can be used alone to identify n-grams as words or non-words. Therefore, it is interesting to see how this module performs by itself, before combining it with the segmentation module. One intuitive way to apply the ranking module is to use it in the unsupervised mode of operation as follows. Initially, the system dictionary is used to assign the word and non-word labels to all n-grams. The parameters for the two classes are then estimated according to such class labels. We then use log λ = 0 as the threshold to identify the n-grams as word or non-word, and use the newly identified class labels to re-estimate the parameter values. Table 2 . Performance of the likelihood ratio ranking module (two-class classifier) (with log λ = 0 as the threshold) for identifying unknown words.
In comparison with the results shown in Table 1 , where only Viterbi training is applied to word segmentation, the bigram WPR using the ranking module alone is slightly worse, and FM is worse by 5%. For trigrams, the slightly better precision is offset by the large loss in recall; therefore, WPR is smaller by 7%, and only 0.5% is gained in FM. For quadragrams, the precision is higher (by 12%), but the recall is worse (by 12%), which results in a slightly larger WPR but a larger difference (8%) in FM.
It is hard to determine whether using the ranking module alone is better than using only the word segmentation module from such differences especially when we are not sure whether the threshold is the best for the various performance indices. It depends on whether we are comparing WPR or FM and whether we are comparing bigrams, trigrams or quadragrams (although the two models are both better than a few other reported works.) However, the following reasons suggest that using the ranking module alone is not a good idea under the current unsupervised mode of training.
First, the parameters of the ranking module may not be reliably estimated without a large training corpus with correctly assigned word class labels. Second, the ranking module by itself does not take advantage of the contextual constraints in identifying new words; in other words, each n-gram is identified independently of its neighboring n-grams. Therefore, some mis-classified instances, such as the ' ' example in Section 1.1, can be avoided if the contextual constraints are taken into consideration. Finally, the LLR=0 threshold may not be the best threshold for achieving the highest precision, recall, WPR or FM [Chang 97 ] (although it normally provides a good starting point, in the minimum error sense, for training the system parameters toward the best precision/recall performance.)
Therefore, the ranking module will not be used as a stand alone classifier in the current work. Instead, it will be used simply as a ranking device, as described in Section 2, to supplement the segmentation module in acquiring better segmentation patterns and better word lists.
Combining Word Segmentation Module and Ranking Module
One way to make the ranking module benefit from the contextual constraints provided by the word segmentation module is to cascade the word segmentation module and the ranking module together, and use the ranking module to truncate unlikely new words from the output of the segmentation results (not from the augmented dictionary as we will do in the method proposed in Section 5.) Table 3 From the above table, the performance obtained by cascading the two modules is better than that of the segmentation-only model (which converges at the 13th iteration) and the ranking-module-only model (which iterates 21 times) in terms of WPR and FM, with only one exception. There are some implications from the above observation. First, the cascading scheme does have some degree of integration between the segmentation module and the ranking module, as can be expected in most such cascading schemes. In comparison with Table 1 , it is easy to see that the improvement is gained by sacrificing a little recall for higher precision. Second, we can truncate unlikely candidates using relative mode of filtering without really depending on an optimal threshold (in whatever sense) under the current unsupervised mode of training. For this reason, the classifier actually operates as a likelihood ratio ranking module in our system, which works in relative mode of filtering. Note that the recall rates, which might drop slightly in the filtering step, will be compensated by using an iterative scheme, as described in the following sections, so that both precision and recall can be improved at the same time.
An Iterative Approach to Integrating the Word Segmentation Module and the Likelihood Ratio Ranking Module
Problems with Non-iterative Approaches
Although the above cascading scheme for combining the word segmentation module and the filter (ranking module) is easy to implement, it is non-iterative in the sense that there is no feedback path to the previous stage. As a result, the information provided by the filter cannot be used to enhance the power of the segmentation module. On the other hand, the parameters of the filter are estimated independently of the segmentation results; hence, the segmentation output has no contribution to the performance of the filter. The information provided by one of the two modules, thus, cannot fully supplement or enhance the other.
To address this problem, note that the performance of the word segmentation module greatly depends on how well potential unknown words are included to the augmented dictionary; and the performance of the filter greatly depends on how well the parameters for the filter are estimated.
Ideally, we should use a dictionary consisting only of the words embedded in the input corpus to get the desired segmentation. However, it is impossible to create such a dictionary in advance. Therefore, the initial augmented dictionary is constructed simply by combining the system dictionary and the n-grams that occur at least 5 times in the input corpus. In other words, the association information for each entry in the augmented dictionary is not consulted in constructing the augmented dictionary. On the other hand, if the true class labels of the n-grams in the input corpus are known in advance, then the estimated filter parameters will be close to the desired values. However, we can only rely on the system dictionary to assign word-class labels with certainty; the other n-grams not in the system dictionary may be incorrectly labelled. As a result, the parameters of the filter are estimated independently of the segmentation results.
Therefore, it is desirable to use the filter to improve the performance of the segmentation module by refining the augmented dictionary. It is also desirable to refine the class labels of the n-grams in the input corpus (and, thus, the estimated parameters of the filter) by using the new word list suggested by the segmentation module.
Unfortunately, in the non-iterative cascading scheme described in the previous section, the augmented dictionary used for segmentation is not refined by the filter and, thus, cannot take advantage of the association information provided by the filter to improve the segmentation results. On the other hand, the word and non-word labels assigned to the n-grams to estimate the parameters of the ranking module are based solely on the system dictionary. Such word-class n-grams comprise only about 10% of all the n-grams, and the remaining 90% of the n-grams, including unknown words, are all labelled as non-words. Therefore, the initial class labels are biased, and they will introduce many mistakes; hence, such labels will prevent the system from estimating a good parameter set to achieve good results.
To improve the system performance, it is, therefore, desirable to provide a better augmented dictionary to the segmenter, and to estimate better model parameters for the filter. Since a refined augmented dictionary can be constructed with the aid of the filter, and since a better parameter set can be estimated by taking advantage of the improved segmentation results, it is highly desirable to use the output of each module to iteratively enhance the performance of the other modules until no further improvement is observed. Therefore, it is possible to improve the system performance further if there is a way to form a feedback path to enhance each other. The details will be addressed in the following sections.
The Iterative Integration Method
To improve the one-pass non-iterative scheme described earlier, the following iterative approach is proposed to integrate the word segmentation module and the likelihood ratio ranking module (LRRM). In each iteration, the word segmentation result is improved by using a refined augmented dictionary, which was produced by truncating the most unlikely word candidates in the augmented dictionary of the last iteration with the aid of the ranking module. Such improvement obtained by refining the augmented dictionary is possible since statistical word segmentation can achieve very satisfactory results (over 99% word segmentation accuracy [Chiang 92, Lin 93b] ) if all the unknown words are included in the system dictionary and no spurious words are included in the system dictionary. On the other hand, the parameters of the ranking module are improved at the end of each iteration by updating the word and non-word class labels of the n-grams; this is accomplished by re-labeling the class labels of a small fraction of the most likely words identified by the word segmentation module. The performance of the ranking module can, thus, be improved by using progressively improved word/non-word class labels derived from the word segmentation output using the contextual information of the input corpus. Figure 4 Block diagram for iteratively integrating the word segmentation module and the likelihood ratio ranking module for unknown word identification. Figure 4 illustrates the iteratively integrated system for unknown word identification. Box (A) is the segmentation module as described in previous sections. Box (B) corresponds to the likelihood ratio ranking module, which is used to estimate the log-likelihood ratios for various n-grams in order to update the augmented dictionary and to update the word/non-word labels of the n-grams in the input corpus for re-estimation of the parameters of the ranking module. The three processes in the dashed boxes within the ranking module represent three updating actions (to be described later) for updating the augmented dictionary of the segmentation module and the parameters of the ranking module.
As described earlier, the initial augmented dictionary is constructed by combining the system dictionary and n-grams in the input corpus which appear more than 5 times (inclusive); their initial word probabilities are estimated as their relative frequencies in the input corpus. Each such n-gram is initially labeled as a 'word' if it belongs to the system dictionary; otherwise, it is labeled as a 'non-word'. The initial parameters of the filter are then estimated based on the initial class labels. Once the initialization is complete, the input corpus is segmented, and its output word list is used to update the augmented dictionary and filter parameters; afterwards, the refined augmented dictionary and filter parameters are used iteratively for re-segmentation and re-ranking.
Note that the Viterbi training process for word segmentation converges very quickly, and the largest change in performance occurs between the first iteration and the second iteration; further iterations do not significantly change the best segmentation results (see Table 1 for details). We, therefore, apply Viterbi training only twice in the word segmentation process to reduce the processing time.
The ranking module takes an n-gram list as its input and estimates the log-likelihood ratio (LLR) of each n-gram in the list. The log-likelihood ratios are then used to rank the n-grams and indicate which one is 'more likely' or 'more unlikely' to be a word; a small fraction of the input list is then used for rejection or acceptance. More precisely, 3 sublists (corresponding to the three updating actions in Figure   4 ) are submitted to the ranking module for ranking (by their LLR's); two such sublists are then used to update the augmented dictionary, and one sublist is used to update the parameters of the ranking module as follows.
(1) The new word n-grams derived from the segmented corpus whose LLR is less than zero (LLR<0) are sorted by their LLR's; the worst 5% (in terms of LLR) of this sublist are truncated from the augmented dictionary to refine the augmented dictionary. This step is intended to remove the most unlikely candidates in the new word list from the augmented dictionary using the global character association metrics. Such candidates are preferred by the segmentation module but unqualified by the ranking module; therefore, they should be removed to prevent them from appearing in the word segmentation output again in later iterations, so that the segmentation results in later iterations will be improved.
For instance, the non-word substring ' ' is identified as a new word in the incorrectly segmented phrase ' ' ('is not qualified as the Big Brother') since it also appears frequently in words like ' ', ' ', ' ', ' ' or ' ' ('is not really strange', 'cannot be accepted as the appropriate reasons', 'cannot be accepted as evidence', 'is not pitiful' or 'is not worth worrying about')). However, the non-word string ' ' (with LLR= -7.73) will not be qualified by the ranking module; therefore, it will be removed by this updating action, resulting in the better segmentation ' '. (Also recall the '( ) ' example in the Introduction section, which acquires the correct segmentation '( ) ' after two successive removals of the non-word strings ' ' and ' '.)
(2) The potential unknown words (in the augmented dictionary) which do not appear in the segmented corpus form a sublist of 'unused candidates'. Among such 'unused candidates' whose LLR<0, the worst 5% n-grams (in terms of LLR) are also excluded from the current augmented dictionary. Such entries are removed because they are neither preferred by the word segmentation module nor preferred by the classification modules. Hence, they are very unlikely to be new words. (The '+' and '-' signs near the box entitled 'unused candidates in augmented dictionary' mean to form the 'unused candidates' by including ('+') potential unknown words in the augmented dictionary and then excluding ('-') entries that appear in the output word list of the segmentation module.)
Most such n-grams are random n-gram strings, such as ' ' (which is a substring of ' ' 'US dollar long-term exchange rate'). Removing such entries will reduce the computation cost without introducing significant errors. Given the refined augmented dictionary updated according to the above two sublists, the Viterbi training will be applied again, in the next segmentation-filtering iteration, to segment the corpus using the refined augmented dictionary.
(3) A third sublist is used to facilitate estimation of the filter parameters as follows. The parameters of the classifier are trained by dividing n-grams in the input corpus into word and non-word classes and estimating the parameters from the distributions of these two classes. Initially, only those n-grams in the system dictionary are assigned the word-class label for training the word-class parameters, and the others are assigned the non-word label for training non-word-class parameters. To improve parameter estimation of the likelihood ratio ranking module, those n-grams which were assigned the word-class label in previous iterations are first excluded from the new word list (as described in (1)); a small fraction of the remaining new words, which have the highest LLR's, are then re-assigned to the word-class so that the parameters of the ranking module are re-estimated based on the new class labels.
The number of re-assigned new word candidates is 5% of the n-grams which have already been assigned the word class label. In other words, the number of n-grams which are assigned the word-class label will increase by 5% per iteration. The reason for setting this fraction according to the current word-class size is to ensure that the number of new word-class members will not grow so fast as to overwhelm the number of original word-class members (which contain only the system dictionary entries).
Since such n-grams are preferred by both the segmentation module and the ranking module as words, they are combined with the original system dictionary entries to train the word-class parameters.
The remaining entries are used for training non-word-class parameters. After the new word-class labels are re-assigned, the parameters of the ranking module are re-estimated so that they can be used to evaluate the LLR's of various n-grams in the next iteration.
Since the initial class labels assigned to the n-grams to train the ranking module is solely based on the system dictionary, the initial LLR's may not be estimated reliably enough to reflect the true ranks of the n-grams, especially for n-grams which have neither very high nor very low LLR's. Therefore, it would be safer to use only a small percentage of them to update the system, so that the real new words are less likely to be truncated and the recall can be kept high; spurious words are less likely to be assigned the 'word-class' label, thus keeping precision high. Currently, we truncate very unlikely candidates among the worst 5% of the candidates as determined by the ranking module and increase the size of the word-class members by 5% per iteration. The effects of adjusting such percentages will be surveyed in our future work. Since the fractions are small, the corresponding sublists will consist almost entirely of words or entirely of non-words. As a result, the system will be refined iteratively without introducing considerable errors. Table 4 shows the estimated performance of the word segmentation module of the iteratively integrated system based on the new word lists extracted from the 1,000 sample sentences. Table 4 . Performance of the word segmentation module in the iteratively integrated system.
Performance Evaluation on the Integrated System
('Difference': difference in performance between iteration 21 and iteration 1.) (*Note: the performance of iteration 1 corresponds to the output of the word segmentation module in the non-iterative scheme.)
The performance corresponding to iteration 1 is the performance before the augmented dictionary is iteratively refined; in other words, it is the performance of the segmentation module of the non-iterative scheme. Table 4 shows that the recalls for the embedded new words are as high as 81%, 88% and 94%, respectively, for 2-, 3-, 4-character words after 21 iterations. This means that more than 81% of the new words will be extracted from the text corpus. Only a small portion of them (6-19%) will be lost. This table also shows that the output new word lists have precision rates of 72%, 39%, and 56%, which are reasonably high for lexicography applications. The joint performance for new word identification, in terms of WPR, is 77%, 63% and 75%. The F-measures are 76%, 54% and 70%, respectively.
With this performance, it is believed that the proposed integration method can be a good tool for lexicographers to use to identify new words with considerable savings in human effort.
The effect for iteratively updating the augmented dictionary is shown in the rows entitled 'Difference' in Table 4 , which are the differences in performance between the 21st iteration and the first iteration (i.e., non-iterative performance). Note that both precision and recall (for all n-grams) are improved at the same time, as expected. The improvement obtained by incrementally truncating the vocabulary of the initial augmented dictionary and by re-maximization of the integrated system is significant, especially for 3-character and 4-character words. As can be seen in the above tables, the precision is improved by about 4% (bigram), 10% (trigram), and 18% (quadragram). The recall rate is improved by about 4% (bigram), 7% (trigram), and 0.4%(quadragram). (The improvement in recall for quadragram new words is small since more than 93% of them have been identified and the number of quadragram new words is smaller than that of bigram or trigram new words.) The improvement in WPR is 4%, 8%, and 9% for bigrams, trigrams and quadragrams, respectively; and the F-measure is improved by 4% (bigram), 11% (trigram), and 16% (quadragram), respectively.
To show whether the smaller improvement for bigrams is statistically significant [Wonnacott 90 ], a hypothesis test was conducted to determine whether the difference between before and after applying the iterative refinement processes is really significant (see the appendix for the hypothesis test conducted). According to the testing statistics, we can conclude, with more than 99.8% confidence, that the smaller improvement for bigrams is due to adoption of the iterative scheme, not due to sampling variation in estimating the performance (see also the error analysis sections for further quantitative analyses). New Word Precision/Recall (Integrated System) one the same order as that obtained in [Tung 94] (by scaling up the corpus size to the same amount).
According to the precision rates in Table 4 and the sizes of the output word lists of the segmentation module in the final iteration, it is estimated that we can extract about 12,600 bigram new words, 8,400
trigram new words and 8,500 quadragram new words, i.e., 29,500 new words in total from the 311,591
sentences, including compound words and proper names. Considering the cost of manually identifying such a large corpus, this computer processing time is quite affordable. Furthermore, since the estimated new word recalls do not change significantly near the final iteration and only the precision of the trigrams has a more visible change near the final iteration, we therefore terminate the process at the 21st iteration without waiting for true convergence. Hence, some of the above conclusions may not be extrapolated to later iterations. The percentages for truncating unlikely n-grams from the augmented dictionary can be adjusted to affect the convergence speed. However, the effect of varying this factor is beyond the scope of this work and will not be addressed here.
Quantitative Analyses for Performance Improvement
There are several factors which affect the precision and recall rates of the system. The following analysis will further justify our strategy for improving the system performance by iteratively truncating unlikely candidates from the augmented dictionary. Let n w w be the number of true new words that are in the output new word list, let n w x be the number of true new words that do NOT appear in the output new word list, and let n x w be the number of non-word n-grams that are in the output new word list. (The first subscript in the symbols indicates whether an n-gram is a real new word or not, and the second subscript indicates whether the n-gram is identified by the system as a new word or not, where 'w' means 'word' and 'x' means 'non-word'.) The new word precision and recall rates as defined previously are then equivalent to: p = n w w n w w + n x w = 1 1 + n x w / n w w r = n w w n w w + n w x = 1 1 + n w x / n w w . Table 4 shows that most of the contributions of the F-measure and WPR comes from the improvement in precision, especially for trigrams and quadragrams. This improvement could come from an increasing n w w or a decreasing n x w . Further detailed investigation shows that n w w (i.e., the number of correctly identified new words) increases by 5% for bigrams and by 8% for trigrams between the initial and final iterations; and n w w is almost constant throughout all the iterations for quadragrams in the sample sentences (since 93% of the quadragrams were already identified in the first iteration). On the other hand, n x w (namely, the number of non-words that are incorrectly identified as words) decreases by 12%, 30%, and 52% for bigrams, trigrams and quadragrams, respectively.
Since the decrease in n x w is much larger than the increase in n w w , the improvement in precision is mostly attributable to the decrease in n x w . In other words, truncating unlikely candidates from the augmented dictionary is the major factor in improving the performance of the system. This behavior justifies well our previous arguments that the performance can be improved by truncating unlikely candidates from the augmented dictionary.
Furthermore, the truncated n-grams will be replaced by other likely shorter segments (such as by changing ' ' into ' ') or cause other combinations of likely segments to appear in the best segmentation (such as changing ' ' into ' ', where the deletion of ' ' cause the better segmentation ' ' to emerge). In more complicated cases, successive removal of unlikely n-grams will be conducted, such as changing ' ' into ' ' and then into ' ', as explained in the Introduction. Therefore, n w w will also increase (and thus improve the precision further) due to the use of association metrics (which reject unlikely candidates that are preferred by the word segmentation module.) Furthermore, because n w w + n w x is a constant (corresponding to the number of real new words in the sample sentences), the increase in n w w also corresponds to the decrease (by the same amount) in n w x , namely, the number of new words that are incorrectly identified as non-words. As a result, the recall rate is also improved due to the increase of n w w and the decrease of n w x . Thus, the precision and recall rates increase almost monotonically.
Quantitative Analyses of the Acquired Words
Distribution of Unknown Words
The following table shows some randomly sampled new words in the output list of the 1,000 sample sentences. They were classified roughly according to [Wang 95 ] (which will be detailed in later quantitative analyses.) new words are incorrectly identified, the new word list of the 1,000 sample sentences at the final iteration were sampled and classified according to [Wang 95 ] into the following categories: proper names (P), abbreviational words (A), derived (derivational) words (D), collocational strings (C), numerical strings (#) and other newly coined words (O) (i.e., ordinary new words not generated through the special word formation mechanisms of the P, A, D, C, # categories). 100 samples were drawn from each n-gram new word list derived from the 1,000 sample sentences to estimate their distribution (except two lists which have fewer than 100 tokens in the 1,000 sentences).
Bigram New Words
The P, A, D, C type words represent new words that were generated from a few productive new word formation processes used by native Chinese people [Wang 95 ]. Other new words, which were not produced by such special mechanisms were categorized as the O (ordinary or others) type. In [Wang 95 ], P, A, D, C as well as 'newly coined words', and 'ambiguous words' were used for classification; however, the last two categories could not be easily distinguished, so we classified them and other unclassifiable new words into the O category.
The collocational strings are character strings that are frequently used at the same time in Chinese text (such as ' ' (in the context of ' ') , and ' '). Some of them may be further divided into shorter words. However, they are so frequently used that Chinese lexicographers may want to include such lexical units into the dictionary ( [Wang 95] ). One reason is that their meanings may not be easily acquired through certain lexical rules or morphological rules. Such entries may also be arguable for different lexicographers since the qualification heavily depends on the lexicographer's criteria. For instance, the collocational strings listed in Table 5 (and examples such as ' ' and ' ' given in [Wang 95 ]) may not be unanimously approved by all lexicographers. However, the percentages of such debatable strings that are recognized as words are small, as shown in Table 6 , especially for trigrams and quadragrams in the current work. Furthermore, various approaches were tested against the same benchmark prepared by the same person, as described in Section 2.3. Therefore, the differences in performance among various approaches very likely reflect the true situation.
The numerical strings were also classified into one special category for quantitative analyses because we didn't use any special treatment on the numerical strings in the current work and, thus, could make mistakes with such strings. As we shall see in later quantitative analyses, numerical strings also contribute a large portion of the errors since they rarely follow the contextual constraints or the association metrics used in the current work. However, the syntax for numerical strings is regular; there is no doubt that such strings can be parsed out using a finite state machine to improve the reported performance further. Therefore we will not comment on this category. Therefore, the current approach provides a good tool for extracting proper names. As for quadragrams, the largest portion is attributable to compound words which consist of two double-character words. The bigram O-type new words, on the other hand, are hard to classify according to special word formation rules since bigram Chinese words are most numerous among Chinese words, and it appears that they belong to many different syntactic variants.
Error Analyses
There are two types of errors in extracting new words. The first type occurs when real new words are missed (referred to as Type I errors), and the second type occurs when non-words are recognized as new words (referred to as Type II errors). In the 1,000 sample sentences, 1099 errors occurred; Type I errors resulted in 219 missed n-grams (76% of which were bigrams, 16% were trigrams and 8% were trigrams); Type II errors resulted in 880 mis-recognized non-word n-grams (including 30% bigrams, 47% trigrams, and 23% quadragrams). Therefore, about 80% of the errors were attributable to the Type II errors. This means that we can still truncate more spurious words from the augmented dictionary to achieve better performance if we conduct more iterations. Furthermore, since most Type I errors are attributable to bigrams, we can clearly see, from Table 4 , that trigram and quadragram words were recognized with a very high recall rate (88% and 94%). A few errors of the two types are listed as follows to illustrate: ). This may suggest that such spurious trigrams and quadragrams (as will be examined in Table 8 ) should be further truncated to bring those un-recognized bigrams back to the best segmentation. Table 8 further shows the distribution for Type II errors, in which non-word n-grams (i.e., spurious words) are classified as words. The column titles, P, A, D, C, O and #, now refer to the categories of the major substrings of such non-word n-grams. For instance, the P column shows the percentage of mis-recognized non-word strings which originated mainly from proper names. The largest portion of the bigram spurious words came from collocational strings whose individual characters often appeared at the same time. Most (44 out of 47) such collocational strings need to be further divided into two single-character words to fully decompose them into the smallest meaningful units (e.g., ' ', ' ', ' '). However, since they are frequently used at the same time, even native Chinese speakers may be confused about whether such strings should be considered as single lexical units. (As described earlier, some of these collocational strings were indeed considered as words or lexical units, and were included in the statistics in Table 4 .) Therefore, it depends more or less on the lexicographer's opinion how useful it is to include such strings in the lexicon. The second largest source of bigram spurious words was the substrings of the 3-character proper names (e.g., ( ) (a female name), ( ) (a male name)). The remaining bigram spurious words were ordinary words derived by over splitting longer words. For instance, ' ' ('frequently depreciated') was acquired by splitting the preferred idiomatic expression ' ' ('rarely appreciated and frequently depreciated').
For trigrams, most spurious words originated from ordinary words. Further investigation shows that most of the trigrams are composed of an ordinary word and a special character. For instance, 27
n-grams out of the 59 O-type instances contain the ' (de)' character as the first or the last character of the trigram (e.g., ' ', ' '). Other special characters include time and location markers, such as ' ' ('after...', e.g., ' ', ' '), ' ' ('during ...', 'within...', e.g., ' '), and ' ' ('under... situation', 'beneath...', e.g., ' '), at the end of the trigram, or ' ' ('will') at the beginning of the trigram (e.g., ' '). To resolve such errors, it would be a good idea to include a mechanism for removing n-grams that contain such special characters. The collocational strings also contribute a large portion of the spurious words, which are formed by concatenating single-character words and double-character words that frequently co-occur due to syntactic collocation (e.g., ' ', ' ').
The spurious quadragrams, shown in the last row, consist mainly of collocational strings and ordinary n-grams. Both kinds of spurious words share the same feature in that they consist mostly of two bigram words. The portion of spurious words corresponding to the 'O' column contains many 'noun+noun' (or 'adjective+noun') pairs. Although they take the form of compound words, they may not be considered sufficiently useful for the lexicographers to include such quadragrams into the new word dictionary (e.g., ' ' ('the closing stock indices of the last week')); thus, they are considered 'incorrectly identified' when the system suggests so. Furthermore, some spurious quadragrams are substrings of longer compound words (e.g., ' ' is considered a substring of ' ' (ISO)), so they are not regarded as words. The collocational strings have more syntactic variants, which assume the form of 'auxiliary verb+verb', 'verb+noun', 'noun+verb', and so on. Therefore, it may not be easy to reject such spurious words without using some syntactic information in the model.
To sum up, it is probably helpful to apply a numerical string pre-processor before the current approach is applied. Among the remaining errors, Type II errors were the most common type for the current approach (which resulted in worse precision performance in comparison to the recall performance). There was still a small fraction of proper names which could not be resolved completely.
Furthermore, to improve the precision of the n-grams, it might be useful to detect the existence of some special characters (such as ' ' and ' ' ) within the n-grams in order to remove such spurious words.
It would also probably be useful to include additional syntactic processing steps in the filtering stage, so that spurious quadragram words which consist of two double-character words could be removed.
Concluding Remarks and Future Research
An unsupervised method is proposed for extracting Chinese new words from a large text corpus in this paper. It provides an architecture for improving both the precision and recall systematically. The proposed method avoids certain drawbacks of the general segmentation-merging-filteringdisambiguation scheme by iteratively integrating the word segmentation module and the likelihood ratio ranking module, so that they can enhance one another's discrimination power. The segmentation task is conducted using an augmented dictionary, which contains potential unknown word candidates in the input corpus in addition to known words in the system dictionary. The unknown words are extracted from the segmented corpus after the corpus is processed by a statistical word segmenter. The set of potential unknown words is then progressively refined using the joint character association metric provided by the likelihood ratio ranking module, so that the next segmentation iteration can be conducted based on a better set of potential unknown words. Accordingly, both the contextual information (which maximizes the likelihood of the text corpus in terms of known and unknown words) and the intrinsic association features of the n-grams are iteratively integrated to supplement each other.
Therefore, n-grams which satisfy the contextual constraints imposed by the word segmentation module can be further justified using the joint association metrics provided by the likelihood ratio ranking module, and the ambiguity between overlapping candidates generated by the segmentation-andmerging scheme is implicitly resolved by applying the contextual constraints in the next segmentation session. The parameters of the ranking module can also be improved by using the progressively refined output word list of the segmentation module to re-assign progressively more appropriate class labels to the corpus n-grams, thus providing better estimates of the log-likelihood ratios for truncating inappropriate word candidates. In this iterative process, the precision is progressively improved through the filtering operations, and the real new words corresponding to the rejected spurious candidates are recalled through re-segmentation. The results show increasingly improved performance both in precision and recall through iterations.
It has been observed that the system can acquire new words with sufficiently high precision in comparison to other previous works and still retain high recall. Since this approach is unsupervised, a substantial amount of human processing effort can be saved, and no pre-segmented training corpus is required before compiling the new word list. The cost of the proposed approach is, thus, very low.
Based on the results of this study, it is expected that the proposed framework can provide a good tool for lexicographers to use to extract Chinese new words from a large text corpus.
To summarize, the performance obtained using different strategies is listed in the following table.
It is easily seen that the iterative approach, which integrates the information used in both the word segmentation module and the likelihood ranking module, outperforms the non-iterative scheme and the other two models, which use only contextual information or association features. Table 9 . Comparison of performance between various models for new word extraction.
(WS-only: Word-segmentation only, LRRM-only: ranking module only, Non-Iterative: cascading the WS and LRRM modules and truncating the worst 10% words in the segmentation output; Iterative: Iteratively integrating WS and LRRM modules.)
Finally, in the current work, the contextual constraints and other association metrics are integrated by iteratively applying them to extracting likely words and removing unlikely word candidates.
However, it will be more elegant if such information can be closely integrated by including both the contextual constraints and other global character association measures in the same model, so that the refined language model for word segmentation directly simulates lexicographers' sense of word formation more closely. We can even include some known lexical and syntactic constraints on the Chinese lexicon in a probabilistic framework, such as by including 'the probability that a word will contain a 'de' marker' (which should be close to zero) in the model. Such integration will then bring the segmentation model even more in line with Chinese word formation rules, and thus allow us to remove strings such as ' ' in a more elegant way, without resorting to special processing. This issue will be left for future research.
Appendix: Statistical Significance Test on Performance Improvement
To see whether the smaller improvement for the bigrams in the iteratively integrated system is statistically significant [Wonnacott 90 ], we divided the 1,000 sample sentences into 10 groups (with 100 sentences per group) and estimated their respective performance (i.e., precision, recall, WPR and FM). With K=10, T can be approximated as a student-t distribution with 9 degrees of freedom. To reject the hypothesis with more than 95% confidence, the T value must be greater than 1.83 when the hypothesis holds (i.e., when µ D = 0 ). In fact, we have T= 4.248, 9.142, 7.439, and 7.436 for bigram precision, recall, WPR and FM, respectively, which all exceed the threshold 3.89 for 99.8% confidence.
We can, therefore, conclude that the smaller improvement for bigrams is not due to the statistical variation in estimating the performance, but due to the effect of the proposed iterative algorithm.
