The relaxation time T REL of a finite ergodic Markov chain in continuous time, i.e., the time to reach ergodicity from some initial state distribution, is loosely given in the literature in terms of the eigenvalues Aj of the infinitesimal generator Q. 
Introduction
Let J(t) be any ergodic Finite Markov Chain in continuous time with generator Q.
A single underscore will be used to denote vectors and a double underscore will be used for matrices. Let p_T(t)-p_T(O)e t= be the state probability vector so that e )K T tli_, %P_T( t) eT n 1 > OT; e-TQ= --0 We are interested in the relaxation time of J(t). For time-reversible chains where all eigenvalues of Q are real the relaxation time is well understood (cf. Keilson [1] It has been shown by D.G. Kendall [3] that the distance d(t) is monotone decreasing for time reversible chains. It has also been shown by Keilson and Vasicek [2] that this distance decreases to zero for all ergodic chains. An independent proof will be given in this paper.
2. The Structure of the Distance to Ergodicity
The structure of d(t) for all finite ergodic chains is examined more deeply here. This structure is used to establish the relaxation time 0-a entirely in the real domain without any reference to complex eigenvalues until the end. We use the following notation:
Definitions: A calculation has been carried out using the symbolic and numerical power of The graph given by Maple is found to be log-convex as predicted.
expression for w(t) has the asymptotic decay rate predicted.
The symbolic 
