Each of the moments of the current distribution in self-similar networks scales with a different exponent. The Legendre transform of these exponents as a function of the order of the moment is called f (a). In general f (a) has a fixed convexity, has a maximum value equal to the usual fractal dimension, is continuous, is positive, and has a finite support a;"&a&0, ". Also, it usually characterizes the asymptotic form of the current distribution. Here, explicit examples of physically acceptable exceptions to the behavior of f (a) are exhibited. In the first example, the moments near the zeroth one do not converge uniformly in the large-size limit, leading to an f (a) which has an apparent maximum at a finite value of a while the true maximum is at n,"=ao. In the second example, it is shown that f (ct) can take negative values in domains which are relevant for a full characterization of the current distribution. Disorder seems essential to obtain the latter behavior which for these systems compromises the interpretation of f (a) as a continuous set of fractal dimensions.
I. INTRODUCTION It has been found a few years ago that electrical properties of self-similar resistor networks should be characterized by an infinite set of exponents. ' More precisely, each of the moments of the current distribution is in general controlled by a different exponent.
Standard exponents such as the fractal dimension, the resistance exponent and the correlation length exponent (in the case of percolation) are members of this set of exponents, other members of the set being related to comulants of the time fluctuations of the resistance. ' The fact that an infinite set of exponents is necessary to completely characterize the electrical properties of self-similar resistor networks has analogs in most fields where fractal structures arise, such as turbulence, ' where the concept first appeared, diffusion-limited aggregation, localization, and dynamical systems. What is common to these different fields is that one ascribes a "weight" or "measure" to various parts of a fractal object: To be more specific, one is interested in the current distribution of random resistor networks, ' or in the probability that a site will acquire a neighbor in diffusion-limited aggregation, or in the probability amplitude of a localized eigenstate (or its participation ratio) in localization, or in the close return distances in dynamical systems.
The term "multifractal" has been coined to describe the appearance of such infinite sets of exponents. It has also been shown' that multifractals are akin to the infinite set of irrelevant exponents which arises in critical phenomena.
Much interest in multifractals has been sparked in recent years by the introduction of the Legendre transform " of the set of exponents, the so-called f (a) . This quantity has been interpreted physically as the fractal dimension of subsets whose measure scales as a power cx of the length scale. "
In the context of resistor networks f(a) has been directly related to the asymptotic shape of the current distribution.
In this paper, we first review the f(tz) formalism from a slightly different point of view and then we exhibit two simple examples where some properties of f(a) are diFerent from standard expectations. These expectations are that f(a) is concave, has a maximum value equal to the usual fractal dimension, is continuous, is positive, and has a finite support, 0;;"&o. ' & o. ' Only the first two of these properties are rigorously true.
The other ones come from observation on numerous systems. In this paper, we exhibit exceptions to the last two properties, positiveness and finite support. In the first example, we find a f(a) which has a value diFerent from the fractal dimension of the backbone at an apparent maximum which occurs at a finite value of 0, . 
Hence, the inverse Laplace transform of the moments may be calculated to obtain
where j = -1. -xq is always an analytic function of q for Re(q)~0. On the real axis it is also convex and decreasing.
In the limit a =--
L~oo, one can thus use the saddle point approximation to obtain, when Aq depends weakly on q, The above discussion shows that the asymptotic scaling behavior of the probability distribution can be recovered from the leading scaling behavior of the moments, positive or negative, depending upon where the saddle point is. However, it is worth pointing out that the information contained in the set of all moments is overcomplete. Fig. 1 lead to a network whose negative moments exist but do not scale and whose behavior around q =0 is anomalous. The relevance to percolation is discussed in the conclusion. The lattices in Fig. 1 are constructed by concomitantly iterating the two patterns in Figs. 1(a) and 1(b): At level n, both of the lattices may be considered as a two-port terminal with resistances R'&"' and R2', respectively; the generation n +1 is obtained by connecting R i"' and R 2"' in the same way as R () ' and R (2 ' are assembled in cases (a) and (b) of Fig. 1 . In this way, given any level n of the hierarchy, both of the networks are made of the same number of resistors, L, which defines the fractal dimension as a=log~7. Note that from now on, we will use log~to denote that the logarithm must be calculated in the base l, where l is the size of the basic pattern which is iterated (L =1"). Whenever~( n)
There is a single attractive fixed point at A=1. Hence, we can restrict ourselves to the neighborhood of this point. It is then convenient to introduce the parameter 1+@"=A'"'=W~)"'/J7z") whose recurrence relation is, in the limit e"«1, e"+) --2e"/3. Let (i~)~) + '' and (i~) (e"( eo)/3", in the system dominates all the negative moments.
The factor n in Eq. (7c) plays a role analogous to F(L) in Eq. (2) . Equation (7) implies that the negative moments do not depend on system size as a power law but that the positive moments do, in close analogy with the case of percolation. ' From Eqs. (6), (7a), and (7b), one can easily deduce that the limit q~0 + and n~oo are not interchangeable, and thus the convergence of x (n) is not uniform on the whole real positive axis. Physically, when the q~0 limit is taken last, the "bridge bonds" in Fig. 1 Fig. 2(a) , -x~(n) seems to converge to log(6 near q =0; Fig. 2(b) , however, clearly shows the nonuniform convergence on every interval which includes q =0. In the infinite size limit, the value at q =0 is log~7, while the value infinitesimally close to q = 0 is log, 6.
Despite the nonuniform convergence, it suKces to con- In (7) 1.94 2.5 (b)
In (7) 94 (b) Consider resistors drawn from a probability distribution P(R) -R ' (for large R and 0&co & 1) and connected in series. Such a problem arises in the calculation of continuum corrections to transport exponents in percolation. ' One is interested in the distribution of voltage drops in the resistors. Alternatively, one may consider the dual problem of the distribution of currents in conductances drawn from a probability distribution P(tr) -rr ' (for small o and 0&co& 1) and connected in parallel. The model we are considering has some relation to the preceding problem but it also has some important differences. The lattice is built as illustrated in Fig. 4(a) Fig. 4(a) . Let (i q) "+'' be the moment we are looking for, and 0 0 (o) (i )I"', (i )'""' be the moments of, respectively, the left-and right-hand dotted box in Fig. 4(a) . We then have the recursion relation, ( . 2q) (n + i) (i q)jt") and (i 2q)'""' are independent of this ratio since they depend only on y at a lower level. Denoting the average over disorder by an overbar, one obtains
1-1+y (10) Equation (10) 
4(b)
. This is analogous to a process of "fragmentation. "
The next generation is obtained by dividing the system into two blocks: These daughter blocks dissipate, respectively, a fraction p and 1 -p of the power in the mother block. Each of these blocks becomes the mother block for the following generation. Our previous analysis is equivalent to considering p as an independent random variable for each generation. Note that in this light, this model is analogous to the random beta model in turbulence. ' The main diff'erence is related to the presence of power conservation in the present model. From Eq. (10) one deduces that each moment scales with an exponent With ( i 2q ) ' ' = 1, the above formula may easily be iterated to yield, A pole first appears with decreasing q at q =( -co)/2.
Nevertheless, one can verify that the saddle-point approximation is valid, but as a consequence of the pole, the function f (a) is defined for a extending all the way to infinity instead of stopping at an e "; also, in the large a limit t)f /t)a approaches -co/2 in contrast to the usual behavior df /t)a, -~a s a~a,". The Legendre ' '5 but in these cases one can always argue that the regions with negative f(a) can be neglected without loss of information since the positive part of f(a) is sufficient, in these cases, to recover the exponents controlling the positive moments (from which the whole distribution may be reconstructed when the amplitudes Aq depend weakly on q). In the present case, the positive moments may not be reconstructed only from the positive part of f (a); hence, regions where f (a) does not have a direct interpretation as a fractal dimension are necessary for a satisfactory characterization of the current distribution. The hierarchical lattice considered in the latter example is somewhat more artificial than that used in the first example, whose positive moments may be made very close to those of percolation. Nevertheless, it is an analog of the random beta model whose properties have been extensively studied in the context of turbulence. ' ' 
