Abstract. These notes explain how to construct small functorial chain complexes which calculate the derived functors of destabilization (respectively iterated loop functors) in the theory of modules over the mod 2 Steenrod algebra; this shows how to unify results of Singer and of Lannes and Zarati.
Introduction
These lecture notes 1 examine the interface between unstable modules U over the Steenrod algebra A and M , the category of A -modules, in particular the structure of the left derived functors of destabilization D : M → U (which is the left adjoint to the inclusion U ⊂ M ) and of the family of iterated loop functors, Ω t : U → U (the left adjoint to the suspension functor Σ t : U → U ), for t ∈ N. Throughout, the prime 2 is fixed and the underlying field F denotes the prime field F 2 . (There are analogous results for odd primes, which are not presented in detail here.)
The two basic ingredients which are used are the Singer functors R s , s ∈ N, which are defined for all A -modules, and the Singer residue map F[u ±1 ] → Σ −1 F, which is A -linear and induces differentials. Part of the interest of the current approach is that it provides a clear explanation of the relationship between the methods of Lannes and Zarati [LZ87] and those of Singer ([Sin81] etc.).
The notes explain how to construct a natural chain complex DM , for M an Amodule, with homology calculating the derived functors of destabilization, and, for t ∈ N and N an unstable module, a chain complex C t N , with homology calculating the derived functors of Ω t . The existence of such a chain complex goes back to the work of Singer [Sin78, Sin80] , but the construction given here is new.
The complex C t N is given as a quotient of D(Σ −t N ) and the projection
induces the natural transformation D s (Σ −t N ) → Ω t s N between left derived functors in homology.
The chain complex DM is also related to the chain complex Γ + M introduced by Singer [Sin83] and Hung and Sum [HS95] (who work at odd primes), to calculate the homology of M over the Steenrod algebra. Namely, there is a natural inclusion
which, in homology, induces the Lannes-Zarati homomorphism (up to dualizing) [LZ87] , the derived form of: DM → F ⊗ A M, thus giving rise to D s M → Tor 
Background
Throughout, the prime p is taken to be 2 and the ground field F is the field with two elements. All the results introduced have analogues for odd primes, although the arguments are slightly more complicated in the odd primary situation.
A general reference for the theory of (unstable) modules over the Steenrod algebra is the book by Schwartz [Sch94] and, for A -modules, that of Margolis [Mar83] . References for the individual results stated can be found for example in the author's papers [Pow10a, Pow10b, Pow12] ; many go back to Massey and Peterson and the work of Singer.
2.1. The Steenrod algebra as a quadratic algebra. The mod-2 Steenrod algebra A is, by definition, the algebra of stable cohomology operations for mod-2 singular cohomology. Hence the Steenrod algebra can be identified with the cohomology H * (HF 2 ) (here H * (−) always denote cohomology with mod-2 coefficients) of the Eilenberg-MacLane spectrum, HF 2 , which represents mod-2 cohomology.
The algebra A is a (non-homogeneous) quadratic algebra, as explained below. LetÃ be the (homogeneous) quadratic algebrã
where Sq i has degree i and ∼ corresponds to the Adem relations:
where Sq 0 is considered as an independent generator. Since the relations are homogeneous of length 2, the algebraÃ is a homogeneous quadratic algebra and, in particular, has a length grading in addition to the internal grading coming from the degrees of the generators.
There is a surjection of algebrasÃ ։ A which corresponds to imposing the relation Sq 0 = 1; the algebra A inherits a length filtration fromÃ (no longer a grading). The relations defining A have length ≤ 2, which means that A is quadratic.
The graded A associated to the length filtration can also be described as a quotient ofÃ , namely A =Ã / Sq 0 .
This is again a homogeneous quadratic algebra. Moreover, it has the important property that it is Koszul. This notion, introduced by Priddy [Pri70] , is at the origin of the existence of small resolutions for calculating the homology of the Steenrod algebra; the Koszul dual is the (big) Lambda algebra. The complexes introduced here are related to the quadratic Koszul nature of A and to the relation between the Steenrod algebra and invariant theory; many of the ideas developed go back to the work of Singer [Sin78, Sin80, Sin83] etc.
Remark 2.1. The odd primary analogues depend upon the work of Mùi [Mùi86, Mùi75] , which describes the (more-complicated) relationship between invariant theory and the Steenrod algebra.
See for example the work of Hung and Sum [HS95] generalizing Singer's invarianttheoretic description of the Lambda-algebra to odd primes and Zarati's generalization [Zar84] of his work with Lannes [LZ87] -and the author's paper [Pow10b] .
2.2. The category of A -modules. Let M denote the category of (left) Amodules. This is an abelian category with additional structure; namely, the fact that A is a Hopf algebra implies that the tensor product (as graded vector spaces) of two A -modules has a natural A -module structure. Explicitly, the Steenrod squares act via:
this corresponds to the fact that the diagonal ∆ : A → A ⊗ A is determined by ∆Sq n = i+j=n Sq i ⊗ Sq j . Since A is a connected algebra (concentrated in non-negative degrees, with A 0 = F) the Hopf algebra conjugation χ : A • → A is determined by the diagonal [MM65] and is an isomorphism of algebras, where A
• is A equipped with the opposite algebra structure (χ is an anti-automorphism of A ).
Via χ, the category of left A -modules is equivalent to the category of right A -modules: a right A -module can be considered as a left A -module by setting am := mχ(a).
Hence M has a duality functor:
where the usual right A -module structure on M ∨ is regarded as a left structure via χ.
Remark 2.3. Since A is connected, {Σ n F|n ∈ Z} gives a set of representatives of isomorphism classes of the simple objects of M .
Example 2.4. Duality gives (Σ n F)
Definition 2.5. For n ∈ Z, the nth suspension functor
Example 2.6. For n ∈ Z, the free A -module Σ n A is a projective object of M (which is the projective cover of Σ n F).
Proposition 2.7. The category M has enough projectives, with set of projective generators {Σ n A |n ∈ Z}.
Proof. Exercise.
Proposition 2.8. For n ∈ Z, Σ n : M → M is an exact functor which is an equivalence of categories, with inverse Σ −n : M → M . In particular, Σ n preserves projectives.
2.3. Unstable modules and destabilization. Whereas the cohomology of a spectrum (object from stable homotopy theory which represents a cohomology theory) is simply an A -module, the cohomology of a space has further structure; it is an algebra (via the cup product) and the underlying A -module is unstable.
Definition 2.9. An A -module M is unstable if Sq i x = 0, ∀i > |x|. The full subcategory of unstable modules is denoted U ⊂ M .
For later use, the following definition is recalled, which uses the tensor product of U .
Definition 2.10. An algebra in M is a graded algebra such that the structure morphisms are A -linear. An unstable algebra K is an unstable module which is a commutative algebra in M (and hence in U ) such that the Cartan condition holds:
Unstable algebras form a category K , with morphisms the algebra morphisms which are A -linear. Forgetting the algebra structure yields a functor K → U .
In a few places the terminology nilpotent, reduced, nil-closed will be used; for convenience the definition is recalled (see [Sch94] for further details).
Definition 2.11. An unstable module N is nilpotent if the operation Sq 0 (where Sq 0 (x) = Sq |x| (x)) acts locally nilpotently; a key example of a nilpotent unstable module is ΣM , for any unstable module M .
An unstable module M is reduced if Hom U (N, M ) = 0 for any nilpotent module N and nil-closed if, in addition, Ext 1 U (N, M ) = 0 for all nilpotents N . Proposition 2.12. The category U is an abelian subcategory of M and is closed under the tensor product ⊗ of M .
Proof. Exercise.
Remark 2.13. The duality functor (−) ∨ : M ∨ → M does not preserve U , since the relation Sq 0 = 1 implies that an unstable module is concentrated in degrees ≥ 0. The dual M ∨ of a module M concentrated in degrees ≥ 0 is concentrated in degrees ≥ 0 if and only if M = M 0 ; for example, the dual of ΣF is not unstable.
Example 2.14. For n ∈ N, the suspension functor Σ n : M → M restricts to an exact functor Σ n : U → U (given by Σ n F⊗−). However, this is not an equivalence of categories if n > 0. Namely, from the explicit construction, if f : M → N is a morphism of Amodules with N unstable, there is a natural factorization:
(The unstable module F (n) is the free unstable module on a generator of degree n.) Exercise 2.18. Show that (1) F (n) = 0 for n < 0 and F (0) = F; (2) F (n) is a projective object of U , ∀n ∈ Z.
Proposition 2.19. The category U has enough projectives and the set {F (n)|n ∈ N} forms a set of projective generators.
Proof. Exercise. Definition 2.21. For n ∈ N, let Ω n : U → U denote the composite functor
Proposition 2.22. For n ∈ N, the functor Ω n : U → U is left adjoint to Σ n : U → U ; it is right exact (but not exact for n > 0) and preserves projectives.
Proposition 2.23. For n ∈ N there is a natural equivalence of functors
Example 2.24. Another important division functor which can be constructed by using destabilization is Lannes' T -functor:
where BZ/2 is the classifying space of the group Z/2, which has the homotopy type of RP ∞ . Exercise: verify that T is left adjoint to the functor H * (BZ/2)⊗ − : U → U .
Exercise 2.25. Let M be an unstable module which is of finite type (ie dim(M n ) is finite ∀n). Show that the functor
(This left adjoint is usually referred to as the division functor by M and written (− : M ); see [Lan92] for general considerations on such functors.) 2.4. Derived functors. The abelian categories M and U both have enough projectives, hence one can do homological algebra in them. Recall that a projective resolution P • of an object M of an abelian category is a complex of projectives
with P s in homological degree s, and which has homology concentrated in degree zero with H 0 (P • ) ∼ = M . This will frequently be denoted by P • → M , where the arrow corresponds to the surjection P 0 ։ M .
Remark 2.26. If M is an unstable module, there are two possible notions of projective resolution: a projective resolution in U , , where |u| = 1; this is an unstable algebra, and this fact determines its structure as an A -module. (Explicitly, the total Steenrod power Sq T = i∈N Sq i on u is Sq T (u) = u(1+u), via the Cartan condition and instability and this determines the structure via the Cartan formula for cup products, which implies that Sq T is multiplicative.) One can form the localization F[u ±1 ], so that u −1 is a class of degree −1. This has an A -algebra structure (not unstable!), which is determined by the total Steenrod power of u −1 . This can be calculated by using the multiplicativity of Sq T :
giving Sq
1+u , which translates as
] generated by u −1 , so that there is a (non-split) short exact sequence of A -modules:
It is straightforward to see that DP = 0 and DΣ −1 F = 0. Hence the long exact sequence for derived functors
is surjective. (As we shall see, it is an isomorphism, by Corollary 5.10, as in Lannes and Zarati [LZ87] .) Thus
Remark 2.30. The A -moduleP is bounded below; however Σ tP is never an unstable module.
2.5. Motivation for studying derived functors of destabilization and of iterated loop functors. The functors D s : M → U arise naturally in algebraic topology.
Example 2.31. There is a Grothendieck spectral sequence calculating Ext * A (M, N ) in terms of Ext U when N is an unstable module. This is the spectral sequence derived from considering Hom A (−, N ) as the composite functor Hom U (D(−), N ).
The spectral sequence has the form
, for V an elementary abelian 2-group), the spectral sequence degenerates to the isomorphism
Such Ext-groups are important for calculating the E 2 -term of the Adams spectral sequence -for example, this motivated Lannes and Zarati's work on the derived functors of destabilization [LZ87] and is intimately related to an approach to the Segal conjecture for elementary abelian p-groups.
Example 2.32. Derived functors of destabilization occur in studying the relationship between the cohomology of a spectrum E and the cohomology of the infinite loop space Ω ∞ E associated to E. Recall that there is an adjunction counit Σ ∞ Ω ∞ E → E, where Σ ∞ is the suspension spectrum functor. This gives rise to a commutative diagram in M :
where the factorization exists since H * (Ω ∞ E) is an unstable algebra and, in particular, an unstable module.
Recall that K denotes the category of unstable algebras and that the SteenrodEpstein enveloping algebra functor U : U → K is left adjoint to the forgetful functor K → U . This is given explicitly by
the quotient of the free commutative algebra on M given by imposing the Cartan condition. Hence, the above induces a morphism of unstable algebras:
When E = Σ n HF 2 is a suspension of the mod-2 Eilenberg-MacLane spectrum, this is an isomorphism (exercise). However, in general it is far from being an isomorphism (examples can be given by considering suspension spectra E = Σ ∞ X). Kuhn and McCarty [KM13] have shown that there exists an algebraic approximation to H * (Ω ∞ E) which is expressed in terms of the derived functors of destabilization. This generalizes earlier work of Lannes and Zarati [LZ84] for suspension spectra.
Example 2.33. Similar considerations arise in giving an algebraic approximation to H * (Ω n X) in terms of H * (X), when X is a pointed space. As a first approximation, one shows (exercise) that there is a natural morphism of unstable algebras
where Q : K a → U is the 'indecomposables' functor, defined on the category K a of augmented unstable algebras by QK := K/K 2 , where K is the augmentation ideal. (Here the base point of X provides the augmentation of H * (X).) This can be shown to be an isomorphism for Eilenberg-MacLane spaces but, in general, is far from being an isomorphism.
Under suitable hypotheses on the space X, in particular supposing that the cohomology of X is of the form U M for some unstable module M , Harper and Miller [HM89] gave an algebraic approximation to H * (Ω n X), which is expressed in terms of the derived functors of certain iterated loop functors. It is expected that their results can be generalized.
Remark 2.34. Note that the topological based loop space functor Ω is right adjoint to the reduced suspension functor Σ and the infinite loop space functor Ω ∞ is right adjoint to the suspension spectrum functor Σ ∞ (at the level of homotopy categories). The suspension functor Σ commutes with cohomology; however, since H * (−) is contravariant, the algebraic approximations to these functors are left adjoints. Remark 3.2. The functor Φ and the linear transformation λ are defined for all A -modules.
Proof. Exercise. (1) Φ is exact; (2) Φ commutes with tensor products, in particular Φ(ΣM ) ∼ = Σ 2 ΦM .
Remark 3.6. The odd primary version of Φ does not commute with tensor products; behaviour of ΦΣ is complicated, whereas ΦΣ 2 ∼ = Σ 2p Φ.
Exercise 3.7. For K an unstable algebra, show that λ K : ΦK → K is a morphism of unstable algebras. If K is reduced (equivalently has no nilpotent elements as a commutative algebra), show that ΦK identifies with the subalgebra of K generated by the squares of elements of
Proposition 3.8. For an unstable module M , the higher derived functors Ω s , s > 1 of Ω are trivial, (i.e. Ω s = 0 ∀s > 1) and there is a natural exact sequence in U
In particular, the complex in M :
has homology ΩM and Ω 1 M in homological degrees 0, 1 respectively.
Proof. By definition, ΩM is the destabilization of Σ −1 M . Hence (using the fact that M is unstable),
which is precisely the cokernel of λ M . It is a standard fact that the free unstable modules F (n) are reduced (exercise: verify this), hence λ P is a monomorphism if P is a projective unstable module.
Consider a projective resolution P • → M in U . By the above property, the natural transformation λ gives rise to a short exact sequence of complexes:
The functors Φ and Σ are exact, hence the homology of P • and ΦP • is concentrated in homological degree zero, where it is respectively M and ΦM , whereas the homology of ΣΩP • is isomorphic to ΣΩ s M in homological degree s, by construction of the derived functors.
The long exact sequence in homology in low degrees gives the exact sequence
which shows that the kernel of λ M is isomorphic to ΣΩ 1 M , as required. Considering higher homological degree, it follows immediately that Ω s M = 0 for s > 1. The final statement is clear. (1) Zarati [Zar90] showed that an unstable module M (for p = 2) is nil-closed if and only if M and ΩM are both reduced. Prove this. (Hint: first show that Ω 1 N is a nilpotent unstable module if N is nilpotent.) (2) Assuming Zarati's result, show that M is nilclosed if and only if Ω 3.2. Applications of Ω and Ω 1 .
Proposition 3.11. For C • a chain complex of reduced unstable modules, ΩC • has homology which fits into a natural short exact sequence:
Proof. Since each C n is reduced, the natural transformation λ induces a short exact sequence of complexes
Using the exactness of Φ and Σ together with the naturality of λ, the associated long exact sequence in homology is
By Proposition 3.8, the cokernel of λ Hs(C•) is ΣΩH s (C • ) and the kernel is ΣΩ 1 H s (C • ). Applying these identifications for s and s − 1 respectively gives the stated short exact sequence.
Corollary 3.12. For s, t ∈ N and M an unstable module, there is a natural short exact sequence
Proof. Let P • → M be a projective resolution of M in U and take The final statement is proved by a straightforward induction upon t.
Remark 3.13. More generally, for natural numbers t 1 , t 2 and an unstable module M , there is a Grothendieck spectral sequence
p+q . The short exact sequence corresponds to the case t 1 = 1. 
Proof. It is clear that conn(ΩM ) ≥ conn(M )−1 and, by Lemma 3.15, conn(Ω 1 M ) ≥ 2conn(M ). The general result is proved by induction upon s, using the Grothendieck short exact sequence of Corollary 3.12 for the inductive step. (Exercise: fill in the details.)
Remark 3.17. Since an unstable module M is always concentrated in non-negative degrees, conn(M ) ≥ −1, hence it is clear that the previous statement is not optimal.
3.3.
Interactions between loops and destabilization. Recall from Proposition 2.23 that, for t ∈ N, there is a natural isomorphism between Ω t D, DΣ −t : M ⇒ U . The following result is another application of Proposition 3.11:
Corollary 3.18. For M an A -module, there is a natural short exact sequence:
Proof. Let F • → M be a free resolution of M (in M ) and take C • = DF • , which is a complex of projective unstable modules. Proposition 2.23 implies that ΩC • is naturally isomorphic to
The short exact sequence corresponds to the case m = 1. Lemma 3.21. For M an A -module, the natural surjection M ։ DM is an isomorphism in degrees ≤ 2(connM + 1).
Proof. The lowest degree element (if it exists -i.e. if conn(M ) is finite) of M has degree conn(M ) + 1, hence the lowest degree element of BM has degree at least 2(conn(M ) + 1) + 1. The result follows.
The following statement is a general result for connected algebras, stated here for the Steenrod algebra.
Lemma 3.22. An A -module M has a free resolution
The following weak result is sufficient for the initial applications; a much stronger result holds (combine Lemma 5.6 with Theorem 5.8).
Proposition 3.23. For 0 < s ∈ N and M an A -module
Proof. It is sufficient to treat the case conn(M ) finite (the other cases are clear), hence we may take a free resolution F • → M as in Lemma 3.22. Consider the natural surjection of complexes
where the top row is exact and the homology of the bottom row (in degree s) is D s M , by definition. The vertical morphisms are all isomorphisms in degrees ≤ 2(connM + s), by the hypothesis on F • together with Lemma 3.21; the result follows.
Notation 3.24. For M an A -module and c ∈ Z, let M >c denote the sub A -module of elements of degree > c, so that conn(M >c ) ≥ c.
There is a natural short exact sequence of A -modules
Proposition 3.25. For M an A -module, s ∈ N and c ∈ Z, the natural morphism
is an isomorphism in degrees ≤ 2(c + s − 1).
Hence the natural morphism
is an isomorphism.
Proof. Consider the long exact sequence for the derived functors D s associated to the short exact sequence (1): Throughout, M is an iterated desuspension of an unstable module, so that there exists T ∈ N such that Σ t M is unstable ∀t ≥ T . If M = 0, conn(M ) is finite; by Lemma 3.22, there exists a free resolution of
is a complex of projective unstable modules which has homology
Remark 3.27. The hypothesis upon T implies that connM + T + 1 ≥ 0.
The complex DΣ t F • can be seen as an approximation to a projective resolution (in unstable modules) of the unstable module Σ t M . More precisely, one has the following Lemma 3.28. There is a short exact sequence of complexes of projectives in U :
3) Q 0 = 0 and, ∀s, conn(Q s ) ≥ 2(connM + t + 1).
Proof. Exercise (this is a general argument in homological algebra).
Proposition 3.29. For M an A -module and t ∈ N such that Σ t M is unstable, then for all s ∈ N, the natural morphism
is an isomorphism in degrees ≤ 2(connM + 1) + t.
Proof. Consider F • → M as above and the short exact sequence (2) of Lemma 3.28. Applying the functor Ω t and using the natural isomorphism Ω t D(Σ t F • ) ∼ = DF • given by Proposition 2.23, this yields a short exact sequence of complexes
(exercise: why is this a short exact sequence, even though Ω is not exact?), where the first morphism induces D s M → Ω t s Σ t M is homology. The connectivity condition on Q • implies that conn(Ω t Q s ) ≥ 2(connM + 1) + t. The result follows from the long exact sequence in homology.
Corollary 3.30. For M an A -module and T ∈ N such that Σ T M is unstable, there is a natural isomorphism
and the inverse system stabilizes locally for t ≫ 0 (i.e. in any given degree).
Exercise 3.31. Let M ∈ M be a module which is bounded below (M n = 0 for n ≪ 0). Show that, for fixed s, d ∈ N, there exist c, T ∈ N such that Σ T (M/M >c ) is unstable and, for all t ≥ T ,
Singer functors
Singer introduced a series of functors which are indispensable in understanding the derived functors of iterated loops and destabilization. This section recalls the definition of variants of these.
The unstable Singer functors R s . Following Lannes and Zarati [LZ87]
, we recall the construction of the unstable Singer functors R s , for s ∈ N; by convention R 0 is the identity functor R 0 : U → U . Notation 4.4. For K an unstable algebra, let K-U denote the category of Kmodules in U ; forgetting the module structure defines a functor K-U → U .
An object of K-U is an unstable module M equipped with a K-module structure such that the structure map K ⊗ M → M is A -linear.
Proposition 4.5. For K an unstable algebra, the category K-U has a unique abelian structure such that K-U → U is exact. Moreover the tensor product of K-modules ⊗ K defines a tensor structure on K-U , with unit K (i.e K-U is a symmetric monoidal category (K-U , ⊗ K , K)).
Recall that H * (BV 1 ) ∼ = F[u], with |u| = 1, has a canonical unstable algebra structure.
Definition 4.6. For M an unstable module, let
Proof. Exercise (Remark 4.11 below provides some hints). (1) The functor R 1 : U → F[u]-U is exact; more precisely, the underlying
There is a natural isomorphism of unstable modules
the canonical surjection is written ρ 1 : R 1 M ։ ΦM and there is a natural short exact sequence in F[u]-U :
3) The functor R 1 preserves tensor products: there is a natural isomorphism
Exercise 4.10.
(1) Show that the projection ρ 1 : R 1 M → ΦM is compatible with λ M , namely the following diagram commutes: (2) Show that the total Steenrod power St 1 is multiplicative, when K is an unstable algebra. Namely
where the product on the right hand side is formed in the unstable algebra
For K an unstable algebra, show that R 1 K is naturally an unstable algebra, equipped with a natural inclusion F[u] ֒→ R 1 K, so that R 1 defines a functor
and identify it as the ring of invariants for the action of the upper triangular subgroup B 2 ⊂ GL 2 .
Remark 4.11. Lannes and Zarati [LZ87] showed that R 1 is intimately related to destabilization. Namely, the short exact sequence (see Example 2.29)
For an unstable module M , tensoring gives a short exact sequence
and the long exact sequence for derived functors of destabilization induces a morphism
Considering the case M = ΣN , Lannes and Zarati observed that α ΣN induces a surjection
(Exercise: prove this, by using the fact that N is unstable to show that B(ΣP ⊗ M ) ⊂ ΣP ⊗ N -see [LZ87] .) In the case N = F, Lannes and Zarati proved moreover that D 1 F ∼ = ΣR 1 F ∼ = ΣF [u] (this follows directly from the chain complex constructed in Section 5.1 below). Proposition 3.11 shows that D 1 (Σ −1 F) ∼ = ΩD 1 F, which is therefore isomorphic to F[u].
Remark 4.12. The functor R 1 has topological significance: let X be a pointed topological space and write EZ/2 for the universal cover of BZ/2, which is an acyclic space equipped with a free Z/2-action. (An explicit model is given by S ∞ = colim n→∞ S n , with projection S ∞ → RP ∞ induced by the Z/2-Galois coverings S n → RP n .) The diagonal of X induces a Z/2-equivariant map EZ/2 + ∧X → EZ/2 + ∧X ∧X (here (−) + denotes the addition of a disjoint basepoint) and passage to the quotient by the Z/2-action gives:
In reduced mod-2 cohomology, this induces
and the image of ∆ * 2 is R 1H * (X). This is related to the construction of the Steenrod reduced power operations.
The Singer functors can be iterated. For example, (St 1 (x) ). 
Remark 4.17. The functor can be defined explicitly by taking R s M to be the sub
The advantage of the previous construction is that it implies immediately that this submodule is stable under A .
Remark 4.18. The quadratic nature of the construction is exhibited by the identity:
This shows that the functors R s are determined by the generating functor R 1 and the relation R 2 ֒→ R 1 R 1 . 
(Use Exercise 3.7 for the first inclusion of the bottom row.) In particular, there is a canonical surjection of unstable algebras D(s) ։ ΦD(s − 1). Explicitly, show that i * s maps ω s,0 to zero and ω s,i → ω (1) R s : U → D(s)-U is exact and commutes with tensor products:
The natural transformation ρ 1 induces a natural surjection ρ s : R s ։ ΦR s−1 via the inclusion R s ֒→ R 1 R s−1 composed with (ρ 1 ) Rs−1 , which fits into a short exact sequence in D(s)-U : ) and it is a fundamental result of Singer's that this class is invariant under the action of GL s (see [LZ87] , for example).
Standard methods of homological algebra (it is easier to think in terms of derived categories) show that the functor D induces a natural morphism (for t ∈ N)
If M is unstable, the right hand side is H * (BV s
(again this follows from the results of the next section). This exhibits the relationship between the Singer functor R s and the derived functor of destabilization D s . ] ⊗ M but, in the general case, it is necessary to use a large tensor product (half-completed tensor product -see [Pow10b] , for example) so that St 1 is a linear map
Singer functors for M . The unstable Singer functors
With this modification, R 1 is defined as in the unstable case, so that R 1 M comes equipped with a canonical inclusion
Many of the good properties of R 1 pass to this setting, in particular:
The higher functors R s are constructed as before; the large tensor product leads to some technical issues.
Localization inverting the top Dickson invariant gives a commutative diagram of A -algebras: Remark 4.25. Care must be taken in considering the composition because of the large tensor product; see [Pow10b] (which is written for the case p odd, but the methods apply to p = 2.)
As in the unstable case, one has the following fundamental short exact sequence:
Proposition 4.26. For 0 < s ∈ N and M an A -module, there is a natural short exact sequence in D(s)-M :
Proof. Cf. [Pow10b] .
4.3. The Singer differential. There is a new phenomenon when considering the Singer functors defined on M , corresponding to the Singer differential.
Proposition 4.27. The residue, namely the unique non-trivial map of graded vector spaces:
Proof. Essential exercise. 
The following result is the basis for building the chain complex calculating the derived functors of destabilization. 
Proposition 5.2. For M an A -module and s ∈ N, the composite
Proof. (Indications -see [Pow10b] for a proof in the case p odd -the method also applies to p = 2). Using the quadratic nature of the functors R s , it is straightforward to reduced to the case s = 0 (exercise). This case is proved using the relationship between the Steenrod algebra and invariant theory, as in the work of Singer [Sin83] ; one method is to embed the diagram in the (p = 2)-analogue of the chain complex Γ • M considered by Hung and Sum [HS95] (their arguments adapt to the case p = 2).
Recall that the category of chain complexes for an abelian category is abelian (or prove this as an exercise!). 
Proof. Proposition 5.2 implies that DM is a chain complex and the construction is functorial. Since R s : M → M is an exact functor (forgetting the action of D(s)) and Σ is exact, the functor D is exact.
As shown by the work of Singer on the derived functors of iterated loop functors [Sin80] , a key input to the proof is to have a short exact sequence of complexes which gives rise to the long exact sequence of derived functors of destabilization.
Proposition 5.5. For M an A -module, there is a natural short exact sequence of chain complexes:
Moreover, in homology this induces a long exact sequence in M :
The connecting morphism λ 0 identifies with Σ −1 λ DM , using the identification
Proof. (Indications. Cf. [Pow10b] , which treats the case p odd.) The first statement follows from the naturality of the construction of the chain complex of Proposition 4.26 and of the differential.
For the final statement, the long exact sequence is the long exact sequence in homology, using the exactness of the functors Σ and Φ. The identification of λ 0 is a straightforward exercise.
Proof. For s = 1 and t ∈ Z recall that D(Σ t+1 A ) = F (t + 1), so that the long exact sequence of Proposition 5.5 is of the following form:
The morphism λ is injective, since F (t + 1) is reduced, hence the morphism α t+1 is surjective. Since conn(D 1 (Σ t+1 A )) → ∞ as t → ∞, by Lemma 5.6, it follows that D 1 (Σ t A ) = 0 ∀t ∈ Z. (Exercise: provide the details of this argument.) This forms the initial step of an induction upon s; the inductive step is similar (but easier).
Theorem 5.8. For M an A -module, there is a natural isomorphism Corollary 5.10. For M an unstable module and s ∈ N, there is a natural isomorphism
and a short exact sequence of unstable modules 
Example 5.14. For M an A -module, R 1/0 M = 0 and there is a natural isomor-
Exercise 5.15. Show that
Lemma 5.16. For N an unstable module, the differential d Σ −t N induces a commutative diagram Proof. Exercise.
The following underlines that the instability hypothesis is essential here:
Exercise 5.17. Show that the corresponding diagram for an arbitrary module N is not in general commutative.
Proposition 5.18. For N an unstable module, the cokernel of
Proof. Essential exercise. Remark 5.20. The functor R s/t is zero if s > t, since R 1/0 = 0.
Exercise 5.21. For an integer 0 ≤ s ≤ t, describe R 1/t • R 1/t−1 • . . .
• R 1/t−s+1 M explicitly as a quotient of (R 1 )
•s M by specifying the ideal I s,t ✁ (R 1 )
•s F such that
Deduce from this an analogous description of R s/t M in terms of R s M . Proof. Exercise.
By construction, there is a natural inclusion R s/t M ֒→ R s−1/t R 1/t−s+1 M, which fits into the commutative diagram:
Hence, as in the construction of d 1/t,N , there is an induced morphism in M , which is given for N ∈ U as the composite: Proof. Exercise.
Remark 5.32. The chain complex C t • N has the same formal properties as that constructed by Singer in [Sin80] (they are believed to be naturally isomorphic).
The current presentation, being based upon quotients of the Singer functors and the Singer differential, makes explicit the relationship between DΣ −t and C t .
Theorem 5.33. For N an unstable module and s, t ∈ N, there is a natural isomorphism Ω Proof. The proof of the first point is formally similar to that of Theorem 5.8 but the inductive step is easier, since a double induction on t and s can be used. This argument is identical to that used in Singer [Sin80] , which only requires the formal properties of the chain complex.
The final statement follows by general arguments of homological algebra.
The following result is analogous to Corollary 5.10 (and is implicit in [Sin80] ).
Corollary 5.34. For N an unstable module, s, t ∈ N and k ∈ N such that k ≥ t − s + 1, there is a natural isomorphism:
of unstable modules. Under these hypotheses, there is a short exact sequence of unstable modules:
Remark 5.35. Unlike the functor R 1 , the functor R 1/t restricted to U does not send reduced unstable modules to reduced objects if t > 1; in particular, R 1/t F ∼ = F[u]/u t is not reduced for t > 1.
Example 5.36. When t = 1, the above result gives (1) for s = 0 and k ≥ 2, Ω(Σ k N ) ∼ = ΣΣ k−2 N ∼ = Σ k−1 N , as expected; (2) for s = 1, we require k ≥ 1 and get Ω 1 (Σ k N ) ∼ = ΣR 1/1 (Σ k−1 N ) ∼ = Σ −1 ΦΣ k N , using the identification R 1/1 ∼ = Φ and ΦΣ ∼ = Σ 2 Φ. 
