Abstract-
.
The goal of this study was to develop and evaluate a practical biomedical WSD system that can disambiguate both biomedical literature and narrative clinical text, and to evaluate the contribution of WSD to clinical text classification. We developed a knowledge-based WSD system that relies solely on the domain knowledge encoded in the Unified Medical Language System (UMLS), and evaluated it on standard biomedical WSD datasets. To quantify the contribution of WSD to clinical text classification, we evaluated machine learning classifiers on a clinical document classification benchmark. We compared the accuracy of models trained on all concepts mapped to ambiguous terms to models trained using disambiguated concepts.
II. RESULTS
We evaluated our WSD method on publicly available biomedical WSD datasets. The WSD method we developed outperforms all previously reported knowledge based approaches, with the exception of Personalized PageRank.
We evaluated support vector machine (SVM) based document classifiers on the Cincinnati Computational Medicine Center's (CMC) 2007 Medical Natural Language Processing Challenge. SVMs trained on a document representation that uses only disambiguated concepts significantly outperformed SVMs trained on all concepts.
We developed a WSD module for the unstructured information management architecture (UIMA) and integrated it with the MetaMap UIMA annotator, and with cTAKES, two popular NLP frameworks for the biomedical.
III. CONCLUSIONS
We developed a WSD system that achieves high disambiguation accuracy on standard biomedical WSD datasets. We showed that our WSD system improves clinical document classification. We developed a WSD module compatible with MetaMap and cTAKES, two popular biomedical NLP systems. We released as open source all tools, source code, and scripts needed to reproduce our results, available under http://code.google.com/p/ytex.
