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Abstract 
 Presented here are elastic neutron scattering pressure studies investigating the magnetic 
ordering of KCuF3 under hydrostatic pressure. Recent studies have predicted the magnetic 
ordering to be modified at P ~ 7 kbar due to a glassy structural transition. Single crystal studies 
by Alexander Thaler of the MacDougall lab indicated relative peak intensities of the (001) and 
(003) magnetic Bragg peaks were not suppressed with pressure. Interestingly, the suppression of 
the (201) magnetic Bragg peak was observed. These results are believed to be due to a spin 
reorientation caused by a uniaxial strain component caused by using a clamp cell. Single crystal 
measurements also identified that the Néel temperature increased by approximately 1.6 K with 
1.07 GPa applied pressure. We were motivated to further investigate the magnetic ordering of 
KCuF3 in a manner which mitigates the effect of the uniaxial strain on the magnetic properties of 
the material. Therefore, powder measurements were performed in various cell types. My work 
found that the ordered moment in powder samples under pressure does not appear to 
significantly change the magnetic ordering in this material up to P ~ 8 kbar, suggesting that the 
prediction of modified magnetic ordering due to a glassy structural transition does not occur.  
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Chapter 1: A Primer in Structural and Magnetic Ordering 
 In this thesis, we focus on the structural and magnetic ordering of the material KCuF3 in 
the solid state. States of matter may be characterized by the broken symmetries of a substance1. 
Symmetry is a mathematical operation where a structure remains identical after said operation is 
performed, e.g. rotation or translation1. For example, a sphere may be rotated by any angle and 
remain identical whereas a cube may only be rotated by 90º increments before returning to a 
state identical to its starting state1. We can refer to this as the sphere being rotationally invariant 
and the cube breaking rotational symmetry1. There are other forms of symmetry such as 
reflection, inversion, and translational1. It is important to note that ordered states break symmetry 
whereas disordered states do not1. As an example, ice may appear more symmetrical but breaks 
both rotational (it must be rotated by 60º increments) and translational (it must translate in 
discrete distances) symmetry, as shown in Figure 11. In contrast, water has no long-range pattern 
and appears the same regardless of rotation or translation and so preserves these symmetries1. 
 
Figure 1. Example structures of ice (crystal) and water (liquid) from a microscopic view from Kittel1. 
 
 Phase transitions occur when a material changes into a new state with one or more 
different broken symmetries compared to its original state3. It should be noted that it is 
impossible to change symmetry gradually—a symmetry is either present or it is not3. Therefore, 
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phase transitions occur sharply and there is clear distinction between an ordered and disordered 
phase3. Ordering at low temperatures can be viewed from a general thermodynamics perspective: 
𝐹 = 𝐸 − 𝑇𝑆 
where 𝐹 is the (Helmholtz) free energy of a system, 𝐸 is energy, 𝑇 is temperature, and 𝑆 is 
entropy3. For closed systems such as a crystal, the free energy of the system will minimize at 
equilibrium. To minimize 𝐹 at low temperatures, a system will choose its low energy ground 
state which is typically ordered and minimize 𝐸3. As the temperature increases, 𝐹 is primarily 
minimized by finding a state which maximizes 𝑆 which favors a disordered state3. In ionic 
crystals (such as KCuF3), ions arrange themselves into a structure that balances between the 
strongest attractive interaction compatible with the repulsive interaction at short distances 
between ion cores1. The main contribution to the binding energy of ionic crystals is electrostatic 
attraction of charged ions of opposite signs and called Madelung energy1. 
An ideal crystal is constructed by the infinite repetition of identical groups of atoms, 
where the group is called a basis1,2. The set of mathematical points to which the basis is attached 
is called the lattice1,2. For three-dimensional materials, the lattice is described by three translation 
vectors 𝒂𝟏, 𝒂𝟐, and 𝒂𝟑, that leave all the properties of the crystal unchanged after a shift by any 
of these vectors1,2. Translation symmetry by a vector is when lattice point 𝑅′ can be obtained 
from another point 𝑅 through these translation vectors, mathematically expressed as: 
𝑅′ = 𝑅 + 𝑚1𝑎1 + 𝑚2𝑎2 + 𝑚3𝑎3 
where 𝑚1, 𝑚2, and 𝑚3 are integers
1,2. Note that every basis in a given crystal is identical to 
every other in composition, arrangement, and orientation1. In three-dimensional lattices, there are 
14 types different lattice types within seven systems of cells with specific axes and angles 
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restrictions mentioned in Table 11. For example, the cubic system is defined by 𝑎1 = 𝑎2 = 𝑎3 
and 𝛼 = 𝛽 = 𝛾 = 90∘ with eight lattice points at corners of the cube. 
System Number of Lattices 
Restrictions on Conventional 
Cell Axes and Angles 
Triclinic 1 
𝑎1 ≠ 𝑎2 ≠ 𝑎3 
𝛼 ≠ 𝛽 ≠ 𝛾 
Monoclinic 2 
𝑎1 ≠ 𝑎2 ≠ 𝑎3 
𝛼 = 𝛽 = 90∘ ≠ 𝛾  
Orthorhombic 4 
 𝑎1 ≠ 𝑎2 ≠ 𝑎3 
𝛼 = 𝛽 = 𝛾 = 90∘  
Tetragonal 2 
 𝑎1 = 𝑎2 ≠ 𝑎3 
𝛼 = 𝛽 = 𝛾 = 90∘   
Cubic 3 
𝑎1 = 𝑎2 = 𝑎3 
𝛼 = 𝛽 = 𝛾 = 90∘    
Trigonal  1 
𝑎1 = 𝑎2 = 𝑎3 
𝛼 = 𝛽 = 𝛾 < 120∘, ≠ 90∘     
Hexagonal  1 
𝑎1 = 𝑎2 = 𝑎3 
𝛼 = 𝛽 = 90∘, 𝛾 = 120∘      
Table 1. Table of lattices for three-dimensional systems with: seven labeled system types, the associated number of 
lattices, and the axes and angle restrictions per system. Adapted from Kittel1. 
 
In the context of condensed matter physics, the interest of studying materials resides in 
understanding the collection of interactions by electrons and nuclei2. Instead of identifying the 
role of individual particles, it is best to examine important variables2. For nuclear structures, this 
may be the motion of atoms away from their lattice positions2. In magnets, this is often the local 
direction of the magnetization that arises from complicated interactions between electrons2. The 
important variables are combined into an order parameter field2. The order parameter field is a 
mathematical expression containing these variables describing the emergence of a phase, where 
the value will be zero when nonexistent and non-zero when existent2. 
Some materials may magnetically order, referring to the arrangement of magnetic 
moments in space breaking rotational symmetry2. Two common forms of magnetic ordering are 
 4 
ferromagnets, when the magnetic moments are in parallel alignment, and antiferromagnets, in 
which adjacent magnetic moments lie in antiparallel alignment, as shown in Figure 21. The 
interactions that tend to line up magnetic moments is termed an exchange field1. This is a 
quantum mechanical interaction between spins wherein specific spin configurations are favored 
to minimize electrostatic potential energy or Coulomb energy1. The orienting effects of the 
exchange field is opposed by thermal fluctuations and at elevated temperatures the spin order is 
destroyed1. For ferromagnets, the Curie temperature is the temperature in which spontaneous 
magnetization vanishes into a paramagnetic phase, a phase where spins are weakly attracted and 
align to an applied magnetic field (magnetic susceptibility > 0)1. In antiferromagnets, the spins 
are ordered antiparallel with zero net moment at temperatures below the ordering or Néel 
temperature1. In the next chapter, these topics are described in greater detail in relation to KCuF3. 
 
Figure 2. Diagram of a simple ferromagnet and simple antiferromagnet where arrows indicate spin orientation. 
Adapted from Kittel1. 
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Chapter 2: Introduction to KCuF3 
The perovskite material KCuF3 has been a longstanding prototype to study orbital 
ordering and the quasi-1D Heisenberg spin interactions that result. This reduced dimensionality 
is associated with a large difference between the orbital ordering temperature (T ~ 800 K) and 
the Néel ordering temperature (TN = 39 K)4–15. To note, there exists two known polytypes of 
KCuF3 (a-type and d-type) classified by Okazaki using single crystal x-ray diffraction, which 
differ by a stacking fault in the Cu-F6 octahedra5,16. A notable difference between the two 
polytypes are the Néel ordering temperatures, where the a-type orders at TN = 38 K and d-type 
orders at TN = 22 K5. Our focus lies on the a-type polytype due to the previously described 
stacking fault in the d-type5. Upon magnetic ordering in either polytype, the spins along the c-
axis are ordered antiferromagnetically with spins in the a-b plane ordered ferromagnetically with 
the easy axis being in the (110) direction in pseudocubic coordinates5,14. The polytypes and 
magnetic ordering are shown below in Figure 3. 
 
Figure 3. (Left) Crystal polytypes as depicted by Hirakawa and Kurogi5. The difference between the two structures 
is from a stacking defect in the Cu-F6 octahedra. In the deformed d-polytype, Cu-F distances are annotated as l = 
2.25 Å, m = 1.96 Å, and s = 1.89 Å. (Right) The a-type of KCuF3 depicted by Paolasini et al.14, with ordered 
moments pointing parallel/antiparallel to the easy direction (110) and Cu 3d orbitals as illustrated. 
This material was also integral to the development of the Kugel-Khomskii (KK)-model of 
orbital ordering8. This is considered a standard model of orbital physics, where orbitals order via 
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an exchange interaction8. The result of these interactions in KCuF3 is the cooperative ordering of 
Jahn-Teller ion orbitals and distortion of the lattice at temperatures below TJT ~ 800 K4,14,17,18. 
Specifically, what occurs is a simultaneous distortion to a pseudocubic (tetragonal) structure and 
formation of long-range ordering of the 3d orbitals on the Cu2+ site4,14,17,18. In the orbital ordered 
phase, the strong orbital overlap along the c-axis but not in the a-b plane lends a quasi-1D 
character to the spin-spin interactions9,11. This manifests itself most famously with the 
emergence of deconfined spinon excitations9,11. 
 In addition to the orbital ordering transition and Néel spin ordering transition, a recently 
classified tetragonal-to-orthorhombic structural phase transition was observed by Lee et al. and 
Yuan et al. at TR ~ 50 K, shown in Figure 46,7. Raman and x-ray scattering measurements have 
associated the structural transition with the rotations of the CuF6 octahedra, which is described to 
be quasi-ordered and exhibit glass hysteresis6. This transition was characterized by Raman 
scattering indicated by a splitting of the phonons involved in the motion of the fluorine anions at 
the same temperature6,19. This was reinforced by an observed enhancement of resonant x-ray 
peaks associated with the orbital order and a splitting of Bragg peaks associated with the static 
rotation of the CuF6 octahedra6,7,13. Lee et al. was able to interpret these results by supplementing 
the Kugel-Khomskii model with an orbital exchange term recently developed by Mostovoy and 
Khomskii6,20. After including this term, the theory predicts that the 800 K orbital order transition 
is incomplete, and the system enters a broad temperature regime wherein the system undergoes 
fluctuations between two nearly degenerate states6. At TR, the system undergoes a distortion of 
the CuF6 octahedra, choosing one state and freezing these fluctuations6. Spin order follows 
almost immediately6. In this picture, the glassy transition becomes a prerequisite of magnetic 
ordering to a 3D antiferromagnetic state at the Néel temperature6. 
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Figure 4. Inelastic light (Raman) scattering measurements adapted from Yuan et al7 indicating the temperature 
dependence of the described tetragonal-to-orthorhombic transition. (Left) Temperature dependence of the Eg 
symmetry phonon mode indicating evolution of splitting of the mode beginning at T = 50 K. (Right) Summary of 
the peak energies of the Eg phonon mode showing splitting of the mode at T = 50 K. 
 The same group also demonstrated that applied hydrostatic pressure above P ~ 7 kbar is 
capable of suppressing the glassy structural transition7. This was indicated in Raman scattering 
measurements revealing that the splitting of the ~260 nm-1 phonon mode disappeared above P ~ 
7 kbar, as shown in Figure 57. In the above model, this should also imply the suppression of the 
Néel temperature, TN. 
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Figure 5. Inelastic light (Raman) scattering measurements adapted from Yuan et al.7 indicating the pressure 
dependence of the described tetragonal-to-orthorhombic transition. Splitting of the Eg phonon mode is evident at 
P ~ 7 kbar. Samples indicated are different KCuF3 crystals. 
To follow up on these developments, the MacDougall group used elastic neutron 
scattering measurements to study the evolution of magnetic and structural symmetry of KCuF3 
with increasing pressures. Alex Thaler of the MacDougall group performed single crystal 
neutron scattering measurements, whereas I performed materials synthesis, heat capacity 
measurements, and powder x-ray/neutron scattering measurements. We aimed to investigate if 
the magnetic ordering is altered with applied pressure.  
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Chapter 3: Introduction to Neutron Scattering  
Neutrons have no charge and scatter off atomic nuclei21. However, the neutron spin is 
sensitive to atomic moments and can be used to determine magnetic ordering21. This makes 
neutron scattering a unique tool, in that it is capable of probing both the nuclear and magnetic 
structures of a material. As such, neutron powder diffraction has become a standard tool for  
identifying and exploring  nuclear and magnetic structures in new materials, as exemplified in 
recent studies22–24. 
The scattering pattern at a specific Bragg reflection for crystals and powders abides by 
Bragg’s law25: 
𝑛𝜆 = 2𝑑 sin 𝜃 
Where the integer n is the diffraction order,  is the wavelength of the neutron (or x-ray), d is the 
distance between atomic planes in a crystal lattice, and  is the angle of incidence. A 
representation of these terms is indicated in Figure 6. 
 
Figure 6. Figure obtained from Wiese, B26. A representation of the scattering process in accordance with Bragg’s law, where  is 
the wavelength of the neutron (or x-ray), d is the interplanar distance of Bragg reflections in a crystal lattice, and  is the angle of 
incidence. Black dots represent atomic positions.  
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If Bragg’s law is satisfied, this suggests that the reflected neutrons in neighboring planes 
are in phase and constructively interfere, giving rise to a Bragg peak. The d-spacing of a material 
can be determined based upon the symmetry of the unit cell, for example in a tetragonal cell: 
1
𝑑2
=
ℎ + 𝑘2
𝑎2
+
𝑙2
𝑐2
 
where h, k, l are Miller indices and a, b (equivalent to a in a tetragonal cell), and c are the lattice 
parameters of the unit cell. 
 The theory of neutron scattering is used to predict the differential cross section, which is 
a collection of neutrons counted in a solid angle ΔΩ. The general equation for the differential 
cross section is: 
𝑑𝜎
𝑑Ω
=
𝐶
𝜂𝑁𝜙ΔΩ
 
where C is the count rate, 𝜂 is the efficiency of the detector, N is the number of identical atoms 
in the beam, and 𝜙 is the neutron incident flux. The cross section for nuclear scattering can be 
expressed as: 
𝜎𝑡 =
𝐶
𝜂𝑁𝜙
= 4𝜋𝑏𝑐
2 + 4𝜋𝑏𝑖
2 
where it can deconstruct into coherent and incoherent scattering components. The values for bc 
and bi are scattering lengths that vary per isotope and can be found in Section 1.1 of Neutron 
Data Booklet edited by Dianoux and Lander21. Our experiments focus on coherent scattering to 
decipher the ordered structure of the material. Incoherent scattering for our purposes is treated as 
background and is often used to study diffusion, crystal-field excitations, and Stoner 
excitations27. 
To get more insight into these formulas and generalize to cases which include magnetic 
scattering, it is useful to consider their derivation via quantum mechanics. If considering a 
 11 
condensed matter system changing from state 𝜆0 to 𝜆1 while the neutron changes states from (𝑘0, 
𝜎0) to (𝑘1, 𝜎1), where 𝑘 and 𝜎 representing the wave vector and spin state of the neutron, 
respectively, the differential cross section can be expressed as: 
𝑑𝜎
𝑑Ω
=
1
𝑁𝜙ΔΩ
∑𝑊𝑘0,𝜎0,𝜆0→𝑘1,𝜎1,𝜆1
𝑘1
 
where 𝑊 represents the number of transitions per second from an initial to final state and 𝜙 is 
the flux of the incident neutrons in a solid angle ΔΩ27. This may be solved using Fermi’s golden 
rule for both nuclear and magnetic scattering potentials, where first-order perturbation theory is 
valid for a short range and weak interaction potential, respectively27. 
If interested in collecting over an energy range (𝑑E), such as in the case of inelastic 
measurements, then a double differential cross section equation is of interest. Applying Fermi’s 
golden rule and the law of conservation of energy, we may express the double differential cross 
section equation as27: 
𝑑2𝜎
𝑑Ω𝑑E
=
1𝑘1
𝑁𝑘0
(
𝑚
2𝜋ℏ2
)2 ∑ 𝑝𝜎0𝑝𝜆0
𝜎0,𝜆0
∑ |〈𝑘1𝜎1𝜆1|𝑉|𝑘0𝜎0𝜆0〉|
2𝛿(𝐸 + 𝐸𝜆0 − 𝐸𝜆1)
𝜎1,𝜆1
 
where 𝑝 represents the probability at a specific state, 𝑉 is an interaction potential between sample 
and neutron, and E is the energy at different states.  
The intensity of a Bragg peak is proportional to the structure factor, which contains a 
nuclear and a magnetic component. For the nuclear component, the structure amplitude equation 
is21: 
𝑁(?⃗? ) = ∑𝑏𝑗𝑒
𝑖?⃗? ∙𝑟 𝑗
𝑗
𝑒−𝑊𝑗 
where bj is the scattering length of the atom j, Wj is the Debye-Waller factor of the atom j, and rj 
is the position of atom j in the unit cell. The scattering length is the same as seen above, and 
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represents the span in which a neutron coherently scatters with atom j, with values in Table 1.1 
of the referenced handbook21. The Debye-Waller factor (or B factor) is a factor resulting from 
thermal motion. 
The magnetic interaction vector is21: 
?⃗⃗? ⊥(?⃗? ) =
𝛾𝑒2
2𝑚𝑒𝑐2
?⃗? × ?⃗⃗? (?⃗? ) × ?⃗? 
‖?⃗? ‖
2  
where 
𝛾𝑒2
2𝑚𝑒𝑐2
= 0.2695 × 10−12𝑐𝑚/𝜇𝑏 and the magnetic structure factor is: 
?⃗⃗? (?⃗? ) = ∑𝑓𝑗(?⃗? )?⃗⃗? 𝑗
?⃗? 𝑒𝑖?⃗?
 ∙𝑟 𝑗𝑒−𝑊𝑗
𝑗
 
where 𝑓𝑗(?⃗? ) is the magnetic form factor, ?⃗⃗? 𝑗
?⃗?  is the Fourier component ?⃗?  of the magnetic 
moment of the atom j. It should be noted that only the component of ?⃗⃗? ⊥(?⃗? ) that is perpendicular 
to ?⃗?  contributes to the scattering magnetic amplitude, which needs to be explicitly added in the 
structure factor calculation. The magnetic form factor has the approximation in the form of21: 
𝑓𝑗(𝑞) ≈ 〈𝑗0(𝑠)〉 = 𝐴𝑒
−𝑎𝑠2 + 𝐵𝑒−𝑏𝑠
2
+ 𝐶𝑒−𝑐𝑠
2
+ 𝐷 
where coefficients A, a, B, b, C, c and D are found under Section 2.5-3 in the aforementioned 
neutron booklet21. Additionally, it should be noted that28: 
|?⃗⃗? ⊥(?⃗? )|
2
= ∑(𝛿𝛼,𝛽 − ?̂?𝛼?̂?𝛽)
𝛼,𝛽
𝑀𝛼
∗𝑀𝛽 
where ∑ (𝛿𝛼,𝛽 − ?̂?𝛼?̂?𝛽)𝛼,𝛽  is a tensor that selects magnetization components perpendicular to 
?⃗? 27. The integrated intensity at a specific Bragg reflection for nonpolarized neutron powder 
experiments can described as29: 
𝐼ℎ𝑘𝑙 = 𝑁𝑁
∗ + ?⃗⃗? ⊥ ∙ ?⃗⃗? ⊥
∗  
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where N represents the nuclear component and M represents the magnetic component. We can 
break this down into components: 
𝐼𝑛𝑢𝑐𝑙𝑒𝑎𝑟 = 𝑁𝑁
∗  and  𝐼𝑚𝑎𝑔𝑛𝑒𝑡𝑖𝑐 = ?⃗⃗? ⊥ ∙ ?⃗⃗? ⊥
∗  
For my project goal, I will be calculating ordered moment by normalizing the magnetic 
peak amplitude to a nuclear peak amplitude. We can solve for ordered moment from a ratio 
between the two peak intensities, as follows: 
𝑚2 =
𝐼𝑚𝑎𝑔𝑛𝑒𝑡𝑖𝑐
𝐼𝑛𝑢𝑐𝑙𝑒𝑎𝑟
𝐿𝑛𝑢𝑐𝑙𝑒𝑎𝑟(∑ 𝑏𝑗𝑒
𝑖?⃗? ∙𝑟 𝑗
𝑗 𝑒
−𝑊𝑗)2
𝐿𝑚𝑎𝑔𝑛𝑒𝑡𝑖𝑐𝑃(
𝛾𝑒2
2𝑚𝑒𝑐2
)2(∑ 𝑓𝑗(?⃗? )𝑒
𝑖?⃗? ∙𝑟 𝑗𝑒−𝑊𝑗)𝑗
2 
where 𝑚 is the ordered moment, and 𝑃 is the polarization factor. 𝐿 is the Lorentz correction 
factor for the nuclear and magnetic Bragg peaks, which is a geometric correction factor that 
accounts for scattering time. For powder diffraction experiments, it can be expressed as30: 
𝐿 =
1
sin(𝜃)sin(2𝜃)
 
 
 For the remainder of the text, I will tetragonal coordinates when referring to KCuF3. In 
our data analysis, we focus on the magnetic (001) peak as it only consists of a magnetic 
component, where the spin direction is perpendicular to this direction and therefore P = 1.  To 
normalize the magnetic intensity, we will compare the intensity relative to a purely nuclear peak, 
the (002).
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Chapter 4: Material Synthesis and Characterization 
Samples used in single crystal measurements by Thaler were obtained from the same 
batch used by Lee et al.6 and Yuan et al7. Samples of KCuF3 were synthesized through slightly 
modified methods outlined by Hirakawa and Kurogi5. I synthesized small crystals that were then 
crushed into powders, separate from the batch used by Thaler. Described below is the method I 
used to synthesize crystals that were crushed and used for powder studies, as seen on the right 
side of the Figure 7. 
 
Figure 7. Products formed from flux method of synthesizing KCuF3. Both products were identified to be KCuF3; 
however, the crystals formed on the right were used for powder experiments by crushing in a mortar and pestle. 
The containers used were resilient to degradation by HF (i.e. high-density polyethylene) 
and placed in a chemical fume hood. 75 g of CuCO3·2OH was placed into a 2 L beaker. Then, 
900 mL of dH2O was added and placed onto a hot plate set at 100ºC to keep the solution warm at 
approximately 60ºC. 25 mL of 48% HF was slowly added to the solution and stirred for 
approximately 15 minutes until the color was green-blue. Note that the solution did not 
completely dissolve. 
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In a separate container, 48 g of KF was added to 800 mL of dH2O. The mixture was 
stirred but did not completely dissolve. This mixture was then added to the 900 mL mixture, 
mentioned previously and stirred once again. This was kept in the fume hood to allow the 
solution to slowly evaporate for approximately 30 days. Two products appeared to be present, a 
white powder and purple crystals. Both products were identified to be KCuF3; however, powders 
used for the experiment were made from crushing the crystal product to minimize the amount of 
impurities that may be collected along with the product of interest (e.g. small grains of 
byproducts that may precipitate). 
 After synthesis, the material was characterized using x-ray scattering measurements to 
verify that material grown was indeed KCuF3. The instrument used was a Siemens/Bruker D-
5000 x-ray diffraction system using Cu-K radiation with a wavelength of 1.5418 Å. The 
powder x-ray pattern was refined using Rietveld refinement with only a structural KCuF3 phase. 
A contamination was found with the dominant peak located at 2 ~ 29º. Comparing the integated 
intensity of this peak relative to the dominant KCuF3 peak at 2 ~ 31.5º indicates that the 
contribution is <1% of the sample (0.62 ± 0.09%).
 
Figure 8. Refinement of powder x-ray diffraction pattern of KCuF3 from 2 = 15º – 60º. Red dots indicate raw data and the black 
solid line is the refined fit. All apparent peaks were fit, suggesting that the material was effectively pure KCuF3. 
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We complimented this with heat capacity and powder elastic neutron scattering 
measurements to check the Néel transition to confirm that our samples were of the correct 
polytype. Heat capacity measurements were performed using a Quantum Design Physical 
Property Measurement System (PPMS) with results shown in Figure 9. A single crystal from the 
collection depicted in Figure 7 (right side) was mounted in a Quantum Design heat capacity 
puck. Parameters were set to measure heat capacity between T = 10 K to ~50 K with a step size 
of T = 0.5 K, a range intended to observe the TN of either polytype. Heat capacity and its 
second derivative was plotted, with the two local minima of negative values corresponding to the 
Néel transitions of the d-type and a-type, respectively. The second derivative corresponds to the 
transition temperatures, which appears to be present at T ~ 22 K and T ~ 34 K. This data 
suggests that both polytypes may be present in the sample and that it may not be a single grain 
crystal that was mounted. Therefore, we sought an addition method of verification. 
 
Figure 9. Heat capacity measurement of an apparent single crystal of 20.5 mg of KCuF3. Two local minima at approximately 
22 K and 34 K suggest that both polytypes are present in the sample. It is possible that the sample had other additional grains 
attached (as depicted in Figure 7). 
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To seek additional information from a local probe, we sent crushed crystals (of the same 
fraction that heat capacity measurements were taken on) to Oak Ridge National Lab for 
prelimary elastic powder scattering measurements. The instrument used was the neutron powder 
diffractometer, HB-2A. The instrument parameters included: a vertically focused germanium 
(113) monochromator, 48′ pre-collimator, 80′ monochromator-to-sample collimator, 80′ sample-
to-analyzer collimator, and 240′ analyzer-to-detector collimator, with a neutron wavelength of 
2.41 Å. The objective was to measure the magnetic (001) Bragg peak intensity at three 
temperatures: below (1.5 K), between (30 K), and above (50 K) the transition temperatures of the 
polytypes with results shown in Figure 10. Previous data has indicated that the (001) magnetic 
peak, corresponding to magnetic ordering, is no longer present as the material becomes 
paramagnetic at TN = 39 K. 
The (001) magnetic peak was fit to a Gaussian profile with a sloped linear background 
with integrated intensities of T = 1.5 K, 30 K, and 50 K being 34.337 ± 0.033, 17.490 ± 0.038, 
and 0.108 ± 1.637, respectively. A study by Paolasini et al. based on the a-type indicated the 
magnetic ordering Bragg intensity at T = 30 K is approximately 0.58 of the normalized intensity, 
as indicated in Figure 1114. My calculations indicate that the normalized intensity (to T = 1.5 K 
referring to 1.0) at T = 30 K is 0.508 ± 0.002. This decrease in the normalized intensity of the 
magnetic Bragg peak is likely due to a contribution of the d-type, with TN = 22 K. At T = 30 K, 
the d-polytype is paramagnetic and negligibly contribute to the (001) Bragg peak intensity. 
Therefore, we can approximate the composition of our sample to be 87.6 ± 0.3% a-type. 
 18 
 
Figure 10. Elastic powder neutron scattering data at three temperature points of the (001) magnetic peak (2 ~ 17.6º). Solid lines 
represent Gaussian fits as noted above. The (001) peak was chosen due to the largest peak intensity compared to other magnetic 
Bragg peaks. 
 
 
Figure 11. Adapted figure from Paolasini et al. indicating the temperature dependence of the integrated intensity of (diamonds) 
the (440) charge reflection, (open circles) the (331) orbital ordering peak, and (closed circles) the magnetic (441) Bragg 
reflection14.  
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Chapter 5: Single Crystal Neutron Scattering 
Single crystal studies were performed by Alexander Thaler of the MacDougall group at 
Oak Ridge National Lab using the HB-3 triple axis spectrometer. The instrument parameters 
consisted of: unpolarized vertical focus pyrolytic graphite (002) monochromator, unpolarized 
fixed vertical focus pyrolytic graphite (002) analyzer, 48′ pre-collimator, 80′ monochromator-to-
sample collimator, 80′ sample-to-analyzer collimator, and 240′ analyzer-to-detector collimator. 
As an initial step, a temperature scan of the (001), (201), and (003) magnetic Bragg peaks were 
taken at the lowest applied pressure of 0.1 GPa (a minimum pressure is required to seal the 
chamber), shown in Figure 12. It should be noted that the (001) and (003) are equivalent Bragg 
peaks and the intensity differs by form factor. These results indicate that the single crystal 
sample was almost entirely the a-type, as the majority of magnetism falls near 40 K and there is 
no feature near 22 K. These curves were fit to a power-law function: 
𝐼(𝑇) = 𝐼0(1 − (
𝑇
𝑇𝑁
)
𝛾
) 
Subsequently, a pressure-dependent scan of the (001) magnetic peak was performed with 
changing temperature. TN was calculated using the same power-law fit as previously described 
and shown in Figure 12. A summary of the fitted data is presented in Figure 13, indicating an 
approximate increase of 1.6 K in the Néel transition with applied pressure of 1.08 GPa. 
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Figure 12. Unpublished figure by Thaler of the MacDougall group indicating temperature dependence of the (001), (201), and 
(003) peaks at 0.1 GPa. This data was normalized to the intensity at base temperature (5 K) to assist in comparison. Solid lines 
indicate power law fits. 
 
 
 
Figure 13. Unpublished figure by Thaler of the MacDougall group displaying a summary of (001) power-law fits the 
Néel transition temperatures. There is a 1.6 K increase in the Néel temperature up to applied pressure of 1.07 GPa. 
0.00 0.25 0.50 0.75 1.00 1.25
40.5
41.0
41.5
42.0
42.5
 linear fit
 fit error
D
T
N
~
1
.6
 K
 
T
N
 (
K
)
 
P (GPa)
5
10
15
20
25
30
35
40
45
50
 T
N
 
 
T
N
 (
K
)
 21 
Similar temperature scans were performed at a variety of pressures between 0.1 GPa and 
1 GPa, fit to the same power law. Figure 14 discusses the low temperature intensity of the peaks. 
It should be noted that the (001) and (003) peaks showed no signs of suppression with pressure; 
however, the (201) peak showed suppression to a minimum at 0.73 GPa. This change in intensity 
while maintaining overall magnetism suggests a spin reorientation, speculated to be caused by 
the quasi-hydrostatic applied pressure intrinsic to a single crystal system. This change in spin 
orientation reduces the polarization factor (P < 1), resulting in a decrease of scattering intensity 
as higher pressures. To minimize the strain component, I pursued studies using powders which 
mitigates strain by averaging over all orientations. 
 
Figure 14. Unpublished figure by Thaler of the MacDougall group displaying pressure dependence of different 
Bragg peaks measured at base temperature (T = 4 K). The data was normalized to the values of each curve at 0.1 
GPa to aid in comparison. Note that the (001) data point residing outside of the fit is likely a shadowing artifact 
caused by collimator blades28. 
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Chapter 6: Powder Neutron Scattering 
Powder elastic neutron scattering measurements were performed at Oak Ridge National 
Lab using the neutron powder diffractometer, HB-2A, with the same parameters as mentioned in 
the preliminary powder scattering studies. Two CuBe sample chambers were used: a gas cell 
with helium as a medium and a clamp cell with Fluorinert as a medium with pressure thresholds 
of 0.6 GPa and 0.8 GPa, respectively. It should be noted that pressure points of interest are those 
above 7 kbar and the gas cell was used for testing purposes, as this was a newly developed 
sample chamber. In comparison to single crystal measurements, the (201) and (003) magnetic 
peaks were effectively unapparent. Therefore, ordered moments were calculated by comparing 
peak intensities of the (001) magnetic peak to the (002) nuclear peak. Follow-up measurements 
were performed using (201) magnetic and (004) nuclear peaks. 
 Rietveld refinements were performed to identify lattice parameters and verify 
composition of the material using FullProf. Three structural phases were included in the 
refinement: KCuF3, NaCl, and Al (Le Bail). An example of a fit is shown in Figure 15. The 
material also exhibited compression in volume over pressure, shown in Table 1. Our results 
indicate that our calculated volumes are approximately 3 Å3 smaller than values obtained by 
Zhou et al.31, whose recorded values are 268.96 Å3 and 267.96 Å3 at 0 and 0.8 GPa, respectively. 
As an additional reference, the ambient unit cell volume I obtained is slightly smaller than the 
269 Å value obtained by Okazaki and Suemune17. In our x-ray scattering refinement shown in 
Figure 8, we obtained a cell volume of 269.74 Å3 with a = 5.86 ± 0.00 and c = 7.82 ± 0.00. It 
appears that the lattice parameters obtained from refinements in the neutron scattering data 
disagree with our x-ray scattering refinement results (which align closer to literature). The reason 
for this is not understood. 
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Figure 15. Example of refinement in FullProf with clamp cell data at T = 1.5 K and ambient pressure. Data is indicated in red 
circles and the fit is indicated by the black line. Refinement converged with a goodness of fit of χ 2 = 5. Refinement includes three 
nuclear phases: KCuF3, NaCl, and Al (Le Bail). Lattice constants of KCuF3 are consistent with expectations, where a = b = 
5.82774 Å and c = 7.82395 Å. The magnetic (001) and structural (002) Bragg peaks are annotated at 2 = 17.6º and 35.5ºm 
respectively. 
 
 
 
Pressure a (Å) c (Å) V (Å3) 
ambient 5.82774 ± 0.00019 7.82395 ± 0.00046 265.721 ± 0.020 
0.4 GPa 5.82674 ± 0.00022 7.82521 ± 0.00022 265.673 ± 0.023 
0.6 GPa 5.82337 ± 0.00031 7.82409 ± 0.00059 265.327 ± 0.028 
0.8 Gpa 5.82184 ± 0.00049 7.82341 ± 0.00104 265.166 ± 0.047 
 
Table 2. Table of lattice parameters and volume of KCuF3 unit cell obtained from clamp cell refinements in powder neutron 
scattering experiments at T = 1.5 K. Compression of the unit cell is seen with added pressure. 
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Figure 16. Example elastic neutron scattering data of KCuF3 in clamp cell at ambient pressure at base temperature (T = 1.5 K). 
Peaks were fit to Gaussian curves with a linear background. Left data set corresponds to (001) magnetic peak fit with boundaries 
of 2 = 15º-20º in red, with the blue solid line being a fit with a shorter background range. Right data set corresponds to (002) 
nuclear peak fit with boundaries of 2 = 34.5º-37.5º. 
  
 Due to the low intensity of magnetic scattering, ordering was inferred mostly from the 
presence of the (001) Bragg peak and compared to the (002) nuclear peak. To obtain peak 
intensities, the data was truncated to remove attributes of neighboring peaks: 2 = 15º- 20º and 
2 = 34.5º-37.5º to fit the (001) and (002) peaks, respectively. Peaks were fit to Gaussians with a 
linear sloped background using a non-linear least squares algorithm to obtain intensity 
amplitudes used to calculate ordered moments at different pressures. Figure 16 indicates example 
fits to an (001) magnetic peak (left) and an (002) nuclear peak (right). Due to the noise in fitting 
the (001) peak, a fit was also performed with a narrower data range, as indicated by the blue 
solid line. Depending on the data range, different values for integrated intensity were obtained. 
The values from the narrower data range are noted in Table 2 in parentheses. 
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Cell Type Pressure Peak Intensity Moment (B) 
Clamp 
ambient 
(001)m 
7.32 ± 0.97 
(10.80 ± 1.72) 0.21 ± 0.11 
(0.25 ± 0.12) 
(002)n 111.06 ± 1.24 
0.4 GPa 
(001)m 
7.63 ± 1.25 
(12.34 ± 1.25) 0.22 ± 0.11 
(0.28 ± 0.16) 
(002)n 104.60 ± 1.40 
0.6 GPa 
(001)m 
8.40 ± 1.82 
(7.88 ± 1.51) 0.24 ± 0.11 
(0.24 ± 0.10) 
(002)n 92.68 ± 1.30 
0.8 GPa 
(001)m 
4.30 ± 0.79 
(5.63 ± 2.40) 0.22 ± 0.10) 
(0.22 ± 0.10) 
(002)n 55.75 ± 0.84 
Gas 
ambient 
(001)m 6.78 ± 8.07 
0.13 ± 0.15 
(002)n 256.78 ± 7.89 
0.4 GPa 
(001)m 20.06 ± 12.60 
0.21 ± 0.14 
(002)n 303.64 ± 8.88 
0.6 GPa 
(001)m 18.83 ± 6.06 
0.20 ± 0.01 
(002)n 291.19 ± 6.46 
 
Table 3. Summary table of ordered moments over pressure calculated from clamp cell and gas cell data. Calculations were 
performed using the (001) magnetic peak and normalized to the (002) nuclear peak. Corresponding intensities with error from 
non-linear least squares fits are listed. 
 
 Calculations were completed for clamp cell measurements at P ~ ambient, 0.4, 0.6, and 
0.8 GPa and gas cell measurements at P ~ ambient, 0.4, and 0.6 GPa. No significant change in 
the ordered moment was observed between P ~ ambient and P ~ 0.8 GPa, suggesting that 
magnetic ordering does not change. Values of the ordered moment are listed in Table 2 with a 
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summary plot illustrated in Figure 17. To note, Hutchings et al. had previously reported the 
magnetic moment of Cu2+ ions in KCuF3 to be 0.49 ± 0.07 µB4, which is approximately two 
times higher than our calculated observed moments. This could reflect inaccuracies in our 
calculated nuclear structure factor due to a significant fraction of the d-polytype of KCuF3, or the 
existence of scattering from an impurity phase at the position of the (002) peak. NaCl and Al 
contributions were checked to investigate if structural phases from these materials contributed to 
the (002) intensity of KCuF3, but they do not appear to have contributions to this peak.  
 
Figure 17. Calculated ordered moment over pressure. Red squares indicate clamp cell measurements and blue circle indicates gas 
cell measurements, with corresponding error bars. Ordered moments do not appear to change beyond statistical significance, 
suggesting that suppression of the magnetic phase does not occur up to 0.8 GPa. 
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Cell Type & Peak Pressure Intensity Moment (B) 
Clamp 
 
(201)m/(002)n 
ambient 1.89 ± 1.00 0.89 ± 0.65 
0.4 GPa 1.07 ± 0.88 0.69 ± 0.63 
0.6 GPa 1.63 ± 0.69 0.90 ± 0.60 
0.8 GPa 3.74 ± 5.61 1.76 ± 2.16 
 
Table 4. Summary table of ordered moments by based on calculations of (201)/(002) data sets. Ordered moment values were 
calculated by using the (002) nuclear peak intensities in Table 3. Corresponding intensities with error from non-linear least 
squares fits are listed. 
 
As an additional check, we calculated the ordered moment using different nuclear and 
magnetic Bragg peaks, specifically the (201) and (004), respectively. These peaks have been 
used to study the magnetic ordering of KCuF3, for example by Hutchings et al4. In Table 4, I 
present data of ordered moments calculated using the (201) magnetic peak normalized to the 
(002) nuclear peak. Due to the signal to ratio of the (201) peak fit, the error associated with 
calculating ordered moments was large compared to calculations presented in Table 3. Fits to the 
(003) magnetic peak were also attempted, but this peak was not observable. In Table 5, I present 
data of the ordered moments calculated using the (001) magnetic peak normalized to the (004) 
nuclear peak. It should be noted that the values presented in Table 4 and Table 5 are within range 
of the calculated ordered moment by Hutchings et al., being 0.49 ± 0.07 B4. 
Cell Type & Peak Pressure Intensity Moment (B) 
Clamp 
 
(001)m/(004)n 
ambient 285.22 ± 1.92 0.59 ± 0.22 
0.4 GPa 246.76 ± 5.14 0.65 ± 0.28 
0.6 GPa 143.29 ± 4.90 0.89 ± 0.44 
0.8 GPa 99.81 ± 5.47 0.77 ± 0.36 
 
Table 5. Summary table of ordered moments by based on calculations of (001)/(004) data sets. Ordered moment values were 
calculated by using the (001) magnetic peak intensities in Table 3. Corresponding intensities with error from non-linear least 
squares fits are listed. 
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Cell Type Pressure Moment (B) 
Clamp 
 
(Average) 
ambient 0.49 ± 0.28 
0.4 GPa 0.46 ± 0.30 
0.6 GPa 0.57 ± 0.31 
0.8 GPa 0.74 ± 0.68 
 
Table 6. Summary table of ordered moments averaged from clamp cell data in Table 3, 4, and 5. 
 
 Table 6 indicates the average ordered moments from clamp cell data compiled from 
Table 3, Table 4, and Table 5. These values, which are expected to be more precise, aligned to 
literature1. Additionally, and more importantly for the current study, these results indicate that 
there is no decrease in the ordered moment with pressure. 
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Chapter 7: Discussion 
 The recent finding by Lee et al.6 and Yuan et al.7 have indicated a glassy structural 
transition occurs at TR ~ 50 K. This group has also found through Raman scattering that 
suppression of this transition occurs at P ~ 7 kbar7. We attempted to verify this model by 
investigating if magnetic ordering would be modified by suppression of the structural transition 
using elastic neutron scattering on crystals KCuF3. Single crystal studies indicated an increase in 
the Néel temperature by up to 1.6 K. The magnetic ordering appeared to have changed by 
examining the (201) magnetic Bragg peak, but not the (001) or (003) magnetic peaks. This is 
speculated to be due to uniaxial pressure, which has been shown to enhance orthorhombic order 
in some systems32,33. 
 To relieve the system of the uniaxial component, elastic scattering measurements were 
performed using powders of KCuF3. Of the magnetic Bragg peaks, the (001) peak was the most 
pronounced with the (201) still being capable of fitting, although this was minimally present. The 
(003) peak was not observable. We initially calculated the ordered moment by comparing the 
(001) magnetic peak to the (002) nuclear peak, as shown in Table 3. Results indicated that the 
ordered moment does not significantly change over pressure. Though our calculated ordered 
moments with this first simplistic analysis were not within error of a previous study by 
Hutchings et al4, further refinement using addition data from the (201) magnetic peak and the  
(004) nuclear peak (Tables 4 and 5) brought the ordered moments closer to values in the 
literature. It should be noted, however, that the errors in these calculations were significantly 
larger than those calculated from normalizing the (001) magnetic peak the (002) nuclear peak 
alone. Overall, we must conclude simply that it is difficult to assess an accurate value on the 
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ordered moment of this system with the data collected. However, we may conclusively state we 
do not see a change in the ordered moment as a function of pressure. 
Reitveld refinements indicate that the unit cell is approximately 2-3 Å3 smaller compared 
to Zhou et al.31 and Okazaki et al17. However, the unit cell dimension is gradually compressed 
with pressure, as similarly observed by Zhou et al.31 Our lattice parameters obtained from 
neutron scattering refinement data also do not agree with lattice parameters obtained from our x-
ray scattering refinement. It is possible that the unit cell deviation is due to an unaccounted strain 
element not within the refinement process. 
 In conclusion, the applied pressures up to 1.08 GPa in KCuF3 effect magnetic ordering 
only by an increase in the Néel temperature. The presence of suppression in the (201) peak in the 
single crystal measurement is likely an artifact of uniaxial strain. It appears that both clamp cell 
and gas cell measurements provide relatively similar results, as their values and associated errors 
are comparable. This suggests that there is minimal difference between quasi-hydrostatic (clamp) 
and hydrostatic (gas) conditions. 
 Our data suggests that magnetic ordering is not altered over pressure, specifically at a 
critical pressure of P ~ 0.7 kbar, as speculated by Lee et al.6 and Yuan et al7. Given the 
significant non-zero magnetic scattering intensity observed, it is difficult to reconcile this picture 
with our data. One potential explanation is an underestimation of the critical pressure by Yuan et 
al.7 from a true critical pressure larger than our measurement range 0 < P < 0.8 GPa.  
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