Abstract-An analytical derivation of quantization error in filter banks using additive and signal dependent noise models is presented. The coding gain over PCM is derived for both noise models. Interesting properties of coding gain in optimized filter banks with an AR(1) input signal model, asymptotic performance of multirate systems, and the analytical constraints required to achieve such performance are discussed. Connections to the recent developments of optimal subband systems are presented.
I. INTRODUCTION
One of the most successful applications of filter banks and wavelets is in transform-based image compression (also called coding). Such a coder operates by transforming the data to remove redundancy, then quantizing the transform coefficients (a lossy step), and, finally, entropy coding the quantizer output. Because of the energy compaction properties and correspondence with human visual system, waveletbased image coders have produced superior objective and subjective results [1] .
Transform coding gain has been widely used to characterize the approximation efficiency of block transforms when the transform coefficients are quantized [4] . In this correspondence, the transform coding gain of perfect reconstruction filter banks is considered. The quantization errors of the reconstructed signals from perfect reconstruction filter banks with uniform and gain shape scalar quantizers are derived. Coding gain over pulse code modulation (PCM) is presented. If filter bank has uncorrelated subband signals or if the quantization error is small, the coding gain of the gain-shape quantizer approaches the coding gain of the uniform quantizer. Furthermore, signal dependent noise is an order of magnitude smaller than signal independent noise. Generalized coding gain [6] is defined with an AR(1) input signal model. Several interesting properties of filter banks designed with optimized generalized coding gain is discussed.
The correspondence is organized as follows. Section II formulates the quantization error and coding gain for nonuniform quantization modeled by gain shape quantizer. The performance of the uniform quantizer approaches that of the nonuniform quantizer at high bit rate, where the quantization error is small. Section III defines the generalized coding gain for an AR(1) input signal. Properties of generalized coding gain optimized filter banks are discussed. Coding gain optimized filter banks have zero-transmission [5] bandpass and highpass filters. Furthermore, orthogonal filter banks with optimized coding gain have asymptotic performance approaching the Karhunen-Loeve transform (KLT). The correspondene concludes with a discussion of the formulated quantization error analysis and recent developments of statistically optimized filter banks. 
II. QUANTIZATION ERROR AND CODING GAIN
Consider an M-channel filter bank as shown in Fig. 1 , where h k (i) and f k (i) are the analysis and synthesis subband filters, respectively.
The subband coefficients are optimally quantized for maximal coding efficiency. The optimal quantizers are modeled by gain plus additive noise quantizer [4] as shown in Fig. 1 , where n k (i) are signal independent white noises, and k are signal dependent gains of the quantizers. The quantizer gains in individual channels may be correlated as in the case of biorthogonal and nonorthogonal filter banks. Assuming that the system is a perfect reconstruction system, the power spectrum of the subband signal y k is 
The power spectrum of the reconstructed signal is
The subband signals can be optimally quantized by a gain shape quantizer with signal dependent gain, as shown in Fig. 1 . The quantized subband signal u k satisfies the relationships
where e k (i) is the quantization error. The additive noise n k (i) is assumed to be white and independent; therefore, we can separate (4) into additive noise component and signal-dependent noise component in our analysis. Minimum mean square error reconstruction can be obtained by minimizing the additive noise component while equalizing the signal dependent noise component to unity.
A. Additive Noise Distortion
The additive noise component at the input of the synthesis filter bank is given by (7). The power spectrum of the additive noise en after the synthesis filter bank can be obtained by substituting n k into
. 
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The formulation in (9) can be simplified by defining two spectral coefficients A k and B k for the signal and noise spectra [6] , [7] as
Substituting (6) into (9), the equation can be rewritten in terms of the spectral coefficients A k and B k as 
B. Signal-Dependent Noise Distortion
Similarly, the signal dependent noise e d;k can be obtained by
into (2) and (3). If y k (i) and y l (i) are assumed to be uncorrelated when k 6 = l, the signal-dependent noise ( 2 e ) is given by
It can be simplified by substituting the corresponding terms using (10) and (11) 
When the subband signals are correlated, as in the case of biorthogonal filter banks, the system output will contain the correlated noise component 
C. Quantization Error and Coding Gain
The quantization error 2 e of the reconstructed signal in an unknown system is given by the sum of (12) The quantization error equation is the sum of correlated and uncorrelated noise components. When the system is orthogonal, as in paraunitary systems, the correlation between any two subband filters H k (z) and H l (z) is zero for k 6 = l: Therefore, the quantization error for orthogonal systems reduces to The coding gain of a paraunitary system is given by
The coding gain equation derived in (20) is the same as the generalized coding gain derived in [6] , where an AR(1) input signal is assumed. As a result, (20) showed that the generalized coding gain expression [6] extends naturally to arbitrary input signals. Furthermore, the result in (20) coincides with those in [3] , [11] , and [12] since paraunitary systems have uncorrelated subband signals. Consequently, the subband quantization noises generated by optimal quantization are also uncorrelated. Different assumptions in [3] , [11] , and [12] are used to reduce the effect of correlated quantization noise. Thus, they yield similar results.
The coding gain formulation for biorthogonal systems is complicated by the existence of correlated term 2 e : Assuming that the cross correlation between subbands is small, we can therefore optimize the uncorrelated quantization noise to obtain minimum quantization error. The quantization error given by (17) under the above assumption is 
The above formulation shows that quantizing the subband coefficients in biorthogonal systems using the same scheme as that in orthogonal systems is effective for high bit rate, where 2 is small. Instead of using a nonlinear gain plus additive noise quantizer, a uniform scalar quantizer can be used. The gain is therefore set to unity, and the additive quantization error is given by Since the noise is assumed to be white and independent, 2 e = 0:
By solving the above equation with the constraints in (19), it can be shown that the coding gain of uniformly quantized biorthogonal systems is the same as that in paraunitary systems.
III. CHARACTERISTICS OF FB WITH OPTIMAL GENERALIZED CODING GAIN
In order to evaluate the performance of subband systems, generalized coding gain assumes an AR (1) where is the correlation factor and is smaller than 1. As a result, the spectral component A k can be evaluated as
Generalized coding gain has been exploited to design filter banks used in audio and video coding [2] , [4] , [6] . Some properties of filter banks designed with optimized generalized coding gain are shown in Theorems 1 and 2, and in Properties 1 and 2.
Theorem 1: Minimum quantization error in biorthogonal systems can be achieved by optimal uniform quantizer and lossless coding such as Huffman code.
Proof: The gain of subband filters can be equalized without affecting the performance of the system. Assume that all synthesis filters are equalized to have unity gain, that is B k = 1 8k; the generalized coding gain under small quantization error is given by (20)
which is identical to that of orthogonal transform coder. As a result, the same optimal bit allocation scheme as derived for orthogonal transform coder in [4] can be used. Therefore, it can be concluded that optimal coding efficiency can be obtained with uniform quantizer and Huffman coding as shown in [4] and [8] .
Theorem 2: Generalized coding gain optimized filter banks have zero-transmission bandpass and highpass subband filters.
Proof: Coding gain is maximized when A k B k is minimized. Since B k is input signal independent, we only have to consider A k to optimize the coding gain of the filter banks. Let = 1 0 ; the spectral component A k can be expanded in as
Consider the limiting case as ! 1: Terms consisting of higher order are small, and the minimal A k is obtained when
is minimal. Since the first term in (28) is positive, and the spectral component A k is positive as defined in (10), therefore, A k is minimum when 6i h k (i) = 0: This is the zero-transmission property for filter H k (z): However, in a perfect reconstruction system, at least one subband filter (the lowpass filter) must pass the dc component. This proves Theorem 2. Property 1: Analysis and synthesis filter banks act as emphasis and de-emphasis filters in systems with maximized coding gain.
Proof: The coding gain in (20) is maximized when the product in (20) is minimized, i.e., if A i B i = A j B j ; 8i 6 = j: Thus, the two spectral factors can be viewed as equalizing the errors between individual bands, which is also the theory behind optimal quantization error. If A k B k is constant and A k 6 = B k , it is natural to think that they act as emphasis and de-emphasis pairs. Since noise is introduced after the analysis subband decomposition, therefore, B k has to deemphasize the quantization noise. On the other hand, A k should be designed to emphasize the signal to achieve large SNR after quantization. Large SNR implies large coding gain.
Property 2:
The asymptotic coding efficiency approaches KLT transform for AR(1) signal.
Proof: Without loss of generality, assume that h 0 (n) is the lowpass filter and that the synthesis filters f k (n) are normalized.
Using the same expansion as in (28), the coding gain in (20) can be rewritten as
Furthermore, if the lowpass filter is assumed to be normalized, the analysis filter bank has the shift orthogonal property. The double summation is equal to unity, and the coding gain approaches G 1= (2) (12) is applicable for orthogonal and pseudo QMF filter banks [2] , where the reconstruction error is small compared with the quantization noise. The correlated quantization noise and the total quantization noise equations (16) and (17), respectively, are applicable for biorthogonal, and nonorthogonal near perfect reconstruction filter banks where the reconstruction error is small compared with the quantization noise. Similar quantization noise analysis has been considered in [11] using a different set up. The subband filters considered in [11] are assumed to have slight overlap with adjacent subband filters only. Hence, [11] assumed the quantization noises of adjacent subbands are weakly correlated and simplified the quantization error analysis. While this assumption is true for a large collections of practical filter banks, it is not true for GenLOT [2] , modulated filter banks [3] , and pseudo QMF systems, which are widely used in audio and video coding applications, such as the pseudo QMF filter bank in MPEG 2 audio coding standard.
Similarly, [10] considered the quantization error analysis of subband systems with uncorrelated subband signals. The diagonalization property of the filter banks is described as the principal component decomposition of the input signal. In a more general framework, [13] derives the general theory for statistically optimal orthonormal filter banks. A rank-reduction model similar to [9] is used to complete the theory. Only orthogonal filter banks are considered in [10] and [13] .
The correlated quantization error analysis considered in this correspondence explores both orthogonal and biorthogonal subband systems. The efficiencies of both systems using different quantizers are derived. Assuming an AR(1) input signal model, generalized coding gain is formulated. Linear quantizers with uniform quantization achieve high coding efficiency when combined with a lossless source coder, such as the Huffman coder. Coding gain can be used as an analytical tool for filter bank performance evaluation. The property of coding gain optimized filter banks is discussed. Orthonormal filter banks that have shift orthogonal analysis filters have asymptotic coding efficiency approaching the KLT. Filter banks with optimal coding gain require all bandpass and highpass filters to have zerotransmission property [5] . Fig. 2 shows an example of two paraunitary filter banks designed by optimizing the lattice coefficients [2] with respect to stopband attenuation. Fig. 2(a) has a generalized coding gain of 9.398 dB. Fig. 2(b) imposes a zero-transmission condition in highpass and bandpass subband filters, which results in higher generalized coding gain of 9.515 dB.
