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Research Article    
Abstract 
In this paper, we propose a new iterative algorithm for estimating the parameters and orders of 
a multiple-input single-output (MISO) time series model. This algorithm is based on a method 
suggested by Hannan and Rissanen (1982) for estimating an ARMA model. The key is the use of 
pseudo-linear regression techniques to derive the iterative nonlinear least-squares estimators by 
using the Gauss-Newton algorithm. Simulation results are presented to compare the new 
algorithm with the exact maximum likelihood method (EML) and the generalized least squares 
(GLS) method proposed by Sabiti (1997). 
 
Keywords: Nonlinear estimation, time series models, multiple-input single-output models, Gauss-
Newton algorithm, recursive estimation 
1. Introduction 
For the treatment of the single-input single-output (SISO) models and the multiple-input single-
output (MISO) models, several recent papers have discussed either the asymptotic Fisher 
information matrix (Klein and Mélard (1994b) and Klein and Mélard (2004)) or the exact Fisher 
information matrix (Klein, Mélard and Zahaf (1998), Klein and Mélard (1994a) and Zadrozny (1989, 
1992)) but we have seen no indication of the approach used to estimate the parameters of these 
models. Ouakasse and Mélard (2014) have proposed a complicated recursive estimation 
method for SISO models where the recurrence for updating the Hessian is avoided but the 
recurrence for updating the estimator makes use of the Fisher information matrix. In this paper, 
we describe a simple iterative algorithm for estimating the parameters of a MISO model given by 
the equation 
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                                   (1) 
where is the endogenous variable,   are the exogenous variables,  is the 
backshift operator such that ,  are normally and independently random 
variables with mean zero and constant variance  and  is the delay of transmission of 
influence between the th exogenous variable and the endogenous variable, or the delay 
parameter which represents the number of complete time intervals before a change in  
begins to have an effect on ,  is the vector of 
parameters to be estimated where  
,  ,                            (2a) 
,  ,                                   (2b) 
and  is the number of parameters. The different 
polynomials in (1) are given by  
                 (3a) 
                 (3b) 
.          (3c) 
The assumptions (1, 2a and 2b) made on these six polynomials are the regularity conditions to 
ensure the stability of the model (1), see Sabiti (1997). 
The equation (1) can be written under the f 
.                                   (4) 
where following Jorgenson (1966), the series ,  and  defined as a ratio of two 
polynomials such as 
.           (5) 
We assume that the coefficients ,  and  form convergent series, i.e. 
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.                            (6b) 
  .              (6c) 
The series  is called the th transfer function of the process in the Box and Jenkins (1976) 
terminology. When the series ,  and  are written in the form (6a-b), the 
weights or coefficients series ,  and  are referred to as the impulse response of this time 
series model. 
2. The Hannan and Rissanen (1982) method 
When , the model (1) is reduced to an ARMA model treated by Hannan and 
Rissanen (1982) and given by 
.                                                      (7a) 
The model ARMA (7) can also be written in the form  
.      (7b) 
The Hannan and Rissanen (1982) method for estimating the parameter vector  of 
the equation (7b) can be divided into the three following stages. 
Stage 1 : An autoregression of order  of the form 
.                                               (8a) 
is estimated and the autoregressive coefficients   are used to estimate the sample 
innovations  as 
.                                               (8b) 
The order  may be selected by minimizing the information criterion 
.                                               (9) 
Put  where  is the iteration counter and proceed with stage 2. 
Stage 2 : The innovations estimators  are used in the regression 
      (10) 
which is fitted by the ordinary least squares (OLS) method for obtaining the initial estimators  
and  of the true parameters  and . In that second stage, Hannan and Rissanen (1982) 











































































































International Science Review 2(2), 2021 
40 Published by Scientific Research Initiative, 3112 Jarvis Ave, Warren, MI 48091, USA 
 
      (11) 
where . Then the orders  are selected to minimize the 
information criterion 
.                               (12) 
The initial estimators  and  that minimize (11) for  are consistent but not 
asymptotically efficient. Since the orders  are known, Hannan and Rissanen (1982) have 
proposed the use of a simple optimization algorithm. 
Stage 3 : In the third stage, Hannan and Rissanen (1982) use the consistent estimators  and 
 as initial values in the Gauss-Newton iterations optimizing a Gaussian likelihood function. This 
third stage consists in forming the following equations 
                         (13a) 
.           (13b) 
After obtaining the series ,  and , they have fitted the OLS method the following 
regression 
                           (14) 
for obtaining the regression coefficients  and  which, when they are added 
respectively to  and , give the estimators 
                                        (15a) 
                                        (15b) 
that have the same asymptotic distribution as maximum likelihood estimators. That procedure 
can be iterated starting from  and  instead of the  and  at (13) until  
becomes stable. 
 
3. The pseudo-linear regression form of a MISO model 
For obtaining the pseudo-linear regression form of a MISO model, the approach consists to write 
the MISO model (1) as 
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where the coefficients  and  are defined in (6a) and (6b). The equation (16) can be 
approximated by a regression of order  sufficiently large given by 
.                        (16b) 
where the error  is written as an ARMA  model 
                                                          (17) 
We can also write the MISO model (1) as 
                                   (18) 
or in the form 
                                        (19) 
where the coefficients  and  are defined respectively as 
                                   (20a) 
.               (20b) 
The equation (17) can also be expressed as an autoregressive representation given by the 
equation 
                                                             (21) 
where we suppose that the coefficients of the series  form a convergent series, i.e.  
.                             (22) 
A pseudo-linear regression model in the parameters , ,  and  can be obtained by 
starting from 
                                   (23a) 
.              (23b) 
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                                   (24a) 
.              (24b) 
The equation (16a) can now be written in a pseudo-linear form in the parameters , ,  
and  as follows. By adding the left hand side of the relations (24a) and (24b) respectively in the 
left and right hand sides of (16a) and by subtracting the right hand side of the relations (24a) and 
(24b) respectively in the left and the right hand sides of (16a), the equation (16a) is written under 
the form 
 
                   (25a) 
or as  
.                   (25b) 
Equivalently, the relation (25b) can also be written as 
 
.                   (25c) 
If the estimators of the coefficients ,  and  were known, we could generated the 
variables , ,  and  from 
                                     (26a) 
                         (26b) 
where we replace  
.      (27a) 
respectively by 
.      (27b) 
The equation (21) can thus be written as an autoregressive model of the form 
   )()()()()()( tyBBtyBB 
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                                         (28) 
where we assume that the approximation error in (27b) and (28) can be made negligible by 
taking the orders  and  sufficiently large. The transformed variables , ,  and 
 are written as 
                        (29a) 
.             (29b) 
The equation (25c) can thus be expressed in a pseudo-linear form of these parameters as 
 
.                                                        (30) 
which can be used to obtain the initial estimators of the parameters , , ,  and the 
estimators of . 
The estimators of the parameters , ,  and  can be used a second time to evaluate 
the residuals  from 
                                   (31) 
and the regression 
                              (32) 
can thus be fitted for obtaining the estimators of the parameters  and . 
 
4. Description of the proposed algorithm 
For estimating the parameter vector  of the MISO model 
(1), the proposed algorithm can be divided into the following stages. 
Stage 1: The regression (16b) given by the following equation is fitted by the ordinary least squares 
(OLS) method for obtaining the estimators  and  of the coefficients  and . These 
estimators  and  are used to estimate the residuals  as 
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The order  may be selected by minimizing the information criterion 
..                                               (34) 
Put  where  is the iteration counter and proceed with the stage 2. 
 
Stage 2 : Fit the autoregression (28) of order  by regressing  on   for 
obtaining the coefficients  and innovations estimators . These innovations  are 
obtained from 
                                         (35) 
The order  may be selected by minimizing the information criterion (36) 
.                                               (36) 
Evaluate the coefficients  and  from 
.                      (37) 
Stage 3 : Since the coefficients ,  and  are thus known, generated the variables , 
,  and  given in (26a-b) as 
                                     (38a) 
.                         (38b) 
The regression (30) is estimated by the OLS method by regressing  on  , 
 ,   and   for obtaining 
the initial estimators , ,  and  of the parameters , ,  and  for . 
The orders  are selected to minimize the information criterion 
.        (39) 
where  and  provides a bound and  is obtained from the 
OLS estimation of (30). 
Stage 4: The initial estimators , ,  and  for  are replaced in (31) to evaluate 
the residuals  as 
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Using these residuals and the innovations estimators  obtained at the second stage, the 
following ARMA model is given by  
      (40b) 
and estimated by regressing  on   and   for 
obtaining the initial estimators  and  of the true parameters  and . The order  of 
(32) may be selected by minimizing the information criterion 
.                                        (41) 
Stage 5 : The initial estimators , , ,  for ,  and  are used to evaluate 
the series , , , , ,  and  via the generating equations (Sabiti, 
1997) as  
                                (42a) 
                          (42b) 
               (42c) 
.                                  (42d) 
The Gauss-Newton regression is formed as 
 
                                                                  (43) 
is estimated by the OLS method for obtaining the regression coefficients that we call , , 
,  ,  and  when they are added respectively to the initial estimators 
, , ,  for ,  and  give the estimators  
                                        (44a) 
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                                        (44c) 
                                        (44d) 
                                        (44e) 
                                        (44f) 
for . That procedure can be iterated starting from , , ,  ,  
and  instead of the initial estimators , , ,  for ,  and  at (42a) until 
 becomes stable. 
 
5. Simulation results 
To study the performance of the proposed algorithm which is a nonlinear least squares (NLS) 
approach, we compare it with the exact maximum likelihood (EML) and the generalized least 
squares (GLS) methods suggested by Sabiti (1997). We consider a MISO model with a single 
exogenous variable : 
 
,          
for which the delay  will be equal to zero. In order, to realize the 10000 simulations, we need 
exogenous variable for obtaining the corresponding endogenous variables. For that, we use the 
exogenous variable presented in the study of Grillenzoni (1990). The simulation results that we 
present are concerned by the transfer function model studied by Grillenzoni (1990) where two 
economic series have been considered. We define  as the exchange rate between the 
sterling pound and the US dollar and  the index of wholesale prices in Italy for January 1973 
to December 1985 . The results of simulations concern a MISO model of the form: 
. 
The simulations results for this model are given in the followings tables for , , 
 and . 
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Table 1: Simulation results for , , , ,  
Methods          
GLS 0.3455 0.0664 0.3021 0.0104 0.0033 0.0241 0.5651 0.0235 1.0597 
EML 0.4961 0.1750 0.3067 0.0115 0.0933 0.0135 0.5206 0.1819 1.7203 
NLS 0.4432 0.0566 0.3028 0.0112 0.0189 0.0139 0.5189 0.0243 1.2450 
4.  
Table 2: Simulation results for , , , ,  
Methods          
GLS 0.4355 0.0470 0.2959 0.0078 0.0344 0.0173 0.6494 0.0059 1.26743 
EML 0.5066 0.1030 0.2973 0.0078 0.0845 0.0092 0.4872 0.1051 1.3403 
NLS 0.4256 0.0561 0.2976 0.0074 0.0215 0.0105 0.5244 0.0956 1.2879 
5.  
Table 3: Simulation results for , , , ,  
Methods          
GLS 0.3756 0.0432 0.2989 0.0046 0.0140 0.0127 0.6182 0.0103 1,0266 
EML 0.5324 0.0793 0.2919 0.0048 0.0746 0.0052 0.5060 0.1047 1.5021 
NLS 0.4322 0.0345 0.2948 0.0056 0.0179 0.0123 0.5134 0.0201 1.0341 
 
Table 4 : Simulation results for , , , ,  
Methods          
GLS 0.3892 0.0292 0.2991 0.0029 0.0180 0.0083 0.5566 0.0204 1.0488 
EML 0.4439 0.0527 0.2868 0.0028 0.0177 0.0032 0.5439 0.0527 1.0298 
NLS 0.4029 0.0345 0.2675 0.0021 0.0198 0.0041 0.5123 0.0205 1.0256 
 
 
The second simulations concern a MISO model of the form 
. 
 
Table 5: Simulation results for , , , , ,  
Methods            
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Table 6: Simulation results for , , , , ,  


















Table 7: Simulation results for , , , , ,  
Methods            














Table 8: Simulation results for , , , , ,  
Methods            













The different results for the MISO models given in the above tables show that the GLS and the 
proposed algorithm (NLS) provide the values of the parameters which are close to those of the 
EML. A better performance can be attributed to the EML and the proposed algorithm which 
provide the parameter values that are close to the true values when the sample size increases. 
Also the EML and the NLS methods have given small standard errors of the parameters. The use 
of the optimization algorithm for the EML and NLS methods gives an advantage for these methods 
when the parameters increase. We have observed that for short time series (  and 
), the EML is very sensitive to the quality of initial values of the parameters, it cannot always 
converge to the true values, particularly with improper initial values (Choi, 1992). 
 
4. Conclusion 
This paper has presented an algorithm for the iterative estimation of parameters of a MISO model. 
This algorithm is a generalization of that proposed by Hannan and Rissanen (1982). The EML 
method used for these simulation results has been proposed by Mélard (1984) which is a 
combination of an improved version of an algorithm of Pearlman (1980) that consists to replace 
the (matrix) Riccati-type difference equation used in the Kalman filter by a (vector) 
Chandrasekhar-type difference equation with the quick recursion switching suggested by 
Gardner, Harvey and Phillips (1980) and an algorithm of Wilson (1979). The comparison with the 
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