Time series are ubiquitous, and a measure to assess their similarity is a core part of many computational systems. In particular, the similarity measure is the most essential ingredient of time series clustering and classification systems. Because of this importance, countless approaches to estimate time series similarity have been proposed. However, there is a lack of comparative studies using empirical, rigorous, quantitative, and large-scale assessment strategies. In this article, we provide an extensive evaluation of similarity measures for time series classification following the aforementioned principles. We consider 7 different measures coming from alternative measure 'families', and 45 publicly-available time series data sets coming from a wide variety of scientific domains. We focus on out-of-sample classification accuracy, but in-sample accuracies and parameter choices are also discussed. Our work is based on rigorous evaluation methodologies and includes the use of powerful statistical significance tests to derive meaningful conclusions. The obtained results show the equivalence, in terms of accuracy, of a number of measures, but with one single candidate outperforming the rest. Such findings, together with the followed methodology, invite researchers on the field to adopt a more consistent evaluation criteria and a more informed decision regarding the baseline measures to which new developments should be compared.
Introduction
reported to have good performance. We also try to avoid measures with too many parameters, since such parameters may be difficult to learn in small training data sets and, furthermore, could lead to over-fitting. Alternative 121 measures found to be consistently less accurate than DTW or EDR are not 122 considered (Wang et al., 2012) . Apart from all the aforementioned measures, 123 we also include a random measure, consisting of a uniformly distributed 124 random number between 0 and 1. This will act as our random baseline. 
Euclidean distance

126
The simplest way to estimate the dissimilarity between two time series 127 is to use any L n norm such that
where n is a positive integer, M is the length of the time series, and x i and 
136
Using Eq. 1 with n = 2 we obtain the Euclidean distance, one of the communications, and ecological time series (Das et al., 1998) . Some au-
141
thors state that the accuracy of the Euclidean distance can be very diffi-142 cult to beat, specially for large data sets containing many time series (cf. using two artificially-generated/synthetic data sets (Geurts, 2002) . We be-
146
lieve that such claims need to be carefully assessed with extensive experi-147 ments and under broader conditions, considering multiple measures, differ-148 ent distance-exploiting algorithms, and real-world data sets. 
Fourier coefficients
150
A simple extension of the Euclidean distance is not to compute it directly 151 using the raw time series, but using features extracted from it. For instance, to musical information.
202
In the present study we consider the use of auto-regressive (AR) models
203
for time series feature extraction (Piccolo, 1990) . Given an AR model of the
where a j denotes the j-th regression coefficient and η is the order of the 
for i = 1, . . . , M and j = 1, . . . , N , being M and N the lengths of time However, in preliminary analysis we found the normalized variant to be 242 equivalent, or sensibly less accurate, than the unnormalized one.
243
The canonical form of DTW presented in Eq. 4 can incorporate many 
where i is progressively adjusted for dealing with different time series lengths, 249 i.e., i = iN/M , using as the round-to-the-nearest-integer operator.
250
Notice that if ω = 0 and N = M , d DTW will correspond to the squared
251
Euclidean distance (the value in D M,N will be the sum of the squared differ-
252
ences, see Eqs. 1 and 4). Notice furthermore that, when ω = N , we are using 253 the unconstrained version of DTW (the constraints in Eq. 5 have no effect). 
for i = 1, . . . , M and j = 1, . . . , N . The match function used is 
for i = 1, . . . , M and j = 1, . . . , N , with
where f () can be any L n metric (Eq. 1 The main idea behind the minimum jump costs dissimilarity measure (MJC;
321
Serrà and Arcos, 2012) is that, if a given time series x resembles y, the cu- 
where c ty+∆ tx
is the cost of jumping from x tx to y ty+∆ and ∆ = 0, 1, 2, . . .
327
is an integer time step increment such that t y + ∆ ≤ N . After a jump is 328 made, t x and t y are updated accordingly: t x becomes t x + 1 and t y becomes 329 t y + ∆ + 1. In case we want to jump from y to x, only t x and t y need to be 330 swapped (Serrà and Arcos, 2012).
331
To define a jump cost c ty+∆ tx
, the temporal and the magnitude dimensions 
where φ represents the cost of advancing in time and f () is the local cost 334 function, which we take to be f (x tx , y ty+∆ ) = ( Table 2 : Error ratios for all considered measures and data sets. The symbol * denotes a statistically significant difference with respect to the other measures for a given data set (p < 0.05, Sec. 3.4). The last row contains the average rank of each measure across all data sets (i.e., the average position after sorting the errors for a given data set in ascending order).
Beyond accuracies, this latter aspect can potentially highlight inherent data set qualities. For instance, the fact that a feature/model-based measure 
467
In general, we see that TWED outperforms the other measures in several 468 data sets, with an average rank of 2.29 (Table 2) . In fact, if we compare 469 the considered measures on a more global scale, taking the matched error 470 ratios across data sets (Sec. 3.4), we obtain that TWED is statistically 471 significantly superior to the rest (Fig. 2) . Next, we see that DTW, MJC, and confirming the aforementioned global tendencies (Fig. 3) . (Fig. 4) . The results show that error gains between TWED and 490 DTW/Euclidean mostly agree between training and testing. As mentioned 491 in Sec. 3.3, a full, raw account of train and test errors is available online.
492
Having a close look at those full results, we can see that, in general, the We finally report on the parameters chosen for each measure after train-
499
ing with 66% of balanced data (Fig. 5) . Firstly, we observe that, in the 500 vast majority of cases, a specific value for a given parameter is consistently indicates a certain degree of robustness against specific parameter choices.
506
This is a very desirable quality of a time series similarity measure, even more 507 if we have to train a classifier with a potentially incomplete set of training 508 instances.
509
Next, we see that the selected parameters are generally not in the borders of the specified ranges, thus indicating that a reasonable choice has been 511 made (Fig 5) . This is particularly true for DTW and EDR. The only measure 512 that could potentially benefit from reconsidering the parameters' range is 513 TWED. As it can be seen, ν and λ seem to be consistently chosen in the 514 lower and upper parts of the specified ranges, respectively. This suggests 515 that the best combination for some data sets could lie outside the parameter 516 space outlined by Marteau (2009), i.e., in 0 < ν < 10 −4 and/or λ > 1.
517
If that was the case, TWED could potentially achieve even much higher Table 3 : List of best-performing measures in testing (the column "Measure") but actually outperformed by others in training (the column "Outperf. by"). The column "Gain" corresponds to the absolute value of the train error gain, i.e., the absolute difference between error ratios at training stage (see also Fig. 4 Figure 5: Percentage of times (color code) that a given parameter value (vertical axis) is chosen for each data set (horizontal axis; for the names behind each number see Table 2 ). From top to bottom, the plots correspond to FC (θ), AR (η), DTW (ω), EDR (ε), TWED (ν), TWED (λ), and MJC (β).
we have seen that the considered ranges are typically suitable for the task 565 at hand. We have also discussed some particularities regarding parameter 566 choices and the nature of a few data sets.
567
The similarity measure is a crucial step in computational approaches 
599
The empirical comparison of multiple approaches across a large-scale case 600 basis is an important and necessary step towards any mature research field.
Besides getting a more global picture and highlighting relevant approaches, it pushes towards unified validation procedures and analysis tools. It is 603 hoped that this article will serve as a steppingstone for those interested in 604 advancing in time series similarity, clustering, and classification.
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