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Methods
This article describes statistical approaches adopted in the Emerging Risk Factors Collaboration, in which primary data from more than 1 million participants in more than 100 prospective studies have been collated to enable detailed analyses of various risk markers in relation to incident cardiovascular disease outcomes.
Results
Analyses have been principally based on Cox proportional hazards regression models stratified by sex, undertaken in each study separately. Estimates of exposure-risk relationships, initially unadjusted and then adjusted for several confounders, have been combined over studies using meta-analysis. Methods for assessing the shape of exposure-risk associations and the proportional hazards assumption have been developed. Estimates of interactions have also been combined using meta-analysis, keeping separate within-and between-study information. Regression dilution bias caused by measurement error and within-person variation in exposures and confounders has been addressed through the analysis of repeat measurements to estimate corrected regression coefficients. These methods are exemplified by analysis of plasma fibrinogen and risk of coronary heart disease, and Stata code is made available.
Introduction
Combining information across several studies using meta-analysis can enhance precision for quantitative summaries of evidence. 1 Re-analysis of individual participant data (IPD) from multiple epidemiological studies has several advantages compared with metaanalysis of aggregated published data, including harmonization of definitions for risk markers as well as disease outcomes; ability to update follow-up information; consistent approaches to adjustment for confounding; characterization of the shape of exposure-risk relationships; greater ability to correct for regression dilution bias; and determination of how exposure-risk relationships depend on age, sex and other potential effect modifiers. [2] [3] [4] This article describes and illustrates statistical methods that are being used in the Emerging Risk Factors Collaboration (ERFC), an analysis of individual records from more than 1.2 million participants in 116 prospective studies in predominantly Western populations of major cardiovascular disease outcomes. [5] [6] [7] [8] The ERFC includes mostly prospective cohort studies (a few based in randomized trials), as well as some nested case-control and case-cohort studies. For each participant in the ERFC, the coordinating centre has collated, verified and harmonized individual records on baseline risk markers, confounders, other characteristics, major cardiovascular morbidity and causespecific mortality. 5 Available repeat survey data, which provide serial measurements, have also been collected to help address measurement error and within-person variability. 3, 9 As the ERFC subsumes the Fibrinogen Studies Collaboration, 10 we have illustrated the statistical methods used in the ERFC by analysis of plasma fibrinogen concentration and the risk of coronary heart disease (CHD) in the Fibrinogen Studies Collaboration dataset involving individual data on 154 211 participants from 31 prospective studies. CHD is defined as first non-fatal myocardial infarction or coronary death in those without known cardiovascular disease at the initial examination. 10 A total of 7118 CHD events occurred during an average of 9 years of follow-up. Across the 31 studies, the number of CHD events ranged from 17 to 1474 and the follow-up ranged from 4 to 33 years; the crude mean fibrinogen was 3.02 g/l [pooled within-study standard deviation (SD) 0.65 g/l].
Methods and illustrative analyses
Principal meta-analysis methods This exposition initially assumes all data are derived from prospective cohorts; other designs are addressed towards the end of the article. The main analyses are based on Cox proportional hazards (PH) models, 11 estimated for each study separately. The PH models are stratified by sex and, if applicable, randomized group. So separately for each study s ¼ 1 . . . S, with strata k ¼ 1 . . . K s (for most studies, K s ¼ 2 just for the two sexes) and individuals i ¼ 1 . . . n s , with exposure of interest E si and other covariates X si , the hazard at time t after baseline is modelled as
The evolution of risk over time is thus modelled independently for each stratum in each study, as represented by the non-parametric baseline hazards h 0sk (t). The s are the parameters of interest, being the log hazard ratios (HRs) per unit increase in the exposure in study s, adjusted for the confounding effects of the covariates X si . These estimated log HRs can be combined over studies using random-effects meta-analysis, 12 which incorporates heterogeneity between studies as described below. Fixed-effects meta-analysis can also be used 3, 13, 14 and has been employed in parallel analyses in the ERFC. Writing the variance of the estimated s as v s , the random-effects meta-analysis model is given bŷ
Here is the average log HR, the estimate of which combines within-study information on the relationship between exposure and risk, while allowing for heterogeneity in the true log HRs between studies as represented by the variance 2 . A standard moment estimator of 2 is used, 15 although other estimation methods are available. 16 The statistical significance of the standard test for heterogeneity 17 reflects the strength of evidence for heterogeneity. The impact of heterogeneity on the imprecision of the overall log HR is expressed in terms of I 2 , the percentage of variance in the point estimates of the study-specific log HRs that is attributable to between-study variation as opposed to sampling variation, 18 for which a confidence interval (CI) is also available. 19 Values of I 2 close to 0% correspond to lack of heterogeneity. In addition, specific sources of heterogeneity are explored by investigating the impact of various factors (e.g., age, sex and other potential effect modifiers) on the strength of the association between exposure and risk, as described in later sections. The above procedure is a two-step method: first, each study is analysed separately in (1) and then the log HRs are combined in (2) . A one-step method would be preferable in principle, writing a combined model as
Computational problems are, however, formidable in a dataset the size of the ERFC. 20 A two-step analysis has only the slight disadvantage that the first-step variances v s in a two-step analysis are not in general exactly those implied in a one-step method, although one-step and two-step methods usually produce very similar results. 21, 22 For the case of fibrinogen and the risk of CHD, adjusting only for the linear effect of age at baseline in each study, these analyses are summarized in the upper part of Table 1 . The study-specific HRs are shown in Figure 1 . The random-effects combined HR exp() is estimated as 1.57 (95% CI 1.47-1.67) per 1 g/l higher baseline fibrinogen concentration, and an I 2 of 64% (95% CI 48-76) indicates substantial heterogeneity across studies (test for heterogeneity, P < 0.0001). By comparison, a fixed-effects metaanalysis estimate gives a lower point estimate of 1.52 with a narrower 95% CI of 1.47-1.57.
The above estimates and CIs relate to the overall mean HR across all studies. Also of interest is the range of true HRs across studies, representing those in different contexts or populations. It can be expressed by the 95% prediction interval for the true HR in a new study and is estimated from the random-effects meta-analysis by expðAEt SÀ2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
where t is the 2.5-percentile of a t-distribution and S is the number of studies. 12 In the case of the fibrinogen data, this 95% prediction interval is 1.18-2.08. Because of the presence of heterogeneity, this interval is much wider than the 95% CI for exp(), as shown at the bottom of Figure 1 , but remains above 1, indicating that the relationships in different studies are consistently positive.
Choice of exposure scale An assumption of the above model is that the log HR increases linearly with the exposure. It might be more appropriate, however, to choose a log scale for some exposures to improve linearity. Alternatively, the use of a study-specific SD score might reduce heterogeneity of the risk association between studies. In the case of fibrinogen, for example, the distributions were slightly positively skewed and the SD varied considerably between studies. 23 It is also important to assess the possibility of non-linear risk relationships that could indicate a threshold or a plateau for risk.
To assess linearity, as in previous studies, 3 the distributions of the exposure are divided into quantile groups such as fifths; such quantile groups can be defined within each study or across all studies. HRs in each quantile group, compared with the bottom group, are estimated by using Cox PH regression in each study separately. These log HRs within each study are not independent (their correlations are available from standard regression software), because they are all relative to the same reference group. So the set of log HRs are pooled across studies using a multivariate version of random-effects metaanalysis 24, 25 to allow for their inter-correlations both within and between studies. These pooled log HRs are plotted against the mean exposure level in each quantile group. Assessing linearity is easier using CIs derived by floating absolute risk methods 26, 27 so that each estimate (including that for the reference category) has a measure of uncertainty and is less correlated with the others. Judging linearity visually from strongly correlated estimates can be misleading: for example, if the reference group is small, then all the standard CIs will be wide and non-linearity cannot be ruled out. Sensitivity analyses, employing different scales for the exposure (e.g. log, SD score) or assessing curvature using polynomial terms, are also used to investigate whether heterogeneity between studies is reduced or the substantive conclusions affected. Figure 2 shows the results of an analysis by study-specific fifths of fibrinogen in relation to CHD risk, which suggests that a log-linear model for risk is satisfactory. 10 Examples of sensitivity analyses are shown in the lower part of Table 1 . These compare untransformed fibrinogen, log fibrinogen, studyspecific SD fibrinogen score, and study-specific SD log fibrinogen score. For comparability, results are expressed as the HR per 1-SD higher baseline fibrinogen; in the first two analyses, this refers to the pooled within-study SD (0.65 g/l for untransformed fibrinogen). The results from all analyses are quantitatively similar, including the extent of heterogeneity. Including a quadratic term for untransformed fibrinogen in the first analysis provides little evidence of curvature in the risk relationship (P ¼ 0.09). In the case of fibrinogen, therefore, the heterogeneity between studies is not due to the choice of exposure scale.
A few technical issues in such analyses merit consideration. First, the visual assessment of linearity and the comparison between different exposure scales are informal. Second, although it might be preferable to use fractional polynomials 28 or splines 29 to investigate curvature, this is not straightforward in a two-step random-effects meta-analysis, because different functional forms might be appropriate for different studies. These problems would be reduced if one-step meta-analysis methods were computationally feasible. Thirdly, in Figure 2 , the choice of fifths is rather arbitrary, and it is not entirely clear what levels of fibrinogen the log HRs should be plotted against; for example, this could be the mean fibrinogen in each fifth weighted by the number of events rather than by the number of participants. Finally, the effect of measurement error and within-person variation in fibrinogen may distort the shape of the exposure-disease relationship, as discussed later.
Covariate adjustment
Age is the most important confounder in many epidemiological applications, so adjustment for age demands particular attention. For linear terms, age-at-baseline in a PH model is equivalent to including current age as a time-dependent variable, but the latter is computationally more difficult to fit. Assuming a simple linear term for age at baseline may, however, be inadequate, resulting in residual confounding. Alternatives include adjustment or stratification by age categories at baseline, as well as inclusion of polynomial terms and interactions with other covariates (especially sex). Empirical comparison of alternatives as sensitivity analyses is useful to check for adequate age adjustment. In principle, similar considerations apply to other covariates, but in practice, the use of linear terms is usually sufficient unless the covariates are both highly prognostic and substantially correlated with the exposure of interest. One important practical problem often encountered is that not all studies measure all the desired confounders; an approach to this situation is described under section 'Discussion'. The ERFC's two-step approach allows the confounding effects (c s in model 1) to be different in each study. Examples of age and other confounder adjustments for the fibrinogen dataset are given in Table 2 . In this case, linear adjustment for age at baseline appears to be adequate, because more complex forms of adjustment hardly change the results. No precision is lost by stratification using narrow age bands. The overall HR for fibrinogen is reduced 
Joint effects
An important advantage of IPD is that it provides the opportunity for systematic investigation of the exposure-risk relationship at different levels of other variables. This evaluation of factors that modify the overall log HRs estimated above involves assessing their interactions on this scale with the exposure of interest. When effect modifiers are variables measured in individuals, such as age or other risk markers, these interactions are most effectively assessed using within-study information. 4, 30 Here a two-step procedure has again been adopted, first estimating the interaction in each study separately. For example, for a single potential effect modifier X si , the model in study s is logðh ski ðtj E si , X si ÞÞ ¼ log h 0sk ðtÞ þ s E si þ s X si þ s E si X si ð4Þ
The estimates of the interaction terms s are combined using random-effects meta-analysis, as in (2). The overall interaction, W , is then based on only within-study information. Model (4) can be extended by including adjustments for other confounders, and indeed their interactions with the exposure of interest; this enables investigation of whether, as is possible, a particular interaction is confounded by other main effects or interactions. Some potential effect modifiers are assessed only at the study level; for example, the type of population recruited or the laboratory methods used for measuring the exposure. For such variables, any information on interactions relies entirely on between-study comparisons, which are assessed using random-effects meta-regression. 31 Using the estimates of s from (1), model (2) is extended to include a study level covariate X s by writinĝ
B is the between-study interaction term, with statistical significance assessed allowing for the residual between-study heterogeneity 2 . A few variables, notably sex and ethnic group, have potential interactions for which both within-study and between-study information may be important. For example, studies involving both men and women provide within-study information on sex interactions, whereas studies that comprise members of one sex alone can only be used to assess interactions across studies. In this case, the within-study interaction W is estimated as in model (4) based on studies of both sexes, and the between-study interaction B is estimated using model (5) in which X s is the proportion of women in each study. Provided they are similar, these two asymptotically independent estimates of interaction can themselves be combined. As between-study information on interactions is prone to numerous potential sources of betweenstudy confounding, 32 there is a trade-off between increased precision and possible bias in choosing whether to use between-study information in addition to within-study information. 22, 33, 34 Presenting interactions in a way that is intelligible to readers is not easy. For a binary variable identifying two subgroups, the exponent of the interaction term is a ratio of HRs, but it is simpler to present two separate meta-analyses, one in each subgroup. However, because the between-study heterogeneity, 2 in (2), now affects each of these estimates, the (multivariate) meta-analytic weighting of studyspecific subgroup estimates is different from the weighting of study-specific interactions. So neither the estimates nor the CIs of the subgroup-specific estimates are necessarily compatible with the estimate and CI of the interaction term. In practice, this problem is not usually severe. For continuous variables, the exponent of the interaction term is a ratio of HRs per unit increase in the effect modifier. Similarly, for presentation, it is easier to present the HR estimates according to study-specific quantile groups (e.g. thirds or fifths) of the effect modifier distribution.
Examples of interaction analyses for fibrinogen are shown in Table 3 . The interactions with body mass index and age at baseline are clear, but the interactions with other variables are less marked. Including the body mass index and age interactions simultaneously hardly affect their respective estimates. There is more consistency in the interaction terms across studies than for the main effect of fibrinogen, as indicated by the lower values of I 2 . For investigating a possible sex interaction, B is estimated from a meta-regression of the study-specific log HRs on the proportion of women in each study. The SE of the interaction term is smaller for W than B , so the majority (73%) of the information comes from within-study information. It is sensible to rely on the within-study pooled interaction estimate, especially when it contributes the majority of the information, because of the potential for bias in the between-study estimate. 22 The sex-specific combined log HRs (not shown) and the combined sex interaction term are similar but not identical. The sex interaction term represents the correct analysis, whereas the sex-specific HRs are probably the preferable method of presentation in applied publications, especially when given in a diagram. As noted above, effect modification is being assessed on the HR scale. Thus, although the HRs per unit higher fibrinogen decrease with increasing age, the absolute risk gradients increase (Figure 3 ).
Proportional hazards
An assumption of all the models considered so far is of PH, meaning that the regression coefficients in model (1) do not change with time since baseline measurement. Although the effect of any covariate measured at baseline may plausibly decrease over time, the prime interest is whether the PH assumption is appropriate for the exposure of interest. This can be evaluated in each study separately by including an interaction between the exposure and time, or by the commonly used diagnostic tool based on Schoenfeld residuals. 35 These independent 2 1 statistics can be summed across the S studies, yielding a 2 S statistic testing the hypothesis that PH holds in each study.
This approach is, however, not a powerful test against the plausible alternative hypothesis that HRs tend to decline over time in all studies. A better method is to combine the interaction terms between the exposure and time over studies. Using randomeffects meta-analysis, and assuming linear timedependence, the model is given by log h ski ðtjE si , X si Þ ð Þ¼ log h 0sk ðtÞ þ s E si þ s tE si
where s are separate fixed effects, and the focus is on the estimate of , which can be tested using a 2 1 statistic.
The results of these analyses for fibrinogen are shown in Meta-analysis of between-study and within-study interactions.
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60-69 Baseline fibrinogen (g/l) Figure 3 Interaction of baseline fibrinogen and age, derived from a proportional hazards model with time-dependent effect of age in each study and combined using multivariate random-effects meta-analysis. Log HRs with 95% CIs based on floating absolute risks, plotted against mean baseline fibrinogen in fifths.
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extent of data), there is no evidence of departures from PH for fibrinogen and no evidence of heterogeneity between studies in this regard. The final method provides an estimate of the non-PH parameter , which indicates that over a 20-year period the estimated change in the exposure log HR is small. In ERFC, this random-effects pooling of the interaction terms between exposure and time is used to assess the PH assumption. It provides extra power against a plausible alternative hypothesis and is consistent with the approach described above for quantifying other interactions. If there was substantial evidence against the PH assumption, it would be necessary to summarise the exposure-risk relationship either in discrete intervals of time or as a trend over time.
Other topics
When the focus is on estimating underlying aetiological associations, it is necessary to adjust for the effect of measurement error and within-person variation. For the exposure of interest, this addresses the often serious underestimation caused by regression dilution bias, 9,36,37 and for covariates it reduces residual confounding. 38 Methods exist to correct for regression dilution bias in exposure variables in IPD meta-analysis. 3, 13, 14 Novel methods that enable concurrent adjustment for measurement error both in the exposure of interest and in covariates have been developed for use in the multiple study context of the ERFC, but they are technically demanding and have been described in full elsewhere. 39, 40 Examples of these analyses for fibrinogen are shown in Table 5 . Because the within-person correlation of fibrinogen measurements on different occasions is $0.5, 39 the overall log HR corrected for measurement error in fibrinogen alone is about twice the uncorrected estimate (leading to a corrected HR of 1.96 vs 1.38 uncorrected). Multivariate correction for measurement error in four confounders makes the log HR for fibrinogen slightly less extreme, as expected because residual confounding is reduced, with an estimated HR of 1.85 per 1 g/l higher 'usual' (i.e. long-term average) fibrinogen level. As methods that correct for regression dilution cannot correct for unmeasured covariates, residual confounding may persist after their use.
Some cohorts in the ERFC have analysed particular risk markers in a nested case-control or case-cohort design. Nested case-control studies are analysed with similar methods to those described for cohort studies, but they involve logistic regression. 41 For individually matched studies, conditional logistic regression is appropriate. For frequency-matched studies, ordinary logistic regression is used with the matching factors as covariates. Such analyses either provide estimates of HRs (if matched controls were selected to be disease-free at the time the case had an event) or odds ratios (if the selected controls were disease-free at the end of the study). 42 Provided the disease is relatively rare (say <10% of the study participants), odds ratios approximate HRs and it is reasonable to combine them in a meta-analysis. For nested case-cohort studies, the analysis should allow for the fact that some members of the randomly selected cohort also become cases. 43 A modified PH regression model then provides estimates of log HRs with robust standard errors, 44 although this modification generally has only a small effect.
Although some participants may have multiple events (e.g. two CHD events at separate time points, The models include adjustment for age at baseline as a linear term. NA: not applicable; SE: standard error; df: degrees of freedom. or a CHD event followed by another type of event, such as a stroke or death from cancer), analyses in the ERFC focus on first events by censoring participants after their first CHD event, after another non-fatal event such as stroke (when cohorts have recorded them), and after death from any cause. The rationale for this approach is that major cardiovascular disease events may disrupt the association between baseline risk factors and subsequent disease risk. The ERFC does not, however, censor individuals at the time of cardiovascular investigations or interventions (such as angiography or coronary bypass operations) or at the diagnosis of angina because the incidence of such occurrences is not recorded reliably enough in sufficient studies. Sensitivity analyses that implement alternative censoring criteria can assess potential biases that might arise through these decisions on censoring.
The constraints on comprehensiveness in IPD meta-analyses mainly relate to the identification of relevant studies and provision of data. In the ERFC, studies have been identified from publications, extensive literature searches, and correspondence with authors of relevant reports. The ERFC has included the large majority of Western prospective studies with any relevant exposure markers and 420 000 person-years of follow-up. Hence, although publication and reporting biases are potential concerns in all meta-analyses, they may be less so in the ERFC.
Discussion
The statistical methods used in the ERFC have been explicitly described and illustrated in this article to facilitate their adoption by others; example programs in Stata 45 are available from http://www.phpc.cam .ac.uk/MEU/ERFC/Software.html. The ERFC methods extend previous approaches in several respects. [46] [47] [48] Strategies being used in the ERFC to adjust for measurement error concurrently in levels of both confounders and exposures should help improve estimates of the underlying aetiological association between exposures and disease outcomes by reducing residual confounding. Methods used in the ERFC give specific consideration to the analysis of interactions for characteristics that vary both within and between studies and to assessment of the PH assumption.
A common practical problem in IPD meta-analyses is how to adjust for confounders that are measured only in a subset of the studies. For the fibrinogen example, age and four other confounders (Table 2) were measured in all participants in all studies. However, additional confounders, such as lipid fractions (high-density lipoprotein cholesterol, lowdensity lipoprotein cholesterol and triglycerides), were available in only about half of the studies. 10 More comprehensive adjustment for confounding can only be easily achieved by restricting the dataset to the latter studies, but such restriction omits information on partial adjustment from the other studies. We have previously described an approach that uses the partially adjusted HRs, which can be estimated in all studies, and the more comprehensively adjusted log HRs, which can be estimated only in a subset of studies, in a bivariate meta-analysis. 49 This approach acknowledges the correlations between the partially and the more comprehensively adjusted log HRs within studies in which both can be estimated but uses the full dataset to contribute to the estimation of a combined more comprehensively adjusted log HR.
An unresolved issue concerns the estimation of a possibly non-linear exposure-risk relationship when the exposure is measured with error. Homogeneous measurement error, with a variance that does not depend on level of the exposure, will tend to make a non-linear association appear more linear. Conversely, measurement error that, for example, increases with level of the exposure will make a linear association appear non-linear. Characterizing the shape of the underlying exposure-disease relationship, while taking into account possibly heterogeneous measurement error, is not well studied, especially in the context of IPD meta-analysis. 50 One approach may be to model the underlying association using fractional polynomials or splines, while carefully estimating measurement error variance as a function of exposure level.
As distinct from characterizing the shape, magnitude and independence of associations between risk factors and disease (which may be relevant to judgements about an exposure's potential aetiological relevance), IPD meta-analyses of multiple studies can provide additional useful information. For example, we have previously described the ERFC's approach to characterizing the cross-sectional correlates (and, hence, potential determinants) of risk markers. 23 Although this article has not addressed issues related to risk prediction (i.e. the extent to which measuring an additional exposure could better identify the risk of disease outcomes for individuals), there is considerable interest in the use of information from multiple prospective studies to help inform risk stratification and/or screening strategies. A separate literature exists that involves discussion of how the 'area under an Receiver operating characteristic (ROC) curve' can be adapted for time-to-event data 51 and the extent to which individuals are re-classified into risk groups that would affect the subsequent intervention offered. 52, 53 We have adapted and illustrated some of these predictive metrics for use in the multiple study situation, 54 and further such work comprises a future methodological research agenda.
Increasing numbers of IPD meta-analyses of observational data are being conducted in order to enhance the statistical power and detail of epidemiological studies. The scientific value of such approaches has now been demonstrated in relation to various exposures 47 and the GENOMOS Genetic Markers for Osteoporosis Consortium. 58 The statistical methods developed here can be used to address the needs of such analyses. Appropriate meta-analytical methods may also have applications to analyses of large purpose-designed multi-centre prospective observational studies, such as the pan-European EPIC study, 59 UK Biobank 60,61 and the subsequent planned meta-analysis of such studies. 62 
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KEY MESSAGES
Summarizing exposure-risk relationships on the basis of individual time-to-event data from multiple studies enhances the detail and power of epidemiological analyses.
A two-step meta-analysis method is proposed to combine study-specific associations estimated by using Cox regression.
These methods allow investigation of the appropriate exposure scale, adjustment for confounders, and checking the proportional hazards assumption.
Within-study and between-study information for interactions need to be distinguished.
More technically demanding issues include adjustment for measurement error and within-person variation, and handling confounders that are not measured in all studies.
