Abstract. Under conditions of clean flow we compute the leading term in the STF when the set of periods of the energy surface is discrete. Comparing to the case of non-degenerate periodic orbits, we obtain a supplementary term which is given in terms of the linearized flow. As particular cases, we give a STF for quadratic Hamiltonians and we obtain the BerryTabor formula for integrable systems. For conservative systems (i.e. systems with several first integrals), we give practical conditions to get a clean flow and interpret the leading term of the STF for a compact symmetry. We give several examples to illustrate our computation.
Introduction
Let H : R 2n → R be a classical smooth Hamiltonian. Under usual hypotheses (cf (2.4)), one can define its Weyl quantization H and obtain a selfadjoint operator on L 2 (R n ). Let E ∈ R and ε > 0. If H −1 ([E − ε, E + ε]) is compact then the spectrum of H is discrete in ]E − ε, E + ε[. To describe the spectrum in this interval, physicists introduce the local spectral density at E defined by the distribution
where λ j (h) are the eigenvalues of H in ]E − ε, E + ε[, and they study approximations of D E (h). On a mathematical point of view, it is more convenient to study the asymptotics when h → 0 + of a continuous fonction in E,
where ψ is a smooth compactly supported function in a neighbourhood of E (energy cut-off) and the Fourier transform of f is also with compact support. The function (1.2) is the regularization of D E (h) in a sense we should describe in section 2 (cf Lemma 2.1). Asymptotics of G E (h) when h → 0 + is called the Semi-classical Trace Formula (STF in short). Modulo oscillatory terms, under some "clean flow conditions" (cf definition 2.2) the expansion is a power series in h. Its remarkable property lies in the fact that coefficients of this series can be computed in terms of quantities describing periodic orbits of the classical Hamiltonian system associated to H in the energy shell Σ E := {H = E}. The most celebrated version is the so called Gutzwiller formula for which one supposes that periodic orbits of Σ E with period in a compact set are in finite number. The leading coefficient can be expressed as a sum over these periodic orbits which involves their primitive period, action, Maslov index and linearized Poincaré map (cf (3.2) ).
This situation with only few periodic orbits appears for example for mixing flows, as the geodesic flow on a compact manifold of negative curvature. Nevertheless, in R n , it will never be satisfied when the Hamiltonian system owns some symmetries or first integrals. Indeed, if H is invariant by a one parameter symplectic group, then the image of a periodic orbit of Σ E by an element of this group is also a periodic orbit of Σ E of same period. This proscribes the previous 'isolated' status of periodic orbits. Hence, the size of periodic orbit families grows with the symmetries. This is another motivation to investigate such systems, since the bigger periodic orbit manifolds are in Σ E , the more they participate to oscillations of G E (h) (see the leading power of h in Theorem 2.3). To our knowledge, only very few of such situations with symmetry were studied in this framework, which should be our concern in this paper. Our purpose is to give simple criterions to get a nice description of families of periodic orbits together with an asymptotic expansion of G E (h), and also to compute coefficients in such a way to interpret them as geometrical features of the classical motion as far as possible.
Our article is structured as follows: in section 2, under quite general clean flow conditions, we perform a theoretical computation of the leading coefficient of the asymptotics in terms of the linearized flow and the structure of its algebraic eigenspaces (Theorem 2.4). This is achieved by assuming that the set of concerned periods of Σ E is discrete ('isochronous case'). Our calculations are done pushing further a method based on coherent states due to Combescure, Ralston and Robert ([15] ), which is to our opinion well fitted to make the linearized flow appear. In section 3, we apply this calculation to find back already known cases of STF, as the 'Weyl term' (zero period, cf (3.1)), the non-degenerate case ('isolated' periodic orbits, cf (3.2)), or the case of periodic flow on Σ E (cf (3.3)). We also give a STF for quadratic Hamiltonians (Proposition 3.5). In section 4, we generalize the concept of non-degenerate periodic orbits to conservative systems (i.e. systems with several independant first integrals), via the notion of 'normal periodic orbits' already introduced in [34] and [38] . We show that it is a natural criterion to obtain a clean flow and a nice description of families of periodic orbits which arise in manifolds (Propositions 4.5 and 4.8). In section 5, we apply this last concept to the integrable case and interpret the leading coefficient in terms of action/angle variables. The STF involves the frequency of periodic tori and the Gaussian curvature of the energy shell in action coordinates (Theorem 5.4) . This way, we recover the formula of physicists Berry and Tabor (cf [5] , [6] ) in a mathematical framework.
Aknowledgements: We thank J. Bolte, B. Camus, A. Laptev, D. Robert and S. Vũ Ngo . c for stimulating discussions on the subject.
Theoretical STF for isochronous periodic orbits
2.1. Statement of the result. Let H : R 2n → R be a smooth Hamiltonian with associated dynamical system: (2.1)ż t = J∇H(z t ), where J = 0 I n −I n 0 .
We will use the notation z = (x, ξ) ∈ R n × R n as a variable in R 2n . The flow of H at time t ∈ R with initial condition z ∈ R 2n is denoted by Φ t (z) = (q t , p t ). The trajectory of z under this flow will be denoted by γ z . If E ∈ R, then Σ E := {H = E} ⊂ R 2n . We define the monodromy matrix or linearized flow as
If λ is in the spectrum of M z (t), we define the algebraic eigenspace E λ (z, t) by (2. 3)
ker(M z (t) − λId) k .
As we will be concerned with periodic orbits, the eigenvalue λ = 1 should play a crucial role in the following. We make usual hypotheses of quantization on H which allow a nice functional calculus, namely, we suppose that there exists m > 0 such that
The Weyl quantization of H is defined as follows: for u ∈ S(R n ),
In particular, under hypothesis (2.4), Op w h (H) is essentially selfadjoint on S(R n ) (see [27] ), and we denote by D( H), H its selfadjoint extension on L 2 (R n ). We fix E ∈ R. We have in mind to study the spectrum of H near the energy E. For this purpose, we define the following regularized spectral density :
where ψ is smooth, compactly supported in a neighbourhood ]
) is compact and Σ E has no critical point of H.
ψ( H) is an energy cut-off which is trace class by [27] . The function f is such that its Fourier transformf is compactly supported in R. The justification of definition (2.6) is given by the following lemma whose proof is left to the reader:
Lemma 2.1. Suppose moreover that 0 < ε 1 < ε and that
. Thus, if ψ is taken to be constant equal to 1 in a neighbourhood of E, and if R f = 1 (or
is simply a regularization of D E (h) via a convolution by an approximate identity. The study of G E (h) has proven to be an essential tool to investigate the spectrum of H. Well known applications are e.g. the asymptotics of the counting function of eigenvalues of H in an interval (see [37] ), or the localization of the spectrum for integrable systems or periodic energy shells by Bohr-Sommerfeld conditions ( [20] , [2] , or [12] ).
One condition to get asymptotics of G E (h) when h → 0 is to have a clean flow on suppf ×Σ E . Let us introduce the set
Definition 2.2. We say that the flow is clean on suppf × Σ E if C E is a finite union of submanifolds of R × R 2n and if at each point (T, z) of C E , we have :
When it holds, the last inclusion is actually automatically an equality. If the flow is clean on suppf × Σ E , then G E (h) has an asymptotic expansion in powers of h when h → 0 + , possibly multiplied by oscillating terms of the form e i h a , a ∈ R (see for example [36] , [7] , or [15] ). There are usual assumptions to ensure that the flow is clean. One can for example suppose that periodic orbits of suppf × Σ E are non-degenerate. An other one is to suppose that the flow is periodic with same primitive period on Σ E (see section 3). We shall give later other explicit situations of clean flow, in particular for systems with several constants of motion (see section 4). Let us denote by [C E ] the set of connected components of C E . If (T, z) ∈ C E , then the classical action
is constant on each element of [C E ] (see [24] p.167). The following theorem generalizes the results of Colin de Verdière [11] , Chazarain [10] , and Duistermaat-Guillemin ( [22] ) on compact manifolds. Its proof goes back to the works of Guillemin-Uribe [25] , Paul-Uribe [35] [36], Brummelhuis-Uribe [7] , Meinrenken [29] or Dozias [19] , who gave mathematical sense to the heuristic first statement of physicists Gutzwiller [26] and Balian-Bloch [4] . For more details on bibliography, we refer the reader to the nice survey [39] . 
where dσ Y is the Riemannian measure on Y , and d(t, z) is a density to be specified on Y , we shall call the Duistermaat-Guillemin density (cf [22] ), and A Y is the common action on Y .
The Duistermaat-Guillemin density d(t, z) (in short DG-density) owns lots of the classical quantities characterizing periodic orbits of the Hamiltonian system (2.1). Note that here it should be considered as a complex density, contrary to [22] . This is due to the fact that we should prove our results via coherent states and not using FIO. This method introduced in [15] skips the problems of caustics appearing in the usual WKB method, but requires complex phases, which explains the fact that our DG-density is also complex. Note that, to our point of view, the use of coherent states makes the computations more explicit in terms of the linearized flow M z (T ) than the one given by FIO method (see Remark 1 of section 2.2). As a consequence, our DG-density should include Maslov indices (see section 3). Its computation is in general non-trivial and, to our knowledge, has only been achieved in some particular cases of importance (see section 3) . It usually appears as the determinant of a transversal Hessian coming from a stationary phase theorem. In [22] , Lemma 4.4, some computation of d is achieved in terms of half densities, when one has:
This hypothesis takes into account the cases of the period T = 0 (Weyl term), the case of nondegenerate periodic orbits or the case of periodical flow on Σ E . However, when one considers systems with constants of motion in involution, this assumption is no more fulfilled as we shall see later (cf Lemma 2.5). Our main motivation in this section is to broaden the computation to more general settings. Let us denote the set of periods by (2.10)
For T ∈ L E , let Z T := {z ∈ Σ E : Φ T (z) = z}. As in [22] , we shall compute the DG-densities in the 'isochronous case', i.e. when L E is finite.
and that for all T in L E , Z T is a finite union of smooth manifolds such that ∀z ∈ Z T (2.12)
Then the flow is clean on suppf × Σ E , and we have modulo 
then we have in addition that for all
where w 0 (., .) :=< J., . > R 2n is the usual symplectic form on
is the sum of all algebraic eigenspaces of M z (T ) corresponding to eigenvalues different from 1.
• Note that there remains an ambiguity to obtain d(T, z) from d(T, z)
2 . This will give entire powers of e i π 4 we should compute in particular cases, and this should involve Maslov indices of periodic orbits of Z T (see [28] ).
• We generalize the computations of [22] in the sense that (2.9) implies (2.14) and
1 Under these supplementary assumptions in Theorem 2.3, we have E 5 = {0} and 
where A t , B t , C t , D t are the four n × n block matrices of
and ϕ E : R × R 2n → C is the complex phase given by
(2.18)
where
. Moreover, we have:
We send the reader to [15] (Theorem 3.3) for the precise meaning of det
It is shown in [8] (Proposition 4.1) that if
Moreover, an integration by part shows that 
where S satisfies the Hamilton-Jacobi equation
Actually our A(t, z) is just the constant value of S(t, z) − x.ξ + tE on C E (see e.g. [36] , [39] 
it is easy to see that under hypotheses (2.11) and (2.12), the flow is clean on (suppf ) × Σ E . Indeed in our case, if T ∈ suppf and
where [Z T ] is the set of connected components of Z T , dσ Y is the Riemannian measure on Y , and A(T, Y ) is the constant value of the action A on {T } × Y . We have
where Π T (T ,z) CE is the orthogonal projection on T (T,z) C E and Hess ϕ E (T, z) is given by [8] Proposition 4.2 (take g = Id in our case). This implies that det
where Π E1 is the orthogonal projection on
Set:
Then, the fourth block is equal to
. Using this, we note that the third block is equal to KJ∇H(z). Let us set: (2.26)
We get:
Now, in view of [8] , Lemma 4.10 and our equation (2.24), we have
We denote by
Now, in view of (2.12), we have
We are now going to compute the determinant of D in a basis of R 2n fitted to the linearized flow M z (T ). To do this we need a supplementary hypothesis describing E 1 (T, z). Let us suppose that we have (2.14).
Lemma 2.5. [30] Let M be a symplectic matrix and note
k . Suppose that there exist two vector spaces V and W such that
Proof. We recall that, if
⊥ , then V 1 is the sum of all algebraic vector spaces of M corresponding to eigenvalues different from one, and so we have
We have
Proof. Let us suppose that dim
Coming back to the proof of Lemma 2.5 with W = E 2 and V = E 1 , we have for dimensional reasons (2.31)
⊥ ∩ E 1 . Together with (2.31), this implies that
2 . By Lemma 2.5, we have dim
Let us prove the inverse inequality. Let F be a supplementary vector space of
But, Σ E being an hypersurface of R 2n , there is at most one element of ker(
Together with (2.32) and (2.33), we get dim F ≤ dim E 2 , whcih proves our Lemma.
We recall that we have
Lemma 2.7. There exists
, and we thus obtain ε 1 . If
We construct a basis of E 1 as follows. Let
• α 1 := J∇H(z).
• α 2 , . . . , α r be a basis of E 2 • α r+1 , . . . , α k be a supplementary basis of Span (α 1 , . . . , α r ) in E 1 .
• ε 1 be constructed as in Lemma 2.7
• ε 2 , . . . , ε r be a supplementary basis of Span (
Now we can write the matrix of D in the preceeding basis of R 2n . Note that since all D(α j ) (j = 1, . . . , k) span the image of i contribution to all other columns. Then, since < ∇H(z), ε 1 > = 0, by substracting multiples of the column of D(ε 1 ) to other columns, we obtain a first line with only one non zero entry (the one of D(ε 1 )). Note also that (M z (T ) − Id)(ε j ) ∈ E 2 , thus it can be expressed only in terms of α 1 , . . . , α r . Endly, we recall that (M z (T ) − Id)(v) ∈ V 1 . We use the following notations
. Then using all preceeding remarks, we obtain
Taking the bracket of equation (2.35) with Jα p , for j, p = 1, . . . , k, we obtain
Let X and Y be the k × k matrices defined by
Then (2.39) is equivalent to Y = XA. Using the definition of E 2 and the fact that < ε j , Jα 1 >= 0 for j = 2, . . . , r, we get that
We obtain,
Using (2.38), this means
Taking the bracket of equation (2.36) with −Jε p , p = 2, . . . , k, we obtain
Lemma 2.8. If α 2 , . . . , α k is taken orthonormal and if ε 2 , . . . , ε r is taken orthonormal and normal to E 1 , then
Proof. Compute the determinant in the orthonormal basis (α 1 , α 2 , . . . , α k ,ε 1 , ε 2 , . . . , ε r ), wherẽ
Using (2.43) and (2.42), we obtain, under the assumptions of Lemma 2.8,
This ends the proof of Theorem 2.4.
Classical examples
Let us briefly illustrate Theorem 2.4 for the most usual cases. In this section we only deal with examples such that (2.9) is satisfied. We let more general cases for sections 4 and 5. Thus, one can use formula (2.16). Of course, by a partition of unity, in the isochronous case, we can always suppose that suppf ∩ L E is reduced to a single point:
This case leads to asymptotics of the counting function of eigenvalues of H in a given interval of R as h goes to zero (see [37] ). Theoretically, one can also compute all the terms a j,Y of Theorem 2.3 using the asymptotics of Tr(ϕ( [27] ("weak asymptotics"). It allows also to solve the ambiguity on the sign of d(0, z). We find in this case
where dσ ΣE is the Riemannian measure on Σ E .
3.2.
Non degenerate periodic orbits. Let us recall that for a general Hamiltonian system of the type (2.1), a periodic orbit (T, z) ∈ R * × R 2n (i.e. such that Φ T (z) = z), is non-degenerate if we have dim E 1 (T, z) = 2. In a more geometrical way, 1 is not an eigenvalue of the energy reduced linearized Poincaré map. This type of dynamics for periodic orbits arise in particular for the so-called 'mixing' systems (see the survey [18] ). One consequence is that {T } × γ z is an isolated connected component of C E (cf [31] 'cylinder theorem' p.136 Theorem 10), locally C E = {T } × γ z . Since Π E1 (∇H(z)) is orthogonal to J∇H(z), we obtain an orthonormal basis of E 1 and easily compute det(w 0| E 1 ) =
Passing to d(T, z), one makes the Maslov index of the orbit appear, and after integration on the periodic orbit, this leads to a rigorous Gutzwiller trace formula. Let us suppose that all periodic orbits of suppf × Σ E are non-degenerate. For sake of simplicity we suppose also that 0 / ∈ suppf , in order to skip terms of zero period (cf (3.1)). Then one has when h → 0
where T * γ denotes the primitive period of γ, A(γ) is the classical action of γ (A(γ) = γ pdq), σ γ is an integer called the Maslov index of γ (see [28] ), and dP is the differential of the Poincaré map of γ restricted to its energy surface.
Periodic flow. (with unique primitive period). Suppose that T ∈ R
* is such that locally C E = {T } × Σ E . Differentiating Φ T (z) = z on Σ E , we obtain that M z (T ) = Id on T z Σ E , and
This allows in particular to localize the spectrum in this setting, which yields Bohr-Sommerfeld conditions (see [20] ). If all points of Σ E have same primitive period T * then we have, without restriction on suppf ,
where A E is the classical action of any orbit of Σ E (A E = γ pdq if γ is an orbit of Σ E ), σ E is their common Maslov index, and dσ ΣE is the Riemannian measure on Σ E .
3.4. Quadratic Hamiltonians. In this subsection, our aim is to show that already for the simple class of quadratic Hamiltonians, periodic orbits can appear in families of arbitrary dimension and that this gives more 'exotic' STF. Here we restrict ourselves to the case where H is given by:
where S is a symmetric positive definite n × n real matrix. As S can be diagonalized in orthonormal basis, it is straightforward to see that we can boil down to the case where S is diagonal, namely S = diag(w 2 1 , . . . , w 2 n ) where w = (w 1 , . . . , w n ) ∈ (R * + ) n . Note that this system is "integrable almost everywhere" in the sense that the functions
are first integrals of the system which are in involution, but whose gradients are not linearly independant everywhere. Indeed, if z = (x, ξ) ∈ R 2n , whenever with have simultaneously x j = ξ j = 0, the gradient of F j vanishes at z and thus the gradients are colinear. We shall see that this situation precisely appears where the orbits are periodic! As a consequence, in a neighbourhood of these points, the dynamics are not ruled by the Arnold-Liouville theorem (see [32] ), since the level set of F := (F 1 , . . . , F n ) are not necessarilly of dimension n . In the following, we investigate briefly several dynamics of the last type, corresponding to different diophantine assumptions on the w i 's. We illustrate the preceeding remark showing that it is not necessary that periodic orbits arise in n-dimensional tori, and that they actually provide us with a various zoology of dynamics concerning families of periodic orbits.
But before we recall some straightforward computations to solve (2.1) very explicitly in our case. Here, the dynamical system is linear and we have
So the flow is given by Φ t (z) = M (t)z, and the solutions of (2.1) by:
Note that the set of periods of the dynamics is:
So if T ∈ P, then the set of all z for which T is a period is given by (3.7) ∆ T := j:wj T ∈2πZ
where (e 1 , . . . , e n ; e ′ 1 , . . . , e ′ n ) is the canonical basis of R 2n . Note that, if z ∈ ∆ T , then ∇H(z) ∈ ∆ T . Thus ∆ T and Σ E are transverse submanifolds in R 2n . We can already notice that if q ∈ {1, . . . , n}, if we choose w 1 = · · · = w q = 1 and all others w j out of N, then dim(∆ 2π ∩ Σ E ) = 2q − 1. This means that, within this family of quadratic Hamiltonians, we can find some C E with isolated connected components of any dimension between 1 and 2n − 1 . Note also that after a short calculation , if z ∈ ∆ T , we have E 1 (T, z) = ker(M (T ) − Id), and thus (2.9) is satisfied.
3.4.1. Different types of flows near periodic orbits. The proofs of the following lemmata are left to the reader. We start with the case owning the smallest number of periodic orbits. 
Then we analyse the opposite case:
The following assertions are equivalent:
the flow is periodic on Σ E .
Example: n = 2, w 1 = 1, w 2 = 2, Note that here, periodic orbits can have different primitive periods. In our exemple, T 1 = 2π, T 2 = π are two different primitive periods. In this case we could have applied the Arnold-Liouville theorem.
The very extrem is the case of the harmonic oscillator: Some cases in between are given in terms of symmetries, where periodic orbits should arise in manifolds of various dimensions. For a general Hamiltonian H we define the maximal group G max of symplectic symmetries by
where Sp (n) is the group of symplectic matrices of size 2n. G max is obviously a subgroup of Sp (n). Let us suppose that it is a compact Lie group. The invariance of H by the group classically implies that the flow Φ t of H commutes with all elements of G max (these considerations are more detailled in section 4.2). As a consequence, if (T, z) is a periodic point, then so is (T, gz). Thus, the whole manifold G(γ z ) is made of periodic orbits of same period and is included in Σ E where E := H(z). We now introduce a rough notion which ensures that these "tubes" of periodic orbits are "isolated" in R × Σ E . We should enlarge this notion in section 4. If (T, z) is a periodic orbit of H, we say that (T, z) is "NDR in its energy surface" if we have:
where G is the Lie algebra of G. This boils down to assuming that a periodic point in Σ E becomes either a non-degenerate periodic orbit or a equilibrium point in Σ E /G. When G max = {Id}, we find back the notion of non-degenerate periodic orbit. The notation NDR stands for "NonDegenerate in the Reduced space Σ E /G". In the case of the quadratic Hamiltonian H w ,
One can easily show that all periodic orbits are actually equilibrium points in the quotient. Thus, periodic orbit will appear by isolated 'tubes' of the form G(z) in Σ E . 
STF for quadratic Hamiltonians.
We use the notations of section 2. 
where ∆ T is given by (3.7), R(T ) := card{j : w j T ∈ 2πZ}, dσ ∆T ∩ΣE is the Riemannian measure on ∆ T ∩ Σ E , and σ T is the common Maslov index of trajectories of
Proof. L E is finite since P is discrete. Moreover, for all T in L E , we have seen that
Besides, Σ E and ∆ T being transversal manifolds in R 2n , Z T is a submanifold of R 2n and ∀z ∈ Z T , T z Z T = ker(M z (T ) − I) ∩ T z Σ E . We clearly have (2.9). Hence, we can apply (2.16 ). An orthonormal basis of E 1 is given by β = Span {e j , e ′ j : T w j ∈ 2πZ}. Since w 0 (e ′ i , e j ) = δ i,j , we obtain det(w 0| E 1 ) = 1. Performing a computation of eigenvalues of M z (T ), we obtain (e ±iT wj ) {j=1,...,n} . We get
Endly, the computation of A(T, Y ) is also achieved using the expression of the flow.
Conservative systems
In this section we give practical means to obtain systems satisfying hypotheses of Theorem 2.4 for conservative systems, i.e. systems with several independent constants of motion near Σ E .
Normal periodic orbits. Let us note that if F : R
2n → R is a first integral of the system (2.1), and if (T 0 , z 0 ) is a periodic orbit of Σ E , then, differentiating
with respect to variable z at z 0 , we obtain that ∇F (z 0 ) ∈ ker( t M z0 (T 0 ) − Id), and since M z0 (T 0 ) is symplectic, this means that
This makes ker(M z0 (T 0 ) − Id) bigger for conservative systems. Moreover, E 1 also grows drastically in this case as shows Lemma 2.5, above all when first integrals are in involution. If our first integral F is independent of H at z 0 , applying this lemma to M = M z0 (T 0 ), V = Span (J∇F (z 0 ), J∇H(z 0 )), W = RJ∇H(z 0 ), we obtain that dim E 1 ≥ 3. Thus, for conservative systems, we won't have non-degenerate periodic orbits. Another way to see this is to note that, if Φ F t denotes the flow of F , then since it commutes with the one of H, all points of the image of t → Φ F t (z 0 ) are T 0 -periodic of Σ E . This is in contradiction with the fact that non-degenerate periodic orbit Σ E are isolated in R × Σ E .
Our aim in this section is to broaden the notion of non-degenerate periodic orbit in order to be able to apply it to conservative systems. This notion should also ensure that the flow is clean on Σ E × suppf . For this, we make use of the concept of normal periodic orbits introduced in [34] and [38] . Let Σ be a smooth manifold, and X a vector field on Σ with flow Φ t . Let (T, x) be a periodic orbit of X. Suppose that there exist first integrals F 1 , . . . , F k in a neighbourhood of γ x in Σ. Then, by using the same argument as in the beginning of this section, we always have
A slight extension of the paper [34] to manifolds leads to the following 
This is a kind of generalization of the 'cylinder theorem' (see [31] or [32] ) to normal periodic orbits. Note that in the case of the system (2.1), using symplecticity of the linearized flow, (T, z) is normal periodic orbit in R 2n if and only if there exists first integrals F 1 , . . . , F k on a neighbourhood of γ z such that ∇F 1 (z), . . . , ∇F k (z) are independent and that
and in general we always have
We introduce a new definition close to the preceeding notion
Note that this notion is slightly different from saying that (T, z) is normal for the restriction of (2.1) to Σ E since we suppose a little bit more assuming that our first integrals are defined not only on Σ E but on an open set of R 2n . As a consequence, periodic orbits of the associated P in Σ E will have the same period T (see Proposition 4.5).
Lemma 4.4. (T, z) ∈ C E is Σ E -normal if and only if (T, z) is normal for the system (2.1) in
Proof. If (T, z) ∈ R × Σ E is Σ E -normal, then it is of course normal for the system (2.1) in R 2n . Reasoning by contradiction, suppose that J∇H(z) ∈ (M z (T ) − Id)(T z Σ E ). Let us denote bỹ M the restriction of M z (T ) to T z Σ E . Then rank(M − Id) = 2n − k, and by the rank theorem, dim(ker(M − Id)) = k − 1. This is in contradiction with the fact that ker(M − Id) already contains the k-dimensional vector space generated by the vectors J∇F 1 (z), . . . , J∇F k (z).
Reciprocally, suppose that (T, z) is normal for the system (2.1) in R 2n and that
we have equality for dimensional reasons. 
Proof. We first prove a local lemma
Moreover dim Γ E = k and ∀z
Proof. We can apply Theorem 4.2 to the restriction of (2.1) to Σ E . Of course H doesn't count as a first integral. We obtain a neighbourhood U of z in Σ E and ε > 0 such that
is a manifold of dimension k. If i ∈ {1, . . . , k}, we denote by Φ Fi t the flow of the Hamiltonian dynamical system generated by F i . Note that since t → (T, Φ Fi t (z)) is a smooth path in
Since the gradients of F 1 , . . . , F k are still linearly independent close to z, for a smaller U , we can suppose that we have
Using a chart of C E ∩ (]T − ε, T + ε[) × U ) defined on a connected domain, it is then easy to show that, schrinking ]T − ε, T + ε[) × U , we have that
Then, using the compacity of suppf × Σ E , we obtain easily that L E is finite (reason by contradiction). The set Z T satisfies the property ∀x ∈ Z T , ∃k x ∈ N, ∃U x open set of Σ E such that Z T ∩ U x is a submanifold of dimension k x of Σ E . From this it follows easily that each connected component of Z T is a submanifold of Σ E . Now to show that Z T has only a finite number of connected components, let us suppose by contradiction that we have a sequence (C n ) n∈N of disjoint connected components of Z T . Pick a z n on each C n . Then by compacity of Σ E and thus of Z T , by extracting a subsequence, one can always suppose that z n converges to z * ∈ Z T . Applying the preceeding property to z * , one can always suppose that Z T ∩ U z * is connected. Thus for n great enough, z n ∈ U z * , and C n is the connected component of Z T containing z * . This contradicts the fact that C n are all disjoints. Endly, Lemma 4.6 garanties us that ∀(T, z) ∈ C E , we have E 1 (T, z) = T z Γ E . Thus the flow is clean on Σ E × suppf . We see that under normal periodic orbits assumptions, the hypotheses of the first part of Theorem 2.4 are fulfilled. Note that a non-degenerate periodic orbit (z, T ) is Σ E -normal. We have even a more general statement: Lemma 4.7. Let (T, z) be periodic orbit of Σ E such that there exist independent first integrals
An example of such a situation is given by Lemma 3.4.
Proof. First note that, without any normality assumption, E 1 is never included in Σ E . Indeed,
, and we have seen that E 1 ∩ V 1 = {0}. Now, under our assumptions, we have thus dim(E 1 ∩ Σ E ) = k and
For dimensional reasons, we have equality everywhere and thus (T, z) is normal in
thus J∇H(z) = 0, which is excluded. The lemma is proved using Lemma 4.4.
Note that, even if the assumption 'dim E = k +1' seems a more straightforward generalization of the concept of non-degenerate periodic orbit, in view of Lemma 2.5, it will actually not be fulfilled each time that the system has first integrals different of H in involution, i.e. satisfying {F i , F j } = 0, where {, } is the Poisson bracket.
To end this subsection, we give an example of a periodic orbit which in not normal. Let us consider the quadratic Hamiltonian of section 3 in dimension n = 2, with w 1 = 1, and w 2 = 2. In this case, we have two periods, π and 2π, for which ∆ π = Re 2 + Re ′ 2 and ∆ 2π = R 4 . If we consider the period T = 2π with z ∈ ∆ π , we have Φ T (z) = z, and, for any first integral F around γ z , we have J∇F (z) ∈ ∆ π = Re 2 + Re ′ 2 . But we have E 1 (T, z) = T z Σ E . Thus (4.2) cannot be fulfilled for any system of first integrals.
Compact symmetries.
A nice way to obtain first integrals of Hamiltonian dynamical systems is due to E. Noether: one can look for the symmetries of the Hamiltonian H : R 2n → R. We suppose that there is a compact Lie group G ⊂ Sp (n) 5 such that
Actually, we should be concerned by groups of symplectic diffeomorphisms and not only linear groups. We do this for sake of simplicity. Note that since a group of isometries is affine, with our compactness assumption, we are not far from reaching all symmetries of the problem. Moreover, for linear groups, Noether first integrals have an explicit expression: if A ∈ G the Lie algegra of G, then
is a first integral of the system (2.1). Indeed, by derivating with respect to variable t ∈ R at t = 0 the identity H(e tA z) = H(z), we obtain {H, F A } = 0 since JA is symmetric. Now, if g ∈ G, differentiating the identity (4.3) with respect to variable z, we obtain, using the symplecticity of G that ∀z ∈ R 2n , gJ∇H(z) = J∇H(gz).
As a consequence, the flow of H commutes with all elements of G. Now, if (T, z) ∈ R × Σ E is a periodic orbit, then for all g in G, so is (T, gz). We obtain a manifold {T } × G(γ z ) included in C E . Note that when our group is not finite, this proscribes non-degenerate periodic orbits. We have in mind to ensure that {T } × G(γ z ) is a connected component of C E and that we get a clean flow at (T, z). In view of definition 2.2, a necessary condition for that is:
Morally speaking, this means that G has to be big enough so that RJ∇H(z) + Gz would 'fill' ker(M z (T ) − Id) ∩ T z Σ E , or from an other point of view, that ker(M z (T ) − Id) must not be too big. This condition is actually enough to ensure a clean flow as states the following Proposition 4.8. Suppose that H admits a compact connected Lie group of symmetry G such that C E satisfies (4.5) . Then there exist periodic points z 1 , . . . , z r of Σ E such that
where T * zi is the primitive period of z i . Moreover the flow is clean on suppf × Σ E , and if (2.14) is fulfilled on suppf × Σ E , then, assuming for simplicity that 0 / ∈ suppf , one has when h → 0
,
is the Riemannian measure on G(γ zi ), σ i,n ∈ Z, and other terms are defined in Theorem 2.3.
Proof. From Proposition 4.5 and Lemma 4.6, we get that L E is finite, the flow is clean and for all (T, z) in C E , dim(Z T ) = dim(G(γ z )). As G(γ z ) is a compact submanifold of same dimension as Z T , it is one of is connected components. This yields (4.6). For the rest of the theorem, one applies Theorem 2.4, noting that if n ∈ Z, if z ∈ G(γ zi ), then the matrices M z (nT zi ) and M zi (T zi ) n are conjugated. Indeed, if g ∈ G and t ∈ R, we have
This is obtained differentiating with respect to the z variable the identities Φ t+s (z) = Φ s (Φ t (z)) and gΦ t (z) = Φ t (gz).
Such a situation is of course fulfilled in Lemma 3.4. An example where it is not fulfilled is the same as in the previous subsection. If we compare formula (4.7) to the one of the non-degenerate case (see (3. 2)), we see that we obtain similar quantities, unless for the term T * γ , which is here replaced by our integral on G(γ zi ). Of course, the ideal result would be to interpret this integral in terms of geometrical quantities describing G(γ zi ). A heuristical interpretation can be found in the work of physicists Creagh and Littlejohn ( [16] , [17] ). So far we have not been able to achieve this in a rigorous general mathematical framework for the moment. Nevertheless, we do so in the next section for a class of integrable systems.
Integrable case: the formula of Berry-Tabor
In this section we give a trace formula for a certain class of integrable systems in terms of action-angle variables. In this context, our result gives actually less informations on the spectrum than the Bohr-Sommerfeld conditions (see for example [13] [20] [2] ) which allow to localize the spectrum, whereas we are dealing with spectral statistics. Nevertheless, our goal is to highlight the geometrical interpretation of the STF, in order to be able to do so in more general contexts, where less is known about the spectrum. Another paper by Charbonnel-Popov [9] may seem very close to what we are presenting here. However, the object of study is not the same since they are considering trace formulae defined with Schwartz functions in R k of k commuting operators, which can not be reduced to a Schwartz function of only one of them. We should here recover results of physicists Berry and Tabor ( [5] [6]) in a rigorous way. To our knowledge, these results seems to be strangely absent from the mathematical literarure.
5.1.
Assumptions and notations on the integrable system. Let H : R 2n → R be a smooth Hamiltonian, E ∈ R. Suppose that there exists ε 0 > 0 such that H −1 ([E − ε 0 , E + ε 0 ]) is compact without critical points of H and that the system is Liouville integrable (or integrable) on U E := H −1 (]E − ε 0 , E + ε 0 [), i.e. assume that there exist n smooth constants of motion, F j : R 2n → R, j = 1, . . . , n, such that we have:
∇F 1 (z), . . . , ∇F n (z) are independent for all z in U E .
where {, } is the Poisson bracket. We can always assume that F 1 = H. We denote the flow of F j by Φ Fj t . These different flows commute since the integrals are in involution. Let
and if c ∈ R n , T c := F −1 ({c}). Due to the independence of the first integrals, each T c is a compact submanifold of dimension n of R 2n . We will suppose that
According to Arnold [3] , each T c is diffeomorphic to a torus and it is covered by the joint flow of the F j . We obtain also local action-angle coordinates near each T c (see [32] ). Nevertheless, we will suppose that we have global action-angle coordinates on U E . To this purpose we make the following hypothesis
According to Duistermaat [21] , we have global action-angle coordinates on U E , i.e. there exists a symplectic diffeomorphism ψ :
where H : D → R is the smooth function defined by
whatever θ 0 in T n , since H is constant on the tori. Thus ψ transform symplectically the motion into translations on tori. In other words, the flow ϕ t is given by: We suppose that our integrable system is non-degenerate, i.e.
This assumption is 'generically' satisfied and it is also often used for perturbation of integrable systems (see [3] ). Let us now focus on periodic orbits of the system. Of course if one point of a torus is periodic, then all are. We will talk about 'periodic tori'. From (5.5) we deduce that for z in U E , T ∈ R, we have Φ T (z) = z if and only if T w(I) ∈ (2πZ) n , where ψ 2 (z) =: I. Using this remark and assumption (5.7), one can apply implicit function theorem to the function f : R × D → R n defined by f (T, I) = T w(I), to prove that, if (T 0 , I 0 ) is a periodic torus, then the set of periodic tori around (T 0 , I 0 ) in R × D is locally given by the graph of a function
We introduce
Note that since our dynamical system has no equilibrium point on Σ E , we have that ∀I ∈ Σ E , ∇ H(I) = 0, and thus Σ E is a hypersurface of R n . To enter the context of Theorem 2.4, we need to have a constant period on Σ E . Thus we would like the image of I to be transversal to Σ E at I 0 in R n , for which it is enough to have < I
). This leads us to make the following hypothesis
We have proved the following Lemma 5.1. Make assumptions (5.7) and (5.10) .
is a periodic torus then I = I 0 and T = T 0 . As a corollary, there exists only a finite number of periodic tori of Σ E with period in suppf .
The STF formula should involve the function K : Σ E → R of Gaussian curvuture of Σ E . We recall (see [33] p.3B-21 5.Corollary) that if I ∈ Σ E , if ϕ is a parametrization of Σ E defined on a neighbourhood of zero in R n−1 such that ϕ(0) = I, then K(I) is defined by
The following lemma shows that hypotheses (5.7) and (5.10) are actually mandatory if we want the curvature to be non-zero.
Proof. Let ϕ be a chart of Σ E at I as in the definition (5.11). Differentiating at ξ = 0 the relation (5.13) < w(ϕ(ξ)), ∂ ξi ϕ(ξ)) >= 0, we obtain that (5.14) det(< w
Let α := w ′ (I) −1 (w(I)). First suppose that α ∈ T I Σ E . Then there exist real numbers µ 1 , . . . µ n−1 such that
Taking the bracket of the last equation with ∂ ξi ϕ(0), we obtain that K(I) = 0 via (5.14), and equality (5.12) holds since in this case < w ′ (I) −1 (w(I)), w(I) >= 0. Suppose now that α / ∈ Σ E . Then ε := (α, ∂ ξ1 ϕ(0), . . . , ∂ ξn−1 ϕ(0)) is a basis of R n . In view of equation (5.13), so is ε ′ := (w(I), ∂ ξ1 ϕ(0), . . . , ∂ ξn−1 ϕ(0)). We write
We easily get det(Id) ε ′ ,ε = |w(I) 2 | <w ′ (I) −1 (w(I)),w(I)> . Moreover, if α i,j are real numbers such that
Tacking the bracket of the last equation with ∂ ξj ϕ(0), we obtain that
Together with equations (5.14), and (5.15), this proves the Lemma. 
Suppose moreover (5.7) and (5.10) . Then periodic orbits of
Note that Lemma 5.1 actually follows from Proposition 4.5.
Proof. Let us denote by
For any integrable system of the form (5.1), we have E 1 (T, z) = R 2n . To see this, just apply Lemma 2.5 with V = W = W (z). We introduce the canonical projection
Of course, the differential of u at any point of R n is an isomorphism. Note that in (5.4), to be rigorous, we should sayθ t (θ, I) = dθu(∇ H(I)), whereθ ∈ R n is such that u(θ) = θ. If
We can read on this last formula that T θ T n × {0} ⊂ ker( M (θ,I) (T ) − Id)) and that H ′′ (I) is invertible if and only if dim(ker( M (θ,I) (T ) − Id)) = n. Using properties of ψ, we note that
We always have JW (z) ⊂ ker(M z (T ) − Id). Now if we make assumption (5.7), in view of (5.16), we have equality. Moreover due to the involutions, we have W (z) ⊂ JW (z) ⊥ , and in fact W (z) = JW (z) ⊥ for dimensional reasons. Coming back to (5.22), we obtain Im (M z (T ) − I) = JW (z) = ker(M z (T ) − Id), which means precisely (M z (T ) − Id) 2 = 0.
We can now give a rigorous mathematical proof of the Berry-Tabor trace formula (see original papers [5] and [6] ). Proof. In view of Lemma 5.3 and Proposition 4.5, we can apply Theorem 2.4. Here, according to section 5.1, connected components of C E are one to one with the set of (T, I) ∈ suppf × Σ E such that T w(I) ∈ (2πZ) n . Each connected component has the dimension of a periodic torus, i.e. equal n. We obtain modulo O(h ∞ ): (5. First of all, we simplify the formula of the density. Let (T, z) be a periodic point of suppf ×Σ E . Since E 1 = R 2n , we have det(M z (T ) − Id) |V 1 = 1 and det(w 0| E 1 ) = 1. We introduce
For sake of simplicity in the following ,we omit '(T, z)' in 'E j (T, z)' notation. First we note that we have E 4 = JE 1 = JE 2 = W (z) (with the notation of (5.18)). We claim that
Indeed we have seen in the proof of Lemma 5.3 that (M z (T ) − Id)(R 2n ) = JW (z) and R 2n = E 1 + E 4 with E 1 = ker(M z (T ) − Id). We note that since E 5 = E 4 ∩ T z Σ E , we have Using notations of (5.19) we introduce G θ : {0} × R n → T θ T n × {0} defined by G θ (0, x) := (dθu(x), 0).
We introduce i : {0} × R n → R n defined by i(0, x) := x. Of course,
In view of (5.20) , for all iG We obtain a parametrisation of Γ I = ψ −1 ((0, I)) with the following fonction ϕ : [0, 2π] n → Γ I defined by (5.27) ϕ(τ ) := ψ −1 (u(τ ), I), ∀τ ∈ [0, 2π] n .
Differentiating the last equation leads to
We claim that we have i
To check this, let β ∈ E 4 and y ∈ R n . By definition of t d τ ϕ, we have
wherew is the symplectic form on T n × R n . We have used here that ψ is a symplectic map. Now, in view of (5.27) , and using the definition ofw, the last term of the preceeding equation is equal tow .
