Analytic solutions for a Stefan problem with Gibbs-Thomson correction by Escher, Joachim et al.
J. reine angew. Math. 563 (2003), 1—52 Journal fu¨r die reine und
angewandte Mathematik
(Walter de Gruyter
Berlin  New York 2003
Analytic solutions for a Stefan problem with
Gibbs-Thomson correction
By Joachim Escher at Hannover, Jan Pru¨ss at Halle, and Gieri Simonett at Nashville
Abstract. We provide existence of a unique smooth solution for a class of one- and
two-phase Stefan problems with Gibbs-Thomson correction in arbitrary space dimensions.
In addition, it is shown that the moving interface depends analytically on the temporal and
spatial variables. Of crucial importance for the analysis is the property of maximal Lp-
regularity for the linearized problem, which is fully developed in this paper as well.
1. Introduction and main results
The Stefan problem is a model for phase transitions in liquid-solid systems and
accounts for heat di¤usion and exchange of latent heat in a homogeneous medium. The
strong formulation of this model corresponds to a free boundary problem involving a
parabolic di¤usion equation for each phase and a transmission condition prescribed at the
interface separating the phases.
In order to describe the physical situation in some more detail, let us consider a
domain W that is occupied by a liquid and a solid phase, say water and ice, that are sepa-
rated by an interface G. Due to melting or freezing, the corresponding regions occupied by
water and ice will change and, consequently, the interface G will also change its position
and shape. This leads to a free boundary problem.
The basic physical laws governing this process are conservation of mass and conser-
vation of energy. The unknowns are the temperature uþ and u for the liquid and solid
phase, respectively, and the position of the interface G separating the two di¤erent phases.
The conservation laws can then be expressed by a di¤usion equation for uþ and u in
the respective regions Wþ and W occupied by the liquid and solid phase and by the so-
called Stefan condition which accounts for the exchange of latent heat due to melting or
solidifying. In the classical Stefan problem one assumes that the temperatures uþ and u
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coincide at the interface G (where the two phases are in contact), that is, one requires
uþ ¼ u ¼ 0 on Gð1:1Þ
where 0 is the melting temperature. Molecular considerations attempting to explain the
e¤ect of supercooling and of dendritic growth of crystals suggest that the condition (1.1) on
the free boundary G be replaced by the Gibbs-Thomson correction
uþ ¼ u ¼ sk on Gð1:2Þ
where s is a positive constant, called the surface tension, and where k denotes the mean
curvature of G. We will occasionally refer to the Stefan problem with condition (1.2) as the
Stefan problem with surface tension.
It should be emphasized that the Stefan problem with Gibbs-Thomson correction
(1.2) di¤ers from the classical Stefan problem in a much more fundamental way than just in
the modiﬁcation of an interface condition. This becomes evident, for instance, by the fact
that the classical Stefan problem allows for a comparison principle, a property that is no
longer shared by the Stefan problem with surface tension. As a consequence, many of the
techniques that were developed and successfully applied to the classical Stefan problem
cannot be used for the modiﬁed problem. A striking di¤erence is also provided by the fact
that in the classical Stefan model, the temperature completely determines the phases, that
is, the liquid region can be characterized by the condition u > 0, whereas u < 0 character-
izes the solid region, with u ¼ 0 being the melting temperature. The inclusion of surface
tension will no longer allow to determine the phases merely by the sign of u.
The main reason for introducing the Gibbs-Thomson correction (1.2) stems from the
need to account for so-called supercooling, in which a ﬂuid supports temperatures below its
freezing point, or superheating, the analogous phenomena for solids; or dendrite formation,
in which simple shapes evolve into complicated tree-like structures. The e¤ect of super-
cooling can be in the order of hundreds of degrees for certain materials and is required for
nucleation, namely the forming of a new phase in a set previously occupied by the parental
phase, see [12], Chapter 1, and [52]. We also refer to [11], [12], [23], [27], [28], [30], [35], [52]
for more information.
The Stefan problem has been studied in the mathematical literature for over a cen-
tury, see [47], [39] and [53], pp. 117–120, for a historic account, and has attracted the
attention of many prominent mathematicians.
The classical Stefan problem is known to admit unique global weak solutions, see for
instance [20], [21], [31] and [34], pp. 496–503. It is important to point out that the existence
of weak solutions is closely tied to the maximum principle, see for instance the proofs
in [20].
Important results concerning the regularity of weak solutions for the multidimen-
sional classical one-phase Stefan problem were established in [7], [8], [10], [22], [32], [33],
[37], and regularity results for the classical two-phase Stefan problem are contained in [4],
[5], [9], [14], [15], [41], [48], [55], to mention only a few references. We mention that classical
solutions for the Stefan problem with condition (1.1) are established in [29], [38].
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Although the Stefan problem with the Gibbs-Thomson correction (1.2) has been
around for many decades, only few analytical results concerning existence and the regular-
ity of solutions are known, see [23], [36], [40], [45], [46]. The authors in [23] consider the
case with small surface tension 0 < sf 1 and linearize the problem about s ¼ 0. Assuming
the existence of smooth solutions for the case s ¼ 0, that is, for the classical Stefan prob-
lem, the authors prove existence and uniqueness of a weak solution for the linearized prob-
lem and then investigate the e¤ect of small surface tension on the shape of GðtÞ. Existence
of global weak solutions is established in [36], using a discretized problem and a capacity-
type estimate for approximating solutions. The weak solutions obtained in [36] have a
sharp interface, but are highly non-unique. In [40], the way in which a spherical ball of ice
in a supercooled ﬂuid might melt down is investigated. A proof for existence (without
uniqueness) of classical solutions was given in [45], [46].
If the di¤usion equation qtu
G DuG¼ 0 in WG is replaced by the elliptic equation
DuG¼ 0, then the resulting problem is the quasi-stationary Stefan problem with surface
tension, which has also been termed the Mullins-Sekerka model (or the Hele-Shaw model
with surface tension). Existence, uniqueness, and regularity of classical solutions for the
quasi-stationary approximation has recently been investigated in [6], [13], [16], [18], [19].
We should point out that uniqueness of solutions for the Stefan problem with Gibbs-
Thomson correction has not been established so far. This provides a serious drawback for a
complete understanding of the problem. The lack of uniqueness would for instance imply
that the process of melting and freezing is not completely predictable, as the same initial
conﬁguration can lead to di¤erent outcomes.
In this paper we close this gap. Moreover, we are able to show that solutions regu-
larize, and that the free boundary is even analytic in time and space. In order to obtain our
results we devise a new approach based on maximal regularity. The thrust of this approach
is manifold. It gives the best possible estimates for the linearized problem. This in turn
allows us to use the contraction principle to obtain unique solutions for the nonlinear
problem. Moreover, our approach allows us to resort to the implicit function theorem to
establish further properties of solutions, such as regularity.
After these general remarks we shall now introduce the precise mathematical model
for the Stefan problem with Gibbs-Thomson correction. We will, in fact, look at the special
geometry where the free boundary is represented as the graph of a function. The general
situation will be treated—among other topics—in a forthcoming paper.
Let us then consider a family G ¼ fGðtÞ; tf 0g of hypersurfaces in Rnþ1, where each
individual hypersurface is assumed to be a graph over Rn, that is, GðtÞ ¼ graphrðtÞ for
some rðtÞ A C2ðRn;RÞ. Moreover, let WþðtÞ and WðtÞ denote the domain above and below
GðtÞ, respectively, that is,
WGðtÞ :¼ fðx; yÞ A Rn  R; yr rðt; xÞg:
We set WðtÞ :¼ WþðtÞWWðtÞ and consider the following problem: Given G0 ¼ graphðr0Þ
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such that
qtu Du ¼ 0 in WðtÞ; t > 0;
u ¼ kðtÞ on GðtÞ; tf 0;
V ¼ ½qnu on GðtÞ; t > 0;





where kðtÞ stands for the sum of the principal curvatures of GðtÞ, normalized to be posi-
tive at x A GðtÞ if GðtÞ is convex at x with respect to WðtÞ. The normal velocity of G is
denoted by V and is normalized to be positive at t > 0 if G is expanding locally WðtÞ.
Given any function v : WðtÞ ! R, we write vþ and v for the restriction of v to WþðtÞ and
WðtÞ, respectively. Using this notation, let ½qnu denote the jump of the normal derivatives
of u across GðtÞ, that is,
½qnu :¼ qnuþ  qnu;
where n stands for the outer normal on GðtÞ with respect to WðtÞ. Of course, u0 is a given
initial value for u and G0 describes the initial position of G.
To formulate our main results, let BsppðRnÞ, sf 0, p A ð1;yÞ, denote the Besov
spaces, cf. [51]. Then we have
Theorem 1.1. Fix p > nþ 3 and let r0 A B43=ppp ðRnÞ and u0 A B22=ppp

Wð0Þ be given.
Assume further that the compatibility conditions
uG0 ¼ kG0 ; ½qnu0 A B26=ppp ðG0Þ
hold. Then, given T > 0, there exists e > 0 such that problem (1.3) possesses a classical solu-
tion ðG; uÞ on ½0;T , provided that
ku0kB22=ppp ðWð0ÞÞ < e; kr0kB43=ppp ðRnÞ < e; k½qnu0kB26=ppp ðG0Þ < e:
In addition, we have that
M ¼ S
t A ð0;TÞ
ftg  GðtÞ is a real analytic manifold




t; ðx; yÞ A ð0;TÞ  Rnþ1; ðx; yÞ A WGðtÞ.
Remarks 1.2. (a) Observe that we construct (small) smooth solutions on arbitrarily
large time intervals, see also Remark (c) below. Additionally, note that G is a family of real
analytic hypersurfaces, depending analytically on t A ð0;TÞ.
(b) Our main results in Section 7 yield further information on the solution of Theo-
rem 1.1. In particular, we know that the solution keeps its initial spatial regularity on the
left-sided closed time interval ½0;TÞ. Furthermore, the above solution is unique in an
appropriate class speciﬁed in Section 7 below.
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(c) An inspection of the proof of Theorem 1.1 shows that the smallness assumption
of the initial data ðr0; u0Þ can be weakened if one agrees to have solutions on (possibly)
small time intervals. More precisely, one can show that there is an e > 0 with the follow-
ing property: Given r0 A B
43=p
pp ðRnÞ with k‘r0kBUCðRnÞ < e and u0 A B22=ppp

Wð0Þ with
uG0 ¼ kG0 and ½qnu0 A B26=ppp ðG0Þ, there is a T > 0 such that problem (1.3) possesses a clas-
sical solution ðG; uÞ on ½0;T . This solution is again real analytic in space and time, and
unique in a suitable class of functions.
(d) It is worthwhile to emphasize that the above remark in particular implies that we
can handle initial geometries with arbitrarily large mean curvatures.
(e) Finally, we would like to point out that the formulation given in equation (1.3)
serves as a model problem for a general geometry, as the free boundary GðtÞ can locally
always be represented as the graph of a function. It can be shown that the condition
k‘r0ky < e can be realized by approximating G0 by an appropriate reference manifold S.
The smallness condition for ‘r0 will then translate into a geometric condition, expressing
that the tangent space of the reference manifold S be su‰ciently close to the tangent space
of G0. This will be done in a forthcoming paper.
The proof of Theorem 1.1 is based on a thorough understanding of the linear
problem
qtw Dxw q2yw ¼ f ; t > 0; x A Rn; y > 0;
gwþ Ds ¼ g; t > 0; x A Rn;
qts gqyw ¼ h; t > 0; x A Rn;
wð0; x; yÞ ¼ w0ðx; yÞ; y > 0; x A Rn;




where the initial values ðw0; s0Þ as well as the inhomogeneities ð f ; g; hÞ are given. Through-
out this paper we write g for the (spatial) trace operator for functions deﬁned on a domain
with a smooth boundary.
We shall show that (1.4) is a parabolic problem which enjoys maximal regularity in
an Lp-setting, where 1 < p <y is arbitrary except for the values 3/2 and 3.
We study (1.4) in an Lp-setting, so we are using LpðRnþ1þ Þ as the state space for w,
where Rnþ1þ :¼ Rn  ð0;yÞ. It turns out that the Besov space B22=ppp ðRnÞ is a suitable
choice for the state space of s in order to ensure maximal Lp-regularity for (1.4). Letting










for ðw; sÞ A DðAÞ;ð1:5Þ
with
DðAÞ ¼ fðw; sÞ A H 2p ðRnþ1þ Þ  B41=ppp ðRnÞ; gwþ Ds ¼ 0; gqyw A B22=ppp ðRnÞg:
Our ﬁrst result shows that A generates an analytic C0-semigroup on X .
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Theorem 1.3. Let 1 < p <y and let A be deﬁned by (1.5).
Then A is closed, linear and densely deﬁned in X. Its kernel NðAÞ is trivial and its
range RðAÞ is dense in X. For each y A ½0; pÞ there is a constant MðyÞf 1 such that




; l3 0; jarg lje y:
Consequently, A generates an analytic C0-semigroup feAzgz>0 such that




2p; jarg zje y < p=2;
with some constant M1ðyÞ independent of z.




¼ DAða; qÞ; 1e qey; a A ð0; 1Þ;
of the domain DðAÞ of A, endowed with the graph norm, and X . For a ¼ 1 1=p and
q ¼ p this space characterizes all the initial values z0 ¼ ðw0; s0Þ such that zðtÞ ¼ eAtz0
belongs to the maximal regularity space of type Lp, that is,
z A H 1p ðJ;XÞXLp

J;DðAÞ;
where J ¼ ½0;T  denotes a compact interval. We refer to Remark 2.1 (b) for a complete
characterization of the spaces DAð1 1=p; pÞ.
Taking into account the deﬁnition of A, the maximal regularity space of type Lp
according to the theory of parabolic evolution equations is given by






J;H 2p ðRnþ1þ Þ

;ð1:6Þ









However, it turns out that this regularity class is not suitable for studying the nonlinear
problem. In addition, it does not take care of the inhomogeneous interface condition we
have to deal with. We shall see that the appropriate maximal regularity class is given by






















Our main result concerning problem (1.4) reads as follows.
Theorem 1.4. Assume that 1 < p <y with p3 3=2; 3 and let J ¼ ½0;T . Then there
exists a unique solution ðw; sÞ to problem (1.4) with
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if and only if the data ð f ; g; h;w0; s0Þ satisfy the following conditions:




and w0 A B22=ppp ðRnþ1þ Þ,


















(d) s0 A B66=ppp ðRnÞ for p < 3=2, and s0 A B43=ppp ðRnÞ for p > 3=2,
(e) gw0 þ Ds0 ¼ gð0Þ in case p > 3=2,
(f ) gqyw0 þ hð0Þ A B26=ppp ðRnÞ in case p > 3.
If this is the case then we additionally have













The maximal regularity property of (1.4) which is natural from the semigroup point
of view is presented in our next result.
Theorem 1.5. Assume that 1 < p <y with p3 3=2; 3 and let J ¼ ½0;T . Then there
exists a unique solution ðw; sÞ to problem (1.4) with






J;H 2p ðRnþ1þ Þ



















if and only if the data ð f ; g; h;w0; s0Þ satisfy the following conditions:




and w0 A B22=ppp ðRnþ1þ Þ,














(d) s0 A B66=ppp ðRnÞ for p < 3=2, and s0 A B43=ppp ðRnÞ for p > 3=2,
(e) gw0 þ Ds0 ¼ gð0Þ in case p > 3=2,
(f ) gqyw0 A B26=ppp ðRnÞ in case p > 3.
If this is the case then we additionally have









The plan for this paper is as follows. Section 2 contains the construction of the semi-
group, that is, the proof of Theorem 1.3. In Section 3 we study Lp-maximal regularity for
problem (1.4) in the case that w0 ¼ s0 ¼ 0 and g1 0, whereas the case w0 ¼ s0 ¼ 0 and
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f 1 h1 0 is considered in Section 4. The proofs of Theorems 1.4 and 1.5 are given in
Section 5. Section 6 is devoted to a short discussion of the corresponding two-phase prob-
lem and Theorem 6.1 is the analogue of Theorem 1.4 for the two-phase case. Based on
Theorem 6.1 we prove in Section 7 existence and uniqueness of Lp-solutions for the non-
linear equation (1.3). Section 8 is devoted to establishing the spatial and temporal analy-
ticity of the free interface. Here again, maximal regularity is of crucial importance. Finally,
Section 9 contains some technical results that are needed in the main body of the paper.
2. The semigroup in the Lp-setting
In this section we prove Theorem 1.3. In order to show that A generates a C0-
semigroup which is even analytic on each sector Sj ¼ fz A C : z3 0; jarg zj < jg, j < p=2,
we have to compute and estimate the resolvent of A. For this purpose we ﬁrst solve the
resolvent problem
lw Dxw q2yw ¼ w0; x A Rn; y > 0;
gwþ Ds ¼ 0; x A Rn;
ls gqyw ¼ s0; x A Rn:
8><
>:ð2:1Þ
Taking the Fourier transform in x leads to an ODE-problem for uðy; xÞ ¼ ~wðx; yÞ and
rðxÞ ¼ ~sðxÞ, namely
ðlþ jxj2Þu q2yu ¼ u0; y > 0;
uð0Þ ¼ jxj2r;
lr qyuð0Þ ¼ r0:
8><
>:ð2:2Þ
This is easily solved to the result



























Let us analyze the structure of ðlþ AÞ1 in some detail.




with the following entries RijðlÞ:
R11ðlÞ ¼ PþðlþDnþ1Þ1E0 þ PþS^ðlÞRðlþDnþ1Þ1E0:
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denotes the restriction, hence P2þ ¼ Pþ
and kPþk ¼ 1. By R we mean the reﬂection w.r.t. y, that is,
ðRf Þðx; yÞ ¼ f ðx;yÞ;
which is linear and isometric in LpðRnþ1Þ, and R2 ¼ I , the identity. Dm denotes D on
LpðRmÞ with domain H 2p ðRmÞ. It is well-known that Dm generates a C0-semigroup which
is analytic and bounded in each sector Sj. In particular, the resolvent estimate
kðlþDmÞ1kBðLpðRmÞÞe
Cy
jlj ; l A Sy;ð2:3Þ
holds for each y < p. Finally, S^ðlÞ is a singular integral operator with symbol
ojxj2  l
ojxj2 þ l ¼ 1 2
l
lþ ojxj2 :
Since by Lemma 9.1 the Mikhlin condition is satisﬁed for this symbol, uniformly in l A Sy,
y < p, S^ðlÞ is bounded in HspðRnÞ for each s, 1 < p <y, hence also in LpðRnþ1þ Þ by canoni-
cal extension. The bound is uniform in l, it depends only on p; n; y.
Next, R22ðlÞ is an integral operator of convolution type with symbol ðlþ ojxj2Þ1,




jlj ; l A Sy;ð2:4Þ
hence by real interpolation we also have
kR22ðlÞkBðBspqðRnÞÞe
Cy
jlj ; l A Sy:ð2:5Þ
Moreover, again by Lemma 9.1
kD3=2n R22ðlÞkBðH sp ðRnÞÞeCy; l A Sy;ð2:6Þ
as well as
kDnR22ðlÞkBðH sp ðRnÞÞe
Cyﬃﬃﬃﬃﬃjljp ; l A Sy:ð2:7Þ
Thus interpolation yields
kD3=2n R22ðlÞkBðBspqðRnÞÞeCy; l A Sy;ð2:8Þ
and
kDnR22ðlÞkBðBspqðRnÞÞe
Cyﬃﬃﬃﬃﬃjljp ; l A Sy:ð2:9Þ
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So far, we have shown that the diagonal entries map into the domain of A and satisfy the
resolvent estimate aimed at.
The proper choice of the phase space for s will become apparent when we consider
the o¤-diagonal entries R12ðlÞ and R21ðlÞ. We have
R12ðlÞ ¼ E^ðlÞDnR22ðlÞ
and
R21ðlÞ ¼ R22ðlÞE^ ðlÞ;
where E^ðlÞ denotes the Dirichlet extension operator with symbol eoy, that is,

E^ðlÞj@ðy; xÞ ¼ eoy~jðxÞ; x A Rn; y > 0;
and where E^ ðlÞ is given by

E^ ðlÞv@ðxÞ ¼ Ðy
0
eoy~vðy; xÞ dy:
The mapping properties of E^ðlÞ and E^ ðlÞ are also well-known, but we do not hesitate to
derive them here, for the sake of completeness.











; y > 0; jarg lj < y < p;
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This shows that entry R12ðlÞ satisﬁes the resolvent estimate.
Next we consider E^ ðlÞ. We have





























k f kLpðRnþ1þ Þ;














; l A Sy;
i.e. R21ðlÞ fulﬁlls the resolvent estimate for large l as well.
For ﬁxed l, the family fE^yðlÞgyf0 forms a C0-semigroup on LpðRnÞ. Its negative




and we conclude that DðBÞ ¼ H 1p ðRnÞ. There-
fore the real interpolation spaces DBða; qÞ are
DBða; qÞGBapqðRnÞ; a A ð0; 1Þ; q A ½1;y:
From this we conclude that E^ ðlÞ A BLpðRnþ1þ Þ;B11=ppp ðRnÞ as follows.

































k f ðy; ÞkLpðRnÞ
yþ t dy
	p
dteC3k f kpLpðRnþ1þ Þ
by Hilbert’s inequality which is stated in Lemma 9.4.
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, and therefore, given j A B22=ppp ðRnÞ,
we have DnR22ðlÞj A B32=ppp ðRnÞ, and
BDnR22ðlÞj A B22=ppp ðRnÞHB11=ppp ðRnÞ ¼ DBð1 1=p; pÞ:
Since DnB














Thus R12ðlÞj A H 2p ðRnþ1þ Þ.
By construction of the resolvent we have
gqyw ¼ ls s0;
hence gqyw A B22=ppp ðRnÞ. Also Ds A B21=ppp ðRnÞ, and by the trace theorem we obtain that
gw A B21=ppp ðRnÞ as well, and the identity
gwþ Ds ¼ 0
holds by construction and uniqueness of the Fourier transform.
It follows from the fact that X is reﬂexive and from the resolvent estimate near inﬁnity
that DðAÞ is dense in X . The kernel of A is trivial, because the Neumann problem
Dxwþ q2yw ¼ 0; x A Rn; y > 0;
gqyw ¼ 0; x A Rn;
admits only the zero solution in LpðRnþ1þ Þ, and the equation Dxs ¼ 0 in Rn has only the
zero solution in LpðRnÞ. It is not di‰cult to see that 0 belongs to the continuous spectrum
of A. Therefore, the inverse of A is unbounded. r
Remarks 2.1. (a) It is not clear whether the estimate kR21ðlÞkeC=jlj is valid, that
is, whether the semigroup eAt is uniformly bounded. This would be the case if we had
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worked with homogeneous Besov spaces instead of inhomogeneous ones. We prefer the
latter due to the application of the linear theory to the nonlinear problem, cf. Remark
5.1.3.2 in [51].
(b) As a consequence of the methods employed in Section 5 we obtain a complete
characterization of the interpolation spaces DAð1 1=p; pÞ, namely
DAð1 1=p; pÞ ¼ fðw0; s0Þ A X ;w0 A B22=ppp ðRnþ1þ Þ; s0 A B43=ppp ðRnÞ;
gw0 þ Ds0 ¼ 0; gqyw0 A B26=ppp ðRnÞg:
This characterization is valid for p > 3. The second compatibility condition is void for
p A ð3=2; 3Þ, and for p < 3=2 the ﬁrst one disappears. We then have
DAð1 1=p; pÞ ¼ fðw0; s0Þ A X ;w0 A B22=ppp ðRnþ1þ Þ; s0 A B66=ppp ðRnÞg:
The cases p ¼ 3=2 and p ¼ 3 are excluded here.
3. Maximal regularity of type Lp
We now study problem (1.4) in the case that w0 ¼ s0 ¼ 0 and g1 0. We show that
this problem enjoys the property of maximal Lp-regularity. This will be achieved by a
combination of the Dore-Venni theorem and results about the Dirichlet extension operator
which rely on real interpolation techniques.
Proposition 3.1. Let 1 < p <y and let ðw; sÞ :¼ eAt  ð f ; gÞ.



































































fu A BspqðJ;YÞ : u 0ð0Þ ¼ uð0Þ ¼ 0g; 1þ
1
p
< s < 2þ 1
p
;
fu A BspqðJ;Y Þ : uð0Þ ¼ 0g;
1
p










where Y means an arbitrary Banach space. The spaces 0H
s
pðJ;Y Þ are deﬁned analogously.
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Proof. Let J ¼ ½0;T  be a compact interval. Let us introduce some operators and
interpret the symbol representation of the resolvent of A, deﬁned in Section 3, in terms of
these operators. For a Banach space Y we ﬁrst let
ðGuÞðtÞ ¼ d
dt
uðtÞ; t A J; u A DðGÞ;
with
DðGÞ ¼ 0H 1p ðJ;Y Þ ¼ fu A H 1p ðJ;YÞ : uð0Þ ¼ 0gHLpðJ;Y Þ ¼: X :
G is closed, linear, invertible with spectral angle jG ¼ p=2. Moreover, G admits bounded
imaginary powers, G A BIPðXÞ, if Y is a space of class HT. The power angle of G is
yG ¼ p=2; see e.g. Pru¨ss [42].





. It is well-known that Dn is sectorial with spectral angle jDn ¼ 0. Moreover,
Dn admits bounded imaginary powers, that is, Dn A BIPðX Þ with yDn ¼ 0. Since G and Dn
commute, by the Dore-Venni theorem in the form given in Pru¨ss and Sohr [44], G þDn is
closed, invertible with natural domain DðG þDnÞ ¼ DðGÞXDðDnÞ, i.e.









Moreover, G þDn is sectorial and belongs to BIPðXÞ with jGþDne yGþDne p=2. There-
fore, also F :¼ ðG þDnÞ1=2 A BIPðXÞ and yFe p=4, using Pru¨ss and Sohr [44] once more.
Since F and Dn commute, F is invertible, we obtain FDn A BIPðX Þ and yFDne p=4, with
natural domain
DðFDnÞ ¼ fu A DðDnÞ : Dnu A DðFÞg:
Finally, applying the Dore-Venni theorem another time we obtain that
L :¼ G þ FDn ¼ G þ ðG þDnÞ1=2Dn
is closed with natural domain DðLÞ ¼ DðGÞXDðFDnÞ and invertible, as well as sectorial,
L A BIPðXÞ with jLe yLe p=2. To determine the domain of L, we have, using complex
interpolation and Lemma 9.5,



























the space of maximal regularity for the symbol ðlþ ojxj2Þ1. By means of real interpola-
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tion we obtain from this also the maximal regularity class when the underlying space is


















Next we treat the ﬁrst entry of the resolvent of A. Extending the operators Pþ;E0;R




we obtain for the ﬁrst entry of
ðG þ AÞ1
ðG þ AÞ111 ¼ PþðG þDnþ1Þ1E0 þ PþRðG þDnþ1Þ1ðI  2GL1ÞE0:
Since E0, GL
1 A BðX1Þ, DðG þDnþ1Þ ¼ DðGÞXDðDnþ1Þ, i.e.
R
ðG þDnþ1Þ1 ¼ DðG þDnþ1Þ ¼ 0H 1p J;LpðRnþ1þ ÞXLpJ;H 2p ðRnþ1þ Þ:
The reﬂection R and the projection Pþ preserve this regularity. We therefore obtain
R
ðG þ AÞ111 H 0H 1p J;LpðRnþ1þ ÞXLpJ;H 2p ðRnþ1þ Þ;
that is, the w-part coming from f has the desired optimal regularity behavior.




be given. Since F is sec-
torial with spectral angle jFe p=4, F generates a bounded analytic C0-semigroup eFy




. We may then write




























































eyF f ðyÞ dy A DF ð1 1=p; pÞ;




one obtains by Lemma 9.6
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By choosing f ðyÞ ¼ 2FeFyj we immediately see that the map f 7! j is surjective, hence
this regularity of j ¼ Ðy
0
eFyf ðyÞ dy is optimal.


















































and then employ real interpolation. Choosing r ¼ 1=2 1=2p and s ¼ 0 we conclude that
R




















Thus the optimal regularity class for s coming from f A X1 is the intersection of these six












To show the inclusion
R





! LpJ;LpðRnÞ is bounded;
and also that
GL1 : 0H 1=2p

J;LpðRnÞ





! LpJ;B22=ppp ðRnÞ is bounded:





To deal with the entry ðG þ AÞ112 of ðG þ AÞ1, we have the representation
ðG þ AÞ121 h ¼ eyFDnL1h:
Setting c ¼ DnL1h, this means to ask when eyFc A R
ðG þ AÞ111 , or, when
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Since F 2 ¼ G þDn and GðG þDnÞ1, DnðG þDnÞ1 are bounded, we have only to con-







kF 2eyFckp dy <y;
which is equivalent to
Fc A DF ð1 1=p; pÞ; and hence to FDnL1h A DF ð1 1=p; pÞ:
By the boundedness of FDnL















implies that the corresponding part of w belongs to the right regularity class. Finally, it is
clear that ðG þ AÞ122 h ¼ L1h belongs to the proper class and the proof of Proposition 3.1
is now complete. r




































! 0H 1=2p J;LpðRnÞ

















J;H 2p ðRnþ1þ Þ

;
the maximal regularity class for w. We have proved the following result.




. Let ðw; sÞ
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4. Inhomogeneous interface conditions
In this section we want to obtain the corresponding optimal regularity result for
qtw Dxw q2yw ¼ 0; t > 0; x A Rn; y > 0;
gwþ Ds ¼ g; t > 0; x A Rn;
qts gqyw ¼ 0; t > 0; x A Rn;
wð0; x; yÞ ¼ 0; y > 0; x A Rn;




To determine the proper class of functions g which leads to the regularity of w and s aimed










see Proposition 5.1. Taking the Laplace-transform in t and the Fourier transform in x leads
to the problem
luþ jxj2u q2yu ¼ 0;
uð0Þ ¼ jxj2rþ g;
lr qyuð0Þ ¼ 0;
8><
>:ð4:2Þ
for u ¼ ~^s, r ¼ ~^s, g ¼ ~^g. The solution of the latter is easily computed to the result

uðl; x; yÞ; rðl; xÞ ¼ l
lþ ojxj2 e
oygðl; xÞ; o
lþ ojxj2 gðl; xÞ
 !
:
Hence the solution of (4.1) is given by the convolution K  g, where the kernel K is deﬁned
via its symbol
















where y > 0, x A Rn and Re l > 0. Concerning the operator K, we prove the following
result.
Proposition 4.1. For 1 < p <y, let K be deﬁned by (4.3) and let ðw; sÞ :¼ K  g.
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Proof. Using the operators introduced in Section 3 leads to the representations
w ¼ eFyGL1g; s ¼ FL1g:ð4:4Þ








J;H 2p ðRnþ1þ Þ

if and only






















Observe that this is precisely the trace class for gw coming from optimal regularity of w.





























































. This gives the optimal regularity for s in its
natural class, thereby proving Proposition 4.1. r
5. Traces. Proof of Theorem 1.4
In this section we shall prove Theorem 1.4. For this purpose we need some additional
results on the di¤usion equation on a half space with Dirichlet conditions. Consider
qtu Dxu q2yu ¼ f ; t A J; y > 0; x A Rn;
uðt; x; 0Þ ¼ gðt; xÞ;
uð0; x; yÞ ¼ u0ðx; yÞ:
8><
>:ð5:1Þ
For the following result we refer to Grisvard [26], and Ladyzhenskya, Solonnikov,
Ural’tseva [34], Chapter IV, §9.
Proposition 5.1. Let p A ð1;yÞ, p3 3=2, J ¼ ½0;T , and suppose that u is the solu-






J;H 2p ðRnþ1þ Þ

if and only if the data ð f ; g; u0Þ
have the following properties:
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(c) u0 A B22=ppp ðRnþ1þ Þ,
(d) gu0 ¼ gð0Þ if p > 3=2.
If this is the case then the traces gu0 and gð0Þ belong to B23=ppp ðRnÞ for p > 3=2.
There is a companion result for the di¤usion equation in a half space with Neumann
conditions, that is, for the equation
qtu Dxu q2yu ¼ f ; t A J; y > 0; x A Rn;
qyuðt; x; 0Þ ¼ hðt; xÞ;
uð0; x; yÞ ¼ u0ðx; yÞ:
8><
>:ð5:2Þ
The corresponding result for the Neumann problem reads as follows.
Proposition 5.2. Let p A ð1;yÞ, p3 3, J ¼ ½0;T , and suppose that u is the solution






J;H 2p ðRnþ1þ Þ

if and only if the data ð f ; h; u0Þ have
the following properties:














(c) u0 A B22=ppp ðRnþ1þ Þ,
(d) gqyu0 ¼ hð0Þ if p > 3.
If this is the case then the traces gqyu0 and hð0Þ belong to B13=ppp ðRnÞ for p > 3.
Before we give the proof of Theorem 1.4, a number of remarks concerning embed-
dings and traces of anisotropic Besov and Sobolev spaces are in order.














In fact, by the mixed derivative theorem, see Lemma 9.7, applied to A ¼ ðd=dtÞ1=2 and


















which is valid for all s A ð1=2; 1Þ. By interpolating these embeddings by the real method
of order ð1=2; pÞ between s1 ¼ sþ e and s2 ¼ s e we obtain the desired embedding for
J ¼ R, for 1þ Aþ B is an isomorphism between
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for each s A R. By extension from J to R, embedding and then restriction to J we get the















The mixed derivative theorem applied to the linear operators A ¼ d
dt

































Interpolating these embeddings by the real interpolation method of order ð1 1=p; pÞ and
employing the reiteration theorem we get (5.4) for J ¼ R. The case of general J now fol-





















































It is proved in [43] that the fundamental solution SðtÞ of the equation ðd=dtÞsuþ Au ¼ f in
a Banach space Y has the following property:
ASðÞv A LpðJ;YÞ i¤ v A DAð1 1=ps; pÞ:
Here A is an arbitrary sectorial operator in Y with spectral angle 0, and 1=p < s < 2. Now
for Y ¼ LpðRnÞ and A ¼ Drs=2n we have
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DAð1 1=ps; pÞ ¼ Brsr=ppp ðRnÞ:
From maximal Lp-regularity of the fractional evolution equation we may then conclude


















Strong continuity of the translation group yields assertion (5.6).








! B23=ppp ðRnÞ; p > 3=2:








! B13=ppp ðRnÞ; p > 3;








! B26=ppp ðRnÞ; p > 3:









,! C1J;B26=ppp ðRnÞ; p > 3:ð5:7Þ
Proof of Theorem 1.4: Necessity. By Propositions 5.1 and 5.2 we obtain from


















































, and by the mixed derivative














The compatibility condition in Proposition 5.1 yields gw0 þ Dxs0 ¼ gð0Þ in case p > 3=2;
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and (5.7) that ðqtsÞð0Þ A B26=ppp ðRnÞ which by the compatibility condition in Proposition
5.2 yields gqyw0 þ hð0Þ A B26=ppp ðRnÞ. Observe that 2 6=p > 1 3=p i¤ p > 3. In case










hence s0 A B66=ppp ðRnÞ.
Proof of Theorem 1.4: Su‰ciency.
Step 1: Reductions. Suppose the data ð f ; g; h;w0; s0Þ satisfy the necessary conditions
of Theorem 1.4. We restrict ourselves to the case p > 3. Only simple modiﬁcations of the
arguments given below are needed for p < 3.
First we solve the homogeneous di¤usion equation (5.1) with homogeneous Dirichlet
conditions on the half-space Rnþ1þ with initial condition w0  w1, where
w1 :¼ eyð1þD
1=2
n Þw00 þ yeyð1þD
1=2
n Þw01
with w00 ¼ gw0 and w01 ¼ ð1þD1=2n Þw00 þ gqyw0. Since
w00 A B
23=p
pp ðRnÞ and w01 A B13=ppp ðRnÞ
we have w0  w1 A 0B22=ppp ðRnþ1þ Þ, hence the corresponding solution u of (5.1) belongs to
the maximal regularity class for w. Observe that









by Proposition 5.2. We may then apply Proposition 3.1 to the pair of functions f ,










Therefore we may assume without loss of generality that f ¼ 0 and h ¼ etDnh0. Next we











Thus we may assume that g ¼ etDng0.
Thus it remains to study the following problem:
qtw Dxw q2yw ¼ 0; t A J; y > 0; x A Rn;
gwþ Dxs ¼ etDng0;
qts gqyw ¼ etDnh0;
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To prove the su‰ciency part of Theorem 1.4 it is now enough to prove that the























Step 2: Representation of s. We set g1 ¼ etDng0, h1 ¼ etDnh0 and we let
s0;w1;w00;w01 be as in Step 1. Taking the Laplace transform w.r.t. t and the Fourier
transform w.r.t. x leads to the following ODE-problem for u ¼ ~^w and r ¼ ~^s:
o2u q2yu ¼ eð1þjxjÞyu00 þ yeð1þjxjÞyu01; y > 0;
uð0Þ ¼ jxj2rþ ~g0=o2;
lr qyuð0Þ ¼ r0 þ ~h0=o2;
8><
>:ð5:9Þ





























Employing the compatibility condition
u00 ¼ g~w0 ¼ jxj2r0 þ ~g0;
as well as
u01 ¼ ð1þ jxjÞu00 þ gqy ~w0;
and setting
r1 :¼ ~s1 :¼ ~h0 þ gqy ~w0;












oþ 1þ jxj þ
1þ jxj















½oþ 1þ jxj2 r1
¼ m1r0 þm2~g0 þm3~h0 þm4r1:
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½oþ 1þ jxj2 :
Step 3: Regularity. We shall now deal with each of the four terms in (5.11) sepa-
rately. By taking inverse transforms we obtain for the second one
w2 :¼ ½FðF þ 1þD1=2n Þ12  Fð1þD1=2n Þ2L1F2w20;




. By the prop-
erties of F1 this yields





































Similarly, for the third term we obtain
w3 :¼ ½FðF þ 1þD1=2n Þ12  ½2Fð1þD1=2n Þ2 þ ð1þD1=2n Þ3L1F2w30;



























that is, w3 has the desired regularity.
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We write the ﬁrst term in the following way.
w1 :¼ w10 þ ½F 2L1  ½FðF þ 1þD1=2n Þ12Fð1þD1=2n Þ2L1F2Dnw10

















J;B41=pðRnÞ. Hence the bounded-
ness of F 2L1, FðF þ 1þD1=2n Þ1, and of Fð1þD1=2n Þ2L1 yields the regularity assertion
for w1. Moreover, we have that w1ð0Þ ¼ s0.
We now consider the last term
w4 :¼ ½FðF þ 1þD1=2n Þ12L1w40;




















Since 5 4=p > 4 1=p in case p > 3, we obtain from this and the boundedness




. However, in this way it




and a di¤erent argument is needed.














. We now set s2 :¼ ð1þDnÞ1s1 and we observe that













. We may there-
fore assume that
s1 ¼ Dns2 with s2 A B46=ppp ðRnÞ:
Step 4. We ﬁrst invert the Laplace transform in the following way. Choose a con-
tour G ¼ eiy½y; 0W eiy½0;y with p > y > p=2 ﬁxed. Then we obtain




eltm4ðl; xÞr1ðxÞ dl; t > 0; x A Rn;
and this integral is absolutely convergent for each t > 0 and x A Rn. Then we may change
variables l ¼ jxj4z to the result






½zþ ðzþ jxj2Þ1=2½1þ jxj þ jxj2ðzþ jxj2Þ1=22
:
Using the functional calculus for Dn in LpðRnÞ and inverting the Fourier transform, we
get the following representation for w4, where we use the assumption s1 ¼ Dns2 with
s2 A B46=ppp ðRnÞ:
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hold on G for some constant Cp, depending only on p. This shows that the integral
deﬁning w4 is absolutely convergent in LpðRnÞ for each ﬁxed t > 0. Next observe
that B46=ppp ðRnÞ ¼ DD2n ð1 3=2p; pÞ in LpðRnÞ, and that we only have to show




, by Hardy’s inequality. Now we have by the representation




























jzj3=2p jdzjjzj þ ﬃﬃﬃﬃﬃjzjp ks2kB46=ppp ðRnÞ
¼ Cks2kB46=ppp ðRnÞ;
which proves the result. r
Proof of Theorem 1.5. The assertions of Theorem 1.5 follow along the lines of the
above proof, using in addition Corollary 3.2. r
6. The two-phase problem
In this section we consider the linear two-phase problem on Rn  _R, where
_R ¼ Rnf0g, that is, we consider
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qtw Dxw q2yw ¼ f ; t > 0; x A Rn; y A _R;
gwGþ Ds ¼ g; t > 0; x A Rn;
qts ½qyw ¼ h; t > 0; x A Rn;
wð0; x; yÞ ¼ w0ðx; yÞ; y A _R; x A Rn;




where the initial values ðw0; s0Þ and the inhomogeneities ð f ; g; hÞ are given. Moreover,
½qyw :¼ ðqywjy¼0þ  qywjy¼0Þ denotes the jump of the normal derivatives of w across
y ¼ 0. As before, taking the Laplace transform in t and the Fourier transform in x leads to
the problem
ðlþ jxj2Þu q2yu ¼ f ;
uð0Þ ¼ jxj2rþ g;
lr ½qyuð0Þ ¼ h;
8><
>:ð6:2Þ




























This representation of the solution ðw; sÞ of (6.1) involves the same ingredients as for the
solution of (1.4), with some minor modiﬁcations. This shows that the results for the one-
phase problem carry over to the two-phase problem in a straightforward manner. Here we
only state the result corresponding to Theorem 1.4.
Theorem 6.1. Assume that 1 < p <y with p3 3=2; 3 and let J ¼ ½0;T . Then there
exists a unique solution ðw; sÞ to problem (6.1) with






















if and only if the data ð f ; g; h;w0; s0Þ satisfy the following conditions:




and w0 A B22=ppp ðRn  _RÞ,
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(d) s0 A B66=ppp ðRnÞ for p < 3=2, and s0 A B43=ppp ðRnÞ for p > 3=2,
(e) gw0 þ Ds0 ¼ gð0Þ in case p > 3=2,
(f ) ½qyw0 þ hð0Þ A B26=ppp ðRnÞ in case p > 3.
7. Existence and uniqueness for the nonlinear problem
Based on the results of the preceding sections we now investigate the nonlinear
problem (1.3). We ﬁrst transform system (1.3) to a problem on a ﬁxed domain. For this we
ﬁx a > 0 and choose j A CyðRÞ with jðRÞH ½0; 1 and
jðyÞ ¼ 1; jyje a;






Moreover, we ﬁx p > nþ 3. By Sobolev’s embedding theorem we have
B43=ppp ðRnÞ ,! BUC3ðRnÞ:ð7:1Þ
Given r A B43=ppp ðRnÞ, deﬁne
yrðx; yÞ :¼

x; yþ jðyÞrðxÞ; ðx; yÞ A Rn  R1Rnþ1:
We write Rnþ1þ :¼ Rn  ð0;yÞ, Rnþ1 :¼ Rn  ðy; 0Þ, and _R :¼ Rnf0g. Furthermore,
we let
Wr :¼ yrðRn  _RÞ; WGr :¼ yrðRnþ1G Þ; Gr :¼ yrðRn  f0gÞ ¼ graphðrÞ:
Identifying Rn  f0g and Rn, we clearly have
yr A Di¤
3ðRn;GrÞ:
We also need the following result.
Lemma 7.1. Given r A B43=ppp ðRnÞ satisfying krky < a, we have
yr A Di¤
3ðRn  _R;WrÞXDi¤ 3ðRnþ1G ;WGr Þ:
Proof. This follows from the fact that ½y 7! yþ rðxÞjðyÞ is a smooth strictly
increasing di¤eomorphism from R to R. r
The di¤eomorphism yr is a particular case of the so-called Hanzawa transformation
[29]. Of course, there is a great liberty in choosing transformations from Rnþ1G onto W
G
r . A
technically very easy situation is obtained by considering
ðx; yÞ 7! x; yþ rðxÞ; ðx; yÞ A Rnþ1:ð7:2Þ
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Observe that yr leaves the points outside strip containing Gr unchanged, whereas (7.2) acts
in general as a true transformation on the whole of Rnþ1.
Given any function u deﬁned on Wr, we use the notation u
G :¼ ujWGr . A similar con-
vention is used for functions on Rn  _R.
It follows from Lemma 7.1, equation (7.1), and the mean value theorem that
yr A Isom

Hkp ðWrÞ;Hkp ðRn  _RÞ

; k ¼ 0; 1; 2;ð7:3Þ
with
½yr 1 ¼ yr
where
yru :¼ u  yr; u A LpðWrÞ and yrv :¼ v  y1r ; v A LpðRn  _RÞ
denote the pull-back and push-forward operators induced by yr. Moreover, if






Observe that, given v : Rn  _R! R such that vG A BUCyðRnþ1G Þ, there exist unique
extensions vþ of vþ and v of v to Rn  ½0;yÞ and to Rn  ðy; 0, respectively. How-
ever, in general, qkj v
þðx; 0Þ3 qkj vðx; 0Þ for all x A Rn, k A N, j ¼ 1; . . . ; nþ 1. In particu-
lar, v does in general not belong to BUCyðRnþ1Þ. In addition, Rn  _R clearly does not
satisfy the segment property, cf. Section 3.17 in [1], and the Sobolev embedding theorem
does not hold for Rn  _R. Of course, the Sobolev embedding theorem holds true for the
domains Rnþ1G .
Fix T > 0 and assume that r : ½0;T  ! B43=ppp ðRnÞ satisﬁes krðtÞkLy< a. Set
Xðt; xÞ :¼ x; rðt; xÞ; ðt; xÞ A ½0;T   Rn:











 ¼ qtXðt0; x0Þ j nt0;X ðt0; x0Þ ¼ qtrðt0; x0Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ j‘rðt0; x0Þj2
q :





yr ½qnu ¼ 0 on Rn; t > 0:
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Furthermore, it is well-known that
k







CA; ðt; xÞ A ½0;T   Rn;
since GrðtÞ is the graph of rðtÞ over Rn, cf. (A.14) in [25]. Consequently, system (1.3)
becomes













yr ½qnu ¼ 0 on Rn; t > 0;
rð0; Þ ¼ r0 on Rn;




where r0 : R
n ! R describes the initial position of G and u0 : Wr0 ! R stands for the initial
temperature distribution.
To give a precise notion of solutions to (7.5), we shall transform the di¤erential
















yr ðvþ  vÞ
 j n;
for v A H 2p ðRn  _RÞ. Here D and ‘ stand for the Laplace and the gradient operator on
Rnþ1, respectively, and g is the trace operator with respect to Gr. Finally, let
mðv; rÞðx; yÞ :¼  jðyÞ
1þ j 0ðyÞrðxÞ ½BðrÞvðxÞ; ðx; yÞ A R
n  _R
and
Rðv; rÞv :¼ mðv; rÞqnþ1vG;
and consider







CA¼ 0 on ½0;TÞ  Rn;
qtrþ ½BðrÞv ¼ 0 on ð0;TÞ  Rn;
vð0; Þ ¼ v0 in Rn  _R;
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We call a pair ðv; rÞ an Lp-solution to (7.6) on J :¼ ½0;T  if






















and if ðv; rÞ satisﬁes (7.6) in the Lp-sense. Any Lp-solution ðv; rÞ to (7.6) satisfying
r A Cy
ð0;TÞ;BUCyðRnÞ; v A Cyð0;TÞ  Rn  _R; vGðtÞ A BUCyðRnþ1G Þ




ðftg WrðtÞÞ ! R; r : J  Rn ! R;
is called an Lp-solution to (7.5) if ðyru; rÞ is an Lp-solution to (7.6). Finally, a pair ðu; rÞ
is said to be a smooth solution on ½0;T  to (7.5) if r A Cyð0;TÞ  Rn, and if given
t A ð0;TÞ and z A WGrðtÞ, we have uGðt; Þ A BUCyðWGrðtÞÞ, uGð ; zÞ is smooth in a neighbor-
hood of t and ðu; rÞ satisﬁes (7.5) pointwise.
Lemma 7.2. (a) Assume that ðv; rÞ is a smooth Lp-solution to (7.6). Then there exists a
smooth Lp-solution to (7.5).
(b) If Lp-solutions to (7.6) are unique then so are Lp-solutions to (7.5).
Proof. (i) Let ðv; rÞ be a smooth Lp-solution to (7.6) and set
u

t; ðx; yÞ :¼ yr ðtÞvðtÞðx; yÞ; t A J; ðx; yÞ A WrðtÞ:
By deﬁnition, ðu; rÞ is an Lp-solution to (7.5). Let us verify that ðu; rÞ is a smooth
solution to (7.5). For this ﬁx t0 A ð0;TÞ and z0 A WrðtÞ. From (7.4) we conclude that
uGðt0; Þ A BUCyðWGrðt0ÞÞ.





¼ ðx0Þi for i ¼ 1; . . . ; n:ð7:7Þ
Moreover, by the smoothness of r, the implicit function theorem ensures that there is an
e > 0 such that
c :¼ t 7! y1rðtÞðz0Þnþ1 A CyðIe;RÞ;







 ¼  j

cðtÞqtrðtÞðx0Þ
1þ j 0cðtÞrðtÞðx0Þ ; t A Ie:ð7:8Þ
Hence





is smooth on Ie with
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qtuðt; z0Þ ¼ qtvðtÞ

y1rðtÞðz0Þ
þ ‘vðtÞy1rðtÞðz0Þ j ddt y1rðtÞðz0Þ
 
¼ yrðtÞ qtvðtÞðz0Þ  j

cðtÞqtrðx0Þ




¼ yrðtÞ ½qtvðtÞ þmðv; rÞqnþ1vðtÞðz0Þ;
by (7.7), (7.8) and the deﬁnition of c and mðv; rÞ. Now assertion (a) follows without any
di‰culty. Assertion (b) is obvious. r
In the following, we ﬁx r A B43=ppp ðRnÞ with krkLy< a. Let
gjkðrÞ :¼ ðqjyr j qkyrÞ; 1e j; ke nþ 1





and write ½g jkðrÞ for the inverse of ½gjkðrÞ. Then one has
gðrÞ ¼ ð1þ j 0rÞ and
½g jkðrÞ ¼
1 0    0 jq1r
1þ j 0r





















Using this notation we have

























J;H 2p ðRn  _RÞ





 B11=2ppp J;LpðRnÞXLpJ;B21=ppp ðRnÞ
 B1=21=2ppp J;LpðRnÞXLpJ;B11=ppp ðRnÞ:
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Furthermore, let
VaðJÞ :¼ fðv; rÞ A E1ðJÞ; krkCðJ;BUCðRnÞÞ < ag
and deﬁne













Hðv; rÞ :¼ ½Bð0Þv  ½BðrÞv









With these notations, problem (7.6) can be restated as
qtv Dv ¼ Fðv; rÞ in ð0;TÞ  Rn  _R;
gvGþ Dr ¼ GðrÞ on ½0;TÞ  Rn;
qtr ½qyv ¼ Hðv; rÞ on ð0;TÞ  Rn;
vð0; Þ ¼ v0 in Rn  _R;





E1;0 :¼ B22=ppp ðRn  _RÞ  B43=ppp ðRnÞ;
and
E0ðJÞ :¼
ð f ; g; hÞ; ðw0; s0Þ A F0ðJÞ  E1;0;
gwG0 þ Ds0 ¼ gð0Þ; ½qyw0 þ hð0Þ A B26=ppp ðRnÞ

;
where E0ðJÞ is equipped with the natural norm
kð f ; g; h;w0; s0ÞkE0ðJÞ :¼ kð f ; g; hÞkF0ðJÞ þ kðw0; s0ÞkEG1; 0 þ k½qyw0 þ hð0ÞkB26=ppp ðRnÞ:
Let
L : E0ðJÞ ! E1ðJÞ;
ð f ; g; hÞ; ðw0; s0Þ 7! ðw; sÞ
be the solution operator according to Theorem 6.1. More precisely, given
ð f ; g; hÞ; ðw0; s0Þ A E0ðJÞ
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let
ðw; rÞ ¼Lð f ; g; hÞ; ðw0; s0Þ A E1ðJÞ
be the solution of (6.1).





Proof. Let ðjkÞ with jk :¼ ð fk; gk; hk;w0;k; s0;kÞ be a Cauchy sequence in E0ðJÞ.
Then there is a j ¼ ð f ; g; h;w0; s0Þ A F0ðJÞ  E1;0 such that ðjkÞ converges in F0ðJÞ  E1;0
toward j. The trace theorem and Remark 5.3 (e) immediately imply that gwG0 þ Ds0 ¼ gð0Þ
and that ck :¼ ½qyw0;k þ hkð0Þ converges in B13=ppp ðRnÞ to ½qyw0 þ hð0Þ. But by assump-
tion ðckÞ is a Cauchy sequence in B26=ppp ðRnÞ, so that ½qyw0 þ hð0Þ A B26=ppp ðRnÞ. This
proves the ﬁrst assertion. The second follows from Theorem 6.1. r
To economize our notation, let us introduce the following convention: We write
X  Y ,! Z if X ;Y ;Z are function spaces such that the pointwise multiplication induces
a bounded bilinear mapping from X  Y to Z. Moreover, we write Co to indicate real
analytic mappings.
Lemma 7.4. We have ðF ;G;HÞ A CoVaðJÞ; F0ðJÞ and its Fre´chet derivative van-
ishes at 0, that is,
DðF ;G;HÞð0; 0Þ ¼ 0 in BE1ðJÞ; F0ðJÞ:





















Indeed for j ¼ nþ 1 this follows from Proposition 5.2. In case j A f1; . . . ; ng, observe that
gqj ¼ qjg and use (5.5) and Proposition 5.1. Furthermore, writing V 2a ðJÞ for the second
component of VaðJÞ, we have
½r 7! j‘rj2 A CoV 2a ðJÞ;B11=2ppp J;H 1p ðRnÞ:




  X ,! X








. Thus the regularity
assertion for H follows from (7.12).










Thus Sobolev’s embedding theorem implies that
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 A CoV 2a ðJÞ;B11=2ppp J;BUCðRnÞXBUCJ;BUC2ðRnÞ:
Moreover, Theorem 2.8.3 in [51] and Remark 4.2 in [2] show that
B11=2ppp





J;BUC2ðRnÞ  LpJ;B21=ppp ðRnÞ ,! LpJ;B21=ppp ðRnÞ;
respectively. Combining these facts the regularity assertion for G follows.
(iii) To verify the regularity of F , observe that









½r 7! ð1þ j 0rÞ A CoV 2a ðJÞ;BUCJ;BUC1ðRnþ1G Þ;





  LpJ;LpðRnþ1G Þ ,! LpJ;LpðRnþ1G Þ










Recalling the results already proved in (i), we conclude that F is analytic.
(iv) Based on (7.9) the second assertion follows by direct calculations. r
In the following, kLk denotes the norm of the solution operatorL A BE0ðJÞ; E1ðJÞ
and kðr0Þ denotes the sum of the principal curvatures of the hypersurface G0 ¼ graphðr0Þ
for any r0 in BUC








Theorem 7.5. There exists a constant e > 0 such that (7.11) has a unique solution
ðv; rÞ A eBE1ðJÞ for every initial value ðv0; r0Þ A B22=ppp ðRn  _RÞ  B43=ppp ðRnÞ satisfying the
compatibility conditions
gvG0 ¼ kðr0Þ; ½Bðr0Þv0 A B26=ppp ðRnÞð7:13Þ
and the smallness conditions
kðv0; r0ÞkE1; 0e e=ð4kLkÞ; k½Bðr0Þv0kB26=ppp ðRnÞe e=ð4kLkÞ:ð7:14Þ
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Proof. For simplicity write






; Kð0; 0Þ ¼ 0 and DKð0; 0Þ ¼ 0;ð7:15Þ
see Lemma 7.4. Pick e > 0 such that
kDKðv; rÞkBðE1ðJÞ;F0ðJÞÞe 1=ð2kLkÞ; ðv; rÞ A eBE1ðJÞ:ð7:16Þ
We now set
WðJÞ :¼ ðv; rÞ A E1ðJÞ; vð0Þ; rð0Þ ¼ ðv0; r0Þ; kðv; rÞkE1ðJÞe e
and
F : W ðJÞ ! E1ðJÞ; ðv; rÞ 7!L

Kðv; rÞ; ðv0; r0Þ

:
Note that (7.13) is equivalent to
gvG0 þ Dr0 ¼ Gðr0Þ; ½qyv0 þHðv0; r0Þ A B26=ppp ðRnÞ:ð7:17Þ
It follows from Lemma 7.4 and (7.17) that

Kðv; rÞ; ðv0; r0Þ

A E0ðJÞ; ðv; rÞ AW ðJÞ:
Hence, F is well-deﬁned. Furthermore, ðv; rÞ AWðJÞ is an Lp-solution to (7.5), or equi-
valently to (7.6), on J ¼ ½0;T  if, and only if ðv; rÞ is a ﬁxed point of F.
Writing ð~v; ~rÞ ¼ Fðv; rÞ, it follows from the construction of the operator L that




Kðv; rÞ; ðv0; r0Þ

E0ðJÞ
¼ kLkkKðv; rÞkF0ðJÞ þ kðv0; r0ÞkE1; 0 þ k½Bðr0Þv0kB26=ppp ðRnÞe e
for any ðv; rÞ AW ðJÞ. Hence FWðJÞHWðJÞ. Finally, pick ðv; rÞðw; sÞ AWðJÞ. Then
kFðv; rÞ Fðw; sÞkE1ðJÞ ¼






e kLk kKðv; rÞ  Kðw; sÞkF0ðJÞ
e ð1=2Þkðv; rÞ  ðw; sÞkE1ðJÞ:
The assertion now follows from the contraction principle. r
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8. Analyticity
Throughout this section let ðv; rÞ be the unique Lp-solution to (7.6) on J ¼ ½0;T  with
the initial data ðv0; r0Þ A B22=ppp ðRn  _RÞ  B43=ppp ðRnÞ satisfying the compatibility condi-




is a real analytic manifold and that ðv; rÞ is in fact a smooth solution to (7.6). Again we
will see that the property of maximal regularity of the linearized problem is of crucial
importance.
Given m A Rn and g ASðRnÞ, the Schwartz space over Rn, let tmg be the translation of
g by m, i.e.
ðtmgÞðxÞ :¼ gðxþ mÞ; x A Rn:
It is not di‰cult to verify that tm A B

SðRnÞ and by duality, tm extends to a mapping, still
denoted by tm, such that tm A B

S 0ðRnÞ. We ﬁrst prove the following result, cf. [17].
Lemma 8.1. Assume that
X A fBsppðRnÞ; s A R; p A ð1;yÞgW fHkp ðRnÞ; k A Z; p A ð1;yÞg:




tm0þsðmm0Þðm m0 j‘gÞ ds in X
for any g ASðRnÞ.
Proof. If X belongs to fHkp ðRnÞ; k A Z; p A ð1;yÞg the assertion follows from the
transformation theorem for Lebesgue’s integral and the mean value theorem. If X belongs
to the Besov scale fBsppðRnÞ; s A R; p A ð1;yÞg the assertion follows from the Hkp -result by
interpolation. r
We need some further preparation. For this pick T  A ð0;TÞ and choose d > 0
such that lt A J for l A ð1 d; 1þ dÞ and t A I :¼ ½0;T . Given g : I !S 0ðRnÞ and
ðl; mÞ A R Rn, let
gl;mðtÞ :¼ ttmgðltÞ for t A I :




Lemma 8.2. Given g0 A Bkþ13=ppp ðRnÞ, k ¼ 0; 1, let gðtÞ :¼ expðtDnÞg0. Then there
is a neighborhood L of ð1; 0Þ in ð1 d; 1þ dÞ  Rn such that
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Proof. (i) By well-known Lp-maximal regularity results for Dn we know that








; k ¼ 0; 1;ð8:1Þ






Moreover, the mean value theorem yields
h1½gl;mðtþ hÞ  gl;mðtÞ  h lttm d
dt
gðltÞ þ m j gl;mðtÞ
 
¼ I 1h ðtÞ þ I 2h ðtÞ þ I 3h ðtÞ;
where































gl;mðtÞ ¼ lttm d
dt
gðltÞ þ m j gl;mðtÞ a:e: on I ;ð8:2Þ



















h lDh ¼ ðm j‘hÞ; hð0Þ ¼ g0:ð8:3Þ
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Let now G0 : X1ðIÞ  ðR RnÞ ! X0ðIÞ  B23=ppp ðRnÞ be deﬁned by
G0

h; ðl; mÞ 7! d
dt
h lDh ðm j‘hÞ; hð0Þ  g0
 
:
It is not di‰cult to verify that G0 is real analytic, satisfying G0













Here, q1G0 denotes the derivative of G0 with respect to h and tr stands for the temporal
trace operator. Thus the implicit function theorem shows that there is a neighborhood L of
ð1; 0Þ in R Rn such that





since h A X1ðIÞ is a solution to (8.3) if, and only if G0












cf. the proof of Remark 5.3 (a). This completes the proof. r
Due to the compatibility conditions the main ingredients of the proof of Lemma 8.2
unfortunately cannot be applied directly to solutions of (7.6). To overcome this di‰culty,
we device a suitable decomposition of ðv; rÞ. For this let in the following
gðtÞ :¼ expðtDnÞGðr0Þ; hðtÞ :¼ expðtDnÞHðv0; r0Þ; t A J:
By (7.17) we have
gvG0 þ Dr0 ¼ gð0Þ and ½qyv0 þ hð0Þ A B26=ppp ðRnÞ:ð8:4Þ
Thus
ðw; sÞ :¼Lð0; g; h; v0; r0Þ A E1ðJÞð8:5Þ
is the unique solution to
qtv Dv ¼ 0 in ð0;TÞ  Rn  _R;
gvGþ Dr ¼ g on ½0;TÞ  Rn;
qtr ½qyv ¼ h on ð0;TÞ  Rn;
vð0; Þ ¼ v0 in Rn  _R;




Given m A Rn and w0 A LpðRn  _RÞ, let tmw0 be deﬁned by
ðtmw0Þðx; yÞ :¼ w0ðxþ m; yÞ; ðx; yÞ A Rn  _R:
Escher, Pru¨ss, and Simonett, Analytic solutions for a Stefan problem40
Bereitgestellt von | Technische Informationsbibliothek (TIB)
Angemeldet
Heruntergeladen am | 11.02.16 09:44
Since LH ð1 d; 1þ dÞ  Rn, the functions
wl;mðtÞ :¼ ttmwðltÞ and sl;mðtÞ :¼ ttmsðltÞ; t A I ;
are well-deﬁned for all ðl; mÞ A L.
Lemma 8.3. Given ðl; mÞ A L, we have that ðwl;m; sl;mÞ A E1ðIÞ and ðwl;m; sl;mÞ is a
solution to
qtv lDv ¼ ðm j‘vÞ in ð0;T Þ  Rn  _R;
gvGþ Dr ¼ gl;m on ½0;T Þ  Rn;
qtr l½qyv ¼ lhl;m þ ðm j‘rÞ on ð0;T Þ  Rn;
vð0; Þ ¼ v0 in Rn  _R;




Proof. (i) Fix ðl; mÞ A L. Using (8.5), Lemma 8.1, and Fubini’s theorem it follows as
in the proof of Lemma 8.2 that
wl;m A Lp











wl;mðtÞ ¼ lttm d
dt
wðltÞ þ m j‘wl;mðtÞð8:8Þ
in LpðRn  _RÞ a.e. on I .
(ii) To verify that sl;m A B11=2ppp

I ;H 2p ðRnÞ

we use the intrinsic norm

kgkp












I ;H 2p ðRnÞ

. Again, by Lemma 8.1 and (8.5), it follows that
ksl;mkLpðI ;H 2p ðRnÞÞeCkskLpðJ;H 2p ðRnÞÞ <y:
Moreover, we have
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Finally, using Lemma 8.1, we see that























By (8.5) we know that


























I ;H 2p ðRnÞ









sl;mðtÞ ¼ lttm d
dt
sðltÞ þ m j‘sl;mðtÞ:ð8:9Þ
(iv) Finally, observe that tm0ðDw0Þ ¼ Dðtm0w0Þ and tm0 ½qyw0 ¼ ½qyðtm0w0Þ for any
m0 A R
n and w0 A H 2p ðRn  _RÞ. Combining these facts with (8.8), (8.9), we conclude that
ðwl;m; sl;mÞ is in fact a solution to (8.7). r
Lemma 8.4. There exists a neighborhood LH ð1 d; 1þ dÞ  Rn of ð1; 0Þ such that





Proof. (i) Let L0H ð1 d; 1þ dÞ  Rn be an open neighborhood of ð1; 0Þ and deﬁne
C : E1ðIÞ L0 ! E0ðIÞ by
C
ðv; rÞ; ðl; mÞ :¼














Let us ﬁrst verify that C is well-deﬁned. Given
ðv; rÞ; ðl; mÞ A E1ðIÞ, write for simplicity
C0 :¼ C
ðv; rÞ; ðl; mÞ. We have to show that C0 A E0ðIÞ. It is clear that C0 A F0ðIÞ  E1;0.
Furthermore, we have
gðC40ÞGþ DC50 ¼ gvGð0Þ  gvG0 þ Drð0Þ  Dr0;
and
C20ð0Þ ¼ gvGð0Þ þ Drð0Þ  gð0Þ:
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Recalling (8.4) we ﬁnd that
gðC40ÞGþ DC50 ¼ C20ð0Þ:
Moreover, we have
½qyC40  þC30ð0Þ ¼
1
l





Hence it follows from Remarks 5.3 (b), (e) and (8.4) that
½qyC40  þC30ð0Þ A B26=ppp ðRnÞ:
Summarizing, we conclude that C0 A E0ðIÞ.
(ii) Lemma 8.2 implies that C is analytic. Further, writing q1C for the derivative of
C with respect to ðv; rÞ A E1ðIÞ we ﬁnd
q1C
ðv; rÞ; ð1; 0Þðw; sÞ ¼ qtw Dw; gwGþ Ds; qts ½qyw;wð0Þ; rð0Þ
for ðv; rÞ; ðw; sÞ A E1ðIÞ. This means that q1C
ðv; rÞ; ð1; 0Þ ¼L1, showing that
q1C
ðv; rÞ; ð1; 0Þ A IsomE1ðIÞ; E0ðIÞ;
by Lemma 7.3. Since C
ðv; rÞ; ðl; mÞ ¼ 0 holds true if, and only if, ðv; rÞ is a solution in
E1ðIÞ to (8.7), the implicit function theorem gives the assertion. r
In the following, let
ðz; jÞ :¼ ðv; rÞ  ðw; sÞ and XðIÞ :¼ Va=2  ðw; sÞ:
Recall that ðv; rÞ A eBE1ðIÞ. Let C0 > 0 be the constant of the Sobolev embedding
B11=2ppp

I ;H 2p ðRnÞ

,! BUCI ;BUCðRnÞ
and assume that C0ee a=2. Using Lemma 8.1 it is not di‰cult to verify that there is an
open neighborhood L of ð1; 0Þ in ð1 d; 1þ dÞ  Rn such that
ðzl;m; jl;mÞ A X ðIÞ and XðIÞ þ ðwl;m; sl;mÞHVaðIÞð8:10Þ
for all ðl; mÞ A L. Given ðl; mÞ A L and ðu; wÞ A XðIÞ deﬁne
Fl;mðu; wÞ :¼ lFðuþ wl;m; wþ sl;mÞ þ ðm j‘uÞ;
Gl;mðu; wÞ :¼ Gðwþ sl;mÞ  gl;m;





It follows from Lemma 7.4, (8.10), and Lemma 8.4 that
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As in Lemma 8.3 one shows that ðzl;m; jl;mÞ is a solution to
qtu lDu ¼ Fl;mðu; wÞ in ð0;T Þ  Rn  _R;
guGþ Dw ¼ Gl;mðwÞ on ½0;T Þ  Rn;
1
l
qtw ½qyu ¼ Hl;mðu; wÞ on ð0;T Þ  Rn;
uð0; Þ ¼ 0 in Rn  _R;
















I ;H 2p ðRn  _RÞ

 0B3=21=2ppp I ;LpðRnÞX 0B11=2ppp I ;H 2p ðRnÞXLpI ;B41=ppp ðRnÞ;
0E0ðIÞ :¼ Lp

I ;LpðRn  _RÞ
 0B11=2ppp I ;LpðRnÞXLpI ;B21=ppp ðRnÞ
 0B1=21=2ppp I ;LpðRnÞXLpI ;B11=ppp ðRnÞ
where we employed the notation of (3.1). We also set 0XðIÞ :¼ XðIÞX 0E1ðIÞ. Then 0E1ðIÞ
and 0E0ðIÞ are closed subspaces of E1 and F0ðIÞ, respectively, and 0XðIÞ is open in 0E1ðIÞ.
Deﬁne now 0C : 0XðIÞ L! 0E0ðIÞ by
0C
ðu; wÞ; ðl; mÞ :¼



















ðu; wÞ; ð1; 0Þð~u; ~wÞ ¼ qt~u D~uDF1;0ðu; wÞð~u; ~wÞg~uGþ D~wDG1;0ðwÞ~w





for ðu; wÞ A 0XðIÞ and ð~u; ~wÞ A 0E1ðIÞ.
Let 0L : 0E0ðIÞ ! 0E1ðIÞ be the solution operator according to
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qtu Du ¼ f in ð0;T Þ  Rn  _R;
guGþ Dw ¼ g on ½0;T Þ  Rn;
qtw ½qyu ¼ h on ð0;T Þ  Rn:
8><
>:ð8:14Þ






Furthermore it follows from (8.5) that
kðw; sÞkE1ðIÞ ! 0 as kðv0; r0ÞkE1; 0 ! 0:
In particular, we may assume that ð0; 0Þ A XðIÞ and that, given e0 > 0, we have

DF1;0ðz; jÞ;DG1;0ðz; jÞ;DH1;0ðz; jÞ

Bð0E1ðIÞ; 0E0ðIÞÞ< e0:ð8:16Þ




ðz; jÞ; ð1; 0Þ A Isom0E1ðIÞ; 0E0ðIÞ:
Again it is easily veriﬁed that ðu; wÞ A 0XðIÞ is a solution to the system (8.12) if, and only if
the equation 0C
ðu; wÞ; ðl; mÞ ¼ 0 holds true. Thus the implicit function theorem implies
that





Combing this result with Lemma 8.4, we obtain
Theorem 8.5. There exists an open neighborhood L of ð1; 0Þ in ð1 d; 1þ dÞ  Rn
such that





As an immediate consequence we get
Corollary 8.6. The function r belongs to Co
ð0;TÞ  Rn.
Proof. Pick ðt0; x0Þ A ð0;TÞ  Rn. From Remark 5.3 (a) and Theorem 8.5 we con-





½ðl; mÞ 7! rðlt0; x0 þ t0mÞ A CoðL;RÞ
and the proof in now complete. r
Proof of Theorem 1.1. Theorem 7.5 guarantees the existence of a unique Lp-solution
ðv; rÞ to (7.11).
Further, Corollary 8.6 implies that M ¼ S
t A ð0;TÞ
ftg  GðtÞ is a real analytic mani-
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fold. To verify that vG A Cy
ð0;TÞ;BUCyðRnþ1G Þ, consider the semilinear parabolic
equation




¼ 0 on ð0;TÞ  Rn;
vð0; Þ ¼ v0 on ð0;TÞ  Rn;
for the function v. It follows from Corollary 8.6 and (7.10) that all coe‰cients of AðrÞ
and Rð ; rÞ are smooth. Of course also div‘r=ð1þ j‘rj2Þ is smooth. Hence we con-
clude from well-known regularity for semilinear parabolic equations that vG belongs to
Cy
ð0;TÞ;BUCyðRnþ1G Þ. Now Lemma 7.2 (a) completes the proof. r
Remarks 8.7. (a) The above proof shows that vG A Co
ð0;TÞ  Rn  _R if one uses
the transformation deﬁned in (7.2). In order to be prepared to treat the case of hyper-
surfaces which are not graphs we preferred to work with the transformation yr.
(b) The idea to use the implicit function theorem and maximal regularity results
to get analytic dependence of solutions to abstract evolution equations goes back to
Angenent [3].
9. Appendix
In this section we collect some important estimates that are used in the previous sec-
tions. We begin by considering the holomorphic function
gðl; zÞ ¼ l
lþ z ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃlþ zp ; l A Sy; z A Sh;
where yþ 2h < p, y > p=2. If l A Sy, z A Sh then lþ z A Sy as well, hence
jarg ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃlþ zp je y=2. If arg le 0 then arg ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃlþ zp fh=2, and in case arg lf 0 then
arg
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ









þ arg zf 3
2
h if arg lf 0;















jf c2½jlj þ jlj1=2jzj þ jzj3=2
on Sy  Sh, where c1; c2 depend only on y; h.
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This shows that gðl; zÞ is uniformly bounded on Sy  Sh. Next we write







ðu lÞðv zÞ dv du;
where Gl;Gz denote the boundary curves of Sy;Sh, respectively, and where l A Sy and














gðu; vÞ dv du
ðu lÞkþ1ðv zÞ lþ1
;
which implies on slightly smaller sectors Sy 0 ;Sh 0 the Cauchy estimate
jzllkDklDlzgðl; zÞjeMk; l ; k; l A N0; l A Sy 0 ; z A Sh 0 :
Now we are ready to prove multiplier estimates for the symbol





In fact, with hðxÞ ¼ jxj2 we obtain
mðl; xÞ ¼ gl; hðxÞ:
Note that qjhðxÞ ¼ 2xj, qjqkhðxÞ ¼ 2djk, qjqkqlhðxÞ ¼ 0; hence
jxjjajjDahðxÞje 2jxj2 ¼ 2hðxÞ for all x A Rn; a A Nn0 :













l; hðxÞDb1x hðxÞ   Dblx hðxÞ  cb1;...;bl ;
where the sum is taken over all multi-indices bj such that b1 þ    þ bl ¼ a. Therefore













lkhðxÞ lDklDlzgl; hðxÞ jxj2lQl
j¼1
ð2jxj2ÞeMa;k:
These estimates show that the Mikhlin-condition for mðl; xÞ is satisﬁed, separately in l and
x. However, note that they do not hold jointly in l and x.
Lemma 9.1. Let a A Nn0 , k A N0, and deﬁne




q ; x A Rn; jarg lj < y < p; x3 0; l3 0:
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Then there is a constant Mða; k; yÞ > 0 such that
jljkjxjjajjDklDaxmðl; xÞjeMða; k; yÞ; x A Rn; x3 0; jarg lj < y:

















 hðxÞ ¼ 1 jxjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lþ jxj2
q :







q ; x A Rn; jarg lj < y < p; x3 0; l3 0:
Then there is a constant Mða; k; yÞ > 0 such that
jljkjxjjajjDklDaxpðl; xÞjeMða; k; yÞ; x A Rn; jarg lj < y; x3 03 l:
The next lemma refers to the multiplier eoy which appears in the treatment of the





Lemma 9.3. Let a A Nn0 , k A N0, and set
qðl; x; yÞ ¼ eoy; x A Rn; l A Sy; yf 0:
Then there are constants Mða; k; yÞ > 0 and cða; k; yÞ > 0 such that





for all x A Rn; jarg lj < y; x3 0; l3 0; y > 0:
Proof. Set hðz; yÞ ¼ ezy. Then Dlzhðz; yÞ ¼ ðyÞ lezy for all l A N0, z A C, y > 0.
This implies
jzj l jDlzhðz; yÞje jzyj leRezye cl;jecjjzjy
for all z A Sj, l A N0, where j < p=2. Now, we have qðl; x; yÞ ¼ ezy  oðl; xÞ, hence the
assertion follows by induction. r
We shall also need the following lemma, which is known as Hilbert’s inequality.





tþ s ; t > 0:
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Proof. Let H denote the Hilbert transform on LpðRÞ. Then H0 ¼ PþRHE0, where
Pþ denotes the restriction to Rþ, R the reﬂection at 0, and E0 the extension by zero. Since
Pþ;R;E0 are bounded linear operators, we obtain the boundedness of H0 from that of the
Hilbert transform in LpðRÞ. r
For the sake of completeness we include the following result concerning complex
interpolation, see also [24], Theorem 3.1. We refer to Pru¨ss [42] for the terminology.
Lemma 9.5. Let X be a Banach space of classHT and assume that A;B A BIPðX Þ
are commuting in the resolvent sense and that their power angles satisfy the parabolicity
condition yA þ yB < p. Assume further that A is boundedly invertible. Then
(a) AaðAþ BÞa and BaðAþ BÞa are bounded linear operators in X, for each
a A ð0; 1Þ;
(b) D
ðAþ BÞa ¼ ½X ;DðAþ BÞa ¼ ½X ;DðAÞaX ½X ;DðBÞa ¼ DðAaÞXDðBaÞ,
for all a A ð0; 1Þ.
Here ½X ;Y a denote the complex interpolation spaces between X and Y.
Proof. By the theorem of Dore and Venni and the results of Pru¨ss and Sohr [44],
Aþ B is invertible, sectorial and admits bounded imaginary powers with power angle
yAþBemaxfyA; yBg. We therefore have ½X ;DðTÞa ¼ DðT aÞ, for T ¼ A;B;Aþ B, see
[50], Theorem 1.15.3, or [54]. Thus
D
ðAþ BÞa ¼ X ;DðAþ BÞ
a
,! ½X ;DðAÞaX ½X ;DðBÞa ¼ DðAaÞXDðBaÞ:
This proves (a) as well as one inclusion of (b).
Conversely, for x A DðAaÞXDðBaÞ we have
ðAþ BÞax ¼ ðAþ BÞðAþ BÞa1x ¼ A1aðAþ BÞa1Aaxþ B1aðAþ BÞa1Bax;
and so by (a)
kðAþ BÞaxkXeC½kAaxkX þ kBaxkX ;
which proves the second inclusion of (b). r
The following lemma is due to Grisvard [26], even in a more general context.
Lemma 9.6. Suppose A;B are sectorial linear operators in a Banach space X, com-










; a A ð0; 1Þ; p A ½1;y:
Here ðX ;YÞa;p denote the real interpolation spaces between X and Y.
The next result goes back to Sobolevskii [49].
Escher, Pru¨ss, and Simonett, Analytic solutions for a Stefan problem 49
Bereitgestellt von | Technische Informationsbibliothek (TIB)
Angemeldet
Heruntergeladen am | 11.02.16 09:44
Lemma 9.7 (The mixed derivative theorem). Suppose A and B are commuting sec-
torial operators in a Banach space X which are coe rc i v e ly pos i t i v e, i.e. Aþ tB with nat-
ural domain DðAþ tBÞ ¼ DðAÞXDðBÞ is closed for each t > 0 and there is a constant
M > 0 such that
kAxkX þ tkBxkXeMkAxþ tBxkX ; for all x A DðAÞXDðBÞ; t > 0:
Then there is a constant C > 0 such that
kAaB1axkXeCkAxþ BxkX ; for all x A DðAÞXDðBÞ; a A ½0; 1:
In particular, if Aþ B is invertible then AaB1aðAþ BÞ1 is bounded in X, for each a A ½0; 1.
Observe that Lemma 9.7 applies in particular to the situation of the Dore-Venni
theorem in the version given in Pru¨ss and Sohr [44].
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