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Abstract
Low frequency oscillations between the ranges of 0.1Hz and 3.0Hz are inherent in power
systems. These low frequency oscillations are directly related to the small signal sta-
bility of the power system and its ability to function as designed under their constant
presence within the power system. This dissertation presents an investigation into the
small signal stability performance of the Eskom network with the aim of improving
the damping performance of a known inter-area network oscillation mode between the
(South-) Western Cape and the North-Eastern Mpumalanga regions. The most cost
effective method of damping out these low frequency oscillations is through the use of
power system stabilizers. The damping performance of the inter-area oscillation mode
of concern was achieved through re-designing the power system stabilizer parameters for
stabilizers currently installed within the Eskom network. The designed power system
stabilizers were then tested under various network contingencies to ensure that their
performance was optimal over a wide range of system conditions.
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Chapter 1
Introduction
1.1 Background
The human growth rate over the last century has been unprecedented and has had a
large impact on all of the main sectors contributing directly to the growth of economies
around the world, these sectors being agriculture, industries, commercial, residential and
transport. With the global population forecast to increase by twenty five percent (25%)
by the year 2040 [25], all sectors within the economy will experience large amounts of
growth hence increasing energy demand globally. According to a study presented in [25],
the energy demand between 2010 and 2040 is expected to double. This will be driven by
developing countries around the world such as China and India with Africa also playing
a more prominent role on the global markets.
Within the energy sector itself there are a host of challenges which delay and prevent
the growth of the electric network, such as transmission line right of way, high-cost
capacity expansion projects and the move away from traditional fossil fuel power plants.
These compounded factors force the electric network to operate much closer to its original
design limits and reduce the operational security of the network. The consequence of such
operating conditions is reduced operational grid security which could lead to increased
grid instability or grid blackouts similar to those experienced in North America (2003)
[26, 27], India (2012) [28] and South Africa (2007) [29].
The estimated loss of revenue during the blackouts which plagued South Africa was R50
billion [29]. While the drive in the energy sector is to ensure reduced emissions from
fossil fuel power plants and increased usage of renewable energy sources, it has also be-
come more important to optimize the existing network infrastructure namely generation,
transmission and distribution. The research work carried out within this dissertation
solely focuses on the optimization of the generation part of the power network.
Power system networks are among the most complex structures invented by man. They
are highly non linear and dynamic systems. Power networks are continuously subjected
to disturbances in the form of load fluctuations, various network faults, equipment out-
ages, etc. Hence it is vital that power systems are able to remain stable for most network
operating conditions, topologies and contingencies. Reference [11] gives the most widely
accepted definition of power system stability:
“Power system stability is the ability of an electric power system for a given
initial operating condition, to regain a state of operating equilibrium after
1
being subjected to physical disturbance, with most system variables bounded
so that practically the entire system remains intact”
1.2 Introduction to Power System Stability
The earliest documented cases of power system instability were recorded as early as in
1920 [1, 5]. These were observed as spontaneous, sporadic oscillations and generator
hunting [1]. These were mitigated by using damper windings in generators and turbine-
type prime movers with desirable torque-speed characteristics. Power system stability
has since evolved into a very specific field and discipline which encompasses a host of
specific stability challenges which are faced in modern-day power systems. Figure 1.1
shows the universally accepted classification of power system stability as given in [11].
Generator rotor angle stability is defined as the ability of synchronous machines to
remain in synchronism with one another after being subjected to a disturbance, while
operating in an interconnected power system [11].
Depending upon the type of disturbance to which the power system is subjected, the
response of the generator rotor angle may be described as either transient stability or
small signal stability (also known as dynamic stability). Transient stability of a power
system is defined as the ability of the power system to remain in synchronism after being
subjected to a severe disturbance. Large disturbances may be classified as disturbances
which result in large generator rotor angle fluctuations. Conditions which give rise to
such operating conditions are normally fault conditions on the grid, large fluctuations of
load on the grid, etc. In order to assess whether a power system is transiently stable, it
is vital that the initial operating state of the power system and the severity of the fault
condition are known and assessed, as transient stability is highly dependent on these
conditions [5, 11].
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Figure 1.1: Classification of power system stability adapted from [11]
Transient instability in power systems is usually observed as aperiodic angular separa-
tion between one or a few synchronous generators within the power system after being
subjected to a severe disturbance. This is due to a lack of synchronizing torque within
the system and manifests as generator first swing instability [5, 11]. In large networks,
transient instability may not always be observed as first swing instability associated
with one particular power system mode. In some instances it may be as a result of the
superposition of slower acting inter-area modes or local plant swing modes which result
in large rotor angle excursions beyond the first swing [5].
Transient instability may also be as a result of non-linear effects affecting a particular
swing mode resulting in transient instability well beyond the first swing [11]. Hence the
time frame of interest in the study of transient stability phenomena may be three to five
(3 to 5) seconds in radial power systems which are not highly meshed and dominated
by poorly damped inter-area modes. In such networks the time frame of interest ranges
from ten to twenty (10 to 20) seconds.
Small Signal Stability (SSS) in power systems is defined as the ability of a power system
to remain in synchronism for small disturbances. “Small disturbances” in this context
are classified as disturbances which are small enough to allow the system equations to
be linearized about an operating point [5]. As the number of interconnections between
power systems of various countries has grown, stability challenges affecting power sys-
tems have also become prominent, with SSS being one of the main challenges limiting
3
the power transfer capabilities of some interconnections. Reference [30] gives various
cases of utility experience with small signal instability resulting from various intercon-
nections. Similar to transient stability, in order to assess whether a network will be SSS
after being subjected to a disturbance, the initial system operating conditions must be
known and the exact disturbance acting on the power system must also be known [11].
SSS constraints in power systems may manifest in two ways, as shown in Figure 1.1,
namely non - oscillatory instability and oscillatory instability:
1. Non-Oscillatory Instability (Aperiodic Instability): results from an increasing rotor
angle due to a lack of sufficient synchronizing torque (also known as drifting), this
has been eliminated through the use of continuously acting Automatic Voltage
Regulators (AVRs) installed on most generators as of the 1960s [1].
2. Oscillatory Instability: results from a lack of sufficient damping torque within
the power system and often manifests as growing rotor angle oscillations or non-
decaying or sustained rotor angle oscillations.
1.3 Electromechanical Oscillation Modes in Power Systems [1, 2]
The various electromechanical oscillation modes which are associated with oscillatory
instability are shown in Figure 1.1 and these are:
1. Local Plant Oscillation Modes
2. Inter-area Oscillation Modes
3. Control Oscillation Modes
4. Torsional Oscillation Modes
5. Intra-plant Oscillation Modes.
1.3.1 Local Plant Oscillation Modes
In this mode, a single generator oscillates against the rest of the power system. The power
system can be viewed as an infinite bus (constant voltage and constant frequency). When
a generator is delivering power into an infinite bus via a long radial line, or through a
high impedance, it will be highly susceptible to local plant mode oscillations [18]. The
typical oscillation frequency of local plant modes ranges from 0.9Hz to 2.0Hz. Local plant
mode oscillations generally tend to be well damped by the power system [18]. Figure 1.2
adapted from [2], shows a simplified single generator unit connected to an infinite bus
through a step up transformer and a transmission line, the typical oscillation frequency
for local mode oscillations is also shown.
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Figure 1.2: Local plant oscillation mode adapted from [2].
1.3.2 Inter-area Oscillation Modes
Inter-area oscillation modes involve coherent groups of generators within a particular
area oscillating against other coherent groups of generators within another area of the
power system. When particular areas or power systems are connected together through a
relatively weak transmission system, the areas will oscillate with respect to one another.
The oscillations result from an energy exchange between the two areas. The energy
exchange occurs in a cyclical manner with the oscillation frequency ranging from 0.2Hz
to 0.9Hz. Figure 1.3 adapted from [12, 2] shows a simplified representation of the inter-
area phenomena, whereby generators in Area 1 behave coherently and similarly the
generators in Area 2. The two areas are connected via two relatively weak transmission
lines resulting in poorly damped inter-area oscillations between Areas 1 and 2
HztoHz 9.02.0
Figure 1.3: Inter-area oscillation modes, adapted from [12, 2].
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1.3.3 Control Mode Oscillations
Control mode oscillations in power systems, arise as a result of poorly tuned controllers
and also as a result of complex interactions of various power system components. The
various system components which give rise to poorly damped control modes in power
systems are:
1. Poorly tuned Static Var Compensator (SVC) controllers [31]
2. Poorly tuned High Voltage Direct Current (HVDC) controllers [1]
3. Poorly tuned generator Automatic Voltage Regulator (AVR) controls
4. Poorly tuned governor control loops
5. Cyclical non - linear loads interacting with tap changing transformers in a complex
manner [18, 32].
Figure 1.4 shows a simplified oscillation power system with all of the various components
which give rise to poorly damped control modes in power systems highlighted. The
typical oscillation frequency associated with control modes ranges from 0.02Hz to 0.09Hz.
Poorly damped control mode oscillations may also be as a result of various control
systems interacting with one another through the power system in a complex manner.
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Figure 1.4: Simplified power system showing components and systems which give rise to
control mode oscillation in power systems.
Governor Control Loops
Generator governor control systems operate so as to minimize frequency deviations in
power systems by adjusting the prime mover so as to control the speed deviations and
hence frequency of the power system. The governors at any particular power plant
have a set droop characteristic which allows the generators to share power system load
according to their respective sizes [18]. Incorrect governor control settings on any one of
the units in a power plant would result in the generators competing for load changes in
the power system, hence giving rise to power oscillations with a frequency in the control
mode oscillation range.
High Voltage Direct Current (HVDC) Controllers
HVDC controllers can cause frequency and power oscillations in power systems. It is
vital that the HVDC control system operation is well coordinated with the AC network
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generation levels at the rectifier and the inverter ends. Through modulating the active
power at the rectifier end, HVDC systems can add damping into the AC network.
Static Var Compensator (SVC) Controllers
SVC controllers, if not tuned properly, can cause voltage oscillations at critical buses
within the power system. When disturbances within the grid occur, the SVC response
affects the bus voltages, exciting the oscillation modes further and hence exacerbating
oscillations in the grid. Similarly the SVC can also add damping in power systems
through the use of a supplemental controller and supplemental input signals [30].
Generator Automatic Voltage Regulator (AVR) Controller
The use of continuously acting voltage regulators in order to control generator termi-
nal voltages was initially adopted in the 1940s and 1950s. This greatly improved the
operating steady-state limits but it was soon evident that this was detrimental to low
frequency oscillations, which were observed to be persistent and poorly damped [30].
The use of high-gain excitation systems improved the transient stability of power sys-
tems and has also improved the steady-state stability limit of units connected to very
long radial transmission lines. But they have also proved detrimental to SSS as they
reduce the damping effect introduced by synchronous generators [30]. Hence in tuning
the AVR it is important that the exciter gain is chosen so as not to significantly reduce
the inherent positive damping of the generator.
Cyclical Loads interacting with On-Load Tap Changing Transformers
Within a power system, cyclic loads are similar to power system oscillations. When large
loads are operated in a cyclical manner they will result in voltage oscillations seen within
the power system and On-Load Tap Changer (OLTC) transformers may operate so as to
try and restore power system voltages within an acceptable level which may exacerbate
the oscillations [32]. Hence it becomes vital that loads are modelled accurately in order
to understand their impact on system voltages and hence network oscillations.
1.3.4 Torsional Mode Oscillations
Torsional mode oscillations in power systems arise as a result of the interaction of the
mechanical (multistage turbine generator shaft) resonances and the electrical network
(series compensated line) resonances. Figure 1.5 shows a simplified multistage turbine-
generator shaft train. The mechanical resonances of the various turbine shafts can
interact with the series capacitor of the transmission line at the natural frequency of
the electrical network, hence giving rise to the resonance condition whereby the turbine
rotors can be damaged [33]. Reference [13] states that torsional mode oscillation fre-
quencies range from 4.0Hz and above but below synchronous frequency, while [1] states
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that the frequency range of interest is between 10Hz to 46Hz. Hence it would be pru-
dent to evaluate each case individually in order to determine the various turbine natural
frequencies.
sensorω
RV θ/∞
STV θ/
Figure 1.5: Simplified multistage turbine-generator shaft train and series compensated
electrical network.
1.3.5 Intra-plant Oscillation Modes
Intra-plant oscillations in power systems occur within a single power plant whereby the
units within the plant oscillate against each other. Figure 1.6 adapted from [2] shows a
simplified network with the generators at a power plant oscillating against one another.
The typical oscillation frequency range is 2.0Hz to 3.0Hz. Intra-plant oscillations can be
very poorly damped and at times can be excited by unit controllers interacting with one
another, e.g. poorly tuned governor controllers resulting in Intra-plant oscillations.
HztoHz 0.30.2
Figure 1.6: Simplified Intra-plant oscillations at a power plant, adapted from [2].
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1.4 Control of Power System Oscillations
It is essential to ensure that power system oscillations are controlled and damped effec-
tively in order to ensure that the reliability of the electric power system is not compro-
mised. In order to introduce the required damping into the power system, the control
of various power system parameters and variables is critical. There are various methods
which have been used to introduce damping into power systems. Reference [30] gives a
wide array of power system components which have been used to achieve this. Reference
[30] gives the following as some of the methods used in power systems to mitigate power
system oscillations:
1. Generator Voltage Regulation:
a) Through the use of continuously acting AVRs it was noted that transient
stability and steady state stability could be improved
b) After the introduction of continuously acting AVRs, power system oscillations
were noted to last much longer and to be predominant
c) Reference [30] presents a case where a high gain exciter in the Ontario power
system limited the power transfer of an interconnection within the network.
It was found that by reducing the AVR gain it was possible to improve the
damping of network oscillations.
2. Generator AVR Output Modulation:
a) It is possible to introduce positive damping into the network through the use
of supplemental control. Power System Stabilizers (PSSs) were designed in
the 1960s when it was noted that the use of continuously acting AVRs had a
detrimental effect on the damping of the network
b) PSSs were designed to act through the AVR and modulate the AVR voltage
output in order to implement the damping.
3. Generator Mechanical Power Control:
a) The use of hydro generators in power systems in order to introduce damping
is a well established practice. The fly-wheel effect of the hydro generator
provides appropriate modulation of the energy flow in the grid [30].
4. HVDC Control:
a) HVDC control systems can be used to increase the amount of damping in the
AC system. This can be done through modulation of the current order at the
rectifier end or through modulating both the current and the voltage order
at the inverter end [5].
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5. Modulating Shunt Admittance:
a) Modulating shunt admittance can be done through the use of a voltage regu-
lator, but the power oscillations observed on the network may still have poor
damping, hence supplementary controls may be needed.
b) References [5, 30] state that an SVC offers a very high degree of shunt admit-
tance modulation and the ability to add supplemental controls which allow
for sufficient introduction of the necessary damping into the power system.
6. Modulating Shunt Current:
a) Shunt current modulation in power systems was mainly thought to be for the
purposes of reactive power injection, but this concept is not only limited to
reactive power injection or control since active power control and injection is
also possible.
b) Static Compensators (STATCOMs) have the ability to allow for shunt current
modulation and this adds damping into networks.
7. Modulating Transfer Impedance:
a) The transfer impedance modulation in power systems is achieved through
the use of a Thyristor Controlled Series Capacitor (TCSC). Modulating the
impedance of a transmission line based on the dynamic network conditions
improves both the transient stability capability of the power system and can
also improve the SSS of the network.
b) The design of the TCSC controllers can be such that a specific oscillation
mode or a frequency range of interest is targeted [30]. The controller has
to be designed so as to ensure that specific targets are met, e.g. increasing
damping or increasing synchronizing torque.
8. Modulating Transmission Phase Angle:
a) The rapid modulation of the transmission phase angle can greatly enhance the
transient and SSS of a power system [30]. In power systems this is achieved
through the use of a Thyristor Controlled Phase Shifter (TCPS) or a Unified
Power Flow Controller (UPFC).
b) Modulating the transmission phase angle about an operating point or about
an equilibrium point with the appropriate feedback control can greatly en-
hance the SSS of the power system whereby oscillation modes with poor
system damping can be damped.
9. Modulating Load:
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a) Varying load center voltage in phase with local frequency variations produces
power system damping by superimposing damping torques on remote gen-
erators which are supplying the load centers [30]. In order for this concept
to work successfully reference [30] states that the various damping torques
produced must be in phase with the frequency difference across the power
system.
1.5 Research Motivation
The damping of power system oscillations has been studied by many researchers and
there exists a large pool of information on the subject. The application of various design
techniques and equipment to damp out power system oscillations has not been widely
applied within the power industry due to the lack of confidence and practical application.
But as the power system evolves and a new host of challenges arise, it becomes necessary
that some of these techniques are applied to real world power systems in order to increase
power system resilience and reliability.
Within the Eskom network there have been recent network incidents which have resulted
in unstable network conditions and power oscillations. Of particular concern in recent
network incidents has been the South-Western Cape and Mpumalanga, 0.65Hz oscillation
mode. In some incidents the oscillation mode has been found to have poor damping
which has resulted in sustained oscillations being observed at some power plants. Hence
it has become necessary that a thorough investigation into the instability incidents be
conducted and methods to improve operational and dynamic grid stability be proposed
using currently existing grid infrastructure. The last documented assessment of the
SSS of the Eskom network performed was presented in [34] which was done in 1996.
The network has since changed with new transmission lines and loads added onto the
network, affecting the network damping and SSS.
The research presented in this dissertation focuses on:
1. Assessing the current state of the SSS of the Eskom network in relation to the
instability incidents which have been observed
2. Recreating the instability incidents which have been observed on the network and
validating the simulated network response with measured data
3. Using currently existing grid controls and infrastructure to improve the damping
response of the network over a range of operating conditions.
References [5, 30, 35] state that PSSs are the most cost effective manner of introducing
damping into power systems; hence the research presented in this dissertation focuses
solely on the use of PSSs in the Eskom network in order to improve the SSS performance
of the network. With all modern AVRs implemented using microprocessor-based hard-
ware and the PSSs included in the control system, the challenge faced by power system
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operators is no longer one of power system stabilizer placement within the network but
one of optimal tuning to ensure good damping of all oscillation modes of interest. Hence
the main focus on improving the damping of the network in this dissertation is the op-
timal tuning of existing PSSs in order to achieve the desired damping response within
the network.
1.6 Goals and Objectives of the Research
In order to conduct the proposed research effectively, research questions were developed
to aid and guide the research, these are:
1. What is the current state of the Eskom network with regards to small signal sta-
bility?
2. What are the global effects of re-tuning PSSs which are currently installed so as
to achieve:
a) Effective local mode damping?
b) Effective inter-area damping?
3. Which conventional techniques would be the best suited for re-designing of the
PSS within the entire network so as to ensure optimal stability of the network?
4. Would it be beneficial to apply more advanced techniques to improve the stability of
the global network versus purely that which can be achieved through conventional
design techniques?
5. Investigating the optimal tuning of the PSSs within the Eskom network in order
to ensure minimum controller inter-action which may have negative effects on the
network stability.
A methodology was developed so as to aid in answering the proposed questions. The
methodology presented is modified to suit the desired outcomes of this study, the method-
ology is based on reference [36]. The proposed methodology is:
Step 1: Full network model verification [22, 21]
Before simulation models can be used it is important that they be validated and that they
are able to mimic actual network behaviour. The network model validation procedure
used is adapted from [22, 21] and is outlined as follows:
 Steady-state network assessment,
 Dynamic model response assessment,
 Integrated model response.
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The performance of the simulation model is validated using actual measurements. Grid
incidents which have been identified as having poor damping will be recreated using
simulation and the model validated through linear analysis and non-linear time domain
simulation.
Step 2: Eigenvalue study and step input response study for individual
generator units
In order to study the network instability incidents, it is vital to ensure that all genera-
tor units which have been identified as important in this study are modelled accurately
and that the behaviour of each of these simulation models is verified with actual mea-
surements. In order to verify each of the generator controllers of concern in this study,
namely AVR and PSS, the generators of concern will be tested individually at no load
and connected to an infinite bus. The Single Machine Infinite Bus (SMIB) tests results
of importance in this step are:
 The system eigenvalue solution, with and without the original stabilizers,
 Through the assessment of the Generator, Excitation system and Power system
transfer function, (GEP (s), phase lag of system), calculate preliminary values of
the PSS phase lead requirement,
 Calculating the time constants and the gains of each PSS, assuming that each of
these is derived from the generator rotor speed,
 Calculating each of the PSS gains such that the electromechanical mode to be
damped has a minimum damping factor of 10% (ζ = 0.1),
 Calculating the PSSs gain, so that the exciter mode presents a damping factor
greater than 15% (ζ = 0.15),
 In order to verify that the PSS gain is not too high, analyse the step response
functions 4VT (s)4VREF (s) and
4PT (s)
4PREF (s) , with and without the PSS. The function step
response analysis will indicate the improvement introduced by the stabilizer,
 Analysis of the effect of tuning the PSS on the reactive power output of the gener-
ators in order to ensure that the PSS gain is not too small. This will be achieved
through analysis of 4QT (s)4PREF (s) with and without the PSS.
This is a crucial step and will ensure minimization of any controller and generator errors
within the model. This step will also ensure good PSS preliminary values are selected.
Step 3: Assessment of three base case scenarios
The tuned controller performance has to be assessed for a host of conditions in order to
ensure that the PSS is able to meet the set objectives for each of the conditions identified.
The steps which will be carried out to achieve this goal are:
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 Establish the minimum damping values for all of the oscillatory modes, with em-
phasis on the most critical modes identified in Step 2. The experience presented
in [30] will be used to aid the process. Set minimum damping values for a chosen
base case, for an N-1 case and also for an N-2 case. All other modes associated
with other controllers must have a minimum damping which must also be pre-
determined based on experience presented in [30]
 In order to ensure that all oscillation modes associated with the generators of
interest are within the required damping range determined, the eigenvalue solution
of the entire system will be computed
 Insert the various PSSs one at a time or all simultaneously, according to the ranking
established in Step 2 for each PSS established through the analysis of the transfer
function ∆ω(s)4PREF (s) at the oscillation mode of interest. For the parameters used
for each PSS determined in Step 2, each PSS is then tuned so as to minimize the
dominant oscillation mode of interest at that location
 Each PSS which has been re-tuned must be verified to ensure that it damps the
identified oscillation mode without affecting any other oscillation modes in an
adverse manner
The design of each of the PSSs will be carried out independently for all of the chosen
base cases. One of the main goals in the design process of the PSSs will be to ensure a
robust controller performance.
Step 4: Coordinated tuning and optimization of PSSs
Coordinated design of the PSSs is essential for all of the critical modes identified in Step
2. This will be ensured through the accurate modeling of the power system performed
in Step 1. The steps to be carried out for coordinated tuning are:
 Accurate design of the PSS will be ensured by determining the departure angle of
the root locus for each of the dominant poles of the transfer function ∆ω(s)4PREF (s) . In
order to ensure that the PSS gain is satisfactory, the root locus of these specific
poles will be determined for a variable gain.
 Through coordinated design, parameters of the PSS may be changed in order to
ensure the optimal performance of the various PSSs.
A change to the PSS of a power plant, which impacts the inter-area modes, may affect
the performance of stabilizers at other power plants. Hence it is vital that all modes
within which the generators of interest participate remain stable and are sufficiently
damped.
Step 5: Robustness assessments of the re-tuned PSS
The minimum criteria of the damping values determined through case studies presented
in [30] is to be analysed for all contingency cases identified in Step 3. Within each
15
scenario identified in Step 3, the critical modes of interest must have sufficient damping
for all contingency cases. The steps to be carried out to assess the robustness of the
tuned PSSs are:
 Assess PSS performance for scenarios with depressed transmission voltages, as
oscillation damping is sensitive to this variable as stated in Step 2 [36, 37]
 If the identified mode is not damped effectively (below criteria), the PSS which is
responsible for damping of that mode will be re-tuned for that specific scenario.
The new parameters will then be used for all the chosen base cases and the per-
formance of the system evaluated
Analysis of the selected scenarios identified in Step 3 will be used to determine the
impact on the damping of major system modes with:
 Different load modeling (other than constant current, used in all the studies)
 Stabilizer parameter deviations
 The loss of the stabilizer action in critical power stations
Step 6: Non-linear time domain assessment for large signal disturbances
After re-designing of the PSS it is essential to ensure that the large signal disturbance
(transient) stability of the network is not compromised. In order to ensure that the
transient stability of the network is not compromised, the following analysis will be
carried out:
 Based on contingencies identified in Step 3, a transient stability assessment of the
network will be carried out and if necessary the stabilizer limiters will be adjusted
and the impact of the limit adjustment on the non-linear time domain response
will be assessed
 Due to the limits imposed and other system factors which restrict the full opera-
tion of the PSS, a minimum reduction on the damping on the transient stability
simulation must be set
 Within the full network model, applying a small step disturbance (mechanical
power) to plants which oscillate in anti-phase for the oscillation modes of concern
If the transient stability performance of the power system is compromised by the tuned
PSS it may be necessary that the PSS be re-tuned so as to reduce the amount of phase
compensation introduced [16].
1.7 Thesis Outline
The research presented in this dissertation is organized as follows:
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Chapter 1
A general background is presented on the impact of power systems on society and the
challenges facing power system engineers with emphasis on power system stability. A
brief introduction to power system stability is presented with a focus on rotor angle
stability and the classification of various electromechanical modes which arise in power
systems and the various components which affect these modes. The control of the var-
ious electromechanical modes and the equipment used in power systems, the research
motivation and the goals which are to be achieved based on the research questions which
were constructed and the methodology which will be used to carry out the research will
be presented.
Chapter 2
This chapter presents the concept of power systems represented using mathematical
descriptions and the various components and systems within power systems which are
important in small signal stability analysis. Fundamental theory associated with small
signal stability analysis is presented and various other fundamental concepts are intro-
duced and developed. The excitation control system of power plants which are to be
analysed in the dissertation are presented and analysed. The use of a single machine
infinite bus model in the assessment of excitation control systems as presented in [7] is
analysed and extended using the concepts presented in [38].
Chapter 3
This chapter presents a review of the electromechanical modes of concern within the Es-
kom network, with a focus on the inter-area oscillation modes, in particular the South-
ern African Power Pool network oscillation mode and the (South-) Western Cape -
Mpumalanga oscillation. The detailed Eskom network model is validated through the
use of steady-state and dynamic network parameters and measurements. Network con-
trollability and participation factors are analysed using network incidents and these are
compared with the simulated network parameters. Open loop and closed loop measure-
ments are then used to validate the excitation control system performance of one of the
generators within the Eskom network. These are compared with the simulated model so
as to optimize the model.
Chapter 4
This chapter presents the tuning of power system stabilizers. Various methods are
presented and three methods which are the most commonly used in industry for the
tuning of power system stabilizers are applied. Eigenvalue assessment along with non-
linear time domain simulation methods are used to verify the performance of the tuned
power system stabilizer. The impact of the tuned stabilizer on the generator response is
also analysed and the methods which have the least adverse effect on the generator are
chosen for further analysis.
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Chapter 5
Various network contingencies are presented in this chapter. The use of advanced meth-
ods in order to determine exact paths which the inter-area oscillation modes of concern
travel within the network is presented, and the persistence of these paths is also analysed.
The corridors which are found to have the highest content of the inter-area oscillation
energy are analysed. The impact of load dynamics on the oscillation mode damping per-
formance is analysed by introducing a dynamic component into all of the loads within
the detailed Eskom network. The total composition of the load is such that it has a
dynamic component of approximately 22.5% of the total load content. The designed
stabilizers are then assessed within each of the various contingencies identified in order
to assess the improved performance which the power system stabilizers offer.
Chapter 6
This chapter presents the conclusions deduced from the results obtained in the various
chapters and also presents various suggestions for future research.
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Chapter 2
Small Signal Stability Analysis in Power Systems and
Modelling Techniques - Literature Review
2.1 Introduction
Power systems can be modelled mathematically through the use of algebraic and dif-
ferential equations [37, 4]. In carrying out SSS studies, the disturbance acting on the
power system is considered to be sufficiently small that the system equations can be
linearized about the operating point while still yielding an accurate solution [11]. In
linearizing the power system equations about an operating point, the power system be-
havior can be represented using derived state variables and redundant system variables
can be eliminated. Power system component models which are considered in the anal-
ysis of SSS and the justification for the exclusion of certain system components in the
analysis are presented. The main components which are considered as important in SSS
studies are:
 Synchronous generators,
 Excitation Control Systems (ECS),
 Power System Stabilizers (PSSs),
 System loads.
Dynamic component models which have a large impact on SSS, namely synchronous gen-
erators, excitation control systems and PSSs are verified through actual measurements.
Modal analysis of power systems is a very well defined and accepted practice. It is well
known that the use of non-linear time domain simulations for SSS assessment can be
deceptive as unstable modes cannot be identified and depending on the system signals
being studied, instability may not be observed [30]. A simple Single Machine Infinite
Bus (SMIB) model is analysed and modal analysis is used, and this is also extended
to multi-machine power systems in order to study the characteristics of multi-machine
power systems through analysis of system eigenvalues, left and right eigenvectors, par-
ticipation factors, modal observability and controllability are determined.
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2.2 Power System Component Modeling
2.2.1 Synchronous Machine Model [3, 4]
There are numerous sources of electromechanical oscillation modes in power system as
stated in Chapter 1. These oscillations involve the exchange of energy between various
components within the grid through the transmission network. Synchronous machines
can serve as a source or a sink of oscillation energy within a power system network. The
interaction of synchronous machines with various modes within a power system must be
modelled accurately to ascertain the exact response and impact of the oscillations on the
synchronous machines. Synchronous machines may be modelled with varying degrees
of complexity depending on the various studies which are conducted and the level of
accuracy required for the studies being conducted. It has become accepted practice
to model synchronous machines which are involved directly in the oscillation mode of
concern using a relatively detailed machine model (6th order model or higher) and the
rest of the synchronous machines using the classical machine model (4th order model).
The synchronous machine models used throughout the dissertation are 6th order models
unless it is explicitly stated otherwise.
Figure 2.1 adapted from [3] shows a cross section of a generator with the various windings
and labelled axes. This model is characterized by the presence of the sub-transient com-
ponents of the various generator reactances and voltages. Synchronous machine models
can be represented mathematically by various equations which describe the electromag-
netic behaviour of the rotor, the motion of the rotor, and the stator voltage equations.
The generator shown in Figure 2.1 shows a three-phase generator with a three-phase
stator armature winding (a, b, c), rotor field winding (f ) and two damper windings,
one in the d-axis (D) and one in the q-axis (Q).
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Figure 2.1: Schematic cross section of synchronous machine windings and their axes,
adapted from [3].
The following assumptions are made in the derivation of the mathematical model [3]:
1. The three-phase stator windings are symmetrical.
2. The capacitance of all windings can be ignored.
3. Each of the distributed windings may be represented by a concentrated coil.
4. The inductance of the stator windings due to rotor position is sinusoidal and does
not contain higher harmonics.
5. Hysteresis losses are negligible but the influence of eddy currents can be included
in the model of the damper windings.
6. In the transient and sub-transient states, the rotor speed is near synchronous speed
(ω ≈ ωS).
7. The magnetic circuits are linear and the inductance does not depend on the current
flowing.
Analysis of Figure 2.1 shows that the voltage matrix equation for all the windings can
be obtained as:
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
vA
vB
vC
· · ·
vf
0
0

=

RA 0 0
... 0 0 0
0 RB 0
... 0 0 0
0 0 RC
... 0 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0
... Rf 0 0
0 0 0
... 0 RD 0
0 0 0
... 0 0 RQ


−iA
−iB
−iC
· · ·
if
iD
iQ

+ p

ΨA
ΨB
ΨC
· · ·
Ψf
ΨD
ΨQ

(2.1)
- where (p = ddt) is the differentiation operator, and the flux linkage (Ψ) of each winding
can be given in terms of the various self inductances and mutual inductances of the
synchronous machine:

ΨA
ΨB
ΨC
· · ·
Ψf
ΨD
ΨQ

=

LAA MAB MAC
... MAf MAD MAQ
MBA LBB MBC
... MBf MBD MBQ
MCA MCB LCC
... MCf MCD MCQ
· · · · · · · · · · · · · · · · · · · · ·
MfA MfB MfC
... Lff MfD MfQ
MDA MDB MDC
... MDf LDD MDQ
MQA MQB MQC
... MQf MQD LQQ


−iA
−iB
−iC
· · ·
if
iD
iQ

,
or
ΨABC· · ·
ΨfDQ
 =

LS
... MSR
· · · · · · · · ·
MRS
... LR

−iABC· · ·
ifDQ
 (2.2)
- where LS is the sub-matrix of the stator self and mutual inductances. Similarly
LR is a submatrix of the rotor self and mutual inductances. MRS is a submatrix of the
rotor to stator mutual inductances. Similarly MSR is a sub-matrix of the stator to rotor
mutual inductances.
Based on the assumptions it can be shown that Eq. (2.2) is symmetrical. Analysis of
Figure 2.1 shows that the reluctance of the magnetic circuit for the windings varies as
a result of rotor position; hence the various stator inductances (LS) and stator to rotor
mutual inductances (MSR andMRS) of the machine are a function of rotor position.
Eq. (2.2) is a time varying differential equation which is computationally intensive; hence
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to convert these into time invariant equations, Park’s modified equations are used. At
any instant of time the rotor position relative to the stator reference (phase A chosen
as the reference phase), can be described by the angle (γ) as shown in Figure 2.1. All of
the various machine parameters, currents, voltages, reactances, flux linkages etc. can be
transformed from the stator reference frame (a, b, c) into the (d, q, 0) reference frame
by projecting one reference frame onto the other through the trigonometric functions of
γ. It can be shown that the various self and mutual inductances of the machine can be
expressed using the (d, q, 0) reference frame by transforming Eq. (2.2) to:

Ψ0
Ψd
Ψq
· · ·
Ψf
ΨD
ΨQ

=

L0 0 0
... 0 0 0
0 Ld 0
... kMf kMD 0
0 0 Lq
... 0 0 kMQ
· · · · · · · · · · · · · · · · · · · · ·
0 kMf 0
... Lf MfD 0
0 kMD 0
... MfD LD 0
0 0 kMQ
... 0 0 LQ


−i0
−id
−iq
· · ·
if
iD
iQ

(2.3)
- where k =
√
3
2 . Eq. (2.3) can be rewritten as three independent sets of equations
as follows:
Ψo = Loio (2.4)
ΨdΨf
ΨD
 =
 Ld kMf kMDkMf Lf LfD
kMD LfD LD

−idif
iD
 (2.5)
[
Ψq
ΨQ
]
=
[
Lq kMQ
kMQ LQ
] [
−iq
iQ
]
(2.6)
Eq. (2.4) to Eq. (2.6) describe three sets of magnetically coupled windings. The windings
are shown in Figure 2.2 adapted from [3]. Each set of windings is independent of the
others in that there is no magnetic coupling between the sets of windings. The (f and
D) windings shown in Figure 2.2 and also given by Eq. (2.5) represent the actual field
and damper windings of the rotor, and (d) winding is a fictitious winding which rotates
with the rotor and represents the effect of the three-phase stator winding in the d-axis
of the rotor.
23
ωFigure 2.2: Three sets of fictitious windings perpendicular to one another representing
synchronous machine windings, adapted from [3].
The two windings on the q-axis shown in Figure 2.2 (Q and q) also given by Eq. (2.6)
represent the actual damper winding on the rotor. Where (q) is a fictitious winding
which represents the effect of the three-phase stator winding on the q-axis. Eq. (2.4)
depicted on the 0-axis as shown in Figure 2.2 represents the third winding which is
made up of a single coil which is magnetically decoupled from all other windings. It
must be noted that the current flowing in this winding is zero.
The synchronous machine transient and sub-transient parameters can also be represented
accordingly using the d and q axes, the machine terminal voltage can similarly be
represented using the d and q axes as given by:
[
Vd
Vq
]
=
[
E
′′
d
E
′′
q
]
−
[
R X
′′
q
−X ′′d R
] [
Id
Iq
]
(2.7)
The equivalent generator circuit showing the d and q axes terminal voltages using the
various sub-transient reactances is shown in Figure 2.3 adapted from [3]. The differential
equations describing the various d and q axis sub-transient and transient voltages are
given by Eq. (2.8) to Eq. (2.11).
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( )'qq XX − ( )''' qq XX − ( )''qX qI
'
dE
''
dE dV
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fE
'
qE
''
qE
( )'dd XX − ( )''dX
qV
dI
+
_
( )''' dd XX −
Figure 2.3: Synchronous machine equivalent circuits with resistances neglected, showing
q and d axis terminal voltages, adapted from [3].
T
′′
doE˙
′′
q = E
′
q − E
′′
q + Id
(
X
′
d −X
′′
d
)
(2.8)
T
′′
qoE˙
′′
d = E
′
d − E
′′
d − Iq
(
X
′
q −X
′′
q
)
(2.9)
T
′
doE˙
′
q = Ef − E
′
q + Id
(
Xd −X ′d
)
(2.10)
T
′
qoE˙
′
d = −E
′
d − Iq
(
Xq −X ′q
)
(2.11)
Eq. (2.8) to Eq. (2.11) describe the change of the synchronous machine electromotive
forces (emfs) as the flux linking the various rotor circuits change with time. In order
to fully describe the sixth order model of a synchronous machine, the speed and rotor
angle deviations must be included with Eq. (2.8) to Eq. (2.11). Hence the inclusion of
Eq. (2.12) and Eq. (2.13) (values now in per unit) fully describes the behaviour of a sixth
order synchronous machine.
∆˙ω = 12H (PM − PE − PD) (2.12)
∆˙δ = ωS (ω − 1) (2.13)
2.2.2 Excitation Control System Model
A number of different excitation control systems are used in industry, with each spe-
cific system differing from one manufacturer to the next. Figure 2.4 adapted from [13]
shows a simplified block diagram representing the Excitation Control System (ECS),
the excitation system and the synchronous machine voltage regulator also known as the
Automatic Voltage Regulator (AVR).
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Figure 2.4: Block diagram of an excitation control system, adapted from [13].
Figure 2.5 adapted from [14] shows a more detailed block diagram of a synchronous ma-
chine ECS. The chief aim of this section is to present an analysis of the ECS which
forms the predominant ECS for most of the generators which are treated throughout the
dissertation. Generally in SSS studies the effects of limiters, namely Over-Excitation
Limiters (OELs), Under-Excitation Limiters (UELs) and Volts/Hertz (V/Hz) limiters
are ignored, and most SSS commercial software packages do not handle the inclusion
of generator limiters in the system eigenvalue solution [39]. Hence the effects of OELs,
UELs and V/Hz limiter will also be ignored in the analysis carried out in this disserta-
tion.
Figure 2.5: General block diagram of synchronous machine excitation control system,
adapted from [14].
Figure 2.6 adapted from [15], shows a simplified computer representation of the excitation
system which forms part of the main ECS which is used throughout the dissertation.
Figure 2.6 (a) represents the synchronous machine automatic voltage regulator and (b)
the main exciter model. The operation of the excitation system is identical to that
depicted in Figure 2.4, whereby the AVR output is fed to the synchronous machine rotor
field winding via an exciter.
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Figure 2.6: Computer representation of the UNITROL 5000 AVR, adapted from [15].
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The AVR shown in Figure 2.6 has three operating states which are governed by the oper-
ating condition of the generator. Each operating state follows a different compensation
path through the AVR:
1. Normal Path: This path is the path which is used as the compensation path within
the AVR as long as the operating point of the generator is well within the defined
loading capability chart of the synchronous machine. This path is highlighted in
Figure 2.6 (a).
2. UEL Path: This path is the main path which is used for compensation within
the AVR when the synchronous machine operates in the under-excited state. The
logic circuitry shown in Figure 2.6 (a) selects the appropriate AVR compensation
channel based on the input from the UEL. The UEL path is highlighted in (a).
3. OEL Path: Similarly this is the path which is used for compensation within the
AVR when the synchronous machine operates in the over-excited state. The logic
circuitry shown in Figure 2.6 (a) selects the appropriate AVR compensation chan-
nel based on the input from the OEL. The OEL path is highlighted in (a).
The OEL and UEL compensators act as transient gain reducers, ensuring that the overall
AVR gain is reduced under certain operating conditions thus ensuring that the ECS is
not destabilized by the AVR high gain. Each of the compensation paths within the
AVR was analysed for each of the scenarios presented within the dissertation. The
transfer function, of the plant was derived from the AVR drawing as shown in Figure 2.6
(a), Y (s)UT (s) where Y (s) represents the AVR output and UT (s) represents the machine
terminal voltage input. A simplified transfer function, whereby the logic control circuitry
is ignored, can be represented by Eq. (2.14) to Eq. (2.16) for each of the various AVR
control modes:
Y (s)
UT (s)
=
[ 1
1 + sTR
] [
KR
(1 + sTC1
1 + sTB1
)(1 + sTC2
1 + sTB2
)]
(2.14)
Y (s)
UT (s)
=
[ 1
1 + sTR
] [
KR
(1 + sTUC1
1 + sTUB1
)(1 + sTUC2
1 + sTUB2
)]
(2.15)
Y (s)
UT (s)
=
[ 1
1 + sTR
] [
KR
(1 + sTOC1
1 + sTOB1
)(1 + sTOC2
1 + sTOB2
)]
(2.16)
.
Figure 2.7 shows the Bode plots for each of the AVR paths (UT to AVR output), the
parameters used for the AVR are given in Appendix A.
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The simplified block diagram shown in Figure 2.6 was used to derive the Bode plot of
the excitation system (AVR and exciter) for each of the AVR controller paths (Normal
path, UEL path and OEL path) for the path (UT to EFD). The parameters used for
the excitation system are presented in Appendix A.
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2.2.3 Power System Stabilizer
The main aim of a Power System Stabilizer (PSS) is to improve the stability and the
dynamic performance of the power system. It does this by introducing a component
of electrical torque in phase with the generator rotor speed deviations hence resulting
in the introduction of a damping torque [5]. The PSS signal is input into a summing
junction in the AVR in a similar manner to that shown in Figure 2.6. There are various
types of structures which are used to implement PSSs, each with its own advantages
and disadvantages based on the application and technical constraints of each individual
case. Reference [14] presents the four types which are the most commonly used within
industry.
Three of the stabilizer structures are based on the simplified PSS representation shown in
Figure 2.9. The simplest PSS structure has a single input (PSS1A), where the stabilizer
input can be power, frequency or rotor speed. This is fed through a high-pass washout
filter in order to ensure that the PSS has no effect when no disturbance is present. For two
input type PSSs (PSS2A or PSS2B) the filters have an additional role of synthesizing the
desired control signal, which is normally rotor speed. The role of the phase compensator
is to provide the necessary amount of phase lead which has to be introduced through the
PSS, to compensate for the phase lag introduced by the generator field, exciter and the
power system. The gain serves to amplify the signal which is then limited in order to
ensure that it does not have an adverse impact on the generator terminal voltage [16].
1U
2U
PSSU
Figure 2.9: Simplified block diagram representation of a typical Lead-Lag type power
system stabilizer.
The final type of PSS has a structure which operates as three single-input PSSs in
parallel (PSS4B), whereby each of the loops within the PSS is used to target a specific
frequency of interest in the power system and the various outputs are summed together
yielding the final PSS output.
2.2.3.1 Theoretical Basis of Power System Stabilizer Operation
When a power system is subjected to a disturbance acting on the network, the electrical
torque (TE) of the synchronous machines is perturbed and the imbalance between the
electrical and mechanical torque acting on the rotor results in oscillations. These oscilla-
tions can be described conceptually by splitting the resultant electrical torque deviation
∆TE into two components as follows [7, 5]:
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∆TE = TS∆δ + TD∆ω (2.17)
where:
TS∆δ represents the generator synchronizing torque component
TD∆ω represents the generator damping torque component.
The synchronizing torque component can be viewed as the torque component which
serves to hold the generator rotor in synchronism with the rotating field of the stator.
The synchronizing torque component plays a very important role in ensuring the tran-
sient stability of a power system following a large disturbance. When the power system
is subjected to a small disturbance, the synchronizing torque component determines the
frequency of oscillation [7]. The damping torque component determines the rate of decay
of the oscillations which arise as a result of the disturbances acting on the power system.
Damping torque analysis is crucial in small signal stability analysis of power systems.
The analysis of the stability of synchronous machines under small perturbations is based
on the work presented in [7]. In analyzing the electromechanical low frequency oscilla-
tions in power systems, both the electrical and the mechanical generator loops have to
be considered. Figure 2.10 (a) shows a simplified Single Machine Infinite Bus (SMIB)
model used to describe how oscillations in power system are controlled. As previously
stated, when a power system is subjected to a small disturbance there is an immediate
imbalance of the instantaneous electrical and mechanical torques, (TE) and (TM ). This
imbalance results in rotor speed deviations (∆ω), generator load angle deviations (∆δ)
and electrical output power deviations (∆PE). In order to dampen the oscillations re-
sulting from the disturbances, the amount of damping introduced by the generator has
to be sufficient. Analysis of Eq. (2.17) shows that in order to increase oscillation energy
damping, a torque component in phase with generator speed deviations produces the
desired effect of increased positive damping.
The PSS must compensate for the phase and gain characteristics of the plant through
which it must act, which consists of the Generator, Excitation system, and Power sys-
tem (GEP(s)). Figure 2.10 (a) shows a representation of the components which are
considered in the analysis of GEP(s). Figure 2.10 (b) adapted from [16] shows a simpli-
fied representation of the SMIB block diagram depicting the relationships between the
various ECS variables.
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Figure 2.10: Single Machine Infinite Bus Model, adapted from [16].
Eq. (2.17) can be represented schematically as shown in Figure 2.11. The electrical torque
is decomposed into its various components and the phase lag of GEP(s) represented by
θLAG.
LAG
D
S
E
Figure 2.11: Generator electrical torque deviation decomposition.
The phase lag of the transfer function GEP(s), must be compensated for by the intro-
duction of a PSS. Figure 2.12 shows a simplified SMIB model with a PSS, compensating
for the gain and phase characteristic of the GEP (s) transfer function.
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Figure 2.12: Single Machine Infinite Bus Model with PSS adapted from [16].
The PSS introduces a torque component in phase with the speed deviation which acts on
the rotor circuit and hence damps the rotor oscillations. Figure 2.13 shows the generator
electrical torque decomposition. ∆TPSS is the electrical torque introduced by the PSS at
the oscillation frequency of interest. The resultant electrical torque within the generator
is given by the vector sum of ∆TPSS and ∆TE , shown as ∆TEP in Figure 2.13 and
α represents the net phase lag between ∆TEP and ∆ω after the tuned PSS has been
introduced into the plant.
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EPSS
LAG
Figure 2.13: Generator torque electrical torque decomposition with PSS.
The PSS design has to ensure that the tuned PSS introduces the required damping and
does not have any undesired effect on the excitation system mode, or on the synchronizing
torque of the generator. The net phase lag (α) for the tuned PSS must generally be
[30, 40]:
1. Less than 90 degrees for as broad a frequency range as possible. If it is allowed
to become larger than 90 degrees the PSS will introduce negative damping. α
must also be larger than 0 degrees to ensure that the PSS does not have a de-
synchronizing effect on the generator synchronizing torque [41].
2. Between the electromechanical frequency ranges of interest (lowest inter-area and
local mode or intra-plant mode frequencies) α must be maintained between 0 and
45 degrees. Analysis of Figure 2.13 using trigonometric identities reveals that the
damping torque Tdp is proportional to the cosine of α. Hence for a net phase lag
within 0 and 45 degrees, any discrepancies of α will have a small detrimental effect.
3. For higher frequency modes such as the intra-plant oscillation modes, it is im-
portant to ensure that there is no overcompensation in this region. To avoid
overcompensation α must be larger than -5 degrees.
Ideally from eigenvalue analysis, the compensation which is to be added by the PSS
must provide enough phase lead such that the eigenvalue of interest will be shifted
perpendicular to the imaginary axis or that the eigenvalue shifts slightly upward from
the real axis but with the largest displacement being perpendicular to the imaginary
axis [40]. This ensures that the damping torque provided by the PSS is high while
also maintaining a high synchronizing torque component and maintaining stability of
higher frequency modes such as intra-plant modes. If the eigenvalue motion is downward
towards the real axis, this implies that the PSS provides too much phase lead and this
results in the PSS detracting from the synchronizing torque hence compromising the
transient stability performance of the generator. [42] states that this would result in
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the excitation system mode becoming unstable at relatively low values of synchronizing
torque.
The PSS used in the project will use the integral of accelerating power, also known as
PSS2B [14]. Figure 2.14 shows the basic structure of the PSS2B stabilizer. The PSS2B
stabilizers utilize rotor speed ω and electrical power PE, to synthesize an equivalent
speed deviation signal which is given by Eq. (2.18):
∆ωEQ = ∆PA • 12Hs = (∆PM −∆PE) •
1
2Hs (2.18)
where:
∆ωEQ is the equivalent rotor speed deviation,
∆PA is the accelerating power deviation acting on the rotor,
H is the inertia constant of the generator shaft,
∆PE is the electrical power output deviation of the generator,
∆PM is the mechanical power input deviation.
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Figure 2.14: Basic structure of the dual input PSS.
The ramp tracking filter in the PSS2B structure shown in Figure 2.14 is represented
by:
G (s) =
[
1 + sT8
(1 + sT9)M
]N
The characteristics of the ramp tracking filter have to be chosen so as to ensure that
all high frequency components in the speed signal are attenuated accordingly. This is
done by choosing T 9, N and M such that the desired behaviour is achieved. T 8 is
calculated as T8 = M × T9. Hence this ensures that all rapid changes of mechanical
and electrical power input signals can be tracked quickly thus minimizing the terminal
voltage modulation which may be caused by the PSS [43, 44].
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2.2.4 System Load representation
Load models have a significant impact on power system dynamics and have to be rep-
resented using dynamic models as the voltage and frequency characteristics of the loads
play an important role in small signal stability analysis of power systems. [17] presents
an investigation into the small signal instability incident which occurred in 1996 which
resulted in the separation of large parts of the Western Electric Coordinating Council
(WECC) formally known as the Western System Coordinating Council (WSCC) grid
in North America. One of the primary findings presented in [17] was the lack of ade-
quate load representation in the software simulation model used. Figure 2.15 adapted
from [17, 18] shows the actual measured WECC response and the simulated response.
The actual measured response shows unstable growing oscillations whereas the simula-
tion model stabilized after the disturbance. This prompted various studies within the
WECC to determine the composition of the loads to be used for various studies [17]. An
“interim” load model is presented in [45] whereby 80% of the total load was modelled as
static and 20% was modelled using an induction machine.
Figure 2.15: 10 August 1996, WECC system disturbance measured and simulated re-
sponse adapted from [17, 18].
Most power systems loads are composite in nature and creating accurate load models
can be complex. In most studies, loads are usually lumped together at the high voltage
transmission system busbars. Typical in most simulation studies, loads are represented
using ZIP models (constant impedance, constant current and constant power loads) as
shown by Eq. (2.19). The constant impedance component of the load is proportional
to the square of the voltage.The constant current component is directly proportional to
the voltage. The constant power component of the load is not affected or related to the
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busbar voltage.
P = P0
[
p1V¯ 2 + p2V¯ + p3
]
(2.19)
Q = Q0
[
q1V¯ 2 + q2V¯ + q3
]
Reference [46] states that for SSS studies, especially inter-area mode oscillations, there
are large variations in voltage and frequency within the power system, hence the load
voltage and frequency characteristics will have a significant impact on the damping of
small signal oscillations. Reference [46] cites [47] in stating that representing loads using
a constant impedance model for small SSS studies over estimates the damping in a
power system by as much as 25%. Thus it is imperative to investigate the influence
of load voltage and frequency characteristics on the damping performance of the power
systems in SSS studies. The frequency and voltage dynamics of the power system loads
which are found to have a significant impact on the oscillation modes of concern will
be investigated. Eq. (2.19) will be modified to include the frequency dependency of the
load characteristics as follows:
P = P0
[
p1V¯ 2 + p2V¯ + p3
]
(1 +Kpf∆f) (2.20)
Q = Q0
[
q1V¯ 2 + q2V¯ + q3
]
(1 +Kqf∆f)
- where:
∆f gives the frequency deviation (f − f0)
Kpf and Kqf give the frequency dependency of the active and reactive power com-
ponents of the load.
Figure 2.16 adapted from [5] shows a generalized composite load model which is used
to represent typical power system loads as viewed from a typical substation busbar.
The static load model parameters Kpf , Kqf , p1 to p3 and q1 to q3 are taken from
[48]. The data used for the dynamic model induction machine is adapted from [45].
Transformer saturation and the capacitors will also be modelled. Discharge lighting loads
and thermostatically controlled loads will not be modelled. The frequency and voltage
characteristics of the various loads of concern will be based on actual measurements
presented by [48].
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Figure 2.16: Composite static and dynamic load model adapted from[5].
2.3 Fundamental Theory for Small Signal Stability Analysis [5, 4]
Power systems can be represented using differential and algebraic equations as previously
stated. These equations can be represented in state space format as follows:
x˙ = f (x, u) (2.21)
- where
x = [x1, x2, · · · , xn]T , is the state vector with n state variables
u = [u1, u2, · · · , um]T is the input vector to the system with m inputs.
The output variables of interest can be expressed in state space format as follows:
y = g (x, u) (2.22)
- where:
y = [y1, y2, · · · , yk]T , is an output vector of the power system with k outputs,
g = [g1, g2, · · · , gk]T , is the vector of k non-linear functions relating the state and
input variables to the output variables
The derivatives of the state variables x˙ are all simultaneously zero at equilibrium points,
hence
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x˙0 = f (x0, u0) = 0 (2.23)
In Eq. (2.23) x0 and u0 are the steady state values of the state and input vectors respec-
tively. If the system is perturbed from an equilibrium point, the state and input vectors
can be described as follows:
x = x0 + ∆x (2.24)
u = u0 + ∆u
- where ∆ denotes small deviations. Eq. (2.21) can be written as follows:
x˙ = x˙0 + ∆x˙ = f [(x0 + ∆x) , (u0 + ∆u)] (2.25)
The perturbations acting on the system are assumed to be very small and the non-linear
function f (x, u) can be expressed using Taylor’s series expansion and all of the higher
order terms in the expression can be neglected. Hence Eq. (2.25) can be expressed as:
x˙ = ˙xi0 + ∆x˙i = fi [(x0 + ∆x) , (u0 + u)]
= fi (x0, u0) +
(
∂fi
∂x1
∆x1 + · · · + ∂fi
∂xn
∆xn
)
+
(
∂fi
∂u1
∆u1 + · · · + ∂fi
∂um
∆um
)
Since ˙xi0 = fi (x0, u0), we have that:
˙∆xi =
(
∂fi
∂x1
∆x1 + · · · + ∂fi
∂xn
∆xn
)
+
(
∂fi
∂u1
∆u1 + · · · + ∂fi
∂um
∆um
)
- with i=1, 2 . . . , n. Similarly Eq. (2.22) can also be expressed using Taylor’s series
as follows:
∆yj =
(
∂gj
∂x1
∆x1 + · · · + ∂gj
∂xn
∆xn
)
+
(
∂gj
∂u1
∆u1 + · · · + ∂gj
∂um
∆um
)
- with j=1,2, . . . , k. Hence Eq. (2.21) to Eq. (2.22) can be expressed in linearized form
as:
∆x˙ = A∆x+B∆u (2.26)
∆y = C∆x+D∆u (2.27)
- where:
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A =

∂f1
∂x1
· · · ∂f1∂xn... · · · ...
∂fn
∂x1
· · · ∂fn∂xn
 B =

∂f1
∂u1
· · · ∂f1∂um... · · · ...
∂fn
∂u1
· · · ∂fn∂um
 (2.28)
C =

∂g1
∂x1
· · · ∂g1∂xn... · · · ...
∂gk
∂x1
· · · ∂gn∂xn
 D =

∂g1
∂u1
· · · ∂g1∂um... · · · ...
∂gk
∂u1
· · · ∂gm∂um

All of the partial derivatives of the matrices A to D in Eq. (2.28) are evaluated at
the equilibrium point for small perturbations acting on the system, in Eq. (2.26) to
Eq. (2.27),
∆x is the state vector deviation of the system, with dimension n
∆y is the output vector deviation of the system, with dimension k
∆u is the input vector deviation of the system, with dimension m
A is the state or the plant matrix of the system, with size n× n
B is the control or the input matrix of the system, with size n×m
C is the output matrix of the system, with size k × n
D is the feed forward matrix which defines the proportion of the input which appears
directly in the output, with size k ×m.
2.3.1 Modal Analysis of Power Systems
In order to be able to extract information about the system which is being analysed, the
state space model of the system has to be formulated. From the state space model the
eigenvalues, eigenvector properties and participation factors can be determined.
2.3.1.1 Eigenvalues and Eigenvector Analysis in Power Systems
The eigenvalues of the state matrix given by A can be calculated from the scalar param-
eter λ for which there exists a non-trivial solution that satisfies:
Aφ = λφ (2.29)
- where φ is an n×1 column vector. For any eigenvalue λj , the n×1 column vector φj ,
which satisfies Eq. (2.29) is called the right eigenvector of A, associated with λj . Hence
Eq. (2.29) can be written as:
42
Aφj = λjφj (2.30)
φj = [φ1j , φ2j , · · · , φnj ]T (2.31)
- where j = 1, 2 . . . , n. The right eigenvector given by Eq. (2.31) for any particular
j gives the mode shape of the mode of interest, λj . The mode shape of λj defines
the distribution of the mode through the various system state variables. All of the
components of the mode shape contain information about the observability of the mode
of interest in the various state variables corresponding to the power system.
In a similar manner, a 1× n row vector ψj that satisfies:
ψjA = λjψj
ψj = [ψ1j , ψ2j , · · · , ψnj ] (2.32)
- where j = 1, 2 . . . , n. ψj is called the left eigenvector of the system, associated
with eigenvalue λj . The left eigenvector of the system defines the distribution of state
variables of a specific mode of interest. The left eigenvector has a direct effect on the
amplitude of the mode of interest excited by a specific state variable. The various
components of the left eigenvector contain information regarding the controllability of
the mode of interest with respect to the component of interest.
The stability of the dynamic system about an operating point (x0, u0) can be determined
through analysis of the system eigenvalues. The eigenvalues of the system are analysed
using root locus techniques. The system is said to be stable for a particular operating
point if all of the eigenvalues of the system are in the left-hand side of the complex
plane. Otherwise the system is said to be unstable. A real eigenvalue corresponds to a
non-oscillatory mode (if the eigenvalue is positive it represents aperiodic instability, if
the eigenvalue is negative it represents a decaying mode, where the larger the magnitude
the faster the mode decay). Complex eigenvalues (δ ± jω), occur in conjugate pairs,
the real component of the eigenvalue gives an indication of the system damping, the
imaginary component gives the frequency of the oscillation in rad/sec. The damping
ratio of the oscillation mode of interest is given by:
ζ = −δ√
δ2 + ω2
(2.33)
The oscillation frequency of a complex pair of eigenvalues is given by:
f = ω2pi (2.34)
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2.3.1.2 Participation Factor Analysis in Power Systems
The main drawback in the use of left and right eigenvectors for determining system
stability and the various relationships between the state variables and oscillation modes
of interest is that the eigenvectors are dependent on units and scaling factors associated
with the various state variables. This is avoided by introducing the (dimensionless)
participation matrix P , which combines the left and the right eigenvectors as follows:
pij = φijψij (2.35)
- where pij gives the participation factor for the ith state variable in the jth oscillation
mode, and φij is the ith entry of the jth right eigenvector of the system. φij provides
observability information regarding the ith state variable in the jth oscillation mode
of the system. ψij provides a measure of the jth oscillation mode activity regarding
the ith state variable. Participation factors can be viewed as the sensitivity of the jth
eigenvalue to a change in the ith diagonal element of the state matrix A. Participation
factors are indicative of the relative participations of the respective state variables in the
corresponding oscillation modes.
The participation vector pj , is defined as the vector containing all the participation
factors for the jth oscillation mode of interest. The participation matrix, P , is defined
as follows:
P = [p1, p2, . . . , pn] (2.36)
with (column vector)
pi = [p1j , p2j , . . . , pnj ] (2.37)
2.4 Single Machine Infinite Bus Model Linearization
In order to be able to study the behaviour of the SMIB model, Figure 2.10 is linearized
about an operating point. The linearized SMIB model used is based on the Heffron-
Phillips model presented in [49]. The derivation of the model is presented in [7, 5].
The main aim of using the Heffron-Phillips model is that the phase characteristic of the
plant can be modelled and studied in detail. Figure 2.17 adapted from [5], shows the
Heffron-Phillips model which is used to study the small deviations in power systems.
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Figure 2.17: Block diagram of the Heffron-Phillips SMIB model with AVR and PSS
adapted from [5].
The various parameters shown in Figure 2.17 are defined as:
K1 = ∆TE∆δ |E′q which represents the change in electrical torque for a change in the
rotor angle with constant flux linkages in the d-axis.
K2 = ∆TE∆E′q |δ which represents the change in electrical torque for a change in the
d-axis flux linkages with constant rotor angle.
K3 =
X
′
d+XE
Xd+XE represents the case where the external impedance is modelled as a pure
reactance; K3 represents the impedance factor.
K4 = 1K3
∆Eq
∆δ represents the demagnetizing effect for a change in the rotor angle.
K5 = ∆ET∆δ |E′q represents the change in the terminal voltage with a change in rotor
angle for a constant ∆E′q .
K6 = ∆ET∆E′q |δ represents the change in the terminal voltage with a change in ∆E
′
q for
constant rotor angle.
The Heffron-Phillips model assumes a 4th order synchronous machine model and [50]
has shown that for SSS studies it is important to use a detailed synchronous machine
model in order to accurately capture the network dynamics associated with the damping
introduced by the synchronous machine damper windings (which is excluded in low order
models) and certain network transients which are important in the analysis of SSS and
transient stability analysis. Hence the Heffron-Phillips model will be extended to a
5thorder model in order to capture all of the necessary network dynamics and transients.
A higher synchronous machine model also captures the ECS characteristics accurately
hence allowing for accurate control design of the PSS.
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Extension of the Heffron-Phillips model is based on the approach presented by [38]. [38]
extends the Heffron-Phillips model to a 5th order model. Based on the synchronous
machine theory presented earlier, Eq. (2.7) to Eq. (2.12) are used to develop a simplified
block diagram transfer function model of a SMIB model with a 6th order synchronous
machine model. The assumption made in the derivation of the model is that the gen-
erator is feeding into an infinite busbar via a reactive tie-line as shown in Figure 2.10.
The various constituents of the generator model can be expressed in terms of transfer
functions g1 (s) to g3 (s) as given by Eq. (2.38) to Eq. (2.40):
Generator Transfer Function Expressions:
g1 (s) =
(
X
′′
d +Xl
) (
1 + sT ′′d0
)
(Xd +Xl) +
[
T ′
d0
(
X
′
d
+Xl
)
+ T ′′
d0
(
X
′′
d
+Xl +Xd −X′d
)]
s+ T ′
d0T
′′
d0
(
X
′′
d
+Xl
)
s2
(2.38)
g2 (s) =
−V∞d0
[(
Xd −X′′d
)
+
{
T
′
d0
(
X
′
d −X
′′
d
)
+ T ′′d0
(
Xd −X′d
)}
s
]
(Xd +Xl) +
[
T ′
d0
(
X
′
d
+Xl
)
+ T ′′
d0
(
X
′′
d
+Xl +Xd −X′d
)]
s+ T ′
d0T
′′
d0
(
X
′′
d
+Xl
)
s2
(2.39)
g3 (s) = V∞d0
(
Xq −X′′q
)
(Xq +Xl)
1(
1 + sT ′′q
) (2.40)
-where
T
′′
q =
X
′′
q +Xl
Xq +Xl
T
′′
q0 (2.41)
K1 =
V 2∞d0(
Xl +X
′′
d
) + Id0V∞q0 + V 2∞q0
Xl +X ′′q
− Iq0V∞d0 (2.42)
K2 =
V∞d0(
Xl +X
′′
d
) K2d = V∞q0(
Xl +X ′′q
) (2.43)
K5 =
Vtd0
Vt0
 X
′′
q V∞q0(
Xl +X ′′q
)
− Vtq0Vt
{
X
′′
dV∞d0(
Xl +X
′′
d
)} (2.44)
K6 =
Vtq0
Vt0
Xl(
Xl +X
′′
d
) K6d = Vtd0
Vt0
Xl(
Xl +X ′′q
) (2.45)
Observations which can be made from analysis of the expression for K5, Vtq0 × V∞d0
is always greater than Vtd0 × V∞q0. As can be seen from Eq. (2.44), this is always
independent of the generator operating condition since X ′′q 6 X
′′
d . .
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2.5 Summary
This chapter presented the mathematical modeling techniques which are used in small
signal stability analysis, namely modal analysis. Modal analysis complemented by the
use of time domain simulation studies is generally the most effective manner of carrying
out small signal oscillation studies in power system networks.
In general PSSs are the most cost effective manner of introducing damping into power
systems, because of the simplicity and the financial benefits which they offer. The phase
tuning objectives and the fundamental theory of PSSs were presented. The use of a
SMIB model in order to study phase and gain characteristics of the main excitation
control system in power plants was presented and the extension of the general SMIB
model was also presented in order to be able to comprehensively study the behaviour
and hence tuning requirements which any proposed compensator must meet.
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Chapter 3
Power System Model Validation for Power System Studies
3.1 Introduction
Studies of large power networks are conducted using suitable simulation software pack-
ages which are relevant to the studies being conducted. For SSS it is crucial to ensure
that the dynamic models which are used for AVRs, generators, PSSs and loads are ac-
curate and reflect the performance of the actual components, especially under transient
and highly loaded network conditions. This chapter focuses on a review of the Eskom
network in order to identify inter-area mode oscillations of concern and the various com-
ponents which participate in the modes of interest and the validation of the software
models of the Eskom network based on steady state and network disturbance data. Net-
work model validity is also assessed for components having a high participation factor
for oscillation modes of interest. This is achieved through analysis of the various network
solutions as the parameters of various components are varied. Finally a summary of the
chapter is presented.
3.2 Review of Electromechanical Modes of concern in the Eskom Network
The Eskom network is characterized by a large generation pool which is geographically
situated in the north-eastern part of the country and mainly consists of large coal-fired
power plants and load centers which are situated very far away from the generating
stations and hence there are a large number of transmission lines to deliver power to
various load centers within the network. One of the largest load centers within the
Eskom national grid is the South-Western Cape load of the network which is situated
approximately 1200km away from the Mpumalanga generation pool. The south-western
region of the network also has a small amount of generation which consists of a small
amount of gas-fired power plants, a small amount of pump storage plants, and a single
large nuclear power plant. The local generation in the South-Western Cape is smaller
than the load demand and the balance of the power between generation and load is
imported from Mpumalanga, via 765kV interconnectors to the South-Western grid.
Figure 3.1 shows the main Eskom transmission network. Highlighted in the diagram is
the Southern African Power Pool (SAPP) oscillation mode, 0.30 Hz, which has been
studied in depth through modal analysis and the findings presented in [20]. Phasor
Measurement Units (PMUs) were installed as part of a pilot project within the Eskom
network in order to study the oscillatory stability of the Eskom network. There were
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three locations where PMUs were installed. These are shown in Figure 3.1. The PMU
locations are labelled as PMU-GR, PMU-PG and PMU-MV. The network model used
to perform the studies presented in this dissertation does not contain enough detail of
the various constituent SAPP members in order to be able to model the 0.3Hz inter-area
oscillation or study it adequately.
Figure 3.1: Main Eskom transmission network, also showing the SAPP oscillation mode.
Reference [20] showed that the 0.3Hz oscillation is primarily the generators in Zimbabwe
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(ZESA), Zambia (ZESCO) and Zaire (SNEL) swinging against the Eskom and Nam-
power generators. The generators which have the highest participation in the mode
are those located in the southern region of the ZESCO grid and within the Eskom
network the generators which have the highest participation in this mode are the PS-
KRG generators. The mode has also been captured on measurements on the 400kV
Matimba-Phokoje tie-line. Controllability analysis of the mode presented in [20] revealed
that the mode is not controllable from the Eskom network and that generators in the
ZESA, ZESCO and SNEL grids offer a higher degree of controllability.
Within the Eskom network there also exist a number of other modes. One of the most
commonly known modes is that between the South-Western Cape and the north-eastern
(Mpumalanga) networks, which has an oscillation frequency of approximately 0.65Hz.
The mode mainly consists of generators in the South-Western Cape swinging against
generators in the Mpumalanga region. The oscillations have been measured in some of
the corridors which carry power to the South-Western Cape.
The modes which are of concern within the Eskom network have been observed in mea-
surements of incidents which have occurred on the network. The steady state and
dynamic models which are to be used to perform the study will be verified through
modal analysis and time domain analysis using PMU measurements and measurements
which were taken from the Supervisory Control and Data Acquisition (SCADA) system.
The electromechanical modes which will be of primary focus in this dissertation are the
South-Western Cape and Mpumalanga, 0.65Hz oscillation mode and the other modes
which are affected by the oscillation mode through non-linear modal interaction which
may occur.
3.2.1 SAPP Oscillation Mode (0.3Hz) Verification
The PMUs used in the Eskom network measure the oscillatory behavior of various pa-
rameters within the network at the various substations at which they are located. Pa-
rameters which are considered vital in PMU oscillatory monitoring are frequency, f, and
active power, P. The SAPP mode is normally well damped and can be observed from
PMU data analysis. Figure 3.2 adapted from [19] shows a three month histogram of the
frequency (Figure 3.2 (a)), and active power (Figure 3.2 (b)) signals measured by the
PMUs. The PMU power signals are measured at selected transmission lines in the same
substation. Figure 3.2 (b) shows the active power oscillations measured by the PMUs,
PMU-MV measures the oscillations of two transmission lines and the line oscillation
measurements are labelled as PMU-MV-DRO and PMU-MV-BAC.
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(a)
(b)
Figure 3.2: Histogram of mode frequencies observed in: (a) frequency signal, (b) power
signal. (October-December), adapted from [19].
The 0.3Hz mode is mainly observed in the frequency component at location, PMU-GR,
and is normally well damped. When the amplitude of the mode is large or when the
mode has poor damping it is observable at all PMU locations, Figure 3.3 shows the SAPP
mode shape. Reference [20] presented the SAPP mode shape from modal analysis which
is shown in Figure 3.3 (a). Figure 3.3 (b) shows the SAPP mode shape as observed in
the Eskom network from the PMU measurements.
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Figure 3.3: Mode observability of SAPP mode, (a) Calculated using software [20], (b)
PMU measured observability.
Table 3.1 shows the average data statistics of the SAPP mode as observed by the PMUs
within the Eskom network from frequency and active power oscillations derived from the
histogram shown in Figure 3.2. The SAPP mode was found to be observable 45% of the
time at location PMU-GR, from the frequency signal analysis. The average frequency
amplitude was found to be higher at location PMU-MV even though the mode was
only observable for 3.5% of the time. This confirms the results presented in [20], which
show that generators which have the highest participation in the SAPP mode within
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the Eskom network are situated in the South-Western Cape. Similarly the frequency
amplitude at location PMU-PG is also high even though it is only observable for 0.9%
of the time during the time period considered. Analysis of the SAPP mode frequency
signal confirms that the mode is predominantly observable at locations PMU-MV and
PMU-PG only when the amplitude of the mode is high or when the mode has poor
damping.
In a similar manner analysis of the power signals measured by the PMUs shows that
the generators in the South-Western Cape have the highest participation. The active
power oscillations observed at locations PMU-MV-BAC and PMU-MV-DRO have the
highest content of active power oscillations, based on the average MW amplitude. The
active power oscillations observed at location PMU-GR-LEA have a smaller amplitude
compared to the PMUs in the South-Western Cape network. Based on the data presented
in Table 3.1, the active power oscillations contrary to frequency oscillations are observed
for longer periods of time in the South-Western Cape network. This can be attributed
to the higher degree of participation which the generators in that part of the network
have in the mode. Other factors which influence the presence of the SAPP mode in the
Mpumalanga and South-Western Cape regions will have to be investigated in order to
draw any further conclusions regarding the observations made from PMU data.
Table 3.1: SAPP mode frequency and power measurements from PMU data.
Frequency Signals
Average
Frequency
(Hz)
Average Decay
Time - τ (sec)
Average
Amplitude
(mHz)
% Present
PMU-GR 0.35 2.7 0.5 45.0
PMU-MV 0.35 3.8 1.0 3.5
PMU-PG 0.34 6.1 0.9 0.9
Power Signals
Average
Frequency
(Hz)
Average Decay
Time - τ (sec)
Average
Amplitude
(MW)
% Present
PMU-GR-LEA 0.34 2.8 0.41 2.5
PMU-MV-BAC 0.33 2.6 0.50 6.4
PMU-MV-DRO 0.33 2.5 0.79 18
PMU-PG-DRA - - - -
Figure 3.4 shows the SAPP mode amplitude as measured from the active power oscil-
lations using PMUs. The active power oscillations are greater in the South-Western
Cape region than in Mpumalanga. Location PMU-PG-DRA has very low active power
observability, less than 1%.
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Figure 3.4: SAPP mode amplitude calculated from power signals.
3.2.2 South-Western Cape and Mpumalanga Mode (0.65Hz) Verification
The presence of the South-Western Cape and Mpumalanga oscillation has also been
verified through measurements which were taken using PMUs which have confirmed
observations made using software simulation packages. This mode is normally observed
between PMU-GR and PMU-MV. Analysis of the data presented in Figure 3.2 confirms
the presence of the oscillation mode. The mode is strongly observable in both the
frequency and power measurements. The active power oscillations on both transmission
lines monitored, PMU-MV-DRO and PMU-MV-BAC, are identical as can be seen in
Figure 3.2. Figure 3.5 shows the South-Western Cape and Mpumalanga oscillation mode.
Figure 3.5 (a) shows the oscillation mode which was observed from software simulations
of the Eskom network, (b) shows the mode observability as seen by the PMUs.
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Figure 3.5: South-Western Cape and Mpumalanga mode observability, (a) Calculated
using software, (b) PMU measured observability.
The mode observability of the South-Western Cape and Mpumalanga mode found using
software shows a clear phase angle distinction between the two areas within the network.
The generators in the South-Western Cape all form a group of coherent generators.
Similarly the Mpumalanga region generators also form a group of coherent generators
with some generators having a higher degree of observability of the mode. The mode
shape observed from software for the Mpumalanga region is mainly distributed in the
fourth quadrant as shown in Figure 3.5 which coincides with the mode shape observed
55
from PMU measurements for that region. Similarly the South-Western Cape mode
observed from software is mainly distributed between the second and third quadrant.
The mode distribution of the South-Western Cape mode shown in Figure 3.5 (a) lies
mainly in the second quadrant. The mode shape observed from PMU measurements is
in the third quadrant. In order to obtain a better mode shape distribution more PMUs
would have to be installed in the South-Western Cape region.
Table 3.2 shows the average data statistics of the South-Western Cape mode observed
from PMUs within the Eskom network from frequency and active power oscillations
derived from the histogram shown in Figure 3.2. The oscillation mode captured by the
PMUs shows that the mode frequency varies from 0.65Hz to 0.75Hz and the average
data dominant oscillation frequencies are presented in Table 3.2. From the frequency
data in Table 3.2 it can be seen that the mode has the highest amplitude observability
at location PMU-MV and the mode has a longer presence at the same location. Average
power signal data presented in Table 3.2, shows that the average power signal amplitude
is larger in the South-Western Cape mode and that the mode presence at the PMU
locations seems to be distributed equally at all locations within the network.
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Table 3.2: South-Western Cape and Mpumalanga, average frequency and active power
measurements from PMU.
Frequency Measurement Signals
0.66Hz Average
Frequency
(Hz)
Average Decay
Time - τ (sec)
Average
Amplitude
(mHz)
% Present
PMU-GR 0.67 2.1 0.3 19.8
PMU-MV 0.66 3.5 0.9 59.3
PMU-PG - - - -
0.72Hz Average
Frequency
(Hz)
Average Decay
Time - τ (sec)
Average
Amplitude
(mHz)
% Present
PMU-GR 0.73 2.0 0.3 24.5
PMU-MV 0.72 3.3 1.0 31.1
PMU-PG - - - -
Power Measurement Signals
0.66Hz Average
Frequency
(Hz)
Average Decay
Time - τ (sec)
Average
Amplitude
% Present
PMU-GR-LEA 0.66 3.3 0.55 60.1
PMU-MV-BAC 0.65 3.4 0.80 61.0
PMU-MV-DRO 0.65 3.4 1.40 63.3
PMU-PG-DRA 0.66 3.7 0.43 0.005
0.72Hz Average
Frequency
(Hz)
Average Decay
Time - τ (sec)
Average
Amplitude
(MW)
% Present
PMU-GR-LEA 0.72 3.3 0.49 32.3
PMU-MV-BAC 0.72 3.2 0.71 33.0
PMU-MV-DRO 0.72 3.3 1.25 33.1
PMU-PG-DRA - - - -
Figure 3.6 shows the South-Western Cape mode amplitude as measured from the active
power oscillations using PMUs. The active power oscillations are greater in the South-
Western Cape region than in Mpumalanga. Location PMU-PG-DRA has very low active
power observability, less than 1%.
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Figure 3.6: South-Western Cape and Mpumalanga mode amplitude calculated from
power signals.
3.3 Eskom Network Model Validation
Software model validation is a crucial exercise which has to be performed in order to
ensure that the computer models used in studies are an accurate representation of the
actual performance of the network. In order to validate the performance of the actual
network, a formal process adapted from [21] is shown in Figure 3.7. The model validation
process consists of a steady-state model validation component and a dynamic model
validation process. Once the model behaviour has been confirmed, the steady-state
and dynamic models are then combined and the combined model behaviour is then
validated.
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Figure 3.7: SSS network model validation procedure, adapted from [21].
3.3.1 Steady-State Network Model Validation (Component Model Validation)
The steady-state model behaviour is validated by collecting basic system data for system
wide components such as transmission lines, transformers, generation dispatch, network
topology and busbar load data in order to build a load flow case study. The simulated
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steady-state behaviour is then compared with measured network behaviour for the same
components (e.g. transmission lines, generation dispatch, etc.). Comparisons of the
simulated network behaviour with actual measurements must be reasonably accurate
for confidence in the model.
Figure 3.8 shows a simplified transmission line schematic used to represent a transmission
corridor within a network. Steady-state active and reactive power flow simulations were
performed for the transmission line for a snapshot of the actual Eskom network flows
and these were compared and the results are shown in Table 3.3.
Figure 3.8: Simplified schematic representation of transmission corridor in the Eskom
network.
Separate snapshots of the Eskom network were simulated using software and the steady-
state conditions of a corridor were captured and validated. Table 3.3 shows the results
obtained from network measurements. Network state parameters are captured using the
SCADA system and the network state estimator. These results are then compared with
the simulated network response. Kirchhoff’s current law is applied to all nodes within the
network to ensure the validity of the load flow solution obtained from simulation results
using network data. A similar process is carried out for all of the network components
within the transmission network on an individual basis, whereby either measured data
or state estimator data is used.
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Table 3.3: Steady-state transmission line corridor result comparison.
State Estimator Measured Results Simulated Results
Sending End
Line 1 P (MW) 861 808 865Q (MVAr) 492 507 446.91
Line 2 P (MW) 866 818 871.30Q (MVAr) 489 514 443.38
Receiving End
Line 1 P (MW) 856 803 859.1Q (MVAr) 543 558 499.83
Line 2 P (MW) 862 812 864.58Q (MVAr) 542 563 497.21
The load flow solution obtained is crucial as it forms the basis on which the modal
analysis is performed. Hence the following process was performed as a load flow sanity
check:
1. Check all generators to ensure that they are not importing or exporting more than
their nominal rating.
a) Lower any reactive power export which is at its maximum or close to the
maximum continuous rating.
2. Check the slack bus generator and ensure the following:
a) It always has positive active power output.
b) Check that the active power does not exceed the generator rating.
c) The generator rating may operate at its emergency rating.
d) Ensure that the reactive power output is within the generator limits.
3. Check all busbar voltages and all SVC voltages and ensure the following:
a) Try to maintain the buses at 1.0 pu voltages.
b) Try to limit the upper voltages to 1.05 pu.
c) Try to limit the lower voltage limit to 0.97 pu.
4. For transmission systems with voltages above 275kV, the voltages may be as high
as 1.07 pu. This is to ensure that the 132kV network is maintained at about 1.0
pu.
5. Ensure that there are no components within the simulation which are saturated
or operating at the limits, as this will result in incorrect values in the system
linearization.
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Once all of the requirements for the components and busbars given above are met, only
then can dynamic studies be conducted as the steady-state solutions obtained can be
trusted.
3.3.2 Dynamic Network Model Validation
In performing dynamic network model validation studies, specifically for models to be
used in SSS studies, it is essential that time-domain studies are coupled with modal
analysis. This is to ensure that any control design implemented does not adversely affect
the time-domain response as stated in [16] and that any unstable modes which may be
present in the network are found through modal analysis as stated in [30]. Discussions
presented by reviewers of [22] give a systems analysis approach to model validation which
involves SSS studies. Figure 3.9 adapted from [22], shows a systems analysis approach
for model validation for SSS studies.
Figure 3.9: System analysis model validation for SSS studies, adapted from [22].
Figure 3.7 also gives a formal procedure for the validation of dynamic models (time-
domain based validation). This same procedure was adopted for the dynamic model
validation which was carried out. Various dynamic and active component nameplate
data must be assimilated, and the various staged tests of power plants, SVC etc. must
be validated on an individual component level basis. Models which are generally used
in power system studies generally tend to be generic models issued by equipment man-
ufactures, hence dynamic model behaviour must be verified through staged testing or
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through the use of recorded component responses to various disturbances. A complete
dynamic model database is then compiled and combined with the steady-state model
and the complete model validated.
3.3.2.1 Oscillation Incident Model Validation
Incident based model validation is a very important exercise as staged network testing
for large power system networks is not always possible. Hence incident based model
validation becomes crucial in ensuring that software models are a true reflection of
power system performance. There have been small-signal instability events which have
occurred on the Eskom network and data captured from these incidents will be used
to verify the dynamic performance of the software network model using the validation
approach shown in Figure 3.9.
One such particular SSS related incident occurred on 10 January 2011, whereby under
a certain network topology small signal oscillations were observed at certain locations
in the network and at certain power plants within the network. Figure 3.10 shows a
simplified single line diagram of the study area in the Eskom network prior to the events
which led to instability. Of particular importance in this study is the power plant labelled
PS-MAJ, whereby the busbar topology of the power plant with the grid resulted in the
plant oscillation mode becoming negatively damped.
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Figure 3.10: Simplified single line diagram of the study area prior to the emergence of
unstable oscillations in the network.
Figure 3.11 shows the power plant busbar configuration prior to the instability. Six
units within the power plant were on load and delivering power to the network. The
transmission line labelled ALP was out of service for maintenance work. This same
transmission line in Figure 3.10 is that between BB-ALP and BB-MAJ. A snapshot
of the network conditions prior to the unstable mode appearing was modelled using a
detailed model of the Eskom network, and a summary of the network conditions is given
in Appendix B.
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Figure 3.11: Power plant busbar configuration prior to network instability.
In order to confirm the stability of the simulation model prior to the network incident,
time-domain simulations and eigenvalue analysis were conducted and the results are
shown in Figure 3.12. Figure 3.12 (a) shows the eigenvalue results obtained for when the
network was still healthy. Analysis of the eigenvalues shows that all of the eigenvalues
are contained in the left hand plane of the frequency domain. Hence the system is stable,
Figure 3.12 (b) shows the frequency measured on the transmission line between BB-MAJ
and BB-PEG in Figure 3.10, also labelled as PEG in Figure 3.11. Eigenvalue analysis
was performed using the QR algorithm which calculates the eigenvalues of a system by
decomposing the state matrix and expressing it as a product of an orthogonal matrix and
an upper triangular matrix. The decomposed matrices are multiplied by one another
and the process is repeated iteratively.
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Figure 3.12: Power plant PS-MAJ time domain and modal analysis, (a) Eigenvalue anal-
ysis results, (b) Measured frequency.
PMU results measured by PMU-PG and PMU-GR are shown in Figure 3.13 for the time
period between 05:00am and 10:00am on the day of the incident. The mode which was
found to have become unstable and excited as a result of various network incidents was
found to be in the frequency range of 0.75Hz to 0.95Hz. Hence this was the frequency
range which was analysed for the time period presented in Figure 3.13. Analysis of the
mode frequency, damping and amplitude presented in Figure 3.13, for the time period
between 05:00am and 05:20am reveals that the amplitude was very low and the mode
was hardly visible or even present in the network. Hence the network was stable within
the time period, as has been confirmed by the snapshot simulation results presented in
Figure 3.12.
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Figure 3.13: PMU-PG and PMU-GR measured data for a oscillation mode of concern.
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Unit 6 (Gen 6) at power plant PS-MAJ tripped from 654MW at 05:24am. The grid
frequency was reduced from 50.01Hz to 49.91Hz as a result of the unit trip. Loss of the
unit did not result in mode instability.
The frequency of the Eskom grid is controlled via primary frequency control and sec-
ondary frequency control. Primary frequency control consists of a select number of
units within the network which are strategically selected to respond first to deviations in
network frequency through control signals which are issued remotely from the national
control center. Governor droop control is also used to control the frequency within the
network. Secondary frequency control is performed by what is known as Automatic Gen-
eration Control (AGC). Specific units are selected to participate in the AGC within the
network. These units are issued control signals which change the operational set-point of
the unit within a specified operational limit in order to control network frequency devi-
ations within a specified frequency band. Hence the response of generators is controlled
in order to ensure that frequency and network stability are not affected drastically by
allowing all units within the network to attempt to restore frequency in the event of a
fault or an incident on the network. The software simulation model used to conduct
the studies presented does not incorporate these various forms of control, hence their
exclusion in the following analysis.
At 05:26am, the transmission line between busbars BB-TUT and BB-MAJ tripped on
bus zone protection. Further bus zone trips also occurred and the bus zone breakers
labelled BZ4 and BZ5 in Figure 3.11 opened resulting in unit 5 (Gen 5) also tripping
from the network. Figure 3.14 shows the configuration of the busbars at power plant PS-
MAJ. This busbar configuration resulted in power plant PS-MAJ being weakly coupled
to the network, Figure 3.15 shows a simplified single line diagram of the study area after
the various bus zones and units at power plant PS-MAJ had tripped.
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Figure 3.14: Power plant busbar configuration after bus zone operation and unit tripping.
The loss of the units and the transmission lines (ALP and TUT) connecting PS-MAJ
to various parts of the network resulted in the power plant being weakly coupled. The
effective impedance seen by PS-MAJ increased as a result of the loss of the transmission
lines. Units 1 to 4 continued operating at the same output levels.
Analysis of the PMU data presented in Figure 3.13 shows that immediately after 05:26am,
the mode becomes more visible as can be seen in the mode frequency plot, the mode has a
relative good amount of damping initially maintaining consistently above 10%. Between
05:40 and 06:30am PMU-GR and PMU-PG have different damping values for the same
oscillation mode, this is to be expected as this is highly dependent on the power flows
and network conditions where the PMU is located. Between 06:30am and 07:00am the
oscillation mode amplitude (measured in MW) drastically increased and this is evidence
of the mode being excited, it must also be noted that during this same period the mode
damping (measured in percentage) also increased. The exact event which resulted in the
oscillation mode being excited is unknown as there were no network topology changes or
drastically increased power flows from one region to another. At approximately 06:40am
two units tripped due to network oscillations and at approximately the same time the
oscillation mode amplitude decreased. It is suspected that loss of these units must have
provided some form of electrical damping (based on network topology and system con-
ditions) to the oscillation mode resulting in a reduction of the mode amplitude. At some
points it was observed that the mode damping in Figure 3.13 fluctuated and at some
time periods becomes very poor (below 5%).
69
±
 6
 k
m
 
±
 5
2
 k
m
 ±
 5
5
 k
m
 
±
 2
2
0
 k
m
 
±
 2
3
0
 k
m
 
±
 1
1
5
 k
m
 
±
 1
4
0
 k
m
 
±
 9
0
 k
m
 
± 137 km 
Figure 3.15: Simplified single line diagram of the area of study after bus zone operation.
The snapshot of the actual network after the busbar configuration at PS-MAJ had
changed was simulated in order to recreate the incident. Modal analysis and time domain
simulation of certain network parameters was performed. Eigenvalue analysis results of
the network obtained from the simulation are shown in Figure 3.16. One of the modes
of the system lies in the right hand side of the frequency domain, hence indicating the
presence of an unstable mode in the network.
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Figure 3.16: Eigenvalue analysis of power system after buszone trip.
Table 3.4 presents the eigenvalue analysis results of the unstable oscillation mode ob-
served in the simulation. The oscillation mode frequency found in the simulation results
is slightly higher than that measured by the PMUs. The difference between the actual
and measured frequency indicates a difference of inertia between the actual Eskom net-
work and the simulated model of the network. This is to be expected as the load models
which are used in the software model are ZIP load models and do not account for the
inertia introduced by induction motors which are connected to the network. Similarly
the mode damping calculated by the PMUs is positive and the mode amplitude is also
relatively small. This implies the mode initially remained stable and was not initially
excited. Oscillation mode damping in power systems is influenced by various factors.
Reference [51] shows that various load voltage dynamics aspects significantly influence
mode damping and hence it becomes vital to ensure that the load models used are able
to accurately capture load voltage dynamics. This aspect is beyond the scope of this
dissertation and will not be investigated further.
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Table 3.4: Eigenvalue results of the unstable oscillation mode observed in the software
model.
Eigenvalue Frequency Damping Ratio Damping Time Constant
- (Hz) ζ (%) (sec)
+0.872+j6.352 1.011 -13.603 1.1464
At approximately 06:30am, the oscillation mode is excited by an unknown source or
event. There were no recorded network changes or events at this time, but as can
be seen in Figure 3.13 the mode amplitude increases significantly at locations PMU-
PG and PMU-GR, . This results in the large active power oscillations being observed
at various points within the network. Analysis of the active power plots provided by
PMU-PG, shown in Figure 3.13, shows large active power oscillations. Between 06:30am
and 07:00am large active power oscillations were measured at various point within the
network. Figure 3.17 (a) gives a detailed view of the active power oscillations which
were measured on the transmission line DRA-PEG as shown in Figure 3.15. Figure 3.17
(b) gives the active power oscillations which were reproduced using a simulation model
compared with measured oscillation in (a). The actual active power oscillations along
transmission line DRA-PEG were measured to be 100MW immediately after 06:30am
as shown in Figure 3.17 (a), these were verified through simulation and the results of the
simulation model along the same transmission line are shown in (b).
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Figure 3.17: Active power oscillations on transmission line DRA-PEG, (a) PMU mea-
sured oscillations, (b) Software model simulated oscillations.
Active power oscillations of approximately 60MW were reported at certain power plants
in the Western Cape. Figure 3.18 shows measured and simulated active power oscillations
for a particular unit in the Western Cape. Figure 3.18 (a) shows the actual measured
active power oscillations and Figure 3.18 (b) shows the simulated active power response
on the same unit. The active power oscillation magnitudes between the measured and
simulated responses were found to be of the same order.
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Figure 3.18: Active power oscillations observed on a unit in the Western Cape. (a) Mea-
sured active power oscillations, (b) Software model simulated oscillations.
In order to further analyse the oscillations which were measured within the network, Fast
Fourier Transforms (FFTs) were performed on the measured signals. The FFT results
were then used to calculate the Power Spectral Density (PSD). PSD analysis provides
information regarding the “strength” of a signal, and how this “strength” is distributed
in the frequency domain. Figure 3.19 shows the PSD results of the unit in the Western
Cape which experienced active power oscillations. Figure 3.19 (a) shows the simulated
active power response of the Western Cape unit prior to the oscillation mode appearance
at 05:24am (with all lines and units at PS-MAJ in service). Figure 3.19 (b) shows the
PSD for the active power measurement shown in (a). The frequency spectrum considered
in the analysis ranged from 0.1Hz to 2.0Hz, and it was found that the dominant mode
in the frequency spectrum occurred at 0.422Hz in the frequency domain. The amplitude
of the oscillation mode was found to be very small. Figure 3.19 (c) shows the simulated
active power response of the Western Cape unit after the appearance of the oscillation
mode at 06:30am (with the two units and transmission lines out of service, the station
being weakly coupled) and the PSD of the active power response was calculated and
is shown in Figure 3.19 (d). The network snapshot used to simulate this condition was
at 06:30am. The frequency spectrum considered in the analysis ranged from 0.1Hz to
2.0Hz, and it was found that the dominant mode in the frequency spectrum occurred at
0.90Hz as shown in Figure 3.19 (d).
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Figure 3.19: Power Spectral Density analysis of Western Cape unit active power. (a)-(b)
PSD prior to unstable mode appearance, (c)-(d) PSD after unstable mode
appearance. 75
Similar analysis was also carried out on the signals measured at PS-MAJ. The PSD of
the active power and frequency signals was calculated for both steady-state network con-
ditions before the appearance of the unstable oscillation mode and after the appearance
of the unstable oscillation mode. Figure 3.20 shows the PSD analysis of the transmission
line power flow between BB-MAJ and BB-PEG. Figure 3.20 (a) shows the frequency plot
of the transmission line MAJ-PEG power flow prior to the appearance of the oscillation
mode. The PSD of this same signal is shown in (b). The frequency spectrum considered
in the analysis ranged from 0.1Hz to 2.0Hz, and it was found that the dominant mode
in the frequency spectrum occurred at 0.410Hz. The amplitude of the oscillation mode
was found to be very small. Figure 3.20 (c) shows the simulated frequency response of
the transmission line MAJ-PEG power flow after the appearance of the oscillation mode
at 06:30am and the PSD response was calculated and is shown in Figure 3.19 (d). The
frequency spectrum considered in the analysis ranged from 0.1Hz to 2.0Hz, and it was
found that the dominant mode in the frequency spectrum occurred at 0.90Hz as shown
in Figure 3.19 (d).
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Figure 3.20: Power Spectral Density analysis of PS-MAJ frequency. (a)-(b) PSD prior
to unstable mode appearance, (c)-(d) PSD after unstable mode appearance.
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The same analysis was also performed on the transmission line DRA-PEG power flow
which had experienced large active power oscillations. Figure 3.21 (a) shows the simu-
lated active power response prior to the oscillation mode appearing in the network at
05:24am, and as can be seen in Figure 3.21 (b), the dominant oscillation mode frequency
in the active power signal occurs at 0.425Hz. But similar to all of the other PSD plots
the mode amplitude prior to the appearance of the unstable eigenvalue is very small
and can be considered as negligible. Figure 3.21 (b) shows the active power response
of the same transmission line after the appearance of the oscillation mode at 06:30am.
Analysis of the PSD plot for the active power oscillations in Figure 3.21 (c) is given in
Figure 3.21 (d), and shows that the dominant oscillation mode frequency is 0.90Hz.
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Figure 3.21: Power Spectral Density analysis of DRA-PEG active power. (a)-(b) PSD
prior to unstable mode appearance, (c)-(d) PSD after unstable mode ap-
pearance. 79
Based on the PSD result analysis presented in Figure 3.19 to Figure 3.21, it can be seen
that the generators at power plant PS-MAJ and those in the Western Cape participate
in the unstable oscillation mode at a frequency of 0.90Hz, based on the various signals
analysed (frequency and active power). The PMU measurements obtained for the same
disturbance shown in Figure 3.13, indicated that the oscillation mode frequency measured
on the actual network had a frequency range of 0.75Hz to 0.95Hz , Hence the oscillation
mode frequency obtained from the PSD software analysis is within this range. This
indicates that the detailed software model of the Eskom network used to recreate the
network oscillations represents the actual Eskom network to a sufficient level of accuracy.
The oscillation mode frequency obtained from modal analysis was 1.011Hz. The software
used the QR algorithm to perform the modal analysis. The linearization methodology
and perturbation size used in the software are not known to the user and it is possible that
they influenced the solution. Reference [52] suggests that the accuracy of the solutions
obtained using the QR algorithms can be improved through the application of inverse
iteration methods.
3.4 Analysis of Controllability and Participation Factors
The SSS oscillations observed in the network on 10 January 2011 arose mainly as a
result of the busbar topology at power plant PS-MAJ caused by various equipment trips
at the plant. The busbar topology and transmission line outages resulted in the plant
having a weak connection to the grid and hence the relatively poor damping of the
subsequent oscillation mode which appeared on the network as a result. Participation
factor analysis of the unstable oscillation mode and analysis of the mode controllability
will be presented based on the network snapshot data which includes analysis of the
Western Cape - Mpumalanga oscillation observed.
3.4.1 10 January 2011 Oscillation Incident Participation and Controllability
factors
Figure 3.22 shows the participation and controllability factors of the unstable oscilla-
tion mode observed in the network at 06:30am. Figure 3.22 (a) shows the participation
factors. The generators with the highest level of participation in the oscillation mode
are the generators situated at PS-MAJ, namely generators 1 to 4. Participation factor
analysis of the oscillation mode suggests that the mode is a local mode, since it is mainly
dominated by the generators at PS-MAJ. Other generators within the network do also
participate in the mode but at a low level, approximately 0.01pu. The low participation
of the other generators observed in Figure 3.22 (a) is consistent with the events which
were reported by various other power plants within the network, namely the large ac-
tive power oscillations measured on units in the Western Cape shown in Figure 3.18.
Appendix B.2 presents a full description of the network events observed.
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Fast voltage transients were reported at PS-MAJ. Based on the mode participation
factor analysis, the generator field voltage state variables at power plant PS-MAJ have
a participation factor higher than 0.2pu on all of the generators still connected to the
grid (units 1 to 4).
The unstable mode controllability was calculated and is shown in Figure 3.22 (b). The
state variables which offer the highest degree of controllability of the unstable mode
are the speed variables at the power plant. Hence this implies that if properly de-
signed/tuned PSSs had been installed at PS-MAJ, sufficient damping would have been
introduced into the network and the oscillations would have been well damped.
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Figure 3.22: Unstable mode participation and controllability factors.
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3.4.2 Western Cape - Mpumalanga mode Participation and Controllability
factors
Figure 3.23 shows the participation and controllability factors of the Western Cape -
Mpumalanga oscillation mode. Figure 3.23 (a) shows the participation factors. It can
be seen that the generators with the highest level of participation in the oscillation
mode are the generators at power plant PS-KRG in the Western Cape (both units 1 and
2). Participation factor analysis of the oscillation mode suggests that the mode is an
inter-area mode, as the generators in the Western Cape are in anti phase with those in
the Mpumalanga region. This same observation was also made from PMU observability
results shown in Figure 3.5.
The Western Cape - Mpumalanga mode controllability was calculated, and is shown in
Figure 3.23 (b). It can be seen that the generators which have the highest degree of
controllability are located at power plant PS-KRG. The state variables which offer the
highest degree of controllability of the mode are the speed variables at PS-KRG. This
similarly implies that if properly designed/tuned PSSs had been installed at PS-KRG,
sufficient damping would have been introduced to the Western Cape - Mpumalanga
mode.
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Figure 3.23: Western Cape - Mpumalanga mode participation and controllability factors.
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3.4.3 Western Cape - Mpumalanga and SAPP mode interaction
PMU data presented in Figure 3.2 was analysed in order to determine modal interactions
present within the network. It was found that the SAPP oscillation mode of 0.3Hz has a
clearly observable interaction with the Western Cape - Mpumalanga 0.65Hz oscillation
mode. Reference [53] found that modal interaction in power systems is highly non-linear.
Resonance between two power system modes occurs when the frequency of the sum of
two (or more) modes is nearly equal to the frequency of another natural mode occurring
within the network. Reference [54] demonstrated that the non-linearity governing the
power system electromechanical mode interactions, “is quadratic in nature according to
Taylor’s series expansion of the power system’s dynamic equations”, [54]. Hence this
implies that the use of linear analysis techniques, such as linearization of power system
equations about an operating point and linear control design methods, is not well suited
to modal resonances in power systems.
Since most commercially available software tools predominantly use linear analysis and
design methods, the modal resonance of the SAPP and Western Cape - Mpumalanga
modes cannot be studied or addressed comprehensively in this dissertation. Also the
simulation model used in this dissertation does not include any generation outside of the
Eskom network. Reference [54] states that modal resonance conditions tend to become
much more severe under conditions of poor system damping (of one or both modes),
large signal disturbance, and heavily stressed power systems.
On 10 May 2013, a large disturbance occurred in the SAPP network, whereby a large
unit in the ZESA network tripped and one of the bridges on the Mozambique HVDC
converter station tripped resulting in a bridge trip at the South African converter station.
This particular operating condition resulted in the SAPP mode becoming unstable.
Figure 3.24 shows the frequency measured by the PMUs located at PMU-MV and PMU-
PG. As can be seen, the frequency drops from 49.94Hz to 49.69Hz following the loss of
a large unit and the HVDC bridges tripping.
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Figure 3.24: Frequency measured at PMU-MV showing the SAPP and Western Cape -
Mpumalanga modes interacting.
The grid frequency does increase as the generators on primary frequency control respond.
But as can be seen shortly afterward, the frequency contains growing oscillations at a
frequency of 0.3Hz. These oscillations continue to increase for a period of approximately
70 seconds until the SAPP interconnector is tripped by opening the tie-line breakers.
With the SAPP interconnector severed, the 0.3Hz mode becomes unobservable. But the
poorly damped 0.3Hz mode excited the 0.65Hz mode resulting in oscillations slightly
lower than 0.65Hz due to modal interaction. The oscillations persist for a period of ap-
proximately 40 seconds and then subside. There were no changes in the network topology,
but various generators within the network were responding to frequency deviations and
this could have resulted in increased damping of the oscillating mode. Figure 3.25 shows
the measured active power flow on the PHO-MAT tie-line during the incident, which is
the largest AC tie-line between South-Africa and ZESA.
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Figure 3.25: Actual MAT-PHO trasmission line active power.
Figure 3.26 shows the PMU-MV measurements taken on 10 May 2013, showing grid
frequency measurements, mode amplitude, mode damping and frequency for the SAPP
mode. The active power flow in Figure 3.25 is that of the transmission line on the day
mentioned. Highlighted in Figure 3.26 is the time period when the SAPP mode became
excited. As can be seen in Figure 3.26, the mode amplitude increased drastically and the
mode damping was reduced to about 1%, resulting in large oscillations in the frequency
as measured by PMU-MV.
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Figure 3.26: PMU-MV data for the frequency range 0.1Hz - 0.5Hz.
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Figure 3.27 shows the PMU-MV measurements for the Western Cape - Mpumalanga
mode, showing grid frequency measurements, mode amplitude, mode damping and fre-
quency for the disturbance incident. Also highlighted in Figure 3.27 is the time period
of interest whereby the Western Cape - Mpumalanga mode became excited as a result
of modal resonance with the SAPP mode. As can be seen in Figure 3.27 the mode
amplitude increased drastically and the mode damping was reduced to about 1%, re-
sulting in large oscillations in the frequency as measured by PMU-MV. This can also
be deduced from analysis of Figure 3.24, whereby the initial dominant oscillation mode
in the frequency was the SAPP mode and some resonance condition occurs between the
two modes with the Western Cape - Mpumalanga mode then having a slightly reduced
mode frequency. As can be seen in Figure 3.27, the mode frequency is reduced from
approximately 0.65Hz to approximately 0.575Hz during this time period while the mode
damping remains well below 5% and the mode amplitude is still very high.
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Figure 3.27: PMU-MV measured data for frequency range 0.5Hz - 1.0Hz.
90
The manner in which the modal interaction between the Western Cape and Mpumalanga
mode will be handled in this dissertation will be to ensure that the damping introduced
through phase compensation is able to increase the amount of damping over a wide
frequency range. The main disadvantage regarding this approach is that power sys-
tem linearization tools will still be used to simulate network snapshot conditions. The
frequency domain performance of the PSS will be analysed over the electromechanical
frequency range, 0.2Hz to 3.0Hz.
3.5 Measurement Based Unit Model Validation
Analysis of the Western Cape - Mpumalanga oscillation mode presented Figure 3.23 (a)
shows that the generators at PS-KRG have the highest participation in the oscillation
mode. The participation of the generators at plant PS-KRG was found to be 100%
(machine angle having the highest participation). Various network snapshot conditions
were simulated in order to ensure that the mode participation was not highly influenced
by the load flow conditions at any point. Various other generators in the Western Cape
also have significant participation in the oscillation mode. The mode controllability of
the Western Cape - Mpumalanga oscillation mode shown in Figure 3.23 (b) shows that
the best generators suited to controlling the oscillation mode are at PS-KRG. The state
variable offering the highest degree of controllability of this mode is the machine speed
variable. This implies that a properly designed/tuned PSS would be able to introduce
the required amount of damping of the mode. Hence it is important that the PSS settings
at PS-KRG be reviewed in order to improve the amount of damping of the oscillation
mode over the frequency range of interest.
In order to be able to design/tune the PSS situated at power plant PS-KRG, the software
model response must be verified to be the same as that of the actual unit. In order to
be able to perform this model validation, staged tests were carried out on the units
at PS-KRG. The tests conducted were open circuit (open loop) model tests and closed
circuit (closed loop) model tests. The software model response was compared with the
actual unit measurements.
3.5.1 Unit Response Model Validation with Generator offline
Figure 3.28 shows a single line diagram of a SMIB model with the generator circuit
breaker open, the unit still running. The PSS was disabled during this test. The
excitation control system model is identical to that shown in Figure 3.28 and the AVR
model is shown in Figure 2.6. The unit was subjected to step input changes through the
AVR set-point. The response of the actual unit was compared with the software model
in order to verify its performance.
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Figure 3.28: Single line diagram of SMIB with the unit open circuit.
Figure 3.29 shows the open loop ECS response measured on the unit for step inputs into
the AVR. Figure 3.29 (a) shows the terminal voltage response and (b) shows the field
voltage response. Comparisons of the measured response with the model response shows
that the model matches the performance of the unit quite well with an error margin
of less than 4% (Figure 3.29 (a)) on the terminal voltage response. The field voltage
model response matches the measured field voltage response but it was found that the
measured response has a much quicker settling time after the disturbance. The field
voltage response on both the positive and negative steps are higher on the model than
the actual plant measurement, this could be as a result of the damping effect of the main
exciter which are not captured by the derived model shown in Figure 2.6 (b). It must
be mentioned that the models used in this dissertation are standard user models similar
to those presented in [13] and the derivation of exact model responses for the excitation
systems used in this dissertation is beyond the scope of this dissertation.
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Figure 3.29: Open circuit unit response to AVR step input changes. (a) Unit terminal
voltage response, (b) Unit field voltage response.
3.5.2 Unit Response Model Validation with Generator on-line
Figure 3.30 shows the closed loop ECS response performed on the unit for step inputs
into the AVR with the unit operating at half load. Figure 3.30 (a) shows the terminal
voltage response and (b) shows the field voltage response. Comparisons of the measured
response with the model response shows that the model matches the unit quite well
on the terminal voltage response. The field voltage response on both the positive and
negative steps are higher on the model than the actual plant measurement, this could
be as a result of the damping effect of the main exciter which are not captured by the
derived model shown in Figure 2.6 (b)
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Figure 3.30: Closed circuit response to AVR step input changes. (a) Unit terminal volt-
age response, (b) Unit field voltage response.
Further tests were conducted on the unit to verify the software model performance.
These tests were all conducted with the unit operating at various points, full load, and
low load, and the results are shown in Appendix C. For all tests performed on the unit,
it was found that the model was able to sufficiently mimic the measured response.
3.6 Summary
This chapter presented the model validation techniques which are used in small signal
stability analysis, namely modal and time domain analysis. A review of the critical elec-
tromechanical modes in the Eskom network was presented. Electromechanical modes
of interest which were identified were the Western Cape - Mpumalanga and the SAPP
modes. PMU measurements were presented confirming results which have been observed
from simulations conducted. Dynamic network model behaviour based on network in-
cidents which have been observed were presented and simulation results were found to
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match well with the PMU measurements.
The mode controllability and participation factors were presented and the units at
power plant PS-KRG were identified as the best location to control the Western Cape -
Mpumalanga mode. Modal interaction between the SAPP andWestern Cape - Mpumalanga
modes were shown through the PMU measurements. The ECS model performance of the
units at power plant PS-KRG was verified through staged tests which were performed
on the actual unit and it was found that the model was able to adequately mimic the
performance of the actual plant ECS.
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Chapter 4
Power System Stabilizer Design/Tuning
4.1 Introduction
As previously stated, PSSs are the most cost effective manner of introducing damping
into power systems. The main aim of this dissertation is to design PSS lead/lag param-
eters in order to target a specific oscillation mode in the Eskom network. The designed
PSS is expected to provide damping over a wide frequency range. The PSS structure to
be used is PSS2B which was presented in 2.2.3. This PSS structure is designed for single
mode damping. Through the use of conventional control design techniques and assessing
the performance of the proposed controller, it is possible for the designed controller to
act over a wide operating frequency range. Reference [16] states that the frequency range
of concern in SSS studies is approximately 0.2Hz to 3.0Hz. This will be the electrome-
chanical frequency range analysed. The effect of various parameters on the designed PSS
will also be evaluated in order to ensure that the PSS does not have an adverse affect on
the generator torsional modes, intra-plant modes and generator terminal voltage while
the generator is being ramped by the turbine. All analysis will be carried out through
eigenvalue analysis and non-linear time domain simulations as suggested in [30], so as
to ensure that the designed PSS is the most optimal stabilizer.
4.2 Power System Stabilizer Tuning/Design Methods
There exists a host of controller design and tuning techniques which have been applied
to PSSs. These techniques can be classified into two categories, namely linear and non-
linear design methods. Various PSS design methodologies have been proposed over the
past decade, but not many have been widely accepted in the design of conventional PSS
controls. This is due to their rather complex nature, non practicability (in some cases)
and assumptions which are required in their application. Some of the most common
techniques which are used in PSS design and tuning are reviewed in order to demonstrate
and compare the benefits and advantages of each. The methods analysed are those which
are known to have been applied to actual stabilizers.
4.2.1 H∞ (H-infinity) design method
H∞ controllers are designed in the frequency domain to determine optimal controller
parameters, offering controllers which are robust over a wide range of system conditions
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and which minimize disturbances to the plant output subject to closed loop stability.
One of the main disadvantages of H∞ controllers is that they are of the same order as
the plant. Hence in the application of H∞, the plant model must be reduced in order to
minimize the controller order. Thus H∞ design relies heavily on highly accurate model
reduction.
Another challenge associated with the application of H∞ design is the selection of the
weighting functions used in the optimization of the controller parameters. This relation
has been reported throughout the literature [55]. Reference [56] states that uncertainty
in the reduced model creates a situation whereby the controller cannot respond and
a system becomes unstable after it has been disturbed. Reference [57] demonstrates
that the pole-zero cancellation which is important in the application of this method can
produce closed loop poles which have damping which is directly dependent on the open
loop system poles. This is not necessarily desirable as the open loop poles could be
poorly damped. Hence the application of H∞ controller design techniques has not been
widely accepted in the practical application and design of PSSs.
4.2.2 Pole placement design method
Similar to H∞ design, pole placement design is performed in the frequency domain. The
pole placement design approach focuses on using root locus design techniques to move
a pair of poles to a new desired location. The pole placement technique provides good
graphical representation of system poles which is a desirable attribute to design engi-
neers. This approach works directly with the closed loop poles of the system. Reference
[58] states that this technique may lead to very high values of PSS gain which could
result in poor non-linear time domain behaviour. Large PSS gains also lead to quick
saturation of the stabilizer output which is undesirable as it could lead to controller
windup.
The pole placement technique does not necessarily ensure that the poles move to the
desired location and this method is also not robust over a wide range of system conditions.
Reference [5] states that this technique is not suitable for large networks whereby multiple
inter-area modes may exist due to the inherent complexity. Another disadvantage of this
method is that it only focuses on a single pole pair; hence any other modes which may
be adversely affected as a result of the pole shift can only be discovered after the design
is complete. Hence reducing adverse pole interactions in the frequency domain relies on
a trial and error approach.
4.2.3 Frequency response design methods
Frequency response based controller design is the most common controller design method
used in industry due to its simplicity. The amount of compensation which is to be added
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by the controller can be obtained through residue analysis or through participation factor
analysis. The main advantage of this method is that it is not affected by the size of the
plant and is insensitive to varying system conditions, [8]. Reference [8] states that a
compromise is necessary to ensure an acceptable level of phase compensation exists over
the frequency range of interest over a range of system conditions.
This also offers initial design-stage counter-measures against any adverse effects which
may result due to the controller tuning and also offers insight into the exact controller
response. The controller gain is chosen to achieve an acceptable gain margin and to
ensure that the controller is able to introduce the required amount of phase compensation
at the desired frequency without amplifying the controller input noise, [43].
4.3 Frequency Response Power System Stabilizer Design
4.3.1 Residue based design [6]
The general structure of a PSS was initially presented in 2.9, and its transfer function
can be expressed as:
GPSS(s) = KGAIN ×GWASHOUT (s)×GPHASE−COMP (s)
= KGAIN ×
(
sTw
1 + sTw
)
×
(1 + sT1
1 + sT2
)
×
(1 + sT3
1 + sT4
)
= KGAIN ×GW (s)×GP (s) (4.1)
-where GW (s) is the transfer function of the washout filter, and GP (s) is the transfer
function of the phase compensator. The residues of a power system are determined
using the transfer function of the linearized power system model given by Eq. (2.26) and
Eq. (2.27) as follows:
G (s) = y (s)
u (s)
= C (sIn −A)−1B (4.2)
If we let the modal matrices of the right and left eigenvectors φ , ψ and the diagonal
matrix Λ, be given by:
Φ = [φ1, · · ·φn] Ψ = [ψ1, · · · , ψn]T Λ = diag (λj) , j = 1, ....n
-it can be shown using eigenvector properties presented in 2.3.1.1 that:
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AΦ = ΦΛ, (4.3)
ΨTA = ΛΨT , (4.4)
hence by definition we have ΨTΦ = In
-where In is an identity matrix.
Using matrix manipulations, the modal matrices may be rearranged to yield:
ΨTAΦ = ΨTΦΛ = InΛ (4.5)
A =
[
ΨT
]−1
ΛΨT = ΦΛΨ (4.6)
Eq. (4.2) can now be written as in Eq. (4.7) by using the matrix property f(A) =
Φf(Λ)ΨT , where f an arbitrary matrix function:
G (s) = CΦ (sIn − Λ)−1 ΨTB (4.7)
Since (sIn − Λ) is a diagonal matrix, its inverse therefore is also a diagonal matrix.
Hence Eq. (4.7) can be expressed as:
G (s) =
n∑
j=1
Cφjψ
T
j B
s− λh
=
n∑
j=1
Rj
s− λj (4.8)
-where
Rj = CφjψTj B (4.9)
-is the residue of the transfer function Eq. (4.7) at eigenvalue λj .
For a power system with a critical eigenvalue λj with poor damping which is to be
improved, let λj have its residue given by Rj for a specific single input and single output
of the system. The sensitivity of λj to the stabilizer gain, KGAIN can be expressed as,
[6]:
∂λj
∂KGAIN
= Rj
∂GPSS (λj)
∂KGAIN
= RjGW (λj)GP (λj) (4.10)
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Eq. (4.10) can now be used to determine the change in the eigenvalue of λj as a result
of the PSS:
∆λj = RjGW (λj)GP (λj)KGAIN (4.11)
(Note: Strictly speaking Eq. (4.11) must have ∆KGAIN on the right hand side of
the equation, but inserting a PSS is equivalent to increasing ∆KGAIN from 0. Hence
∆KGAIN = KGAIN ).
It must be noted that all components of Eq. (4.11) are complex except for KGAIN which
is a real constant. The residue Rj and the PSS transfer function at eigenvalue λj , are all
multiplied by a particular gain value to produce a shift in the eigenvalue to the desired
location. Figure 4.1 adapted from [23] shows how the eigenvalue λj is moved to a new
desired position y whereby ∆λj makes a right angle triangle as shown in Figure 4.1.
Moving λj to y ensures that the eigenvalue has the required amount of damping while
moving λj the shortest distance. λj normally has a very small real component, implying
that κ in Figure 4.1 has a small value. This implies that if λj is moved parallel to the
x− axis, the additional distance added is insignificant.
jλ∆
jλ
x
y
Figure 4.1: Eigenvalue shift to preferred location, adapted from [23].
For the application of residue based design to PSSs, [40] states that the compensation to
be added by the PSS must provide enough phase lead such that the modes of interest will
be shifted perpendicular to the imaginary axis or that the mode shifts slightly upward
from the real axis but with the largest displacement being perpendicular to the imaginary
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axis, represented by ∆λj in Figure 4.1. This ensures that the damping torque provided
by the PSS is high while also maintaining a high synchronizing torque component.
If the eigenvalue motion is downward towards the real axis, this implies that the PSS
provides too much phase lead. This results in the PSS detracting from the synchronizing
torque of the generator and thereby compromising the transient stability performance of
the generator in some cases. Reference [42] states that this would result in the excitation
system mode becoming unstable at relatively low values of synchronizing torque even
though the gain value may be high. Hence to ensure that λj moves parallel to the
x− axis, ∠4 λj = pi.
The necessary phase compensation which is to be added by the PSS can be computed
using Eq. (4.11) as follows:
∠GP (λj) = ∠∆λj − ∠Rj − ∠GW (λj) (4.12)
= pi − ∠Rj − ∠GW (λj) (4.13)
The number of phase compensation blocks, each consisting of a pole zero pair, is deter-
mined by the amount of phase compensation to be added. Reference [2] suggests that
the largest phase compensation to be added by a single lead/lag block must be limited
to 55o (degrees) to prevent the amplification of any unwanted noise. This noise may
appear on the signal from the speed transducer. References [23, 55] suggest that the
maximum allowable compensation limit of a single lead/lag stage is 65o (degrees). The
maximum allowable phase compensation will be taken as 65o in this dissertation. The
PSS gain can also be calculated using Eq. (4.11), as follows:
KGAIN =
|∆λj |
|Rj | |GW (λj)| |GP (λj)| (4.14)
In some cases the eigenvalue λj may not move to the desired location because of system
non-linearity. Hence it may be necessary to adjust the phase compensation and gain
slightly to meet the desired specification. In the application of the stabilizer, the phase
lag to be compensated is computed based on the type of stabilizer used. For example,
for a PSS using rotor speed as its input the phase lag of the plant is computed between
the rotor speed output and the AVR input reference voltage.
4.3.2 Participation factor based design [7, 8, 9]
This design method is based on the analysis of generator speed participation factors
and assumes the PSS uses the rotor speed as its input. The sensitivity of an eigenvalue
λj , with respect to the transfer function, aii, between the generator speed and the
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generator speed derivative coincides with the generator participation factor. Similar to
the methodology used in 4.3.1, the sensitivity of λj to the transfer function, aii, between
the generator speed and the generator speed derivative can be expressed as [9]:
∂λj
∂aii
= pij (4.15)
-where pij represents the participation factor of the ith rotor speed (ith state variable
in the state matrix) when considering the jth eigenvalue (oscillation mode) and aii is the
transfer function between the generator speed and its speed derivative. It must be noted
that this method assumes that the generator speed will be used as a stabilizing signal,
and this is analysed on the Heffron-Phillips SMIB model. Hence using Figure 2.12,
the sensitivity of λj with respect to the stabilizer transfer function, aii, where aii =
1
2H [−KGAINGPSS (λj)GEXC (λj)GGEN (λj)], can be expressed as:
∂λj
∂KGAIN
= ∂λj
∂aii
∂aii
∂KGAIN
= 12H [−pijGPSS (λj)GEXC (λj)GGEN (λj)] (4.16)
-where GGEN (λj) and GEXC (λj) are the values of the transfer functions of the
generator and excitation system at mode frequency λj . Similarly it should be ∆KGAIN
on the right hand side, but inserting the PSS is equivalent to increasing KGAIN from
0, so ∆KGAIN = KGAIN . Therefore the eigenvalue change after the PSS has been
introduced can be represented as:
∆λj =
1
2H [−pijKGAINGW (λj)GP (λj)GEXC (λj)GGEN (λj)] (4.17)
Similar to the residue based design approach, KGAIN and H are real values.
The exact phase shift which needs to be introduced by the stabilizer resulting in the
eigenvalue displacement of ∆λj can be expressed as:
∠∆λj = pi + ∠pij + ∠GW (λj) + ∠GP (λj) + ∠GEXC (λj) + ∠GGEN (λj) (4.18)
Since ∠∆λj = pi, Eq. (4.18) can be rearranged to obtain the amount of phase compen-
sation to be added:
pi = pi + ∠pij + ∠GW (λj) + ∠GP (λj) + ∠GEXC (λj) + ∠GGEN (λj)
0 = ∠pij + ∠GW (λj) + ∠GP (λj) + ∠GEXC (λj) + ∠GGEN (λj)
∠GP (λj) = − [∠pij + ∠GW (λj) + ∠GEXC (λj) + ∠GGEN (λj)] (4.19)
102
The PSS gain is also calculated using Eq. (4.16) as follows:
KGAIN =
2H |∆λj |
|pij | |GW (λj)| |GP (λj)| |GEXC (λj)| |GGEN (λj)| (4.20)
In a similar manner to the residue based design approach, the eigenvalue λj may not
move to the desired location because of system non-linearity; hence it may be necessary
to adjust the phase shift and gain slightly to meet the desired specification. In this design
method, the phase lag for which the stabilizer must compensate is also that between the
AVR input reference voltage and the electrical torque produced in the generator air-gap
(exciter and the generator time constants).
Reference [59] states that the residue for a nonreciprocal system can be defined as the
product of the right eigenvector and the left eigenvector. Hence residues and partici-
pation factors can only be said to be similar for nonreciprocal systems and a system
must be proven to be either reciprocal or nonreciprocal. This implies that the use of
residues and participation factors in the design of compensator parameters for systems
can be seen as two separate approaches as the two methods can give vastly different
answers depending on the nature of the system being analysed, which is the case in this
dissertation.
4.3.3 Conventional stabilizer design method [9]
The conventional design approach used to design PSSs uses the participation factor
approach but some assumptions are made in order to simplify the design process. The
conventional design approach assumes that the participation factor of the rotor speed
of the respective eigenvalue (oscillation mode) is real [7, 16, 8, 60, 61]. The phase lag
component associated with the washout filter is also ignored, since it is relatively small at
the mode frequency of concern. Hence the required phase compensation is approximated
as:
∠GPSS (λj) ≈ [∠GEXC (λj) + ∠GGEN (λj)] = [∠GECS (λj)] (4.21)
Analysis of Eq. (4.21), shows that the PSS compensates only for the phase lag of the
generator and the exciter (ECS). Based on the underlying assumptions and analysis of
Eq. (4.21), the PSS provides the required damping for the critical mode λj , only if the
phase of the participation factor is close to zero.
Reference [16] showed that the phase compensation which is to be provided by the
stabilizer must compensate for the phase lag between the AVR input reference voltage
VREF and the generator electrical torque TE as presented in 2.2.3. In calculating the
frequency response characteristic it is essential to ensure that the inertia of the generator
is assumed to be very large in order to ensure that any feedback due to generator rotor
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angle is ignored. This ensures that the frequency response characteristic obtained only
reflects the phase lag of the ECS. The stabilizer gain is calculated in exactly the same
manner as the participation factor method, using Eq. (4.20).
4.4 Eigenvalue Assessment of the Tuned Power System Stabilizers
In order to evaluate the performance of the tuned PSS using residue, participation factor
and conventional design methods, two software models were used to assess the local,
intra, and inter-area oscillation modes. Figure 4.2 shows a detailed busbar configuration
of power plant PS-KRG feeding into the network. This configuration was used to assess
the performance of the PSS in the detailed Eskom network model.
Figure 4.2: Simplified power plant busbar configuration feeding into network.
The power plant was also modelled feeding into an infinite bus, which was used to
study the local mode and intra-plant oscillation modes, Figure 4.3 shows a single line
diagram representation of the model used to study the modes mentioned. Reference
[16] demonstrated that in tuning PSSs, different generator operating points need to be
chosen depending on the stabilizer type applied. Speed based stabilizers are tuned using
P ± jQ = 1.0 + j0.0, feeding into a strong AC transmission network (effective network
impedance is generally assumed to be approximately 0.2pu). This generator operating
condition results in maximum phase lag observed in the path which the stabilizer com-
pensates. Frequency based stabilizers are tuned feeding into a weak AC transmission
system. This results in maximum phase lag with regards to the stabilizer [16].
The PSS2B is an “integral of accelerating power stabilizer”, which uses speed and elec-
trical power as controller inputs. Hence the tuning operating point which results in the
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maximum phase lag of the ECS according to [16], is P ± jQ = 1.0 + j0.0. Also the
generator feeds into a very strong transmission system (low output impedance seen by
the generator).
Figure 4.3: Simplified power plant busbar configuration feeding into an infinite bus.
Appendix D shows detailed calculations with each of the previously stated design tech-
niques. The PSS stabilizers were designed at three operational functional frequencies.
These were inter-area mode, local mode, and at the highest electromechanical opera-
tional frequency of 3.0Hz. The latter was performed based on observations presented in
[16], stating that tuning compensators at higher frequencies allows better phase compen-
sation to be provided at the lower frequencies and ensures that the phase roll off at higher
electromechanical frequencies is not severe, thus ensuring a better phase compensation
over the frequency range.
The stabilizer performance assessment criteria which were set were based on the following
factors adapted from [30, 36] :
 Ensure that the local mode has good damping, ζ ≥ 15%,
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 Ensure that the inter-area mode has moderate damping, ζ ≥ 5%,
 Ensure that the stabilizer does not detract from the performance of other system
modes having ζ ≥ 10%.
 Ensure that the stabilizer parameters do not cause excessive terminal voltage tran-
sients.
The PSS which was able to effectively meet the set requirements was taken as the best
performing stabilizer. The challenge presented by the requirements was the tradeoffs
which had to be made. During PSS tuning it was found that the PSS parameter that
ensured maximum local mode damping did not necessarily ensure good inter-area mode
damping. Hence the PSS was then optimized to increase the inter-area mode damping
by increasing the stabilizer gain. It was found that this detracted from the local mode
damping, but the optimal gain was chosen to ensure that ζ ≥ 5%.
Figure 4.4 shows a simplified diagram used in order to explain pole movement in the
complex frequency plane as a result of the tuned PSS parameters.
Figure 4.4: Pole movement in the complex frequency plane due to tuned PSS parameters.
As previously described in 4.3.1, the ideal case for PSS design is for the pole with poor
damping to move parallel to the negative x − axis following the line labelled P2. But
this is not always the case due to system non-linearity. The pole could move following
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the line P1 or P2. In the case whereby the line follows the P1 route, the stabilizer
introduces damping and synchronizing torque to the pole, but the pole moves quickly
towards the right hand plane in the frequency domain and could become unstable. In the
case whereby the pole follows the P3 route, the stabilizer introduces to much damping to
the pole and the pole frequency becomes lower and this detracts from the synchronizing
torque which could lead to poor transient stability performance. Hence it is important
that the PSS is designed to ensure that each of the poles associated with the system does
not have poor damping or detract from the performance of the system in any manner.
4.4.1 Eigenvalue assessment of the residue based design
Table 4.1 shows the eigenvalues for the SMIB model for all three PSS design frequencies.
The stabilizer parameters are given Appendix D. The PSS gains were tuned in order to
ensure that the local mode has the highest value of damping possible for the designed
settings. This was done by using the derived gain equation and then manually adjusting
the gain in order to find the maximum value of damping of the local mode. Assessment
of Table 4.1, shows that the PSS which has the best local mode performance is that
tuned at 1.0Hz, even though the mode frequencies are slightly higher than the case with
no PSS and lower corner frequency of 0.65Hz.
Table 4.1: Local mode eigenvalue assessment using the SMIB model and a PSS designed
using the residue approach .
Compensator
tuned
frequency
Local
mode
fre-
quency
KGAIN Eigenvalue Damping ratio Damping
time
constant
Hz Hz - - ζ (%) seconds
No PSS 1.042899 - -0.6116±j 6.5527 9.0929 1.63460.9135339 - -0.4393259 ±j5.739903 7.6316 2.27622
0.65 1.237172 2.46 -1.784468 ±j7.773383 22.37416 0.56039110.9836276 2.46 -2.035736 ±j6.180314 31.28552 0.4912229
1.0 1.298459 8.571 -2.984038 ±j8.15846 34.35039 0.33511640.9146028 8.571 -2.097828 ±j5.746619 34.29192 0.4766836
3.0 1.289756 75 -0.7842381 ±j8.103778 9.632437 1.2751231.143882 75 -0.6127975 ±j7.187225 8.495381 1.63186
The designed settings were used in the detailed Eskom network model in order to assess
the impact of the designed PSS on the inter-area mode for each of the designed corner
frequency values. Table 4.2 shows the eigenvalues for the detailed Eskom model.
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Table 4.2: 0.65 Hz mode eigenvalue assessment using the detailed Eskom network and a
PSS designed using the residue approach.
Compensator
tuned
frequency
Inter-
area
mode
fre-
quency
KGAIN Eigenvalue Damping ratio Damping
time
constant
Hz Hz - - ζ (%) seconds
No PSS 0.6537668 - -0.1380342 ±j4.107738 3.358451 7.24458
0.65 0.6429642 2.46 -0.4149631 ±j4.039863 10.21795 2.409853
1.0 0.654691 8.571 -0.5059686 ±j4.113545 12.20806 1.976407
3.0 0.7569842 75 -0.3535277 ±j4.756272 7.412426 2.828633
The PSS which is designed at 1.0Hz has the highest inter-area mode damping and the
highest local mode damping for the designed settings based on comparison of the results
in Table 4.1 and Table 4.2. It was also noted that the stabilizer does not cause any
other modes to become unstable or to have unacceptable damping. Using the analogy
represented by Figure 4.4, the inter-area pole moves almost parallel to the negative x−
axis, with a very slight upward direction, indicating that the stabilizer adds almost pure
damping to this pole. The effect of the stabilizer on the local mode is also shown in
Table 4.1, the slight upward direction implies that a very small amount of synchronizing
torque is added to the mode, [16].
The PSS designed at the corner frequency of 1.0Hz has the most desirable characteristics
as it introduces the highest local mode and inter-area mode damping, and these settings
will be compared with settings designed using the other techniques.
4.4.2 Eigenvalue assessment of the participation based design
Table 4.3 shows the eigenvalues for the SMIB model for all three PSS corner frequency
designs. The stabilizer parameters are given Appendix D. The PSS gains were tuned in
order to ensure that the local modes have the highest value of damping possible. This
was done by using the derived gain equation and then manually adjusting the gain in
order to find the maximum value of damping of the local mode. Assessment of Table 4.3
shows that the PSS which has the best local mode performance is that designed at
1.0Hz, even though the mode frequencies are slightly higher than the case with no PSS
and lower corner frequency of 0.65Hz
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Table 4.3: Local mode eigenvalue assessment using the SMIB model and a PSS designed
using the participation factor approach .
Compensator
tuned
frequency
Local
mode
fre-
quency
KGAIN Eigenvalue Damping ratio Damping
time
constant
Hz Hz - - ζ (%) seconds
No PSS 1.042899 - -0.6116±j 6.5527 9.0929 1.63460.9135339 - -0.4393259 ±j5.739903 7.6316 2.27622
0.65 1.238195 2.6 -1.704932 ±j7.779809 21.40681 0.58653381.003832 2.6 -1.931287 ±j6.307263 29.27824 0.5177896
1.0 1.286955 8.58 -2.849504 ±j8.086174 33.23596 0.35093830.9265217 8.58 -2.093709 ±j5.821508 33.84284 0.4776214
3.0 1.43394 45.55 -2.146081 ±j9.009713 23.17136 0.46596571.204816 45.55 -1.938055 ±j7.570085 24.8016 0.5159812
The designed settings were used in the detailed Eskom network model in order to assess
the impact of the designed PSS on the inter-area mode. Table 4.4 shows the eigenvalues
for the detailed Eskom model, for all three design cases.
Table 4.4: 0.65 Hz mode eigenvalue assessment using the detailed Eskom network and a
PSS designed using the participation factor approach.
Compensator
tuned
frequency
Inter-
area
mode
fre-
quency
KGAIN Eigenvalue Damping ratio Damping
time
constant
Hz Hz - - ζ (%) seconds
No PSS 0.6537668 - -0.1380342 ±j4.107738 3.358451 7.24458
0.65 0.6443857 2.6 -0.421409 ±j4.048795 10.35233 2.372992
1.0 0.655823 8.58 -0.5037559 ±j4.120658 12.13479 1.985088
3.0 0.729943 45.55 -0.6498329 ±j4.586367 14.02868 1.538857
The PSS designed at 3.0Hz has the highest inter-area mode damping and the local mode
damping offered by the design is able to meet the requirements which were set. But it
can be seen that this stabilizer causes the poles to move in the upward direction, which
is not desirable. The stabilizer does not cause any other modes to become unstable. It
must be noted that the gain value of the 3.0Hz stabilizer is high compared to the other
design cases, which is not desirable in practice as it could lead to stabilizer saturation
during operation or integral windup. The PSS designed at a corner frequency of 1.0Hz,
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does not cause the inter-area mode to shift upwards excessively and the damping which
it provides is sufficient to meet the requirements set for both local and inter-area modes,
while having a moderate value of gain. Hence this stabilizer is chosen as the best design
in the participation factor based approach since all the requirements are met with the
least amount of tradeoffs.
4.4.3 Eigenvalue assessment of the conventional based design
Table 4.5 shows the eigenvalues for the SMIB model for all three PSSs designed using
the conventional approach. The stabilizer parameters are given Appendix D. The PSS
gains were tuned in order to ensure that the local mode has the highest value of damping
possible. This was done by using the derived gain equation and manually adjusting the
gain in order to find the maximum value of damping of the local mode. Assessment
of Table 4.5, shows that the PSS which has the best local mode performance is that
designed at 3.0Hz. The stabilizer designed at this frequency causes the local mode pole
to move downwards as can be seen by the slight reduction in mode frequency. This
implies a slight loss of synchronizing power at the local mode frequency.
Table 4.5: Local mode eigenvalue assessment using the SMIB model and a PSS designed
using the conventional approach .
Compensator
tuned
frequency
Local
mode
fre-
quency
KGAIN Eigenvalue Damping ratio Damping
time
constant
Hz Hz - - ζ (%) seconds
No PSS 1.042899 - -0.6116±j 6.5527 9.0929 1.63460.9135339 - -0.4393259 ±j5.739903 7.6316 2.27622
0.65 1.22747 2.03 -2.080322 ±j7.71242 26.04288 0.48069470.8890753 2.03 -1.909246 ±j5.586225 32.341 0.523767
1.0 1.803299 7.49 -4.142869 ±j11.33046 34.34045 0.24137860.7524419 7.49 -1.728272 ±j4.727732 34.33387 0.5786127
3.0 1.081505 60 -3.164311 ±j6.795294 42.21376 0.31602450.9861994 60 -2.577886 ±j6.196473 38.41103 0.3879147
The designed settings were used in the detailed Eskom network model in order to assess
the impact of the designed PSS on the inter-area mode. Table 4.6 shows the eigenvalues
for the detailed Eskom model, for all three design cases.
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Table 4.6: 0.65 Hz mode eigenvalue assessment using the detailed Eskom network and a
PSS designed using the conventional approach.
Compensator
tuned
frequency
Inter-
area
mode
fre-
quency
KGAIN Eigenvalue Damping ratio Damping
time
constant
Hz Hz - - ζ (%) seconds
No PSS 0.6537668 - -0.1380342 ±j4.107738 3.358451 7.24458
0.65 0.639022 2.03 -0.3902516 ±j4.015093 9.674025 2.56245
1.0 0.6258839 7.49 -0.5634626 ±j3.932545 14.18334 1.774741
3.0 0.7180209 60 -0.8487492 ±j4.511459 18.48884 1.178204
The PSS designed at 3.0Hz has the highest inter-area mode and local mode damping, and
the design is able to meet the requirements which were set. Similar to the participation
factor response design approach the stabilizer causes the inter-area pole to move in the
upward direction, which is undesirable. The PSS designed at 3.0Hz has the desired
impact on both the local and inter-area mode damping, but similar to the participation
factor case the stabilizer gain is high. The PSSs designed at 0.65Hz and 1.0Hz cause the
poles to move downward thus implying reduced synchronizing torque. This is undesirable
as the mode could become unstable after a large disturbance under certain conditions.
Hence the stabilizer which best satisfies the requirements is that designed at 3.0Hz.
4.5 Impact of the Stabilizer Parameters on Generator Behaviour
In order to assess the impact of the stabilizer parameters on the generator terminal
voltage, it is important to ensure that the performance is assessed using the same ramp
rate curve which the generator turbine uses to ramp up. Reference [36] states that in
order to ensure that the stabilizer does not have an adverse effect on the terminal voltage
and reactive power output, it is important to assess ∆QT∆PREF . Reference [62] presents a
detailed analysis of the various stabilizer parameters which influence generator terminal
voltage, with an emphasis on the ramp tracking filter parameters. In practice generator
units are ramped at a very specific rate which is influenced by a large number of operating
conditions such as turbine steam inlet temperatures and boiler pressure. These ramp
rates differ from unit to unit based on the unit capabilities. The ramp rate curves for
the units at PS-KRG along with the various conditions for unit ramping are given in
Appendix E.
Figure 4.5 shows the terminal voltage, field voltage and the reactive power responses of a
generator for all three PSSs, for a 30MW/min ramp rate of the generator active power.
This ramp was taken from the very hot turbine ramp rate curve shown in FigureE.7 of
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Appendix E. In order to be able to assess the impact of the tuned PSS, various scenarios
were investigated:
1. Impact of the PSS on the generator terminal voltage, field voltage, and the output
reactive power,
2. Impact of the PSS on a sister unit during unit ramps, with various load levels on
the sister unit,
3. Frequency domain analysis of the PSS contribution to the overall path on which
it acts, ∆TE∆ωG .
All of the turbine ramp curves were assessed in order to ensure that all of the designed
PSSs do not cause adverse terminal voltage and reactive power fluctuations. All of the
graphs for the ramp rate curves are given in Appendix E. Analysis of various graphs
presented in Appendix E, and those shown in Figure 4.5, show that the residue and the
participation factor based stabilizer designs behave in an almost identical manner. This
observation is in line with the findings presented in [9].
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Figure 4.5: Generator parameters, (a) electrical power, (b) terminal voltage, (c) field
voltage and (d) reactive power output.
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The impact of the residue and participation factor based stabilizers on the terminal
voltage is a slight fluctuation, as can be seen Figure 4.5 (b). Similar behaviour can also
be observed on the field voltage and reactive power. The fluctuation caused by the newly
designed PSSs is less than 0.00001pu, and the behaviour of the various variables does
not differ much from that of the original system without a PSS and with the currently
existing PSS. This implies that the PSS ramp tracking filter parameters T8 and T9 were
chosen correctly. Reference [62] states that T9 must be less than 0.1s to avoid excessive
terminal voltage fluctuations being induced by the stabilizer.
The PSS designed using the conventional approach was also assessed in a similar manner,
and the results are also shown in Figure 4.5. The performance of the conventional stabi-
lizer design method resulted in poor terminal voltage, field voltage and reactive power
performance of the unit, as can be seen in Figure 4.5 and also all of the results presented
in Appendix E. The conventional design approach consistently resulted in large fluc-
tuations of terminal voltage, field voltage and reactive power output. The main cause
of the poor performance of these parameters can also be attributed to the large gain
value of the stabilizer. In numerical terms the fluctuations measured were found to be of
the order 0.001pu, which may not be very noticeable in simulation studies, but may be
exacerbated under certain network conditions or by signal transducers used to measure
these signals.
Figure 4.6 shows the performance of the sister unit parameters which were monitored as
the primary unit was ramped at various load levels. In Figure 4.6 the unit was operating
at full load. The sister unit performance was also assessed under different operating
conditions:
1. Primary unit ramped, and sister unit operating at low load (25% load level),
2. Primary unit ramped, and sister unit operating at half load (50% load level),
3. Primary unit ramped and sister unit operating at full load (100% load level).
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Figure 4.6: Generator parameters, (a) electrical power, (b) terminal voltage, (c) field
voltage and (d) reactive power output, of sister unit, while primary unit
ramped.
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Figure 4.6 shows the performance of the sister unit while operating at full load. It must
be stated that the sister unit was also fitted with an identical stabilizer as the primary
unit for each of the tests which were conducted. As can be seen in Figure 4.6, the residue
and participation factor based stabilizer designs performed identically and the fluctua-
tions associated with the newly designed stabilizers were less than 0.00001pu, similar to
the results presented in Figure 4.5. The stabilizer designed using the conventional ap-
proach was found to have poor terminal voltage, field voltage and reactive power output
performance compared to residue and participation factor based stabilizer designs.
The frequency domain performance of the plant with and without all of the designed
PSSs was analysed in order to assess the impact of the PSS parameters on the frequency
domain performance of the plant. Reference [16] showed that the full path along which
the stabilizer acts is given by ∆TE∆ωG . Figure 4.7 shows the various Bode plots of the plant
with and without the stabilizers. Reference [7] suggest that the frequency band which
can be analysed using the Heffron-Phillips model is 0.1Hz to 3.0Hz. Above this range
the model is no longer accurate and it becomes important that the generator is modelled
using the Solid Iron Rotor Model (SIRM) also known as the Jackson-Winchester model
which is highly complex but allows for detailed model studies of various transient phe-
nomena which are higher than the electromechanical frequency range. This full model
is given in [63]. This model is well suited to the study of torsional interactions between
the PSS and the entire turbine and generator shafts. This type of analysis is beyond the
scope of this dissertation and will not be considered in any of the modeling presented.
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Figure 4.7: Bode plot of plant including various PSSs designed, ∆TE∆ωG .
Analysis of the Bode plots shown in Figure 4.7 within the range 0.1Hz to 3.0Hz shows
that the frequency response of the stabilizers designed using residues and participation
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factor are identical, which is to be expected based on the modal analysis results pre-
sented earlier. The PSS designed using the conventional approach allows for higher
compensation over a wider frequency range as can be seen in Figure 4.7, compared to
both the residue and participation factor based stabilizers. The conventional designed
stabilizer offers a higher degree of phase compensation. But what is also evident is that
the conventional stabilizer design causes a large increase in the magnitude and phase of
the plant at higher frequencies as shown in Figure 4.7. This is highly undesirable as the
frequency range beyond 5.0Hz coincides with the natural torsional frequency band of
nuclear unit shaft trains. This implies that the conventional PSS could possibly excite
a torsional oscillation mode on any of the generator turbine stages resulting in damage
to the unit due to torsional resonance.
Thus based on the analysis presented above, the two most suitable stabilizer designs
which will be considered from here onwards are the residue and participation factor
based PSS designs due to the fact that they do not produce any adverse fluctuation
of the terminal voltage, field voltage, output reactive power and do not result in high
gain magnitudes or phase responses within the torsional frequency band as shown in
Figure 4.7.
4.6 Summary
This chapter presented a review of some of the methods which are used in the design of
PSSs. The various advantages and disadvantages associated with the use of advanced
techniques and their practical application in actual power systems was presented. Design
methods which are commonly used in industry were also evaluated. PSSs were designed
using three approaches which were found to be the best suited and most commonly used
in practice. These were residue based design, participation factor based design, and the
conventional based design. The criteria which were used to determine the effectiveness
of the various PSSs designed were based on [30]. Three design frequencies were chosen,
0.65Hz which is the inter-area frequency of concern, 1.0Hz, which is the local mode
frequency of the machines and 3.0Hz, based on suggestions presented in [16]. With each
of the three methods, three stabilizers were designed and their impact on the system
eigenvalues using a SMIB model and a detailed Eskom network model were analysed.
The stabilizer which offered the highest amount of damping without drastically affecting
the synchronizing torque of both the local and inter-area modes was chosen from each
of the three design methods.
The three stabilizers from each group were then assessed to determine their impact
on the generator terminal voltage, field voltage and reactive power output using the
turbine ramp curves which are used on the actual power plant PS-KRG. The stabilizer
designed using the conventional approach was found to induce higher fluctuations of
these parameters as compared to the residue and participation factor based designs.
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The frequency response of the various stabilizers was also assessed and it was found
that the conventional stabilizer design introduced much more phase compensation over
the desired frequency range compared to the residue and participation factor designs.
But the impact of this was that the stabilizer resulted in increased gain magnitude and
phase response over the torsional frequency range in which most steam driven turbines
have torsional frequencies, hence increasing the risk of torsional resonance induced as
a result of the stabilizer. Based on the analysis presented, the conventional stabilizer
was excluded as a candidate as a result of the possible danger which may result due to
torsional resonance. The residue and participation factor designs were found to perform
in an identical manner to one another, both in the frequency range as well as in the
SMIB models and the detailed Eskom network model.
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Chapter 5
Small Signal Stability Contingency Case Analysis
5.1 Introduction
In order to be able to assess the effectiveness of the various PSSs designed it is important
that various contingencies are assessed, and that these are based on parameters which
have a large influence and impact on the SSS of the network and particularly the oscil-
lation modes of concern, inter-area oscillation mode and the local oscillation mode. In
order to be able to determine various transmission network contingencies it is important
to fully understand the exact path over which these oscillations travel in the network.
In order to be able to determine the exact path which is travelled by the oscillations of
interest, a concept presented in [10] will be used. Its application will be presented using
a simple example and the method will also be applied to the detailed Eskom network to
determine the various oscillation paths of the inter-area mode.
The influence and the impact of load models will also be assessed, the loads which
have the highest participation and observability factors of the inter-area mode will be
determined using participation factor analysis and mode observability. The frequency
dependance of these load models will be varied and the influence of the various stabilizers
will be assessed for the various load frequency dependencies of the load models for faults
applied to the system. This will be done for the SMIB model as well as the detailed
Eskom network model.
5.2 Dominant inter-area mode path
With the integration of various sources of embedded generation into networks, power
systems are becoming more complex in nature and the use of local control signals to damp
out oscillations is no longer as highly effective on inter-area modes [64]. Understanding
the exact path which oscillation modes travel within a power system enables power
system controllers to identify key transmission lines and buses associated with the modes.
This allows for the grid operational SSS margins to be monitored and maintained within
acceptable levels for all operating conditions.
The concept of “interaction paths” in power systems was presented in [65], and it is
defined as “the main path along which generators, controllers and loads interact with
one another allowing for the exchange of oscillation energy”. This exchange of oscillation
energy must have a path which allows for it to flow. This path is provided by transmission
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lines and buses. The main “interaction path” within a power system can also be defined
as the corridor within the power system which carries the highest content of oscillation
mode energy. Hence the interaction path implicitly has a high degree of observability
of the oscillation mode of interest. References [65, 66] state that propagation paths
within power systems are deterministic, hence there exist corridors which provide an
optimal pathway for the propagation of oscillation energy through the network, for each
individual mode within the network.
Reference [67] presents an extension of the interaction path concept through the devel-
opment of the “dominant inter-area oscillation path”. Similar to the interaction path
the dominant inter-area oscillation paths are also deterministic [66]. Hence the most
robust signals to be used in Wide Area Monitoring Systems (WAMS) can be easily de-
termined through this type of analysis [66]. Reference [68] states that the paths with
the highest content of the oscillation mode energy have their transfer capability limited.
Thus identification of these corridors reveals SSS bottle-necks within the transmission
network
The main limitation as to why this analysis has not received much attention is because
network parameters such as voltages and currents are also influenced by reactive power
control equipment such as Automatic Voltage Regulators (AVRs) and Static Var Com-
pensator (SVCs), [69]. Network busbar voltages are also influenced by nearby loads;
hence the application of these techniques is best suited to transmission network busbars
without large amounts of local generation or loads [69]. The persistence of dominant
inter-area oscillation paths with various types of loads has been shown not to vary much
with the types of loads applied to the network [70]. Reference [70] showed that the
magnitude of the oscillation energy which flows through the network lines changes as
one path either carries a higher content or a particular component absorbs a larger or
lesser amount of the oscillation energy. This validates observations presented in refer-
ences [65, 66], that oscillation energy flow within a network is deterministic and a priori.
Reference [68] also states that all dominant inter-area oscillation paths have a very high
degree of persistence, implying that under various operating conditions the paths which
the oscillation energy travels do not change much and they are still highly observable
and robust.
5.2.1 Theoretical background [10]
As previously presented in Chapter 2, power systems can be expressed in terms of
Differential and Algebraic Equations (DAEs). The linearized power system matrices
given by Eq. (2.28) are used in the development of this theory. The state variables of the
power system are given by the vector xP . State variables can be chosen based on the
needs of the analysis performed and are not unique. If the power system model analysed
is treated as a minimal electromechanical model for an N machine network, the state
space matrix will be given by:
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xP =
[
∆˙δ
∆˙ω
]
=

∆δ1 ∆ω1
...
...
∆δN ∆ωN
 (5.1)
-where δj and ωj are the machine load angle and speed, of the jth machine in the
network. Assuming that ∆u = 0, the power system model can be expressed as
[
∆˙δ
∆˙ω
]
=
[
a11 a12
a21 a22
] [
∆δ
∆ω
]
(5.2)
-where ∆ω and ∆δ are speed and load angle state variables.Using the mode shape
(observability) of the state matrix which was derived in 2.3.1 and the output state ma-
trix CP , the network mode shape can be defined as the product of the mode shape of
the electromechanical oscillations, and the transmission network sensitivity parameters.
The network mode shape serves as an indication of “how much” of each mode is dis-
tributed amongst the transmission network parameters. The output variables of interest
within a transmission network are the busbar voltage magnitudes, busbar voltage angles,
transmission line current magnitudes and transmission line current angles with respect
to changes in the state variables of the network ∆δ and ∆ω. The sensitivity of the
busbar voltages with respect to the generator load angle CV δ can be expressed as:
CV δ =

∂V1
∂δ1
· · · ∂V1∂δN... . . . ...
∂VN
∂δ1
· · · ∂VN∂δN
 (5.3)
The sensitivity of the busbar voltages with respect to generator speed can also be ex-
pressed using a similar approach to that of Eq. (5.3). Therefore the complete busbar
voltage magnitude and voltage angle sensitivities of the network can be expressed as:
CV = [CV δ | CV ω] (5.4)
Cθ = [Cθδ | Cθω] (5.5)
In the application of the concept of the dominant inter-area oscillation path, the network
mode shape has to be formulated based on the use of transmission network variables of
interest. The network mode shape gives the open loop observability of the network elec-
tromechanical oscillation modes of various parameters which are being analysed [68].
Network mode shapes of various network parameters are expressed as follows:
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SV = CV φ (5.6)
Sθ = Cθφ (5.7)
Eq. (5.6) and Eq. (5.7) give the network mode shape of the network busbar voltage mag-
nitude SV and the network mode shape of the voltage angle Sθ. Similarly the current
magnitude mode shape and angle are given Eq. (5.8) and Eq. (5.9).
SI = CIφ (5.8)
Siθ = Ciθφ (5.9)
Dominant inter-area path mode shape properties which have been observed based on
the analysis presented in [67] are:
1. Voltage magnitude mode shape SV and voltage angle Sθ indicate the modal ob-
servability of a signal
2. The largest SV or the smallest Sθ of networks indicates the center of the path.
The center path can also be seen as the “inter-area mode center of inertia” or the
inter-area pivot for the mode of interest
3. Current magnitude mode shapes SI indicates the percentage of the content of the
inter-area mode that is distributed among the transfer corridors of the network.
4. Higher values of SI indicate the most likely path which is to be travelled by the
oscillation mode energy
Appendix F gives an example which was used to demonstrate the application of the
dominant inter-area oscillation mode path. The example demonstrates how the paths
which contain the highest inter-area oscillation mode are identified. The example uses a
very simple two-area power system model to present the application of these techniques
which will now be applied on the detailed Eskom network model.
5.3 Persistence of dominant inter-area paths
The detailed Eskom network shown in Figure 5.1, shows the highlighted main corridors
which carry power from the main generation pool in the North-Eastern region of the
country to the South-Western region. There are two main corridors which allow for
power to flow to the Western Cape region. Both corridors which go into the Western
Cape emanate from the Gauteng region. Hence the lines will only be analysed from this
point onwards to determine which of the two corridors carries the highest magnitude of
the oscillation energy and the center of oscillation path.
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Figure 5.1: Main Eskom transmission network showing corridors between Mpumalanga
and the Western Cape.
As can be seen in Figure 5.2, there is a single path labelled AB from the Gauteng region
and the point whereby the transmission lines split. The transmission line path labelled as
path A comes from the Northern province. The second path labelled B comes directly
from the Gauteng region. In each of the identified paths, A and B, there are four
main substations whereby the transmission voltage magnitudes, voltage angles, current
magnitudes and current angles will be monitored to determine the dominant inter area
oscillation path. Each of the various substations are labelled numerically on Figure 5.2.
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Figure 5.2: Main Eskom transmission network showing existing substation points.
Figure 5.3 shows the network mode shape along corridor A. The voltage magnitude and
voltage angle are shown in Figure 5.3 (a) and (b). Analysis of Figure 5.3 (a) and (b),
reveals that the busbars which have the highest observability of the mode in corridor A
are busbars A1 and A2. From Figure 5.3 (b) busbar AB has the smallest voltage angle
implying that this busbar also serves as the center of the path along with busbar A1 and
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A2, based on analysis of Figure 5.3 (a).
Similarly Figure 5.3 (c) and (d) show the current magnitude and current angle network
mode shape of the corridor A. The transmission lines between AB-K have the highest
content of oscillation mode energy on the corridor A. The oscillation mode energy reduces
steadily as the lines enter the Western Cape region. This indicates that even though the
oscillation mode energy flows in this corridor, it is not a path that carries the highest
magnitude of the oscillation mode energy.
V
θ
 
V
 
I 
Iθ
 
Figure 5.3: Network mode shape along corridor A.
It must be noted that some of the substations in corridor B are not connected to one
another; hence some of the nodes in the figures are disconnected from one another. Some
substations have two transmission lines connecting them to others and this is highlighted
accordingly in the current network mode shape graphs. Figure 5.4 shows the network
mode shape along corridor B, the voltage magnitude and voltage angle are shown in
Figure 5.4 (a) and (b). Analysis of these figures, shows that the busbars which have the
highest observability of the mode in corridor B are busbars B1 and B2. In Figure 5.4
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(b) busbar AB has the smallest voltage angle similar to Figure 5.3. This implies that
the busbar serves as the center of the path along with busbar B1 and B2 in corridor B.
These observations are similar to those of corridor A.
Figure 5.4 (c) and (d) show the current magnitude and current angle network mode shape
of the corridor B. The transmission lines between B2-B3b have the highest content of
oscillation mode energy on corridor B. The oscillation mode dominant path is between
AB-B1 to B1-B2 and B2-B3b, this path consistently contains higher current magnitude
compared to those in corridor AB-B1 to B1-B2 and B2-B3a as well as AB-B1 to B2-
B3a.
B2-B3a
AB-B2
B2-B3a
AB-B2
Figure 5.4: Network mode shape along corridor B.
Thus based on analysis of Figure 5.3 and Figure 5.4 the dominant inter-area mode path
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rankings according to their respective magnitudes are:
1. AB-B1 to B1-B2 and B2-B3b,
2. AB-B1 to B1-B2 and B2-B3a,
3. AB-B1 to B2-B3a,
4. AB-K to K-A1 to A1-A2 to A2-A3 and A3-A4.
These paths were used in the various contingencies which were analysed. Various fault
types were applied along each of these paths and in some cases some of the lines within
the respective corridors were taken out of service. This was done in order to place the
dominant inter-area paths under stress thus reducing the damping of the inter-area mode
of concern and enabling rigorous assessment of the impact of the designed PSSs.
5.4 Impact of various load models on oscillation mode performance
5.4.1 Simplified power system model with a frequency dependent load
In order to assess the performance of the various PSSs designed, two simulation models
were used. These are the simplified model with an infinite bus and the detailed Eskom
network model. The simplified model which was used to assess the impact of load
models shown in Figure 5.5 is marked “load L1”. Induction machines were also introduced
into the network to assess the impact of dynamic loads on network stability. The load
frequency dependence of load L1 was set based on that of the Eskom network, which
is known to be approximately Kpf = 4. The load frequency dependency is based on
frequency recovery characteristics after incidents have occurred on the actual Eskom
network. Load L1 was set to consume 35% of the generated active power, under all
operating conditions, and the induction machines were set to consume a combined total
of 22.5% of the generated active power. The induction machine consumption is based
on work presented in [45], which shows that at HV transmission level, 22.5% of the load
in the WECC can be modelled as a large induction machine. The final parameters of
the induction machines used are given in Table 5.1.
128
BB –
Load Dx
Dynamic 
load 1
Dynamic 
load 2
L
o
a
d
T
x
1
L
o
a
d
T
x
2
Figure 5.5: Simplified power system with load and infinite bus bar.
Table 5.1: Induction machine (dynamic load 1 and 2) parameters
RS (pu) XM (pu) XS (pu) RA (pu) XR (pu) H (sec.) # poles
0.0443 10.2624 0.568 0.0584 0.068 5.25 2
The introduction of a frequency dependent load into the network, load L1, did not affect
the performance of the transient or large signal disturbance performance of the network
in any noticeable manner as can be seen in Figure 5.6. It can be seen in Figure 5.6 that
the residue and participation factor PSSs introduce a high amount of damping which is
also confirmed by the eigenvalue results presented in Table 5.2.
Eigenvalues of the simplified power system with various load models were affected
slightly. For residue and participation factor designed PSS it was found that the lo-
cal mode oscillation frequency increased slightly 0.02Hz and the damping increased to
between 23% and 28% respectively as can be seen in Table 5.2.
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Table 5.2: Local mode eigenvalue assessment using simplified power system model with
load and PSS designed.
Compensator
tuned
frequency
(Hz)
Local
mode
fre-
quency
(Hz)
KGAIN Eigenvalue Damping
ratio
(%)
Damping
time
constant
(sec.)
No PSS
Constant impedance load
1.0152 - -0.7404 ±j6.3785 11.52 1.351
0.8984 - 0.8061±j5.7025 14.13 1.241
4% frequency dependent load
1.0158 - -0.7373 ±j6.3822 11.476 1.356
0.8988 - 0.8108±j5.6478 14.211 1.233
4% frequency dependent load + induction motor load
1.0163 - -0.7353±j6.3853 11.439 1.360
0.8997 - -0.8179±j5.6536 14.318 1.225
Existing PSS
Existing PSS
Constant impedance load
1.0119 2 -0.6926 ±j6.3582 10.829 1.4437
0.8967 2 -0.7812±j5.7025 13.733 1.2801
4% frequency dependent load
1.0126 2 -0.6896 ±j6.3623 10.776 1.450
0.8971 2 -0.7865±j5.6914 13.821 1.2713
4% frequency dependent load + induction motor load
1.0131 2 -0.6875±j6.3655 10.7384 1.4544
0.8979 2 -0.7935±j5.6421 13.927 1.2601
Residue designed PSS
1.0 Hz
Constant impedance load
1.0168 8.571 -1.9228 ±j6.3886 28.882 0.520
0.9013 8.571 -1.3699±j5.6631 23.512 0.729
4% frequency dependent load
1.0166 8.571 -0.6896 ±j6.3623 28.889 0.5187
0.9028 8.571 -1.3613±j5.6729 23.353 0.7345
4% frequency dependent load + induction motor load
1.0165 8.571 -1.9287±j6.3872 28.907 0.5184
0.9039 8.571 -1.3729±j5.6769 23.495 0.7284
Participation factor designed PSS
1.0 Hz
Constant impedance load
1.0224 8.58 -1.9074 ±j6.4241 28.463 0.5242
0.9044 8.58 -1.3544±j5.6829 23.183 0.7383
4% frequency dependent load
1.0224 8.58 -1.9121 ±j6.4242 28.527 0.5299
0.9059 -8.58 -1.3457±j5.6919 23.009 0.7430
4% frequency dependent load + induction motor load
1.0224 8.58 -1.9135±j6.4236 28.548 0.5226
0.9070 8.58 -1.3571±j5.6991 23.165 0.7368
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The induction machines were also included into the network in order to assess their
impact on the network. It was found that their inclusion resulted in a decrease of the
modal frequency and damping of the local modes, indicating that the introduction of
induction machines into the network results in poorer performance of the network. This
observation is a well known fact in power systems studies and has also been widely
reported in the literature, [45] etc. Table 5.2 gives the eigenvalues of the simplified
power system, with load L1 initially modelled as a constant impedance load, modelled
with Kpf = 4 frequency dependency, and finally Kpf = 4 frequency dependency with
the dynamic load (induction machines) model.
In order to assess the various operational scenarios, the power plants shown in Figure 5.5
were operated at three levels and this was also used to assess the performance of the
various stabilizers designed:
1. Full load (100% generator output),
2. Half load (50% generator output),
3. Low load (25% generator output) operation.
5.4.1.1 Operational assessment of the PSS at various load levels
The generators Gen 1 and Gen 2 were operated at full load feeding into the power system,
with both the frequency dependent load and the induction machine load operated at
35% and 22.5% respectively. The large signal disturbance performance of the simplified
power system was assessed by applying a single phase to ground fault on the busbar with
dynamic loads, labelled “BB-load D”, with the fault only lasting for 150ms. The fault
durations were deliberately chosen to be large in order to increase their severity and
hence their impact on the power system. Figure 5.6 shows the generator active power
(a), terminal voltage (b), excitation voltage (c) with the both generators operating at
full load.
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Figure 5.6: Generator operating at full load, (a) electrical power, (b) terminal voltage,
(c) excitation voltage.
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Assessment of Figure 5.6 (a) and (d) shows that both the residue and the participation
factor based stabilizers have a much improved damping response compared with the
case were there is no PSS and with that of the existing PSS. The generator terminal
voltage response of the residue and the participation factor based stabilizers persist for
a slightly longer duration compared to the case where there is no PSS and with the
existing PSS. The largest difference between the various terminal voltage responses with
the designed stabilizers compared with the existing stabilizer and compared with no
stabilizer is 0.015pu.
Similar assessments were performed with the unit operating at half load and at low load.
Figure 5.7 and Figure 5.8 similarly also show the generator active power (a), terminal
voltage (b), excitation voltage (c).
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Figure 5.7: Generator operating at half load, (a) active power, (b) terminal voltage, (c)
excitation voltage.
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Figure 5.8: Generator operating at low load, (a) active power, (b) terminal voltage, (c)
excitation voltage.
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Assessment of the active power responses in both figures shows that the residue and
participation factor based stabilizers have better performance as compared to the ex-
isting stabilizer as shown by the rate of oscillation mode decay in each of the figures.
The terminal voltage and output reactive power responses are almost identical to the
operational cases without a PSS and with the existing PSS, with the difference in peak
values being 0.001pu and 1.026MVAR respectively.
Assessment of all of the three operational cases presented shows that the residue and
the participation factor based stabilizer design performance are identical and that either
of the methods is able to provide a high amount of damping compared to the existing
PSS. This is also verified by analysis of Table 5.2. Assessment of the modal analysis
results in Table 5.2 reveals that the residue based stabilizer has a slightly higher amount
of damping as compared to the participation factor based design stabilizer.
5.4.2 Detailed Eskom network model with frequency dependent load model
In order to assess the performance of the designed PSSs on the actual detailed Eskom
network, participation factor analysis of the 0.65Hz inter-area oscillation mode and the
observability of the mode were used to identify all of the loads in the network which
participate and have observability of the mode. All loads which were found to have a
participation factor and observability higher than 0.001pu of the inter-area mode were
set to have a load frequency dependency Kpf = 4. The impact of the load frequency
dependency on the inter-area mode were analysed through modal analysis of the network.
Table 5.3 shows the modal analysis results of the detailed Eskom network without the
PSS, with the existing PSS, and with the residue and the participation factor based
designed PSSs.
Table 5.3: Modal results of the detailed Eskom network load frequency dependency of
4%.
Compensator
tuned
frequency
(Hz)
Mode
frequency
(Hz)
KGAIN Eigenvalue Damping
ratio
(%)
Damping
time
constant
(sec.)
No PSS 0.6565 - -0.1490 ±j4.1250 3.6104 6.7101
Existing PSS 0.6603 2 -0.1067 ±j4.1492 2.5723 9.3661
Residue 0.6553 8.571 -0.5195 ±j4.1174 12.5192 1.9247
Participation
factor
0.6564 8.58 -0.5137 ±j4.1245 12.3603 1.9463
Analysis of Table 5.3 shows that the residue and the participation factor based design
PSSs perform rather similarly and the amount of damping which is added by both
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stabilizers is almost identical and the stabilizer performance is identical. The existing
stabilizer detracted from the damping of the natural mode. Hence the existing PSS is
not able to adequately provide damping of the inter-area mode. The residue and the
participation factor based design stabilizers are able to increase the damping of the mode
by moving the pole further into the left hand side of the frequency domain even with
the load frequency dependency identical to that of the actual Eskom network.
5.5 Analysis of system performance for faults acting on the dominant
inter-area paths
In order to assess the performance of the tuned PSSs it is important that dominant
inter-area oscillation paths are assessed for faults on the network. The contingency
which was considered in all of the analysis performed in this section is the application
of a three phase fault (fault duration of 150ms in each case) to a transmission line and
the subsequent removal of the transmission line. The contingencies which were assessed
are:
1. Loss of a transmission line far away from the dominant path,
2. Loss of a transmission line on the dominant inter-area path - corridor A,
3. Loss of a transmission line on the dominant inter-area path - corridor B.
5.5.1 Loss of line far away from dominant path
A fault was applied to a transmission line connected to a power plant that was arbitrarily
selected in the Mpumalanga region, and the transmission line along with a generator at
the plant were tripped. The responses of the generators at the PS-KRG power plant were
monitored and are shown in Figure 5.9. Figure 5.9 shows the various responses of the
generators at PS-KRG without a PSS, the existing PSS, the residue designed PSS and
the participation factor designed PSS. The generator response without a PSS fitted is
poor and the oscillations are sustained for long time period, the residue and participation
factor designed PSS have better performance compared to the other stabilizers. This
is based on analysis of the post fault eigenvalues of the network presented in Table 5.4
coupled with analysis of the transient behaviour of the generator in Figure 5.9. The
active power decay response of the residue and participation factor designed PSSs has
an improved response compared to that of the existing stabilizer.
Comparison of the various terminal voltage responses shown in Figure 5.9 (b) reveals
that the existing PSS, residue and participation factor designed PSSs are almost iden-
tical in terms of the dynamic behaviour with the residue and participation factor PSSs
having a slightly slower time response of approximately 1 to 2 seconds. The transient
137
disturbance response shown in Figure 5.9 implies that the residue and participation fac-
tor designed PSSs offer a higher amount of damping as the active power decay rate
is higher than that of the existing PSS, this is also confirmed through modal analysis
results presented in the pre-fault analysis Table 5.3 and post fault analysis Table 5.4.
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Figure 5.9: Loss of a generator and a transmission line far away from the dominant
inter-area path. 139
Table 5.4 gives the post fault modal analysis with the line and the generator in the
Mpumalanga region out of service. As can be seen in Table 5.4 the highest amount of
damping of the inter-area mode is offered by the residue designed PSS, which is to be
expected based on the large disturbance analysis presented in Figure 5.9. The existing
PSS does reduces the natural damping of the mode resulting in a poor damping ratio
which would result in oscillations being damped after a longer period of time. Both the
residue and the participation factor designed PSSs are able to increase the amount of
damping of the mode which results in improved damping performance of the mode for
disturbances in the network.
Table 5.4: Post fault modal analysis, for the loss of a line far from dominant inter-area
path.
Compensator
tuned
frequency
(Hz)
Mode
fre-
quency
(Hz)
KGAIN Eigenvalue Damping
ratio
(%)
Damping
time
constant
(sec.)
No PSS 0.65417 - -0.1485±j4.1103 3.6119 6.7313
Existing PSS 0.65820 - -0.1069±j4.1356 2.5863 9.3462
Residue 0.65144 8.571 -0.5176±j4.0931 12.5458 1.9319
Participation
factor
0.65203 8.58 -0.5149±j4.1291 12.4694 1.9422
5.5.2 Loss of a line on the dominant inter-area path - Corridor A
In order to assess the generator response for a fault along corridor A, faults were applied
along various transmission lines along the corridor. This section presents only the results
of the transmission line which was found to have the biggest impact on the network SSS,
which was found to be the line AB-K. All other transmission line results for faults along
corridor A are presented in Appendix G.1 .
A three phase to ground fault was applied at 50% of the transmission line length for
a period of 150ms, the fault was cleared by removing the line from service. The response
of the generators at PS-KRG power plant was monitored, and shown in Figure 5.10.
The scenario with the poorest response is obtained for the case with the PSS out of
service. The existing PSS is able to provide a slightly improved response as compared to
the scenario without the PSS. The residue and participation factor designed stabilizer
responses were found not to be very much different from the existing PSS response.
Hence it was decided to further optimize the residue and participation factor gain values
in order to improve the large disturbance response of the oscillation. This was done
keeping in mind that the PSS must still offer a high amount of local mode damping
and increasing the gain values would decrease the local mode damping performance.
Hence, as the PSS gain values were increased, both local mode and inter-area mode
140
oscillation eigenvalues were assessed to ensure that all the performance criteria presented
in Section 4.4 were met. The PSS gain values were incrementally increased and the
damping performance of the local and inter-area oscillation modes assessed along with
the generator response at each interval.
The gain value which was found to offer a slightly better damped decay response
of the generator parameters was KGAIN = 12.0, this was for both the residue and
participation factor designed PSSs. Figure 5.10 also shows the time domain response for
the residue design PSS with increased gain. The PSSs with increased gain values do
offer a slightly better response when compared to the other PSS responses, it must be
noted that the increased PSS gain does not offer much in terms of improvement of the
transient response.
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Figure 5.10: Generator response for the loss of a line on the dominant inter-area path -
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Modal analysis of the detailed Eskom network was performed prior to the fault being
applied to the network in order to determine the impact of increasing the gain on the
performance of the inter-area oscillation mode. The results are given in Table 5.5. As
expected, increasing the PSS gain resulted in improved performance of the inter-area os-
cillation mode. It must be noted that the inter-area oscillation mode frequency is reduced
by 12.14mHz and 10.52mHz by the residue and participation factor PSSs respectively.
The local mode performance was assessed using a SMIB network, and as expected the
PSS having a higher gain resulted in the local oscillation mode having poorer damping
performance. The modal analysis results presented in Table 5.5 show both the local and
the inter-area oscillation mode parameters prior to the fault being applied along corridor
A. The damping performance is maintained well above 15% for the local mode and above
5% for inter-area mode oscillation, which satisfies the minimum PSS criteria set out.
Table 5.5: Pre-fault modal analysis, for the loss of a line along corridor A on the dominant
inter-area path.
Compensator
tuned
frequency
(Hz)
Mode
fre-
quency
(Hz)
KGAIN Eigenvalue
Damping
ratio
(%)
Damping
time
constant
(sec.)
SMIB network model
Residue 1.5025 12.0 -2.9031±j9.4408 29.392 0.3444
1.3152 12.0 -3.8980±j8.2639 42.661 0.2565
Participation
factor 1.4782 12.0 -2.8571±j9.2879 29.402 0.3500
0.7809 12.0 -2.3361±j4.9069 42.986 0.4280
Detailed Eskom network model
Residue 0.65186 12.0 -0.6675±j4.0957 16.0870 1.4979
Participation
factor 0.65367 12.0 -0.6595±j4.1071 15.8543 1.5163
Table 5.6 gives the modal analysis results of the post fault contingency whereby the
transmission line AB-K is placed out of service considering no PSS; the existing PSS;
residue designed PSS and the participation factor designed PSS. The residue and par-
ticipation factor designed PSSs with increased gain were able to achieve a damping ratio
approximately 15% as compared to 12% if the gain values are not increased.
The increased PSS gain improved the time domain response of the residue and the
participation factor stabilizers in comparison to the existing PSS, it must be noted
that increasing the gain values allows for a slightly higher amount of gain and phase
to be added at higher frequencies, as well allowing larger terminal voltage and reactive
power oscillations at the generator terminals. Hence the time domain response of the
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generator parameters must be examined carefully online in conjunction with the torsional
behaviour of the generator shaft to ensure that a large gain does not adversely affect the
shaft.
Table 5.6: Post fault modal analysis, for the loss of a line along corridor A on the dom-
inant inter-area path.
Compensator
tuned
frequency
(Hz)
Mode
fre-
quency
(Hz)
KGAIN Eigenvalue Damping
ratio
(%)
Damping
time
constant
(sec.)
No PSS 0.62514 - -0.1521±j3.9278 3.8700 6.5736
Existing PSS 0.63087 - -0.07847±j3.9638 1.9794 12.7423
Residue 0.61300 12.0 -0.5939±j3.8516 15.2415 1.6835
Participation
factor
0.61462 12.0 -0.5889±j3.8617 15.0756 1.6980
5.5.3 Loss of a line on the dominant inter-area path - Corridor B
The exact same exercise was conducted along corridor B as was performed for corridor A.
The significant difference between corridors A and B is that corridor B is the dominant
inter-area path for the inter-area oscillation mode, this was presented in Section 5.3.
The transmission line with the highest content of the inter-area oscillation mode along
corridor B was found to be B2-B3b and Figure 5.11 shows the generator response for a
three phase to ground fault along the same line, the fault was cleared by removing the
line from service.
All other transmission line results for faults along corridor B are presented in Ap-
pendix G.2. The three phase to ground fault was applied fault was applied at 50% of
the transmission line length for a period of 150ms. The response of the generators at
PS-KRG power plant was monitored, and is shown in Figure 5.11. Similar to the results
obtained for corridor A, the scenario with the poorest response is obtained for the case
with the PSS out of service. The existing PSS is was assessed against the residue and
participation factor designed PSSs, similar to the cases presented previously the residue
and participation factor designed PSSs offered a better oscillation decay rate compared
to the existing PSS.
The transient response results presented in Appendix G.2 are consistent with the
observations made in Figure 5.11, the decay rate of the residue and participation factor
designed PSSs is higher than that of the existing PSS, and this can be seen in FigureG.3
and FigureG.4.
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Figure 5.11: Generator response for the loss of a line on the dominant inter-area path -
Corridor B. 145
Table 5.7 gives the post fault modal analysis with transmission line B2-B3b out of ser-
vice, and as can be seen the residue and participation factor designed PSSs are able to
meet the damping performance criteria for the inter-area oscillation mode. The local
oscillation mode performance is identical to that given in Table 5.5 because the local
mode performance was assessed using the same SMIB model. As previously stated in
5.5.2, the damping performance between PSSs optimized for the highest local mode
damping performance and that with the gain increased to offer better time domain per-
formance are not very different from one another. This is due to the fact that the gain
was increased by approximately 50% in order to achieve a 3% increase in the inter-area
oscillation mode damping performance, with the risk of larger generator terminal volt-
age, reactive power oscillations and possibly adverse interaction between the unit shaft
natural torsional mode and the PSS.
Table 5.7: Post fault modal analysis, for the loss of a line along corridor B on the domi-
nant inter-area path.
Compensator
tuned
frequency
(Hz)
Mode
fre-
quency
(Hz)
KGAIN Eigenvalue Damping
ratio
(%)
Damping
time
constant
(sec.)
No PSS 0.6203 - -0.1516±j3.8977 3.887 6.5949
Existing PSS 0.6251 - -0.1032±j3.9273 2.627 9.6894
Residue 0.6128 12 -0.5954±j3.8504 15.281 1.6795
Participation
factor
0.6144 12 -0.5895±j3.8601 15.098 1.6961
5.6 Summary
This chapter presented a detailed analysis of various contingencies which could arise
within the SMIB model and the detailed Eskom network model. In order to assess the
various contingencies which could arise within the Eskom network, the dominant inter-
area mode paths which exist within the Eskom network for the inter-area oscillation mode
of concern was assessed using a methodology presented in [10]. The main advantage
of using this methodology in the assessment of the SSS of large networks is that it
determines the exact network paths which specific inter-area oscillation modes travel
and the persistence of these oscillation modes on the various paths identified. With the
dominant inter-area paths and the persistence of the oscillation modes along the paths
known, it was then possible to identify specific transmission lines to perform contingency
analysis. In the analysis of dominant inter-area paths specific contingency cases were
identified as having the highest impact on the SSS of the network.
The influence of various load models used was investigated in order to determine their
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impact on the oscillation mode damping. The ability of the various PSSs used to improve
the oscillation mode damping performance was also investigated. The damping perfor-
mance of the local oscillation mode was investigated using the SMIB power system. An
induction machine was introduced into the network to assess its impact on the damping
performance of the oscillation mode and the large signal disturbance performance of the
network. Introduction of the induction machine load resulted in the local oscillation
mode damping being reduced as expected. The ZIP load models used were modelled
to have 20% of the total load being dynamic in nature in order to assess the impact on
the oscillation mode damping. Reference [71] showed that the effect of load dynamics
on system damping is dependent on the power system configuration and the type of
load being considered. Their interaction can either result in the damping increasing or
reducing depending on how the oscillation mode and the load interact either in phase
with one another resulting in poorer oscillation mode damping or out of phase resulting
in increased damping.
The inter-area oscillation mode damping performance was assessed in the detailed Eskom
network model with the various ZIP load models being set to have a dynamic component
as previously stated. Each of the transmission lines in corridors A and B were tripped
to identify which of them within the respective corridors would have the largest impact
on the damping performance of the oscillation mode. Once these lines were identified,
the PSSs which were designed to improve the damping performance of the inter-area
oscillation mode were introduced into the network to assess their impact on the damping
performance. It was found that the residue and the participation factor designed PSSs
were able to increase the oscillation mode damping performance above the set criteria.
The time domain response of the generators at power plant PS-KRG was also monitored
for each of the disturbances applied. The time domain response observed was improved
by increasing the PSS gain. Increased PSS gain resulted in increased terminal voltage
and reactive power oscillations. It was also observed in the Bode plots that the system
gain and phase would increase over the frequency range which coincides with the unit’s
shaft natural mode frequencies which is highly undesirable. The PSS gains which were
calculated based on optimal performance of the local mode were found to also offer the
best inter-area performance with minimal adverse performance.
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Chapter 6
Conclusions and Recommendations for Further Research
6.1 Conclusions and recommendations
This dissertation presented an analysis of the small signal stability of the Eskom network
based on measurements. The goal of this was to identify the inter-area oscillation mode
between the Western Cape and Mpumalanga networks which is known to have poor
damping performance and design a PSS to improve its damping performance. Three
design methods were used to optimally design a PSS which ensured that the inter-area
and local oscillation modes had a sufficient amount of damping over a wide range of
operating conditions.
Chapter 1 of this dissertation provided an introduction to power system stability with
an emphasis placed on small signal stability within power systems. The causes of small
signal instability in power systems were highlighted along with the various oscillation
modes in which small signal instability may be observed in power systems, which es-
sentially can be classified as lack of positive damping within a power system. Small
signal instability in power systems can arise as a result of various scenarios and operat-
ing conditions. The frequency range in which instability may manifest itself is affected
by a host of various factors. Various power system techniques and methods have been
introduced and used to add damping into power system networks hence improving the
small signal stability of power systems. The use of various techniques and their specific
application to improve the damping performance of network oscillation modes was pre-
sented. The context and primary focus area of this dissertation is then presented, which
came about as a result of small signal instability incidents observed within the Eskom
network. Of primary focus and concern was the damping performance of the Western
Cape and Mpumalanga inter-area network oscillation mode, which has been found to
have poor damping under certain network conditions. A methodology presented in [36]
was adapted to the South African network and applied in order to improve the network
small signal stability performance.
Chapter 2 of this dissertation presented the basic and fundamental underlying theory
applicable to the small signal stability of power systems. The use of modal analysis in
the assessment of power system small signal stability was presented and how eigenvalues
are used to provide information regarding the oscillation frequency and damping of
oscillation modes. The effects of various generators within the network on any particular
oscillation mode of interest is revealed by the participation factors; hence this information
can be used to provide valuable insight into the influence of various generators within the
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network. The theoretical aspect and functioning of PSSs was introduced along with how
they are designed to act through the AVR by damping the generator rotor oscillations in
a supplementary manner. The use of a single machine infinite bus model to determine
the phase lag of the excitation control system was presented and this is the phase lag
for which the PSS must compensate to ensure adequate damping within the network.
Power system model validation
Before power system models can be used it is vital that they be validated. The detailed
Eskom network model was validated for both steady-state and dynamic model behaviour.
The methodology used to validate the network model behaviour was adopted from ref-
erence [21].
The steady-state model behaviour was validated using measurements from the Eskom
network. The dynamic network model behaviour was validated using network incident
measurements. A network snapshot where an unstable oscillation mode occurred was
recreated using the detailed Eskom network model in order to compare the unstable
eigenvalue of the model with that obtained from network measurements. The unstable
mode damping and oscillation frequency were found to be a good match to that measured
in the Eskom network using PMUs. Hence the steady-state and dynamic network model
behaviour was found to accurately represent the Eskom network model.
The inter-area oscillation mode between the Western Cape and Mpumalanga was con-
firmed by comparing the network measurements from the PMUs and the eigenvalues
from the simulation model. Comparison of the inter-area oscillation mode values ob-
tained from the Eskom network and those of the model were in good agreement. In
order to find out which generators influence the inter-area oscillation mode the partici-
pation factors and controllability of the mode were calculated.
The generators at PS-KRG in the Western Cape were found to have a degree of partic-
ipation in the 0.65Hz inter-area oscillation mode, and to also offer the highest degree of
controllability of the oscillation mode. Hence the unit ECS was validated by comparing
the open loop and closed loop results for tests which were performed and the simulated
model response. This was done in order to ensure the model used was a good repre-
sentation of the actual ECS at PS-KRG. The generator off-line and on-line response
test comparison between the actual unit and the model were found to exhibit similar
behaviour with slight differences between model and that measured. The differences
observed between the model and the actual measurements show that there is behaviour
of the actual plant which is not captured by the model. It must be noted that for the
purposes of this study the model response obtained was considered sufficient as it the
dynamic behaviour captured by the excitation system model is close to that measured
on the plant.
Thus the performance of the actual Eskom network and the ECS at power plant PS-
KRG were found to be very well modelled in software and this was proved through
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dynamic and steady state measurements. This section of the dissertation answered
research question one by presenting a detailed account of the network SSS with regards
to inter-area oscillation modes of interest and which regions within the network have the
highest participation in these oscillation modes.
Power system stabilizer design methods
Residue, participation factor and conventional design methods were used to design the
PSS. These design methods were chosen based on a thorough analysis of their practical
applicability. This was the central factor used to determine their relevance. These
design methods were found to be the most commonly used in industry because of their
practicality. For each of the design methods, various equations which govern the amount
of phase compensation and gain to be introduced by the PSSs were derived based on the
assumption that the PSS used makes use of the generator shaft speed as a stabilizing
input, which is true in the case of the PSSs used at PS-KRG, which use a PSS2B.
In order to assess the impact of each of the designed PSSs, eigenvalue assessments were
performed to assess the effect that each PSS had on the inter-area oscillation mode
damping performance as well as that of the local mode. Each of these was compared
with a set of criteria adapted from [30]. The baseline objective was set to ensure that
each PSS offers the highest amount of damping for the local oscillation mode and once
this baseline had been established the various PSS gain values would then be further
optimized to offer a higher amount of inter-area oscillation mode damping. Once this
was completed each stabilizer was assessed separately in order to determine the impact
of various parameters designed on external factors such as the generator terminal voltage
and reactive power fluctuations.
To assess this, actual turbine ramping curves for the units at PS-KRG were used, and
it was found that the main factors which contribute to large terminal voltage and reac-
tive power fluctuations were the washout filter time constants, PSS gain and the ramp
tracking filter parameters. Hence close attention was given to the selection of all the
parameters associated with each of these factors.
Assessment of the generator terminal voltage and reactive power output found that the
conventional designed PSS had the highest fluctuations, and this was attributed to the
fact that this stabilizer had the largest gain value out of the three designed PSSs. This
was further cemented by analyzing the transfer function ∆TE∆ωG . This was done to show
that the conventional designed PSS introduced a large amount of gain and phase at
frequencies which were above the SSS range. This frequency range was beyond the SSS
frequency range and could coincide with the unit’s shaft natural frequency range which is
highly undesirable in practice as it could result in shaft resonance conditions. Therefore
based on these observations the PSSs which were chosen as the most suitable were the
residue and participation factor designed stabilizers, and the conventional designed PSS
was discarded due to the numerous drawbacks it presented.
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This section of the dissertation answered research questions two and three and four,
where various techniques were used to design and tune the PSSs at power plant PS-
KRG. It was found that residue and participation factor techniques were very able to
improve both the eigenvalue damping and the time domain response of the generators
of concern. The application of advanced PSS design techniques was found not to be
very beneficial as most of these techniques have not been applied in industry and the
drawbacks which some of these techniques present would have to be resolved before any
of the advanced techniques would be applied.
Small signal stability contingency analysis
Various contingency cases were developed for the detailed Eskom network. These contin-
gency cases involved identifying the exact paths which the inter-area oscillation energy
travelled in the network. Two corridors were identified in the Western Cape which served
as dominant paths for the inter-area oscillation energy flow.
Three contingency cases were developed to assess the designed PSS performance for a
fault far away from the corridors and for faults along various segments of the corridors.
The concept of dominant inter-area oscillation paths was presented along with the con-
cept of the persistence of these dominant inter-area paths in power system networks.
Each of these was determined for the detailed Eskom network. Since the network be-
tween the Western Cape and Mpumalanga is radial in nature the application of these
concepts was straight forward. The two main corridors which deliver power to the West-
ern Cape were assessed to determine which of them serve as the dominant path for the
inter-area oscillation mode and the persistence inter-area oscillation mode along each of
these various paths. One of the corridors was found to serve as the dominant path and
interestingly faults along the dominant path resulted in less generator angle deviations
even though it carried the highest energy flow to the Western Cape.
Further assessments conducted involved analyzing the effect of various load models on
the oscillation mode damping. The load models used were allowed to have a dynamic
nature. Each of the load’s total consumption was set to be 20% dynamic (this value was
taken from [45]). The goal of this exercise was to determine if the designed PSSs were
able to improve the oscillation mode damping performance as well as the time domain
response of the generators with dynamic load models in the network.
It was found that the residue and participation factor designed PSSs were both able to
improve the oscillation mode damping performance. The residue and participation factor
design methods were both able to improve the inter-area oscillation and local oscillation
modes damping performance to a satisfactory degree with all of the performance criteria
being met. The time domain performance of the designed PSSs was also found to be
satisfactory for all of the network contingency cases assessed.
From all of the contingency cases analysed in this dissertation it can be seen that the
application of the residue and participation factor design methods within the Eskom net-
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work was be able to yield improved inter-area oscillation and local oscillation mode damp-
ing performance. Hence application of the designed PSSs should minimize the number
of unstable mode oscillation incidents associated with the Western Cape - Mpumalanga
0.65Hz oscillation mode.
This section of the dissertation answered research question five. The application of
advanced techniques to determine the various dominant inter-area oscillation paths was
applied and with the results various network contingency cases were evaluated . This
was done to determine the worst case operating scenario and optimize the performance
of the designed PSSs.
6.2 Future Work
Although this dissertation presented an extensive study of the SSS performance and
improvement of a particular oscillation mode within the Eskom network using PSSs,
there are still areas for further research. Some of these areas include the use of the
various dominant inter-area oscillation path signals to develop a wide area PSS within
the Eskom network. The network mode shape voltage signal would have to be examined
and the various smoothing and time delay functions which have to be incorporated
must be investigated thoroughly to ensure that whichever signals are used are able to
offer the best performance over a wide range of network conditions. The influence and
the impact of introducing renewable energy sources into weaker parts of the networks
have to be investigated, especially since various authors have shown that under some
network conditions it is possible for renewable energy sources to introduce negative
damping. Of particular importance must be an investigation into the various types of
excitation system performances in various parts of the network in order to be able to
fully understand the advantages and disadvantages of using certain excitation types in
weaker or stronger parts of the network under certain network conditions.
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APPENDICES
Appendix A
Excitation Control System Parameters
The AVR parameters for each of the paths identified in Chapter 2 are:
Table A.1: Unitrol 5000 AVR parameters.
TR (s) 0.020 TC1 (s) 2.3
KR (pu/pu) 500.0 KE (pu/pu) 0.5
KIR (pu/pu) 0.0 TE (pu) 0.4
KC 1.0 EFD−1 (pu) 2.720
TB2 (s) 0.160 SE(EFD−1) (pu/pu) 0.172
TC2 0.40 EFD−2 (pu) 3.630
TB1 (s) 57.5 SE(EFD−2) (pu/pu) 0.780
KIA (pu/pu) 0.0 TUC1 (s) 3.0
TUB2 (s) 0.1 TOB2 (s) 0.092
TUC2 0.25 TOC2 (s) 0.230
TUB1 (s) 75.0 TOB1 (s) 5.750
TOC1 (s) 0.230 UpMIN (pu) -21.250
V1−MIN (pu) -1.063 VMIN (pu) -0.043
EF−MIN (pu) -5.0 V2−MIN (pu) -1.063
V3−MIN (pu) -1.063 UP−MAX (pu) 25.0
V1−MAX (pu) 1.250 VMAX (pu) 0.050
EF−MAX (pu) 5.0 V2−MAX (pu) 1.250
V3−MAX (pu) 1.250 TS (s) 0.004
VSC−MAX (pu) 0 SES 0
KV C (pu/pu) 0 VV C−MAX (pu) 0
KSC (pu/pu) 0 VCOMP 0
Shunt 0 KID (pu/pu) 0
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A.1 Heffron-Phillips Model Extension [38]
In order to derive the synchronous machine extended model, the field model, quadrature
axis damper model and the direct axis damper model are derived in the s - plane. All
of the models are individually derived as transfer functions. The field model is derived
as follows:
A.1.1 Field Winding Model
In order to derive the field winding model transfer function, Eq. (A.1) is transformed to
the s-domain as given by Eq. (A.2):
T
′
doE˙
′
q = E
′
f − E
′
q + Id
(
Xd −X ′d
)
(A.1)
∆E′q + T
′
dos∆E
′
q = ∆EFD −
(
Xd −X ′d
)
∆Id (A.2)
where:
∆Id =
(
∆E′′q −∆V∞q
)
(
X
′′
d −Xl
) (A.3)
If the generator rotor position is taken as the reference, the infinite bus d-axis and q-axis
voltages can be written as V∞q = V∞ cos δ;V∞d = V∞ sin δ, hence:
∆V∞q = −V∞0 sin δ0∆δ = −V∞d0∆δ (A.4)
∆V∞d = V∞0 cos δ0∆δ = −V∞q0∆δ (A.5)
Hence Eq. (A.2) can be re-written taking Eq. (A.4) and Eq. (A.5) into account, which
yields:
∆E′q =
1(
1 + T ′d0s
)
∆EFD −
(
Xd −X ′d
)
(
X
′′
d +Xl
) ∆E′′q − V∞d0
(
Xd −X ′d
)
(
X
′′
d +Xl
) ∆δ
 (A.6)
Similarly the d-axis damper winding model can be derived. Eq. (A.7) can be transformed
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into the s domain for small deviations and is given by Eq. (A.8):
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Hence substituting for ∆Id and ∆E
′
q from Eq. (A.3) to Eq. (A.6) and rearranging one
obtains:
∆E′′q = g1 (s) ∆EFD + g2 (s) ∆δ (A.9)
-where
g1 (s) =
(
X
′′
d +Xl
) (
1 + sT ′′d0
)
(Xd +Xl) +
[
T ′
d0
(
X
′
d
+Xl
)
+ T ′′
d0
(
X
′′
d
+Xl +Xd −X′d
)]
s+ T ′
d0T
′′
d0
(
X
′′
d
+Xl
)
s2
(A.10)
g2 (s) =
−V∞d0
[(
Xd −X′′d
)
+
{
T
′
d0
(
X
′
d −X
′′
d
)
+ T ′′d0
(
Xd −X′d
)}
s
]
(Xd +Xl) +
[
T ′
d0
(
X
′
d
+Xl
)
+ T ′′
d0
(
X
′′
d
+Xl +Xd −X′d
)]
s+ T ′
d0T
′′
d0
(
X
′′
d
+Xl
)
s2
(A.11)
Similarly the q-axis damper winding model can also be can be derived from Eq. (A.12)
and can be transformed into the s domain for small deviations and is given by Eq. (A.13):
T
′′
qoE˙
′′
d = E
′
d − E
′′
d − Iq
(
X
′
q −X
′′
q
)
(A.12)
∆E′′d + T
′′
q0s∆E
′′
d =
(
Xq −X ′′q
)
∆Iq (A.13)
Making use of Eq. (A.5) leads to
∆E′′d =
K4q
1 + bT ′′q0s
∆δ = g3 (s) ∆δ (A.14)
-where b and K4q can be expressed as:
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b =
X
′′
q +Xl
Xq +Xl
(A.15)
K4q = V∞q0
(
Xq −X ′′q
)
(Xl +Xq)
(A.16)
A.2 Heffron-Phillips Extended Model Validation
The extended Heffron-Phillips model derived in [38] was validated using results which
were presented in the paper. The power system used to study the behaviour of the
generator model is a SMIB model, and a similar model is shown in FigureA.1. The
results presented in [38] were reproduced in order to ensure that the application of the
extended Heffron-Phillips was identical to that presented in [38].
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Figure A.1: SMIB model used to validate the extended Heffron-Phillips model.
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Appendix B
Dynamic Network Snapshot
B.1 Snapshot of Network Conditions
The network operating conditions, generation, transmission and the various load centers
were all taken from the network SCADA system and used in the software simulation
model to recreate the network conditions.
Network Conditions prior to the unstable mode being observed (05:24 am)
TableB.1 shows the total generation and system losses within the network prior to the
unstable oscillation mode being observed in the network.
Table B.1: Total generation and system losses of the network prior to the unstable mode
being observed.
Total Generation 24579.11 MW 1559 MVAr
Total Load 23554.00 MW 4317 MVAr
Total Losses 1025.11 MW -2758 MVAr
FigureB.1 shows the load profile of the network prior to the unstable oscillation mode
being observed in the network.
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Figure B.1: Network regional load profile prior to the unstable mode being observed.
Network Conditions when the unstable mode existed but before it had been
excited being excited (06:30 am)
TableB.2 shows the total generation and system losses within the network when the
unstable oscillation mode existed in the network but before it had been excited.
Table B.2: Total generation and system losses of the network when to the unstable mode
existed but before it had been excited.
Total Generation 26900.00 MW 911.4 MVAr
Total Load 25274.00 MW 4401 MVAr
Total Losses 1626.00 MW -3490 MVAr
FigureB.2 shows the load profile of the network when the unstable oscillation mode
existed in the network but before it had been excited.
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
Load Distribution
Central, 5583, 
22%
Eastern, 4579, 
18%
Northern, 3517, 
14%
North East, 5487, 
22%
North West, 
2351, 9%
Southern, 1079, 
4%
Western, 2678, 
11%
Figure B.2: Network regional load profile prior to the unstable oscillation mode being
excited.
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B.2 Network events observed during the unstable mode presence
Table B.3: Sequence of network events on 10 January 2011.
Time Event description
05:24am PS-MAJ unit 6 400kV breaker open. Unit islanded from 654MW (including
aux). Frequency: 50.07 – 49.91Hz
05:24am At ALP, transmission line ALP-MAJ 400kV breaker tripped on backup earth
fault
05:26am MAJ – TUT 400kV breaker tripped on buszone
PS-MAJ 400kV section breaker 4 tripped on buszone
PS-MAJ 400kV section breaker 5 tripped on buszone
PS-MAJ unit 5 400kV breaker tripped on buszone
PS-MAJ unit 5 22kV breaker tripped on generator protection.
06:34am Large Western Cape unit reported power swings of +/- 45MW on the unit. At
the same time, other power plants in Mpumalanga reported a reluctance to
synchronize units due to power swings being experienced at the station.
06:40 PS-DRA unit 1 tripped from SCO mode after experiencing power swings on
the network.
06:40 PS-DRA unit 2 tripped from SCO mode after experiencing power swings on
the network.
07:21 PS-MAJ Unit 6 synchronized.
08:11 – 08:23 PS-DRA units 1 – 4 were taken to GEN mode for frequency control and to
alleviate power swings
08:24 MAJ – PEG 400kV line taken off transfer and left out of service so that MAJ
400kV busbar could be coupled for the return of other MAJ units
08:47 MAJ 400kV busbar coupled via bus coupler A and bus coupler B. Bus section
breakers 4 and 5 remain open.
09:47 MAJ – TUT 400kV breaker closed by National Control after linking PS-TUT
to bus bar 2 at PS-MAJ.
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Appendix C
Power Plant unit model validation
C.1 Low-load circuit model validation
FigureC.1 shows the ECS response test performed on the unit for step inputs into the
AVR with the unit operating at low load. FigureC.1 (a) shows the terminal voltage
response and (b) shows the field voltage response. Similar to other tests performed,
the simulated terminal voltage response compared well with the measured unit response
and the response of the model was considered to sufficiently accurate for the purposes
of this study. The field voltage response also compared quiet well, despite the response
positive and negative step response peaks and the waveform behaviour when the step is
applied.
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Figure C.1: Low load response to AVR step input changes. (a) Unit terminal voltage
response, (b) Unit field voltage response.
C.2 Full-load model validation
FigureC.2 shows the ECS response measured for step inputs into the AVR with the
unit operating at full load. Similar to other tests performed, the simulated terminal
voltage response compared well with the measured unit response and the response of the
model was considered to sufficiently accurate for the purposes of this study. The field
voltage response also compared quiet well, despite the response positive and negative
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step response peaks and the waveform behaviour when the step is applied.
The terminal voltage response was observed to be slightly sluggish and this was at-
tributed to the fact that the simulation model used to verify the unit response was an
SMIB model and hence the actual grid conditions were not adequately captured to mimic
the terminal voltage response.
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Figure C.2: Terminal voltage response to AVR step input changes with unit at full load.
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Appendix D
Power System Stabilizer Design Calculations
The design of the PSSs was presented in section 4.3, where the various equations which
were used for each of the particular design methods were presented. This section outlines
the application of the various design equations derived for the various oscillation mode
frequencies.
D.1 Residue based stabilizer design
The extended Heffron-Phillips model was implemented in MATLAB and used in order
to determine the phase lag between the various input and output paths for the design
of the compensator. Eq. (D.1) was used to determine the phase lead to be introduced
by the stabilizer. The gain of the stabilizer was calculated using Eq. (D.2).
∠GP (λj) = pi − ∠Rj − ∠GW (λj) (D.1)
KGAIN =
|∆λi|
|Ri| |GW (λj)| |GP (λj)| (D.2)
The PSS gain was used as a preliminary value and further optimized based on the
eigenvalue analysis of local, inter-area, and intra-plant oscillation modes. The PSS gain
was optimized based on findings presented by [16] which show that the most optimal
stabilizer gain which satisfies both inter-area and and local mode damping requirements
is generally equal to one third of the instability gain. The instability gain is defined
as the value of gain at which any of the modes associated with the generator becomes
unstable.
TableD.1 shows the residue and washout filter phase values which were calculated using
the extended Heffron-Phillips model at each of the corner frequencies used to design the
various stabilizer parameters. Only one calculation example will be used to illustrate
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the application of the various equations associated with the controller design, and the
results of the other modes will be presented in a table format.
Table D.1: Phase parameters obtained using the extended Heffron-Phillips model.
Frequency GW (λj) R (λj)
Hz degrees degrees
0.65 9.83 43.1
1.0 6.4 52.0
3.0 2.14 75
∠GP (0.65Hz) = 180o − 9.83− 43.1o = 127.07o
-the amount of phase compensation which must be provided by the stabilizer is
127.07o.
As previously stated, a single lead/lag block can provide a maximum of 65o and since
PSS2B has three lead/lag blocks. The phase will be equally divided between the
blocks.
∠θBLK =
127.07o
3 = 42.3567
o
α = 1− sinθBLK1 + sinθBLK
= 1− sin (42.3567)1 + sin (42.3567) = 0.19493
Using phase lead design theory for lead compensation presented by [55], the phase lead
compensator time constants are designed as follows:
T2 =
1
2pifc
√
α
= 1
2pi (0.65Hz)
√
0.19493
= 0.55458sec
T1 = αT2
= (0.19493) (0.55458sec)
= 0.10810sec
-where T1 is the lag time constant, and T2 is the lead time constant. For the lead/lag
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compensator blocks it must be noted that T1 = T3 = T11, which are the lag time
constants and T2 = T4 = T10 which are the lead time constants. TableD.2 shows
the various lead/lag time constants which were designed for each of the controllers at
the various mode frequencies. The stabilizer gains were optimized to give the highest
amount of damping for the local mode. The optimal stabilizer gain was found to be
KGAIN = 2.46. The stabilizer gain must still be optimized for the inter-area mode.
Table D.2: Residue based design lead/lag block time constants.
Frequency ∠GP α T1 = T3 = T11 T2 = T4 = T10 KGAIN
Hz degrees - seconds seconds -
1.0 121.60 0.2122 0.07337 0.3455 8.571
3.0 102.86 0.27932 0.02804 0.10038 75
D.2 Participation factor based stabilizer design
The extended Heffron-Phillips model implemented in MATLAB was also used in order to
determine the phase lag between the various input and output paths for the design of the
compensator. TableD.4 was used to determine the phase lead to be introduced by the
stabilizer. The gain was of the stabilizer was calculated using Eq. (D.4). The PSS gain
was used as a preliminary value and further optimized based on the eigenvalue analysis
of local, inter-area, and intra-plant oscillation modes. The PSS gain was optimized based
on findings presented by [16] which show that the optimal stabilizer gain which satisfies
both inter-area and local mode damping requirements is generally equal to one third of
the instability gain. The instability gain is defined as the value of gain at which any of
the modes associated with the generator becomes unstable.
∠GP (λj) = − [∠pij + ∠GW (λj) + ∠GEXC (λj) + ∠GGEN (λj)] (D.3)
KGAIN =
2H |∆λi|
|pij | |GW (λj)| |GPSS (λj)| |GEXC (λj)| |GGEN (λj)| (D.4)
TableD.3 shows the ECS phase lag, participation factor phase angle and washout filter
phase angle. The extended Heffron-Phillips model was used to obtain ∠GW and ∠GECS
at the corner frequencies of interest. The participation factor phase angle was obtained
from the detailed Eskom network. Only one calculation example will be used to illustrate
the application of the various equations associated with the controller design and the
results of the other modes will be presented in a table format.
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Table D.3: Phase parameters obtained using the extended Heffron-Phillips model.
Frequency GW (λi) ∠pjj ∠GECS
Hz degrees degrees degrees
0.65 9.83 91.925 133.0
1.0 6.4 91.0 142.0
3.0 2.14 91.02 165.0
∠GP (0.65Hz) = − [91.925 + 9.83− 133.0] = −234.75o = +125.245o
- the amount of phase compensation which must be provided by the stabilizer is
125.245o.
As previously stated, a single lead/lag block can provide a maximum of 65o and since
PSS2B has three lead/lag blocks, the phase will be equally divided between the blocks.
∠θBLK =
125.245
3 = 41.7483
o
α = 1− sinθBLK1 + sinθBLK
= 1− sin (41.7483)1 + sin (41.7483) = 0.2006
Using phase lead design theory for lead compensation presented by [55], the phase lead
compensator time constants are designed as follows:
T2 =
1
2pifc
√
α
= 1
2pi (0.65Hz)
√
0.19493
= 0.5467sec
T1 = αT2
= (0.2006) (0.5467sec)
= 0.10967sec
TableD.4 shows the various lead/lag time constants which were designed for each of the
controllers at the various mode frequencies. The stabilizer gains were optimized to give
the highest amount of damping for the local mode. The most optimal stabilizer gain was
found to be KGAIN = 2.60. The stabilizer gain must still be optimized for the inter-area
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mode.
Table D.4: Participation factor based design lead/lag block time constants.
Frequency ∠GP α T1 = T3 = T11 T2 = T4 = T10 KGAIN
Hz degrees - seconds seconds -
1.0 120.6 0.2155 0.073873 0.3428 8.58
3.0 101.86 0.28327 0.050351 0.18728 45.55
D.3 Conventional stabilizer design
The extended Heffron-Phillips model implemented in MATLAB was also used in order
to determine the phase lag between the various input and output paths for the design of
the compensator. TableD.6 was used to determine the phase lead to be introduced by
the stabilizer. The gain of the stabilizer was calculated using Eq. (D.6). The PSS gain
was a preliminary value and was further optimized based on the eigenvalue analysis of
local, inter-area, and intra-plant oscillation modes. The PSS gain was optimized based
on findings presented in [16] which show that the most optimal stabilizer gain which
satisfies both inter-area and and local mode damping requirements is generally equal to
one third of the instability gain. The instability gain is defined as the value of gain at
which any of the modes associated with the generator becomes unstable.
∠GP (λi) = [0 + 0 + ∠GEXC (λi) + ∠GGEN (λi)] (D.5)
KGAIN ≈ 2H |∆λi||GPSS (λi)| |GEXC (λi)| |GGEN (λi)| (D.6)
TableD.5 shows the phase lag values of the ECS at the frequencies of interest. Only one
calculation example will be used to illustrate the application of the various equations
associated with the controller design and the results of the other modes will be presented
in a table format.
Table D.5: Phase parameters obtained using the extended Heffron-Phillips model.
Frequency ∠GECS (λi)
Hz degrees
0.65 133.0
1.0 142.0
3.0 165.0
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∠GP (0.65Hz) = [133.0] = +133.0o
- the amount of phase compensation which must be provided by the stabilizer is
133.0o
As previously stated, a single lead/lag block can provide a maximum of 65oand since
PSS2B has three lead/lag blocks, the phase will be equally divided between the blocks.
∠θBLK =
133.0
3 = 44.333
o
α = 1− sinθBLK1 + sinθBLK
= 1− sin (44.333)1 + sin (44.333) = 0.1773
Using phase lead design theory for lead compensation presented by [55], the phase lead
compensator time constants are designed as follows:
T2 =
1
2pifc
√
α
= 1
2pi (0.65Hz)
√
0.1773
= 0.58150sec
T1 = αT2
= (0.1773) (0.58150sec)
= 0.1031sec
TableD.6 shows the various lead/lag time constants which were designed for each of
the controllers at the various mode frequencies. The stabilizer gains were optimized to
give the highest amount of damping for the local mode. The optimal stabilizer gain was
found to be KGAIN = 2.03. The stabilizer gain must still be optimized for the inter-area
mode.
Table D.6: Conventional based design lead/lag block time constants.
Frequency ∠GP = ∠GECS α T1 = T3 = T11 T2 = T4 = T10 KGAIN
Hz degrees - seconds seconds -
1.0 142.0 0.1525 0.065215 0.40755 7.49
3.0 165.0 0.09941 0.016726 0.16826 60
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Appendix E
Unit Ramp Rate Performance Data
The unit ramp up rates are all dependent on the turbine temperatures for the units at
PS-KRG, there are four start up or ramping conditions, and these are adapted from
[24]:
 Cold turbine start up - initial rotor temperature < 65oC
 Hot turbine start up - initial rotor temperature 120oC
 Hot turbine start up - initial rotor temperature 150oC
 Very hot turbine start up - initial rotor temperature > 160oC
FigureE.1 shows the cold turbine start up curve with an initial temperature of less than
65oC which is used to ramp up the unit to rated operating load, adapted from [24].
FigureE.2 shows the simulated response of the unit with the sister unit operating at full
load.
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Figure E.1: Cold turbine start up curve with an initial rotor temperature of < 65oC,
adapted from [24].
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Figure E.2: Cold turbine start up curve with sister unit at full load and ramp rate of
5MW/min.
E.1 shows the hot turbine start up curve with an initial rotor temperature of 120oC
which is used to ramp up the unit to rated operating load, adapted from [24]. FigureE.4
shows the simulated response of the unit with the sister unit operating at full load.
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Figure E.3: Hot turbine start up curve with an initial rotor temperature of 120oC,
adapted from [24].
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Figure E.4: Hot turbine 120oCstart up at a ramp rate of 30MW/min with sister unit at
full load.
FigureE.1 shows the hot turbine start up curve with an initial rotor temperature of
150oC which is used to ramp up the unit to rated operating load ,adapted from [24].
FigureE.6 shows the simulated response of the unit with the sister unit operating at full
load.
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Figure E.5: Hot turbine start up curve with an initial rotor temperature of 150oC,
adapted from [24].
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Figure E.6: Hot turbine start up 150oC with a ramp rate of 30MW/min and sister unit
on full load.
FigureE.1 shows the very hot turbine start up with rotor temperature greater than
160oC which is used to ramp up the unit to rated operating load, adapted from [24].
FigureE.8 shows the simulated response of the unit with the sister unit operating at full
load.
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Figure E.7: Very hot turbine start up curve with an initial rotor temperature greater
than 160oC, adapted from [24].
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Figure E.8: Very hot turbine start up with a ramp rate of 40MW/min and the sister
unit at full load.
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Appendix F
Dominant inter-area oscillation mode example
The system which was used to demonstrate the application of the proposed algorithms is
the well-known two area network example which was taken from [5]. Figure F.1 adapted
from [5] shows a simple two area system with power flowing from area one to area two.

FlowPowerofDirection
kmL 25
kmL10
kmL110 )1(110 −kmL
)2(110 −kmL )3(110 −kmL
)1(10 −kmL
)1(25 −kmL
7L7
C
9L 9
C
Figure F.1: Simple two area system adapted from [5].
Based on the eigenvalue results given in Table F.1, a single inter-area mode with poor
damping was found. The various bus voltage and current sensitivities were calculated
using Eq. (5.6) to Eq. (5.9). The observability of the inter-area mode of concern was then
used to calculate the network mode shape of the various busbar voltages and currents of
the network. It was found that the dominant inter-area oscillation path corridor occurs
along bus bars 6-7-8-9-10 as expected.
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Table F.1: Eigenvalue analysis results for rotor oscillation modes (without PSS).
Load flow Eigenvalue (Frequency in Hz and Damping Ration)
Inter-area
Mode
Area 1 Local
Mode
Area 2 Local
Mode
400MW +0.027±j3.46
(ζ =
−0.00786, f =
0.551Hz)
-0.647+j6.277
(ζ=+0.102,
f=1.00Hz)
-0.659±j6.473
(ζ=+0.101,
f=1.04Hz)
200MW -0.033±j3.68
(ζ=+0.008,
f=0.586)
-0.861±j6.153
(ζ=+0.139,
f=0.99)
-0.648±6.537
(ζ=0.099,
f=1.041)
Figure F.2 (a) shows the normalized voltage magnitude mode shape and Figure F.2
(b) shows the network voltage angle mode shape. Artificial network busbars were added
to the network in order to improve the resolution of the graph shown in Figure F.2.

(de
g)
θS
VS
Figure F.2: (a) Normalized network voltage mode shape (b) Voltage angle mode shape.
It can be seen in Figure F.2 that the peak of the normalized voltage magnitude shifts to
the left as the active power transferred from area one to area two is reduced. Reference
187
[69] states that this is a result of the AVR adjusting for different reactive power levels
of the network.
It can be seen in Figure F.2 (b) that busbar (8) serves as the pivot of the inter-area
oscillation flow. This is based on the observation that the smallest value of Svθ occurs
at busbar 8.
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Appendix G
Dominant inter-area path fault assessment in the Eskom
network
G.1 Fault impact analysis along corridor A
FigureG.1 shows the generator response for the loss of a line along corridor A. Trans-
mission line AB-K was tripped and taken out of service.
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Figure G.1: PS-KRG generator response for a loss of a line in corridor A, line AB-K.
FigureG.2 shows the generator response for the loss of a line along corridor A. Trans-
mission line AB-K was tripped and taken out of service.
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Figure G.2: PS-KRG generator response for a loss of a line in corridor A, line K-A1.
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G.2 Fault impact analysis along corridor B
FigureG.3 shows the generator response for the loss of a line along corridor B. Trans-
mission line B1-B2 was tripped and taken out of service.
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Figure G.3: PS-KRG generator response for a loss of a line in corridor B, line B1-B2.
FigureG.3 shows the generator response for the loss of a line along corridor B. Trans-
mission line B2-B3b was tripped and taken out of service.
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Figure G.4: PS-KRG generator response for a loss of a line in corridor B, line B2-B3b.
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