Abstract -We show that any distributed protocol which runs on a noiseless network in time T, can be simulated on an identical noisy network with a slowdown factor proportional to log(d + l), where d is the maximum degree in the network, and with exponentially small probability of error.
I. INTRODUCTION: A CODING THEOREM
Shannon's coding theorem [a] can be stated as follows: T h e number of transmissions sufficient to send a T bit message over a noisy channel with reliability 1 -is asymptotic to &T where 0 < C < 1 is the "channel capacity", a function only of the noise characteristics of the channel. In addition, Shannon proves the converse -that this many transmissions are required. Can we extend the theory to networks, with a number of links available for simultaneous use? In his work, Schulman [l] shows an analog of the Shannon coding theorem for a pair of processors running an interactive protocol in a model introduced by Yao [3] in his work in communication complexity.
The main theorem in our work (stated most simply in the case of a noisy network in which each connection is made via a binary symmetric channel of capacity a t least C > 0) is the following: Theorem 1.1 Any protocol II which runs in time T on a noiseless N-processor network of maximum degree d can be simulated on that network if it is noisy, in time O ( T q ) . The probability that the simulation fails is a t most Ne-R(T).
The simulation is said to fail if any processor terminates in a state other than that which it would have arrived at in the absence of noise.
Model: Consider a network n/ with maximum degree d. We make the following assumptions. First, all noise in our system occurs only in the communication links between processors. Second, we look only at the number of communication bits and ignore the computational cost of the protocol. Third, we require that our protocol be event driven and therefore implementable in the asynchronous setting but we analyze its correctness and efficiency in the synchronous setting. We do this so that the notion of the trajectory of the system and thus the notion of simulation is well defined.
METHOD
On every channel of our network we will implement communications using tree codes, introduced by Schulman in [l] . The noiseless protocol will be embedded within a simulation that uses locally initiated (hence asynchronous) "backups", followed by renewed transmissions, in response to perceived errors in the simulation.
' there is a protocol C simulating II on the same network N , so that in the presence of noise, C ( T ) fails to reproduce II(t) only if there is a space-time path on which there are a t least T -ct corrupted bit transmissions. This follows from an (slightly involved) argument relating the delay of the simulation, which is only defined locally due to the asynchronous nature of the simulation, t o a space-time path containing a corresponding number of errors. The argument uses the combinatorial properties of both the protocol and tree codes. The probability of having that many transmission errors is then bounded in standard fashion by using the channel model. Similar results can be derived for more general channel models which require only a replacement of the last segment of the argument.
From these steps we obtain theorem 1.1.
IV. DISCUSSION
Our results are non-constructive: though we can show the existence of a simulation C, we are unable to produce C explicitly. The impediment is exactly that explicit algorithmic constructions for tree codes are not known. Moreover, the problem of decoding tree codes is solvable given a "coding oracle." Resolving the computational complexity of coding and decoding tree codes is the most critical open issue at the conclusion of our work.
Second, there is a storage space overhead which is separate from that incurred due to the cost of coding and decoding.
This comes firom the need, in our simulation E, for processors to be able to roll back computation; so in our protocol processors keep a record of all their past states.
If one is willing to tolerate error probabilities of the order of N/poly(T), then the above problems can be addressed: the storage overhead can be greatly reduced, and a sufficiently good tree code can be constructed.
We conjechre that the log(d + 1) slowdown in our theorem is necessary.
