Suppose that two independent sets I and J of a graph with |I| = |J| are given, and a token is placed on each vertex in I. The Sliding Token problem is to determine whether there exists a sequence of independent sets which transforms I into J so that each independent set in the sequence results from the previous one by sliding exactly one token along an edge in the graph. It is one of the representative reconfiguration problems that attract the attention from the viewpoint of theoretical computer science. For a yes-instance of a reconfiguration problem, finding a shortest reconfiguration sequence has a different aspect. In general, even if it is polynomial time solvable to decide whether two instances are reconfigured with each other, it can be NP-hard to find a shortest sequence between them. In this paper, we show that the problem for finding a shortest sequence between two independent sets is polynomial time solvable for spiders (i.e., trees having exactly one vertex of degree at least three).
whole world (e.g., it is called "hako-iri-musume" in Japanese). Gardner said that "these puzzles are very much in want of a theory" in 1964 [9] , and Hearn and Demaine gave the theory after 40 years [11] ; they are PSPACE-complete in general [12] .
Summarizing up, these sliding block puzzles characterize representative computational complexity classes; the decision problem for unit squares can be solved in linear time just by checking parities, finding a shortest reconfiguration for the unit squares is NP-complete, and the decision problem becomes PSPACE-complete for rectangular pieces. That is, this simple reconfiguration problem gives us a new sight of these representative computational complexity classes.
In general, the reconfiguration problems tend to be PSPACE-complete, and some polynomial time algorithms are shown in restricted cases. Finding a shortest sequence in the context of the reconfiguration problems is a new trend in theoretical computer science because it has a great potential to characterize the class NP from a different viewpoint from the classic ones. Figure 1 : A sequence I 1 , I 2 , . . . , I 5 of independent sets of the same graph, where the vertices in independent sets are depicted by small black circles (tokens).
One of the important NP-complete problems is the Independent Set problem. For this notion, a natural reconfiguration problem called Sliding Token was introduced by Hearn and Demaine [11] . (See [16] for an overview on different reconfiguration variants of Independent Set.) Suppose that we are given two independent sets I and J of a graph G = (V, E) such that |I| = |J|, and imagine that a token (coin) is placed on each vertex in I. For convenience, sometimes we identify the token with the vertex it is placed on and simply say "a token in an independent set." Then, the Sliding Token problem is to determine whether there exists a sequence S = I 1 , I 2 , . . . , I of independent sets of G such that (a) I 1 = I, I = J, and |I i | = |I| = |J| for all i, 1 ≤ i ≤ ; and (b) for each i, 2 ≤ i ≤ , there is an edge xy in G such that I i−1 \ I i = {x} and I i \ I i−1 = {y}.
That is, I i can be obtained from I i−1 by sliding exactly one token on a vertex x ∈ I i−1 to its adjacent vertex y ∈ I i along an edge xy ∈ E(G). Such a sequence S, if exists, is called a TS-sequence in G between I and J. We denote by a 3-tuple (G, I, J) an instance of Sliding Token problem. If a TS-sequence S in G between I and J exists, we say that I is reconfigurable to J (and vice versa), and write I G J. The sets I and J are the initial and target independent sets, respectively. For a TS-sequence S, the length len(S) of S is defined as the number of independent sets in S minus one. In other words, len(S) is the number of token-slides described in S. Figure 1 illustrates a TS-sequence of length 4 between two independent sets I = I 1 and J = I 5 .
For the Sliding Token problem, linear-time algorithms have been shown for cographs (also known as P 4 -free graphs) [16] and trees [6] . Polynomial-time algorithms are shown for bipartite permutation graphs [8] , claw-free graphs [3] , cacti [13] , and interval graphs [2] 2 . On the other hand, PSPACE-completeness is also shown for graphs of bounded tree-width [19] , planar graphs [11, 12] , planar graphs with bounded bandwidth [25] , and split graphs [1] .
In this context, for a given yes-instance (G, I, J) of Sliding Token, we aim to find a shortest TSsequence between I and J. Such a problem is called the Shortest Sliding Token problem. As seen for the 15-puzzle, the Shortest Sliding Token problem can be intractable even for these graph classes which the decision problem can be solved in polynomial time. Moreover, in the 15-puzzle, we already know that it has a solution of polynomial length for two configurations. However, in the Sliding Token problem, we have no upper bound of the length of a solution in general. To deal with this delicate issue, we have to distinguish two variants of this problem. In the decision variant, an integer is also given as a part of input, and we have to decide whether there exists a sequence between I and J of length at most . In the non-decision variant, we are asked to output a specific shortest TS-sequence. The length is not necessarily polynomial in |V (G)| in general. When is super-polynomial, we may have that the decision variant is in P, while the non-decision one is not in P since it takes super-polynomial time to output the sequence. On the other hand, even when G is a perfect graph and is polynomial in |V (G)|, the decision variant of Shortest Sliding Token is NP-complete (see [16, Theorem 5] ). In short, in the decision variant, we focus on the length of a shortest TS-sequence, while in the non-decision variant, we focus on the construction of a shortest TS-sequence itself.
From this viewpoint, the length of a token sliding is a key feature of the Shortest Sliding Token problem. If the length is super-polynomial in total, there exists at least one token that slides superpolynomial times. That is, the token visits the same vertex many times in its slides. That is, some tokens make detours in the sequence (the notion of detour is important and precisely defined later). In general, it seems to be more difficult to analyze "detours of tokens" for graphs containing cycle(s). As a result, one may first consider the problem for trees. The Sliding Token problem on a tree can be solved in linear time [6] . Polynomial-time algorithms for the Shortest Sliding Token problem were first investigated in [26] . In [26] , the authors gave polynomial-time algorithms for solving Shortest Sliding Token when the inptut graph is either a proper interval graph, a trivially perfect graph, or a caterpillar. We note that caterpillars is the first graph class that required detours to solve the Shortest Sliding Token problem. A caterpillar is a tree that consists of a "backbone" called a spine with many pendants, or leaves attached to the spine. Each pendant can be used to escape a token, however, the other tokens cannot pass through it. Therefore, the ordering of tokens on the spine is fixed. In this paper, we consider the Shortest Sliding Token problem on a spider, which is a tree with one central vertex of degree more than 2. On this graph, we can use each "leg" as a stack and exchange tokens using these stacks. Therefore, we have many ways to handle the tokens, and hence we need more analyses to find a shortest sequence. In this paper, we give an O(n 2 ) time algorithms for the Shortest Sliding Token problem on a spider, where n is the number of vertices. The algorithm is constructive, and the sequence itself can be output in O(n 2 ) time. As mentioned in [26] , the number of required token-slides in a sequence can be Ω(n 2 ), hence our algorithm is optimal for the number of token-slides. Note: Recently, it is announced that the Shortest Sliding Token problem on a tree can be solved in polynomial time by Sugimori [23] . His algorithm is based on a dynamic programming on a tree [24] : though it runs in polynomial time, it seems to have much larger degree comparing to our case-analysis based algorithm.
Preliminaries
For common graph theoretic definitions, we refer the readers to the textbook [7] . Throughout this paper, we denote by V (G) and E(G) the vertex-set and edge-set of a graph G, respectively. We always use n for denoting |V (G)|. For a vertex x ∈ V (G), we denote by N G (x) the set {y ∈ V (G) : xy ∈ E(G)} of neighbors of x, and by N G [x] the set N G (x)∪{x} of closed neighbors of x. In a similar manner, for an induced subgraph
. For x, y ∈ V (G), the distance dist G (x, y) between x and y is simply the length (i.e., the number of edges) of a shortest xy-path in G.
For a tree T , we denote by P xy the (unique) shortest xy-path in T , and by T x y the subtree of T induced by y and its descendants when regarding T as the tree rooted at x. A spider graph (or starlike tree) is a tree having exactly one vertex (called its body) of degree at least 3. For a spider G with body v and a vertex w ∈ N G (v), the path G v w is called a leg of G. By definition, it is not hard to see that two different legs of G have no common vertex. For example, the graph in Figure 1 is a spider with body v = v 2 and deg G (v) = 3 legs attached to v.
Let (G, I, J) be an instance of Shortest Sliding Token. A target assignment from I to J is simply a bijective mapping f : I → J. A target assignment f is called proper if there exists a TS-sequence in G between I and J that moves the token on w to f (w) for every w ∈ I. Given a target assignment f : I → J from I to J, one can also define the target assignment f −1 : J → I from J to I as follows: for every x ∈ J, f −1 (x) = {y ∈ I : f (y) = x}. Let F be the set of all target assignments from I to J. We define M * (G, I, J) = min f ∈F w∈I dist G (w, f (w)).
Let S = I 1 , I 2 , . . . , I be a TS-sequence between two independent sets I = I 1 and J = I of a graph G. Indeed, one can describe S in term of token-slides as follows:
The reverse of S (which reconfigures J to I), denoted by rev(S), is defined by rev(S) = I , . . . , I 2 , I 1 . One can also describe rev(S) in term of token-slides: rev(S) = y −1 → x −1 , . . . , y 2 → x 2 , y 1 → x 1 . For an edge e = xy ∈ E(G), we say that S makes detour over e if both x → y and y → x are members of S. We emphasize that the steps x → y and y → x is not necessarily made by the same token. The number of detours S makes over e, denoted by D G (S, e), is defined to be twice the minimum between the number of appearances of x → y and the number of appearances of y → x. The total number of detours S makes in G, denoted by D G (S), is defined to be e∈E(G) D G (S, e). Let S be the set of all TS-sequences in G between two independent sets I, J. We define D * (G, I, J) = min S∈S D G (S). For example, the TS-sequence S = I 1 , . . . , I 5 described in Figure 1 can also be written as
For two TS-sequences
. , x p → y p forms a TS-sequence in G, then we define S = S 1 ∪ S 2 , and say that S is obtained by taking the union of S 1 and S 2 .
Shortest Sliding Token for spiders
In this section, we show that Shortest Sliding Token for spiders can be solved in polynomial time. For an independent set I of a graph G, the token on u ∈ I is (G, I)-rigid if for any I with I G I , u ∈ I .
Intuitively, a (T, I)-rigid token cannot be moved by any TS-sequence in T , and one can find all (T, I)-rigid tokens in a given tree T in linear time. Moreover, an instance (T, I, J) of Sliding Token is a yes-instance if and only if the (T, I)-rigid tokens and (T, J)-rigid tokens are the same. (For more details, see [6] .) As a spider is also a tree, for an instance (G, I, J) of Shortest Sliding Token for spiders, we can assume without loss of generality that I G J and there are no (G, I)-rigid and (G, J)-rigid tokens.
We now give a brief overview of our algorithm for Shortest Sliding Token for spiders. In order to construct a TS-sequence, we need: (1) a target assignment f that tells us the final position a token should be moved to (say, a token on v should finally be moved to f (v)); and (2) an ordering of tokens that tells us which token should move first. More precisely, in this section, after providing some useful observations for trees, which clearly also hold for spiders (Section 3.1), we claim that given an instance (G, I, J) of Shortest Sliding Token for spiders, one can construct a target assignment f : I → J that minimizes w∈I dist G (w, f (w)) (Section 3.2). In Section 3.3, we claim that in certain conditions, we can form a special order ≺ of tokens in I (Algorithm 2), and use ≺ along with f to construct a shortest TS-sequence between I and J. The remaining cases can be solved by slighly modifying the above construction. Proof. Let I = {w 1 , w 2 , . . . , w |I| }. Let S be a TS-sequence between I and J that moves the token t i on w i to f (w i ) for some target assignment f : I → J. For each i ∈ {1, 2, . . . , |I|}, let S i be the sequence of dist T (w i , f (w i )) token-slides that moves t i from w i to f (w i ) along the (unique) path P wif (wi) . Note that S i is not necessarily a TS-sequence.
Let consider the movements of t i from w i to f (w i ) in the TS-sequence S. First of all, it is clear that t i needs to make all moves in S i . Since the path P wif (wi) is unique, if t i makes any move x → y that is not in S i for some edge xy ∈ E(T ), it must also make the move y → x later, hence forming detour over e. Let D 1 be the number of detours formed by the token-slides in S\
The token-slides in |I| i=1 S i may also form detour. Let i, j ∈ {1, 2, . . . , |I|} be such that the sequence S i moves t i from w i to f (w i ) and at some point makes the move x → y, and the sequence S j moves t j from w j to f (w j ) and at some point makes the move y → x. Together, S i and S j form detour over an edge e = xy ∈ E(P wif (wi) ) ∩ E(P wj f (wj ) ). Let D 2 be the number of detours formed by such token-slides. Clearly,
Suppose that for an edge e = xy ∈ E(T ), there exists k e pairs (i 1 , j 1 ), (i 2 , j 2 ), . . . , (i ke , j ke ) with 1 ≤ i p , j p ≤ |I|, i p = j p , and for any two pairs (i p , j p ) and (i q , j q ), i p = i q and j p = j q (1 ≤ p, q ≤ k e ) such that for each p ∈ {1, 2, . . . , k e }, the sequence S ip at some point makes the move x → y, and the sequence S jp at some point makes the move y → x. It follows that the vertices {w ip } 1≤p≤ke and {f (w jp )} 1≤p≤ke are in V (T y x ), and the vertices {w jp } 1≤p≤ke and {f (w ip )} 1≤p≤ke are in V (T x y ). We note that 1 ≤ k e ≤ |I|/2 , and emphasize again that S ip and S jp are not necessarily TS-sequences. Let E f be the set of all edges of T satisfying the described property with respect to the target assignment f . Then,
Let e ∈ E f be an edge of T as described above. Let g be the target assignment defined as follows:
Using this property repeatedly, we can finally find a target assignment g such that E g = ∅ and Intuitively, cost(T, I, xy) is the minimum number of token-slides required for moving a token on x ∈ I to its neighbor y in a tree T . Proof. We modify the algorithm described in [5, Lemma 2] . First, regard x as the root of T . Then, we define φ(y) for each vertex y ∈ V (T ) from leaves of T to the root u as follows. For each leave y of T , we set φ(y) = ∞ if y ∈ I; otherwise, φ(y) = 1. For each internal vertex y of T with y / ∈ I, if no children of y is in I, we set φ(y) = 1; otherwise, we set φ(y) = 1 + w∈I and w is a child of y φ(w). For each internal vertex y of T with y ∈ I, we set φ(y) = min child w of y φ(w). Finally, we set cost(T, I, xy) = φ(y). By definition, it is not hard to see that the above algorithm correctly computes cost(T, I, xy). For each y ∈ V (T ), the value φ(y) is computed exactly once. Thus, cost(T, I, xy) can be calculated in O(n) time.
Assume that cost(T, I, xy) < ∞. We now show how to construct S(T, I, xy) using the described algorithm. For each z ∈ I \ {u} with φ(z) < ∞, we define c(z) to be a child of z such that φ(c(z)) = min child w of z φ(w). For z ∈ I with φ(z) = 1, clearly S(T, I, zc(z)) = z → c(z) . For every z ∈ I with
. One can verify that the sequence S(T, I, zc(z)) of token-slides is indeed a TS-sequence in T . The TS-sequence S(T, I, xy) is indeed w∈I∩N T x y (y) S(T, I, wc(w)) ∪ x → y . Clearly, we can use this recursive relation to construct S(T, I, xy) in O(n) time.
Target assignment
In this section, we claim that for an instance (G, I, J) of Shortest Sliding Token for spiders, one can construct a target assignment f :
For convenience, we always assume that the given spider G has body v and deg
. Moreover, we assume without loss of generality that these legs are labeled such that
, we define the corresponding independent sets I Li and J Li as follows:
Under the above assumptions, we claim that Algorithm 1 indeed constructs our desired target assignment. More formally, Algorithm 1 Find a target assignment between two independent sets I, J of a spider G such that
From this point, for any leg L, either I L = ∅ or J L = ∅.
9:
Take a leg L i such that there exists
10:
Take a leg L j such that there exists (ii) for an arbitrary target assignment g :
Note that from Algorithm 1, one can naturally define a total ordering < on vertices of I as follows: for x, y ∈ I, set x < y if x is assigned before y. Before proving Lemma 3, we prove the following useful lemma. 
Proof. If w i = f (w i ) then the desired inequality becomes the famous triangle inequality. Thus, we can assume without loss of generality that w i = f (w i ).
Based on the possible relative positions of w i , w j , f (w i ), and f (w p ), we consider the following cases.
• Case 1: w i and w j are in I L . Figure 2 .) We note that the case w i = f (w p ) can be seen as a special case of Cases (a) or (b) in Figure 2 . Similarly, the case w j = f (w p ) can be seen as a special case of Cases (b), (c), (d), or (f) in Figure 2 ; and the case w j = f (w i ) can be seen as a special case of Cases (d) or (e). Similar arguments hold for the next cases.
). Note that if p = j, Case (a) of Figure 3 does not happen; otherwise, w j must be assigned before Figure 6 .) Note that if p = j, Case (b) of Figure 6 does not happen; otherwise, w j must be assigned before
). Since w i ∈ I L and f (w i ) ∈ J L , L = L, Algorithm 1 will assign any vertex in I L to some vertex in J L , which implies f (w j ) ∈ J L . However, since w j ∈ I L and f (w j ) ∈ J L , Algorithm 1 must assign w j before w i , a contradiction. Thus, this case cannot happen.
Since w i ∈ I L and f (w i ) ∈ J L = J L , Algorithm 1 assigns any w ∈ I L to some vertex in J L , which means f (w j ) ∈ J L . However, this implies that w j must be assigned before w i , a contradiction. Thus, this case cannot happen.
In all cases above, it is not hard to see that either our desired inequality holds or the case cannot happen. Thus, our proof is complete.
We are now ready to prove Lemma 3.
Proof of Lemma 3. Since Algorithm 1 assigns each vertex in I exactly once, (i) is trivial. It remains to show (ii). Without loss of generality, assume that
For an arbitrary target assignment g and a target assignment f produced by Algorithm 1, define k gf = |{w i ∈ I : g(w i ) = f (w i )}|. Note that for g = f , we have 2 ≤ k gf ≤ |I|. We prove (ii) by induction on k gf .
Base case: k gf = 2. It must happen that there exist i, j with i < j, g(
Inductive step: Given a target assignment f produced from Algorithm 1 and any target assignment g, suppose that for 2
). We show that for every target assignment f produced from Algorithm 1 and every target assignment g such that k gf = k ≤ |I|, the above inequality holds.
Suppose to the contrary that there exist a target assignment f produced from Algorithm 1 and a target assignment g such that k gf = k ≤ |I| and
). Let i be the smallest index such that g(w i ) = f (w i ). Let p > i be such that g(w i ) = f (w p ). Let j > i be such that g(w j ) = f (w i ). We define the assignment g as follows: g (w i ) = f (w i ), g (w j ) = f (w p ), and for w ∈ I \ {w i , w j }, g (w ) = g(w ). Thus, k g f ≤ k − 1, and by inductive hypothesis,
). However, this contradicts Lemma 4. Our proof is now complete.
Construction of a shortest TS-sequence for spiders
In this section, we describe a polynomial-time algorithm for solving Shortest Sliding Token for spiders, provided that a target assignment f produced from Algorithm 1 is given.
Let (G, I, J) be an instance of Shortest Sliding Token for spiders. Assume that the body v of the given spider G satisfies max{|I ∩ N G (v)|, |J ∩ N G (v)|} = 0. In this case, we claim that one can construct . By definition, it is not hard to see that I 1 L and I 2 L (resp. K 1 (x, ) and K 2 (x, )) form a partition of I L (resp. K(x, )). Starting from the natural total ordering < produced from Algorithm 1, one can construct a total ordering ≺ on vertices of I as described in Algorithm 2. Indeed, we claim that under the above assumptions, Algorithm 2 correctly produces a total ordering ≺ on vertices of I such that K(w, ≺) = ∅ for every w ∈ I. More formally, Lemma 5. Let (G, I, J) be an instance of Shortest Sliding Token for spiders, where the body v of G satisfies max{|I ∩ N G (v)|, |J ∩ N G (v)|} = 0. Let f : I → J be a target assignment produced from Algorithm 1, and < be the corresponding natural total ordering on vertices of I. Assume that I = {w 1 , w 2 , . . . , w |I| } is such that w 1 < w 2 < · · · < w |I| . Let w i be the smallest element in I (with respect to the ordering <) such that K(w i , <) = ∅, and L be the leg of G such that w i ∈ I L . Then,
(ii) Let ≺ be the total ordering of vertices in I defined as in lines 2-28 of Algorithm 2, where the corresponding vertex w is replaced by w i . Then, Let w be the smallest element of I with respect to < such that K(w, <) = ∅.
3:
Let L be the leg of G such that w ∈ I L . 
(iii) Let ≺ be the total ordering of vertices in I described in (ii). Then, K(w i , ≺) = ∅. Moreover, if w j is the smallest element in I (with respect to the ordering ≺) such that K(w j , ≺) = ∅, then K(w j , ≺) = K(w j , <). Before proving Lemma 5, we informally explain why it guarantees that the total ordering ≺ on vertices of I produced from Algorithm 2 satisfies K(w, ≺) = ∅ for every w ∈ I. Intuitively, Lemma 5(i) and (ii) say that if w i ∈ I L is the "chosen" vertex in line 2 of Algorithm 2 for some leg L of G, then only a subset K(w i , <) ∪ I 1 L ∪ {w i } of I L contains "candidates" for "re-ordering". Lemma 5(iii) guarantees that after "reordering", w i will never be chosen again 3 , and the next iteration of the main while loop can be initiated. As Algorithm 2 can "choose" at most |I| vertices, and each iteration involving the "re-ordering" of at most O(|I|) vertices, it will finally stop and produce the desired ordering in O(|I| 2 ) time.
Proof of Lemma 5. First of all, note that max{|I ∩ N G (v)|, |J ∩ N G (v)|} = 0 is equivalent to saying that both I ∩ N G (v) and J ∩ N G (v) are empty.
We claim that x < w i , which then implies x / ∈ K(w i , <) and therefore K(w i , <) ⊆ I L . Since w i ∈ I L and f (w i ) / ∈ J L , it follows that for any x ∈ I L , f (x) ∈ J L , and hence by Algorithm 1, x < w i . Now, we show that f (w i ) ∈ J L , which by definition means w i ∈ I 2 L . Suppose to the contrary that
, which means that w < w i . Thus, K(w i , <) = ∅, which contradicts the definition of w i .
(ii) We prove (ii-4) and (ii-5). Other statements are followed immediately from Algorithm 2.
(ii-4) Let x ∈ K 1 (w i , <) and y ∈ K 2 (w i , <). Clearly, by Algorithm 2, x ≺ y. It remains to show that
x > y holds. To see this, note that K 1 (w i , <) ⊆ I 1 L and K 2 (w i , <) ⊆ I 2 L , and Algorithm 1 always assigns vertices in I 2 L (lines 1-7) before those in I 1 L (lines 8-12).
(ii-5) Let x ∈ I 1 L \ K 1 (w i , <) and y ∈ K 1 (w i , <). From Algorithm 2, it suffices to show w i < x < y. For every x ∈ I 1 L \ K 1 (w i , <), since w i ∈ I 2 L , using a similar argument as in (ii-4), we have w i < x. It remains to show that for every x ∈ I 1 L \ K 1 (w i , <) and y ∈ K 1 (w i , <), x < y. To see this, it is sufficient to show that if y ∈ K 1 (w i , <) then for any z ∈ I 1 L with z > y, z ∈ K 1 (w i , <). (Recall that since < is a total ordering on I, either x < y or y < x and here we show that the later case cannot happen.) Indeed, since z ∈ I 1 L and z > y, Algorithm 1 implies
(iii) It follows immediately from Algorithm 2 that K(w i , ≺) = ∅. It remains to show that if w j is the smallest element in I (with respect to the ordering ≺) such that K(w j , ≺) = ∅, then K(w j , ≺) = K(w j , <).
Note that if w i−1 exists then w j w i−1 ; otherwise, it contradicts the assumption that w i is the smallest member of I (with respect to the ordering <) such that K wi = ∅. On the other hand, by (ii), w j w i if and only if w j > w i . Thus, for any w ∈ I, w w j if and only if w > w j , which implies K(w j , ≺) = K(w j , <).
It remains to consider the case when
If w j = w i then we are done. Let consider the case w j ∈ I 1 L . We claim that for every
L for some leg L, the above arguments hold for w j . * If x ∈ I L ∩N G [P wj f (wj ) ] and x = v then by (ii), Algorithm 1, and the assumption I ∩N G (v) = ∅, it follows that x < w j and x ≺ w j .
, and therefore x ∈ I 1 L and x < w j . By (ii), we have x ≺ w j . -Since K 1 (w i , <) ⊆ I 1 L , it suffices to consider w j ∈ K 2 (w i , <). In this case, we claim that K(w j , ≺) = K(w j , <). Let K 2 (w i , <) = {x 1 , x 2 , . . . , x |K 2 (wi,<)| } be such that x 1 ≺ x 2 ≺ · · · ≺ x |K 2 (wi,<)| . Since w i ∈ I L and f (w i ) ∈ J L , it follows that
, it follows that if K(x 1 , ≺) = ∅ then for every p ∈ {2, 3, . . . , K 2 (w i , <) }, K(x p , ≺) = ∅. Since w j ∈ K 2 (w i , <) and K(w j , ≺) = ∅, one of the K(x p , ≺) (p ∈ {1, 2, 3, . . . , K 2 (w i , <) }) must be non-empty. Hence, K(x 1 , ≺) = ∅, and therefore w j = x 1 . On the other hand, note that for every x ∈ K 2 (w i , <) \ {x 1 }, we have x x 1 and x / ∈ N G [P x1f (x1) ]. Thus, for every w ∈ K(w j , ≺) = K(x 1 , ≺) (and then w w j ), it must happen that w > w j . Moreover, w j = x 1 is the maximum element in K 2 (w i , <) with respect to the ordering <. Thus, for every w > w j , w / ∈ K 2 (w i , <), and therefore w w j . Hence, K(w j , ≺) = K(w j , <). Now, we are ready to prove the following lemma. Proof. Let f be a target assignment produced from Algorithm 1 and ≺ be a corresponding total ordering defined in Algorithm 2. For convenience, for x, y ∈ I, if x < y and x ≺ y then we say that Algorithm 2 preserves the ordering between x and y.
Assume that I = {w 1 , . . . , w |I| } is such that w 1 ≺ · · · ≺ w |I| . Let S be a sequence of token-slides constructed as follows: for each w i ∈ I (i ∈ {1, 2, . . . , |I|}), slide the token t i on w i to f (w i ) along the path P wif (wi) (using exactly dist G (w i , f (w i )) token-slides). Clearly, len(S) = M * (G, I, J) (Lemma 3).
Since Algorithm 1 takes O(n) time, Algorithm 2 takes O(n 2 ) time, and S uses O(n) token-slides for each token in I, it follows that the construction of S takes O(n 2 ) time.
To conclude this proof, we show that S is actually a TS-sequence in G by induction on i ∈ {1, 2, . . . , |I|}. Base case: i = 1. Since for every j > 1, w j / ∈ N G [P w1f (w1) ], t 1 clearly can be slid from w 1 to f (w 1 ) along P w1f (w1) .
Inductive step: Assume that for j ≤ i − 1 (i ∈ {2, 3, . . . , |I|}), t j can be slid from w j to f (w j ) along P wj f (wj ) . We show that t i can be slid from w i to f (w i ) along P wif (wi) . Suppose to the contrary that it is not. Note that by Algorithm 2, for every j > i, w j / ∈ N G [P wif (wi) ]. Thus, there must be some j < i such that f (w j ) ∈ N G [P wif (wi) ]. In other words, after t j is moved from w j to f (w j ), it becomes an "obstacle" that forbids sliding t i from w i to f (w i ). We consider the following cases.
Indeed, if w j / ∈ I L then w i must be assigned before w j in Algorithm 1, and Algorithm 2 preserves that ordering (see Lemma 5(ii)), which means
; otherwise t i is an obstacle that forbids sliding t j to f (w j ), which contradicts our inductive hypothesis. We note that the existence of f (w j ) implies that
, which is a contradiction. Using a similar argument, one can show that the case dist G (w j , v) < dist G (w i , v) also leads to a contradiction. 
On the other hand, one can verify that |I ∩ V (L 1 )| − |J ∩ V (L 1 )| > −1. This contradicts our assumption that
, which means that w j / ∈ J L . It follows that w j is assigned after w i , and since Algorithm 2 preserves this ordering, w j w i , which is a contradiction. Hence, f (w j ) belongs to J L . Additionally, from Algorithm 1, since f (w i ) ∈ J L = J L , w j must belong to I L and dist G (w j , v) > dist G (w i , v). As t i is not an obstacle that forbid sliding t j from w j to f (w j ), it follows that f (w j ) ∈ N G [w i ], which means w i ∈ N G [P wj f (wj ) ]. This contradicts our assumption that w j ≺ w i .
Hence, t i can be slid from w i to f (w i ) along P wif (wi) . Our proof is now complete.
In Lemma 6, we assumed that there is some leg L of G with |I L | = |J L |. In the next lemma, we consider the case |I L | = |J L | for every leg L of G (regardless of whether max{|I ∩ N G (v)|, |J ∩ N G (v)|} = 0). Proof. Let f be a target assignment produced from Algorithm 1. From the assumption, we have L I 1 L = ∅, i.e., for every leg L, if w ∈ I L then f (w) ∈ J L . Now, for a leg L, let I L = {w 1 , w 2 , . . . , w |I L | } be such that w 1 ≺ w 2 ≺ · · · ≺ w |I L | , where ≺ is the ordering produced from Algorithm 2. Let S L be a sequence of tokenslides constructed as follows: for each w i ∈ I L (i ∈ {1, 2, . . . , |I L |}), slide the token on w i to f (w i ) ∈ J L along the path P wif (wi) (using exactly dist G (w i , f (w i )) token-slides). From the proof of Lemma 6 (see Case 1), S L is indeed a TS-sequence in G of length len(S L ) = w∈I L dist G (w, f (w)) that reconfigures I L to J L , and S L can be constructed in O(n 2 ) time. Moreover, since L I 1 L = ∅, for two distinct legs L, L , the union S L ∪ S L is also a TS-sequence in G. Thus, a TS-sequence S in G between I and J can be constructed by taking the union of all S L . Clearly, len(S) = M * (G, I, J), and S can be constructed in O(n 2 ) time.
Using Lemma 7, we can assume without loss of generality that for an instance (G, I, J) of Shortest Sliding Token for spiders, there must be some leg L of G such that |I L | = |J L |.
Next, we show that when the body v of the given spider G satisfies max{|I Figure 13 .) By assumption, note that there must be some leg K such that |I K | > |J K |. Let t w be the token placed at some vertex w ∈ I K . Since |I K | > |J K |, at some point, S must slide t w to some vertex not in K. As G is a spider, at some point, S must slide t w to v, which means it must slide the token t x on x ∈ I L to some other vertex not in N G (v) beforehand. There are only two possible movements: at some point, S slides t x either to v or to v (and then maybe to some other vertex not in N G (v)).
-Case 1: S slides t x to v and then to some other vertex not in N G (v). Let I be the resulting independent set at this point. Let S 1 and S 2 be the subsequences of S that reconfigure I to I and I to J, respectively. Clearly, S 1 slides t x from x to v at some point. Since |I L | < |I L | (t x is already moved) and y ∈ J L , it follows that at some point S 2 must slide some token t z on some vertex z / ∈ I L to y = x. As G is a spider, S 1 must slide t z to v beforehand, and then moves t z from v to y = x. In summary, x → v and v → y = x are members of S 1 and S 2 , respectively. Hence, S makes detour over e 1 = xv.
-Case 2: S slides t x to v (and then maybe to some other vertex not in N G (v)). Let I be the resulting independent set at this point. Let S 3 and S 4 be the subsequences of S that reconfigure I to I and I to J, respectively. Clearly, S 3 slides t x from x to v at some point.
Since |I L | = |I L | and y ∈ J L , at some point, S 4 must slide t x from v to y = x (regardless of which token is finally moved to y). In summary, x → v and v → y = x are members of S 3 and S 4 , respectively. Hence, S makes detour over e 2 = xv .
Since for any TS-sequence S, one of the above cases must happen, we always have D G (S) ≥ 2, which means D * (G, I, J) ≥ 2. (ii) Let f : I → J be a target assignment produced from Algorithm 1, and ≺ be a corresponding total ordering on vertices of I produced from Algorithm 2. In each of the following cases, we describe how to construct a TS-sequence S in G between I and J whose length is M * (G, I, J). f (w) ) that moves the token on x to f (x). Intuitively, S 1 first moves tokens "inside" the leg L to their final target vertices in order to "clear the path" for moving the token on x to f (x). Additionally, note that if I is the resulting independent set obtained from I by performing S 1 then M * (G, I, J) = M * (G, I , J) + len(S 1 ) and max{|I ∩ N G (v)|, |J ∩ N G (v)|} = 0. As before, if S 2 is the TS-sequence in G that reconfigures I to J as described in Lemma 6 then S = S 1 ∪ S 2 is our desired TS-sequence. Intuitively, the target of any token "inside" the path P yz must be some vertex "outside" L. Then, for each w ∈ I z \ {z}, one can use a similar idea as in Case 1.2 for constructing a TSsequence S w that moves the token on w ∈ I L to f (w) / ∈ J L . For notational convention, let S z be the TS-sequence of dist G (z, f (z)) token-slides that moves the token on z ∈ I L to f (z) = y ∈ J L along P zf (z) . Let S 1 be a TS-sequence of token-slides constructed as follows: (a) Take the minimum element w of I z (with respect to ≺) and perform S w ; and (b) Repeat (a) with I z \ {w} instead of I z . Intuitively, S 1 moves every token "inside" the path P zy (which, by Algorithm 1, is also in I 1 L ) "out of" the leg L, and then moves the token on z to y. Let I be the resulting independent set obtained from I by performing S 1 . Then, note that I ∩ J = f (I z ) = w∈Iz {f (w)}. It follows that the reverse TS-sequence rev(S 1 ) of S 1 can be performed with the initial independent set J. From Algorithm 1 and Lemma 5(ii), we must have I z ⊆ I 1 L . Now, the construction of our desired TS-sequence S can be done in a similar manner as in Case 2.1.
-Case 3: Both x and y exist, and f (x) = y. We note that in this case v / ∈ I ∪ J. Combining the techniques in Case 1 and Case 2, one can construct: * a TS-sequence S 1 that moves the token on x to f (x), and the resulting independent set I satisfies M * (G, I, J) = M * (G, I , J) + len(S 1 ); and * a TS-sequence S 2 whose reverse rev(S 2 ) moves the token on y to f −1 (y), and the resulting independent set J after performing rev(S 2 ) satisfies M * (G, I , J) = M * (G, I , J ) + len(S 2 ).
Note that max{|I ∩ N G (v)|, |J ∩ N G (v)|} = 0. Thus, if S 3 is the TS-sequence that reconfigures I to J as described in Lemma 6 then S = S 1 ∪ S 3 ∪ S 2 is our desired TS-sequence.
-Case 4: Both x and y exist, and f (x) = y. We note that in this case v / ∈ I ∪ J. From the assumption, it must happen that x ∈ I L and y ∈ J L for two distinct legs L, L of G. (If L = L the Algorithm 1 implies that |I L | = |J L |, which contradicts our assumption.) Moreover, Algorithm 1 implies that L I 1 L = {x}. To see this, note that if there exists z ∈ L I 1 L \ {x} then we must have
, v); otherwise, either z = x or f (z) = y belongs to N G (v), which contradicts the assumption max{|I ∩ N G (v)|, |J ∩ N G (v)|} ≤ 1. However, this contradicts Algorithm 1. Thus, we must have L I 1 L = {x}. Let S 1 = x → 17 v, v → y be the TS-sequence of length dist G (x, y) = 2 that moves the token on x ∈ I L to y ∈ J L , and let I be the resulting independent set. This can be done simply because max{|I ∩ N G (v)|, |J ∩ N G (v)|} ≤ 1. Note that M * (G, I, J) = M * (G, I , J) + 2, and every leg L of G satisfies |I L | = |J L | (otherwise, L I 1 L = ∅, and hence L I 1 L = {x}, which is a contradiction). Then, if S 2 is the TS-sequence that reconfigures I to J as described in Lemma 7 then S = S 1 ∪ S 2 is our desired TS-sequence.
We have shown how to construct a TS-sequence S in G between I and J whose length is M * (G, I, J). From the above cases, it is clear that the construction of S takes O(n 2 ) time.
For the rest of this section, we consider the case when the body v of the given spider G satisfies max{|I ∩ N G (v)|, |J ∩ N G (v)|} ≥ 2. More precisely, we claim that We are now ready to prove Lemma 9.
Proof of Lemma 9. We consider the following cases. 
). For i ∈ {1, 2, . . . , k}, let t i be the token placed at w i , and L wi be the leg of G containing w i . If
(Since G is a spider, w i has at most two neighbors.) -Case 1.1: There exists i ∈ {1, 2, . . . , k} such that t i is (L wi , I Lw i )-rigid. From [6, Lemma 2], the token t i is unique, i.e., there is no j = i such that t j is (L wj , I Lw j )-rigid; otherwise, t i and t j are both (G, I)-rigid, which contradicts our assumption that there are no (G, I)-rigid tokens. Note that for j = i, N G (w j ) \ {v} = ∅; otherwise, t j is clearly (L wj , I Lw j )-rigid, which is a contradiction. For each j ∈ {1, 2, . . . , k} with j = i, let S wj xj be the TS-sequence of length cost(G, I, w j x j ) that moves t j from w j to x j , as described in Lemma 2. (Since G is a spider, such S wj xj is uniquely determined.) Let S i 1 = j S wj xj . From the proof of Lemma 6, S i 1 is indeed a TS-sequence that moves t j from w j to x j , for every j = i. Intuitively, each S wj xj only moves tokens "inside" the leg L wj . Let I be the resulting independent set (of performing S i 1 ).
2 be the TS-sequence that reconfigures I to J as described in Lemma 8. We claim that S = S i 1 ∪ S i 2 is a TS-sequence between I and J of shortest length. It is trivial that S is a TS-sequence between I and J, as it reconfigures I to I , and then I to J. To see that S is indeed shortest, note that since |I L | = |J L | for some leg L of G, any TS-sequence must move t i to some vertex not in N G (v); otherwise, some token in I L where |I L | > |J L | cannot be moved to its final target vertex. Since t i is (L wi , I Lw i )-rigid, the only way is to move t i "out of" L wi . Roughly speaking, the token-slides in S i 1 is unavoidable, i.e., any TS-sequence S between I and J contains S i 1 as a subsequence. Since any token-slide in S before S i 1 can only be performed "inside" a particular leg of G, one can assume without loss of generality that S i 1 is performed before any other token-slide in S. Additionally, from Lemma 8, S i 2 must be a TS-sequence of shortest length between I and J. Hence, S is indeed a TS-sequence of shortest length between I and J.
-Case 1.2: For every i ∈ {1, 2, . . . , k}, t i is not (L wi , I Lw i )-rigid. As before, note that x i exists for every i. For each t i , using the same technique as in Case 1.1, one can indeed construct a TS-sequence S i 1 that moves all t j (j = i) from w j to x j of length len(S i 1 ) = j =i cost(G, I, w j x j ), and a TS-sequence S i 2 that reconfigures the resulting independent set (after performing S i 1 ) to J. Let S i = S i 1 ∪ S i 2 . Then, S i is indeed a TS-sequence that reconfigures I to J. Let S be a TS-sequence whose length is smallest among all S i . We claim that S is indeed our desired TS-sequence. Trivially, S reconfigures I to J. To see that it is indeed shortest, note that since there exists some leg L with |I L | = |J L |, any TS-sequence between I and J must perform one of S i 1 . As before, we can also assume without loss of generality that for any TS-sequence S between I and J, the sequence S i 1 , if in S , is performed before any other token-slide in S . Then, each S i is of smallest length among all TS-sequence S between I and J containing S i 1 . Moreover, it is clear from the construction that if S contains S i 1 as a subsequence then it does not contain any S j 1 for j = i. Therefore, a TS-sequence S of smallest length among all S i is indeed our desired TS-sequence.
• Case 2: |I ∩ N G (v)| ≤ 1 and |J ∩ N G (v)| ≥ 2.
Analogously to Case 1, one can also construct a TS-sequence of shortest length between I and J. Intuitively, instead of moving tokens in I ∩ N G (v) (as in Case 1), we now move tokens in J ∩ N G (v): keep one token fixed, and move all other tokens to their corresponding neighbors (different from v). Once we have the resulting independent set J , the reverse of the above TS-sequence can be used to reconfigure J to J, and by Lemma 8 we already know how to reconfigure I to J using a smallest possible number of tokens. Combining these two reconfigurations, we now have a TS-sequence that reconfigures I to J. Our desired TS-sequence is the shortest among all (in particular, there are at most deg G (v) of them) such TS-sequences between I and J above. A shortest TS-sequence between I and J can be constructed by simply combining the techniques in Case 1 and Case 2.
In all above cases, the construction of our desired TS-sequence S obviously takes O(n 2 ) time.
We remark that in the described algorithm, D G (S) was not explicitly calculated. In the remaining part of this proof, we show how to calculate D G (S). It is sufficient to show how to calculate D G (S) in Case 1.1; other cases can be done in similar manner. From Case 1.1, S = S i 1 ∪ S i 2 . We note that from Lemma 2 S i 1 itself does not make detour over any edge of G. On the other hand, Lemma 8 implies that S i 2 itself makes detour over at most one edge of G (due to whether Lemma 8(i) holds). From Lemma 1, it remains to calculate the number of detours made by S i 1 and S i 2 together. From the construction of S i 1 , note that each move x → y in S i 1 appears exactly once. Consider a move x → y in S i 1 such that (y, x) is a directed edge of the corresponding auxiliary graph A(G, I, J). By definition, I ∩ G x y ≥ J ∩ G x y . Let I be the resulting independent set after the move x → y. Then, it can be shown by induction on the number of such moves in S i 1 that I ∩ G x y > J ∩ G x y . It follows that at some point, S i 2 will have to make a move y → x. Together, these moves form detour over e = xy ∈ E(G). Since each move x → y in S i 1 appears exactly once, we must have D G (S) = D G (S i 2 ) + 2 { x → y ∈ S i 1 : (y, x) ∈ E(A(G, I, J))} . In a similar manner, in Case 1.2, D G (S) can be calculated. In Case 2, we argue with tokens in J (instead of I) and the auxiliary graph A(G, J, I) (instead of A(G, I, J)). Finally, in Case 3, we simply combine the arguments in Cases 1 and Case 2.
Combining Lemmas 1, 7, 8, and 9, we have Theorem 10. Given an instance (G, I, J) of Shortest Sliding Token for spiders, one can construct a shortest TS-sequence between I and J in O(n 2 ) time.
Conclusion
In this paper, we have shown that one can indeed construct a TS-sequence of shortest length between two given independent sets of a spider graph (if exists). Along the way, we proved several interesting observations that remain true even when the input graph is a tree (Section 3.1). We conjecture that these observations along with the structure of the auxiliary graph defined in Section 3.3 will provide an useful framework for improving the polynomial-time algorithm for Shortest Sliding Token for trees [23] .
