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Abstract
Continued growth of the aviation industry and increasingly strict noise require-
ments set by international bodies and airport authorities alike means that novel
methods of reducing aircraft noise must be found. Engine noise represents a major-
ity contribution to total aircraft noise during take-off and turbulent mixing of the
exhaust gases is the dominant noise source of the engine at take-off. While bypass
ratio has been the historical, and rather convenient means, of reducing jet noise,
an upper limit to bypass ratio is now being approached and additional means of
reducing jet noise must be found. One method that has shown potential for re-
ducing aeroacoustic jet noise is the application of small, high pressure jets to the
circumference of the jet nozzle. These jets, termed microjets, have the advantage
over static devices that the microjets can be activated only when the noise benefit
is required and deactivated when emitted noise is not an issue, such as in cruise,
thereby reducing the thrust penalty associated with the devices over the majority
of the flight.
Large eddy simulations have been performed to investigate the impact that the
addition of microjets has on the aerodynamic flowfield and radiated far-field noise of
a high Reynolds number, Mach 0.9, propulsive, laboratory scale jet. Far-field noise
was predicted through a new implementation of the permeable Ffowcs Williams
Hawkings surface method in the solver. In addition to single-point flowfield statis-
tics and far-field noise, spatio-temporal second- and fourth-order correlations are
investigated.
Two pairs of simulations were conducted, a coarse mesh containing 100 million
elements and a fine mesh with 200 million elements. The coarse mesh included an
azimuthal clustering of the cells in the near-microjet region. The non-uniformity
of the azimuthal cell size was shown to adversely affect the development of the
initial shear layer, yielding a delay in transition to a fully turbulent state and larger
coherent structures in regions with larger cells.
Radial velocity and turbulent kinetic energy profiles show good agreement with
experimental results. A previously unidentified periodic interaction between the
main jet and microjets was found. The dynamic interaction gives rise to velocity
and pressure fluctuations in the near microjet region that match a tonal frequency
found in the microjet far-field spectra that is absent from the clean jet case. Second-
and fourth-order correlation distributions show large periodic regions of high cor-
i
relation amplitude in the near microjet region. The evidence demonstrates that
the main-microjet interaction is a clear high-frequency noise source. Despite the
high-frequency noise associated with the main-microjet interaction, the addition of
microjets yields a 1 − 2 dB reduction in overall sound pressure level. Additionally,
over a significant portion of the length of the potential core the microjets reduce the
amplitude of the majority of the six main correlation amplitudes that can be used
in far-field noise prediction.
Finally, the generation of the counter-rotating vortex pair downstream of the
microjets was investigated. It is commonly presumed that this vortex pair is similar
in origin to the counter-rotating vortex pair present in a jet in a crossflow. Vortex
identification methods, velocity vectors and streamlines in the near microjet region
demonstrate that the horseshoe-like vortex is the source of the counter rotating
vortex pair that is present downstream of the microjets. The horseshoe-like vortex
in the microjet case has the same sense as the vortices in the microjet shear layer
and appears to be generated by the development of a recirculation region of microjet
fluid during the main-microjet interaction.
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Chapter 1
Introduction
As the commercial aviation industry continues to grow, resulting in expanding airports and
increased arrival and departure frequencies, reducing aircraft noise is of growing importance
to minimise annoyance to near airport communities. With aircraft noise being dominated by
engine noise at take-off, and turbulent jet mixing noise being the largest contributor to engine
noise, a significant reduction in overall aircraft noise can be achieved by reducing the turbulent
jet mixing noise. However, the quest for quieter aircraft is not only driven by the impact to near
airport communities. The International Civil Aviation Organisation (ICAO) set out a global
noise reduction requirement for all new aircraft applying for type certification after January 1,
2006. Additionally, the Advisory Council for Aeronautics Research and Innovation in Europe
(ACARE) set European noise reduction goals to halve the average perceived aircraft noise by
2020 [28], with support from European manufacturers and regulators. This has since been
superceded by Flightpath 2050 [38], which aims to reduce the perceived noise of aircraft by
65% of that of a new aircraft in 2000, by 2050. As engine noise remains the dominant noise
source of an aircraft during take-off, efforts to reduce jet noise can have a marked impact on
the overall noise radiated to the surrounding community. In addition to local communities and
governments influencing the search for reduced aircraft noise, airports have begun to implement
restrictions on aircraft with high noise levels. For example, in the UK, Heathrow Airport has
adopted a noise quota system, limiting the number of aircraft movements during nightime hours;
while in the US, at Reagan National Airport, near Washington, D.C., only aircraft meeting the
airport’s noise standards may operate during the night [91]. These are only two examples of
the many airports around the world that are adopting noise restrictions.
In order to help engine and airframe manufacturers achieve these goals of reduced engine
noise, a large amount of research has been conducted investigating jet noise and methods of
reducing this noise. Historically, research into jets and their radiated noise has been conducted
experimentally. However, the field of computational fluid dynamics (CFD) has benefitted sig-
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nificantly by the continual development and enhancement to computational resources. As such,
CFD, and the more specialised computational aeroacoustics (CAA), have become recognised
research tools. CFD approximates the fluid flowfield by solving the Navier-Stokes equations
while CAA employs CFD results to predict the acoustic far-field of an aerodynamic process.
These have become useful tools for researchers investigating propulsive jets and their radiated
noise.
This study aims to employ high fidelity CFD and aeroacoustic prediction methods to in-
crease the current understanding of jet noise and noise reduction techniques. In order to achieve
the goal of using CFD to predict far-field noise it is first necessary to review the current under-
standing of the generation of noise within a turbulent jet, and the methods by which researchers
are attempting to reduce this noise. This will be covered in this chapter, followed by a complete
outline of the aims and objectives of the current work and the thesis structure.
1.1 Jets as a Noise Source
The field of aeroacoustics is often considered to have its origins rooted in the early 1950s when
Lighthill published the first of his two-part paper, ‘On Sound Generated Aerodynamically’ [85,
86]. In this pivotal work, Lighthill recast the equations of fluid motion into the form of an
acoustic wave propagation equation,
∂2ρ
∂t2
− c20∇2ρ =
∂2Tij
∂xi∂xj
(1.1)
where ρ is the fluid density, c0 is the ambient speed of sound, and Tij , referred to as the
Lighthill stress tensor, is equal to:
Tij = ρvivj +
(
p− c20ρ
)
δij + τij (1.2)
The Lighthill stress tensor is the sound source in Lighthill’s analogy. Physically, Tij repre-
sents the difference between stresses found in the flow and the stresses due to the propagation
of the acoustic wave in a uniform acoustic medium at rest. Equation 1.1 shows the sources of
the noise on the right-hand-side of the equation as second derivatives in space of the Lighthill
stress tensor, indicating that the sources are quadrupoles.
In addition to showing the sources of turbulent mixing noise to be quadrupoles, Lighthill
used Green’s function to find a formal solution to the above equation and then performed non-
dimensional analysis on the solution. As a result, he demonstrated that the radiated acoustic
power of a jet should scale with the eighth power of the mean jet velocity, i.e. U8j .
At the time Lighthill’s papers were published, the general concensus was that the turbulence
in a jet was comprised solely of small eddies. It was not until 1971 when Crow & Champagne [40]
showed the existence of large coherent turbulent structures in a jet shear layer. This work was
independently confirmed by Brown & Roshko [27] in 1974 when they too demonstrated the
existence of large coherent structures in a shear layer.
The discovery of large scale structures existing in a jet shear layer naturally led to their
contribution to noise being investigated. Tam & Chen [121] and Tam [120] suggested that
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Figure 1.1: Example large and fine scale similarity spectra [93]
the large coherent structures were significant noise sources for supersonic jets. Considering
only perfectly expanded jets, such that broadband shock associated noise and screech tones
can be neglected, the proposed theory is that these large eddies propagate downstream with a
supersonic velocity with respect to the ambient conditions. The result is intense Mach wave
radiation that becomes a dominant noise source for supersonic jets. Tam and Tam & Chen
suggested that the turbulent mixing noise of a supersonic jet was radiated predominately in the
downstream arc, spanning up to 50◦ from the downstream jet axis. They went on to show that
the noise emitted in the sideline and upstream directions had a more broad spectrum that falls
off more gradually. These works suggest that this noise is the result of fine-scale turbulence
within the jet. Although this two noise source model was created with supersonic jets in mind,
Tam et al. [123] explain that it remains valid for high subsonic jets, where it may be possible
for some of the eddies to have supersonic velocities, and thus contribute to the overall noise in
accordance with the model.
The two-noise source model of Tam and Tam & Chen is well supported by an exhaustive
study performed by Tam et al. [122]. In this study nearly 2,000 spectra from supersonic jets
were investigated. The result was two similarity spectra that were identified as seemingly
universal components that could be combined to match all directivity spectra for any subsonic
or supersonic jet. An example of these similarity spectra are provided in Figure 1.1. One
spectrum, often referred to as the F-spectrum or the LSS spectrum, fits the spectra from all
jets for observer locations close to the downstream jet axis. The second spectrum, referred to as
the G-spectrum or FSS spectrum, fits the spectra of the noise radiated from jets in the sideline
direction. The G-spectrum is a broad spectrum while the F-spectrum is more peaky. This peaky
nature of the F-spectrum suggests that specific frequencies are more dominant contributors to
the downstream jet noise than the more broadband sideline noise, and it is proposed that it is
the large-scale structures that cause this low-frequency noise.
Panda et al. [99] used a Rayleigh-scattering technique to measure instantaneous density
and velocity fluctuations simultaneously as measuring the radiated noise of high subsonic and
supersonic jets. By measuring the fluid and acoustic behaviour at the same time, Panda et al.
were able to directly correlate turbulence fluctuations in the jet with the far-field noise. The
results of the study showed a clear correlation between the downstream observer angles and the
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Figure 1.2: Diagram of different scale turbulence in a jet, with large scale turbulent structures
generating noise that propagates in the downstream direction
large-scale turbulence measured by the Rayleigh-scattering technique. Furthermore, at sideline
observer angles the correlation amplitude dropped below the experimental noise floor. These
results strongly support the two noise source model, providing physical evidence that the large
scale turbulent structures generate noise that propagates predominately in the downstream
direction.
The two noise source model is shown diagramatically in Figure 1.2. It demonstrates the
concept of large coherent turbulent structures towards the end of the potential core that generate
noise that propagates in the downstream direction. Small scale turbulent structures are shown
to exist throughout the length of the jet, but the noise they generate propagates more towards
the sideline observer positions. Additionally, Figure 1.2 shows the convention for the definition
of the observer angle that will be employed throughout this work. Observer angle will be
considered to be the angle between the jet centreline and the line connecting the centre of the
nozzle exit with the observer point.
It has been extensively shown that the noise near the downstream jet axis contains a higher
contribution from low frequency noise than the sideline noise. The understanding that results
is that the large scale structures in a jet generate noise that dominates the downstream noise
while the small scale turbulent structures generate noise that dominates the noise propagating
to sideline angles. While the small scales are present throughout the jet, they become less
significant noise sources as distance from the nozzle exit is increased as the larger structures then
contain more energy and become the more significant noise sources. However, at the nozzle exit,
the largest structures in the shear layer are still small in a global sense and are attributed with
the generation of the high frequency sideline noise. It should be noted, however, that while the
large coherent structures generate noise that propagates in the downstream direction only, the
noise resulting from fine scale turbulence is expected to propagate omnidirectionally. However,
due to mean flow effects, the fine scale noise propagates with a preference to the downstream
region, except for within the cone of silence, where refraction effects cause the acoustic waves
to bend away from the downstream jet axis [14]. Despite the preference to the downstream
direction, the omnidirectionality of the fine-scale turbulence, in conjunction with the strong
directional emission of the large scale low-frequency noise, results in the understanding that the
fine-scale turbulence is the dominant noise source for sideline and upstream observer angles.
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(a) Coaxial nozzle (b) Eccentric nozzle (c) Vane nozzle (d) Wedge nozzle
Figure 1.3: Examples of novel nozzle designs by Papamoschou [100, 101]
1.2 Methods of Reducing Jet Noise
Historically, jet noise reduction has been a convenient byproduct of the larger by-pass ratios of
modern turbofans. However, as noise regulations become more and more stringent, researchers
have begun looking for further ways of reducing the jet noise without significant penalties
to thrust and fuel consumption. Several novel techniques have been developed and investi-
gated over time. Papamoschou developed several novel nozzle designs which employed what he
termed “fan flow deflection” [102]. Examples of novel fan flow deflection nozzles developed by
Papamoschou are depicted in Figure 1.3. These fan flow deflection nozzles achieve directional
noise reduction by thickening the bypass flow in the direction of the observer. The methods
of achieving this non-uniform shear-layer thickness include eccentric and arcuate nozzles and
bypass vane and wedge deflectors [94, 100, 101, 102]. Papamoschou’s concepts were shown to
be able to provide up to 5.5 dB noise reductions for flyover measurements without significant
thrust loss or drag increases.
Lobed nozzles, where the radius of the nozzle varies with azimuthal angle, are another
technique that has received some attention [69, 70, 136, 82]. An example of a lobed nozzle is
shown in Figure 1.4. These lobed nozzles were found to provide very marginal noise reduction
at the cost of significant thrust loss. A similar technique is the use of tabbed nozzles. These
nozzles have small solid protrusions that extend into the jet flow from the nozzle lip. These
small devices cause significant distortion of the jet plume resulting in a noise reduction and
an associated thrust loss. Saiyed et al. [113, 112] demonstrated that tabs had a larger thrust
penalty than more subtle methods, without any significant noise benefit.
Two further methods of reducing jet noise are the use of chevrons and microjets. The
following sections will provide a more thorough review of key experimental works investigating
chevrons and microjets.
1.2.1 Chevrons
Chevrons nozzles are a more subtle and elegant method of noise reduction that is similar to
tabbed nozzles. Chevron nozzles have serrations at the nozzle lip, resulting in triangular shapes
that may be inclined slightly towards the nozzle centreline but predominately follow the contour
of the nozzle. An iconic example of a chevron nozzle can be found on the Boeing 787, an image
of which is shown in Figure 1.5. Callender et al. [30, 32] performed a series or experiments
investigating the effect that various chevron nozzles had on the near and far-field noise of a dual
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Figure 1.4: Typical lobed nozzle design [79]
stream jet. The far-field results of their work showed an ability for chevron nozzles to reduce
overall sound pressure levels at all observer angles, though more significantly at downstream
locations. However, looking at the sound spectra at side line and down stream observer angles
reveals that the noise reduction benefit was limited for higher frequency noise, including an
overall increase for certain operating conditions. When investigating the near-field acoustic
results, the trends from the far-field results remained. The primary low frequency noise source
existing near the end of the primary potential core was reduced and moved upstream. However,
the high frequency noise source existing near the end of the fan potential core was noticeably
increased in size and strength.
Figure 1.5: Chevrons on the nacelle of the Boeing 787 [49]
Combining these results with particle image velocimetry (PIV) measurements of mean axial
velocity and turbulent kinetic energy (TKE), Gutmark et al. [60] showed that the presence
of the chevrons significantly enhanced the mixing between the core and bypass flow. This
mixing reduced the length of the potential core of the primary jet. Furthermore, radial profiles
showed that the turbulent kinetic energy was increased near the nozzle exit, but was effectively
unchanged further downstream. Gutmark et al. suggest that the increase in high frequency
noise can be attributed to the heightened TKE near the nozzle exit while the reduction of low
frequency noise can be attributed to the reduction of the potential core length and the transfer
of core flow out toward the bypass stream.
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Similar results have been reported by others. Alkislar [4, 3], for example, also noted a
reduction in overall sound pressure level (OASPL) for all observer angles caused by the addi-
tion of chevrons. Likewise, an increase in high frequency noise was reported for both sideline
and downstream observer angles, however the increase was more substantial for the sideline
observer position. Bridges & Brown [26] performed a study to investigate the effect of geo-
metric parameters on the chevron nozzle’s effectiveness to reduce noise. They tested chevron
length, penetration, count and asymmetry. The results indicated that chevron length had little
effect on the noise benefit. Larger chevron penetration reduced the low frequency noise but in-
creased high frequency noise. Chevron count showed a strong impact on acoustic results, with
higher chevron counts yielding good low frequency reductions without significant high frequency
penalty. Finally, asymmetry of the chevrons reduced the benefit of the chevrons compared to
an equivalent, symmetric case. Again, their work showed a reduction in the low frequency
noise but an increase to high frequency noise at both sideline and downstream observer loca-
tions. Variation of OASPL with observer angle showed an increase for sideline to moderately
downstream angles, a result similar to Alkislar et al. [5].
The prevailing trend resulting from investigations of chevron nozzles is reduction in the low
frequency noise at the cost of increased high frequency noise (often referred to as ‘high frequency
lift’). Overall sound pressure levels reflect this in a consistent noise reduction in downstream
locations with small positive, and sometimes negative, effects at more sideline locations.
Saiyed et al. [112] investigated multiple chevron configurations on dual stream nozzles. Key
to this study was the determination of the thrust loss caused by the presence of the chevrons.
Thrust losses up to 1.14% were found, though the average remained closer to 0.6%. However, in
order to maintain the thrust of the baseline nozzle the noise benefit was consistently diminished.
This study sheds and interesting light on the use of chevrons for commercial aircraft: any noise
benefit these nozzles will produce near the airport will come at the cost of thrust loss throughout
the cruise. The static nature of chevrons means that little can be done regarding this thrust
loss in cruise when the noise reduction may not be necessary.
To overcome the thrust penalty during cruise researchers have investigated variable geometry
chevrons that employ shape memory alloys to control the chevron deflection [29, 126, 127]. By
employing shape memory alloys, the chevron can be actively or autonomously controlled to
impinge into the jet exhaust stream during take-off and landing. In cruise, the chevron deflection
can be minimised to limit the thrust penalty that is associated with the static chevrons.
1.2.2 Microjets
Static devices such as chevrons have a thrust loss associated with their noise reduction benefit;
over the duration of a flight this thrust loss can become non-negligible. A dynamic device that
can be activated when a noise reduction is necessary and switched off when it is not, such as in
cruise, provides an attractive alternative. Microjets are one such device, where multiple small,
high pressure jets are introduced radially to the main jet a small distance downstream of the
main jet nozzle. Figure 1.6 shows an experimental set up of a nozzle fitted with eight microjets.
Fluid injection has a long history, having been investigated as a means of noise reduction for
over fifty years. Henderson [65] conducted a thorough review of more than sixty investigations of
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Figure 1.6: Experimental jet fitted with microjets [6]
the ability of fluid injection to reduce jet noise. However, the majority of the research conducted
over this period has been of liquid or foam based methods which use injected to main jet mass
flow ratios well in excess of 100%. These liquid based systems are much better suited for launch
vehicles where the injection is a ground based system, and are of little use to civil, or even
military, jet applications. However, the use of gaseous injection for noise reduction requires
significantly lower mass flow rates with the possibility of using bypass or compressor bleed flow
for the injection; thus eliminating the need to carry the injection fluid on the aircraft.
Table 1.1 compiles a list of parameters from key experimental investigations into micro-
jets and their noise reduction benefits for subsonic jets. The first two columns identify the
researchers and the year that the work was published. The next few columns indicate key
microjet parameters including the number of microjets, the microjet diameter in millimeters,
the ratio of the microjet to main jet diameter, the injection angle of the microjets with respect
to the jet axis, and the total mass flow ratio of the microjets to the main jet. Some works
employed slotted rather than circular injection. This is noted in the table with the microjet
diameter (Dmj) cell having the value of ‘Slots’. Following this are the main jet parameters.
These are: the main jet diameter in millimeters; the jet Mach number; the Reynolds number
of the jet; and tick marks indicating whether the main jet was a single or dualstream jet, or
both in some cases. Next, the availability of flowfield data is indicated followed by the means
through which any flow field data was acquired. In this field, PIV indicates the use of Particle
Image Velocimetry (PIV), HW indicates a hot wire anemometer was used, and Pitot denotes
that a pitot probe was used to collect the flow data. Finally, the sideline and downstream
noise benefit, in terms of change in OASPL is noted, where a positive value indicates a noise
reduction and a negative value indicates a noise increase. Not all parameters were defined in
the published works, often due to the research involving proprietary information. A dash in a
field indicates that the data were not available.
It should be noted that the research included in Table 1.1 does not include the results of
any works where the main jet was supersonic or where the injection fluid was a liquid. This
limitation was imposed on the survey for two reasons. Firstly, the present work is interested in
subsonic jet noise reduction using microjets. While there has been work involving the use of fluid
injection for supersonic jet noise suppression, the presence and reduction of shock associated
8
1.2 Methods of Reducing Jet Noise
noise can obscure the mixing noise benefit that the microjets produce. Likewise, as mentioned
above, liquid injection requires considerably larger mass flows and is not practical for use in a
civilian application. As such, works focusing on supersonic jet noise or liquid injection were not
considered.
The first thing to note from the Table 1.1 is that all of the work occurred in the 21st century,
demonstrating just how young this technology is. Although the concept of fluid injection is over
fifty years old, the use of air-in-air injection for jet noise reduction is still in early development.
In contrast to this, chevrons are already in use in commercial revenue generating service.
The number of microjets spans as little as 3 up to 36; Greska et al. [59] did study up to 48
microjets, though the results for this configuration were not presented and thus not included in
the table. Castelain et al. [34, 35, 36] performed a parametric study on microjets. They varied
the number of microjets from 3 to 36, keeping all other parameters constant. They found that
there was a near linear increase in noise benefit with increasing microjet count from 3 to 18. The
noise benefit was seen to increase at both sideline and downstream observer angles. Increasing
the number of microjets from 18 to 24 and then 36 showed a reduction in noise benefit. Flow
field visualisation showed that the undulations that the microjets created in the shear layer
began to interact with each other when more than 18 microjets were present. This interaction
is expected to limit the potential for the microjets to inhibit the generation of large structures
near the end of the potential core.
The range of microjet diameters (Dmj) across the works spans from 0.1 – 2.7 mm. Likewise
the microjet to main jet diameter ratio (Dmj/Dj) spans from 1 × 10−3 to 30 × 10−3. Unfor-
tunately, only Castelain et al. [34, 35, 36] and Zaman [134, 135] report on the effects of the
microjet diameter on the far-field noise; and their results do not agree. Zaman showed that by
halving the microjet diameter and doubling the injection pressure, the noise benefit was more
substantial than a larger diameter microjet with a lower injection pressure. In addition to the
increased noise reduction, the required mass flux ratio and thrust loss were reduced. However,
Castelain et al. show that by halving the injector diameter and doubling the pressure ratio, the
smaller microjet still could not quite match the benefit of the larger, lower pressure microjet.
Castelain et al. attribute this to additional shock noise generated by the microjets.
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1.3 Project Objectives
Microjet angles ranging from 0◦ to 90◦ to the jet axis have been investigated. Harrison et
al. [62] found that an injection angle of 45◦ resulted in a noise increase compared to a small noise
decrease when the microjets were inclined by only 15◦ to the jet axis. Camussi et al. [33] found
an opposite result, showing that by varying only the microjet injection angle, the optimum
noise benefit occurred at 45◦ degrees, with 90◦ and 23.5◦ having comparable noise benefits. The
results of Callender et al. [31] agree. They found that both the downstream and sideline noise
benefit generally increased with increasing injection angle, though there was a small reduction
in benefit at a sideline observer between 45◦ and 90◦. They also conducted spectral analysis
with varying injection angles and found that increasing the injection angle generally increases
the low-frequency noise benefit at the cost of an increasing high-frequency penalty.
The effect of the injected to main jet mass flow ratio (MFR) on noise benefit was studied
by Callender et al. [31], Castelain et al. [34, 36] and Zaman [134, 135]. Callender et al. and
Zaman both found that there was a general monotonic trend linking increased mass flow ratios
to increased noise benefit of the microjet system, for the range studied. Castelain et al. [34, 36]
found an initial increase in noise benefit resulting in a local maximum then local minimum,
followed by continuously increasing noise reduction with microjet mass flow rate. These work-
ers suggest that the fluctuations are the result of the microjet transitioning from subsonic to
supersonic pressure ratios. The general trend however, suggests that increasing mass flow ratio
increases the noise reduction potential of a microjet system.
The parameters identifying a microjet injection system are numerous, as evidenced by Ta-
ble 1.1. However, generally speaking, the microjet systems reviewed show the potential to
reduce the sideline OASPL by up to 1.75 dB and the noise in the peak downstream direction
by up to 2.5 dB. Overall, reductions of about 0.5 – 0.75 dB for sideline noise and about 1.0
dB for downstream noise are common, regardless of the injection system parameters. It should
be noted though that exceptions did exist in which the microjets resulted in noise increase in
either sideline or downstream, or even both directions simultaneously [63, 135].
This review of experimental works demonstrates that the concept has potential for noise
reductions with limited penalties with respect to thrust loss and fuel burn increase during
cruise, as these dynamic noise reduction devices could be switched off in cruise when noise
reduction is not required. However, further work is necessary to be able to optimise a fluid
injection system to allow for the largest noise reduction with minimal impact on the overall
aircraft system.
1.3 Project Objectives
This chapter has outlined the motivations for investigating jet noise reduction techniques, high-
lighting airport restrictions and international governing body regulations. The current under-
standing of jets as a noise source was then examined. Some historical jet noise reduction meth-
ods were discussed; this was followed by a more detailed review of two modern noise reduction
techniques, chevrons and microjets. While chevrons are already in operation, the static nature
of them results in non-negligible thrust losses and associated fuel burn penalties when noise
abatement may not be necessary. Dynamic solutions such as microjets alleviate this drawback
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and are still capable of providing a noise reduction when active. The aim of the present work is
to perform computational simulations of a propulsive jet with microjets to accurately capture
the radiated far-field noise and investigate the noise generating mechanisms and changes that
result in reduced noise levels.
The detailed project objectives are thus:
• To replicate the clean and microjet experimental work of Alkislar et al. [5] in high resolu-
tion large eddy simulations (LES).
• To investigate macroscopic flow statistics including mean velocity and turbulence statistics
with comparison to those calculated by Alkislar et al. [5] using PIV. This will provide
verification of the accuracy of the single-point flowfield statistics.
• To develop a novel noise prediction program that allows for far-field noise prediction from
fluid results obtained from the large eddy simulations.
• To employ the noise prediction program to calculate the predicted radiated noise of the
simulated jets; verify the predicted far-field noise levels against experimental results.
• To calculate second and fourth-order spatio-temporal correlations for the clean and micro-
jet cases and investigate the influence of the microjets on the behaviour of the correlations.
• To use microscopic flow analysis and correlation results to identify the mechanisms that
are responsible for the changes in far-field noise brought about by the microjets.
The significance of the spatio-temporal correlations has not been discussed in this chapter,
and before proceeding further, it is worthwhile to introduce them. Second-order correlations
demonstrate the relationship between velocity fluctuations between two points in space and time,
while fourth-order correlations represent a similar relationship but for the turbulent sources in
Lighthill’s equation. The methodology of calculating these correlations will be discussed in more
detail in Chapter 3. The fourth-order correlations are of particular interest as Karabasov et
al. [75] demonstrated that they can be used to accurately predict the far-field sound of a highly
subsonic round jet. Karabasov et al. obtained the spatio-temporal correlation from a large
eddy simulation and used them to inform Goldstein’s acoustic analogy, yielding excellent far-
field acoustic results. More detail on this and Goldstein’s acoustic analogy will be provided in
Chapter 2.
1.4 Thesis Structure
In order to achieve the goals set out above, it is first necessary to develop a strong understanding
of the three components of the work: large eddy simulation; noise prediction methods including
the FWH surface integral technique; and spatio-temporal correlations. This will be the goal of
the second and third chapters, where numerical techniques and methodology will be discussed.
Following this, the aerodynamic, aeroacoustic, and correlation results from two simulation pairs
of different fidelity that matched the clean jet and microjet set-up from the experimental work
of Alkislar et al. [5] will be presented and discussed. An attempt to increase the understanding
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of the mechanisms that drive the noise reduction will follow. Finally, conclusions drawn from
the work and suggestions for future work will be provided.
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Chapter 2
Numerical Methods for Jet
Simulation and Noise Prediction
This chapter will cover the numerical methods used throughout the work. It will begin with a
review of CFD methods including the governing equations of fluid motion and a brief review of
the common forms of CFD. Next, a review of the key works using large eddy simulation for jet
noise prediction will be provided. This will highlight key issues that are faced when simulating
a jet for noise prediction. Following this an overview of far-field noise prediction methods will
be given including a description of the process by which the far-field noise has been calculated.
2.1 Review of Computational Fluid Dynamics
Computational fluid dynamics is now well established as an engineering tool, and is often used
with success in both academic research and industrial applications. Like many complex and
powerful tools, it is necessary to have an understanding of the underlying mathematics in order
to be used reliably. This section will cover the basic equations of fluid motion that are solved by
a CFD program, and will describe the different methods of applying and solving these equations.
2.1.1 Governing Equations
Computational fluid dynamics requires solving the equations of fluid motion, often referred to
collectively as the Navier-Stokes equations. These equations can be solved for an infinitesimally
small fluid element, yielding the equations in differential form, or solved for a finite fluid volume,
producing the equations in integral form. In this section, the system of equations used to solve a
compressible viscous flow, the complete Navier-Stokes equations, will be presented in differential
form. The derivation of the equations will not be provided here, however a thorough derivation
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can be found in Anderson [8], Blazek [15] or Versteeg & Malalasekera [131].
The continuity equation is the numerical expression for the conservation of mass, and is
shown in Equation 2.1.
∂ρ
∂t
+∇ ·
(
ρ~V
)
= 0 (2.1)
The momentum equations express Newton’s second law as it applies to a three dimensional
fluid element. The equations for the x, y, and z momentum are given in Equations 2.2a – 2.2c,
respectively.
∂ (ρu)
∂t
+∇ ·
(
ρu~V
)
= −∂p
∂x
+
∂τxx
∂x
+
∂τyx
∂y
+
∂τzx
∂z
(2.2a)
∂ (ρv)
∂t
+∇ ·
(
ρv~V
)
= −∂p
∂y
+
∂τxy
∂x
+
∂τyy
∂y
+
∂τzy
∂z
(2.2b)
∂ (ρw)
∂t
+∇ ·
(
ρw~V
)
= −∂p
∂z
+
∂τxz
∂x
+
∂τyz
∂y
+
∂τzz
∂z
(2.2c)
In the above form the momentum equations can be combined into one equation using Ein-
stein notation. The subsequent momentum equation is given below in Equation 2.3.
∂ (ρui)
∂t
+∇ ·
(
ρui~V
)
= − ∂p
∂xi
+
∂τij
∂xj
(2.3)
Finally, the energy equation is presented below in Equation 2.4
∂
∂t
(ρE) +∇ ·
(
ρE~V
)
=
∂
∂x
(
k
∂T
∂x
)
+
∂
∂y
(
k
∂T
∂y
)
+
∂
∂z
(
k
∂T
∂z
)
− ∂ (up)
∂x
− ∂ (vp)
∂y
− ∂ (wp)
∂z
+
∂ (uτxx)
∂x
+
∂ (uτyx)
∂y
+
∂ (uτzx)
∂z
+
∂ (vτxy)
∂x
+
∂ (vτyy)
∂y
+
∂ (vτzy)
∂z
+
∂ (wτzx)
∂x
+
∂ (wτyz)
∂y
+
∂ (wτzz)
∂z
(2.4)
Where the energy, E, is given as the sum of the internal energy and the kinetic energy of
the fluid element;
E = e+
V 2
2
(2.5)
The energy equation can be simplified by using Einstein notation, yielding the energy equa-
tion as:
∂
∂t
(ρE) +∇ ·
(
ρE~V
)
=
∂
∂xi
(
k
∂T
∂xi
)
− ∂ (uip)
∂xi
+
∂ (uiτij)
∂xj
(2.6)
In the above equations, ρ is the fluid density, p is the pressure acting on the fluid element and
t is time. u, v, and w represent fluid velocity in the x, y, and z directions, respectively. These
velocity components can be arranged into the vector ~V , with magnitude, V and components
ui. The viscous stress acting on the fluid is denoted by τij . When i = j this is the normal
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stress, otherwise it is a shear stress, τij , where the convention used that that the stress in the j
direction is exerted on a plane perpendicular to the i axis. Additionally, e is the internal energy
per unit mass of the fluid element, and T is the temperature.
Assuming a Newtonian fluid, the shear stresses, τij , can be related to the velocity gradi-
ents, the molecular viscosity coefficient, µ, and the second viscosity coefficient, λ, as given in
Equations 2.7
τij = τji = µ
[
∂uj
∂xi
+
∂ui
∂xj
]
+ λ
(
∇ · ~V
)
δij (2.7)
It is frequently assumed that the relation λ = −23µ holds true, allowing the shear stresses
to be denoted as functions of velocity gradients and the molecular viscosity coefficient only.
In the five equations constituting the Navier-Stokes equations, Equations 2.1 – 2.4, there
are seven unknown flow variables. In order to close the system of equations it is reasonable to
assume a perfect gas in many aerodynamic applications. This allows the use of the equation of
state p = ρRT , where R is the specific gas constant. Final closure of the system of six equations
comes by applying the thermodynamic relation for a calorically perfect gas, e = cvT , where cv
is the specific heat at constant volume.
2.1.2 RANS, LES, and DNS
There are three common methods of solving the Navier-Stokes equations. In order of increasing
computational requirements, these are Reynolds-averaged Navier-Stokes (RANS) methods, large
eddy simulation (LES), and direct numerical simulation (DNS). Here a brief overview of the
methodology behind these different techniques will be given.
RANS
In the aptly named Reynolds-averaged Navier Stokes methodology, a Reynolds-averaging is
applied to the Navier-Stokes equations. Consider an instantaneous velocity, u(t). The value of
the instantaneous velocity can be decomposed into the sum of its mean and fluctuating parts:
u(t) = u+ u′(t) (2.8)
The overbar denotes a mean value and the ′ denotes a fluctuating quantity with a mean of
zero (i.e. u′(t) = 0). The decomposition demonstrated in Equation 2.8 is referred to as the
Reynolds decomposition. In the case where the density is not constant, such as for high Mach
number jets, a density weighted Favre averaging is often employed. If Reynolds averaging were
to be employed, the resulting equations become significantly more complicated due to additional
terms involving density fluctuations. Favre averaging is obtained through the relation
u˜i =
ρui
ρ
(2.9)
where the overline represents the Reynolds averaged quantity. The Favre decomposition is
then
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ui = u˜i + u
′′
i (2.10)
where u˜i is the mean value and u
′′
i is the fluctuating value. Now, the mean of the fluctuating
part is not zero (i.e. u˜′′i 6= 0), but ρu′′i is identically zero. By applying unweighted time averaging
to the density and pressure and Favre averaging to the velocity components, the Favre-averaged
Reynolds stresses are obtained. These then take the form
τij = −ρu˜′′i u′′j (2.11)
If the time averaging is applied in conjunction with the above revised weighting scheme to
the Navier-Stokes equations, six extra stresses are created in the momentum equations that
have the above form.
Solution of the time averaged Navier-Stokes equations is obtained by employing a turbulence
model to solve for the Reynolds stresses. These models require the use of tuned constants based
on empirical data. One of the basic problems with using RANS for jet simulations is that
any of the standard turbulence models require different constants for the turbulent near- and
far-fields. Further limitations arise from the inherent time-averaged nature of the approach.
RANS simulations are limited in their application to aeroacoustic applications, where turbulence
statistics are used to calculate a far-field pressure signal. Because none of the turbulence is
directly solved, but rather modelled, RANS methods must be used in conjunction with acoustic
analogies to predict noise.
RANS methods have been used with varying success in the study of free jets and their
propagated sound. Tuning of turbulence models can increase the accuracy of a simulation,
as shown by Georgiadis et al. [57]. However, even if the mean flowfield is reasonably well
represented, the turbulence statistics of the jet can be significantly erroneous. As these statistics
are used to inform an acoustic analogy, this can lead to poor acoustic results.
Georgiadis & DeBonis [56] reviewed the capability of several traditional two-equation and
modified turbulence models to simulate propulsive jet flow fields accurately. They noted that
for incompressible round jets the standard two-equation turbulence models tend to overpredict
the jet potential core length as well as the velocity decay thereafter. Turbulence models with
increased turbulent diffusion tend to give more accurate results, while the addition of a vortex
stretching correction reduces the velocity decay rate after the potential core below experimental
values. Turbulent kinetic energy values posed a problem for all the tested turbulence models.
All of the methods tested struggled to capture the evolution of turbulent kinetic energy along
the jet centreline. It was shown by Georgiadis & DeBonis that non-axisymmetric jets are
very poorly simulated by the RANS methods, a troublesome result as many noise reduction
techniques involve 3-dimensional jets.
Acoustic predictions based on RANS simulations are obtained through an acoustic analogy.
The method of predicting noise using RANS based solutions is a three step process and is
laid out by Secundov et al. [114]. Firstly, the RANS simulation is performed to obtain mean
flow and turbulence statistics. The next step is to obtain an explicit solution of the linearised
Euler equations for the acoustic pressure fluctuations. This is often achieved through employing
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Green’s function and a noise source term in an integral surrounding the turbulent jet. Finally,
directivity and spectral information are obtained by using a Fourier transform.
Massey et al. [88] used RANS to simulate four jet cases, two clean jets and two with chevrons
on the core nozzle. For each case the jets were simulated with and without a pylon geometry
included in the simulation. The simulations were specified to match experimental work from
NASA Langley Jet Noise Laboratory. Massey et al. employed a modified k- turbulence model
that included a total temperature effect on eddy viscosity. The turbulence model was tuned
using a 2-dimensional axisymmetric clean jet mesh. The tuned turbulence model was then used
for the four 3-dimensional simulations. The results of the 3-dimensional clean jet case were in
good accordance with the available experimental data. However, the introduction of the pylon
and chevrons caused some problems. The authors quote up to a 24% error in total temperature
for the chevron and pylon case, and 11% error in total pressure for both chevron cases.
Farassat et al. [46] built on the work of Massey et al. The computational results of the clean
jet with pylon were compared to PIV measurements of a matching jet [42]. The comparison
showed that the alterations in the flowfield caused by the presence of the pylon were not well
captured by the RANS simulations. The potential core length was underpredicted behind the
pylon and overpredicted on the underside of the jet. Furthermore, Reynolds shear stresses
were overpredicted behind the pylon while the Reynolds normal stresses were underpredicted.
Acoustic results, however, showed good agreement for observers at 55◦ and 88◦, however, at a
more upstream (121◦) observer location, there was little agreement with the experimental noise
results.
The problem with using turbulence statistics gathered from RANS simulations to predict jet
noise, as was performed by Farassat et al., should be clear. An acoustic analogy uses Lighthill’s
source term (Equation 1.2), which depends to a large degree on the Reynolds stresses. As seen
in the work of Farassat et al., these stresses are not always accurately predicted in a jet from a
RANS simulation. Tuning the acoustic analogy to achieve accurate noise prediction results based
on these erroneous values then clearly diminishes the physical basis of the analogy. However, as
seen in Massey et al., tuning the turbulence model to closely match the experimental turbulence
statistics for one case does not necessarily result in similar accuracy for a slightly different jet.
Until these difficulties associated with RANS noise prediction methods are resolved it is wise to
consider additional alternative means of simulating jets with the goal of accurately and reliably
predicting the radiated noise.
Of course, without an exact understanding of the noise generation mechanisms in jets,
which to date remains elusive, it is difficult to use time independent solutions to predict noise
generation, which is an inherently transient process. Furthermore, the lack of universality in
these finely tuned turbulence models makes them struggle to predict noise benefits of various
noise reduction methodologies. Despite their limitations, RANS methods remain popular for
use with industrial engineering applications as they allow for relatively quick convergence even
for very complicated geometries. A more complete review of the implementation and results of
various turbulence models used to study jets is available in Georgiadis & DeBonis [56].
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Figure 2.1: Dilatation field visualisation of a low Reynolds number Mach 0.9 jet [53]
DNS
Opposite to RANS, where turbulence is predicted using a turbulence model, DNS directly solves
the instantaneous Navier-Stokes equations for all scales down to the Kolmogorov length scale.
The Kolmogorov length scales can be defined as the eddies with a characteristic length, η,
characteristic velocity, υ, and kinematic viscosity, ν, such that the Reynolds number based on
η, υ, and ν is equal to unity, i.e. Reη =
υη
ν = 1 [131]. At this Reynolds number the inertial and
viscous forces are equal. These microscales are considered to be the finest scales in the energy
cascade, after which kinetic energy is converted to thermal energy.
Freund et al. [52, 53] have employed DNS techniques to simulate jets and their radiated
noise, performing direct simulations of a Mach 0.9 jet with a Reynolds number of 3,600. DNS
simulations were carried out on a mesh containing 25.6 × 106 elements. The numerical results
were compared to experimental results of a jet with matching Mach and Reynolds numbers. The
flowfield results of the simulation agreed well with the measured results from the experiment;
radial and axial velocity profiles were nearly indistinguishable, with differences occurring only
for the very low speed values in the radial profiles. Reynolds stresses agreed well with measured
profiles from low Mach number, incompressible experimental results. Far-field noise prediction
was well matched to the experimental results for observer angles up to 60◦ from the downstream
axis while the spectrum at 30◦ showed a peak at St = 0.2, as in the experiment.
One benefit of performing high fidelity simulations, such as those found in DNS, is the ability
to directly predict and visualise the noise generated by the flow. One means of visualising the
sound-field is the use of dilatation, Θ, which is defined as
Θ = ∇ · ~u (2.12)
Dilatation is equal to the divergence of the velocity, which is proportional to the first time
derivative of the acoustic pressure [132]. Plots of dilatation, such as that shown in Figure 2.1,
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allow for qualitative analysis of the sound field, most notably the approximate location of sound
sources may be identifiable. Freund explained that that sound field had a peak intensity around
30◦ from the jet axis and originated near the end of the jet potential core. The properties of
the noise obtained from the sound-field dilatation agree well with experimental and theoretical
evidence of jet noise characteristics.
Direct numerical simulation is a powerful tool that allows the Navier-Stokes equations to
be solved for the finest scales of turbulence. However, this comes at the cost of significant
computational resources being required for the calculation and post-processing of the simulation.
Thus, for the foreseeable future, the use of DNS remains limited to low Reynolds number flows
and is not particularly well suited for real engineering flows. A compromise between RANS and
DNS that allows for the solution of the instantaneous flow field without the high cost of DNS
could be ideally suited for numerical simulation of jets for noise prediction. A good candidate
for this is large eddy simulation. The next section will introduce the core concepts of LES and
review uses of it for jet noise in literature. A more detailed review of the numerical methods
used in LES will be provided in Chapter 3.
2.1.3 Large Eddy Simulation
The time dependent nature of LES allows for transient properties, such as far-field noise and
spatio-temporal correlations, to be easily calculated from the simulation. Unlike DNS, where
the simulation must fully resolve all turbulence, LES solves only the larger scales of turbulence
and models the smaller scales. Modelling of the smaller scales is achieved through use of a
sub-grid scale model. Sub-grid scale models will be discussed more fully in Section 3.1. Solving
only the large scales requires significantly less computational resources in terms of processor
power, memory, and hard drive storage space. This makes LES more viable for engineering
applications, where Reynolds numbers can be very large. One such engineering application that
LES has recently begun to be used in is the simulation of propulsive jets for noise prediction.
The instantaneous nature of LES allows it to be readily applied for noise prediction, while the
moderate computational requirements means it is not prohibitive for high fidelity simulations
to be completed in industrial or academic research. The next section will review the application
of LES to jets in the recent years.
2.2 Large Eddy Simulation of Jets
Large eddy simulation has been used by several researchers for jet simulation and noise predic-
tion. A list of some key LES works of clean round jets is presented in Table 2.1. The table shows
the authors of the study and the year the work was published. It also includes the jet Mach
and Reynolds numbers, followed by mesh parameters including the type of mesh, the number
of points in the three coordinate directions, the overall number of grid points and whether the
nozzle was included in the mesh and if any inflow forcing was added. Next, the noise prediction
method and calculated sideline and downstream overall sound pressure levels are reported with
the distance of the observer point concluding the table.
A trend can be seen within Table 2.1 that shows a general increase in the number of cells
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used as the years increase. This reflects the increase in computing performance since 2002.
Neglecting Bogey et al. [23], the number of cells in the axial direction (Nx) remained relatively
constant for simulations that excluded the nozzle geometry. The number of cells in the radial
direction (Nr(Ny)) varies from approximately 100 - 250 though the largest variation in the
number of cells is in the azimuthal direction (NΘ(Nz)). Where reported, these values vary from
as little as 32 cells to over 1,000. It is interesting that Bodony & Lele [16] elected to use only
32 cells in the azimuthal direction in 2005 when simulations containing over 200 azimuthal cells
were reported in the same year. However, five of the six simulations conducted by Bodony &
Lele were low to moderate Reynolds number simulations (less than 104), which may help to
justify the low cell counts of those simulations.
The jets contained in Table 2.1 span a large range of Reynolds numbers. However, it is en-
lightening to review the Reynolds number of the experimental results that the simulations were
compared too. Generally, the simulations had a lower Reynolds number than the experimental
results that were compared to; for example, Andersson et al. [9, 10, 11, 12] simulated a jet at
ReD = 50, 000 to compare against an experiment with ReD = 1, 000, 000, Bodony & Lele [16]
reduced the Reynolds number by an order of magnitude, and Uzun & Hussaini [128] simulated
a jet with a Reynolds number of 100,000 and compared results against an experimental jet with
a Reynolds number of 1.4 million. However, McMullan et al. [90] did perform a simulation of
a jet at the full Reynolds number of 1 × 106 and Bogey and coworkers [18, 19, 20, 21, 22, 23]
performed simulations and compared to experiments with Reynolds numbers that varied from
smaller to similar and larger than simulated value.
The inaccuracies in jet Reynolds number as a potential source of error in far-field noise is
openly acknowledged by Bogey and coworkers and by Uzun & Hussaini. Bodony & Lele instead
suggest that the lack of initial shear layer turbulence in their simulation is a greater source
of error than Reynolds number inaccuracies. There may be some truth to this claim, though
reasons for the initially nominally laminar shear layer must also be considered. Referring again
to Table 2.1, it can be seen that no nozzle was included in the simulation of Bodony & Lele.
With the exception of Andersson et al., this was the norm in the early years of large eddy
jet simulations. Exclusion of the nozzle led to the application of some form of inflow forcing
being required to seed the turbulence in the shear layer. It can be seen that every simulation
in Table 2.1 that did not include the jet nozzle had some form of inflow forcing included in
the simulation. Despite the application of some form of forcing, the basic characteristics of
the jets were often erroneous and axial shifting of data to match potential core lengths was
commonplace. Even with the inclusion of the nozzle some form of numerical boundary layer
trip is often necessary to generate a non-laminar initial shear layer. McMullan et al. [90] showed
that by adding the nozzle geometry into the simulation axial and radial velocity and turbulence
statistics were more accurately predicted than a by simulation without the nozzle geometry.
This work was expanded on by Pokora et al. [108] where the presence of a numerical trip on
a Mach 0.75 jet was investigated. They found that when a boundary layer trip was present
the mean flow and turbulence statistics of the jet more closely matched experimental results
for a jet with the same Mach and Reynolds numbers. Additionally, second and fourth order
correlation envelopes were in much better agreement with experimental values for the tripped
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jet.
Bogey et al. [23] conducted a similar study of the effect of numerical forcing on jet statistics,
including radiated sound. They included a numerical boundary layer trip half of a jet diameter
upstream of the nozzle exit. The trip was set to create peak turbulence intensities at the nozzle
exit ranging from 0% to 12%, in 3% intervals. As the peak turbulence intensity was increased
the initial shear layer became dominated by small scale turbulent structures, whereas a laminar
(0% peak turbulence intensity) initial shear layer was dominated by large coherent scales. By
increasing the initial peak turbulence intensity the potential core length was elongated and the
peak turbulence intensities in the coordinate directions were reduced (thereby reducing mixing,
giving rise to the longer potential core length). Furthermore, as the peak turbulence intensity
was increased the overall sound pressure levels at all observer locations reduced seemingly
asymptotically towards experimental values for jets with large Reynolds numbers (Re ≥ 5×105).
This study highlights the importance of the initial shear layer properties in accurate simulation
of a propulsive jet.
2.3 Large Eddy Simulations of Microjets
While clean jet simulations have become abundant in the literature, simulations of jets fit-
ted with microjets have remained scarce, despite the amount of research that has focused on
reducing jet noise.
The first large eddy simulation of a jet with microjets was conducted by A˚berg et al. [1]
in 2007. This work was performed on a 1 million element unstructured mesh. The main
jet had an exit Mach number of 0.5 and a Reynolds number of 6 × 105. 16 microjets were
included in the microjet simulation with an area ratio of 1.5% and a momentum ratio of 1.8%.
Noise prediction was achieved by solving the acoustic source terms of the inhomogeneous wave
equation and linearly interpolating onto an acoustic mesh that extended to the far-field. Flow-
field results showed a small extension of the potential core length and a downstream translation
and reduction in size of peak root mean square velocity (u′rms) values in the early shear layer.
Acoustic results were compared to experimental results, though the source and parameters of
the experiment were not specified. Nevertheless, sideline OASPL was predicted to be increased
by 0.1 dB whereas the experimental values compared to showed up to a 0.3 dB reduction in
sideline noise. Downstream noise at 30◦ from the jet axis was predicted to be reduced by 0.2
dB. This agrees well with the experimental value for 3 psi injection, though less well for 5 psi
injection, which showed a 0.4 dB reduction. The injected to main jet momentum ratio is very
low (1.8%), Alkislar et al. [5] reported a momentum flux ratio of 2.5 (i.e. 250%). Despite
the very low momentum of the microjets, a small impact on the flowfield and sound-field was
observed.
Huet et al. [71] performed a numerical study of continuous and pulsed microjets on hot and
cold jets. Using the Monotonically Integrated Large Eddy Simulation (MILES) approach, they
simulated a cold Mach 0.9 jet with a Reynolds number of 1.0 × 106 and a Mach 0.64 hot jet
with a Reynolds number of 3.2×105. Both jets were simulated with 12 evenly spaced microjets
inclined by 45◦ to the jet axis. The mass flow rates of the continuous microjets was 4.8× 10−4
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Study Jet Parameters Mesh Parameters OASPL (dB)
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Andersson et al. [9] 2003 0.75 50× 103 H-Grid 3× 106 X Kirchoff surface 97.5 @ 90◦ 111 @ 20◦ 30
Andersson et al. [10] 2004 0.75 50× 103 H-Grid 3× 106 X Kirchoff surface
97.5 @ 90◦ 111 @ 20◦
30
100 @ 90◦ 97 @ 20◦
Andersson et al. [11] 2005 0.75 50× 103 H-Grid 3× 106 X Kirchoff surface 97.5 @ 90◦ 111 @ 20◦ 30
Andersson et al. [12] 2005 0.75 50× 103 H-Grid 3× 106 X Kirchoff surface
97.5 @ 90◦ 111 @ 20◦
30
100 @ 90◦ 97 @ 20◦
Bodony & Lele [16] 2005
0.5 27× 103
Cylindrical
240 128 32 983× 103
7 X Kirchoff surface
78 @ 90◦ 91 @ 30◦
100
0.5 79× 103 74.5 @ 90◦ 82.5 @ 30◦
0.9 13× 103 95 @ 90◦ 108 @ 30◦
0.83 88× 103 95 @ 90◦ 108 @ 30◦
1.47 84× 103 105 @ 90◦ 123 @ 30◦
1.47 336× 103 256 128 32 1,000,000 116 @ 90◦ 132 @ 30◦
Bogey & Bailly [18] 2002 0.9 65× 103 3× 106 Direct 103.75 @ 90◦ 116.5 @ 30◦ 30
Bogey et al. [22] 2003 0.9 65× 103 Cartesian 255 187 127 6× 106 7 X Direct 104 @ 90◦ 117 @ 30◦ 30
Bogey & Bailly [19] 2005 0.9 400× 103 Cartesian 255 221 221 12.5× 106 7 X Direct
Bogey & Bailly [21] 2006
0.9
400× 103
Cartesian 255 221 221 12.5× 106 7 X Direct
123 @ 90◦ 125 @ 45◦
10× 103 122 @ 90◦ 125 @ 45◦
5× 103 121 @ 90◦ 126 @ 45◦
2× 103 120 @ 90◦ 125 @ 45◦
1× 103 118 @ 90◦ 124 @ 45◦
0.6
270× 103 110 @ 90◦ 112 @ 45◦
3.3× 103 108 @ 90◦ 110 @ 45◦
1.7× 103 106 @ 90◦ 109 @ 45◦
Bogey & Bailly [20] 2006 0.9 400× 103 Cartesian 255 221 221 12.5× 106 7 X Direct 112.3 @ 75◦ 116.7 @ 30◦ 30
Bogey et al. [23] 2011 0.9 100× 103 Cylindrical 962 256 1,024 252× 106 X
7
Direct
120.25 @ 90◦ 123.5 @ 30◦
30
X
112.5 @ 90◦ 119 @ 30◦
110 @ 90◦ 116.5 @ 30◦
108 @ 90◦ 115.3 @ 30◦
107.5 @ 90◦ 115 @ 30◦
Lew et al. [83] 2006
0.9 100× 103
Cartesian 292 128 128 4.8× 106 7 X FWH
98 @ 90◦ 110.5 @ 30◦
720.9 200× 103 99 @ 90◦ 107.5 @ 30◦
0.5 2223× 103 84.5 @ 90◦ 91 @ 30◦
McMullan et al. [90] 2008 0.75 1× 106 Cylindrical
224 146 360 11.8× 106 7 X
374 102 360 13.7× 106 X X
Uzun & Hussaini [128] 2010 0.9 100× 103 Overset 370× 106 X
X
7
Table 2.1: Table of large eddy simulations of round jets
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kg/s in both cases. The mass flow ratio per microjet was 6.7×10−4 for the cold jet and 1.3×10−3
for the hot jet. The simulations were performed on a hybrid mesh containing 4.5 × 106 cells.
The microjets were included into the simulation by modifying the source terms of the mass,
momentum and energy equations to include the mass injection and convection of the microjets.
This was applied to one hexahedral cell that acted as the source of each microjet. Noise was
predicted using a FWH surface method. The far-field noise of the clean jets was overpredicted
by around 6 dB compared to experimental values. The overprediction of the far-field noise may
be attributable to the underprediction of the potential core length by 30% coupled with an
over-estimation of turbulent kinetic energy. This is likely due to an initially laminar shear layer
originating at the nozzle exit. The addition of the microjets showed a reduction of sideline noise
by approximately 1.5 dB, while little change was seen in downstream direction of the cold jet
and a 2 dB increase for the hot jet downstream noise. This contrasts with the general trend
found experimentally, showing microjets to cause greater reduction to downstream observer
angle far-field noise and little to negative benefit at sideline stations.
Lew, Najafi-Yazdi, and Mongeau [84] used a Lattice-Boltzmann Methodology LES (LBM-
LES) to simulate a Mach 0.5 jet with a Reynolds number of 1×105 with 18 microjets. LBM-LES
is different from traditional LES as it does not solve the Navier-Stokes equations but rather
solves particle distribution functions. The simulation was performed on a cartesian mesh. Grid
refinement in the region of the microjets allowed for 20 cells across the face of the microjets.
Flow-field results compared well with experimental data, the potential core length matched
well with experiments of a similar nozzle and operating condition. Activating the microjets was
shown to provide an increase in the potential core length of about 1 jet diameter. Centreline
u′rms also matched well to experimental work and the peak value was shown to be reduced by
approximately 6% with the application of microjets. The use of LBM-LES and the cartesian
mesh used in this work generates some limitations. LBM-LES is limited to low Mach number
flows (approximately Mach 0.5 or less), though Lew et al. do provide evidence of successful
simulations up to Mach 0.9. Additionally, the cartesian mesh created some artefacts in the
solution. Small regions of low velocity flow are visible near the nozzle exit in regions where a
cell wall is parallel to the nozzle wall (i.e. along the coordinate axes). Furthermore, the velocity
contours of the clean jet have a distinct non-circular shape. Despite these artefacts, acoustic
results obtained from a Ffowcs Williams Hawkings surface method showed close agreement with
experimental results. The clean jet noise was overpredicted by 1 dB for observer angles less
than 80◦ and introducing the microjets to the simulation provided a 1.5 dB reduction in far-field
noise.
Najafi-Yazdi et al. [96] conducted a large eddy simulation of a Mach 0.9 unheated jet with
a Reynolds number of 4 × 105 fitted with eight microjets inclined by 60◦ to the jet axis. The
microjet parameters were similar to the experimental work of Alkislar et al. [5]. The simulation
was performed on a curvilinear mesh and did not include the nozzle geometry. Far-field noise
results overpredicted the baseline overall sound pressure level (OASPL) by 6 dB. Inclusion of
the microjets showed around a 4 dB reduction in OASPL compared to the 0.5 - 1 dB reduction
reported by Alkislar et al. [5]. The accuracy of the results is hindered by the choice to exclude
the nozzle from the simulation domain. Najafi-Yazdi et al. note that the potential core length
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is reduced when the microjets are active. Although the potential core length is not available
from the experimental work, other works show an increase in potential core length caused by
the presence of microjets [13, 35]. Furthermore, an increase in potential core length agrees
with a reduction in shear layer turbulent kinetic energy. The initial shear layer in the work
is clearly shown to be laminar for a couple of jet diameters before undergoing transition to
a fully turbulent state. This is a common problem with simulations that exclude the nozzle
geometry and is exacerbated by the disparity between the experimental jet Reynolds number
and that employed in the simulation. Finally, the effect of the microjets on the shear layer shape
reported by the simulation does not match the experimental results. Alkislar et al. report that
each microjet penetrates through the shear layer causing a counter-rotating vortex pair to exist
on the high-speed side of the shear layer for each microjet. Contrasting with this, at x = 1Dj
Najafi-Yazdi et al. show only 4 counter rotating vortex pairs which exist on the outside of the
jet shear layer.
Enomoto et al. [44] performed a series of simulations of a Mach 0.9 jet with a Reynolds
number of 1× 106 fitted with 18 microjets. They performed two simulations with the microjets
active, changing the microjet mass flow ratio from 3.36×10−4 to 8.86×10−4. Their simulations
were aimed to matched the experimental work of Castelain et al. [36]. The simulation was
performed on a mesh containing 476 million grid points. Included in the simulation was a 1Dj
length of a straight pipe for the main jet nozzle, fitted with a numerical boundary layer trip to
aid in a realistic transition to a fully turbulent shear layer. Microjets were implemented as 4×4
inlets and were inclined 45◦ to the jet axis. The acoustic results of the clean jet simulation were
within 5 dB of the experimental results. Results with the microjets active were not compared
to experimental work, though a 2 dB reduction at low frequencies was reported for an observer
angle of 30◦. Overall sound pressure levels were found to be minimally reduced at downstream
observer locations for the high mass flow ratio case and unaffected in the lower mass flow ratio
simulation. Sideline overall sound pressure levels were found to increase with the microjets
active, with more penalty arising in the higher mass flow ratio case.
Shur et al. [117] conducted a series of simulations of a Mach 0.9 jet with and without
microjets in static and flight conditions of Mach 0.2, representative of typical take-off and
landing Mach numbers. This is the first investigation of the effect of forward flight conditions
on microjets. The simulations were conducted on a structured multiblock grid containing 7.6
million cells with 515×101×144 cells in the axial, radial, and azimuthal directions, respectively.
The results of the simulations showed accurate flowfield results with the microjets activated in
the static condition. With the microjets active, the large-scale turbulent structures are seen to
be suppressed; likewise, the turbulent kinetic energy in the shear layer was noticeably reduced
when the microjets were activated. Similarly, the far-field noise was shown to be reduced by
approximately 1-2 dB for all observer locations. However, the effect of the microjets on the
flow and sound-field in flight condition was remarkably disheartening. The work showed that
the reduction of TKE in the shear layer was negligible, and suggested by this, the far-field noise
results were effectively indistinguishable between the microjet and clean jet case. Analysis of
the broadband noise spectra at both a downstream and sideline observer location showed little
effect on the low frequency components while the location of the cross-over frequency remained
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unchanged compared to the static conditions simulation. This indicates that the high-frequency
penalty of the microjets will remain without any associated low frequency benefit. Finally, the
authors noted the existence of two counter-rotating vortex pairs generated by each microjet,
opposed to only one pair commonly reported by both experiments and simulations. The work
indicates a high intensity but rapidly dissipated vortex pair that originates near the microjets
and exists principally on the high-speed side of the shear layer. A second, lower intensity but
longer lived, vortex pair was found to be generated slightly downstream of the microjet injection
and existed closer to the half-velocity line. The existence of two vortex pairs is suggested to
account for the complex, non-monotonic nature of the vortex pairs reported by Alkislar et al. [5].
2.4 Noise Prediction Methods
Large eddy simulation is well suited to numerical noise prediction as it allows for aerodynamic
sound sources to be simulated in a high resolution computation with good levels of accuracy.
While computer resources available to investigators have increased to the point that LES can
be used to directly solve the near-field flowfield simultaneously with the acoustic far-field, it is
still common to use indirect methods of predicting the far-field noise from the near-field fluid
dynamic sources. There are several integral methods of predicting the far-field noise generated
by aerodynamic events.
The original integral method of predicting far-field noise was developed by Lighthill [85].
In his acoustic analogy, Lighthill represented the far-field noise as a volume integral enclosing
all of the sound sources. This quickly becomes very computationally expensive to calculate,
and in the case of jet noise prediction, where the jet decays very slowly in the axial direction,
is infeasible. Surface integral methods, such as the Kirchoff surface and the Ffowcs Williams
Hawkings (FWH) methods allow for far-field noise prediction by performing an integration on
a surface enclosing the noise generating fluid flow. In this section the use of both the Kirchoff
and FWH methods for jet noise prediction will be discussed, followed by a review of direct
calculation methods.
2.4.1 Kirchoff Surface Integral
Far-field noise can be predicted by performing an integration around a smooth, closed surface
using Kirchoff’s method. The integration is significantly simplified if the surface is stationary,
as is common in jet noise prediction. Using this method, the far-field disturbance to the acoustic
variable, φ, is shown by Lyrintzis [87] and Pilon & Lyrintzis [105] to be given by:
4piφ (~x, t) =
∫
S
[
1
rc0
∂φ
∂τ
cos Θ− ∂φ
∂n
]
ret
dS +
∫
S
[
φ
r2
]
ret
dS (2.13)
In Equation 2.13 the acoustic variable is φ. Space-time coordinates (~x, t) are outside of the
surface, S, which has coordinates (~y, τ). c0 is the speed of sound in the region outside of the
surface, r is the distance between the source and the observer, and the subscript ret indicates
that the integrand is evaluated at retarded (emission) time. Finally, cos Θ = ~ˆr × ~ˆn where ~ˆr is
the unit vector on the surface in the radiated direction and ~ˆn is the surface normal unit vector.
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Equation 2.13 contains a normal derivative of the acoustic variable in the first integral. This
normal derivative requires a second surface in order to be calculated from the computations,
adding to the computational expense.
A further restriction to the Kirchoff surface method that any potential user must be aware
of is that the closed Kirchoff surface must enclose all of the non-linear flow effects. Thus,
the surface must be placed in the linear acoustic field. The difficulty is that this restriction
means the simulation used to predict the aerodynamic noise sources must extend to the linear
acoustic field and dissipation and dispersion errors must be minimal to ensure accuracy of the
noise prediction. In the case of jet noise prediction, where the non-linear region extends far
downstream along the jet axis, this remains prohibitively expensive. Freund et al. [54] added a
correction term to the Kirchoff method to increase the accuracy of the predicted far-field noise
when using an open surface. They also showed that the correction was not necessary if the
line connecting the source and the observer passed through the surface. The implication of this
for jet noise prediction being that the correction terms may not be necessary if the surface can
be extended enough to intersect the lines between the source and any observer locations being
investigated.
Pilon & Lyrintzis [104] set the acoustic variable in the Kirchoff method to the ambient speed
of sound squared times the fluctuating part of the density, i.e. φ = c20ρ
′. An important change to
the Kirchoff method occurs when c20ρ
′ is used as the acoustic variable. Pilon & Lyrintzis showed
that the Kirchoff surface integral becomes equivalent to the permeable FWH surface technique
with this acoustic variable, meaning non-linearities may exists on the bounding surface with this
acoustic variable. Finally, Pilon & Lyrintzis showed that by using the fluctuating density as the
acoustic variable and employing a volume integral (equivalent to Lighthill’s volume integral) to
account for noise generated outside of the surface, accurate predictions can be obtained.
2.4.2 Ffowcs Williams Hawkings Method
The Ffowcs Williams Hawkings method of noise prediction was originally published in 1969 by
none other than Ffowcs Williams & Hawkings [50]. The original formulation of the FWH method
did not allow for flow to permeate through the bounding surfaces; as such it was often used
for rotor and propeller blade noise prediction [24, 47, 48]. Originally called the Kirchoff-FWH
method, the permeable version of this method was developed by di Francescantonio [41]. This
new formulation adapted the original FWH equations to avoid the non-penetration condition
that had previously bound it to solid surfaces while continuing to avoid the normal pressure
derivative terms of the Kirchoff method.
Formulation 1A of the FWH method, as presented by Brentner and Farassat [25] will be
considered here. Their method allows for a moving surface, such as one around a rotating
blade, though some simplifications are possible if the surface is stationary, such as a surface
surrounding a jet. Formulation 1A is most simply written as the summation
p′ (~x, t) = p′T (~x, t) + p
′
L (~x, t) + p
′
Q (~x, t) (2.14)
The terms on the right hand side of Equation 2.14 are referred to as the thickness, loading,
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and quadrupole noise, respectively. The thickness noise is a result of monopole sources while the
loading noise is caused by dipole sources, both of which can be obtained from surface integrals.
The quadrupole term, p′Q, requires solving a volume integral over the region outside of the
surface. The suitability of neglecting the quadrupole term was discussed by Morgans [92]. In
order for the quadrupole term to be sufficiently small to be able to be neglected Lighthill’s stress
tensor, Tij , must be small outside of the FWH surface and the observer must be in the acoustic
far-field. In the case of a free jet in a stationary medium it is easy enough to ensure that Tij
remains small outside the surface by controlling the location of the surface. As the fluctuating
parts of the terms defining Tij are those that will contribute to any acoustic noise generation,
if the surface is located such that any significant fluctuating flow features are contained within
the surface then the value of Tij outside the surface will remain small, and the quadrupole term
can be neglected in the noise prediction. The values of p′T and p
′
L at an observer location, ~x,
are obtained from Equations 2.15 and 2.16, respectively, and are summations of integrals over
the FWH surface with respect to retarded time.
4pip′T (~x, t) =
∫
f=0
ρ0
(
U˙n + Un˙
)
r (1−Mr)2

ret
dS +
∫
f=0
ρ0Un
(
rM˙r + c
(
Mr −M2
))
r2 (1−Mr)3

ret
dS (2.15)
4pip′L (~x, t) =
1
c
∫
f=0
[
L˙r
r (1−Mr)2
]
ret
dS +
∫
f=0
[
Lr − LM
r2 (1−Mr)2
]
ret
dS
+
1
c
∫
f=0
Lr
(
rM˙r + c
(
Mr −M2
))
r2 (1−Mr)3

ret
dS (2.16)
In Equations 2.15 and 2.16 the term M is the modulus of the Mach number vector of the
source. In the case of the FWH surface, the source is considered to be each cell on the surface.
In the present work the surface is stationary, therefore the Mach number of the source is zero,
that is M = 0. As a result, the radiated component of M , Mr, and its first time derivative,
M˙r, are both zero. The term LM is defined as LijMi. As it is known that all components of
~M are zero, the term LM is also zero. Finally, the term Un˙ is defined as Un˙ = Ui ˙ˆn where nˆi is
the i component of the unit normal vector to the surface. Again, as the surface is stationary
there is no variation to the unit normal vector with time, thus ˙ˆn and Un˙ both become zero for
all instances. These zero values allow for Equations 2.15 and 2.16 to be significantly reduced.
The results of the simplifications for the case where the Ffowcs Williams Hawkings surface is
fixed in space are given below.
4pip′T (~x, t) =
∫
f=0
[
ρ0U˙n
r
]
ret
dS (2.17)
4pip′L (~x, t) =
1
c
∫
f=0
[
L˙r
r
]
ret
dS +
∫
f=0
[
Lr
r2
]
ret
dS (2.18)
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Equations 2.17 and 2.18 are the basic foundation for the static Ffowcs Williams Hawkings
surface method. In these equations, ρ0 is the ambient density of the undisturbed fluid and c is
the ambient speed of sound. The term r is the distance between the observer and the source,
r = |~x− ~y|, where ~x is the observer location and ~y is the source location.
The terms U and L are a modified velocity vector and modified stress tensor, respectively,
and take into account flow across the surface. They are defined as:
Ui = [1− (ρ/ρo)] vj + (ρui/ρo) (2.19)
where vi is the velocity of the source surface in the i direction. In the case of a stationary
surface this term becomes zero.
Lij = Pijnˆj + ρuiujnˆj (2.20)
In Equations 2.17 and 2.18, U˙n = U˙inˆi where the dot above the term indicates a time
derivative. Similarly, Lr = Lij rˆi and L˙r = L˙ij rˆi. Finally, ρ is the instantaneous density of the
source, and Pij is the compressive stress tensor, defined as Pij = (p− po) δij where p is the
instantaneous pressure at the source, p0 is the ambient pressure and δij is the Kronecker delta.
Equations 2.15, 2.16, and their simplified forms, 2.17 and 2.18, all have the subscript ret
after the bounding square brackets. This indicates that the integrand is to be determined at
retarded time. If an observer is located in an acoustic field that is the result of multiple sources
at different locations, then sound waves from each source need to leave at different times such
that they arrive at the observer location simultaneously. This source dependent emission time
is known as retarded time (τ), and is often denoted as τ = t−r /c.
If the FWH technique is used for jet noise prediction it is necessary to determine whether
to close the surface at the jet exit, or to leave it open. With a closed surface, if an inviscid
vortex passes through the surface a spurious, non-physical noise is predicted as the vortex
passes through the surface [17]. The problem occurs as the thickness and loading noise terms
that arise as the vortex passes through the surface would be exactly cancelled by the quadrupole
noise term, if it were to be calculated, though it is common to neglect this term. There has
been some investigation into the effects of including and neglecting a closure disk on radiated
jet noise predictions. Uzun et al. [129] investigated the effect of a closure disk on a FWH
surface around a Mach 0.9 jet. Their findings showed that the addition of a closure disk at
the outflow increased the downstream and sideline noise. However, observers at intermediate
locations were not affected as strongly, though a small increase in predicted OASPL was still
recorded. Investigating closure on both “tight” (located close to the turbulent region) and
“loose” (located further away from the turbulent shear layer of the jet) FWH surfaces, Shur et
al. [115, 116] performed a more comprehensive study. For a tight surface, it was shown that
neglecting the closure disk lead to erroneous noise prediction. Most notably, the low-frequency
noise at sideline observer locations was shown to be elevated when the surface was left open.
However, for an open FWH surface located further away from the centreline, the sideline low-
frequency noise increase was not found to be as significant. Rather, errors arose at downstream
observer locations in the form of diminished low and mid-frequency components. The authors
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suggest that this is caused by noise components being lost through the open surface. The lack
of agreement between results makes it difficult to confirm the best method for accurate noise
prediction.
2.4.3 Direct Calculation
Solution of the Navier-Stokes equations in a time resolved simulation can be used to directly
predict the radiated far-field noise. This method has been used extensively by Bogey and his
coworkers [18, 19, 20, 21, 22]. Tam [119] discussed the issues associated with directly computing
the acoustic field in a simulation. The large spectral bandwidth of aeroacoustic problems means
that, generally, three orders of magnitude of acoustic frequencies need to be captured by the
simulation. In order to ensure accurate solution of the propagated sound the numerical scheme
must minimise numerical dispersion, dissipation, and anisotropy. Furthermore, outflow bound-
aries are required to ensure that there is no contamination of the far-field sound by reflected
acoustic waves.
In order to minimise the impact of dissipation and dispersion, it is common to apply the
dispersion-relation-preserving method of Tam & Webb [124] to a high order finite difference
scheme, such as used in Neifeld & Ewert [97], Du & Morris [43], and Bogey et al. [22], to
name a few. While directly calculating the far-field sound from the simulation results requires
special attention and care in the numerical methods of the solver, this method removes the
additional steps required to extract far-field noise of the Kirchoff and Ffowcs Williams Hawkings
methods. Once the simulations are complete the details of the far-field sound, such as spectra
and directivity can be obtained directly from the simulation solution.
2.4.4 The Goldstein Acoustic Analogy
One difficulty with obtaining the radiated sound directly from a computational simulation is
that the sound is often significantly smaller than the non-radiating components. As such, errors
can easily contaminate the far-field sound that are not apparent in flowfield analysis. One means
of overcoming this difficulty is by separating the radiating components from the non-radiating
base flow. A means of doing just this is put forward by Goldstein [58].
Goldstein’s method rearranges the Navier-Stokes equations into a set of linearised inhomo-
geneous Euler equations. Linear terms are used for the propagating quantities while non-linear
terms are used to represent the acoustic sources. If the base flow is chosen to be the mean flow of
a jet then convection and refraction effects are accurately captured. Karabasov et al. [75] used
the Goldstein acoustic analogy in conjunction with large eddy simulation with good results.
In order to predict the far-field sound of a Mach 0.75 jet using Goldstein’s acoustic analogy,
Karabasov et al. used RANS to predict the mean flowfield of the jet while capturing turbulence
amplitudes and length scales, as well as spatio-temporal correlations from a large eddy simula-
tion. These correlations are the main acoustic sources in an isothermal jet. Using this method,
Karabasov et al. were able to predict the far-field noise of the jet with excellent accuracy at a
wide range of frequencies and observer angles.
The work of Karabosov et al. demonstrates the value of the spatio-temporal correlations.
The correlations, obtained from LES, are used in the calculation of the far-field noise, yielding
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excellent results, with empirical constants calibrated against the LES data rather than using
experimental measurements.
2.5 Closure
This section provided a review of the Navier-Stokes equations and their application to compu-
tational fluid dynamics. Methods of solving these equations, including RANS, LES, and DNS,
were then discussed. While RANS methods still remain common for many applications, it is
unsuitable for jet noise prediction without the use of empirical acoustic analogies. Direct numer-
ical simulation, while an extremely powerful method, remains too computationally expensive to
be used for any flows at moderate to high Reynolds numbers. Large eddy simulation provides a
compromise between RANS and DNS, where the influence of the large turbulent structures on
the momentum and energy transfer is directly computed and only the smallest, isotropic turbu-
lent structures are modeled. LES has been used successfully for both clean jet simulations and
simulations with microjets. Early simulations of jets often excluded the nozzle geometry. As a
result, inflow forcing was used to help seed turbulence in the jet shear layer. However, the shear
layer often remained laminar for a good portion of the jet before transitioning to turbulent.
The resulting simulations often underpredicted the potential core length, most likely caused
by the overpredicted turbulent kinetic energy in the aft part of the jet. Increased resolution
simulations that included the nozzle geometry, sometimes with a numerical boundary layer trip,
resulted in more accurate simulations, where potential core length and turbulent kinetic energy
values matched well with experimental data.
Works that have employed LES in the investigation of the fluid and acoustic effects of
microjets have had varying degrees of success. Some works found a decrease in potential core
length with the introduction of microjets, while others reported an increase. Acoustic results of
both clean jets and jets fitted with microjets tend to overpredict the far-field noise. However,
large eddy simulations of microjets usually accurately predict the reduction in far-field noise.
The details and suitability of different noise prediction methods, namely the Kirchoff method,
the permeable Ffowcs Williams Hawkings method, and direct calculation were discussed. The
Kirchoff method requires a normal derivative of the acoustic variable on the integration surface,
making it computationally more expensive than the permeable FWH method. FWH methods
have been used with success with both open and closed surfaces. Studies investigating the ef-
fect of closure disks for a Ffowcs Williams Hawkings surface have been contradictory, and best
practices are still not clearly defined. Direct calculation requires special numerical methods
to be applied to the computational solver to provide accurate results, though simplifies the
process of extracting the far-field noise from the simulation. The next chapter will discuss the
methodology employed in the application of these simulation techniques to the present work.
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Methodology
The present work employs large eddy simulation to predict the near-field fluid properties of
both clean and microjet fitted nozzles and uses the results from the simulations to predict the
far-field noise. Large eddy simulations are performed on the Loughborough University “in-
house” solver, Delta, while noise prediction is achieved using a permeable FWH methodology
that uses flow variables on a smooth surface enclosing the jet. This chapter will begin with a
review of the filtered equations of motion solved in large eddy simulation. This will then lead
on to the methodology employed by Delta in the solution of these filtered equations. Next the
methodology for far-field noise prediction and second- and fourth-order correlation calculation
will be presented. Finally, this chapter will end by outlining, in detail, the problem definition
for the present work.
3.1 Large Eddy Simulation
The difference in nature of the large and small eddies found in a turbulent flow makes it difficult
to create a universal turbulent model; small eddies are nearly perfectly isotropic, while this is
not the case for large eddies. Furthermore, the behaviour of large eddies is problem specific
while the finer scales of turbulence are more universal in nature. It is this property that forms
the basis of large eddy simulation. The goal in large eddy simulation is to calculate a time
dependent solution of the Navier-Stokes equations for the large scale turbulent structures while
modelling the more universal behaviour of the finer scales with a compact turbulence model.
A spatial filter is applied to separate the directly resolved large scale structures from the
modelled fine scales. The filtered variable, φ (~x, t) is given as
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φ (~x, t) =
∞∫
−∞
∞∫
−∞
∞∫
−∞
G
(
~x, ~x′,∆
)
φ
(
~x′, t
)
dx′1dx
′
2dx
′
3 (3.1)
where G
(
~x, ~x′,∆
)
is the filter function and ∆ is the filter width. In practice, the filter
width is based on the size of the grid cells.
A commonly used filter function is the top-hat function. This filter is given in Equation 3.2.
G
(
~x, ~x′,∆
)
=
1/∆
3 if
∣∣∣~x− ~x′∣∣∣ ≤ ∆/2
0 if
∣∣∣~x− ~x′∣∣∣ > ∆/2 (3.2)
In addition to spatial filtering, Favre filtering is applied to the governing equations for
compressible flows. Favre filtering yields convenient forms of the governing equations and sub-
grid scale terms. Using Favre filtering flow properties can be decomposed as
φ = φ˜+ φ′′ (3.3)
where φ˜ is the Favre filtered, resolved component and φ′′ is the unresolved component. The
Favre filtered component is defined as
φ˜ =
ρφ
ρ
(3.4)
By applying the Favre filter operation (Equation 3.4) directly to the governing equations
Equations 2.1 – 2.4), the filtered equations that govern the motion of the large scales are
obtained.
∂ρ
∂t
+∇ ·
(
ρ~˜V
)
= 0 (3.5)
∂ (ρu˜i)
∂t
+∇ ·
(
ρu˜i ~˜V
)
= − ∂p
∂xi
+
∂τij
∂xj
+
∂τijSGS
∂xj
(3.6)
Following the methodology of Page [98], the Favre averaged energy can be represented in
terms of total Enthalpy, H, where H = e + |
~V |2
2 +
p
ρ . This avoids correlation terms involving
the fluctuating pressure and velocity. Then the energy equation becomes:
∂
∂t
(
ρH˜ − p
)
+
∂
(
ρH˜u˜i
)
∂xi
− ∂ (uiτij)
∂xi
− ∂
∂xi
(
k
∂T
∂xi
)
+
∂
(
ρH˜ ′′u′′i
)
∂xi
= 0 (3.7)
If inviscid and zero conductivity flow is assumed, and the boundary conditions are such that
all entering fluid streams have the same total enthalpy, then the energy equation can be reduced
to:
ρ
DH˜
Dt
− ∂p
∂t
= 0 (3.8)
Where D( )Dt represents the substantial derivative. This implies that in steady flow the total
enthalpy is constant along streamlines. Since it has been assumed that the total enthalpy on all
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entering streamlines is the same, then the energy equation reduces to a statement of constant
total enthalpy and need not be solved explicitly. Whilst this is valid for flows fulfilling the
conditions described, use of this approach requires justification for flows in general, even if
they comply with the constant enthalpy on all entering streamlines assumption, as is the case
for all flows considered in this work. In the present computational formulation, the energy
equation is used to provide the temperature which is needed to allow for flow compressibility
and provide a pressure/density link via the equation of state. In regions of low Mach number,
the density is nearly constant and the precise treatment of the energy equation is not important.
In compressible flow regions, the Reynolds numbers are assumed to be sufficiently large and the
Mach number not so large that the assumptions of zero direct viscous/conductive effects and
a negligible contribution from the unsteady pressure term are acceptable, and constant total
enthalpy may be considered to provide adequate accuracy. This approach has been used, for
example by Karabasov et al. [74], to accurately reproduce the fluid flow and acoustic field of a
Mach 0.75 high Reynolds number jet, indicating the validity of the method described.
In the filtered governing equations τij represents the Favre filtered viscous stresses and τijSGS
is the sub-grid scale (SGS) viscous stress tensor. The Favre filtered stresses are given by
τij = µ
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
+ λ
(
∇ · ~˜V
)
δij (3.9)
while the sub-grid scale stress tensor is formed of products of resolved and unresolved quan-
tities appearing in the filtering operation. The sub-grid stresses are thus
τijSGS = −ρ (u˜iuj − u˜iu˜j) (3.10)
A sub-grid scale model is needed to calculate the sub-grid scale stresses. One of the
most common sub-grid scale models, and the model used in the current work, is the stan-
dard Smagorinsky model [118]. Using this model, the sub-grid scale stress tensor is defined
as
τijSGS = µSGS
∂
∂xj
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
+
2
3
ρkSGSδij (3.11)
In Equation 3.11 µSGS is the SGS eddy viscosity, defined as:
µSGS = ρ (Cs∆SGS)
2 S˜ (3.12)
Cs is the user defined Smagorinsky constant; this is usually set between 0.1 and 0.2. In the
present work the Smagorinsky constant was set to 0.1 as this provided a balance of stability
and accurate velocity and turbulent kinetic energy profiles, as will be demonstrated later in
Chapter 5. ∆SGS is a Smagorinsky length scale. In practice this is proportional to a measure
of the local grid spacing
∆SGS = (∆x∆y∆z)
1/3 (3.13)
The term S˜ is the characteristic rate of strain
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S˜ =
√
2S˜ijS˜ij (3.14)
Where S˜ij is the Favre filtered rate of strain tensor, defined as
S˜ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
(3.15)
Finally, kSGS represents the sub-grid scale kinetic energy that is obtained using the Smagorin-
sky model [118]
kSGS = CI∆
2
SGSS˜ijS˜ij (3.16)
CI is a constant, often set as CI = 0.66.
3.2 Numerical Solver LES Implementation
The numerical solver used for the simulations, Delta, is an “in-house” code developed at Lough-
borough University in the 1990s. With it’s beginnings in Euler (inviscid) flows, Delta has since
been expanded and developed to allow for solution of viscous flows of both compressible and
incompressible Reynolds averaged Navier-Stokes and filtered large eddy simulation equations.
This section will first cover features of the numerical solver used for solution of the filtered
Navier-Stokes equations. This will be followed by a review of geometry definition and the mesh
generation process, non-dimensionalisation, and the application of boundary conditions within
Delta.
3.2.1 Code Features
Delta employs a finite volume, pressure-based method on a multi-block grid to solve the filtered
Navier-Stokes equations, using the computational mesh as an implicit filter. A collocated vari-
able arrangement is used in combination with Rhie-Chow smoothing to avoid pressure-velocity
decoupling. The solver uses primary variables defined as quantities per unit volume, not per
unit mass. As a result, momentum becomes a primary variable to which the conservation equa-
tion is applied and velocity is then calculated from momentum and density. This method, when
used with pressure-based algorithms, benefits the accuracy of compressible flows. While it is
typical to use density-based approaches for high-speed flows, these methods become inefficient
and unstable at low Mach numbers. The pressure-based approach is well suited for the present
work as simulations of jets discharging into a quiescent medium contain a broad range of Mach
numbers. Pressure correction is achieved using the Semi-Implicit Method for Pressure Linked
Equations (SIMPLE) method formulated in terms of properties per unit mass, not per unit vol-
ume. This enabled a wide range of Mach numbers to be predicted. While the SIMPLE scheme
has its origins in incompressible simulations, it can be extended to high subsonic flows quite
easily, as explained by Page[98], where the density is considered to have only weak effects on the
solution and is not directly coupled to the pressure and velocity within the pressure correction
equation. This assumption is not valid when the Mach number is near to, or greater than, one.
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In order to overcome this, a method similar to those presented by Van Doormaal [130] and Issa
& Lockwood[72] is used. However, these methods tend to be very dissipative around shocks.
This is avoided by evaluating the density upwind. This causes shock smearing similar to the
standard upwind density practices, and can be improved by using more complex schemes.
Spatial discretization is performed using a high-order upwind scheme that is similar to the
Quadratic Upstream Interpolation for Convective Kinetics (QUICK) scheme. This scheme uses
the two bounding cell centres and another upwind cell centre to calculate the values on a face.
This high order scheme minimises diffusion at the cost of increased numerical dispersion - causing
over-shoots and under-shoots in variables near regions with sharp gradients. A standard means
of reducing the dispersive nature of a high-order upwind scheme such as QUICK is to employ
Total Variation Diminishing (TVD) schemes. In TVD schemes the tendency of the discretization
scheme to be dispersive is counteracted by adding an artificial diffusion or by weighting towards
the upstream contribution. A limiter function is used in second order and higher TVD schemes
to ensure the solution is always nondispersive. Delta offers a continuously differentiable limiter
function and the MINMOD limiter function. Knowing the dispersive qualities of the QUICK
scheme and the ability for a limiter function to suppress this, it may seem obvious to employ a
limiter. However, damping of local extrema within an instantaneous solution can degrade the
accuracy of a large eddy simulation as such flow features may be part of the physical solution.
In the current work the limiter was turned off in the clean simulations and in all blocks of the
microjet simulations except for the block containing the microjet inlet. It was found that the
MINMOD limiter function aided in the stability of the microjets and was thus turned on in this
block only, so as to minimise the impact of the limiter on the solution.
Upwind based schemes have been used for jet noise simulations by several researchers in the
past. Andersson et al. [9, 10, 11, 12] used a third-order upwind scheme in their works, with
good fluid and acoustic results. Karabasov et al. [75] performed large eddy simulations using a
second order upwind discretisation scheme. The results of the simulation were used to inform an
acoustic analogy for far-field noise prediction. Very accurate spectral results were obtained from
the LES and acoustic analogy. Shur et al. [115, 116] used an upwind biased numerical scheme.
In these works, Shur et al. compared the effect of numerical schemes on the development of
an unforced jet with a Reynolds number of 104. A third-order upwind scheme with the sub-
grid model disabled produced an initial shear layer that was laminar for almost 4 jet diameters,
while with a fifth-order upwind scheme (again with sub-grid model disabled) produced an earlier
transition to a fully turbulent shear layer, indicating a reduction in numerical dissipation and
better resolution of the turbulence. It is well known that upwind schemes are dissipative in
nature, and the MILES approach used by Shur et al. clearly demonstrates the increasing effects
on small scale turbulence suppression with lower order upwind schemes. However, central
difference schemes are notoriously dispersive, causing significant unrealistic fluctuations to occur
in the regions of sharp gradients and discontinuities (e.g. shock waves). When accurate far-
field noise prediction is a goal of the simulation the dispersive nature of a central difference
scheme can easily contaminate the results. As such, the more dissipative, though significantly
less dispersive, upwind scheme available in Delta was used for all simulations.
Temporal advancement is achieved through the use of an implicit backward Euler method.
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A four-stage Runge-Kutta discretization scheme is available, however, with the small time steps
used in LES it has been found that the Euler method is more efficient and has no impact on
accuracy.
Near wall flows can pose problems in large eddy simulation. The user has two basic options:
fully resolve the wall or use a wall model. The problem arises that for high Reynolds numbers,
the computational resources required to fully resolve the wall are very large. In an effort to
reduce the computational expense of a simulation, wall models can be employed.[15] In Delta,
near-wall length-scale damping is added using a modified van Driest damping treatment. The
van Driest damping scales the mixing length used when calculating velocity near a viscous wall.
The van Driest mixing length, lmix, is calculated as.
lmix = κy
[
1− e
−y+
A+0
]
(3.17)
where κ is the Ka´rma´n constant (κ = 0.41), y is the distance from the wall, the term in
brackets is the van Driest damping, and A+0 is a constant with the value A
+
0 = 26.
The resulting LES wall model is similar to the inner layer model of the RANS Cebeci-Smith
turbulence model [133]. The Cebeci-Smith model is a two-layer model for kinematic eddy
viscosity, νT . Kinematic eddy viscosity is given by two equations depending on the normal
distance, y, from the wall.
νT =
{
νTi if y ≤ ym
νTo if y > ym
(3.18)
where ym is the smallest value for with νTi = νTo . Delta uses the equation for the inner layer
from the Cebeci-Smith model to calculate the sub-grid kinematic viscosity. The inner layer of
Cebeci-Smith model calculates the kinematic eddy viscosity as:
νTi = l
2
mix
[(
∂U
∂y
)2
+
(
∂V
∂x
)2]1/2
(3.19)
Where lmix is defined in Equation 3.17. The value of νTi can then easily be divided by
density to provide the sub-grid molecular viscosity, µSGS that is used to calculate the sub-grid
stress as given in Equation 3.11.
3.2.2 Geometry Definition and Mesh Generation
The structured meshes that Delta uses are made up of hexahedral elements, with each cell
volume bound by six faces and each face defined by four vertices. By convention, Delta uses
uppercase I,J,K to denote volume cell centres and i,j,k to denote cell vertices. Combinations,
for example i,J,K, denote cell faces. A graphical representation of this notation is provided in
Figure 3.1(a).
The size of a block is defined by the start and end indices of the cell centres in each coordinate
direction. Delta uses the notation iface1 and iface2 to denote the first and last cell faces
normal to the I direction for the block. Likewise, Icell1 and Icell2 are used to identify
the first and last cell volumes in the I direction. Similar notations are used for the J and K
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(b) Block domain bounds notation.
Figure 3.1: Delta internal notations
Block 1
Block 3Block 2 Block 4
Figure 3.2: Multi-block linkage employed in Delta
directions. This is shown graphically in Figure 3.1(b). For application of boundary conditions
and multi-block connectivity, Delta employs two halo cells located outside of the block domain.
Using a zero-based indexing notation, I = 0, 1 will be the halo cells in the I direction, I = 2 is
the first cell inside of the domain, Icell1. Icell2 then represents the final interior cell of the
domain, and Icell2+1 and Icell2+2 are the two exterior halo cells. As expected, a similar
convention is employed in the J and K directions.
Delta employs a structured multi-block approach to spatial discretization of the computa-
tional domain. Unlike some multi-block approaches, Delta is not restricted to having an entire
block face be linked to an adjacent block face. It is possible to link only part of a block face to
an adjoining block, or have one face linked to multiple other blocks. This type of connectivity
is shown graphically in Figure 3.2. The flexibility afforded by this method of linkage allows
for meshes of complex geometries to be easily generated. Multi-block linkages are defined by
the user in the topology file. In this file, the user specifies the dimensions of all the blocks.
Following this, linkages are defined between block faces. Each linkage is defined twice, once in
each direction for each linkage (i.e. if blocks 1 and 2 are connected, the linkage of block 1 to 2
is defined and then the linkage from block 2 to 1 is defined). It is in this section that the user
is able to define the area of the block face that is involved in the linkage. Within the topology
file, each face or subface used for a multi-block linkage must have a unique identifier.
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Initial 2-D domain with nozzle
geometry and 3 blocks.
Intermediate 2-D mesh with final
number of blocks.
Revolution of intermediate 2-D mesh yields
final 3-D mesh.
Figure 3.3: Diagram showing the mesh generation process used in this work
The mesh generation process employed in this work is a three-stage process that develops
a 2-dimensional computational domain into the completed 3-dimensional mesh. The mesh
generation process is depicted in Figure 3.3. A two dimensional plane extending from the
nozzle centreline to the radial edge and encompassing the axial extent of the domain was created.
Having defined the two-dimensional extent of the mesh, the nozzle geometry is then specified
within the domain. With the nozzle geometry included, the computational domain is naturally
split into three blocks: one containing the region inside of the nozzle; one for the region outside
of the nozzle and upstream of the exit; and the final containing the region that extends from
the nozzle exit to the edge of the domain. At this point each of the three blocks is meshed with
the desired number of nodes along each edge as well as the desired first spacing and growth
rate.
The second stage of mesh generation is completed using the custom written mesh generation
suite, Casino. First, the user is able to split the original 3-block 2-dimensional mesh into many
smaller blocks. For each of the original 3 blocks the user must specify how many sub-blocks are
desired. The routine, called Lumberjack, then splits the blocks into evenly sized sub-blocks by
dividing them along the axial direction of the jet.
The final stage of the process is to revolve the mesh along the jet centreline, thus creating
a three dimensional mesh. The subroutine Roulette is used for this process. The user specifies
the number of elements that are required in the azimuthal direction. The program has been
developed to enable a bespoke azimuthal bunching to be applied to the mesh. This can be used
to provide higher resolution in specific areas of the mesh. If this bunching is employed the mesh
distribution varies with azimuthal angle following a sinusoidal distribution, varying the mesh
spacing between a maximum and minimum value.
3.2.3 Non-Dimensionalisation
It is often more convenient to work in non-dimensionalised units within a CFD solver. As such,
Delta offers several built-in non-dimensionalisation schemes, plus the capacity for a user-defined
method. For the current work, the stagnation non-dimensionalisation scheme was employed. In
this scheme the reference velocity, Vref is defined by
Vref =
√
pref
ρref
(3.20)
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where pref is the reference pressure and ρref is the reference density. This leads to the
non-dimensional pressure being
pnd =
p
ρrefV
2
ref
=
p
pref
(3.21)
In Equation 3.21, pnd is the non-dimensional pressure and p is the dimensional pressure. It
should be noted that the Vref is not equal to the reference sound speed, which is given by
aref =
√
γpref
ρref
(3.22)
Additionally, the reference velocity is not necessarily the jet velocity, i.e. Vref 6= Vj .
Using the nozzle diameter as the reference length, Lref , the reference time, tref is given by
tref =
Lref
Vref
(3.23)
From this it is easy to calculate the non-dimensional time, tnd
tnd =
t
tref
(3.24)
As expected, the non-dimensional velocity, Vnd is calculated as
Vnd =
V
Vref
(3.25)
and the non-dimensional density, ρnd is
ρnd =
ρ
ρref
(3.26)
This scheme is well suited for simulation of high-speed jets issuing into a quiescent domain as
it allows for an ambient Mach number of zero. Furthermore, by selecting the reference pressure
and density to be the ambient static values, the boundary conditions for a jet becomes the
nozzle pressure ratio.
3.2.4 Boundary Conditions
Boundary conditions are applied to a simulation to ensure the accurate numerical representation
of conditions such as solid walls, inlets, and outlets. The boundary conditions used in the present
work will be described here.
Solid walls
Solid wall boundary conditions are included in the simulation to form the nozzle geometry. Both
Euler and viscous wall boundary conditions are available in Delta; the viscous wall boundary
condition was used in the present work. This boundary condition applies the no-slip condition at
the wall. Velocities are explicitly set to zero with this boundary condition, while a zero gradient
extrapolation is used for pressure and total enthalpy. This process is shown diagrammatically
in Figure 3.4.
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Figure 3.4: Viscous wall boundary condition and halo cell interpolation
Total Pressure Inlet
A pressure inlet boundary condition was used for the main jet and for a small co-flow required
for stability. As mentioned earlier, by employing the stagnation non-dimensionalisation scheme,
the nozzle pressure ratio is used to define the boundary condition. Using the isentropic gas laws,
the ratio of total to static pressure is given as
p0
p
=
(
1 +
γ − 1
2
M2
)γ/(γ−1)
(3.27)
Thus if the fully expanded Mach number at the nozzle exit is specified then Equation 3.27
can be used to calculate the value of the nozzle pressure ratio to be used for the inlet. The
boundary condition then applies the total pressure at the inlet.
Microjet Pressure Inlet
In simulations where microjets are active, the microjets are implemented as modified total
pressure inlets within the solution domain. Again the nozzle pressure ratio is employed to
provide the desired fully expanded Mach number of the microjets. In addition, an angle can
be specified that allows the microjets to be introduced obliquely to the cell faces defining the
microjet boundary condition. When the angle is specified the momentum components at the
inlet are modified to provide the required directionality of the inlet. This is achievable as the
user specifies the total pressure and temperature at the boundary condition. The solver then
computes the total density at the boundary condition and decomposes the amplitude of the
momentum into the components in the I,J,K directions.
Symmetry
As the computational grids used in the work are rotationally symmetric, it is necessary to apply
a boundary condition at the mesh centreline. The mesh centreline cells are handled using a
symmetry boundary condition. Delta uses a zero gradient extrapolation to determine the flow
conditions at the boundary. The normal component of the momentum is then removed to ensure
that there is no flux across the boundary. Additionally, the gradient normal to the boundary
of any scalars (e.g. density or pressure) must be made zero.
Due to the rotational symmetry of the meshes used in the present work, a singularity exists
along the jet centreline. However, due to the finite volume, cell centred form of the solver, no
special treatment is required. It should be noted, that the zero area cell faces that lie on the
centreline result in no fluxes across the centreline. This methodology has been used in the past
with good results, for example, by McMullan et al. [90].
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Entrainment Pressure
The sides and outlet of the computational domain for all simulations were defined as an entrain-
ment pressure boundary condition. This boundary condition is a static pressure entrainment or
fixed pressure downstream boundary, depending on whether a face in the boundary condition
is an inlet or an outlet to the domain.
Trip
A numerical trip was included within the nozzle to help achieve an early and realistic transition
to a fully turbulent shear layer. The trip is applied by perturbing the flow solution in the
designated region at each computational time step. At each location within the trip boundary
condition, a random velocity perturbation (u′, v′, w′)I,J,K is computed. This perturbation has
a Gaussian distribution with a given turbulence intensity. The perturbation is then applied to
a stencil around a given point with index (I, J,K). For example, the axial velocity in a trip
plane at a given I location is then updated as:
uI,J,K = uI,J,K + u
′
I,J,K
uI,J+1,K = uI,J+1,K + 0.5u
′
I,J,K
uI,J−1,K = uI,J−1,K + 0.5u′I,J,K
uI,J,K+1 = uI,J,K+1 + 0.5u
′
I,J,K
uI,J,K−1 = uI,J,K−1 + 0.5u′I,J,K
uI,J+2,K = uI,J+2,K + 0.25u
′
I,J,K
uI,J−2,K = uI,J−2,K + 0.25u′I,J,K
uI,J,K+2 = uI,J,K+2 + 0.25u
′
I,J,K
uI,J,K−2 = uI,J,K−2 + 0.25u′I,J,K
A similar procedure is applied to the two other components of the velocity. The trip per-
turbation is applied sequentially across the cells in the J and K index directions resulting in
each cell being updated nine times. This leads to a spatial correlation of the net perturbation
between adjacent cells. However, as the the applied perturbation changes randomly at each
computational time step, there is no temporal correlation. Further details of the trip boundary
condition can be found in [108].
Buffer Zone
While not strictly a boundary condition, a buffer zone was applied to the edges of the com-
putational domain to help minimise reflected acoustic waves. No artificial damping terms are
explicitly added in this region as it was assumed that the increased cell volume and subsequent
increase to the sub grid scale viscosity would be sufficient to damp any reflected acoustic waves.
Boundary conditions are applied to a simulation in Delta via the boundary condition file.
The boundary condition file is composed of two sections. The first section identifies the block
faces or sub-faces to which the boundary conditions are applied followed by an identifier of the
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boundary condition to be used. The second part of this file contains the details of the boundary
condition necessary to be fully implemented in the simulation.
3.3 Far-Field Noise Prediction
Having reviewed both the Kirchoff and FWH surface methods for far-field noise prediction in
Sections 2.4.1 and 2.4.2, a permeable FWH surface technique was selected for noise prediction.
This was deemed acceptable as the FWH surface method does not require the calculation of
normal derivatives of the acoustic variable, φ, and is less sensitive to the location of the surface.
The latter point is especially influential as the CFD solver employed is fairly dissipative as
a result of the upwind discretization scheme. This also inhibits the use of direct calculation
of the far-field noise. The requirement for the Kirchoff surface to be in a region that obeys
linear flow equations, as mentioned earlier, requires a solver that is not very dissipative or
dispersive. Although the Kirchoff surface can be manipulated to be able to be placed in the
non-linear flow regions, becoming equivalent to the porous FWH surface method, thus it was
decided to employ the porous FWH method instead. Based on the inconclusive results of
investigations of the effect of closing the FWH surface at the jet outflow[129], in conjunction
with the evidence by Freund et al. [54] that the majority of noise components are accounted
for when the Kirchoff surface intersect a line connecting the sources and the observer location
(subsequently compounded by the findings of Shur et al.[115, 116] with a porous FWH surface),
it was decided that an open FWH surface would be used for noise prediction. It should be noted
that the work of Freund et al. regarding the intersection of the line connecting the source and
the observer should be extendable to the FWH surface method due to the equivalence between
the two methods shown by Pilon and Lyrintzis [104].
This section will describe the methodology through which the far-field noise is predicted
from the instantaneous flowfield results obtained from Delta and provide a demonstration of
the validity of the acoustic results obtained from the FWH surface.
3.3.1 Overview of the Noise Prediction Program
Prediction of far-field noise requires a series of instantaneous data that can be manipulated to
determine the pressure signal at a given observer location through the solution of Equations 2.15
and 2.16. To this end, surfaces of data are extracted from instantaneous sub-samples obtained
during the simulation run. These sub-samples provide a pseudo-instantaneous snapshot of the
flow-field. Each sub-sample contains a weighted contribution from the 40 constituent time-steps
that comprise the sub-sample. The weighted filtering process applied to the sub-samples helps
to ensure the capture of short lived events that may not be included in the data if instantaneous
data were simply to be extracted every 40th time step. These surfaces are taken in the form of
a cylinder enclosing the jet plume. An example of a typical surface used for noise prediction is
shown in Figure 3.5 below. In the figure the jet nozzle can be seen in black, and the example
surface is shown in transparent gray. Surfaces are chosen such that the major flow characteristics
are included within the surface and the stresses are negligible on the surface.
A high-level overview of the program structure is shown diagrammatically in Figure 3.6. The
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Figure 3.5: Example Ffowcs Williams Hawkings surface used for far-field noise prediction
process of predicting the far-field noise begins by collecting sub-samples at 40 time step periods
during the simulation run. The simulation must run a minimum time to provide sufficient
data to predict the noise contribution from the lowest frequencies required. Thus, the number
of timesteps the simulation is run for is determined by the lowest frequency desired to be
resolved and the timestep of the simulation. It is common to specify frequency in a non-
dimensional form using Strouhal number, St = fDj/Uj . It has been shown that the peak
downstream Strouhal number of a jet is around St = 0.2 [2, 122]. The lowest resolved frequency,
fmin, is determined by the duration of the simulation as fmin = 1/tsim, where tsim is the
time captured by the simulation, in seconds. In order to accurately capture the expected
peak frequency, each simulation was run for long enough that the minimum frequency was
approximately St = 0.1. Additionally, the highest resolved frequency, the Nyquist frequency
(fNyq) is limited at fNyq = 1/2∆t where ∆t is the simulation time step, in seconds. However,
due to the 40 time step sub-samples used in the current work for noise prediction, the Nyquist
frequency is effectively reduced to fNyq = 1/(40 × 2∆t). As expected, fmin and fNyq can be
converted to a Strouhal number to give nondimensional frequencies.
Once the simulation has run for the required duration the sub-sample files, in addition
to other input information specified by the user, are read by deltaFWH. After specifying the
location of the FWH surface to be created, deltaFWH extracts the necessary variables at the
points on the surface from each sub-sample file and writes them to an unformatted file.
After specifying far-field observer locations and ambient variables, FWH.f reads in the sur-
face variable files to predict the far-field acoustic pressure signal at each observer point using
Equations 2.14 to 2.16. The output of FWH.f is a file for each observer point specifying the
observer location and a time history of the acoustic pressure.
Finally the acoustic pressure signal at each observer point is fed into SPL.m and using a
Fourier transformation is converted to the frequency domain to allow calculation of the sound
pressure level of the signal. The overall sound pressure level is calculated from the root mean
square of the pressure signal, as shown in Equation 3.28. The resulting data at each observer
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Figure 3.6: Ffowcs Williams Hawkings noise prediction program structure
location can then be fed into OASPLplot.m to plot the variation of OASPL with observer
angle and SPL complot.m to plot the sound pressure level against the frequency. Overall sound
pressure levels are calculated as
OASPL = 20 log10
(
p′rms
pref
)
(3.28)
where pref is a reference pressure defined as pref = 20µPa.
3.3.2 Validation of Noise Prediction Program
Validation of the noise prediction program was achieved by comparing the predicted far-field
noise of a monopole point source to an analytical solution. From Najafi-Yazdi et al. [95] it is
known that a monopole sound-field is characterised by the velocity potential:
φ (~x, t) =
Q
4pir
e
iω
(
t− r
c0
)
(3.29)
From the velocity potential given in Equation 3.29 the induced ‘particle velocity’ is
~u (~x, t) = ∇φ (~x, t) (3.30)
The pressure disturbance caused by the monopole is
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p′ (~x, t) = −ρ0∂φ
∂t
(3.31)
and the density disturbance is given as
ρ′ (~x, t) =
p′
c20
(3.32)
Q is the velocity potential amplitude, r is the distance from the monopole point source to
the observer, ω is the frequency of the monopole, and t and c0 are time and the speed of sound
in the undisturbed medium, respectively. p′ and ρ′ are the pressure and density disturbances
caused by the presence of the monopole, and ρ0 is the ambient density.
Equations 3.29 through 3.32 provide exact analytical solutions to the velocity, pressure, and
density disturbances caused by the monopole. To validate the accuracy of the noise prediction
tool, a series of tests were performed by calculating the effects of a monopole point source on the
surface of a sphere with a radius of 1-2 metres, centred on the monopole. The results from the
monopole simulation were then used by the Ffowcs Williams Hawkings noise prediction program
and the far-field acoustic pressure signal at 100 meters from the monopole was predicted. The
results from the FWH program were then compared to an analytical solution of the same
monopole exactly at 100 meters from the source.
Five test cases were used to validate the noise prediction tool. Details of each test case are
given in Table 3.1. In each test case either the number of cells on a sphere surrounding the
monopole, the distance of the surface from the monopole, or the sample length was changed. It
was expected that increasing the number of cells would increase the accuracy of the prediction,
while changing the distance of the surface from the monopole was not expected to cause any
significant change to the results. In each test the amplitude of the velocity potential, Q, was
set to 10 m2/s and the frequency was given as 5 Hz. The SPL and OASPL results of each test
were compared to the analytical values.
Case name Number of cells Radius Duration OASPL % Error
n20r1 20× 20 1 m 1 s 80.8423 0.188%
n50r1 50× 50 1 m 1 s 80.7245 0.042%
n50r2 50× 50 2 m 1 s 80.7457 0.068%
n200r1 200× 200 1 m 1 s 80.7043 0.017%
n20r1 long 20× 20 1 m 5 s 80.8366 0.18%
Table 3.1: Test case specifics for noise prediction tool validation
From Equation 3.31 the analytical solution of the pressure disturbance at an observer point
is
p′ (~x, t) = −ρ0Qiω
4pir
e
iω
(
t− r
c0
)
(3.33)
after substituting the values of Q, ω and r into Equation 3.33 and simplifying, the amplitude
of the analytical pressure disturbance at the observer is ρ0/4 and the root mean square of the
pressure signal is then p′rms =
ρ0
√
2
8 . This gives an analytical OASPL of 80.6906 dB.
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Figure 3.7: Test case sound pressure level spectra. Test case ID’s are of the form n(number of
cells in each direction around the sphere)r(radius of sphere). Further details are provided in
Table 3.1
The overall sound pressure levels obtained from each of the test cases is provided in Table 3.1,
along with percentage error between the predicted and exact values. Increasing the number of
cells on the sphere increased the accuracy of the predicted noise. Tests cases n50r1 and n50r2
demonstrate that increasing the radius of the sphere diminishes the predicted results. This is
expected to be due to increased area of each cell due to the larger radius. Increasing the signal
length between tests n20r1 and n20r1 long provided a small increase in accuracy of OASPL
prediction, though not significant (less than 0.01% reduction in error).
In addition to OASPL measurements from the tests, the spectra of the predicted signal
was calculated. The spectra of the signals are provided in Figure 3.7. Tests n20r1, n50r1, and
n200r1 are indistinguishable from each other. Test case n20r1 long has a narrower base to the
peak at 5 Hz but predicts larger amplitudes for the other frequencies in the signal. Finally, test
n50r2 shows the most heightened values of the non-existent frequencies in the signal. Overall
the test cases clearly capture the dominant frequency of the monopole without any significant
problems. Furthermore, the predicted overall sound pressure levels for all test cases are all very
accurate; all having less than 1% error. Figure 3.7 demonstrates that the number of cells on
the surface has a minimal impact on the accuracy of the predicted spectra, provided that the
surface is reasonably close to the source.
The above results show that the program used to predict noise using the Ffowcs Williams
Hawkings surface method is capable of accurately predicting both the acoustic spectrum of the
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source and the overall sound pressure level. The results of the validation study allow for the
noise prediction tool to be used with confidence in more complex noise prediction, such as the
prediction of jet noise.
3.4 Correlations
Karabasov et al. [74] show the important relationship between the Lighthill stress tensor, Tij ,
and two-point, two-time correlations. An acoustic analogy based on information from these
correlations has been shown to provide accurate results, when compared to experiments. The
definitions of the two-point, two-time correlations used in this work have been put forth previ-
ously [90, 107], but are presented here for completeness.
Correlations provide a means of understanding the effect that an event in one part of the flow
has on another location within the flow. The second order correlations show the correspondence
between velocity fluctuations at two locations within the flow, while fourth order correlations
represent the connection between Reynolds stresses at two positions. In this section the defini-
tion of the second and fourth order correlations will be provided, followed with a discussion of
how these correlations are obtained from Delta.
3.4.1 Second Order Correlations
Second-order velocity correlations represent the correlation between velocity fluctuations at two
locations within the flow. For both the second and fourth order correlations, this work followed
the methodology of Harper-Bourne [61].
Let ~x indicate a reference point in space from which correlations will be measured with
reference to an initial time, t. Then ~η represents a spatial separation vector and τ denotes
temporal separation. For simplicity, A, B, and C represent specific coordinate pairs as follows:
A = (~x, t) , B = (~x+ ~η, t) , C = (~x+ ~η, t+ τ)
The the normalised second order correlations, Rij , are given by:
Rij (~x, ~η, τ) =
u′i (A)u
′
j (C)√
u′i (A)
2
√
u′j (B)
2
(3.34)
In the subscripts of the correlations, the variables i and j can have the values of 1, 2, and
3. These represent the axial, radial, and azimuthal directions, respectively.
3.4.2 Fourth Order Correlations
The fourth-order correlations represent the mutual relationship between the turbulent sources
in Lighthill’s equation. The fourth-order correlations describe the similarity between Reynolds
stresses within the interrogated flowfield. The fourth order correlations, Rijkl, are calculated
from:
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Rijkl (~x, ~η, τ) =
u′i (A)u
′
j (A)u
′
k (C)u
′
l (C)−
(
u′i (A)u
′
j (A)
)(
u′k (B)u
′
l (B)
)
(
u′i (A)
4
) 1
4
(
u′j (A)
4
) 1
4
(
u′k (B)
4
) 1
4
(
u′l (B)
4
) 1
4 −
√
u′i (A)
2
√
u′j (A)
2
√
u′k (B)
2
√
u′l (B)
2
(3.35)
Like the second-order correlations, the subscripts i, j, k, and l can have values of 1, 2, or 3,
representing the axial, radial and azimuthal directions, respectively.
These definitions of second- and fourth-order correlations are adopted to ensure that the
peak of the correlation (at zero temporal and spatial separation) is one. Additionally, these
definitions ensure that the correlation decays to zero as the separation approaches infinity.
Simplified correlations of interest can be obtained from specific values of ~η and τ . The auto-
correlation function is obtained by setting ~η = 0 and the spatial correlation function is obtained
when τ = 0.
Further statistics can be obtained from the second-order correlations. One such statistic
is the Eulerian integral lengthscale. It is possible to extract the Eulerian integral lengthscales
from the second order correlations as below:
kLij (~x) =
∫ ∞
0
Rij (~x, ηk, 0) dηk (3.36)
where k indicates the component of the direction vector along which the integration is calculated.
For a limited field of view, such as in the present simulations, the integration is carried out
to the first zero crossing of the correlation. This yields accurate results providing that the
point is located within a sufficiently large domain to ensure capture of the first zero crossing.
Additionally, the turbulent timescales can be calculated as the time at which the correlation
amplitude first reaches a value of zero.
The second- and fourth-order correlations are obtained using the XACT program, developed
at Loughborough University. The program was originally created for post-processing of PIV
data, but has had the ability to work with LES data added into the code. Upon the com-
pletion of the simulation, data in the region of interest for the correlations is extracted using
the DeltaXACT subroutine. The extracted instantaneous data is then used to calculate the
correlations using XACT.
3.5 Closure
This chapter reviewed three core components of the current work: CFD solver details, noise
prediction calculation, and spatio-temporal correlation computation. The details of the nu-
merical solver, Delta, were discussed, including explanation of the code features including non-
dimensionalisation, application of boundary conditions, and mesh generation. The sequence
of programs required for noise prediction was also examined. Details of the process through
which flowfield variables are converted into predicted far-field acoustic pressure was given. This
was followed by a validation study of the noise prediction program, showing the high levels
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of accuracy obtainable from the method. Finally, the details of calculating the second- and
fourth-order correlations were provided.
The first chapters of this work have provided a solid understanding of the requirement and
means of reducing jet noise, an appreciation of the viability of and challenges associated with
using numerical simulations to predict jet noise, and a recognition of the intricacies of employing
numerical methods to predict fluid and acoustic events. The next chapter will outline the
problem definition, where details of the computational domains and boundary conditions will
be given. Additionally, Chapter 4 will review the simulation runtimes and the file sizes and
amount of data generated by the simulations.
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Problem Definition
Alkislar et al. [5] collected fluid and acoustic data for an unheated Mach 0.9 jet in a clean
configuration, with 9 equally spaced chevrons, and with eight equally spaced microjets. Stereo-
scopic PIV was used to obtain 3-dimensional flowfield data in the first few diameters from the
nozzle exit. High quality mean velocity, vorticity, and turbulence statistics have been made
available to Loughborough University, in addition to the published results in reference [5]. The
depth of data available, coupled with the quality of the experimental results, makes this a good
experimental case to validate computational simulations against. Furthermore, acoustic data is
provided in the reference with good levels of detail. Overall sound pressure levels were recorded
for all jets for observer angles from 20◦ to 90◦, with spectral data provided at the lower and up-
per limits of the observer locations. The results demonstrated that the addition of the chevrons
to the nozzle provided up to 2 dB noise reduction in the downstream direction and up to a 1
dB penalty at sideline observer angles. Conversely, the microjets provided a more consistent
benefit between 0.5 – 1 dB across all observer angles. Due to the abundance of high quality
data available, this experimental work was chosen as the case for computational validation. It
was selected to investigate only the clean and microjet configurations as it is believed that the
fluid injection means of noise reduction shows promise for providing noise benefits without the
associated thrust and fuel burn penalties of static chevrons. However, fluid injection technology
for noise reduction is still in its infancy and more work to better the communal understanding
of the method is required. For simplicity, for the rest of this work, mention of Alkislar et al.
will refer to the works of reference [5], unless otherwise explicitly stated.
This chapter will outline the parameters of the simulations that were performed, detailing
nozzle and microjet geometries and operating conditions with comparison to the experimental
set up, the computational grids used, and the noise prediction surface geometries.
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Figure 4.1: Diagram showing nozzle and microjet geometry
4.1 Simulation Parameters
Alkislar et al. [5] provide detailed information of the main nozzle and microjet geometry used in
the experiment. Figure 4.1 shows some of the key properties of the nozzle and microjets. The
nozzle exit diameter was 69.85 mm with a lip thickness of 0.58 mm and a convergence angle
of 4.3◦. Each microjet was inclined relative to the nozzle centreline by 60◦. This is a sensible
injection angle to choose for the microjets as it was shown to provide the best noise reduction in
the work of Callender et al.[31] The microjets were located 5.1 mm downstream from the nozzle
exit and 2.5 mm radially outboard from the inner nozzle lip. In the experiment, the microjets
were straight tubes with an inner diameter of 800µm.
In all simulations the nozzle diameter, lip thickness, and convergence angle were identical
to the experimental nozzle. The experimental main jet had an exit Mach number of 0.9 and a
Reynolds number of 1.3× 106, based on exit velocity and nozzle diameter; this was maintained
in the simulations.
4.2 Computational Domains
In total, four simulations were performed, with clean and microjet simulation pairs being com-
pleted on two cylindrical grids. Both of the computational domains were designed to match the
nozzle geometry used in the experimental work of Alkislar et al. [5]. Both grids have the same
geometrical size, extending 3.75Dj upstream of the nozzle exit, 30Dj downstream of the nozzle
exit, and 10Dj in the radial direction. The first grid contained 707 × 203 × 720 (axial × radial
× azimuthal) elements with bunching in the azimuthal direction. This azimuthal bunching
was implemented to provide increased resolution in the regions of the microjets while trying
to reduce computational costs. The angular size of each element in the azimuthal direction
varied sinusoidally from 0.25◦ to 0.75◦ with the finer elements located in-line with the microjet
locations. The finest cell size in the radial direction was located at the nozzle lip, with a height
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Case ID Microjets Active Nx Nr Nθ Grid Cell Count
AKB720 7 707 203 720 100 million
MJ AKB720 3 707 203 720 100 million
AKB1440 7 707 203 1440 200 million
MJ AKB1440 3 707 203 1440 200 million
Table 4.1: Simulation case IDs and descriptions
(a) Half of the AKB720 mesh (b) Half of the AKB1440 mesh
Figure 4.2: Half views of AKB720 and AKB1440 grids
of 0.4× 10−3Dj . Likewise, the finest cell size in the axial direction was located in-line with the
nozzle exit and had a length of 1.5× 10−3Dj .
The second, increased resolution grid, doubled the number of azimuthal elements while
removing the azimuthal bunching. The resulting grid contains 1,440 elements distributed uni-
formly in the azimuthal direction, giving an angular cell width of 0.25◦ for all cells. The domain
dimensions remained the same as the first grid. The grids contained 100 million and 200 mil-
lion elements, respectively; both had the same multi-block topology of 47 blocks. To aid with
discussion, the 100 million element grid with azimuthal bunching will be referred to as AKB720
and the 200 million element grid case will be referred to as AKB1440 from here on. Simulations
with the microjets active used the same grids as the clean jet simulations, thus the microjet
simulations will be referred to as MJ AKB720 and MJ AKB1440, referring to the 100 million
and 200 million element grids, respectively. This naming convention is outlined in Table 4.1.
The two grids are shown in Figure 4.2 by slicing the domain in half so as to allow the
clustering at the nozzle and in the shear layer to be visible. For the AKB720 grid (Figure 4.2(a))
the clustering in the azimuthal direction is clearly seen and this is further highlighted by a cross-
section at the nozzle exit shown in Figure 4.3(a). Figure 4.3(b) shows the AKB1440 mesh at
the nozzle exit. It should be noted that in Figure 4.3(b), the dark quatrefoil in the centre of
the mesh is an artefact of the plotting anti-aliasing routines and the mesh is indeed uniform in
the azimuthal direction. The dark ring in both figures coincides with the nozzle lip, where the
cells with the shortest radial length exist.
53
4.2 Computational Domains
(a) 100 million element mesh (b) 200 million element mesh
Figure 4.3: Cross section of computational grids showing azimuthal clustering
Figure 4.4: Close-up view of mesh near nozzle exit
Figure 4.4 provides a close-up view of the mesh near the nozzle lip. The nozzle lip, with a
thickness of 8.3 × 10−3Dj , or 0.58 mm, was defined by 20 uniform cells with a radial spacing
of 0.4 × 10−3Dj , matching the wall spacing inside the nozzle. The fine radial grid spacing is
important to resolve the high gradients and small turbulent structures of the wall boundary
layer inside the nozzle and the free shear layer downstream. However, as the shear layer grows
in size the spacing is increased downstream to reflect the reduction in mean gradient and the
increase in size of the dominant turbulent eddies. The 0.25◦ angular spacing results in a linear
azimuthal dimension of 0.2× 10−3Dj at the nozzle lip.
In order to minimise acoustic waves reflecting off the edges of the domain, an aggressive
stretching was applied to the furthest portions of the grid to help damp oscillations in the
simulation. In the axial direction, at a location of x/Dj = 20 the growth rate was increased to
1.1, giving a final cell space of 1.38Dj . At a radial location of r/Dj = 7.5 the growth rate was
again increased. In-line with the nozzle exit the ratio was increased to 1.06.
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Case Name Amj Mmj ρmj umj m˙mj
m˙mj
m˙j
ρmjumj
ρjuj
ρmju
2
mj
ρju2j
Alkislar Experiment 5× 10−7 m2 1.5 1.7 kg/m3 432 m/s 3× 10−3 kg/s 0.4× 10−3 1.9 2.5
MJ AKB720 2.28× 10−6 m2 1 1.4 kg/m3 317 m/s 8× 10−3 kg/s 1.4× 10−3 1.3 1.23
MJ AKB1440 2.49× 10−6 m2 1 1.4 kg/m3 317 m/s 9× 10−3 kg/s 1.5× 10−3 1.3 1.23
Table 4.2: Experimental and simulated microjet parameters
4.3 Microjet Parameters
In the experiment, the microjets were fed with air at a pressure of 700kPa, yielding an ideal fully
expanded Mach number of Mmj = 2. However, due to losses from the small diameter piping, the
experimentalists expected a fully expanded microjet Mach number of Mmj = 1.5. The reported
total mass flow rate of the microjets was m˙mj = 0.007 kg s
−1. Thus, the injected-to-main jet
mass flow ratio was
m˙mj
m˙j
= 0.004 and the experimental momentum flux ratio was
ρmju
2
mj
ρju2j
= 2.5.
The simulations maintained the experimental main jet Mach number of Mj = 0.9 while
the microjet operating parameters were varied slightly from the experimental values. Table 4.2
gives information for some key microjet parameters: microjet area, Amj ; fully expanded mi-
crojet Mach number, Mmj ; fully expanded density, ρmj ; fully expanded velocity, umj ; total
injected mass flow rate, m˙mj ; injected to main mass flow ratio; the momentum ratio; and the
momentum flux ratio. The fully expanded properties were obtained by employing the isentropic
gas relations for a perfectly expanded jet. The microjet diameter was approximately doubled
in the simulation, resulting in a four-fold increase in microjet area. Additionally, the micro-
jet nozzle pressure ratio was set as 1.89, yielding a fully expanded microjet Mach number of
1.0. Because the microjets were introduced into the simulations as pressure inlets within the
flowfield domain, stability difficulties required the lower Mach number. Furthermore, stability
issues required that the microjet area be increased over the experimental area. Due to this
increase in microjet area the injected to main mass flow ratio was increased by approximately
3.5 times. However, this did not impact the momentum ratio between the microjets and the
main jet, which has the value of 1.3 in the simulations instead of 1.9. Based on the experimental
work of Zaman [135, 134], it is expected that the momentum ratio and momentum flux ratio,
both unaffected by the increase in microjet area, are more significant factors in the evolution
of the microjet, and the effect they have on the far-field noise, than the mass flow ratio.
4.4 Noise Prediction Details
The Ffowcs Williams Hawkings noise prediction method requires surfaces of instantaneous data
surrounding the jet. It was discussed earlier that accurate noise prediction is sensitive to the
location of these surfaces. To ensure that the most accurate predicted noise was obtained from
the simulations, seven surfaces of data were extracted from within the simulations. All surfaces
were located along grid lines of constant radial index, J, creating cylinders or truncated cones
around the jet. The nearest surface was created at J = 123; subsequent surfaces were at 5 step
intervals up to a maximum of J = 153. The surfaces were open at both ends, the effects of
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Figure 4.5: Surfaces used for FWH noise prediction
which were discussed earlier. Figure 4.5 shows half of the 7 surfaces around instantaneous iso-
surface of Mach 0.5 from the AKB720 simulation. All of the slices have the same axial length,
starting at the nozzle exit at x = 0Dj and extending to x = 19.1Dj . This length was chosen as
it provides a balance between overall length of the surface yet avoids the edges of the domain
where an aggressive stretching of the mesh exists. The radial locations of the surfaces vary from
a minimum at the nozzle exit to a maximum at the downstream location. Table 4.3 details the
radial locations of each of the slices and the associated cutoff frequencies (Stc) as a Strouhal
number. Assuming 6 cells are required to resolve a wave, then the cutoff frequency of the
surfaces varies from 14.8 to 21, depending on the location of the surface. Often in LES, and as
is the case for the present work, the required time steps are so small that Nyquist frequency for
the acoustic prediction is well beyond the cutoff frequency of the FWH surfaces. For example,
in the MJ AKB1440 simulation the Nyquist frequency is StNyq = 62, almost three times the
highest cutoff frequency of any of the FWH surfaces used. Details of timesteps and run times
are provided in Table 4.4. For each case the timestep in seconds, δt, is given, followed by a
non-dimensional timestep, δtnd, normalised by the jet velocity and nozzle diameter. Following
this the run time and minimum and Nyquist frequencies are provided. Table 4.4 shows that
noise prediction was obtained from a sample length of approximately 5.6×10−3 seconds, giving
a uniform minimum non-dimensional frequency of Stmin = 0.04, while the Nyquist frequency
varied with the timestep from StNyq = 26.4 for the AKB720 simulation to StNyq = 62 for the
MJ AKB1440 simulation.
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Slice Location rmin rmax Stc
123 0.549Dj 2.165Dj 21.0
128 0.567Dj 2.286Dj 20.0
133 0.592Dj 2.418Dj 18.9
138 0.626Dj 2.560Dj 17.8
143 0.674Dj 2.716Dj 16.8
148 0.740Dj 2.887Dj 15.8
153 0.831Dj 3.076Dj 14.8
Table 4.3: FWH slice location details
Case δt (s) δtnd Runtime Stmin StNyq
AKB720 1.14× 10−7s 4.73× 10−4 5.8× 10−3s 0.04 26.4
MJ AKB720 8.04× 10−8s 3.34× 10−4 5.7× 10−3s 0.04 37.46
AKB1440 8.04× 10−8s 3.34× 10−4 5.4× 10−3s 0.04 37.46
MJ AKB1440 4.86× 10−8s 2.02× 10−4 5.6× 10−3s 0.04 62.00
Table 4.4: Simulation details for noise prediction including minimum and Nyquist frequencies
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Case Total Timesteps Run Time CPU Hours
AKB720 51,160 13.2 days 15,220 hrs
MJ AKB720 70,960 17.7 days 20,342 hrs
AKB1440 66,960 19.2 days 22,128 hrs
MJ AKB1440 115,960 25.3 days 29,093 hrs
Table 4.5: Time requirements for noise prediction for each simulation
The radial locations of the noise prediction surfaces were selected with the intent that the
first surface (J = 123) would be very close to the jet and microjet injection location (J = 114). As
discussed earlier, neglecting the quadrupole term in the FWH equations requires that Lighthill’s
stress tensor be small outside of the surface. It is possible that with the nearest surface there may
be some non-zero components to Lighthill’s stress tensor outside of the surface. The furthest
surface (J = 153) was selected with the expectancy that it would enclose all the significant
terms required for the noise prediction, though may be so far away from the jet that dissipation
of the variables starts to artificially damp the predicted radiated noise. The intermediate slices
are expected to find the ideal location, providing sufficient proximity to the jet that dissipation
is not an issue, while still enclosing all of the significant noise sources.
The length of the FWH surfaces was chosen to enclose the majority of the computed jet, while
avoiding any non-physical results near the domain end, where the grid has been aggressively
stretched to provide some damping of variable to avoid pressure waves being reflected and
contaminating the results. The surfaces were left open at the ends due to the lack of evidence
demonstrating a significant increase in accuracy with closed surfaces.
4.5 Computational Resources
It is important to be aware of the computational resources that were required for the four
simulations. Statistics were obtained during the run times outlined earlier in Table 4.4. Due to
the differences in the computational grids and the flow properties of the clean jet and microjet
simulations, different timesteps were required. As a result, the number of time steps required for
the simulations to achieve the desired minimum frequency varied. Table 4.5 details the number
of timesteps used in each simulation, nδt, the time taken to run the total number of time steps
and then the CPU hours associated with the simulations.
Table 4.5 begins to highlight the computational expense associated with the computations
performed. Running on 48 cores, even the fastest simulation still took 13 days for data acqui-
sition. The times provided in Table 4.5 do not include the time each simulation was run to
reach a statistically stationary point. Furthermore, it should be noted that the AKB720 and
MJ AKB720 simulations were run on the national supercomputer, HECToR, where the simu-
lations could run for only 12 hour periods. Once the submitted job had completed, the job was
then re-submitted for a further 12 hours. A similar queueing system was in place on the Lough-
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borough University computer, Hydra, where the AKB1440 and MJ AKB1440 simulations were
run, though the simulations could run for 100 hour periods. Consequently, the times outlined
in Table 4.5 demonstrate the computer time required for the simulations only.
It is also important to be aware of the file sizes associated with the simulations. The mesh
files used by the AKB720 and MJ AKB720 simulations were approximately 2.1 GB in size, while
the mesh files for the AKB1440 and MJ AKB1440 simulations were 4.1 GB large. Restart files,
written every few thousand time steps, act as a save file and are used for post-processing of the
aerodynamic results. These files were 6 GB for the AKB720 and MJ AKB720 simulations and
12 GB for the AKB1440 and MJ AKB1440 simulations. The large files associated with high
resolution simulations have two implications. The first is that the memory available to each
processor must be considered. For the lower resolution simulations, each processor, associated
with one block, required roughly 800 MB of memory. The higher resolution simulations needed
approximately 1.8 GB of memory for each processor. The increased memory requirements of the
finer mesh formed part of the motivation to run the simulations on the Loughborough University
machine.
The large files associated with the simulations and the requirement to record a time history of
each simulation for noise prediction has resulted in a very large amount of data being generated
during this study. In all, almost 20 TB of data has been generated by the four simulations. It
should be noted that the storage of such a large amount data is not a trivial matter, and these
implications of performing high fidelity time resolved simulations must be considered when an
investigator is beginning his research.
4.6 Closure
This chapter has detailed the Alkislar et al. experimental main jet nozzle and microjet geometry
and operating conditions. The two computational domains that were used in this work were
described, highlighting the azimuthal bunching that was employed in the 100 million element
mesh. Further details of the computational grids, including domain size and cell spacings were
outlined. The experimental microjet conditions were reported and the differences between these
and the computational microjets were highlighted. The simulated microjets were introduced
with a nozzle pressure ratio of 1.89. The momentum ratio of the microjets in the simulations is
less than the experimental values. However, this value, expected to be the dominant relationship
determining the behaviour of the microjets, is limited by the stability issue encountered in
setting up the simulation.
Details of the FWH noise prediction surfaces were provided, indicating the axial and radial
extent of the different surfaces. The justification for the surface locations was given, showing
that the nearest surface is expected to contain fluctuating components of the flow, thus invali-
dating the approximation that the quadrupole terms may be neglected. Conversely, the furthest
surface is expected to be far enough away from the jet that numerical dissipation caused by
the solver would affect the acoustic results. The surfaces in the middle were explained to be
expected to find the best location for accurate noise prediction.
Furthermore, this chapter discussed the computational requirements associated with per-
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forming the simulations. The computational time need for running the simulations was shown
to be in the order of weeks. In addition to this, the size of the files generated by the simulations
was discussed, and the overall storage requirement for the data generated from the simulations
was shown to be approximately 20 TB.
Having outlined and justified the simulation parameters in this chapter, the next chapter
will review the results of the simulations and provide comparison to the experimental results of
Alkislar et al. Chapter 5 will begin with aerodynamic results, then review acoustic results and
end with an examination of the second and fourth order correlations.
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Results
The results of the four simulations based on the experimental work of Alkislar et al. [5] will
be presented and discussed in this chapter. The results will be compared to experimental data
where available. This chapter comprises of three sections covering aerodynamic flowfield results
first, followed by acoustic results, and ending with second- and fourth-order correlations results.
5.1 Aerodynamic Results
To begin, fluid mechanic results, including mean and instantaneous flowfield data, will be inves-
tigated. This will help to verify the results of the simulation against the experimental results
obtained by Alkislar et al. A unique, previously unreported, interaction between the main jet
and the microjet will be discussed at length. The impact of this main-microjet interaction on
the predicted far-field noise and two-point correlations will then be discussed in the following
sections, in conjunction with a comparison of the noise and correlation results to experimental
data, where available.
5.1.1 Effect of Azimuthal Cell Spacing
The two sets of simulations that were outlined in Chapter 4 will first be compared to investigate
the impact of the azimuthal cell spacing on the development of the jet. Instantaneous iso-
surfaces of Mach 0.25 from the AKB720 and AKB1440 simulations are shown in Figures 5.1
and 5.2, respectively. Both simulations include a numerical boundary layer ‘trip’ within the
nozzle, located 0.5Dj upstream of the nozzle exit, as detailed in Section 3.2.4. The trip is used
to introduce weakly correlated turbulence near the wall which persists at a low level at the
nozzle exit plane. Although this turbulence is weak, it causes a realistic generation of the initial
shear layer and avoids the creation of unphysical toroidal vortex structures near the nozzle exit.
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(a) Overview of early shear layer development (b) Closeup showing azimuthal variation in shear
layer transition location
Figure 5.1: Instantaneous iso-surfaces of Mach 0.25 (AKB720)
(a) Initial shear layer (b) Closeup showing azimuthal uniformity in shear
layer
Figure 5.2: Instantaneous iso-surfaces of Mach 0.25 (AKB1440)
Figure 5.1(a) shows the region near the nozzle exit for the AKB720 simulation, with a
closer view provided in Figure 5.1(b). While the figures demonstrate an early transition to
a fully turbulent shear layer, Figure 5.1(b) reveals that the axial location of the transition
to a fully turbulent state varies with azimuthal location. An earlier transition to turbulence
occurs in regions where the azimuthal bunching has reduced the cell width (indicated by ‘A’
in Figure 5.1), while the more delayed transition occurs in areas with a larger azimuthal cell
width. It is possible that the azimuthal component of the early turbulent structures plays
an important role in the transition to a fully turbulent shear layer. It is also possible that
the reduction in length scale in the Smagorinsky sub-grid scale model (which is based on the
cube root of cell volume) also plays a role as this will locally reduce sub-grid scale viscosity.
Examining Figures 5.2(a) and (b) it is seen that this anomalous variation in transition location
is not present in the uniform azimuthal spacing AKB1440 case.
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(a) AKB720
(b) AKB1440
Figure 5.3: Instantaneous contours of vorticity magnitude near the nozzle exit
This delay in shear layer transition to a fully turbulent state can additionally be seen in
vorticity magnitude contours in the x − r plane near the nozzle exit, plotted in Figure 5.3.
The location of the AKB720 slice is aligned with the largest azimuthal cells and the shear
layer clearly remains laminar for longer than the AKB1440 case before large-scale coherent
structures develop and propagate downstream. For the AKB1440 case, there is a transition to a
fully turbulent shear layer from x/Dj = 0.05−0.1 with no dominant large-scale structures. This
indicates that the azimuthal size of the cells is an important factor when resolving structures
in the early shear layer development.
Figure 5.4 shows instantaneous contours of vorticity magnitude across a microjet for the
MJ AKB720 and MJ AKB1440 simulations. Compared to Figure 5.3(a), it is evident that
the introduction of the microjet causes a significant increase to the thickness of the shear
layer downstream of the injection location. The shear layer from the main jet impinges on
the microjet creating an unsteady interaction and a feedback mechanism that creates vortical
structures immediately downstream of the nozzle lip in the region x/Dj = 0−0.05. Downstream
the microjet blockage has a wake-like effect with significantly larger turbulent structures than
are visible from non-microjet visualisations.
Finally, the impact of the azimuthal cell variation in the AKB720 and MJ AKB720 simu-
lations on turbulent kinetic energy levels at x/Dj = 0.25 is examined in Figure 5.5. The TKE
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(a) MJ AKB720
(b) MJ AKB1440
Figure 5.4: Instantaneous contours of vorticity magnitude with microjets active
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(a) AKB720 x/Dj = 0.25 (b) MJ AKB720 x/Dj = 0.25
(c) AKB1440 x/Dj = 0.25 (d) MJ AKB1440 x/Dj = 0.25
Figure 5.5: Contours of turbulent kinetic energy at X/Dj = 0.25
values in the AKB720 simulation demonstrate a clear non-uniformity around the shear layer; the
regions of high TKE coincide with regions of largest azimuthal cell sizes. The azimuthal TKE
distribution at the same location in the AKB1440 simulation is uniform in comparison. The
effects continue to be visible in the microjet simulations, where the regions between the injec-
tion locations show larger TKE values in the MJ AKB720 simulation than in the MJ AKB1440
simulation.
At this point it is evident that the bespoke azimuthal bunching introduced into the AKB720
simulations has a detrimental impact on the development of the jet. In order to minimise any
influence of the mesh on the results, from this point onwards only results from the AKB1440
and MJ AKB1440 simulations will be presented and discussed.
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5.1.2 Mean Flowfield Results
Mean x − r planes of Mach number for the clean and microjet simulations are presented in
Figure 5.6. Besides feint regions of heightened Mach number originating at the microjet injection
location, these figures do not show evidence of any significant large scale differences between the
simulations. Normalised mean centreline velocity profiles for the simulations are compared to
the experimental results in Figure 5.7. The simulated centreline velocities plotted in Figure 5.7
have all been normalised by the expected jet velocity, Uj , based on isentropic gas relations for a
Mach 0.9 jet with a total temperature T0 = 300K. The unprocessed experimental data, shown
in gray, does not ever reach the predicted jet velocity. Instead, the experimental jets show a
centreline velocity closer to u/Uj = 0.94 for the clean jet and u/Uj = 0.96 with the microjets
active. It should be noted that these data are obtained from a dataset provided by Alkislar
and are not interpolated from published results. However, it is understood that these data are
the same data as published in [5]. In order to aid comparison the experimental results can
be re-normalised so that the non-dimensional centreline velocity is unity. This was done by
normalising by the maximum of the experimental data for each set. The original and modified
experimental data are plotted alongside the simulation results in Figure 5.7.
The experimental data does not extend past x/Dj = 5.5 and so the potential core length is
not captured. The fluctuations in the experimental data at early axial locations are explained
by Alkislar et al. to be due to unsteadiness in the tunnel operating conditions. The simulated
centreline jet velocities begin by accelerating from u/Uj = 0.9 to approximately 1.0 in the first
half of a jet diameter. This is caused by a vena contracta effect, where the flow continues to
contract after the nozzle exit, thus accelerating the flow to the full jet velocity. The potential
core for the clean jet extends to approximately 6Dj . While the potential core length was not
captured in the experiments, the simulated potential core length matches the work of Arakeri et
al. [13] Inclusion of the microjets in the simulation extends the potential core length to closer to
6.5Dj . This elongation of the potential core is an expected results and has been demonstrated
both experimentally [13, 35] and numerically [117]. This extension of the potential core is likely
due to the addition of momentum to the jet by the microjets, or by the reduced mixing that
is caused by the introduction of the microjets, as will be discussed later. Past the end of the
potential core the velocity decay rate is increased slightly in the microjet case.
Iso-surfaces of mean Mach number M = 0.25 are displayed for the clean and microjet cases
in Figures 5.8(a) and (b), respectively. The mean effect of the microjets is to cause the shear
layer near the injection location to be displaced away from the centreline. Further downstream
a wake-like region appears, and a contraction of the surface exists behind the microjets.
To investigate further the impact of the microjets on the initial shear layer, r − θ planes
of mean Mach number near the nozzle exit are examined. Mean Mach contours at an axial
station of x/Dj = 0.1 are presented in Figure 5.9. Figure 5.9(a) shows the mean clean jet Mach
number contours at x/Dj = 0.1 while Figure 5.9(b) shows the contours for the microjet case.
At this early axial location the microjets are just beginning to penetrate the shear layer. The
microjets cause small disturbances to occur around the shear layer. An outward deflection of
fluid in-line with the microjet injection point can be seen on the outside of the jet, while small
protuberances begin to penetrate the potential core.
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(a) AKB1440
(b) MJ AKB1440
Figure 5.6: Contours of mean Mach number
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Figure 5.8: Mean iso-surface of Mach 0.25
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(a) AKB1440 (b) MJ AKB1440
Figure 5.9: Comparison of mean Mach contours for AKB1440 and MJ AKB1440 simulations at
x/Dj = 0.1
Figure 5.10 shows the Mach number contours for r− θ planes at an axial station of x/Dj =
0.25. At this axial station the outward disturbances caused by the microjet injection have
reduced in height but have spread slightly in the azimuthal direction. Inside of the potential
core the microjet injection causes localised U-shaped regions of increased Mach number. These
regions of increased Mach number are possibly due to either the passage of the microjet through
this region, or to an acceleration of the main jet flow around the protuberance caused by
the microjet injection, or a combination of both. Additionally, at this location, between the
microjets the shear layer has a reduced curvature compared to the clean jet case.
At x/Dj = 0.5, shown in Figure 5.11, the flow features that were visible at the more upstream
locations remain. Notably, the localised regions of high Mach number are still found inside of
the main jet potential core and the shear layer between the microjets retains the less curved
shape.
Radial velocity profiles for the clean experimental and simulated jets are shown in Fig-
ures 5.12(a) to (c). At x/Dj = 1, shown in Figure 5.12(a), the velocity decay rate through
the shear layer is slightly underpredicted by the simulation. This may be attributable to the
small co-flow that was included in the simulation for stability purposes, which can be seen in
the outer portion of the numerical velocity profile. This co-flow will reduce the velocity differ-
ence between the potential core and the ambient air, thereby reducing the velocity decay rate
through the shear layer. Recall that the experimental data was re-scaled to ensure that the
non-dimensional velocity at the centreline was unity. This data alteration will have changed the
slope of the profile through the shear layer, adding to the disparity between the experimental
and numerical profiles. Nevertheless, the velocity profile at this station agrees well with the
experimental profile; the radial extent of the potential core and shear layer both match well with
the experimental values. These trends continue through profiles at x/Dj = 2 and x/Dj = 5,
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(a) AKB1440 (b) MJ AKB1440
Figure 5.10: Comparison of mean Mach contours for AKB1440 and MJ AKB1440 simulations
at x/Dj = 0.25
(a) AKB1440 (b) MJ AKB1440
Figure 5.11: Comparison of mean Mach contours for AKB1440 and MJ AKB1440 simulations
at x/Dj = 0.5
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(a) x/Dj = 1 (b) x/Dj = 2
(c) x/Dj = 5
Figure 5.12: Radial velocity profiles for experimental and simulated clean jets
shown in figures 5.12(b) and 5.12(c), respectively. However, at the later stations the velocity
gradient through the shear layer matches well with the experimental profiles.
Figure 5.13 provides radial profiles of velocity for both the experimental microjet and the
MJ AKB1440 simulation at the same axial locations. Profiles are given both in-line with the
microjet injection location and between two microjets. The clean AKB1440 profiles are included
as a baseline reference. Figure 5.13(a) shows the velocity profiles at x/Dj = 1. With the
microjets active, the velocity profile between the microjet injection location is shown to be
displaced radially outboard from the baseline in both the experiment and the simulation. In-
line with the microjets a reduction in the radial extent of the jet core was simulated which
closely matches the experimental values. However, the extent of the velocity reduction through
the microjet wake is larger in the simulation.
At x/Dj = 2, Figure 5.13(b), the profile between the microjets is shifted away from the
jet centreline in the simulation. In-line with the microjet injection points a wake, due to
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(a) x/Dj = 1 (b) x/Dj = 2
(c) x/Dj = 5
Figure 5.13: Radial profiles of velocity for microjet experimental and simulation results
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(a) AKB1440 x/Dj = 0.1 (b) MJ AKB1440 x/Dj = 0.1
Figure 5.14: Contours of turbulent kinetic energy at X/Dj = 0.1
the effective blockage from the microjet penetration, reduces the radial dimension of the jet
core. The simulations overpredict the radial extent of this wake, taking longer for the velocity
to match the baseline profile. In the experimental case the velocity profile in-line with the
microjets crosses the baseline profile near r/Dj = 0.5, with the microjet profile maintaining a
higher velocity in the outer regions of the shear layer than the baseline. This is not captured in
the simulations, where the microjet velocity profile only manages to match the baseline profile
at the outer most regions of the shear layer.
Figure 5.13(c) shows the radial velocity profiles at x/Dj = 5. At this location the effect of
the microjets on the velocity profiles in the simulation has diminished and the profiles collapse
onto the AKB1440 profile. The experimental profiles, however, do not collapse and rather
the profile in-line with the microjets extends further in the radial direction than the profile
between the microjets. This is an unexpected result and is likely due to a small shift in the
jet centreline in the experiment due to the test facilities as discussed by Alkislar et al. [5].
Because the experimental jet was located relatively close to one of the walls of the test cell the
jet was deflected by 2◦. Despite this, there is are no other significant differences between the
experimental velocity profiles, demonstrating a limited impact of the microjets on the velocity
field at this location.
Figures 5.14 to 5.16 show contours of turbulent kinetic energy for the clean and microjet
simulations at x/Dj = 0.1, 0.25, and 0.5, respectively. At x/Dj = 0.1, shown in Figure 5.14,
the presence of the microjets creates regions of high TKE that dominate the protuberances
that they cause inside of the shear layer. At x/Dj = 0.25 the shear layer between the microjet
injection locations in the MJ AKB1440 simulation (Figure 5.15(b)) takes on a noticeably less
curved form. The areas near the injection locations show high TKE where the shear layer is
penetrated by the microjet. At x/Dj = 0.5 the shear layer retains the octagonal shape caused
by the presence of the microjets. The microjet injection continues to cause a deformation to
the circular shape of the shear layer with an associated increase in TKE.
73
5.1 Aerodynamic Results
(a) AKB1440 x/Dj = 0.25 (b) MJ AKB1440 x/Dj = 0.25
Figure 5.15: Contours of turbulent kinetic energy at X/Dj = 0.25
(a) AKB1440 x/Dj = 0.5 (b) MJ AKB1440 x/Dj = 0.5
Figure 5.16: Contours of turbulent kinetic energy at X/Dj = 0.5
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Radial turbulent kinetic energy profiles of the clean experimental jet and the AKB1440
simulation at x/Dj = 1, 2, and 5 are given in Figures 5.17(a) to (c), respectively. It should
be noted that, like the velocities in Figures 5.7, 5.12, and 5.13, the experimental TKE levels
have been re-normalised using the actual jet velocity, not the expected velocity. At x/Dj = 1
the simulation shows a peak turbulent kinetic energy level of 0.015U2j while the experimental
peak is 0.005U2j . The reason for this large discrepancy is unclear, though it may be that the
experimental PIV resolution is not sufficiently fine in the near nozzle region to fully resolve the
stresses in this region. The PIV data comes from planes divided into 120 × 80 cells, with as
few as 4 cells across the shear layer. Another cause of the variation could be the numerical trip
applied in the simulations. As mentioned earlier, this trip helps the shear layer to transition
to a turbulent state early in the development. It is possible that the experiment, without any
boundary layer trip inside the nozzle, had a later transition to a fully turbulent shear layer, thus
reducing the turbulent kinetic energy compared to the turbulent shear layer in the simulations.
At x/Dj = 2 the turbulent kinetic energy of the simulation is closer to the experimental
profile though the values remain overpredicted. By x/Dj = 5 the simulation shows an under-
prediction in the turbulent kinetic energy and the outer portion of the shear layer is significantly
more narrow than the experimental profile.
The graphs in Figure 5.17, when viewed as a whole, demonstrate interesting trends. The
TKE in the experimental shear layer increases by more than a factor of 3 and the simulated jet
values remain essentially constant. Additionally, the radial location of the centre of the shear
layer (taken as the location of peak TKE) increases with downstream location in the experiment,
while in the simulation a small contraction is observed. The simulation is a much closer match
to the experimental results of Callender et al. [31], which showed a relatively constant radial
location of the peak turbulent kinetic energy values in the shear layer in the first 5 jet diameters,
with levels that were constant and comparable with the AKB1440 simulation results. Why the
data of Alkislar et al. deviates from the trends found by Callender et al. is unclear.
Figures 5.18(a) to (c) show the experimental and MJ AKB1440 turbulent kinetic energy
profiles at x/Dj = 1, 2 and 5. The profiles from the AKB1440 simulation are included for
reference.
At x/Dj = 1 the experimental profiles show little difference between the peak amplitude
of TKE. However, the radial location of the peak is positioned further from the centreline
when between the microjets. Like the clean jet simulation, the peak experimental TKE is
overpredicted in the MJ AKB1440 simulation. The simulation profile between the microjets
shows an increase over the clean jet peak TKE and a radial shift away from the centreline.
In-line with the microjets, the peak TKE is reduced compared to the clean jet simulation and
is moved toward the jet centreline. These trends also agree well with the experimental data of
Castelain et al. [35].
At x/Dj = 2 the experimental profile between the microjets shows a larger peak amplitude
than in-line with the microjets and exhibits a radial outward shift. Between the microjets the
experimental peak amplitude is of comparable value to the clean experimental peak value. The
simulation captures similar results, with the profile between the microjets exhibiting a peak at
a radial location further from the centreline than the clean simulation peak, but with a similar
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Figure 5.17: Radial TKE profiles for clean jet experiment and simulation
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Figure 5.18: Radial TKE profiles for microjet experiment and simulation
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Figure 5.19: Contours of experimental axial velocity and turbulent kinetic energy at x/Dj = 5
value. Between the microjets, the maximum TKE is less than the AKB1440 baseline value and
exists close to the radial location of the baseline. Compared to the experiment, the profiles
between the microjets and in-line with the microjets overpredict the peak TKE.
As with the experimental velocity profiles at x/Dj = 5, the experimental turbulent kinetic
energy profile in-line with the microjets shows a peak further from the jet centreline than the
profile between the microjets. The causes for this were discussed above. The effect of the
microjets is to reduce the peak turbulent kinetic energy from the experimental baseline at
this location. The results shows little difference between the AKB1440 baseline and the two
MJ AKB1440 profiles, indicating that the effect of the microjets on the turbulent structures is
diminished by this axial location in the simulation.
It should be noted that, despite the poor agreement between the experimental and numerical
radial turbulent kinetic energy profiles, the simulations closely match the experimental radial
velocity profiles. The cause of this disagreement is expected to be due do non-uniformity in
the turbulent kinetic energy levels of the experiment. Figures 5.19 (a) and (b) shows the
experimental velocity and turbulent kinetic energy contours, respectively, at an axial location
of x/Dj = 5. While the experimental velocity contours demonstrate a relatively axisymmetric
shape, the turbulent kinetic energy contours are very clearly non-uniform. This may be caused
by the relatively close proximity of the experimental jet to a wall in the experiment, or may
be attributed to laser fall-off through the jet. Regardless, the asymmetry of the TKE contours
indicates an experimental error that was not duplicated in the simulations.
The numerical results discussed above demonstrate varying levels of agreement with the
experimental data of Alkislar et al. Radial velocity profiles match well between the experiment
and the simulations, for both the clean and microjet cases. While turbulent kinetic energy
profiles differ between the AKB1440 and MJ AKB1440 simulations and the Alkislar et al.
experimental data, the simulations agree well with other experimental jet data, such as that
of Callender et al. [31] and Castelain et al. [35]. The agreement between the AKB1440 and
MJ AKB1440 simulations and experimental mean results provides confidence in the simulations.
78
5.1 Aerodynamic Results
This confidence in macro-scale fluid features and statistics is the basis upon which further micro-
scale results will be provided. It is believed that if the large-scale flow is accurately produced
in the simulations then fine-scale results will also be representative of what would be reported
experimentally, if the numerical resolution could be reproduced.
5.1.3 Main-Microjet Interaction
This subsection builds on the fluid mechanic results of the simulations, investigating the in-
teraction between the main jet and the microjets. Detailed results will be presented here that
demonstrate the effect of the microjets on the local shear layer development. These results will
show that, at the current operating conditions, the microjets cause a fluctuation in the jet that
directly accounts for a noticeable tone in the the far-field noise of the jet.
To begin, mean contours of Mach number in the near nozzle region are presented for the
clean jet simulation in Figure 5.20 and across the centre of an injecting microjet in Figure 5.21.
The clean jet shear layer develops in the typical and expected way. A very thin shear layer exists
at the nozzle exit that grows with axial distance from the nozzle. The centre of the shear layer
remains near the nozzle lip line (as shown in Figure 5.17) and the growth appears relatively
equal on the high- and low-speed sides of the shear layer. However, with the microjet introduced
to the simulation, the early shear layer development becomes radically different. In Figure 5.21
the microjet can easily be seen outside of the shear layer. The microjet causes a localised region
of lower Mach number fluid to exist on the upstream side of the microjet. Additionally, a
large wake-type region exists on the leeward side of the microjet. Finally, a localised region of
increased Mach number exists inside of the potential core of the main jet. The Mach number of
this region is comparable with the injected microjet Mach number, though it is not clear from
the figure whether this increased Mach number is associated with the presence of the microjet
fluid inside of the jet or caused by a local acceleration that results in an associated increase in
Mach number.
Contours of mean total pressure, P0 in the same early region of the jet are shown for the
MJ AKB1440 simulation in Figure 5.22. Similar features are found in the contours of Mach
number and total pressure. A small region of lower pressure is found upstream of the microjet
penetration location and downstream a large region of low pressure is found in the wake-like
region of the microjet. Additionally, a localised region of high total pressure, that matches the
total pressure of the microjet, is found within the jet potential core. This region of high total
pressure corresponds well to the region of high Mach number in Figure 5.21. The total pressure
contours suggest that the regions of increased Mach number and total pressure are caused
by flow originating from the microjet. However, this region is not attached to the injected
microjet. This raises a question of the behaviour of the microjet in the instantaneous sense, as
the expected mean profile of the microjet, where it continuously penetrates the shear layer and
bends in the direction of the main jet, much like a jet in a crossflow, is not seen.
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Figure 5.20: Near nozzle exit mean Mach contours AKB1440
Figure 5.21: Near nozzle exit mean Mach contours MJ AKB1440
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Figure 5.22: Near nozzle exit mean stagnation pressure contours MJ AKB1440
Figure 5.23: Near nozzle exit instantaneous stagnation pressure contours MJ AKB1440
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Instantaneous contours of total pressure from the MJ AKB1440 simulation are shown in
Figure 5.23. This instantaneous view shows the microjet apparently cut off by the main jet. A
low pressure stream of fluid appears to be drawn into the jet, separating the microjet from the
main jet. Further downstream discrete regions of high total pressure can be seen. To understand
more fully the transient processes occurring in this region, several instantaneous snapshots are
investigated. Figure 5.24 shows a time series of instantaneous contours of total pressure in a
small region near the microjet. A accompanying video of the transient evolution of the total
pressure contours is available from reference [109]. Figure 5.24(a) is at initial time, t, the same
as Figure 5.23 and Figure 5.24(b) is at time t+∆t. Each subsequent image is progressed in time
by an additional ∆t. This time step is equal to 3.1× 10−4 seconds, or a nondimensional time of
1.3× Uj/Dj . At time t+ ∆t the microjet has penetrated further into the main jet and is close
to joining the small region of total pressure that was below the low pressure stream at time
t. Inside the microjet the total pressure is not constant, and a region of lower total pressure
separates the region of fluid that was originating from the microjet at time t and a new packet
of high total pressure that is presently being injected. The penetration of the microjet into the
main jet causes a low total pressure region to develop where the main jet shear layer stagnates
on the microjet flow. The discrete parcels of total pressure downstream of the microjet injection
location have propagated further downstream with the step in time.
At time t+2∆t, shown in Figure 5.24(c), the high total pressure fluid from the microjet that
penetrated the main jet is beginning to be severed from the microjet flow by the main jet and
is merging with the small parcel of high total pressure that exists below the microjet at times t
and t+ ∆t, creating one localised region of high total pressure. The low pressure region where
the main jet was impacting the penetrating microjet begins to be enveloped by the main jet
fluid and a new region of high total pressure begins to develop under the microjet. Additionally,
the high total pressure being injected by the microjet has propagated further towards the main
jet and the packets of high total pressure in the main jet have progressed further downstream.
Figure 5.24(d) shows the region at time t + 3∆t. At this point the original fluid that was
emanating from the microjet has been completely separated from the microjet flow. The flow
originating from the microjet is now just beginning to penetrate the jet shear layer and a region
of low total pressure separates the main jet from the microjet. The fluid that originated from
the microjet at the start of the sequence has merged with the other region of high total pressure
and has moved downstream. The parcel of high total pressure that was found near x, r location
(0.07Dj , 0.49Dj) in Figure 5.24(c) has grown in amplitude and size and moved downstream and
towards the main jet centreline.
The process described above continues to repeat itself and another cycle is depicted in
Figures 5.24(e) to 5.24(g). This behaviour of the microjet has not been previously reported and
further discussion and analysis is warranted. Firstly, it has been shown the microjet does not
continuously penetrate the shear layer and this allows for the passage of the regions of low total
pressure to pass under the microjet. This action accounts for the separate region of high total
pressure in the mean sense (Figure 5.22). An attempt is made here to identify the mechanism
driving this periodic behaviour of the microjet.
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Figure 5.25 shows the temporally evolving tangential velocity vectors in the near microjet
region. Like the total pressure contours, a video of the time dependent velocity vectors in the
near microjet region is available from [110]. Using these velocity vectors it is possible to gain an
understanding of the mechanism driving the cyclical main-microjet interaction. At initial time
t, shown in Figure 5.25(a), the main jet is dominating the interaction. It should be noted that
the initial time t in these figures is not the same as in Figure 5.24. The microjet is shown to be
stretched, moving tangentially with the main jet in the downstream portion of the microjet fluid.
The upstream side of the microjet shows the microjet stagnating on the main jet and creating a
region of recirculating flow with large components in the upstream and radial directions. This
recirculation region has a large vortex associated with it.
Progressing in time to t+∆t in Figure 5.25(b) shows the microjet now beginning to dominate
the interaction. There still exists a large vortical structure on the upstream side of the microjet,
above the shear layer of the main jet. This is the same recirculation region as at time t. However,
it now appears that the main jet is stagnating on the microjet. As a result of this stagnation
some of the main jet shear layer moves in the positive radial direction parallel to the microjet.
Thus the main jet is aiding in the development of this vortical structure as well as developing
a counter-rotating vortex to compliment this large recirculation region. Aditionally, a large
vortical structure can be seen to begin to develop on the downstream side of the microjet.
At time t+ 2∆t shown in Figure 5.25(c), the microjet continues to dominate. The main jet
can be seen to be stagnating on the microjet, with some main jet fluid turning up the length
of the microjet and ejecting into the free-stream. A small vortex with an anti-clockwise motion
can be seen between the main jet shear layer and the microjet. The orientation of this vortex
suggests that it is from the main jet shear layer. A larger vortex with a clockwise motion can be
seen on the upstream side of the microjet near the injection point. The large vortex forming on
the downstream side of the microjet near the interaction with the main jet has fully developed.
It has a large size and is expected to be caused by pairing of the main jet and microjet shear
layer vortices.
Time t+ 2.5∆t is shown in Figure 5.25(d). At this time the main jet is beginning to regain
dominance over the microjet. The upstream side of the microjet shows a stagnation of the
microjet on the main jet. This results in a large region of microjet fluid ejecting into the free-
stream and powering the clockwise recirculation region starting to take shape at time t+ 2∆t.
Underneath this recirculating flow on the upstream side of the microjet the main jet shear layer
appears to be mostly undisturbed. This allows for a more natural entrainment of the ambient
fluid into the main jet. The large vortex on the downstream side of the microjet has continued
to grow and propagate downstream.
Figure 5.25(e) shows the flow at time t + 3∆t. At this point the main jet is dominating
the interaction and only the downstream half of the microjet is penetrating the main jet. The
upstream portion of the microjet is stagnating on the main jet and increasing the size of the
recirculating region on the upstream side of the microjet. This region is growing close to the
edge of the shear layer of the main jet, closing the natural entrainment region. As expected,
the large vortex on the downstream side of the microjet continues to propagate downstream.
At time t+3.5∆t, seen in Figure 5.25(f), the main jet continues to dominate the interaction
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with the microjet with only a small portion of the downstream side of the microjet penetrating
the main jet. The upstream side of the microjet continues to stagnate on the main jet. The
recirculation region on the upstream side of the microjet has grown to a size where it is now
interacting with the main jet shear layer. At this point there is a complete closure of the
entrainment region between the main jet and the microjet and there is about to be a collision
between the recirculating flow on the upstream side of the microjet and the shear layer of the
main jet.
Time t+4∆t is depicted in Figure 5.25(g). At this instance in time the microjet is beginning
to regain dominance over the main jet shear layer. The large recirculation region on the upstream
side of the microjet continues to exist and the main jet shear layer can be seen to be stagnating
on this recirculating region. This results in the vectors within the main jet shear layer to be
turned away from the microjet. The main jet shear layer vortex then works in a pair with the
large vortex in the recirculation region on the upstream side of the microjet. At this point it
appears that fluid originating from the main jet is being ejected into the ambient fluid in the
region upstream of the microjet.
Finally, the microjet is fully dominating the sequence at time t + 5∆t, as shown in Fig-
ure 5.25(h). The main jet shear layer is clearly stagnating on the microjet flow. This causes
some fluid from the main jet shear layer to move upwards and eject out into the region between
the microjet and the main jet. This continues to feed the recirculation region associated with
the main jet shear layer vortex discussed at time t + 4∆t. The large vortex that previously
existed on the upstream side of the microjet has been entrained into the main jet flow and can
be seen to exist entirely within the main jet shear layer now. Finally, the development of a new
large vortex on the downstream side of the microjet can be seen along with the development of
a new vortex on the upstream side of the microjet, near the injection point.
When the microjet dominates, the main jet shear layer stagnates on the microjet and some
of the fluid propagates upwards. This results in the ejection of main jet fluid into the ambient
air upstream of the microjet. Conversely, when the main jet dominates, the microjet stagnates
on the main jet shear layer and ejects fluid into the same region. It is believed that this is a
significant contributor to the cause of the unsteady interaction. With the main jet dominating,
such as in Figures 5.25(d) - (f), a large recirculation region on the upstream side of the microjet
begins to develop, fed by the stagnation of microjet fluid on the main jet shear layer that then
gets entrained back into the microjet. When this region becomes sufficiently large it begins to
retard the outer portion of the main jet shear layer, causing a turning of the main jet shear layer
away from the jet centreline. The vortices in the main jet shear layer have an opposite sense and
so work together with the large microjet induced recirculation region. When this happens the
microjet is then able to begin to penetrate the main jet shear layer. As the microjet progresses
into the main jet the main jet shear layer is forced to stagnate. Some of the fluid from the
main jet turns upwards, establishing a recirculation region. This causes a retardation of the
upstream side of the microjet, allowing for the main jet to break off the microjet fluid and once
again dominate the interaction.
The periodic nature of the main-microjet interaction warrants spectral analysis of the flow.
The spectra of the total pressure at each spatial location were obtained. A selection of spectra
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Figure 5.26: Spectra of total pressure signal through radial at x/Dj = 0.1
from several radial points at an axial location of x/Dj = 0.1 are shown in Figure 5.26. Fig-
ure 5.26 shows negligible RMS values in regions outside of the shear layer and within the jet
potential core. However, through the shear layer a very clear response is seen at a frequency of
35.3 kHz, with harmonics visible at higher frequencies. To better understand the dynamics of
the main-microjet interaction, contours of the RMS amplitude at each frequency were plotted
in the x − r plane intersecting the microjet. The spatial distribution of RMS amplitudes at
the peak frequency are shown in Figure 5.27. Due to the minimal RMS values outside of the
shear layer region, contours of RMS are only shown for the same area as in Figures 5.24. The
location of the microjet inlet boundary is marked with a white line in Figure 5.27 for reference.
The feint vertical lines are caused by block boundaries.
Two regions of high RMS dominate Figure 5.27. The smaller region has a higher maximum
RMS value and is attributable to the passage of the high total pressure fluid originating from the
microjet. The larger, lower amplitude region found closer to the main jet centreline is caused
by the passage of the small high total pressure region that appears below the microjet, within
the main jet flow. These are separated by the low total pressure fluid that is entrained in the
process.
In order to normalise the frequency of the total pressure signals two reference value pairs
were used. First, the microjet diameter and main jet velocity (as the assumed propagation
speed of the high total pressure packets) are used, yielding a Strouhal number of Stmj = 0.173.
Secondly, the main jet diameter and velocity are used, for a Strouhal number of Stj = 8.66.
The Strouhal number of Stmj = 0.173 is very close to the Strouhal number of St = 0.2 that is
observed as the dominant shedding frequency for a cylinder in a cross flow and as the universal
frequency associated with turbulent jet mixing noise [81]. As will be shown in the aeroacoustic
results section, a peak appears in the far-field acoustic spectra at a frequency of Stj = 8.66 for
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Figure 5.27: Total pressure RMS amplitude at peak frequency of 35.3 kHz
the microjet simulation that is absent from the clean jet simulation. The dynamic main-microjet
interaction is believed to be the source of this noise.
5.1.4 Vorticity
It is often reported that microjets introduce pairs of streamwise vortices to the main jet shear
layer that are absent from a clean jet shear layer. Here, the impact that the addition of
the microjets to the simulation has on the vorticity within the jet shear layer is investigated.
Contours of normalised mean axial vorticity from the experimental work of Alkislar et al. [5]
and the MJ AKB1440 simulation are compared at three axial locations in Figures 5.28 – 5.30.
Figure 5.28 shows the contours of normalised axial vorticity at a location of x/Dj = 0.5 for the
experiment (Figure 5.28(a)) and MJ AKB1440 simulation (Figure 5.28(b)). The experimental
results show clearly defined vortex pairs for the microjets, though some spurious vorticity is
apparent, the cause of which is not clear. The contours are overlaid with lines of u/Uj =
0.1, 0.5, and 0.9. It is apparent that in the experimental work the vorticity induced by the
microjets dominates the protuberances on the high-speed side of the shear layer. Contours from
the simulation show good agreement with the experimental results. Again the vorticity clearly
dominates the wake-like region behind the microjets. Further downstream, at x/Dj = 1.0,
shown in Figure 5.29, the simulation results again show good agreement with the experimental
data, with each region of vorticity having an oblong shape oriented parallel to the radial passing
through the pair. This vorticity continues to dominate the disturbances to the circular shape of
the shear layer. At x/Dj = 2.0 the amplitude of the streamwise vorticity has begun to diminish.
The experimental results show the centre of the vorticity is located closer to the centre of the
shear layer. The simulations results now do not show as strong of an agreement with the
experiment. The vorticity amplitude matches relatively well, though the size and location
deviates from the experimental results. In the simulation the vorticity continues to remain
almost entirely on the highspeed side of the shear layer, barely passing the u/Uj = 0.5 line.
Additionally, noise from the vorticity in the rest of the shear layer contaminates the contours,
making it more difficult to distinguish the impact of the microjets. The noise in the vorticity
contours at this location is expected to be due to the longer timescales at the downstream
locations, compounded by the fact that the vorticity is a function of spatial derivatives, and a
comparatively short sample time in the simulations compared to the experiment.
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(a) Experimental Microjet x/Dj = 0.5 [5] (b) MJ AKB1440 x/Dj = 0.5
Figure 5.28: Contours of streamwise vorticity at X/Dj = 0.5
(a) Experimental Microjet x/Dj = 1.0 [5] (b) MJ AKB1440 x/Dj = 1.0
Figure 5.29: Contours of streamwise vorticity at X/Dj = 1.0
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(a) Experimental Microjet x/Dj = 2.0 [5] (b) MJ AKB1440 x/Dj = 2.0
Figure 5.30: Contours of streamwise vorticity at X/Dj = 2.0
Instantaneous iso-surfaces of Q-criterion [73], coloured by local streamwise vorticity, in the
near microjet region are shown in conjunction with iso-surfaces of Mach 0.8, shaded by radial
location, to help accentuate the microjet wake region, which is shown as the lighter region
downstream of the microjet, in Figure 5.31. It is acknowledged that the Q-criterion uses an
assumption of incompressibility which does not hold for the current simulations. However, this
assumption also appears in other vortex identification schemes, such as the λ2 method [80] and
the Q-criterion is commonly used in high speed jet flow analysis[1, 74, 125]. The Mach 0.8
iso-surfaces in Figure 5.31 allow for clear visualisation of the injection location and downstream
wake of the microjets. Q-criterion iso-surfaces are defined for Q = 10×103Dj/Uj . A horseshoe-
like vortex is clearly seen upstream of each of the injecting microjets. However, the Q-criterion
does not identify any other streamwise vortex structures in the microjet wake region, most
notably, no large counter rotating vortex pairs issuing from the microjet as would be expected
for a jet in a crossflow.
Due to the inability for the Q-criterion to identify the counter rotating vortex pair down-
stream of the microjets mean streamlines originating from the microjet were plotted. Mean
streamlines seeded at the microjet injection boundary are plotted in Figure 5.32. Also shown in
the figure are streamlines released across the vortex that exists upstream of the microjet that
is caused by the recirculation of the microjet fluid, as discussed in Section 5.1.3 and shown in
Figures 5.25. Figure 5.32 clearly shows that the microjet fluid (shown by green streamlines in
the figure) bends in the direction of the main jet after injection and adopts a rotation of oppo-
site direction on either side of the microjet. However, the orange streamlines, seeded from the
vortex upstream of the microjet, are shown to exist at the core of these counter rotating vortices
in the microjet fluid. This suggests that the counter rotating vortex pair that is identified in
the vorticity contours in Figure 5.28 - 5.30 is the result of a horseshoe like vortex that exists on
the upstream side of the microjet. This horseshoe like vortex bends around the microjet and
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Figure 5.31: Iso-surfaces of Q×D2j/U2j = 10× 103 and M = 0.8
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Figure 5.32: Streamlines from microjet inlet and upstream vortex
entrains the microjet fluid, creating a large counter rotating vortex pair that then propagates
downstream.
Alkislar et al. propose that the generation mechanism for the vortex pair associated with
each microjet is similar to that of a jet in a crossflow. It is widely reported that the dominant
structure in a jet in a cross flow is a large counter rotating vortex pair that exists within the
jet [39, 55, 64, 76, 103]. Additionally, a small horseshoe vortex exists near the wall that is created
by the obstruction caused by the jet and the subsequent roll-up of the crossflow boundary layer.
While the downstream region of the microjet impacted region is undeniably dominated by large
patches of vorticity with counter rotating vortex pairs, these vortices are not generated by the
same mechanisms as that for a jet in a crossflow.
Figure 5.33 shows, schematically, the vortex structures present in a jet in a crossflow (Fig-
ure 5.33(a)) and a microjet(Figure 5.33(b)). The horseshoe vortex present in a jet in a crossflow
is caused by the boundary layer roll up at the upstream side of the jet. In the microjet case the
velocity gradient in the main jet shear layer is in the same sense to the boundary layer velocity
gradient in the jet in crossflow case. This leads to shear layer vortices in the main jet that have
the same sign to the horseshoe vortex for the jet in crossflow. Thus, if a solid body were to be
placed in the main jet shear layer, any shed horseshoe vortex would have the same sign as the
shear layer vortices at the point where its core was normal to the streamline direction. However,
the shed vortex from the microjet, termed the microjet induced vortex, has the opposite sign
as the horseshoe vortex in the jet in crossflow case. As the vortices in the microjet shear layer
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Figure 5.33: Comparison of vortex structures in a jet in crossflow and microjet
on the upstream side have the same sign as the microjet induced vortex and an opposite sense
of rotation to the shear layer vortices of the main jet, the microjet induced vortex must be
generated by the microjet fluid recirculating, as seen in Figure 5.25.
As mentioned earlier, it is often assumed that the counter rotating vortex pair that is present
downstream of a microjet is generated by the same mechanism as that for a jet in a crossflow.
However, based on the results discussed above it is suggested that the generation of these vortices
is different to that for a jet in a crossflow, and is due to the complex interaction between the
microjet and the main jet shear layer on the upstream side of the microjet. The stagnation of
the microjet on the main jet shear layer generates a region of recirculating microjet fluid region
that forms the microjet induced vortex. The microjet induced vortex then bends around the
microjet and entrains the microjet fluid as it propagates downstream, then becoming the large
vortex pair that is associated with the microjet.
5.2 Aeroacoustic Results
Aeroacoustic results are presented for AKB1440 and MJ AKB1440 simulations only. The non-
uniform mesh employed in the AKB720 and MJ AKB720 simulations clearly affects the initial
shear layer development, causing non-physical variations in the azimuthal direction and will not
be considered.
Dilatation provides a qualitative view of the sound field emanating from the jet. Figure 5.34
shows a centreline slice of dilatation overlaid with instantaneos iso-surfaces of Mach number for
the AKB1440 and MJ AKB1440 simulations. Figure 5.34(a) shows fine scale waves originating
near the nozzle exit and emanating in all directions, though with a slight downstream bias.
Further downstream, much larger wavelengths can be seen that appear to propagate in the
downstream direction. These features of the apparent sound field that are visualised by the
dilatation field agree with the two source model for a clean jet as was discussed in Section 1.1.
With the application of the microjets, Figure 5.34(b) shows an increase in the intensity, and
a reduction in wavelength, of the waves originating from the near nozzle region. Additionally,
the dilatation contours demonstrate the dissipative nature of the solver, thus supporting the
decision to employ an indirect noise prediction method.
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(a) AKB1440
(b) MJ AKB1440
Figure 5.34: Dilatation showing propagating sound waves
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5.2.1 Selection of Acoustic Data for Full Analysis
As outlined previously, seven surfaces were used for far-field noise prediction of each simulation.
In order to ease analysis, only one surface location for each simulation will be fully analysed.
To select which slice location to fully investigate it is necessary to compare some results for
all slice locations. To begin, the predicted overall sound pressure levels for observer locations
100Dj from the nozzle exit for the clean and microjet simulations are compared with the ex-
perimental OASPL levels and clean jet predicted values following ESDU Data Item 89041 [45]
in Figures 5.35(a) and Figures 5.35(b).
The clean jet predicted OASPL shown in Figure 5.35(a) shows that all slice locations over-
predict the experimental noise by approximately 8 dB. For all FWH slice locations a local
minimum is found at 45◦ for the clean jet, which does not exist in the experimental data. The
MJ AKB1440 simulation overpredicts the experimental microjet OASPL values by ∼ 9 dB. For
the microjet simulations a local minimum is found at 35 − 40◦. Sideline (90◦) overall sound
pressure levels show more sensitivity to slice location in the microjet simulation than the clean
jet case. A trend is visible across both the clean and microjet noise prediction that the further
the FWH surface is located away from the jet centreline, the larger the predicted sideline noise.
Downstream levels show less sensitivity to the slice location.
Acoustic spectra at an observer angle of 20◦ and 100Dj are provided for all slice locations
from the AKB1440 simulation in Figure 5.36(a) and for the MJ AKB1440 simulation in Fig-
ure 5.36(b). The location of the FWH slice has a clear impact on the high-frequency components
of the spectra. This is caused by the mesh becoming more coarse as the slices are moved away
from the jet centreline. Figure 5.36(a) shows a clear difference in the high-frequency data that is
captured between the J=123 and J=153 data. The impact of the loss of high-frequency data is
most noticeable in Figure 5.36(b). A peak is found in all microjet spectra at a Strouhal number
of about 9. A harmonic of this exists at about St=18. However, The spectrum for J=123 and
J=128 easily capture this harmonic. As the slice location is moved outward, the harmonic is
less well captured until it is not a noticeable feature for the J=148 and J=153 spectra.
Acoustic spectra at 90◦ and 100Dj from the clean AKB1440 simulation are provided in
Figure 5.37(a) and for the MJ AKB1440 simulation in Figure 5.37(b). Again, the impact of
slice location on high-frequency components is evident. However, like the spectra at 20◦, the
location of the FWH slice does not have a significant impact on the medium and low frequencies.
Because of the loss of high-frequency data in the acoustic spectra, coupled with no other
significant change to the predicted noise levels with slice location, acoustic results only from the
J=123 slices for both the clean and microjet simulations will be presented further.
The minimum and maximum resolved frequencies for both the AKB1440 and MJ AKB1440
simulations are reported for observer angles of 20◦ and 90◦ in Table 5.1. These values are
obtained as outlined in Section 3.3.1. The change in minimum frequency with observer angle
is due to the retarded time formulation of the noise prediction technique. At an observer angle
of 20◦ the difference between propagation time of an acoustic wave leaving the point nearest
and furthest away from the observer point is larger than when the observer point is located at
90◦. This increased difference in propagation times leads to a smaller sample size for acoustic
predictions, thereby increasing the minimum resolved frequency.
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Figure 5.35: Comparison of predicted noise levels from all slice locations for clean and microjet
simulations
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Figure 5.36: Comparison of acoustic spectra from all slice locations for clean and microjet
simulations at 20◦
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Figure 5.37: Comparison of acoustic spectra from all slice locations for clean and microjet
simulations at 90◦
Case Observer Angle Stmin StNyq
AKB1440 20◦ 0.15 37.46
AKB1440 90◦ 0.05 37.46
MJ AKB1440 20◦ 0.13 62.00
MJ AKB1440 20◦ 0.05 62.00
Table 5.1: Range of resolved frequencies for acoustic results for AKB1440 and MJ AKB1440
simulations at observer angles of 20◦ and 90◦
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5.2.2 Overall Sound Pressure Levels
In this section the overall sound pressure levels of the clean and microjet simulations will be
compared with the experimental results. OASPL can be predicted using ESDU Data Item
89041 [45], and this too will be compared against in the discussion. Figure 5.38 shows the vari-
ation of OASPL with observer angle for both the experimental and numerical data. Compared
to the experimental data, the AKB1440 simulation overpredicts the far-field noise by about
8 dB and the MJ AKB1440 simulation overpredicts the noise by about 9 dB at downstream
angles and closer to 7 dB at the sideline observer location. Despite the overprediction of the
far-field noise, lines of best fit applied to the data show that the general trend of the variation
of overall sound pressure level with observer angle is well captured. It was considered that
the overprediction may be caused by the experimental jet not reaching its predicted velocity.
Using the expected jet velocity and ISA conditions, ESDU Data Item 89041 allows for empirical
subsonic clean jet noise prediction for observer angles between 30◦ and 90◦. This empirically
predicted far-field noise is larger than the experimental data, but does not fully account for
the discrepancy as the simulations overpredict the ESDU estimates by 4-6 dB. Other sources of
error could be the odd-even decoupling visible in the dilatation field (Figure 5.34) or the short
sample time available for the noise prediction.
The difference between the experimental clean jet and microjet results is a relatively constant
noise reduction of about 1 dB. The addition of microjets to the simulation had a less consistent
impact on far-field noise. At an observer angle of 20◦, a very small reduction in noise was found
while the experiments showed this to be one of the locations with the most noise reduction. At
40◦ and 45◦ the far-field noise is predicted to be increased by about 1 dB in the simulation.
Further increasing the observer location to 60◦ shows the maximum noise benefit caused by
the microjets, with a 2 dB noise reduction. This then reduces as the observer angle is further
increased to the sideline location.
5.2.3 Acoustic Spectra
Acoustic spectra in the form of sound pressure levels are presented here for both simulations and
the experimental jets. The experimental acoustic spectra were only made available for observer
angles of 20◦ and 90◦. Comparative plots for predicted and measured SPL are provided for these
observer angles in Figures 5.39(a) and 5.39(b). Experimental results are shown as smoothed line
representations while the calculated spectra are presented for the numerically predicted noise.
The radial distance between the nozzle exit and the observer location is 100Dj in all instances.
At 20◦ the numerical spectra are significantly overpredicted compared to the experimental
results. The experimental results show a local maximum around a Strouhal number of 0.15. This
is not captured in either of the simulations due to the minimum frequency from the available
sample size being Stmin = 0.13. The experimental curves show that the addition of microjets
reduces the sound pressure levels by up to 1.5 dB for the peak frequency. This gradually reduces
to a crossover at St ≈ 2. Beyond the crossover frequency the experimental microjet case shows
an increase in SPL compared to the baseline case. In the numerically predicted noise of the
AKB1440 and MJ AKB1440 simulations a small reduction in sound pressure levels can be seen
from the minimum frequencies to a crossover frequency near St ≈ 6. This crossover is followed
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Figure 5.38: Experimental and predicted overall sound pressure levels at 100Dj
by a peak in the microjet spectrum at St ≈ 8.7, followed by harmonic of this seen at St ≈ 17.4.
Frequencies beyond St = 31.6 cannot be analysed as they are above the cutoff frequency for
the FWH surface.
At 90◦ the numerical spectra are a much closer match to the experimental curves. The exper-
imental data again shows a small reduction in the sound pressure levels in the frequencies below
the cutoff frequency. At the sideline observer location the crossover frequency has increased to
around St ≈ 3. The numerical results show a similar trend. There is no discernible difference
between the clean and microjet spectra until approximately St ≈ 6, after which the microjet
SPL becomes noticeably higher than the clean jet. The peak is again visible at St ≈ 8.7.
Beyond this point the microjet spectra demonstrates larger values than the clean jet until the
cutoff frequency, demonstrating comparable high frequency lift to that of the experiment.
As discussed earlier, the peak in the acoustic spectra of the microjet simulation at St = 8.7
matches the frequency of the main-microjet interaction. The absence of this feature in the clean
jet simulation further increases the confidence that this is a microjet associated noise.
For completeness, acoustic spectra for both simulations at observer points located 100Dj
from the nozzle exit at 5◦ intervals from 20◦ to 90◦ are provided in Appendix A.
5.3 Correlations
Spatio-temporal correlations have been calculated in four regions of the flow in x-r planes.
Each region is approximately 1Dj in axial extent and has a radial dimension of approximately
0.25− 0.5Dj . Second-order correlations of velocity and fourth-order correlations of stress have
been calculated. As mentioned earlier, the second-order correlations are not directly used in any
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Figure 5.39: Comparison of acoustic spectra at 100Dj for experimental and simulated noise
acoustic analogies but can be used to predict the fourth-order correlations. However, with the
ability to directly calculate the fourth-order correlations, this is not necessary. Nevertheless,
second order correlations are still of importance as they can provide insight into the nature
of the turbulence of the flow. This section will investigate the impact of the addition of the
microjets to the second- and fourth-order correlations.
5.3.1 Correlation Distributions
Correlation distributions for the R11 correlation function for the clean jet at four axial loca-
tions are presented in Figures 5.40(a) to 5.40(d). Each graph shows the temporal evolution of
R11 for three spatial locations, given by the axial separation, η = 0, 0.2, and 0.4Dj from the
interrogation point. When η = 0Dj the correlation is referred to as the auto-correlation and
all other distributions are referred to as cross-correlations. These correlation distributions help
to illuminate the evolutionary characteristics of the turbulence within the flow. Three main
features can be garnered from the graph. As discussed earlier the lengthscale is obtained as the
integral of the auto-correlation distribution until the first zero crossing of the x-axis. Secondly,
the timescale is the temporal value at which the autocorrelation crosses the x-axis. Finally, the
convection velocity can be calculated from the temporal displacement of the maximum of each
cross-correlation.
Figure 5.40(a) shows the correlation distribution of R11 against time in a nondimensional
form of τ0.6Uj/Dj at x/Dj = 0.1, r/Dj = 0.5. This non-dimensionalisation uses a convection
velocity of Uc = 0.6Uj which is commonly used as a good approximation of the convection
velocity for eddies in a shear layer [37, 51, 106]. A rapid decrease in the auto-correlation, with
a small peak existing around τ0.6Uj/Dj = 0.10 is evident. Beyond this value, however, no
discernible features can be extracted from the noise of the correlation. Likewise, for the cross-
correlations, no significant features exist at any time. This implies that the axial velocity signals
at x/Dj = 0.3 and 0.5 never exhibit any significant similarity to the velocity at x/Dj = 0.1.
This adds strength to the argument that the initial shear layer is turbulent.
The R11 correlation distributions at x/Dj = 1.5, 4, and 6.5, r/Dj = 0.5 are shown in Fig-
ure 5.40(b)-(d). At x/Dj = 1.5 the timescale appears to be similar to the timescale near the
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(a) x/Dj = 0.1 (b) x/Dj = 1.5
(c) x/Dj = 4 (d) x/Dj = 6.5
Figure 5.40: Correlation distribution of R11 for clean jet at four axial locations
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Case 1L11/Dj
Clean 0.18
Pokora [106] 0.22
Between Microjets 0.15
In-line with Microjets 0.20
Table 5.2: Axial lengthscales of x-velocity at x/Dj = 4
x/Dj = 0.1 x/Dj = 1.5 x/Dj = 4 x/Dj = 6.5
Clean 0.187 0.196 0.519 0.511
Between Microjets 0.133 0.104 0.589 1.125
In-line with Microjets 0.019 0.351 0.740 0.584
Table 5.3: Timescales of axial component at various axial locations for each case. Timescales
are normalised as τ0.6Uj/Dj
nozzle exit. At the two furthest downstream locations the timescales are longer than the up-
stream locations and similar to each other. The timescales at x/Dj = 4 and 6.5 are consistent
with the PIV data of Pokora [106].
The convection velocity at locations x/Dj = 1.5, 4, and 6.5, r/Dj = 0.5 appear to remain
constant as the axial location increases. However, at x/Dj = 0.1, r/Dj = 0.5 there are no
significant peaks in the cross-correlations that can be deduced from the noise in the data.
As such, a convection velocity can not be reported at this location from this data, though
it is expected that the convection velocity would remain similar to the values found further
downstream.
Similar plots can be generated for the correlation distribution between the microjets and
in-line with the microjets at the same coordinates. For completeness, these plots are located
in Appendix B.1. The extracted lengthscales, timescales, and convection velocities of the three
correlation sets are compared in Tables 5.2, 5.3 and 5.4, respectively. While correlation data
is not available from the experimental work of Alkislar et al., the clean jet lengthscale agrees
well with clean jet experimental results of Pokora [106]. Lengthscales are calculated as the area
under the autocorrelation curve from τ = 0 to the first zero crossing of the x-axis. Table 5.2
shows a small reduction of the lengthscales between the microjets when compared to the clean
jet case and an increase in-line with the microjets.
The timescales reported in Table 5.3 must be used with care. While the timescale is cal-
culated as the time taken to the first zero crossing of the x-axis of the autocorrelation, Fig-
ure 5.40(a) shows how this could be difficult to trust. It is this author’s belief that the true
timescale should be closer to τ0.6Dj/Uj = 0.05. The initial portion of the auto-correlations
shows a very rapid reduction in correlation amplitude, but a secondary event passes through
the interrogation point before the correlation amplitude becomes negative. At this location it
is likely that very small vortical structures are present in the shear layer as it believed to be
transitioning to a fully turbulent state at this location. Another cause of the early increase
in the auto-correlation distribution may possibly be the filtering routine that is applied to the
output data from the simulations that is used in calculation of the correlations. This filtering
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x/Dj = 0.1 x/Dj = 1.5 x/Dj = 4 x/Dj = 6.5
Clean 0.102 0.636 0.611 0.764
Between Microjets 0.408 0.683 0.617 0.648
In-line with Microjets 0.094 0.588 0.616 0.616
Table 5.4: Axial convection velocity of R11 correlations normalised as Uc/Uj
routine ensembles 40 timesteps together with a bespoke weighting value for each timestep. The
result is a pseudo-instantaneous file that contains data from 40 timesteps, effectively lowering
the sampling frequency. This reduction in the sampling frequency is not an issue at locations
further downstream where the turbulent structures are larger and evolve more slowly, but at
the nozzle exit this results in a loss of data that results in an inability to accurately calculate
the timescales of the small but significant structures in the early shear layer.
Further downstream the timescales become more aligned with expected values, though some
oddities are noticed. The timescales at x/Dj = 4 and 6.5 are very similar in the clean case,
with the shorter timescale being found further downstream. It is logical to expect that, as the
shear layer grows, the dominant structures become larger and propagate more slowly. Thus it
is expected that the timescales should increase with axial distance from the nozzle exit. A more
pronounced occurrence of this is found in-line with the microjets. These occurrences are likely
due to the shorter than ideal sample length and lack of ensemble averaging, as used in LES in
the past [106, 111].
Table 5.4 shows little variation in the convection velocity between the cases. As discussed
earlier, the values of the convection velocity at x/Dj = 0.1 must be used with care. There are no
significant peaks in the cross-correlations at an axial displacement of η = 0.2Dj on which to base
the convection velocity. That the cross-correlations near the nozzle exit show no distinguishing
features indicates that the fluid flow is significantly altered in the time taken to travel 0.2Dj
from the interrogation point. While there exists some variation in the convection velocity at
the three downstream locations, it is minor and the convection velocity is not significantly
influenced by the introduction of the microjets. The convection velocity at x/Dj = 4, for
example, is essentially the same between and in-line with the microjets and only very slightly
faster than the clean jet case.
When correlation distributions are plotted only for discrete values of η there is a potential
for correlation data to be obscured by the investigator’s inherent assumptions of the behaviour
of the flow. Data from the simulations allows for cross-correlation amplitudes at every point
within the interrogation window to be displayed at each temporal offset value. This allows a
more thorough investigation of the flowfield to be performed.
Figure 5.41 shows the temporal evolution of the R11 in the region around the point x/Dj =
1.5, r/Dj = 0.5 for the clean case (Figures 5.41(a)-(c)), between the microjets (Figures 5.41(d)-
(f)), and in-line with the microjets (Figures 5.41(g)-(i)). It is clear from Figure 5.41 that
the introduction of the microjets reduces the size of the region of fluid that exhibits a strong
correlation with the interrogation point, with a noticeably larger reduction found between the
microjets. Comparing the correlations of the clean jet to the microjet cases it is evident that
the convection velocity is larger in the clean case. This is sensible in-line with the microjets as
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(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure 5.41: Spatial correlation distribution of R11 at x/Dj = 1.5, r/Dj = 0.5 at different
temporal offsets
there is a velocity deficit in the microjet wake. However, between the microjets it is unexpected
that the convection velocity would be reduced. This result indicates that the presence of the
microjet influences the flow between the microjets more significantly than the mean flowfield
indicates. Finally, as time progresses the amount of dispersion of the correlation region appears
to be reduced in the microjet cases. These results together suggest that the microjets cause the
turbulence in the shear layer to become smaller, more coherent and more slowly evolving and
translating structures than in the clean jet. Similar results are obtained from correlations R22
and R33, shown in Figures 5.42 and 5.43, respectively.
Figure 5.44 compares the evolution of the R11 correlation distributions at x/Dj = 4 for
the three cases. Many of the trends in the correlation distribution maps that were observed at
x/Dj = 1.5 can still be seen at x/Dj = 4, notably the reduction in size of the correlation and
the convection velocity. This supports the earlier mean flowfield results that showed the impact
of the microjets continued to exist until at least x/Dj = 5.
Figure 5.45 shows the temporal evolution of the R11 correlation amplitude in the early
shear layer for the clean and microjet cases. Note that due to the much shorter timescales in
the near nozzle region the time step between figures has been reduced to τ0.6Uj/Dj = 0.05.
Additionally, the geometric extent of the regions is smaller than in Figures 5.41 to 5.43. In the
clean simulation, at no temporal offset, the region of highly correlated fluid is very small. The
region of well correlated fluid has a very short timescale, by τ0.6Uj/Dj = 0.05 (Figure 5.45(b))
the peak amplitude has fallen to about 0.4, and by τ0.6Uj/Dj = 0.1 it is difficult to locate
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(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure 5.42: Spatial correlation distribution of R22 at x/Dj = 1.5, r/Dj = 0.5 at different
temporal offsets
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure 5.43: Spatial correlation distribution of R33 at x/Dj = 1.5, r/Dj = 0.5 at different
temporal offsets
107
5.3 Correlations
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure 5.44: Spatial correlation distribution of R11 at x/Dj = 4, r/Dj = 0.5 at different tem-
poral offsets
the original fluid packet. These results suggests that the initial shear layer is composed of very
small, rapidly evolving scales that lack coherence, i.e. the initial shear layer is turbulent. The
lack of any increase in correlation amplitude at the interrogation point at later instances in time
adds weight to this, showing no significantly similar fluid elements passing through the same
point at a later time. These results indicate that the numerical trip applied in the nozzle is
effective at providing some randomness in the velocity profiles at the nozzle exit to provide a
natural and early transition to a fully turbulent shear layer.
Between the microjets the results are similar to the clean case, showing that the presence of
the microjets does not significantly influence the flow between them at this early axial location.
Again, however, the convection velocity is reduced between the microjets.
A significant difference from the clean correlation maps is found in-line with the microjets.
Figures 5.45(g)-(i) are dominated by two regions where the correlation amplitude varies dra-
matically and periodically between highly positive and highly negative values. The first region
is the region inside of the shear layer where the microjet fluid passes periodically as discussed
at length earlier. The periodic shedding of the microjets in the main jet gives rise to this peri-
odic distribution inside the jet. The second region appears to originate from the microjet and
propagate downstream and away from the jet centreline. These figures show that the microjet
does not only affect the fluid within the main jet. The microjet appears to create a disturbance
to the ambient fluid that propagates away from the jet centreline in a very periodic manner.
Additionally, there is a smaller region of similarly periodic correlations propagating upstream
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(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.05 (c) Clean, τ0.6Uj/Dj = 0.1
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.05 (f) Between, τ0.6Uj/Dj = 0.1
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.05 (i) In-line, τ0.6Uj/Dj = 0.1
Figure 5.45: Spatial correlation distribution of R11 at x/Dj = 0.1, r/Dj = 0.5 at different
temporal offsets
out of the upper left of the image. This is likely caused by the ejection of fluid in this direction
by both the main and the microjet.
Similar properties are observed in maps of R22 and R33, provided in Figures 5.46 and 5.47,
respectively. The maps associated with correlations in-line with the microjets demonstrate the
limitations of the line plots of the correlation distributions at fixed values of η. The spatial
separation used in Figure 5.40 was defined only in the axial direction. In a clean jet simulation
this is logical as the bulk transport is along the axial direction. However, in regions of highly
complicated flow, such as in the microjet injection region, this is not the case. Locating the
cross-correlations points 0.2Dj in the axial direction results in the cross-correlation being taken
in the wake region of the microjets, and as Figures 5.45 and B.2 show, there is no strong
correlation between these points.
Up to this point only second-order correlations have been considered. However, it is the
fourth-order correlations that are used by acoustic analogies for far-field noise predictions [74].
As such, the fourth-order correlation distributions are now investigated.
The fourth-order correlations have very short timescales, and as such, only the spatial cor-
relation at τ = 0 will be shown here. The full set of second- and fourth-order correlations are
provided in Appendices B.2 and B.3. Figure 5.48 shows the spatial correlation distribution
of the fourth-order correlation functions R1111, R2222, and R3333 for the clean jet, between the
microjets, and in-line with the microjets. The amplitude of the fourth-order correlations at this
location diminish much more rapidly than the second-order correlations. However, there is still
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(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.05 (c) Clean, τ0.6Uj/Dj = 0.1
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.05 (f) Between, τ0.6Uj/Dj = 0.1
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.05 (i) In-line, τ0.6Uj/Dj = 0.1
Figure 5.46: Spatial correlation distribution of R22 at x/Dj = 0.1, r/Dj = 0.5 at different
temporal offsets
a noticeable change in the distribution in-line with the microjets compared to both the clean
jet and between the microjets. A region of fluctuating correlation exists outside of the jet shear
layer that originates at the microjet injection location. This is expected to be caused by the
pressure waves propagating to the far-field caused by the fluctuating main-microjet interaction.
5.3.2 Correlation Amplitudes
Finally, the amplitudes of the second- and fourth-order correlations will be discussed. It is the
amplitudes of the fourth-order correlations that are employed by acoustic analogies to predict
the far-field noise. As such, the presence of the microjets, which was shown to effect the
far-field noise, is expected to cause variation in the correlation amplitudes. The correlation
amplitudes of the second-order correlation functions, normalised by the clean jet values of R11
at the interrogation points are shown in Figures 5.49(a)-(d). This allows comparison between
the amplitudes of each correlation function for each case at the different axial locations. At
the point x/Dj = 0.1, r/Dj = 0.5, shown in Figure 5.49(a), the correlation functions with the
largest amplitude are R11, R22, and R33, with R11 having the largest amplitude for the clean
jet and between the microjets. In-line with the microjets the dominant correlation function is
R22, followed by R23 and then R11. In the clean jet R11 is the dominant correlation as the
axial velocity is the dominant velocity. The same is true between the microjets. However, at
this location, in-line with the microjets the flow has a very large radial velocity component as
the microjet fluid passes through the main jet shear layer. The correlation amplitudes show a
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(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.05 (c) Clean, τ0.6Uj/Dj = 0.1
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.05 (f) Between, τ0.6Uj/Dj = 0.1
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.05 (i) In-line, τ0.6Uj/Dj = 0.1
Figure 5.47: Spatial correlation distribution of R33 at x/Dj = 0.1, r/Dj = 0.5 at different
temporal offsets
significant difference in the fluctuating velocity components between an undisturbed shear layer
and the near microjet region.
Further downstream, at x/Dj = 1.5 shown in Figure 5.49(b), the correlations between and
in-line with the microjets both follow the trends set by the clean jet simulation; the normal
correlation functions, i.e. R11, R22, and R33 are the dominant functions. However, the amplitude
of the correlations is reduced by the addition of the microjets. Similar results are observed at
x/Dj = 4 in Figure 5.49(c). At x/Dj = 6.5 the amplitude of R11 becomes larger than the clean
jet case both between and in-line with the microjets. A similar result was reported by Rife &
Page [111], though the amplitude of the increase is larger in the present work.
Fourth-order correlation amplitudes are shown in Figure 5.50. Only the six significant cor-
relation functions for noise prediction, as discussed by Pokora [106], are shown in Figure 5.50.
Similar to the second-order correlations at x/Dj = 0.1, the addition of the microjets causes a
significant increase over the clean jet value of R2222 in-line with the microjets. Additionally,
R1111, R1212, R1313, and R3333 are increased by the inclusion of the microjets. Further down-
stream, at x/Dj = 1.5, the presence of the microjets has an opposite effect, causing reduction
in all of the six major fourth-order correlations both between and in-line with the microjets.
This is maintained to x/Dj = 4, where significant reductions are shown for most correlation
functions, though a small increase at in R2222 between the microjets and R3333 in-line with the
microjets is shown. Finally, at x/Dj = 6.5 the R1111 correlation function is increased from the
clean jet values both in-line and between the microjets. R2222 and R3333 are reduced by the
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(a) Clean, R1111 (b) Clean, R2222 (c) Clean, R3333
(d) Between, R1111 (e) Between, R2222 (f) Between, R3333
(g) In-line, R1111 (h) In-line, R2222 (i) In-line, R3333
Figure 5.48: Spatial correlation distribution of R1111, R2222, and R3333 at x/Dj = 0.1, r/Dj =
0.5
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(d) x/Dj = 6.5
Figure 5.49: Second-order correlation amplitude normalised by clean jet R11 at each axial
station. Black: clean jet; Solid gray: between microjets; Hatched gray: in-line with microjets
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Figure 5.50: Fourth-order correlation amplitude normalised by clean jet R1111 at each axial
station. Black: clean jet; Solid gray: between microjets; Hatched gray: in-line with microjets
introduction of the microjets, whereas the other correlations are increased.
The correlation amplitudes, particularly the fourth-order correlations, indicate a complicated
effect of the microjets. While some correlations are consistently reduced by the microjets,
others fluctuate with axial location, such as R1111, for example. This complicated response
to the microjets agrees with the predicted far-field noise. While the microjets cause a small
decrease in noise, the noise benefit was shown to be complicated, with a clear increase in noise
generation in the near microjet region. That the correlations are not uniformly reduced at all
locations supports the complicated noise response of the jet to the introduction of the microjets.
Additionally, Figures B.27 to B.30 show that, besides the significant alteration to the flowfield
at x/Dj = 0.1, the presence of the microjets does not affect any of the 21 unique correlations
significantly enough to cause the other functions to become more significant noise sources than
those examined in Figure 5.50.
While correlation amplitudes have not been calculated aft of x/Dj = 6.5, it is expected that
the amplitudes would reduce with increased axial location. Although Alkislar et al. did not
calculate the fourth-order correlations, they did produce a noise map obtained by an acoustic
phased array that showed that the peak sound pressure levels occurred near the end of the
potential core for the lower frequencies, and further upstream for the higher frequency noise.
This supports the supposition that the correlation amplitude will reduce as the axial location is
increased since the correlation amplitudes directly reflect the strength of the noise in an acoustic
analogy.
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5.4 Closure
Numerical simulations of Mach 0.9, high Reynolds number jets in a clean and microjet fitted
configuration have been performed. The results from the simulations show a sensitivity of the
early shear layer to the azimuthal cell spacing: larger azimuthal cell sizes delay the transition
to a fully turbulent shear layer.
Mean velocity and turbulent kinetic energy results show the microjets penetrate through
the shear layer and create disturbances that exist on the high-speed side of the shear layer
and a wake-like structure downstream of the injection point. Mean velocity and turbulent
kinetic energy profiles agree well with experimental results. Investigation of the instantaneous
flowfield in the near microjet region revealed a complex and previously unreported main-microjet
interaction. The microjets do not continuously penetrate the shear layer but rather periodically
shed into the shear layer. This periodic shedding was shown to be associated with a peak in the
far-field noise spectra. This interaction also causes both the main jet and the microjets to eject
fluid into the ambient surroundings upstream of the microjet. This is likely to be the source of
the noise that can be seen propagating upstream of the microjets in the dilatation figures and
the increase in amplitude in the spatial correlation maps. Despite the tonal noise associated
with the main-microjet interaction, the far-field noise of the jet was shown to be reduced by
the introduction of the microjets.
Additionally, vortex structures in the microjet region were investigated. Vortex pairs were
identified downstream of the injection point and were attributed to the microjet induced vortex,
a horseshoe-like vortex. It was shown that the microjet induced vortex entrains the injected
microjet fluid into the large counter rotating vortex pair that exists downstream of the microjet.
Spatio-temporal correlations indicated that the presence of the microjets leads to smaller,
more coherent turbulent structures in the shear layer compared to the clean jet case. Addi-
tionally, the convection velocity was found to be reduced in the microjet case, both in-line and
between the microjet injection locations. Fourth order correlation amplitudes demonstrated
a complex response to the addition of the microjets. At the injection location the microjets
increased the amplitude of most of the significant fourth order terms. Further downstream
these terms were reduced both in-line and between the microjets. However, by the end of the
potential core the benefit was minimised, and in some cases the amplitude of the terms was
increased in the microjet case over the clean jet values.
These results demonstrate the viability of performing computational aeroacoustic simula-
tions of the complex flowfields associated with a microjet fitted nozzle. However, some challenges
and limitations have been identified and will be highlighted and discussed in the next chapter.
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Conclusions and Recommendations
The objectives of this work were to generate high fidelity large eddy simulations of an ex-
perimental clean jet and microjet case, use the simulations to predict the fluid mechanic and
aeroacoustic properties of the jets, and to investigate the interaction between the main jet and
the microjets.
The experimental work of Alkislar et al. [5] was selected as the experimental tests that
simulations would be based on. The reasons for this were that in addition to the high-quality,
clearly reported results available in the reference, the experimental PIV data was available for
direct interrogation. In order to predict the aeroacoustic noise of the jets a new noise prediction
tool was developed and integrated into the numerical solver employed for the simulations. The
resulting noise prediction program employs the permeable Ffowcs Williams Hawkings method.
In addition to fluid mechanic and aeroacoustic results, second- and fourth-order spatio-temporal
correlations were calculated from the simulation. These three aspects of the results were inves-
tigated for the clean jet and microjet case and the conclusions of the results are presented in
the next section.
6.1 Conclusions
The use of two computational grids, one with non-uniform azimuthal cell sizes, has demonstrated
the significance of the mesh in the near nozzle region. The AKB720 simulation showed that
the development of the initial shear layer was influenced by the azimuthal cell spacing. Larger
azimuthal cells delayed the transition of the shear layer to a fully turbulent shape. Further
downstream, the larger azimuthal cell size results in an overprediction of turbulent kinetic
energy in the shear layer.
The microjets, introduced as total pressure inlets with no feed pipe geometry, were shown
to increase the length of the potential core by approximately 0.5Dj . It is thought that this
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is due to either the additional momentum of the jet caused by the injection of the microjets,
or, more likely, due to the reduced mixing demonstrated by the lower turbulent kinetic energy
values towards the end of the potential core. The non-dimensional centreline velocity of the
experimental data was found not to reach the expected value of U/Uj = 1. Consequently, the
experimental velocity and turbulent kinetic energy data were rescaled to ease comparison with
the numerical results.
Velocity and turbulent kinetic energy contours in the r − θ planes showed the microjets
caused perturbations within the jet shear layer that resided on the high speed side of the
shear layer. This matches well with the experimental results and improves upon the previous
simulations of other workers who were unable to replicate this result [96]. Radial velocity and
TKE profiles show a lower velocity, heightened TKE, wake region downstream of the microjet
injection locations. Between the microjets, the shear layer is displaced away from the jet
centreline, while in-line with the microjets the shear layer moves towards the centreline.
Instantaneous contours of total pressure revealed that the microjets did not continuously
penetrate the main-jet shear layer, but rather periodically penetrated the shear layer then were
broken off into the main jet. This main-microjet interaction appears to be caused by the main
jet stagnating on the microjet when the microjet dominates, causing some shear layer fluid to
propagate up the length of the microjet. This retards some of the microjet fluid and allows the
main jet shear layer to begin to dominate in the interaction. A similar effect occurs when the
main jet dominates: the microjet stagnates on the shear layer of the main jet and causes some
of the main jet shear layer to retard, eventually giving way for the microjet to penetrate the
shear layer. This interaction has a Strouhal number of St = 8.7, based on the main jet velocity
and nozzle diameter.
Vortex identification and investigation of streamlines revealed that the generation of the
counter rotating vortex pair present in the wake of the microjets is not caused by the same
mechanisms for that of a jet in crossflow, as is often assumed. A horseshoe-like vortex, termed
the microjet induced vortex, is generated on the upstream side of the microjet. The microjet
induced vortex has the same sign as the microjet shear layer vortices and an opposite rotation
to the main jet shear layer vortices. As such it is not the same as the horseshoe vortex seen in a
jet in a crossflow, which has the same sign as the vortices in the boundary layer and opposite to
the issuing jet. This vortex was shown to be caused by the complex main-microjet interaction
and the recirculation of the upstream microjet shear layer when the main jet dominates the
interaction. The microjet induced vortex was shown to be the core of the downstream counter
rotating vortex pair and to entrain the injected microjet fluid into the large counter rotating
vortex pairs that exists further downstream of the microjets.
The acoustic results of the simulations overpredicted the far-field noise by up to 8 dB.
However, the trends in the overall sound pressure levels with observer angle matched well
against the experimental results. Furthermore, a reduction in OASPL of up to 1.5 dB was seen
when the microjets were active. Far-field acoustic spectra identified a high-frequency tone at
St = 8.7 in the microjet simulation, matching the frequency of the main-microjet interaction.
Considering that this feature is not seen in the clean jet simulation, the evidence is compelling
that the main-microjet interaction is the source of this noise.
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Second- and fourth-order correlations showed a complex influence of the microjets. Correla-
tion distribution maps revealed that the presence of the microjets reduced the size and coherence
of the turbulence as well as reduced the convection velocity as far downstream as x/Dj = 4.
In-line with the microjets, in the near microjet region, a significant alteration to the spatial
correlation distribution was shown. Three significant periodic regions of large, fluctuating cor-
relation amplitude were identified near the microjet. One region is associated with the microjet
shedding in the main jet shear layer and extends from the microjet injection location towards
the main jet centreline. The two other regions emanate from the microjet and propagate away
from the centreline of the main jet, one moving downstream and one propagating upstream.
The downstream propagating region is expected to be caused by the static pressure fluctuations
of the microjet as a result of the main-microjet interaction. The upstream propagating region is
thought to be caused by the ejection of both main jet and microjet fluid in the upstream direc-
tion during the dynamic interaction. These regions are found in both second- and fourth-order
correlation maps and further demonstrate the tonal noise source of of the microjets.
Finally, the correlation amplitudes revealed an increase of the radial and azimuthal terms
near the nozzle exit, demonstrating an increase in radiated far-field noise. After this location,
for the majority of the potential core, the addition of the microjets significantly reduced almost
all of the correlation amplitudes. By the end of the potential core a much more complicated
behaviour is shown, with some terms increased and other decreased by the introduction of the
microjets.
The results from this study further demonstrate the viability of large eddy simulation for
the prediction of aeroacoustic problems. The temporally resolved results of the fluid mechanics
allow for in-depth investigation of the instantaneous flowfield that would not be possible with
other methods, such as RANS. However, the high resolution computational domains that are
necessary to predict the flowfield accurately results in very large data sets. The simulations of
this study have generated 20TB of data that must be stored and transferred between machines
while running the simulations and post-processing. As computational resources continue to
develop and become more high powered it will be necessary for research organisations to ensure
that storages facilities and networks are equally upgraded to ensure that high fidelity simulations
of engineering flows can continue to develop.
6.2 Recommendations for Future Work
It is recommended that future simulations of microjets should include the microjet feed pipe
assembly. Many problems were encountered in the current work by introducing the microjets
directly into the computational domain, resulting in having to reduce the pressure ratio of the
microjets. Furthermore, the lack of any microjet nozzle means that the initial conditions of
the microjet may not be physically accurate. Future work should include, at a minimum, the
microjet feed pipes, though it may be wise to include the upstream plenum to match the exper-
imental conditions most accurately. Grid resolution must also be increased in the microjet inlet
region. This is a difficult problem to address in a structured mesh as the increased resolution
in one regions extends throughout the domain. Potential means of minimising computational
117
6.2 Recommendations for Future Work
costs associated with this would be to employ chimera, or overset meshes, in the microjet region
or to adopt an unstructured mesh solver.
The main-microjet interaction identified in this work has not previously been reported and
further investigation is recommended. Although the simulations contained up to 200 million
elements, the resolution in the microjet region was relatively coarse. Further, higher resolution
simulations of the near microjet regions are recommended. It is suspected that the main-
microjet interaction may be due to the fact that the momentum of the main jet is very similar
to the momentum of the fluid issuing from the microjets. It is suspected that this momentum
ratio may be a significant factor in the behaviour of the microjets. High fidelity studies of the
main jet shear layer and the microjets issuing from a feed pipe are recommended, where the
flow properties of the microjet can be altered to investigate the effect on the main-microjet
interaction.
Finally, odd-even decoupling of was visible in the pressure field in the near microjet region
and in the dilatation contours towards the end of the potential core. This unphysical, che-
querboard behaviour of the pressure is undoubtedly a source of error in the predicted far-field
noise. Future computational aeroacoustic simulations should attempt to minimise this by either
adapting the mesh in the regions where decoupling occurs, or by introducing new methods of
minimising this decoupling, as discussed by Knacke [78].
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Appendix A
Acoustic Spectra
A complete comparison of the acoustic spectra for the AKB1440 and MJ AKB1440 simulations
is provided here.
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Figure A.1: Acoustic spectra at observer angle of 20◦
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Figure A.2: Acoustic spectra at observer angle of 25◦
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Figure A.3: Acoustic spectra at observer angle of 30◦
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Figure A.4: Acoustic spectra at observer angle of 35◦
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Figure A.5: Acoustic spectra at observer angle of 40◦
Non−dimensional frequency, St
SP
L,
 d
B 
(p r
ef
 
20
x1
0−
6  
Pa
)
 
 
10−1 100 101
10
20
30
40
50
60
70
80
90
100
110
AKB1440
MJ_AKB1440
Figure A.6: Acoustic spectra at observer angle of 45◦
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Figure A.7: Acoustic spectra at observer angle of 50◦
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Figure A.8: Acoustic spectra at observer angle of 55◦
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Figure A.9: Acoustic spectra at observer angle of 60◦
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Figure A.10: Acoustic spectra at observer angle of 65◦
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Figure A.11: Acoustic spectra at observer angle of 70◦
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Figure A.12: Acoustic spectra at observer angle of 75◦
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Figure A.13: Acoustic spectra at observer angle of 80◦
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Figure A.14: Acoustic spectra at observer angle of 85◦
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Figure A.15: Acoustic spectra at observer angle of 90◦
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Appendix B
Correlations
B.1 Correlation Distributions
Correlation distributions of R11 between and in-line with the microjets at the four axial locations
investigated are presented here.
128
B.1 Correlation Distributions
Between Microjets
(a) x/Dj = 0.1 (b) x/Dj = 1.5
(c) x/Dj = 4 (d) x/Dj = 6.5
Figure B.1: Correlation distribution of R11 between microjets at four axial locations
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B.1 Correlation Distributions
In-line with Microjets
(a) x/Dj = 0.1 (b) x/Dj = 1.5
(c) x/Dj = 4 (d) x/Dj = 6.5
Figure B.2: Correlation distribution of R11 in-line with microjets at four axial locations
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B.2 Second Order Correlation Distribution Maps
B.2 Second Order Correlation Distribution Maps
Second order correlation distribution maps for the clean jet, between the microjets, and in-line
with the microjets are presented here for R11, R22, and R33 for the spatial correlation function
and at two temporal offsets.
B.2.1 x/Dj = 0.1
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.05 (c) Clean, τ0.6Uj/Dj = 0.1
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.05 (f) Between, τ0.6Uj/Dj = 0.1
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.05 (i) In-line, τ0.6Uj/Dj = 0.1
Figure B.3: Spatial correlation distribution of R11 at x/Dj = 0.1, r/Dj = 0.5 at different
temporal offsets
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B.2 Second Order Correlation Distribution Maps
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.05 (c) Clean, τ0.6Uj/Dj = 0.1
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.05 (f) Between, τ0.6Uj/Dj = 0.1
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.05 (i) In-line, τ0.6Uj/Dj = 0.1
Figure B.4: Spatial correlation distribution of R22 at x/Dj = 0.1, r/Dj = 0.5 at different
temporal offsets
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.05 (c) Clean, τ0.6Uj/Dj = 0.1
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.05 (f) Between, τ0.6Uj/Dj = 0.1
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.05 (i) In-line, τ0.6Uj/Dj = 0.1
Figure B.5: Spatial correlation distribution of R33 at x/Dj = 0.1, r/Dj = 0.5 at different
temporal offsets
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B.2 Second Order Correlation Distribution Maps
B.2.2 x/Dj = 1.5
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.6: Spatial correlation distribution of R11 at x/Dj = 1.5, r/Dj = 0.5 at different
temporal offsets
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B.2 Second Order Correlation Distribution Maps
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.7: Spatial correlation distribution of R22 at x/Dj = 1.5, r/Dj = 0.5 at different
temporal offsets
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.8: Spatial correlation distribution of R33 at x/Dj = 1.5, r/Dj = 0.5 at different
temporal offsets
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B.2 Second Order Correlation Distribution Maps
B.2.3 x/Dj = 4
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.9: Spatial correlation distribution of R11 at x/Dj = 4, r/Dj = 0.5 at different temporal
offsets
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B.2 Second Order Correlation Distribution Maps
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.10: Spatial correlation distribution of R22 at x/Dj = 4, r/Dj = 0.5 at different
temporal offsets
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.11: Spatial correlation distribution of R33 at x/Dj = 4, r/Dj = 0.5 at different
temporal offsets
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B.2 Second Order Correlation Distribution Maps
B.2.4 x/Dj = 6.5
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.12: Spatial correlation distribution of R11 at x/Dj = 6.5, r/Dj = 0.5 at different
temporal offsets
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B.2 Second Order Correlation Distribution Maps
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.13: Spatial correlation distribution of R22 at x/Dj = 6.5, r/Dj = 0.5 at different
temporal offsets
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.14: Spatial correlation distribution of R33 at x/Dj = 6.5, r/Dj = 0.5 at different
temporal offsets
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B.3 Fourth Order Correlation Distribution Maps
B.3 Fourth Order Correlation Distribution Maps
Fourth order correlation distribution maps for the clean jet, between the microjets, and in-line
with the microjets are presented here for R1111, R2222, and R3333 for the spatial correlation
function and at two temporal offsets.
B.3.1 x/Dj = 0.1
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.15: Spatial correlation distribution of R1111 at x/Dj = 0.1, r/Dj = 0.5 at different
temporal offsets
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B.3 Fourth Order Correlation Distribution Maps
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.16: Spatial correlation distribution of R2222 at x/Dj = 0.1, r/Dj = 0.5 at different
temporal offsets
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.17: Spatial correlation distribution of R3333 at x/Dj = 0.1, r/Dj = 0.5 at different
temporal offsets
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B.3 Fourth Order Correlation Distribution Maps
B.3.2 x/Dj = 1.5
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.18: Spatial correlation distribution of R1111 at x/Dj = 1.5, r/Dj = 0.5 at different
temporal offsets
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B.3 Fourth Order Correlation Distribution Maps
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.19: Spatial correlation distribution of R2222 at x/Dj = 1.5, r/Dj = 0.5 at different
temporal offsets
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.20: Spatial correlation distribution of R3333 at x/Dj = 1.5, r/Dj = 0.5 at different
temporal offsets
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B.3 Fourth Order Correlation Distribution Maps
B.3.3 x/Dj = 4
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.21: Spatial correlation distribution of R1111 at x/Dj = 4, r/Dj = 0.5 at different
temporal offsets
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B.3 Fourth Order Correlation Distribution Maps
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.22: Spatial correlation distribution of R2222 at x/Dj = 4, r/Dj = 0.5 at different
temporal offsets
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.23: Spatial correlation distribution of R3333 at x/Dj = 4, r/Dj = 0.5 at different
temporal offsets
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B.3 Fourth Order Correlation Distribution Maps
B.3.4 x/Dj = 6.5
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.24: Spatial correlation distribution of R1111 at x/Dj = 6.5, r/Dj = 0.5 at different
temporal offsets
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B.3 Fourth Order Correlation Distribution Maps
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.25: Spatial correlation distribution of R2222 at x/Dj = 6.5, r/Dj = 0.5 at different
temporal offsets
(a) Clean, τ0.6Uj/Dj = 0 (b) Clean, τ0.6Uj/Dj = 0.1 (c) Clean, τ0.6Uj/Dj = 0.2
(d) Between, τ0.6Uj/Dj = 0 (e) Between, τ0.6Uj/Dj = 0.1 (f) Between, τ0.6Uj/Dj = 0.2
(g) In-line, τ0.6Uj/Dj = 0 (h) In-line, τ0.6Uj/Dj = 0.1 (i) In-line, τ0.6Uj/Dj = 0.2
Figure B.26: Spatial correlation distribution of R3333 at x/Dj = 6.5, r/Dj = 0.5 at different
temporal offsets
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B.4 Correlation Amplitudes
B.4 Correlation Amplitudes
The amplitudes of the complete set of 21 unique fourth-order correlation functions are pro-
vided here for the clean jet, between the microjets, and in-line with the microjets at the four
interrogation points.
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B.4 Correlation Amplitudes
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Figure B.27: Complete fourth-order correlation amplitudes normalised by clean jet R1111 at
x/Dj = 0.1. Black: clean jet; Solid gray: between microjets; Hatched gray: in-line with
microjets
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B.4 Correlation Amplitudes
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Figure B.28: Complete fourth-order correlation amplitudes normalised by clean jet R1111 at
x/Dj = 1.5. Black: clean jet; Solid gray: between microjets; Hatched gray: in-line with
microjets
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B.4 Correlation Amplitudes
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Figure B.29: Complete fourth-order correlation amplitudes normalised by clean jet R1111 at
x/Dj = 4. Black: clean jet; Solid gray: between microjets; Hatched gray: in-line with microjets
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B.4 Correlation Amplitudes
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Figure B.30: Complete fourth-order correlation amplitudes normalised by clean jet R1111 at
x/Dj = 6.5. Black: clean jet; Solid gray: between microjets; Hatched gray: in-line with
microjets
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