Abstract
Introduction
The general use of a Multi-Layer Perceptron (MLP) consists of a training phase followed by the classification phase. The training phase involves an optimization procedure and can be very time consuming (especially when large network topologies and/or training data are used), since a feasible minimum in the weight space is sought. On the other hand the classification of an unknown test vector is extremely fast, since it requires only the propagation of the test vector through the neural network.
In the Back-Propagation (BP) class of algorithms the optimization procedure used consists of the following steps:
Presentation t o the MLP of all the training examples and computation of the activation of the network.
Computation of the error function based on the activation (usually the sum of squared differences between the actual and the desired output).
,+
Computation of the gradients at a point in the weight space.
Adaptation ofthe weights of the MLP according to the training algorithm used.
The Steps 1, 2 and 3 can be easily performed in parallel, if the training set is partitioned across multiple processors. On the other hand, Step 4 is better to be performed at only one processor, after the partially evaluated error function and gradient values are sent to it and accumulated. Formally, let us consider an MLP whose I-th layer contains Nl neurons, 1 = 1,. . . , M . The network is based on the following equations:
where wfi'" is the weights from the i-th neuron at the ( I -1) layer to the j-th neuron at the 1-th layer, y$ is the output of the j-th neuron that belongs t o the 1-th layer, and f (net;) is the j-th's neuron activation where (YE -t3,p) IS the squared difference between the actual output value at the j-th output layer neuron for the pattern p and the target output value, and p is an index over input-output pairs. The function E also provides the error surface over the weight space.
To simplify the formulation of the above equations, let us use a unified notation for the weights. Thus, for an MLP with n weights, let w be a column weight vector with components w1 , w2,. . . , w,, defined on the ndimensional Euclidean space R", and w+ be an optimal weight vector with components w ; , w;, . . . , w: . Also, let E be the batch error measure defined as the sum of squared differences error function over the entire training set, and V E ( w ) be the gradient vector of the error function E at w.
The minimization of function E corresponds to the weight update by epoch and, requires a sequence of weight vectors { w k } z o , where k indicates epochs. Successful training implies that { w k } g o converges to the point W + that minimizes E. The widely used gradientbased training algorithm BP, minimizes the error function using the following steepest descent method with constant , heuristically chosen, learning rate 7:
The remaining of the paper is organized as follows: the Parallel Virtual Machine (PVM) is briefly described in Section 2, while the proposed methodology is explained in Section 3. In Section 4, the experimental results are exhibited. Section 5 concludes the paper.
The Parallel Virtual Machine
Although MLPs have been widely used in many application areas, real world problems demand an increasing amount of computational resources. However, not many neural network researchers have access to a high performance parallel machine [2]. On the other hand, most of the researchers have access to networked workstations that can be used as a Parallel Virtual Machine-PVM 131. To this end, we have built a PVM, in order to implement and test the parallel versions of several learning algorithms. PVM is a de facto standard message passing interface. It is an integrated set of software tools and libraries that emulates a general-purpose, flexible, heterogeneous concurrent computing framework on interconnected computers of varied architectures. PVM is designed to link computing resources and provide users with a parallel platform for running their computer applications, irrespective of the number of different computer architectures they use and where those computers are located. It is capable of harnessing the combined resources of typically heterogeneous networked computing platforms to deliver high levels of performance and functionality.
The PVM system uses the messagepassing model to allow programmers to exploit the distributed computing across a wide variety of computer architectures, including Massively Parallel Processors (MPPs). Its key concept is that it makes a collection of computers to appear as one large virtual machine, hence its name [3] .
Parallel processing, i.e. the method of having many small tasks solve one large problem, has emerged as a key enabling technology in modern computing. The past several years have witnessed an ever-increasing acceptance and adoption of parallel processing, both for high-performance scientific computing and for more "general-purpose" applications, was a result of the demand for higher performance, lower cost, and sustained productivity. The acceptance has been facilitated by two major developments: (a) massively parallel processors), and (b) the widespread use of distributed computing. MPPs are now the most powerful computers in the world. These machines combine a few hundred to a few thousand CPUs in a single large cabinet connected to hundreds of gigabytes of memory and offer enormous computational power.
On the other hand, distributed computing is a process whereby a set of computers connected by a network are used collectively to solve a single problem. The combined computational resources of several generalpurpose workstations, interconnected with a highspeed local area network, may exceed the power of a single high performance computer.
The most important factor in distributed computing is the high cost of the hardware. Large MPPs typically cost more than $10 million. In contrast, users see very little cost in running their problems on a local set of existing computers. Even building a PVM using dedicated computers has a reduced cost. The cost of a 15-node system is less than $10,000 due to the use of Beowulf-style nodes [l, 121. It must be noted that when using Beowulf nodes only the master node needs hard disk, video display, monitor and keyboard. The cost of materials for the described PVM topology can be found in Appendix 1.
The Proposed Methodology
Here, we have constructed a parallel procedure that uses the well known master-slave computational model (31. Specifically, 15 slaves and one master node were connected (using a 100 Mbps Ethernet switch) to create the PVM. The PVM consists of a daemon process running in the background of each node that forms the virtual machine. The daemons are responsible for spawning the tasks (program execution) on the host machines, the synchronization, and the communication between the tasks. Our implementation is based on the partitioning of the training set across multiple processors on the slave nodes. This results in the parallel evaluation of the error function and gradient of the MLP. Below, we describe the algorithms for the master and slave nodes.
The Algorithm of the Master Node
At the beginning of the procedure, the master node adds the slave nodes to the PVM, spawns the slave tasks, partitions the initial training set into subsets (one for each slave node), and sends the network architecture and the partitions of the training set to the slaves. Then, receives from each slave node the partial error function and gradient, and accumulates them to find the complete error function and gradient values.
Note that the error function values are sent to the master only if the employed training algorithm uses them; otherwise only the partial gradient values are communicated. Finally, the weights are updated (using any batch training algorithm), and the new weights are sent to the slave nodes for the next epoch. When the termination condition is fulfilled, the master node sends termination signals to the slaves and shuts the PVM down. Below, a high level description of the master algorithm is presented.
The process of receiving the partial error function and gradient values can be realized in a synchronous or an asynchronous mode.. When the synchronous mode is selected the master is forced to communicate with the slaves in a specific order. On the other hand, in asynchronous mode the communications are performed in a first-come, first-serve basis. Obviously, the asynchronous mode is the preferred one, since the master does not have to wait for a slower slave, but instead can continue gathering information from the other slaves. 
Procedure master

The Algorithm of the Slave Nodes
Each slave node initially receives the network architecture and its part of the training set. Then, it calculates the partial error function and gradient values, by means of a forward and a backward pass, and sends them to the master node. Finally, the master node sends the updated weights for the next epoch. Below, we provide a high level description of the slave algorithm. 
Experimental Results
To demonstrate the efficiency of the proposed methodology, we have tested it on a difficult, real-life classification task; the detection of malignant regions in colonoscopic video sequences. Textures from normal and abnormal tissue samples have been randomly chosen from four video frames of the same sequence, and used for training in parallel the network to discriminate between malignant and normal regions (see To generate the training set the co-occurrence matrices have been used. More specifically, the endoscopic image was separated into windows of size 16 pixels by 16 pixels. Then the co-occurrence matrices algorithm was used to gather information regarding each pixel in an image window [6]. Co-occurrence matrices, [4], represent the spatial distribution and the dependence of the gray levels within a local area. So in our experiments, the feature vectors contain sixteen elements each and therefore the first layer of the MLPs will consist of sixteen neurons. An MLP having 16 inputs, 30 hidden and 2 output nodes has been trained to discriminate between normal and abnormal image regions using 1200 randomly selected patterns from four video frames. The training procedure stopped when the MLP exhibited 3% misclassifications on the training set. Table 2 : Generalization Results.
Finally, we have tried to determine the speedup of the parallel procedure. Several factors can influence the speedup, such as the network load and the CPU load due to system or other users' tasks. However, speedup results indicate that when using more than three slave nodes the combined processing power of the PVM overbalance the overhead due to its initialization and process communication. Thus, in this case a speedup is always possible. In the following figure the speedup versus the number of processors is plotted. a , The results indicate that the speedup is considerable and worth the minimal effort of parallelizing the learning algorithm, although it is not analogous to the number of slaves used. Obviously, this was expected due to the overhead introduced by the network and the PVM itself. 
Item
Appendix' 1
In this Appendix we exhibit the cost of materials for a 15-node system. As can be seen from Table 3 , the total price for the entire system is less than $10,000. It must be noted that only the master node needs hard disk, video display, monitor and keyboard. This is possible because of the use of Beowulf-style nodes. 
