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Re´sume´
Pour mode´liser le repliement compact d’un polyme`re, on e´tudie
la statistique des me´andres, de´finis comme configurations d’un circuit
automobile traversant n fois une rivie`re. Graˆce a` une me´thode Monte-
Carlo adapte´e a` un ordinateur massivement paralle`le, les me´andres
sont simule´s jusqu’a` la taille n = 400. Le comportement asympto-
tique du de´nombrement et de l’enroulement moyen des me´andres sont
pre´sente´s.
Mots-clef : repliement, pliage, me´andres, Monte-Carlo, arbre, paralle´-
lisme
1 Introduction
Un des centres d’e´tude actuel de la me´canique statistique est le repliement
d’objets ge´ome´triques qui fluctuent, comme les membranes (a` 2 dimensions)
ou les polyme`res (a` une dimension). Les exemples en physique et en biolo-
gie sont nombreux. Les concepts de´veloppe´s pour les phe´nome`nes critiques
(observe´s lors de certaines transitions de phase) s’appliquent aussi a` ce do-
maine. En particulier, avec “l’universalite´”, certaines quantite´s de´crivant le
comportement critique a` grande e´chelle sont inde´pendantes des de´tails a` pe-
tite e´chelle (forme des monome`res, interactions, . . . ). Le physicien the´oricien
cherche alors a` repre´senter un objet complexe (par exemple, un polyme`re bi-
ologique) par le mode`le, le plus simple possible pour pouvoir faire des calculs,
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mais dont on pense qu’il pre´sente les meˆmes proprie´te´s physiques a` grande
e´chelle.
Dans cet article, le repliement compact d’un polyme`re est mode´lise´ par
une bande de timbres-poste comple`tement replie´e [1]. Ceci est e´quivalent au
proble`me des me´andres, re´sume´ par cette simple question : de combien de
manie`res Mn un circuit automobile peut-il traverser une rivie`re en n ponts,
en contournant e´ventuellement la source ?
Une variante [2], ou` on interdit le contournement de la source, est e´qui-
valente a` l’e´nume´ration des labyrinthes d’un certain type [3], ainsi qu’au
16ie`me proble`me de Hilbert, c’est a` dire l’e´nume´ration des ovales de courbes
planaires alge´briques [4].
Ce proble`me a par ailleurs des connections avec la the´orie des nœuds, les
“mode`les de matrice” et la “gravite´ quantique”, et meˆme la QCD (the´orie
des interactions nucle´aires fortes en physique des particules).
Les me´andres sont donc un mode`le de repliement compact d’un objet a`
une dimension, avec des maillons identiques, dont on ne retient que l’ordre
dans le pliage. Malgre´ cette simplification extreˆme, ce proble`me re´siste depuis
au moins un sie`cle : par exemple, on ne connaˆıt toujours pas de formule pour
le nombre de pliages possiblesMn, ni meˆme son comportement asymptotique
pour n grand.
L’approche pre´sente´e ici est purement nume´rique. Elle a e´te´ rendue pos-
sible en exploitant la puissance des ordinateurs paralle`les. Cependant, la
me´thode de “brute force” ne permet pas d’aller bien loin et un algorithme
Monte-Carlo efficace a e´te´ e´labore´. La nature meˆme des me´andres rend diffi-
cile la vectorisation des boucles les plus internes du programme. Par contre,
celui a e´te´ paralle´lise´ avec des “gros grains”, c’est a` dire en divisant le travail
en sous-taˆches au plus haut niveau possible.
La Section 2 est consacre´e aux de´finitions. La Section 3 pre´sente un al-
gorithme de de´nombrement exact, lui-aussi paralle´lise´. La Section 4 de´crit la
me´thode Monte-Carlo. Finalement, quelques re´sultats sont expose´s Section 5.
2 De´finitions
Un me´andre de taille n est de´fini comme une configuration planaire d’une
boucle qui ne se croise pas elle-meˆme (la route), croisant une demi-droite (la
rivie`re avec sa source) en n points (les ponts). Deux me´andres de meˆme taille
sont conside´re´s comme e´quivalents si l’un est obtenu a` partir de l’autre en
de´formant continuˆment la route tout en gardant fixe´s les ponts. C’est une
e´quivalence topologique.
2
Fig. 1: Les M4 = 4 me´andres de taille 4. La route est la boucle auto-e´vitante.
La rivie`re semi-infinie est la demi-droite en trait plein, commenc¸ant a` la
source (point noir). La taille est le nombre de ponts. Le nombre d’enroule-
ments w est le nombre d’arches croisant la demi-droite en pointille´ a` droite
de la source. Les deux me´andres du haut n’ont pas d’enroulement (w = 0),
mais les deux du bas ont w = 2.
On appelle arche chaque section de route entre deux ponts. Un me´andre
de taille n a donc n ponts et n arches.
Le nombre de me´andres diffe´rents de taille n est note´ Mn. Par exemple,
M1 = 1, M2 = 1, M3 = 2 et M4 = 4. Sur la Fig. 1, les 4 me´andres de taille 4
sont dessine´s.
Le proble`me des me´andres est absolument e´quivalent a` celui du repliement
d’une bande de timbres-poste. Conside´rons une bande de n timbres attache´e
a` un support. Il y a alors Mn+1 manie`res de plier cette bande comple`tement,
c’est a` dire sous forme de pile avec un seul timbre en largeur. En effet, comme
explique´ Fig. 2, chaque pliage de n timbres correspond a` un me´andre de taille
n + 1 et re´ciproquement. On pre´fe`re cependant utiliser dans cet article la
repre´sentation sous forme de me´andre car elle est plus naturelle pour de´crire
la re´currence avec laquelle nous les simulerons.
Les me´andres ont des similitudes avec d’autres proble`mes de physique
statistique, par exemple les marches ale´atoires auto-e´vitantes ferme´es : un
me´andre est obtenu a` partir d’une telle marche en lui superposant une demi-
droite et en ne gardant que l’aspect topologique, c’est a` dire la nature des
intersections. Aussi, par analogie, on attend que
Mn
n→∞∼ c R
n
nγ
, (1)
ou` les estimations [5, 6] sont R ∼ 3.5 et γ ∼ 2.
Le nombre R, e´quivalent de la connectivite´, peut eˆtre interpre´te´ comme
le nombre moyen de possibilite´s pour ajouter un pont pre`s de la source en ne
de´formant qu’une seule arche, pour un grand me´andre. Ainsi, ln(R) apparaˆıt
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Fig. 2: On transforme un pliage de n timbres (ici n = 4) en un me´andre de
taille n+1 de la manie`re suivante : (a) dessiner une boucle ovale traversant
la pile de n timbres et se refermant sur la gauche en traversant le support. Il
y a donc n+ 1 intersections. (b) Mettre a` plat la bande de timbres en tirant
vers la droite son extre´mite´. On obtient alors un me´andre avec n+1 ponts, la
boucle devenant la route, et la bande de timbres la rivie`re. La transformation
inverse donne, a` partir de tout me´andre, une bande de timbre totalement
replie´e, en de´formant la route pour en faire une boucle ovale.
comme l’entropie par pont ; c’est une quantite´ intensive, c’est a` dire de´finie
par unite´ de volume. Par contre, l’exposant γ sera sensible aux conditions au
bord. Par exemple, si l’on change la de´finition du proble`me en prenant une
rivie`re infinie aux deux bouts, ou bien une rivie`re avec un affluent, alors la
connectivite´ R ne sera pas change´e (elle caracte´rise l’effet du volume), mais
par contre γ sera a` chaque fois diffe´rent. Nume´riquement, γ est plus difficile
a` mesurer car il de´crit la correction sous-dominante dans l’e´quation (1).
Pour un me´andre donne´, le nombre d’enroulements de la route autour de
la source est de´fini comme le nombre minimal d’intersections entre la route et
une demi-droite (semi-infinie) partant de la source en prolongeant la rivie`re
du cote´ oppose´. On peut le voir comme la distance topologique bout-a`-bout
entre la source (extre´mite´ droite de la rivie`re) et l’infini (extre´mite´ gauche),
la distance entre deux points e´tant de´finie comme le nombre minimal d’arches
a` traverser pour aller d’un point a` l’autre, sans franchir la rivie`re. Pour un
exemple, voir Fig. 1.
On de´finit wn comme la moyenne du nombre d’enroulements sur tous les
Mn me´andres de taille n. Par analogie avec les marches ale´atoires, on s’attend
a`
wn
n→∞∼ nν , (2)
avec 0 ≤ ν ≤ 1.
On peut e´tudier une variante des me´andres ou` le nombre de routes est
laisse´ libre ; les routes ne doivent pas se croiser, ni elles-meˆmes, ni entre elles
(mais peuvent eˆtre emboˆıte´es) et le nombre total de ponts sur la rivie`re est
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toujours fixe´ a n. Ce proble`me est alors exactement e´quivalent [7] a` celui d’une
marche ale´atoire de 2n pas sur une demi-droite, le marcheur commenc¸ant et
finissant a` l’extre´mite´. Chaque marche correspond alors a` une configuration
de me´andres et re´ciproquement. Il y a alors Cn marches possibles de ce type,
ou` les Cn sont les nombres de Catalan (2n)!/(n+1)!/n!. On en de´duit, pour
ce mode`le soluble, que R = 4, γ = 3/2 et ν = 1/2 qui est l’exposant du
mouvement Brownien. Mais en imposant qu’il n’y ait qu’une seule route, la
nature du proble`me change comple`tement et les re´sultats exacts sont rares.
En particulier, les valeurs ci-dessus changent et n’ont pas encore e´te´ calcule´es
exactement.
On peut aussi de´finir d’autres quantite´s comme la forme moyenne des
me´andres ou leur aires. Plus de de´tails sont donne´s dans la Ref. [8].
3 De´nombrement exact
Pour construire les me´andres de taille n+1 a` partir des me´andres de taille
n de fac¸on syste´matique, plusieurs manie`res sont possibles. Malheureusement,
aucune d’entre elles ne donne de re´currence directement entre le nombre
total de me´andres Mn+1, et Mn : il faut e´tudier se´pare´ment chacun des Mn
me´andres. Dans cette section, nous de´crivons une me´thode [6, 7], qui a e´te´
programme´e sur un ordinateur paralle`le, le Cray-T3D. Comme elle est a la
base de l’algorithme Monte-Carlo, nous la pre´sentons en de´tail.
Cette me´thode consiste a` ajouter un pont sur la partie la plus a` gauche
de la rivie`re et a` modifier la route pour la faire passer par ce nouveau pont.
Pour que ce changement soit minimal, seule une arche exte´rieure est modifie´e
(une arche est dite exte´rieure quand aucune autre ne l’entoure).
Prenons un me´andre de taille n (le pe`re) et choisissons (ou marquons) une
de ses arches exte´rieures. Par le processus de´crit Fig. 3, un me´andre de taille
n+ 1 (le fils) est construit. Le pe`re a autant de fils que d’arches exte´rieures.
En inversant le processus, chaque me´andre de taille n + 1 a un et un seul
pe`re. C’est donc une correspondance un-a`-un entre, d’une part les me´andres
de taille n + 1, et d’autre part, ceux de taille n avec une arche exte´rieure
marque´e.
Le point de de´part de la re´currence est l’unique me´andre de taille 1. En
appliquant n − 1 fois le processus, tous les me´andres de taille n peuvent
eˆtre construits. Comme de´crit Fig. 4, l’ensemble des me´andres s’organise
comme un arbre. La racine, au niveau 1, est le me´andre de de´part n = 1.
Chaque branche entre un nœud au niveau n et un autre nœud au niveau
n + 1 repre´sente une relation entre un pe`re de taille n et un de ses fils de
taille n + 1. A l’exception de la racine n = 1, chaque me´andre (ou nœud) a
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(a)
(b)
Fig. 3: Un me´andre (fils) de taille n + 1 est construit a` partir d’un pe`re
de taille n avec une arche exte´rieure marque´e de la manie`re suivante : (a)
Ajouter un pont sur la partie gauche de la rivie`re. Couper l’arche exte´rieure
marque´e et tirer sur ses deux extre´mite´s libres. (b) Refermer cette arche du
cote´ oppose´ en passant par le nouveau pont (et e´ventuellement en contournant
la source par la droite). Le processus est inversible : (b) Ouvrir la route a`
l’emplacement du pont le plus a` gauche (a) Prendre les deux extre´mite´s libres
et les refermer du cote´ oppose´ pour former une arche exte´rieure.
plusieurs arches exte´rieures, donc plusieurs fils (ou branches). Leur nombre
de´pend de la forme pre´cise du me´andre pe`re et varie entre 2 et n/2 + 1. Il
s’agit donc d’un arbre de´terministe mais dont le nombre de branches de´pend
du nœud conside´re´.
Si l’on veut e´nume´rer exactement les Mn me´andres de taille n, la seule
me´thode que nous connaissons est de construire cet arbre jusqu’au niveau n.
En particulier, nous n’avons pas trouve´ de relation de re´currence directement
entre les Mn. Le nombre de fils pour chaque me´andre a une distribution qui
semble erratique et le seul moyen de la connaˆıtre est l’examen de ses arches.
Aussi, pour calculer Mn, le travail a` fournir est proportionnel aux Mn, qui
croissent exponentiellement : les limites de l’ordinateur sont vite atteintes.
Pour cela, on coupe donc l’arbre au niveau n. On appelle alors feuilles les
nœuds de niveau n (qui repre´sentent des me´andres de taille n). L’algorithme,
sche´matise´ Fig. 5, consiste a` visiter toutes les feuilles de la gauche vers la
droite, a` la manie`re d’un “e´cureuil me´ticuleux”. Les re`gles sont les suivantes.
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symetrie
haut-bas
Fig. 4: L’arbre des me´andres jusqu’a` n = 5. Pour n ≥ 4, seule une moitie´
est dessine´e, l’autre e´tant obtenue par la syme´trie haut–bas. Ainsi, M1 = 1,
M2 = 1, M3 = 2, M4 = 4 et M5 = 10. Chaque fle`che repre´sente un processus
“pe`re–fils”.
(a) L’e´cureuil de´marre a` la racine. (b) Lorsque l’e´cureuil se trouve sur un
nœud interme´diaire (qui n’est pas une feuille), il grimpe dans la branche
la plus a` gauche qu’il n’a pas encore visite´e. S’il a de´ja` visite´ toutes les
branches, il descend d’un niveau. (c) Lorsque l’e´cureuil se trouve sur une
feuille, il descend d’un niveau.
Le lecteur peut se convaincre que ces re`gles de´crivent bien une visite
comple`te de l’arbre. Bien sur, lorsque l’e´cureuil se trouve sur un nœud, il
mesure des quantite´s inte´ressantes, par exemple le nombre d’enroulements.
Ces mesures sont cumule´es et traite´es a` la fin de l’e´nume´ration.
D’un point de vue Fortran, plusieurs repre´sentations des me´andres sont
possibles. Dans celle que nous avons finalement utilise´e, chaque arche est
code´e par les nume´ros des deux ponts qu’elle relie. Il faut cependant dis-
tinguer les deux rives. Aussi, les ponts, vus de la rive supe´rieure, sont nume´rote´s
ne´gativement de −n + 1 a` 0, de la gauche vers la droite. Vus de la rive
infe´rieure, ils sont nume´rote´s positivement de 1 a` n, de la droite vers la
gauche. Le pont le plus proche de la source porte les nume´ros 0 et 1 ; le plus
e´loigne´ les nume´ros −n+ 1 et n. Ainsi, le syste`me des n arches est code´ par
le tableau d’entiers A(−n + 1 : n) ou` A(i) est le nume´ro du pont relie´ par
une arche au pont i. Voir Fig. 6 pour un exemple.
Ce codage est loin d’eˆtre optimal pour l’utilisation de la me´moire. On
pourrait par exemple se contenter d’un tableau de 2n bits, ou` le bit i vaut 1
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Fig. 5: Algorithme de l’e´cureuil me´ticuleux : il visite toutes les feuilles de la
gauche vers la droite.
0
134 2
-3 -2 -1
Fig. 6: Pour ce me´andre de taille 4, l’arche (−1, 4) est repre´sente´e par
A(−1) = 4 et A(4) = −1. Au total, A(−3 : 4) = (−2, −3, 4, 3, 2, 1, 0,
−1).
(resp. 0) si le pont i est relie´ a` un pont de nume´ro supe´rieur (resp. infe´rieur).
Cependant ce codage permet de casser et de fusionner des arches efficace-
ment. En effet, lorsque l’e´cureuil monte, une arche (j, A(j)) est casse´e et
donne deux arches limite´es par le nouveau pont : (−n, j) et (A(j), n + 1).
Lorsque l’e´cureuil redescend, les deux arches (−n+1, A(−n+1)) et (A(n), n)
fusionnent pour donner l’arche (A(−n + 1), A(n)), l’arche suivante a` casser
e´tant e´ventuellement celle commenc¸ant a` j = A(n) + 1.
Le programme Fortran, Table 1, compte donc les me´andres jusqu’a` n =
nmax donne´. Il est possible d’utiliser la syme´trie haut-bas pour diviser le
travail par deux. On peut aussi se contenter de ne construire les me´andres
que jusqu’a` la taille n− 1 et le de´compte de leurs arches externes donne Mn.
On peut gagner k e´tages supple´mentaires, en utilisant des formules, expo-
nentiellement complique´es avec k, faisant intervenir pour chaque me´andre de
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Integer, Parameter :: nmax = 20 ! hauteur maximale
Integer :: A(-nmax+1:nmax) = 0 ! representation en arches
Integer :: n = 1 ! hauteur de l’ecureuil
Integer :: j ! branche a visiter
Integer :: M(nmax) = 0 ! compte les meandres de
! taille n
A(0) = 1 ! meandre de depart
Arbre : Do ! parcours de l’arbre
M(n) = M(n) + 1 ! visite d’un nouveau noeud
j = -n + 1 ! arche la plus a gauche
Do While (n==nmax .or. j==n+1) ! Descente :
A(A(-n+1)) = A(n) ! on fusionne les deux
A(A(n)) = A(-n+1) ! arches externes
j = A(n) + 1 ! arche suivante a casser
n = n - 1
If (n == 0) Exit Arbre ! fin du parcours
Enddo
A(A(j)) = n+1 ! Montee :
A(n+1) = A(j) ! l’arche (j) est cassee
A(j) = -n
A(-n) = j
n = n + 1
Enddo Arbre
Print ’(i3,i15)’, (n, M(n), n = 1, nmax)
End
Tab. 1: Programme Fortran qui compte les me´andres jusqu’a` n = nmax.
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tous
les
proc.
P0 P1 P2 P0 P1
Fig. 7: Paralle´lisation de l’algorithme de l’e´cureuil me´ticuleux : dans une
phase initiale tre`s courte, tous les processeurs construisent l’arbre jusqu’a` une
hauteur n1. Les me´andres obtenus sont alors pris comme nouveaux points de
de´part et le travail est re´parti de manie`re cyclique entre tous les processeurs,
note´s ici P0, P1 et P2.
taille n− k, les nombres de ses arches externes, de ses arches de profondeur
2, . . . , jusqu’a` la profondeur k. Le choix optimal est k = 4 ou 5.
Ce programme est clairement anti-vectoriel. Pour donner un ordre de
grandeur, avec n = 20, M20 = 102511418 est obtenu en 31 secondes sur
un Sun avec UltraSparc a` 360 MHz. Il met 70 secondes sur une machine
vectorielle : le Fujitsu VPP-300 du Cea-Grenoble. Pour e´tudier les n les
plus grands possible avec cet algorithme (qui est le seul dont on dispose), il
ne reste plus que la voie du paralle´lisme massif, ou` l’ordinateur dispose de
nombreux processeurs calculant inde´pendamment et interconnecte´s par un
re´seau rapide.
Pour cela, une taille interme´diaire n1 est choisie. Dans une premie`re phase,
tre`s courte, l’arbre est construit, sur chaque processeur, jusqu’au niveau n1.
On obtient donc Mn1 “petits” me´andres, par exemple M11 = 4210 avec n1 =
11.
Dans une seconde phase, longue et massivement paralle`le (voir Fig. 7),
chacun de ces petits me´andres est conside´re´ comme la racine d’un arbre,
qui est alors un sous-arbre de l’arbre global. Chaque sous-arbre est traite´
inde´pendamment des autres. Sur une machine paralle`le, le travail est re´parti
entre tous les processeurs, chacun traitant, a` peu pre´s, le meˆme nombre de
sous-arbres. A la fin, les mesures sont collecte´es, somme´es et traite´es par un
seul processeur.
Pour un sous-arbre donne´, le travail a` faire est proportionnel a` son nom-
bre de nœuds : il fluctue sensiblement d’un sous-arbre a` l’autre. Mais comme
chaque processeur a plusieurs dizaines de sous-arbres a` traiter, on constate
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n Mn n Mn
1 1 16 1053874
2 1 17 3328188
3 2 18 10274466
4 4 19 32786630
5 10 20 102511418
6 24 21 329903058
7 66 22 1042277722
8 174 23 3377919260
9 504 24 10765024432
10 1406 25 35095839848
11 4210 26 112670468128
12 12198 27 369192702554
13 37378 28 1192724674590
14 111278 29 3925446804750
15 346846
Tab. 2: Les nombres Mn de me´andres de taille n pour n ≤ 29, obtenus par
e´nume´ration exacte sur ordinateur paralle`le.
que les fluctuations se moyennent et l’e´quilibrage des charges entre pro-
cesseurs est re´alise´ a` quelques % pre`s. Il n’est donc pas ne´cessaire d’utiliser
de me´thode plus sophistique´e.
Pour programmer cela sur un Cray-T3D, les directives de compilation
Craft, fournies par le constructeur, ont e´te´ utilise´es, car l’algorithme s’y
preˆtait bien. Cette extension de Fortran est du type “data-parallel” et a
e´te´ remplace´e depuis par Hpf. Une directive barrier synchronise tous les pro-
cesseurs avant la collecte des re´sultats, qui se fait par le biais d’un tableau
partage´, ou` chaque processeur y e´crit le re´sultat de son de´nombrement. Puis,
graˆce a` des directives master et end master, seul un processeur fait et traite
les sommes. La difficulte´ principale n’a donc pas e´te´ le codage en soi de
l’algorithme dans le langage paralle`le, mais bien la mise au point d’une par-
alle´lisation efficace.
Les re´sultat jusqu’a` n = 29, donne´s Table 2, ont e´te´ obtenus en 163 heures
re´parties sur 128 processeurs du Cray-T3D du Cea-Grenoble en 1995. On voit
que les Mn croissent exponentiellement. Apre`s extrapolation pour n = ∞,
on en de´duit que R = 3.50(1) et γ ≈ 2.
Si la puissance des ordinateurs continue de croˆıtre exponentiellement au
fil des anne´es, comme le temps de calcul est proportionnel aux Mn qui crois-
sent eux-aussi exponentiellement, le mieux qu’on puisse espe´rer avec cette
me´thode de de´nombrement exact est un gain d’une nouvelle taille (de n a`
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n + 1) tous les deux ans environ.
4 Me´thode Monte-Carlo
Nous avons vu dans la section pre´ce´dente que la me´thode d’e´nume´ration
exacte e´tait vite limite´e car le nombre Mn de me´andres a` construire croˆıt
exponentiellement avec la taille n. L’ide´e ge´ne´rale des me´thodes Monte-Carlo
est de remplacer l’analyse comple`te de tous les cas possibles par la se´lection
ale´atoire d’un sous-ensemble. Celui sera repre´sentatif si la moyenne obtenue
avec ces e´chantillons est proche du vrai re´sultat (qui est inconnu). Cette
moyenne est ale´atoire et fluctue d’une expe´rience nume´rique a` l’autre, ces
fluctuations e´tant alors empiriquement mesurables.
Pour le proble`me des me´andres, comme on ne sait construire efficacement
un me´andre de taille n+ 1 qu’a` partir d’un me´andre de taille n, nous allons
nous servir de l’arbre de´crit plus haut.
Nous allons d’abord introduire la me´thode qui utilise un e´cureuil Monte-
Carlo. Malheureusement cette me´thode n’est pas efficace car ses fluctuations
statistiques croissent tre`s vite avec n. La parade consiste alors a` utiliser une
grande population d’e´cureuils, me´thode qui, de plus, est paralle´lisable.
4.1 Un e´cureuil Monte-Carlo
La vie de l’e´cureuil Monte-Carlo commence a` la racine de l’arbre (a` n =
1). Il grimpe de manie`re ale´atoire dans l’arbre. A chaque niveau n, il se
trouve sur un nœud de l’arbre (qui repre´sente un me´andre de taille n) et
fait un certain nombre de mesures. Il grimpe au niveau n + 1 en choisissant
au hasard de manie`re uniforme l’une des bn branches partant de ce nœud.
L’e´cureuil s’arreˆte a` une certaine hauteur nmax fixe´e a` l’avance.
Comme repre´sente´e Fig. 8, la probabilite´ que l’e´cureuil atteigne au niveau
n un nœud donne´ n’est pas uniforme. Elle vaut 1/qn ou`
qn = b1.b2 . . . bn−1 (3)
est le produit des nombres de branches bi que l’e´cureuil a rencontre´s a` chaque
nœud lors de son ascension, et qu’il peut donc calculer.
Ce processus, c’est a` dire une ascension Monte-Carlo d’un seul e´cureuil,
est conside´re´ comme une simulation. De nombreuses simulations inde´pen-
dantes sont re´alise´es et les mesures sont moyenne´es. Pour cela, il faut les
ponde´rer avec le poids qn. Ainsi, chaque me´andre contribue au re´sultat avec
probabilite´ 1/qn et, le cas e´che´ant, le poids qn, donc de manie`re uniforme.
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Fig. 8: La probabilite´ (nombres du haut) d’atteindre une feuille donne´e est
le produit des probabilite´s d’embranchement (nombres interme´diaires) ren-
contre´es a` chaque noeud. Elle n’est pas uniforme.
En particulier, l’espe´rance mathe´matique 〈qn〉, de´finie comme la moyenne sur
toutes les simulations possibles, vaut Mn.
Malheureusement, cette me´thode ne marche pas en pratique pour n grand.
En effet, bien que la loi de probabilite´ de chaque bi soit re´gulie`re, la loi des qn,
produit d’un grand nombre de bi, n’est pas auto-moyennante : dans la limite
n grand, avec probabilite´ 1, les qn obtenus par simulation sont bien plus petits
que l’espe´rance mathe´matique 〈qn〉. En effet, le the´ore`me de la limite centrale
s’applique a` ln qn, qui est auto-moyennant car somme des ln bi, mais pas a` qn.
Plus pre´cise´ment, des e´ve´nements exponentiellement rares avec n contribuent
de manie`re exponentiellement grande a` 〈qn〉. Dans une simulation, la moyenne
des qn observe´s sera domine´e par ces e´ve´nements rares et les fluctuations
seront larges. Il faut donc un nombre exponentiellement grand (avec n) de
simulations. Dans la pratique, on ne peut pas de´passer n ≈ 30 ou 35.
4.2 Me´thode Monte-Carlo multi-e´cureuil
La me´thode pre´ce´dente est ge´ne´ralise´e en utilisant une population de S
e´cureuils, ou` S est un parame`tre fixe´ a` l’avance. Il est plus simple de le choisir
parmi la liste desMn : S = Mn0 . Ainsi, au de´part, chaque nœud au niveau n0
est occupe´ par un e´cureuil. Dans ce travail, n0 = 17 et la syme´trie haut-bas
a e´te´ utilise´e pour re´duire la population a` S = M17/2 = 1 664 094 e´cureuils.
Les S e´cureuils e´voluent, de manie`re synchrone, du niveau n au niveau n+
1 par le processus suivant, sche´matise´ Fig. 9. Conside´rons l’e´cureuil d’index i
sur un nœud au niveau n, connecte´ a` bi nœuds du niveau n+1. Il se reproduit
et donne bi fils, chacun d’entre eux vivant sur un de ces bi nœuds supe´rieurs.
Tous les e´cureuils se reproduisent en meˆme temps et le nombre total de fils
13
E1 E2
F1 F2 F3 F4 F5
Fig. 9: La me´thode Monte-Carlo multi-e´cureuil est ici sche´matise´e avec S =
2 e´cureuils (E1 et E2). Leurs S ′ = 5 fils (F1 a` F5) sont e´nume´re´s. Pour
garder S constant, ils sont de´cime´s et seulement S = 2 fils, choisis au hasard,
survivent. Ce processus est ite´re´ jusqu’a` atteindre la hauteur voulue l’arbre.
S ′ =
∑S
i=1 bi est calcule´. Le taux de reproduction moyen Bn = S
′/S est une
estimation du rapport Mn+1/Mn. Pour empeˆcher la croissance exponentielle
de la population (et donc des besoins en me´moire et en Cpu), celle-ci est
garde´e constante : seulement S parmi les S ′ fils survivent. Le choix est fait au
hasard de manie`re uniforme. La probabilite´ de survie d’un fils est donc 1/Bn.
Cette de´cimation est l’e´tape Monte-Carlo de l’algorithme. Puis, le processus
s’applique a` nouveau aux fils ; il est ite´re´ jusqu’a` atteindre une hauteur nmax
fixe´e a` l’avance. Cela constitue une simulation. De nombreuses simulations
inde´pendantes sont re´alise´es : les moyennes et leurs barres d’erreur associe´es
sont alors calcule´es.
On voit que le cas particulier S = 1 n’est rien d’autre que la me´thode
pre´ce´dente a` un e´cureuil. A l’oppose´, la limite S = ∞ est e´quivalente a` la
me´thode d’e´nume´ration exacte car on ne supprime pas d’e´cureuil.
Mais quelque soit S, comme pour S = 1, la probabilite´ qu’un nœud soit
visite´ par un e´cureuil n’est pas uniforme et il y a toujours un biais. Par
exemple, les nœuds qui ont peu de fre`res, de cousins, . . . , ont plus de chance
d’eˆtre visite´s. On peut montrer [8] que ce biais est exactement corrige´ si les
mesures sont ponde´re´es, pour chaque simulation, par
qn = Bn0 . . . Bn−2.Bn−1, (4)
produit des facteurs de de´cimation.
A priori, cette me´thode souffre des meˆmes de´fauts que la pre´ce´dente, car le
poids qn est le produit de nombreux Bi ale´atoires, donc non auto-moyennant
quand n devient grand. Mais, l’ame´lioration capitale est que la distribution
de Bi devient tre`s pique´e autour de Mi+1/Mi quand la population S est
14
grande. En effet, Bi e´tant le nombre de fils en moyenne pour S e´cureuils, ses
fluctuations sont faibles et d’ordre O(1/
√
S). Pour le dire autrement, dans
l’expression de qn, la moyenne sur les S e´cureuils est faite au niveau des
Bi, donc avant leur produit. Les fluctuations de qn croissent certes toujours
exponentiellement, mais avec un taux tre`s faible si S est grand. Par exemple,
pour S = 1 664 094 et n = 400, la largeur σ de la distribution des qn est de
12% avec quelques e´ve´nements rares allant jusqu’a` trois fois la moyenne.
Comment choisir S et n ? Na¨ıvement, on a envie de simuler les me´andres
de taille n la plus grande possible. Mais, pour re´aliser Ns simulations inde´pen-
dantes avec S e´cureuils jusqu’a` la taille n, le besoin de me´moire d’ordina-
teur est d’ordre O(n.S) et celui de temps Cpu d’ordre O(n2.S.Ns). Avec S
suffisamment grand, les fluctuations statistiques sont presque gaussiennes et
d’ordre O(1/
√
S.Ns). Comme n est toujours limite´, nous extrapolerons pour
e´tudier la limite n infini. L’allocation de temps d’ordinateur e´tant fixe´e par
ailleurs, nous nous sommes limite´s a` n ≤ 400, pour bien extrapoler avec
une meilleure statistique. Finalement, a` produit S.Ns constant, il vaut mieux
choisir S le plus grand possible permis par la me´moire de l’ordinateur, pour
diminuer le proble`me des fluctuations rares et grandes de qn.
L’algorithme a e´te´ ici de´crit en terme d“e´cureuils”. Mais ceux-ci repre´-
sentent des me´andres par l’interme´diaire d’un tableau d’entiers A(−n+1 : n).
En particulier, l’ope´ration qui transforme un e´cureuil en son fils, consiste a`
casser une arche externe, donc a` manipuler ce tableau. Cette ope´ration n’est
pas vectorisable et s’ave`re eˆtre la partie qui consomme le plus de Cpu dans
l’algorithme. Comme dans toute simulation Monte-Carlo, la qualite´ statis-
tique des re´sultats est limite´e par le temps Cpu. Il est alors capital de par-
alle´liser l’algorithme.
La paralle´lisation la plus simple consiste a` re´aliser des simulations totale-
ment inde´pendantes sur chacun des processeurs. Il suffit d’initialiser diffe´-
remment le ge´ne´rateur de nombres ale´atoires d’un processeur a` l’autre, et
d’organiser la collecte des mesures effectue´es lors des simulations pour les
traiter ulte´rieurement. Ce type de paralle´lisation n’utilise que tre`s peu le
re´seau car rien n’est e´change´ entre les processeurs. Cela peut meˆme se con-
cevoir sur un re´seau he´te´roge`ne de stations de travail, de manie`re asynchrone.
Mais on a vu ci-dessus qu’il e´tait tre`s important de simuler la plus grande
population possible, plutoˆt que de multiplier les simulations avec une popula-
tion plus petite, la limite e´tant donne´e par la me´moire disponible. Pour cela,
tous les processeurs doivent travailler de concert sur la meˆme population.
L’algorithme utilise´ est de´crit ci-apre`s.
Dans une courte phase d’initialisation, les S e´cureuils sont construits au
niveau n0 et sont re´partis de manie`re e´quilibre´e parmi les processeurs. Chaque
processeur ne s’occupe que de son groupe d’e´cureuils.
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Lors d’une ite´ration principale, ou` la population passe du niveau n au
niveau n+ 1, chaque processeur e´nume`re les fils de ses e´cureuils, puis re´alise
et somme ses mesures. Les sommes globales sont ensuite faites sur l’ensemble
des processeurs et e´crites dans un fichier par un seul processeur pour eˆtre
analyse´es ulte´rieurement. La facteur de de´cimation Bn doit eˆtre de´termine´ de
manie`re globale, et non pas localement sur chaque processeur. Un processeur,
de´clare´ maˆıtre, analyse le nombre de fils Fp obtenus par chaque processeur
p, calcule Bn et fixe en retour le nombre Fp/Bn de fils que chaque processeur
doit garder. La population globale est donc maintenue exactement e´gale a` S.
Cette phase demande une synchronisation entre processeurs, peu de calculs
et l’e´change de petits messages. Puis vient la de´cimation proprement dite,
re´alise´e de manie`re inde´pendante sur chacun des processeurs. C’est l’e´tape qui
consomme le plus de Cpu car les fils survivants sont effectivement construits
a` ce moment-la`.
Il est alors ne´cessaire d’e´quilibrer les populations entre processeurs. En
effet, le nombre de fils fluctue. Lors de la synchronisation, tous les processeurs
doivent attendre celui qui a le plus d’e´cureuils, car il effectue plus de travail.
Sans y reme´dier, ce proble`me empirerait au fil des ite´rations. Aussi, a` la
fin de chaque ite´ration, le processeur maˆıtre recense les processeurs dont
la population de´passe de 5 % la moyenne et leur fait transfe´rer la partie
exce´dentaire aux processeurs les moins charge´s. Ainsi, les temps d’attente
sur la barrie`re de synchronisation sont en moyenne de 5 %. En contrepartie,
le re´seau transfe`re 5 % de la me´moire de quelques processeurs.
Ce processus constitue une simulation. Plusieurs simulations sont ef-
fectue´es de manie`res inde´pendantes, en un ou plusieurs “runs”. Les fichiers
de mesures sont ensuite traite´s par un autre programme.
Cette paralle´lisation a e´te´ programme´e sur le Cray-T3E du Cea-Grenoble,
e´quipe´ de processeurs Dec-alpha a` 375 MHz. Il faut 13 Goctets de me´moire
pour une population de S = 1 664 094 e´cureuils, soit 128 processeurs de
128 Moctets. Pour re´aliser 8192 simulations, 8 jours ont e´te´ ne´cessaires, soit
24000 heures de Cpu. Pour paralle´liser, la bibliothe`que Shmem, fournie par
le constructeur, a e´te´ utilise´e. Elle est du type “passage de message”, comme
PVM ou MPI. Son inte´reˆt principal est sa simplicite´ et son efficacite´. Par
contre, elle n’est pas portable.
Le rendement de la paralle´lisation est proche des 95 % the´oriques. Aucune
de´gradation significative n’a e´te´ vue, meˆme avec 128 processeurs. En effet,
les e´changes entre processeurs sont rares et de volume moyen : ils ne posent
aucun proble`me pour le re´seau du T3E, qui est un point fort de cette machine.
La performance du programme est plutoˆt sensible aux proble`mes d’acce`s au
cache et a` la me´moire locale ; un gain important a e´te´ obtenu, lors des copies
de tableaux dans une meˆme me´moire locale, graˆce aux registres “E”, en
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court-circuitant le Cpu et son cache.
On voit que le travail scalaire par processeur est proportionnel a` son
nombre d’e´cureuils ; par contre la taille des messages est proportionnelle aux
fluctuations, donc a` la racine carre´e. En the´orie, la “scalabilite´” est par-
faite, a` condition d’augmenter la population globale — ce qui est justement
inte´ressant — quand on augmente le nombre de processeurs, pour que la
population par processeur ne s’appauvrisse pas.
5 Quelques re´sultats
On s’inte´resse tout d’abord au comportement asymptotique du nombre
de me´andres Mn ∼ cRn/nγ pour n grand. L’entropie lnR peut eˆtre estime´e
avec
Ln =
1
2
ln
(
Mn
Mn−2
)
, (5)
ou` n saute de 2 en 2 pour diminuer des effets sensibles de parite´ entre les n
pairs et impairs. Comme on s’attend a` Ln ∼ lnR − γ/n pour n grand, en
trac¸ant y = Ln en fonction de x = 1/n, on pourra estimer lnR (limite quand
x tend vers 0) et γ (pente asymptotique).
Sur la Fig. 10, l’estimation Monte-Carlo de Ln− ln 3.5+2/n est trace´e en
fonction de 1/n pour n allant de 50 a` 400. La fonction line´aire y = ln 3.5−2x
a e´te´ arbitrairement soustraite pour re´duire l’amplitude de variation de y ;
les quantite´s inte´ressantes 2 − γ (pente re´siduelle), ln(R/3.5) (limite quand
x tend vers 0) et la courbure (de´viation au comportement line´aire espe´re´)
sont ainsi rendues plus visibles. Malgre´ cette amplification, la courbure reste
faible et rend raisonnable une extrapolation line´aire, qui donne
R = 3.5019(2) et γ = 2.056(10), (6)
en contradiction avec les conjectures 7/2 et 2.
L’exposant d’enroulement ν, de´fini par le comportement asymptotique du
nombre moyen d’enroulements wn ∼ nν , est pre´sente´ Fig. 11. En trac¸ant
ln(wn) en fonction de lnn, la pente asymptotique est une mesure de ν. Nous
pre´fe´rons utiliser ln(wn+1) au lieu de ln(wn), car on remarque que wn+1 est
moins sensible que wn aux effets de taille finie. Comme la question principale
est de savoir si ν = 1/2 ou non, la fonction line´aire y = x/2 a e´te´ soustraite.
Ainsi, la variation de y est re´duite ; ν − 1/2 et la courbure sont plus visibles.
On voit que cette dernie`re reste petite et une extrapolation line´aire donne
ν = 0.518(2), (7)
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Fig. 10: Estimation Monte-Carlo de Ln − ln 3.5 + 2/n en fonction de 1/n
pour n allant de 50 a` 400. La limite quand x tend vers 0 est ln(R/3.5), et la
pente (ne´gative) est 2− γ. Les barres d’erreur ne sont pas dessine´es car elles
sont toujours infe´rieures a` 10−5, donc plus petites que les symboles. Un effet
de parite´ entre les n pairs et impairs est visible. Une extrapolation line´aire
donne R = 3.5019(2) et γ = 2.056(10).
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Fig. 11: Estimation Monte-Carlo de ln(wn+1)−1/2 lnn en fonction de lnn,
pour n entre 8 et 400. La pente est de 0.018 et mesure ν − 1/2. Les barres
d’erreur ne sont pas dessine´es car infe´rieures a` 3.10−4.
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incompatible avec la valeur brownienne 1/2.
D’autres re´sultats sont pre´sente´s dans la Re´f [8], concernant la loi de
probabilite´ du nombre d’enroulements et la forme moyenne des me´andres, en
particulier pre`s de la source et de l’extre´mite´ oppose´e.
6 Conclusion
Dans ce travail, nous avons simule´ le repliement compact d’un objet uni-
dimensionnel, une bande de n timbres-poste, mode´lise´e par les me´andres.
Jusqu’a` pre´sent, on ne connaˆıt pas de formule donnant le nombre de pliages
possibles Mn en fonction de n, et l’ordinateur est donc une me´thode d’inves-
tigation privile´gie´e. Les algorithmes, que nous avons de´veloppe´s et utilise´s,
reposent sur une repre´sentation de l’ensemble de tous les pliages possibles en
un arbre de forme irre´gulie`re.
Avec un algorithme de visite syste´matique de tous les nœuds de l’arbre
jusqu’a` une hauteur fixe´e n, on peut mesurer exactement toutes les pro-
prie´te´s. Mais la nature meˆme de l’arbre empeˆche la vectorisation, car il n’y
a pas de longue boucle re´gulie`re. Par contre, la possibilite´ de le de´couper en
sous-arbres rend la paralle´lisation efficace sur une machine a` grand nombre
de processeurs. Mais le travail croˆıt exponentiellement avec n et meˆme un
ordinateur puissant ne permet pas de de´passer n ∼ 30.
Avec un algorithme Monte-Carlo, on peut e´tudier des me´andres plus
grands. Mais les fluctuations statistiques, inhe´rentes a` ce type de me´thode,
sont ici particulie`rement de´favorables. Avec la mise au point de la me´thode
multi-e´cureuil, les moyennes sont re´alise´es en deux e´tapes : la premie`re, entre
e´cureuils, a des fluctuations gaussiennes, le cas le plus favorable. On cherche
donc a` simuler simultane´ment le plus grand nombre possible d’e´cureuils, ce
qui est principalement limite´ par la me´moire de l’ordinateur. En re´partissant
la population sur de nombreux processeurs, la paralle´lisation permet alors de
be´ne´ficier de beaucoup plus de me´moire. On obtient aussi une forte puissance
en Cpu scalaire, ne´cessaire pour que les re´sultats significatifs ne soient pas
noye´s dans les fluctuations statistiques, ce qui a permis alors des simulations
jusqu’a` la taille n = 400.
On voit donc que les e´tudes de´crites dans cet article doivent beaucoup
aux ordinateurs paralle`les, les ordinateurs vectoriels e´tant inefficaces pour
ces algorithmes. La paralle´lisation e´tant hors de porte´e d’un compilateur au-
tomatique, elle doit eˆtre explicitement programme´e, le “passage de message”
s’ave´rant le mieux adapte´.
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