This paper provides a new transfer based novel view synthesis method. This method does not need a pre-computed dense depth map, therefore overcomes most common problems associated with conventional dense correspondence algorithms, yet still produce very photo-realistic novel images. The power of the method comes from the introducing and using of a novel inverse tensor transfer technique, which offers a simple mechanism to exploit both photometric constraints and geometric constraints across multiple input images. Our method works equally well for both calibrated images and un-calibrated images. Experiments on real sequences show promising results.
INTRODUCTION
Novel-view-synthesis (NVS) is an important application of computer vision. Transfer is a typical technique for NVS. It has the advantages of both geometrically valid and computationally efficient, because it bypasses the unnecessary explicit 3D reconstruction procedure. Epipolar transfer and tensor transfer are two the most popular transfer methods. They work in the same way: pixels are transferred from real input images to virtual novel image using a pre-computed pixel depth map and the respective geometric relationships. The depth map is required to be dense and very accurate, otherwise no reasonable result can be obtained.
Unfortunately, computing such a depth map is not an easy task. Although many dense matching algorithms have been developed [11] , practically few of them fit well in the context of NVS.
We provide a new IBR method for NVS in this paper. This method is featured by the following merits:
Firstly, we circumvent the hidden problem of precomputing dense depth map. Our methods receives as input the original real images. In stead of recovering the depth at every pixel, we intend to recover the most consistent pixel National ICT Australia is funded through the Australian Government's Backing Australia's Ability Initiative, in part through the Australian Research Council. The first author was partially supported by NSFC (Grant no.60105003).
color; Secondly, since we avoid correspondence problem, our method frees from most of the troublesome problems which are often associated with stereo algorithms. For example, our method no longer suffers from aperture problem, and highlight or textless regions. Experiments have proven these advantages; Thirdly, we propose a novel inverse tensor transfer technique, which transfers pixels from the novel (virtual) image to those real input images. This enables a very simple mechanism to establish pixel relations across multiple views, thus increases efficiency.
We have tested the method on real images. Very good results were obtained: the synthesized images are very photorealistic, even for rather complex scenarios, such as containing many highlights or textureless regions. We have observed that even when the depth map contains much serious errors, the synthesized images are still very photo-realistic.
INVERSE TENSOR AND TRANSFER
Trifocal tensor encapsulates all projective geometric relationships across three views. Given three views, denoted by image-, image-, and image-, whose camera matrices are , and , respectively. Here stands for the -th row of matrix, and " " denotes a sub-matrix of by cancelling out the i-th row, then the trifocal tensor is computed as [2] :
where the subscriptions of is called covariant index, the two superscriptions are called contra-variant indices, and the are indices of the three views. In conventional tensor transfer method, the trifocal tensor is used to transfer the pixels from real input image to virtual novel image, where the particular tensor used is computed from real image to the virtual image. We call such tensor the direct-tensor, in order to distinguish it from our newly proposed inverse-tensor.
Using direct tensor for image transfer poses two problems. The first one is that: in order to use such direct tensor 0-7803-9134-9/05/$20.00 ©2005 IEEE transfer, a dense and accurate correspondence map between the two real images must be computed in advance. Unfortunately, finding such map is not an easy task. Many papers often assume the required depth map is known beforehand [9] [7] or is estimated from optical flow results [5] , despite of the fact that such preassumption is very fragile. The second problem with direct tensor transfer is that: although the tensor transfer relation is quite straightforward, for the sake of avoiding rounding error in pixel coordinates, a backward pixel mapping scheme is usually adopted, which adds to extra computations and complicates concept.
The first problem is more serious than the second one. In this paper, we mainly intended to develop a new method to overcome the first problem, but it turned out that our new method also overcomes the second problem at the same time. The strategy of our new method is based on a new proposed tensor relationship which we call inverse tensor.
Inverse tensor
We consider a slightly different problem, where the number ( denoted by N) of input real images are more than two. Usually, we may require N greater than five. In some sense, we are dealing with a somewhat simplified NVS problem. However, the requirement of more images is not too restrictive, and still rather reasonable and practical. Moreover, this additional requirement can be thought of the price we must pay for the additional benefits provided by the new method, for this method does not require any pre-computed depth map.
We denote the N real input images as image-1, image-2, ..., image-N. We always denote the novel image to be synthesized by image-0.
We notice that [2] for three given views there are in total twelve linearly independent trilinear relationships. However, from these twelve relationships we can only identify three independent trifocal tensors. These three tensors are distinguished by different choices of the first image. For example, for image-0, image-1 and image-2, the only three tensors that can be obtained are, , and . Traditionally, we use tensor or to perform image transfer. These tensors we call direct tensors. Using the convention that virtual camera is always denoted by image-0, now we give the definitions of direct tensor and inverse tensor in the context of NVS:
By direct tensor we mean the trifocal tensor where the third camera index . By inverse tensor we mean the trifocal tensor where the third camera index . From this definition, we know that the conventional tensor transfer methods always use direct tensor, for example, tensor or . While in this paper, we exploit the advantage of using inverse tensor, for example, tensor or .
The motivation of especially conceptualize such inverse tensor is that it provides a simple mechanism to establish pixel correspondences across multiple real input images. It plays a critical role in that it offers a natural and simply way of relating N real corresponding pixels. The relations are guaranteed to be geometrically-valid since they are derived from the trifocal tensor. For real-time applications, the inverse tensor transfer relations need to be computed only once, and can be used later by making a look-up-table. The computational overhead is not significant.
Point-line-point tensor transfer
There are different ways of doing trifocal tensor transfer, which are distinguished by employing different incident relations. These incident relations include for example the point-line-line, point-line-point or point-point-point [2] . We actually use the point-line-point relation in this paper, mainly for its computational simplicity.
For , and passing through , we have (2) where the line is chosen to be an optimal line passing through the pixel of the virtual image.
In our implementation, we first perform a virtual rectification operation between one real reference image and the virtual novel image. Therefore, the rectified image-1 and image-0 will be in an ideal stereo configuration, and the optimal line is no other but a vertical scan-line passing through the pixel. For this case, the computational overhead is minimized. Figure-2 .2 illustrates the inverse tensor transfer using point-line-point scheme. 
Compute the inverse tensor
Methods existed for computing direct tensor can also be used to compute inverse tensor [2] [5] . This paper adopts a direct method based on seed tensor proposed by Avidan and Shashua [5] . The idea is to embed the fundamental matrix into a tensor space, then update the tensor by specifying the virtual camera's position. Partial knowledge about the camera parameters is required in order to estimate the relative geometry. But this poses no difficulty, as a roughly estimation of the camera intrinsics would already lead to fairly good results. Fig. 2 . A sample frame from monkey sequence [4] . The below two rows show examples of consistent color and in-consistent color of a corresponding pixel across 12 frames.
Photo-consistency and robust scale estimation
We use photo-consistency-check among multiple input images to determine the target coordinates of the pixel to be transferred. For this end, we need to test whether a pixel chain connecting N input frames is photometrically consistent. We use scale to measure the photo-consistency. Figure  2 .4 shows the examples of consistent pixel chain and inconsistent pixel chain.
In previous work, scale is usually defined as the variance (or standard deviation) of pixel intensity. However, variance is very sensitive to outliers. Some robustifications to the variance have been proposed in recent years, such as using norm, color-quantization or color histogram [3] , but these methods have a common limitation that a rather large number of data samples is required to guarantee a stable robust estimation. Although using multiple input images is essential to our method, we however want to keep the number as small as possible.
In a recent paper, Rousseeuw proposed an improved measure for robust scale estimation which uses about 3 to 7 samples only [10] . We adopt this method for scale estimation. Once the scale is estimated, the color of every pixel in the virtual image is assigned according to the following photoconsistency check:
where T is a user-defined threshold. Through this robust photo-consistency check, we actually obtain a depth-like measurement for every pixels in the images. But this needs not to be the truth depth because it is obtained by maximizing the photometrical consistency across multiple views. We call such depth map a pseudo depth map and will explain it later.
In the regard of estimating pixel color, instead of estimating depth, our method is similar to voxel-coloring [1] , or [3] , [4] , or photo hulls [6] , [9] , etc.
THE PROPOSED NVS ALGORITHM
1. Specify the location of the virtual camera (image-0) with respect to the reference image ( w.l.o.g.,denoted by image-1).
2. Perform virtual rectification on the reference camera and the virtual camera, and then compute the inverse tensors of , .
3. Apply traditional window-based stereo matching algorithm to the stereo pair of image-1 and image-0, as if both are real images. The disparity searching range is limited within . At every disparity hypothesis, determine the positions of the current pixel at all other real images, i.e., image-2, image-3, , using the corresponding inverse tensors, i.e., , , .
4. Compute the robust scale of the hypothetic corresponding pixels, and select the smallest one. Use eq-3 to test photo-consistency. If consistent, then actually transfer the pixel color to the novel image using the obtained pseudo depth map.
5. De-rectification of the novel view camera, to undo the virtual rectification operation.
EXPERIMENT RESULTS
We have tested the method on real images. Very good results were obtained. Figure 3 shows our result for the Oxford robot sequences [2] . From the image contents itself it is a rather complex scenario: the white wall and most part of the floor are textureless, and the ceiling light causes some intensity saturations. We let the novel camera to be the right-eye camera in an ideal stereo configuration. The first image displays the reference real image, which we used as the left-eye image. The central image is the synthesized novel image. The right image shows the obtained depth-map, from which we can see: although there contain many matching errors, the synthesized image still looks very photo-realistic. The texture-less regions and highlight regions contained in the original image would destroy most conventional stereo algorithms.
We also test our method on monkey sequence [4] . Figure 4 gives a result. The reference image is shown in the left, and the right one is the synthesized image. We adopt leave-one-out method for evaluation: figure 5 (a) shows a zoomed-in portion of figure4, and figure 5 (b) the groundtruth image. Our method presents very realistic result. The pixel colors have been faithfully recovered, without resorting to any pre-computed depth map. It is expected that when embed the proposed method into Fitzgibbon's image prior learning framework [4] , the quality could be even better. 
CONCLUSIONS
We propose a new NVS method here, called as inverse tensor transfer, which has successfully circumvented the troublesome problem of dense correspondence. It starts automatically from a set of input images without any precomputed depth map, yet the synthesized image is very realistic and pleasing according to visual assessments. Though the proposed inverse tensor is not a newly discovered geometric relation among three views but simply the conven- tional trifocal tensor, the inversely use of it in the image transfer scenario does provide a simple mechanism to thread the corresponding pixels across multiple views. Of course there is no free lunch: compared with other transfer methods, our method needs more than input images (often more than five are required to facilitate the robust scale estimation). In some sense, this method could be understood as performing an implicit correspondence. However, it distinguishes from conventional ones in that realistic novel view can be generated though the pseudo depth map needs not to be the true depth map. Such relaxation largely reduces the complexity of the algorithm. Our method can be naturally embedded into [4] 's learning framework, and the result is expected to be better, and this will be one of our future work.
