I.

Introduction
The use of computational models for the design and optimization of chemical vapor deposition (CVD) equipment and processes is becoming increasingly common. Commercial codes for modeling the chemically-reacting flows in such reactors are now available, but chemical reaction mechanisms describing the specific process of interest generally have to be developed for each problem.
This document reports work on the chemistry of TEOS (Si(OC2H5)4) and ozone (03), which are used to deposit silicon dioxide (Si02) films at atmospheric pressure. This work was done under CRADA No. 01512, Task 0.001, the blanket agreement between Sandia National Laboratories (SNL) and SEMIKEMATECH.
It was started with the Semiconductor Equipment Group of Watkins-Johnson (WJ), which has now been acquired by the Silicon Valley Group, Thermal
Systems (SVG-TS).
Although the TEOS/03 system has been the subject of many investigations, a review of the literature is not included here. Previous workl by SNL and WJ showed the limitations of using very simple reaction mechanisms to describe the atmosphere-pressure, moving belt TEOS/03 CVD system of interest. The current project was a direct outgrowth of the previous project, and involves the development of a more "fundamentals-based" reaction mechanism. In the past, the computational-fluid dynamics codes being used to model the CVD system of interest were limited in their capabilities to handle chemical reactions, and thus required the use of very simple chemistries. Recent improvements to such codes, however, have significantly increased their capabilities and allow the use of more complex chemical reaction mechanisms.
This document only discusses the development of the chemical reaction mechanism, along with the OD and ID simulations used for this purpose. Two-dimensional simulations were done2 to help calibrate the chemistry. Although they are referred to in this document, they will be described elsewhere.3
II.
Chemical Reaction Mechanism
The chemical reactions of interest in CVD systems can be subdivided into gas-phase (homogeneous) reactions and gas-surface (heterogeneous) reactions. The knowledge base available in the literature for the former is much greater than for the latter. This is reflected in the size and complexity of the reactions describing the chemistry. For the gas-phase, we have tried to use elementary chemical reactions, with rate parameters either taken from the literature or estimated by analogy with known reactions. In contrast, the surface reaction mechanism much smaller and contains "lumped" reactions with rate parameters derived by fitting to deposition rate data. is As will be described in more detail below, two variations of our TEOS/03 reaction mechanisms are presented here, each with advantages and disadvantages. Version 1 uses simple sticking coefficients to describe the surface reactions, while Version 2 includes the effects of blocking groups on the surface preventing further reaction. The gas-phase chemistry is essentially the same for these two cases.
Developing the reaction mechanism was primarily done with OD simulations using AURORA4
and ID simulations using SPIN.5 AURORA provides information on sensitivities and rates-ofprogress that are valuable in fitting a reaction mechanism to a set of experimental data, but oversimplifies the transport. These codes use CHEMKIN6 for handling the chemical kinetics part of these reacting flow problems.
A. Gas-Phase Chemistry
The reaction mechanism developed in this work has 20 gas-phase species and 45 gas-phase reactions, although other species and reactions were considered. Table 1 lists the reactions with their corresponding rate parameters, where k = A To exp(-E./RT). Table 2 gives thermochemical data for the gas-phase and surface species, in the polynomial fit format used by the CHEMKII$'
software.
The gas-phase reactions in Table 1 The other reaction categories involve TEOS and its reaction products, which generally have been less-well studied. Thus, these categories include non-elementary reactions and many rate constants that have been estimated from analogous hydrocarbon reactions. In developing this part of the mechanism, the first step involved obtaining or estimating thermochemical parameters for the species of interest. Then the list of chemically possible reactions was screened by examining the heats of reaction. Exothermic reactions, and reactions with relatively low endotheticities were generally retained.
The category of TEOS reactions with small radicals are primarily hydrogen abstraction reactions, although TEOS hydrolysis is also included. Fortunately, the most important reaction between TEOS and O atoms has been studied experimentally both by Sanago and Zachariahl 1 and by Buchta, et al.7 The kinetic parameters from these two studies are quite close [k = 2.7E12 exp(-2622.8/RT) vs. k = 2.05E13 exp(-259 1.O/RT)]. Both were tried in the simulations at various times, but the parameters of Sanago and Zachariah are used in the final mechanism because they gave slightly better fits to the data. Although hydrogen abstraction can occur with different rates at either an ct or~position producing different isomers of C2&OSi(OEt)3, these are not tracked separately in this mechanism in the interest of simplicity. 
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Althoughtheytum outto beunimportant, two reactions involving theunimolecular decayof C2~OSi(OEt)3 are included. These molecules are sufficiently large that they should be at the high pressure limit at 1 atm, so pressure-dependent fall-off parameters were not determined.
The next category, chain termination reactions, are radical recombination reactions that can interrupt the radical chain reactions that decompose the TEOS. Again, these molecules are assumed to be big enough to be in their high-pressure limits at 1 atm pressures, so explicit falloff parameters are not provided. For reaction 43, the molecules involved are smaller, so a smaller A factor was used, although this reaction also turns out not to be very important.
The two reactions in the last category, condensation reactions, represent the formation of hexaethoxydisiloxane. This can be thought of as TEOS dimerization, which could be the first step in forming larger polymeric liquidkolid species. The formation of these solid byproducts are a significant concern in TEOS/03 CVD. The present simulations, however, suggest that gasphase formation of dimers is not significant in the main reaction zone. This in turn suggests that direct gas-phase polymerization is not likely to be the major source of these byproducts, but rather condensation and polymerization on surfaces (TEOS is commonly used in the condensed phase for the production of silicon oxide SOISand gels). Note that this study did not focus on the parts of the reactor downstream from the deposition zone, where reactions not considered here may occur. Also, if there turned out to be significant errors in the thermochemical and kinetic data used, this would also affect this conclusion.
B. Surface Chemistry
The surface reaction mechanisms shown in Table 3 for Version 1 and Table 4 for Version 2 are much smaller than the gas-phase mechanism shown in Table 1 . The surface reactions are also "lumped" rather than elementary chemical reactions. As mentioned above, this is primarily a result of the smaller knowledge base in the literature for surface reactions. Although many of the trends observed in the deposition rate data could be reproduced using Version 1, which has no specified surface species (non-site-specific sticking coefficients), the dependence on TEOS mole fraction (flow rate) was too strong, so Version 2, which accounts for surface site-blocking, was developed. * "Stick" indicates that the reaction parameters given are for a sticking coel%cient. "Fit" indicates that the rate parameters were determined by fitting to deposition rate data. "Estd" indicates that rate parameters were estimated.
There are a variety of possible surface species in this system, namely a silicon atom with any combination (adding up to 4) OE 1) Si-O-Si bonds to the bulk Si02, 2) a bond to an ethoxy group, 3) a bond to a fragment of an ethoxy group (missing one or more H or C atoms), 4) a fragment of an ethoxy group with added O atoms or OH groups, 5) dangling bonds, 6) a bond to an O atom that has a dangling bond, 7) a bond to a hydroxyl group (OH), or 8) bond to a H atom.
In addition to these simple one-site surface species, silicon oxide surfaces are also known to have groups such as "coordinated OH pairs" in which the bonding and reactivity at one Si atom is affected by the presence/absence of functional groups on an adj scent silicon atom. In this work, however, most of these details are neglected in the interest of simplicity and restricted resources.
Although it is now possible to treat multiple surface species in the codes used for the higherorder simulations, the computational complexity of such problems still require a minimum of species and reactions, and the factorial nature of the problem makes it unrealistic to include a large number of surface species.
In Version 1 of the mechanism, no surface species are specified, while Version 2 includes only two surface species: SiG30H(s), representing silicon with three bonds to the glass bulk and one reactive OH group, and SiGEs(s) representing a silicon with one bond to the bulk and three ethoxy groups. The thermochemical data for surface species provided in Table 2 were taken from previous work on TEOS.13 They are needed to satisfy error-checking routines in the software, but are not really used in the calculations because zdl the surface reactions are written as irreversible reactions. A surface site density of 1. 168x10-9 moles cm-2 and a bulk density for Si02 of 2.33 g cm-3 are used.
The first surface reaction in both versions of the mechanism is the adsorption of Si(OEt)30H from the gas with on the surface. The rate parameters correspond to sticking coefficients of -3x10-5 at 500"C, which are reasonable but on the low side. This reaction was given a negative activation energy in order to reproduce the observed decrease in deposition rate with increasing temperature. Negative activation energies for these kinds of surface reactions generally result from a competition between resorption and reaction, following an adsorption step, which have been combined into one step here.
Version 1 "lumps" all of the surface steps of adsorption, intermediate reactions to eliminate gasphase byproducts, and deposition of the oxide into one single step. In Version 2, the process of Si(OEt)30H adsorption on SiG30H(s) open sites is "lumped" with the reaction to eliminate water and form SiGE3(s) while "depositing" the Si atom that was originally on the surface into the bulk, as it now has 4 Si-O-Si bonds. Version 2 treats the decomposition of SiGE3(s) groups, releasing ethylene and ethanol to the gas-phase and regenerating SiG30H(s) as a separate reaction (reaction 2 in Table 4 ). Although written as a single reaction, this undoubtedly occurs in multiple steps, probably involving the attack of radical species from the gas-phase. However, in the interest of simplicity, this is written as a single step with rate parameter determined by fitting to the deposition rate data.
The next three surface reactions are the adsorptionheaction of 0Si(OEt)3, Si(OEt)3, and C2~OSi(OEt)3, which are three radical species formed by decomposition of TEOS. These are analogous to the first surface reaction for Si(OEt)30H, and have been given the same negative activation energies. L~ger A factors are used because these species should be somewhat more reactive than Si(OEt)30H due to their radical nature. However, the simulations indicate that these species are present in such low concentration that these reactions are not very important in determining deposition rates.
The last three reactions represent the loss of O atoms, OH radicals, and H atoms at the surface.
Although these reactions are written as producing 02 and H2, the reality is much more complex, involving a variety of abstraction, adsorption and elimination reactions that are all being swept under the carpet. These reactions are written without specifying a surface species, which indicates that they occur on all sites uniformly. These radicals are expected to be highly reactive and have been given reaction probabilities of unity. Calculated rates-of-progress in the OD simulations indicate that these surface recombination reactions represent the primary loss channels for O atoms and OH radicals, as well as a substantial loss channel for H atoms, for the CVD conditions explored in this work.
Ill.
Comparisons to Experimental Data
The reaction mechanisms developed here were fit to a matrix of31 deposition rate experiments done at WJ in 1990. This data set was taken with an older reactor geometry (WJ-TEOS999), but it was chosen for this study because it covers a much wider range of temperatures and gas flow ratios than most newer data sets. Table 5 lists the experimental conditions and deposition rates.
The data in this table represent experiments in which a wafer moves under a static injector.
Obtaining deposition rates from these "dynamic" experiments requires correcting for the speed of the wafer movement and the number of passes. The numbers in the table average the deposition over a 1.8 inch zone that roughly corresponds to the width of the injector. However, static wafer experiments quite clearly show that the deposition occurs over a wider zone and is far from a 1.8" wide top hat profile. This assumption of a 1.8" wide deposition zone introduces an arbitrary scaling factor into the experimental data which, in turn, introduces some uncertainty in how to correctly compare them with the simulations. The eventual goal of this work is to be able to simulate deposition rates for either static or moving wafer experiments. So the apparently-straightforward approach of matching the deposition rates from the OD or lD simulations to the dynamic deposition rates in Table 5 is not the correct thing to do.
The dimensionality of the simulations definitely affect the predicted deposition rates. Depending on the details of the mechanism, the deposition rates from the OD simulations ranged from several times higher than, to somewhat lower than, the deposition rates from the lD simulations. Figure 1 shows a comparison of OD and ID simulations for the combination of the gas-phase mechanism in Table 1 and the surface mechanism in Table 3 . The results are plotted in the order listed in Table 5 , which is roughly in order of increasing temperature. For this version of the reaction mechanism, the OD results are significantly higher than the lD results, especially at the lower temperatures. As a result of this sensitivity to dimensionality, a combination of 2D simulations (done using CFD-ACE+C-KN,14 to be described elsewhere) and experimental data in a newer reactor geometry (WJ-1500TF) where both dynamic and static print data were available, were used to calibrate the deposition rates in the reaction mechanisms. Profiles from a 2D simulation were converted to an effective" 1.8 inch average" by numerical integration, which could then be compared with the corresponding experimental values. This also reduced the effect of the profile shapes, which were significantly flatter in the simulations than in the experiments. Although static profile shapes are known to change with experimental conditions, unfortunately no information on static profile shapes are available for the experimental data set in Table 5 . Figure 2 shows a comparison between the ID simulations using Version 1 and the experimental deposition rates. The model successfully reproduces the general trends observed in the data, and have been scaled to give the correct magnitude for the deposition rate. There are cases where model and experiment do not agree well, but some of these may be indicative of other difficulties. For example, the 8* and 9ti points in the figure show a decreasing experimental deposition rate as the TEOS mole fraction was increased, which is the opposite of all other such cases as well as the model results. These simulations also exhibit larger variations between some of the runs than experiment, i.e. the 3rd and 4ti points. The differences between these sets of experimental conditions appear primarily to be differences in the TEOS concentration. Version 2 of the mechanism, which includes the kinetic effects of surface coverage by blocking groups, was developed in an effort to decrease the size of these variations in the model predictions. Figure 3 shows a comparison between the ID simulations using Version 2 and the experimental deposition rates. The addition of surface-site specific chemistry does reduce the strength of the dependence on TEOS concentration. This version of the mechanism thus does a better job of capturing the trends exhibited in this set of experimental data. Note that a somewhat higher scaling factor has been used to match the magnitude of the model predictions to the experimental data. However, in 2D simulations, Version 2 of the mechanism gave flatter deposition profiles than Version 1, and both were flatter than experimentally observed. Thus it was decided that Version 1 gave better overall agreement with the data currently available. 
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IV.
Mechanism Reduction for Higher Dimension Simulations
The reaction mechanism presented above was developed to be based on fundamental chemical kinetic data available from the literature, and to be fairly complete. This means that some of the species and reactions, while known, may not be important during TEOS/03 CVD. For the OD and' ID simulations, the presence of such reactions is not an issue, as these codes run in secondsto-minutes. For higher-dimensional simulations, however, it is important to reduce the size of the reaction set in order to get solutions in a reasonable amount of time.
For two-dimensional simulations, the reaction mechanisms had to be reduced to no more than 17 gas-phase species. This was done by dropping Si(OEt)3, O(Si(OEt)3)2, and CH3CH0, along with their reactions. The sensitivity and rate-of-progress features of the OD simulations were used to choose which species could be eliminated. lD simulations using the reduced reactions gave nearly identical results to the full reaction mechanism results shown in either Figure 2 or Figure   3 , confirming the validity of the mechanism reduction.
For planned three-dimensional simulations, it is even more important to reduce the chemistry set to the bare minimum, in terms of both number of species and number of reactions. This was done for Version 1, using the procedure outlined above, but applying it more aggressively. This led to a very reduced reaction mechanism was obtained that consists of reactions 1, 20, 26, 27 and 32 from Table 1 , and reactions 1, 5 and 6 from Table 3 . Zero D simulations using this set of reactions gave results within 4% of the full Version 1 results shown in Figure 1 . One D simulations for the three experimental conditions in the WJ-1500TF reactor gave results within 2% of the full Version 1 simulations.
Caution should be used with this reduced reaction set. If experimental conditions become of interest that differ significantly from those tested here, it would be best to go back to the larger mechanism and repeat the reduction process. This small mechanism was also produced by examining effects on deposition rate only. Thus, it should not be used to look at questions of gas-phase byproduct distribution, or to study regions far from the deposition zone.
v. Conclusions
Two versions of a reaction mechanism for TEOS/03 CVD in a SVG/WJ furnace belt reactor have been developed and calibrated with experimental deposition rate data. One-dimensional simulations using this mechanism successfully reproduce the trends observed in a setof31
experimental runs in a WJ-TEOS999 reactor. Two-dimensional simulations using this mechanism successfully reproduce the average deposition rates for 3 different experimental conditions in a WJ-1500TF reactor, although the shapes of the deposition profiles predicted by the model are flatter than the experimental static prints.
Simulations using this reaction mechanism give deposition rates that are much closer to the experimental observations than the mechanisms used in previous studies of this system. This is partially a result of greater completeness and complexity of the mechanism, and partially a result of the calibration process. A test of the mechanism would be to use it in simulations of other TEOS/03 CVD systems, perhaps using data in the literature, but this did not fail within the scope of this project.
In the course of this work, a number of questions arose as to the best way to compare the results of the simulations with the experimental data. These primarily dealt with 1) how to transfer between "dynamic" deposition rate measurements and "static prints", and 2) how to calibrate the magnitudes of the deposition rates across simulations of different dlmensionality. This reaction mechanism, like all chemicaI reaction mechanisms, is still imperfect and incomplete. But it should prove useful in studies of possible equipment and process alterations, if the conditions do not differ radically from those used to develop the models. In addition to uncertainties in the chemistry part of these models, there may also be significant uncertainties in some of the boundary conditions (surface temperatures or gas velocities) and/or transport properties. 
VI.
