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Abstract. A natural extension of bipartite graphs are d-partite clutters, where d ≥ 2 is an integer. For
a poset P , Ene, Herzog and Mohammadi introduced the d-partite clutter CP,d of multichains of length d
in P , showing that it is Cohen-Macaulay. We prove that the cover ideal of CP,d admits an xi-splitting,
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the Alexander dual of a Cohen-Macaulay simplicial complex.
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1. Introduction
Edge ideals of graphs have been extensively studied by several authors (see for instance [9], [12], [16], [17],
[33]). In recent years the interest focused on a generalization of the notion of graph, the so-called clutter
(see [2], [27], [28], [15], [16], [35]).
Edge ideals have been introduced by Villarreal in [34]. Let k be a field and G a finite simple graph on n
vertices. The edge ideal of G is
I(G) := (xixj : {i, j} is an edge of G) ⊆ S = k[x1, ..., xn].
A graph G is called Cohen-Macaulay if S/I(G) is Cohen-Macaulay. Similarly it is possible to define the edge
ideal I(C) of a clutter C.
A relevant class of graphs consists of bipartite graphs. A finite simple graph G is bipartite if there exists a
partition of its vertex set V = V1unionsqV2, such that every edge of G is of the form {i, j}, with i ∈ V1 and j ∈ V2.
For every d ≥ 2, d-partite clutters are a natural extension of bipartite graphs. They have been introduced
by Stanley in [32]. There are also other possible extensions, see e.g. [2].
In [20], Herzog and Hibi characterized all Cohen-Macaulay bipartite graphs G, showing that a bipartite
graph is Cohen-Macaulay if and only if it can be associated to a poset P under a suitable construction. In
[7], Ene, Herzog and Mohammadi extended this construction introducing the clutter CP,d, for d ≥ 2, and
describing the maps of the resolution of the Alexander dual ideal I(CP,d)∗ of I(CP,d), the so-called cover
ideal.
By using Betti splitting techniques introduced in [11], in Theorem 3.1 we prove an explicit recursive
formula for the graded Betti numbers of I(CP,d)∗, extending a result by Francisco, Ha` and Van Tuyl [11,
Theorem 3.8]. There are several preliminary results to the proof of the main theorem, but we think that
Proposition 3.3 and Proposition 3.4 could be results of independent interest. In the case of a poset P with a
unique maximal element, the formula can be considerably simplified (see Corollary 3.11). In Corollary 3.12
we give another formulation of [11, Theorem 3.8], on Betti numbers of the cover ideal of a Cohen-Macaulay
bipartite graph.
In Example 4.2 we show that Betti splittings could not exist for the Alexander dual ideal I∗∆ of a simplicial
complex ∆. Moreover we point out that there is no relation between the existence of a Betti splitting of the
Stanley-Reisner ideal I∆ and the existence of a Betti splitting of the Alexander dual ideal I
∗
∆. Finally we
give a sufficient condition that ensures the existence of an xi-splitting for I
∗
∆ (see Proposition 4.4).
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2. Preliminaries
Let k be a field. Throughout this paper, S denotes the polynomial ring k[x1, ..., xn]. For a monomial
ideal I ⊆ S, let βi,j(I) = dimkTori(I,k)j be the graded Betti numbers of I and βi(I) =
∑
j∈N βi,j(I) be the
i-th total Betti numbers of I. If I is generated in degree d, we say that I has a d-linear resolution provided
βi,i+j(I) = 0 for every i ∈ N and j 6= d. When the context is clear, we simply say that I has a linear
resolution.
Denote by supp(m) the set of variables dividing a monomial m and by G(I) the set of minimal monomial
generators of I. If I is a square-free monomial ideal, let I∗ be its Alexander dual ideal (see for instance [21]).
The idea of Betti splitting has been introduced in [6], but in this paper we follow the more general setting
of [11].
Definition 2.1. ([11, Definition 1.1]) Let I, J and K be monomial ideals such that I = J +K and G(I) be
the disjoint union of G(J) and G(K). Then J +K is a Betti splitting of I if
βi,j(I) = βi,j(J) + βi,j(K) + βi−1,j(J ∩K), for every i, j ∈ N.
If this is the case βi(I) = βi(J) + βi(K) + βi−1(J ∩K), for every i ∈ N.
In some cases we focus on a special splitting of a monomial ideal I. Let xi a fixed variable of S. Define
M := {m ∈ G(I) : xi divides m}, J := (mxi : m ∈ M) and let K be the ideal generated by the remaining
monomials of G(I). We call I = xiJ +K an xi-partition. If this is a Betti splitting, we say that I = xiJ +K
is an xi-splitting of I.
Francisco, Ha` and Van Tuyl, in [11], proved the following splitting results that we use extensively in this
paper.
Proposition 2.2. ([11, Corollary 2.4],[11, Corollary 2.7]) Let I, J and K be monomial ideals in S such that
I = J +K and G(I) be the disjoint union of G(J) and G(K). Let xi be a variable of S. Then
(i) If J and K have a linear resolution, then I = J +K is a Betti splitting of I.
(ii) If I = xiJ +K is an xi-partition and J has a linear resolution, then I = J +K is a Betti splitting
of I.
Since we are using properties of ideals with linear quotients, we recall here some useful facts. Ideals with
linear quotients have been introduced by Herzog and Takayama in [22]. For further details see [21] and [23].
Definition 2.3. Let I ⊆ S be a monomial ideal. We say that the ideal I has linear quotients if there exists
an order u1, ..., um of the monomials of G(I) such that, for every 2 ≤ j ≤ k, the colon ideal (u1, ..., uj−1) : uj
are generated by a subset of {x1, ..., xn}.
An ideal with linear quotients is componentwise linear (see [23, Corollary 2.8]) and, if generated in a single
degree, it has a linear resolution (see [19]).
The following characterization of square-free monomial ideals with linear quotients will be useful later
(see for instance [21, Corollary 8.2.4]).
Proposition 2.4. Let I ⊆ S be a square-free monomial ideal. Then I has linear quotients with respect to
the order u1, u2, ..., um of the monomial generators if and only if for each i and for all j < i there exists a
variable xh ∈ supp(uj) \ supp(ui) and an integer k < i such that supp(uk) \ supp(ui) = {xh}.
We now recall some definitions about clutters, for further details see [28].
Definition 2.5. A clutter C = (V (C), E(C)) is a pair where V (C) is a finite set, called vertex set, and E(C)
is a collection of non-empty subsets of V (C), called edges, such that if e1 and e2 are distint edges of C, then
e1 6⊆ e2. The clutter C is d-uniform if all edges have exactly d vertices. A vertex cover of a clutter C is a
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subset W ⊆ V (C) such that e ∩W 6= ∅, for every e ∈ E(C). A vertex cover is minimal if none of its proper
subsets is a vertex cover.
For d = 2 this is the definition of simple graph. In literature clutters are also known as simple hypergraphs.
Let C be a clutter on the vertex set V (C) = {1, ..., n}. The edge ideal of the C is defined by
I(C) :=
(∏
i∈e
xi : e ∈ E(C)
)
⊆ S.
The edges of a clutter can be seen as the facets of a simplicial complex. Then the edge ideal of a clutter
coincides with the facet ideal introduced by Faridi in [10].
The Alexander dual ideal I(C)∗ of I(C) is called the cover ideal of C. Its minimal monomial generators
correspond to the vertex covers of C.
The clutter C is called Cohen-Macaulay if S/I(C) is Cohen-Macaulay.
Example 2.6. Let V = {1, 2, 3, 4}. The collection {{1, 2}, {1, 2, 3}, {3, 4}} is not a clutter. The clut-
ter C whose edge set is E(C) = {{1, 2, 3}, {3, 4}} is not uniform. Its edge ideal in k[x1, ..., x4] is I(C) =
(x1x2x3, x3x4). Its cover ideal is I(C)∗ = (x3, x1x4, x2x4) and in fact the minimal vertex covers of C are
{3}, {1, 4}, {2, 4}.
Definition 2.7. Let C = (V (C), E(C)) be a d-uniform clutter. We say that C is d-partite if there is a partition
V (C) = V1unionsqV2unionsq...unionsqVd such that all the edges of C have the form {j1, j2, ..., jd}, where jr ∈ Vr, for 1 ≤ r ≤ d.
For d = 2, this is the definition of bipartite graph.
Let P = {p1, ..., pn} be a finite poset, with partial order ≤. We label each element of P in such a way that
if pi < pj , then i < j. A subset C ⊆ P is called a chain if C = pi1 < pi2 < · · · < pid is a totally ordered set
with respect to the induced order. A multichain of length d in P is a chain pi1 ≤ pi2 ≤ · · · ≤ pid , in which
we allow repetitions.
Let
Max(P ) := {p ∈ P : there is no q ∈ P such that p < q}.
By our labeling convention, we have pn ∈ Max(P ).
A poset ideal α in P is a subset of P with the following property: given p ∈ α and q ∈ P such that q ≤ p,
then q ∈ α. We may consider each poset ideal as a subposet of P with respect to the induced order. Notice
that, given p ∈ Max(α), then α \ {p} is again a poset ideal of P .
Given p1, ..., pk elements of P , denote by 〈p1, ..., pk〉 the smallest poset ideal containing p1, ..., pk. Let I(P )
be the set of all poset ideals of P .
Example 2.8. Let P = {p1, ..., p6} be the poset with 6 elements, whose Hasse diagram is given in Figure 1.
p1
p2 p3 p4
p5 p6
Figure 1. A poset with 6 elements.
Examples of chains in P are p1 < p5 and p1 < p4 < p6. Examples of multichains of length 4 and 5 are
p2 ≤ p2 ≤ p2 ≤ p2, p1 ≤ p1 ≤ p1 ≤ p6 ≤ p6. Clearly Max(P ) = {p2, p5, p6}. The subposet {p1, p4, p6, p2}
is a poset ideal of P and it is equal to 〈p2, p6〉. The subposet {p2, p3, p4} is not a poset ideal of P , because
p1 ≤ p2 but p1 /∈ {p2, p3, p4}.
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Let P be a poset and d ≥ 2 be an integer. We recall here the construction of the d-partite clutter CP,d.
Let V = {xij : 1 ≤ i ≤ d, 1 ≤ j ≤ n} and T = k[xij : 1 ≤ i ≤ d, 1 ≤ j ≤ n] a polynomial ring on nd
variables. The clutter CP,d is the clutter with vertex set V = V (CP,d) whose edges are
E(CP,d) := {{x1j1 , x2j2 , ..., xdjd} : pj1 ≤ pj2 ≤ · · · ≤ pjd is a multichain of length d in P}.
Then the edge ideal of CP,d is
I(CP,d) =
(
d∏
r=1
xrjr : pj1 ≤ pj2 ≤ · · · ≤ pjd is a multichain of length d in P
)
⊆ T.
We give a simple example of this construction.
Example 2.9. Let P be the poset of Example 2.8 and d = 3. To avoid double indices, we set xj = x1j ,
yj = x2j and zj = x3j . Let T = k[x1, x2, x3, y1, y2, y3, z1, z2, z3]. To each multichain pi ≤ pj ≤ pk of length
3 in P , we associate the monomial xiyjzk. For instance, the multichain p1 ≤ p2 ≤ p2 is associated with the
monomial x1y2z2. Then the edge ideal of CP,3 in T is
I(CP,3) = (x1y1z1, x2y2z2, x3y3z3, x4y4z4, x5y5z5, x6y6z6, x1y3z5, x1y4z6, x1y1z2, x1y2z2,
x1y1z3, x1y3z3, x1y1z5, x1y5z5, x3y3z5, x3y5z5, x1y1z4, x1y4z4, x1y1z6, x1y6z6, x4y4z6, x4y6z6).
Let Vi := {xij : 1 ≤ j ≤ n}, for 1 ≤ i ≤ d. Then V (CP,d) = V1unionsqV2unionsq...unionsqVd. By construction, CP,d is
d-partite. Note that for d = 2 this is the construction of a bipartite graph starting from a poset P , given
by Herzog and Hibi (see [21] and [20]). For d ≥ 3, not all Cohen-Macaulay d-uniform d-partite clutters arise
from a poset (see e.g. [27, Example 3.4]).
Following [7, Theorem 1.1], we describe explicitly the generators of the ideal I(CP,d)∗.
A poset multideal of degree d in P is a d-tuple α = (αi)1≤i≤d, such that
αi ∈ I
P \ i−1⋃
j=1
αj
 and αd = P \
d−1⋃
j=1
αj
 .
Notice that
⋃d
i=1 αi = P .
Let α be a poset multideal of degree d in P. We define the monomial
uα :=
d∏
i=1
∏
pj∈αi
xij .
Each monomial uα has degree n = |P |. Here and in what follows, | · | denotes the cardinality of a finite set.
By [7, Theorem 1.1], we have
I(CP,d)∗ = (uα)α∈Id(P ).
To simplify the notation, from now on we denote by HP,d the ideal I(CP,d)∗.
Example 2.10. Let P be the poset of Example 2.8. Examples of poset multideal of degree 3 and 4 in P ,
respectively, are
α = ({p1, p3}, {p2, p5}, {p4, p6}) and γ = ({p1, p2, p4}, ∅, {p3, p6}, {p5}).
Consider the notation of Example 2.9 to avoid double indices, setting tj = x4j. We have the monomials
uα = x1x3y2y5z4z6 and uγ = x1x2x4z3z6t5.
In [7, Theorem 2.4], the authors proved that HP,d is a weakly polymatroidal ideal. Weakly polymatroidal
ideals have been introduced by Hibi and Kokubo in [14]. From [26, Theorem 1.3], it follows that a weakly
polymatroidal ideal has linear quotients. Then the ideal HP,d has linear quotients. In particular it has a
linear resolution. Hence S/I(CP,d) is Cohen-Macaulay, by [5, Theorem 3].
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3. The recursive formula
Our main result is a recursive formula for the Betti numbers of HP,d, extending a recent result due to
Francisco, Ha` and Van Tuyl, [11, Theorem 3.8]. We recall that the ideal HP,d is generated in a single degree
n = |P | and that it has a linear resolution.
Theorem 3.1. Let P 6= ∅ be a finite poset, d ≥ 2 be an integer. Then, for i ≥ 0,
βi(HP,d) =
∑
α∈I(P )
|Max(α)|∑
h=0
(|Max(α)|
h
)
βi−h(Hα,d−1)
 .
Before proving the theorem, we explain the situation in some degenerate cases.
Remark 3.2. (i) If P = ∅, then H∅,d = 0.
(ii) If P = {p1}, then HP,d = (x11, x21, . . . , xd1). It is well-known that this ideal has a linear resolution
and its Betti numbers are given by
βi(H{p1},d) =
(
d
i+ 1
)
, for i ≥ 0.
(iii) If P 6= ∅ is a finite poset and d = 1, then HP,1 is generated by a single monomial m =
∏n
j=1 x1j.
Then β0(HP,1) = 1 and βi(HP,1) = 0 for each i ≥ 1.
We now prove some technical results, which will be useful later.
Proposition 3.3. Let I ⊆ S = k[x1, ..., xn] be a square-free monomial ideal with a d-linear resolution and
m = (x1, ..., xn). Let k be a positive integer and n = (y1, ..., yk) ⊆ k[y1, ..., yk]. Then the ideal nI ⊆ R =
k[x1, ..., xn, y1, ..., yk] has a (d+ 1)-linear resolution and
βi(nI) =
k−1∑
s=0
(
k
s+ 1
)
βi−s(I), for every i ≥ 0.
Proof. We first prove that the ideal nI has a (d+1)-linear resolution. Notice that y1, ..., yk is an IR-regular
sequence. By [4, Theorem 2.2], nI has a (d+ 1)-linear resolution, since I has a d-linear resolution.
To prove the formula we proceed by induction on k. If k = 1, we have nothing to show, since βi(nI) =
βi(y1I) = βi(I), for every i ≥ 0. Let k > 1. One has nI = (y1, ..., yk−1)I + ykI. Notice that G(nI) is
the disjoint union of G((y1, ..., yk−1)I) and G(ykI). By Proposition 2.2 (ii), this decomposition is a Betti
splitting of nI, because ykI has a (d+ 1)-linear resolution. Then
βi(nI) = βi((y1, ..., yk−1)I) + βi(ykI) + βi−1(yk(y1, ..., yk−1)I), for every i ≥ 0.
Since βi(ykI) = βi(I) and βi−1(yk(y1, ..., yk−1)I) = βi−1((y1, ..., yk−1)I), for every i ≥ 0, by induction
βi(nI) =
k−2∑
s=0
(
k − 1
s+ 1
)
βi−s(I) + βi(I) +
k−2∑
s=0
(
k − 1
s+ 1
)
βi−1−s(I) =
k−1∑
s=0
(
k
s+ 1
)
βi−s(I). 
Proposition 3.4. Let d, t ≥ 1 be integers. Let {Ik}1≤k≤t be an ordered collection of monomial ideals
with a d-linear resolution in S = k[x1, ..., xn]. Set I :=
∑t
k=1 Ik. Assume G(I) is the disjoint union of
{G(Ik)}1≤k≤t and that:
(i) for every 2 ≤ j ≤ t, the ideal ∑jk=1 Ik have a d-linear resolution;
(ii) for every 2 ≤ j ≤ t, there exists an ideal nj, generated by a subset of the variables x1, ..., xn, such
that Ij ∩
(∑j−1
k=1 Ik
)
= njIj.
Then
βi(I) = βi(I1) +
t∑
k=2
|G(nk)|∑
s=0
(|G(nk)|
s
)
βi−s(Ik)
 , for i ≥ 0.
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Proof. We may assume t > 1, since for t = 1 the formula is clear. Consider the following splitting of I:
I =
t−1∑
k=1
Ik + It.
By our assumption, G(I) is the disjoint union of G(It) and G(
∑t−1
k=1 Ik). Moreover the ideals It and
∑t−1
k=1 Ik
have a d-linear resolution by (i), with j = t−1. By Proposition 2.2 (i), the splitting above is a Betti splitting
of I. By assumption (ii), we have It ∩
∑t−1
k=1 Ik = ntIt. Then
βi(I) = βi(It) + βi
(
t−1∑
k=1
Ik
)
+ βi−1(ntIt), for every i ≥ 0.
By Proposition 3.3, we get
βi(I) = βi(It) + βi
(
t−1∑
k=1
Ik
)
+
|G(nt)|−1∑
h=0
(|G(nt)|
h+ 1
)
βi−1−h(It), for every i ≥ 0.
We conclude by setting s = h+ 1 and by induction on t. 
Let P = {p1, ..., pn} be a poset and recall that, for our labeling convention, pn ∈ Max(P ). Let ψ = 〈pn〉
the smallest poset ideal of P containing pn. Define
I(P, pn) := {α ∈ I(P ) : pn ∈ α}.
Let d ≥ 2 be an integer. For every α ∈ I(P, pn), we define the ideal
Jα :=
∏
pi /∈α
xdi
Hα,d−1.
In order to define the ideal Jα, we consider α as a subposet of P with respect to the induced order.
Notice that Jα is generated in a single degree n = |P |. Since the ideal Hα,d−1 has a linear resolution, it
follows that Jα has a linear resolution. We now give an order of the ideals {Jα}α∈I(P,pn). Let α1, α2 ∈ I(P, pn),
with α1 6= α2. We set α1 / α2 if one of the following conditions is satisfied:
(i) |α1| < |α2|;
(ii) |α1| = |α2| and max{j : pj ∈ α1 \ α2} < max{j : pj ∈ α2 \ α1}.
Note that, with respect to the above order, ψ / α, for every α ∈ I(P, pn).
Example 3.5. Let P be the poset of Example 2.8. Clearly p6 ∈ Max(P ) and ψ = 〈p6〉 = {p1, p4, p6}. The
poset ideals containing p6 are
I(P, pn) := {{p1, p4, p6}, {p1, p4, p6, p2}, {p1, p4, p6, p3}, {p1, p4, p6, p2, p3}, {p1, p4, p6, p3, p5}, P}.
Consider α = {p1, p4, p6, p2}, d = 3 and set of P with respect of the induced order:
(∅, P ), ({p1}, {p2, p4, p6}), ({p1, p2}, {p4, p6}), ({p1, p4}, {p2, p6}),
({p1, p2, p4}, {p6}), ({p1, p4, p6}, {p2}), (P, ∅).
Then Jα = z3z5(y1y2y4y6, x1y2y4y6, x1x2y4y6, x1x4y2y6, x1x2x4y6, x1x4x6y2, x1x2x4x6).
Notice that the given order of the elements of I(P, pn) is the order / defined above.
Proposition 3.6. Let P be a poset, pn ∈ Max(P ) and fix α ∈ I(P, pn). Then the ideal J :=
∑
φ∈I(P,pn),φ/α
Jφ
has linear quotients. In particular J has a linear resolution.
Proof. Assume α = ψ. Then J = Jψ. This ideal has linear quotients, since Hψ,d−1 has linear quotients.
We may assume α 6= ψ. To prove that J has linear quotients, we use Proposition 2.4. We want to define
an ordering <J of the monomials in G(J). For each φ ∈ I(P, pn), Jφ has linear quotients with respect to an
ordering <φ of the monomials in G(Jφ).
Let u, v ∈ G(J). Then u ∈ G(Jφ1) and v ∈ G(Jφ2), for some φ1, φ2 ∈ I(P, pn). We set u <J v if one of
the following conditions is satisfied:
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(i) φ1 6= φ2 and φ1 / φ2;
(ii) φ1 = φ2 = φ and u <φ v.
With respect to the above notation, let u, v ∈ G(J) such that u <J v.
Assume first φ1 = φ2 = φ. Since Jφ has linear quotients, by Proposition 2.4, there exists a variable
x ∈ supp(u) \ supp(v) and a monomial w ∈ G(Jφ), with w <φ v such that supp(w) \ supp(v) = {x}. By
definition of <J , we have w <J v and we are done.
Assume now φ1 6= φ2. We have φ1 / φ2. Then there exist pj ∈ Max(φ2) \ φ1. In fact assume, by
contradiction, that Max(φ2) ⊆ φ1. It follows that φ2 ⊆ φ1, since φ1 is a poset ideal of P . This is a
contradiction, since |φ1| ≤ |φ2| and φ1 6= φ2. Then pj 6= pn, because pn ∈ φ1.
Since pj ∈ φ2 \ φ1, then xdj ∈ supp(u) \ supp(v). By definition of Jφ2 , there exists a poset multideal
γ = (γ1, ..., γd−1) of degree d−1 in φ2 such that v =
(∏
pi /∈φ2 xdi
)
uγ . Since pj ∈ φ2, there exists 1 ≤ k ≤ d−1
such that pj ∈ γk. Consider the monomial
w =
 ∏
pi∈(P\φ2)∪{pj}
xdi
uγ\{pj},
where γ \ {pj} := (γ1, ..., γk \ {pj}, ..., γd−1). Clearly φ2 \ {pj} is a poset ideal of P , because pj ∈ Max(φ2)
and we have φ2 \ {pj} ∈ I(P, pn), since φ2 ∈ I(P, pn). Moreover γ \ {pj} is a poset multideal of degree d− 1
in φ2 \ {pj}. Then w ∈ G(Jφ2\{pj}). Since |φ2 \ {pj}| < |φ2|, one has φ2 \ {pj} / φ2 and w <J v. From the
fact that supp(w) \ supp(v) = {xdj}, we conclude by Proposition 2.4. 
In the next lemma, we summarize some important properties of the ideals Jα and Hα,d, for α ∈ I(P, pn).
We recall that the intersection J∩K of two monomial ideals is generated by {lcm(u, v) : u ∈ G(J), v ∈ G(K)},
where lcm(u, v) denotes the least common multiple of the monomials u and v. Clearly supp(lcm(u, v)) =
supp(u) ∪ supp(v), see [21].
Lemma 3.7. Let P be a poset, pn ∈ Max(P ), α, γ ∈ I(P, pn), d ≥ 2 an integer. Then
(i) Jα ⊆ HP\{pn},d;
(ii) Hα,d ∩Hγ,d = Hα∪γ,d and, in particular, Hα∪γ,d ⊆ Hα,d;
(iii) Jα ∩ Jγ =
(∏
pi∈P\(α∩γ) xdi
)
Hα∪γ,d−1.
Proof. First we prove (i). Let u ∈ G(Jα). By definition there exists a poset multideal (γ1, ..., γd−1) of degree
d− 1 in α, such that u = uγ , where γ = (γ1, ..., γd−1, P \ α). Since pn ∈ α, then there exists 1 ≤ i ≤ d− 1
such that pn ∈ γi. Note that γ \ {pn} := (γ1, ..., γi \ {pn}, ..., γd−1, P \ α) is a poset multideal of degree d in
P \ {pn}, because pn ∈ Max(P ). Hence uγ = xdiuγ\{pn} ∈ HP\{pn},d.
Now we prove (ii). We first show the inclusion from left to right. Let m ∈ G(Hα,d ∩ Hγ,d). There
exist α = (α1, ..., αd) and γ = (γ1, ..., γd) poset multideals of degree d in α and γ, respectively, such that
m = lcm(uα, uγ). Define
φi := (αi ∪ γi) \
i−1⋃
j=1
(αj ∪ βj), for 1 ≤ i ≤ d− 1; and φd := (α ∪ γ) \
d−1⋃
j=1
φj .
We claim that φ = (φ1, ..., φd) is a poset multideal of α ∪ γ. Fix 1 ≤ i ≤ d − 1. Notice that φi ⊆
(α ∪ γ) \ ⋃i−1j=1 φj , because ⋃i−1j=1 φj = ⋃i−1j=1(αj ∪ βj). If φi = ∅, we have nothing to prove, then we may
assume φi 6= ∅. Let p ∈ φi and q ∈ (α ∪ γ) \
⋃i−1
j=1 φj , with q ≤ p. We prove that q ∈ φi. Assume first
p ∈ αi ⊆ α \
⋃i−1
j=1 αj . Since α is a poset ideal of P and p ∈ α, we have q ∈ α. On the other hand,
q ∈ α \⋃i−1j=1 φj ⊆ α \⋃i−1j=1 αj and αi is a poset ideal of α \⋃i−1j=1 αj , then q ∈ αi. Hence q ∈ φi. The proof
is the same if p ∈ γi.
From the fact that φi ⊆ αi∪γi, for every 1 ≤ i ≤ d, we have that supp(uφ) ⊆ supp(m). Then m ∈ Hα∪γ,d,
since uφ and m are square-free monomials.
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We now prove the reverse inclusion. Let uφ ∈ G(Hα∪γ,d), where φ = (φ1, ..., φd) is a poset multideal of
degree d in α ∪ γ. Let φαi := φi ∩ α and φγi := φi ∩ γ, for 1 ≤ i ≤ d. Clearly φi = φαi ∪ φγi . We prove that
(φα1 , ..., φ
α
d ) is a poset multideal of degree d in α, proving that φ
α
i is a poset ideal of α \ ∪i−1j=1(φαj ) for every
integer 1 ≤ i ≤ d− 1. Let p ∈ φαi and q ∈ α \∪i−1j=1(φαj ) such that q ≤ p. Since in particular q ∈ α \∪i−1j=1(φj),
then q ∈ φi. Since q ∈ α, then q ∈ φαi . The proof for γ is the same. Then uφ = lcm(uφαi , uφγi ) ∈ Hα,d ∩Hγ,d.
Eventually we prove (iii). We have
Jα ∩ Jγ = lcm
 ∏
pi∈P\α
xdi
 ,
 ∏
pi∈P\γ
xdi
Hα,d−1 ∩Hγ,d−1.
By part (ii) and since (P \ α) ∪ (P \ β) = P \ (α ∩ β), the result follows. 
Proposition 3.8. Let P = {p1, ..., pn} be a poset. Then
βi
 ∑
α∈I(P,pn)
Jα
 = ∑
α∈I(P,pn)
|Max(α)|−1∑
s=0
(|Max(α)| − 1
s
)
βi−s(Hα,d−1)
 , for every i ≥ 0.
Proof. To prove the formula, we use Proposition 3.4. We consider the order / defined above on the ideals
{Jα}α∈I(P,pn).
We recall that the ideals {Jα}α∈I(P,pn) have a linear resolution and that G(
∑
α∈I(P,pn) Jα) is the disjoint
union of {G(Jα)}α∈I(P,pn). By Proposition 3.6, the ideals
∑
φ/α Jφ have a linear resolution, for every α ∈
I(P, pn). Then condition (i) of Proposition 3.4 is fulfilled.
We verify now condition (ii) of Proposition 3.4. Fix α ∈ I(P, pn), with α 6= ψ. We define the following
set:
Rα := {γ ∈ I(P, pn) : γ ⊆ α and |γ| = |α| − 1}.
We claim that
(1) Jα ∩
 ∑
φ∈I(P,pn),φ/α
Jφ
 = Jα ∩
∑
γ∈Rα
Jγ
 .
The inclusion from right to left is clear, since for every γ ∈ Rα, we have γ ∈ I(P, pn), |γ| < |α| and then
γ / α.
To prove the other inclusion, let φ ∈ I(P, pn), such that φ/α. Since |φ| ≤ |α| and φ 6= α, then there exists
pj ∈ Max(α) \ φ (by the same argument in the proof of Proposition 3.6).
Since pn ∈ φ, then pj 6= pn. Then the poset ideal γ := α \ {pj} is an element of I(P, pn), such that γ ⊆ α
and |γ| = |α| − 1, i.e. γ ∈ Rα. Notice that α ∩ φ ⊆ γ, then P \ (α ∩ φ) ⊇ P \ γ. From this and from Lemma
3.7 (ii)-(iii), it follows that
Jα ∩ Jφ =
 ∏
pi∈P\(α∩φ)
xdi
Hα∪φ,d−1 ⊆
 ∏
pi∈P\γ
xdi
Hα,d−1 = Jα ∩ Jγ .
So we proved (1).
For α ∈ I(P, pn) and γ ∈ Rα, let pjγ such that γ = α \ {pjγ}. By (1) and Lemma 3.7 (iii) it follows
Jα ∩
 ∑
φ∈I(P,pn),φ/α
Jφ
 = ∑
γ∈Rα
(Jα ∩ Jγ) =
∑
γ∈Rα
 ∏
pi∈(P\α)∪{pjγ }
xdi
Hα,d−1 =
∑
γ∈Rα
xdjγ
 Jα.
So we proved that condition (ii) in Proposition 3.4 is fulfilled. One has |Rα| = |Max(α)|−1 by construction.
Recall that βi(Jα) = βi(Hα,d−1), for i ≥ 0. Then by Proposition 3.4, for every i ≥ 0
βi
 ∑
α∈I(P,pn)
Jα
 = βi(Hψ,d−1) + ∑
α∈I(P,pn),α 6=ψ
|Max(α)|−1∑
s=0
(|Max(α)| − 1
s
)
βi−s(Hα,d−1)
 .
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Since the poset ideal ψ is such that Max(ψ) = {pn}, the result follows. 
Now we are able to prove Theorem 3.1.
Proof of Theorem 3.1. We proceed by induction on n = |P | ≥ 1. For n = 1, the formula holds by Remark
3.2.
We may assume n ≥ 2. We prove that HP,d = xdnHP\{pn},d +
∑
α∈I(P,pn) Jα.
Let u ∈ G(HP,d) and φ = (φ1, ..., φd) be a poset multideal of degree d in P such that u = uφ. Assume
first pn ∈ φd, then xdn divides uφ. Notice that φ \ {pn} = (φ1, ..., φd−1, φd \ {pn}) is a poset multideal of
degree d in P \ {pn} and u = xdnuφ\{pn} ∈ xdnHP\{pn},d.
Assume pn ∈ φi, for 1 ≤ i < d. Let α :=
⋃d−1
j=1 φj , then α ∈ I(P, pn). Hence (φ1, ..., φd−1) is a poset
multideal of degree d− 1 in α and uφ ∈ Jα.
Conversely, let u ∈ G(xdnHP\{pn},d). Let δ = (δ1, ..., δd) be a poset multideal of degree d in P \ {pn}
such that u = xdnuδ. Since (δ1, ..., δd ∪ {pn}) is a poset multideal of degree d in P, one has u ∈ HP,d. Let
u ∈ G(Jα), such that α ∈ I(P, pn). Let γ = (γ1, ..., γd−1) a poset multideal of degree d − 1 in α such that
u =
(∏
pi /∈α xdi
)
uγ . One has u ∈ G(HP,d) since (γ1, ..., γd−1, P \ α) is a poset multideal of degree d in P.
Recall that the idealHP\{pn},d has a linear resolution. ClearlyG(HP,d) is the disjoint union ofG(xdnHP\{pn},d)
andG(
∑
α∈I(P,pn) Jα). By Proposition 2.2 (ii), the splitting above is an xdn-splitting. Notice that xdnHP\{pn},d
has a linear resolution and βi(xdnHP\{pn},d) = βi(HP\{pn},d), for every i ≥ 0. By Lemma 3.7 (i)
xdnHP\{pn},d ∩
 ∑
α∈I(P,pn)
Jα
= ∑
α∈I(P,pn)
xdn(HP\{pn},d ∩ Jα) =
∑
α∈I(P,pn)
xdnJα = xdn
 ∑
α∈I(P,pn)
Jα
 .
Then
(2) βi(HP,d) = βi(HP\{pn},d) + βi
 ∑
α∈I(P,pn)
Jα
+ βi−1
 ∑
α∈I(P,pn)
Jα
 .
By Proposition 3.8 one has, for every i ≥ 0,
βi
 ∑
α∈I(P,pn)
Jα
+ βi−1
 ∑
α∈I(P,pn)
Jα
 = ∑
α∈I(P,pn)
|Max(α)|∑
s=0
(|Max(α)|
s
)
βi−s(Hα,d−1)
 .
Notice that I(P ) = I(P \ {pn}) ∪ I(P, pn). By induction we conclude. 
Remark 3.9. For d = 2, it can be easily proved that this result is equivalent to [11, Theorem 3.8] (see
equation (2)).
Remark 3.10. Notice that the Betti numbers βi(HP,d) do not depend on the characteristic of the base field
k.
The splitting formula can be simplified if P has a unique maximal element.
Corollary 3.11. Let P be a poset with a unique maximal element pn and let d ≥ 2 be an integer. Then
βi(HP,d) = βi(HP\{pn},d) + βi(HP,d−1) + βi−1(HP,d−1), for each i ≥ 0.
Proof. By assumption P = 〈pn〉, where pn is the unique element in I(P, pn). The splitting formula follows
immediately by equation (2) in the proof of Theorem 3.1. 
Let G be a Cohen-Macaulay bipartite graph. By [20, Theorem 3.4], there exists a poset P such that
CP,2 = G. By using Theorem 3.1, we are able to give another formulation of [11, Theorem 3.8].
Corollary 3.12. Let G be a Cohen-Macaulay bipartite graph and P be the poset such that CP,2 = G. Then
βi(I(G)
∗) =
∑
α∈I(P )
(|Max(α)|
i
)
.
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Proof. The formula follows immediately by Theorem 3.1 with d = 2 and Remark 3.2. 
4. Betti splitting for Cohen-Macaulay simplicial complexes
In this section we present some interesting examples about Betti splittings of Alexander dual ideals of
Cohen Macaulay simplicial complexes. By [5, Theorem 3] such ideals have a linear resolution. For more
definitions about simplicial complexes, their properties and the Stanley-Reisner correspondence we refer to
[21, Chapter 1] and [24, Chapter 3].
Definition 4.1. An abstract simplicial complex ∆ on n vertices is a collection of subsets of {1, . . . , n}, called
faces, such that if F ∈ ∆, G ⊆ F , then G ∈ ∆.
A facet is a maximal face of ∆ with respect to the inclusion of sets. Denote by F(∆) the collection of
facets of ∆. A simplicial complex ∆ is called pure if all its facets have the same cardinality.
The Alexander dual ideal I∗∆ of ∆ is defined by
I∗∆ = (xF : F ∈ F(∆)), where F := {1, . . . , n} \ F and xF =
∏
i∈F xi.
We briefly recall the definitions of link and deletion of a vertex i of ∆.
link∆(i) := {F ∈ ∆ : i /∈ F, F ∪ {i} ∈ ∆}.
del∆(i) := {F ∈ ∆ : i /∈ F}.
In the following example we show an ideal with a linear resolution that does not admit any Betti splitting.
In this example we also point out that the existence of Betti splittings of I∆ and I
∗
∆ are completely unrelated.
Example 4.2. (Dunce hat) Let ∆ be the two-dimensional simplicial complex in Figure 2. It is a triangulation
of the dunce hat introduced by Zeeman [36].
Figure 2. A triangulation of the dunce hat.
It is contractible but not collapsible (see [24]). Moreover ∆ is Cohen-Macaulay and the graded Betti
numbers of I∗∆ are given by the following linear resolution:
0→ R(−7)11 → R(−6)27 → R(−5)17 → I∗∆.
In particular I∗∆ has 17 minimal generators of degree 5.
Using CoCoA [3] or Macaulay 2 [13], it can be shown that for every monomial ideals J,K such that
I∗∆ = J + K, being G(I
∗
∆) is the disjoint union of G(J) and G(K), the decomposition I
∗
∆ = J + K is not a
Betti splitting of I∗∆. This example answers [11, Question 4.3], showing that, in general, there is no relation
between the existence of Betti splitting for a square-free monomial ideal and the characteristic dependence
of its graded Betti numbers, since in this case the ideal I∗∆ has characteristic-independent resolution.
Nevertheless the Stanley-Reisner ideal of ∆ admits a Betti splitting I∆ = J +K, where
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J = (x2x6, x4x7, x2x4x8, x3x4x5, x2x3x4, x2x7x8, x3x4x6, x1x4x6, x3x5x6) and
K = (x5x7, x5x8, x1x2x5, x1x4x5, x1x6x8, x1x6x7, x1x3x8, x1x4x8, x1x3x7, x3x6x8, x1x2x3, x3x7x8).
In fact the graded Betti numbers of I∆ are given by
0→ R(−7)11 → R(−6)50 → R(−5)86 → R(−3)2 ⊕R(−4)65 → R(−2)4 ⊕R(−3)17 → I∆,
and the graded Betti numbers of J,K and J ∩K are given by
0→ R(−6)3 → R(−5)13 → R(−4)18 → R(−2)2 ⊕R(−3)7 → J
0→ R(−6)5 → R(−5)19 → R(−3)⊕R(−4)24 → R(−2)2 ⊕R(−3)10 → K
0→ R(−7)11 → R(−6)42 → R(−5)54 → R(−3)⊕R(−4)23 → J ∩K.
We finally prove that a condition introduced by Nagel and Ro¨mer in [29] ensures the existence of xi-
splitting for the Alexander dual of a Cohen-Macaulay simplicial complex.
Definition 4.3. ([29, Definition 3.1]) A pure non-empty simplicial complex ∆ on n vertices is called weakly
vertex decomposable (WVD) if there exists a vertex v of ∆ fulfilling exactly one of the following conditions:
(i) del∆(v) is WVD and ∆ is a cone over del∆(v) with apex v;
(ii) link∆(v) is WVD and del∆(v) is Cohen-Macaulay of the same dimension of ∆.
Notice that Provan and Billera [30] use the same name for a different class of complexes.
Every weakly vertex decomposable simplicial complex is Cohen-Macaulay and every pure vertex decom-
posable simplicial complex is weakly vertex decomposable, see [29].
Let ∆ be a vertex decomposable complex. By [25, Theorem 2.8, Corollary 2.11], the ideal I∗∆ admits
xi-splitting, for some xi. Weakly vertex decomposability of ∆ is a sufficient condition for the existence of
an xi-splitting of I
∗
∆, for a suitable xi, generalizing the result cited above.
Proposition 4.4. Let ∆ be a weakly vertex decomposable simplicial complex. Then there exists a vertex
i ∈ ∆ such that I∗∆ admits xi-splitting.
Proof. If ∆ is a cone over del∆(i) for some i, then I
∗
∆ and I
∗
del∆(i)
have the same graded Betti numbers. Then
we may assume that ∆ is not a cone. Let i be the vertex in the definition of weakly vertex decomposable
simplicial complex. Since del∆(i) is Cohen-Macaulay, then it is pure and i is a shedding vertex (see for
instance [25]). By [25, Lemma 2.2], we have I∗∆ = xiI
∗
del∆(i)
+ I∗link∆(i). Recall again that del∆(i) is Cohen-
Macaulay. Then, by [5, Theorem 3], I∗del∆(i) has a linear resolution and the result follows by Proposition 2.2
(ii). 
In the following example we show that the converse of the previous proposition does not hold, even in the
Cohen-Macaulay case.
Example 4.5. (Hachimori’s example) Let ∆ be the simplicial complex in Figure 3, due to Hachimori [18].
It is shellable, hence Cohen-Macaulay., but not weakly vertex decomposable. In fact ∆ is not a cone and
del∆(i) is not Cohen-Macaulay for 1 ≤ i ≤ 7.
The graded Betti numbers of I∗∆ are given by
0→ R(−6)8 → R(−5)20 → R(−4)13 → I∗∆.
The ideal I∗∆ admits x4-splitting. In fact I
∗
∆ = x4J +K is a Betti splitting, where
x4J = (x3x4x5x7, x2x3x4x5, x3x4x5x6, x1x2x3x4, x1x4x5x7, x1x2x4x7, x1x4x6x7, x3x4x6x7) and
K = (x1x5x6x7, x1x3x5x6, x1x2x3x6, x2x3x6x7, x2x5x6x7).
The graded Betti numbers of J,K and J ∩K are given by
0→ R(−6)4 → R(−5)11 → R(−4)8 → J
0→ R(−6)→ R(−5)5 → R(−4)5 → K
0→ R(−6)3 → R(−5)4 → J ∩K.
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Figure 3. Hachimori’s example.
The next definition is important to understand the next example. For further details see [8] and [24].
Definition 4.6. A d-dimensional simplicial complex ∆ is called non evasive if either
(i) ∆ is a simplex or
(ii) d ≥ 1 and there exists a vertex v of ∆ such that link∆(v) and del∆(v) are both non evasive.
By [1, Theorem 6.2], every vertex decomposable ball is non evasive. In the next example we present a
non evasive ball ∆ such that I∗∆ does not admits xi-splitting, showing that [25, Theorem 2.8, Corollary 2.11]
does not hold for the Alexander dual ideal of a non evasive simplicial complex.
Example 4.7. (Rudin’s ball) Let ∆ be the Rudin’s ball, a non-shellable triangulation of the tetrahedron
with 14-vertex introduced in [31]. Since ∆ is a ball, it is Cohen-Macaulay and I∗∆ has a 10-linear resolution:
0→ R(−12)30 → R(−11)70 → R(−10)41 → I∗∆.
By [1, Theorem 6.3], ∆ is non evasive. It is not difficult to show that I∗∆ does not admit i-splitting, for
1 ≤ xi ≤ 14. Nevertheless I∗∆ = I∗∆1 + I∗∆2 is a Betti splitting of I∗∆, where ∆1 and ∆2 are given by the
following facets:
F(∆1)={{1,3,7,13},{1,3,9,13},{1,5,7,11},{1,5,9,11},{1,7,11,13},{1,9,11,13},{3,4,7,11},
{3,4,7,12},{3,7,11,14},{3,7,12,13},{3,9,12,13},{4,7,11,12},{4,8,11,12},{5,6,9,13},
{5,6,9,14},{5,7,11,14},{5,9,11,14},{5,9,12,13},{6,9,13,14},{6,10,13,14},
{7,11,12,13},{9,11,13,14},{11,12,13,14}};
F(∆2)={{2,4,8,14},{2,4,10,14},{2,6,8,12},{2,6,10,12},{2,8,12,14},{2,10,12,14},{3,6,10,11},
{3,6,10,14},{3,10,11,14},{4,5,8,12},{4,5,8,13},{4,8,13,14},{4,10,13,14},{5,8,12,13},
{6,8,11,12},{6,10,11,12},{8,12,13,14},{10,11,12,14}}.
Both I∗∆1 and I
∗
∆2
are computed in k[x1, . . . , x14]. The minimal graded free resolutions of I
∗
∆1
, I∗∆2 and
I∗∆1 ∩ I∗∆2 are
0→ R(−12)13 → R(−11)35 → R(−10)23 → I∗∆1
0→ R(−12)10 → R(−11)27 → R(−10)18 → I∗∆2
0→ R(−12)7 → R(−11)8 → I∗∆1 ∩ I∗∆2 .
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