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a b s t r a c t
The infinite-dimensional special odd contact Lie superalgebras SKO(n, n + 1; c) over a
field of positive characteristic are studied. In particular, we prove that Lie superalgebras
SKO(n, n+ 1; c) are simple. Besides, the Weisfeiler filtration of SKO(n, n+ 1; c) is proved
to be invariant under automorphisms by characterizing ad-nilpotent elements. Thereby,
we obtain some properties of these Lie superalgebras.
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1. Introduction
As is well known, the filtration structures play an important role in the research of Lie algebras and Lie superalgebras (see
[2,6,10,11]). Cartan type Lie algebras and Lie superalgebras possessWeisfeiler filtration structures. TheWeisfeiler filtrations
of finite-dimensional modular Lie algebras of Cartan type were proved to be invariant in [5,8]. In the infinite-dimensional
case, the same conclusion was proved in [4], by determining ad -nilpotent elements. In the case of infinite-dimensional
modular Lie superalgebras of Cartan type, similar results for the generalized Witt superalgebra, the special superalgebra
and the odd hamiltonian superalgebra were obtained in [13,9], respectively.
In this paper, we consider the infinite-dimensional special odd contact superalgebras SKO(n, n + 1; c) over a field of
positive characteristic. By studying certain elements, called short elements in this paper, we prove that SKO(n, n+ 1; c) are
simple when n > 2. Besides, we prove that the Weisfeiler filtration of SKO(n, n+ 1; c), denoted by (SKO(n, n+ 1; c)i)i≥−2,
is invariant in the sense that if SKO(n, n + 1; c) and SKO(m,m + 1; d) are special odd contact superalgebras and ϕ :
SKO(n, n+1; c)→ SKO(m,m+1; d) is an isomorphism of Lie superalgebras, then ϕ(SKO(n, n+1; c)i) ⊆ SKO(m,m+1; d)i
for all i ≥ −2. In particular, (SKO(n, n+ 1; c)i)i≥−2 is invariant under automorphisms. Thereby, we are able to obtain some
properties of SKO(n, n+ 1; c).
In the situation of characteristic zero, this Lie superalgebra was first introduced in [1] and was called the special odd
contact superalgebra in [7].
The paper is organized as follows: In Section 2 we recall some necessary definitions. In Section 3 we construct the special
odd contact Lie superalgebra SKO(n, n+ 1; c) and prove its simplicity. In Section 4, we establish some lemmas concerning
KO(n, n + 1), a Lie superalgebra which contains SKO(n, n + 1; c). In Section 5, by determining ad -nilpotent elements and
subspaces spanned by certain ad -nilpotent elements, we prove that the filtration (SKO(n, n+ 1)i)i≥−2 is invariant.
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2. Preliminaries
In this paper, F denotes a field of characteristic p > 2, and Z2 = {0¯, 1¯} denotes the ring of integers modulo 2. Let N
and N0 denote the sets of positive integers and nonnegative integers, respectively. We let n denote a fixed integer greater
than 2, and s = 2n + 1. For α = (α1, α2, . . . , αn) ∈ Nn0, we put |α| =
∑n
i=1 αi. Let O(n) denote the divided power algebra
over F with basis {x(α) | α ∈ Nn0}. For εi = (δi1, δi2, . . . , δin), i = 1, 2, . . . , n, we abbreviate x(εi) to xi. Let Λ(n + 1) be the
exterior superalgebra over F in n+1 variables xn+1, xn+2, . . . , xs. Denote byO(n, n+1) the tensor productO(n)⊗Λ(n+1).
The trivial Z2-gradation of O(n) and the natural Z2-gradation of Λ(n + 1) induce a Z2-gradation of O(n, n + 1) such that
O(n, n + 1) is an associative superalgebra. For g ∈ O(n) and f ∈ Λ(n + 1), we abbreviate g ⊗ f to gf . For α, β ∈ Nn0 and
i, j = n+ 1, n+ 2, . . . , s, the following formulas in O(n, n+ 1) hold:
x(α)x(β) =
(
α + β
α
)
x(α+β), xixj = −xjxi, x(α)xj = xjx(α),
where
(
α+β
α
) =∏ni=1 (αi+βiαi ).
Denote Y0 = {1, 2, . . . , n}, Y1 = {n+ 1, . . . , s} and Y = Y0 ∪ Y1. Let
Bk = {(i1, i2, . . . , ik) | n+ 1 ≤ i1 < i2 < · · · < ik ≤ s}
and
B(n+ 1) =
n+1⋃
k=0
Bk,
where B0 = ∅. Given u = (i1, i2, . . . , ik) ∈ Bk, set |u| = k, ‖u‖ = k + δik,s, {u} = {i1, i2, . . . , ik} and xu = xi1xi2 · · · xik
(|∅| = 0, x∅ = 1). Then {x(α)xu | α ∈ Nn0, u ∈ B(n+ 1)} is a F-basis of the infinite-dimensional superalgebra O(n, n+ 1).
Let D1,D2, . . . ,Ds be the linear transformations of O(n, n+ 1) such that
Di(x(α)xu) =
{
x(α−εi)xu i ∈ Y0,
x(α) · ∂xu/∂xi i ∈ Y1.
Then D1,D2, . . . ,Ds are superderivations of the superalgebra O(n, n+ 1). Let
W (n, n+ 1) =
{ s∑
i=1
aiDi
∣∣∣∣ ai ∈ O(n, n+ 1), i ∈ Y}.
Then W (n, n + 1) is an infinite-dimensional Lie superalgebra contained in Der(O(n, n + 1)) (see [12]). Given a Z2-
homogeneous element x of O(n, n + 1) or of W (n, n + 1), we denote by deg x the Z2-degree of x. Then degDi = µ(i),
where
µ(i) =
{
0¯ i ∈ Y0,
1¯ i ∈ Y1.
The following formula holds inW (n, n+ 1) (see [12]):
[aDi, bDj] = aDi(b)Dj − (−1)deg aDi deg bDjbDj(a)Di,
where a, b ∈ O(n, n+ 1) and i, j ∈ Y .
Let J = Y \ {s} and J1 = Y1 \ {s}. For i ∈ J , define
i′ =
{
i+ n i ∈ Y0,
i− n i ∈ J1.
Let DKO : O(n, n+ 1)→ W (n, n+ 1) be the linear mapping such that
DKO(f ) =
s∑
i=1
fiDi,
where
fi = (−1)µ(i′) deg fDi′(f )+ (−1)deg fDs(f )xi, 1 ≤ i ≤ 2n,
fs =
2n∑
i=1
xiDi(f )− 2f .
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Then DKO is an odd linear mapping; that is, DKO(O(n, n + 1)θ ) ⊆ W (n, n + 1)θ+1¯ for θ ∈ Z2. Denote by KO(n, n + 1) the
Z2-graded space O(n, n+ 1)with reversed parity; that is,
KO(n, n+ 1)θ = O(n, n+ 1)θ+1¯, θ ∈ Z2. (1)
Note that
[DKO(f ),DKO(g)] = DKO(Jf , gK), (2)
where Jf , gK = DKO(f )(g)− (−1)deg f 2Ds(f )g (see [3]). It follows directly from (2) and the injectivity of DKO that J , K defines
a Lie multiplication on KO(n, n + 1) such that KO(n, n + 1) is a Lie superalgebra. For simplicity, we sometimes write KO
instead of KO(n, n+ 1).
We denote by p(f ) the Z2-degree of an element f of KO to distinguish it from the Z2-degree inO(n, n+1). The following
formula holds in KO (see [3]):
Jf , gK = 2n∑
i=1
(−1)µ(i)p(f )+µ(i)Di(f )Di′(g)+
( 2n∑
i=1
xiDi(f )− 2f
)
Ds(g)− (−1)p(f )p(g)
( 2n∑
i=1
xiDi(g)− 2g
)
Ds(f ). (3)
Then KO =⊕i≥−2 KO[i] is a Z-graded Lie superalgebra, where
KO[i] = spanF
{
x(α)xu
∣∣ |α| + ‖u‖ − 2 = i} .
Let KOi =⊕j≥i KO[j] for all i ≥ −2. Then the filtration KO = KO−2 ⊃ KO−1 ⊃ · · · is referred to as the Weisfeiler filtration
of KO.
3. Construction of SKO(n, n+ 1; c)
Given c ∈ F, define the linear transformation divc on KO(n, n+ 1) such that
divc f = ∆(f )+ (E − c)Ds(f ) for all f ∈ KO(n, n+ 1), (4)
where
∆ =
n∑
i=1
Di ◦ Di′ , E =
2n∑
i=1
xiDi.
Then divc is an odd linear transformation such that divc(KO[i]) ⊆ KO[i−2] for all i ≥ −2. Let
SKO′(n, n+ 1; c) = {f ∈ KO(n, n+ 1) | divc f = 0}. (5)
A lengthy but straightforward computation leads to the following proposition.
Proposition 3.1. If f , g are Z2-homogeneous elements of KO(n, n+ 1), then
divc(Jf , gK) = (−1)p(f )DKO(f )(divcg)− (−1)p(f )p(g)+p(g)DKO(g)(divc f ). (6)
It follows directly from Proposition 3.1 that SKO′(n, n+ 1; c) is a subalgebra of Lie superalgebra KO(n, n+ 1). Let
SKO(n, n+ 1; c) = qSKO′(n, n+ 1; c), SKO′(n, n+ 1; c)y . (7)
As in [7], we call SKO(n, n + 1; c) the special odd contact superalgebra. For simplicity, we sometimes write SKO instead of
SKO(n, n+ 1; c).
Every element y of SKO′(n, n+ 1; c) has a unique expression as an F-linear combination of monomials:
y =
∑
α,u
aα,ux(α)xu, (8)
with aα,u ∈ F. If aα,u 6= 0, we say that the monomial x(α)xu occurs in y. Define the length of y to be the number of monomials
occurring in y. We call y short if any nonzero F-linear combination of monomials occurring in y in which the number of
monomials is less than the length of y does not belong to SKO′(n, n + 1; c). Clearly, every element of SKO′(n, n + 1; c) can
be expressed as a linear combination of short elements.
For two elements y, z of SKO′(n, n+ 1; c), we write y .= z if there exist non-zero a and b in F such that ay+ bz = 0.
Lemma 3.2. Suppose that y, z are short elements of SKO′(n, n+ 1; c).
(1) If c ≡ n− 2 (mod p), then the monomial xn+1 · · · x2n does not occur in Jy, zK.
(2) If c ≡ n (mod p), then the monomial xn+1 · · · xs does not occur in Jy, zK.
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Proof. Suppose that x(α)xu and x(β)xv occur in y and z respectively.
(1) By formula (3) and supersymmetry, it suffices to verify two cases:
Case 1. There exists some i ∈ Y0 such that Di(x(α)xu)Di′(x(β)xv) = xn+1 · · · x2n.
Without loss of generality, we assume that x(α)xu = xixn+1 · · · xn+i and x(β)xv = xn+i · · · x2n. Since divcxn+i · · · x2n = 0 and
z is short, we have z .= xn+i · · · x2n. Note that divcxixn+1 · · · xn+i = (−1)i−1xn+1 · · · xn+i−1. If themonomial xjxj′xn+1 · · · xn+i−1
occurs in y, where i < j ≤ n, then y .= xixn+1 · · · xn+i + (−1)ixjxj′xn+1 · · · xn+i−1 since y is short, whence
Jy, zK .= rxixn+1 · · · xn+i + (−1)ixjxj′xn+1 · · · xn+i−1, xn+i · · · x2nz
= Di(xixn+1 · · · xn+i)Di′(xn+i · · · x2n)+ (−1)iDj(xjxj′xn+1 · · · xn+i−1)Dj′(xn+i · · · x2n)
= xn+1 · · · x2n + (−1)i(−1)j−ixj′xn+1 · · · xj′−1xj′+1 · · · x2n
= xn+1 · · · x2n − xn+1 · · · x2n
= 0, (9)
and our assertion follows. Otherwise, the monomial xsxn+1 · · · xn+i−1 must occur in y, and consequently y .= (i + 1 −
n)xixn+1 · · · xn+i + (−1)ixsxn+1 · · · xn+i−1. Then
Jy, zK .= r(i+ 1− n)xixn+1 · · · xn+i + (−1)ixsxn+1 · · · xn+i−1, xn+i · · · x2nz
= (i+ 1− n)xn+1 · · · x2n − (−1)i(−1)(i−1)(n−i)((E − 2)xn+i · · · x2n)xn+1 · · · xn+i−1
= (i+ 1− n)xn+1 · · · x2n + (−1)i+(i−1)(n−i)+1(n− i− 1)xn+i · · · x2nxn+1 · · · xn+i−1
= (i+ 1− n)xn+1 · · · x2n + (−1)i+(i−1)(n−i)+1+(n−i+1)(i−1)(n− i− 1)xn+1 · · · x2n
= 0. (10)
Case 2. x(α)xuDs(x(β)xv)
.= xn+1 · · · x2n.
Without loss of generality, we assume that x(α)xu = xn+1 · · · xn+i and x(β)xv = xsxn+i+1 · · · x2n. Then y .= xn+1 · · · xn+i
since divcxn+1 · · · xn+i = 0 and y is short. Note that divcxsxn+i+1 · · · x2n = (2 − i)xn+i+1 · · · x2n. It follows that z .=
xsxn+i+1 · · · x2n + (i− 2)xjxj′xn+i+1 · · · x2n, where j ≤ i. From argument similar to (10), we can show that Jy, zK = 0, proving
the assertion.
(2) According to formula (3), we have two cases:
Case 1. There exists some i ∈ J such that Di(x(α)xu)Di′(x(β)xv) = xn+1 · · · xs. Without loss of generality, we can suppose that
s ∈ {v}. There are two sub-cases:
Case 1-a. i ∈ Y0. We can assume without loss of generality that x(α)xu = xixn+1 · · · xn+i and x(β)xv = xn+i · · · xs. Then we can
see that z .= xn+i · · · xs + (1 − i)(−1)n−ixlxl′xn+i · · · x2n, where l < i. If the monomial xjxj′xn+1 · · · xn+i−1 occurs in y, where
i ≤ j ≤ n, then y .= xixn+1 · · · xn+i + (−1)ixjxj′xn+1 · · · xn+i−1 since y is short, thus
Jy, zK .= rxixn+1 · · · xn+i + (−1)ixjxj′xn+1 · · · xn+i−1, xn+i · · · xs + (1− i)(−1)n−ixlxl′xn+i · · · x2nz
= Di(xixn+1 · · · xn+i)Di′(xn+i · · · xs)+ (−1)iDj(xjxj′xn+1 · · · xn+i−1)Dj′(xn+i · · · xs)
= xn+1 · · · xs + (−1)i(−1)j−ixj′xn+1 · · · xj′−1xj′+1 · · · xs
= 0.
Otherwise, the monomial xsxn+1 · · · xn+i−1 must occur in y. Then y .= (i − 1 − n)xixn+1 · · · xn+i + (−1)ixsxn+1 · · · xn+i−1.
Therefore
Jy, zK .= J(i− 1− n)xixn+1 · · · xn+i, xn+i · · · xsK+ r(i− 1− n)xixn+1 · · · xn+i, (1− i)(−1)n−ixlxl′xn+i · · · x2nz
+
r
(−1)ixsxn+1 · · · xn+i−1, xn+i · · · xs
z
+
r
(−1)ixsxn+1 · · · xn+i−1, (1− i)(−1)n−ixlxl′xn+i · · · x2n
z
= (i− 1− n)xn+1 · · · xs + (−1)i((E − 2)xsxn+1 · · · xn+i−1)Ds(xn+i · · · xs)
− (−1)i(−1)(i−1)(n−i+1)((E − 2)xn+i · · · xs)Ds(xsxn+1 · · · xn+i−1)
+ (−1)i(−1)n−i(1− i)(−1)(i−1)+1Dl′(xsxn+1 · · · xn+i−1)Dl(xlxl′xn+i · · · x2n)
= (i− 1− n)xn+1 · · · xs + (−1)i((i− 1)− 2)(−1)n−i+1xsxn+1 · · · x2n
− (−1)i(−1)(i−1)(n−i+1)((n− i+ 1)− 2)xn+i · · · xsxn+1 · · · xn+i−1
+ (1− i)(−1)n+i+lxsxn+1 · · · xl′−1xl′+1 · · · xn+i−1xl′xn+i · · · x2n
= ((i− 1− n)+ (3− i)+ (n− i− 1)+ (i− 1))xn+1 · · · xs
= 0. (11)
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Case 1-b. i ∈ J1. We can suppose that x(α)xu = xn+1 · · · xi and x(β)xv = xi′xi · · · xs. Then y .= xn+1 · · · xi. Note that
divcxi′xi · · · xs = xi+1 · · · xs + (−1)2n−i+1(E − n)xi′xi · · · x2n
= xi+1 · · · xs + (−1)2n−i+1(2− i′)xi′xi · · · x2n. (12)
If i′ ≡ 2 (mod p), then z .= xi′xi · · · xs − xjxj′xi+1 · · · xs, where j < i′, henceJy, zK .= qxn+1 · · · xi, xi′xi · · · xs − xjxj′xi+1 · · · xsy
= (−1)µ(i)(i′−1)+µ(i)Di(xn+1 · · · xi)Di′(xi′xi · · · xs)
− (−1)µ(j′)(i′−1)+µ(j′)Dj′(xn+1 · · · xi)Dj(xjxj′xi+1 · · · xs)
= (−1)i′(−1)i′−1xn+1 · · · xs − (−1)i′(−1)j−1xn+1 · · · xj′−1xj′+1 · · · xixj′xi+1 · · · xs
= −xn+1 · · · xs − (−1)i′(−1)j−1(−1)i′−jxn+1 · · · xs
= 0. (13)
We consider the case i′ 6≡ 2 (mod p). Note that, for a monomial h with h 6= xi′xi · · · xs, the monomial xi+1 · · · xs occurs in
divch if and only if h is of the form xjxj′xi+1 · · · xs with j < i′. Therefore, we can suppose that
z .= xi′xi · · · xs −
i′−1∑
j=1
ajxjxj′xi+1 · · · xs + Z,
where
∑i′−1
j=1 aj = 1 and Z is the sum of some monomials not of the form xlxl′xi+1 · · · xs. Observe that for a monomial h that
is not of the form xjxj′xi+1 · · · xs, where j ≤ i′, the monomial xjxj′xi+1 · · · x2n occurs in divch if and only if h is of the form
xlxl′xjxj′xi+1 · · · x2n with l, j < i′ and l 6= j. It follows that every monomial occurring in Z does not contain xs. Consequently,
from argument similar to (13), we can see thatuvy, xi′xi · · · xs − i′−1∑
j=1
ajxjxj′xi+1 · · · xs
}~ = 0.
Thus Jy, zK = Jy, ZK, where every monomial does not contain xs. In particular, the monomial xn+1 · · · xs does not occur inJy, zK.
Case 2. x(α)xuDs(x(β)xv) = xsxn+1 · · · x2n.
Suppose that x(α)xu = xsxn+1 · · · xn+i and x(β)xv = xsxn+i+1 · · · x2n. By the definition of divc , we see that y .= (n −
i)xjxj′xn+1 · · · xn+i + xsxn+1 · · · xn+i and z .= ixlxl′xn+i+1 · · · x2n + xsxn+i+1 · · · x2n, where i < j ≤ n and l ≤ i. From an
argument similar to (11), we can show that Jy, zK = 0. 
Lemma 3.3. Suppose that y = ∑α,u aα,ux(α)xu is a short element of SKO′(n, n + 1; c). Then y must satisfy one of the following
properties:
(1) There exists some i ∈ Y0 such that for every monomial x(α)xu occurring in y, either i′ /∈ {u} or αi > 0 and i′ ∈ {u}.
(2) y .= xn+1 · · · xs or y .= xn+1 · · · x2n.
Proof. We proceed in several steps.
Step 1. Suppose that x(β)xv is an arbitrary monomial of KO(n, n+ 1), and x(β ′)xv′ is a monomial of divcx(β)xv . Let i ∈ Y0. Then
βi = 0 and i′ ∈ {v} if and only if β ′i = 0 and i′ ∈ {v′}.
By formula (3) we see that divcx(β)xv = ∆(x(β)xv) + (E − c)Ds(x(β)xv). It follows that x(β ′)xv′ .= (E − c)Ds(x(β)xv) or
x(β
′)xv
′ .= DjDj′(x(β)xv) for some j ∈ Y0. It is then trivial to verify that Step 1 holds.
Step 2. For a fixed i ∈ Y0, if there exists some monomial x(α′)xu′ occurring in y such that α′i = 0 and i′ ∈ {u′}, then every
monomial x(α)xu occurring in y satisfies αi = 0 and i′ ∈ {u}.
It suffices to show that the sum of all summands aα,ux(α)xu in y satisfying αi = 0 and i′ ∈ {u} belongs to SKO′(n, n+1; c).
Indeed,
0 = divcy =
∑
α,u
divc(aα,ux(α)xu)
=
∑
αi=0,i′∈{u}
divc(aα,ux(α)xu)+
∑
i′ /∈{u} or
αi>0 and i′∈{u}
divc(aα,ux(α)xu).
By Step 1, we see that the first sum and the second sum in the last line of the equation above are F-linearly independent.
Thus
∑
αi=0,i′∈{u} divc(aα,ux
(α)xu) = 0. Since y is short, we have y =∑αi=0,i′∈{u} aα,ux(α)xu.
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Step 3. For a fixed i ∈ Y0, if there exists somemonomial x(α′)xu′ occurring in y such that either i′ /∈ {u′} or α′i > 0 and i′ ∈ {u′},
then every monomial occurring in y satisfies either i′ /∈ {u} or αi > 0 and i′ ∈ {u}.
This is equivalent to Step 2.
Step 4. If there exists some i ∈ Y0 such that for some monomial x(α′)xu′ occurring in y, either i′ /∈ {u′} or α′i > 0 and i′ ∈ {u′},
then y satisfies property (1).
This follows directly from Step 3.
Step 5. If such i in Step 4 does not exist, then y satisfies property (2).
Suppose that x(α)xu is a monomial occurring in y such that αi = 0 and i′ ∈ {u} for all i ∈ Y0. Then x(α)xu = xn+1 · · · x2n or
x(α)xu = xn+1 · · · xs. If x(α)xu = xn+1 · · · x2n, then y .= xn+1 · · · x2n since divcxn+1 · · · x2n = 0.
Now we consider the case when x(α)xu = xn+1 · · · xs. Clearly, if the monomial xn+1 · · · x2n occurs in divcx(β)xv , where
x(β)xv ∈ KO(n, n+1), then x(β)xv = xn+1 · · · xs. Since divcxn+1 · · · xs = (n− c)xn+1 · · · x2n, it follows that y .= xn+1 · · · xs. 
Proposition 3.4.
SKO′(n, n+ 1; c) =

SKO(n, n+ 1; c)⊕ Fxn+1 · · · xs when c ≡ n (mod p);
SKO(n, n+ 1; c)⊕ Fxn+1 · · · x2n when c ≡ n− 2 (mod p);
SKO(n, n+ 1; c) otherwise.
Proof. Suppose that y = ∑α,u aα,ux(α)xu is a short element of SKO′(n, n + 1; c) satisfying y 6 .= xn+1 · · · x2nxs when c ≡ n
(mod p) and y 6 .= xn+1 · · · x2nwhen c ≡ n−2 (mod p). Wewant to prove that y ∈ SKO(n, n+1; c). According to Lemma 3.3,
two cases arise:
Case 1. There exists some i ∈ Y0 such that for every monomial x(α)xu occurring in y, either i′ /∈ {u} or αi > 0 and i′ ∈ {u}.
Let y¯ =∑α,u cα,ux(α+pεi)xu. Since 0 = divcy =∑α,u cα,udivc(x(α)xu), it follows that divc y¯ =∑α,u cα,udivc(x(α+pεi)xu) =
0, thus y¯ ∈ SKO′(n, n + 1; c). Observe that (ad xi′)p = −Dpi . Indeed, by the formula (3) we see that ad xi′ = −Di − xi′Ds.
Since Di ◦ xi′Ds = xi′Ds ◦ Di and (xi′Ds)2 = 0, it follows from the binomial theorem that (ad xi′)p = −Dpi . Consequently,
y = Dpi (y¯) = −(ad xi′)p(y¯) ∈ SKO(n, n+ 1; c).
Case 2. y .= xn+1 · · · xs or y .= xn+1 · · · x2n.
If y .= xn+1 · · · xs, then n ≡ c (mod p) since divcxn+1 · · · xs = (−1)n(n− c)xn+1 · · · x2n. This contradicts our assumption.
If y .= xn+1 · · · x2n, then c 6≡ n− 2 (mod p) by our assumption. Since cx1x1′ + xs ∈ SKO′(n, n+ 1; c) by Case 1, we have
y .= xn+1 · · · x2n = (c − n+ 2)−1 Jcx1x1′ + xs, xn+1 · · · x2nK ∈ SKO(n, n+ 1; c). 
Theorem 3.5. SKO(n, n+ 1; c) is a simple Lie superalgebra.
Proof. Let I be a nonzero ideal of SKO(n, n+ 1; c), and let y =∑α,u cα,ux(α)xu be a nonzero element of I , where all cα,u ∈ F.
We first consider the casewhen allmonomials occurring in ydonot contain xs. Suppose that cβ,vx(β)xv is a nonzero summand
occurring in y such that |β|+‖v‖ is maximal.Without loss of generality, we can assume that cβ,v = 1 and {v} = {i1, . . . , ik}.
By formula (3) we see that
ad xi′(x(α)xu) =
{−x(α−εi)xu when i ∈ Y0;
x(α)Di(xu) when i ∈ J1,
where x(α)xu is any monomial not containing xs. Using the equation above repeatedly, we have
(ad x1′)β1 · · · (ad xn′)βn(ad xi′1) · · · (ad xi′k)(x(α)xu) = ±x(α−β1ε1−···−βnεn)Di1 · · ·Dik(xu).
The assumption that |β|+‖v‖ is maximal yields that, for any other monomial x(α)xu occurring in y, there exists some i ∈ Y0
such that αi < βi or there exists some i ∈ {v} such that i /∈ {u}. Then
(ad x1′)β1 · · · (ad xn′)βn(ad xi′1) · · · (ad xi′k)(y) = ±1,
thus proving 1 ∈ I .
In the case when there exists a monomial x(β)xv occurring in y such that s ∈ {v}, noting that J1, yK 6= 0 and any nonzero
summand of J1, yK does not contain xs, a similar discussion on J1, yK shows that 1 ∈ I .
For i ∈ J , let j ∈ Y0 such that j 6= i and j 6= i′. Then xsxi + (c − 1)xjxj′xi ∈ SKO(n, n + 1; c) by Proposition 3.4. Therefore
xi = −2−1 q1, xsxi + (c − 1)xjxj′xiy ∈ I .
For any short element y of SKO(n, n + 1; c), by Cases 1 and 2 in the proof of Proposition 3.4, we see that y ∈ I . Thus
I = SKO(n, n+ 1; c). 
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4. Some results of KO
Suppose that L is a Lie superalgebra. An element y of L is called ad -nilpotent if there exists t ∈ N such that (ad y)t(L) = 0.
In this section, we prove some results concerning Lie superalgebra KO.
Let a ∈ N0 and a =∑∞l=0 alpl be the p-adic expression of a, where 0 ≤ al < p. Then
pad(a) = (pad0(a), pad1(a), pad2(a), . . .)
is said to be the p-adic sequence of a, where padj(a) = aj for all j ∈ N0. For α = (α1, α2, . . . , αn) ∈ Nn0, define the p-adic
matrix of α to be
pad(α) =

pad(α1)
pad(α2)
...
pad(αn)
 .
Since pad(α) is a n×∞matrix with finitely many nonzero elements,
ht(α) = max{j ∈ N0 | ∃i ∈ Y0 : padj(αi) 6= 0}
is well defined. For b, c ∈ N0, denote
‖α‖b,c =
n∑
i=1
c∑
j=b
padj(αi),
and abbreviate ‖α‖b,b to ‖α‖b.
Suppose that y =∑α,u cα,ux(α)xu is a nonzero element of KO, where cα,u ∈ F. Define
ht(y) = max{ht(α) | cα,u 6= 0}.
Given q ∈ N and x(α)xu ∈ KO, we define
Fq
(
x(α)xu
) = ‖α‖0 + 3‖α‖1,q + ‖u‖.
Lemma 4.1. Let α, β ∈ Nn0, i ∈ Y0, q ∈ N. Then
(1) x(α)x(β) 6= 0 if and only if pad(α)+ pad(β) = pad(α + β).
(2) If βi 6= 0, then ‖β − εi‖0 + 3‖β − εi‖1,q ≥ ‖β‖0 + 3‖β‖1,q − 1.
(3) If x(β)xv ∈ KO1 and q ≥ ht(x(β)xv), then Fq
(
x(β)xv
) ≥ 3.
Proof. (1) See [4, Lemma 2.1].
(2) First consider the case pad0(βi) 6= 0. Then
pad(βi − 1) = (pad0(βi)− 1, pad1(βi), . . .) .
It follows that ‖β − εi‖0 = ‖β‖0 − 1 and ‖β − εi‖1,q = ‖β‖1,q, thus (2) holds.
Next consider the case pad0(βi) = 0. We may assume that
pad(βi) =
(
0, . . . , 0, padr(βi), padr+1(βi), . . .
)
,
where padr(βi) 6= 0 and r ≥ 1. Hence
pad(βi − 1) =
(
p− 1, . . . , p− 1, padr(βi)− 1, padr+1(βi), . . .
)
,
If q < r , then
‖β − εi‖0 + 3‖β − εi‖1,q > −1 = ‖β‖0 + 3‖β‖1,q − 1.
If q = r , noting that p > 2, then
‖β − εi‖0 + 3‖β − εi‖1,q = (p− 1)+ 3(r − 1)(p− 1)+ 3(padr(βi)− 1)
≥ 2+ 3padr(βi)− 3
= 3padr(βi)− 1
= ‖β‖0 + 3‖β‖1,q − 1.
If q > r , then
‖β − εi‖0 + 3‖β − εi‖1,q = ‖β − εi‖0 + 3‖β − εi‖1,r + 3‖β − εi‖r+1,q
≥ ‖β‖0 + 3‖β‖1,r − 1+ 3‖β − εi‖r+1,q
= ‖β‖0 + 3‖β‖1,q − 1.
(3) The assumption x(β)xv ∈ KO1 implies that |β| + ‖v‖ ≥ 3. Then one verifies easily that (3) holds. 
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Lemma 4.2. Suppose that x(β)xv ∈ KO1, x(α)xu ∈ KO, q ≥ ht(x(β)xv), and i ∈ J . The following statements hold.
(1) If Di(x(β)xv)Di′(x(α)xu) 6= 0, then Fq
(
Di(x(β)xv)Di′(x(α)xu)
) ≥ Fq(x(α)xu)+ 1.
(2) If x(β)xvDs(x(α)xu) 6= 0, then Fq
(
x(β)xvDs(x(α)xu)
) ≥ Fq(x(α)xu)+ 1.
(3) If x(α)xuDs(x(β)xv) 6= 0, then Fq
(
x(α)xuDs(x(β)xv)
) ≥ Fq(x(α)xu)+ 1.
Proof. (1) Without lost of generality, we can assume that i ∈ Y0. Then
Fq
(
Di(x(β)xv)Di′(x(α)xu)
) = Fq(x((β−εi)+α)xvDi′(xu))
= ‖(β − εi)+ α‖0 + 3‖(β − εi)+ α‖1,q + ‖xvDi′(xv)‖.
The hypothesis Di(x(β)xv)Di′(x(α)xu) 6= 0 implies that x(β−εi)x(α) 6= 0, which combined with Lemma 4.1(1) yields
pad((β − εi)+ α) = pad(β − εi)+ pad(α). Therefore
‖(β − εi)+ α‖0 = ‖β − εi‖0 + ‖α‖0,
‖(β − εi)+ α‖1,q = ‖β − εi‖1,q + ‖α‖1,q,
‖xvDi′(xu)‖ = ‖v‖ + ‖u‖ − 1.
By the equalities above and Lemma 4.1(2), we see that
Fq
(
Di(x(β)xv)Di′(x(α)xu)
) = ‖β − εi‖0 + 3‖β − εi‖1,q + ‖v‖ + ‖α‖0 + 3‖α‖1,q + ‖u‖ − 1
≥ ‖β‖0 + 3‖β‖1,q − 1+ ‖v‖ + Fq
(
x(α)xu
)− 1
= Fq
(
x(β)xu
)+ Fq(x(α)xu)− 2.
Since Fq
(
x(β)xv
) ≥ 3 by Lemma 4.1(3), it follows that
Fq
(
Di(x(β)xv)Di′(x(α)xu)
) ≥ Fq(x(α)xu)+ 1.
(2) and (3) are completely analogous to the proof of (1). 
Lemma 4.3. Suppose that x(β)xv ∈ KO1, x(α)xu ∈ KO, q ≥ ht(x(β)xv). Let x(α′)xu′ be a nonzero summand of
r
x(β)xv, x(α)xu
z
.
Then Fq
(
x(α
′)xu
′) ≥ Fq(x(α)xu)+ 1.
Proof. A direct calculation shows that x(α′)xu′ fulfills the conditions of Lemma 4.2. 
Given q ∈ N, let `q = n(p− 1)+ 3nq(p− 1)+ n+ 3. Clearly, the inequality Fq
(
x(α)xu
)
< `q holds for all x(α)xu ∈ KO.
Lemma 4.4. Every element of KO1 is ad -nilpotent.
Proof. Suppose that y =∑β,u cα,vx(β)xv is an arbitrary element of KO1, where cβ,v ∈ F. Let q ∈ N such that q ≥ ht(y). Let
x(α)xu be a standard basis element of KO. By using Lemma 4.3 repeatedly we see that (ad y)`q(x(α)xu) = 0. 
Lemma 4.5. KO =⊕i≥−2 KO[i] is transitively graded.
Proof. Assume the contrary. Then there exists a nonzero y ∈ KO[`] such that qy, xjy = 0 for all j ∈ J , where ` ≥ 0. Suppose
that
y =
∑
α,u
s∈{u}
aα,ux(α)xu +
∑
β,v
s/∈{v}
bβ,vx(β)xv, (14)
where aα,u, bβ,v ∈ F.
We first assume that there exists some aα,u 6= 0. For j ∈ Y0, we have
0 = qxj, yy =∑
α,u
s∈{u}
aα,ux(α)Dj′(xu)+ h,
where h is the sum of summands that do not contain xs. Then
∑
α,u
s∈{u} aα,ux
(α)Dj′(xu) = 0. Note that all nonzero summands
of
∑
α,u
s∈{u} aα,ux
(α)Dj′(xu) are F-linear independent. It follows that all x(α)Dj′(xu) are equal to 0, thus proving that each x(α)xu
does not contain xj′ . Similarly, for j ∈ J1, we can prove that each x(α)xu does not contain xj′ . Therefore all x(α)xu are equal to
xs, and we can write
y = axs +
∑
β,v
s/∈{v}
bβ,vx(β)xv,
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where a ∈ F, a 6= 0. Consequently
0 = Jx1, yK = −ax1 +∑
β,v
s/∈{v}
bβ,vx(β)D1′(xv).
Note that all nonzero summands of
∑
β,v
s/∈{v}
bβ,vx(β)D1′(xv) are F-linear independent. Then there must be a monomial x(β)xv
for which ax1 = bβ,vx(β)D1′(xv). It follows that y = axs + ax1x1′ + h, where h is the sum of some summands that do not
contain x1′ (and xs). Therefore 0 = Jx1′ , yK = −2ax1′ + Jx1′ , hK. Noting that every summand of Jx1′ , hK cannot contain x1′ ,
we have a = 0, a contradiction which shows that all aα,u in Eq. (14) are equal to 0.
Consequently, we can write y = ∑β,v bβ,vx(β)xv , where bβ,v ∈ F and every x(β)xv does not contain xs. Then, for
j ∈ Y0, we have 0 = qxj, yy = ∑β,v bβ,vx(β)Dj′(xv). Noting that all nonzero summands in∑β,v bβ,vx(β)Dj′(xv) are F-linear
independent, we conclude that all x(β)Dj′(xv) are equal to 0, thus every x(β)xv does not contain xj′ . Similarly, for j ∈ J1, we can
show that every x(β)xv does not contain xj′ . Consequently we see that all x(β)xv are equal to 1. This shows that y ∈ KO[−2],
contradicting the assumption that ` ≥ 0. 
5. Invariance of filtration
Recall that KO =⊕i≥−2 KO[i] is a transitively Z-graded Lie superalgebra, where
KO[i] = spanF
{
x(α)xu
∣∣ |α| + ‖u‖ − 2 = i} .
Let
SKO[i] = KO[i] ∩ SKO for all i ≥ −2.
Since divc is an odd linear transformation such that divc(KO[i]) ⊆ KO[i−2] for all i ≥ −2, it follows that SKO =⊕i≥−2 SKO[i]
is Z-graded. Noting that SKO[−1] coincides with KO[−1], we see that SKO = ⊕i≥−2 SKO[i] is transitively Z-graded. Let
SKOi = ⊕j≥i SKO[j] for all i ≥ −2. Then the filtration SKO = SKO−2 ⊃ SKO−1 ⊃ · · · is called the Weisfeiler filtration of
SKO.
For a subset R of SKO, denote by nil(R) the set of all ad -nilpotent elements in R, and denote by Nil(R) the subalgebra of
SKO generated by nil(R).
Lemma 5.1. Suppose that y[t] ∈ SKO[t] for all t ≥ −2. The following statements hold.
(1) SKO1 ⊂ nil(SKO).
(2) If y =∑lt=k y[t] ∈ nil(SKO), then y[k] ∈ nil(SKO).
(3) If y =∑lt=−1 y[t] ∈ nil(SKO0¯), then y[−1] = 0.
(4) If i ∈ Y0, j ∈ J1 and i 6= j′, then xixj ∈ nil(SKO[0] ∩ SKO0¯).
(5) Nil(SKO0 ∩ SKO0¯) = Nil(SKO[0] ∩ SKO0¯)+ SKO1 ∩ SKO0¯.
Proof. (1) Note that SKO1 ⊂ KO1. For any element y ∈ SKO1, we have y ∈ KO1. Lemma 4.4 shows that (ad y)k(KO) = 0 for
some k. In particular, we have (ad y)k(SKO) = 0, proving SKO1 ⊂ nil(SKO).
(2) See [9, Lemma 5].
(3) Suppose that y[−1] =∑i∈J1 aixi 6= 0. Then there exists some aj 6= 0. Note that for all k ∈ N,
(ad y[−1])k(x(kεj′ )) = (ad y[−1])k−1(−ajx((k−1)εj′ )) = (−aj)k 6= 0.
It follows that y[−1] is not ad -nilpotent, contradicting (2).
(4) From formula (3), we see that ad xixj = xjDi′ − xiDj′ . Note that xjDi′ ◦ xiDj′ = xiDj′ ◦ xjDi′ and (xjDi′)2 = 0 = (xiDj′)p.
It follows from the binomial theorem that (ad xixj)p = (xjDi′ − xiDj′)p = 0.
(5) Suppose that y = y[0]+ y1 is an arbitrary element of nil(SKO0 ∩ SKO0¯), where y[0] ∈ SKO[0] ∩ SKO0¯, y1 ∈ SKO1 ∩ SKO0¯.
By (2) of the lemma we see that y[0] ∈ Nil(SKO[0] ∩ SKO0¯). Hence y = y[0]+ y1 ∈ Nil(SKO[0] ∩ SKO0¯)+ SKO1 ∩ SKO0¯, proving
nil(SKO0 ∩ SKO0¯) ⊆ Nil(SKO[0] ∩ SKO0¯)+ SKO1 ∩ SKO0¯. Note that Nil(SKO[0] ∩ SKO0¯)+ SKO1 ∩ SKO0¯ is a subalgebra of SKO.
It follows that Nil(SKO0 ∩ SKO0¯) ⊆ Nil(SKO[0] ∩ SKO0¯)+ SKO1 ∩ SKO0¯.
Conversely, by (1) of the lemma, we have SKO1 ∩ SKO0¯ ⊆ Nil(SKO0 ∩ SKO0¯), which combined with the fact that
Nil(SKO[0] ∩ SKO0¯) ⊆ Nil(SKO0 ∩ SKO0¯) yields Nil(SKO[0] ∩ SKO0¯)+ SKO1 ∩ SKO0¯ ⊆ Nil(SKO0 ∩ SKO0¯). 
Lemma 5.2. If y ∈ nil(SKO[0] ∩ SKO0¯), y 6= 0, then there exists z ∈ SKO[0] ∩ SKO0¯ such that Jy, zK is not ad -nilpotent.
Proof. Let y = dxs +∑i∈Y0 aixixi′ +∑i∈Y0,j∈J1,i6=j′ bijxixj be an arbitrary element of nil(SKO[0] ∩ SKO0¯), where ai, bij, d ∈ F. If
d 6= 0, then (ad y)k(1) = (2d)k for all k ≥ 1, contradicting y ∈ nil(SKO[0] ∩ SKO0¯). Hence d = 0. The remainder of the proof
is completely analogous to the proof of [9, Lemma 12]. 
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Let ρ be the corresponding representation with respect to SKO[0]-module SKO[−1]; that is, ρ(y) = ad y|SKO[−1] for all
y ∈ SKO[0]. It is easy to see that ρ is faithful. For y ∈ SKO[0], we also denote by ρ(y) the matrix of ρ(y) relative to the fixed
ordered F-basis
{xn+1, . . . , x2n, x1, . . . , xn}.
Denote by gl(n, n) the general linear Lie superalgebra of 2n × 2n matrices over F. Let In denote the identity matrix of size
n× n, and let eij denote the 2n× 2nmatrix whose (i, j)-entry is 1 and 0 elsewhere. Let
p˜(n) =
{(
A B
C −AT
)
∈ gl(n, n)
∣∣∣∣ B = −BT , C = CT},
p(n) =
{(
A B
C −AT
)
∈ p˜(n)
∣∣∣∣ tr(A) = 0},
p˜(n; c) = p(n)⊕ K ,
where
K = spanF{diag(1+ λ1, . . . , 1+ λn, 1− λ1, . . . , 1− λn) | λ1 + · · · + λn = c}.
It is easy to verify that p˜(n), p(n) and p˜(n; c) are subalgebras of gl(n, n). Clearly
p˜(n; c)0¯ =
{(
A B
C D
)
∈ p˜(n; c)
∣∣∣∣ B = C = 0},
p(n)0¯ =
{(
A 0
0 −AT
)
∈ gl(n, n)
∣∣∣∣ tr(A) = 0}.
Lemma 5.3. The following statements hold.
(1) ρ(xixj) = (−1)µ(i)+µ(i)µ(j)ej′i + (−1)µ(j)ei′j for all i, j ∈ J .
(2) ρ(SKO[0]) = p˜(n; c) and ρ(SKO[0] ∩ SKO0¯) = p˜(n; c)0¯.
(3) ρ(Nil(SKO[0] ∩ SKO0¯)) = p(n)0¯ and Nil(SKO[0] ∩ SKO0¯) = G, where
G =
{∑
i∈Y0
aixixi′ +
∑
i∈Y0,j∈J1,i6=j′
bijxixj
∣∣∣∣ ai, bij ∈ F,∑
i∈Y0
ai = 0
}
.
Proof. By formula (3), we obtain
ad xixj = (−1)µ(i)+µ(i)µ(j)xjDi′ + (−1)µ(j)xiDj′ .
From the equality above, we can easily verify (1). (2) is a direct consequence of (1).
(3) We proceed in three steps.
Step 1. ρ(Nil(SKO[0] ∩ SKO0¯)) ⊆ p(n)0¯.
Let y = dxs +∑i∈Y0 aixixi′ +∑i∈Y0,j∈J1,i6=j′ bijxixj be an arbitrary element of nil(SKO[0] ∩ SKO0¯), where ai, bij, d ∈ F. If
d 6= 0, then (ad y)k(1) = (2d)k for all k ≥ 1, contradicting y ∈ nil(SKO[0]∩ SKO0¯). Hence d = 0. Since y ∈ nil(SKO[0]∩ SKO0¯),
we see that ρ(y) is a nilpotent matrix in p˜(n; c)0¯, which combined with the fact that d = 0 yields ρ(y) ∈ p(n)0¯. Since p(n)0¯
is a subalgebra of p˜(n; c), it follows that ρ(Nil(SKO[0] ∩ SKO0¯)) ⊆ p(n)0¯.
Step 2. p(n)0¯ ⊆ ρ(G).
SetΩ = {ekl − el′k′ | k, l ∈ Y0, k 6= l} and∆ = {ekk − ell − ek′k′ + el′ l′ | k, l ∈ Y0, k 6= l}. By (1) of the lemma, we see that
Ω ⊆ ρ(G). Suppose that k, l ∈ Y0 and k 6= l. Then xkxk′ − xlxl′ ∈ G, and ρ(xkxk′ − xlxl′) = ekk − ell − ek′k′ + el′ l′ , thus proving
∆ ⊆ ρ(G). SinceΩ ∪∆ spans p(n)0¯ and G is a subspace, we obtain p(n)0¯ ⊆ ρ(G).
Step 3. G ⊆ Nil(SKO[0] ∩ SKO0¯).
Suppose that i, j ∈ Y0 and i 6= j. Lemma 5.1(4) shows that xixj′ and xjxi′ belong to Nil(SKO[0] ∩ SKO0¯). Then xjxj′ − xixi′ =q
xixj′ , xjxj′
y ∈ Nil(SKO[0] ∩ SKO0¯). Consequently G ⊆ Nil(SKO[0] ∩ SKO0¯).
Combining Steps 1–3, we see that ρ(Nil(SKO[0]∩SKO0¯)) = p(n)0¯ = ρ(G). Since the representation ρ is faithful, it follows
that Nil(SKO[0] ∩ SKO0¯) = G. 
Lemma 5.4. The following statements hold.
(1) Nil(SKO0¯) = Nil(SKO0 ∩ SKO0¯).
(2) NorSKO0¯(Nil(SKO0¯)) = SKO0 ∩ SKO0¯, where NorSKO0¯(Nil(SKO0¯)) is the normalizer of Nil(SKO0¯) in SKO0¯.
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Proof. (1) It suffices to show that Nil(SKO0¯) ⊆ Nil(SKO0 ∩ SKO0¯). Suppose that y = y[−1] + y0 is an arbitrary element
of nil(SKO0¯), where y[−1] ∈ SKO[−1] ∩ SKO0¯ and y0 ∈ SKO0 ∩ SKO0¯. Lemma 5.1(3) shows that y[−1] = 0, thus y = y0 ∈
nil(SKO0 ∩ SKO0¯) ⊆ Nil(SKO0 ∩ SKO0¯). Hence nil(SKO0¯) ⊆ Nil(SKO0 ∩ SKO0¯). Since Nil(SKO0 ∩ SKO0¯) is a subalgebra of SKO,
it follows that Nil(SKO0¯) ⊆ Nil(SKO0 ∩ SKO0¯).
(2) We first prove the inclusion NorSKO0¯(Nil(SKO0¯)) ⊆ SKO0 ∩ SKO0¯. Suppose that y = y[−1] + y0 ∈ NorSKO0¯(Nil(SKO0¯)),
where y[−1] = ∑i∈J1 aixi ∈ SKO[−1] ∩ SKO0¯, y0 ∈ SKO0 ∩ SKO0¯. If y[−1] 6= 0, then there exists some aj 6= 0. Let l ∈ J1 with
l 6= j. Lemma 5.1(4) shows xj′xl ∈ nil(SKO0¯). A direct calculation shows that
q
y, xj′xl
y = xl+ h, where h ∈ SKO0. By (1) of the
lemma we have
q
y, xj′xl
y
/∈ Nil(SKO0¯), contradicting y ∈ NorSKO0¯(Nil(SKO0¯)). Hence y[−1] = 0 and y = y0 ∈ SKO0 ∩ SKO0¯.
We next prove the reverse inclusion. Note that p(n)0¯ is an ideal of p˜(n; c)0¯. By (2) and (3) of Lemma 5.3, we see thatq
ρ(SKO[0] ∩ SKO0¯), ρ(Nil(SKO[0] ∩ SKO0¯))
y ⊆ ρ(Nil(SKO[0] ∩ SKO0¯)).
Since the representation ρ is faithful, it follows thatq
SKO[0] ∩ SKO0¯,Nil(SKO[0] ∩ SKO0¯)
y ⊆ Nil(SKO[0] ∩ SKO0¯),
which combined with the fact that
q
SKO[0] ∩ SKO0¯, SKO1 ∩ SKO0¯
y ⊆ SKO1 ∩ SKO0¯ yields
SKO[0] ∩ SKO0¯ ⊆ NorSKO0¯(Nil(SKO0¯)). (15)
On the other hand, applying (1) of the lemma and Lemma 5.1(1), we haveq
SKO1 ∩ SKO0¯,Nil(SKO0¯)
y ⊆ qSKO1 ∩ SKO0¯, SKO0 ∩ SKO0¯y ⊆ SKO1 ∩ SKO0¯
⊆ Nil(SKO0¯). (16)
Combining (15) and (16), we see that SKO0 ∩ SKO0¯ ⊆ NorSKO0¯(Nil(SKO0¯)). 
Lemma 5.5. The following statements hold.
(1) Let M = {y ∈ nil(SKO0¯) |
q
y, SKO0 ∩ SKO0¯
y ⊆ nil(SKO0¯)}. Then M = SKO1 ∩ SKO0¯.
(2) Let T = {y ∈ SKO1¯ |
q
y, SKO1 ∩ SKO0¯
y ⊆ nil(SKO)}. Then T = SKO0 ∩ SKO1¯.
(3) Let Q = {y ∈ SKO1¯ |
q
y, SKO1 ∩ SKO0¯
y ⊆ SKO0 ∩ SKO1¯}. Then Q = SKO−1 ∩ SKO1¯.
Proof. (1) Let y = y[0] + y1 be an element of M , where y[0] ∈ SKO[0] ∩ SKO0¯ and y1 ∈ SKO1 ∩ SKO0¯. If y[0] 6= 0, then
Lemma 5.2 provides an element z of SKO[0] ∩ SKO0¯ such that
q
y[0], z
y
is not ad -nilpotent. Hence Lemma 5.1(2) shows thatJy, zK /∈ nil(SKO), contradicting y ∈ M . Therefore y[0] = 0 and y = y1 ∈ SKO1 ∩ SKO0¯, thus provingM ⊆ SKO1 ∩ SKO0¯.
The reverse inclusion follows from Lemma 5.1(1).
(2) Suppose that y = y[−2] + y−1 is an element of T , where y[−2] ∈ SKO[−2] ∩ SKO1¯, y−1 ∈ SKO−1 ∩ SKO1¯. If y[−2] 6= 0,
we can assume without loss of generality that y[−2] = 1. Let h = x1x2xs + x1′x2′xs + (c − 2)(x1x2x3x3′ + x1′x2′x3x3′). Then
h ∈ SKO1 ∩ SKO0¯. Let z = −2−1 J1, hK = x1x2 + x1′x2′ . A direct calculation shows that
ad z(x1) = x2′ , (ad z)2(x1) = x1,
thus z is not ad -nilpotent. It follows that
q
y[−2], h
y
is not ad -nilpotent. By Lemma 5.1(2), we see that Jy, hK is not ad -
nilpotent, contradicting y ∈ T . Hence y[−2] = 0 and we can suppose that y = y[−1] + y0, where y[−1] = ∑i∈Y0 aixi ∈
SKO[−1] ∩ SKO1¯, y0 ∈ SKO0 ∩ SKO1¯. If y[−1] 6= 0, then there exists some ai 6= 0. Without loss of generality, we assume that
a3 = 1. Note that x1x2x3′ + x1′x2′x3′ ∈ SKO1 ∩ SKO0¯. Let g =
q
y[−1], x1x2x3′ + x1′x2′x3′y = x1x2+ x1′x2′ + a1x2′x3′ − a2x1′x3′ .
A direct calculation shows that
ad g(x1) = x2′ − a2x3′ , (ad g)2(x1) = x1,
thus g is not ad -nilpotent. Therefore, Lemma 5.1(2) shows that Jy, x1x2x3′ + x1′x2′x3′K is not ad -nilpotent, contradicting
y ∈ T . Hence y[−1] = 0 and y = y0 ∈ SKO0 ∩ SKO1¯, proving T ⊆ SKO0 ∩ SKO1¯.
Conversely, by Lemma 5.1(1), we have
q
SKO0 ∩ SKO1¯, SKO1 ∩ SKO0¯
y ⊂ SKO1 ⊂ nil(SKO), proving SKO0 ∩ SKO1¯ ⊆ T .
(3) It suffices to show that Q ⊆ SKO−1 ∩ SKO1¯. Suppose that y = y[−2]+ y−1 is an element of Q , where y[−2] ∈ SKO[−2] ∩
SKO1¯ and y−1 ∈ SKO−1∩SKO1¯. If y[−2] 6= 0, we can assume that y[−2] = 1. Note that x1xs+(c−1)x1x2x2′ ∈ SKO1∩SKO0¯. ThenJy, x1xs + (c − 1)x1x2x2′K = −2x1 + Jy−1, x1xs + (c − 1)x1x2x2′K /∈ SKO0 ∩ SKO0¯, contradicting y ∈ Q . Therefore y[−2] = 0
and y ∈ SKO−1 ∩ SKO1¯. 
Theorem 5.6. Suppose that ϕ : SKO(n, n+ 1; c)→ SKO(m,m+ 1; d) is an isomorphism of Lie superalgebras. Then ϕ(SKO(n,
n+ 1; c)i) = SKO(m,m+ 1; d)i for all i ≥ −2.
Proof. For simplicity, we denote SKO(n, n+1; c) and SKO(m,m+1; d) by SKO and SKO∗, respectively. Since the isomorphism
ϕ is an even mapping, we see that ϕ(SKO0¯) = SKO∗0¯ and ϕ(Nil(SKO0¯)) = Nil(SKO∗0¯). It follows that ϕ(NorSKO0¯(Nil(SKO0¯))) =
NorSKO∗¯
0
(Nil(SKO∗
0¯
)). Then Lemma 5.4(2) yields
ϕ(SKO0 ∩ SKO0¯) = SKO∗0 ∩ SKO∗0¯. (17)
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Therefore, by Lemma 5.5(1), we see that
ϕ(SKO1 ∩ SKO0¯) = ϕ({y ∈ nil(SKO0¯) |
q
y, SKO0 ∩ SKO0¯
y ⊆ nil(SKO0¯)})
= {y ∈ nil(SKO∗0¯) |
r
y, SKO∗0 ∩ SKO∗0¯
z
⊆ nil(SKO∗0¯)}
= SKO∗1 ∩ SKO∗0¯. (18)
Applying Lemma 5.5(2), we have
ϕ(SKO0 ∩ SKO1¯) = ϕ({y ∈ SKO1¯ |
q
y, SKO1 ∩ SKO0¯
y ⊆ nil(SKO)})
= {y ∈ SKO∗1¯ |
r
y, SKO∗1 ∩ SKO∗0¯
z
⊆ nil(SKO∗)}
= SKO∗0 ∩ SKO∗1¯. (19)
Moreover, by (3) of Lemma 5.5
ϕ(SKO−1 ∩ SKO1¯) = ϕ({y ∈ SKO1¯ |
q
y, SKO1 ∩ SKO0¯
y ⊆ SKO0 ∩ SKO1¯})
= {y ∈ SKO∗1¯ |
r
y, SKO∗1 ∩ SKO∗0¯
z
⊆ SKO∗0 ∩ SKO∗1¯}
= SKO∗−1 ∩ SKO∗1¯. (20)
Combining equations (17) and (19), we have ϕ(SKO0) = SKO∗0 . Note that SKO0¯ ⊆ SKO−1, which combined with (20) yields
ϕ(SKO−1) = ϕ(SKO−1 ∩ SKO0¯ + SKO−1 ∩ SKO1¯)
= ϕ(SKO0¯ + SKO−1 ∩ SKO1¯)
= SKO∗0¯ + SKO∗−1 ∩ SKO∗1¯
= SKO∗−1. (21)
Note that SKOi+1 = {y ∈ SKOi | Jy, SKO−1K ⊆ SKOi} for all i ≥ 0. An induction on i shows that ϕ(SKOi) = SKO∗i , thus the
theorem holds. 
Corollary 5.7. Suppose that ϕ is an automorphism of SKO(n, n + 1; c). Then ϕ(SKO(n, n + 1; c)i) = SKO(n, n + 1; c)i for all
i ≥ −2.
Proof. This follows directly from Theorem 5.6. 
Corollary 5.8. Suppose that n,m are integers greater than 2. If SKO(n, n+ 1; c) ∼= SKO(m,m+ 1; d), then n = m.
Proof. Denote SKO(n, n + 1; c) and SKO(m,m + 1; d) by SKO and SKO∗, respectively. Suppose that ϕ : SKO → SKO∗ is
an isomorphism of Lie superalgebras. By Theorem 5.6, we have ϕ(SKO0) = SKO∗0 and ϕ(SKO−1) = SKO∗−1. In particular
ϕ(SKO0 ∩ SKO1¯) = SKO∗0 ∩ SKO∗1¯ and ϕ(SKO−1 ∩ SKO1¯) = SKO∗−1 ∩ SKO∗1¯ . Then ϕ induces an isomorphism of spaces
ϕ˜ : (SKO−1 ∩ SKO1¯)/(SKO0 ∩ SKO1¯)→ (SKO∗−1 ∩ SKO∗1¯)/(SKO∗0 ∩ SKO∗1¯).
Note that the quotient space (SKO−1 ∩ SKO1¯)/(SKO0 ∩ SKO1¯) is isomorphic to SKO[−1] ∩ SKO1¯, which is of dimension n. We
conclude that n = m by comparison. 
Corollary 5.9. Let ϕ,ψ be automorphisms of SKO(n, n+ 1; c). Then ϕ = ψ if and only if ϕ|SKO[−1] = ψ |SKO[−1] .
Proof. It suffices to prove that φ|SKO[−1] = ψ |SKO[−1] implies φ = ψ . Since ϕ(1) = ϕ(Jx1, x1′K) = ψ(Jx1, x1′K) = ψ(1), it
follows that ϕ(SKO[−2]) = ψ(SKO[−2]). We shall use induction on ` to show that
ϕ(SKO[`]) = ψ(SKO[`]), ∀` ≥ −1. (22)
Assume that ` ≥ 0 and (22) holds for `− 1. Suppose that y ∈ SKO[`] and let z = ϕ(y)−ψ(y). We want to prove z = 0. The
inductive hypothesis yields ϕ(xi) = ψ(xi) and ϕ(Jy, xiK) = ψ(Jy, xiK) for all i ∈ J . Therefore
Jz, ϕ(xi)K = Jϕ(y)− ψ(y), ϕ(xi)K = ϕ(Jy, xiK)− ψ(Jy, xiK) = 0 for all i ∈ J. (23)
Since ϕ(SKO0) = SKO0 and ϕ(SKO−1) = SKO−1 by Theorem 5.6, ϕ induces an automorphism ϕ˜ of the Z2-graded space
SKO−1/SKO0. Consequently there exists a homogeneous basis {h1, . . . , h2n} of SKO[−1] such that ϕ(xi) ≡ hi (mod SKO0).
Thus there exist gi ∈ SKO0 such that ϕ(xi) = hi − gi, i ∈ J . Therefore (23) shows that Jz, hiK = Jz, giK for any i ∈ J .
As z = ϕ(y) − ψ(y) ∈ SKO0 by Theorem 5.6, it can be decomposed into z = ∑tj=0 z[j], where z[j] ∈ SKO[j]. Noting thatq
z[0], hi
y ∈ SKO[−1] and Jz, giK ∈ SKO0, we obtain qz[0], hiy = 0 for all i ∈ J , hence z[0] = 0 since SKO is transitively graded.
By induction we conclude that z[j] = 0, j = 0, 1, . . . , t . Hence z = 0, as desired. 
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