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Abstract
We show that for a strong extension of discrete measured groupoids 1→ S →
G → Q → 1 with LG a finite factor, Q has poperty (T) if and only if the
inclusion of LS into LG is corigid. In particular, this implies that G has
property (T) if and only if L∞(X) ⊂ LG is corigid.
Furthermore, we give the definition of an invariant random positive definite
function on a discrete group, generalizing both the notion of an Invariant
Random Subgroup and a character. We use von Neumann algebras to show
that all invariant random positive definite functions on groups with infinite
conjugacy classes which integrate to the regular character are constant.
We also show a rigidity result for subfactors that are normalized by a
representation of a lattice Γ in a higher rank simple Lie group with trivial
center into a finite factor. This implies that every subfactor of LΓ which is
normalized by the natural copy of Γ is trivial or of finite index.
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Chapter 1
Introduction
1.1 Outline of results
In this thesis we collect results in different topics in von Neumann algebras
and measured group theory. Besides the introduction there are three chapters.
In Chapter 2 we discuss generalizations of the following definition that was
given by Kazhdan in 1967 in order to show that certain groups are finitely
generated.
Definition 1.1.1. A discrete group has property (T) if every unitary repre-
sentation pi : Γ→ U(H) which has almost invariant vectors, i.e., a net of norm
one vectors (ξi) ⊂ H such that ‖pi(γ)ξi−ξi‖ → 0 for all γ ∈ Γ, has an invariant
vector, i.e., a nonzero vector ξ ∈ H such that pi(γ)ξ = ξ for all γ ∈ Γ.
Typical examples of groups with property (T) are lattices in higher rank
simple Lie groups, for example, SL(n,Z) for n ≥ 3. The definition has since
then proven to be useful in many contexts, for example, in the proof of Mar-
gulis’ normal subgroup theorem or in proving that the Lebesgue measure is the
unique rotation invariant measure defined on all Lebesgue-measurable subsets
of the unit sphere Sn for n ≥ 2.
The notion of property (T) has been generalized to finite von Neumann al-
gebras in [CJ85] by Alain Connes and Vaughan Jones. In their definition repre-
sentations of the group are replaced by bimodules of the von Neumann algebra
and (almost) invariant vectors are replaced by (almost) central vectors in the
bimodule. Robert Zimmer has defined property (T) for group actions of dis-
crete groups and discrete measured equivalence relations in [Zim81], which was
generalized to discrete measured groupoids by Claire Anantharaman-Delaroche
in [AD05]. Representations of measured groupoids act on bundles over the unit
space of the groupoid and property (T) is defined via (almost) invariant sec-
tions in these bundles.
As one can associate a finite von Neumann algebra to a discrete mea-
sured groupoid, the question about connections between property (T) for the
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groupoid and property (T) for its von Neumann algebra arises. It turns out
that if G is a discrete measured groupoid such that the corresponding von Neu-
mann algebra LG is a finite factor, then G has property (T) if and only if the
inclusion L∞(X) ⊂ LG is corigid, some kind of relative property (T) defined
by Sorin Popa and C. Anantharaman-Delaroche.
While working on this text we were informed that this equivalence has
been proven by Martino Lupini this year [Lup17, Theorem 3.5]. For discrete
equivalence relations the result had been stated before several times. However,
we could not find an earlier proof. In particular, the version of [Pop86] we know
does not contain Section 4.8, which is cited in [Pop06]. Things become more
complicated by the fact that there have been several definitions similar to
corigidity that are not known to be equivalent. [Moo82] states the equivalence
of a discrete measured equivalence relation having property (T) to such a
slightly different notion, which is probably wrong.
We give a proof independent of [Lup17, Theorem 3.5] of the above equiv-
alence in the more general setting of strong extensions introduced by Roman
Sauer and Andreas Thom in [ST10].
Theorem 1.1.2 (Theorem 2.7.1). Let
1→ S → G → Q → 1
be a strong extension of discrete measured groupoids such that LG is a finite
factor. Then Q has property (T) if and only if LS ⊂ LG is corigid.
On the way, we discuss different possible definitions of property (T) for
discrete measured groupoids, which arise from different ways to define almost
invariant sections for a representation of a groupoid. We show that they give
equivialent characterizations of property (T).
Having answered the question how property (T) of G is characterized in
terms of von Neumann algebras, one could also ask how property (T) of LG is
characterized in terms of the groupoid. We do not answer this question, but
draw the attention to results of Adrian Ioana, who gave a sufficient condition
in terms of the groupoid that implies that the inclusion LG(0) ⊂ LG is rigid, a
notion of S. Popa, which is complementary to corigidity in the sense that an
inclusion N ⊂ M is both rigid and corigid if and only if M has property (T).
Together with our result about corigidity this gives a condition in terms of the
groupoid that implies that LG has property (T). In the case of group actions
this condition is also necessary.
In the last years there has been a lot of progress around the definition of an
Invariant Random Subgroup (IRS), which shifted the attention in the study of
ergodic group actions from their orbit equivalence relations to their stabilizers.
We define a generalization of Invariant Random Subgroups, which we call
invariant random positive definite functions, and study them in Chapter 3.
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Definition 1.1.3 (Definition 3.3.1). Let Γ be a discrete group. An invariant
random positive definite function (i.r.p.d.f. ) is a measurable Γ-equivariant
map
ϕ : Ω→ PD(Γ),
where (Ω, µ) is a standard probabilitiy space with a measure preserving Γ-
action, and PD(Γ) are the normalized positive definite functions φ on Γ with
Γ-action given by (g.φ)(h) = φ(g−1hg) for φ ∈ PD(Γ) and g, h ∈ Γ.
This specializes to the definition of an IRS if we demand each ϕ(ω) to be
the characteristic function of the stibilizer subgroup of ω.
As an example for an i.r.p.d.f. let (Ω, µ) = (S, λ) be the unit sphere in Cn
with Lebesgue measure and Γ a discrete subgroup of the unitary group U(n),
acting on S in the natural way. Then
ϕ : S → PD(Γ), ϕξ(γ) = 〈γξ, ξ〉 ∀ξ ∈ S, γ ∈ Γ,
is an invariant random positive definite function.
This definition is also closely related to the notion of a character on Γ, i.e.
a conjugation invariant normalized positive definite function. Indeed, if ϕ is
an i.r.p.d.f. ,
E[ϕ] :=
∫
Ω
ϕ(ω) dω
is a character.
A construction of Anatoly Vershik shows that in the case of Γ = S∞ every
extremal character, except for the regular, the trivial and the alternating char-
acter, is of this form for a non-constant i.r.p.d.f. ϕ. Some of these i.r.p.d.f.’s
are IRSes, some are ”twisted IRSes” arising from cocyles of the action.
Characters and i.r.p.d.f.’s share the property that every character and every
i.r.p.d.f. can be decomposed into extremal ones, but, in contrast to the situation
for characters, this decomposition is not unique in the case of i.r.p.d.f.’s.
The main result of Chapter 3 is the following theorem.
Theorem 1.1.4 (Theorem 3.5.1). Let Γ be a group where every nontrivial
conjugacy class is infinite and let ϕ : Ω → PD(Γ) be an i.r.p.d.f. on Γ with
E[ϕ] = δe. Then ϕ(ω) = δe for almost every ω ∈ Ω.
We call this phenomenon disintegration rigidity of the regular character
δe ∈ Ch(Γ).
Γ having infinite conjugacy classes is equivalent to δe ∈ Ch(Γ) being an
extremal character. Hence the theorem states disintegration rigidity of δe in
all cases where it has a chance to be disintegration rigid.
The main step in the proof of this theorem is to translate a given ergodic
i.r.p.d.f. ϕ with E[ϕ] = δe into a random variable f : Ω→ L1(LΓ) which fulfills
the invariance condition f(γ.ω) = pi(γ−1)f(ω)pi(γ). We then show that such a
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function must be constantly 1, using that the conjugation action of Γ on LΓ is
weakly mixing. Then ϕ also must be constant. This method might also apply
to other characters than the regular one.
In Chapter 4 we study the following question.
Question 1.1.5 (Question 4.1.4). Is every regular subfactors of the group von
Neumann algebra of a lattice in a higher-rank simple Lie group with trivial
center trivial or of finite index?
The reason to hope for such a rigidity phenomenon is that this would be
analogous to Margulis’ Normal Subgroup Theorem, which states that for such
groups every normal subgroup is trivial or of finite index.
In fact, we only look at the special case where a subfactor N ⊂ LΓ is
actually normalized by a unitary representation pi : Γ → U(LΓ) such that N
and pi(Γ) generate M . We use methods developed by Jesse Peterson for the
proof of his character rigidity theorem to prove the following theorem.
Theorem 1.1.6 (Theorem 4.2.7). Let Γ be a lattice in a simple real Lie group
G which has trivial center and real rank at least 2. Let M be a finite factor,
N ⊂M a subfactor and pi : Γ→ NM(N) a unitary representation of Γ into the
normalizer of N such that the action Γ yM given by αγ(x) = pi(γ)xpi(γ−1) is
ergodic and M = (N∪pi(Γ))′′. If M 6= NoΓ and N ′∩M is finite-dimensional,
then [M : N ] <∞.
Peterson’s proof is inspired by Margulis’ proof in the sense that the proof
of the normal subgroup theorem is based on the fact that an amenable dis-
crete group with property (T) is finite, whereas the proof of character rigid-
ity is based on the fact that an amenable factor with property (T) is finite-
dimensional.
We adjust Peterson’s proof to the situation of subfactors described above
by putting coefficients in N into it. Then we use that if an inclusion N ⊂M is
both amenable and corigid and the relative commutant is finite-dimensional,
the inclusion is of finite index.
In the case where M = LΓ and pi is the left regular representation we get
rid of the assumption that the relative commutant is finite-dimensional. To do
so, we construct a projective representation into the relative commutant and
use that Peterson’s proof of character rigidity can be slightly modified to give
a rigidity result for projective representations. We get the following theorem.
Theorem 1.1.7 (Theorem 4.3.1). Let Γ be a lattice in a simple real Lie group
G which has trivial center and real rank at least 2. Let N ⊂ LΓ be a subfactor
which is normalized by the natural copy of Γ in LΓ. Then [M : N ] < ∞ or
N = C.
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1.2 Preliminaries on von Neumann algebras
1.2.1 Topologies on von Neumann algebras
A reference for this and the following subsection is [Bla06].
Definition 1.2.1. A von Neumann algebra is a *-subalgebra M ⊂ B(H) of
the bounded operators on some Hilbert space that contains the identity and
is closed in the weak operator topology (WOT).
The weak operator topology is not independent of the embedding of M into
some B(H). Therefore, a more natural topology for von Neumann algebras is
the ultraweak topology.
Definition 1.2.2. • The ultraweak (or σ-weak or weak∗) topology on a
von Neumann algebra M ⊂ B(H) is the restriction of WOT on M⊗B(`2)
(the smallest von Neumann algebra containing the algebraic tensor prod-
uct) to M .
• The ultrastrong (or σ-strong) topology is the restriction of the strong
operator topology (SOT) on M⊗B(`2) to M .
• The strong* topology is the topology induced by the seminorms ‖T‖ξ =
‖Tξ‖+ ‖T ∗ξ‖ for ξ ∈ H.
Theorem 1.2.3. WOT and SOT coincide on convex sets. The ultraweak
topology and WOT as well as the ultrastrong topology and SOT coincide on
bounded sets.
Definition 1.2.4. A positive map Φ: M → N between von Neumann algebras
is called normal if Φ(sup xi) = sup Φ(xi) for all norm bounded, increasing nets
(xi) ⊂M+.
A bounded linear functional is normal if it is ultraweakly (or ultrastrongly)
continuous. The set of normal linear functionals on M is denoted by M∗.
The notation M∗ comes from the fact that M is the dual space of M∗. For
positive linear functionals the two characterizations of normality in Definition
1.2.4 coincide. Also *-homomorphisms are normal if and only if they are ultra-
weakly (or ultrastrongly) continuous. *-isomorphisms between von Neumann
algebras are automatically normal. We write Aut(M) for the *-isomorphisms
on M .
Definition 1.2.5. A von Neumann algebra M is called separable if M∗ is
separable in the norm topology.
M is separable if and only if it is isomorphic to a von Neumann subalgebra
of some B(H) for a separable Hilbert space H.
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Theorem 1.2.6. The double commutant
A′′ = {x ∈ B(H)| [y, a] = 0∀a ∈ A⇒ [x, y] = 0}
of any selfadjoint subset A ⊂ B(H) is equal to the WOT-closure of the subal-
gebra generated by A and therefore a von Neumann algebra.
Example 1.2.7. For a discrete group Γ we define the group von Neumann al-
gebra
LΓ = {λ(g)| g ∈ Γ}′′ ⊂ B(`2(Γ))
where λ(g) ∈ U(`2(Γ)) is the operator that sends a basis element δh to δgh.
λ is called the left regular representation.
Example 1.2.8. Let c : Γ× Γ→ S1 be a 2-cocycle on Γ, i.e.,
c(γ1γ2, γ3)c(γ1, γ2) = c(γ1, γ2γ3)c(γ2, γ3) ∀γ1, γ2, γ3 ∈ Γ
and c(γ, e) = c(e, γ) = 1 for all γ ∈ Γ. Then the twisted left regular represen-
tation with cocycle c is the projective representation given by
λc(γ) : `
2(Γ)→ `2(Γ), λc(γ)δg = c(γ, g)δγg,
and LΓc = λc(Γ)
′′ ⊂ B(`2(Γ)) is called the twisted group von Neumann algebra
with cocycle c.
Example 1.2.9. If M ⊂ B(H) is a von Neumann algebra and α : Γ→ Aut(M)
an action of a discrete group Γ on M , we can define the crossed product
M oα Γ ⊂ B(H ⊗ `2(Γ))
as the von Neumann algebra which is generated by the operators 1 ⊗ λ(γ)
for γ ∈ Γ and λ the left regular representation and the operators ι(x) ∈
B(H ⊗ `2(Γ)) with x ∈M given by
ι(x)(δγ ⊗ ξ) = αγ−1(x)(ξ)⊗ δγ.
Conjugation with 1⊗λ implements the action α, i.e., for all x ∈M and γ ∈ Γ
(1⊗ λ)(γ)ι(x)(1⊗ λ)(γ−1) = ι(αγ(x)).
Theorem 1.2.10 (Kaplansky density theorem, [Tak02, Theorem II.4.8]). Let
A ⊂ B(H) be a selfadjoint subalgebra and let M = A′′. Then the unit ball of
A is strongly* dense in the unit ball of M .
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1.2.2 Factors
Definition 1.2.11. A von Neumann algebra is called a factor if its center
contains only the multiples of the identity.
Example 1.2.12. LΓ is a factor if and only if all nontrivial conjugacy classes of
Γ are infinite. One says then that Γ is i.c.c..
Definition 1.2.13. If (Ω, µ) is a measure space and (Hω)ω∈Ω is a measurable
field of Hilbert spaces, the direct integral∫ ⊕
Ω
Hω dµ(ω)
is the Hilbert space consisisting of L2-sections, i.e., (ξω)ω∈Ω with ξω ∈ Hω such
that ω 7→ ‖ξω‖ is in L2(Ω, µ), with scalar product
〈(ξω)ω∈Ω, (ηω)ω∈Ω〉 =
∫
Ω
〈ξω, ηω〉 dµ(ω).
If Mω ⊂ B(Hω) is a measurable field of von Neumann algebras,
∫ ⊕
Ω
xω dµ(ω)
with xω ∈Mω is the operator on
∫ ⊕
Ω
Hω dµ(ω) defined by∫ ⊕
Ω
xω dµ(ω)(ξω)ω∈Ω = (xωξω)ω∈Ω,
and the direct integral of von Neumann algebras
∫ ⊕
Ω
Mω dµ(ω) is the von Neu-
mann algebra consisting of all bounded operators of this form such that for all
ξ, η ∈ ∫ ⊕
Ω
Hω dµ(ω) the map ω 7→ 〈xωξω, ηω〉 is measurable. Everything in this
construction is modulo sets of measure zero.
Often it is enough to study factors because every separable von Neumann
algebra can be decomposed into a direct integral of factors.
Theorem 1.2.14. Every separable von Neumann algebra M is isomorphic to
a direct integral
∫
Ω
Mω dµ(ω) of factors Mω such that the center Z(M) of M
is isomorphic to L∞(Ω, µ).
1.2.3 Finite von Neumann algebras
A reference for this subsection is [ADP10].
Definition 1.2.15. A von Neumann algebra M is finite if there is a linear
map τ : M → C such that
i) τ(x∗x) = 0⇔ x = 0 (τ is faithful),
ii) τ is normal,
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iii) τ(xy) = τ(yx) for all x, y ∈M (τ is tracial) and
iv) τ(1) = 1 and τ(x∗x) ≥ 0 for all x ∈M (τ is a state).
τ is called a trace on M .
Example 1.2.16. The von Neumann algebra of bounded operators on a Hilbert
space is finite if and only if the Hilbert space is finite-dimensional.
Example 1.2.17. LΓ and LΓc are finite with trace τ(x) = 〈xδe, δe〉.
Example 1.2.18. If M is a finite von Neumann algebra with trace τM and
α : Γ → Aut(M) is a trace-preserving action, then M oα Γ is a finite von
Neumann algebra with trace defined by
τ((1⊗ λ(γ))ι(x)) = δe(γ)τM(x).
Theorem 1.2.19. The trace on a finite factor is unique.
Theorem 1.2.20. A von Neumann algebra is finite if and only if v∗v = 1
implies vv∗ = 1 for all v ∈M .
Theorem 1.2.21. If p and q are projections in a finite von Neumann algebra
(M, τ), τ(p) = τ(q) if and only if there exists a v ∈ M such that p = v∗v and
q = vv∗.
If (M, τ) is a finite von Neumann algebra, we can build a Hilbert space
L2(M, τ) as the completion of M with respect to the norm ‖x‖2 =
√
τ(x∗x).
If we view an element x ∈ M as an element of L2(M, τ), we sometimes write
xˆ ∈ L2(M, τ). On this dense subset the scalar product of L2(M, τ) is 〈xˆ, yˆ〉 =
τ(xy∗).
M can also be viewed as a subset of B(L2(M, τ)) as for every x ∈ M the
map yˆ 7→ xˆy extends to a bounded operator on L2(M, τ). This homomorphism
M → B(L2(M, τ)) is called the standard representation of M .
Example 1.2.22. We have L2(LΓc, τ) = L
2(LΓ, τ) = `2(Γ) and L2(M oΓ, τ) =
L2(M, τ |M)⊗ `2(Γ) for the traces defined above.
Proposition 1.2.23. The map xˆ 7→ xˆ∗ extends to an isometric, conjugate-
linear operator J on L2(M, τ) such that J2 = 1, JMJ = M ′ ⊂ B(L2(M, τ))
and JM ′J = M .
Dimension of Hilbert modules over finite von Neumann algebras
For a finite von Neumann algebra M with fixed trace τ we have a dimension
function dimM on Hilbert modules over M .
Definition 1.2.24. Let (M, τ) be a finite von Neumann algebra. A Hilbert
module over M is a Hilbert space H with a left action of M such that 1 ∈M
acts identically. H is called finitely generated if it is isomorphic to a submodule
of
⊕n
1 L
2(M, τ).
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Definition 1.2.25. Let H be a finitely generated Hilbert module over M with
H ⊂ ⊕n1 L2(M, τ). Let Φ be the orthogonal projection in B (⊕n1 L2(M, τ))
on H. Then it is given by a matrix [Φi,j]i,j=1,...,n, where Φi,j : L
2(M)→ L2(M)
are bounded linear maps. The Φi,j commute with the left M -action, hence by
Proposition 1.2.23 each Φi,j is given by right multiplication with some element
in M , which we again denote by Φi,j. Then the dimension of H over M is
defined as
dimM(H) :=
n∑
i=1
τ(Φi,i).
If H is not finitely generated, we define
dimM(H) := sup {dimM(V )|V ⊂ H finitely generated}.
Remark 1.2.26. This construction is independent of the chosen embedding.
An inclusion of finite von Neumann algebras N ⊂M is an inclusion of von
Neumann algebras with fixed traces such that the trace of N is the restriction
of the trace of M . We will need the following facts.
Lemma 1.2.27. i) If N ⊂M is an inclusion of finite von Neumann alge-
bras, then dimN(H) ≤ dimM(H) for every Hilbert M-module H.
ii) If N ⊂ M is an inclusion of finite von Neumann algebras such that
N is finite-dimensional and dimN(L
2(M)) < ∞, then M is also finite-
dimensional.
iii) If Ni ⊂Mi are inclusions of finite von Neumann algebras, then
dimN1⊗N2(L
2(M1⊗M2, τ1⊗τ2)) = dimN1(L2(M1, τ1)) ·dimN2(L2(M2, τ2)).
iv) If N ⊂ M is an inclusion of finite von Neumann algebras and M ⊂∑
x∈F Nx for a finite set F ⊂M , then dimN(L2(M)) <∞.
v) If N ⊂M is an inclusion of finite von Neumann algebras and M contains
infinitely many x ∈ M such that the sets Nx are pairwise orthogonal in
L2(M), then dimN(L
2(M)) =∞.
Definition 1.2.28. The index of an inclusion N ⊂ M of finite factors is
defined as
[M : N ] = dimN(L
2(M)).
This depends only on the factors themselves since the traces are unique.
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Types of von Neumann algebras
Definition 1.2.29. i) A von Neumann algebra is of type I if almost ev-
ery factor in its direct integral decomposition is B(H) for some Hilbert
space H. It is of type I1 if almost every factor in its direct integral
decomposition is a matrix algebra Mn(C).
ii) A von Neumann algebra is of type II1 if almost every factor in its direct
integral decomposition is finite and not of type I.
iii) A von Neumann algebra is of type II∞ if for almost every factor M in
its direct integral decomposition there is a net of increasing projections
{pi} ⊂M such that pi → 1 in SOT and each piMpi is of type II1.
iv) A von Neumann algebra is of type III if almost every factor in its direct
integral decomposition is not of type I or II.
Theorem 1.2.30. A factor is of type I if and only if it has minimal projections.
1.2.4 Conditional expectations
A reference for this subsection is [Bla06].
Definition 1.2.31. Let A ⊂ B be C∗-algebras. A conditional expectation
E : B → A is a contractive projection, i.e., a linear map such that E(a) = a
for all a ∈ A and ‖E(b)‖ ≤ ‖b‖ for all b ∈ B.
Theorem 1.2.32. Each conditional expectation is completely positive, i.e. the
map E ⊗ idn : Mn(B) → Mn(A) is positive for all n ∈ N, and each conditional
expectation is a bimodule map, i.e. E(aba′) = aE(b)a′ for all a, a′ ∈ A and
b ∈ B.
Theorem 1.2.33. Let (M, τ) be a finite von Neumann algebra and N ⊂ M
a von Neumann subalgebra (i.e., 1M ∈ N). Then there is a unique trace-
preserving normal conditional expectation E : M → N .
A conditional expectation is normal iff it is weak* continuous.
Definition 1.2.34. A von Neumann algebra M ⊂ B(H) is amenable if there
is a conditional expectation E : B(H)→M .
Amenability of M is independent of the embedding M ⊂ B(H).
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1.2.5 Affiliated operators
A reference for the theory of affiliated operators is [Tak03].
Definition 1.2.35. If M ⊂ B(H) is a von Neumann algebra, an unbounded,
densely defined operator x on H is called affiliated to M if, for every unitary
u in the commutant M ′ ⊂ B(H), the domain of x is invariant under u and the
two operators commute. We denote the set of affiliated operators by U(M).
M consists exactly of the bounded operators in U(M).
Definition 1.2.36. For a finite von Neumann algebra (M, τ) let L1(M, τ) be
the closure of M in U(M) with respect to the norm ‖x‖1 = τ(|x|).
Example 1.2.37. If (Ω, µ) is a probability space and
M = L∞(Ω, µ) ⊂ B(L2(Ω, µ))
with trace τ(f) =
∫
Ω
f dµ, then U(M) consists of all measurable functions on
Ω modulo null sets and L1(M, τ) = L1(Ω, µ).
Theorem 1.2.38. Let (M, τ) be a finite von Neumann algebra.
i) L1(M) is an M-bimodule.
ii) τ extends continuously to L1(M).
iii) The map L1(M) → M∗, x 7→ (y 7→ τ(xy)), is an isomorphism mapping
positive elements to positive elements.
1.3 Preliminaries on ergodic theory
Our references for this section are [Gla03] and [KM04].
1.3.1 Group actions and equivalence relations on mea-
sure spaces
Ergodic theory is about groups acting on measure spaces. We will restrict
ourselves to so-called standard spaces.
Definition 1.3.1. A standard Borel space is a separable topological space
which is metrizable with a complete metric together with the Borel σ-algebra
generated by open sets.
Definition 1.3.2. A standard probability space is a probability space which is
isomorphic as a measure space to a union of an interval (might be empty) with
Borel σ-algebra and Lebesgue measure and at most countably many atoms,
i.e., points with positive measure.
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Theorem 1.3.3. Every regular probability measure on a standard Borel space
turns it into a standard probability space.
If (X,µ) is a standard probability space, then L2(X,µ) is a separable
Hilbert space.
Definition 1.3.4. Let Γ y X be a group action. Then the corresponding
orbit equivalence relation on X is given by x ∼ y ⇔ ∃γ ∈ Γ : x = γ.y.
Definition 1.3.5. For a Borel equivalence relation R ⊂ X × X on a Borel
space the full group [R] consists of all automorphisms f ∈ Aut(X) such that
the graph of f is contained in R.
Definition 1.3.6. • An action α : Γ y (X,µ) is called measure preserving
(or µ is invariant) if µ ◦ αγ = µ for every γ ∈ Γ.
• A Borel equivalence relation R ⊂ X × X on a measure space (X,µ) is
called measure preserving if µ ◦ f = µ for every f ∈ [R].
• If µ is also a probability measure, α resp. R as above is called probability
measure preserving (p.m.p.).
• An action α : Γ y (X,µ) is called measure class preserving (or µ is quasi-
invariant) if µ ◦αγ ∼ µ for every γ ∈ Γ, i.e., µ ◦αγ and µ have the same
measure zero sets.
• A Borel equivalence relation R ⊂ X × X on a measure space (X,µ) is
measure class preserving iff µ ◦ f ∼ µ for every f ∈ [R].
Clearly an action is measure (class) preserving iff its orbit equivalence re-
lation is.
Definition 1.3.7. A measure class preserving action α : Γ y (X,µ) induces
a unitary representation α0 : Γ→ U(L2(X,µ)) given by
α0γ(f)(x) = f(αγ−1(x))
√
d(γ.µ)
dµ
(x),
where dγ.µ
dµ
denotes the Radon-Nikodym derivative. This is called the corre-
sponding Koopman representation.
The action also induces a corresponding action on the von Neumann alge-
bra L∞(X,µ) by αγ(f)(x) = f(αγ−1(x)). Note that for all f ∈ L∞(Ω, µ) ⊂
B(L2(Ω, µ)) and all γ ∈ Γ we have α0γf(α0γ)−1 = αγ(f).
Definition 1.3.8. An equivalence relation is called discrete if every orbit is
countable and discrete.
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Definition 1.3.9. A discrete p.m.p. equivalence relationR ⊂ X×X on (X,µ)
is called amenable if there is a sequence λn : R → R≥0 of Borel functions such
that
i) λnx ∈ `1([x]), where λnx(y) = λn(x, y),
ii) ‖λnx‖1 = 1 and
iii) there exists an R-invariant set A ⊂ X of measure 1 such that
‖λnx − λny‖1 → 0
for all x, y ∈ A with xRy.
Definition 1.3.10. A p.m.p. equivalence relation R ⊂ X×X is called hyper-
finite if there is a sequence {Fn}n∈N of p.m.p. equivalence relations on X such
that Fn ⊂ Fn+1 for all n and
⋃
n∈NFn = R.
Theorem 1.3.11. A discrete p.m.p. equivalence relation R ⊂ X×X on (X,µ)
is amenable if and only if it is hyperfinite µ-almost everywhere.
1.3.2 Ergodicity
Definition 1.3.12. • A group action on a measure space Γ y (X,µ) is
called ergodic if every Γ-invariant, measurable subset Y ⊂ X is null or
conull, i.e., µ(Y ) = 0 or µ(Y c) = 0.
• An equivalence relation R ⊂ X×X on a measure space is called ergodic
if every R-invariant, measurable set Y (i.e., x ∈ Y ⇒ [x]R ⊂ Y ) is null
or conull.
Example 1.3.13. The action Zy S1 on the circle with Lebesgue measure where
n rotates the circle by n times an angle α is ergodic if and only if α /∈ Qpi.
Clearly an action is ergodic iff its orbit equivalence relation is.
Remark 1.3.14. It is easy to check with a nested intervals kind of argument
that an action is ergodic iff every (bounded) measurable Γ-invariant function
into a standard Borel space is essentially constant.
Definition 1.3.15. An action on a von Neumann algebra Γ → Aut(M) is
called ergodic if the fixed point algebra is trivial, i.e. MΓ = C.
Remark 1.3.14 implies that an action Γ y (X,µ) is ergodic iff the corre-
sponding action on L∞(X,µ) is ergodic.
Example 1.3.16. The conjugation action of an i.c.c. group Γ on its von Neu-
mann algebra,
α : Γ→ Aut(LΓ), αγ(x) = λ(γ)xλ(γ−1),
is ergodic.
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Often a non-ergodic situation can be decomposed into ergodic parts by the
following theorem.
Theorem 1.3.17 (ergodic decomposition). Let R ⊂ X×X be the orbit equiv-
alence relation of an action Γ y X of a countable group on a standard Borel
space. Let IR be the set of R-invariant probability measures on X and EIR the
set of ergodic R-invariant probability measures on X. Then there is a unique
map pi : X → EIR with the following properties:
i) pi is R-invariant, i.e. it maps orbits to the same measure.
ii) If Xν := {x ∈ X| pi(x) = ν}, then ν(Xν) = 1 and ν is the unique
R-invariant measure on R|Xν .
iii) µ =
∫
pi(x)dµ(x) for all µ ∈ IR.
The probability spaces (Xν , ν) are called ergodic components.
Example 1.3.18. Consider Example 1.3.13 with rational α. Then pi maps each
point to the normalized counting measure on its orbit.
We will also need the following strengthening of ergodicity:
Definition 1.3.19. A measured equivalence relation R is strongly ergodic if
µ(Cn4 θ(Cn))→ 0 for all θ ∈ [R] implies that µ(Cn)(1− µ(Cn))→ 0.
Ergodicity of induced actions on von Neumann algebras
We will need that the following construction preserves ergodicity. This follows
[Pet16].
Definition 1.3.20. Let Γ ⊂ G be a closed subgroup of a locally compact group
and θ : Γ → Aut(M) a continuous action. Pick a Borel section s : G/Γ → G
and let χ : G×G/Γ→ Γ be the cocycle given by χ(g, x) = s(gx)−1gs(x).
Then the induced action θ˜ ofG on L∞(G/Γ)⊗M , which we view as bounded
functions from G/Γ to M , is given by
θ˜g(f)(x) := θχ(g,g−1x)f(g
−1x),
for g ∈ G, f ∈ L∞(G/Γ)⊗M and x ∈ G/Γ.
Remark 1.3.21. Let R be the G-action on L∞(G) given by right multiplication.
Then
Ψ: L∞(G/Γ)⊗M → (L∞(G)⊗M)(R⊗θ)(Γ), Ψ(f)(g) = θs(Γ)χ(g,gΓ)(f(gΓ))
is an isomorphism and
Ψ(θ˜g(f)) = L⊗ id(g)Ψ(f),
where L is the G-action on L∞(G) given by left multiplication.
18 1.3. Preliminaries on ergodic theory
Lemma 1.3.22. θ˜ is ergodic iff θ is.
Proof. By Remark 1.3.21,
(L∞(G/Γ)⊗M)θ˜(G) ∼= (L∞(G)⊗M)(R⊗θ)(Γ)∪(L⊗id)(G) = 1⊗M θ(Γ),
hence (L∞(G/Γ)⊗M)θ˜(G) = C if and only if M θ(Γ) = C.
Chapter 2
Property (T) for discrete
measured groupoids and their
von Neumann algebras
2.1 Discrete measured groupoids and their von
Neumann algebras
In this section we collect some notation and definitions concerning discrete
measured groupoids. Our references are [AD05], [ADR00] and [ST10].
Let G be a groupoid. We write s and r for the source and range maps,
Gx resp. Gx for s−1(x) resp. r−1(x), G(0) for the units and G(2) for the pairs of
composable elements in G. We will also often denote G(0) by X. If A ⊂ G(0),
G|A is the groupoid {α ∈ G|s(α), r(α) ∈ A}.
A discrete measured groupoid is a groupoid G such that s−1(x) and r−1(x)
are countable for every x ∈ X, G is a standard Borel space such that inversion,
composition, range and source maps are Borel, together with a measure µ on
X such that the two measures on G
µs(A) =
∫
X
#(Gx ∩ A) dµ(x) and
µr(A) =
∫
X
#(Gx ∩ A) dµ(x)
are equivalent.
A discrete measured groupoid is called p.m.p. if (X,µ) is a probability
space and µr = µs. The results in this chapter will all be about discrete p.m.p.
groupoids.
Example 2.1.1. If Γ y (X,µ) is a p.m.p. action of a discrete group on a
standard probability space, we get a discrete p.m.p. groupoid
X o Γ = {(x, γ, y)|x, y ∈ X, γ ∈ Γ, g.y = x}
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with s(x, γ, y) = y, r(x, γ, y) = x, and (x, γ, y)(y, γ′, z) = (x, γγ′, z).
Example 2.1.2. If R ⊂ X ×X is a p.m.p. equivalence relation with countable
equivalence classes on a standard probability space, then R is a discrete p.m.p.
groupoid with s(x, y) = y, r(x, y) = x and (x, y)(y, z) = (x, z).
Definition 2.1.3. Let G be a measured groupoid. Then RG is the equivalence
relation on X given by
x RG y ⇔ ∃α ∈ G : s(α) = x, r(α) = y.
Definition 2.1.4. A measured groupoid is ergodic if its equivalence rela-
tion RG is ergodic.
Definition 2.1.5. The full group of G is defined as [G] := [RG]. Hence
[G] = {θ ∈ Aut(X)| ∀x ∈ X ∃α ∈ G : s(α) = x, r(α) = θ(x)}.
Definition 2.1.6. Let G be a discrete p.m.p. groupoid. Then Aut(G) is the
set of Borel maps φ : X → G such that s(φ(x)) = x for a.e. x ∈ X and r ◦ φ is
a.e. injective.
We will write φ for r ◦ φ. The second condition implies that φ is a.e.
surjective since it is measure preserving. So φ defines almost everywhere an
element of the full group. In fact, every element of the full group is of this
form:
Lemma 2.1.7 ([ST10, Lemma 3.10]). For every θ ∈ [G] there is a φ ∈ Aut(G)
such that φ = θ almost everywhere.
For φ, ψ ∈ Aut(G) we define composition and inverse as
φ ◦ ψ(x) = φ(r(ψ(x)))ψ(x), φ−1(r(φ(x))) = (φ(x))−1,
where the inverse is only almost everywhere defined.
Lemma 2.1.8 ([ST10, Lemma 3.2]). For discrete p.m.p. groupoids G there
are countably many φn ∈ Aut(G) such that G =
⋃
im(φn). If G is ergodic, the
union can be made disjoint.
The von Neumann algebra of a discrete p.m.p. groupoid
Let G be a discrete p.m.p. groupoid. Similar as for groups, define CG to
consist of the functions k ∈ L∞(G, µG) for which there is an N ∈ N such that
{α ∈ Gx| k(α) 6= 0} and {α ∈ Gx| k(α) 6= 0} contain at most N elements for
µ-almost every x ∈ X. Multiplication and involution on CG are given by
(k ∗ l)(γ) =
∑
αβ=γ
k(α)l(β), k∗(γ) = k(γ−1).
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The left regular representation λ : CG → B(L2(G, µG)) is given by
λ(k)(l) := k ∗ l
for k, l ∈ CG and λ(k) extends to a bounded operator on L2(G, µG).
The von Neumann algebra of G is defined as the weak closure of λ(CG),
LG = λ(CG)′′ ⊂ B(L2(G, µG)).
LG is a finite von Neumann algebra with trace τ(x) = 〈xχX , χX〉, where χX is
the characteristic function of the units. Then L2(LG, τ) = L2(G, µG). Hence
arbitrary elements of LG ⊂ L2(LG, τ) are still given by measurable functions
k : G → C for which λ(k)(l) = k ∗ l defines a bounded operator on L2(G, µG).
We will drop λ and write k ∈ LG. Then τ(k) = ∫
X
k(x) dµ.
Definition 2.1.9. We associate to φ ∈ Aut(G) a unitary element uφ ∈ LG
defined by uφ = χim(φ) ∈ CG.
The uφ together with L
∞(X) generate LG. We have uφuψ = uφ◦ψ and
u∗φ = uφ−1 .
Lemma 2.1.10. Let G be a discrete p.m.p. groupoid. Then LG is a factor if
and only if G is ergodic and almost all the groups Gxx := Gx ∩ Gx are i.c.c..
Proof. If G is not ergodic, there is an invariant subset Y ⊂ X of nontrivial
measure. Then χY is nontrivial and central in LG, hence LG is not a factor.
Suppose that Gxx is not i.c.c. for x ∈ Y a set of positive measure and choose
φn ∈ Aut(G) such that G ⊂
⋃
im(φn). For every x ∈ Y let
nx = min{n|φn(x) ∈ Gxx \ {x}, Cl(φn(x)) is finite},
where Cl(α) denotes the conjugacy class of α in Gxx . Then for some N ∈ N,
the set
Y ′ = {x ∈ Y |#Cl(φnx(x)) < N}
is of positive measure and
∑
x∈Y ′ χCl(φnx (x)) ∈ CG is in the center of LG. Hence
LG is not a factor.
If G is ergodic and almost all Gxx are i.c.c., let k : G → C be in the center of
LG. Then for every f ∈ L∞(X) ⊂ LG
f(r(α))k(α) = (fk)(α) = (kf)(α) = f(s(α))k(α)
for almost every α ∈ G, which implies that supp(k) ⊂ ⊔Gxx .
Find sections φn ∈ Aut(
⊔
x∈X Gxx) such that
⊔
x∈X Gxx =
⋃
n∈N im(φn). Set-
ting ln = χim(φn) gives that for almost every α, say for all α ∈
⊔
x∈Yn Gxx with
µ(Yn) = 1, we have
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k(φn(s(α))
−1α) =
∑
β∈Gs(α)
ln(β)k(β
−1α) = (lnk)(α) = (kln)(α)
=
∑
β∈Gs(α)
k(αβ−1)ln(β) = k(αφn(s(α))−1).
Define Y =
⋂
n∈N Yn, then Y has measure one and for x ∈ Y and α, α′ ∈ Gxx
conjugate we find k(α) = k(α′). Since a.e. Gxx is i.c.c., it follows that k ∈
L∞(X). By ergodicity, k is constant. So LG is a factor.
2.2 Representations and bimodules
We recall some notions on representations of groupoids, referring to [AD05]
for more details.
Definition 2.2.1 ([AD05]). If H is a Hilbert bundle over G(0) with fibers Hx,
denote by Iso(H) the groupoid with elements (x, V, y) for x, y ∈ G(0) and V
an isomorphism from Hy to Hx, and composition given by (x, V, y)(y,W, z) =
(x, V W, z).
Definition 2.2.2 ([AD05]). A representation of a Borel groupoid is a Borel
homomorphism U : G → Iso(H) that preserves G(0), that is,
U(α) = (r(α), Uˆ(α), s(α))
with Uˆ(α) : Hs(α) → Hr(α), U(αβ) = U(α)U(β) for (α, β) ∈ G(2) and U(α−1) =
U(α)−1. We will identify U(α) and Uˆ(α).
To connect properties of groupoids and their von Neumann algebras, we
need to pass from groupoid representations to bimodules over von Neumann
algebras.
From representations to bimodules
Let G be a discrete p.m.p. groupoid and let U : G → Iso(H) be a representation.
From this we defineH to be the Hilbert bundle over G with fiberHr(α) at α ∈ G.
Then H carries the following commuting left and right LG-actions L and R
introduced in [Moo82]: Let Φ ∈ H and k ∈ LG, then
(L(U)kΦ)(γ) =
∑
α◦β=γ
k(α)U(α)Φ(β) (2.1)
(RkΦ)(γ) =
∑
α◦β=γ
Φ(α)k(β). (2.2)
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Definition 2.2.3. The LG-bimodule defined by the construction above is
called the associated bimodule for the representation U : G → Iso(H).
If G is ergodic, almost every fibre Hx is isomorphic to some Hilbert space
H0. In this case we have H = L
2(G, H0) = L2(G)⊗H0. The following Lemma
has a version for general G. We state it in the ergodic case because it makes
notation easier.
Lemma 2.2.4. Let G be an ergodic discrete p.m.p. groupoid. An LG-bimodule
H is associated to some representation U of G if and only if the restriction to
a L∞(X)-LG-bimodule is of the form
L∞(X)HLG =λ⊗id (L2(G)⊗H0)ρ⊗id.
Proof. Given such a bimodule H a corresponding representation can be con-
structed as follows. Let pi be the left action of LG on H. Then for φ ∈ Aut(G)
the element
fφ := (λ⊗ id)(u∗φ)pi(uφ) ∈ B(H)
belongs to (λ ⊗ id)(L∞(X))′ = L∞(X) ⊗ B(H0) = L∞(X,B(H0)) as for all
projections pA ∈ L∞(X) onto some A ⊂ X we have:
(λ⊗ id)(u∗φ)pi(uφ)(λ⊗ id)(pA) = (λ⊗ id)(u∗φ)pi(uφpA)
= (λ⊗ id)(u∗φ)pi(pφ(A))uφ)
= (λ⊗ id)(u∗φ)(λ⊗ id)(pr(φ(A)))pi(uφ)
= (λ⊗ id)(u∗φpφ(A)))pi(uφ)
= (λ⊗ id)(pA)(λ⊗ id)(u∗φ)pi(uφ).
In fact, fφ ∈ L∞(X,U(H0)) because fφ is a product of two unitaries. We
assume the fφ’s to be pointwise defined by picking one version fφ : X → U(H0).
We now would like to define U : G → U(H0) as U(α) = fφ(s(α)) for some φ
with φ(s(α)) = α. To make this well defined, we must first exclude some null
sets. To do so, take countably many φn ∈ Aut(G) such that G =
⋃
im(φn).
Let Γ be the group they generate. Changing the enumeration of the generators
we write φn also for arbitrary elements of Γ. Let
Xn,m = {x ∈ X|φn(x) = φm(x)}.
Then uφnpXn,m = uφmpXn,m ∈ LG, so for every Φ ∈ L2(G, H0),
(pi(uφnpXn,m)Φ)(α) = (pi(uφmpXn,m)Φ)(α) for a.e. α ∈ G.
It follows that fφn(x) = fφm(x) for a.e. x ∈ Xn,m because for k ∈ {n,m} we
have
(pi(uφkpXn,m)Φ)(α) = ((λ⊗ id)(uφk)fφkpi(pXn,m)Φ)(α)
= (fφk(λ⊗ id)(pXn,m)Φ)(φk−1(r(α))α)
=
{
fφk(φ
−1
k
(r(α)))Φ(φk
−1(r(α))α) if φ−1
k
(r(α)) ∈ Xn,m
0 else,
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so the claim follows by choosing a non-vanishing Φ and noting that(
φ−1
n
(r(α))) ∈ Xn,m
)
⇔
(
φ−1
m
(r(α))) ∈ Xn,m
)
⇒ (φn−1(r(α)) = φm−1(r(α))) .
Hence there is a null set X ′n,m such that fφn(x) = fφm(x) for all x ∈ Xn,m\X ′n,m,
so for α with s(α) ∈ X ′ := X \⋃n,m∈I X ′n,m we can define U(α) = fφn(s(α))
for an n such that φn(s(α)) = α.
Using fφ ∈ L∞(X,B(H0)), we find
fφ◦ψ = λ⊗ id(uψ−1)fφpi(uψ) = (fφ ◦ ψ) · fφ.
Hence we have that fφn(φm(x))fφm(x) = fφn◦φm(x) for a.e x ∈ X, say, for x ∈
X ′′. Let (α, β) ∈ G(2) with s(α), s(β) ∈ X ′∩X ′′ and φn(s(α)) = α, φm(s(β)) =
β. Then φn ◦ φm(s(β)) = αβ and
U(α)U(β) = fφn(φm(s(β)))fφm(s(β)) = fφn◦φm(x) = U(αβ).
Hence U is a homomorphism. Now
(pi(uφn)Φ)(γ) =((λ⊗ id)(uφn)fφnΦ)(γ) =
∑
αβ=γ
χim(φn)(α)(fφnΦ)(β)
=
∑
αβ=γ
χim(φn)(α)(fφn(r(β))Φ(β) =
∑
αβ=γ
χim(φn)(α)U(α)Φ(β)
as in (2.1). The uφn and L
∞(X) generate LG, so since also pi|L∞(X) = λ⊗ id,
we find that pi is the action belonging to U as in (2.1).
2.3 Almost invariant sections and property (T)
for groupoids
In the definition of property (T) for groupoids (almost) invariant sections will
play the same roll as (almost) invariant vectors for groups.
Definition 2.3.1. Let U : G → Iso(H) be a representation of G. A nonzero
section ξ : G(0) → H is called invariant for U if U(α)ξ(s(α)) = ξ(r(α)) for
almost every α ∈ G.
There are different versions how to define almost invariant sections. From
now on we assume all our spaces to be separable to be able to restrict ourselves
to sequences instead of nets.
Definition 2.3.2 ([AD05]). A representation U : G → Iso(H) has almost in-
variant unit sections if there is a sequence of Borel sections ξn : G(0) → H, such
that ‖ξn(x)‖Hx = 1 for all n and almost every x ∈ G(0) and
‖U(α)ξn(s(α))− ξn(r(α))‖Hr(α) n→∞−→ 0
for almost every α ∈ G.
Chapter 2. Property (T) for groupoids and von Neumann algebras 25
Definition 2.3.3. A representation U : G → Iso(H) has L2-almost invari-
ant sections if there is a sequence of Borel sections ξn : G(0) → H, such that∫
X
‖ξn(x)‖2dµ(x) = 1 and∫
X
‖U(φ(x))ξn(x)− ξn(φ(x)))‖2Hφ(x)dµ(x)
n→∞−→ 0
for all φ ∈ Aut(G).
Definition 2.3.4. A representation U : G → Iso(H) has almost invariant
sections if there is a sequence of Borel sections ξn : G(0) → H, such that∫
X
‖ξn(x)‖2dµ(x) = 1, the ξn do not converge to zero in measure and
‖U(α)ξn(s(α))− ξn(r(α))‖Hr(α) n→∞−→ 0
for almost every α ∈ G.
Remark 2.3.5. Definition 2.3.3 is equivalent to the condition that the induced
representation of C∗(G, µ) (see [ADR00, p.141]) weakly contains the trivial
representation.
If a representation has almost invariant unit sections, these are also L2-
almost invariant sections by the Lebesgue convergence theorem. If a repre-
sentation has L2-almost invariant sections, then it also has almost invariant
sections by the following lemma. We do not know if the three notions are
actually equivalent for ergodic groupoids.
Lemma 2.3.6. Let G be ergodic. Then if a representation of G has L2-almost
invariant sections, it also has almost invariant sections.
Proof. Let ξn be L
2-almost invariant sections and let φk ∈ Aut(G) be such
that G = ⋃k∈N im(φk). Then for every k ∈ N∫
X
‖U(φk(x))ξn(x)− ξn(φk(x))‖2Hx → 0 for n→∞.
Hence we can pick a subsequence such that ‖U(φk(x))ξn(x)− ξn(r(φk(x))‖Hx
goes to zero for almost every x ∈ X. A diagonalisation over subsequences
makes this true for every k ∈ N. For this subsequence it is now true that
‖U(α)ξn(s(α))− ξn(r(α))‖Hr(α) → 0 for a.e. α ∈ G. (2.3)
Assume for contradiction that the ξn converge to zero in measure and pick
a subsequence such that ξn → 0 a.e.. With ‖ξn‖2 = 1 then there is an N and
a set A ⊂ X such that µ(A) < 1
2
and ‖ξn|A‖2 > 34 for all n > N . By [ST10,
Lemma 3.8] there is a φ ∈ Aut(G) such that φ−1(A) ⊂ Ac. Now since the ξn
are L2-almost invariant, there is an n > N with
‖U(φ)ξn − ξn‖2 < 1
4
,
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where (U(φ)ξn)(x) := U(φ(φ
−1(x))ξn(φ
−1(x)). So
‖ξn|Ac‖2 ≥ ‖(U(φ)ξn)|A‖2 ≥ ‖ξn|A‖2 − ‖(U(φ)ξn − ξn)|A‖2 > 1
2
,
in contradiction to ‖ξn‖2 = ‖ξn|A‖2 + ‖ξn|Ac‖2 = 1.
Remark 2.3.7. If G is ergodic, invariant sections are automatically of constant
norm. But it is not true for ergodic G that almost invariant sections with
‖ξn‖2 = 1 are approximately unit sections: Let G be the hyperfinite equiva-
lence relation on [0, 1] where two numbers are equivalent if their binary codes
coincide from some point on. Then ξn ∈ L2([0, 1]) given by
ξn(x) =
{√
2 if ∃k ∈ N : x ∈ [ 2k
2n
, 2k+1
2n
)
0 if ∃k ∈ N : x ∈ [2k+1
2n
, 2k
2n
)
are almost invariant for the trivial representation of G, but not approximately
of constant norm.
However, the constant 1 is an invariant vector for the trivial representation,
so the above example does not prove Definition 2.3.2 and Definition 2.3.4 to
be different.
As we will see in the proof of the next proposition, the above kind of
example cannot happen if G has property (T).
Definition 2.3.8 ([AD05]). G has property (T) if every representation U which
has almost invariant unit sections already has invariant sections.
The following proposition is certainly known to the experts, but we could
not find a reference.
Proposition 2.3.9. We get equivalent characterizations of property (T) when
replacing “almost invariant unit section” in Definition 2.3.8 by “almost invari-
ant sections” or “L2-almost invariant sections”.
Proof. We show that if G has property (T) as in Definition 2.3.8 and ξn are
almost invariant sections for a representation U , then there is an invariant
section for U . This proves the claim because, by the discussion before Lemma
2.3.6, having almost invariant unit sections is stronger than having L2-almost
invariant sections and having almost invariant sections. The proof partly fol-
lows [Sch81, 2.3, (1)⇒ (3)].
Let fn ∈ L2(X) be given by fn(x) = ‖ξn(x)‖. These functions have 2-norm
one and are almost invariant for the representation V (α)f(s(α)) = f(r(α))
of G on the Hilbert bundle with fibers C.
Define a sequence of probability measures on R by
σn(A) = µ({x ∈ X | fn(x) ∈ A}).
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Then {σn} is uniformly tight, meaning that for every ε > 0 there is a compact
K ⊂ R such that σn(K) ≥ 1− ε for all n. This is true because otherwise there
would be a subsequence such that µ({fn > n}) ≥ ε and hence ‖fn‖2 → ∞.
By [Par67, Theorem II.6.7] it follows that {σn} is weak∗ compact. Let σ be a
probability measure such that σn → σ for a subsequence in the weak∗ topology.
If σ is not a Dirac measure, there is an a ∈ R such that σ({a}) = 0 and
0 < σ([0, a]) < 1. Since a is a continuity point of σ, we have limσn([0, a]) =
σ([0, a]). Hence for Cn = {x ∈ X | fn(x) < a} we find µ(Cn)(1− µ(Cn)) 9 0.
We claim that µ(Cn4 θ(Cn))→ 0 for all θ ∈ [G].
To this end, let θ ∈ [G] and x ∈ X. Then θ(x) = r(α) for some α ∈ Gx and
|fn(x)− fn(θ(x))| ≤ ‖U(α)ξn(x)− ξn(θ(x))‖ → 0
almost surely. So |fn(x)−fn(θ(x))| → 0 a.e. and hence in measure. Using this
and continuity of σ at a for every ε > 0 and θ ∈ [G] we find a δ > 0 and an
N ∈ N such that for all n > N
µ({fn ∈ Bδ(a)}) = σn(Bδ(a)) < ε and µ({x ∈ X | |fn(θ(x))−fn(x)| > δ}) < ε.
Then µ(θ−1(Cn)4Cn) < 2ε because otherwise
µ({x ∈ X | |fn(θ(x))− fn(x)| > δ}) ≥ µ((θ−1(Cn)4Cn) ∩ {fn ∈ Bδ(a)}c)
≥ µ(θ−1(Cn)4Cn)− σn(Bδ(a)) ≥ ε.
Hence if σ is not a Dirac measure, RG is not strongly ergodic. Then by [JS87,
Theorem 2.2., Remark 2.5] there is an ergodic amenable countable infinite
equivalence relation Q ⊂ Y × Y on a probability space (Y, ν) and a measure
preserving map Ψ: X → Y mapping RG to Q. Since G has property (T), RG
and Q also have property (T) because every representation of Q or RG with
almost invariant unit sections and no invariant section would give a represen-
tation of G with the same properties. But if an amenable countable ergodic
equivalence relation has property (T), it is essentially transitive [AD05, Propo-
sition 4.7, Remark 4.6]. This implies that Y is countable and hence finite since
Q is measure preserving, a contradiction.
Thus σ is a Dirac measure σ = δa, which means that the fn converge to the
constant a in measure. By Definition 2.3.4, the ξn do not converge to zero in
measure, hence a 6= 0. This means that the ‖ξn‖ go away from zero in measure
and therefore the sections
ξ′n(x) =
{
ξn(x)/‖ξn(x)‖ if ξn(x) 6= 0
ξ0(x) if ξn(x) = 0
for a fixed section ξ0 of constant norm one are still almost invariant and of
norm one. So property (T) gives an invariant section.
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Remark 2.3.10. A groupoid is amenable iff the left regular representation has
almost invariant unit sections (see [ADR00, Prop. 3.2.14 (v)]). As for property
(T) we get an equivalent definition if we use only L2-almost invariant sections
instead as [ADR00, Prop. 6.1.4 (ii)] shows. We do not know if almost invariant
sections as in Definition 2.3.4 also give the same notion of amenability.
2.4 Almost invariant sections and almost cen-
tral vectors
In this section we compare the notions of having almost central vectors for
bimodules and having almost invariant unit sections for representations.
Lemma 2.4.1. Let U : G → Iso(H) be a representation of an ergodic discrete
p.m.p. groupoid such that Hx = H0 for almost all x ∈ G(0). Let ξn : G(0) → H0
be almost invariant unit sections. Then the functions Φn ∈ H = L2(G, H0)
defined by
Φn(α) =
{
ξn(α) if α ∈ G(0)
0 else
are almost central norm one vectors in the associated LG-bimodule.
Proof. For all k ∈ LG we have
‖L(U)kΦn −RkΦn‖ =
(∫
G
|k(α)|2‖U(α)ξn(s(α))− ξn(r(α))‖2dµG(α)
) 1
2
.
Let k ∈ CG with k < C a.e. and such that Kx := {α ∈ Gx|k(α) 6= 0} has at
most N elements for a.e. x ∈ X. Then
‖L(U)kΦn −RkΦn‖ ≤ C
(
N
∫
X
max
α∈Kx
{‖U(α)ξn(x)− ξn(r(α))‖2} dµ(x)) 12 .
This converges to zero because x 7→ maxα∈Kx {‖U(αx)ξn(x)− ξn(r(αx))‖2}
converges pointwise and therefore in 2-norm as it is bounded by 4. Now the
statement for general k ∈ LG follows because by the Kaplansky density the-
orem we can strongly approximate k by elements of CG that are uniformly
bounded in operator norm.
Lemma 2.4.2. Let G be discrete p.m.p. groupoid such that LG is a factor and
let U : G → Iso(H) be a representation. Let H = L(G, H0) be the associated
LG-bimodule. Then if Φ ∈ H is central for the actions of LG, it is supported
on G(0) and ξ : G(0) → H0 defined as ξ(x) = Φ(x) is an invariant unit section
for U .
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Proof. For every f ∈ L∞(X) we have
f(r(α))Φ(α) = (L(U)fΦ)(α) = (RfΦ)(α) = f(s(α))Φ(α)
almost everywhere, which implies that supp(Φ) ⊂ ⊔Gxx . Now for general
k ∈ LG we have for almost every α ∈ ⊔Gxx∑
β∈Gx
k(β)U(β)Φ(β−1 ◦ α) = (L(U)kΦ)(α) = (RkΦ)(α) =
∑
β∈Gx
Φ(α ◦ β−1)k(β).
Find sections φn ∈ Aut(
⊔
x∈X Gxx) such that
⊔
x∈X Gxx =
⋃
n∈N im(φn). Setting
k = χim(φn) gives
U(φn(x))Φ(φn(x)
−1α) = Φ(αφn(x)−1)
for almost every α, say, for all α ∈ ⊔x∈Yn Gxx with µ(Yn) = 1. Then Y =⋂
n∈N Yn has measure one, and it follows from above that for x ∈ Y
α, α′ ∈ Gxx conjugate ⇒ ‖Φ(α)‖ = ‖Φ(α′)‖.
Since LG is a factor, almost all the Gxx are i.c.c.. So we find that supp(Φ) ⊂ G(0)
because Φ ∈ L2(G, H0).
Now ξ is an invariant section for U because if φ ∈ Aut(G) and k = χim(φ),
we have
k(α)U(α)ξ(s(α)) = Lk(U)ξ(α) = Rkξ(α) = k(α)ξ(r(α)),
so U(α)ξ(s(α)) = ξ(r(α)) for almost all α ∈ im(φ). The claim follows because
there are φn ∈ Aut(G) such that G =
⋃
n∈N im(φn).
2.5 Corigidity and rigidity
There are different definitions for a von Neumann algebra M to have property
(T) relative to a von Neumann algebra N ⊂M :
Definition 2.5.1. Let M be a II1 factor and N ⊂ M a von Neumann
subalgebra.
i) N ⊂ M is called corigid if every M -bimodule H with N -central norm
one vectors ξn ∈ H such that ‖xξn − ξnx‖ → 0 for all x ∈ M contains a
non-zero M -central vector.
ii) N ⊂M has Anantharaman-Delaroche’s property T if every M -bimodule
H such that
NHM =λ⊗id (L2(M)⊗H0)ρ⊗id
that has norm one N -central vectors ξn ∈ H such that
‖xξn − ξnx‖ → 0 for all x ∈M ,
contains a non-zero M -central vector ξ0.
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iii) N ⊂M has Moore’s property T if every M -bimodule H such that
NHM =λ⊗id (L2(M)⊗H0)ρ⊗id
that has norm one vectors ξn ∈ H such that ‖xξn − ξnx‖ → 0 for all
x ∈M contains a non-zero M -central vector.
Remark 2.5.2. The notion of corigidity originates from [Pop86], the adjective
“corigid” first appears in [Pop06] (corigid inclusions were called “rigid” in
[Pop86], and now rigidity is a different notion, see Definition 2.5.3). In [AD87]
corigidity is called property T ′ for (M,N). The last two definitions come from
[AD87] and [Moo82] respectively.
It is clear that Anantharaman-Delaroche’s property (T) is weaker than
both Moore’s property (T) and corigidity.
Definition 2.5.3. An inclusion of finite von Neumann algebras N ⊂ M is
called rigid if for every ε > 0 there is a finite set F ⊂M and a δ > 0, such that
for everyM -bimoduleH with a vector ξ ∈ H satisfying ‖ 〈xξ, ξ〉−τ(x)‖ < δ‖x‖
and ‖ 〈ξx, ξ〉 − τ(x)‖ < δ‖x‖ for all x ∈ M and ‖xξ − ξx‖ < δ for all x ∈ F
there is a an N -central vector ξ0 ∈ H that satisfies ‖ξ − ξ0‖ < ε.
Definition 2.5.3 is independent of the chosen trace τ .
Definition 2.5.4. M has property (T) if M ⊂M is rigid.
LΓ has property (T) iff Γ has property (T), hence this is actually a gener-
alization.
Proposition 2.5.5 ([Pop06, Proposition 5.9]). Let M be a II1 factor and
N ⊂ M a von Neumann subalgebra. Then M has property (T) if and only if
N ⊂M is both rigid and corigid.
2.6 Strong extensions
The theory of strong extension of groupoids is developed in [ST10]. We recall
the relevant information.
For subgroupoids S ⊂ G we always assume S(0) = G(0) = X.
Definition 2.6.1. Let S ⊂ G be a subgroupoid of a discrete measured groupoid.
Then AutS(G) is the set of all φ ∈ Aut(G) such that
α ∈ S ⇔ φ(r(α))αφ(s(α))−1 ∈ S
for every α ∈ G.
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Definition 2.6.2. A subgroupoid S ⊂ G is strongly normal if there is a count-
able family {φn}n∈I ⊂ AutS(G) such that for a.e. α ∈ G there exists exactly
one n ∈ I such that φn(r(α))α ∈ S.
Definition 2.6.3. Let q : G → Q be a homomorphism of discrete measured
groupoids with unit spaces (X,µ) and (Y, ν) such that ν = q∗µ. Let
µ =
∫
Y
νy dν(y)
be the measure disintegration with respect to q : (X,µ) → (Y, ν) and let S =
q−1(Y ). Then
i) q is called a surjection if for a.e. x ∈ X and a.e. α ∈ Q with s(α) = q(x)
there exists a β ∈ G such that q(β) = α.
ii) q is called a strong surjection if it is a surjection and (S|q−1(y), νy) is
ergodic for a.e. y ∈ Y .
Theorem 2.6.4 ([ST10, Theorem 3.12]). Let S be a strongly normal sub-
groupoid of an ergodic p.m.p. groupoid. Then there is a strong surjection
q : G → Q onto an ergodic discrete measured groupoid, called the quotient
of G by S such that
i) ker(q) := q−1(Q(0)) = S,
ii) for any ergodic measured groupoid Q′ and any homomorphism q′ : G → Q′
with S ⊂ ker(q′) there is a measure preserving homomorphism κ : Q →
Q′ such that κ ◦ q = q′.
In such a situation we write 1→ S → G q→ Q→ 1.
Theorem 2.6.5 ([ST10, Theorem 3.11]). Let q : G → Q be a strong surjection
of ergodic, discrete p.m.p. groupoids. Then the kernel is a strongly normal
subgroupoid.
The following lemma will be useful later.
Lemma 2.6.6. Let 1→ S → G q→ Q→ 1 be a strong extensions of groupoids
with (X,µ) and (Y, ν) as in Definition 2.6.3. Then the relative commutant
L∞(X)∩LS ′ is isomorphic to L∞(Y ). More precisely, L∞(X)∩LS ′ = L∞(Y )◦
q.
Proof. Let f ∈ L∞(X) ∩ LS ′. Then
uφf = fuφ ∀φ ∈ Aut(S).
Since fuφ = uφ(f ◦ φ), these are exactly those f for which f ◦ φ = f a.e.
∀φ ∈ Aut(S), i.e., f is [S]-invariant. As q is a strong surjection, (S|q−1(y), νy)
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is ergodic for almost every y ∈ Y . So f is essentially constant on almost all
(q−1(y), νy) and therefore lies in L∞(Y ) ◦ q.
If f ∈ L∞(Y ) ◦ q, it follows that uφf = fuφ for all φ ∈ Aut(S). Since f
clearly commutes with L∞(X), which together with these uφ generates LS, we
get f ∈ L∞(X) ∩ LS ′.
2.7 Property (T) for groupoids and corigidity
In this section we prove the main result of this chapter connecting property
(T) of a quotient of groupoids to coriditiy of the inclusion of the corresponding
von Neumann algebras. For groups this is the well known fact that Γ/Λ has
property (T) iff the inclusion LΛ ⊂ LΓ is corigid. For ergodic equivalence
relations it comes down to the result that R has property (T) iff L∞(X) ⊂ LR
is corigid.
Theorem 2.7.1. Let
1→ S → G q→ Q→ 1
be a strong extension of discrete p.m.p. groupoids such that LG is a factor.
Then Q has property (T) if and only if LS ⊂ LG is corigid. It is also equivalent
to LS ⊂ LG having Anantharaman-Delaroche’s (T).
We will cite some lemmas which we prove afterwards without using Theo-
rem 2.7.1.
Proof. Since Anantharaman-Delaroche’s (T) is clearly weaker than corigidity,
we only have to show that Q has property (T) if LS ⊂ LG has Anantharaman-
Delaroche’s (T) and that LS ⊂ LG is corigid if Q has property (T). By Propo-
sition 2.3.9 we may assume almost invariant unit sections in order to prove
property (T).
We write Y for Q(0). Suppose LS ⊂ LG has Anantharaman-Delaroche’s
property (T) and let U : Q → Iso(H) be a representation of Q with almost
invariant sections. Since Q is ergodic, Hy = H0 for a.e. y ∈ Y and some
Hilbert space H0. Consider the corresponding representation of G given by
U ′ = U ◦ q on the Hilbert space ∫
X
Hx dµ, where Hx = H0 for all x ∈ X. Let
H = L2(G, H0) be the LG-bimodule constructed out of U ′ as in 2.2.
If U has almost invariant unit sections ξn : Q(0) → H0, the sections ξ′n :=
ξn ◦q are almost invariant unit sections for U ′ because q is measure preserving.
By Lemma 2.4.1, we get that the vectors
Φn(α) =
{
ξ′n(α) if α ∈ G(0)
0 else
are almost central in H. They are central for LS by Lemma 2.7.2.
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Hence by Anantharaman-Delaroche’s property (T) there is a norm one
vector Φ ∈ L2(G, H0) that is central for the whole of LG. By Lemma 2.4.2 it
follows that ξ′(x) = Φ(x) is an invariant unit section for U ′.
By Theorem 2.6.4, (Sq−1(y), νy) is ergodic for almost all y ∈ Q(0), and for
those y, ξ′|q−1(y) is essentially constant since it is invariant under S. So there
is a well-defined section ξ : Q(0) → H given by ξ ◦ q = ξ′. It has norm one
because q is measure preserving, and it is U -invariant by construction. Hence
Q has property (T).
For the other direction, let Q have property (T) and let H be an LG-
bimodule with almost central vectors that are central for LS.
Let H ′ ⊂ H be the subspace of vectors in H that are central for LS. H ′ is a
Hilbert space since the action is by continuous operators. It is invariant under
the conjugation action ξ 7→ uφξu∗φ of AutS(G) on H. To prove this we check
that uφξu
∗
φ with φ ∈ AutS(G) and ξ ∈ H ′ commutes with uψ for ψ ∈ Aut(S)
and with L∞(X), which together generate LS. By the definition of AutS(G)
we have u∗φuψuφ ∈ LS, which implies that
uψuφξu
∗
φu
∗
ψ = uφ(u
∗
φuψuφ)ξ(u
∗
φuψuφ)
∗u∗φ = uφξu
∗
φ.
Using L∞(X) ⊂ LS we get for all f ∈ L∞(X)
fuφξu
∗
φ = uφ(f ◦ φ)ξu∗φ = uφξ(f ◦ φ)u∗φ = uφξu∗φf.
H ′ is also invariant under left multiplication of L∞(X) ∩ LS ′ because for
ξ ∈ H ′, f ∈ L∞(X)∩LS ′, ψ ∈ Aut(S) and g ∈ L∞(X) we find fξ = fuψξu∗ψ =
uψfξu
∗
ψ and gfξ = fξg.
By Lemma 2.6.6 we have L∞(X) ∩ LS ′ ∼= L∞(Y ). So [Dix81, Theorem
II.6.2.2] gives a decomposition
H ′ =
∫
Y
Hy dν(y)
such that the action of L∞(Y ) is by pointwise multiplication.
For φ ∈ AutS(G), φ : X → X is also well-defined on the quotient, φ : Y → Y
because q ◦ φ : X → Y is [S]-invariant by Definition 2.6.1 and for a.e. y ∈ Y
(S|q−1(y), νy) is ergodic, so q ◦ φ is essentially constant on (q−1(y), νy).
Let now φ ∈ AutS(G) and c(uφ) : H ′ → H ′ be conjugation with uφ ∈
U(LG). For every A ⊂ Y we have for the corresponding projection pA ∈ L∞(Y )
c(uφ)pAξ = uφpAξu
∗
φ = pφ(A)uφξu
∗
φ = pφ(A)c(uφ)ξ.
So by [Dix81, Theorem II.2.5.1], c(uφ) is a diagonal operator from
∫
Hy dν(y)
to
∫
Hφ(y) dν(y):
c(uφ) =
∫
Y
c(uφ)y dν(y), for some c(uφ)y : Hy → Hφ(y).
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Let φn ∈ AutS G be the sections from Definition 2.6.2. Then for every α ∈ G
there is exactly one n such that φn(s(α)) ∈ Sα. Define U ′(α) : Hq(x) → Hq(y)
for α ∈ Gyx as
U ′(α) = c(uφn)q(x) for the φn with φn(s(α)) ∈ Sα. (2.4)
This is a groupoid homomorphism with S ⊂ ker(U ′) a.e. by Lemma 2.7.3,
which implies that U ′ = U ◦ q a.e. for a representation U of Q on H ′ by
Theorem 2.6.4.
Now let ξi ∈ H be almost central norm one vectors that are central for
the action of LS. Hence ξi ∈ H ′. Then the ξi are L2-almost invariant for
U by Lemma 2.7.4. So by Lemma 2.3.6 U has almost invariant sections and
property (T) of Q gives a non-zero ξ ∈ H ′ such that U(α)ξ(s(α)) = ξ(r(α))
for a.e. α ∈ Q. Since U ′ = U ◦ q, we get U ′(α)ξ(q(s(α))) = ξ(q(r(α))) for
a.e. α ∈ G and hence uφnξu∗φn = ξ for every n ∈ N. These uφn generate LG
together with LS, so since ξ is also central for LS, xξ = ξx for all x ∈ LG.
Lemma 2.7.2. Let 1 → S → G → Q → 1 be a strong extension of discrete
p.m.p. groupoids. Let U be a representation of Q and U ′ = U ◦ q. Let H be the
LG-bimodule corresponding to U ′ as constructed in 2.2 and let Φ ∈ H satisfy
supp(Φ) ⊂ G(0). Then Φ is central for LS.
Proof. The vector Φ is central for L∞(X) since supp(Φ) ⊂ X. Let ψ ∈ Aut(S).
Then
uψΦu
∗
ψ(α) =
∑
β∈Gr(α)
χim(ψ)(β)U
′(β)Φ(s(β))χim(ψ−1)(β
−1α)
The first factor is non-zero iff β = ψ(ψ−1(s(α))) and the last one iff ψ−1(s(α)) =
β−1α. So uψΦu∗ψ(α) is non-zero only if
α = βψ−1(s(α)) = ψ(ψ−1(s(α)))ψ−1(s(α)) = s(α).
Thus uψΦu
∗
ψ is again supported on X. For x ∈ X the above formula gives
uψΦu
∗
ψ(x) = (U ◦ q)(ψ(ψ−1(x)))Φ(x) = U(x)Φ(x) = Φ(x).
Lemma 2.7.3. The map U ′ : G → Iso(H ′) defined in (2.4) is a groupoid ho-
momorphism and S ⊂ ker(U ′) a.e..
Proof. For every φ ∈ Aut(G) let
Gφ = {α ∈ G|φ(s(α)) ∈ Sα}.
Then G = ⊔Gφn and Gφn = GφnS because if α ∈ Gφn and σ ∈ S are composable,
we get, using φn ∈ AutS(G),
φn(s(ασ))(ασ)
−1 = φn(s(σ))σ−1φn(s(α))−1φn(s(α))α−1 ∈ S. (2.5)
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Let now
Gn,m,k = GφnGφm ∩ Gφk .
Then G = ⋃n,m,k∈N Gn,m,k. If γ = αβ ∈ Gφγ with α ∈ Gφα and β ∈ Gφβ ,
φα, φβ, φγ ∈ {φn}n∈I , we find
φγ(s(β))β
−1α−1, φα(s(α))α−1 ∈ S,
so φγ(s(β))β
−1φα(s(α))−1 ∈ S. Conjugation with φ−1α ∈ AutS(G) gives
(φ−1α ◦ φγ)(s(β))β−1 ∈ S.
Together with φβ(s(β))β
−1 ∈ S this implies (φ−1α ◦ φγ)(s(β))φβ(s(β))−1 ∈ S
or, by conjugation with φ−1β ∈ AutS(G),
(φ−1β ◦ φ−1α ◦ φγ)(s(β))) ∈ S.
So we find that
φ−1m ◦ φ−1n ◦ φk|s(Gn,m,k) ∈ Aut(S)|s(Gn,m,k).
Extend it to a section ψ ∈ Aut(S) (This is possible for example by Claim in
the proof of [ST10, Lem. 3.2]). Then
uφk ps(Gn,m,k) = uφn◦φm◦ψ ps(Gn,m,k),
so using that H ′ is central for L∞(X) and that c(uψ) = idH′ we get
c(uφk)ps(Gn,m,k) = c(uφkps(Gn,m,k)) = c(uφn◦φm◦ψps(Gn,m,k)) = c(uφn◦φm)ps(Gn,m,k).
Since s(Gn,m,k) is, by (2.5), an [S]-invariant subset of X, we can also regard
it as a subset of Y = Q(0) and get c(uφn◦φm)y = c(uφk)y for almost every
y ∈ s(Gn,m,k), say for all y ∈ s(Gn,m,k) \ Yn,m,k with Yn,m,k of measure zero. If
µ(s(Gn,m,k)) = 0, we choose Yn,m,k = s(Gn,m,k). Moreover, define
Zn,m = {y ∈ Y | c(uφn◦φm)y 6= c(uφn)φm(y)c(uφm)y}.
Let now
Y ′ = Y \
( ⋃
n,m,k∈N
Yn,m,k ∪ Zn,m
)
.
Then µ(Y ′) = 1 because the Yn,m,k and Zn,m are all null sets. Now for γ = αβ
with s(β) ∈ Y ′ we have that
U ′(γ) = c(uφγ )q(s(β)) = c(uφα◦φβ)q(s(β)) = c(uφα)q(s(α))c(uφβ)q(s(β))
= U ′(α)U ′(β),
so U ′ : G → Iso(H ′) is a groupoid homomorphism.
S is almost surely in the kernel of U ′ because, by (2.5), Yn := s(Gφn ∩S) ⊂
Y , so for every n, φn|Yn = ψn|Yn for a ψn ∈ Aut(S). Hence c(uφn)y = c(uψn)y =
idHy for a.e. y ∈ Yn, say for y ∈ Yn \ Y ′n. Now SY ′ ⊂ ker(U ′) for the set
Y ′ = Y \ (⋃Y ′n) of full measure.
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Lemma 2.7.4. Let ξi ∈ H ′ as in Theorem 2.7.1 be almost central norm one
vectors. Then the ξi are L
2-almost invariant for U .
Proof. Let φ ∈ Aut(Q) be arbitrary and (φn)n∈I as before. Then q ◦ φn is
essentially constant on a.e. (q−1(y), νy) because φn(r(α))α ∈ Sφn(s(α)) for all
α ∈ S and (S|q−1(y), νy) is ergodic for a.e. y ∈ Y . Hence it can be viewed as a
section in Q.
Let Yn = {y ∈ Y |φ(y) = q ◦ φn(y)}. Then Y =
⊔
n∈I Yn since for all α ∈ G
there exists a unique n such that φn(s(α)) ∈ Sα and if q(φn(y)) = q(φm(n))
we have φn(x)φm(x)
−1 ∈ S for a.e. x ∈ q−1(y), hence φn(y) ∈ Sφm(y). Now∫
Y
‖U(φ(y))ξi(y)− ξi(φ(y))‖2Hφ(y)dν(y)
=
∑
n∈I
∫
Yn
‖U(q(φn(y)))ξi(y)− ξi(φ(y))‖2Hφ(y)dν(y)
=
∑
n∈I
∫
Yn
‖(uφnξiu∗φn)(φ(y))− ξi(φ(y))‖2Hφ(y)dν(y)
=
∫
Y
‖(uφξiu∗φ)(y)− ξi(y)‖2Hydν(y),
which goes to zero for i→∞ because the ξi are almost central.
Remark 2.7.5. [Moo82, Proposition 6.2.2] claims that equivalence relations R
have property (T) iff L∞(X) ⊂ LR has Moore’s (T), that is, for bimodules H
with
L∞(X)HLR =λ⊗id (L2(M)⊗H0)ρ⊗id
the existence of central vectors follows already from that of almost central
vectors that do not have to be L∞(X)-central. We do not see why this is true.
2.8 Rigidity for groupoid von Neumann alge-
bras
In [Ioa10], Adrian Ioana gives a sufficient condition for L∞(X) ⊂ LG to be
rigid.
Proposition 2.8.1 ([Ioa10, Proposition 2.2]). Let G be an ergodic discrete
p.m.p. groupoid such that there exists no sequence of measures νn ∈M(X×X)
such that
i) pi∗νn = µ for i = 1, 2,
ii) limn→∞
∫
X×X(f1 ⊗ f2) dνn =
∫
X
f1f2 dµ for all f1, f2 ∈ L∞(X),
iii) limn→∞ ‖(θ × θ)∗νn − νn‖ = 0 for all θ ∈ [G] and
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iv) νn(∆) = 0,
where ∆ is the diagonal in X ×X. Then L∞(X) ⊂ LG is rigid.
Ioana formulates this only for equivalence relations, but the above theorem
is what he actually shows. He also proves that if G is as in Example 2.1.1, the
other direction is true too: If L∞(X) ⊂ L∞(X)o Γ is rigid, then there are no
measures as in Proposition 2.8.1.
Together with Theorem 2.7.1 and Proposition 2.5.5 this gives a condition
in terms of the groupoid that implies that LG has property (T) and a charac-
terization when L∞(X)o Γ has property (T):
Theorem 2.8.2. If G is an ergodic discrete p.m.p. groupoid with property (T)
such that almost all Gxx are i.c.c. and such that there exists no sequence of
measures νn ∈M(X ×X) such that
i) pi∗νn = µ for i = 1, 2,
ii) limn→∞
∫
X×X(f1 ⊗ f2) dνn =
∫
X
f1f2 dµ for all f1, f2 ∈ L∞(X),
iii) limn→∞ ‖(θ × θ)∗νn − νn‖ = 0 for all θ ∈ [G] and
iv) νn(∆) = 0,
then LG has property (T).
L∞(X)oΓ has property (T) if and only if the groupoid XoΓ has property
(T) and the above conditions are fulfilled.
Question 2.8.3. Is the above sufficient condition for LG to have property (T)
also necessary for arbitrary groupoids?
Remark 2.8.4. It follows from [Lup17, Theorem 3.5] that for S ⊂ G discrete
p.m.p. groupoids with common unit space X, LS ⊂ LG is rigid if and only
if S ⊂ G has relative property (T) and L∞(X) ⊂ LG is rigid. Hence for the
question how to characterize property (T) of LG in terms of the groupoid it is
enough to study rigidity of the inclusion L∞(X) ⊂ LG.
Chapter 3
Disintegration rigidity for
invariant random positive
definite functions
In this chapter we define invariant random positive definite functions on dis-
crete groups and prove a rigidity result for them. As invariant random positive
definite functions will generalize both characters and Invariant Random Sub-
groups we first collect some information about these in the next two sections.
3.1 Characters on discrete groups
Let Γ be a discrete, countable group.
Definition 3.1.1. A function φ : Γ → C is called positive definite if for all
g1, . . . , gn ∈ Γ the matrix [φ(g−1j gi)] ∈ Mn(C) is positive or, equivalently, if φ
induces a state on CΓ.
Definition 3.1.2. A character τ ∈ Ch(Γ) is a conjugation-invariant positive
definite function on Γ normalized by τ(e) = 1.
A character is called extremal if it is not a non-trivial convex combination
of two different characters.
Theorem 3.1.3 ([Tho64b]). The characters of a given group Γ form a Cho-
quet simplex, i.e. every character can be uniquely decomposed as a convex
combination of extremal ones.
If φ is a positive definite function, then 〈g, h〉 = φ(h∗g) for g, h ∈ Γ extends
to a prescalar product on CΓ. Let H be the separated completion and denote
the image of δg in H again by δg. Then pi(g) : δh 7→ δgh extends uniquely to a
unitary operator pi(g) ∈ U(H). We get a unitary representation pi : Γ→ U(H)
such that δe ∈ H is cyclic and
φ(g) = 〈pi(g)δe, δe〉
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for all g ∈ Γ. The triple (H, pi, δe) is unique with these properties up to a
unitary. This is called the GNS construction of φ. Sometimes we will also call
the von Neumann algebra pi(Γ)′′ ⊂ B(H) the GNS construction of φ.
If φ = τ is a character, its GNS construction is a finite von Neumann algebra
with trace extending the character. We denote this trace again by τ and get
L2(pi(Γ)′′, τ) = H. In this case we also have a unitary right representation
ρ : Γ→ U(H), ρ(g) : δh 7→ δhg−1 .
Restricted to pi(Γ)′′ ⊂ L2(pi(Γ)′′, τ), the maps pi(g) and ρ(g) correspond to
x 7→ pi(g)x and x 7→ xpi(g−1) when x is viewed as an operator x ∈ B(H). In
particular,
Γ→ Aut(pi(Γ)′′), g 7→ (x 7→ pi(g)xpi(g−1)),
is a well-defined, trace-preserving action.
In the case of the regular character δe we get the group von Neumann
algebra LΓ as GNS construction.
Theorem 3.1.4 ([Tho64b]). Let τ be a character. Then it is extremal if and
only if pi(Γ)′′ ⊂ B(H) is a factor.
Definition 3.1.5. We say a character is of a certain type if its GNS construc-
tion is of this type in the sense of Definition 1.2.29.
Since the GNS construction of a character is finite, its type can only be I1
or II1 (or a combination if it is not extremal).
The following theorem characterizes all characters on S∞.
Theorem 3.1.6 ([Tho64a]). Every extremal character on S∞ is of the form
τα,β(g) =
∏
k≥2
s
rk(g)
k ,
where rk(g) is the number of cycles of length k in g, α = (αn)n∈N and β =
(βn)n∈N are sequences with αn ≥ αn+1 ≥ 0 and βn ≥ βn+1 ≥ 0 for all n ∈ N
and such that ∑
n∈N
αn +
∑
n∈N
βn ≤ 1
and the sk are given by
sk :=
∑
n∈N
αkn + (−1)k+1
∑
n∈N
βkn.
All such τα,β are extremal characters and τα,β = τα′,β′ implies α = α
′ and
β = β′.
All extremal characters on S∞ exept for the trivial character and the alter-
nating character are of type II.
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Remark 3.1.7. In the theorem the trivial character belongs to α = (1, 0, 0, . . . )
and β = 0, the alternating character belongs to α = 0 and β = (1, 0, 0, . . . )
and the regular character belongs to α = β = 0.
In contrast to S∞, higher rank lattices have only one type II character:
Theorem 3.1.8 ([Pet14]). Let Γ be an irreducible lattice in a higher-rank semi-
simple Lie group G with trivial center, property (T) and no compact factors.
Then every extremal character τ ∈ Ch(Γ) is of type I or the regular character
τ = δe.
Lemma 3.1.9 (Margulis). A group Γ as in Theorem 3.1.8 is i.c.c. (hence δe
is extremal).
Proof. Let N be the union of all finite conjugacy classes. Then N is normal
in Γ. Hence by Margulis’ normal subgroup theorem N is trivial or of finite
index. If it is trivial, then Γ is i.c.c..
As Γ is infinite with property (T) it is not amenable and hence not virtually
solvable. Hence by Tits’ alternative we get F2 ⊂ Γ. Clearly, F2 ∩N = {e}, so
F2 maps injectively into the quotient, which implies [Γ : N ] =∞.
3.2 Invariant Random Subgroups
The name “invariant random subgroup” in the following definition is due to
[AGV14]. However, the concept is much older and was, for example, studied
by Vershik in the 80s and by Stuck-Zimmer in the 90s. Invariant random
subgroups are a tool to study actions, but also behave similarly to normal
subgroups.
Definition 3.2.1. An invariant random subgroup (IRS) is a map given by
ϕ : Ω→ Sub(Γ), ω 7→ Stab(ω) = {γ ∈ Γ | γ.ω = ω},
for a measure preserving action Γ y (Ω, µ) on a standard probability space.
In fact, invariant random subgroups were originally defined as conjugation
invariant measures on Sub(Γ). One can show that this is equivalent to the
above definition [AGV14, Proposition 13]. We use this formulation because it
will fit with our definition of invariant random positive definite functions and
makes our notation easier.
If ϕ : Ω→ PD(Γ) is an IRS,
E[ϕ] : γ 7→ µ({ω| γ.ω = ω})
is a character.
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Example 3.2.2. Let Ω = {1, . . . , n}, let µ be the normalized counting measure
and Γ = Sn the symmetric group. Then ϕ(i) = {σ|σ(i) = i} for i ∈ Ω is an
IRS where E[ϕ] = tr is the normalized trace on matrices. The trace tr is not
an extremal character on Sn.
Theorem 3.2.3 (Stuck-Zimmer Theorem, [SZ94]). Let Γ be an irreducible
lattice in a higher-rank semi-simple Lie group G with trivial center, property
(T) and no compact factors. Then every ergodic IRS on an infinite probability
space is trivial (i.e., the action is essentially free).
Theorem 3.1.8 implies Theorem 3.2.3 [PT16, Theorem 3.2].
Definition 3.2.4. An action Γ y (Ω, µ) is totally nonfree if the σ-algebra
generated by the sets of fixed points σ({Ωg| g ∈ Γ}) coincides with the whole
σ-algebra on Ω.
Theorem 3.2.5 ([Ver10]). If ϕ is an ergodic, totally nonfree IRS, the GNS
construction of E[ϕ] is a factor, hence E[ϕ] is an extremal character.
We give a detailed proof as there is only a sketch in [Ver10].
Proof. Let R ⊂ Ω × Ω be the orbit equivalence relation of Γ y (Ω, µ). We
have a measure µR on R as defined in Section 2.1 and for g ∈ Γ we define
ug ∈ U(L2(R, µR)) to be given by ugf(x, y) = f(g−1.x, y). If ∆ denotes the
diagonal of Ω× Ω and χ∆ ∈ L2(R) its characteristic function, we have
〈ugχ∆, χ∆〉 = µ(Ωg) = E[ϕ](g).
Hence for H = span{ugχ∆}, M = {ug}′′ ⊂ B(H) is the GNS construction of
E[ϕ]. We show that M = LR, which is a factor because the action is ergodic.
As LR is generated by {ug| g ∈ Γ} and L∞(Ω, µ) we have to show that
L∞(Ω, µ) ⊂ M . For each ug ∈ M the spectral projection χ{1}(ug) also lies in
M . This is the projection in L∞(Ω) onto Ωg. As the fixed points sets generate
the σ-algebra, these projections generate L∞(Ω).
For Γ = S∞, many characters arise in this way.
Theorem 3.2.6 ([VK81]). Using the notation of Theorem 3.1.6, assume β =
0, let
δ = 1−
∑
n∈N
αn
and let Q = N unionsq [0, δ] with probability measure µ which is (αn)n∈N on N and
the Lebesgue measure on [0, δ]. Let Ω =
∏∞
1 Q with measure mα,0 =
∏∞
1 µ
and let S∞ act on (Ω,mα,0) by permutation of the coordinates.
Then τα,0 = E[ϕ] for this IRS ϕ.
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3.3 Definition and examples of invariant ran-
dom positive definite functions
The following definition was given by Miklo´s Abe´rt, Vadim Alekseev and An-
dreas Thom in 2016.
Definition 3.3.1. Let Γ be a discrete group. An invariant random positive
definite function (i.r.p.d.f. ) is a measurable Γ-equivariant map
ϕ : Ω→ PD(Γ),
where (Ω, µ) is a standard probabilitiy space with a measure preserving Γ-
action and PD(Γ) are the positive definite functions φ on Γ with φ(e) = 1 and
Γ-action given by (g.φ)(h) = φ(g−1hg) for φ ∈ PD(Γ) .
We often write ϕω for ϕ(ω).
Definition 3.3.2. An i.r.p.d.f. ϕ is called ergodic if the action Γ y (Ω, µ) is
ergodic.
We say ϕ is extremal if ϕ = cϕ1 + (1− c)ϕ2 for i.r.p.d.f.’s ϕi : Ω→ PD(Γ)
and c ∈ (0, 1) implies that ϕ1 = ϕ2 = ϕ.
When viewing the i.r.p.d.f.’s with given Γ y Ω as Γ-equivariant positive
definite functions ϕ : Γ → L∞(Ω, µ), they form a compact convex subset of
`∞(Γ, L∞(Ω, µ)) with the topology of pointwise weak∗ convergence. By the
Kre˘in–Milman Theorem, the space of these functions is then equal to the closed
convex hull of its extremal points. Hence as for characters, every i.r.p.d.f. is
the convex integral of extremal i.r.p.d.f.’s.
Example 3.3.3. Invariant Random Subgroups are i.r.p.d.f.’s because the sub-
groups Sub(Γ) of Γ are canonically embedded in PD(Γ) by taking the charac-
teristic function and the stabilizers of an action fulfill the invariance condition
in Definition 3.3.1.
As for Invariant Random Subgroups, if ϕ : Ω→ PD(Γ) is an i.r.p.d.f. ,
E[ϕ] =
∫
Ω
ϕω dµ(ω)
is a character.
Question 3.3.4. Does extremality of ϕ imply that E[ϕ] is extremal as a char-
acter?
Example 3.3.5. Let (S, λ) be the unit sphere in Cn with Lebesgue measure and
let Γ be a discrete subgroup of the unitary group U(n) acting on S in the
natural way. Then
ϕ : S → PD(Γ), ϕξ(γ) = 〈γ.ξ, ξ〉 ∀ξ ∈ S, γ ∈ Γ
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is an i.r.p.d.f. for which E[ϕ] = tr is the normalized trace on matrices, which
is an extremal character on Γ iff Γ generates Mn(C) as an algebra. For such Γ,
ϕ is an extremal i.r.p.d.f..
Example 3.3.6. Let (S1, λ) be the circle with Lebesgue measure and trivial
action of Z. Then
ϕ : S1 → PD(Z), ϕz(n) = zn
is an i.r.p.d.f. with E[ϕ] = δe. Here δe is not extremal and ϕz is an extremal
character for every z ∈ S1. In this way every decomposition of a non-extremal
character into extremal ones gives an i.r.p.d.f. with trivial action.
Example 3.3.7. Let G be a compact group with Haar measure µ and Γ <
G. Let Γ act on G by left multiplication. Let pi : G → U(H) be a unitary
representation and ξ ∈ H a unit vector. Then
ϕξ : (G, µ)→ PD(Γ), ϕξg(h) = 〈pi(hg)ξ, pi(g)ξ〉
is an i.r.p.d.f.. If pi : G→ U(Cn) is irreducible and Γ is dense, then E[ϕξ](γ) =
tr(pi(γ)), which is an extremal character on Γ, and ϕξ is ergodic and extremal.
Example 3.3.7 shows that, in contrast to the situation for characters, the
decomposition of an i.r.p.d.f. into extremal i.r.p.d.f.’s is not unique: Take an
irreducible representation pi : G→ U(Cn), an orthonormal basis (ξi) of Cn and
Γ < G dense. Then
n∑
i=1
1
n
ϕξi ≡ tr ◦pi.
For different bases we get different ϕξi ’s, so this gives different convex decom-
positions of the constant i.r.p.d.f. tr ◦pi into extremal i.r.p.d.f.’s..
Theorem 3.3.8 ([VK81], Theorem 3). In the notation of Theorem 3.1.6, let
δ = 1−
∑
n∈N
αn −
∑
n∈N
βn,
N+ = N− = N and Q = N+ unionsq N− unionsq [0, δ] with the probability measure µ which
is (αn)n∈N on N+, (βn)n∈N on N− and the Lebesgue measure on [0, δ]. Then
let Ω =
∏∞
1 Q with the measure mα,β =
∏∞
1 µ and let S∞ act on (Ω,mα,β) by
permutation of the coordinates.
For g ∈ S∞ and ω ∈ Ω define sgn(g, ω) to be 1 if∏
(i,j):ωi,ωj∈N−, i<j
(g(j)− g(i))
is positive and −1 otherwise. This fulfills the cocycle identity
sgn(gh, ω) = sgn(h, ω) sgn(g, h.ω). (3.1)
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Let
ϕω(g) =
{
sgn(g, ω) if g.ω = ω,
0 if g.ω 6= ω.
Then τα,β = E[ϕ].
The following theorem proves that the above ϕ is an i.r.p.d.f.. If β is
non-trivial, then ϕ is not an IRS.
Theorem 3.3.9. Let Γ y (Ω, µ) be a p.m.p. action and c : Γ × Ω → S1 a
cocycle as in (3.1). Then
ϕω(g) =
{
c(g, ω) if g.ω = ω,
0 if g.ω 6= ω,
is an i.r.p.d.f..
If c is not constantly 1, ϕ is not an IRS because it takes values outside
{0, 1}.
Proof. To show that ϕ is invariant we need that c(g, hω) = c(h−1gh, ω) if
h−1gh.ω = ω. By the cocycle identity we have
1 = c(1, ω) = c(h−1h, h−1gh.ω) = c(h, ω)c(h−1, gh.ω)
and hence
c(h−1gh, ω) = c(h, ω)c(h−1g, h.ω) = c(h, ω)c(g, h.ω)c(h−1, gh.ω) = c(g, h.ω).
Now we show that ϕω is positive definite for a.e. ω ∈ Ω. Let R ⊂ Ω × Ω
be the orbit equivalence relation of Γ y (Ω, µ), equipped with the measure as
in Chapter 2. Then pi : Γ→ U(L2(R)), given by
(pi(g)ξ)(x, y) = c(g, x)ξ(g.x, y)
is a unitary representation and for every X ⊂ Ω we find a vector ξX =
χ{(x,x)|x∈X} ∈ L2(R) such that∫
X
ϕω(g) = 〈pi(g)ξX , ξX〉 .
Hence for every a ∈ CΓ we have∫
X
ϕω(a
∗a) ≥ 0
for all X ⊂ Ω and hence ϕω(a∗a) ≥ 0 almost everywhere.
The i.r.p.d.f.’s in Theorem 3.3.9 are supported on an IRS in the sense that
ϕω(γ) = 0 if γ.ω 6= ω.
Question 3.3.10. Is every i.r.p.d.f. ϕ such that E[ϕ] is of type II supported on
an IRS ?
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3.4 Invariant random positive definite func-
tions and von Neumann algebras
In this section we translate i.r.p.d.f.’s into the language of von Neumann al-
gebras in order to be able to use von Neumann methods to study them in the
next section.
Fix a discrete group Γ, a character τ ∈ Ch(Γ) and an ergodic, measure
preserving action α : Γ y (Ω, µ) on a standard probability space. Let A :=
L∞(Ω, µ) and write again α for the corresponding action on A. Let pi : Γ →
U(H) be the GNS representation of τ .
Lemma 3.4.1. Let ϕ be an i.r.p.d.f. with E[ϕ] = τ and for each ω ∈ Ω let
(piω, Hω, ξω) be the GNS construction of ϕω. Let
Hϕ :=
∫ ⊕
Ω
Hω dµ(ω)
be the direct integral of Hilbert spaces, ξ = (ξω)ω∈Ω ∈ Hϕ and
piϕ =
∫ ⊕
Ω
piω dµ(ω) : Γ→ B(Hϕ)
the direct integral of representations. Then piϕ(Γ)
′′ ∼= pi(Γ)′′ with isomorphism
taking piϕ(γ) to pi(γ) for all γ ∈ Γ.
Proof. Let p ∈ B(Hϕ) be the orthogonal projection onto the cyclic represen-
tation of ξ. Then p ∈ piϕ(Γ)′. As E[ϕ] = τ we have
〈piϕ(γ)ξ, ξ〉 =
∫
Ω
〈piω(γ)ξω, ξω〉 dµ(ω) =
∫
Ω
ϕω(γ) dµ(ω) = τ(γ)
for all γ ∈ Γ. So (p(Hϕ), piϕ, ξ) is a GNS triple for τ and therefore by uniqueness
of the GNS construction
pi(Γ)′′ ∼= (p piϕ(Γ) p)′′ = p(piϕ(Γ))′′
with isomorphism taking pi(γ) to ppiϕ(γ) for all γ ∈ Γ. Now we show that
Φ: (piϕ(Γ))
′′ → p(piϕ(Γ))′′, x 7→ px,
is an isomorphism. It is clearly a surjective homomorphism. For injectivity let
x ∈ (piϕ(Γ))′′ with Φ(x∗x) = px∗xp = 0. Then for all a ∈ CΓ we have
0 = 〈x∗xpiϕ(a)ξ, piϕ(a)ξ〉 =
∫
Ω
〈(x∗x)ωpiω(a)ξω, piω(a)ξω〉 dµ(ω)
and therefore 〈(x∗x)ωpiω(a)ξω, piω(a)ξω〉 = 0 for almost all ω ∈ Ω. But piω(CΓ)ξω
is dense in Hω, so (x
∗x)ω = 0 for almost all ω. Hence x = 0 and Φ is injective.
Composing the two isomorphisms we get pi(Γ)′′ ∼= ppiϕ(Γ)′′ ∼= piϕ(Γ)′′ with
isomorphism mapping pi(γ) to piϕ(γ).
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Lemma 3.4.2. Let M := (A∪piϕ(Γ))′′ =
∫ ⊕
Ω
piω(Γ)
′′dµ(ω). Then M is a finite
von Neumann algebra.
Proof. Let u ∈ M be such that u∗u = 1. By the Kaplansky Density Theorem
we find a sequence of finite sums
tn =
∑
i
pn,ixn,i
converging to u in the strong∗ topology such that ‖tn‖ ≤ 1 for all n, pn,i ∈ A
are mutually orthogonal projections for fixed n and xn,i ∈ piϕ(Γ)′′. We then
have t∗ntn
s∗→ 1 since the strong* topology is jointly continuous on bounded
sets. Hence |tn| s
∗→ 1 by [Tak02, Lemma II.4.6]. Letting
f(t) :=
{
1− 2t, 0 6 t 6 1/2,
0, 1/2 6 t 6 1,
we obtain (again by [Tak02, Lemma II.4.6]) f(|tn|) s
∗→ 0, and therefore |tn| +
f(|tn|) s
∗→ 1. However, as 1/2 6 t + f(t) 6 1 on [0, 1], we also have 1/2 6
|tn|+ f(|tn|) 6 1.
Let tn = un|tn| be the polar decomposition of tn. Then we have
un(|tn|+ f(|tn|)) s
∗→ u
because f(|tn|) s
∗→ 0. On the other hand, |tn| + f(|tn|) is invertible with the
inverse bounded by 2 and (|tn| + f(|tn|))−1 s
∗→ 1 again by [Tak02, Lemma
II.4.6]. Therefore,
un = un(|tn|+ f(|tn|))(|tn|+ f(|tn|))−1 s
∗→ u. (3.2)
Let xn,i = vn,i|xn,i| be the polar decomposition of xn,i. Then
un =
∑
i
pn,ivn,i (3.3)
because using that A commutes with piϕ(Γ)
′′ and that the pn,i are mutually
orthogonal we get that
|tn| =
∑
i
pn,i|xn,i|,
and hence (∑
i
pn,ivn,i
)
|tn| =
∑
i
pn,ivn,i|xn,i| =
∑
i
pn,ixn,i = tn.
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Now (3.3) and (3.2) imply that
u∗nun =
∑
i
pn,iv
∗
n,ivn,i
s∗→ 1,
and therefore ∑
i
pn,i
s∗→ 1. (3.4)
Since piϕ(Γ)
′′ ∼= pi(Γ)′′ is finite, there exist partial isometries wn,i ∈ piϕ(Γ)′′
such that un,i = vn,i + wn,i are unitaries. Let qn,i := w
∗
n,iwn,i be the source
projections of the wn,i. Then∑
i
pn,iqn,i =
∑
i
pn,i(1− v∗n,ivn,i) ≤ 1−
∑
i
pn,iv
∗
n,ivn,i = 1− u∗nun s
∗→ 0,
and therefore ∑
i
pn,iwn,i =
(∑
i
pn,iwn,i
)(∑
i
pn,iqn,i
)
s∗→ 0.
Thus by (3.3) ∑
i
pn,iun,i = un +
∑
i
pn,iwn,i
s∗→ u,
and therefore, since the un,i are unitaries,∑
i
pn,i =
∑
i
pn,iun,iu
∗
n,i
s∗→ uu∗.
Hence uu∗ = 1 by (3.4), which means that M is finite.
Lemma 3.4.3. If τ is extremal, we have M ∼= A⊗piϕ(Γ)′′ with isomorphism
taking xa ∈M to a⊗ x ∈ A⊗piϕ(Γ)′′ for all a ∈ A and x ∈ piϕ(Γ)′′.
Proof. Since M is finite by the previous lemma, there exists a normal faithful
conditional expectation E : M → piϕ(Γ)′′. Since piϕ(Γ)′′ and A commute and
E is piϕ(Γ)
′′-linear,
E(a) = E(piϕ(γ)apiϕ(γ
−1)) = piϕ(γ)E(a)piϕ(γ−1)
for all γ ∈ Γ and a ∈ A. Thus, E(A) is contained in the center of piϕ(Γ)′′ ∼=
pi(Γ)′′, which is equal to C since τ is extremal. Now the claim follows from
[Str81, Theorem 9.12].
On M resp. L1(M) we define a Γ-action θ by
θγ(a⊗m) = αγ(a)⊗ pi(γ)mpi(γ−1).
By M θ resp. L1(M)θ we denote the elements that are invariant under θ.
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Proposition 3.4.4. Given an ergodic action and an extremal character τ ∈
Ch(Γ) there is a one-to-one correspondence between i.r.p.d.f.’s ϕ : Ω→ PD(Γ)
with E[ϕ] = τ and positive selfadjoint elements f ∈ L1(M)θ with ∫
Ω
fω dµ(ω) =
1 such that
ϕω(γ) = τ(pi(γ)fω).
Proof. By Lemma 3.4.1 and Lemma 3.4.3, we have pi(Γ)′′ ∼= piω(Γ)′′ for a.e.
ω ∈ Ω with the canonical isomorphism sending pi(γ) to piω(γ) for each γ ∈ Γ.
As ϕω(γ) = 〈piω(γ)ξω, ξω〉, we can extend it to
ϕω : piω(Γ)
′′ → C, x 7→ 〈xξω, ξω〉 ,
which is a positive normal functional on piω(Γ)
′′ and therefore on pi(Γ)′′. So by
Theorem 1.2.38 there exists a unique positive element fω ∈ L1(pi(Γ)′′, τ) such
that ϕω(x) = τ(xfω) for all x ∈ pi(Γ)′′. Let f : Ω → L1(pi(Γ)′′), ω 7→ fω. To
see that f is θ-invariant, we calculate
τ(pi(γ)fαγ′ (ω)) = ϕαγ′ (ω)(γ) = ϕ(γ
′−1γγ′) = τ(pi(γ)pi(γ′)fωpi(γ′−1)),
so α−1γ′ (f)ω = fαγ′ (ω) = pi(γ
′)fωpi(γ′−1) for all γ′ ∈ Γ by uniqueness of f ,
hence θ(f) = f . It follows that ‖fω‖1 is Γ-invariant and hence constant, so
f ∈ L1(M)θ. We have for all γ ∈ Γ
τ
(
pi(γ)
∫
fω dµ(ω)
)
=
∫
τ (pi(γ)fω) dµ(ω) =
∫
ϕω(γ) dµ(ω) = τ(pi(γ)),
hence
∫
fω dµ(ω) = 1. By [Lu¨c02, Lemma 8.3 (3)], f is a selfadjoint operator.
Conversely it is easy to check that such an f defines an i.r.p.d.f. ϕ with
E(ϕ) = τ by ϕω(γ) = τ(pi(γ)fω).
Remark 3.4.5. i) If ϕ is as in Example 3.3.5 with Γ big enough so that ϕ is
extremal, we have f : S → Mn(C) with fξ the orthogonal projection on
span(ξ).
ii) Similarly, if Γ in Example 3.3.7 is dense and pi irreducible, we find f : G→
Mn(C) where fg is the orthogonal projection on span(pi(g)ξ).
iii) The i.r.p.d.f. in Example 3.3.6 is not of the form as in Proposition 3.4.4.
Hence the ergodicity and extremality assumptions are necessary (or at
least one of them is).
Lemma 3.4.6. In fact, for f ∈ L1(M)θ as in Proposition 3.4.4 the condition
that
∫
Ω
fω dµ(ω) = 1 is equivalent to τM(f) = 1, where τM =
∫
Ω
⊗ τ is the
trace on M .
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Proof. Let f be constructed from ϕ as above. Then
τM(f) =
∫
Ω
τ(fω) dµ(ω) =
∫
Ω
ϕω(e) dµ(ω) =
∫
Ω
1 dµ(ω) = 1.
For the other direction let first p ∈M θ be a projection. Then
τ(γ) = τ
(
pi(γ)
∫
pω dµ(ω)
)
+ τ
(
pi(γ)
∫
(1− p)ω dµ(ω)
)
is a convex decomposition into two characters. So by extremality of τ ,∫
pω dµ(ω) = τM(p) · 1.
Now let f ∈ L1(M)θ be positive selfadjoint with τM(f) = 1. Then it follows
from the above and the spectral theorem for f that
∫
fω dµ(ω) = τM(f) ·1 = 1.
Lemma 3.4.7. For τ extremal and α ergodic the extremal i.r.p.d.f.’s ϕ given
α and E[ϕ] = τ correspond to minimal projections in M θ. M θ is a direct sum
of matrix algebras.
Proof. Let ϕ : Ω → PD(Γ) be an extremal i.r.p.d.f. and f ∈ L1(M)θ as in
Proposition 3.4.4 such that τ(fωpi(γ)) = ϕω(γ) for a.e. ω ∈ Ω and all γ ∈ Γ.
Assume that f is not a scalar multiple of a projection. Then there is a c ∈ R+
such that
f<c := χ([0, c))f and f≥c := χ([c,∞))f,
are both nonzero with χ(I) denoting the spectral projection on I. These are
again positive elements in M θ hence τM(f
<c)−1f<c and τM(f≥c)−1f≥c define
two different i.r.p.d.f.’s ϕ<c and ϕ≥c such that
ϕ = τM(f
<c)ϕ<c + τM(f
≥c)ϕ≥c
contradicting the extremality of ϕ. So f = τM(p)
−1p for some projection
p ∈ M θ. If p is not minimal in M θ, say q < p and q ∈ M θ, then again q
and p− q define two i.r.p.d.f.’s such that a convex combination gives ϕ, which
contradicts extremality.
Conversely every minimal projection p ∈ M θ gives an extremal i.r.p.d.f. ϕ
because if there was a decomposition ϕ = cϕ1+(1−c)ϕ2 for some 0 < c < 1 and
different i.r.p.d.f.’s ϕi, this would give different positive elements f1, f2 ∈ M θ
such that τM(p)
−1p = cf1 + (1 − c)f2, which is not possible for a minimal
projection p.
Since the set of i.r.p.d.f.’s is the closed convex hull of its extremal points,
every positive trace 1 element of M θ is a convex integral of minimal projections.
This means M θ is generated by its minimal projections, hence by Theorem
1.2.30 it is of type I with no diffuse part, i.e., Z(M θ) = L∞(X,µ) such that
every point in X has positive mass. Since it is also finite, it follows that M θ
is a (maybe infinite) direct sum of matrix algebras.
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Remark 3.4.8. Let Γ, τ, α be fixed as in Proposition 3.4.4. Then
i) As M θ is a direct sum of matrix algebras every i.r.p.d.f. ϕ with E[ϕ] = τ
is a convex combination of countably many extremal ones.
ii) M θ = C iff the constant i.r.p.d.f. τ is the only one with E[ϕ] = τ , i.e., τ
is disintegration rigid. This is also equivalent to the constant τ being an
extremal i.r.p.d.f..
iii) M θ is abelian iff the decomposition of i.r.p.d.f.’s with E[ϕ] = τ into
extremal ones is unique.
iv) M θ is finite-dimensional iff every i.r.p.d.f. is a finite convex sum of ex-
tremal ones.
3.5 Disintegration rigidity of the regular char-
acter on i.c.c. groups
In this section we show the following theorem.
Theorem 3.5.1. Let Γ be an i.c.c. group. Let ϕ : Ω→ PD(Γ) be an i.r.p.d.f. on
Γ with E[ϕ] = δe. Then ϕ(ω) = δe for almost every ω ∈ Ω.
Definition 3.5.2. If the conclusion of the theorem holds, we say (Γ, δe) is
disintegration rigid.
Remark 3.5.3. Theorem 3.1.6, Remark 3.1.7 and Theorem 3.3.8 show that the
regular character, the trivial character and the alternating character are the
only disintegration rigid characters on S∞. Indeed, if S∞ y (Ω,mα,β) is the
action from Theorem 3.3.8 such that τα,β is none of these three characters, we
have 0 < α1 < 1 or 0 < β1 < 1. Assume w.l.o.g. that 0 < α1 < 1. Then for
every nontrivial g ∈ S∞ and j ∈ supp(g) = {j| g(j) 6= j}
0 < mα,β ({ω ∈ Ω|ωi = 1 ∈ N+ ∀i ∈ supp(g)})
≤ mα,β ({ω ∈ Ω| g.ω = ω})
≤ 1−mα,β ({ω ∈ Ω|ωj = 1 ∈ N+, g.ωj 6= 1 ∈ N+}) < 1.
Hence the ϕ in Theorem 3.2.6 is non-constant with E[ϕ] = τα,β.
The trivial and the alternating character are clearly disintegration rigid
because every positive definite function takes values in the unit disk, and
thus, if an i.r.p.d.f. intergrates to a character which takes values only on the
boundary of the unit disk, the i.r.p.d.f. has to be constant.
Definition 3.5.4. A trace-preserving action on a finite von Neumann algebra
Γ → Aut(M) is called weakly mixing if C1ˆ is the only finite-dimensional, Γ-
invariant subspace in L2(M).
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The following lemma might be known to experts.
Lemma 3.5.5. Let Γ be an i.c.c. group. Then the conjugation action on LΓ
is weakly mixing.
Proof. Let Γ = {γj| j ∈ N} be an enumeration of Γ. Assume Cδe 6= H ⊂
`2(Γ) is an Γ-invariant, finite-dimensional subspace and let {ξ1, . . . , ξn} be an
orthonormal basis of H such that ξ1 /∈ Cδe. Then for every ε > 0 there is a
K ∈ N such that∥∥∥∥∥ξj −
K∑
i=1
〈ξj, δγi〉 δγi
∥∥∥∥∥ < ε for all j = 1, . . . , n. (3.5)
Let F = {γ1, . . . , γK}. Then by [CSU16, Proposition 3.4] there exists a γ ∈ Γ
such that
γFγ−1 ∩ F ⊂ {e}. (3.6)
Let HF := span(F ) and PF the orthogonal projection on HF .
As {γξ1γ−1, . . . , γξnγ−1} is again an orthonormal basis of H we have cj ∈ C
with
∑n
j=1 |cj|2 = 1 such that
ξ1 =
n∑
j=1
cjγξjγ
−1 =
n∑
j=1
cj
(
K∑
i=1
〈ξj, δγi〉 δγγiγ−1 +
∞∑
i=K+1
〈ξj, δγi〉 δγγiγ−1
)
.
We have
∑K
i=1 〈ξj, δγi〉 δγγiγ−1 ∈ H⊥F +Cδe because of (3.6), which together with
(3.5) implies
‖PF (ξ1)‖ ≤ | 〈ξ1, δe〉 |+
∥∥∥∥∥PF
(
n∑
j=1
cj
∞∑
i=K+1
〈ξj, δγi〉 δγγiγ−1
)∥∥∥∥∥
≤ | 〈ξ1, δe〉 |+ ε
n∑
j=1
|cj|
≤ | 〈ξ1, δe〉 |+ nε.
Since ‖PF (ξ1)‖ > 1 − ε by (3.5), we get a contradiction when choosing ε <
n−1(1− | 〈ξ1, δe〉 |).
Definition 3.5.6. We call an extremal character conjugation weakly mixing if
the conjugation action on its GNS construction is weakly mixing.
Question 3.5.7. Which other characters are conjugation weakly mixing?
The following theorem implies Theorem 3.5.1.
Theorem 3.5.8. Let τ be a conjugation weakly mixing character on Γ. Then
(Γ, τ) is disintegration rigid.
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Proof. We first assume that α is ergodic. An action on a finite von Neumann
algebra σ : Γ y N is weakly mixing if and only if for every action α : Γ y
A on a finite von Neumann algebra one has (A⊗N)(α⊗σ) = Aα ⊗ 1 [Vae07,
Proposition D.2]. So if we take A = L∞(Ω) as in Section 3.4 and N = pi(Γ)′′,
Lemma 3.5.5 implies that
M θ = (A⊗N)(α⊗conj(pi)) = Aα = C.
τ is extremal because if the conjugation action is weakly mixing, it must be
ergodic, hence the GNS construction is a factor. Hence by Proposition 3.4.4
every i.r.p.d.f. ϕ with E[ϕ] = τ is given by an element in M θ, which proves the
statement in the ergodic case.
The general case follows by ergodic decomposition: Let ϕ be an i.r.p.d.f. with
E[ϕ] = τ . Then the restriction to the ergodic components defined after The-
orem 1.3.17 are ergodic i.r.p.d.f.’s. The expectation values of these ergodic
i.r.p.d.f.’s integrate to τ by 1.3.17 iii) and are therefore by extremality µ-
almost surely equal to τ . Hence we can apply the statement to them and get
that they are constantly τ ν-almost surely, which by 1.3.17 iii) implies that ϕ
is constantly τ µ-almost surely.
Chapter 4
A rigidity result for regular
subfactors
4.1 A question about regular subfactors of the
von Neumann algebra of lattices in higher-
rank groups
In this chapter we study possible analogues of Margulis’ Normal Subgroup
Theorem [Mar91, Theorem IX.5.3] in the setting of subfactors.
Theorem 4.1.1 (Margulis’ Normal Subgroup Theorem). Let Γ be an irre-
ducible lattice in a higher-rank simple Lie group G with trivial center. Then
every normal subgroup of Γ is trivial or of finite index.
A typical example of such a group is PSL(n,Z) ⊂ PSL(n,R) for n ≥ 3.
Remark 4.1.2. Margulis’ Normal Subgroup Theorem follows from Peterson’s
Character Rigidity Theorem (Theorem 3.1.8) as follows. Given a normal sub-
group N < Γ, the characteristic function χN is a character on Γ with GNS
representation pi = λΓ/N ◦ p, where p : Γ→ Γ/N is the quotient map and λΓ/N
is the left regular representation of Γ/N . By the Character Rigidity Theorem
and decomposition of the character into extremal ones, pi is the direct sum of
a type I representation and possibly the left regular representation of Γ. If it
contains the left regular representation of Γ, it is injective, hence N is trivial.
Otherwise L(Γ/N) is of type I which implies that Γ/N is virtually abelian
[Lu¨c97, Lemma 3.3] and hence amenable. Since it also has property (T), it
must be finite dimensional.
Definition 4.1.3. An inclusion of von Neumann algebras N ⊂ M is regular
if the normalizer of N generates M , i.e., NM(N)′′ = M .
Question 4.1.4. Is it true that, maybe under some extra conditions, if Γ is as
above and N ⊂ LΓ a regular subfactor then N = C or [LΓ : N ] <∞?
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This question has probably been asked before, but we couldn’t find it in
the literature.
In the following we restrict our attention to the situation where the image
of Γ is not only in NM(N)′′, but even in NM(N) in order to make the question
accessible to Peterson’s methods from the proof of character rigidity (Theorem
3.1.8). We allow subfactors in von Neumann algebras than bit more general
than LΓ.
Assumption. For the rest of this chapter let Γ be a lattice in a simple real
Lie group G which has trivial center and real rank at least 2. Let M be a finite
factor, N ⊂M a subfactor and pi : Γ→ NM(N) a representation of Γ into the
normalizer of N such that the action Γ y M given by αγ(x) = pi(γ)xpi(γ−1)
is ergodic and M = (N ∪ pi(Γ))′′.
Example 4.1.5. M = LΓ with λ : Γ → LΓ the left regular representation and
N ⊂ LΓ a subfactor which is normalized by λ(Γ) is as in the assumption. M
is a factor and the conjugation action is ergodic because Γ is i.c.c. (Lemma
3.1.9).
Remark 4.1.6. It should be possible to do everything in this chapter with the
same assumptions on Γ as in Theorem 3.1.8. We restrict ourselves to the
simple real case to avoid some technicalities.
4.2 Peterson machine with coefficients in N
In this section we adjust the proof of Peterson’s character rigidity theorem in
[Pet14] and [Pet16] to the situation described above by putting coefficients in
N into it. Setting N = C gives back the proof of character rigidity.
We will need a bunch of subgroups, which we first define in the case of
G = SL(n,R).
Example 4.2.1. For G = SL(n,R) let P be the subgroup of upper triangular
matrices and V the subgroup of upper triangular matrices with 1 on the diag-
onal. Fix numbers 0 = j0 < j1 < j2 < · · · < jk = n. We define now subgroups
consisting each of all block matrices in SL(n,R) of a certain structure:
P0 :=


A11 A12 . . . A1k
0 A22 . . . A2k
...
...
. . .
...
0 0 . . . Akk

 , V0 :=


1 A12 . . . A1k
0 1 . . . A2k
...
...
. . .
...
0 0 . . . 1

 ,
R0 :=


A11 0 . . . 0
0 A22 . . . 0
...
...
. . .
...
0 0 . . . Akk

 , L0 :=


V11 0 . . . 0
0 V22 . . . 0
...
...
. . .
...
0 0 . . . Vkk

 ,
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where Ail are arbitrary matrices of size (ji − ji−1) × (jl − jl−1), Vii are upper
triangular matrices with 1 on the diagonal and 1 is an identity matrix of fitting
size.
For each of these subgroups we denote by P , V , ect. the corresponding
transposed subgroup.
Definition 4.2.2. For general G, let S be an R-split maximal torus, P a
minimal parabolic subgroup containing S and V < P its unipotent radical.
Let P be the opposite parabolic and V its unipotent radical. Let P0 be another
parabolic subgroup s.t. P < P0  G. Let V0 be the unipotent radical of P0
and P0, V0 the corresponding opposite subgroups. Let R0 be the reductive
component of P0 containing S so that P0 = R0 o V0 and L0 = R0 ∩ V . Then
V = V0 o L0. See [Mar91, I.1.2] for the definitions.
We have the following commuting diagram:
V = V0 o L0 V0
G/P G/P0.
(v,l) 7→v
v 7→vP v 7→vP0
gP 7→gP0
Lemma 4.2.3. The vertical maps map measures in the class of the Haar
measure to G-quasiinvariant measures. They are measure isomorphisms when
equipping the quotient spaces with these measures.
Proof. Let µV be a left Haar measure on V and let λ ∈M(G/P ) be the image
of µV . This defines by [Bou04, Proposition VII.2.1.4] a measure λ
# on G given
by ∫
G
fdλ# =
∫
G/P
∫
P
f(gp)dµP (p)dλ(gP ),
where µP is a left Haar measure on P . By [Mar91, Lemma IV.2.2], the map
(V × P, µV ⊗ µP ) → (G, µG), (v, p) 7→ vp−1, is a homeomorphism onto the
image and a measure isomorphism, µG being a suitably normalized left Haar
measure on G. This implies that λ# = (1V ⊗ ∆P ) · µG, where ∆P is the
modular function on P . It follows by [Bou04, Lemma VII.2.5.4] that λ is
G-quasiinvariant. Now the same follows for the images of measures that are
strongly equivalent to Haar measure and analogously for such measures on V0.
The vertical maps are then measure isomorphisms because they map the
measures to each other and are injective.
Let ν and ρ be probability measures on V0 resp. L0 in the class of the Haar
measure; the image of ν on G/P0 is still denoted by ν. We equip V = V0oL0
with the product measure ν × ρ.
Let G act on V and V0 in the way that makes the above diagram G-
equivariant. This transforms the action of V on G/P to left multiplication on
V and the action of R0 on G/P to the action induced by conjugation on V .
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Let σ be the corresponding action of Γ on L∞(G/P ) and σ0 the corre-
sponding Koopman representation on L2(G/P ). Let
P1 := 1⊗ P1ˆ ∈ L∞(G/P )⊗B(L2M),
where P1ˆ is the orthogonal projection on C1ˆ ⊂ L2M with M as in the assump-
tion. Let
B := (L∞(G/P )⊗B(L2M)) ∩ {σγ ⊗ (Jpi(γ)J)|γ ∈ Γ}′ ∩ (1⊗ JNJ)′.
Lemma 4.2.4. There exists a conditional expectation
E : (L∞(G/P )⊗B(L2M)) ∩ (1⊗ JNJ)′ → B.
Proof. Let H = L2(M) and let θ : Γ → Aut(B(H)) be conjugation with
Jpi(·)J . Let θ˜ be the induced action of G on L∞(G/Γ)⊗B(H) as in Defi-
nition 1.3.20 with a section s : G/Γ → G and χ : G × G/Γ → Γ given by
χ(g, x) = s(gx)−1gs(x). θ˜ is also well-defined on L∞(G/Γ)⊗B(H)∩(1⊗JNJ)′,
which we view as bounded functions from G/Γ to B(H)∩ (JNJ)′. To see this
let f ∈ L∞(G/Γ)⊗(B(H) ∩ (JNJ)′), x ∈ G/Γ, n ∈ N , g ∈ G, γ = χ(g, g−1x)
and calculate
θ˜g(f)(x)JnJ = Jpi(γ)Jf(g
−1x)Jpi(γ−1)JJnJ
= Jpi(γ)Jf(g−1x)Jαγ−1(n)JJpi(γ−1)J
= Jpi(γ)JJαγ−1(n)Jf(g
−1x)Jpi(γ−1)J
= JnJJpi(γ)Jf(g−1x)Jpi(γ−1)J
= JnJθ˜g(f)(x).
P is amenable [Mar91, IV.4.4], hence [Pet16, Theorem 7.4] gives that there
is a conditional expectation
E : L∞(G/Γ)⊗ (B(H) ∩ (JNJ)′)→ (L∞(G/Γ)⊗ (B(H) ∩ (JNJ)′))θ˜(P )
= (L∞(G/Γ)⊗B(H))θ˜(P ) ∩ (1⊗ JNJ)′.
But
(L∞(G/Γ)⊗B(H))θ˜(P ) ∼= (L∞(G)⊗B(H))(L⊗id(P ))×(R⊗θ(Γ))
∼= (L∞(G)⊗B(H))(R⊗id(P ))×(L⊗θ(Γ))
∼= (L∞(G/P )⊗B(H))σ⊗θ(Γ).
Here the first isomorphism is the map Ψ given in Remark 1.3.21 and the second
isomorphism is f 7→ (g 7→ f(g−1)). Thus
(L∞(G/Γ)⊗B(H))θ˜(P )∩(JNJ)′ = (L∞(G/P )⊗B(H))σ⊗θ(Γ)∩(1⊗JNJ)′ = B.
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The following lemma is [Pet14, Lemma 4.4], only with different B, which
does not change the proof. We give it anyway in order to provide more details.
Lemma 4.2.5. Let
x = x∗ ∈ B ⊂ L∞(G/P )⊗B(L2M) = L∞(V0)⊗L∞(L0)⊗B(L2M)
and view it as a function from V0 to L
∞(L0)⊗B(L2M). Let
x0 ∈ L∞(L0)⊗B(L2M)
be in the SOT-essential range of x. Then there exists a y = y∗ ∈ B such that
yP1 ∈ L∞(L0)⊗B(L2M) and P1yP1 = P1x0P1.
Proof. That x0 is in the SOT-essential range of x means that there are subsets
Ej ⊂ V0 of positive measure such that for all η ∈ L2(M), ξL ∈ L2(L0) and
 > 0 there exists an N with
∫
L0
‖(x(v, l)− x0(l))η‖2|ξL(l)|2 dρ(l) <  (4.1)
for all j > N and all v ∈ Ej. By the proof of [Pet14, Lemma 4.3] there
are γj ∈ Γ and hj ∈ V0 o Z(R0) such that γjh−1j → e and ν(hjEj) → 1.
We first show that these can be chosen in a way that σγj(x) → x0 in SOT.
Take a countable SOT-basis of neighborhoods of zero in the unit ball of
L∞(V0)⊗L∞(L0)⊗B(L2M), denoted by {Uj}j∈N, such that Uj ↘ {0}. As
the action σ is strongly continuous, there are numbers k(j) ∈ N and neighbor-
hoods e ∈ Oj ⊂ G such that Oj ⊂ Oi if j > i and
σg(x0 + Uk(j)) ⊂ x0 + Uj ∀g ∈ Oj. (4.2)
We can choose the γj in [Pet14, Lemma 4.3] in a way that γjh
−1
j ∈ Oj for
all j. We will show now first that σγj(x) → x0 if σhj(x) → x0 and then that
σhj(x)→ x0, all in SOT.
So assume that σhj(x) → x0, hence ∀j ∃N : σhi(x) ∈ x0 + Uk(j) for all
i > N . Then by (4.2) σγi(x0) = σγih−1i σhi(x0) ∈ x0 + Uj for all i > max{N, j}
because γih
−1
i ∈ Oj. So then σγj(x)→ x0.
To show that σhj(x) → x0 let η ∈ L2M, ξL ∈ L2(L0), ξV ∈ L2(V0). Then,
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as the hj ∈ V0 o Z(R0) act trivially on L0 and using (4.1),
‖1hjEj(σhj(x)− x0)(ξV ⊗ ξL ⊗ η)‖2
=
∫
hjEj×L0
‖(σhj(x)(v, l)− x0(l))η‖2|ξV (v)ξL(l)|2 dν(v)dρ(l)
=
∫
hjEj×L0
‖(x(h−1j v, l)− x0(l))η‖2|ξV (v)ξL(l)|2 dν(v)dρ(l)
=
∫
Ej×L0
‖(x(v, l)− x0(l))η‖2|ξV (hjv)ξL(l)|2 d((h−1j )∗ν)(v)dρ(l)
=
∫
Ej
(∫
L0
‖(x(v, l)− x0(l))η‖2|ξL(l)|2dl
)
|ξV (hjv)|2 d((h−1j )∗ν)(v)
<
∫
hjEj
|ξV (v)|2 dν(v) ≤ ‖ξV ‖2.
So 1hjEj(σhj(x)−x0)→ 0 in SOT, and since ν(hjEj)→ 1, also σhj(x)−x0 → 0
in SOT.
Let y be a WOT cluster point of the set {pi(γj)xpi(γ−1j )}. Then y ∈ B
because x ∈ B and conjugation with JNJ and Jpi(Γ)J commutes with conju-
gation with pi(Γ). Also yP1 is a WOT cluster point of
{pi(γj)xpi(γ−1j )P1} ={pi(γj)(Jpi(γj)J)(Jpi(γ−1j )J)x(Jpi(γj)J)P1}
={pi(γj)(Jpi(γj)J)σγj(x)P1}
Since σγj(x)→ x0 in SOT, yP1 must then also be a WOT cluster point of
{pi(γj)(Jpi(γj)J)x0P1} ⊂ L∞(L0)⊗B(L2M),
so yP1 ∈ L∞(L0)⊗B(L2M). P1yP1 is a WOT cluster point of
{P1pi(γj)xpi(γ−1j )P1} = {P1(Jpi(γj)J)x(Jpi(γ−1j )J)P1} = {P1σγ(x)P1}.
So again since σγj(x)→ x0, P1yP1 = P1x0P1.
Proposition 4.2.6. If M is not isomorphic to N o Γ with isomorphism ex-
tending pi, then B = M .
Proof. Assume that M is not isomorphic to N o Γ with isomorphism extend-
ing pi. Then there is a γ0 ∈ Γ\{e} and an n ∈ N such that c0 := τ(pi(γ0)n) 6= 0
because if τ(npi(γ)) = τ(n)δe(γ) for all n ∈ N and γ ∈ Γ, the *-homomorphism
pi(γ)n 7→ (1 ⊗ λ(γ))ι(n) from the *-algebra generated by N and pi(Γ) to the
*-algebra generated by ι(N) and 1 ⊗ λ(Γ) as in Definition 1.2.9 extends to
a unitary U : L2(M, τ) → L2(N o Γ, τ |N ⊗ δe) = L2(N, τ) ⊗ `2(Γ) such that
M = U∗(N o Γ)U .
Let x, x0 and y be as in the above lemma. We want to show that x is a
constant function. Let θ : Γ → Aut(M), different as in the proof of Lemma
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4.2.4, be conjugation by pi(·) and the induced action θ˜ : Gy L∞(G/Γ)⊗M as
in Definition 1.3.20.
θ is ergodic by assumption, hence θ˜ is ergodic by Lemma 1.3.22. It is still
ergodic when restricted to V0 o Z(R0) because V0 o Z(R0) is not compact
and hence every V0 o Z(R0)-invariant vector must also be G-invariant by the
Howe-Moore property of G [HM79, Theorem 5.2]. Now [Pet14, Lemma 3.2]
gives us that for every neighborhood e ∈ O ⊂ G and ΓO = Γ∩O(V0oZ(R0))
we have
τ(pi(γ0)n) = Jτ(pi(γ0)n)J ∈ convSOT{Jpi(γ−1)pi(γ0)npi(γ)J | γ ∈ ΓO}. (4.3)
We want to show now that [σ0γ0 ⊗ c0, P1x0P1] is zero. By Lemma 4.2.5
[σ0γ0 ⊗ c0, P1x0P1] = [σ0γ0 ⊗ c0, P1yP1]. The approximation (4.3) of τ(pi(γ0)n)
gives for every O an approximation
[σ0γ0 ⊗ c0, P1yP1]
SOT∼
k∑
i=1
ciP1 [σ
0
γ0
⊗ Jpi(γ−1i γ0)npi(γi)J, y]P1
with γi ∈ ΓO and
∑k
i=1 ci = 1.
Now write γi = gihi where gi ∈ O and hi ∈ V0oZ(R0). We have σhi(yP1) =
yP1 and σhi(P1y) = P1y since yP1, P1y ∈ L∞(L0)⊗B(L2M) and taking O small
enough we get σγi(y)P1 = σγi(yP1) ∼ yP1 and P1σhi(y) = σhi(P1y) ∼ P1y in
SOT. Then
[σ0γ0 ⊗ c0, P1x0P1]
WOT∼
k∑
i=1
ciP1 [σ
0
γ0
⊗ Jpi(γ−1i γ0)npi(γi)J, σγi(y)]P1
=
k∑
i=1
ciP1 [σ
0
γ0
⊗ Jpi(γ−1i γ0γi)J, σγi(y)] (Jαγ−1i (n)J)P1
=
k∑
i=1
ciP1 [σ
0
γ0
⊗ Jpi(γ−1i γ0γi)J, (σ0γi ⊗ 1)y(σ0γ−1i ⊗ 1)] (Jαγ−1i (n)J)P1
=
k∑
i=1
ciP1(σ
0
γi
⊗ 1) [σ0
γ−1i γ0γi
⊗ Jpi(γ−1i γ0γi)J, y](σ0γ−1i ⊗ 1) (Jαγ−1i (n)J)P1
=0.
In the second step we used that y and hence also σγi(y) commutes with JNJ .
In the last step we used that [σ0
γ−1i γ0γi
⊗ Jpi(γ−1i γ0γi)J, y] = 0 because y ∈ B.
So we found [σ0γ0 ⊗ c0, P1x0P1] = 0 and hence σγ0(P1x0P1) = P1x0P1. Since
τ(pi(γ0)n) = τ(pi(γ)pi(γ0)npi(γ
−1)) = τ(pi(γγ0γ−1)αγ(n)), we get σγ(P1x0P1) =
P1x0P1 for all γ ∈ 〈〈γ0〉〉 in the normal closure of γ0. By [Pet16, Theorem
10.10.] the action of 〈〈γ0〉〉 on L∞(G/P ) is ergodic, so P1x0P1 ∈ C1⊗P1ˆ. Since
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x0 was arbitrary in the range of x, we conclude that P1xP1 ∈ L∞(V0)⊗P1ˆ and
hence P1BP1 ⊂ L∞(V0) ⊗ P1ˆ. This means B ⊂ L∞(V0)⊗B(L2M) because if
x ∈ B and a, b ∈M , we have〈
xaˆ, bˆ
〉
=
〈
(b∗xa)1ˆ, 1ˆ
〉
=
〈
(P1b
∗xaP1)1ˆ, 1ˆ
〉 ∈ L∞(V0)
since b∗xa ∈ B. But V0 = G/P0 and G is generated by the P0’s [Mar91,
Proposition I.1.2.2], so we get
B = B(L2M) ∩ (Jpi(Γ)J ∪ JNJ)′ = M.
Theorem 4.2.7. Let Γ be a lattice in a simple real Lie group G which has
trivial center and real rank at least 2. Let M be a finite factor, N ⊂ M a
subfactor and pi : Γ → NM(N) a representation of Γ into the normalizer of
N such that the action Γ y M given by αγ(x) = pi(γ)xpi(γ−1) is ergodic and
M = (N ∪ pi(Γ))′′.
If N ′ ∩M is finite-dimensional and M is not isomorphic to N o Γ with
isomorphism extending pi, then [M : N ] <∞.
Proof. If pi does not extend to an isomorphism M ∼= NoΓ, we get a conditional
expectation E : B(L2M) ∩ (JNJ)′ → M by Lemma 4.2.4 and Proposition
4.2.6. By [Pop86, 3.2.3 (ii)] this means that the inclusion N ⊂M is amenable.
N ⊂M is also corigid because Γ has property (T) [Pop86, 4.1.7 (ii)] (note the
differences in the terminology described in Remark 2.5.2). If an inclusion is
amenable and corigid and N ′ ∩M is finite-dimensional, then the inclusion is
of finite index [Pop86, 4.1.8 (iv)].
Remark 4.2.8. In the case where M = LΓ and pi is the left regular repre-
sentation we have M ∼= N o Γ with isomorphism extending pi if and only if
N = C.
Remark 4.2.9. Going through the above proof or the proof of Peterson’s char-
acter rigidity theorem one can see that it not only works for representations,
but also for projective representations. Indeed, we only get some constants
coming from the cocycle in the proof of Proposition 4.2.6, which does not
change the result that the commutator is zero and the argument which follows
it.
So in the case of N = C we get that if pi : Γ → U(N) is a projective
representation such that pi(Γ)′′ is a finite factor, pi(Γ)′′ is finite-dimensional or
pi extends to an isomorphism pi(Γ)′′ ∼= LΓc.
4.3 On the relative commutant
In this section we remove the condition from Theorem 4.2.7 that the relative
commutant is finite-dimensional in the case where M = LΓ and pi = λ. Hence
we will prove the following theorem.
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Theorem 4.3.1. Let Γ be a lattice in a simple real Lie group G which has
trivial center and real rank at least 2. Let N ⊂ LΓ a subfactor which is
normalized by the natural copy of Γ in LΓ. Then N = C or [LΓ : N ] <∞.
To prove this let, as before, α : Γ→ Aut(N), αγ(n) = pi(γ)npi(γ−1) and
α : Γ→ Out(N) = Aut(N)/Inn(N), α(γ) = [α(γ)].
The kernel of α is either trivial or of finite index by Margulis’ Normal Subgroup
Theorem.
Lemma 4.3.2. If the kernel of α is trivial, then M = N o Γ.
Definition 4.3.3. An action α : Γ y N is called properly outer if xy = αγ(y)x
for all y ∈ N implies x = 0.
Proof of Lemma 4.3.2. If the kernel is trivial, αγ is outer for all γ ∈ Γ \ {e}
and therefore properly outer because N is a factor (see [Sun87, Definition 4.1.8
and Proposition 4.1.16], where properly outer actions are called “free”). Let
EN : M → N be the trace preserving conditional expectation. Then for all
y ∈ N we have
EN(pi(γ))y = EN(pi(γ)y) = EN(αγ(y)pi(γ)) = αγ(y)EN(pi(γ)),
which implies EN(pi(γ)) = 0. Hence τ(pi(γ)x) = τ(EN(pi(γ)x)) = δe(γ)τ(x),
which implies M = N o Γ.
If the kernel is of finite index, let Γ0 = ker(α) so that Γ0 acts by inner
automorphisms, hence for every γ ∈ Γ0 there is a uγ ∈ U(N) such that for all
n ∈ N
pi(γ)npi(γ−1) = uγnuγ−1 . (4.4)
For γ = e we pick the ue = 1. Define c(γ, γ
′) = uγγ′u−1γ′ u
−1
γ for all γ, γ
′ ∈ Γ.
Then c(γ, γ′) ∈ U(Z(N)) = S1 because N is a factor, and c is a 2-cocycle.
Now
ρ : Γ0 → U(N ′ ∩M), γ 7→ pi(γ)u−1γ ,
takes values in N ′ ∩M because of (4.4) and we have
ρ(gh) = pi(gh)u−1gh = pi(g)pi(h)(c(g, h)uguh)
−1 = c(g, h)−1pi(g)pi(h)u−1h u
−1
g
= c(g, h)−1pi(g)u−1g pi(h)u
−1
h = c(g, h)
−1ρ(g)ρ(h).
Hence we got two projective representations, ρ : Γ0 → N ′ ∩M with cocycle
c−1 and u : Γ0 → N with cocycle c. Up to here we did not use M = LΓ and
pi = λ.
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Lemma 4.3.4. u(Γ0)
′′ and ρ(Γ0)′′ both have finite center and we have
dimρ(Γ0)′′ L
2(N ′ ∩M) <∞ and dimu(Γ0)′′ L2(N) <∞.
Proof. By [Cam07, Lemma IV.3 and Lemma IV.5], we have τ(xy) = τ(x)τ(y)
for all x ∈ N ′ ∩M and y ∈ N and
M ⊃ ((N ′ ∩M) ∪N)′′ ∼= (N ′ ∩M)⊗N. (4.5)
Let F ⊂ Γ be a finite subset such that Γ = 〈Γ0, F 〉. Let
M0 := λ(Γ0)
′′ = (ρ⊗ u)(Γ0)′′ ⊂ ρ(Γ0)′′⊗u(Γ0)′′ ⊂ (N ′ ∩M)⊗N.
Since M = λ(Γ)′′, we have
M =
∑
γ∈F
M0λ(γ) =
∑
γ∈F
((N ′ ∩M)⊗N)λ(γ). (4.6)
Now the claims about dimensions follow from the following estimate using
Lemma 1.2.27
∞ > dimM0(L2M) ≥ dim(ρ⊗u)(Γ0)′′(L2((N ′ ∩M)⊗N))
≥ dimρ(Γ0)′′⊗u(Γ0)′′(L2((N ′ ∩M)⊗N))
= dimρ(Γ0)′′(L
2(N ′ ∩M)) · dimu(Γ0)′′(L2(N)).
Γ/Γ0 acts on Z(ρ(Γ0)′′) and Z(u(Γ0)′′) by conjugation with λ because λ|Γ0 =
ρ⊗ u and λ(Γ) normalizes N and N ′ ∩M . Since M is a factor, these actions
must be ergodic. As Γ/Γ0 is finite, Z(ρ(Γ0)′′) and Z(u(Γ0)′′) must also be
finite.
Lemma 4.3.5. ρ and u generate finite-dimensional von Neumann algebras
or are the direct sum of a projective representation (with cocycle c resp. c−1)
generating a finite-dimensional von Neumann algebra and a twisted left regular
representation (with cocycle c resp. c−1).
Proof. We want to use Remark 4.2.9 for u and ρ. Since the center of u(Γ0)
′′ is
finite, we can decompose it into a finite direct sum of factors, u(Γ0)
′′ =
⊕
Ni
and u =
⊕
ui decomposes into a direct sum of projective representations such
that ui(Γ0)
′′ = Ni. Then the claim follows for u and analogously for ρ.
So both u and ρ have a finite-dimensional and possibly a left regular com-
ponent. The following lemma shows that they can’t simultaneously have a left
regular component.
Lemma 4.3.6. It cannot happen that ρ = ρfin ⊕ λc−1 and u = ufin ⊕ λc such
that ρfin(Γ0)
′′ and ufin(Γ0)′′ are finite-dimensional.
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Proof. Assume that ρ and u are as above such that B is a basis of ρfin(Γ0)
′′
and C is a basis ufin(Γ0)
′′. Recall (4.5) and let E : M → (N ′ ∩M)⊗N be the
trace-preserving conditional expectation. Then (4.6) implies
(N ′ ∩M)⊗N = E(M) = E
(∑
γ∈F
M0λ(γ)
)
=
∑
γ∈F
M0E(λ(γ))
=
∑
γ∈F
((ρfin ⊕ λc−1)⊗ (ufin ⊕ λc))(Γ0)′′E(λ(γ))
=
∑
γ∈F
∑
x∈B
∑
y∈C
(λc−1 ⊗ λc)(Γ0)′′ xyE(λ(γ))
The left hand side contains λc−1(Γ0)
′′⊗λc(Γ0)′′ and the right hand side is finite-
dimensional over (λc−1 ⊗ λc)(Γ0)′′. To bring this to a contradiction to Lemma
1.2.27 we show that
dim(λc−1⊗λc)(Γ0)′′ L
2(λc−1(Γ0)
′′⊗λc(Γ0)′′) =∞.
For this we prove that if g, h, g′, h′ ∈ Γ0 such that h−1g 6= h′−1g′, the sets
(λc−1 ⊗ λc)(Γ0)′′ (λc−1(g)⊗ λc(h)) and (λc−1 ⊗ λc)(Γ0)′′ (λc−1(g′)⊗ λc(h′))
are orthogonal in L2(λc−1(Γ0)
′′⊗λc(Γ0)′′). Indeed, for each γ, γ′ ∈ Γ0,
〈(λc−1 ⊗ λc)(γ)(λc−1(g)⊗ λc(h)), (λc−1 ⊗ λc)(γ′)(λc−1(g′)⊗ λc(h′))〉
= 〈λc−1(γ)λc−1(g), λc−1(γ′)λc−1(g′)〉 · 〈λc(γ)λc(h), λc(γ′)λc(h′)〉 .
The first factor is nonzero iff gg′−1 = γ−1γ′, the second factor is nonzero iff
hh′−1 = γ−1γ′. So if the product is nonzero, gg′−1 = hh′−1. Hence h−1g =
h′−1g′, contradicting the assumption.
Hence u(Γ0)
′′ is finite-dimensional or ρ(Γ0)′′ is finite-dimensional. If u(Γ0)′′
is finite-dimensional, then N is also finite-dimensional because dimu(Γ0)′′ L
2(N)
is finite, which implies N = C by Lemma 3.5.5. If ρ(Γ0)′′ is finite-dimensional,
then N ′ ∩M is finite-dimensional since dimρ(Γ0)′′ L2(N ′ ∩M) is finite. This
proves Theorem 4.3.1.
Remark 4.3.7. Another approach to obtain results as in this chapter would be
to study the character γ 7→ ‖EN(pi(γ))‖22 and use character rigidity of Γ.
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