This paper presents a time domain algorithm for solving the direct wave scattering problem for a Timoshenko beam. The beam is assumed to be made of a homogeneous material and to be restrained by a viscoelastic suspension of finite length. In the Timoshenko beam, the characteristic wave-fronts propagate with two distinct velocities. This implies that the equation satisfied by the reflection operator contains three separate families of characteristic curves. Furthermore, the equation is both temporally and spatially dependent due to the finite extent of the suspension. The mathematical problem this paper addresses is the construction of an algorithm to solve an associated partial integro-differential equation with three distinct wave-front velocities. The mathematical techniques that are developed are applicable to any set of matrix-valued, functional, first order equations appropriate for reflection kernels. Some numerical examples are presented in order to validate the algorithm.
Introduction
Wave splitting and invariant imbedding techniques as tools for solving linear one dimensional scattering problems in the time domain were introduced in [5, 8, 9, 12] . Since the development of these techniques in the early nineteen eighties they have been combined with the Green function technique [21, 23] and with propagator methods [18, 19, 20] . They have been applied to a large area of research, mostly concerning direct and inverse scattering in electrodynamics. Although, studies covering elastic [14, 27] , viscoelastic problems [3, 10, 17] and thermal transport processes [30] have been conducted as well. Recently these methods have also been extended to nonlinear wave scattering problems [7, 22] and problems in which the materials age with time [1, 2] . Central to the understanding to the range of problems the wave splitting can be applied to are the ideas of Vogel [29] , who elucidated the fact that the wave splitting techniques only have relevance to hyperbolic partial differential equations. For further background information on wave splitting and invariant imbedding techniques there is a slightly outdated overview of this area ofresearch in [11] .
Recently, time domain methods have been successfully used to study scattering of transient waves in the Timoshenko beam. A wave splitting of the Timoshenko beam equation was first found by Olsson and Kristensson [25] . This was a precursory study for both the direct and the spatial coordinate. Numerical results, for a direct scattering problem on the Timoshenko beam by the finite extent viscoelastic support and comparison with several limiting cases, are presented in Section 6. Some technicalities are collected in two appendices.
Preliminaries
The type of wave dynamics that are the concern of this paper are those of flexural motions in beams. Within the context of the linear theory of elasticity, it is impossible to carry out an exact analysis for a beam of general cross-sectional shape. For this reason a simpler model which approximates the behaviour of flexural motions must be used instead. In addition, the wave splitting techniques require the governing equation to be hyperbolic in order to obtain causal results. The Timoshenko beam theory provides a one-dimensional approximate description that combines these necessary features.
According to the Timoshenko beam theory [28] , transient bending and shearing motion of a viscoelastically supported beam is governed by the equations
:z (12 !~)+Ji, -hx2(1/J) = pI~tf, (2.1) where u(z, t), 1/J(z, t) and ,(z, t) can be interpreted as the mean transverse deflection, the mean rotation and the mean shear angle of the cross section, respectively [13] . The longitudinal coordinate is represented by z; see Figure 1 . The beam is supported by a suspension which will provide viscoelastic damping on both u and 1/J. The viscoelastic damping is modelled by the operators Xi· Explicit expressions for these operators will be given in Section 3. E and G are respectively, the modulus of elasticity, and the shear modulus, of the beam. Finally, k' is the shear coefficient which depends on the physical dimension of the cross 3 In the case of a uniform beam the cross-section of the beam does not vary along the axial dimension of the beam. Therefore I, and A are not functions of z.
I section and on the Poisson ratio v; the later is defined from
On the Timoshenko Beam
The material of the beam is assumed incompressible with a non-negative Poisson's ratio, which imposes the limiting interval specified.
The flexural motions of the beam are characterised by two distinct wave-front velocities: the effective shear velocity, c 1 , and the rod velocity, c2. These are respectively defined by, and they satisfy the inequality c 2 > c 1 . The Timoshenko beam equation, (2.1), which governs these motions, can be written as a first order system by writing the dependent variables as where ' Y and 8z'I/J are proportional to the shear force and the bending moment, and so can be respectively related as
2)
The wave splitting is introduced by transforming this set of dependent variables into a new set U by introducing a matrix-valued wave splitting operator P and its formal inverse p-
3)
The wave splitting transformation is defined by its property of diagonalising the Timoshenko beam equation in the homogeneous, unrestrained case. The splitting operator used throughout this paper is the one introduced in [16] , which in turn is modified from the one initially introduced in [25] . The operators are collected in Appendix A of this paper; see in particular equations (A.5) and (A.6). The new set of dependent variables, are further ordered by which describe left-and right-moving vector fields, respectively. These fields are split in the sense that ut describes the right-moving field, while u-; describes the left-moving field.
Moreover, the wave-fronts of the fields denoted by the subscript i = 1 propagate with the effective shear velocity c1, and the wave-fronts corresponding to the subscript i = 2 propagate with the rod velocity c2, In a homogeneous and unrestrained beam, the equations for the split fields are uncoupled. This is due to the diagonalising property of the chosen wave splitting transformation. If the beam is inhomogeneous over a region of compact support, then inside such a region, they couple, and the decomposition into left and right-moving fields is no longer possible. However, the wave splitting transformation remains a suitable mathematical tool for studying the scattering of an incident field, from the homogeneous part of the beam, by a region of inhomogeneity. The reflected and transmitted fields are related to the incident field by reflection and transmission operators, which are independent of the incident field. These operators are described in [6] . The wave problem considered in this paper is that of scattering of a right-moving wave, in a homogeneous Timoshenko beam, by the region of the beam that resides on a viscoelastic suspension. The beam itself is homogeneous, and the only inhomogeneity in the equations is introduced by the finite support of the viscoelastic suspension; this is through the operators Xi in (2.1) The length of this suspension is taken to be d, and the travel time of the faster wave-front in passing through this region then is d/ c 2 • In the sequel, non-dimensional space and time coordinates are introduced by means of the following travel time transformation
Wherein z and t are the physical space and time coordinates, respectively. The domain of the scattering problem thus transforms into 
• .
• ~ ~: : , .
•. In [6] , the imbedding equation for the reflection kernel, along with its initial values and discontinuities, is derived. It has been found that this reflection kernel grows exponentially with time. In order to suppress any numerical instabilities that could otherwise occur, this exponential factor should be extracted in the numerical treatment of the reflection kernel. So it is desirable that the reflection kernel is transformed by extracting this exponential divergence, inherited from the wave splitting operator [16] , by writing
Here r is a characteristic time parameter of the beam, defined in (A.2). Dropping the prime, the imbedding equation for the transformed reflection kernel can be shown to be m n, (3.2) where the terms involving derivatives on R have been collected on the left hand side of the equation, and the the right hand side is represented by the operator The matrices C and F in (3.2) and (3.3) can be expressed as
where the Fi, i E {l, 2}, are functions originating from the wave splitting and are defined in appendix A. It is also convenient to introduce the ratio of the effective shear velocity to the rod velocity, ,, as
The 2-by-2 matrices Mij can be defined in terms of matrix-valued operators, two known 2-by-2 matrix-valued time functions, as (3.6)
These known functions A1 and A2 will be defined presently. The linear matrix-valued operators Xi, i E {l, 2}, contain the response functions and the spring constants of the viscoelastic suspension. The main contribution to the elastic part of the external forces is modelled by 1 . I spring constants k 1 and k 2 . The viscoelastic part is modelled by convolution of u(z, t) and 'ljJ(z, t) with response functions K1(t) and K2(t). These functions will also contribute to the elastic part of the response. The model taken for the Xi operators is
where the subscript lm denotes the l-th row and k-th column of the matrix. In (3.7) the scalar convolution operator Ki is defined through
Furthermore, the matrices Ai are defined in terms of the time varying elements
which are given functional representation in Appendix A.
In the case of a homogeneous beam on a viscoelastic suspension, the reflection kernel R(x, s) is continuous everywhere in its domain [6] . However, there are discontinuities in the derivatives of the reflection kernel across the characteristic traces emanating from the point (1, 0). As a consequence of the fact that the wave-front velocities are constant, the characteristics are straight, and this is illustrated in Figure 3 define the lines of discontinuity in the (x, s )-plane, are given by
The direct problem is to solve the well-posed system (3.2) for the reflection kernel R, with the wave speed matrix C and the matrices F, Mu, and M 21 being known. For convenience in the next section, the component form of the matrix equation (3.2) is introduced
where .Lij denotes the elements of£ (R), as given by (3. 3).
Discretisation of the reflection equation
The system of equations (3.11) can be written in the abbreviated form i,j E {l, 2}, ' Y ' Y Equation ( 4.1) constitutes a semi-linear system of coupled, integro-differential equations for the direct problem. The rewriting of the partial derivatives on the left hand side of (4.1), as directional derivatives along the directions of the appropriate characteristic traces (see Figure 4) , results in the characteristic form of (4.1). The characteristic form is [24] . Alternatively, direct integration of (4.2) with subsequent approximation of the resulting integral by the trapezoidal quadrature rule, results in
If C (R) is a non-linear operator, the resulting equation is an implicit equation for Rij(x, sk), having a consistency error of O{h 2 ). In Section 5, these two methods are combined into an iterative method of solution.
The ,C, (R) operator couples the elements Rij(X, s') linearly for all times s' E [O, s], with x fixed, because of the temporal convolutions. Therefore, for notational simplicity, the xdependence of the operator will be suppressed in the remaining part of this section. The notation used for the time discretisation of the matrices constituting ,C, (R) is Also, for convenience, the anti-commutator bracket is introduced to denote the symmetric sum of matrix products {A,B} =AB+ BA.
(4.5)
The temporal convolutions in C(R) are approximated by the trapezoidal quadrature rule using a uniform time step h. General expressions for such convolutions are given in appendix B. By causality of R, and the initial conditions (3.4), the convolutions containing the matrix M 11 are approximated as follows
where the single prime on the summation symbol signifies that the first term in the summation is to be halved. The convolutions containing F can likewise be approximated as
Finally, the double convolution containing M 2 1 has the approximation (4.8)
The standard usage is to be taken when the lower limit of the sum in either ( 4.6), ( 4. 7) or ( 4.8) equals, or exceeds, the upper limit, the contribution of that sum is zero.
The time discretised form of .C(R), with a discretisation error of O(h 2 ), can now be written accounts for the coupling of the system of equations at the point of calculation.
To analyse the convergence of the fixed point algorithm, for implementation of an implicit method of solution of equation ( 4.1), it is necessary to develop the coupling term explicitly. To this end, equation ( 4.9) indicates that in order to determine the coupling term, the matrices F and M must be calculated at times= o+. These terms are listed from (3.5), (3.7) and
Furthermore, from (3.9) and (A.3),
and then from (3.6) 
By introducing the coupling matrix 
Numerical algorithm
With the time discretisation of the system ( 4.2), an iterative procedure can be constructed for calculating Rij(x, s) from the known values at previous times. The computational molecule for the direct problem is shown in Figure 5 . Note that the physical restrictions on the parameters (see equation ( 3.10)), ensure that the reciprocal of the slope of each characteristic trace satisfies
This inequality is easily proved. It follows that the ordering of the characteristic traces in Figure 5 is always correct; this is important for the algorithm used. Past values of ~j, at the time s -h, propagate along the characteristic traces, through the common time interval h, and coincide at the calculation point P. Thereby giving information about Rij ( x, s) at the current time value s. 
P=(x,s)
in which the superscript p = 0, 1, 2, ... enumerates the iteration sequence for ~j(x)f) with both k and x fixed. This is a predictor-corrector procedure, in which Euler's method, the predictor, supplies a starting value for an iteration sequence which is generated by the trapezoidal rule, the corrector. For a sufficiently small time step, h, the corrector iteration will converge.
To estimate an upper limit of h the elements of the reflection matrix are rewritten as a column vector Then the predictor-corrector procedure of equation (5.1) can be rewritten as One of the difficulties in solving the system ( 5.1) is the fact that propagation of information occurs along three distinct characteristics and that the reflection kernel may suffer from discontinuities in its derivatives across some of these characteristics. This means that the use of a completely uniform mesh structure would cause these discontinuities to diffuse. In the algorithm presented here, a uniform mesh is used as a base mesh and interpolation is used to calculate data at points which are not on the base mesh. Discontinuities may propagate along the three characteristic traces emanating from the point (1, 0), (see Figure 6 ). Therefore, these traces must be kept track of in the algorithm, and no interpolation performed across them, in order to avoid causing diffusion of the discontinuities. The interpolation chosen was linear, so that a discretisation error of O(h 2 ) is maintained.
To form the base mesh the spatial interval
The time step, h, of the corrector iteration is chosen so that the characteristic trace corresponding to the slowness 11 = 2 coincides with a node point in the mesh at every time step, this means
The points of intersection of the remaining characteristic traces with each time step are added to the uniform base mesh; see the dots in Figure 6 . These points are considered as being on the discontinuity characteristic traces since the reflection kernel is continuous. They are in general non-coincident with the base-mesh. The scheme for calculation of the reflection kernel is as follows
Algorithm 1 Calculation of the reflection kernel R(x, s):
1. Determine the kernel for all mesh nodes at s The discretisation error of the algorithm is now discussed, the discussion is formal and exact consideration of the algorithm is possible by considerations such as [31] . If the elements of the reflection kernel are two times continuously differentiable in the x coordinate, then the discretisation error introduced by the linear interpolation procedure is 0(1/N 2 ).
Furthermore, with the choice of mesh made above, the consistency of the corrector iteration is of order h 2 = N-2 • Therefore, the overall discretisation error in the algorithm is of the same order as that of the interpolation; namely O(h 2 ). If the location of the discontinuity characteristic traces is not accounted for in the algorithm, the global discretisation error will be O ( h) and diffusion of the discontinuities will occur.
For notational convenience the value of ~j(x, s), obtained from the algorithm with a step size determined by N, is denoted RN for fixed (x, s) . The exact value of the reflection kernel, at the same point of calculation (x, s), is denoted R. Then, the earlier discussion on the discretisation error implies that R -RN :=:;j c/ NP, with p = 2. If this is correct it implies that R2N -RN _ (R-RN) -(R-R2N) ,..., (c/NP) -(c/2P NP) _ 2 P R4N -R2N -(R-R2N) -(R-R4N) 
Numerical results
In the numerical examples presented here, the material parameters relevant to the reflection equation were chosen to match those of a uniform beam of square cross section. All common parameters for the numerical examples are summarised in Table 2 . The shear coefficient k' was chosen in accordance with [13] . The length of the viscoelastic suspension need not be explicitly stated, since only the ratio of the length to the width of the cross section enters into the equation. Non-dimensional forms of the spring constants and memory kernels are introduced by
The primes are henceforth dropped. In the examples that were considered, the viscoelastic damping was modelled by exponential memory kernels of the form Ki(s) = -kie-s. The spring constants were taken to be the same in all examples, and are given in Table 2 .
The wave scattering problem treated in this section will now be described. A beam, which is semi-infinite in the positive x-direction, resides on a viscoelastic suspension of support x E [1, 2] . The left end of this interval will henceforth be referred to as the reflection boundary. The left end of the beam, at x = O, is subjected to a temporal pulse in the shear force, while the rotational motion of the left end is restrained. The appropriate boundary conditions are therefore No left-moving fields originate from the left end of the beam, and the right-moving fields are calculated by applying the wave splitting transformation (2.3) to the boundary conditions (6.2). In the sequel, the right-moving fields generated by the boundary conditions are referred to as incoming fields; meaning that they are incoming on the suspension region x E [1, 2] . At this stage it should also be pointed out that no velocity mode coupling, or transition, occurs at the left end of the beam. The fact that the shear force and the rotation angle both are zero, after the duration of the pulse in the shear force, implies total reflection of the split fields at the left end: a left-moving fast wave arriving at the left end is reflected into a right-moving fast wave of the same functional form. The same holds for a slow wave. The incoming fields are propagated through the unrestrained region x E [O, 1] to the reflection boundary. This propagation is carried out by applying the Green's function techniques described in [16] . Thereafter, the reflected fields at x = 1 are calculated by using the relation (3.1), together with the numerical solutions of the reflection equation -these are presented in Figures 9 and 10 . The reflected fields are then back-propagated to the left end, where total reflection occurs, and forward-propagated once again to the reflection boundary, where a second reflection takes place. This procedure is repeated until all multiple reflections, occurring during a preset time interval, have been taken into account. The total split fields at the reflection boundary are then transformed back to the physical dependent variables by using the inverse wave splitting transformation. The resulting vertical displacement and shear force are shown in Figure 7 , for a varying ratio of the length of the viscoelastic suspension to the beam width. The corresponding rotation angle and the bending moment are given in Figure 8 4 • In the unrestrained case, i.e. a free beam, this scattering problem was treated in [16] , and the case where the suspension is semi-infinite was treated in [6] . These results are reproduced here to enable a comparison with the finite suspension solution presented here.
The datum of non-dimensional time presented in the figures is taken from the physical arrival time of the incoming fast wave at the reflection boundary. The ar:dval of the slow wave, at times= 0.75, can be clearly seen in the displacement and the shear force Figure 7 . The influence of the fast wave, arriving at time s = 0, on the displacement and the shear force is very small and for that reason the main effects of multiple scattering are present from time s = 4.25; this is the arrival time of the part of the incoming slow wave that has been once reflected into a slow wave and arrives again at the reflection boundary as a slow wave, and ki --+ 0 the support will vanish and the unrestrained solutions will be approached. Finally, the change of shape of the shear wave, from the incident one, in the solutions corresponding to the unrestrained beam, is due only to dispersion [16] ; similar dispersive effects are apparent in the other cases. The bending angle and the bending moment, Figure 8 , are influenced by both the fast and the slow wave; therefore the effects of multiple reflection appear from time s = 2.0. This value of s is the arrival time of the part of the incoming fast wave, that has been once reflected into a fast wave and which arrives again at the reflection boundary as a fast wave, after total reflection at the left end of the beam. In particular, the arrival times of the respective incoming waves are clearly visible in the discontinuities of the time derivative of the bending moment; the incoming fast wave arrives at time s = 0, and ends at s = B, while the incoming slow wave arrives at time s = A and ends at time s = C. As can be seen from this figure, both types of wave have a time duration of 1, which is the time duration of the applied pulse.
The effects of the finite length of the viscoelastic suspension is obvious from 
R22 is the part reflected into a c2-wave, and R12 the part converted into a c1-wave. Again, the off-diagonal term R12 represents mode conversion. The physical reflection kernel of the whole suspension region is R(O, s). Up to the time taken for the fast wave to complete the first round trip, reflection effects from the back-wall of the inhomogeneity have not yet reached the left boundary. Therefore, up to non-dimensional time s = 2(1 -x), the reflection kernel is spatially invariant. When observing the response at the front-wall, x = O, for the Poisson's ratio used here, the back-wall effects the fast mode R22 at time s = 2, the mixed modes R12 and R21 at time s = 2.75, and the slow mode Ru at s = 3.50. However, all these impulse responses are in fact x-dependent after the round trip of the fast mode, R22, due to mode conversion. The spatial invariance of the viscoelastic damping cases, up to the time of the first round trip, can be seen from Figures 9 and 10 where the reflection kernels are plotted with the ratio of the suspension length to the beam width as a parameter. The discontinuities in the time derivatives, at the initial time, can be calculated from equations (3.2), to be
[8sR12]::~~ = -2 (l : , ) (c: 
Time (a) The reflection kernel R12, 
Concluding remarks
The solution of the three-speed reflection equation has proved to be a difficult problem since investigators first examined the matrix-valued reflection kernel [14] . This paper presents a new time-domain algorithm for solving the reflection equation associated with scattering on the Timoshenko beam. The algorithm consists of a predictor-corrector iterator combined with the method of characteristics and linear interpolation in the spatial coordinate. The algorithm has been applied to solve a direct wave scattering problem from a finite suspension of a Timoshenko beam. Some numerical examples of the method have been presented and it has been illustrated that our method provides a useful tool in examination of the wave scattering properties of the suspension region. These examples show that for the reflection problem the suspension can be treated as semi-infinite, at least when d/ a > 0.3.
The construction of the numerical algorithm for the finite suspension case provides for the future extension of this work: to augment the numerical algorithm to cover the inhomogeneous beam, thus including the possibility of longitudinally varying material parameters. Then the inverse problem of recovering a geometrical variation of the beam, from knowledge of boundary data, can be considered. Furthermore, numerical solutions of the reflection equation are needed when numerical solution of the transmission problem is addressed, since the reflection kernel appears as a source term in the equation for the transmission kernel [6] .
A Operators originating from the wave splitting transformation
For completeness this appendix presents important operators and functions referred to in this paper. The functions Fi(t) and the matrix elements Aij(t), throughout the paper, are all non-dimensional in accordance with the travel time transformation. However, for notational convenience, the notation in this appendix assumes real time t. In order to simplify the numerical treatment, these functions may be expanded in a power series Schemes for computing the coefficients ai,k and bi,k are described in [25] .
The elements Aij of the matrices Ai, appearing in (3.9), are expressed in terms of the function Q, defined in (A. 7), and its derivative 8tQ through The transformation matrices 'P and p-l can be represented as 
V(t) = --H(t)I2(t/r). roc2rt
As pointed out in [16] , this corrects an error in .X} from [25] .
B Approximation of convolution integrals
The convolution integrals are approximated by using the trapezoidal rule on the uniform 
