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In this report we consider the problem of the existence of global attractors of the
weak solution of the approximate deconvolution models of turbulence. The L2-global
attractors are known to exist for large eddy simulation models such as Leray-alpha, Leray-
deconvolution or NS-omega models. In the case of the approximate deconvolution model,
as the L2 norm of the weak solution of the ADM is not controlled by the L2-norm of the
initial data and the approximate deconvolution model is an approximation of the ﬁltered
NSE, we are led to the question of existence of H1-global attractors. We also prove better
regularity of the weak solution of ADM.
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1. Introduction
The approximate deconvolution models of turbulence, ADM for short, were introduced by Geurts and coworkers [9,10],
and Stolz, Adams and Kleiser in [1,26,27,25] and because of their good mathematical and physical properties and very
good performance in numerical testing they were intensively analyzed and tested recently, see the work of Layton and
Lewandowski [11,13,12], Layton and Neda [16,15], Layton and Stanculescu [17], Rebholz [22], Stanculescu [23], Manica and
Merdan [21], Berselli and Lewandowski [2], different deconvolution procedures, such as the Tichonov deconvolution method
(see Stanculescu and Manica [24]) or the continuous deconvolution method of Lewandowski [19], being developed in the
meantime.
Among the large variety of LES models such as scale similarity models, eddy viscosity models, Taylor models, Leray-
alpha and it’s modiﬁcations, the approximate deconvolution model stands up due to its mathematical and physical quality
(uniqueness, regularity, a correct global energy balance) and good computational performance (see the tests run by Stolz,
Adams and Kleiser).
The ADM are derived starting with the Navier–Stokes equations
ut + ∇ · u⊗ u− νu+ ∇p = f,
∇ · u= 0,
u(x,0) = u0(x) (1)
to which a spatial ﬁlter u → u is applied. Under the hypothesis that ﬁltering and differentiation commute we obtain the
space-averaged NSE
ut + ∇ · u⊗ u− νu+ ∇p = f
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deconvolution operators DN to approximate u with DNu and close the equations in the form
ut + ∇ · DNu⊗ DNu− νu+ ∇p = f
leading to
wt + ∇ · DNw⊗ DNw− νw+ ∇q = f,
∇ ·w= 0,
w(x,0) = u0(x). (2)
The approximate deconvolution model introduced by Stolz and Adams [25] contains also a relaxation term χw(I−DNG)w
added to the left of the ﬁrst equation above in the scope of driving the unresolved ﬂuctuations to zero.
wt + ∇ · DNw⊗ DNw− νw+ ∇q +χw(I − DNG)w= f,
∇ ·w= 0,
w(x,0) = u0(x). (3)
Here χw > 0 is a relaxation coeﬃcient and Gw=w.
Inspired by the work done in [20] we consider the existence of global attractors for the ADM system. For a general
LES turbulence model this question is important as it is a ﬁrst step in the more complex problem of establishing upper
bounds for the dimension of the attractor, which gives indication of the number of degrees of freedom controlling the LES
model. For the Leray-alpha model, Leray-deconvolution model and NS-omega model the L2-global attractor has been shown
to exist, see [4,20,18].
In the case of ADM the similar analysis of the L2-attractors is not possible because the L2-spatial norm of the ADM
solution is not controlled by the L2 norm of the initial data. This is true for the H1 norm instead, leading to the existence of
global attractors of the ADM in higher order Sobolev spaces, as in the case of the zeroth approximate deconvolution model
with no relaxation term investigated in [3]. Higher order regularity of the weak solution of ADM is proved and smoothness
of the global attractor is also investigated.
We mention here that the approximate deconvolution models we consider use differential ﬁltering and the deconvolution
operators we use to construct the ADM are the van Cittert deconvolution operators DN . However, as is pointed out in
Remark 4.1 at the end of the presentation, all arguments and therefore all theory presented here remain valid for the larger
class of abstract ADM introduced in [23].
2. Mathematical setting
2.1. Function spaces
In this section we list known results and concepts that used in the analysis. These results could be found in books
such as [28,5]. We keep the notation of mathematical concepts similar to the following papers [14,2,20] doing analysis in a
similar mathematical setting.
Let L > 0 be positive real number and Ω = (0, L)3. We denote T3 = 2πL Z3 and for index k= (k1,k2,k3) ∈ T3 we let
|k| =
√
k21 + k22 + k23.
For real s > 0 we consider the function spaces
Hs =
{
u(x) =
∑
k∈T ∗3
uˆke
ik·x
∣∣∣∇ · u = 0, uˆ−k = uˆk, ∑
k∈T ∗3
|k|2s|uˆk|2 < ∞
}
(4)
which are Hilbert spaces with the corresponding norms
‖u‖s :=
√∑
k∈T ∗3
|k|2s|uˆk|2.
We let ‖ · ‖ := ‖ · ‖0. One may show that for any s > 0
‖u‖s =
∥∥∇su∥∥.
The functions in the space Hs are real vector valued, zero mean and divergence free functions.
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L2
([0, T ], X)=
{
f : [0, T ] → X
∣∣∣
T∫
0
∥∥ f (t)∥∥2X dt < ∞
}
be the space of square-integrable vector valued functions on [0, T ]. We may deﬁne similarly spaces such as L1([0, T ], X),
L∞([0, T ], X).
2.2. The Helmholtz ﬁlter and the van Cittert deconvolution operator
In this section we collect few results regarding the ﬁlter and the deconvolution procedure. Some are classical results in
the theory of elliptic PDEs, other results are proved in [14,2].
For real α > 0 and u ∈ Hs , we let u be the unique strong solution in the space Hs+2 of the elliptic PDE
u− α2u= u in Ω (5)
with periodic boundary conditions.
In terms of Fourier series one may write
u(x) =
∑
k∈T ∗3
1
1+ α2|k|2 uˆke
ik·x,
the above series being convergent in Hs+2. One may show that
‖u‖s  ‖u‖s, ‖u‖s+1  C(α)‖u‖s, ‖u‖s+2  C
(
α2
)‖u‖s.
Deﬁnition 2.1. We let A : Hs+2 ⊂ Hs → Hs be the operator
Au= (I − α2)u.
We also deﬁne G : Hs → Hs+2 ⊂ Hs be the operator
Gu= u
and for natural number N > 0 we deﬁne the deconvolution operator DN : Hs → Hs based on the van Cittert procedure,
see [14],
DNu=
N∑
j=0
(I − G) ju.
We list below few of the properties of DN , see [14,2,6].
Proposition 2.1. DN : Hs → Hs is a positive, compact, continuous operator, it admits the Fourier representation
DNu(x) =
∑
k∈T ∗3
(
1+ α2|k|2)(1−( α2|k|2
1+ α2|k|2
)N+1)
uˆke
ik·x,
and there holds the operatorial inequality of positive operators
I  DN  (N + 1)I,
where I : Hs → Hs is the identity operator.
To simplify the calculations for the rest of the paper C1 = C1(L),C2 = C2(L,α,N),C3 = C3(L,α,N) > 0 will denote three
general positive constants possibly redenoted thorough that calculations but always constants in each inequality they appear
in.
In the analysis we’ll need the following norm equivalence which follows from (2.1)
C2‖v‖1 
∥∥A1/2D1/2N v∥∥ C3‖v‖1 (6)
for any v ∈ H1.
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The following theorem has been proved in [23], see also [2].
Theorem 2.1 (Weak solutions of the ADM). Given f ∈ L2([0, T ],H−1) and w0 ∈ H1 , the system (3) has a unique weak solution (w,q)
such that
w ∈ L2([0, T ],H2)∩ C([0, T ],H1), dw
dt
∈ L2([0, T ],H0), q ∈ L2([0, T ],H1(Ω)),
there holds
lim
t→0
∥∥w(t) − u0∥∥1 = 0
and the following variational equality holds true
T∫
0
(
dw
dt
,ϕ
)
+ ν(∇w,∇ϕ) + (∇ · (GNw) ⊗ (DNw) + χw(I − DNG)w,ϕ)+ (∇q,ϕ)dt =
T∫
0
(f,ϕ) (7)
for any ϕ ∈ L2([0, T ], [H1(Ω)]3).
Remark 2.1. Under the regularity assumption f ∈ H−1 and w0 ∈ H1 the unique weak solution of the ADM is also the strong
solution (in the sense of Temam [30]) of the ADM.
2.4. Global attractors, absorbing sets
We collect in the next lines bellow basic notions and theory of semigroups of operators, attractors and absorbing sets
using [29] as a reference, see also [20] or [18]. We’ll keep the notations similar to [20], the work that inspired this work.
For given initial data w0 ∈ H1, f ∈ H−1 we deﬁne the semigroup S(t)(w0) := w(t, ·), that is, the regular weak solution of
the ADM.
Deﬁnition 2.2 (Global attractors). The set A ∈ H1 is a global attractor for S iff
1. A is a compact set in H1,
2. A is an invariant set for S(t) for any t > 0,
3. for any bounded set B ⊂ H1
d
(
S(t)B,A)→ 0
as t → ∞, where
d
(
S(t)B,A)= sup
v∈B
inf
u∈A‖u − v‖1.
Deﬁnition 2.3 (Absorbing sets). A ⊂ H1 is an absorbing set if for any bounded B ⊂ H1 we can ﬁnd a real t0 > 0 such that
S(t)B ⊂ A for any t > t0.
Deﬁnition 2.4. The semigroup S is uniformly compact if for any bounded set B ⊂ H1 there exists a real t0 > 0 such that⋃
t>t0
S(t)(B) is compact.
The next theorem, see [29], gives suﬃcient conditions for the existence of global attractors.
Theorem 2.2. If S is uniformly compact and it accepts absorbing sets then ωA=⋂t>0⋃t′t S(t′)A is a global attractor of S in the
space H1 .
Proof. See [29]. 
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In this section we’ll investigate the existence of global attractors for the system (3).
The analysis require the uniform Gronwall lemma proved by Foias and Prodi [8], see also [29].
Lemma 3.1 (The uniform Gronwall lemma). Let y, g, h be positive, locally integrable functions on (t0,∞) such that
y′  gy + h
and also
t+r∫
t
y(s)ds k1,
t+r∫
t
g(s)ds k2,
t+r∫
t
h(s)ds k3
with r,k1,k2,k3 positive real constants. It follows that
y(t + r)
(
k1
r
+ k3
)
ek2
for any t  t0 .
The next theorem is the main result of the paper.
Theorem 3.1. There exists a global attractor for the ADM in the space H1 .
Proof. Let w be the regular weak solution of ADM. As emphasized in [2], due to the regularity of the weak solution of
ADM, in the variational formulation (7) there are allowed test functions ϕ ∈ L2([0, T ], [L2(Ω)]3). Therefore the test function
ADNw is a legal multiplier. Cancelling the term corresponding to the nonlinearity(∇ · (DNw) ⊗ (DNw), ADNw)= 0
and integrating by parts gives
(wt, ADNw) − ν(w, ADNw) + χw
(
(I − DNG)w, ADNw
)= (f, DNw)
which due to the positivity of A and DN is equivalent to
1
2
d
dt
∥∥A1/2D1/2N w∥∥2 + ν∥∥∇A1/2D1/2N w∥∥2 + χw((I − DNG)w, ADNw)= (f, DNw). (8)
To proceed with the calculation we use the operatorial inequality
DN  A
1
2 D
1
2
N
in H0. This can be checked via Fourier representations. Indeed,
(
1+ α2|k|2)(1−( α2|k|2
1+ α2|k|2
)N+1)

√(
1+ α2|k|2)
√(
1+ α2|k|2)(1−( α2|k|2
1+ α2|k|2
)N+1)
therefore the term on the right of the previous equality can be estimated as
(f, DNw) ‖f‖−1‖∇DNw‖ ‖f‖−1
∥∥∇A1/2D1/2N w∥∥.
We notice that, since I − DNG is positive, the last term on the left in (8) is positive
χw
(
(I − DNG)w, ADNw
)= χw∥∥√(I − DNG)A1/2D1/2N w∥∥2  0
and it can therefore be dropped in the resulting inequality.
After applying the Young inequality in (8) we get
d
dt
∥∥A1/2D1/2N w∥∥2 + ν∥∥∇A1/2D1/2N w∥∥2  1ν ‖f‖2−1. (9)
Using the Poincaré inequality on the second term on the left gives
d ∥∥A1/2D1/2N w(t)∥∥2 + C1ν∥∥A1/2D1/2N w(t)∥∥2  1 ‖f‖2−1.dt ν
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(
1− e−C1νt)‖f‖2−1.
We can now use the norm equivalence (6) to write∥∥w(t)∥∥21  C2e−C1νt‖w0‖21 + C3ν
(
1− e−C1νt)‖f‖2−1.
We set ρ = C3ν ‖ f ‖1 and ρ ′ > ρ . Let B ∈ H1 be a bounded set included in a ball of radius R centered in the origin, i.e.‖v‖1  R for any v ∈ B . We assume w0 ∈ B . We may increase R so that
t0 = 1
C1ν
ln
(
C3R2
ρ ′2 − ρ2
)
> 0.
It follows that for any t > t0 we have that ‖w(t)‖1  ρ ′ and therefore Bρ ′ , the ball centered in the origin and with radius ρ ′ ,
is an absorbing set in H1.
To complete the proof one needs to show that S is uniformly compact. Let B be an arbitrary bounded set in H1 and pick
w0 ∈ B . As previously proved, Bρ ′ is an absorbing set for S in H1 therefore we can pick t0 > 0 such that for any t > t0 and
w0 ∈ B we have ‖w(t)‖1 < ρ ′ .
We pick a real r > 0 and we integrate (9) on [t, t + r], t > t0,
∥∥A1/2D1/2N w(t + r)∥∥2 − ∥∥A1/2D1/2N w(t)∥∥2 +
t+r∫
t
ν
∥∥∇A1/2D1/2N w(t′)∥∥2 dt′  rν ‖f‖2−1,
therefore
t+r∫
t
ν
∥∥∇A1/2D1/2N w(t′)∥∥2 dt′  rν ‖f‖2−1 +
∥∥A1/2D1/2N w(t)∥∥2 − ∥∥A1/2D1/2N w(t + r)∥∥2.
Using (6) gives
t+r∫
t
∥∥w(t′)∥∥22 dt′  C3rν2 ‖f‖2−1 + C2ν ρ ′2 (10)
for any t > t0.
Inspired by ideas in [20,18] one needs to derive a differential inequality involving ‖w‖2 to which the uniform Gronwall
lemma will be applied.
We now assume w0 = u0 ∈ B ∩H2.
We write the ﬁrst equation in (3) as
wt − νw+ ∇q = f− ∇ · (DNw⊗ DNw) −χw(I − DNG)w.
Since w ∈ L2([0, T ],H2) ∩ C([0, T ],H1) it follows that DNw ∈ L∞([0, T ], [L4(Ω)]3) and therefore DNw ⊗ DNw ∈ L∞([0, T ],
[L2(Ω)]9). As a consequence
∇ · (DNw⊗ DNw) ∈ L∞
([0, T ], H−1(Ω)).
Therefore for ﬁxed w the auxiliary problem
Ut − νU+ ∇ P = f− ∇ · (DNw⊗ DNw) −χw A(I − DNG)w (11)
with initial condition U(0) = u0 ∈ H0 has the right hand side f−∇ · (DNw⊗ DNw)−χw A(I − DNG)w ∈ L2([0, T ], H−1(Ω)).
Therefore the above problem has a unique weak solution U ∈ L∞([0, T ], L2(Ω)) ∩ L2([0, T ], H1(Ω)).
Applying the ﬁlter to Eq. (11) gives
Ut − νU+ ∇ P = f− ∇ · (DNw⊗ DNw) −χw(I − DNG)w.
Therefore both U and w are the weak solutions of the time-dependent problem
Wt − νW+ ∇Q = f− ∇ · (DNw⊗ DNw) − χw(I − DNG)w,
W(0) = u0 (12)
and so U=w. Because U ∈ L∞([0, T ], L2(Ω)) ∩ L2([0, T ], H1(Ω)) it follows that w ∈ L∞([0, T ], H2(Ω)) ∩ L2([0, T ], H3(Ω)).
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1
2
d
dt
‖U‖2 + ν‖∇U‖2 = (f,U) − (∇ · (DNw⊗ DNw),U)−χw((I − DNG)w,U). (13)
We may drop the last term since
χw
(
(I − DNG)w,U
)= χw((I − DNG)w, Aw)= χw∥∥√(I − DNG)Aw∥∥2  0
and use the Cauchy–Schwartz and Young’s inequality together with (6) to get
d
dt
‖U‖2 + ν‖∇U‖2  2
ν
‖f‖−1 + C2
ν
‖w‖4L4 
2
ν
‖f‖−1 + C3
ν
‖w‖4H1 (14)
which leads to
d
dt
∥∥U(t)∥∥2  2
ν
‖f‖−1 + C3
ν
∥∥w(t)∥∥4H1  2ν ‖f‖−1 + C3ν ρ ′4
for any t > t0.
We apply to the above inequality the uniform Gronwall lemma with y(t) = ‖U(t)‖2, g = 0, h(t) = 2ν ‖f‖−1 + C3ν ρ ′4.
We have
t+r∫
t
y
(
t′
)
dt′ =
t+r∫
t
∥∥U(t′)∥∥2 dt′ 
t+r∫
t
C2
∥∥w(t′)∥∥22 dt′
therefore, in view of (10), we obtain
t+r∫
t
y
(
t′
)
dt′  C3r
ν2
‖f‖2−1 +
C2
ν
ρ ′2.
The integral of the constant function h is estimated as
t+r∫
t
h
(
t′
)
dt′ = r
(
2
ν
‖f‖−1 + C3
ν
ρ ′4
)
.
Upon applying the uniform Gronwall lemma we conclude that ‖U(t)‖ is bounded uniformly on w0 ∈ B ∩H2 and t > t0 + r.
It follows that ‖w(t)‖2 is bounded uniformly on w0 ∈ B ∩H2 and t > t0 + r. Therefore the set⋃
t>t0
S(t)(B ∩H2)
is bounded in H2 and due to the compact embedding H2 ↪→ H1 it follows that ⋃t>t0 S(t)(B ∩ H2) is relatively compact
in H1.
As S(t)(B ∩ H2) is densely embedded in S(t)(B) in the space H1 it follows that the closure of S(t)(B) in H1 is compact
in H1.
This proves S is uniformly compact and it has absorbing sets in H1 therefore by Theorem 2.2 it posses a global attrac-
tor. 
During the proof of the previous theorem we also proved the following important result:
Proposition 3.1.With the regularity assumptions f ∈ L2([0, T ],H−1) and u0 ∈ H0 , the regular weak solutionw of the ADM (3) belongs
to the space L∞([0, T ],H2) ∩ L2([0, T ],H3) for any ﬁnite time T .
Proof. See the proof of the previous theorem. 
4. The regularity of the attractor
In this section we’ll investigate the regularity of the global attractor. For this we need the following result regarding high
order regularity of the weak solution of the ADM given high regularity of the problem data.
The results obtained in [12] by Layton and Lewandowski regarding the regularity of the weak solution of the zeroth ADM
can be extended with the similar arguments to the N-th order ADM.
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w ∈ L2([0, T ],Hs+2)∩ L∞([0, T ],Hs+1),
q ∈ L2([0, T ],Hs). (15)
Proof. We write the ﬁrst equation in (3) in the following form
wt − νw+ ∇q = f− ∇ · DNw⊗ DNw−χw(I − DNG)w. (16)
We make the induction hypothesis that, for 0 k s, we have
P (k): w ∈ L2([0, T ],Hk+2)∩ L∞([0, T ],Hk+1), q ∈ L2([0, T ],Hk).
The case k = 0 has been analyzed in [23].
We assume P (k) holds, i.e. w ∈ L2([0, T ],Hk+2) ∩ L∞([0, T ],Hk+1) and we prove P (k + 1) will hold too.
We will show that the nonlinear term on the rhs of (16) satisﬁes
∇ · DNw⊗ DNw ∈ L2
([0, T ],Hk+1), (17)
therefore the rhs of the PDE (16) lies in L2([0, T ],Hk+1) and consequently its solution w will belong to L2([0, T ],Hk+3) ∩
L∞([0, T ],Hk+2) proving P (k + 1) holds.
Therefore to ﬁnish the proof one needs to show (17). It is enough to show
DNw⊗ DNw ∈ L2
([0, T ],Hk)9. (18)
Let dk denote a partial derivative of total order k, then, due to the Leibniz formula, it suﬃces to show that for any 0 q k
DNd
qw j DNd
k−qwi ∈ L2
([0, T ], L2). (19)
By the boundedness of the deconvolution operators DN since w ∈ L∞([0, T ],Hk+1) we have that
DNd
qw j, DNd
k−qwi ∈ L∞
([0, T ], L4),
therefore
DNd
qw j DNd
k−qwi ∈ L∞
([0, T ], L2).  (20)
The next theorem proves the existence of absorbing sets in the space Hs+1 given f ∈ Hs−1.
Theorem 4.2. Let f ∈ Hs−1 , s 0. Then there exists a positive ρs > 0 such that for any w0 ∈ Hs+1 with ‖w0‖1  η there exists ts > 0
depending only on η such that∥∥w(t)∥∥s+1  ρs
for any t > ts . Further, with ρs and ts determined as above there holds
t+r∫
t
∥∥∇w(t′)∥∥2s+1 dt′  2rC1 + C2
for any t > ts and r > 0 where C1,C2 are positive constants that only depend on f , ν,ρs,α, s.
Proof. We make the induction hypothesis that for any k = 0,1, . . . , s there exists ρk > 0 such that for any w0 ∈ Hk+1 with
‖w0‖1  η there exists tk > 0 depending only on η such that∥∥w(t)∥∥s+1  ρk (21)
for any t > tk . We assume also that, with ρk and tk determined as above there holds
t+r∫
t
∥∥∇w(t′)∥∥2s+1 dt′  2rC1,k + C2,k (22)
for any t > tk and r > 0, where C1,k , C2,k are positive constants that only depend on f , ν,ρs,α,k.
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0,1, . . . ,k − 1 and we would like to prove that the above is true also for k.
Using the induction hypothesis we pick ρ0, . . . , ρk−1 and for w0 ∈ Hk+1 with ‖w0‖1  η we determine t0, t1, . . . , tk−1 all
depending only on η such that (21), (22) hold.
We then set t′k = max{t0, . . . , tk−1} and ρ ′ = max{ρ0, . . . , ρk−1}.
Applying (−)k/2 to the ﬁrst equation in the ADM (3) and setting A(−)k/2w as a test function gives
1
2
d/dt
∥∥(−)k/2A1/2w∥∥2 + ν∥∥(−)k/2A12∇w∥∥2
= ((−)k/2f, (−)k/2w)− ((−)k/2∇ · (DNw⊗ DNw), (−)k/2w)
−χw
(
(I − DNG)(−)k/2w, A(−)k/2w
)
. (23)
The second term on the right is bounded as(
(−)k/2(DNw∇DNw), (−)k/2w
)= ((−)(k−2)/2(DNw∇DNw), (−)(k+2)/2w)
 ‖DNw∇DNw‖k−2‖w‖k+2.
The last term in (23) is negative
−χw
(
(I − DNG)(−)k/2w, A(−)k/2w
)= −χw∥∥(I − DNG)1/2A1/2(−)k/2w∥∥2  0,
and it can be dropped in the resulting inequality.
Using the Leibniz rule we may bound the term ‖DNw∇DNw‖k−2 by sums of norms of all partial derivatives like∥∥dk−q−2DNwidq+1DNw j∥∥
where q = 0,1, . . . ,k − 2. Here di is a partial derivative of total order i.
Using Holder’s inequality, the boundedness of the operators DN and the Sobolev embedding H1 ↪→ L4 (not optimal but
ﬁts our purpose)∥∥dk−q−2DNwidq+1DNw j∥∥ C∥∥dk−q−2w∥∥L4∥∥dq+1w∥∥L4  C‖w‖2Hk ,
where C is a general constant coming from embedding theorems.
Using this in (23) together with the Young inequality gives
d
dt
∥∥(−)k/2A1/2w∥∥2 + C(ν)‖w‖2k+2  C(‖f‖2k−1 + ‖w‖4k). (24)
We notice that we may apply the uniform Gronwall lemma exactly as in the case k = 1 (i.e. when deriving the H2 estimate)
to the above differential inequality since the rhs is uniformly bounded on [t′,∞) due to the induction hypothesis (21).
We may set y(t) = ‖(−)k/2A1/2w(t)‖2, g(t) = 0, h(t) = C(‖f‖2k−1 + ‖w‖4k ).
We use then (22) for k − 1 to obtain
t+r∫
t
y(t)dt  C(2rC1,k−1 + C2,k−1)
for any t > t′k and r > 0. Also
t+r∫
t
g(t)dt = 0,
t+r∫
t
h(t)dt =
t+r∫
t
C
(‖f‖2k−1 + ‖w‖4k)dt  C(r‖f‖2k−1 + ρ4k−1).
We can then apply the uniform Gronwall lemma and use the norm equivalence∥∥(−)k/2A1/2·∥∥≈ ‖ · ‖k+1
to get a positive ρk such that
‖w‖k+1  ρk
for any t > tk := t′k + r.
To get the second estimate we integrate (24) on [t, t + r] for t > tk and then use the same strategy as in the k = 0
case. 
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see also [29], that the global attractor of the system lies in Hs+1 and, as a consequence, for smooth data f ∈ C∞ the global attractor
lies in each Hs , s > 0, and therefore it consists of smooth functions.
Remark 4.1. The attractor theory developed here for the van Cittert deconvolution models with differential ﬁltering has been
showed to be valid also for another type of ADM using differential ﬁltering, namely the multiscale deconvolution model,
see [7].
As pointed out in the proofs presented here, besides boundedness of the deconvolution operators acting on L2(Ω), one
needs also that DN commutes with differentiation, is selfadjoint and positive deﬁnite, these being exactly the suﬃcient
conditions postulated in Stanculescu [23], under which an abstract deconvolution operator leads to a well-posed abstract
deconvolution model [23].
We may conclude that the present attractor theory is valid for the whole class of abstract deconvolution models pre-
sented in [23].
We include here few examples of deconvolution operators leading to approximate deconvolution models obeying the
theory presented herein such as the Tichonov deconvolution and accelerated van Cittert deconvolution operators, see [23].
5. Conclusions
This report investigates the long-term behavior of the regular weak solution of the approximate deconvolution model. It
is proved that the model has a global compact attractor in the space H1 (higher order than other LES models), consistent
with the ADM construction as an approximation of the ﬁltered NSE, not of the NSE.
To carry out the analysis, higher order regularity of the weak solution is also proved. The attractor’s dimension is under
study.
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