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For a large class of dynamical systems, the optimally time-dependent (OTD) modes, a set of deformable orthonormal
tangent vectors that track directions of instabilities along any trajectory, are known to depend “pointwise” on the state
of the system on the attractor, and not on the history of the trajectory. We leverage the power of neural networks to learn
this “pointwise” mapping from phase space to OTD space directly from data. The result of the learning process is a
cartography of directions associated with strongest instabilities in phase space. Implications for data-driven prediction
and control of dynamical instabilities are discussed.
The optimally time-dependent (OTD) modes are a set of
deformable orthonormal tangent vectors that track direc-
tions of instabilities along any trajectory of a dynami-
cal system. Traditionally, these modes are computed by
a time-marching approach that involves solving multi-
ple initial-boundary-value problems concurrently with the
state equations. However, for a large class of dynamical
systems, the OTDmodes are known to depend “pointwise”
on the state of the system on the attractor, and not on the
history of the trajectory. So we propose a neural-network
algorithm to learn this “pointwise” mapping from phase
space to OTD space directly from data. The neural net-
work produces a cartography of directions of strongest in-
stability in phase space, as well as accurate estimates for
the leading Lyapunov exponents.
I. INTRODUCTION
The theory of dynamical systems has a long history of try-
ing to elucidate one of the most important concepts in science
and engineering: instability. Dynamical instabilities are im-
portant because they can give rise to a variety of phenomena
with unexpected, and even disastrous, consequences. They
occur in fluid mechanics1,2, climate dynamics3, optics4, and
thermoacoustics5, and come in many shapes and forms. Per-
haps the simplest of all are instabilities arising from a lin-
ear mechanism, whose investigation traditionally involves lin-
earizing the governing equations around a fixed point, and
looking for unstable eigenvalues of the linearized problem6.
Generalization of this concept to periodic orbits led to the
well-known Floquet theory, in which stability of periodic tra-
jectories is ascertained by computing the spectrum of the mon-
odromy matrix6. The realization that episodes of transient
growth cannot be predicted by linear or Floquet analyses came
much later, and in turn gave rise to the theory of non-normal
and transient instabilities7. This culminated with the introduc-
tion of the Lyapunov exponents and Lyapunov vectors, which
provide a rigorous description of instability mechanisms in
chaotic systems8,9. Since then, considerable effort has been
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devoted to the development of algorithms for computation of
Lyapunov exponents and Lyapunov vectors from data. Great
strides have been made by the likes of Eckmann et al.10, Sano
& Sawada11, Rosenstein et al.12, Kantz13, and Wolfe et al.14,
who proposed new methods to compute Lyapunov exponents
and Lyapunov vectors from experimental measurements, or
improved on existing ones.
The key feature shared by these algorithms is that they mon-
itor the fate of perturbations around a reference orbit for suf-
ficiently long times, sometimes resorting to orthornormaliza-
tion in order to prevent blow-up of the perturbation vectors.
But tracking the evolution of perturbations along a trajectory
is nothing more than a time-marching approach in disguise.
More importantly, it does not utilize the fact that for a large
class of dynamical systems, the ith Lyapunov vector ui de-
pends pointwise on the state of the system (with the map-
ping x 7−→ ui(x) being uniquely determined by the phase-
space point x), and consequently the ith Lyapunov exponent—
a quadratic form over ui(x)—can be recovered by measure-
averaging over many measurement points, rather than time-
averaging over a long trajectory. This was pointed out by
Ershov and Potapov15, who recognized the benefits of using
measure-averaging in lieu of time-averaging, as the former al-
lows for the measurement points to be arranged in any arbi-
trary order, and even for them to belong to different trajec-
tories. These results show that if one were able to compute
the pointwise function ui(x) from data, then one would imme-
diately have access to a complete picture of the directions of
instabilities at any point in the phase space, as well as accurate
estimates for the Lyapunov exponents.
As far as we know, the only attempt to compute the map
ui(x) was made in Ref. 16, where we used the theory of
slow invariant manifolds by Fenichel17 to derive analytical ex-
pressions for ui(x) in situations exhibiting slow-fast dynam-
ics. However, application of the method is limited because
a) the dimensionality of the system cannot be too large for
the manifold analysis to be tractable; and b) the system must
have a well-defined separation of time scales, short of which
Fenichel’s theory becomes moot. Of course, the method being
analytical, there is no data component to it. This is precisely
what we set out to rectify in the present paper, with the intro-
duction of a machine-learning algorithm that infers the map
ui(x) from a large collection of state measurements.
Machine-learning (ML) algorithms have permeated virtu-
ally every area of science and engineering because of two rea-
sons. First, the amount of data available from experiments,
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2field measurements, or numerical simulations has reached un-
precedented levels. Second, ML algorithms have proven to be
extremely versatile and powerful from the standpoint of ex-
tracting patterns and information from tremendously complex
systems that would otherwise remain unaccessible. Applica-
tions of ML to dynamical systems include dimensionality re-
duction and flow-feature extraction18–21, discovery of govern-
ing equations22–24, design of optimal control strategies25, tur-
bulence closure modeling26, integration of partial differential
equations27–29, and more30. However, the literature on appli-
cations of ML to dynamical instabilities is remarkably scarce.
The only related investigation of which we are aware was con-
ducted by Wan et al.31, who used long-short-term-memory
neural networks to predict occurrences of extreme events in
chaotic systems.
The learning algorithm that we propose in this paper pro-
duces a cartography of directions associated with strongest
instabilities in phase space, from which the leading Lya-
punov exponents can be extracted. These directions coincide
with the backward Lyapunov vectors of Legras & Vautard9
and the optimally-time-dependent (OTD) modes of Babaee &
Sapsis32. (The equivalence between the two was established
in Ref. 16.) The potential of the learning algorithm in prob-
lems related to prediction and control of transient instabili-
ties and extreme events is considerable, because the proposed
method is fully data-driven, has no restricting assumptions
other than invertibility, autonomy, ergodicity, and measure-
invariance of the underlying dynamical system, and only re-
quires state measurements as inputs.
The paper is organized as follows. We formulate the prob-
lem in §II, introduce the learning algorithm in §III, followed
by results in §IV, a discussion in §V, and a conclusion in §VI.
II. FORMULATION OF THE PROBLEM
A. Preliminaries
We consider the autonomous dynamical system
x˙ = F(x), x(t0) = x0, (1)
where x belongs to a compact Riemannian manifold X en-
dowed with the Borel σ -algebra and a measure µ , the map
F : X −→ X is sufficiently smooth to ensure existence and
uniqueness of solutions, and overdot denotes differentiation
with respect to the time variable t. We assume that the trans-
formation
St : X −→X
x0 7−→ x(t) = St(x0), (2)
sometimes referred to as the “flow map”, is invertible,
measure-preserving, and ergodic. Measure-invariance is im-
portant from the standpoint of defining time-averages of
scalar functions. (This is the well-known Birkhoff ergodic
theorem33.) Measure-invariance and ergodicity are important
to guarantee that time-averages and measure-averages coin-
cide:
lim
T→∞
1
T
∫ T
t0
f (St(x0))dt =
∫
X
f (x)dµ(x), (3)
for all f ∈ L 2µ (X ). In words, these assumptions ensure
that trajectories asymptotically settle into an attractor A ⊂
X (which may be steady, time-periodic, quasiperiodic, or
chaotic), and remain on that attractor (i.e., there is no “switch-
ing” between attractors).
Infinitesimal perturbations around a given trajectory obey
the variational equation
v˙ = L(x;v), v(t0) = v0, (4)
where v belongs to the tangent space of the manifold X at
point x, denoted by TxX , and L(x;v), dF(x;v) is the Gâteaux
derivative of F evaluated at x along the direction v. In princi-
ple, the variational equation could be used to track directions
of instabilities around trajectories. In practice, however, this
is impossible, because any collection of perturbations {vi}ri=1
evolved with (4) for a sufficiently long time would see the
magnitude of its individual members grow or decay exponen-
tially fast, and the angle between them rapidly vanish.
To compute a set of meaningful directions (or “modes”)
from the variational equation, Babaee & Sapsis32 proposed
to enforce orthonormality of the vi’s at all times. One way
to achieve this is to continuously apply the Gram–Schmidt al-
gorithm to the collection {vi}ri=1, starting with v1 and moving
down. Blanchard & Sapsis16 showed that the resulting vectors
obey
u˙i = L(x;ui)−〈ui,L(x;ui)〉ui
−
i−1
∑
k=1
[〈ui,L(x;uk)〉+ 〈uk,L(x;ui)〉]uk (5)
for i ∈ {1, . . . ,r}, where the angle brackets denote a suitable
inner product on TxX . In the above, we recognize the vari-
ational equation (the left-hand side and the first term on the
right-hand side), appended with terms enforcing the orthonor-
mality constraint (the last two terms on the right-hand side).
We also note that the summation index goes to i−1 rather than
r, so that (5) assumes a lower-triangular form. (This reflects
the very structure of the Gram–Schmidt algorithm.) The ui’s
have been referred to as the OTD modes, and the collection
{ui}ri=1 as the OTD subspace32. The terms “subspace” and
“modes” are appropriate because the collection {ui}ri=1 forms
a real vector space, for which the vectors ui are an orthonor-
mal basis.
A key property of the OTD modes is that they and the vi’s
span the same subspace. The first OTD mode aligns with
the most unstable direction, just like v1 does. The second
OTD mode is not free to align with the second-most unsta-
ble direction, because it must remain orthogonal to u1. But
the subspace spanned by u1 and u2 coincides with the two-
dimensional subspace that is most rapidly growing (this is
also the subspace spanned by v1 and v2). For hyperbolic
fixed points, the OTD subspace aligns with the most unstable
3eigenspace of the associated linearized operator32. For time-
dependent trajectories, the OTD subspace aligns with the left
eigenspace of the Cauchy–Green tensor, which characterizes
transient instabilities34. As a result, the ith Lyapunov expo-
nent λi can be recovered from the ith OTD mode:
λi = lim
T→∞
1
T
∫ T
t0
〈ui(t),L(x(t);ui(t))〉ui(t)dt. (6)
The fact that the OTD modes track directions of instabilities
along any trajectory has been utilized on multiple occasions,
including in the context of prediction of extreme events in
chaotic systems35, and design of low-dimensional controllers
for stabilization of unsteady flows36,37.
The OTD system (5) is a set of time-dependent differen-
tial equations which must be solved concurrently with the
dynamical system (1). The standard approach for infinite-
dimensional systems is to discretize (1) and (5) in space, and
advance each using a time-stepping scheme. The dimension d
of the phase space after discretization may be quite large, with
the discretized state typically having thousands of millions of
degrees of freedom. In such cases, computation of the first
r OTD modes involves solving r d-dimensional differential
equations (the OTD equations), plus a d-dimensional differ-
ential equation for the state itself. For very large d, this proce-
dure is computationally onerous, and alternative approaches
might be desirable.
B. The learning problem
For dynamical systems satisfying the assumptions made
earlier (autonomy, invertibility, ergodicity, and measure-
invariance), the OTD modes asymptotically converge to a set
of vectors defined at every point on the attractor15,16,38. In
other words, in the post-transient regime, ui only depends on
the state x, but not on the history of the trajectory, or its own
initial condition ui(t0). Hence, we may cease to view ui as
being parametrized by t, and instead view it as a graph from
phase space to tangent space:
ui : X −→ TxX
x 7−→ ui(x). (7)
In this context, the collection {ui(x)}ri=1 has been referred to
as the “stationary Lyapunov basis” (SLB) at point x (Ref. 15).
The existence of the SLB at every point x of the attractor
was established separately by Ershov & Potapov15 and Gold-
hirsch et al.38 as a consequence of the Oseledec theorem39.
The questions of uniqueness and continuity with respect to x
were also addressed by Ershov & Potapov15. They showed
that for a given x, more than one SLB may exist, but only one
is stable with respect to perturbations of the underlying state.
So the OTD modes ui(x) are uniquely determined by the point
x in phase space. They also showed that if the Lyapunov spec-
trum is not quasi-degenerate (i.e., all Lyapunov exponents are
distinct, and there is no “crossing” of Lyapunov exponents
under small perturbations), then the graph (7) is continuous
in x. Uniqueness and continuity are important because they
allow for the possibility of representing the graph (7) as a su-
perposition of smooth basis functions, or as a realization of a
Gaussian process. Once the graph (7), or an approximation
of it, is known, the Lyapunov exponents can be computed by
replacing time-averaging with measure-averaging in (6):
λi =
∫
X
〈ui(x),L(x;ui(x))〉dµ(x). (8)
A promising approach is to learn the mapping (6) from data.
This requires several ingredients. First, we assume that we
have available a large collection of “snapshots” {xn}dn=1 for
the state. Each xn must belong to the attractor, but not nec-
essarily to the same trajectory, a consequence of the use of
measure-averaging. Second, we assume that we have a mech-
anism to compute the vector field F(xn) and the action of the
linearized operator L at xn in any direction v. Third, we need
to eliminate the explicit dependence of the OTD system (5) on
time. This is done by applying the chain rule to the left-hand
side of (5), resulting in
dui(x;F(x)) = L(x;ui)−〈ui,L(x;ui)〉ui
−
i−1
∑
k=1
[〈ui,L(x;uk)〉+ 〈uk,L(x;ui)〉]uk, (9)
where dui(x;F(x)) is the Gâteaux derivative of ui evaluated
at x along the direction F(x). There is no explicit temporal
dependence in (9), so that the variable x should no longer be
thought of as a point on a particular time-dependent trajectory,
but rather as any point on the attractor. System (9) may also
be thought of as a partial differential equation on X .
For computational purposes, it is useful to consider the dis-
cretized counterpart of (9):
∇xuiF(x) = L(x)ui−〈ui,L(x)ui〉ui
−
i−1
∑
k=1
[〈ui,L(x)uk〉+ 〈uk,L(x)ui〉]uk, (10)
where x and ui belong to Rd , L(x) , ∇xF(x) is the Jacobian
of the vector field F : Rd −→ Rd , and ∇xui is the Jacobian of
ui with respect to x. Although not explicitly shown in (10),
the vector ui should be understood as ui(x). We are now in a
position to state the learning problem:
Learning problem. Given a dataset {xn}Nn=1 of snapshots
belonging to the attractor A, and a mechanism to compute
F(xn) and the action of L(xn), find the collection of graphs
x 7−→ ui(x), i ∈ {1, . . . ,r}, that best satisfies (10) at every xn.
In what follows, we solve the learning problem by a deep-
learning approach based on neural networks.
III. LEARNING THE OTD MODES FROM DATA
We will find it convenient to operate in the “big-data”
regime, so we assume that the dataset used in the learning al-
gorithm contains a very large number of snapshots. Before
4we proceed, we reiterate the fundamental assumptions that
are made about the data. The underlying dynamical system
from which data is collected should be autonomous, invert-
ible, measure-preserving and ergodic, and should have a non-
quasidegenerate Lyapunov spectrum. As discussed in §II B,
these assumptions are key to ensure existence, unicity, and
continuity of the SLB in phase space.
A. Network architrecture
To learn the graphs {ui}ri=1 from the collection of snap-
shots, we employ a neural-network approach. This is appro-
priate, because each ui is a continuous function of x. This
allows us to leverage the universal approximation theorem40,
which states that any function may be approximated by a suf-
ficiently large and deep neural network. We will refer to the
learned OTD modes as the “deep OTD (dOTD) modes”.
1. Overview of the network architrecture
We find it natural to assign to each OTD mode its own
neural network ui(x;θ i), where θ i denotes the parameters
(weights and biases) of the ith network. We use the same
fully-connected feed-forward architecture with L hidden lay-
ers for all OTD modes (figure 1a). (The input and output lay-
ers are numbered 0 and L+1, respectively.) The loss function
for the ith network is specified as
`pdei (θ i) =
1
N
N
∑
n=1
∥∥∥∥∥∇xui(xn;θ i)F(xn)−L(xn)ui(xn;θ i)+ 〈ui(xn;θ i),L(xn)ui(xn;θ i)〉ui(xn;θ i)
+
i−1
∑
k=1
[〈ui(xn;θ i),L(xn)uk(xn;θ i)〉+ 〈uk(xn;θ i),L(xn)ui(xn;θ i)〉]uk(xn;θ i)
∥∥∥∥∥
2
, (11)
which is nothing more than the residual of the ith OTD equa-
tion in system (10). We note that any SLB is a global mini-
mizer of `pdei , with `
pde
i being trivially zero. So this choice of
loss function gives rise to no estimation error, and the model
is only limited by the hypothesis class (i.e., the set of func-
tions within reach of the neural network for a given number
of layers and neurons) and the tolerance specified for the op-
timization algorithm. Those are commonly referred to as “ap-
proximation error” and “optimization error”, respectively41.
Equation (11) shows that the loss function for the ith dOTD
mode depends on the first i−1 dOTD modes. This raises the
question of the order in which the dOTD modes ought to be
learned. In what follows, we opt for a “sequential” approach
(figure 1b), whereby the parameters θ i are optimized sequen-
tially (starting with θ 1 and moving down), and the outputs of
the first i−1 networks are fed into the ith network as dummy
inputs. We find this architecture to be intuitive because it
mimics the triangular structure of the Gram–Schmidt algo-
rithm. Our numerical experiments suggest that this approach
is more stable (compared to other approaches described be-
low), in the sense that it facilitates convergence of the opti-
mization algorithm. The only issue has to do with error ac-
cumulation, arising as a result of using the outcomes of the
first i−1 optimizations to compute the ith dOTD mode. How-
ever, this is easily fixed by tightening the tolerance of the opti-
mization algorithm, or doing multiple passes of training with
decreasing tolerance.
Of course, the “sequential” approach is not the only option.
Instead, one could solve the r optimization problems concur-
rently, whereby the optimization algorithm performs one iter-
ation for each neural network before updating the parameters.
· · ·
· · ·
· · ·
· · ·
· · ·
Input
xn
Hidden layers Output
ui(xn)
(a)
x NN1
NN2
NN3
u1(x)
u2(x)
u3(x)
x
x
...
(b)
FIG. 1. (a) Simplified sketch of the neural-network architecture for
the ith dOTD mode; and (b) schematic of the sequential approach,
where each unit labeled “NNi” is of the type shown in (a), and gray
arrows denote that the outputs of the first i− 1 networks are passed
to the ith network as dummy inputs.
Each iteration would need to be done sequentially (i.e., start-
5ing with θ 1, then θ 2, etc), and “coupling” between the dOTD
modes would be done by passing the first i−1 parameter vec-
tors at the current iteration to the ith neural network. Alterna-
tively, one could combine the r loss functions (11), and solve
for all of the dOTD modes in a single optimization pass using
that combined loss function. However, these two approaches
appear to cause difficulty for the optimization algorithm, both
in terms of execution speed and its ability to converge.
Use of the loss function (11) alone, which is solely based on
the residual of the OTD system, might be problematic for two
reasons. First, as discussed in §II B, any SLB is a global mini-
mizer of (11), but only one of them is stable (this is the SLB to
which the OTD modes converge when computed with a time-
marching approach). So we need a mechanism to ensure that
the optimization algorithm converges to the stable SLB, and
not to any of the unstable ones. Second, there may be other
(possibly local) minimizers of (11) besides SLBs, so we also
need a mechanism that prevents the optimization routine from
getting trapped in an irrelevant minimum.
2. Ensuring orthonormality of the dOTD modes
We begin with the question of how to ensure that the opti-
mization algorithm converges to an SLB, with no considera-
tion yet for whether that SLB is stable or not. We first note
that minimization of the loss function (11) does not guaran-
tee orthonormality of the resulting dOTD modes. (For exam-
ple, the trivial solution ui = 0 is a global minimizer of (11).)
The reason is that the terms responsible for orthonormaliz-
ing the OTD modes in the time-dependent problem (5) are no
longer sufficient to enforce this constraint. So orthonormal-
ity must be enforced explicitly in the neural network. This
is important because our numerical experiments suggest that
the SLBs are the only orthonormal minimizers of (11). In
other words, explicitly enforcing orthonormality of the dOTD
modes helps the optimization algorithm systematically con-
verge to an SLB, rather than some other irrelevant minimum.
Enforcing orthonormality of the dOTD modes can be real-
ized in two ways. One approach is to embed Gram–Schmidt
orthonormalization immediately after the last layer of the net-
work, so that the dOTD modes are orthonormal by construc-
tion. Another approach is to append to the loss function (11)
a regularization term,
`regi (θ i) =
1
N
N
∑
n=1
{
α (〈ui(xn;θ i),ui(xn;θ i)〉−1)2
+
i−1
∑
k=1
βk〈ui(xn;θ i),uk(xn;θ k)〉2
}
. (12)
The first term in the curly brackets enforces normality of
ui, and the second term enforces orthogonality of ui and uk
(k < i). The regularization parameters α and βk should be
chosen on a case-by-case basis, which offers less flexibility
than the Gram–Schmidt approach. We note that the regu-
larization approach and the Gram–Schmidt approach have no
consequence for the estimation error, because their respective
loss functions are exactly zero for any SLB.
In practice, we have found that the Gram–Schmidt ap-
proach is more robust than the regularization approach, in the
sense that the former requires fewer iterations for the opti-
mization algorithm to converge to an SLB. We note that each
iteration in the Gram–Schmidt approach requires computing
the gradients of the Gram–Schmidt layer with respect to the
network parameters by back-propagation, which is signifi-
cantly more expensive than computing the gradients of the
regularizing terms in (12). However, this is a burden worth
carrying, given that we have found cases in which the regular-
ization approach failed to converge while the Gram–Schmidt
approach succeeded, and no cases suggesting otherwise.
3. Ensuring uniqueness of the dOTD modes
Now that we have designed a mechanism ensuring that the
optimization algorithm converges to an SLB, we must address
the question of how to isolate the stable SLB from all of the
unstable ones. We begin with a simple example that provides
insight into this issue. Consider a case in which the trajectory
of interest is a hyperbolic fixed point, denoted by xe. Theo-
rem 2.3 in Babaee & Sapsis32 states that any r-dimensional
eigenspace of the operator L(xe) is an SLB of xe, and that
the only stable SLB is that associated with the r most unstable
eigenvalues of L(xe). In that work, “stability” was determined
by examining the time-dependent problem governing the evo-
lution of a perturbed SLB. In the learning problem, however,
we have eliminated any notion of temporality from the OTD
system. Hence, for the case of a hyperbolic fixed point, the
neural network, in its current manifestation, may converge to
any of the d-choose-r eigenspaces of L(xe), and not necessar-
ily to the most unstable one. This is problematic because the
OTD modes draw their power from their ability to track direc-
tions of greatest instabilities. Naturally, we wish our learning
algorithm to also have this feature.
To make sure that the learning algorithm returns the SLB
associated with directions of strongest instabilities, we use a
criterion based on Lyapunov exponents. As discussed in §II B,
the ith Lyapunov exponent λi can be computed as a measure-
average of the Lagrange multiplier 〈ui(x),L(x)ui(x)〉. With a
finite-size dataset, however, we can do no better than approx-
imating λi by a finite sum over the data points. If the dataset
is composed of multiple long trajectories initialized on the at-
tractor according to some probability distribution (in general,
we want the initial conditions to be independent and identi-
cally distributed), we have that
lim
N→∞
1
N
N
∑
n=1
〈ui(xn),L(xn)ui(xn)〉= λi, (13)
where xn is the state of the nth trajectory after some long time
T . The above limiting statement holds only when T → ∞, but
in practice we merely require that T be large enough so as to
ensure convergence of the distribution of initial conditions to
an invariant one. Equation (13) also holds when the dataset
is composed of uniformly-sampled snapshots collected in the
asymptotic regime of a single long trajectory, in which case
6(13) is equivalent to standard time-averaging. (Note that in
either case the snapshots may be arranged in any arbitrary or-
der.) Equation (13) can be modified to account for the fact that
ui is modeled as neural network. We define
λˆi(θ i) =
1
N
N
∑
n=1
〈ui(xn;θ i),L(xn)ui(xn;θ i)〉 (14)
as the “learned” Lyapunov exponent associated with the ith
dOTD mode. This is the best approximation of λi available,
given the constraints related to finiteness of the dataset and
representability of the OTD modes with neural networks.
With (14) in hand, we can append to the loss function (11)
a regularization term,
`lyapi (θ i) =−σ(λˆi(θ i)), (15)
that penalizes small Lyapunov exponents. Here, σ is a mono-
tonically increasing function onR that exacerbates differences
between the λˆi’s. Possible choices for σ include σ(λˆi) = λˆi,
λˆ 3i , sinh(λˆi), and −exp(−λˆi). Lyapunov regularization guar-
antees that the SLB to which the optimization algorithm con-
verges is such that the λˆi’s come in decreasing order, that is,
the ith dOTD mode picks up the ith-largest Lyapunov expo-
nent. Lyapunov regularization thus ensures that the dOTD
modes learned by the neural network coincide with the unique
stable solution of the time-dependent OTD system (5).
Adding Lyapunov regularization to the loss function (11)
has the effect of introducing an estimation error, because the
value of `lyapi (θ i) for the optimal θ i is generally non-zero, ex-
cept in very specific cases (for example, if σ(a) = a and λˆi
is zero). No estimation error is a feature worth preserving,
because it allows us to focus our attention on the approxi-
mation error and the optimization error, thereby facilitating
design and optimization of the neural network. To this ef-
fect, we specify an optimization schedule so that Lyapunov
regularization is “switched off” after a certain number of it-
erations. This allows us to “steer” the optimization algorithm
into a favorable direction initially, while ensuring no estima-
tion error for iterations subsequent to relaxation of Lyapunov
regularization.
B. Attractor reconstruction
The last ingredient needed to make the method fully data-
driven is a mechanism to reconstruct the vector field F(xn) and
the action of the Jacobian matrix L(xn) from the collection of
snapshots {xn}Nn=1. We note that if the governing equations
of the dynamical system are known, then there is no need for
such a mechanism because F(xn) and L(xn) can be evaluated
directly from the equations of motion. We also note that if we
can only record some observable f (x) of the state, but not the
state itself, then we can use delay embedding to reconstruct
the attractor, and compute the dOTD modes in the embedded
space. (This case will not be considered in this work.)
As discussed in §I, discovery and reconstruction of govern-
ing equations from data is an active field of research. Any
of the state-of-the-art methods could be applied to the present
problem, each introducing its own level of complexity. The
key issue is that reconstruction of F(x) can be done offline, re-
gardless of the dimensionality of the system. In other words,
computation of F(xn) for each xn may be viewed as a prepro-
cessing step, and therefore does not add to the computational
burden related to optimizing the parameters of the neural net-
work. In what follows, we opt for perhaps the simplest of all
approaches. We assume that the snapshots are sampled along
a single long trajectory with a uniform and sufficiently small
sampling time-step ∆ts, so that we may approximate F(xn) as
a standard Euler-forward finite difference:
F(xn) =
xn+1−xn
∆ts
+O(∆ts). (16)
Higher-order finite-difference formulas (e.g., Adams–
Bashforth, Adams–Moulton, or backward differentiation
formulas) may be used if higher accuracy is desired. Finite
differences have the advantage of being extremely cheap to
compute, even for high-dimensional systems. Implementation
is straightforward, and the requirement that ∆ts be small is far
from drastic.
To compute the action of the Jacobian matrix L(x) from
data, we employ the classical algorithm proposed indepen-
dently by Eckmann et al.10 and Sano & Sawada11. First, we
scan the dataset to identify the K nearest neighbors of each
datapoint xn. The nearest neighbors of xn are defined as those
points xk of the orbit (past or future) that are contained in a
ball of radius γ centered at xn:
‖xn−xk‖ ≤ γ, k ∈ {1, . . . ,K}. (17)
If γ is sufficiently small, then each vector vnk = xn−xk may be
viewed as a perturbation vector from the reference orbit. We
therefore have
vn+1k+1−vnk
∆ts
= L(xn)vnk +O(∆ts), (18)
which allows us to compute the action of the Jacobian matrix
L(xn) on the vectors {vnk}Kk=1. Now, the critical step is to note
that the vectors {vnk}Kk=1 belong to the tangent space at point
xn, and so do the OTD modes. (In fact, the OTD modes form a
basis of that space when r = d.) So if we stack up the vectors
{vnk}Kk=1 into a matrix Vn ∈ Rd×K , then the least-square fit
ui(xn;θ i)≈ VnV†nui(xn;θ i) (19)
should be a reasonably good approximation for the dOTD
modes. Here, V†n is the pseudo-inverse of Vn. (We note that
the least-square approach allows for K exceeding the dimen-
sion of the phase space d.) From (19), we can compute the
action of the linearized operator on the dOTD modes as
L(xn)ui(xn;θ i)≈ ∆VnV†nui(xn;θ i), (20)
where ∆Vn is a d-by-K matrix with columns (vn+1k+1−vnk)/∆ts.
Equation (20) requires no information other than the snapshot
data, and can be used to evaluate the loss function (11).
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trix ∆VnV†n ∈ Rd×d explicitly, and store it in memory. This
computation can be done offline for every datapoint xn, and
consequently the computational burden associated with recon-
struction is nil for the neural network. For high-dimensional
systems, however, forming and storing ∆VnV†n is not possi-
ble, so (20) must be computed online (i.e., every time the
loss function (11) is evaluated), which introduces an addi-
tional cost. Another aggravating issue is that the complexity
of most nearest-neighbor-search algorithms grows exponen-
tially with the dimension of the state, making the above ap-
proach intractable for d greater than about 25 (Ref. 42). The
curse of dimensionality thus requires that we pursue a differ-
ent strategy.
C. Learning in a high-dimensional phase space
For high-dimensional systems, the neural-network ap-
proach is intractable for two reasons. First, there is the is-
sue of reconstructing the Jacobian matrix (or, equivalently, its
action on the dOTD modes), which was discussed in §III B.
Second, to evaluate the term ∇xui(xn;θ i) appearing in (11),
we must compute the gradient of the dOTD modes with re-
spect to the state vector, resulting in a d-by-d matrix. For
large d, this computation is virtually hopeless. So to make
the neural-network approach applicable to high-dimensional
systems, we proceed to an order-reduction of the phase space.
If x arises from discretizing a partial differential equation
(PDE) defined in a domain Ω, then one approach is to ran-
domly select M points in that domain according to some prob-
ability distribution. Each snapshot xn then has dimension M,
with M presumably much smaller than d. When x contains
nodal values of the state, this approach amounts to randomly
excising M entries from each xn. (The excised entries need
not be the same for all the snapshots.) Random sampling
has been used successfully in a number of problems related to
deep learning of PDEs28,43, largely because it has the advan-
tage of being a “mesh-free” approach. However, applicability
of this method to the present problem is limited, because the
algorithm for attractor reconstruction requires that the sam-
pled points be the same for all snapshots. As a result, we may
need a large number of sampled points (with M possibly on
the order of d) to faithfully capture the dynamics. If M is rea-
sonably small, however, the dOTD modes can be learned at
the sampled points, and subsequently reconstructed over the
entire domain using any standard interpolation algorithm.
To avoid these difficulties, we use an approach based on
Galerkin projection. We assume that any state on the attractor
can be represented as a superposition of proper-orthogonal-
decomposition (POD) modes,
x− x¯=Φξ , (21)
where x¯ is the mean flow, Φ ∈Rd×ns contains the first ns POD
modes, and ξ ∈ Rns contains the corresponding POD coeffi-
cients. Measure-invariance and ergodicity of the attractor al-
low use to view ξ as a function of time or as a function of the
state, so that we may use ξ (t) and ξ (x) interchangeably. Each
POD mode can be computed directly from data by the method
of snapshots18, and the ith POD coefficient can be obtained by
projecting x− x¯ onto the ith POD mode. The number of re-
tained POD modes is determined by examining the cumulative
energy of the POD eigenvalues. In general, ns is selected so
as to account for at least 95% of the total energy. We also note
that implicit in (21) is a one-to-one correspondence between
snapshots in x-space (xn) and snapshots in ξ -space (ξ n). This
allows us to view any function of xn as a function of ξ n, and
vice versa.
In the POD subspace, the dynamics obeys
ξ˙ =ΦTF(x¯+Φξ ),G(ξ ), (22)
so in principle we could use the neural-network approach to
learn the OTD modes in the ξ -subspace. We would simply ap-
ply the method proposed in §III A and §III B with ξ in place
of x, G in place of F, and ∇ξG in place of L; then project
the dOTD modes learned in the ξ -subspace back to the full
space, resulting in Φui(ξ ). However, this approach is flawed,
because by construction it assumes that the OTD modes live in
the same subspace as the state itself (that is, the POD subspace
spanned by the columns of Φ). In reality, the OTD modes be-
long the tangent space at point x, whose principal directions
have no reason to coincide with that of the state on the at-
tractor. This inconsistency persists regardless of the number
of POD modes used in (21), so that resorting to very large ns
does not solve the problem.
All is not lost, though, since we can use different projection
subspaces for the state and the OTD modes:
x− x¯=Φξ (x), (23a)
ui(x) =Ψ(x)µ i(x), (23b)
where Ψ(x) ∈ Rd×nt is a reduced orthonormal basis of the
tangent space at x, and µ i(x) ∈ Rnt contains the basis coef-
ficients. We note that the number of POD modes (ns) and
columns of Ψ (nt ) need not be the same, which allows for the
possibility of learning the OTD modes in a subspace bigger
than the POD subspace. If Ψ(xn) is a good approximation
of the tangent space at xn, then the K nearest neighbors of xn
satisfy
xk ≈ xn+Ψ(xn)ank, k ∈ {1, . . . ,K}, (24)
where ank is a matrix of coefficients. To compute Ψ(xn) from
data, we solve the minimization problem
Ψ(xn) = argmin
Ψ,a
‖xk− (xn+Ψa)‖2, (25)
which is tantamount to a principal component analysis (PCA)
of the set of nearest neighbors {xk}Kk=1. In other words, the
columns of Ψ(xn) are the leading nt POD modes of the K
nearest neighbors of xn; we refer to them as the “tangent POD
(tPOD) modes”. We note that this approach has been used as
the basis for a number of manifold learning algorithms that
involve reconstruction of tangent space from data44,45.
Now that we have available two low-dimensional represen-
tations for the state and the OTD modes, the learning problem
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µ i : R
ns −→ Rnt
ξ 7−→ µ i(ξ ), (26)
given a dataset of reduced states {ξ n}Nn=1 and tangent bases
{Ψ(ξ n)}Nn=1. To derive an equation for µ i, we substitute
(23a,b) into (10) and arrive at
∇ξ µ iG(ξ ) = LΨµ i−〈µ i,LΨµ i〉µ i
−
i−1
∑
k=1
[〈µ i,LΨµ k〉+ 〈µ k,LΨµ i〉]µ k
−ΨᵀΨ˙µ i. (27)
Three remarks are in order. First, we note that (27) is a system
of nt -dimensional differential equations, much less expensive
to solve that the original system of d-dimensional differential
equations. Second, we note the presence of an additional term
on the right-hand side of (27) arising from the dependence of
the tPOD modes on the state x. Third, we have defined the
reduced operator
LΨ =Ψ(x)ᵀL(x)Ψ(x) ∈ Rnt×nt , (28)
which is the projection of the high-dimensional operator L(x)
onto the reduced basis Ψ(x). Equation (28) provides addi-
tional insight as to why the “naive” approach described two
paragraphs earlier was not a good one. That approach was
equivalent to having Ψ(x) =Φ for every point x on the attrac-
tor, leading to LΨ =ΦTL(x)Φ. But this is a poor approxima-
tion for L(x), becauseΦ is a reduced basis of the phase space,
not the tangent space.
To compute the reduced operator LΨ(xn) from data, we use
an approach similar to that proposed in §III B. We first recall
that (18) provides a mechanism to compute the action ofL(xn)
on a collection of perturbation vectors {vnk}Kk=1 at point xn.
But the columns of Ψ(xn) are linear combinations of these
perturbation vectors, as per the POD construction. Therefore,
we may write Ψ(xn) = Vnκ n, where κ n ∈ RK×nt is a matrix
of coefficients. This leads to
LΨ(xn)≈ κ ᵀnVᵀn∆Vnκ n. (29)
The operator LΨ(xn) has the advantage of being low-
dimensional, so it can be computed offline and stored in mem-
ory, along with the POD-reduced vector field G(ξ n).
The last term on the right-hand side of (27), however, is
problematic because it involves the temporal derivative of the
reduced tangent basis Ψ. We could use the chain rule and
write Ψ˙ = ∇ξΨG(ξ ), but the gradient ∇ξΨ is expensive to
compute. Another option is to use a finite-difference formula
in the spirit of (16):
Ψ˙(xn) =
Ψ(xn+1)−Ψ(xn)
∆ts
+O(∆ts). (30)
If ∆ts is sufficiently small, then the tPOD modes smoothly
deform from xn to xn+1, so (30) is a good approximation. (We
note in passing that continuity of ui(x) requires continuity of
both Ψ(x) and µ i(x).) With this approach, the term Ψ
ᵀΨ˙ can
be computed offline, and passed to the neural network as a
dummy input.
Finally, we address the question of whether the “local” tan-
gent bases Ψ(x) could be combined into a larger “global”
subspace that does not depend on x. Mathematically, this is
equivalent to seeking a reduced basis of the tangent bundle
T X =
⊔
x∈X
TxX , (31)
where
⊔
is the disjoint union operator. Such a construct would
have the benefit of eliminating the last term on the right-hand
side of (27). Also, it would be aesthetically more appealing,
because the OTD modes would be learned in a common sub-
space, regardless of the point at which they are computed. To
construct a reduced basis of T X , one can perform POD on the
set of tangent bases {Ψ(xn)}Nn=1. This results in a set of “bun-
dle modes”, denoted by Π ∈ Rd×nb , whose span is the best
nb-dimensional approximation of the tangent bundle T X . The
expectation is that the number of bundle modes nb, although
generally greater than the number of local tPOD modes nt ,
will still be much smaller than d. The dOTD modes are sought
as vectors in the bundle space, that is, ui(x) =Πρ i(x), where
the coefficients ρ i ∈ Rnb satisfy
∇ξ ρ iG(ξ ) = LΠρ i−〈ρ i,LΠρ i〉ρ i
−
i−1
∑
k=1
[〈ρ i,LΠρ k〉+ 〈ρ k,LΠρ i〉]ρ k, (32)
and LΠ is defined as
LΠ =ΠᵀL(x)Π ∈ Rnb×nb . (33)
For nb not too large, the reduced operator LΠ may be com-
puted offline and stored in memory.
Applicability of the tangent-bundle method is limited to
cases in which the governing equations of the dynamical sys-
tem are available. This is because LΠ cannot be computed
solely from snapshot data, except when the linearized operator
is knownL(x) explicitly. To see this, we first recognize that by
construction, each bundle mode is a linear combination of the
columns of ϒ =
[
V1, . . . ,Vn
]
. So evaluation of (33) from data
is conditioned on our ability to compute L(xn)ϒ or, equiva-
lently, each member of the set {L(xn)Vm}nm=1. But there is
no mechanism to compute L(xn)Vm from data when m 6= n.
(Equation (18) holds only for m= n.) Thus, evaluation of (33)
requires explicit knowledge of the linearized operator and, in
turn, the governing equations.
D. Implementation
We conclude this section with a few words on implemen-
tation. The neural network is built from scratch in Python.
We use Autograd46 for automatic differentiation. The acti-
vation function between hidden layers is the hyperbolic tan-
gent, although other choices (e.g., sigmoid function or swish
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put layer is a linear function. As discussed in §III A 2, the
last layer of the neural network is followed by a Gram–
Schmidt layer. The weights are initialized according to Xavier
initialization48. For Lyapunov regularization, we use σ =
sinh.
We use Adam49 to solve the optimization problem. In its
current manifestation, the code supports mini-batching, al-
though caution must be exercised when selecting the batch
size in order not to deteriorate the accuracy of (14). (The re-
sults presented in §IV do not use mini-batching.) We have
found no need for specifying learning rate schedules in the
optimizer. Different stopping criteria may be used, depend-
ing on how the vector field and linearized operator are com-
puted. If F(xn) and L(xn) are evaluated from the governing
equations, and the hypothesis class is reasonably large, then
optimization may be terminated when the loss function (11) is
smaller than a user-specified tolerance. (As a result, the over-
all error is dominated by the approximation error.) If F(xn)
and L(xn) are reconstructed from data, then it is preferable to
terminate optimization after a user-specified number of itera-
tions, in recognition of the fact that the reconstruction process
is approximate, and therefore introduces an estimation error.
To generate the training dataset, we consider a single
long trajectory of the dynamical system, rather than multi-
ple shorter trajectories with distinct initial conditions. The
snapshots are uniformly sampled along that long trajec-
tory. Pre-processing of the dataset includes extraction of
the vector field and the linearized operator at the train-
ing points. For the nearest-neighbor search, we use the
KNeighborsClassifier implemented in scikit-learn.
For high-dimensional systems, the nearest-neighbor search is
conducted in the POD subspace to alleviate computational
cost. (By that, we mean that we merely extract time stamps for
the nearest neighbors in ξ -space, and then use the correspond-
ing snapshots in x-space in the reconstruction algorithm.) In
the examples presented in §IV, the vector field and linearized
operator are formed explicitly, stored in memory, and passed
to the neural network as dummy inputs. This is possible either
because the dynamical system is low-dimensional, or because
we first proceeded to a reduction of the dynamics using the
Galerkin approach described in §III C.
IV. RESULTS
To evaluate the accuracy of the learning algorithm, we de-
fine the distance
di(x) = |〈udeepi (x),unumi (x)|, (34)
where udeepi denotes the ith dOTD mode, and u
num
i denotes the
ith OTD mode computed by direct numerical integration of
(5). The distance di takes values between 0 and 1, with the for-
mer indicating that udeepi and u
num
i are orthogonal, and the lat-
ter indicating that udeepi and u
num
i coincide. We could also use
the distance between the subspaces {udeepi }ri=1 and {unumi }ri=1,
but that measure, unlike (34), assigns the same score to all the
SLBs, regardless of stability (when r = d).
If the OTD modes are learned in a reduced subspace, then
it is useful to compute
dΘi (x) = |〈udeepi (x),ΘΘTunumi (x)|, (35)
where Θ is a placeholder for Ψ(x) or Π, depending on
whether the “local” or “bundle” approach is used. The above
is equivalent to computing the distance function in the reduced
subspace in which the modes are learned. This quantity is im-
portant, because dimensionality reduction of the tangent space
(or tangent bundle) introduces an additional error over which
the neural network has no control. Thus, situations may arise
in which dΘi is small, but di(x) is large. Should that occur, a
quick fix is to increase the dimension of the reduced subspace
Θ.
A. Low-dimensional nonlinear system
We begin with a three-dimensional nonlinear system that
was proposed by Noack et al.50 as a testbed for investigating
Hopf bifurcations in laminar bluff-body flows. We choose this
system because it provides a good illustration for many of the
comments made in §II and §III. The governing equations are
given by
x˙ = µx− y− xz, (36a)
y˙ = µy+ x− yz, (36b)
z˙ =−z+ x2+ y2, (36c)
with µ a positive constant. The system admits a linearly unsta-
ble fixed point (x = y = z = 0), and a stable periodic solution,
x =
√
µ cos t, y =
√
µ sin t, z = µ, (37)
which defines a limit cycle of radius
√µ in the z = µ plane.
As noted by Noack et al.50, the limit cycle is asymptotically
and globally stable.
For µ ≤ 1/8, it is possible to derive analytical expressions
for the OTD modes on the limit cycle:
u1 =
−sin tcos t
0
 , u2 =
−acos t−asin t
−b
 , u3 =
−bcos t−bsin t
a
 ,
(38a)
where
a =
1+
√
1−8µ
4
√µ b, b =
√
1+4µ−√1−8µ
2(1+µ)
. (38b)
These are the modes to which solutions of the OTD equations
converge when computed with a time-stepping approach. (To
the best of our knowledge, this is the first time that exact (non-
asymptotic) expressions have been reported for unsteady OTD
dynamics.) Each ui may be expressed as a function of the state
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x=
[
x y z
]T as follows:
u1(x) =
F(x)
‖F(x)‖ , u2(x) =−
a√µ x−
 00
b+a/
√µ
 ,
u3(x) =− b√µ x+
 00
a−b/√µ
 . (39)
The ordered set {u1(x),u2(x),u3(x)} is the unique stable SLB
at point x on the limit cycle, although other unstable SLBs
exist. If we define
a± =
1±√1−8µ
4
√µ b
±, b± =
√
1+4µ±√1−8µ
2(1+µ)
, (40)
then any of the ordered triples {u1,u±2 ,u±3 }, {u±2 ,u1,u±3 }, and
{u±2 ,u±3 ,u1} are solutions to the OTD equations, but only
{u1,u+2 ,u+3 } is stable.
We consider the case µ = 0.1, and use the neural-network
approach to learn the graphs {x 7−→ ui(x)}3i=1 from data. We
begin by generating a long trajectory initialized on the limit
cycle with x =
√µ , y = 0 and z = µ . This trajectory is com-
puted by a third-order Adams–Bashforth method with time-
step size ∆t = 0.01 for a total duration of T = 600 time units.
From this long trajectory, we uniformly sample N = 10 points
over one period of the limit cycle; these are our training points.
The vector field and linearized operator are computed analyti-
cally, and passed to the neural network as dummy inputs. The
neural network is composed of one hidden layer with 20 neu-
rons, and the learning rate for the Adam optimizer is set to
0.04. Lyapunov regularization is active for the first 1000 it-
erations, and turned off for the remainder of the optimization.
The dOTD modes are learned sequentially, with the maximum
number of iterations specified as 2000. The testing data con-
sists of 1256 points sampled uniformly (with time-step size
∆t) over two periods of the limit cycle.
Figures 2a-c show time series for the dOTD modes udeepi
and the numerically integrated OTD modes unumi at the train-
ing points (black stars) and testing points (colored lines). The
neural network is able to learn the graphs {x 7−→ ui(x)}3i=1
from the limited number of training points supplied to it. The
agreement at the testing points is excellent. We also note that
Lyapunov regularization is instrumental in the optimizer con-
verging to the stable SLB (39). The learned Lyapunov expo-
nents (averaged over 10 learning experiments) are found to
be λˆ1 = 1.6×10−8, λˆ2 =−0.276 and λˆ3 =−0.724, virtually
identical to their counterparts computed by numerical integra-
tion (λ1 = 0, λ2 =−0.276 and λ3 =−0.723).
B. Charney–DeVore system
Next, we consider a modified version of the classical
Charney–DeVore model, which describes atmospheric circu-
lations at midlatitudes. We consider a six-dimensional trunca-
tion of the original system, which models barotropic flow in
a plane channel with topography51. The governing equations
are given by
z˙1 = γ∗1 z3−C(z1− z∗1) (41a)
z˙2 =−(α1z1−β1)z3−Cz2−δ1z4z6 (41b)
z˙3 = (α1z1−β1)z2− γ1z1−Cz3+δ1z4z5 (41c)
z˙4 = γ∗2 z6−C(z4− z∗4)+µ(z2z6− z3z5) (41d)
z˙5 =−(α2z1−β2)z6−Cz5−δ2z4z3 (41e)
z˙6 = (α2z1−β2)z2− γ2z4−Cz6+δ2z4z2, (41f)
with parameters
αm = 8
√
2m2(b2+m2−1)/[pi(4m2−1)(b2+m2)], (42a)
δm = 64
√
2(b2+m2−1)/[15pi(b2+m2)], (42b)
µ = 16
√
2/(5pi), (42c)
βm = βb2/(b2+m2), (42d)
γm = 4
√
2m3γb/[pi(4m2−1)(b2+m2)], (42e)
γ∗m = 4
√
2mγb/[pi(4m2−1)], (42f)
where m = 1 or 2. The parameters αm and δm account for
zonal advection in the z1 and z4 directions, respectively; βm
for the so-called β effects; γm and γ∗m for topographic interac-
tions; C for Ekman damping; and z∗1 and z
∗
4 for zonal forcing
in the z1 and z4 directions, respectively. We set z∗1 = 0.95,
z∗4 = −0.76095, C = 0.1, β = 1.25, γ = 0.2 and b = 0.5.
These values of the parameters give rise to significant transi-
tions between regimes of “zonal” and “blocked” flow, result-
ing from nonlinear interaction between barotropic and topo-
graphic instabilities51. The extreme episodes of blocked flow
are of main interest to us, because they are the manifestation
of transient instabilities. Thus, it is in those intervals where
we attempt to learn the OTD modes from data.
We use a third-order Adams–Bashforth scheme with time-
step size ∆t = 0.05 to generate a long trajectory spanning
4000 time units. We use zero initial conditions, except
for z1(0) = 1.14 and z4(0) = −0.91. We consider the in-
terval 1075 ≤ t ≤ 1165 during which the trajectory passes
through a regime of blocked flow (figures 3a–f), and select
50 uniformly-spaced training points in that interval. For each
training point, the velocity field F(xn) and the Jacobian matrix
L(xn) are reconstructed using 60 nearest neighbors, and then
passed to the neural network as dummy inputs. The neural
network has two hidden layers, each with 128 neurons. The
learning rate for the Adam algorithm is 0.001. Lyapunov reg-
ularization is used for the first 2000 iterations, and switched
off thereafter. Optimization is terminated at 5000 iterations.
We attempt to learn only the first OTD mode u1. For the test-
ing data, we use all the data points from the long trajectory in
the interval 500 ≤ t ≤ 4000. This interval contains multiple
episodes of blocked flow (figure 4a).
Figure 4b shows time series for the distance d1(x(t)), which
measures agreement between udeep1 and u
num
1 . Not surpris-
ingly, the neural network is able to learn the mapping from
phase space to OTD space in the interval 1075 ≤ t ≤ 1165
in which the training points where supplied. Much more re-
markable is the outstanding agreement in other intervals of
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(a) (b) (c)
FIG. 2. For system (36a–c) with µ = 0.1, time series for the dOTD modes evaluated on testing data (solid red), along with time series for
the numerically integrated OTD modes (dashed blue), and markers identifying the 10 training points for which x was provided to the learning
algorithm (black stars); (a) first mode, (b) second mode, and (c) third mode.
(a) (b) (c)
(d) (e) (f)
FIG. 3. For the Charney–DeVore system, details of a trajectory passing through a regime of blocked flow.
blocked flow (e.g., 1340≤ t ≤ 1410 and 2900≤ t ≤ 3100)—
that is, the region in phase space synonymous with transient
instabilities—showing that the neural network only needs
know what a single interval of blocked flow looks like to be
able to predict all other such intervals, past or future. This
level of prediction capability is unprecedented in the context
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of extreme events in dynamical systems. Figure 4b also shows
that agreement is generally poor outside intervals of blocked
flow. This should come as no surprise, because neural net-
works are known to perform poorly when the testing data
looks nothing like the training data. (The fundamental as-
sumption for generalizability is that training and testing data
are drawn independently from the same probability distribu-
tion.)
Our attempts to train the neural network in an interval of
zonal flow, or in an interval containing both blocked and zonal
flow regimes, were unsuccessful. We suspect that this is be-
cause the intervals of zonal flow are more “chaotic” (with
more time scales involved) that intervals of blocked flow. Our
numerical experiments suggest that improving expressivity of
the neural network (by increasing the number of hidden layers
and neurons) does not solve the problem. We note that a simi-
lar observation was made Raissi43, who attempted to machine-
learn the Kuramoto–Sivashinsky equation with a neural net-
work. Raissi43 noted that for this system, intervals of laminar
flow posed no difficulty to the neural network, while chaotic
intervals were “stubbornly” challenging, with the optimiza-
tion algorithm not converging to the “right values” of the net-
work parameters. This description aligns with what we have
seen in the present investigation of the Charney–DeVore sys-
tem. We leave investigation of this issue for future work.
C. Flow past a cylinder
We conclude this section with an application of the learning
algorithm to a high-dimensional dynamical system. This is to
provide an illustration of the Galerkin approach proposed in
§III C. Specifically, we consider the flow of a two-dimensional
fluid of density ρ and kinematic viscosity ν past a rigid circu-
lar cylinder of diameter D with uniform free-stream velocity
Uex. The Navier–Stokes equations can be written in dimen-
sionless form as
∂tx+x ·∇x=−∇p+ 1Re∇
2x, (43a)
∇ ·x= 0, (43b)
with no-slip boundary condition (x = 0) on the cylinder sur-
face, and uniform flow (x = ex) in the far field. Velocity,
time and length have been scaled with cylinder diameter D
and free-stream velocity U , and the Reynolds number is Re =
UD/ν . We consider the case Re = 50, for which there ex-
ists a limit-cycle attractor which is believed to be globally and
asymptotically stable52. Our computational approach (mesh
topology, spatial discretization, and time-stepping scheme) is
identical to that used by Blanchard et al.36,37.
This flow lends itself to dimensionality reduction, be-
cause the limit-cycle attractor, while being part of an infinite-
dimensional phase space, is low-dimensional, with a handful
of POD modes faithfully capturing nearly all of the energy. (In
fact, the system discussed in §IV A was originally introduced
as a simplified model for this flow.) Low-dimensionality of
the attractor is important for leveraging the full power of the
reduced-order learning algorithm proposed in §III C. We also
note that learning the dOTD modes on the limit cycle does
not have much merit from the standpoint of predicting insta-
bilities, but it does from the standpoint of flow control. As
discussed in §V, having access to the OTD modes at any point
along the periodic orbit is the stepping stone for application
of the OTD control strategy proposed by Blanchard et al.37.
We begin with the generation of a long trajectory on the
limit cycle by integrating the Navier–Stokes equations for 400
time units (corresponding to about 52 periods). The POD
modes Φ are computed using 192 snapshots equally spaced
over one period. We retain the first ns = 8 POD modes,
accounting for more than 99.9% of the cumulative energy.
Time series for the POD coefficients ξ ∈ R8 are generated
by projecting the 400-time-unit trajectory on the POD modes.
The training set in ξ -space is formed by uniformly sampling
N = 20 points over one period of the limit cycle. For each
training point ξ n, we reconstruct the vector field G(ξ n) using
an Euler-forward finite-difference approximation in ξ -space.
(Alternatively, one can project (16) on the POD modes.)
To compute the reduced basis in which the OTD modes will
be learned, we consider the local approach proposed in §III C.
We compute the tPOD modes {Ψ(xn)}Nn=1 using the 50 near-
est neighbors of each xn, and then use (29) and (30) to recon-
struct the reduced linearized operator and the last term on the
right-hand side of (27), respectively. We consider local tan-
gent bases with dimension ranging from nt = 2 to 6. The neu-
ral network has two hidden layers, each comprising 32 hidden
units. The Adam optimization algorithm uses a learning rate
of 0.01, and is terminated after 2000 iterations. Lyapunov reg-
ularization is turned off after 100 iterations. The testing data
consists of 110 points sampled uniformly over two periods of
the limit cycle.
For nt = 4, the distances {di(x)}2i=1 and {dΨi (x)}2i=1 are
virtually equal to one for all the testing points. Specifically,
the standard deviation of 1−di is found to be 3.8×10−3 and
1.1×10−2 for i = 1 and 2, respectively; and the standard de-
viation of 1− dΨi is found to be 1.2× 10−4 and 1.9× 10−4
for i = 1 and 2, respectively. (These numbers were obtained
by averaging over ten learning experiments.) This shows that
a) the error introduced by the low-dimensional reconstruction
of the tangent space is essentially zero, and b) the neural net-
work finds the best representation of the OTD modes in that
reduced tangent space. Figures 5a–f provide visual confirma-
tion that the dOTD modes learned in the reconstructed tangent
space are indistinguishable from their numerically integrated
counterparts. These results illustrate the benefits of learning
the OTD modes in a reduced subspace. Equally good agree-
ment was obtained for nt = 2 and 6 with the same network
parameters.
V. DISCUSSION
We now discuss possible improvements and modifications
to the OTD learning algorithm introduced in §III, as well as
implications for data-driven control of instabilities in dynam-
ical systems.
In the examples discussed in §IV, the nonlinearity appear-
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(a)
(b)
(c)
FIG. 4. For the Charney–DeVore system, time series of (a) the first state coordinate z1, (b) the distance function with F(xn) and L(xn)
reconstructed from data, and (c) the distance function with F(xn) and L(xn) computed analytically. The 50 training points are equally spaced
in the interval 1075≤ t ≤ 1165.
ing in the governing equations was no stronger than quadratic
with respect to the state variables, and the neural network was
able to learn the OTD graph using the state x as its only “ac-
tive” input. In cases in which the nonlinearity is known to be,
or suspected to be, stronger than quadratic (e.g., with terms
involving higher-order polynomials, trigonometric functions,
or nonlinear differential operators), it is likely that supply-
ing x as the only input will call for wider, deeper networks
than used in §IV. To keep the number of network parame-
ters reasonably small and facilitate convergence of the opti-
mization algorithm, one possibility is to use as additional in-
puts a library of nonlinear functions of the state; for example,
{xn,F(xn),sin(xn),exp(−x2n),xn ·∇xn}Nn=1. This approach is
in the same spirit as the SINDy algorithm22, in which sparse
regression is applied to a library of nonlinear functions of x
in order to discover governing equations from state measure-
ments.
We also note that in any laboratory experiment, sensing
capabilities are limited by the apparatus, leading to errors
in state estimation and reconstruction. Uncertainty in state
measurements may be accounted for by trading the neural-
network approach for one based on Gaussian processes (GPs),
because GPs have the advantage of providing error estimates
at each testing points. GPs have been found capable of han-
dling sizable noise levels in a number of problems similar
to the present, including deep learning of partial differential
equations and discovery of governing equations from noisy
measurements24,53.
The method proposed in §III is fully data-driven, in the
sense that no input other than state snapshots is required to
learn the dOTD modes. (The vector field and linearized oper-
ator are reconstructed using nothing but state snapshots.) If
governing equations are available (either derived from first
principles or reconstructed from data), then there is another
possibility to learn the graphs x 7−→ ui(x); that is, generate
a large number of {xn,ui(xn)} pairs by solving the state and
OTD equations numerically, and model the input–output rela-
tionship by a neural network, whose parameters are found by
minimizing the empirical risk
`empi (θ i) =
1
N
N
∑
n=1
`(xn,ui(xn;θ i)), (44)
where ` is an appropriate loss function (e.g., quadratic loss or
log-cosh loss). To `empi may be appended the loss function
(11), which then acts as a physics-informed24,54 (equation-
based) regularization term. The downsides of this approach
are that a) access to governing equations is mandatory, and
b) generating the input–output pairs requires solving r+1 d-
dimensional initial-boundary-value problems, which may be
computationally expensive.
From the standpoint of predicting instabilities, the benefit
of learning the dOTD modes from data is that it gives access
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FIG. 5. For flow past a cylinder at Re = 50, vorticity distributions of (a) udeep1 , (b) u
deep
2 , (c) ΨΨ
Tunum1 , (d) ΨΨ
Tunum2 , (e) u
num
1 , and (f) u
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2 ,
computed with nt = 4 for a particular state on the limit cycle attractor.
to directions of instabilities at any point in phase space, and to
the leading Lyapunov exponents, regardless of their sign. But
the dOTD learning algorithm also has significant implications
from the standpoint of controlling instabilities. As discussed
in §II A, we have recently shown that the OTD modes can be
incorporated into reduced-order control algorithms for stabi-
lization of unsteady high-dimensional flows. The OTD con-
trol strategy proposed in Ref. 37 requires solving the OTD
equations concurrently with the state equations, because the
control force belongs to the OTD subspace. With the dOTD
learning approach, this requirement disappears, because the
neural-network approach can be used to build a library of
dOTD modes for various regions of the phase space. (Con-
struction of the OTD library may be done offline.) Then, as the
controlled trajectory wanders about in phase space, the con-
troller can look up in the OTD library the dOTD modes asso-
ciated with the current state. (If the trajectory visits a state that
is not present in the library, then one can interpolate between
nearby states for which dOTD modes are available.) Library
look-up can be done in real time because the computational
complexity of the look-up algorithm scales with the dimen-
sion of the OTD subspace, which makes the approach very
attractive from the standpoint of controlling high-dimensional
systems in real time. We note that similar ideas were em-
ployed in the context of nonlinear model order reduction by
Amsallem et al.20,55.
Finally, there is the issue of how the predictive capabili-
ties of the neural network are affected by changes in system
parameters. We first note that even a small change in sys-
tem parameters has the potential of considerably altering the
topology of the phase space, and in particular, the number, na-
ture, and properties of the attractors. (This is apparent when
a bifurcation occurs.) We also note that one of the prerequi-
sites for the neural network to perform well on unseen data
is that the training and testing data be drawn from the same
underlying probability distribution. Large variations in sys-
tem parameters are likely to violate this assumption, seriously
compromising generalizability of the neural network. Small
variations in system parameters may lead to good generaliz-
ability provided that the changes in phase-space topology and
underlying probability distribution are also small.
VI. CONCLUSION
For a large class of dynamical systems, the optimally time-
dependent (OTD) modes, a set of deformable orthonormal
tangent vectors that track directions of instabilities along any
trajectory, are known to depend pointwise on the state of the
system on the attractor, and not on the history of the trajec-
tory. We have developed a learning algorithm based on neural
networks to learn this pointwise mapping from phase space to
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OTD space using data collected along one or more trajecto-
ries of the system. The proposed method is fully data-driven
as it requires no other input than snapshots of the state, and
is applicable regardless of the dimensionality of the system.
The learning process provides a cartography of directions as-
sociated with strongest instabilities in phase space, as well as
accurate estimates for the leading Lyapunov exponents of the
attractor. This has significant implications for data-driven pre-
diction of dynamical instabilities, with the learning algorithm
exhibiting predictive capabilities of extreme events to a degree
that is unprecedented, but also for design and implementation
of reduced-order controllers capable of operating in real time.
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