SimRank is an intuitive and effective measure for link-based similarity that scores similarity between two nodes as the first-meeting probability of two random surfers, based on the random surfer model. However, when a user queries the similarity of a given node-pair based on SimRank, the existing approaches need to compute the similarities of other node-pairs beforehand, which we call an all-pair style. In this paper, we propose a Single-Pair SimRank approach. Without accuracy loss, this approach performs an iterative computation to obtain the similarity of a single node-pair. The time cost of our Single-Pair SimRank is always less than All-Pair SimRank and obviously efficient when we only need to assess similarity of one or a few node-pairs. We confirm the accuracy and efficiency of our approach in extensive experimental studies over synthetic and real datasets.
Introduction
The measure of similarity between objects plays a significant role in many real-world applications, including clustering, classification, information retrieval, and recommendation systems. The current similarity measures can be generalized into two broad categories: content-based similarity measures and link-based similarity measures [14] . The former is based on the content using a vector space model [16] , and the latter is based on a link graph in which objects and relationships are modeled as nodes and edges. Examples of link graphs include citations between papers, social relationships in human or web hyperlinks. Effective and efficient similarity measures between objects in a link graph can greatly assist users for searching and analyzing information [20, 9, 19, 6, 5, 13] , in particular when the relationships among objects are complex.
Among the link-based similarity measures in the literature, SimRank [9] has attracted a considerable attention due to its intuition and sturdy theoretical foundation. The basic intuition behind SimRank is "two objects are similar if they are referenced by similar objects", which implies a mutual reinforcement naturally, by updating similarity score of ( , ) (denoted by ( , )) according to similarity scores of all in-neighbors of ( , ) on the previous iteration. Based on the random surfer model [4] , SimRank owns a theoretical foundation stemming from PageRank [17] and HITS [10] . For linkbased similarity measures, SimRank is considered as one of the promising ones that have a comparable impact as PageRank has for link-based ranking [14] .
However, given a pair of nodes ( , ), the efficiency of computing SimRank ( , ) is an obstacle for its applicability on a large graph. For a large graph ( , ) the time complexity required for iterations is ( 2 2 ), where is the number of nodes in and is the average incoming degree of nodes, and ( 4 ) in the worst case. Hence, new optimization techniques for SimRank computation are needed. In the literature, there exist four reported studies on SimRank optimization [14, 5, 12, 2] . These optimization techniques have their own merits and work effectively to obtain similarity scores of every pair of nodes in a graph. However, if a user only needs to assess the similarity of a given node-pair ( , ), it becomes cumbersome, for the following reason. SimRank computes ( , ) based on the similarity of all in-neighbors of ( , ), which means that the SimRank for neighbors needs to be computed before-hand. A research issue we focus on in this paper is whether we can efficiently compute ( , ) without accuracy loss by avoiding unnecessary computational cost on computing similarity scores of other node-pairs.
As an example, consider a simple graph shown in Fig. 1(a) . For SimRank [9] and all its current optimizations, ( , ) is updated according to the similarity of all ( , )'s in-neighbor pairs, that is any nodepair ( , ) ∈ { , } × { , }. Hence, the similarity of each node-pair ( , ) should be computed beforehand, analogously for the similarity of all in-neighbor pairs of ( , ). We call this kind of methods All-Pair SimRank, in which similarities are mutual reinforced together and we can not obtain ( , ) without computing similarities of other node-pairs.
Another problem of All-Pair SimRank is its inadaptability on time-evolving graphs. Observing that the graph structure of many real-world applications changes over time, an addition/removal operation of Figure 1 : A tiny graph , and the relationship between SimRank score ( , ) and first-meeting probability ( , ) on each iteration using factor = 0.5 edges may result in the change of many similarity scores. This effect is amplified by the nature of mutual reinforcement, and makes it hard to perform incremental computation of All-Pair SimRank.
In this paper, we propose a new single-pair approach to compute ( , ) without accuracy loss, by tactfully avoiding computation of the similarity of other node-pairs except ( , ). We outline our approach below. Based on the viewpoint of the random surfer model, SimRank score can be modeled as the firstmeeting probability of two random surfers on the reversed graph [9, 6] . To be more specific, the SimRank score of the -th iteration is the sum of first-meeting probabilities on the first steps. Hence, the key of our approach is to compute the first-meeting probability of two surfers that start from nodes and , and meet somewhere exactly on the -th step, denoted by ( , ), as shown in Fig. 1(b) . The key issue is how to compute ( , ). To compute ( , ), we first give a naive method by matching path-trees, and then discuss how to achieve a higher efficiency by computing position matrix iteratively. In addition, we propose two optimization techniques to accelerate this computation process.
The main contributions of this paper are summarized below. First, we provide a deep analysis on SimRank computation. Second, we propose a new singlepair approach to compute SimRank score of a given node-pair without accuracy loss. The computational cost of our approach is always less than All-Pair SimRank and obviously efficient when we only need to assess similarity of one or a few node-pairs.
The rest of this paper is organized as follows. In Section 2, we review SimRank, especially the relationship between SimRank and first-meeting probability. Then in Section 3, we propose a Single-Pair SimRank via random surfing. Two methods are discussed: a naive method by path-tree matching, and an iterative method by position matrix iteration. Theoretical proofs and op- The similarity of node-pair ( , ) SimRank score matrix on the -th iteration ( , ) SimRank score of node-pair ( , ) on the -th iteration A decay factor between 0 and 1 The maximum iterations/steps ( ) A random surfer starting from node
First-meeting probability of ( ) and ( ) on the -th step Transition matrix Position probability matrix of ( ) and ( ) on the -th step A special position matrix , in which only probabilities of ( ) and ( ) having not met before are considered timization techniques are also developed in this section. Experimental results on performance as graph size and average incoming degree change are provided in Section 4. We discuss related works in Section 5 and conclude in Section 6.
SimRank
For link-based similarity measures, SimRank [9] is considered as a promising one that owns comparable impact as PageRank [17] has for link-based ranking [14] . In this section, in brief, we give an overview on SimRank, and emphasize SimRank on its matrix computation and first-meeting probabilities, which are not provided in [9] and other existing works. Table 1 lists the main notations we use in this paper.
For a given graph, SimRank measures similarity by exploiting structural context around objects, without requiring any human predefined hierarchies. Given a directed graph ( , ) and a node ∈ , two kinds of neighbors are distinguished: In-neighbors, denoted by ( ), and Out-neighbors, denoted by ( ). Following the intuition behind SimRank, let ( , ) denote the SimRank score of ( , ) on the -th iteration, an iterative computation is introduced as follows. (2.1)
where ∕ = and is a decay factor between 0 and 1. Initially, 0 ( , ) = 0 if ∕ = , otherwise 0 ( , ) = 1. And the similarity ( , ) = 1 if = , and ( , ) becomes as follows when ∕ = . It is because the decay factor < 1, and ( , ) is known to converge to the similarity ( , ).
Similarity Matrix
SimRank is based on random walk on graphs, which is a special case of Markov chain [1] . A transition matrix is used to describe the transitions between objects in a Markov chain. In SimRank, random walk paths are assumed to follow the reversed edges in the original graph [9, 5] . There are three steps to obtain a transition matrix for a given graph in computing SimRank: (1) Generate adjacency matrix of graph , (2) Get ′ , the transposed matrix of , and (3) Normalize ′ by summing up each row to 1 unless all elements in this row are zero. Finally, is obtained. Let be a similarity matrix representing the similarity of every pair of nodes in the graph ( , ). The element ( , ) on the -th row and -th column denotes the similarity between nodes and . Here is a symmetrical matrix in deed due to ( , ) = ( , ). Take the graph in Fig. 1(a) as an example. The transition matrix of the reversed and the similarity matrix of nodes in graph are shown in Fig. 2 (a) and Fig. 2(b) respectively. Let denote SimRank scores of each node-pair in × on the -th iteration. We give a proposition on SimRank computation using the matrix notation. 
which 
SimRank by First-Meeting Probabilities
In the following discussion, for simplicity, we mainly discuss SimRank for ∕ = . In the viewpoint of the random surfer model [4] , for a given unweighted graph, SimRank has a 1/| ( )| probability of reaching one of the out-neighbors of a node on the next step, supposing a random surfer stands at node . As discussed in [9] , similarity ( , ) measures how soon two random surfers are expected to meet if they start at nodes and and randomly walk backwards over the graph. In other words, ( , ) can be computed by summing up first-meeting probabilities of two random surfers. However, this perspective to compute ( , ) is not provided by [9] and the other existing works.
Below, we give a different way to compute firstmeeting probabilities of two random surfers. Let ( ) represent the random surfer starting from node , and let ( , ) denote the first-meeting probability of two random surfers on the -th step, starting from nodes and respectively and walking through reversed edges. We can compute ( , ), by summing up all first-meeting probabilities of ( ) and ( ) within steps, as shown in the following proposition.
Fast Computing ( , ):
A Single-Pair SimRank Approach In SimRank [9] and its current optimizations [14, 5, 12] , similarities are updated following a strategy similar to Eq. (2.1). That means, to obtain similarity of ( , ), similarity scores of ( , ) should be computed beforehand for any ∈ ( ) and ∈ ( ), where ( ) and ( ) are the sets of nodes with edges to and . We call this strategy an All-Pair SimRank approach.
In this paper, on the contrary, we propose a SinglePair SimRank approach in this paper. To obtain ( , ), similarity scores of other node-pairs do not need to be computed. It is important to note that in our single-pair method the computational cost does not increase if the underneath graph becomes large. Even on a very large graph, the query of ( , ) can be computed quickly, without accuracy loss compared to the all-pair SimRank scores. It is worth noting that Fogaras et al. [5] also gave a naive method to query ( , ) using a single-pair style (see Algorithm 1 in [5] ), but the value returned is different from the all-pair SimRank score. Our Single-Pair SimRank follows a strategy depicted in Prop. 2.2. The main idea behind is, if the first-meeting probability ( , ) can be computed via an effective and efficient function, SimRank score ( , ) can be returned easily, and so does ( , ).
In this section, we present algorithms to compute ( , ) accurately based on the random surfer model with theoretical foundation. Below, for simplicity, we suppose that all edges in graph have been reversed for random walk. In brief, any directed edge, ( , ), in graph become ( , ). Since ( , ) = 1, we assume ∕ = for the given node-pair ( , ) in the following discussions. Besides, some parameter settings and theoretical foundations are discussed, which will be used in presenting our Single-Pair SimRank algorithms.
Decay Factor and Maximum Steps: Unlike the measures such as co-citation [18] or Jaccard coefficient that only utilize direct links, SimRank exploits indirect information in a multi-step way with decay factor . Although is useful to capture the influence of indirect links, it should be set carefully to avoid overweighting the influence of indirect links. As discussed in [14] , a higher decay factor also results in more and unnecessary iterations. It can be set as = 0.5 in practice.
To judge the convergence of SimRank scores, a threshold Δ is introduced to measure the difference between ( , ) and ( , ). We predict the maximum steps according to accuracy estimate introduced by [14] . Formally, if it converges, we get 
The Probability of a Random Path: Based on the random walk theory, supposing a random surfer stands at node in an unweighted graph, the probability of an one-step path ⟨ , ⟩ is defined as:
Here, ( ) is the set of nodes with an outgoing edge from the node . A random walk path ℎ = ⟨ 0 , 1 , . . . , ⟩ can be viewed as a sequence of one-step paths. Thus, the probability of this random path is computed by
A Naive Path-Tree Matching Method
In this section, we give a naive method to compute ( , ), which is the first-meeting probability of two random surfers on the -th step. We use a path-tree to describe the visiting of nodes via random surfing, where the root of the path-tree corresponds to the starting node. We generate a path-tree for each random surfer starting from a node. Since ( , ) measures the firstmeeting of two random surfers, two path-trees will be generated. Finally, paths with a length of in different trees are compared and matched, with a first-meeting probability returned.
As an example, for two random surfers starting from nodes and in graph ( Fig. 1(a) ), an illustration of two path-trees within three steps is shown in Fig. 3 . Notice that edges in graph have been reversed.
For the path-pair matching, let us assume that two paths with the length of in different trees are ⟨ , 1 , 2 , . . . , ⟩ and ⟨ , 1 , 2 , . . . , ⟩ respectively. Here , , and and for 1 ≤ ≤ represent nodes. Based on the definition of ( , ), these two paths do first-meeting on the -th step if and only if ( , ) = 0; 5: for each path ℎ = ⟨ , 1, 2, . . . , ⟩ in do 6: for each path ℎ = ⟨ , 1, 2, ..., ⟩ in do
compute ( ℎ ) by Eq. (3.6); 10: compute ( ℎ ) by Eq. (3.6);
11:
end if 13: end if 14: end for 15: end for ∀ ∈ {1, 2, . . . , ( − 1)}, ∕ = and = Consider all the pairs of paths with a length of , we can compute ( , ) accordingly as shown in Algorithm 1. Algorithm 1 compares path-pairs in different path-trees, and if a path-pair matches as the first meeting, the probability of this path-pair will be summed. Taking path-trees shown in Fig. 3 as an example, we get values that accord with scores shown in Fig. 1(b) .
The naive approach is given in Algorithm 1. The computational cost of Algorithm 1 is independent of the graph size, and is only related with the average outgoing degree of the reversed graph (namely, average incoming degree of the original graph). Empirically, it takes ( 2 ) time and (2 ) space to perform a path-tree matching. Consider Prop. 2.2 and suppose there are iterations before convergence, it takes (
2 ) time to obtain a SimRank score ( , ).
A New Single-Pair SimRank Method
Although the idea of "path-tree matching" is simple to understand and computational cost remains unchanged as the graph size increases, there are some spare opportunities to reduce time cost further. For example, in line 8 of Algorithm 1, a large amount of time is spent on comparing nodes, whereas only a tiny number of pathpairs are first meeting at last.
In this section, we first introduce position matrix and then focus on our new Single-Pair SimRank algorithm. Two optimization techniques are also developed to accelerate iterative computation.
Position Matrix: We use Position Matrix to depict the probabilities of two random surfers standing at a specific node-pair on a specific moment. Definition 3.1: Let denote position matrix of ( ) and ( ) on the -th step. The -th row and -th column element of represent probability of ( ) and ( ) standing at nodes and respectively, on the -th step. □ Given a graph ( , ), is a | | by | | matrix. For the example shown in Fig. 3 , assuming = 3, the probability of ( ) reaching node is
, and the probability of ( ) to is
, which is the element at the fifth row and fifth column of . We observe that not all probabilities on a specific position make contributions to the first-meeting probability. For example, for the probability ( 3 ) in Fig. 3 , ( ) follows path ⟨ , , , ⟩, and ( ) follows path ⟨ , , , ⟩. Since they have met at node on the 2nd step, ( 3 ) is not the first-meeting probability. In fact, only path-pairs that have not met before have the possibility to be first-meeting in the future steps. Hence, we give a revised definition of position matrix. Probabilities in˜ may make first-meeting promisingly. Following Definition 3.2, we show a proposition to discover the relationship between˜ and ( , ).
Proposition 3.1: Let ( ) denote the sum of diagonal elements of matrix . The relationship between˜ and ( , ) is shown as follows:
Since˜ is a | | × | | matrix and describes position probabilities of two random surfers that have not met before on the -th step, for ∀ ∈ , (˜ ) means that two random surfers firstly meet at node . Thus, the sum of diagonal elements equals ( , 
where ′ is the transpose of the -th row in transition matrix , and is the -th row in . □ Proof Sketch: We prove it by mathematical induction upon the step number . As the induction basis, since only the -th row and -th column of˜ 0 equals 1 and ∕ = , ( ) ( ( )) has a distribution of ( ) to go to other nodes, for = 1. Consequently, the position probability of ( ) and ( ) going to another node-pair can be computed by (3.9)˜
In the inductive step, compute position matrix for ( + 1), provided the proposition holds for . For any probability (˜ ) ∈˜ , there are two possible cases.
First, consider = . In this case (˜ ) locates on the diagonal of˜ .
( ) and ( ) meet exactly here. It makes no contribution to the firstmeeting probability on the next step for ( + 1).
Second consider ∕ = .
Here (˜ ) represents the probability of ( ) and ( ) reaching node and respectively on step and they have never met before. Consider the situation of ( +1). As illustrated by Fig. 4 , on the step ( + 1), ( ) reaches another node in graph with a probability distribution of , similarly for ( ) with a distribution of . Thus, distribution matrix for ( ) and ( ) reaching another nodepair is (˜ ) ⋅ ′ . Then, consider the decay factor and all node-pairs in graph like ( , ), we obtain the position matrix for step ( + 1) as follows. 
It is worth noting that the computation of˜ can be optimized. Since is a common factor of˜ , factor can be detached to avoid multiply operations with every element in matrix on each iteration. Formally, supposing˜ 0 =˜ 0 , the core computation of SinglePair SimRank method can be rewritten as
where
The New Single-Pair SimRank Algorithm: Eq. (3.13) and Eq. (3.14) provide us an alternative way to obtain SimRank score of ( , ) without computing the similarity of other node-pairs. We show the new SinglePair SimRank in Algorithm 2 based on the propositions presented in the previous sections. The input parameter Δ is a threshold to judge the convergence of SimRank scores. A symbol is used to denote the total number of steps before convergence.
For complexity analysis, time cost of Single-Pair SimRank is only related to the average incoming degree . The main computational cost is spent in line 7. Although Eq. (3.14) is described by matrices, these matrices are usually very sparse. The proportion of nonzero elements in˜ influences the speed of iterative computation directly. As steps increases, non-zero elements also expand in position matrix. Examples on the tiny graph ( Fig. 1(a) ) are shown in Fig. 5 . More explicitly, since diagonal elements are omitted during the iterations, the number of non-zero elements in position matrix on the -th step is below , and is also less than | | 2 obviously. Thus we get the time complexity of Single-Pair SimRank = ⌊log Δ⌋; 6: for = 1 to do 7: compute˜ and ( , ) according to Eq. (3.13) and Eq. (3.14);
8:
( , ) = ( , ) + ( , ); Recall that time complexity of the naive method is ( 2 ). In most real datasets, is a constant below 10, which makes it possible to compute link-based similarity queries fast, using Single-Pair SimRank. Finally, we show a proposition to compare time cost between our new Single-Pair SimRank and the original SimRank. . □ In the worst case when ( , ) is a complete graph and in-degree = | |, the time complexity of SinglePair SimRank will approach All-Pair SimRank. However, in most of real-world applications, ( , ) is usually sparse and Single-Pair SimRank wins huge efficiency compared with All-Pair SimRank to respond similarity query of a node-pair. Besides, when the graph is changing, it is very difficult to update similarity matrix due to the mutual reinforcement of All-Pair SimRank. For Single-Pair SimRank, the addition/removal of an edge is viewed as addition/removal of a subtree in path-tree, and thus can be computed incrementally.
Refining Performance of Single-Pair SimRank
We have proposed Single-Pair SimRank with a performance better than All-Pair SimRank when assessing the similarity of a given node-pair. Below, we further propose two optimizations to accelerate iterative computation, and discuss techniques to apply Single-Pair SimRank on very large graphs.
Access Reduction: For the core computation shown in Eq. (3.13) and Eq. (3.14), optimization techniques allow reducing access operations to matrix ′ . Since ′ is fixed during the iterative process, we can memorize it or pre-compute it, to evade being recalculated when required next time. In the situation when the scale of is huge and the memory can not afford it, a daemon thread would be employed to compute Threshold Filtering: Many graphs appear to be scalefree [11] whose degree distribution follows power law, including WWW, citation graphs, and social networks. Position probabilities on these graphs, although being non-zero, usually denote low value and thus little influence to the final similarity. A threshold filter can be used to exclude these small but non-zero probabilities in position matrix to improve performance remarkably. We use a parameter ℎ, and simply omit the non-zero probabilities if they are less than ℎ. Formally,
This threshold filtering method may lose some accuracy. An explicit evaluation of the accuracy loss is shown in our empirical studies.
Scaling to large graphs: From the storage perspective, usually transition matrix is sparse and static, so it can be stored in the representation of sparse matrix such as 3-tuple form to afford large graphs. However, position matrix in Single-Pair SimRank and similarity matrix in All-Pair SimRank are changing iteration by iteration, with the number of non-zero values increases rapidly. Since many real-world datasets, such as the web, are modeled as very large graphs, the storage of position matrix implemented on external memory is necessary. The same challenge also exists in similarity matrix of All-Pair SimRank. In [14] , Lizorkin et al. implemented matrix storage on top of Oracle Berkeley DB 1 , and kept just several matrix rows in the main memory.
As another feasible approach, a position matrix can be represented as an increasing 3-tuple table and stored in a relational database. Both approaches are easy to implement and extend Single-Pair SimRank to the situation of very large graphs. Large graphs are usually very sparse, making the efficiency advantage of Single-Pair SimRank even more significant than All-Pair SimRank.
Empirical Study
This section reports experimental results to illustrate the practical effect of Single-Pair SimRank proposed in this paper. We implement the naive method, iterative method, and optimizations for Single-Pair SimRank, and then compare them to All-Pair SimRank over both synthetic graphs and real co-authorship network.
Parameters: Due to reasons stated in Section 3, we set decay factor = 0.5 in experiments. Notice that the maximum steps is decided by decay factor and the threshold Δ for convergence. As an input parameter, we set Δ = 0.01, which satisfies accuracy demands in most real applications. As a result, = ⌊log Δ⌋ = ⌊log 0.5 0.01⌋ = 6 For the second optimization using threshold filtering, a parameter ℎ is used to determine whether a nonzero but small probability is omitted or not. We set ℎ = 0.0001 which satisfies most cases.
Datasets: To evaluate Single-Pair SimRank over different situations, we employ both synthetic graphs and real co-authorship network. For synthetic graphs, we choose scale-free graphs [11] and random graphs [3] to simulate real-world datasets. All graphs here are produced by Barabasi Graph Generator 2 . We use ( , ) to express a directed graph which has nodes and edges. For example, (100, 500) represents a graph containing 100 nodes and 500 edges.
We collected co-author information of all papers in DBLP 3 from 5 main data mining conferences (KDD, SDM, ICDM, PKDD and PAKDD), and finally build a co-authorship network called "DM-Author" with 7,677 nodes and 19,609 edges.
Running Environment: All experiments are conducted on a computer with a 1.86G Intel Core 2 processor, 2 GB RAM, and 32-bit Windows Server 2008. All algorithms are implemented in Java.
Accuracy
Our Single-Pair SimRank returns similarity scores [9] . The quality of SimRank scores has been evaluated in [9] and other related works, so it is not the focus of our experiments. We have proposed two optimization techniques in Section 3.3. While the first technique holds accuracy, the second one using threshold filtering may lose some accuracy. We evaluate accuracy loss in this section.
We set threshold ℎ = 0.0001 for filtering. When threshold filtering is used, supposing similarity of ( , ) is ( , ), accuracy loss can be computed by
To avoid particularity, we repeat 100 times with different node-pair ( , ) and obtain average accuracy loss on each iteration shown in Fig. 6 . Experiments are performed on both scale-free graph 1 (2K, 20K) and random graph 2 (2K, 20K). We can see accuracy loss distributes in an acceptable scope while performance is optimized. Since random graphs have a relatively large diameter, a node-pair in random graph is more likely to have a non-zero but small position probability, making accuracy loss higher than that on scale-free graph.
Performance
Comparative Experiments: The motivation of our Single-Pair SimRank is assessing similarity between two objects without performing all-pair iterations. While SimRank returns a similarity matrix on the whole graph, Single-Pair SimRank only returns the similarity of a given node-pair. Comparisons between (All-Pair) SimRank, naive Single-Pair SimRank (NSP), iterative Single-Pair SimRank (ISP) and optimization techniques (Access Reduction(AR), Threshold Filtering(TF)) are conducted on the same random graph 3 (4K, 20K). Again, for Single-Pair SimRank we repeat 100 times with different node-pair ( , ) and obtain average time cost per node-pair. We set the total iteration/step number = 6. In this testing, the transition matrix is represented in the form of sparse matrix (3-tuple), whereas similarity matrix and position matrix˜ are stored in two-dimension arrays. Figure 7 : Performance test of iterative Single-Pair SimRank. In (a), let node size | |=4000 and in-degree increases. In (b), keep = 5 and increase node size. Runtime includes all 6 iterations.
As Table 2 shows, SimRank takes more than 2 minutes to complete total 6 iterations. it is unfair to compare time cost of SimRank and Single-Pair SimRank directly, because the output of SimRank is a similarity matrix, whereas Single-Pair SimRank only returns similarity of the given node-pair. In fact, based on the number of queried node-pairs, we use All-Pair SimRank, if a majority of node-pairs are queried; and Single-Pair SimRank, if only a few of node-pairs are queried.
Recall that time complexity of naive Single-Pair SimRank (NSP) is ( 2 ). In this experiment, = 5 on average. Nevertheless, in some cases, the incoming degree is significantly larger than 5, which makes time and space cost of NSP hardly to be acceptable. So we conduct naive Single-Pair SimRank with Threshold Filtering (NSP-TF) instead.
For optimizations in this experiment, Access Reduction (ISP-AR) achieves a performance improvement as high as 22% with an increase in space. We recommend Threshold Filtering (ISP-TF) in most of cases, due to its efficiency and acceptable accuracy.
Performances of Single-Pair SimRank: In this experiment we evaluate the performance of iterative Single-Pair SimRank (ISP) as incoming degree and graph size | | increase. Fig. 7(a) illustrates time cost of ISP with respect to the average incoming degree . We generate a series of scale-free graphs with node size | | = 4000 and edge size | | = | | ⋅ . We can see that 
Expanding of Non-Zero Position Probabilities:
According to the core computation shown in Eq. (3.13) and Eq. (3.14), the number of non-zero elements in position matrix performs a significant role in computational cost of iterative process. From theoretical aspect, as steps continue, the number of node-pair where two surfers locate increases rapidly, with respect to but smaller than | | 2 . We run this experiment on scale-free graph 4 (4K, 20K) and collect numbers of non-zero position probabilities on each step with Threshold Filtering turned off and on.
As Table 3 describes, if we turn off Threshold Filtering, the number of non-zero probabilities climbs rapidly following a power function. However, most of these non-zero probabilities are very small. The proof is, if we turn on Threshold Filtering and only collect probabilities higher than a threshold ℎ = 0.0001, the number of these filtered probabilities decreases greatly after 3 steps, as shown in Table 3 . So Threshold Filtering is recommended to reduce computational cost effectively while threshold ℎ is given reasonably.
Convergence Rate: According to Prop. 2.2 and Prop. 3.1, we have proved that Single-Pair SimRank produces exactly the same similarity score as All-Pair SimRank does. Thus, Single-Pair SimRank and AllPair SimRank has the same properties of convergence rate. We perform this experiment on 3 (4K,20K) with maximum iteration number = 6. As shown in On each plot, the relative accuracy rate is defined as the average accuracy of all nodes, which is
for ( , ) ∕ = 0 and ( , ) = 1 for ( , ) = 0. Note that this definition is more rigid than the absolute accuracy rate that uses | ( , ) − ( , )|. Fig. 8 (a) shows that accuracy rate is above 95% after 6 iterations, and larger in-degree results in higher increase of accuracy rate between two iterations, because a nodepair receives more similarities from their neighbors as increases. Then we show time cost of iterative SinglePair SimRank (ISP) and ISP with threshold filtering (ISP-TF) on each iteration in Fig. 8(b) . Since the performance of Single-Pair SimRank is decided by the number of non-zero values in position matrix, threshold filtering is effective to eliminate the "long tail" and wins a perfect performance, with an acceptable accuracy loss.
Experiments on Real Dataset
Single-Pair SimRank can be applied on many realworld domains, including WWW and social networks. In Table 4 we show some similarity querying examples and their query time in DM-Author dataset. It is worth noting that Bing Liu has not co-authored with Jiawei Han, but they own a similarity propagated by their common co-authors such as Philip S. Yu. Table 4 also shows that All-Pair SimRank costs significantly more time to respond the similarity query of a given node-pair. Besides, when the graph structure changes over time, the nature of mutual reinforcement in AllPair SimRank will prevent its applicability to update similarity matrix quickly.
Related Work
The measure of similarity between objects has a clear significance and was extensively studied following different disciplines. Traditional similarity measures mainly focus on assessing the similarity between documents, by employing or extending vector space model [16] . However, in many cases, linkages among objects can be the only or the most explicit information available [8] .
Naively applying traditional measures on link structure may bring invalid conclusions. On the other hand, fast growth of data requires machine aid to help classify and cluster information. Unlike some similarity measures such as [15] which rely on human generated hierarchies, SimRank [9] follows a human intuition and measure structural-context similarity automatically.
Some approaches like co-citation [18] and Jaccard coefficient also measure similarity based on structuralcontext. However, they only utilize one-step neighbors, whereas SimRank exploits multi-step with decay factor.
The efficiency of SimRank is an obstacle to prevent its applicability on large datasets. Given a graph ( , ) and | | = , the time required for iterations is ( 2 2 ), and ( 4 ) in the worst case. In the literature, there exists four research works focusing on SimRank optimization [14, 5, 12, 2] . Lizorkin et al. [14] presented an accuracy estimation and optimization techniques for SimRank that improve computational complexity from ( 4 ) to ( 3 ) in the worst case, without accuracy loss. Fogaras et al. [5] proposed a new SimRank variant, PSimRank, based on Monte Carlo method, which estimates ( , ) by calculating the first meeting time , for two random surfers starting from nodes and respectively. Li et al. [12] suggested a method to split the graph into sub-graphs, compute similarity scores in each sub-graph and then estimate similarity between nodes in different sub-graphs, which achieves a performance improvement from ( 2 2 ) to ( 4/3 2 ) on average. Finally, [2] presents two enhanced versions of SimRank, one that exploits the weights of edges in the click graph and another that exploits "evidence" supporting the similarity between queries. Nevertheless, these optimization works all adopt an all-pair style for computation.
There are also some other link-based similarity measures. Xi et al. [19] proposed a similarity computation method called SimFusion, whose main purpose is "integrating relationships from heterogeneous sources". There are some resemblances between SimFusion and SimRank, as authors of [14] deduced in related works. It is worth noting that since SimFusion do not contain a decay factor , SimFusion scores may not converge to a steady value as SimRank scores do.
Besides, Lin et al. [13] proposed PageSim to measure link-based similarity between web pages, by propagating PageRank scores to neighbors following out-links. Yin et al. [5] proposed a hierarchical structure called SimTree to describe similarities between objects in a compact way. SimTree only computes and stores the similarities of sibling nodes and the ratio of each node compared with its parent. Blondel et al. [21] introduced a measure of similarity between vertices of two graphs and , by iteratively update similarity matrix +1 = + , where and are adjacency matrices of and . Fouss et al. [6] also presents a new perspective on characterizing the similarity between nodes of a graph without human predefined hierarchies. Based on random walk, [6] computes average commute time and Euclidean Commute Time Distance (ECTD) between nodes. The pseudoinverse of the Laplacian matrix is computed based on ECTD, and therefore provides similarities of each node-pair.
We propose Single-Pair SimRank in this paper. Single-Pair SimRank is based on radom walk on graphs, which is a special case of Markov chain [1] . A node in graph represents a state in Markov chain, and transition probability is assigned by each link between nodes. Besides, techniques of sparse matrix computation [7] could be used to accelerate computation of Single-Pair SimRank, but it is not the focus of this paper.
Conclusion
In this paper, we propose Single-Pair SimRank to compute the similarity of a given node-pair without accuracy loss. Unlike the original SimRank, similarity computations of other node-pairs are avoided tactfully in our approach. Thus, if the requirement is querying similarities of a few node-pairs, our method wins great efficiency and responds quickly.
There are some avenues for future works. Techniques of sparse matrix computation could accelerate iterative process further. For very dense graphs, the advantage of Single-Pair SimRank is not very decisive compared to All-Pair SimRank, which needs more considerations. Finally, a "top-k similar objects" query on the link graph may be another interesting topic to study.
Appendix

Proof of Prop. 2.2:
The proof is organized by mathematical induction. Let be the common in-neighbors of and , such that = ( ) ∩ ( ). As the induction basis, let = 1. According to Eq. (2.1), we have Below, in the inductive step, we prove the case of ( + 1), provided that Eq. (2.4) holds for a given for all node-pairs. There are two distinguished cases. ( , ) already holds. Without loss of generality, for any such that 1 ≤ ≤ , suppose that two random walk paths are as follows: ⟨ , 1 , 2 , ⋅ ⋅ ⋅ , −1 , ⟩ for the first random surfer starting at , and ⟨ , 1 , 2 , ⋅ ⋅ ⋅ , −1 , ⟩ for the second random surfer starting at . These two paths meet at node on the step . In a similar fashion, for the case on the step ( + 1) starting from and , we can elongate the above two random paths to ⟨ , , 1 , 2 , ⋅ ⋅ ⋅ , −1 , ⟩ and ⟨ , , 1 , 2 , ⋅ ⋅ ⋅ , −1 , ⟩ respectively. Notice that every first-meeting path-pair for 1 ≤ ≤ can be elongated in this way. An illustration is provided in Fig. 9 , and heed that random walk path in SimRank follows the reversed edges. By elongating all possible first-meeting path-pairs starting from in-neighbors of ( , ), we obtain all pairs of the first-meeting paths starting from ( , ) with steps of ( + 1). That is, (7.19)
Consider all ∈ {1, 2, ⋅ ⋅ ⋅ , }, for ∕ = , the sum of all first-meeting probability within +1 steps starting from nodes and is (7.20)
Second, consider = for ∈ ( ) and ∈ ( ). In this case, the random surfers starting from and meet on the first step. That is 
