Intelligent fault detection by sensor data can ensure the reliability and availability of critical infrastructures. Switches and crossings (S&C) are one of the most important assets of railway networks. They divert trains in different directions by shifting the position of switch rail by point operating equipment (POE). The sensors record the electrical current drawn by the motor in POE. The extraction of features from time-series sensor data enables the detection of faults in POE. This paper proposes a deep learning model to detect faults in railway POE without the need for preprocessing the raw time-series data. It is based on 1-D convolution neural network. The architecture of the proposed deep learning network consists of three types of layers. The first layer is called the local convolution layer. It consists of three 1-D convolution layer to extract local temporal features from three non-overlapping segments of time-series data of different operating phases of POE. The second layer is fully-connected convolution layer. It extracts global temporal features. And the last layer is the output layer, it provides the binary output of fault or fault free for a given sensor data. The result shows that this framework can classify fault with 95.60% accuracy.
INTRODUCTION

A. Railway Switches & Crossing
Asset holder implements various maintenance policy to ensure reliability and availability of critical infrastructure to provide continuous services. Railways are large scale and spatially distributed infrastructures. Switches and crossings (S&C) are one of the most important assets of railway networks. S&C are the devices that allow trains to cross tracks and continue in a different direction or in the same direction in different tracks [1] . They are crucial in diverting the train to other track when it is blocked by traffic congestion or line failures. The layout of railway S&C is shown in Figure 1 . The S&C consist of four types of railstock rail, switch rail, wing rail and check rail. Stock rail is fixed rail, it ensures the continuity of the straight main or diverted track depending upon an open position of the switch. Switch rail is movable rail. The S&C driving devices push the switch rail accurately to the desired position to allow passage of trains. S&C has moving parts and failures of these parts lead to train delays, cancellations and sometimes derailments. The failures of S&C have a direct effect on the quality of service and has large financial implications. 
B. Point Operating Equipment
The purpose of point operating equipment (POE) is to push the switch rail towards the stock rail without the gap. There are many types of POE. In this study POE with clamp locks are considered. A POE unit consists of two cast locks (left-hand and right-hand side) and detectors, two hydraulic actuators and a flexible hose connected to a separately mounted electro-hydraulic motor. The movement of the points is achieved by two hydraulic actuators connected to the centrally mounted thrusters and drive lock slides. The relay put the feed into the power pack as shown in Figure  2 . POE has four operating phases, shown in Figure 3 :
• Motor initialization: Pump motor starts when signal is received to change the direction by railway point system.
• Unlocking mechanism: Switch rail are unlocked actuator pushes the drive lock slides to move the switch rails.
• Locking mechanism: After completion of switch rail movement, the switch rails are locked at the new position and the signal is send to railway point system that it has successfully complete the operation. The motor keeps running due to slight delay in recognition of locking of switch rail.
The clamp lock has the highest number of failures and their failure is one of the main cause of train delays [2] . The faults and defects in the clamp lock system are detected by utilizing condition monitoring techniques and practicing detailed inspection, respectively. Currently, most point equipment condition monitoring system has only one type of sensors which can record the electrical current drawn by the motor [2] [3] . The alarm in the condition monitoring system triggers when the observed parameter exceeds the threshold value. The threshold value is predetermined and chosen based on expert knowledge. The data collected from data logging sensors are transmitted to the central data server, where electrical current trend variation is studied and compared by statistical or machine learning methods to detect the fault in the clamp lock operation. In past statistical methods [3] [4][5] [6] , classification by machine learning [7] [8] and expert systems [9] has been presented to detect fault in railway point operating systems. The classification by machine learning methods has shown promising results. 
C. Related Work -Classification of Time Series by Deep Learning
Fault detection in POE by one class support vector machine (SVM) was presented in [2] . This method requires time series data processing by uniform scaling, exponential smoothing, and downscaling which necessitates adequate knowledge of signal processing.
Recently, efforts have been put to exploit deep learning methods to classify time series data [10] . Convolution neural network (CNN) is especially deployed for end-toend time series classification. In [11] , multi-channel CNN (MCCNN) is proposed for classification of multivariate time series data. It applies independent convolution on each channel. In the later phase, all independent convolutions are concatenated which is followed by a fully connected convolution layer. In another paper [12] , authors proposed multi-scale CNN (MCNN) for classification of univariate time-series data. This framework has local convolution stage in which multiple down-sample, low frequency and original time series are independently convoluted. In the next full convolution stage, all independent convolutions are concatenated for full convolution. This method requires heavy data processing efforts. In [13] and [14] authors presented an integrated convolution and recurrent neural network architecture to capture the temporal relationships from raw time series data for mobile sensing and wearable devices, respectively. A comprehensive comparison of benchmark methods with new frameworks for classification of time series data by deep neural networks is presented in [10] . It reports that the fully convolutional networks (FCN) achieve good performance without heavy processing of raw data. The residual neural network (ResNet) give competitive performance compared to other frameworks. However, the main focus of ResNet is on visual inputs, they may not lose the capacity to capture temporal relationship which is important for time-series data from sensors.
The rest of paper is organized as follows. Section II, describes the data collection and data segmentation of sensor data. Section III, describes the architecture of multisegmentation deep convolution neural network which includes three types of layers -local convolution and pooling layers, full convolution and pooling layers, and output layer. At the end of this section discuss the methodology for hyperparameter optimization and training of this deep learning model. The results are shown in Section IV. The paper is concluded in Section V.
II. DATA COLLECTION AND DATA SEGMENTATION
The data was collected from the sensor in HW1000/2000 series, a type of point operating equipment at the UK railway network. The sensor at POE measures a single time-varying electrical current signal. It samples data at 100
(sensor delay of 10,000 microseconds). The dataset contains data of 1361 movements of the year 2016. Out of 1361 data samples, there were 200 faulty movements and the rest of the movements were fault free.
The input in the deep-learning model is raw timedomain data instead of processed data in time domain or frequency domain. The proposed deep convolution neural network is structured to learn local and global temporal features from raw time-varying electrical current data. The length of time-series is denoted by . A timevarying current data is denoted by matrix , where , denotes the number of measurements (timestamps) within time period T and denotes the number of sensors. In this case, POE has only one sensor, 1. We split the number of measurements into segments to obtain a series of non-overlapping time-interval, as shown in Figure 4 . The size of each segment is equivalent to the number of operating phases of POE. In this study, motor initiation phase is ignored. The electrical current from time 0.5 sec to 3 is considered, therefore, the length of time series is 3 -0.5 2.5 . The size of the segment and the number of data points in each segment is shown in Table 1 . 
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III. ARCHITECTURE OF MULTI-SEGMENT CONVOLUTION NEURAL NETWORKS
The proposed deep learning framework for fault detection in railway point system has three types of layers; the local convolution and pool layers, the full convolution and pooling layers, and the output layer. The architecture of the multi-segment convolutional neural network is shown in Figure 5 . It utilizes 1-D CNN in both local and full-convolution and pooling layers. 1-D CNN is very effective in extracting temporal dependencies from short and fixed-length time-series data [13] . The filters in 1-D CNN slide only in one-direction either vertically from topto-bottom or horizontally from left-to-right. 2-D CNN is effective for images, where filter slides in both horizontal and vertical direction. These layers are discussed in the following subsection.
A. Local Convolution and pooling layers
Independent 1-D convolution is applied to each segment of time-series data. Three independent convolution layers extract local features from each segment of different operating phases of POE. The size of the input ( for independent convolution for segment 1, segment 2, and segment 3 is 23 1, 140 1, and 80 1, respectively. The filter (feature extractor) of size 3 is same across all local convolution layers and each layer learns from 50 filters # 50) and uses rectified linear unit (ReLu) activation function. The stride that is steps of scanning the features vertically in each local convolution is equal to 1. All three local convolution layers are followed by a maximum pooling layer. Maximum pool selects the largest element within the region covered by the filter. The pooling layer does not have any parameter to learn. It is often used after convolution layer to reduce complexity and prevent overfitting of learned features. For time-series data, it is a form of non-linear down-sampling. The filter of size 2 and stride 2 is used for maximum pooling of output from local convolution layer.
B. Full Convolution and pooling layers
The output from the local convolution and pooling layer is concatenated to use it as the input in the next full convolution layer. All features are concatenated vertically. The size of the concatenated matrix of heterogeneous set convolution and pooled layer is 116 50. This concatenated layer is scanned by 25 filters of size 3 with stride 1. It gives an output matrix of size 112 25. The full convolution is followed by maximum pooling layer with f = 2 and 2, which give an output of size 56 25.
C. Output layer
The output from the previous maximum pooling of full convolution (56×25) is flattened to make two fully connected or dense layers of size 1400. Both dense layers are followed by a dropout connection to reduces the overfitting. A fraction of neurons is randomly set to zero. The dropout rate in this deep learning model is 0.30, that is, 30% of neurons will be dropped randomly. The final fully connected layer uses softmax activation function to produce probability distribution over binary output classes -fault or fault free.
The multi-segment deep CNN is trained by binary-crossentropy loss function also called log loss. This loss function adjusts imbalanced class or labels in training data. The binary-loss-entropy loss function is defined as:
where, N is the total number of data samples, y is a binary label of each class, is predicted probability, and is model parameters.
The proposed deep learning model was implemented in proven open source libraries [15] [16] [17] [18] . An appropriate architecture of deep learning network is obtained by searching an optimal combination of hyperparameters * which minimizes the generalized error for a given learning algorithm. This could be very challenging when the dimensionality of hyperparameter search space increases. The following hyperparameters were optimized for this deep learning model before the learning process:
• Number of local convolution layers: the searchdimension of number of local convolution layers is a positive integer in the interval [1,…,3] . There will be at least 1 and at most 3 local convolution layer.
• Number of fully-connected convolution layers: the search-dimension of number of fully-connected Figure 5 . Archicture of Multi-segment deep CNN for railway point system convolution layers is a positive integer in the interval [1,…,3] .
• Number of flattened fully-connected/dense layers: the search-dimension of number of fully-connected dense layers is also a positive integer in the interval [1,…,3] .
• Size of filter in each convolution layer: search-range for filter size is a positive integer in the interval [2,…,10] . The temporal features are small and local, therefore a set of small filters and small stride are used to select the right hyperparameters for each layer to give greater attention to capture localized differences.
• Number of filters in each convolution layer: searchrange is a positive integer in the interval [20,…,100]
• Number of strides in each filter: search-range is a positive integer in the interval [1,…,3] • Dropout: search-range for dropout ratio is a real number in the close interval [0, 0.70].
• Learning rate of the optimizer: search-range for the learning-rate is a real number in the close interval [1e-8, 1e-2]. The entire exponential range is not searched. The logarithmic transformation of this exponential range, that is [-8,…,-2] is searched.
Bayesian optimization was used to obtain optimal a set of hyperparameters [19] . This approach requires fewer evaluations of the learning algorithm compared to grid search and random search. It keeping track of a set of hyperparameters that has performed and haven't performed well in a certain hyperparameter space and predicts the regions of the hyperparameter space that might improve the performance of learning algorithm (minimize the error of learning algorithm). It runs new experiments in newly predicted hyperparameter space to find the next best set of hyperparameters.
IV. CLASSIFIER PERFORMANCE
The performance of the proposed deep-learning model was evaluated by cross-validation. The dataset had 1362 instances of switch rail movement by POE. The parameters in this multi-segment deep CNN model was trained and validated by these instances. Each instance is a time-series data of a switch movement which is segmented in three parts as described in Section II. The dataset was shuffled and partitioned into three parts for performance evaluation by 3-fold cross-validation. In each fold, 2/3 of data i.e. 908 instances were utilized for training and rest 1/3 data i.e. 454 instances were utilized for testing.
Ideally, a good learning algorithm must have a low bias which suggests that it fitted the data with a low error as it has efficiently captured most underlying pattern in the data. It must have low variance, which suggests that the difference in training and test error is very low or negligible which suggests consistent performance. Table 2 shows the result of 3-fold cross-validation of multi-segment deep CNN model. It can be seen that on an average the accuracy 3-folds is 0.956 and it does not vary a lot i.e. all three folds have similar accuracy and difference in error between training and test set does not vary as well. The second fold has good performance, especially for true fault-detection rate (true-negative rate). In each fold, the test data (timeseries data of each movement) has 67 fault instances, on an average the deep-learning model detected 56 (83.11%) faulty switch movements. Figure 6 shows the ROC curve of each fold. Both the hyperparameter optimization and training of multi-segment deep CNN was carried solely on CPU: Intel Core i5 3.00 GHz processor. In this research, this did not compare the computation power of GPUs and CPUs. The utilization of GPUs to accelerate training of CNN can be seen in [20] [21] .
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V. CONCLUSION
In this paper, we introduced a deep learning algorithm based 1-dimensional convolution neural network to detect the fault in railway point operating equipment. This framework can efficiently detect the faulty switch rail movements from raw time-varying electrical-current data from current sensors. In this approach, the number of measurements for each movement (each time-series) is split into three non-overlapping segments for three different operating phases of POE. Three independent 1-D CNN is applied on each segment to capture local temporal features. The global temporal features are captured by applying 1-D CNN on concatenated output from the previous three local CNNs. It can be easily applied to data from multiple sensors or multiple-channels.
The dataset containing faulty movements of a heterogeneous set of POE may affect the results if sufficient records for a particular type of POE is not available. In this paper, we have shown the fault classification result from only a sensor at POE of type HW1000/2000 series. We are confident that the valuable insight and experience gained through this research will help us to expand this approach to multiple sets of sensors on railway tracks such as pressure, inertia, and current sensors.
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