independent, resulting in a higher amplitude PSD at supra-amplicon scales, reflecting the unevenness of 1 3 4 the amplification. The PSD will smoothly transition from the sub-to supra-amplicon variances precisely 1 3 5 following the cumulative distribution of amplicon sizes. These patterns are apparent in Figure 2A amplicon sizes for these protocols. Additionally, the supra-amplicon variance of the MALBAC library is 1 3 8 lower than the supra-amplicon variance of the MDA library while the opposite is true of the sub-amplicon 1 3 9 variances, reflecting that MALBAC provides more consistent amplification at positions far apart but that 1 4 0 MDA is locally more uniform since two positions close together are likely to be spanned by a single 1 4 1 amplicon. 1 4 2
We are not the first to propose power spectral density estimation as a uniformity measure. 1 4 3
However, prior estimation procedures [5, 13] require binning the data into 1 kb bins and do not take steps 1 4 4 to reduce background noise. This results in an inferior PSD estimate where resolution is limited to a 1 4 5 minimum genomic scale of 2 kb (since the Nyquist frequency is 5 x 10 -4 ), and fine scale differences 1 4 6 between samples are obscured by the high level of background noise ( Figure 2B ). Additionally, the PSD 1 4 7 was criticized as lacking reproducibility since a Fourier transform may not be stable in regions of zero 1 4 8 read depth and of low mappability [15] . As stated before, PaSD-qc corrects for these regions, resulting in 1 4 9 are consistent between samples amplified with the same protocol, they are divergent between different 1 7 0 protocols ( Figure 3E ); samples using the Qiagen REPLI-g Single Cell Kit with heat lysis [20] have a 1 7 1 smaller median amplicon size than samples using Epicenter RepliPHI Phi-29 with alkaline lysis [4] (17.5 1 7 2 ± 1.3 kb vs. 5.9 ± 0.5 kb, p-value: 1.2e-9 by Kolmogorov-Smirnov test). We profiled 4 samples also 1 7 3 profiled in that study and found that our estimated median amplicon size was consistent with their 1 7 4 characteristic length scale estimate (Table S1 ). Although the characteristic length scale of correlation has 1 7 5 been calculated before [10] , no other method estimates the full distribution of amplicon sizes in scWGS 1 7 6 data. 1 7 7
Comparison to existing scWGS quality control metrics 1 7 8
The autocovariance function (ACF) of scWGS data has previously been proposed as a quality metric. 1 7 9
While the ACF can be calculated directly from unevenly spaced time series data in theory, no 1 8 0 computationally efficient algorithm exists to perform the estimation, and implementations are either time 1 8 1 intensive, memory intensive, or both. Additionally, the statistical power at each lag varies and no 1 8 2 theoretical results exist on the consistency of the unevenly spaced ACF estimator. However, it is possible 1 8 3 and theoretically justified to calculate the ACF from the PSD (see SI). PaSD-qc implements an efficient 1 8 4 algorithm based on this principle (see Methods). 1 8 5
To compare the performance of the PaSD-qc ACF against the directly calculated estimate, we 1 8 6 analyzed all 16 single cell samples from the "1465" individual in [4] using both methods ( Figure 4A ). 1 8 7
These samples were pair-end sequenced with an average insert size of 350 bp. The PaSD-qc ACF 1 8 8 estimate consistently identifies the peak in correlation expected at this scale; the direct estimation fails to 1 8 9 capture this feature. Additionally, the autocorrelation should oscillate around zero beyond the largest 1 9 0 amplicon size. While this behavior is present in the PaSD-qc ACF, the direct estimation remains positive 1 9 1 beyond 1 mb, a genomic scale far larger than the upper amplicon size limit of the Phi-29 polymerase used 1 9 2 in MDA. This empirically demonstrates the potential inaccuracy of directly calculating the ACF from 1 9 3 highly unevenly spaced observations and illustrates how PaSD-qc surmounts this limitation. 1 9 4
Additionally, the ACF at lag zero (equivalently the integral of the PSD) provides an estimate of 1 9 5 the overall variance. This dispersion estimate outperforms the other commonly used dispersion estimate, 1 9 6 median absolute pairwise difference (MAPD) [16, 21] . MAPD is calculated by binning the read depth 1 9 7 signal into fixed-width bins, calculating the normalized copy number in each bin, and taking the median 1 9 8 of the pair-wise differences between all neighboring bins. We calculated MAPD scores at a range of bin 1 9 9 sizes ( Figure 4B ) and the PaSD-qc PSD estimates ( Figure 4C ) for all "1465" and "4643" samples from 2 0 0
[4]. Both reveal "1465" samples have higher supra-amplicon variance than "4643" samples. However, 2 0 1 calculating MAPD even at a single bin size is computationally intensive; as such, it is usually calculated 2 0 2 only for a single bin size, often 50 kb. At this scale, MAPD fails to distinguish a difference between the 2 0 3 sets of samples ( Figure 4D , p-value: 0.11 by Kolmogorov-Smirnov test). However, the PaSD-qc variance 2 0 4 readily discriminates the two sets ( Figure 4E , p-value: 1.7e-6 by Kolmogorov-Smirnov test). 2 0 5
Identification of chromosomes with copy number altered due to aberrant amplification 2 0 6
The close relationship between a power spectral density estimate and a normal distribution [22] permits 2 0 7 the calculation of a statistical distance measure, the symmetric Kullback-Leibler (KL) divergence, 2 0 8 between two spectra (see Methods). For a given sample, PaSD-qc identifies chromosomes with aberrant 2 0 9 amplification patterns by calculating the distance of each chromosome's PSD from the sample-average 2 1 0 PSD. A chromosome is considered aberrant if it's KL-divergence is two standard deviations beyond the 2 1 1 sample median across all chromosomes.
1 2
We demonstrate how this method can identify false-positive chromosomal copy alterations by 2 1 3 analyzing the "1465" neurons from [4]. This set of samples is informative as it includes a high coverage 2 1 4 bulk sample from the same tissue to establish a true copy profile. PaSD-qc identifies chromosomes 15-17 2 1 5 and 19-22 as inconsistently amplified in at least half of the samples ( Figure 5A , Table S2 ); sex 2 1 6 chromosomes are ignored in this analysis. Except for chromosome 15, each of these chromosomes is 2 1 7
called as significantly copy-altered in at least 25% of samples ( Figure 5B , Table S2 ) by the BICseq2 2 1 8 algorithm [23]. If a whole chromosome deletion is present in at least 25% of cells, that deletion should be 2 1 9 1 0 apparent in bulk sequencing; however, bulk analysis of the tissue reveals all chromosomes to be copy 2 2 0 neutral, indicating that the single cell copy alterations are artifacts. Different scWGS protocols show 2 2 1 different patterns of aberrantly amplified chromosomes ( Figure S4 ).
2
Discriminating high-and low-quality samples 2 2 3
We additionally profiled three newly amplified samples from the "1465" individual. Prior analysis 2 2 4 showed these samples to be of low quality ( Figure S5 ). Comparing them to high-quality samples from 2 2 5 "1465" and "4638" provide an illustrative example of how PaSD-qc distinguishes high-and low-quality 2 2 6 samples. Not only are the PSDs distinguishable by eye ( Figure 6A ), but the poor-quality samples also 2 2 7 have a wider distribution of amplicon sizes and smaller median amplicon size ( Figure 6B ). Additionally, 2 2 8 using the symmetric KL-divergence, PaSD-qc clusters the libraries based on amplification behavior 2 2 9
( Figure 6C ). The clustering correctly groups samples by high-and low-quality and further by biological 2 3 0 origin. Finally, PaSD-qc can use the symmetric KL-divergence to probabilistically assign samples to 2 3 1 different categories (e.g., high-and low-quality) using pre-computed gold-standard spectra. The toolbox 2 3 2 includes methods which allow users to generate these gold-standard spectra from their own data. PaSD-qc 2 3 3 can fully and accurately profile samples with coverage as low as 0.5X, and it provides accurate sample 2 3 4 clustering and category assignment with coverage as low as 0.1X ( Figure S6 ). 2 3 5 2 3 6 Discussion:
Here we have demonstrated the effectiveness of PaSD-qc to comprehensively evaluate the quality and 2 3 8 amplification properties of scWGS data. Although several studies have recently compared the uniformity 2 3 9 of different scWGS protocols [21, 24, 25], each study uses its own collection of statistics, making the task 2 4 0 of determining the superior protocol difficult. We believe PaSD-qc represents an important step forward 2 4 1 for the field as it provides a standardized suite of analyses that researchers can easily insert into any 2 4 2 pipeline. In particular, PaSD-qc introduces novel methods to estimate the full distribution of amplicon 2 4 3 than its amplicon sizes), as its sub-amplicon variance approaches that of bulk sequencing. Prior studies 2 6 9 have focused on the detection of large copy alterations; none have specifically examined suitability for 2 7 0 very small CNV calling. 2 7 1
Lastly, full mutational analysis at the single cell level requires high-coverage (>30X) sequencing, 2 7 2 but the uneven quality of scWGS data, primarily due to the variable quality of cells, has often resulted in 2 7 3 only a portion of the data generated being usable. The ability to accurately characterize data quality from 2 7 4 low-coverage data suggests that a cost-effective approach in scWGS data generation is to screen a large 2 7 5 number of cells at very low coverage (e.g., <0.1X) and select only a small number of high-quality 2 7 6 candidates for additional sequencing. PaSD-qc provides an efficient computational framework to perform 2 7 7 this evaluation. Figure 2 , the bulk sample is bulk cortex from "1465", the MDA sample is cell 2 9 2 30 from "1465", and the MALBAC sample has the SRA accession number SRX204745. All data were 2 9 3 downsampled to 1X using SAMtools prior to analysis. The mathematical details of Lomb-Scargle PSD estimation are described in SI. The theoretical 3 0 7 justification for the power spectral density as a measure of variance in an aperiodic signal is also given in 3 0 8 SI. 3 0 9
Normalizing and plotting power spectral densities 3 1 0
To remove edge effects and effects arising purely from sequencing, we take an idealized bulk sample as 3 1 1 the baseline for the read depth power spectral density. The idealized bulk PSD, ݂ , was derived by fitting 3 1 2 a lowess curve to the bulk PSD shown in Figure 2A . The spectral density for each single cell sample is 3 1 3 then normalized using the decibel transform as
This transform is standard in digital signal processing to remove a background signal. 3 1 5
Traditionally, power spectral densities are plotted as a function of frequency. However, for the 3 1 6 genomic read depth signal, frequency takes on the unintuitive units of inverse genomic scale (1/bp). We 3 1 7 instead choose to plot the PSD as a function of period,
/ ߱
. This results in the familiar units of genomic 3 1 8 scale (bp) on the x-axis. We believe this eases interpretation, especially for those unfamiliar with power 3 1 9 spectral densities. 3 2 0
Estimating the distribution of amplicon sizes from the power spectral density 3 2 1
As motivated in "Results", the dynamic portion of the scWGS PSD curve reflects the cumulative 3 2 2 distribution of the amplicon sizes in that sample. This distribution can thus be estimated by fitting a 3 2 3 linearly scaled cumulative distribution function to this dynamic region. In practice, which distribution 3 2 4 function should be fit is governed by two principles: 1) how tractable is fitting the curve using modern 3 2 5 gradient descent algorithms, and 2) how well does the estimated distribution reproduce the original data. 3 2 6
The first problem is one purely of computation and amounts to whether the distribution function has a 3 2 7 closed-form solution or easily approximated integral solution. We tested three distributions which fit this 3 2 8 criterion: the normal (erf), logistic, and gamma distributions. To solve the second problem, we used the 3 2 9 estimated density to simulate an idealized amplification process and compared the PSD of the idealized 3 3 0 process to that of the original sample. The simulation procedure is described in the section below. We 3 3 1 found the normal (erf) distribution best reproduced the data. 3 3 2
The dynamic region of the curve is fit as 3 3 3
The log-transformed density of the amplicon sizes is then estimated as
To estimate the median 3 3 4 and 95% bounds, we draw 100,000 observations from the above distribution and calculate the median and 3 3 5 percentiles of
Simulating an idealized amplification process 3 3 7
be the log-distribution of amplicon sizes estimated using the above method. For a given 3 3 8 chromosome arm, an idealized amplification process is simulated using the following algorithm: The PSD of the resulting simulated read depth signal is then estimated and normalized as described 3 5 0 above. To account for total power differences and mean shifts between the simulated data and the true 3 5 1 data due to the idealized nature of the above algorithm, we normalize each curve by the maximum 3 5 2 observed power and mean shift each curve such that
. We chose to use the p arm of 3 5 3 chromosome 3 for simulation purposes as in our experience it is a large arm with highly consistent 3 5 4 amplification across samples. 3 5 5
Estimating the autocovariance function 3 5 6
The autocovariance function, ߛ , estimates the covariance of a time series against itself at lags ݇ . As 3 5 7 derived in SI, the real-valued sample autocovariance can be estimated from the PSD as 3 5 8
This integral can be quickly and accurately estimated numerically using any modern quadrature 3 5 9 technique. We use Simpson's rule. 3 6 0
To directly calculate the ACF from unevenly space time series data, we define the "observation" 
is the total number of frequencies in the sum. This value is reflexive and always non-negative 3 7 2 (see SI); thus ݀ is a principled statistical distance metric between two spectra. 3 7 3
To identify aberrantly amplified chromosomes, we calculate ݀ ሺ ݂ , ݂ ሻ for each chromosome of a 3 7 4 sample. We then calculate the median divergence and the median absolute difference of the divergences. 3 7 5
A chromosome is considered aberrant if its divergence is greater than the sum of the median and two 3 7 6 times the median absolute difference. To cluster samples by behavior, the pairwise divergence is 3 7 7 calculated between each pair of sample PSDs. The resulting symmetric distance matrix is then used to 3 7 8 perform hierarchical clustering. 3 7 9
Estimating median absolute pairwise difference 3 8 0 
