Abstract-This paper presents a new, practically stabilizing, hybrid control algorithm for a unicycle type of mobile robot. The design of this algorithm is based on a set of performance requirements and it is tested numerically and experimentally. The resulting controller is compared to three other recently developed controllers, considering (a limited amount of) measurement and input time-delays, model deviations, parameter uncertainty and measurement noise.
I. INTRODUCTION
In recent years, a lot of interest has been devoted to the (point) stabilization of dynamical systems with nonholonomic constraints. The main difficulty lies, as pointed out by Brockett [1] , in the fact that the problem cannot be solved by continuous differentiable, time invariant, feedback laws. As a result, a wide range of solutions has been presented over the years. In [6] an extensive survey is given of the developments in this field. The solutions are divided into open-loop control (see for example: [2] , [5] and [16] ) and closed-loop control (see for example: [3] , [4] , [7] , [10] , [11] , [14] and [15] ). Furthermore, they are generally specified on the dynamics of a wheeled mobile robot or its chained form equivalent. Despite this wide range of solutions though, it remains unclear which one to use, on an experimental setup, for optimal results. Even more, most of the given solutions have only been tested numerically. The general focus of these papers lies on proving the obtained type of stability: exponential-, asymptotic-, or in some cases practical stability. However, the type of convergence is a mathematical issue that may have little importance on a practical setup. Or to quote [8] , a slow asymptotic convergence rate does not mean that the system solutions cannot be rapidly steered to an arbitrarily small neighborhood of zero. In the same paper, Samson questions: Is the asymptotic rate of convergence a good measure of the control performance?. In this paper, we want to study the stabilization problem for a unicycle mobile robot, as is schematically given in figure 1 , under saturation constraints on the inputs. The mobile robot has two independently controllable rear wheels, with angular wheel velocities ϕ 1 and ϕ 2 , which can be transformed to the linear velocity v and angular velocity ω of the mobile robot. The stabilization of systems with nonholonomic constraints and input limitations is rarely addressed in literature, see [12] . Even more, when it is taken into account, it is generally seen as an inconvenience that has to be considered. In this paper however, it will be used as a means to reach a certain set of performance requirements. The main contribution of this paper lies in the fact that a new, practically stabilizing, saturating hybrid controller is designed and validated for the unicycle mobile robot as is schematically presented in figure 1 . Furthermore, a set of performance requirements is defined for the closed-loop system. These performance requirements are based on the work of [16] , but redefined for state feedback controllers in the absence of obstacles and fuel limitations. Finally, the new controller is validated numerically and experimentally and is compared to three different stabilizing controllers from literature. The paper is organized as follows. In section 2 the performance requirements are given in general and specified in depth for our system. This is followed by the design, in section 3 and validation, in section 4, of the new controller. Section 5 contains the conclusions and recommandations. 
II. PERFORMANCE REQUIREMENTS
In [16] , the performance of a motion planner is specified by four types of criteria: safety criteria (the robot should avoid dangerous terrain); geometry-based criteria (such as shortest distance); time-based criteria (such as shortest time) and physics-based criteria (such as minimal fuel or energy). However, these performance requirements are specified for an open-loop controller (motion planner). For a closed-loop (state feedback) controller that needs to be validated in an experimental setup, an additional class of requirements is added: robustness criteria. In this study we will focus on the stabilization problem in the absence of fuel limitations and obstacles. Doing so, the physics-based and safety criteria can be omitted. The performance requirements that remain are shortly discussed.
A. Geometry-based criteria
It is required that the mobile robot follows the shortest trajectory to the origin. The mobile robot representation as is given in figure 1 can be modeled kinematically aṡ
equal right and left wheelbase B and equal right and left wheel radius r. To practically stabilize this system, the state components are not steered towards zero (which is required for stabilization), but to a bounded region, which can be tuned arbitrarily small, around zero.
Definition 1: (Practical stability).
Consider an mdimensional system:
T a set of parameters. An equilibrium point z = z T , i.e. f z (z T , c, t) = 0 for all c and t ∈ R, is a globally practically stable equilibrium point of (3) if for sufficiently large t, say t ≥ τ s , |z(t) − z T | ≤ z for all z 0 ∈ R m , where z = z (c) can be tuned to an arbitrarily small value using the parameters c and where τ s = τ s (z 0 , c).
Definition 2: (Shortest trajectory).
Of all the trajectories, from a state G, (x, y, θ) = (x g , y g , θ g ) to a state H, (x, y, θ) = (x h , y h , θ h ), the shortest is the one that can be traveled with the minimum number of absolute wheel revolutions.
Theorem 1: (Min. number of wheel revolutions)
. Consider the kinematic model for a unicycle mobile robot as given in (1) . The minimum number of absolute wheel revolutions, needed to steer the system from an initial state (x, y, θ) = (x(0), y(0), θ(0)) to the origin, is given by
with
the desired optimal initial orientation and
the minimum initial orientation and minimum initial orientation error respectively, where
Proof. The minimum number of absolute wheel revolutions depends on the initial orientation and initial (x,y)-position. The influence of both can be considered separately So, generalizing these findings for all θ (0), the solution to this problem is given by the straight line trajectory to the origin
The corresponding (idealized) shortest trajectory consists of three phases. First, the orientation θ is steered towards the desired orientation θ c (0). Secondly, the (x,y)-position is steered towards zero. And finally, the orientation is steered towards zero.
B. Time-based criteria
It is required that the mobile robot reaches the targeted neighborhood of the origin in an as short as possible time period. The shortest time period is obtained when traveling over the shortest trajectory with maximum velocity. Note that exponentially converging controllers will generally not meet this criteria, due to the fact that they have decaying inputs.
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C. Robustness criteria
Our aim is to derive a controller that is robust to a wide range of perturbations. The experimental mobile robot BellyBot, see section IV-B, will be used to numerically specify the requirements. It is a fairly inaccurate system, which is considered to incorporate all the robustness issues normally present in such systems. It is required that the mobile robot can be practically stabilized, to a bounded region of which the size is determined by the stop criterium • Measurement time-delay 5 samples at 70 [Hz] on the (x, y)-position (measurement time-delay on the orientation can be easily compensated by using, for example,
with t d the time-delay, θ m the orientation measurement and ω(t) estimated by (2)); • Input time-delay 16 samples at 200 [Hz] on both inputs;
• Inaccuracies that occur due to the induced kinematic control loop. The global controller is specified on the kinematic model, but in general the velocity control wil not be exact as the experimental system has a finite maximum acceleration; • Parameter inaccuracies in B and r (deviations of 1%).
Both the wheelbase and wheel radius depend on the accuracy of steady state parameter measurements and on the dynamic behavior of the system. In a cornering situation, for example, a tyre will be compressed and the connection point of the tyre to the road may shift; • Uncertainty on the initial condition (deviations of 1%).
III. CONTROLLER DESIGN
In this section a practically stabilizing, saturating, hybrid controller is designed considering the performance requirements. To cope with the conflicting nature of these requirements (path and time optimization lead to robustness reduction), the controller consists of two separate parts: an aiming algorithm and a final stabilizer. The aiming algorithm steers the system, with one of the two angular wheel velocities saturated, along a straight line to a bounded region around an aiming point (that is defined in the (x, y)-plane, see figure 1 ). When the system is brought close enough to the aiming point, the switching criterium is met,
and the control action is (permanently) replaced by the final stabilizer.
Herein, it is chosen to define the desired orientation θ c based on the location of this aiming point to obtain the flexibility to tune the initial conditions for the final stabilizer. If no aiming point is used, or if it is placed at the origin, the system may be located on the y-axis when the final stabilizer is enabled. This can result in large orientation changes near the origin, which may be problematic when the system is not ideal. By placing the aiming point close to the x-axis and away from the y-axis, the final stabilizer can steer the orientation more gradually to the neighborhood of zero.
The final stabilizer steers the system from the region of the aiming point towards a neighborhood of the origin and it also steers the orientation to a neighborhood of zero. It again has one of the two angular wheel velocities saturated, but this time the maximum value is determined by the scaled absolute distance to the origin. In other words, the system will slow down when it approaches the origin. Still, using these two algorithms, the closed-loop system will deviate from the optimal trajectory (recall theorem 1). It will not move in a straight line to the origin and then rotate to a zero orientation, but it will use a slightly different trajectory which is more robust to the specified perturbations. The resulting deviation however, is reasonably small if the aiming point is chosen close enough to the origin. Furthermore, the closed-loop system will also have a longer travel time, as the final stabilizer uses a lower maximum wheel velocity, which depends in size on the location of the system. This is necessary in order to be robust to the system time delays, which are assumed to be not exactly known.
A. Aiming algorithm
Consider an aiming point (x, y) = (x a , y a ). This point is ideally located near the origin, but it is unconstraint: (x a , y a ) ∈ R 2 . We choose to describe it as
with the tuning parameters (x c , y c ) ≥ 0 and
The desired orientation for the aiming algorithm is given as
Herein, θ a d is used to overcome problems for |x| < |x a |
and (x a , y a ) are the Cartesian coordinates of the aiming point. Furthermore, delayed switching is used, with a tunable switching delay c 5 [s], to prevent chattering effects around 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 ThA02.1
The controller needs to steer the orientation θ to the desired orientation θ a c . The orientation error,
is directly influenced by the angular velocity ω. Therefore, a linear relationship can be chosen between ω and α a in the interval α a ∈ [− ωmax c1 , ωmax c1 ]. So, the aiming algorithm is designed as
with c 1 a positive constant, ω max = c 0 r B ϕ max [rad/s] the modified maximum angular cart velocity, ϕ max [rad/s] the maximum angular wheel velocity and 0 < c 0 ≤ 1 a safety factor which can be used to limit the maximum velocities. As a result the forward velocity is determined
Remark 1: (Minimum orientation error). From (6) and (16) it may be clear that when the initial orientation is chosen as θ(0) / ∈ [−π, π], the initial orientation error will not equal its minimum representation. In other words, the system will rotate more than necessary when attempting to align itself with the straight line through the wheel base center and the origin. To avoid this, the initial orientation should be chosen as θ(0) ∈ [−π, π].
B. Final stabilizer
The final stabilizer essentially uses the same algorithm as the aiming algorithm but differs at two points. The desired orientation is modified so that it goes to zero when y goes to zero using a sliding mode principle
where the constants c 2 , c 3 , the switching distance d c [m] and the stopping distance d s [m] are all controller parameters. Furthermore, the maximum angular wheel velocity is modified so that ϕ max → 0 for (x, y, θ) → 0. The final stabilizer is designed as
where c 5 > 0 [s] is a tunable switching delay which limits chattering around the y-axis, see also [13] , c 4 ∈ [0, 1] gives a maximum velocity limitation for the final stabilizer, the error criterium e is defined as
and
Theorem 2: (Practical stability controlled system). The dynamic system, given in (1) is practically stabilized to a bounded region around the origin, which can be tuned arbitrarily small (using the controller parameters Proof. The proof will focus on the final stabilizer. The proof that the aiming algorithm practically stabilizes the system to (x, y, θ) = (x a , y a , θ c ) is nearly identical and is therefore left to the reader. Consider the state transformation ⎛
which is non differentiable at (x, y) = (0, 0). Still, note that if (x, y, θ) = (0, 0, 0), then (α f , θ f c , R f ) = (0, 0, 0). Taking the time derivative of the first state component giveṡ
Herein,θ f c can be seen as a bounded non-vanishing perturbation of an asymptotically stable system. The fact thatθ f c is bounded is a direct result of the fact that the inputs v and ω are bounded
So, α f belongs to the interval [− α (c 1 ), α (c 1 )], for t sufficiently large, say t ≥ τ 1 . Using the fact that θ belongs to the interval
with: ω max ≥ 0 and
where sign(x)sign(x(t − c 5 )) = 1 in the final convergence move. So for t ≥ τ 2 ≥ τ 1 , y is practically stabilized by this controller and as a result, so is θ f c . Using all of the above, the time derivative of R f can be written aṡ
The above proves practical stability of R f for t ≥ τ 3 ≥ τ 2 ≥ τ 1 . Clearly, this final stabilizer stabilizes the dynamic system given in (1) to a small bounded region of arbitrarily small size, tunable with the parameter c 1 , around the targeted origin.
IV. CONTROLLER VALIDATION
In this section some test results using the new hybrid controller are shown. For these simulations and experiments the system is assumed to have a left and right wheelbase of B = 0.08 [m] and a left and right wheel radius of r = 0.04 [m] . Furthermore, the controller parameters are specified as given in table I.
A. Simulations
A large number of simulations have been performed with the new controller and with three other controllers from literature: [11] , [14] and [9] . The controllers are compared on the time and total number of wheel revolutions that are needed to bring the system to the stop criterium from two different initial positions ⎛
The results are given in table II. Herein the controller gains are (in the notation of the cited authors) tuned to: α = 2 and β = 0.5 [11] ; cp 1 = 0.7, cp 2 = 0.4, b = 1.2 [14] ; h = 3, ψ 1 = 3,ψ 2 = 3 [9] (ideal); and h = 1, ψ 1 = 1,ψ 2 = 1 [9] (perturbed). The tuning process focussed on the same performance requirements as given in section II and was more or less a process of trial and error. In the ideal case, the system mimics the model as is given in (1), in the absence of perturbations and input limitations. In the perturbed case however, input and measurement timedelays and input saturation are taken along. Measurement noise is left out, as that would unrealistically enlarge the total number of wheel revolutions J (measurement noise influences can be limited using a state filter/estimator).
It can be seen that the exponentially converging controller [11] , is not able to reach the stop criterium when the system 45th IEEE CDC, San Diego, USA, Dec. [13] [14] [15] 2006 ThA02.1 is perturbed. Furthermore, the discontinuous controller [9] gives an oscillating trajectory for the second initial condition and its controller parameters need to be changed when the perturbations change. On the other hand, the controller [14] performs quite well. It reaches the stop criterium with approximately the same deviation from the shortest trajectory as the new controller and actually gives a better performance for worse conditions (this does not hold for all initial conditions though!). However, it is a lot slower. Overall, the new hybrid controller seems to perform very well.
B. Experiments
At the DCT-laboratory of the Department of Mechanical Engineering of the Technische Universiteit Eindhoven, an experimental setup, called BellyBot see figure 2 , is used to further validate the new controller. This system is subject to all the perturbations given in section II-C. In figure 3 , some of the results are shown for three different initial positions. The straight line trajectory is followed reasonable well and the stop criterium is reached very fast, despite the presence of the safety factor c 0 = 0.5, which is implemented to limit the influence of slip and measurement/input time-delay.
V. CONCLUSIONS AND RECOMMENDATIONS
A set of performance requirements has been defined for the setpoint stabilization of a mobile robot. A new, practically stabilizing, saturating, hybrid controller, which meets the performance requirements, has been designed and validated using three controllers from literature as reference. It is capable of practically stabilizing an experimental setup that is subject to a range of perturbations. In the future, it might be interesting to investigate: the optimization of the location of the aiming point; the translation to the practical stabilization of a mobile robot with trailer(s); and the possibilities of using this design method on other systems with nonholonomic constraints.
