With the advancement of technology, the imaging sonars have become the reality and their usage has been extensive in the area of obstacle avoidance in respect of Autonomous Underwater Vehicle (AUV). The underwater environment being heterogeneous, the sonar images have a very complex background, low contrast, and deteriorative edges. To locate and identify the underwater objects from the Sonar images, the initial step needs to be undertaken is the segmentation. Several general purpose algorithms have been developed for segmentation of various images. In this paper the various existing image processing techniques in respect of the sonar images are reviewed. As there is no general solution to the image segmentation problem, making use of the available techniques two new algorithms for processing the underwater Sonar images are proposed. In first algorithm segmented images are combined to a single image called image fusion which performs better than the existing methods with PSNR of 38.006. But in this method also edges of the target are missing. Hence another algorithm is proposed in combination with Expectation maximization technique whose PSNR is 41.2634. Therefore, the proposed algorithm is best suitable to the underwater scenario and is also useful for navigation and guidance of underwater vehicles.
Introduction
The images received from the imaging sonar in general have low contrast, and deteriorative edges. Depending on the acquisition conditions, the Signal to Noise Ratio (SNR) can sometimes be very low. The presence of edges in sonar images is relatively rare. Sonar is mainly used for object recognition and obstacle avoidance of Autonomous target, and are returned as Sonar echoes to a hydrophone, which converts sound into electrical signals. With the advancement of technology there are Imaging Sonars who scan the area in front of the AUV and provide the images as output. The images in the Sector-scan sonar are produced by a sensor array which electronically scans a horizontally narrow beam to insonify an arc in a set direction. Because of time varying and space varying characteristic of underwater acoustic environment, the Sonar images have poor quality and noise, so traditional image segmentation methods are unable to achieve precise segmentation. In collision avoidance applications of Autonomous Underwater Vehicles (AUVs), identification of objects, extracting their motion parameters are to be carried out in a short period of time so as to avoid the obstacles in front of it for its safe maneuvering. Therefore the object recognition from the sonar images, especially complex object, is one of the important research topics in the field of sonar image processing. By keeping the time parameter as the constraint and also considering the noise characteristics of the Sonar images, we have proposed two algorithms. In first algorithm segmented images are combined to a single image called image fusion, which retains the important features of the images from individual segemented images. Using this technique, an image is processed to identify the possible objects present in it. But this method is failed to retain some of the edges of the target. In the second algorithm, expectation maximization technique is applied to the segmentation methods which performs better in retaining edges of the targets.
Edge Detection
Edges are the clues towards the analysis and interpretation of image information. Sudden, sustained changes in image intensity are called edges. Edge detection is the process of determining which pixels are the edge pixels. The result is an edge map. Using this technique, one can extract the features of the objects either statically or dynamically. Edge detection of an image reduces significantly the amount of data and filters out information that may be regarded as less relevant, preserving the important properties of an image. The edge detection methods can be grouped into two categories, search-based and zero-crossing based. The search-based methods detect edges by looking for maxima and minima in the first derivative of the image, usually local directional maxima of the gradient magnitude. The zero-crossing based methods search for zero crossings in the second derivative of the image. The various methods used in the edge detection can be classified as Gradient based Methods, Laplacian based methods or Diffusion based methods 1 . The edge detection methods based on difference operation are also used in image processing. It could detect the variation of gray levels, but it is sensitive to noise. In order to improve the ability of noise rejection, a ratio of gray levels between 2 successive image points is used to denote the variation of gray levels. The advantage of this detection method is that the sensitivity of edge detection can be adjusted easily. The results are shown in Fig.1 . 3.
The first step in the algorithm is the smoothing of the image with a Gaussian filter. Let I[i, j] denote the image, G[i, j; ] be a Gaussian smoothing filter where is the spread of the Gaussian and controls the degree of smoothing.
The second step is the calculation of the gradient magnitude and direction 2 . Firstly, the gradient of the smoothed array S[i ,j] is used to produce the x and y partial derivatives P[i ,j] and Q[i, j] respectively as From the standard formulas for rectangular-to-polar conversion, the magnitude and orientation of the gradient can be computed as The third step is applying non maxima suppression to the gradient magnitude, where the image is zero everywhere except the local maxima point. The results are shown in Fig. 2 . 
Adaptive Thresholding
Thresholding is the process of selecting a gray level, which will serve as a threshold to distinguish the two classes in the image i.e., objects and their background. The thresholded product is achieved by scanning the original image, pixel by pixel, and testing each pixel against the selected threshold i.e. if f(x, y) > Th, then the pixel is classified as being a background pixel, otherwise the pixel is classified as an object pixel 3 . This can be summarized in the following definition, where b(x, y) denotes the thresholded binary image:
where, f( x , y ) is the pixel intensity at a point (x, y) in the original image.
The general definition of a threshold can be written in the following manner:
where, f(x, y) = gray level of point (x, y) in the original image, p(x, y) = some local property of this point.
When Th depends only on the gray-level at that point, then it degenerates into a simple global threshold. The factor p(x, y) is an important component in the calculation of the threshold for a certain point. The results are shown in Fig. 3 . 
Fuzzy C Means Thresholding
Fuzzy clustering is the oldest fuzzy approach to image segmentation. Algorithms such as fuzzy c-means (FCM) and possibilistic c-means can be used to build clusters (segments). The class membership of pixels can be interpreted as similarity or compatibility with an ideal object or a certain property. Fuzzy C-means Clustering (FCM), also known as Fuzzy ISODATA, is also an clustering technique 4 . The FCM employs fuzzy partitioning such that a data point can belong to all groups with different membership grades between 0 and 1. FCM is an iterative algorithm. The aim of FCM is to find cluster centers (centroids) that minimize a dissimilarity function. To accommodate the introduction of fuzzy partitioning, the membership matrix (U) is randomly initialized according to
The dissimilarity function which is used in FCM is given by where, u ij is between 0 and 1 c i = centroid of cluster i d ij = Euclidian distance between i th centroid(c i ) and j th data point By iteratively updating the cluster centers and the membership grades for each data point, FCM iteratively moves the cluster centers to the "right" location within a data set. FCM does not ensure that it converges to an optimal solution. Because of cluster centers (centroids) are initializing using U that randomly initialized. Performance depends on the initial centroids. The results are shown in Fig. 4 . Fig. 4 Results of the Fuzzy C means thresholding method
Adaptive histogram equalization
In image processing, the histogram of an image normally refers to a histogram of the pixel intensity values. This histogram is a graph showing the number of pixels in an image at each different intensity value found in that image. Histograms have many uses. One of the more common is to decide what value of threshold to use when converting a grayscale image to a binary image by thresholding. If the image is suitable for thresholding then the histogram will be bi-modal i.e. the pixel intensities will be clustered around two well-separated values. Traditionally histogram equalization is also a global technique in the sense that the enhancement is based on the equalization of the histogram of the entire image 5 . However, it is well recognized that using only global information is often not enough to achieve good contrast enhancement. Adaptive histogram equalization differs from ordinary equalization in that the adaptive method computes several histograms, each corresponding to a distinct section of the image, and uses them to redistribute the lightness values of the image. Ordinary histogram equalization simply uses a single histogram for an entire image. To remedy this problem, adaptive histogram equalization is used, which considers a local window for each individual pixel and computes the new intensity value based on the local histogram defined in the local window. The results are shown in Fig. 5 . 
Image Fusion
With the availability of multi-sensor data in many fields such as remote sensing, medical imaging, machine vision and military applications, sensor fusion has emerged as a new and promising research area [6] [7] [8] . The current definition of sensor fusion is very broad and the fusion can take place at the signal, pixel, and feature and symbol level. Multisensor data often presents complementary information about the region surveyed, so image fusion provides an effective method to enable comparison and analysis of such data. The goal of image fusion is to create new images that are more suitable for the purposes of human visual perception, object detection and target recognition. The use of multiple images has lead to increased recognition rate in applications such as automatic target recognition. The algorithm for the multiple image fusion using quality assesment is as follows:
Let I1, I2 ,......, I5 be the segmented images of an object or scene captured by SONAR. Let Ii be of size NXN Filter the noisy images using five different filtering algorithms. The filtered images are denoted as Ri . The recovered images Ri for i=1,2,..,5 are divided into non-overlapping rectangular blocks (or regions) with size of mxn . The jth image blocks of Ri are referred by Rij
In order to determine the sharper image block, the quality assessment value of image blocks from 5 recovered images are sorted in descending order and the same ordering is associated with image blocks 9 . The block with the maximum quality Assessment is kept in the fused image. The fusion mechanism is represented as follows: i j is the quality assessment value of block R i j , the ordering of assessment values is given by (1) > (2) (5) and this implies the same ordering to the corresponding blocks R (1) 
Where the subscripts are the ranks of the image blocks. Since the block with the largest quality assessment value is in the fused image, it will correspond to rank 1 of the ordered blocks i.e; Fused Block = R (1) .
In this paper the segmented images are combined to a single image called image fusion, which retains the important features of the images from individual segemented images as shown in Fig. 6 
Expectation-Maximization Algorithm
In EM algorithm the first step is to choose the input partitions. The first clusters the pixel information from an input image based on the color of each pixel, and the second clusters based on pixel intensity. The algorithm begins with the creation of initial partitions for the data. The clustering based on pixel color will be considered first. Here, RGB color was again chosen as the comparison parameter. The EM cycle begins with an Expectation step which is defined by the following equation: 
This equation states that the expectations or weight for pixel z with respect to partition j equals the probability that x is pixel xi given that μ is partition μi divided by the sum over all partitions k of the same previously described probability. This leads to the lower expression for the weights. The sigma squared seen in the second expression represents the covariance of the pixel data. Once the E step has been performed and every pixel has a weight or expectation for each partition, the M step or maximization step begins. This step is defined by the following equation:
This equation states that the partition value j is changed to the weighted average of the pixel values where the weights are the weights from the E step for this particular partition. This EM cycle is repeated for each new set of partitions until, the partition values no longer change by a significant amount. The results are shown in Fig. 7 . The comparisons for all the methods are given in Table 1 . 
Conclusion
In this paper two algorithms are proposed as there is no general solution to the image segmentation problem in processing underwater images. The existing techniques often have to be combined with domain knowledge in order to effectively solve segmentation problem for a specific application. In first algorithm segmented images are combined to a single image called image fusion, which retains the important features of the images from individual segemented images. Using this technique, an image is processed to identify the possible objects present in it. But this method is failed to retain some of the edges of the target. In the second algorithm, expectation maximization technique is applied to the segmentation methods which performs better in retaining edges of the targets. It is concluded that the proposed methods were successful in achieving the high PSNRs of 38.006dB and 41.2634dB respectively.
