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LARGE CYCLES AND A FUNCTIONAL CENTRAL LIMIT THEOREM
FOR GENERALIZED WEIGHTED RANDOM PERMUTATIONS.
ASHKAN NIKEGHBALI, JULIA STORM, AND DIRK ZEINDLER
ABSTRACT. The objects of our interest are the so-called A-permutations, which
are permutations whose cycle length lie in a fixed set A. They have been exten-
sively studied with respect to the uniform or the Ewens measure. In this paper,
we extend some classical results to a more general weighted probability mea-
sure which is a natural extension of the Ewens measure and which in particular
allows to consider sets An depending on the degree n of the permutation. By
means of complex analysis arguments and under reasonable conditions on gen-
erating functions we study the asymptotic behaviour of classical statistics. More
precisely, we generalize results concerning large cycles of random permutations
by Vershik, Shmidt and Kingman, namely the weak convergence of the size or-
dered cycle length to a Poisson-Dirichlet distribution. Furthermore, we apply
our tools to the cycle counts and obtain a Brownian motion central limit theorem
which extends results by DeLaurentis, Pittel and Hansen.
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1. INTRODUCTION
Permutations are classical objects that appear in many mathematics fields. A
special class of permutations are the so-called A-permutations, where A is a non-
empty subset of N. We call an element σ of the symmetric group Sn an A-
permutation if σ can be written as a product of disjoint cycles whose cycle-lengths
are all in A. These permutations have been extensively studied over the past thirty
years, a long list of references can be found for instance in [17]. It is well-known
that with respect to the uniform measure the behaviour of A-permutations is sim-
ilar to those of the whole permutation group. To give a single example, in [18] it
was proved that for n → ∞ the cycle counts Cm (the number of cycles of length
m of σ) converge in distribution for m ∈ A to independent Poisson distributed
random variables Ym with expectation 1/m. However, in all previous publications
about A-permutations, one has only investigated its behaviour under the uniform
measure and with A being independent of n. Here, we consider the following more
general An-weighted measure.
Definition 1.1. Let An ⊂ {1, . . . , n} and Θ = (θm)m≥1 be given, with θm ≥ 0
for every m ≥ 1. We define the An-weighted measure of σ ∈ Sn as
P
(An)
Θ [σ] :=
1
hnn!
ℓ(λ)∏
m=1
θλm 1{λm∈An} (1.1)
with hn = hn(An) a normalization constant with h0 := 1, λ = (λ1, . . . , λℓ) the
cycle-type of σ and ℓ(λ) = ℓ the length of λ (see Section 2.1).
Define furthermore
Dn := {1, . . . , n} \ An and dn :=
{
maxDn if Dn 6= ∅,
1 otherwise .
(1.2)
We investigate the behaviour of the measure P(An)Θ for dn = o(n), that is to say
the cycle lengths not contained in An grow slowly (the precise assumptions on
dn can be found in Theorem 3.3). This assumption is motivated by a model in
[12, Section 6] about mod-Poisson convergence for an analogue of the Erdo¨s-Kac
Theorem for polynomials over finite fields.
The uniform measure or the Ewens measure on Sn are special cases of the An-
weighted measure, obtained by choosing An = N and θm ≡ 1 or θm ≡ θ. Both
are classical probability measures and are well-studied, see for instance [1].
For An = N, one obtains the weighted measure on Sn, which was recently
investigated in [4], [8], [14], [15] (see also the extensive background bibliography
therein). Our study extends the results in [15] about the cycle counts and the total
cycle number to P(An)Θ and is based on similar argumentations as those in [15].
Furthermore, we apply our methods to objects which have so far not been consid-
ered for the weighted measure on Sn. More precisely, in Section 4.2 we show that
the size ordered cycle lengths converge in law to a Poisson-Diriclet-distribution.
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This result agrees with those by Vershik and Shmidt [16] and Kingman [11], who
studied the same asymptotic behaviour with respect to the Ewens measure. Further-
more, we consider in Section 5 the number of cycles in a permutation with lengths
not exceeding nx and show that this process converges, after proper normalisation,
to a standard Brownian motion. This extends the results by Delaurentis and Pittel
[6] (uniform measure) and Hansen [10] (Ewens measure) to the weighted measure
and the An-weighted measure on Sn. A great advantage of our argumentation is
that it is much more flexible and one can obtain easily the behaviour under further
restrictions, see Sections 5.2 and 5.3.
It is clear that the asymptotic behaviour of all random variables on the group Sn
with respect to the measure P(An)Θ strongly depend on the sequence Θ = (θm)m≥1
and it is thus necessary to impose appropriate assumptions on this sequence. More
precisely, we will argue with generating functions, meaning that assumptions are
imposed on the function
g(t) = gΘ(t) :=
∞∑
n=1
θn
n
tn. (1.3)
The link of gΘ(t) and the generating series of (hn)n≥1 is the starting point of our
study; for An = {1, ..., n} it is given by the well-known relation
∞∑
n=1
hnt
n = exp(gΘ(t)).
For general sets A their relation will be stated in Lemma 2.4. We will choose
gΘ(t) in a way that allows us to apply the method of singularity analysis, see Defi-
nition 3.2. We give more details in Section 3, but a good description of the method
of singularity analysis can be found for instance in the book [9] by Flajolet and
Sedgewick.
The paper is organized as follows. In Section 2 some well known facts about
the symmetric group Sn are presented and generating functions are introduced. In
particular, we will recall the cycle index theorem, wich will be used in computa-
tions throughout the whole paper. In Section 3 we determine the setting of our
study, meaning that we properly define the assumptions on the functions g(t) un-
der consideration. With complex analysis arguments we establish our main tool,
Theorem 3.3, which enables us to investigate the large-n behaviour of coefficients
of relevant functions. As a direct consequence, we deduce the asymptotic behavior
of the normalization constant hn. In Section 4 we apply our methods to compute
the characteristic functions of the cycle counts and of the total cycle number and
we deduce a central limit theorem and a even stronger convergence result, namely
mod-Poisson convergence. Further we investigate the behaviour of the large cycles
and show that their asymptotic behaviour with respect to our general measure is the
same as with respect to the Ewens measure. Finally, Section 5 is devoted to a func-
tional central limit theorem giving the weak convergence of a certain functional of
the cycle counts to the Brownian motion.
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2. COMBINATORICS OF Sn AND GENERATING FUNCTIONS
This section is devoted to some basic facts about the symmetric group Sn, par-
titions and generating functions. Further, a useful lemma which identifies averages
over Sn with generating functions is recalled. We give only a short overview and
refer to [1] and [13] for more details.
2.1. The symmetric group. All probability measures and functions considered in
this paper are invariant under conjugation and it is well known that the conjugation
classes of Sn can be parametrized with partitions of n. This can be seen as follows:
Let σ ∈ Sn be an arbitrary permutation and write σ = σ1 · · · σℓ with σi disjoint
cycles of length λi. Since disjoint cycles commute, we can assume that λ1 ≥
λ2 ≥ · · · ≥ λℓ. We call the partition λ = (λ1, λ2, · · · , λℓ) the cycle-type of σ and
ℓ = ℓ(λ) its length. Then two elements σ, τ ∈ Sn are conjugate if and only if σ
and τ have the same cycle-type. Further details can be found for instance in [13].
For σ ∈ Sn with cycle-type λ we define Cm, the number of cycles of size m, and
T , the total cycle number as
Cm := # {i;λi = m} and T := Tn :=
n∑
m=1
Cm. (2.1)
It will turn out that all expectations of interest have the form 1
n!
∑
σ∈Sn
u(σ) for a
certain class function u. Since u is constant on conjugacy classes, it is more natural
to sum over all conjugacy classes. This is subject of the following lemma.
Lemma 2.1. Let u : Sn → C be a class function. For Cm = Cm(λ) as in (2.1)
and Cλ the conjugacy class corresponding to the partition λ we have
|Cλ| = |Sn|
zλ
with zλ :=
n∏
m=1
mCmCm!
and
1
n!
∑
σ∈Sn
u(σ) =
∑
λ⊢n
1
zλ
u(Cλ).
2.2. Generating functions. Given a sequence (an)n∈N of numbers, one can en-
code important information about this sequence into a formal power series called
the generating series.
Definition 2.2. Let (an)n∈N be a sequence of complex numbers. We then define
the (ordinary) generating function of (an)n∈N as the formal power series
G(t) = G(an, t) =
∞∑
n=0
ant
n.
We define [tn] [G] to be the coefficient of tn of G(t), that is [tn] [G] := an.
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The reason why generating functions are powerful is the possibility of recog-
nizing them without knowing the coefficients an explicitly. In this case one can
try to use tools from analysis to extract information about an, for large n, from the
generating function.
The following lemma goes back to Polya and is sometimes called cycle index
theorem. It links generating functions and averages over Sn.
Lemma 2.3. Let (am)m∈N be a sequence of complex numbers. Then
∑
λ
1
zλ
 ℓ(λ)∏
m=1
aλm
 t|λ| =∑
λ
1
zλ
(
∞∏
m=1
(amt
m)Cm
)
= exp
(
∞∑
m=1
1
m
amt
m
)
(2.2)
with the same zλ as in Lemma 2.1. If one of the sums in (2.2) is absolutely conver-
gent then so are the others.
Proof. The proof can be found in [13] or can be directly verified using the def-
initions of zλ and the exponential function. The last statement follows from the
dominated convergence theorem. 
The crucial tool for our study, the relation of gΘ(t) to the generating function
of hn(A) for A ⊂ N, can immediately be deduced from the previous lemma.
Lemma 2.4. LetA ⊂ N and Θ be given as in Definition 1.1 and define D := N\A.
We then have as formal power series
∞∑
n=0
hn(A)t
n = exp (gΘ(t)− LD(t)) , (2.3)
where gΘ(t) is given by (1.3) and LD(t) is the formal power series
LD(t) :=
∑
m∈D
θm
m
tm.
Proof. We combine the definition of hn, Lemma 2.1 and Lemma 2.3. We get
hn(A) =
1
n!
∑
σ∈Sn
ℓ(λ)∏
m=1
(
θλm 1{λm∈A}
)
=
∑
λ⊢n
1
zλ
ℓ(λ)∏
m=1
(
θλm 1{λm∈A}
)
.
It follows that
∞∑
n=1
hn(A)t
n = exp
(
∞∑
m=1
θm
m
1{m∈A} t
m
)
= exp (gΘ(t)− LD(t)) .

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3. SINGULARITY ANALYSIS FOR INCREASING CYCLE LENGTHS
The main goal of this section is to provide by means of complex analysis ar-
guments a tool, Theorem 3.3, that allows us to compute the large-n behaviour of
hn(An) and of other related quantities.
For this purpose, as mentioned in the introduction, we have to impose assump-
tions on the sequence Θ = (θm)m∈N. In view of Lemma 2.4, it is natural to impose
them on the function
g(t) = gΘ(t) :=
∞∑
m=1
θm
m
tm. (3.1)
We shall apply the method of singularity analysis to the function g(t). A detailed
description of singularity analysis can be found for instance in [9, Section VI]. First
we need a preliminary definition.
Definition 3.1. Let 0 < r < R and 0 < φ < π2 be given. We then define
∆0 = ∆0(r,R, φ) = {z ∈ C; |z| < R, z 6= r, | arg(z − r)| > φ} . (3.2)
0 r
φ
FIGURE 1. Illustration of ∆0
Now we can introduce the family of functions we are interested in.
Definition 3.2. Let r, ϑ > 0 and K ∈ R be given. We write F(r, ϑ,K) for the set
of all functions g(t) satisfying
(1) g(t) is holomorphic in ∆0(r,R, φ) for some R > r and 0 < φ < π2 and(2)
g(t) = ϑ log
(
1
1− t/r
)
+K +O (t− r) as t→ r. (3.3)
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Notice that θm ≡ ϑ leads to gΘ(t) = −ϑ log (1− t) ∈ F(1, ϑ, 0) and thus
the Ewens measure is covered by the family F(r, ϑ,K). Also functions of the
form −ϑ log (1− t) + f(t) with f(t) holomorphic for |t| < 1 + ǫ are contained in
F(1, ϑ, f(1)). In particular, the case θk 6= ϑ for only finitely many k is covered by
the family F(1, ϑ, ·).
Remark. From from [9, Theorem VI.4] we deduce the following observation, which
we will use frequently: if g(t) is defined as in (3.1) and g(t) ∈ F(r, ϑ,K), then
there exists some ǫm such that
θmr
m = ϑ+ ǫm with ǫm → 0 and
∞∑
m=1
|ǫm|
m
<∞. (3.4)
We are now ready to state the main theorem of this section.
Theorem 3.3. Let g(t) inF(r, ϑ,K) and (D(j)n )n∈N,1≤j≤k withD(j)n ⊂ {1, . . . , n}
be given. We define
d(j)n :=
{
maxD
(j)
n if D(j)n 6= ∅,
1 otherwise ,
and d¯n := max{d(j)n }. (3.5)
Let further
Gn(t, w, v1, ..., vk) := exp
wg(t) + k∑
j=1
vjLD(j)n
(t)
 (3.6)
with w, v1, . . . , vk ∈ C and LD(j)n (t) as in Lemma 2.4. Suppose that for each
C ∈ R
C log n− n
dn
→ −∞ (3.7)
holds as n→∞. Then we have for any fixed b ∈ N
[tn−b] [Gn(t, w, v1, ..., vk)] (3.8)
=
eKwnwϑ−1
rn−b
exp
(
k∑
j=1
vjLD(j)n
(r)
)(
1
Γ(wϑ)
+O
(
d¯n
n
))
uniformly for bounded |w|, |v1|, ..., |vk| ≤ rˆ for some rˆ > 0.
Remark. We have introduced in Theorem 3.3 more than one set Dn since this will
allow us to compute easily the finite dimensional distributions of the process Bn(x)
in Section 5.
Remark. Apparently assumption (3.7) is not fulfilled if D(j)n = {1, . . . , n} for
some j. However, in this case
[tn]
[
exp
(
vL
D
(j)
n
(t)
)]
= [tn] [exp (vg(t))]
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holds and we can thus handle D(j)n = {1, . . . , n} with Theorem 3.3 by replacing
L
D
(j)
n
(t) with g(t) in (3.6).
Remark. We will mostly use (3.8) with b = 0, except in Subsection 4.2 where we
study the behaviour of the large cycles.
Before proving Theorem 4.2 we deduce the large-n behaviour of hn.
Corollary 3.4. Let gΘ(t) in F(r, ϑ,K) be given and let (An)n∈N be the defining
sets of the measures P(An)Θ [.] (see Definition 1.1). We set Dn := {1, . . . , n} \ An
and define dn as in (1.2). If the sequence dn fulfils the assumption (3.7), then
hn(An) = exp (−LDn(r))
nϑ−1eK
rnΓ(ϑ)
(
1 +O
(
dn
n
))
.
In particular, (3.7) is fulfilled if
dn ∼ log n or dn ∼ nα for 0 < α < 1.
Proof. We know from Lemma 2.4 that
hn(A) = [t
n] [exp (gΘ(t)− LD(t))]
holds for arbitrary sets A ⊂ N. Thus the first part of the corollary follows immedi-
ately from Theorem 3.3. The second part is obvious. 
Proof of Theorem 3.3. For simplicity, we assume k = 1, b = 0 and write Dn :=
D
(1)
n , dn := d¯n = d
(1)
n and v := v1. The proof of the general case is completely
similar. We apply Cauchy’s integral formula to Gn(t, w, v). This gives
[tn] [Gn(t, w, v)] =
1
2πi
∫
γ
exp (wg(t) + vLDn(t))
dt
tn+1
(3.9)
for some curve γ. We follow the idea in [9, Section VI.3] and choose the curve γ
as in Figure 2(a). The main difference with [9] is that we let the radius of the large
0
|z| = r
|z| = R′
γ3
γ4
γ2
γ1
(a) γ = γ1 ∪ γ2 ∪ γ3 ∪ γ4
0
|w| = 1
γ′1
γ′2
γ′3
(b) γ′ = γ′1 ∪ γ′2 ∪ γ′3
0
γ′′1
γ′′2
γ′′3
(c) γ′′ = γ′′1 ∪ γ′′2 ∪ γ′′3
FIGURE 2. The curves used in the proof of Theorem 3.3.
circle slowly tend to r while it is fixed in [9]. More precisely, by assumption g(t)
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is holomorphic in ∆0(r,R, φ) (see (3.2)) and continuous on ∆0(r,R, φ) \{r}. We
then define the radius of the large circle as
R(n) := min {r(1 + 1/dn), R}
and define further γ as
γ1(ϕ) := R(n)e
iϕ for ϕ ∈ [−π + αn, π − αn]
γ2(ϕ) := r
(
1− 1
n
e−iϕ
)
for ϕ ∈ [−π + φ, π − φ]
γ3(x) := r(1 + xe
iφ) for x ∈ [1/n, rˆn]
γ4(x) := r(1 +
(
rˆn − x
)
e−iφ) for x ∈ [0, rˆn − 1/n]
where αn and rˆn are chosen such that the curve γ is closed, i.e. r + rˆneiφ =
R(n)eiαn .
We first compute the integral over γ1. If supn dn = C < ∞, we clearly have
R(n) ≥ R˜ > r for some R˜ independent of n. Thus all points of the curve γ1 have
at least a distance |R˜ − r| > 0 from r. Therefore g(t) is uniformly bounded on
γ1. Furthermore LDn(t) involves only θm with m ≤ C and is thus also uniformly
bounded. We get∣∣∣∣ 12πi
∫
γ1
exp (wg(t) + vLDn(t))
dt
tn+1
∣∣∣∣ = O(R˜−n) = O(nwϑ−2rn evLDn (r)
)
.
If supn dn =∞ we have to be more careful. In this case∣∣∣∣ 12πi
∫
γ1
exp (wg(t) + vLDn(t))
dt
tn+1
∣∣∣∣
≤ 1
2π
(
R(n)
)n ∫ π−αn
−π+αn
∣∣exp (wg(R(n)eiϕ)+ vLDn(R(n)eiϕ))∣∣ dϕ
≤ 1(
R(n)
)n exp( max
−π+αn≤ϕ≤π−αn
{Re [wg(R(n)eiϕ)+ vLDn(R(n)eiϕ)]}).
Using that g(t) ∈ F(r, ϑ,K) is continuous on ∆0(r,R, φ)\{r} and the expansion
of g(t) around r, one immediately obtains
Re(g(t)) ≤ ϑ log
∣∣∣∣ 11− t/r
∣∣∣∣+O(1) and Im(g(t)) = O(1) for all t ∈ ∆0 \ {r} .
This yields
Re[wg
(
R(n)eiϕ
)
] ≤ |Re(w)|ϑ log
∣∣∣∣ 11−R(n)/r
∣∣∣∣+O(1) = |Re(w)|ϑ log dn +O(1).
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Furthermore, we get∣∣LDn ((1 + 1/dn) reiϕ)∣∣ ≤ ∑
m∈Dn
θm
m
rm (1 + 1/dn)
m
≤
∑
m∈Dn
θm
m
rm (1 +O (m/dn))
≤ LDn(r) +O(1) ≤ log dn +O(1) (3.10)
since m ≤ dn and θmrm ∼ ϑ, see (3.4). We also have
(R(n)
)−n ≤ r−n(1 + 1/dn)−n = r−n exp(−n log(1 + 1/dn)) ≤ r−n exp(− n
2dn
)
.
Combining the above computations, we obtain∣∣∣∣ 12πi
∫
γ1
ewg(t)+vLDn (t)
dt
tn+1
∣∣∣∣ = O(r−n exp(− n2dn + (|Re(w)|+ |v|)ϑ log dn
))
.
It remains to prove that this is O(nwϑ−2 exp
(−vLDn(r)). This holds if
− n
2dn
+ (|Re(w)|ϑ + |v|) log dn ≤ Re((wϑ − 2) log n− vLDn(r)) +O(1)
but this follows immediately from assumption (3.7) since
LDn(r) ≤ log dn ≤ log n.
The computations of the integrals over γ2, γ3 and γ4 are completely similar to
the computations in the proof of Theorem VI.3 in [9] and we thus give only a short
overview. A simple calculation gives
LDn
(
γ2(ϕ)
)
= LDn(r) +O (dn/n) and LDn
(
γ3(x)
)
= LDn(r) +O (dnx) .
(3.11)
This observations together with the computations in [9] then yields
1
2πi
∫
γ2∪γ3∪γ4
Gn(t, w, v)
dt
tn+1
=
1
2πi
nwϑ−1
rn
∫
γ′
z−wϑezdt (1 +O (dn/n))
with γ′ as in Figure 2(b). The variable substitution x = −z and a simple contour
argument then gives
1
2πi
nwϑ−1
rn
∫
γ′
z−wϑezdt =
1
2πi
∫
γ′′
(−x)−wϑe−xdt = 1
Γ(wϑ)
with γ′′ as in Figure 2(c). We have used in the second equality that that the integral
is a well know expression for the inverse of Γ-function. Further details can be
found for instance in [9, Section B.3]. 
To investigate the bahaviour of the large cycles and a functional central limit
theorem we have to consider in Section 4.2 and 5.1 expressions of the form
[tn] [f(t) · exp (g(t) + vLDn(t))] (3.12)
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where the funciton f(t) is either a polynomial depending on n or it is independent
of n and behaves like a derivative of the logarithm near r. By suitable modifications
of Theorem 3.3 we obtain in this case the following asymptotics.
Corollary 3.5. Let the assumptions of Theorem 3.3 be fulfilled with k = 1 and
write Dn := D
(1)
n , dn := d¯n = d
(1)
n . If f(t) is a holomorphic function in ∆0 and
there exists a constant β ≥ 0 such that
f(t) = (1− t/r)−β(1 +O(t− r)), t→ r and t ∈ ∆0, (3.13)
then
[tn]
[
f(t) · exp(g(t) + vLDn(t))]
=
eKnϑ+β−1
rn
exp
(
vLDn(r)
)( 1
Γ(ϑ+ β)
+O
(
dn
n
))
. (3.14)
Proof. Since we have g(t) ∈ F(r, ϑ,K), we get with (3.3) and (3.13)
log f(t) + g(t) = −(ϑ+ β) log(1− t/r) +K +O (t− r) as t→ r.
We thus see that log f(t) + g(t) ∈ F(r, ϑ + β,K) and the corollary follows
immediately from Theorem 3.3 with g(t) replaced by log f(t) + g(t). 
Corollary 3.6. Let the assumptions of Theorem 3.3 be fulfilled with k = 1 and
write Dn := D
(1)
n , dn := d¯n = d
(1)
n . Let further Pn(t) be a sequence of polynomi-
als with
Pn(t) =
∑
k
pk,nt
k, where pn,k ≥ 0,
such that Pn
(
r(1 + 1/dn)
)
= Pn(r)(1 + o(1)). We then have for each v ∈ R
[tn] [Pn(t) · exp (g(t) + vLDn(t))]
=Pn(r)
nϑ−1
rn
exp
(
vLDn(r)
)( 1
Γ(wϑ)
+ o(1)
)
(3.15)
Proof. Since the computations for this proof are very similar to those of the proof
of Theorem 3.3, we only illustrate the estimate over γ1 with γ1(ϕ) = r(1 +
1/dn)e
iϕ
. We argue as in the first part of the proof of Theorem 3.3 and use that
Pn(t) has positive coefficients. We obtain∣∣∣∣ 12πi
∫
γ1
Pn(t) exp
(
g(t) + vLDn(t)
) dt
tn
∣∣∣∣
≤ Pn
(
r(1 + 1/dn)
)
2π
(
R(n)
)n ∫ π−αn
−π+αn
∣∣exp (wg(R(n)eiϕ)+ vLDn(R(n)eiϕ))∣∣ dϕ
The latter integral is now the same as in the proof of Theorem 3.3. Using the
estimate in the proof of Theorem 3.3 and the assumption on Pn(t) then completes
the proof. 
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4. CYCLE COUNTS, TOTAL NUMBER OF CYCLES AND LARGE CYCLES
4.1. The cycle counts and the total number of cycles. We consider here the cy-
cle counts Cm and the total number of cycles T , defined in (2.1). First, we compute
their generating functions and then deduce with Theorem 3.3 their asymptotic be-
haviour. As mentioned in the introduction, the required computations are quite
similar to those in [15]. Therefore, we give here only a short overview and refer to
[15] for more details.
Lemma 4.1. Let A ⊂ N, D := N \A be given. We then have for w ∈ C as formal
power series
∞∑
n=1
hn(A)E
(A)
Θ [exp(wT )] t
n = exp (ewgΘ(t)− ewLD(t)) .
Let further M = {m1, . . . ,md} ⊂ A be given. We then have for w1, . . . , wd ∈ C
as formal power series
∞∑
n=1
hn(A)E
(A)
Θ
exp
 d∑
j=1
wmjCmj
 tn
=exp
 d∑
j=1
θmj
mj
(ewmj − 1)tmj
 exp (gΘ(t)− LD(t)) .
We omit the proof since it is a simple application of Lemma 2.3 and the com-
putations are similar to the proof of Lemma 2.4.
It follows with Lemma 4.1 that
hn(A)E
(A)
Θ [exp(wT )] = [t
n] [exp (ewgΘ(t)− ewLD(t))] (4.1)
with A ⊂ N arbitrary. We can thus replace A in (4.1) by any An depending on
n. Note that this is not possible in Lemma 4.1. Now combine Theorem 3.3 and
Lemma 4.1 to obtain the asymptotic behaviour of the cycle counts.
Theorem 4.2. Suppose that gΘ(t) is inF(r, ϑ,K). Let further M = {m1, . . . ,md}
and (An)n∈N with An ⊂ {1, ..., n} be given and let dn be defined as in (1.2). Sup-
pose that
(1) dn fulfils the assumption (3.7) and
(2) there exists n0 ∈ N such that M ⊂ An for all n ≥ n0.
Then
E
(An)
Θ
exp
 d∑
j=1
wmjCmj
 = exp
 d∑
j=1
θmj
mj
(ewmj − 1)rmj
+O(dn
n
)
(4.2)
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uniformly in wm1 , . . . , wmd for bounded Re(wm1), · · · ,Re(wmd). In particular,
the random variables Cmj ,mj ∈ M converge in law to independent Poisson dis-
tributed random variables Ymj with E
[
Ymj
]
= θmjr
mj/mj .
Proof. Equation (4.2) follows immediately from Lemma 4.1 and Theorem 3.3. The
error is uniform for bounded Re(wm1), · · · ,Re(wmd) since all Cmj ∈ N and thus
the function on the left-hand side of (4.2) is periodic. 
The asymptotic behaviour of the total cycle number T is computed analogously.
Theorem 4.3. Let gΘ(t), (An)n∈N and dn be defined as in Theorem 4.2. Then
E
(An)
Θ [exp(isT )] = n
ϑ(eis−1)e(K−LDn (r))(e
is−1)
(
Γ(ϑ)
Γ(eisϑ)
+O
(
dn
n
))
(4.3)
uniformly in s for bounded Re(is).
We will not give the proof here since it is quite similar to that of the previous
theorem. However, an analogue result, Theorem 5.1, is proved in Section 5.
Given the characteristic function of the total cycle number, one can show the
following central limit theorem, in analogy to Theorem 4.2 in [15].
Corollary 4.4. Under the same assumptions as in Theorem 4.2, we have
T − ϑ log n√
ϑ log n
d−→ N (0, 1),
where d−→ denotes convergence in distribution and N (0, 1) a standard normal
random variable.
We will state and prove in Section 5 a similar result, see Corollary 5.4. We
thus omit the proof here. In fact, still in analogy to [15], it follows immediately
from equation (4.3) that T converges in a stronger sense, namely it is mod-Poisson
convergent.
Corollary 4.5. Under the same assumptions as in Theorem 4.2, the sequence
(Tn)n∈N converges in the strong mod-Poisson sense with parameter K+ϑ log n−
LDn(r) and limiting function Γ(ϑ)/Γ(ϑeis).
As in [15] one can now approximate Tn by a Poisson random variable with
mean K + ϑ log n − LDn(t) or compute large deviations estimates. But as all
computations are completely similar and we thus omit them. However, in Section 5
we state and prove an analogue result, see Corollary 5.2.
4.2. Behaviour of large cycles. The goal of this section is to study the asymptotic
behaviour of the large cycles. The main result, Theorem 4.6, yields the same as-
ymptotic behaviour as in the Ewens case, see for instance Vershik and Shmidt [16]
and Kingman [11].
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Let ℓ(1)(σ) be the length of the longest cycle of σ ∈ Sn, ℓ(2)(σ) the length
of the second longest cycle and so on. If σ has cycle type λ = (λ1, λ2, · · · ) this
means that ℓ(j) = λj for j ∈ N.
Theorem 4.6. Let (An)n∈N be the defining sets of the measures P(An)Θ and define
Dn := {1, . . . , n} \ An and dn as in (1.2). Suppose that gΘ(t) ∈ F(r, ϑ,K), dn
fulfills assumption 3.7 and that for all b ≥ 0(
∂
∂t
)b+1
gΘ(t) =
ϑb!
rb+1(1− t/r)b+1 (1 +O(t− r)) (4.4)
as t→ r. We then have, as n→∞,(
ℓ(1)
n
,
ℓ(2)
n
, . . .
)
d−→ PD(ϑ)
where PD(ϑ) denotes the Poisson-Dirichlet distribution with parameter ϑ (see
[5]).
Proof. Let ℓ1 = ℓ1(σ) be the length of the cycle containing 1, ℓ2 = ℓ2(σ) contain-
ing the least element not contained in the cycle containing 1 and so on. We prove
that for each fixed m ∈ N, as n→∞,(
ℓ1
n
,
ℓ2
n− ℓ1 , . . . ,
ℓm
n−∑m−1j=1 ℓj
)
d−→ (B1, . . . , Bm) (4.5)
holds, where B1, . . . , Bm are independent beta random variables with parameter
(1, ϑ). This result immediately implies the theorem, see for instance [16].
We start with the case m = 1. We first compute the distribution of ℓ1. If k ∈ An
is given, then there are (n−1) · · · (n−k+1) possible cycles of length k containing
the element 1, and the choice of such a cycle does not influence the cycle lengths
of the remaining cycles. Using the definition of hn(An) and a small computation
then gives
P
(An)
Θ [ℓ1 = k] =
θk
n
hn−k(An)
hn(An)
1{k∈An} .
We use the Pochhammer symbol (k)b = k(k− 1) · · · (k− b+1) and get for b ≥ 1
E
(An)
Θ [(ℓ1 − 1)b] =
1
n
n∑
k=b+1
(k − 1)b · θk 1{k∈An}
hn−k(An)
hn(An)
.
On the other hand we have(
∂
∂t
)b+1
gΘ(t) =
∞∑
k=b+1
(k − 1)b · θktk−b−1.
This together with the definition of LDn(t) and Lemma 2.4 gives
hn(An)E
(An)
Θ [(ℓ1 − 1)b] = [tn−b−1]
[
egΘ(t)−LDn (t)
n
(
∂
∂t
)b+1 (
gΘ(t)− LDn(t)
)]
.
FUNCTIONAL CENTRAL LIMIT FOR THE WEIGHTED PROBABILITY MEASURE 15
We can now use Corollary 3.5 and 3.6 to compute the asymptotic behaviour of
this expression. If follows with Corollary 3.5 and assumption (4.4) that
[tn−b−1]
[
exp (gΘ(t)− LDn(t))
(
∂
∂t
)b+1
gΘ(t)
]
= ϑb!
nϑ+beK
rnΓ(ϑ + b+ 1)
exp (−LDn(r)) (1 +O(dn/n)) . (4.6)
We show as next that the remaining part can be neglected with respect to (4.6).
We get with (3.4)
LDn(r) =
dn∑
k=1
θk
k
rk = O
(
dn∑
k=1
1
k
)
= O(log dn)
and(
∂
∂t
)b+1
LDn(r) =
dn∑
k=1
(k − 1)bθkrk−b−1 = O
(
dn∑
k=1
(
k − 1
b
))
= O
((
dn
b+ 1
))
= O
(
(dn)
b+1
)
.
Using Corollary 3.6 together with this computations gives
[tn−b−1]
[
egΘ(t)−LDn (t)
(
∂
∂t
)b+1
LDn(t)
]
= O
(
nϑ−1(dn)
b+1 exp (−LDn(r))
rn
)
Comparing this to (4.6), we see that we can neglect it since dn = o(n). Thus
the leading term of hn(An)E(An)Θ [(ℓ1 − 1)b] comes from (4.6) and combined with
the asymptotic behaviour of hn, see Corollary 3.4, we obtain
E
(An)
Θ [(ℓ1 − 1)b] = ϑnb
b! Γ(ϑ)
Γ(ϑ+ b+ 1)
(
1 +O
(
dn
n
))
.
It follows that
E
(An)
Θ
[(
ℓ1
n
)b]
=
b! Γ(ϑ + 1)
Γ(ϑ+ b+ 1)
= E
[
Bb1
]
with B1 a beta random variable with parameter ϑ. This completes the proof in the
case m = 1.
Equation (4.5) now can be proved for arbitrary m by induction over m. The
argumentation is (almost) the same as in the proof of Proposition 5.2 in [3]. One
only has to check that
P
(An)
Θ,n
[
ℓm+1
n−∑mj=1 ℓj ≤ am+1
∣∣∣ℓ = a1, . . . , ℓn = am
]
= P
(An)
Θ,n−
∑m
j=1 aj
[
ℓm+1
n−∑mj=1 aj ≤ am+1
]
.
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
5. A FUNCTIONAL CENTRAL LIMIT THEOREM
The object of this section is to prove that the number of cycles with length not
exceeding nx converges, after normalisation, weakly to the standard Brownian mo-
tion with respect to the Skorohod topology. (Details about the Skorohod topology
and weak convergence of processes can be found for instance in [5]). Formally,
this means we consider the functional
Bn(x) :=
⌊nx⌋∑
m=1
Cm. (5.1)
It was first shown by DeLaurentis and Pittel [6], with respect to the uniform mea-
sure on Sn, that the process
B˜n(x) :=
Bn(x)− x log n√
log n
(5.2)
converges weakly to the standard Brownian motion for 0 ≤ x ≤ 1. A correspond-
ing result for the Ewens measure (θj = ϑ for all j ≥ 1) was shown by Hansen [10]
and Donelly, Kurtz and Tavare` [7]. For this, log n in (5.2) needs to be replaced by
ϑ log n. By an appropriate rescaling, we will show in this section the validity of an
analogue result for our more general measure P(An)Θ with the usual assumptions on
the parameters θj .
5.1. Without restriction. Throughout this subsection we assume no restrictions
on the cycle lengths, that is An = {1, ..., n} in Definition 1.1, and write EΘ [.]
instead of E(An)Θ [.], PΘ instead of P
(An)
Θ and hn instead of hn(An). First, we
compute the characteristic function of the process given by (5.1).
Theorem 5.1. Suppose that gΘ(t) is in F(r, ϑ,K) and let Bn(.) be defined as in
(5.1). Then, for any fixed x ∈ [0, 1), we have
EΘ [exp(isBn(x))] = exp
(
(eis − 1)LDx(r)
) (
1 +O(nx−1)
)
, (5.3)
whith Dx = {1, ..., ⌊nx⌋}.
Remark. Note that Bn(1) = T , and thus Theorem 4.3 states a similar behaviour as
in (5.3) for x = 1, except that the 1 on the right-hand side in (5.3) is replaced by
the quotient Γ(ϑ)/Γ(eisϑ).
Proof. Consider Bb :=
∑b
k=1Ck. By Lemma 2.1 we get
hnEΘ [exp(isBb)] =
∑
λ⊢n
1
zλ
exp
( b∑
k=1
Ck
) ℓ(λ)∏
k=1
θλk .
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Now apply Lemma 2.3 to obtain
∞∑
n=0
hnEΘ [exp(isBb)] t
n =
∑
λ
1
zλ
( b∏
k=1
(
θke
is
)Ck)( ∞∏
k=b+1
θCkk
)
t|λ|
= exp
( b∑
k=1
θke
is
k
tk +
∞∑
k=b+1
θk
k
tk
)
= exp
(
(eis − 1)LDb(t) + gΘ(t)
)
,
where Db = {1, ..., b}. Then set b = ⌊nx⌋ and Theorem 3.3 gives the result. 
Corollary 5.2. Let gΘ(t) and Bn(.) be as in Theorem 5.1. Then, for any fixed
x ∈ [0, 1), the sequence (Bn(x))n∈N is strongly mod-Poisson convergent with
limiting function 1 and parameter LDx(r).
This corollary follows immediately from (5.3). Note again that a similar result
for x = 1 can be found in Corollary 4.5. For the definition and details of mod-
convergence we refer to [2].
We obtain from (3.4) that
LDx(r) =
⌊nx⌋∑
m=1
ϑ
m
+
⌊nx⌋∑
m=1
ǫm
m
= xϑ log n+ c+ o(1) (5.4)
as n → ∞ with some c ∈ R. This shows that the mod-Poisson convergence in
Corollary 5.3 does also hold with parameter xϑ log n+ c. Given this, we can esti-
mate the distance of Bn(x) and a Poisson random variable with mean xϑ log n+c,
analogously to Lemma 4.6 in [15]. This is done in terms of the point metric dloc
and the Kolmogorov distance dK .
Corollary 5.3. Let gΘ(t) and Bn(.) be as in Theorem 5.1 and let Pϑ be a Poisson
distributed random variable with mean xϑ log n+c. Then, for any fixed x ∈ [0, 1),
dloc
(
Bn(x), Pϑ
)
= O
(
nx−1
log n
)
and dK
(
Bn(x), Pϑ
)
= O
(
nx−1
log n
)
.
Proof. These estimates can be established with Proposition 3.1 and Corollary 3.2
in [2] with χ(s) = exp((eis−1)(xϑ log n+γ+c)), ψν(s) = 1 and ψµ(s) = 1. 
Another consequence of Theorem 5.1 is the following central limit result.
Corollary 5.4. Let gΘ(t) and Bn(.) be as in Theorem 5.1. Then, for any fixed
x ∈ [0, 1],
B˜n(x) :=
Bn(x)− xϑ log n√
ϑ log n
d−→ N (0, x),
where d−→ denotes convergence in distribution and N (0, x) a centred Gaussian
random variable with variance x.
18 A. NIKEGHBALI, J. STORM, AND D. ZEINDLER
Proof. The case x = 1 follows immediately from Corollary 4.4 and we can thus
assume x < 1. We know from (5.4) that LDx(r) = xϑ log n + O (1), as n → ∞.
We obtain with (5.3)
EΘ
[
exp
(
is√
ϑ log n
Bn(x)
)]
= exp
((
e
is√
ϑ log n − 1
)
xϑ log n
)
(1 + o(1))
= exp
(
isx
√
ϑ log n− s
2x
2
)
(1 + o(1))
and the result follows. 
We now turn to the main result of this section. As already mentioned in the
beginning of this section, it was shown that the process B˜n(.) given in (5.2), con-
sidered with respect to the uniform measure (and with respect to the Ewens mea-
sure, when B˜n(.) is properly rescaled) converges weakly to the standard Brownian
motion. In our setting, the analogue statement is the following.
Theorem 5.5. Suppose that gΘ(t) is in F(r, ϑ,K) and define
B˜n(x) :=
Bn(x)− xϑ log n√
ϑ log n
.
Then, as n → ∞ and for 0 ≤ x ≤ 1, B˜n converges weakly to the standard
Brownian motion W on [0, 1].
Proof. We will proof this statement following the arguments of Hansen [10]. We
first define a process
B∗n(x) :=
(
Bn(x)− LDx(r)
)
/
√
ϑ log n (5.5)
with Dx as in Theorem 5.1. It follows that
|B˜n(x)−B∗n(x)| = |LDx(r)− xϑ log n|/
√
ϑ log n = o(1), as n→∞
with o(1) uniform in x ∈ [0, 1]. Therefore, the distance between B˜n(x) and B∗n(x)
is asymptotically vanishing with respect to the Skorohod topology on the space of
right-continuous functions with left limits. It is thus sufficient to prove B∗n
d−→W .
We will proceed in two steps: first, we will show that the process B∗n(x) converges
to W(.) in terms of finite-dimensional distributions and then its tightness.
Convergence of the finite dimensional distributions. We have to show that for
any k ∈ N and 0 ≤ x1 < x2 < ... < xk ≤ 1 the random vector {B∗n(xj)}kj=1 con-
verges in distribution to the vector {N (0, xj)}kj=1 with independent increments.
We know from Corollary 5.4 that B∗n(xj)
d−→ N (0, xj) for all xj ∈ [0, 1]. It re-
mains to show that the increments are independent. We define the sets D(j)n :=
{⌊nxj−1⌋+ 1, . . . , ⌊nxj⌋} with x0 := 0 and a straight forward application of
Lemma 2.3 gives
hnEΘ
[
e
∑k
j=1
(
isj(Bn(xj)−Bn(xj−1)
)]
= [tn]
[
e
gΘ(t)+
∑k
j=1(e
isj−1)L
D
(j)
n
(t)
]
. (5.6)
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We can thus apply Theorem 3.3. The remaining computations are the same as in
the proof of Corollary 5.4. Only the case xk = 1 needs further explanation. This
is because we have in this case D(k)n =
{
n⌊xk−1⌋+ 1, . . . , n} and thus assumption
(3.7) is not satisfied. However, we then have
L
D
(k)
n
(t) = gΘ(t)− LDc(t) + tn+1fn(t)
with Dc := {1, . . . , ⌊nxk−1⌋} and fn(t) a holomorphic function around the origin.
Inserting this into (5.6), one can see that the term tn+1fn(t) can be neglected.
Hence, Theorem 3.3 does also apply for xk = 1.
Tightness. It remains to prove that process B∗n(.) is tight. We use the moment
condition given in [5, Theorem 15.6]. More precisely, we show that for any n ≥ 0
and 0 ≤ x1 < x < x2 ≤ 1,
E
B∗n
Θ := EΘ
[(
B∗n(x)−B∗n(x1)
)2(
B∗n(x2)−B∗n(x)
)2]
= O
(
(x2 − x1)2
)
.
(5.7)
We start with the identity
hnE
B∗n
Θ =
[tn]
(ϑ log n)2
[
LD1(t)LD2(t) e
gΘ(t)
]
, (5.8)
where D1 = {⌊nx1⌋+1, ..., ⌊nx⌋}, D2 = {⌊nx⌋+1, ..., ⌊nx2⌋}. Before we prove
(5.8), we complete the proof of the tightness. It follows with Corollary 3.6 that
[tn]
[
LD1(t)LD2(t) e
gΘ(t)
]
= O
(
LD1(r)LD2(r)
nϑ−1
rn
)
(5.9)
and therefore
E
B∗n
Θ = O
(
LD1(r)LD2(r)
(log n)2
)
. (5.10)
Then, from equation (3.4) follows
LD1(r) = O
(
(x− x1) log n
)
and LD2(r) = O
(
(x2 − x) log n
)
. (5.11)
Finally, this yields
E
B∗n
Θ = O
(
(x− x1)(x2 − x)
)
= O
(
(x2 − x1)2
)
.
which completes the proof of (5.7) and proves the tightness.
It remains to prove (5.8). One can try to proceed with Lemma 2.3, but the
computations are rather technical. We prefer to follow the idea of Hansen [10].
Therefore, we consider for 0 < t < r a product space
Ωt := {(k1, k2, ...)|ki is a non-negative integer}
and a measure PtΘ on Ωt given such that the m−th coordinate of Ωt is Poisson
distributed with parameter θmtm/m. Then, analogously to [10, Lemma 2.1], we
have
P
t
Θ[v = n] = t
nhn exp(−gΘ(t)), (5.12)
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where v : Ωt → N is defined by v(k1, k2, ...) =
∑∞
m=1mkm. We omit the prove
of (5.12) since it is line by line the same as the proof of [10, Lemma 2.1], one
simply has to replace θ by θk and (1− t)−θ by exp(gΘ(t)).
We obtain the following identity between PtΘ on Ωt and PΘ on Sn
P
t
Θ[(k1, k2, ...)|v = n] = PΘ [C1 = k1, . . . , Cn = kn] . (5.13)
This gives in analogy to (2) in [10]
egΘ(t) EtΘ[Ψ] =
∞∑
n=1
hnEΘ[Ψn]t
n +Ψ(0), (5.14)
where Ψ is a function on the space Ωt and Ψn : Sn → C is defined as Ψn :=
Ψ(C1, C2, . . . ). Again, we omit the proofs of (5.13) and (5.14) since they are
identical to those in [10].
The identity (5.14) is true for all 0 < t < r and thus remains valid as formal
power series. Hence, we get with (5.5)
hnE
B∗n
Θ = [t
n]
[
egΘ(t) EtΘ
[(
B∗(x)−B∗(x1)
)2(
B∗(x2)−B∗(x)
)2]]
and
B∗(x)(k1, k2, . . . ) :=
1√
ϑ log n
⌊nx⌋∑
m=1
(
km − θmt
m
m
)
.
A small calculation using that the fact that the coordinates on Ωt are independent
Poisson distributed completes the proof of (5.8).

5.2. Restricted measure. In the last subsection we only considered the weak
convergence of the process B˜n(.) without restriction of the probability measure,
meaning under the condition An = {1, . . . , n}. Verifying the proof in Subsec-
tion 5.1 carefully, one notices that our argumentation is based on the equations
(5.6) and (5.8), but they require only minor modifications in case An 6= {1, . . . , n}.
Thus, one can apply the proof of Subsection 5.1 for many possible restrictions
An (as long as the assumptions of Theorem 3.3 are satisfied). Since the argu-
mentation for all the interesting cases are similar we restrict the investigation to
An = {⌈na⌉, . . . , n} with 0 ≤ a < 1. In this case, the characteristic function of
Bn(x) for 0 ≤ x < 1 behaves like
E
(An)
Θ [exp(isBn(x))] = exp
(
(eis − 1)LMn(r)
)(
1 +O
(
max {nx, na}
n
))
,
where Mn = An ∩ {1, ..., ⌊nx⌋} = {⌈na⌉, . . . , ⌊nx⌋}. We get with (3.4)
LMn(r) =
⌊nx⌋∑
m=1
θm
m
rm = (x− a)ϑ log n1{x≥a}+O(1).
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One can now use the same argumentation as in Section 5.1 to show that
Bn(x)−max {x− a, 0}ϑ log n√
ϑ log n
d−→Wa(x), (5.15)
where Wa(x) is the continuous process on [0, 1] with
Wa(x) d=
{
N (0, x− a) if x ≥ a,
0 otherwise.
In other terms, for An = {⌈na⌉, . . . , n}, the process defined on the left-hand side
of (5.15) converges weakly to a Brownian motion started at x = a.
5.3. Restriction to even and odd cycles. This subsection is devoted to the as-
ymptotic behaviour of the processes
B(ev)n (x) :=
∑
1≤m≤nx
m even
Cm and B(odd)n (x) :=
∑
1≤m≤nx
m odd
Cm. (5.16)
For simplicity we assume that we have no restrictions to the cycle lengths, that is
An = {1, . . . , n} in Definition 1.1. As for the process Bn(.) in Subsection 5.1, we
will find an appropriate rescaling for B(ev)n (.) and B(odd)n (.) in order to prove joint
convergence to the Brownian motion, see Theorem 5.6.
First, we need to compute the characteristic function. For 0 ≤ x1, x2 ≤ 1 we
have
hnEΘ
[
exp
(
is1B
(ev)
n (x1) + is2B
(odd)
n (x2)
)]
(5.17)
=[tn]
[
exp
(
gΘ(t) + (e
is1 − 1)L
D
(ev)
n
(t) + (eis2 − 1)L
D
(odd)
n
(t)
)]
with D(ev)n = {m ≤ nx1 |m even} and D(odd)n = {m ≤ nx1 |m odd}. This is
proven by our usual argumentation. We now can apply Theorem 3.3 for 0 ≤
x1, x2 < 1 and get
EΘ
[
exp
(
is1B
(ev)
n (x1) + is2B
(odd)
n (x2)
)]
= exp
(
(eis1 − 1)L
D
(ev)
n
(r)
)
exp
(
(eis2 − 1)L
D
(odd)
n
(r)
)(
1 +O
(
1
n
))
.
With (3.4) follows that
L
D
(ev)
n
(r) = x1
ϑ
2
log n+O(1) and L
D
(odd)
n
(r) = x2
ϑ
2
log n+O(1) (5.18)
and therefore we define the rescaled processes
B˜(ev)n (x) :=
B
(ev)
n (x)− xϑ2 log n√
ϑ
2 log n
and B˜(odd)n (x) :=
B
(odd)
n (x)− xϑ2 log n√
ϑ
2 log n
.
(5.19)
Our aim is to prove the following theorem.
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Theorem 5.6. The processes B˜(ev)n (x) and B˜(odd)n (x) converge, as n→∞, to two
independent standard Brownian motions for 0 ≤ x ≤ 1.
Proof. Using the same argumentation as in the proof of Corollary 5.4, we see that
for 0 ≤ x1, x2 < 1 (
B˜(odd)n (x1), B˜
(odd)
n (x2)
)
d−→ (N1,N2) , (5.20)
where N1 and N2 are independent centered Gaussian random variables with vari-
ance x1, x2, respectively. More interesting and difficult is the behaviour for x1 = 1
and/or x2 = 1. We have for x1 = 1
L
D
(ev)
n
(t) =
∑
1≤m≤n
m even
θm
m
tm =
1
2
gΘ(t) +
1
2
gΘ(−t)− tn+1fn(t)
where fn(t) is a holomorphic function around 0. We thus get
hnEΘ
[
exp
(
is1B
(ev)
n (1)
)]
= [tn]
[
exp
(
gΘ(t) +
eis1 − 1
2
(gΘ(t) + gΘ(−t))
)]
.
(5.21)
By an analogue argumentation for x1 = x2 = 1 we obtain
hnEΘ
[
exp
(
is1B
(ev)
n (1) + is2B
(odd)
n (1)
)]
=[tn]
[
exp
(
gΘ(t) +
eis1 − 1
2
(gΘ(t) + gΘ(−t)) + e
is2 − 1
2
(gΘ(t)− gΘ(−t))
)]
=[tn]
[
exp
(
eis1 + eis2
2
gΘ(t) +
eis1 − eis2
2
gΘ(−t)
)]
. (5.22)
We cannot apply Theorem 3.3 for (5.21) and (5.22) since the functions in this
equations have singularities at the points r and −r. However, a modification of
Theorem 3.3 applies to this situation, one simply has to replace the curve γ in
Figure 2(a) by the curve in Figure 3.
FIGURE 3. The curve γ for two singularities
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This gives Theorem 5.7, see below, which we apply for (5.22) if |s1|, |s2| ≤ π/4
and obtain
EΘ
[
exp
(
is1B
(ev)
n (1) + is2B
(odd)
n (1)
)]
= n
(
eis1+eis2
2
−1
)
ϑ
(
F (s1, s2) +
d¯n
n
)
with F (s1, s2) a holomorphic function in a neighbourhood of the origin with F (0, 0) =
1. Then, the same computation as in the proof of Corollary 5.4 shows that(
B˜(odd)n (1), B˜
(odd)
n (1)
)
d−→ (N1,N2) (5.23)
with N1,N2 two independent standard Gaussian random variables.
Finally, it remains to prove that the increments of B˜(ev)n (.) and B˜(odd)n (.) are in-
dependent and the tightness of both processes. This argumentations are completely
similar to those in Section 5.1, see (5.6) and (5.8), and we thus omit them. 
Theorem 5.7. Let g(t) in F(r, ϑ,K) be given and D(j)n , d(j)n and d¯n be as in The-
orem 3.3. We define
Gn(t, w1, w2, v1, ..., vk) := exp
w1g(t) + w2g(−t) + k∑
j=1
vjLD(j)n
(t)

with w1, w2, v1, . . . , vk ∈ C and LD(j)n (t) as in Lemma 2.4. Suppose further that
d¯n fulfils the assumption (3.7) We then have for each b ∈ N fix
[tn−b] [Gn(t, w1, w2, v1, ..., vk)] (5.24)
=
eKw1nw1ϑ−1ew2g(−r)
rn−b
exp
(
k∑
j=1
vjLD(j)n
(r)
)(
1
Γ(w1ϑ)
+O
(
d¯n
n
))
+O
(
nmax{Re(w2),0}−1
)
uniformly for bounded |w1|, |w2|, |v1|, ..., |vk | and Re(w1) ≥ 0.
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