Abstract. Using annual data on real Gross Domestic Product per capita of seventeen industrialized nations in the twentieth century the empirical relevance of shocks, trends and cycles is investigated. A class of neural network models is specified as an extension of the class of vector autoregressive models in order to capture complex data patterns for different countries and subperiods. Empirical evidence indicates nonlinear positive trends in the levels of real GDP per capita, time varying growth rates, switching behavior of individual countries with respect to their position in the distribution of real GDP per capita levels over time. Such evidence presents challenges for economic modelling, forecasting and policy analysis for the long run.
Introduction
The "business cycle" refers to the alternating states of expansion and contraction of the economies of industrialized nations which occurred periodically in the twentieth century. It is a concept of key interest for all economic actors and policy makers. Consumption and saving decisions of private individuals; investment, production and sales decisions of the industrial sector; and monetary and fiscal policy decisions of the banking and government sector are all based on forecasts of future developments of economic variables, which depend, to a large extent, on the state of the business cycle. For instance, consumer expenditures on durable goods are lower in a recession than in an expansion; investment plans of firms may be postponed when a recession is forecasted and government expenditures may be increased to counter a recession.
The characterization of the business cycle and the analysis of its properties have been the subject of innumerable studies, ever since the seminal work on the statistical testing of business cycles by Tinbergen (1939) and the empirical analysis by Burns and Mitchell (1946) . The business cycle has been measured and modelled at the international level, the national level, the industry level and in the financial sector.
The research of Tinbergen on key features of the business cycles in the years before the second World War may be characterized as data driven. There existed already several theories on periodic movements of economic variables, see e.g. Haberler (1937) but extensive empirical research was lacking. Tinbergen's statistical contribution was pioneering in the period before World War II. Tinbergen extended his empirical work and concentrated his research efforts on model building and finding explanatory variables for the business cycles. Given the lack of good data for many countries and given the events during World War II, that was not an easy task. Some details on Tinbergen's work in that early period may be found in Tinbergen and Polak (1950) .
Economists today can extend some features of Tinbergen's early empirical study with much longer series of economic data from many more countries. In this context, one may argue that the importance of the business cycle has been overvalued in the twentieth century. A few large shocks to the industrialized economies may have influenced economic behavior and growth more than, short term, cycles. For instance, the devastation due to World War I and II had a profound effect on the time series behavior of real Gross Domestic Product per Capita for countries like Germany and Japan. Adjustment processes of several decades took place within these countries. Such considerations lead to the issue of a proper description and modelling of long run trends in economic variables. Using annual data on real Gross Domestic Product (GDP 1 ), measured in constant PPP dollars per capita, of seventeen industrialized nations for the period 1900-2002, three related issues are discussed in this paper:
− The relevance of deterministic trends versus stochastic trends and their effect on the cycle;
− The importance of shocks versus cycles;
− The existence of long run nonlinear trends.
In order to describe long run behavior, that is economic behavior over a century, it appears a sensible strategy to make use of a wide class of models. Here we make use of the class of neural network models. Neural networks are flexible models for handling complex data patterns of economic variables. This feature has led to the diffusion and implementation of neural network models in the fields of economics and econometrics; see e.g. Gallant and White (1989) , Kaashoek and Van Dijk (2003) and White (2000) . We will use the class of neural network models as a generalization of the class of linear autoregressive models. Since the work by Sims (1980) , vector generalizations of linear autoregressive models have become popular in the empirical econometric literature dealing with time series data like GDP . It will be argued in section 2 of this paper that a nonlinear generalization of autoregressive models is important for long run analysis. For more empirical work in this area of nonlinear modelling of economic series we refer to Granger and Teräsvirta (1993) , Teräsvirta (1994) and Franses and Van Dijk (2000) and the references cited there.
Before the specification of neural network models, several stylized facts on the development of the levels and the growth rates of GDP in industrialized nations are discussed in section 2. From a simple graphical and descriptive analysis it is seen that (i) there are nonlinear positive trends in the level of GDP of industrialized nations in the twentieth century; (ii) growth rates exhibit shocks, mainly due to World War I and II; (iii) there is increasing variability in growth rates in the first half of the century and decreasing variability in the second half; (iv) many countries switch substantially from position in the distribution of the level of GDP during the twentieth century; (v) there exists convergence after the oil-price shock. Summarizing, several structural data features seem to be time-varying.
Neural network models are introduced in section 3 in order to analyze these data patterns. The exposition is in terms of a nonlinear generalization of (vector) autoregressive models. It is shown in appendix 5 that a linearized neural network model may be interpreted as an autoregressive model with time varying coefficients. Then a link can be made between the class of neural network models and the flexible class of state-space models; see e.g. Harvey (1989) .
In section 4 empirical results are presented using estimated neural network models. The presentation of the empirical evidence is organized in the same way as the results in section 2. In section 5 conclusions and some final remarks are presented.
We emphasize that the scope of this paper is limited to reporting empirical evidence on noteworthy stylized facts and to indicate that such facts pose challenges for economic modelling, forecasting and policy analysis for the long run.
Stylized Facts
With respect to the issue of deterministic versus stochastic trends, one may argue that many economists until the 1970s were of the opinion that the long term growth path of the economy is exponential -that is, the log of this path is linear -and that deviations from this path lead to temporary cyclical behavior. These deviations might be reduced in length and amplitude by a sensible counter-cyclical policy. This was also the approach of Tinbergen. The interaction of such macro-economic variables like consumption, investment, output and employment was studied, the models were specified in a Keynesian way. The practice of counter-cyclical policy was to use government expenditures to stimulate investment and consumption in a recession in order to create employment. In this context stochastic shocks have a temporary effect. However, there also exists the Schumpeterian view that stochastic shocks, mostly due to the introduction of new technology, have a permanent effect. Such shocks are the driving force of western economies based on the market mechanism, see Schumpeter (1939) . This view is also supported by Lucas (1977) .
The two different views may be explained using a simple time series model where output is connected to its own lagged values. The two views are shown in Figure 1 for the log of GDP of the USA. In panel (a) one observes that a linear trend gives a good indication of the increase in log of GDP in the USA in the twentieth century. The model appears to be trend stationary (TS). In panel (b) one may observe however that a so-called stochastic trend describes the variation in the series much better than the linear deterministic trend. The model appears to be a difference stationary (DS) model and as a result panel (c) suggests that there was no major business cycle in the 1930s. The depression of the thirties is apparently a consequence of unexpected shocks (for more details and a technical explanation we refer to a paper by Schotman and Van Dijk (1991) ). Clearly, different ways of detrending yield different cyclical behavior. When one is interested in long run analysis, the result may be sensitive to the linear specification of the trend. We will investigate in the next section the relation between a nonlinear trend and the implied cycle using the levels of GDP . As an exploratory step in the data analysis of all countries some results on the dynamic behavior of levels and growth rates of GDP are shown in Figure 2 and Tables 1 and 2. The data are taken from the well-known Maddison data set and from the OECD data bank (www.sourceoecd.org) 2 . We emphasize that henceforth we make use of levels of GDP since these are a relevant indicator of the wealth of a nation. We summarize the main data features in the following five points:
− nonlinear positive trends
The most important fact is the substantial increase in the level of GDP for all countries. From Figure 2 and Table 2 it is seen that, roughly speaking, the level of GDP doubled every period of thirty years, which is the equivalent of a generation. However, this increase is not constant over time and over countries. Nonlinear effects may be observed in the sense that the increase in levels is fast after World War II for many countries but also slows down in the nineties, in particular for Germany and Japan. This is seen in Figure 2 and Table 1 where results for subperiods are reported. Figure 2 shows clearly that shocks to growth may be interpreted as outliers and that these occur mainly due to World War I and II. To a lesser extent the so-called Roaring Twenties and the Depressed Thirties are responsible for varying growth patterns. Note, from Table 1 , the substantial growth of Japan, Austria, Italy, France and the Netherlands after World War II. This may be interpreted as a so-called catch-up effect.
− growth rates exhibiting shocks and catch-up effects

− changing variability of growth rates
The bottom of Figure 2 and Table 1 show that there is an increase in variability of growth rates in the first half of the twentieth century and a decrease in the second half. This is an indication that the amplitudes (and lengths) of possible cycles are not constant during the twentieth century. The lower level of growth for most countries in the nineties compared with the growth in the period after World War II is also noteworthy. Table 2 shows that the level of GDP has on average increased sevenfold. The USA is the absolute winner in this league of 17 nations in the twentieth century. Norway shows the most dramatic positive move: from low position 14 in 1900 it moved upwards to the second position in 2000. In addition to the USA and Canada, the countries in North-Western Europe have done very well. Relatively speaking, the UK and New Zealand are big losers. We note that Germany ends up at the one but lowest position in 2002. This is mainly due to the reunification of East-and West Germany in 1991. We emphasize, however, that after the top four in the third column of Table 2 , there is a large group of countries in which the levels of GDP differ only little. The results of the subperiods indicate switching behavior with respect to the wealth of nations in the twentieth century, where we measure wealth as level of GDP . This may also be deduced from the subperiod analysis presented in Table 1 .
− winners and losers and switching behavior
− convergence
It is clear that during the whole period of the twentieth century, convergence 3 in levels of GDP of all industrialized nations did not occur. It appears, see the final row of Table 1 , that convergence improved in the subperiods after the oil price shock of 1973. Descriptive analysis is useful as a first step in a modelling strategy. As a next step we specify in the next section a flexible class of models in order to capture the complex data patterns listed above. We emphasize that we use levels of GDP . Application of a log transformation did not affect the nonlinear patterns found using the neural network models used in this paper.
Exploring dynamic patterns by neural network models
In this section a class of neural network models is specified as a generalization of the class of (vector)autoregressive models. Also, a connection is made between the class of neural network models and the class of state-space models.
Neural networks are flexible models for handling complex data patterns of economic variables. This feature has led to the diffusion and implementation of neural network models in the fields of economics and econometrics; see e.g. Kaashoek and Van Dijk (2003) . Consider the graph in Figure 3 . This graph represents a so-called feed forward neural network with 7 cells (or nodes) which are partitioned into three particular groups or layers. The 'input' layer contains cells which transmit or forward weighted values of lagged dependent variables and a weighted value of the constant as signals to the so-called 'hidden' layer. This 'hidden' layer forwards these signals, with again particular weights attached, together with a weighted constant signal to an output cell. The value at the output cell is denoted by y. This network transmits signals from the left (input) to the right (output) along vertices connecting the cells. This explains the use of the term feed forward.
Let values of the input cells be denoted as y −i , i = 1, · · · , I, let the weight between input cell i and hidden cell h be a number a ih , (h = 1, · · · , H) and the weight of the constant input signal be b h . Then at hidden cell h will arrive a signal with strength:
If no transformation takes place at the hidden layer cells, the signals arriving at the hidden layer are transported to the output cells along vertices with weights c h . With inclusion of a constant hidden signal with weight d, a signal will arrive at the output cell with strength or value: 
where
This equation is a linear autoregressive model with dependent variable y and a constant term. However, one cannot distinguish between the effect of the input cells and the effect of the hidden cells on the dependent variable y. Hence, if nothing happens at the hidden layer cells this particular feed forward neural network is nothing more than a not very smartly specified linear autoregressive model. Actually, in a neural network, signals arriving at the hidden cells are transformed by some non-linear transformation, the so-called 'activation' function. This transformation is the same for all hidden cells. The activation function is a monotone increasing and bounded function, e.g.:
which is the well known logistic function, with range (0, 1); see Figure 4 . A particular value of the logistic function indicates the extent to which a hidden cell is activated. A signal is transmitted from hidden cell h:s
and equation (2) changes to:
Thus H linear combinations, each from I input signals, are carried through the logistic activation function to give H values of 'hidden' signals. Next, linear combinations of the H 'hidden' signals and a constant hidden signal are carried through to form the output y. We note that the neural network describes the situation at one moment in time and it indicates a deterministic relation. By adding a subscript t and an error term ε t one can write the whole network in matrix notation as:
where Harvey (1989) . It is a topic for further research to compare the flexibility and estimability of neural nets compared with state-space models.
An example is a neural network with two inputs and two hidden cells. The graph of this neural network is given in Figure 3 and it represents a model with the following mathematical specification:
ifs h is defined as output of hidden layer cell h, then one can write
hence
and it follows that the range of y t is bounded. We note that this model is closely related to a threshold autoregressive model; see e.g. Teräsvirta (1994) . One may also add a deterministic function of time to a neural network model. Such functions of time, like a simple linear trend, play an important role in dynamic autoregressive models. Also, in a neural network model, time dependency can be included explicitly. We give two examples where the first is a rather general formulation (see equation (12)) and in the second (see equation (13)) the time component is specified in an additive way:
where nn 1 (t) represents a neural network with input variable t only, and nn 2 (y t−1 , y t−2 ) is a neural network with lagged input variables. In appendix 5 it is shown that a linearized version of equation (13) can be written as a linear autoregressive model with time-dependent coefficients. Thus all models based on equation (13) More details are given in Appendix 5.
Flexibility and pruning of a network
The flexibility of three layer feed forward neural networks is well documented; see e.g. Gallant and White (1989) , Hecht-Nielsen (1987) and White (2000) . This flexibility follows from the so-called 'universal approximation' property of neural nets. This approximation rests on Kolmogorov's superposition theorem; see Kolmogorov (1957) and HechtNielsen (1987) . The Kolmogorov theorem provides, however, a justification for the existence of an approximation in just the opposite way from the one that is needed by a practical user of neural nets. That is to say, in the approximation theorem the number of layers and cells are given while the specific form of the activation function is unknown. For the practical user of neural nets one encounters the opposite case: the activation function is known, to some extent, but the number of hidden cells has to be determined. Thus, while the number of output cells is fixed by 'which series are to be modelled', the number of input cells I and, more importantly, the number H of hidden layer cells, are not fixed beforehand. This adds to the flexibility of neural network modelling but it has its price. Adding more hidden cells, may result in overfitting. Instead of filtering out noise processes, these are included in the estimated model. As a result, bad predictive behavior occurs; see Bishop (1995) . A procedure for reducing the size of the network is explained in Kaashoek and Van Dijk (2003) and (2002).
Estimating parameter values
A generally accepted optimization principle is:
where ||.|| is the Euclidean norm. For the case of a neural net θ = (A, b, c, d ) and it follows that the criterion function:
has to be minimised over (A, b, c, d) . Well-known methods for numerical optimization are the simplex method and the BFGS method, a gradient method; see Press et al. (1988) . These methods have been successful in estimating neural network parameters.
Dynamic properties of neural nets
Stability analysis in an autoregressive model is essentially static, that is, constant over time, while the nonlinear equivalent given by a neural net model, is by nature dynamic. The linearization of a neural network involves time dependent coefficients (see Appendix 5) and hence dynamic quantities like the Lyapunov exponents, which characterize stability, are time varying; for more details see Kaashoek and Van Dijk (1994) . Dynamic behavior of the neural network models, as defined in equations (7) and (8), may be analyzed as follows. One generates in sample, and possibly out of sample, dynamic forecasts, denoted asŷ t and referred to as orbits, by means of:
where nn is the relevant neural network function. So, an orbit is generated by iterating the estimated neural network equation without its error term, that is, by choosing ε t = 0 for all t. Some orbits (together with the actual data) are depicted in Figure 9 and Figure 10 . The initial valueŷ 1 is taken from actual data,ŷ 1 = y 1 . The graphs indicate that in all cases a nonlinear trend gives a very good fit to the data. We suggest that our analysis may be used as a first step in a more detailed analysis of a nonlinear parametric form of a time series model.
Empirical Results
Nonlinear Trends and Shocks
In the first and third columns of Figure 5 the data of GDP for all seventeen nations are shown together with their orbits which are in this case equal to an nn(t; 1) approximation 4 . The orbits are denoted by the dotted lines. In the second and fourth columns the residuals GDP −nn(t; 1) are presented. The orbits exhibit a nonlinear pattern for several countries in the sense that fast growth occurs after World War II and a saturation phenomenon appears in the nineties. This feature may be observed for countries like Austria, Belgium, France, Germany, Japan, Netherlands, New Zealand, Sweden and Switzerland. The rapid growth after World War II for countries like Japan and -to a lesser extent -Germany appears to be a catch-up effect towards a long run path of lower average growth. We note that this catch-up effect is for Germany known as the "Wirtschaftswunder". The graphs in the second and fourth columns indicate that the behavior of GDP in deviation of a nonlinear trend shows cyclical but non-constant patterns. Thus it is of interest to investigate a possibly, time varying cyclical behavior. Further, for many countries one needs a shock component to explain the large outliers in these series. This holds in particular for countries that were actively involved in either World War I or World War II or in both; these include Austria, Belgium, Finland, France, Germany, Italy, Japan, Netherlands, UK and USA.
Time Varying Cyclical Behavior
The case of USA and Germany
Using a rolling window of size 30, the differences GDP − nn(t; 1) for the countries USA and Germany are fitted on an autoregressive model with 5 lags. These static models proved to have two cycles. For each of these cycles lengths of periods of oscillation and amplitudes ( = norms) were calculated. The results are shown in Figure 6a -6b. At the end of the period the oscillations with largest period (upper graphs for each country) become shorter. The results should be interpreted with care; they appear to be sensitive to the lag length chosen. Also, when a neural network is fitted to the difference between GDP and the nn(t; 1), similar results appear as presented in Figure 6a -6b. These results are also rather sensitive to the specification of the nn model. There is a need for proper inference on this topic.
Leading and Lagging Cyclical behavior
In order to investigate whether some countries, notably the USA, may be leading in cyclical behavior over the whole century, some results are shown in Figures 7a-7b . We compare the USA and the UK in panel (a), left graph; the USA and Germany in panel (a), right graph; Germany and France in panel (b), left graph, and Germany and UK in panel (b), right graph. The residuals GDP − nn(t; 1) are plotted as in the second and fourth columns of Figure 5 , for each of the countries mentioned. It is seen that the UK and Germany suffered less from a recession then the USA during the thirties and fifties. The USA expanded more in the forties due to the war effort. In a similar way one may observe that Germany has expanded more during the thirties compared to France and the UK. After World War II, France recovered earlier than Germany and the UK had a less severe recession than Germany. A more general conclusion is that before World War II, the USA and the European countries (UK and Germany) are out of phase with respect to recession and expansion while after the oil price shock of 1973, all four countries follow a more or less common cyclical pattern. Thus, there is some evidence of convergence to a common world cycle of industrialized nations during the twentieth century. Common cycles have been investigated by Engle (1993, 1997) and more recently by Urbain (2000a, 2000b) . It is a topic of further research to investigate whether the empirical results on cyclical behavior over a century, reported in the present paper and based on the neural network approximation -filtering the nonlinear trend -, also hold in the model specifications and inferential procedures proposed by these authors.
Convergence Results
In Figure 8 the following data are shown. First, consider a rolling window of size 30; for each window the R 2 of GDP of each country with respect to GDP of the USA is calculated. At the end of the period, the countries with lowest R 2 are New Zealand and Switzerland and the next 'worse' cases are Sweden and Finland. The major feature of this figure is that after World War II countries moved in a similar way as the USA with respect to the level of GDP . The parallel behavior of the levels is a major indication of GDP growth convergence of industrialized nations after 1960. Evidence of growth convergence is presented in Barro (1991) , Baumol (1986) and Sala-i-Martin (1994) . However, using a much larger panel of eighty nations -including developing nations -for the post World War II period, Quah (1993) and Paap and Van Dijk (1998) find substantial evidence of bimodality in the distribution of the levels of GDP . It would be interesting, if possible, to extend the data of those eighty countries to the period before World War II in lations of Norwegian data. In Figure 10 the estimates and orbits are compared with real Norwegian data. The leading position of Sweden is recently reduced and Norway has made a spectacular progress in the nineties. 1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 
Conclusions
A class of neural network models has been specified for the analysis of nonlinear dynamic patterns in economic time series of seventeen industrialized nations in the twentieth century. The level of real Gross Domestic Product per capita of these nations has, on average, increased seven-fold. However, this increase in levels has not been monotone over time and over countries. Substantial empirical evidence has been obtained of time varying growth rates. Many countries also switch substantially from position in the distribution of the level of GDP during the twentieth century. Growth convergence appears to occur after the sixties. Further, there appears to be evidence of a common world cycle since the early seventies. Shocks to the economies like World War I and II appear to be more important than cyclical behavior. Given the descriptive character of the present paper, one should be careful in drawing strong conclusions. However, it seems fair to argue that the empirical evidence presented in this paper constitutes interesting challenges for economic modelling -finding relevant explanatory variables and meaningful theories for nonlinear processes -, for economic forecasting and policy analysis for the long run.
Appendix A. Linearization of neural network function
We investigate in this appendix the connection between the class of linear autoregressive models and the class of neural network models as defined in equation (13): y t = nn 1 (t) + nn 2 (y t−1 , y t−2 )
At each time point t 0 , the linearization in t of nn 1 (t) is just a(t 0 )+b(t 0 )t, and the autoregressive part nn 2 (y t−1 , y t−2 ) may be linearized as follows: 
Hence, the linearization at t = t 0 of equation (13) 
