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Abstract.
The Steinhaus-Weil theorem that concerns us here is the simple, or clas-
sical, ‘interior-points’ property – that in a Polish topological group a non-
negligible set B has the identity as an interior point of B−1B. There are
various converses; the one that mainly concerns us is due to Simmons and
Mospan. Here the group is locally compact, so we have a Haar reference me-
asure η. The Simmons-Mospan theorem states that a (regular Borel) measure
has such a Steinhaus-Weil property if and only if it is absolutely continuous
with respect to the Haar measure. In Part I (Propositions 1-7, Theorems 1-4)
we exploit the connection between the interior-points property and a selec-
tive form of infinitesimal invariance afforded by a certain family of selective
reference measures σ, drawing on Solecki’s amenability at 1 (and using Ful-
ler’s notion of subcontinuity). In Part II (Propositions 8, 9, Theorems 5, 6)
we develop a number of relatives of the Simmons-Mospan theorem. In Part
III (Theorems 7, 8) we link this with topologies of Weil type. We close in
Part IV with Propositions 12-13 and Theorem B – concerning the ‘composi-
te interior-point’ property (of AB−1) and the Borell ‘relative interior-point’
property (relative to the Cameron-Martin space) – and complements.
Keywords. Steinhaus-Weil property, amenability at 1, measure subcontinu-
ity, Simmons-Mospan theorem, Weil topology, interior-points property, Haar
measure, Lebesgue decomposition, left Haar null, Cameron-Martin space.
Classification: Primary 22A10, 43A05; Secondary 28C10.
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0 Introduction
We begin by stating the Steinhaus-Weil Theorem in its simplest form (Ste-
inhaus [Ste] for the line, Weil [Wei, §11, p. 50] for a Polish locally compact
group, Grosse-Erdmann [GroE]):
Theorem SW. In a locally compact Polish group G with (left) Haar measure
ηG, for non-null Borel B, B
−1B (and likewise BB−1) contains a neighbour-
hood of the identity.
The context we work in here and throughout, unless otherwise stated,
is that groups and spaces are assumed separable. This both simplifies the
exposition and emphasizes that we need only the axiom of Dependant Choices
(DC – ‘what is needed to make induction work’), rather than the Axiom of
Choice (AC); cf. [BinO7]. For comments concerning non-separable settings,
see §8.1.
The interior-point property of the measure-theoretically ‘non-negligible’
set B of the theorem is referred to as the Steinhaus-Weil property, which
encompasses the category variant due to Piccard [Pic] and Pettis [Pet], cf.
Cor. 2′ and Th. 7B (by reference, when appropriate, to the quasi-interior
of a set – the largest open set equivalent to it modulo a meagre set). This
important result has many ramifications; for example, it is basic to the theory
of regular variation – see e.g. [BinGT, Th. 1.1.1].
We are also concerned here with its converse, the Simmons-Mospan the-
orem ([Sim, Th. 1], [Mos, Th. 7], recently rediscovered in the abelian case
[BarFF, Th. 10]), stated in its simplest form.
2
Theorem SM. In a locally compact Polish group, a Borel measure has the
Steinhaus-Weil property if and only if it is absolutely continuous with respect
to Haar measure.
The proof of this and related (converse) results emerges in §4 after due pre-
paratory work; regarding the reduction of the non-separable to the separable
case, see the closing remark of §4. The results below hinge on work of So-
lecki [Sol2] on amenability at 1 and the concept of subcontinuity (see §2
and below). These are aimed at freeing up the classical dependency on local
compactness and the corresponding standard (Haar) reference measure. To
the best of our knowledge such aims, in respect of topological groups, were
last undertaken by Xia in 1972 in Chapter 3 of [Xia], where the emphasis is
on (relative) quasi-invariance (cf. §7.2), a topic we pursue in the companion
paper [BinO8] with tools developed here. (The additive subgroup context of
the more recent [Bana] sits in a topological vector space.)
For G a topological group with (admissible) metric d (briefly: metric
group), denote by M(G) the family of Borel regular σ-finite measures on G,
with P(G) ⊆M(G) the probability measures ([Kec, §17E], [Par]), by Pfin(G)
the larger family of finitely-additive regular probability measures (cf. [Bin]),
and by Msub(G) submeasures (monotone, finitely subadditive set functions
µ with µ(∅) = 0). Here regular is taken to imply both inner regularity (inner
approximation by compact subsets, also called the Radon property, as in
[Bog2, II §7.1] and [Sch]), and outer regularity (outer approximation by open
sets). We recall that a σ-finite Borel measure on a metric space is necessarily
outer regular ([Bog2, II. Th. 7.1.7], [Kal, Lemma 1.34], cf. [Par, Th. II.1.2]
albeit for a probability measure) and, when the metric space is complete,
inner regular ([Bog2, II. Th. 7.1.7], cf. [Par, Ths. II.3.1 and 3.2]). When G is
locally compact we denote Haar measure by ηG or just η (H denoting capital
eta in Greek). For X a metric space, we denote by K = K(X) the family
of compact subsets of X (the hyperspace of X in §1, where we view it as
a topological space under the Hausdorff metric, or the Vietoris topology).
For µ ∈ M(G) we write gµ(·) := µ(g·) and µg(·) := µ(·g); M(µ) denotes
the µ-measurable sets of G and M+(µ) those of finite positive measure,
and K+(µ) := K(G) ∩M+(µ). For G a Polish group, recall that E ⊆ G is
universally measurable (E ∈ U(G)) if E is measurable with respect to every
measure µ ∈ P(G) – for background, see e.g. [Kec, §21D], cf. [Fre, 434D,
432], [Sho]; these form a σ-algebra. Examples are analytic subsets (see e.g.
[Rog, Part 1 §2.9], or [Kec, Th. 21.10], [Fre, 434Dc]) and the σ-algebra that
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they generate. Beyond these are the provably ∆12 sets of [FenN] – cf. [BinO7].
Recall that E is left Haar null, E ∈ HN , as in Solecki [Sol1,2,3] (following
[Chr1,2]) if there are B ∈ U(G) covering E and µ ∈ P(G) with
µ(gB) = 0 (g ∈ G).
(The terminal brackets here and below indicate universal quantification over
the free variable.) So if B ∈ U(G) is not left Haar null, then for each µ ∈ P(G)
there is compact K = Kµ ⊆ B and g ∈ G with
gµ(K) > 0.
The question then arises whether there is also δ > 0 with gµ(Kt) > 0
for all t ∈ Bδ, for Bδ = Bδ(1G) the open δ-ball centered at 1G : a right-
sided property complementing the earlier left-sided property (of nullity, or
otherwise). If this is the case for some µ, then (see Corollary 2′ in §2)
1G ∈ int(K
−1K) ⊆ int(E−1E); indeed, one has
K ∩Kt ∈ M+(gµ) (t ∈ Bδ), (∗M)
and this implies (see Lemma 1, §2):
Bδ ⊆ int(K
−1K) ⊆ int(E−1E).
As this clearly forces local-compactness of G (see Lemma 1 below), for the
more general context we weaken the ‘complementing right-sided property’ to
hold only selectively : on a subset of Bδ of the form
{z ∈ Bδ : |µ(Kz)− µ(K)| < ε}
(cf. B∆δ (µ) in §2). This turns attention to refining the topology Td of G via
the metrics
dK(x, y) := d(x, y) + |µ(Kx)− µ(Ky)|
(for a family of sets K ∈ K+(µ) – cf. the Struble sampler of §5), determined
in Theorem 5 below, aiming at a relative-interior-points property in the finer
topology, the theme of the companion paper [BinO8], cf. §8.2. See (in addition
to Theorem SW above) Kemperman [Kem] (cf. [Kuc, Lemma 3.7.2], [BinO1,
Th. K], [BinO5, Th. 1(iv)]).
We are guided by the close relation between the measure-theoretic Steinhaus-
Weil-like property (*M) and its category version
K ∩Kt ∈ B+(τ), (∗B)
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where the latter term refers to non-meagre Baire sets (= with the Baire
property) of τ , a refinement of the ambient topology TG = Td of G, the latter
conveniently taken to be generated by a left-invariant metric d = dGL with
associated group-norm (§5) ||x|| := d(x, 1G) = d(tx, t) (so that Bδ(t) = tBδ
– see Prop. 1). We refer to the (left) invariance of B+(τ ) (under translation)
as the (left) Nikodym property of τ .
In Part I below (§1,2, Props. 1-7, Th. 1-4: Subcontinuity Theorem, Ag-
gregation Theorem, Shift-compactness Theorem, Strong Subcontinuity The-
orem), in the context of a metric or Polish group G, we study continuity
properties of the maps mK : t 7→ µ(Kt) in the light of theorems of Solecki
[Sol2] and of Theorem SM above and related results. The key here is Ful-
ler’s notion of subcontinuity, as applied to the function mK(t) at t = 1G.
This yields a fruitful interpretation of Solecki’s notion of amenability at 1G
via selective subcontinuity and linkage to shift-compactness (see Th. 3 below;
the term is borrowed from [Par, III.2]). Since commutative Polish groups are
amenable at 1 [Sol2, Th. 1(ii)], this widens the field of applicability of shift-
compactness to non-Haar-null subsets of these, as in [BinO4], and leads to a
conjecture (see remarks preceding Theorem 3) as to whether HN comprises
the negligible sets of some refinement topology of Td. In Part II (§3,4, Props.
8-9, Theorems 5,6: Disaggregation Theorem, Generalized Simmons Theorem)
we study measure discontinuity and extend results of Simmons beyond his
locally-compact context by reference to measures exhibiting selective sub-
continuity. This draws on results in the companion paper [BinO8], which is
concerned with the relative-interior-point property inspired by the Cameron-
Martin theory of Gaussian measures (§7.2 and §8.2). In Part III (§6, 7, Props.
10, 11, Theorems 7, 7M, 7B, 8) we study the converse problem of the We-
il topologies generated by the Fre´chet-Nikodym pseudo-norms, defined for
E ∈M+(G) by:
||t||Eµ := µ(tE△E) (t ∈ G).
For ease of reference – duly identified, as here – we study EE−1 (for ||t||Eµ > 0)
when following Simmons and Weil, and E−1E when following Solecki. In
Part IV (§7, Props. 12-13, Th. K, Th. B) we study the relation of the AA−1
interior-point property to that for AB−1, and discuss the Borell interior-point
property relative to the Cameron-Martin ‘embedded subspace’. We close with
a section of complements (§8).
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Część I
Subcontinuity and Solecki’s
amenability
1 Measure under translation – preliminaries
We begin with a form of the ‘telescope’ or ‘tube’ lemma (cf. [Mun, Lemma
5.8]), applied in §2. Our usage of upper semicontinuity in relation to set-
valued maps follows [Rog], cf. [Bor].
Proposition 1 (cf. [Hey, 1.2.8]). For a metric group G and compact K ⊆ G,
the map t 7→ Kt is upper semicontinuous; in particular, for µ ∈M(G),
mK : t 7→ µ(Kt)
is upper semicontinuous, hence µ-measurable. In particular, if mK(t) = 0,
then m is continuous at t.
Proof. ForK compact and V ⊇ K open, pick for each k ∈ K a δ(k) > 0 with
kB2δ(k) ⊆ V. By compactness, there are k1, ..., kn with K ⊆
⋃
j kjBδ(kk) ⊆ V ;
then for δ := minj r(kj) > 0
Kt ⊆
⋃
j
kjBδ(kk)t ⊆
⋃
j
kjB2δ(kk) ⊆ V (||t|| < δ).
To prove upper semicontinuity of mK , fix t ∈ G. For ε > 0, as Kt is
compact, choose by outer regularity an open U ⊇ Kt with µ(U) < µ(Kt)+ε;
as before, there is an open ball Bδ at 1G withKtBδ ⊆ U , and then µ(KtBδ) ¬
µ(U) < µ(Kt) + ε. The final assertion follows from positivity of mK . 
We continue with an analogue. The result is folklore, cf. [BeeV, Th. 3.2(i)];
it comes close to matters touched on in [Ost1, §3]. Here and below the vertical
section of a set A is denoted Ax := {y : (x, y) ∈ A}.
Proposition 2 (Sectional upper semicontinuity). For a metric group
G, compact F ⊆ G and compact K ⊆ G2, the map
x 7→ Kx (x ∈ F )
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is upper semicontinuous.
Proof. For V ⊆ G open with Kx ⊆ V, suppose for xn ∈ F with xn → x that
(xn, yn) ∈ K\(G × V ). By compactness of K, we may suppose w.l.o.g. that
yn → y. Then (x, y) ∈ K\(G× V ), and so (x, y) ∈ {x} ×Kx and y /∈ V ; but
y ∈ Kx ⊆ V, a contradiction. 
From Prop. 2 on upper semicontinuity, we obtain information about mK :
t 7→ µ(Kt) below. This links with lower semicontinuity. By a theorem of Fort,
the ε-continuity points (defined in terms of the Hausdorff metric: see [For])
of an upper semicontinuous compact-valued mapping of a metric space into a
totally bounded metric space form a dense open set, implying in a real-valued
context such as here continuity on a co-meagre set. We return to this shortly
in Theorem LB below.
Proposition 3 (Sectional upper semicontinuity under a measure).
For a metric group G, compact F ⊆ G and compact K ⊆ G2, and µ ∈
M(G), the map
m : x 7→ µ(Kx) (x ∈ F = proj1K)
is upper semicontinuous, and so Borel.
Proof. Fix x ∈ F. Let ε > 0. By outer regularity, take V open inG withKx ⊆
V and µ(V ) < µ(Kx)+ ε. By Prop. 2 x 7→ {x}×Kx is upper semicontinuous
on F ; so for some open neighbourhood U of x
K ∩ (U ×G) ⊆ K ∩ (U × V ).
So for y ∈ F ∩ U
Ky ⊆ V,
and so µ(Ky) ¬ µ(V ) < µ(Kx) + ε, proving the first assertion. The second
assertion follows since
m−1(a, b) =
⋂
n∈N
m−1[0, b)\m−1[0, a+ 1/n). 
For further results on Borel-measurability of regular Borel measures see
[BeeV, Th. 2.2] (there termed ‘Radon measures’).
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We will need the following result in Parts II and III (see Lemma 2, §4,
and Th. 7, §6), preferable to the usual Fubini Theorem as using qualitative
rather than quantitative measure theory (like the Kuratowski-Ulam Theorem
[FreNR]). Interestingly, it may be proved by mimicking the proof of Prop.
1 above, yielding a simplification to that by Eric van Dowen [vDo], itself
a simplification of that in [Oxt2, Ch. 14]: for the proof (omitted here), see
§8.12.
Theorem FN (Fubini theorem for null sets). For a metric group Gand
A ⊆ G2 measurable under µ × ν, with µ, ν ∈ M(G): if the ‘exceptional set’
of points x for which the vertical section Ax is ν-non-null is itself µ-null,
then A is µ× ν-null.
We close this section with a study of the continuity properties of the map
mK : t 7→ µ(Kt) for compact K, extending Prop. 3.
Corollary 1 (Fort [For]). In Proposition 2, t 7→ µ(Kt) is lower semi-
continuous (so also continuous) on a co-meagre set.
We can improve on the preceding result by recourse to a natural generali-
zation, for our compact sectional context, of the classical continuity theorems
of Luzin [Hal, §55] and Baire [Oxt2, Th. 8.1] – see also [Sch, Ch. 1, §5]. Be-
low for a compact metric space X, we denote by K(X) the hyperspace of X,
the space of compact subsets of X under the Hausdorff metric, or Vietoris
topology; here this is also a compact space ([Eng, 2.7.28], [Kec, Th. 4.25],
[Mic]). Then (LB for ‘Luzin-Baire’):
Theorem LB. For G a metric group and compact K ⊆ G2, the map κ :
G→ K(G) : x 7→ Kx is Borel-measurable, and so
(i) κ is continuous relative to a co-meagre set.
For µ ∈ P(G):
(ii) for each ε > 0 there is a Borel set Sε with µ(G\Sε) < ε such that x 7→ Kx
is continuous on Sε; equivalently:
(ii)′ there is an increasing sequence of Borel sets Sn with union µ-almost all
of G such that x 7→ Kx is continuous on each Sn.
Proof. For U, V open, the set {x : Kx ⊆ U and Kx ∩ V 6= ∅} is σ-compact;
indeed, by Prop. 2, {x : Kx ⊆ U} is open, whereas for F := proj1(K), a
compact set
{x : Kx ∩ U 6= ∅} = proj1 [(F × U) ∩K)] ,
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which is the projection of a σ-compact set. Then (ii) follows from Luzin’s
theorem ([Hal, §55]), and for (ii)′ see [BinO1, p. 142]. Its extension to a
regular (i.a. G-outer regular) σ-finite measure may be made via Egoroff’s
Theorem [Hal, §21 Th. A] – see [Zak]. 
A first corollary is the following result on the continuity of the map
x 7→ ||x||µE = µ(xE△E),
for measurable E, by compact approximation. Below, the sets Cx associated
with points x should be interpreted as neighbourhoods of x in the spirit of a
Hashimoto ideal topology for the ideal of µ-null sets, for which see [LukMZ],
or [BinO5]. This mimicks Weil’s proof of the ‘fragmentation lemma’ (§8,
Lemma 3) in [Hal, Ch. XII §62 Th. A] (cf. [Wei, Ch. VII, §31]).
Proposition 4 (Almost everywhere continuity). For a metric group G,
δ > 0, µ ∈ P(G), E ∈M+(µ), and F ∈ K+(µ):
there is a compact C ⊆ F with µ(F\C) < δ such that for any ε > 0 and
each x ∈ C there is a µ-non-null measurable Cx ⊆ C containing x with
|µ(xE△E)− µ(yE△E)| < ε (y ∈ Cx).
In particular, there is an increasing family of compact sets Cn with union
µ-almost all of G satisfying the above with Cn for C.
Proof. Fix E ⊆ G measurable and for F compact with µ(F ) > 0, put
H :=
⋃
x∈F
{x} × (E△xE) =
⋃
x∈F
{x} × ((xE\E) ∪ (E\xE))
=
⋃
x∈F
({x} × xE)\
⋃
x∈F
({x} × E) ∪
⋃
x∈F
({x} × E)\
⋃
x∈F
{x} × (xE),
which is measurable. So F ⊆ proj1(H) and for x ∈ F
Hx := xE△E.
We will work inductively, taking successively smaller values of ε. Fix ε > 0
with ε < µ(F ) and choose K a finite union of compact rectangles with
(µ× µ)(H△K) < ε2.
So
K =
⋃
j¬n
(F j ×Kj),
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say. Let S = Sε := {x ∈ F : µ((H△K)x) ­ ε}. Then µ(S) ¬ ε; otherwise
ε2 > (µ× µ)(H△K) ­ εµ(S) ­ ε2,
a contradiction. So
µ(F\S) > µ(F )− ε.
So we may choose a compact set C = Cε ⊆ F\Sε with µ(F\C) < ε and
µ(Hx△Kx) ¬ ε (x ∈ Cε).
But Kx ∈ {K1..., Kn}, so
Cε =
⋃
j¬n
Cjε , where C
j
ε := {x ∈ Cε : µ(Hx△K
j) ¬ ε}.
Now for x, y ∈ Cjε
µ(Hx△Hy) ¬ µ(Hx△K
j) + µ(Kj△Hy) ¬ 2ε,
and w.l.o.g. the sets Cjε may be assumed compact.
Now fix δ > 0 and repeat the construction inductively, taking in turn
ε = εn = 2
−nµ(F )δ, to obtain a sequence of compact sets F = C0 ⊇ C =
C1 ⊇ C2 ⊇ C3... with Cn = Cεn as above, and µ(C
n\Cn+1) < εn. These have
non-null intersection C0 :
µ(F\C0) <
∑
n­1
2−nµ(F )δ = µ(F )δ.
Now for each ε > 0 there is n with εn < ε. So for x ∈ C0 ⊆ C
n = Cεn =⋃
j¬nC
j
εn
µ(Hx△Hy) < µ(Hx△Hy) + 2εn < µ(Hx) + 2ε (x, y ∈ C
j
εn ∩ C0).
So
|µ(Hx)− µ(Hy)| < 4ε (x, y ∈ C
j
εn ∩ C0). 
A proof similar to but simpler than that above (omitted here – see §8.13)
improves Prop. 1:
Proposition 5 (Almost everywhere upper semicontinuity). For a me-
tric group G, δ > 0, µ ∈ P(G), E ∈M+(µ), and F ∈ K+(µ):
there is a compact C ⊆ F with µ(F\C) < δ such that for any ε > 0 each
x ∈ C has a neighbourhood Ux with
µ(yE) < µ(xE) + ε (y ∈ C ∩ Ux).
In particular, there are disjoint compact sets C with union µ-almost all of
G for which this holds.
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2 Subcontinuity of measures
Proposition 1 above, on upper semicontinuity, motivates the following defini-
tions, the key one being an adaptation of subcontinuity (of functions) due to
Fuller [Ful] (for which see Remark 4 below) to the context of measures. We
focus on the right-sided version of the concept. Subcontinuity is a natural
auxiliary in the quest for fuller forms of continuity: as one instance, see [Bou]
for the step from separate to joint continuity; as another, classic instance,
note that a subcontinuous set-valued map with closed graph (yet another
relative of upper semicontinuity) is continuous – see [HolN] for an extensive
bibliography. Here its relevance to the Steinhaus-Weil Theorem (which seems
to be new here) yields Theorems 1 and 3, linking amenability at 1 with shift-
compactness, for which see Theorem 3 below (the latter term is borrowed
from [Par, III.2]).
Definition ([BinO5]). For µ ∈ Pfin(G), and (compact) K ∈ K(G), noting
that µδ(K) := inf{µ(Kt) : t ∈ Bδ} is weakly decreasing in δ, put
µ−(K) := sup
δ>0
inf{µ(Kt) : t ∈ Bδ},
and, for t = {tn} a null sequence, i.e. with tn → 1G,
µt−(K) := lim infn→∞ µ(Ktn).
Then
0 ¬ µ−(K) ¬ µ(K) = inf
δ>0
sup{µ(Kt) : t ∈ Bδ},
by Proposition 1. We say that a null sequence t is non-trivial if tn 6= 1G infi-
nitely often. Define (with the quantification convention of the Introduction)
as follows:
(i) µ is translation-continuous (‘continuous ’ or ‘mobile’) if µ(K) = µ−(K)
(K ∈ K(G));
(ii) µ is maximally discontinuous at K ∈ K(G) if 0 = µ−(K) < µ(K);
(iii) µ is subcontinuous if 0 < µ−(K) ¬ µ(K) (K ∈ K+(µ));
(iv) µ is (selectively) subcontinuous at K ∈ K+(µ) along t if µt−(K) > 0.
Remarks. 1. mK(.) is continuous if µ is continuous, since mK(st) = mKs(t)
and Ks is compact whenever K is compact; for directional continuity of
measures in linear spaces see [Bog3, §3.1]. In [LiuR] (cf. [LiuRW], [Gow1,2])
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a Radon measure µ on a space X, on which a groupG acts homeomorphically,
is called mobile if t 7→ µ(Kt) is continuous for all K ∈ K(X).
2. For G locally compact (i) holds for µ the left Haar measure ηG, and also
for µ≪ ηG (absolutely continuous w.r.t. to ηG).
3. A measure µ singular w.r.t. Haar measure is maximally discontinuous for
its support: this is at the heart of the analysis offered by Simmons (and
independently, much later by Mospan) – see Corollary 2′ below.
4. Subcontinuity, in the sense of [Ful], of a map f : G→ (0,∞) requires that,
for every tn → t ∈ G, there is a subsequence tm(n) with f(tm(n)) convergent in
the range (i.e. to a positive value). The distinguished role of null sequences
emerges below in the Subcontinuity Theorem (Theorem 1). Null sequences
should be viewed here as selecting stepwise (or even pathwise, under local
connectedness, as suggested by Tomasz Natkaniec) ‘asymptotic directions’
justifying the phrase ‘along t’ in (iv) above, and allowing (iv) to be inter-
preted as a selective subcontinuity in ‘direction’ t. The analogous selective
concept in a linear space is ‘along a vector’ as in [Bog3, §3.1].
5. Selective versus uniform subcontinuity. Definition (iii) is equivalent to de-
manding for K ∈ K+(µ) that any null sequence t = {tn} have a subsequence
µ(Ktm(n)) bounded away from 0; then (iii) may be viewed as demanding ‘uni-
form subcontinuity’: selective subcontinuity along each t for all K ∈ K+(µ).
6. Left- versus right-sided versions. Writing µ˜(E) := µ(E−1) for the inverse
measure captures versions associated with right-sided translation such as µ˜
and
µ˜t−(K) := lim infn→∞ µ(tnK).
Definition. We will say that µ is symmetric if µ = µ˜; then B is null iff B−1
is null.
In Lemma 1 below it suffices for µ to be a bounded, regular submeasure
which is supermodular:
µ(E ∪ F ) ­ µ(E) + µ(F )− µ(E ∩ F );
recall, however, from [Bog2, 1.12.37] the opportunity to replace, for any K ∈
K(G), a supermodular submeasure µ by a dominating µ′ ∈Mfin(G), i.e. with
µ′(K) ­ µ(K).
For K ∈ K+(µ) and δ,∆ > 0, put
B∆δ = B
K,∆
δ (µ) := {z ∈ Bδ : µ(Kz) > ∆},
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which is monotonic in ∆ : B∆δ ⊆ B
∆′
δ for 0 < ∆
′ ¬ ∆. Note that 1G ∈ B∆δ
for 0 < ∆ < µ(K).
The specialization below to a mobile measure (see above) may be found
in [Gow1,2].
Lemma 1 (cf. [BinO5, Th. 2.5]). Let µ ∈ Pfin(G) for G a metric group. For
K ∈ K+(µ), if µt−(K) > 0 for some non-trivial null sequence t, then there
are δ > 0 and 0 < ∆ < µt−(K) with tn ∈ B
∆
δ for all large enough n and
∆ ¬ µ(K ∩Kt) (t ∈ B∆δ ),
so that
K ∩Kt ∈ M+(µ) (t ∈ B
∆
δ ). (∗)
In particular,
K ∩Kt 6= ∅ (t ∈ B∆δ ),
or, equivalently,
B∆δ ⊆ K
−1K, (∗∗)
so that B∆δ has compact closure.
A fortiori, if µ−(K) > 0, then δ,∆ > 0 may be chosen with ∆ < µ−(K)
and Bδ ⊆ B∆δ so that (*) and (**) hold with Bδ replacing B
∆
δ , and in parti-
cular G is locally compact.
Proof. For the first part take ∆ := µt−(K)/4. Then, for t ∈ B
∆
δ with δ > 0
arbitrary, µ(Kt) > 2∆ , and so, since tn ∈ Bδ for all large enough n, also
tn ∈ B
∆
δ for all large enough n, so B
∆
δ (K)\{1G} is non-empty for t non-trivial.
Put Ht := K ∩ Kt ⊆ K. By outer regularity of µ, choose U open with
K ⊆ U and µ(U) < µ(K) + ∆. By upper semicontinuity of t 7→ Kt, w.l.o.g.
KBδ ⊆ U for some δ > 0. For t ∈ B∆δ , by finite additivity of µ, since
2∆ < µ(Kt)
2∆ + µ(K)− µ(Ht) ¬ µ(Kt) + µ(K)− µ(Ht) = µ(Kt ∪K)
¬ µ(U) ¬ µ(K) + ∆.
Comparing extreme ends of this chain of inequalities gives
0 < ∆ ¬ µ(Ht) (t ∈ B
∆
δ ).
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For t ∈ B∆δ , as K ∩ Kt ∈ M+(µ), take s ∈ K ∩ Kt 6= ∅; then s = kt
for some k ∈ K, so t = k−1s ∈ K−1K. Conversely, t ∈ B∆δ ⊆ K
−1K yields
t = k−1k′ for some k, k′ ∈ K; then k′ = kt ∈ K ∩Kt.
By the compactness of K−1K, B∆δ has compact closure.
As for the final assertions, if µ−(K) > 0, take ∆ := µ−(K)/2. Then
inf{µ(Kt) : t ∈ Bδ} > ∆ for all small enough δ > 0, and so in particular
µ(Kt) > ∆ for t ∈ Bδ, i.e. Bδ ⊆ B∆δ . So the argument above applies for such
δ > 0 with Bδ in lieu of B
∆
δ , just as before. Here the compactness of K
−1K
now implies local compactness of G itself. 
As an immediate and useful corollary, we have
Lemma 1′. For µ ∈ Pfin(G), with G a metric group, any null sequence t
and any K ∈ K(G) : if µt−(K) > 0, then there is m ∈ N with
0 < µt−(K)/4 < µ(K ∩Ktn) (n > m). (∗
′)
In particular,
tn ∈ K
−1K (n > m). (∗∗′)
Proof. Apply Lemma 1 to obtain ∆, δ > 0; for t ∈ B∆δ , µ(Kt) > ∆, so as
above tn ∈ B
∆
δ for all large enough n. 
This permits a connection with left Haar null sets; recall that a group
G is amenable at 1 [Sol2] (see below for the origin of this term) if, given
µ :=: {µn}n∈N ⊆ P(G) with 1G ∈ supp(µn), for n ∈ N there are σ and σn in
P(G) with σn ≪ µn satisfying:
σn ∗ σ(K)→ σ(K) (K ∈ K(G)).
We refer to σ (or σ(µ) if context requires) as a Solecki measure and to
the measures σn, if needed, as associated measures (corresponding to the
sequence {µn}n∈N).
Solecki explains ([Sol2, end of §2]) the use of the term ‘amenability at 1’
as a localization (via the restriction that supports contain 1G) of a Reiter-like
condition [Pat, Prop. 0.4] which characterizes amenability: for µ ∈ P(G) and
ε > 0, there is ν ∈ P(G) with
|ν ∗ µ(K)− ν(K)| < ε (K ∈ K(G)).
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Lemma 1 and the next several results disaggregate Solecki’s Interior-point
Theorem [Sol2, Th 1(ii)] (Corollary 2 below), shedding more light on it and
in particular connecting it to shift-compactness (Theorem 3 below). Indeed,
we see that interior-point theorem itself as an ‘aggregation’ phenomenon.
Theorem 5 of Part II below identifies subgroups with a ‘disaggregation’ to-
pology, refining TG by using sets of the form BK∆δ (σ), the measures σ being
provided in our first result:
Theorem 1 (Subcontinuity Theorem, after Solecki [Sol2, Th. 1(ii)]). For
G Polish and amenable at 1G and t a null sequence, there is σ = σ(t) ∈ P(G)
such that for each K ∈ K+(σ) there is a subsequence s = s(K) := {tm(n)}
with
limn σ(Ktm(n)) = ν(K) (n ∈ N), so σ
s(K) > 0.
Proof. For t = {tn} null, put µn := 2
n−1∑
m­n 2
−mδt−1m ∈ P(G); then 1G ∈
supp(µn) ⊇ {t
−1
m : m > n}. By definition of amenability at 1G, in P(G) there
are σ and σn ≪ µn, with σn ∗ σ(K) → σ(K) for all K ∈ K(G). For n ∈ N
choose αmn ­ 0 with
∑
m­n αmn = 1 (n ∈ N) and with σn :=
∑
m­n αmnδt−1m .
Fix K ∈ K+(σ) and θ with 0 < θ < 1. As K is compact, σn ∗ σ(K) →
σ(K); then w.l.o.g.
σn ∗ σ(K) > θσ(K) (n ∈ N).
Then for each n
sup{σ(Ktm) : m ­ n} ·
∑
m­n
αmn ­
∑
m­n
αmnσ(Ktm) > θσ(K).
So for each n there is m = m(θ) ­ n with
σ(Ktm) > θσ(K).
Now choose m(n) ­ n inductively so that σ(Ktm(n)) > (1 − 2−n)σ(K);
then, by Proposition 1, limn σ(Ktm(n)) = σ(K) : σ is subcontinuous along s
:= {tm(n)} on K. 
Remark. The selection above of the subsequence s mirrors the role of
‘admissible directions’ which we encounter later in Cameron-Martin theory
(§7.2 and below §8.2).
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We are now able to deduce Solecki’s interior-point theorem in a slightly
stronger form, which asserts that the sets B∆δ reconstruct the open sets of G
using the compact subsets of a ‘non-negligible set’, as follows.
Theorem 2 (Aggregation Theorem). For G Polish and amenable at 1G,
if E ∈ U(G) is not left Haar null – then, setting
Eˆ :=
⋃
δ,∆>0,g∈G,t
{BgK,∆δ (ν(t)) : K ⊆ E,K ∈ K+(ν(t)),∆ < ν(t)(gK)},
1G ∈ int(Eˆ) ⊆ Eˆ ⊆ E
−1E.
In particular, for E open, 1G ∈ int(Eˆ).
Proof. Suppose otherwise; then for each n there is
tn ∈ B1/n\Eˆ.
Consider σ = σ(t). As E is not left Haar null, there is g with σ(gE) > 0.
Choose compact K ⊆ gE with σ(K) > 0. Then with h := g−1 and H :=
hK ⊆ E, σ(K) = σ(gH) = σs(gH) > 0 for some subsequence s = {tm(m)}.
So, as in Lemma 1, with ∆ := σ(gH)/4 for some δ > 0
BgH∆δ (σ(t)) ⊆ (gH)
−1gH = H−1H ⊆ E−1E.
Choose n with n > 1/δ. Then tn ∈ Bδ for all m > n; so for infinitely many k
tm(k) ∈ B
gH∆
δ (σ(t)) ⊆ Eˆ,
a contradiction. As for the last assertion, for E open, D countable and dense,
G ⊆
⋃
d∈D dE, so for any µ ∈ P(G) (in particular for σ) µ(dE) > 0 for some
d ∈ D, and so E is not left Haar null. 
The immediate consequence is
Corollary 2 (Solecki’s Interior-Point Theorem [Sol2, Th 1(ii)]). For
G Polish and amenable at 1G, if E ∈ U(G) is not left Haar null, then
1G ∈ int(E
−1E).
Corollary 2′. For G a Polish group, if B ∈ U(G) is not left Haar null and
is in M+(µ) for some subcontinuous µ ∈ Pfin(G), then (**) holds for some
δ > 0.
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In particular, (**) holds in a locally compact group G, for any Baire non-
meagre set E.
Proof. The first assertion is immediate from Lemma 1. As for the second, for
a non-meagre Baire set E, if E˜ is the quasi-interior and K ⊆ E˜ is compact
with non-empty interior, then ηG(K) > 0. Since η is subcontinuous, there is
δ > 0 with
Kt ∩K 6= ∅ (||t|| < δ).
A fortiori,
E˜t ∩ E˜ 6= ∅ (||t|| < δ);
then U := (Et)˜∩E˜ 6= ∅, since (Et)˜ = E˜t (the Nikodym property of the usual
topology of G). So since U is open and non-meagre, also Et∩E 6= ∅, and so
again (**). 
The next result establishes the embeddability by (left-sided) translation
of an appropriate subsequence of a given null sequence into a given tar-
get set that (like-sidedly) is non-left-Haar null. This property of embedding
into a non-negligible set, first studied in respect of category and measure
negligibility on R by Kestelman and much later independently by Borwe-
in and Ditor and thereafter also by other authors, mostly for combinatorial
challenges, has emerged as an important general unifying principle, termed
shift-compactness, applicable in a much wider context embracing metric gro-
ups G under various topologies refining TG and so defining various notions of
negligibility: for the background here see [BinO2,3], [MilO]. Its consequences
include various uniform-boundedness theorems as well as the Effros and the
Open Mapping Theorems. Here we establish the said property, announced
in [MilO], in relation to the ideal HN of left Haar null sets. (It is a σ-ideal
for Polish G in the presence of amenability at 1 [Sol2, Th 1(i)].) This leaves
open the ‘converse question’ of a refinement topology for which HN is the
associated notion of negligibility; this seems plausible under the continuum
hypothesis, CH, if one restricts attention only to Borel sets in HN and their
subsets by lifting a result concerning R in [CieJ, Cor. 4.2] to G – see also the
Remark following our next result.
Theorem 3 (Shift-compactness Theorem for HN ). For G Polish and
amenable at 1G, if E ∈ U(G) is not left Haar null and zn is null, then there
are s ∈ E and an infinite M ⊆ N with
{szm : m ∈M} ⊆ E.
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Indeed, this holds for quasi all s ∈ E, i.e. off a left Haar null set.
Proof. Put tn := z
−1
n , which is null. With σ = σ(t) as in the Subcontinuity
Theorem, since E is not left Haar null, there is g with σ(gE) > 0. For this g,
put µ := gσ. Fix a compact K0 ⊆ E with µ(K0) > 0 and then, passing to a
subsequence of t as necessary (by Th. 1), we may assume that µt−(K0) > 0.
Proceed to choose inductively a sequence m(n) ∈ N, and decreasing compact
sets Kn ⊆ K0 ⊆ E with µ(Kn) > 0 such that
µ(Kn ∩Kntm(n)) > 0.
To check the inductive step, suppose Kn already defined. As µ(Kn) > 0,
by the Subcontinuity Theorem, there is a subsequence s = s(Kn) of t with
µs−(Kn) > 0. By Lemma 1
′, there is k(n) > n such that µ(Kn ∩Knsk(n)) >
0. Putting tm(n) = sk(n) and Kn+1 := Kn ∩ Kntm(n) ⊆ Kn completes the
inductive step.
By compactness, select s with
s ∈
⋂
m∈N
Km ⊆ Kn+1 = Kn ∩Kntm(n) (n ∈ N);
choosing kn ∈ Kn ⊆ K with s = kntm(n) gives s ∈ K0 ⊆ E, and
szm(n) = st
−1
m(n) = kn ∈ Kn ⊆ K0 ⊆ E.
Finally take M := {m(n) : n ∈ N}.
As for the final assertion, we follow the idea of the Generic Completeness
Principle [BinO1, Th. 3.4] (but with U(G) for Ba there): define
F (H) :=
⋂
n∈N
⋃
m>n
H ∩Htm (H ∈ U(G));
then F : U(G) → U(G) and F is monotone (F (S) ⊆ F (T ) for S ⊆ T );
moreover, s ∈ F (H) iff s ∈ H and szm ∈ H for infinitely many m. We
are to show that E0 := E\F (E) is left Haar null. Suppose otherwise. Then
renaming g and K0 as necessary, w.l.o.g. both µ(E0) > 0 and K0 ⊆ E0
(and µ(K0) > 0). But then, as above, ∅ 6= F (K0) ∩ K0 ⊆ F (E) ∩ E0, a
contradiction, since F (E) ∩ E0 = ∅. 
Remark. In the setting of Th. 3 any non-empty open set U is not left Haar
null (as {dU : D ∈ D} with D countable dense covers G), hence neither is
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U\H for H ∈ HN . So the (Hashimoto ideal) topology generated by such
sets includes HN among its negligible sets.
Corollary 3. For G Polish and amenable at 1G and zn null, there is µ ∈
P(G) such that for K ∈ K+(µ)
K ∩Kz−1m ∈M+(µ) for infinitely many m ∈ N,
iff for µ-quasi all s ∈ K there is an infinite M ⊆ N with
{szm : m ∈M} ⊆ K.
Proof. We will refer to the function F of the preceding proof. First proceed
as in the proof of Th. 3 above, taking tn := z
−1
n and g = 1G (so that µ = σ).
Fix K with µ(K) > 0. For the forward direction, continue as in the proof
of Th. 3 with K0 = K and observe that the proof above needs only that
sk(n) ∈ K
−1
n Kn occurs infinitely often whenever µ(Kn) > 0. This yields the
desired conclusion that µ(K\F (K)) = 0. For the converse direction, suppose
that µ(F (K)) > 0. Since for each n ∈ N
F (K) ⊆
⋃
m>n
K ∩Ktm,
we have µ(K ∩Ktm) > 0 for some m > n; so
K ∩Ktm ∈M+(µ) for infinitely many m. 
Remark. With E as in the Shift-compactness Theorem, if zn ∈ B1/n\E−1E,
then zn is null; so, for some s ∈ E, szm ∈ E for infinitely many m. Then, for
any such m,
zm ∈ E
−1E,
contradicting the choice of zm. So 1G ∈ int(E−1E), i.e. E has the Steinhaus-
Weil property, as before.
The following sharpens a result due (for Lebesgue measure on R) to Mo-
span [Mos] by providing the converse below; it is antithetical to Lemma 1
(and so to Theorem 3).
Proposition 6 (Mospan property). For G a metric group and compact
K, if 1G /∈ int(K−1K), then µ−(K) = 0, i.e. µ is maximally discontinuous;
equivalently, there is a ‘null sequence’ tn → 1G with limn µ(Ktn) = 0.
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Conversely, if µ(K) > µ−(K) = 0, then there is a null sequence tn → 1G
with limn µ(Ktn) = 0, and there is a compact C ⊆ K with µ(K\C) = 0 with
1G /∈ int(C−1C).
Proof. The first assertion follows from Lemma 1. For the converse, as in
[Mos]: suppose that µ(Ktn) = 0, for some sequence tn → 1G. By pas-
sing to a subsequence, we may assume that µ(Ktn) < 2
−n−1. Put Dm :=
K\
⋂
n­mKtn ⊆ K; then µ(K\Dm) ¬
∑
n­m µ(Ktn) < 2
−m, so µ(Dm) > 0
provided 2−m < µ(K). Now choose compact Cm ⊆ Dm, with µ(Dm\Cm) <
2−m. So µ(K\Cm) < 21−m. Also Cm∩Cmtn = ∅, for each n ­ m, as Cm ⊆ K;
but tn → 1G, so the compact set C−1m Cm contains no interior points. Hence,
by Baire’s theorem, neither does C−1C, since C =
⋃
m Cm, which differs from
K by a null set. 
Proposition 7. A (regular) Borel measure µ on a locally compact metric
topological group G has the Steinhaus-Weil property iff
(i) for each non-null compact set K, the map mK : t → µ(Kt) is subconti-
nuous at 1G;
(ii) for each non-null compact set K there is no ‘null’ sequence tn → 1G with
µ(Ktn)→ 0.
Remark. This is immediate from Prop. 6 (cf. [Mos]).
We now prove a strengthening of the Subcontinuity Theorem obtained by
assuming a ‘concentration property’. That this property holds in a abelian
Polish group emerges from an inspection of Solecki’s proof of his theorem
that an abelian Polish group is amenable at 1.
Definitions. Say that a null sequence t is regular if t is non-trivial, ||tk|| is
non-increasing, and
||tk|| ¬ r(k) := 1
/
[2k(k + 1)] (k ∈ N).
For regular t, put µk = µk(t) := 2
k−1∑
m­k 2
−m(δt−1m + δtm) =
1
2
δt−1
k
+
1
4
δt−1
k+1
+.... Then µk(Br(k)) = 1 for k ∈ N.Merging t
−1 with t by alternation of
terms if necessary, it is now convenient to assume that t contains as successive
pairs inverses of its terms. So, if νk ≪ µk, then
νk :=
∑
m­k
akmδt−1m ,
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for some non-negative sequence ak := {akk,ak,k+1,ak,k+2, ...} of unit ℓ1-norm.
Say that {ak} has the concentration property if for some index j and some
α > 0
ak,k+j ­ α > 0 for all large k;
then say that the sequence {νk} has the concentration property. (This will fail
if ak has ak,k+k = 1, which concentrates measure in an unbounded fashion.)
Definition. Say that a group G is strongly amenable at 1 if G is amenable
at 1, and for each regular t a Solecki measure σ(t) has associated measures
σk(t)≪ µk(t) with the concentration property.
Theorem 4 (Strong amenability at 1, after [Sol2, Prop. 3.3(i)]). Any
abelian Polish group G is strongly amenable at 1.
Proof. This follows the construction in [Sol2] of the reference measure in the
case of µk(t) above. First define the normalized restriction
σk := µk|Br(k)
/
µk(Br(k))
and then set
σ := ∗∞k=1ρk for ρk :=
1
k + 1
∑k
i=0
σik.
(Convolution powers intended here.) Then the argument in [Sol2] shows that
σk ∗ σ(K)→ σ(K) (for K compact). However, as t is regular, µk ≡ σk. But
akk = 1/2 (all k), so the measures σk here have the concentration property.

Definitions (Sequence and measure symmetrization):
1. Merging t−1 with t by alternation of terms yields the regular sequence s =
(s1, s2, ...) := (t1, t
−1
1 , t2, t
−1
2 , ...); we term this the symmetrized sequence
of t. (It is ‘symmetric’ in the sense only that ||s2k−1|| = ||s2k||.)
2. For odd k, as (µk(t) + µk(t
−1))/2 is symmetric as a measure, taking
σ2k(s) = σ2k−1(s) := (µk(t) + µk(t
−1))/2 in lieu of µk(t) above yields each
ρk symmetric. So, in the abelian context of Theorem 4 above, the limiting
convolution σ is a symmetric Solecki measure σ(t).
Remark. Performing the symmetrization of the Definition above gives in the
proof of Theorem 4 above that a2k−1,2k−1 = a2k−1,2k = a2k,2k = a2k,2k+1 = 1/4,
which presents simultaneous concentration along t and t−1.
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We now re-run the proof of Theorem 1 with improved estimates to yield:
Theorem 1S (Strong Subcontinuity Theorem). For G a Polish group
that is strongly amenable at 1, if t is regular and σ = σ(t) is a Solecki
measure – then for K ∈ K+(σ)
σ(K) = lim
n
σ(Ktn) = σ
t
−(K).
Likewise, passing to the symmetrized sequence of t as above and to a symme-
tric Solecki measure σ(t) with the simultaneous concentration property (for
t and t−1) corresponding to an abelian context:
σ(K) = lim
n
σ(tnK).
Proof. Fix t and a corresponding Solecki reference measure ν(t) and its
associated sequence νk, which as in Th. 4 has the concentration property.
Write σk :=
∑
m­k akmδt−1m ; as σk has the concentration property, there are
n0, j and α > 0 with
akk+j ­ α > 0 (k ­ n0).
Now fix K compact with σ(K) > 0 and ε > 0. Put
δ := ε
/(
2
α
− 1
)
> 0,
as α ¬ 1. Then, by upper semicontinuity and by ‘amenability at 1’ (i.e.
σk ∗ σ(K)→ σ(K)), there is n1 = n1(ε,K) > n0 with
σ(Ktk) ¬ σ(K) + δ and σk ∗ σ(K) ­ σ(K)− δ (k ­ n1).
So (by upper semicontinuity) for k ­ n1∑
m­k,m6=k+j
akmσ(Ktm) ¬
∑
m­k,m6=k+j
akm(σ(K)+δ) = (σ(K)+δ)(1−akk+j).
Also (by ‘amenability at 1’) for k ­ n1
akk+jσ(Ktk+j) ­ σ(K)− δ −
∑
m­k,m6=k+j
akmσ(Ktm)
­ σ(K) + δ − 2δ − (σ(K) + δ)(1− akk+j)
= akk+jσ(K)− δ(2− akk+j).
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So for m = k + j > n1 + j
σ(Ktm) = σ(Ktk+j) ­ σ(K)−δ
(
2
akk+j
− 1
)
­ σ(K)−δ
(
2
α
− 1
)
= σ(K)−ε.
As for the final assertion concerning symmetrization, note that σ(tnK) =
σ(K−1t−1n )→ σ(K
−1) = σ(K), by symmetry of σ.
We note an immediate corollary, needed in §4.
Corollary 4. For G, t and σ as in Th. 1 S above, and K,H ∈ K+(σ), δ > 0:
if 0 < ∆ < σ(K) and 0 < D < σ(H), then there is n with
BK∆δ ∩ B
HD
δ ⊇ {tm : m ­ n}.
Proof. Take ε := min{σ(K)−∆, σ(H)−D} > 0. As K,H ∈ K+(σ), there
is n such that ||tm|| < δ for m ­ n and
σ(Ktm) ­ σ(K)− ε ­ ∆, σ(Htm) ­ σ(H)− ε ­ D (m ­ n). 
To accommodate varying sided-ness conventions, we close with the left-
handed version of Theorem 1, in which ν˜s(K) (defined at the start of the
section) replaces νs−(K).
Theorem 1L (Left Subcontinuity Theorem, after Solecki [Sol2, Th.
1(ii)]). For G amenable at 1G, and t a null sequence, there is σ = σL(t) ∈
P(G) such that for each K ∈ K+(σ) there is a subsequence s = s(K) :=
{tm(n)} with
limn σ(tm(n)K) = σ(K) (n ∈ N), so σ˜
s(K) > 0.
Proof. From Theorem 1 with σ = σ(t), recalling that σ˜(E) := σ(E−1) so
that σ(E) = σ˜(E−1), there is {tm(n)} with
σ˜(t−1m(n)K
−1) > (1− 2−n)σ˜(K−1) (n ∈ N), so lim
n
σ˜(t−1m(n)K
−1) > 0.
Since K−1 is compact and t−1m(n) is null, replace K
−1 by K, t−1m(n) by tm(n);
then with µ for σ˜
µ(tm(n)K) > (1− 2
−n)µ(K) (n ∈ N), so lim
n
µ(tm(n)K) > 0. 
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Część II
Around the Simmons-Mospan
Theorem
We saw in Part I that measure may exhibit selective continuity under
translation in the presence of amenability at 1. Here we consider obstac-
les/obstructions to continuity.
3 A Lebesgue Decomposition
We begin with definitions isolating left-handed components in Christensen’s
notion of Haar null sets [Chr1], and Solecki’s left Haar null sets [Sol2]; right-
handed versions have analogous properties. As far as we are aware the compo-
nent notions in parts (ii)-(iv) below have not been previously studied. Below
G is a Polish group.
Definition. (i) Left µ-null: For µ ∈ M(G), say that N is left µ-null
(N ∈ML0 (µ)) if it is contained in a universally measurable set B such that
µ(gB) = 0 (g ∈ G).
Thus a set S is left Haar null ([Sol3] after [Chr1]) if it is contained in a
universally measurable set B that is left µ-null for some µ ∈M(G).
(ii) Left µ-inversion: For µ ∈M(G), say that N ∈ML0 (µ) is left invertibly
µ-null (N ∈ML-inv0 (µ)) if
N−1 ∈ML0 (µ),
so that N−1 is contained in a universally measurable set B−1 such that
µ(gB−1) = 0 (g ∈ G).
(iii) Left µ-absolute continuity: For µ, ν ∈ M(G), ν is left absolutely
continuous w.r.t. µ (ν <L µ) if ν(N) = 0 for each N ∈ ML0 (µ), and likewise
for the invertibility version: ν <L-inv µ.
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(iv) Left µ-singularity: For µ, ν ∈ M(G), ν is left singular w.r.t. µ (on
B) (ν⊥Lµ (on B)) if B is a support of ν and B is in ML0 (µ), and likewise
ν⊥L-invµ.
Remark. For µ symmetric, since
g−1µ(B) = µg(B
−1)
ifB is left µ-null we may conclude only thatB−1 is right µ-null. The ‘inversion
property’, property (ii) above, is thus quite strong (though obvious in the
abelian case).
Notice that each ofML0 (µ) andM
L-inv
0 (µ) forms a σ-algebra (since g
⋃
nB =⋃
n gB and g (
⋃
nB)
−1 =
⋃
n gB
−1). This implies the following left versions of
the Lebesgue Decomposition Theorem (we need the second one below). The
‘pedestrian’ proof below demonstrates that the Principle of Dependent Cho-
ice (DC) suffices, a further example that ‘positive’ results in measure theory
follow from DC (as Solovay points out in [Solo, p. 31]).
Theorem LD. For G a Polish group, µ, ν ∈M(G), there are νa, νs ∈M(G)
with
ν = νa + νs with νa <
L µ and νs⊥
Lµ,
and likewise, there are ν ′a, ν
′
s ∈M(G) with
ν = ν ′a + ν
′
s with νa <
L-inv µ and νs⊥
L-invµ.
Proof. As the proof depends on σ-additivity, it will suffice to check the
‘L’ case. Write G =
⋃
nGn with the Gn disjoint, universally measurable,
and with each ν(Gn) finite (say, with all but one term σ-compact, and their
complement ν-null). Put sn = sup{ν(E) : E ⊆ Gn, E ∈ ML0 (µ)}. In M
L
0 (µ),
for each n with sn > 0, choose En,m ⊆ Gn with ν(En,m) > sn − 1/m, and
put Bn :=
⋃
mEn,m ⊆ Gn. Then the sets Bn are disjoint and lie inM
L
0 (µ), as
does also B :=
⋃
nBn; moreover ν(Gn\Bn) = 0 for each n. Put A := G\B.
Then ν(M) = 0 for M ∈ ML0 (µ) with M ⊆ A, since A =
⋃
n(Gn\Bn). So
νa := ν|A <L µ, and νs := ν|B⊥Lµ, since B ∈ML0 (µ). 
Remark. The above rests on DC; a simpler argument rests on maxi-
mality: choose a maximal disjoint family B of universally measurable sets
M ∈ ML0 (µ) with finite positive ν(M); then, their union B ∈ M
L
0 (µ) (as B
would be countable, by the σ-finiteness of ν).
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4 Discontinuity: the Simmons-Mospan The-
orem
It is convenient to begin by repeating the gist of the Simmons-Mospan argu-
ment here, as it is short, despite its ‘near perfect disguise’, to paraphrase a
phrase from Loomis [Loo, p. 85]. The result follows from their use of Fubini’s
Theorem and the Lebesgue decomposition theorem of §3, but here we stress
the dependence on Theorem FN and on left µ-inversion. We revert to the
Weil left-sided convention and associated KK−1 usage.
Proposition 8 (Local almost nullity). For G a Polish group, µ ∈M(G),
V open and K compact with K ∈ML-inv0 (µ), i.e. K,K
−1 ∈ML0 (µ) :
– for any ν ∈ M(G), ν(tK) = 0 for µ-almost all t ∈ V, and likewise
ν(Kt) = 0.
Proof. For ν invertibly µ-absolutely continuous (as in §3 above), the conclu-
sion is immediate; for general ν this will follow from Theorem LD (§3), once
we have proved the corresponding singular version of the assertion: that is
the nub of the proof.
Thus, suppose that ν⊥L-invµ on K. For t ∈ V let t = uw be any expression
for t as a group product of u, v ∈ G, and note that µ(uK−1) = 0, as K−1 ∈
ML0 (µ). Let H be the set ⋃
t∈V
({t} × tK),
here viewed as a union of vertical t-sections. We next express it as a union
of u-horizontal sections and apply the Fubini Null Theorem (Th. FN, §1).
Since u = tk = uwk is equivalent to w = k−1, the u-horizontal sections
of H may now be rewritten, eliminating t, as
{(t, u) : uw = t ∈ V, u ∈ tK = uwK} = {(uw, u) : uw ∈ V, uw ∈ uK−1}.
So H may now be viewed as a union of u-horizontal sections as⋃
u∈G
(V ∩ (uK−1))× {u}),
all of these u-horizontal sections being µ-null. By Th. FN, µ-almost all ver-
tical t-sections of H for t ∈ V are ν-null. As the assumptions on K are
symmetric the right-sided version follows. 
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The result here brings to mind the Dodos Dichotomy Theorem [Dod1, Th.
A] for abelian Polish groups G: if an analytic set A is witnessed as Haar-
null under one measure µ ∈ P(G), then either A is Haar-null for quasi all
ν ∈ P(G) or else it is not Haar-null for quasi all such ν, i.e. if A ∈ M0(µ)
(omitting the unnecessary superscript L), then either A ∈ M0(ν) for quasi
all such ν, or A /∈ M0(ν) for quasi all such ν (w.r.t. the Prokhorov-Le´vy
metric in P(G) [Dud, 11.3, cf. 9.2]). Indeed, [Dod2, Prop. 5] when A is σ-
compact A is Haar-null for quasi all ν ∈ P(G). The result is also reminiscent
of [Amb, Lemma 1.1].
Before stating the Simmons-Mospan specialization to the Haar context
and also to motivate one of the conditions in its subsequent generalizations,
we cite (and give a direct proof) of the following known result (equivalence
of Haar measure η and its inverse η˜), encapsulated in the formula
η(K−1) =
∫
K
dη(t)/∆(t),
exhibiting the direct connection between η and η˜ via the modular function
[HewR, 15.14], or [Hal, §60.5f]; this equivalence result holds more generally
between any two probability measures when one is left and the other right
quasi-invariant – see [Xia, Cor. 3.1.4]; this is related to atheorem of Mackey’s
[Mac] cf. §9.16. As will be seen from the proof, in Lemma H below there is
no need to assume the group is separable, a compact metrizable subspace
(being totally bounded) is separable.
Lemma H (cf. [Hal, §50(ff); §59 Th. D]). In a locally compact metrizable
group G, for K compact, if η(K) = 0, then η(K−1) = 0, and, by regularity,
so also for K measurable.
Proof. Fix a compact K. As K is compact, ∆ (the modular function of G)
is bounded away from 0 on K, say by M > 0; furthermore, K is separable,
so pick {dn : n ∈ N} dense in K. Then for any ε > 0 there are two (finite)
sequences m(1), ...m(n) ∈ N and δ(1), ...δ(n) > 0 such that {Bδ(i)dm(i) : i ¬
n} covers K and
M
∑
i¬n
η(Bδ(i)) ¬
∑
i¬n
η(Bδ(i))∆(dm(i)) =
∑
i¬n
η(Bδ(n)dm(n)) < ε.
Then ∑
i¬n
η(d−1m(i)Bδ(i)) =
∑
i¬n
η(Bδ(i)) ¬ ε/M.
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But {d−1m(i)Bδ(i) : i ¬ n} covers K
−1 by the symmetry of the balls Bδ (by the
symmetry of the norm); so, as ε > 0 is arbitrary, η(K−1) = 0.
As for the final assertion, if η(E−1) > 0 for some measurable E, then
η(K−1) > 0 for some compact K−1 ⊆ E−1, by regularity; then η(K) > 0,
and so η(E) > 0. 
Proposition 8 and Lemma H immediately give:
Theorem S (cf. [Sak, III.11], [Mos], [BarFF, Th. 7]). For G locally compact
with left Haar measure η and ν a Borel measure on G, if the set S is η-null,
then for η-almost all t
ν(tS) = 0.
In particular, this is so for S the support of a measure ν singular with respect
to η.
This in turn allows us to prove the locally compact (separable) case of the
Simmons-Mospan Theorem, as stated in the Introduction. We then pursue a
non-locally compact variant.
Proof of Theorem SM. If µ is absolutely continuous w.r.t. Haar measure
η, then µ, being invariant, is subcontinuous, and Lemma 1 (in §2) gives the
Steinhaus-Weil property. Otherwise, decomposing µ into its singular and ab-
solutely continuous parts w.r.t. η, choose K a compact subset of the support
of the singular part of µ; then µ(K) > µ−(K) = 0, by Prop. SM above, and
so Prop. 6 (Converse part – see §2) applies. 
Proposition 9 (after Simmons, cf. [Sim, Lemma] and [BarFF, Th. 8]). For
G a Polish group, µ, ν ∈ M(G) and ν⊥L-invµ concentrated on a compact
invertibly µ-null set K, there is B ⊆ K such that K\B is ν-null and both
BB−1 and B−1B have empty interior.
Proof. As we are concerned only with the subspace KK−1 ∪K−1K, w.l.o.g.
the group G is separable. By Prop. 8, Z := {x : ν(xK) = 0} is dense and so
also
Z1 := {x : ν(K ∩ xK) = 0},
since ν(K ∩ xK) ¬ ν(xK) = 0, so that Z ⊆ Z1. Take a denumerable dense
set D ⊆ Z1 and put
S :=
⋃
d∈D
K ∩ dK.
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Then ν(S) = 0. Take B = K\S. If ∅ 6= V ⊆ BB−1 and d ∈ D ∩ V, then for
some b1, b2 ∈ B ⊆ K
d = b1b
−1
2 : b1 = db2 ∈ K ∩ dK ⊆ S,
a contradiction, since B ∩ S = ∅. So (K\S)(K\S)−1 has empty interior. A
similar argument based on
T :=
⋃
d∈D
Kd ∩K
ensures that also (K\S\T )−1(K\S\T ) has empty interior. 
In order to generalize the Simmons Theorem from its locally compact
context we will need to cite the following result. Here Q+ := Q ∩ (0,∞)
denotes the positive rationals, and BK,∆δ (σ) := {z ∈ Bδ : σ(Kz) > ∆} as in
§2.
Theorem 5 (Disaggregation Theorem, [BinO8, Th.6, Prop. 4]). Let G be
a Polish group that is strongly amenable at 1, and let t be a regular null
sequence. For σ = σ(t) there are a countable family H with H ⊆ K+(σ), a
countable set D = D(H) ⊆ G dense in G, and a dense subset G(σ) on which
the sets below are the sub-basic sets of a metrizable topology:
BK,∆δ (σ) (K ∈ H, δ,∆ ∈ Q+, ∆ < σ(K)).
In particular, the space G(σ) is continuously and compactly embedded in G.
Moreover, each such open set contains a cofinal subsequence of t.
For a proof we refer the reader to the companion paper [BinO8]; the result
relies on Corollary 4 above. The subspace G(σ) here is a topological analogue
of the Cameron-Martin subspace H(γ) of a locally convex topological vector
space equipped with a Radon Gaussian measure γ – see §8.2-3.
We are now ready for the promised generalization. This requires equiva-
lence of the Solecki measure and its inverse – valid at least in Polish abelian
groups (see Th. 4 of §2 on strong amenability at 1).
Theorem 6 (Generalized Simmons Theorem, cf. [Sim, Th. 2]). Let
G be a Polish group that is strongly amenable at 1 (e.g. if G is abelian), let
σ = σ(t) be a Solecki measure corresponding to a regular null sequence t,
which we assume is equivalent to its inverse σ˜ (e.g. if G is abelian), and let
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G(σ) be the dense subgroup of the preceding theorem. Then:
ν ∈M(G) is left invertibly-singular w.r.t. σ iff ν has a support that is a σ-
compact union of compact sets Kn with each of the compact sets KnK
−1
n and
K−1n Kn nowhere dense (equivalently: having empty interior) in the topology
of the subgroup G(σ), as above.
Proof. Suppose that µ ∈M(G) is subcontinuous. If ν ∈M(G), by Theorem
LD write
ν = νa + νs with νa <
L-inv µ and νs⊥
L-invµ.
If ν is concentrated as in the statement of the theorem on a σ-compact set
B with B−1B having empty interior in G(σ), then νa = 0, and so ν is left
invertibly-singular w.r.t. µ. Indeed, as ν is concentrated on B, so is νa. We
claim that νa(B) = 0. Otherwise, νa(Kn) > 0 for some compact Kn ⊆ B.
So K = Kn /∈ ML-inv0 (σ), as νa <
L-inv σ. The argument now splits into two
cases, according as K /∈ML0 (σ) or K
−1 /∈ML0 (σ)
First, suppose that σ(gK) > 0 for some g ∈ G; then, by Lemma 1, there
are δ > 0 and 0 < ∆ < σt−(gK) with
BgK∆δ (σ) ⊆ (gK)
−1gK = K−1K ⊆ B−1B,
contradicting the above property of B.
Next, suppose that σ(Kg) = σ−1(g−1K−1) > 0 for some g ∈ G; so
σ(g−1K−1) > 0, as σ˜ is equivalent to σ. Then, again by Lemma 1, there
are δ > 0 and 0 < ∆ < σt−(g
−1K−1) with
Bg
−1K−1∆
δ (σ) ⊆ (g
−1K−1)−1g−1K−1 = KK−1 ⊆ BB−1,
again contradicting the above property of B. So ν = νa is invertibly singular
w.r.t. µ.
The rest of the proof is as in Simmons [Sim, Th. 2], using Prop. 6: the
Baire-category argument still holds, since compactness implies closure under
the G(σ(t))-topology, the latter being a finer topology; avoidance of interior
points requires second countability, assured by Th. 5. 
Corollary 5 (Simmons Theorem: [Sim, Th. 2]). For G separable and
locally compact and η left Haar measure:
ν ∈M(G) is singular w.r.t. η iff ν has a support that is a σ-compact union
of compact sets Kn with each of the compact sets KnK
−1
n nowhere dense
(equivalently: having empty interior).
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For the non-separable version of the above, see §8.1.
Część III
Weil topologies
5 Weil-like topologies: preliminaries
We turn now to relatives of the Weil topology. For background, we refer
to Weil’s book [Wei, Ch. VII] and Halmos’s book [Hal, Ch. XII] (see also
§8.4). Weil regarded his result as a Converse Haar Theorem, in retrieving
the topological-group structure from the measure-algebra structure [Fre] as
encoded by the Haar-measurable subsets – cf. [Kod]. (Here one may work
either, following Weil, to within a dense embedding in a locally compact gro-
up, as in the Remark to Theorem 7M below, or, following Mackey, uniquely
up to homeomorphism, granted the further assumption of an analytic Borel
structure [Mac, Th. 7.1]; for further information see §8.16.) The alternative
view below throws light on this result in that the measure structure is already
encoded by the density topology D via the Haar density theorem, for which
see [Mue], [Hal, §61(5), p. 268], cf. [BinO2, §7; Th. 6.10], [BinO5]; this view
is partially implicit in [Amb], where refinement of one invariant measure µ1
by another µ2 holds when sets in M+(µ2) contain sets in M+(µ1) (as in the
refinement of one topology by another). This falls within the broader aim of
retrieving a topological group structure from a given (one-sidedly) invariant
topology τ on a group G, when τ arises from refinement of a topological
group structure (i.e. starting from a semitopological group structure (G, τ)).
Also relevant here are Converse Steinhaus-Weil results, as in Prop. 7 of §3
above (see also §8.4). For background on group-norms see the textbook tre-
atment in [ArhT, §3.3] (who trace this notion back to Markov) or [BinO2],
but note their use of ‘pre-norm’ for what we call (following Pettis [Pet]) a
pseudo-norm; for quasi-interiors and regular open sets see §8.6. Thus a norm
|| · || : G→ [0,∞) satisfies all the three conditions 1-3 below and generates a
right-invariant metric d(x, y) = ||xy−1|| and so a topology T = T d, just as a
right-invariant metric d derives from a separable topology TG and generates,
via the Birkhoff-Kakutani Theorem ([HewR, Th. 8.3], [Gao, Th. 2.1.1]), the
norm ||x|| = d(x, 1G). A pseudo-norm differs in possibly lacking condition
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1.i. (so generates a pseudo-metric).
1.i (positivity): ||g|| > 0 for g 6= 1G, and 1.ii: ||1G|| = 0;
2 (subadditivity): ||gh|| ¬ ||g||+ ||h||,
3 (symmetry): ||g−1|| = ||g||.
Recall that a set function λ defined on U(G) is a submeasure if it is
monotone and subadditive with λ(∅) = 0 (Introduction, [Fre, Ch. 39, §392],
[Tal]); by analogy with the term finitely additive measure (for background see
[Bin], [TomW, Ch. 12]; cf. [Pat]), this is a finitely subadditive outer measure,
similarly as in Maharam [Mah], albeit in the context of Boolean algebras, but
without her positivity condition. Recall from Halmos [Hal, Ch. II §10] that a
submeasure is an outer measure if in addition it is countably subadditive. The
set function λ is left invariant if λ(gE) = λ(E) for all g ∈ G and E ∈ U(G).
Propositions 10 and 11 below are motivated by [Hal, Ch. XII §62, cf. Ch.
II §9 (2-4)], where G is a locally compact group with λ its left Haar measure,
but here the context is broader, allowing in amenable groups G (cf. [TomW,
Ch. 12], [Pat]). The two results enable the introduction in §6 of Weil-like
topologies generated from families of left-invariant pseudo-metrics derived
from invariant submeasures. The latter rely on the natural measure-metric,
also known as the Fre´chet-Nikodym metric ([Fre, §323Ad], [Hal, §40 Th. A],
[Bog2, p. 53, 102-3, 418]); see [Drew1,2] (cf. [Web]) for the related literature
of Fre´chet-Nikodym topologies and their relation to the Vitali-Hahn-Saks
Theorem. Maharam [Mah] studies sequential continuity of the order relation
(of inclusion, here in the measure algebra), and requires positivity to obtain
a (measure-) metric; see Talagrand [Tal] (cf. [Fre, §394] and the literature
cited there) for a discussion of pathological submeasures (the only measures
they dominates under ≪ being trivial), and [ChrH] for corresponding exotic
abelian Polish groups.
In the setting of a locally compact group G, these pseudo-metrics are im-
plicit in work of Struble: initially, in 1953 [Str1], he used a (‘sampler’) family
of pre-compact open sets {Et : t > 0} to construct a mean on G, thereby
refering to a one-parameter family of pseudo-metrics corresponding to the
sets Et; some twenty years later in 1974 [Str2] (cf. [DieS, Ch. 8]) identifies
a left-invariant (proper) metric on G by taking the supremum of pseudo-
metrics, each generated from some open set in a countable open base at 1G.
The pseudo-metric makes a very brief appearance in Yamasaki’s textbook
treatment [Yam, Ch. 1] of Weil’s theorem.
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Proposition 10 (Weil pseudo-norm, cf. [Fre, §392H], [Yam, Ch. 1, Proof
of Th. 4.1]). For G a Polish group, λ ∈Msub(G), a left-invariant submeasure
on U(G), and E ∈ U(G) with λ(E) > 0, put
||g||λE := λ(gE△E) (g ∈ G).
Then ||.||E defines a group pseudo-norm with associated right-invariant pseudo-
metric
dλE(g, h) = ||gh
−1||λE (g, h ∈ G).
Likewise, for λ right-invariant, a pseudo-norm is defined by
||g||λE := λ(E△Eg) (g ∈ G).
Proof. Since λ(∅) = 0, ||1G||λE = 0. By left invariance under a,
||a−1||λE = λ(a
−1E△E) = λ(a(a−1E△E)) = λ(E△aE) = ||a||λE.
Also,
||ab||λE ¬ ||a||
λ
E + ||b||
λ
E
follows from monotonicity, subadditivity and λ(abE△aE) = λ(bE△E) :
λ(abE\E ∪ E\abE) ¬ λ(abE\aE) ∪ (aE\E) ∪ (E\aE) ∪ (aE\abE))
= λ(abE\aE) ∪ (aE\abE) ∪ (aE\E) ∪ (E\aE))
¬ λ(abE△aE) + λ(E△aE) = λ(bE△E) + λ(E△aE). 
Corollary 6 (Kneser for Haar measure, [Kne, Hilfs. 4]). For G a Polish
group, λ ∈ Msub(G), a left-invariant submeasure on U(G), and E ∈ U(G)
with λ(E) > 0, the set
H := {g ∈ G : λ(gE△E) = 0}
is a subgroup of G closed under the norm ||g||λE.
Proof. Indeed H = {g ∈ G : ||g||λE = 0}, and so H is a subgroup, since for
g, h ∈ H, ||gh−||λE ¬ ||g||
λ
E + ||h||
λ
E = 0. 
Recall now (from the Introduction) that a subset of a Polish group G is
left Haar null if it is contained in a universally measurable set B such that
for some µ ∈ P(G)
µ(gB) = 0 (g ∈ G).
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It is Haar null [Sol1] (cf. [HofT, p. 374]) if it is contained in a universally
measurable set B such that for some µ ∈ P(G)
µ(gBh) = 0 (g, h ∈ G).
This motivates the following application of Proposition 10 beyond Haar me-
asure. Extending the notation of §3, below ML0 (G) (resp. M0(G)) denotes
the family of left-Haar-null (resp. Haar-null) sets of G, and we write
UL+(G) := U(G)\M
L
0 (G), U+(G) := U(G)\M0(G).
Prop. 10 may be applied to the following measures; those constructed from
µ a normalized counting measure (of finite support) are studied in [Sol1].
Proposition 11. In a Polish group G, for µ ∈ P(G) put
µ∗L(E) : = sup{µ(gE) : g ∈ G} (E ∈ U(G)),
µˆ(E) : = sup{µ(gEh) : g, h ∈ G} (E ∈ U(G)).
Then µ∗L (resp. µˆ) is a left invariant (resp. bi-invariant) submeasure, which
is positive for E ∈ UL+(G) (resp. for E ∈ U+(G)), i.e. for universally measu-
rable, non-left-Haar null (resp. non-Haar null) sets.
Proof. We consider only µˆ, as the case µ∗L is similar and simpler (through
the omission of h and b below). The set function µˆ is well defined, with
µ(E) ¬ µˆ(E) ¬ 1 (E ∈ U(G)),
since µ is a probability measure; it is bi-invariant, since
µˆ(aEb) := sup{µ(gaEbh) : g, h ∈ G} = sup{µ(gEh) : g, h ∈ G},
and G is a group. Furthermore, for B ∈ U(G)
µ(gBh) ¬ µˆ(B) ¬ 1, (g, h ∈ G).
So, for µ ∈ P(G)
0 < µˆ(B) ¬ 1 (B ∈ U+(G)),
since there are g, h ∈ G with µ(gBh) > 0. Countable subadditivity follows
(on taking suprema of the leftmost term over g, h) from
µ(g(
⋃
n
An)h) ¬
∑
n
µ(gAnh) ¬
∑
n
µˆ(gAnh) =
∑
n
µˆ(An),
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for any sequence of sets An ∈ U(G). 
Definition. For µ ∈ P(G), E ∈ U(G), put
BEε (µ) := {x ∈ G : ||x||
µ
E < ε}.
Our next step uses Prop. 11 to inscribe these balls into EE−1 for all small
enough ε > 0.
Lemma 2 (Self-intersection Lemma). In a Polish group G for E ∈
U+(G), and respectively for E ∈ UL+(G), and µ ∈ P(G),
1G ∈ B
E
ε (µˆ) ⊆ EE
−1 (0 < ε < µˆ(E)),
1G ∈ BEε (µ
∗
L) ⊆ EE
−1 (0 < ε < µ∗L(E)).
}
Equivalently, for 0 < ε < µˆ(E), and respectively for 0 < ε < µ∗L(E),
E ∩ xE 6= ∅ (x ∈ BEε (µˆ)); E ∩ xE 6= ∅ (x ∈ B
E
ε (µ
∗
L)).
Proof. We check only the µˆ case; the other is similar and simpler (through
the omission of h below). For E ∈ U+(G), since µˆ(E) > 0 by Prop. 11, we
may pick g, h ∈ G such that εE := µ(gEh) > 0. Consider x and ε > 0 with
||x||µˆE < ε ¬ εE. If E and xE are disjoint, then
εE = µ(gEh) ¬ µ(g(E ∪ xE)h) ¬ µˆ(g(E ∪ xE)h) = µˆ(E ∪ xE)
= µˆ(xE△E) = ||x||µˆE < ε ¬ εE,
a contradiction. So E and xE do meet. Now first pick t ∈ xE ∩ E and
next s ∈ E so that t = xs; then x = ts−1 ∈ EE−1. The argument is valid
when εE = µ(gEh) assumes any value in (0, µˆ(E)], as in Prop. 1M. For the
converse, if BEε (µˆ) ⊆ EE
−1, proceed as in Prop. 1M. 
We need a simple analogue of a result due to Weil ([Wei, Ch. VII, §31],
cf. [Hal, Ch. XII §62]). Below τ 1 denotes the τ -open neighbourhoods of 1G.
For G locally compact with λ = ηG, the identity
2η(E)− 2η(E ∩ xE) = η(E△xE) = 1− 2
∫
1E(t)1E−1(t
−1x)dη(t) (†)
connects the continuity of the (pseudo-) norm to Td-continuity of translation
in the topological group structure (G, Td) of the locally compact group, and
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to continuity of the convolution function here (for E of finite η-measure) – see
[HewR, Th. 20.16]; see also [HewR, Th. 20.17] for the well-known connection
between the Steinhaus-Weil Theorem and convolution. Such a continuity
condition result guarantees that BEε (η) contains points other than 1G.
Lemma 3 (Fragmentation Lemma; cf. [Hal, Ch. XII §62 Th. A]). For
λ ∈Msub(G) a left-invariant submeasure on a Polish group G equipped with
a finer right-invariant topology τ with 1G-open-nhd family τ 1 ⊆ UL+(G):
if the map
x 7→ ||x||λE
is continuous under τ at x = 1G for each E ∈ UL+(G)
– then, for each ∅ 6= E,F ∈ τ and ε > 0 with ε < λ(E), there exists H ∈ τ 1
with HH−1 ⊆ FF−1 and
||h′h−1||λE < ε (h, h
′ ∈ H) : HH−1 ⊆ BEε ,
so that diamλE(H) ¬ ε.
Proof. Pick any f ∈ F, and D ∈ τ 1 satisfying ||x||λE < ε/2 for all x ∈ D. As
τ is right-invariant and 1G ∈ D∩Ff−1 ∈ τ , pick H ∈ τ 1 with H ⊆ D∩Ff−1;
then
HH−1 = Hff−1H−1 ⊆ FF−1.
For h, h′ ∈ H, as h, h′ ∈ D
||h′f(hf)−1||λE = ||h
′h−1||λE ¬ ||h
′||λE + ||h
−1||λE = ||h
′||λE + ||h||
λ
E < ε. 
In the presence of a refinement topology τ on the group G, the lemma
motivates further notation: write Pcont(G, τ), or just
Pcont(τ ) := {µ ∈ P(G, Td) : g 7→ ||g||
µˆ
E := µˆ(gE△E) is τ -continuous at 1G}.
Of necessity attention here focuses on continuity. The characterization
question as to which topologies τ yield a non-empty P(τ ) is in part answered
by Theorem 7M below. Indeed, for Haar measure η in the locally compact
case,
µ ∈ Pcont(τ) (µ≪ η, τ ⊇ Td),
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by (†) in the presence of dµ/dη as a kernel:
||x||µE = 1− 2
∫
1E(t)1E−1(t
−1x)
dµ
dη
dη(t). (††)
However, P(G) will contain measures µ singular with respect to η : for such
µ, by Th. SM there will be Borel subsets B of positive µ-measure such that
BB−1 has void Td-interior.
6 Weil-like topologies: theorems
Prop. 11 now yields the following result, which embraces known Hashimoto
topologies [BinO5] in both the Polish abelian setting, where the left Haar null
sets form a σ-ideal (Christensen [Chr1]), and likewise in (the not necessarily
abelian) Polish groups that are amenable at 1 (Solecki [Sol1]); this includes,
as additive groups, F - (hence also Banach) spaces – cf. [BinO5,6], where use
is made of Hashimoto topologies.
Theorem 7. Let G be a Polish group and τ both a left- and a right-invariant
refinement topology with 1G-open-nhd family τ 1 ⊆ U+(G).
Then both the families {AA−1 : A ∈ τ 1} and {BEε (µˆ) : ∅ 6= E ∈ τ , µ ∈ P(τ )
and 0 < ε ¬ µˆ(E)} generate neighbourhoods of the identity under which G
is a topological group. Moreover, the pseudo-norms
{||.||µˆE : ∅ 6= E ∈ τ , µ ∈ Pcont(τ)}
are downward directed by refinement as follows: for ∅ 6= E,F ∈ τ 1, λ, µ ∈
P(τ ) and ε < min{λˆ(E), µˆ(F )}}, there is H ∈ τ 1 such that for 0 < δ <
min{λ˜(H), µˆ(H)}
BHδ (λ) ∩ B
H
δ (µ) ⊆ B
E
ε (λ) ∩ B
F
ε (µ).
Proof. The proof is similar to but simpler than that of [Hal, Ch. XII §62 Th.
A]. Given two (non-left-Haar-null) sets E,F ∈ τ 1 and ε < min{λˆ(E), µˆ(F )},
by the Fragmentation Lemma (Lemma 3 of §5) applied separately to λˆ and
to µˆ, there are A,B ∈ τ 1 with
AA−1 ⊆ BEε (λˆ), BB
−1 ⊆ BFε (µˆ).
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Take any H ∈ τ 1 with H ⊆ A ∩ B; then
HH−1 ⊆ AA−1 ∩ BB−1.
Since H ∈ U+(G) (as τ 1 ⊆ U+(G)), take δ with 0 < δ < min{λˆ(H), µˆ(H)};
then by (∗)
BHδ (λˆ) ∩B
H
δ (µˆ) ⊆ HH
−1 ⊆ AA−1 ∩ BB−1 ⊆ BEε (λˆ) ∩B
F
ε (µˆ).
(So ‘mutual refinement’ holds between the sets of the form AA−1 and those
of the form BEε .) As || · ||
µˆ
E is a pre-norm,
BEε/2(µˆ)B
E
ε/2(µˆ)
−1 = BEε/2(µˆ)B
E
ε/2(µˆ) ⊆ B
E
ε (µˆ).
By the Fragmentation Lemma again, given any x ∈ G and ε > 0, choose
H ∈ τ 1 with HH−1 ⊆ BEε (µ˜). Then with F := xH ∈ τ ,
BFε (µˆ) = {z : ||z||
µˆ
F < ε} ⊆ (xH)(xH)
−1 = xHH−1x−1 ⊆ xBEε (µˆ)x
−1.
Finally, for any x0 with ||x0||
µˆ
E < ε, put δ := ε− ||x0||
µˆ
E. Then for ||y||
µˆ
E < δ,
||x0 · y||
µˆ
E ¬ ||x0||
µˆ
E + ||y||
µˆ
E < ||x0||
µˆ
E + ε− ||x0||
µˆ
E < ε,
i.e.
x0B
E
δ (µˆ) ⊆ B
E
ε (µˆ). 
Specializing to locally compact groups yields as a corollary, on writing
BEε := B
E
ε (η) :
Theorem 7M. For G a locally compact group with left Haar measure η, if:
(i) τ is both a left- and a right-invariant refinement topology with τ 1 ⊆M+,
(ii) for every non-empty E ∈ τ , the pseudo-norm
g 7→ ||g||E := η(gE△E) (g ∈ G)
is continuous under τ at g = 1G
– then both the families {AA−1 : A ∈ τ 1} and {B
E
ε : ∅ 6= E ∈ τ and
0 < ε ¬ 2η(E)} generate neighbourhoods of the identity under which G is a
topological group. Moreover, the pseudo-norms
{||.||E : ∅ 6= E ∈ τ}
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are downward directed by refinement; indeed, for ∅ 6= E,F ∈ τ and ε <
2min{η(E), η(F )}, there is H ∈ τ 1 such that for 0 < δ < η(H)
BHδ ⊆ B
E
ε ∩ B
F
ε .
Proof. It is enough to replace P(G) by {η} (so that λ and µ both refer to
η), and to note that if xE and E are disjoint, then η(xE△E) = 2η(E), so
that in Lemma 2 the bound η∗(E) in the restriction governing inclusion may
be replaced by 2η(E). 
Remark. As in [Hal, Ch. XII §62 Th. F], but by the Fragmentation Lemma
(and by the countable additivity of η), the Weil-like topology on a locally
compact G in Theorem 7M is locally bounded (norm-totally-bounded in some
ball). Then G with the Weil-like topology may be densely embedded in its
completion Gˆ, which is in turn locally compact, being locally complete and
(totally) bounded. However, the corresponding argument in the case of the
preceeding more general Theorem 7 fails, since µˆ there is not necessarily
countably additive.
Finally, we give a category version of Theorem 7M, as an easy corollary;
indeed, our main task is merely to define what is meant by ‘mutatis mutandis’
in the present context. Given the assumption τ 1 ⊆ B+, we are entitled to refer
to the usual quasi-interior of any E ∈ B+, denoted below by E˜, as in Cor. 2′;
we also write B˜Eε for B
E˜
ε (η).
Theorem 7B. For G a locally compact group with left Haar measure η, if:
(i) τ is both a left- and a right-invariant refinement topology with τ 1 ⊆ B+
and with the left Nikodym property (preservation of category under left shifts),
(ii) for every non-empty E ∈ τ the pseudo-norm
g 7→ ||g||E˜ := η(gE˜△E˜) (g ∈ G)
is continuous under τ at g = 1G
– then both the families {AA−1 : A ∈ τ 1} and {B˜Eε : ∅ 6= E ∈ τ and
0 < ε ¬ 2η(E˜)} generate neighbourhoods of the identity under which G is a
topological group. Moreover, the pseudo-norms
{||.||E˜ : ∅ 6= E ∈ τ}
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are downward directed by refinement; indeed, for ∅ 6= E,F ∈ τ and ε <
2min{η(E˜), η(F˜ )}, there is H ∈ τ 1 such that for 0 < δ < 2η(H˜)
B˜Hδ ⊆ B˜
E
ε ∩ B˜
F
ε .
Proof. In place of the inclusion of Lemma 2 we note a result stronger than
that valid for E˜ (i.e. inclusion only in E˜E˜−1): since meagreness is translation-
invariant (the ‘Nikodym property’ of [BinO5]), (xE )˜ = xE˜ for non-meagre
Baire E, so xE˜ ∩ E˜ 6= ∅ implies xE ∩E 6= ∅, and so again
B˜Eε = B
E˜
ε ⊆ EE
−1;
here again in Lemma 2 the bound η∗(E) in the restriction governing inclusion
may be replaced by 2η(E). The proof of Theorem 7 may now be followed ver-
batim, but for the replacement of P(G) by {η}, using the stronger inclusion
just observed, and B·ε(η) by B˜
·
ε. 
Remark. The last result follows more directly from Th. 7M in a context
where there exists on G a Marczewski measure (see [TomW, Ch. 13, cf. Ch.
11]), i.e. a finitely additive invariant measure on B vanishing on bounded
members of B0; this includes R, R
2, S1, albeit under AC [TomW, Cor. 13.3];
cf. [Myc], but not Rd for d ­ 3 [DohF].
With the groundwork of Part I on translation-continuity for compacts
completed, we close by establishing the promised dichotomy associated with
the map
x 7→ ||x||µE = µ(xE△E),
for measurable E : Theorem FN (§1) creates a duality between the vanishing
of the F -based pseudo-norm and a dichotomy for x-translates of E−1 in
relation to F according as x ∈ E or x /∈ E, which are thus unable in each case
to distinguish between the points of F. Below we write ∀µ for the generalized
quantifier “for µ-a.a.’ (cf. [Kec, 8.J]).
Theorem 8 (Almost Inclusion-Exclusion). For G a Polish group µ ∈
P(G) and non-null µ-measurable E,F , the vanishing µ-a.e. on F of the
E-norm under µ :
||x||µF = µ(xE△E) = 0 (x ∈ F ),
40
is equivalent to the following Almost Inclusion-Exclusion for translates of
E−1:
(i) Inclusion: F is µ-almost covered by µ-almost every translate xE−1for
x ∈ E :
µ(F\xE−1) = 0 (∀µx ∈ E),
(ii) Exclusion: F is µ-almost disjoint from µ-almost every translate xE−1for
x /∈ E :
µ(F ∩ xE−1) = 0 (∀µx /∈ E).
Proof. By Theorem FN (§1), applied to the set H of Prop. 3, i.e.
H :=
⋃
x∈F
{x} × (xE△E),
H has vertical sections Hx almost all µ-null iff µ-almost all of its horizontal
sections Hy are µ-null. But, since y ∈ xE iff x ∈ yE−1, Hy = F\yE−1 for
y ∈ E and Hy := F ∩ yE−1 for y ∈ G\E. 
Remark. If the inclusion side of the dichotomy of Th. 8 holds for all x ∈ E,
then F ⊆ EE−1. The converse direction may fail: consider E = (1, 2) ⊆ R
and F = (−1, 1), so that E − E = F, but no translate of −E may cover F.
7 Other interior-point properties
7.1 The Steinhaus property AA−1 versus the Steinhaus
property AB−1
We clarify the relation between two versions of the Steinhaus interior po-
ints property: the simple (sometimes called ‘classical’) version concerning
sets AA−1 and the composite, more embracing one, concerning sets AB−1,
for sets from a given family H. The latter is connected to a strong form of
metric transitivity: Kominek [Kom] shows, for a general separable Baire to-
pological group G equipped with an inner regular measure µ defined on some
σ-algebra M, that AB−1 has non-empty interior for all A,B ∈ M+ iff for
each countable dense set D and each E ∈M+ the set X\DE ∈ M0; this is
recalled in Theorem K below. The composite property is thus related to the
Smital property, for which see [BarFN]. Care is required when moving to the
alternative property for AB, since the family H need not be preserved under
inversion.
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In general the simple property does not imply the composite: Matou˘skova´
and Zeleny´ [MatZ] show that in any non-locally compact abelian Polish group
there are closed non-(left) Haar null sets A,B such that A + B has empty
interior. Recently, Jabłońska [Jab2] has shown that likewise in any non-locally
compact abelian Polish group there are closed non-Haar meager sets A,B
such that A + B has empty interior. Bartoszewicz and M. and T. Filipczak
[BarFF, Ths. 1, 4] analyze the Bernoulli product measure on {0, 1}N with p
the probability of the digit 1; see §9.15. The product space may be regarded
as comprising canonical binary digit expansions of the additive reals modulo
1 (in which case the measure is not invariant). Here the (Borel) set A of
binary expansions with asymptotic frequency p of the digit ‘1’ has [0, 1) as
its difference set iff 1
4
¬ p ¬ 3
4
; however A + A has empty interior unless
p = 1
2
(the base 2 simple-normal-numbers case).
Below we identify some conditions on a family of sets A with the simple
AA−1 property which do imply the AB−1 property. What follows is a gene-
ralization to a group context of relevant observations from [BinO9] from the
classical context of R.
The motivation for the definition below is that its subject, the space
H, is a subgroup of a topological group G from which it inherits a (neces-
sarily) translation-invariant (i.e. either-sidedly) topology τ . Various notions
of ‘density at a point’ give rise to ‘density topologies’ [BinO5], which are
translation-invariant since they may be obtained via translation to a fixed
reference point: early examples, which originate in spirit with Denjoy as in-
terpreted by Haupt and Pauc [HauP], were studied intensively in [GofW],
[GofNN], soon followed by [Mar] and [Mue]; more recent examples include
[FilW] and others investigated by the Wilczyński school, cf. [Wil].
Proposition 12 below embraces as an immediate corollary the case H =
G with G locally compact and σ the Haar density topology (see [BinO8]).
Proposition 13 proves that Proposition 12 applies also to the ideal topology
(in the sense of [LukMZ]) generated from the ideal of Haar null sets of an
abelian Polish group.
We recall that a group H carries a left semi-topological structure τ if the
topology τ is left invariant [ArhT] (hU ∈ τ iff U ∈ τ); the structure is semi-
topological if it is also right invariant, i.e. briefly: τ is translation invariant.
H is a quasi-topological group under τ if τ is both left and right invariant
and inversion is τ -continuous.
Definition. For H a group with a translation-invariant topology τ , call a
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topology σ ⊇ τ a Steinhaus refinement if:
i) intτ (AA
−1) 6= ∅ for each non-empty A ∈ σ, and
ii) σ is involutive-translation invariant: hA−1 ∈ σ for all A ∈ σ and all h ∈ H.
Property (ii) above (called simply ‘invariance’ in [BarFN]) calls apparen-
tly for only left invariance, but in fact, via double inversion, delivers transla-
tion invariance, since Uh = (h−1U−1)−1; then H under σ is a semi-topological
group with a continuous inverse, so a quasi-topological group.
Proposition 12. If τ is translation-invariant, and σ ⊇ τ is a Steinhaus
refinement topology, then intτ (AB
−1) 6= ∅ for non-empty A,B ∈ σ. In parti-
cular, as σ is preserved under inversion, also intτ (AB) 6= ∅ for A,B ∈ σ.
Proof. Suppose A,B ∈ σ are non-empty; as B−1 ∈ σ, choose a ∈ A and
b ∈ B; then by (ii)
1H ∈ C := a
−1A ∩ b−1B−1 ∈ σ.
By (i), for some non-empty W ∈ τ ,
W ⊆ CC−1 = (a−1A ∩ b−1B) · (A−1a ∩B−1b) ⊆ (a−1A) · (B−1b).
As τ is translation invariant, aWb−1 ∈ τ and
aWb−1 ⊆ AB−1,
the latter since for each w ∈W there are x ∈ A, y ∈ B−1 with
w = a−1x.yb : awb−1 = xy ∈ AB−1.
So intτ (AB
−1) 6= ∅. 
Corollary 7. In a locally compact group the Haar density topology is a Ste-
inhaus refinement.
Proof. Property (i) follows from Weil’s theorem since density-open sets are
non-null measurable; left translation invariance in (ii) follows from left inva-
riance of Haar measure, while involutive invariance holds, as any measurable
set of positive Haar measure has non-null inverse ([HewR, 15.14], cf. §4 Lem-
ma H). 
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A weaker version, inspired by metric transitivity, comes from applying
the following concept.
Definition. Say H acts transitively on H for each A,B ∈ H if there is h ∈ H
with A ∩ hB ∈ H.
Thus a locally compact topological group acts transitively on the non-
null Haar measurable sets (in fact, either-sidedly); this follows from Fubini’s
Theorem [Hal, 36C], via the average theorem [Hal, 59.F]:∫
G
|g−1A ∩ B|dg = |A| · |B−1| (A,B ∈M),
(g = ab−1 iff g−1a = b) – cf. [TomW, §11.3 after Th. 11.17].
[MatZ] show that in any non-locally compact abelian Polish groupG there
exist two non-Haar null sets, A,B /∈ HN , such that A∩ hB ∈ HN for all h;
that is, G here does not act transitively on the non-Haar null sets.
Definition. In a quasi-topological group (H, τ) say that a proper σ-ideal
H has the Simple Steinhaus Property AA−1 if AA−1 has interior points for
universally measurable subsets A /∈ H. This follows [BarFN].
Proposition 12′ (cf. [Kha, Th. 1]). In a group (H, τ) with τ translation-
invariant, if H acts transitively on a family of subsets H with the simple Ste-
inhaus property, then H has the composite Steinhaus property: intτ (AB
−1) 6=
∅ for A,B ∈ H. Furthermore, if H is preserved under inversion, then also
intτ (AB) 6= ∅ for A,B ∈ H.
Proof. For A,B ∈ H choose h with C := A ∩ hB ∈ H; then
CC−1h = (A ∩ hB)(A−1 ∩ B−1h−1) ⊆ AB−1. 
Proposition 13. If (H, τ) is a quasi-topological group (i.e. τ is invariant
with continuous inversion) carrying a left invariant σ-ideal H with the Ste-
inhaus property and τ ∩H = {∅}, then the ideal-topology σ with basis
B := {U\N : U ∈ τ ,N ∈ H}
is a Steinhaus refinement of τ .
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In particular, for (H, τ ) an abelian Polish group, the ideal topology gene-
rated by the σ-ideal of Haar null subsets is a Steinhaus refinement.
Proof. If U, V ∈ B and w ∈ U ∩V, choose M,N ∈ H and WM ,WN ∈ τ such
that x ∈ (WM\M) ⊆ U and x ∈ (WN\N) ⊆ V. Then as M ∪N ∈ H,
x ∈ (WM ∩WN)\(M ∪N) ∈ B.
So B generates a topology σ refining τ . With the same notation, hU =
hWM\hM ∈ σ, as hM ∈ H, and U−1 = W
−1
M \M
−1. Finally, UU−1 has
non-empty τ -interior, as U /∈ H and is non-empty.
As for the final assertion concerned with an abelian Polish group context,
note that if N is Haar null (N ∈ HN ), then µ(hN) = 0 for some µ ∈ P(G)
and all h ∈ H, so hN ∈ HN for all h ∈ H. Furthermore, if A /∈ HN then
A−1 /∈ HN , otherwise µ(hA−1) = 0 for some µ ∈ P(G) and all h ∈ H ;
then, taking µ˜(B) = µ(B−1) for Borel B, we have µ˜(A) = 0 and µ˜(hA) =
µ(A−1h−1) = 0 for all h ∈ H, a contradiction. 
Remark. A left Haar null set need not be right Haar null: for one example
see [ShiT], and for more general non-coincidence see Solecki [Sol1, Cor. 6].
So the argument in Prop. B does not extend to the family of left Haar null
sets LHN of a non-commutative Polish group. Indeed, Solecki [Sol2, Th.
1.4] shows in the context of a countable product of countable groups that the
simpler Steinhaus property holds for HN iff HN = LHN .
Next, a result from [Kom]. Recall that µ is quasi-invariant if µ-nullity is
translation invariant. The transitivity assumption (of co-nullity) is motivated
by Smı´tal’s lemma, which refers to a countable dense set – see [KucS].
Theorem K. ([Kom, Th. 5]). If µ ∈ P (G) is quasi-invariant and there
exists a countable subset H ⊆ G with HM co-null for all M ∈M+(µ), then
int(AB−1) 6= ∅ for all A,B ∈M+(µ).
Proof. By regularity, we may assume A,B ∈M+(µ) are compact, so AB
−1
is compact. Fix g ∈ G; then by quasi-invariance µ(gB) > 0. So by the
transitivity assumption, both G\HgB and G\HA are null, and so HA ∩
HgB 6= ∅. Say h1a = h2gb, for some a ∈ A, b ∈ B, h1, h2 ∈ H ; then g =
h−12 h1ab
−1. As g was arbitrary,
G =
⋃
h∈H
h−12 h1AB
−1.
By Baire’s Theorem, as H is countable, int(AB−1) 6= ∅. 
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7.2 Borell’s interior-point property
For completeness of this overview of the Steinhaus-Weil interior-point pro-
perty, we offer in brief here the context and statement of a (by now) classical
Steinhaus-like result in probability theory; this differs in that the Polish gro-
up now specializes to an infinite-dimensional topological vector space and
the reference measure is Gaussian, so no longer invariant. We refer to the
companion paper [BinO8] for further details and background literature, and
to our generalizations to Polish groups and to other reference measures.
For X a locally convex topological vector space, γ a probability measure
on the σ-algebra of the cylinder sets generated by the dual space X∗ (equiva-
lently, for X separable Fre´chet, e.g. separable Banach, the Borel sets), with
X∗ ⊆ L2(γ) : then γ is called Gaussian on X (gamma for Gaussian, following
[Bog1]) iff γ ◦ ℓ−1 defined by
γ ◦ ℓ−1(B) = γ(ℓ−1(B)) (Borel B ⊆ R)
is Gaussian (normal) on R for every ℓ ∈ X∗ ⊆ L2(γ). For a monograph
treatment of Gaussianity in a Hilbert-space setting, see Janson [Jan]. Write
γh(K) := γ(K + h) for the translate by h. Relative quasi-invariance of γh
and γ, that for all compact K
γh(K) > 0 iff γ(K) > 0,
holds relative to a set of vectors h ∈ X (the admissible directions) forming
a vector subspace known as the Cameron-Martin space, H(γ). Then γh and
γ are equivalent, γ ∼ γh, iff h ∈ H(γ). Indeed, if γ ∼ γh fails, then the
two measures are mutually singular, γh⊥γ (the Hajek-Feldman Theorem –
cf. [Bog1, Th. 2.4.5, 2.7.2]).
Continuing with the assumption above on X∗, as X ⊆ X∗∗ ⊆ L2(γ), one
can equip H = H(γ) with a norm derived from that on L2(γ). In brief, this
is done with reference to a natural covariance under γ obtained by regarding
f ∈ X∗ as a random variable and working with its zero-mean version f−γ(f);
then, for h ∈ H, δγh, the (shifted) evaluation map defined by δ
γ
h(f) := f(h)−
γ(f) for f ∈ X∗, is represented as 〈f − γ(f), hˆ〉L2(γ) for some hˆ ∈ L
2(γ).
(Here for γ symmetric γ(f) = 0, so δγh = δh is the Dirac measure at h.) This
is followed by identifying h with hˆ (for h ∈ H), and |h|H := ||hˆ||L2(γ) is a
norm on H arising from the inner product
(h, k)H :=
∫
X
hˆ(x)kˆ(x)dγ(x).
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Formally, the construction first requires an extension of the domain of δγh to
X∗γ , the closed span of {x
∗ − γ(x∗) : x∗ ∈ X∗} in L2(γ), a Hilbert subspace
in which to apply the Riesz Representation Theorem.
We may now state the Steinhaus-like property due, essentially in this
form, to Christer Borell. ([LeP, Prop. 1] offers a weaker, ‘one-dimensional-
section’ form, which would now be called, as in e.g. [Brz], a ‘radial’ form.)
Theorem B (Borell’s Interior-point Theorem, [Bor, Cor. 4.1] – see
[Bog1, p. 64]). For γ a Gaussian measure on a locally convex topological
space X with X∗ ⊆ L2(γ), and A any non-null γ-measurable subset A of
X, the difference set A−A contains a |.|H-open nhd (neighbourhood) of 0 in
the Cameron Martin space H = H(γ), i.e. (A − A) ∩H contains a H-open
nhd of 0.
This flows from the continuity in h of the density of γh wrt γ ([Bog1, Cor.
2.4.3]), as given in the Cameron-Martin-Girsanov formula:
exp
(
hˆ(x)−
1
2
||hˆ||2L2(γ)
)
(CM)
(where hˆ ‘Riesz-represents’ h, i.e. x∗(h) = 〈x∗, hˆ〉, for x∗ ∈ X∗, as above).
Thus here a modified Steinhaus Theorem holds: the relative-interior-point
theorem.
8 Complements
1. Non-separability. Simmons establishes his theorems without separability
by using the Kakutani-Kodaira ‘separable quotient’ approximation theorem
for metric groups [MonZ, I.2.6], cf. [HewR, Th. 8.7] and the recent generali-
zation [Hu]. (Starting with a fixed compact support permits a reduction to
the case of a compactly generated group, which is followed by working in a
separable quotient group.)
The links between the Effros theorem (§8.7 below), the Baire theorem
and the Steinhaus-Weil theorem are pursued at length in [Ost2]. There, any
separability assumption is avoided. Instead sequential methods are used, for
example shift-compactness arguments (§8.4 below).
2. Cameron-Martin theory. In the context of Gaussian measures in probabi-
lity theory, Bogachev [Bog1] gives a thorough treatment of Cameron-Martin
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theory (on translation of Wiener and other Gaussian measures; cf. abs-
tract Wiener spaces, reproducing-kernel Hilbert spaces, etc.). Here results of
Steinhaus-Weil type occur, in the context of topological vector spaces [Bog1,
p.64], as we have seen in §7.2, albeit only relative to a specific subspace. In
the companion paper to this, [BinO8], we develop an analogous theory in the
context of topological groups.
3. Smallness.When the (classical) Cameron-Martin subspace of a topological
vector space X, alluded to in §8.1 (and mentioned below Th. 5 in §6), is a
separable Hilbert space (as when the Gaussian measure γ is a Radon measure,
see [Bog1, 3.2.7], cf. [Bog1, p. 62]), so complete under its norm and hence
analytic [Rog], being γ-null it has empty interior. So by a result of Dodos
[Dod3, Cor. 9], it is (generically) left-Haar null – left-Haar null for quasi all
µ ∈ P(X), in the sense of the Le´vy metric on P(X).
4. Inclusion-Exclusion dichotomy. Our Weil-like analysis in Part III focu-
ses on inclusions amongst sets of the form EE−1, the exception being the
Inclusion-Exclusion of a set F by an E- or non-E-translate of E−1 in The-
orem 8 (a dichotomy as between E and its complement). This places most of
our study on one side of a related inclusion-exclusion dichotomy, for subsets
H,B of a group G one has either inclusion , or ‘near-disjointness’:
HH−1 ⊆ BB−1, or HH−1 ∩BB−1 = {1G}.
Inclusion may be equivalently re-phrased to the meeting of distinct pairs of
H−1-translates of B :
kB ∩ k′B 6= ∅ (k, k′ ∈ H−1), (I)
whereas exclusion to their disjointness:
kB ∩ k′B = ∅ (distinct k, k′ ∈ H−1). (E)
The duality of the relation of (E) to the results in Th. 8 is clarified by
observing that µ(F∩xE−1) = 0, for a.a. x ∈ C, is equivalent to µ(C∩yE) = 0,
for a.a. y ∈ F . Indeed,
0 =
∫ ∫
1C(x)1F (y)1xE−1(y)d(µ× µ) =
∫ ∫
1F (y)1C(x)1yE(x)d(µ× µ).
The condition (E) gives rise to I0, the σ-ideal introduced in Balcerzak
et al. [BalRS], generated by Borel sets B having perfectly many disjoint
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translates, as in (E) above with H−1 a perfect compact set (i.e. compact
and dense-in-itself); continuum-many disjoint translates of a compactum also
emerge in a theorem of Ulam concerning a non-locally compact Polish group:
see [Oxt1, Th. 1]. Such perfect exclusions offer a combinatorial tool, akin to
shift-compactness (as in Th. 3, subsequence embedding under translation of
a null sequence into a non-negligible set – cf. [BinO2,3] [MilO]), and play a
key role in the context of groups with ample generics; see for instance the
small-index property of [HodHLS].
Solecki [Sol3] proves a ‘Fubini for negligibles’-type theorem (cf. Theorem
FN in §1 above): the non-negligible vertical sections (relative to a uniformly
Steinhaus ideal) of a planar I0-negligible set form a horizontal I0-negligible
set. The ideal I0 is of interest, as it violates the countable (anti)-chain con-
dition, [BalRS].
5. Steinhaus-Weil property of a Borel measure. In a locally compact group
G, the familyM+(µ) of finite non-null measurable sets of a Borel measure µ
on G fails to have the Steinhaus-Weil property iff there are a null sequence
zn → 1G and a non-null compact set K with limn µ(tnK) = 0. Equivalently,
this is so iff the measure µ is not absolutely continuous with respect to Haar
measure: these observations motivated Th. SM.
Alternative characterizations of absolute continuity and singularity of Ra-
don measures on a locally compact group include the following.
First for absolute continuity:
(i) factorization under convolution: µ = f ∗ ν with f ∈ L1(G, η) [LiuR];
(ii) continuity of the map g 7→ µg, using the total variation norm on the
space of measures [LiuR];
(iii) separability of the orbit {µg : g ∈ G} in the space of measures, under the
same norm as in (ii) [Lar], [LiuRW], [Tam];
(iv) ‘Glicksberg separability’: for a fixed sequence {gn}, each range setR(K) :=
{µg(K) : g ∈ K}, for µ-null compacts sets K, contains {µ(gnK) : n ∈ N} as
a dense subset [Gli];
(v) outer-equiregularity of sequences of translates of the µ-null compact sets
K: for every ε > 0, compact µ-null K, and sequence {gn} there is an open
W ⊇ K with µ(gn(W\K)) < ε for all n [Gli]
Then for singularity: ‘self-singularity’, e.g. µ ⊥ µg for η-almost all g,
pursued in [LiuR], [LiuRW], [Pro], cf. [BinO8].
6. Regular open sets. Recall that U is regular open if U =int(clU), and that
int(clU) is itself regular open; for background see e.g. [GivH, Ch. 10]. For
D = DB the Baire-density topology of a normed topological group, let DROB
49
denote the regular open sets. For D ∈ DROB , put
ND := {t ∈ G : tD ∩D 6= ∅} = DD
−1, N1 := {ND : 1G ∈ D ∈ DRO};
then N1 is a base at 1G (since 1G ∈ C ∈ DRO and 1G ∈ D ∈ DRO yield
1G ∈ C ∩D ∈ DRO) comprising T -neighbourhoods that are DB-open (since
DD−1 =
⋃
{Dd−1 : d ∈ D}). We raise the (metrizability) question, by ana-
logy with the Weil topology of a measurable group (see §5 and §8.4 above):
with DB above replaced by a general density topology D on a group G, when
is the topology generated by N1 on G a norm topology? Some indications of
an answer may be found in [ArhT, §3.3]. We note the following answer in the
context of Theorem 7B; compare Struble’s Theorem [Str2], or [DieS, Ch. 8].
If there exists a separating sequence Dn, i.e. such that for each g 6= 1G there
is n with ||g||Dn = 1, then
||g|| :=
∑
n
2−n||g||Dn
is a norm, since it is separating and, by the Nikodym property, (D∩g−1D) =
g−1(gD ∩D) ∈ B0.
7. The Effros Theorem asserts that a transitive continuous action of a Polish
groupG on a spaceX of second category in itself is necessarily ‘open’, or more
accurately is microtransitive (the (continuous) evaluation map ex : g 7→ g(x)
takes open neighbourhoods E of 1G to open neighbourhoods that are the
orbit sets E(x) of x). It emerges that this assertion is very close to the shift-
compactness property: see [Ost2]. The Effros Theorem reduces to the Open
Mapping Theorem when G,X are Banach spaces regarded as additive groups,
and G acts on X by a linear surjection L : G → X via g(x) = L(g) + x.
Indeed, here e0(E) = L(E). For a neat proof, choose an open neighbourhood
U of 0 in G with E ⊇ U − U ; then L(U) is Baire (being analytic) and non-
meagre (since {L(nU) : n ∈ N} covers X), and so L(U) − L(U) ⊆ L(E) is
an open neighbourhood of 0 in X.
8. Haar null and left Haar null. The two families, which are both left and
right translation-invariant (cf. [Sol2, p. 696] – if µ ∈ P(G) witnesses that E
is left Haar null, then µg−1 witnesses that Eg is left Haar null), coincide in
Polish abelian groups, and in locally compact second countable groups (where
they also coincide with the sets of Haar measure zero – by an application
of the Fubini theorem). The former family, however, is in general smaller;
indeed, non-Haar null sets need not have the Steinhaus-Weil property – see
[Sol2].
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9. Beyond local compactness: Haar category-measure duality. In the absence
of Haar measure, the definition of left Haar null subsets of a topological group
G requires U(G), the universally measurable sets – by dint of the role of the
totality of (probability) measures on G. The natural dual of U(G) is the class
UB(G) of universally Baire sets, defined for G with a Baire topology as those
sets B whose preimages f−1(B) are Baire in any compact Hausdorff space K
for any continuous f : K → G. Initially considered in [FenMW] for G = R,
these have attracted continued attention for their role in the investigation of
axioms of determinacy and large cardinals – see especially [Woo]; cf. [MarS].
Analogously to the left Haar null sets, define a left Haar meagre set as any
set M coverable by a universally Baire set B for which there are a compact
Hausdorff space K and a continuous f : K → G with f−1(gB) meagre in K
for all g ∈ G. These were introduced, in the abelian Polish group setting with
K metrizable, by Darji [Dar], cf. [Jab1], and shown there to form a σ-ideal
of meagre sets (co-extensive with the meagre sets for G locally compact).
10. Metrizability and Christensen’s Theorem. An analytic topological group
is metrizable; so if also it is a Baire space, then it is a Polish group – [HofT,
Th. 2.3.6].
11. Strong Kemperman property: qualitative versus quantitative measure the-
ory. We note that property (*) of the Introduction and Lemma 1 corresponds
to the following quantitative property on the line, stated in terms of Haar
(i.e. Lebesgue) measure η(·) = | · | for sets open in the Lebesgue density
topology DL:
(iv)* strong Kemperman property (see [Kem], [Kuc, Lemma 3.7.2]): for 0 ∈
U ∈ DL there is δ > 0 so that for all |t| < δ
|U ∩ (t+ U)| ­ ε.
This is connected with continuity of the Haar norm. Indeed, since
|U ∩ (t+ U)| = |U | − |U△(t+ U)|/2,
the inequality above is equivalent to
||t||ηU := |U△(t+ U)| ¬ 2(|U | − ε).
The latter holds for any 0 < ε < |U | and for sufficiently small t, by the
continuity of the norm ||t||ηU .
12. Proof of Theorem FN of §1. For µ-null N ⊆ G the set N×G is µ×ν-null,
so (by passing to the complement of the null exceptional set of the theorem)
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we may assume w.l.o.g. that the exceptional set of A is empty. By inner
regularity, it suffices to show that (µ× ν)(K) = 0 for all compact K ⊆ A.
For K compact, denote by F the (compact) projection of K on the first
axis. Let ε > 0. By Prop. 5, for any x ∈ F there is an open neighbourhood
Ux of x and open Vx with ν(Vx) < ε and
K ∩ (Ux ×G) ⊆ Rx := Ux × Vx.
By compactness of F, there are U j × V j for i = 1, ..., n, with U j , V j open
and ν(V j) < ε such that
F ⊆
⋃
j
U j : K ⊆
⋃
j
U j × V j.
To disjoin the sets U j , put
Sj := U j\
⋃
j<i
U j :
⋃
j
U j =
⋃
j
Sj .
Then
F =
⋃
j
F ∩ Sj : K ⊆
⋃
j
Sj × V j.
So
µ(K) ¬
∑
j
(µ× ν)(Sj × V j) =
∑
j
µ(Sj)ν(V j) ¬
∑
j
µ(Sj) · ε = εµ(F ).
As ε > 0 was arbitrary, µ(K) = 0. 
13. Proof of Proposition 5 (Almost everywhere upper semicontinuity). As
this is much as in Prop. 2, suffice it to indicate the necessary adjustments.
For measurable E ⊆ G measurable and compact F with µ(F ) > 0, refer to
H := ΦE(F ) =
⋃
x∈F
{x} × xE.
Instead of the finite union of rectanglesK, choose a compact setK = Kε ⊆ H
with
(µ× µ)(H\K) < ε2.
Then obtain a compact set C = Cε ⊆ F\Sε with µ(F\C) < ε and
µ(Hx\Kx) ¬ ε (x ∈ Cε).
For x ∈ Cε, by upper semicontinuity of t 7→ µ(Kt), there is a neighbourhood
Uεx of x with
µ(Ky) < µ(Kx) + ε (y ∈ U
ε
x ∩ C).
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So
µ(Hy) < µ(Ky) + ε < µ(Kx) + 2ε < µ(Hx) + 3ε,
i.e.
µ(Hy) < µ(Hx) + 3ε (x ∈ C, y ∈ U
ε
x ∩ C).
Thereafter the inductive argument of Prop. 4 follows almost verbatim. 
14. Carlson–Simpson Theorem. The shift-compactness property in Th. 3 §3
concerned with embeddings appears to be related to the following van der
Waerden-like theorem in Ramsey Theory (cf. [BinO1, §6]). This is due to
Carlson and Simpson [CarS] and is a generalization of the famous Hales-
Jewett Theorem; for a proof and related literature see [DodKT]:
For every integer k ­ 2 and every finite coloring of the set of all (finite)
words over [k] := {1, ..., k} there exist a word c over [k] and a sequence of
left-variable words wn(v) over [k] ∪ {v} such that
{c} ∪ {c · w1(a1) · ... · wn(an) : a1, ..., an ∈ [k] and n ∈ N}
is monochromatic.
Here · denotes concatenation and w(a) is obtained by substituting a for v.
A word over S is a string of symbols from the (finite) collection S of symbols
(the vocabulary) and a left-variable word w(v) over [k] ∪ {v} means a word
over [k] ∪ {v} beginning with the symbol v, where v /∈ [k].
15. Infinite Bernoulli convolutions. The measures above in [BarFF] are rela-
ted to infinite Bernoulli convolutions with parameter (probability) p ∈ (0, 1).
These have been studied since the work of Erdo˝s in 1939 and 1940; for back-
ground and references, see e.g. Cooper [Coo], Solomyak [Solom]. By the law
of pure types from probability theory, they are either absolutely continuous
(the generic case), or continuous singular. This second case occurs if p is a
PV-number – an algebraic number of Pisot-Vijayaraghavan type.
16. Quasi-invariance and the Mackey topology of analytic Borel groups. We
stop to comment on the force of full quasi-invariance of a measure in connec-
tion with a Steinhaus triple (H,G, µ) with H and G completely metrizable.
Both groups, being absolutely Borel, are analytic spaces. So both carry a
‘standard’ Borel structures with H a Borel substructure of G. Mackey [Mac]
investigates such Borel groups, defining also a (Borel) measure µ to be ‘stan-
dard’ if it has a Borel support It emerges that every σ-finite Borel measure
in an analytic Borel space is standard [Mac, Th. 6.1]. Of interest to us is
Mackey’s notion of a ‘measure class’ Cµ, comprising all Borel measures ν
53
with the same null sets as µ :M0(ν) =M0(µ). Such a measure class may be
closed under translation, and may be right or left invariant; then the com-
mon null sets are themselves invariant, and so may be viewed as witnessing
quasi-invariance of the measure µ. Mackey shows that a Borel group with a
one-sided invariant measure class has a both-sidedly invariant measure class
[Mac, Lemma 7.2]; furthermore, if the class is countably generated, then the
class contains a left-invariant and a right-invariant measure [Mac, Lemma
7.3]. This enables Mackey to improve on Weil’s theorem in showing that an
analytic Borel group G with a one-sidedly invariant measure class, in particu-
lar one generated by a quasi-invariant measure, has a unique locally compact
topology both making G a topological group and generating the given Borel
structure.
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