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Abstract
Document editing has become a pervasive
component of production of information, with
version control systems enabling edits to be ef-
ficiently stored and applied. In light of this,
the task of learning distributed representations
of edits has been recently proposed. With this
in mind, we propose a novel approach that em-
ploys variational inference to learn a continu-
ous latent space of vector representations to
capture the underlying semantic information
with regard to the document editing process.
We achieve this by introducing a latent vari-
able to explicitly model the aforementioned
features. This latent variable is then combined
with a document representation to guide the
generation of an edited-version of this docu-
ment. Additionally, to facilitate standardized
automatic evaluation of edit representations,
which has heavily relied on direct human in-
put thus far, we also propose a suite of down-
stream tasks, PEER, specifically designed to
measure the quality of edit representations in
the context of Natural Language Processing.
1 Introduction
Editing documents has become a pervasive com-
ponent of many human activities (Miltner et al.,
2019). This is to some extent explained by the ad-
vent of the electronic storage of documents, which
has greatly increased the ease with which we can
edit them. From source code to text files, specially
over an extended period of time, users often per-
form edits that reflect a similar underlying change.
For example, software programmers often have
to deal with the task of performing repetitive code
edits to add new features, refactor, and fix bugs
during software development. On the other hand,
right before a conference deadline technical papers
worldwide are finalized and polished, often involv-
ing common fixes for grammar, clarity and style
(Yin et al., 2019). In light of this, it is reasonable
to wonder if it would be possible to automatically
extract rules from these common edits. This has
lead researchers to recently propose the task of
learning distributed representations of edits (Yin
et al., 2019). In this paper we explore the perfor-
mance of latent models in capturing properties of
edits. Concretely, we introduce a continuous latent
variable to model features of the editing process,
extending previous work and effectively proposing
a new technique to obtain representations than can
capture holistic semantic information in the doc-
ument editing process. Since inference in latent
variable models can often be difficult or intractable,
our proposal follows previous work framing the
inference problem as optimization (Kingma and
Welling, 2014; Gregor et al., 2015; Bowman et al.,
2016), which makes it an Edit Variational Encoder
(EVE). Since it is known fact that latent variable
models for text face additional challenges due to the
discrete nature of language (Bowman et al., 2016)
in this paper we also propose specific mechanisms
to mitigate this issue.
In addition to proposing EVE, we also note that
the empirical evaluation of edit representation has
so far mainly been based on semi-automatic tech-
niques, for example including visual inspection of
edit clusters or human evaluation of certain quality
aspects of the representations. As these evaluations
mechanisms are generally time consuming and la-
bor intensive, in this paper we propose a set of
extrinsic downstream tasks specifically designed
to more comprehensively evaluate the quality of
edit representations. Our motivation is to help ad-
vance research in this task by introducing a fully
automatic, well-defined way to measure what the
learned latent space is capable of capturing. Sim-
ilar endeavors have been a key element in track-
ing progress and developing new approaches in
computer vision (Russakovsky et al., 2015; An-
tol et al., 2015) and Natural Language Processing
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(Wang et al., 2018). We draw inspiration from
several relevant problems from the latter, and lever-
age resourced from three different tasks, namely
Wikipedia editing, Machine Translation Post Edit-
ing and Grammatical Error Correction to present
our evaluation scheme.
Our results indicate that evaluation metrics that
are related to the task used to obtain edit repre-
sentations are generally not good predictors for
the performance of these representations in down-
stream tasks. Concretely, we show that although
our model obtains lower scores on the intrinsic eval-
uation compared to a relevant deterministic base-
line, the representations obtained by our model can
consistently deliver better performance in our set
of introduced downstream tasks. Code and data are
available at http://github.com/epochx/PEER.
2 Related Work
Learning distributed representations for edits was
perhaps first proposed indirectly by Loyola et al.
(2017); Jiang and McMillan (2017); Jiang et al.
(2017). These works note that source code changes,
or commits, are usually accompanied by short de-
scriptions that clarify their purpose (Guzman et al.,
2014) and explore whether this information could
be used to create a mapping between the commits
and their descriptive messages. Models that fur-
ther improve the performance in this task have also
been proposed in the last few years. For exam-
ple, Loyola et al. (2018) proposed ways to provide
additional context to the encoder or constrain the
decoder with mild success, and Liu et al. (2019)
augmented the sequence-to-sequence methods with
a copy mechanism based on a pointer net obtain-
ing better performance. Liu et al. (2018) tackled
the problem using an approach purely based on
machine translation.
Recently, Yin et al. (2019) have directly pro-
posed to learn edit representations by means of
a task specifically designed for those purposes.
While their ideas were tested on both source code
and natural language edits, the work of Zhao et al.
(2019) proposed a similar approach that is specifi-
cally tailored at source code with relative less suc-
cess.
In Natural Language Processing, edits have been
studied mainly in two contexts. On the one hand,
edits are useful for the problem of machine transla-
tion post-editing, where humans amend machine-
generated translation to achieve a better final prod-
uct. This task has been crucial to ensuring that
production level machine translation systems meet
a given level of quality (Specia et al., 2017). Al-
though research on this task has focused mainly
on learning to automatically perform post-editing,
some recent work has more directly addressed the
problem of modelling different editing agents (Go´is
and Martins, 2019), in an effort to understand the
nature of the human post-editing process, which
is key to achieve the best trade-offs in translation
efficiency and quality.
On the other hand, edits have also been rele-
vant in the context of English Grammatical Error
Correction (GEC). In this task, given an English
essay written by a learner of English as a second
language, the goal is to detect and correct the gram-
matical errors of all error types present in the es-
say, and return the corrected essay. This task has
attracted recent interest from the research commu-
nity with several Shared Tasks being organized in
the last years (Ng et al., 2013, 2014; Bryant et al.,
2019).
In addition to that, given the importance that
edits play in crowd-sourced resources such as
Wikipedia, there has also been work on indirectly
learning edit representations that are useful to pre-
dicts changes in the quality of articles, which is cast
an edit-level classification problem (Sarkar et al.,
2019). Similarly, Marrese-Taylor et al. (2019) pro-
posed to improve quality assessment of Wikipedia
articles by introducing a model that jointly predicts
the quality of a given Wikipedia edit and generates
a description of it in natural language.
In terms of the proposed model, our approach
is related to autoencoders (Rumelhart et al., 1986),
which aim to learn a compact representation of in-
put data by way of reconstruction, and variational
autoencoders (Kingma and Welling, 2014) which
can be seen as a regularized version of them, spe-
cially (Bowman et al., 2016) who introduced an
RNN-based VAE that incorporates distributed la-
tent representations of entire sentences. We depart
from this classic VAE definition as our generative
process includes two observable variables.
Finally, our proposals are also related to Guu
et al. (2018), who proposed a generative model for
sentences that first samples a prototype sentence
from the training corpus and then edits it into a
new sentence. Compared to ours, although this
approach also captures the idea of edits using a
latent variable, doing so is not the main goal of
the model. In addition to that, their overall ap-
proach is more complex as it additionally involves
a “retrieval” step over a corpus, while also being
designed for a different setting.
3 Proposed Approach
The task of learning edit representations assumes
the existence of a set x(i) = {x(i)− , x(i)+ } where
x
(i)
− is the original version of an object and x
(i)
+ its
form after a change has been applied. To model
the applied change, i.e. the edit, we propose the
following generative process:
p(x+|x−) =
∫
z
p(x+, z|x−)dz (1)
=
∫
z
p(x+|z,x−)p(z)dz (2)
Where x+ and x− are observed random variables
associated to x(i)+ and x
(i)
− respectively, and z rep-
resents our continuous latent variable. Since the
incorporation of this variable into the above prob-
abilistic model makes the posterior inference in-
tractable, we use variational inference to approx-
imate this intractable posterior. The variational
lower bound for our generative model can be for-
mulated as follows:
ELBO(x+,x−) = −KL
[
q(z)||p(z)
]
+ Eq(z) [log p(x+|z,x−)] (3)
Where p(z) is the prior distribution and q(z) is
the introduced variational approximation to the in-
tractable posterior p(z|x−,x+). We assume that
the edits in our dataset are i.i.d., allowing us to com-
pute the joint likelihood of the data as the product
of the likelihood for each example. This assump-
tion enables us to write the following expression:
log p(x(i), . . . , x(N)) =
N∑
i=1
log p(x
(i)
+ |x(i)− ) (4)
Finally, we can write (Zhang et al., 2016):
log p(x
(i)
+ |x(i)− ) ≥ ELBO(x(i)+ , x(i)− ) (5)
≥ Ez∼q(z)
[
log p(x
(i)
+ |x(i)− , z)
]
− KL [q(z)‖p(z)] (6)
From now on, we refer to x(i)− and x
(i)
+ as x− and
x+ respectively. We set x−,x+ ∈ Rd as continu-
ous vectors to be the representation of the original
version of an element x− and its edited form x+,
and z ∈ Rd to be a continuous random vector cap-
turing latent semantic properties of edits. Our goal
is to learn a representation function f∆ that maps
an edit (x−, x+) to a real-valued edit representa-
tion f∆(x−,x+) ∈ Rn. Following previous work,
we utilize neural networks to estimate the following
components of our generative process:
• q(z) ≈ qφ(z|x−,x+) is our variational ap-
proximator for the intractable posterior, where
qφ denotes the function approximated by this
neural network parameterized by φ.
• p(x+|x−, z) ≈ pθ(x+|x−, z) where pθ de-
notes the function defined by the neural net
and its dependence on parameters θ.
Our model is optimized with the following loss
function:
L(φ, θ) = Ez∼qφ [log pθ(x+|x−, z)]
− KL [qφ(z|x−,x+)‖p(z)] (7)
From our component definitions it follows that
the neural network parameterizing pθ(x+|x−, z)
acts as a variational neural editor, and is trained
to minimize the negative log-likelihood of recon-
structing the edited version of each element. On the
other hand, the neural net that parameterizes the ap-
proximate posterior qφ(z) minimizes the Kullback-
Leibler divergence with respect to the prior p(z).
Since we have made this function depend explicitly
on each edit, this component can be considered as
a variational neural edit encoder.
Our loss function contains an expectation term
computed over the random latent variable intro-
duced. To be able to train our neural compo-
nents using backpropagation, we utilize the repa-
rameterization trick and express the random vec-
tor z = qφ(x−,x+) as a deterministic variable
z = gφ(x−,x+, e), where e is an auxiliary vari-
able with independent marginal p(e), and gφ is a
function parameterized by a neural net with param-
eters φ. Details about how this function is specified
are provided in Section 3.3. We can we can now
rewrite the expectation term such that we can uti-
lize a sampling-based method to estimate it. In
addition to this, we set the prior distribution to be a
Gaussian distribution p(z) ∼ N (0, In), and make
our approximate posterior distribution q(z) also a
normal distribution N (µ,Σ) with Σ a diagonal
matrix. Since the Kullback-Leibler divergence for
these distributions has a closed form, we can write
the following loss function:
L(θ, φ,x+) = 1
2
d∑
k=1
(
1 + log (σ2k)− µ2k − σ2k
)
+
1
L
L∑
l=1
log pθ(x+|x−, zl) (8)
Where L is the number of samples to take to ob-
tain a good estimator of the expectation term. In
principle, we follow previous work (Kingma and
Welling, 2014) and set the number of samples to
1 given that we train our model with a minibatch
size that is large enough.
3.1 Variational Neural Edit Encoder
Edits are represented sequences of tokens, such that
x− = [x
(1)
− , . . . , x
(T )
− ] and x+ = [x
(1)
+ , . . . , x
(N)
+ ].
To obtain an edit representation, we further process
these sequences using matching techniques (Yin
et al., 2019) to obtain tags which identify the to-
kens that have been added, removed, replaced and
remained the same. In this process, as shown in Fig-
ure 1, we obtain padded versions of the sequences
x˜− = [x˜
(1)
− , . . . , x˜
(M)
− ] and x˜+ = [x˜
(1)
+ , . . . , x˜
(M)
+ ],
alongside with a sequence of tags x˜tags with length
M indicating the edit operations applied to each po-
sition. We denote the vocabulary for these tags as
Vl = {−,+,=,⇔}, and the vocabularies for the
tokens in x˜− and x˜+ as V− and V+ respectively.
We then separately embed the three sequences
returned from the matching operation and perform
element-wise concatenation to get e˜. We then feed
e˜ to a bidirectional LSTM (Graves and Schmidhu-
ber, 2005; Graves et al., 2013), as follows.
e˜i =
 E+(x˜
(i)
− )
E−(x˜
(i)
− )
Etags(x˜
(i)
tags)
 (9)
~h(i)e = LSTM(~h
(i−1)
e , e˜i) (10)
~h(i)e = LSTM( ~h
(i+1)
e , e˜i) (11)
h(i)e = [
~h(i)e ;
~h(i)e ] (12)
Where E+, E−, Etags are embedding matrices for
x˜−, x˜+, and x˜tags, respectively. The bi-directional
LSTM returns a sequence of hidden states or an-
notations. Each one of these can be seen as a con-
textualized, position-aware representation of the
edit. We choose the last hidden state, h(M)e , as a
fixed-length representation for the whole edit.
3.2 Document Encoder
To generate a fixed-length representation for each
original document x− we use another bidirectional
LSTM, as follows.
h
(i)
d = BiLSTM(h
(i−1)
d ,E−(x
(i)
− )) (13)
In a similar fashion to the variational edit encoder,
we take the last hidden state as a fixed-length rep-
resentation of x−.
3.3 Variational Neural Inferer
As mentioned earlier, the posterior distribution is
set to be a multivariate Gaussian parameterized by
the mean and variance matrices. Specifically, we
treat these as functions of both the original docu-
ment x− and the edited document x+, as follows:.
gφ(z|x−,x+) ∼ N (µφ(x−, x+),Σφ(x−, x+))
(14)
To approximate this posterior we project the repre-
sentation of the edit onto the latent space by using
a linear projection layer to derive the vector µ for
the mean and and another linear projection layer
to derive a vector σ for the variance (we assume
that Σφ is a diagonal matrix so we only need to
estimate the values in its diagonal.) We do this as
follows:
µ =Wµh
(M)
e + bµ (15)
logσ2 =Wσh
(M)
e + bσ (16)
Where Wµ ∈ Rdz×de , Wσ ∈ Rdz×de represent
trainable weight matrices and bµ ∈ Rdz , bσ ∈ Rdz
represent the bias vectors of the linear projections
we use. Finally, we can set:
z = gφ(x−,x+, e) := µ+ σ  e (17)
Where e ∼ N (0, I) is our introduced independent
auxiliary random variable, and parameters of gφ
are therefore characterized by matrices Wµ, Wσ
and bias vectors bµ and bσ.
For use during generation, we project our latent
variable, z, to the target space with a linear projec-
tion. We refer to this projected vector as h′e. This
is shown below:
h′e =Wez + be (18)
x˜−: Disposal of Waste material according to the local policies , respectively .
x˜+: Disposal of waste material according to the local policies . φ φ
x˜tags: = = ⇔ = = = = = = ⇔ − −
Figure 1: Example of the edit matching pre-processing step. The example in this figure is taken from the QT21
De-En MQM dataset (index B1 A6 4w 620). Its labels indicate that this post edit solves with problems related to
spelling, typography and the deletion of extra terms that are not needed.
3.4 Variational Neural Editor
To reconstruct x+ we use a decoder which acts as
a neural editor. This is implemented using another
LSTM. This neural editor is conditioned both on
the input document x− and the edit representation
z, and it uses this information to apply the edit by
generating x+.
The procedure works as follows: (1) Firstly, the
decoder is initialized with the concatenation of the
projected latent vector and the representation of
the original document [z;h(T )d ], (2) Since we want
the decoder to reuse information from x− as much
as possible, the decoder attends its representation,
making use of the set of annotation vectors hd
on each timestep, (3) At each timestep, h′e is con-
catenated with the hidden state returned during the
previous timestep, as follows.
h
′(j)
d = LSTM(h
′(j−1)
d , [E+(x˜
(j)
+ );h
′
e], cj) (19)
The decoder’s hidden state at timestep j is referred
as h′d(j) and the context vector cj =
∑
i αjihd
is computed using general attention (Luong et al.,
2015).
3.5 Optimization Challenges
Despite VAE’s appeal as a tool to learn unsuper-
vised representations through the use of latent vari-
ables, these models are often found to ignore la-
tent variables when using flexible generators like
LSTMs. This problem of “posterior collapse”
(Bowman et al., 2016) occurs when the training
procedure falls into the trivial local optimum of
the ELBO objective in which both the variational
posterior and true model posterior collapse to the
prior. This is undesirable because an important
goal of VAEs is to learn meaningful latent features
for inputs.
To deal with these issues, our EVE model in-
corporates three specific strategies. On the one
hand, we utilize word dropout and we anneal the
KL term in the loss utilizing a sigmoid function,
following the work of Bowman et al. (2016). On
the other hand, we also encourage the latent space
to contain information about the tokens that have
been changed (added, replaced, or removed), which
we denote as xchanged. To do this, we require
the decoder network to predict the set of tokens
that have been changed in an unordered fashion by
adding an extra term to the loss. Concretely, let
f = MLP(z) ∈ R|V+|, we have:
log p(xchanged|z) = log
|xchanged|∏
t=1
exp fxt∑V
j exp fj
(20)
Finally, we follow recent work of Li et al. (2019)
who discovered that when the inference network of
a text VAE is initialized with the parameters of an
encoder that is pre-trained using an auto-encoder
objective, the VAE model does not suffer from the
posterior collapse problem. We utilize this strategy
and propose a hybrid version of our model, which
we denominate HEVE (Hybrid EVE). HEVE is
first trained with zero KL weight until convergence,
then the decoder is reset and the whole model is
re-trained.
4 Experimental Setup
4.1 PEER: Performance Evaluation of Edit
Representations
Previous research on evaluating the quality of edit
representations has mainly been by proposed Yin
et al. (2019). We start this section by providing a
comprehensive summary of the existing literature
in this context, separating proposals into two main
types of evaluation. Below we first discuss intrinsic
evaluation of edit representation, where no addi-
tional labels are required to study the quality of the
representations.
Gold-standard performance of the neural ed-
itor: Performance of the neural editor in recon-
structing x+ given the gold-standard edit represen-
tation f∆(x−, x+), for a given edit x+, x−. This is
specifically measured in terms of the average token-
level accuracy between x+ and its re-constructed
version xˆ+.
Semantic similarity of neighbors in the latent
space: Yin et al. (2019) also test how well neigh-
borhoods in edit representation space correspond to
Dataset Size Only Insertions Only Deletions Only Replacements Mean Length
WikiAtomicEdits 104,000 50.0% 50.0% 0.0% 25.1± 9.8
WikiEditsMix 113,983 24.1% 16.6% 34.0% 61.6± 77.6
QT21 En-De 24,877 8.4% 8.0% 36.6% 20.0± 8.8
QT21 En-De MQM 1,255 10.3% 11.3% 40.1% 19.2± 7.8
Lang 8 498,359 13.2% 4.6% 45.9% 13.5± 7.6
WI + Locness 25,556 11.9% 4.1% 42.3% 21.4± 12.6
Table 1: Description of the datasets we utilize to train and evaluate our models.
semantic similarity using human judgement. Con-
cretely, they compute the five nearest neighbors of
200 randomly sampled seed edits from the train-
ing set of their data and rate the quality of the re-
trieved neighbors on a scale of 0 (“unrelated edit”),
1 (“similar edit”) and 2 (“semantically or syntac-
tically same edit”), reporting the normalized dis-
counted cumulative gain (Manning et al., 2008) in
relation to a simple bag-of-words baseline based
on TF-IDF scores.
Clustering: It is also proposed to qualitatively
evaluate the edit representations by running the
k-means clustering algorithm on the edit represen-
tations obtained, and visually inspecting some of
the clusters obtained. For example, Yin et al. (2019)
find that on their source code data some clusters
relate to idiomatic patterns and best practices of
programming.
As can be seen, the intrinsic evaluation of the
quality of the edit representation is largely depen-
dent on human studies, which are expensive and
difficult to replicate. Instead of relying on this kind
of evaluation, in this paper we resort to automatic
and more standard ways to do so. In addition to
standard metrics used for generative models such
as the cross entropy and BLEU, we use the GLEU
(Napoles et al., 2015) evaluation metric. This met-
ric was developed for the GEC task and is essen-
tially is a variant of BLEU modified to account for
both the source and the reference, making it more
adequate for our task. It can also be interpreted as
a more general version of the token-level accuracy
metric utilized by Yin et al. (2019).
In addition to these intrinsic evaluations, we also
find a broad variety of extrinsic-evaluations for ed-
its, where additional labels are required. To the
best of our knowledge literature offers the follow-
ing alternatives.
Visual inspection of the 2D-projected edit
space: Yin et al. (2019) rely on a small dataset
of 2,878 labeled source code edits, which has been
generated based on 16 different C# “fixers” —small
tools built on top of the C# compiler used to per-
form common refactoring and modernization. Edit
representations are first obtained for this dataset
using a pre-trained model and t-SNE (Maaten and
Hinton, 2008) is later used to project these rep-
resentations into 2D. Finally, a small sample of
100 randomly-selected examples is visualized, col-
orizing each edit based with the corresponding C#
fixer.
One-shot performance of the neural editor:
given a certain edit x+, x− and their associated
edit representation f∆(x−, x+), Yin et al. (2019)
propose to use the representation of a similar edit
f∆(x
′−, x′+) to try and generate x+ by applying
that edit to x−. To find pairs of similar edits, the
authors sample edits based on the same C# fixer
category. Te performance of the neural editor is
again evaluated in terms of the average token-level
accuracy between the original between x+ and the
re-constructed version xˆ+.
Ability to capture other properties of the edit:
Marrese-Taylor et al. (2019) and Sarkar et al.
(2019) work with Wikipedia edits and study the
ability of their learned representations to predict
the quality of the edit in terms of their impact on
the article content and structure. In both cases,
this task is proposed as an edit-level classification
problem.
4.2 Datasets
Based on the existing intrinsic and extrinsic evalu-
ation approaches, in this paper we propose a com-
bination of training and evaluation datasets, each
associated to a specific task in Natural Language
Processing, to automatically evaluate the quality
of edit representations. Our setting effectively de-
fines a set of downstream tasks which are based
on three different sources of edits, which we call
Performance Evaluation for Edit Representations
(PEER). Table 1 provides a descriptive summary
of the datasets included in PEER, and we provide
details about each below.
Wikipedia Edits: We work with two large re-
sources of human edits to Wikipedia articles.
• WikiAtomicEdits We randomly sampled ap-
proximately 150K insertion and deletion ex-
amples from the English portion of the Wiki-
AtomicEdits (Faruqui et al., 2018).
• WikiRandomEdits: We randomly selected
20 of the 200 most edited Wikipedia articles
and extract the diff for each revision for each
article using the WikiMedia API. We strip the
HTML tags to get the changed sentences for
the revision and use a sentence splitter (Kiss
and Strunk, 2006) to get a list of sentences
for each change. With the list of “pre-edit”
sentences and “post-edited” sentences, we use
a sequence matching algorithm to match them.
Additionally, to gather the labels for PEER,
we make use of the Wikimedia’s ORES (Hal-
faker and Geiger, 2019) API and scrape the
draftquality label for each revision. There
are 4 draftquality labels: spam, vandalism,
attack, and OK, each corresponding to a dif-
ferent quality of the edit.
For this task we evaluate the quality of the edit
representations by means of running a multi-class
classifier over the edit representations to predict
the quality labels in the WikiRandomEdits datasets.
We use both datasets to train models.
Post Editing: As explained earlier, post editing
is the process whereby humans amend machine-
generated translation. We choose one of the largest
resources of human-annotated examples to train
and evaluate our models.
• QT21 De-En: We work with the German-
English portion of the QT21 dataset (Spe-
cia et al., 2017), which contains a total of
43,000 examples of machine translation hu-
man post-edits. The examples in this dataset
have been obtained from an initial dataset of
2 million sentence pairs from OPUS (Aulamo
and Tiedemann, 2019) and the data released
for the medical translation task at WMT14
(Bojar et al., 2014). The machine translation
output over which post-editing is performed
to create this dataset is an implementation of
the attentional encoder-decoder architecture
(Bahdanau et al., 2015), and uses byte-pair
encoding (Sennrich et al., 2016).
• QT21 De-En MQM: A subset of 1,800 ex-
amples of the De-En QT21 dataset, anno-
tated with details about the edited performed,
namely the reason why each edit was applied.
Since the dataset contains a large number
of edit labels, we select the classes that are
present in at least 100 examples and generate
a modified version of the dataset for our pur-
poses. Examples where no post edit has been
preformed are also ignored.
The evaluation scheme on the post editing task is
based on the unlabeled data in QT21 De-En for
training, and the labeled data in the QT21 De-En
MQM dataset for testing. Since each test example
is associated to a variable number of labels, this
task is cast as as multi-label classification.
Grammatical Error Correction (GEC): We
consider the task of English GEC, which has at-
tracted a lot of interest from the research commu-
nity in the last few years, with many datasets being
available. Since grammatical errors consist of many
different types, including articles or determiners,
noun form, verb form, etc, in this paper we follow
previous work by Bryant et al. (2019) and use some
of the datasets released for this Shared Task, which
work with well-defined subsets of error types.
• Lang-8 Corpus of Learner English (Lang
8): A corpus for GEC derived from the En-
glish subset of the Lang-8 platform, is an on-
line language learning website that encour-
ages users to correct each other’s grammar
(Tajiri et al., 2012; Mizumoto et al., 2012). In
particular, we work with the version of the
dataset released by Bryant et al. (2019) and
further process it to skip examples where there
are no grammar corrections.
• W&I + LOCNESS (WI + Locness): A GEC
dataset which was compiled by Bryant et al.
(2019) for the BEA 2019 Shared Task on
Grammar Error Correction. This dataset is
built on: (1) A subset of the LOCNESS cor-
pus (Granger, 1998) which consists of essays
written by native English students manually
annotated with grammar errors, and (2) Man-
ually annotated examples from the Write &
Improve online web platform (Yannakoudakis
et al., 2018). This dataset contains 3,600 anno-
tated examples across 3 different CEFR levels
(Little, 2006): A (beginner), B (intermediate),
Train Dataset Model
Intrinsic Evaluation Extrinsic Evaluation
Train Valid Eval Dataset Train Valid Test
Loss BLEU Loss BLEU GLEU KL
WikiAtomicEdits
Baseline 57.76 0.21 26.2 0.81 0.79 -
Wikipedia Edits
0.634 0.629 0.634
EVE 67.75 0.20 41.4 0.77 0.75 1.66 0.632 0.629 0.642
HEVE 66.92 0.21 37.07 0.79 0.78 1.86 0.592 0.592 0.594
WikiEditsMix
Baseline 256.49 0.20 360.37 0.62 0.62 - 0.608 0.615 0.609
EVE 267.47 0.20 384.25 0.60 0.62 24.17 0.588 0.591 0.598
HEVE 278.61 0.20 352.35 0.58 0.61 10.55 0.622 0.618 0.614
Lang 8
Baseline 28.96 0.12 16.11 0.66 0.59 -
WI + Locness
0.657 0.617 0.617
EVE 38.18 0.10 29.91 0.56 0.46 0.57 0.332 0.241 0.241
HEVE 50.49 0.16 49.42 0.56 0.46 0.69 0.566 0.495 0.495
QT21 De-En
Baseline 48.88 0.13 50.77 0.57 0.49 -
QT21 De-En MQM
0.773 0.752 0.762
EVE 60.37 0.11 64.66 0.50 0.42 7.38 0.174 0.112 0.163
HEVE 57.41 0.12 60.13 0.53 0.45 8.62 0.839 0.816 0.825
Table 2: Result of the intrinsic and extrinsic evaluations on our datasets, as defined by the PEER framework. For
the intrinsic evaluation, validation BLEU and GLEU scores are computed over the beam search generated output.
C (advanced). Again, we ignore examples
where there are no grammar corrections.
The evaluation scheme for GEC consists on train-
ing models on the unlabeled Lang 8 dataset, and
the evaluation is performed using the labels in WI
+ Locness, which associates CEFR difficulty levels
to each example. Concretely, the problem is cast as
a multi-class classification problem.
5 Results
Table 2 shows a summary of the intrinsic and ex-
trinsic evaluations we performed, following the
settings of PEER. In addition to evaluating our in-
troduced models, we also include a deterministic
edit encoder in our study, which we consider a base-
line. This model is similar in nature to the approach
introduced by Yin et al. (2019), with the only dif-
ference that we do not include the copy-mechanism
in order to make results directly comparable to the
other models.
If we focus on the intrinsic evaluations, we can
see that the deterministic encoder seems able to
generally provide better performance, which is
reflected in higher values of the metrics such as
BLEU and GLEU. Since these metrics are highly
concerned with the reconstructive capabilities of
the neural editor, we think this evidence mostly sug-
gests that the deterministic neural editors are more
precise in recovering relevant information from the
edits, compared to their variational counterparts.
This result is not surprising, being consistent with
previous findings in the context of text VAEs (Bahu-
leyan et al., 2018; Li et al., 2019).
In terms of the extrinsic evaluation we see that
the results are reversed in general, with our pro-
posed variational approach outperforming the de-
terministic baseline two dataset. On one hand, we
believe these results validate the effectiveness of
introducing a continuous latent variable to model
edits, showing that the information contained in
these representations can actually be useful for rel-
evant downstream tasks. On the other hand, we
also think the contrast between the results in the
intrinsic and extrinsic evaluations evidences a mis-
match between the way edit representations are
trained and evaluated, a problem that is certainly
not exclusive to our setting but is rather generic
to representation learning. In this sense, we think
the introduction of standardized, external evalua-
tion resources such as PEER, are key to unveiling,
studying and tackling this issue.
6 Conclusions
In this paper we have introduced a model that em-
ploys variational inference to learn a continuous
latent space of vector representations to capture the
underlying semantic information with regard to the
document editing process. We have also introduced
a set of downstream tasks specifically designed to
evaluate the quality of edit representations, which
we denominate PEER. We have utilized the PEER
set of tasks to evaluate our introduced model, com-
paring to relevant baselines. Our results offer em-
pirical evidence supporting the fact that intrinsic
evaluation metrics that are related to the task used
to obtain edit representations are generally not good
predictors for the performance of these representa-
tions in downstream tasks. We hope the develop-
ment of PEER will help guide future research in
this problem by providing a reliable programmatic
way to test the quality of edit representations.
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