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Introduction
The intent of this research is to examine a key operational decision, namely the zone-stowage decision, as it arises in multi-zone storage systems. This stowage decision determines how arriving products are distributed across multiple storage zones. We use storage system to denote a facility that receives and holds inventory that is then used to fulfill orders, e.g., a warehouse or order fulfillment center. In a multi-zone storage system, the storage space is physically segmented into distinct, parallel storage zones. Each storage zone has its own dedicated storage area and operational resources. Product that is received by the storage system can be stowed in any zone; and the inventory in each storage zone can be picked to fulfill any order. Items from an order can be picked concurrently from different storage zones and then sent downstream to a sortation system at which the items are "assembled" into an order and prepped for shipping ( Figure 1 ). This type of storage system is typical in large order-picking warehouses, such as the fulfillment centers for online retailers. These fulfillment centers can often cover one million square feet of floor space, spread over several floors, with each floor being one or more storage zones.
For the large fulfillment centers that we consider, products are received primarily in cases or eaches (i.e., individual units), with only high-volume items being received in pallets. However, the product is stowed into the storage system as eaches. The motivating context is a robotic mobile fulfillment system in which inventory is stored on mobile pods, and picking and stowing occurs at stationary stations on the boundary of the storage field. See D'Andrea and Wurman (2008) , Enright and Wurman (2011) , Lamballais et al. (2017) , Zou et al. (2017) and Yuan (2017) for details on these semi-automated storage systems. Outbound Shipment for each product, how many units to stow to each of the storage zones. Spreading the inventory of a product across multiple zones provides some level of operational flexibility in that there are multiple options for meeting a demand. However, there is an additional cost to do this. For instance, if product were received in a case, then at the receiving dock someone needs to open the case, separate the units into sub-batches, and then place each sub-batch into a tote that can then be conveyed to the different storage zones. Alternatively, if the product were to be stowed in a single zone, then the case could be directly conveyed there, without additional touches.
In light of these trade-offs, one simple policy is to stow all units of a product to a single, dedicated storage zone. The advantage of this policy is that it is simple, as all demand for an item must be picked from a single storage zone. However, the disadvantage of this policy is that it provides little flexibility for picking as all of the product's inventory is in one zone; if the picking workload assigned to the zone exceeds its picking capacity, then some picks will be delayed which can lead to orders missing their shipping deadlines. Another common stowage policy is the random stowage policy where the inventory of an item is stowed to a random storage zone upon receiving each replenishment. Whether this policy can provide any flexibility for picking depends on the batch size and the replenishment frequency of the item. If the inventory replenishment occurs infrequently in very large batches, then it is likely that most inventory is still stored in a single storage zone under the random stowage policy; however, if the replenishment occurs frequently with small batches, then a random stowage policy could result in spreading the inventory across multiple storage zones, creating flexibility. Other policies might split each replenishment batch into sub-batches and then stow each sub-batch in a different storage zone. Such policies will break up the inventory of a product across multiple zones, but will incur some overhead or additional effort to create and process the sub-batches. For example, to stow a case that contains 24 units of an item to two storage zones, one needs to open the case at the receiving station, separate the units into two sub-batches with (say) 12 units in each sub-batch, and then place each sub-batch onto a cart or tote, which can be sent to the designated storage zone.
The zone-stowage decision is important as it determines the inventory profile for each storage zone,
which then determines what items can be picked from what zones. An unbalanced inventory distribution across the storage zones may easily result in unbalanced picking workloads, especially when demand is volatile; that is, some storage zones have a greater workload relative to their capacity whereas others have a lesser relative workload. This situation can be problematic in storage systems for which there is limited ability to move picking capacity from one zone to another, e.g., when each zone has a fixed number of picking stations. When the workload exceeds the picking capacity for a zone, orders can miss their due dates and/or expediting expenses are incurred. When a zone has excessive picking capacity, then operating costs increase due to underutilized resources.
A key idea to avoid unbalanced inventory distribution is to create options or flexibility for the picking activity. That is, we create more options for picking by having the inventory of each item stowed in multiple storage zones; in effect, the item can be picked as long as one of the storage zones has adequate picking capacity. The concept of flexibility has been widely adopted in the manufacturing and service industries. In this paper, we explore how to accomplish flexibility in a multi-zone storage system, as used by online retailers for which demand is highly variable. In this instance, the major cost of creating flexibility for picking is the additional operating costs to divide a replenishment batch into sub-batches and then prepare each sub-batch to be conveyed to its storage zone.
The rest of the paper is organized as follows. We first review the related literature in section 2. We describe the simulation model and the eight stowage policies we consider in section 3. We show the numerical results in section 4 and finally conclude our work in section 5.
Literature Review
The literature of the operational decisions within warehouses or fulfillment centers generally falls into two categories, namely storage decisions and order-picking decisions.
The storage decisions determine where and how to store the inventory in the warehouse; the orderpicking decisions determine how to efficiently pick items from the storage system to fulfill a set of customer orders. The major research topics related to the storage decision are the forwardreserve allocation problem, the zoning problem, and the storage location assignment problem. The forward-reserve problem considers how to allocate items between the reserve area and the picking area within a warehouse; the zoning problem studies how to create multiple zones for picking and how to spread the inventory for each item over the multiple zones; the storage location assignment problem decides where to store the inventory within a storage zone.
The major research topics related to the order picking decisions comprise batching, routing, and sorting problems. The batching problem studies how to group the orders together for a single picking tour; the routing problem considers how to sequence the tasks in a picking tour to construct the most efficient picking route; the sorting problem determines how to efficiently sort and assemble the picked items into customer orders.
The focus of this paper is on a zoning problem as it arises as part of the storage decisions. We will limit our literature review to this topic area. We refer the reader to the review papers De Koster et al. (2007) , Gu et al. (2007) and Staudt et al. (2015) for more extensive discussions of the overall literature on warehouse operational decisions.
Compared to other planning issues, the zoning problem has received less attention despite its important impact on the performance of order-picking systems (De Koster et al. 2007 ). There are a couple of issues that have been addressed in zoning literature. One issue is the layout design of the zones; for this issue, the research literature has primarily considered how to configure the zones, in terms of size and shape, in order to minimize the operational costs. Some examples are given by Gray et al. (1992) , Petersen (2002) and Le-Duc and De Koster (2005) .
Another issue is how to assign items over the multiple zones, which is directly related to the zonestowage decisions we consider in this paper. Malmborg (1995) studies the assignment policy of the items based on the Cube-per-Order Index (COI) for multi-zone storage systems. Jewkes et al. (2004) consider the optimal zoning assignment decision for a specific sequential zone picking system where pickers work at home bases within their zones and must return to their home bases after each picking tour. Jane and Laih (2005) propose a heuristic algorithm for a multi-zone system that assigns each item to a single zone accounting for item affinity, namely the likelihood that two items will appear in the same order. There are a couple of papers that do consider the zoning problem with the objective of workload balancing. Gray et al. (1992) discuss the benefits of allocating items uniformly across storage zones according to their demand class in order to achieve a balanced workload. Jane (2000) considers primarily the objective of workload balance across multiple storage zones in a progressive-zoning order-picking system. The paper proposes a heuristic algorithm that assigns each product to a single zone based on the demand history of the items. Onal et al. (2017) recently discuss an explosive storage policy by which the items are stored at many storage locations in large online retailing fulfillment centers. Although the paper does not focus on multi-zone storage systems, their conclusion on the benefits of spreading the inventory of an item over many storage locations is consistent with our study on using zone-stowage policies to create flexibility for picking.
Our work differs from the previous work in that instead of defining the optimal storage profile in a multi-zone storage system, we focus explicitly on the stowage policies. That is, our research examines the operational decision when a product is received, namely to which storage zones to stow the product. The storage profile at each storage zone is then a consequence of the stowage policy. Our intent is to find stowage polices that provide flexibility in order picking so as to achieve workload balancing across the storage zones.
The key decision of the zone-stowage problem is what quantity of each item to stow in each storage zone. The main objective of our work is to balance the workload across the different storage zones in order to avoid the situation of not having enough picking capacity to satisfy uncertain demand by some given shipping deadlines. The key concept we consider is the picking flexibility, which depends on the distribution of the inventory across the storage zones. For each item, the more storage zones the item is stowed in, the more picking options there will be. In this sense, there is an analogy with process flexibility as discussed by Jordan and Graves (1995) . Process flexibility is "…being able to build different types of products in the same manufacturing plant or on the same production line at the same time." Stowing an item in multiple storage zones allows for each of the zones to pick ("build") the item. The work of Jordan and Graves (1995) has been extended to many contexts including manufacturing, supply chain, and service sectors. For instance, Chou et al. (2010) and Simchi-Levi and Wei (2012) further develop the underlying theory for process flexibility for asymptotically large systems and finite systems respectively. We refer the reader to Buzacott and Mandelbaum (2008) for a broad overview on the research on flexibility in manufacturing and service systems, and to Chou et al. (2008) and Graves (2008) for more focused reviews on process flexibility. Jordan and Graves (1995) find for systems with parallel servers or facilities that limited flexibility can perform nearly as well as a fully flexible structure, if properly configured. The key idea is to deploy flexibility in a way that chains together the products and facilities. In this paper, we explore how these ideas might translate and apply to the multi-zone storage system. In particular, we seek to understand the effectiveness of stowage polices that stow each item to a limited number of zones, relative to a stowage policy in which all items are stowed in all zones (i.e., a fully flexible configuration).
Evaluation Model for Comparing Stowage Policies

Model Framework
To evaluate the effectiveness of different stowage policies, we use a single-period, idealized model.
The inputs of the model are the stochastic item demand, the fixed capacity limits for each storage zone, the inventory available to stow, and the stowage policy under consideration. In particular,
we first assume that we start with an empty multi-zone storage system and an inventory of products to be stowed. We then stow the products according to a specified stowage policy. We then realize a single period of demand on the storage system, and determine how best to pick the demand from the inventory stored across the multiple storage zones. For given capacity constraints on how many units can be picked from each zone, the objective is to meet as much of the demand as possible within the single period. The intent of this modeling framework is to provide a basis for getting insights into the relative performance of different stowage policies.
Obviously, this framework is a simplification of reality as one would seldom if ever have an empty storage system into which to stow the inventory. But by starting with an empty system, this would seem to provide the ideal conditions for the implementation of each policy. As such, this should allow for the cleanest comparison between stowage policies.
We also think a single-period model is sufficient for our purposes where the length of the period would depend on how stowage and resource planning are done. Indeed, the period should roughly correspond to the frequency with which stowage is done. For instance, if stowage occurs in each shift, then the period could be one shift as there would be an opportunity to adjust the picking assignments and staffing for each zone in each period. If stowage occurs primarily, say, during the night or early morning hours, then the period might be one day, reflecting the fact that you can only make adjustments once a day to the inventory profiles.
We use simulation to evaluate each policy, where we take the demand on the storage system as being randomly generated. The major steps in the simulation include:
We generate the inventory to be stowed to the storage system for each item (refer to assumption A4 for the generation procedure), assuming that all storage zones are empty initially.

Step 2: According to the given stowage policy, we assign the inventory of each item to the storage zones, subject to any given storage capacity limits.
Step 3: We generate a single-period demand realization for each of the items stored in the storage system (refer to assumption A2 and A3 for the distribution of the demand).
Step 4: We solve an optimization problem to fulfill the demand (from Step 3) as much as possible subject to the fixed picking capacity limits and to the inventory availability in each zone (from Step 2).
Formally, in the simulation framework above, Step 1 determines the inventory, namely the number of units of each item to be stowed in the system.
Step 2 assigns these items to storage zones to create an inventory profile. That is, we determine parameter , the number of units of item to be stowed to zone , for each item and each storage zone; this will be done for each stowage policy under consideration.
Step 3 generates parameter , the demand realization of item to be fulfilled.
And the last step solves the following max-flow problem: 
where is the decision variable, denoting the units used from zone to satisfy the demand of item ; is the single-period picking capacity of zone and is assumed to be fixed and given for each storage zone; I is the number of items and J is the number of storage zones. The objective is to pick as many units as possible subject to the constraints. We solve this optimization with Gurobi optimization solver.
For each inventory profile (as given by ), we repeat steps 3 and 4 for a large number of demand realizations, so as to obtain statistically significant estimates of the performance of each stowage policy. As there is randomness in each stowage policy, we also simulate a large number of inventory profiles for each stowage policy.
Model Assumptions
We have designed an experiment to test and compare various stowage policies. The following assumptions provide the specifications for this experiment.
A1. We assume there are 6 identical storage zones (J = 6), each with a fixed picking capacity. We assume that there is no space constraint.
A2. We assume there are 100 items (I = 100) stored in the system, and the demand rate (expected single-period demand) for item is given by the exponential function = where is the index of item (i = 0, 1…99) and and are the shape and scale parameters respectively. (We refer the reader Bender (1981) for more discussion on modeling Pareto's law in the context of inventory systems). For this exponential function, the demand represented by the top 20% of the items only depends on the parameter . We then create four demand patterns by adjusting the parameter to allow the top 20% of the items to account for 80%, 70%, 60%, and 50% of the total expected demand respectively. We name those four demand patterns as Ultra-high Skewness, High Skewness, Medium Skewness and Low Skewness. Furthermore, we set the parameter accordingly so that the four cases have the same total expected demand of 2000 units per time period. We illustrate these four demand patterns in Figure 2 and summarize the parameter settings in Table 1 . We note that the number of items in a typical storage system might easily be on the order of tens to hundreds of thousands; we limit our study to much fewer just for computational ease. A4. We assume that for each item the amount of inventory to be stowed is equal to four times its mean demand, rounded up to the nearest integer. Thus, for each item the inventory cover is four periods. As a consequence, for this setting, there is a very low probability that the assigned demand will exceed the available inventory. In particular, the stock-out probability of item and 0.004 for = 1 (⌈4 ⌉ = 4). For both the medium and low skewness cases, the demand rate for each item is greater than one, and hence there is a very low probability of stock-out for all items. For the other two cases, there are more items in the tail: for the high skewness case, 20% of the items have demand rates less than one, whereas for the ultra-high skewness case, 20% of the items have demand rates less than 0.25. Hence in these cases, our simulation setup will induce higher rates of stock-outs for these items with very low demand rates.
Stowage Policies
We test a set of plausible zone-stowage policies in the simulation. We use dedicated stowage as the base-case policy (Policy 1). We then structure a variety of policies that are inspired by the chaining strategy from Jordan and Graves (1995) ; each of these policies will split the inventory of each item across multiple storage zones (Policy 2-5). We also evaluate the effectiveness of a mixed strategy where some items are managed with a dedicated stowage policy while others use a chaining strategy (Policy 6-7). The final policy is a dedicated stowage policy that tries to balance the workload among storage zones by explicitly stowing items to the storage zone with the least aggregate velocity (Policy 8). We explain below the specification and settings of each stowage policy.
 Policy 1 (no chain):
For each item a storage zone is randomly selected and the entire inventory of the item is stowed to the storage zone. This is a base-case policy where the storage zones do not share common inventory items.
 Policy 2 (3 short chains):
Each item has a likelihood of 1/3 to be stowed to Zone1&2, 1/3 to Zone3&4 and 1/3 to Zone5&6; then the inventory of the item is divided in half, with half going to each of the two selected zones. With this policy, each pair of storage zones (Zone1&2, Zone3&4 or Zone5&6) forms a two-zone chain which allows for the picking capacity to be shared between the two storage zones within the chain.
 Policy 3 (2 short chains):
Each item has a likelihood of 1/2 to be stowed within Zone1&2&3 and 1/2 to be stowed within Zone4&5&6; then the inventory of the item is divided in half and each triplet of storage zones (Zone1&2&3 or Zone4&5&6) forms a three-zone chain.
 Policy 4 (full chain):
Each item has a likelihood of 1/6 to be stowed to Zone1&2, Zone2&3, Zone3&4, Zone4&5, Zone5&6, and Zone6&1 respectively; the inventory of the item is divided in half with half going to each of the two selected zones. With this policy, all the storage zones are chained in the sense that the picking capacity of any storage zone can be shared with any other storage zone through the chaining structure.
 Policy 5 (random pairs):
Each item is stowed in a pair of zones that are randomly chosen; that is, each pair is equally likely to be chosen. The inventory of the item is divided in half with half going to each of the two selected zones. As there are many items in the system, this policy further connects the storage zones through the common items stored in two different zones. In Figure 3 we depict the policies 1 to 5 for a 6-zone storage system. For each policy an item is first assigned randomly to an "item set." For policies 1, 2, 3, 4 there are six item sets as shown, where each item set has an assignment to the zones (A, B, C, D, E, F). For policy 5 there are � 6 2 � = 15 items sets, corresponding to the number of zone pairs; we depict only four of these in the figure.
 Policy 6 (mixed):
The items are divided into two categories randomly; the first category has 80% of the items and each of the items is stowed according to policy 1: a storage zone is randomly selected and the entire inventory of the item is stowed to the storage zone. The second category has 20% of the items and each item is stowed according to policy 5: the item is stowed in a pair of zones that are randomly chosen. The inventory of the item is divided in half with half going to each zone. This is a mixed stowage policy with less overhead than policies 2, 3, 4 or 5 as only 20% of the items have their inventory split.
 Policy 7 (mixed smart):
The items are first ranked according to their demand rates. The items are then divided into two categories. The 80% of the items with the lowest demand rates are stowed by policy 1 and the remaining 20% of the items with the highest demand rates are stowed by policy 5. This policy is similar to Policy 6 but where we segment the items based on their demand velocity.
 Policy 8 (dynamic balance):
Items are first randomly sequenced and then stowed sequentially according to this sequence; for each item we select the storage zone that has the smallest aggregate demand rate and stow the entire inventory of the item to this zone. We note that with this policy, we require the knowledge of the aggregate velocity of each storage zone to make the stowage decision. We compute the velocity for each zone by ∑ ∈ where is an index set for the items that have already been assigned to storage zone .
We note that in policy 2 through 7, when the received quantity is an odd number, we assign −1 2 units to each of the two chosen zones, and then assign randomly the "extra unit" to one of these zones. Finally, we note that only policy 8 depends on the sequence with which the stowage decisions are made. Both policy 7 and 8 require some knowledge of the item demand rates;
however, policy 7 only needs to be able to differentiate the items into low versus high-velocity classes, whereas policy 8 requires knowledge of the exact demand rate for each item.
Numerical Results
Comparison of Different Stowage Policies
We compare the stowage policies listed in section 3.3 with the simulation setup described in 3.1.
We define an inventory profile as a realization of the assignment of the inventory units for each item under a certain stowage policy. We created inventory profiles for each stowage policy. We use = � � to denote the ℎ inventory profile for the stowage policy . We generate demand realizations for all items according to assumptions A2 and A3. We use to denote the ℎ demand realization.
For the base case, we assume a medium skewness demand pattern ( = 0.045, = 1.0345). The expected total demand of the items is 2000 units per time period. We set the picking capacity equal to 370 units per time period for each storage zone; thus, the total picking capacity is 2220 units per period and the average resource utilization is around 90%. We let = 100 and = 100; that is, for each stowage policy we generate 100 inventory profiles, each of which is simulated against 100 (common) demand realizations for a total of 10,000 simulations for each policy.
We solve the max-flow problem in section 3.1 to obtain the single-period unfulfilled demand for the inventory profile with the demand realization for each stowage policy . We note that we adjust this measure to account for any system inventory shortages, so as to reflect the true unfulfilled demand that is caused by an imbalanced inventory. That is, we set
where , , , are the demand realization and total inventory of item for the test case under consideration. We report for each stowage policy the average unfulfilled demand
We also record the standard deviation of the unfulfilled demand under each inventory profile for each stowage policy
To analyze the variability of the unfulfilled demand produced by the stowage policies, we report the average standard deviation for each stowage policy
We re-express and as a percentage of the expected total demand in Table 2 . From this analysis, we observe that
• The performance of the dedicated stowage policy (policy 1) is quite poor, and will often result in overloaded storage zones that cannot keep up with the demand.
• There are two strategies that can dramatically improve the performance. One is to spread out the inventory of each item across the zones so as to create chains (policies 2, 3, 4, 5, 6, 7). The other is to assign inventory to zones in a way that balances the expected workload (policy 8).
 The performance of the system gets better when "the chain is longer" (policies 2, 3, 4) --indicating that the chain structure provides additional flexibility for picking. For example, the full chain structure (policy 4) always outperforms two shorter chains (policy 3), which outperforms three even shorter chains (policy 2). Essentially, with a longer chain there is more flexibility to "move" the picking capacity across the storage zones to satisfy the demand.
 Furthermore, the random pairs policy does slightly better than the full chain. This is because the random pairs policy generates higher connectivity among the storage zones. This effect can be captured by the so-called expansion index. We refer to Chou et al. (2008) for more detailed discussion on this.
 If we were to stow 1/6 of the inventory in each zone and ignored integrality requirements, then the solution of the max flow problem (1) is just the system inventory shortage; thus, the adjusted unfulfilled demand is zero. This is clearly the best possible stowage policy and is the analog to a system with full flexibility in this context. Hence, we observe from Table 2 that the full chain and random pairs policies effectively achieve the performance of the fully-flexible system that spreads the inventory of each item evenly across the storage zones. This suggests that there may be little value to split the inventory of an item to more than two storage zones.
As in Jordan and Graves (1995) , we observe that limited flexibility, deployed in the right way (i.e., policies 4 and 5), achieves the performance of full flexibility.
 From the mixed and mixed-smart policies, we see that we might only need to spread a fraction (20%) of the items in order to get the benefits from chaining. In particular the mixed-smart policy shows that only the high-volume items need to be split. This is quite important from a practical perspective, as there are operational costs to splitting the inventory as discussed earlier.
The evaluation of the mixed-smart policy shows that by only splitting the high-volume items we can get quite near to the performance of the best stowage policies, namely the full chain and random pairs policies.
 The dynamic balance policy can also be quite effective, although it lags relative to the full chain, random pairs and mixed-smart policies. If it were not possible or too costly to split an item's inventory across storage zones, then the dynamic balance policy would seem most reasonable as it works to assure that the inventory is "evenly" distributed across the storage zones. However, this policy requires knowledge of the demand rates for all items. In comparison, the other policies, with the exception of the mixed-smart policy, do not require knowledge of the item demand rate; and for the mixed-smart policy, we only need to be able to separate the items into high versus low demand.
Sensitivity Analysis
We perform sensitivity analysis with respect to the resource utilization, the demand skewness, and the inventory level in this section. The intent is to get a deeper understanding of the relative performance of the different zone-stowage policies, as reported in the prior section. Of particular interest is to test the effectiveness of the stowage policies discussed in 3.3 under the unfavorable scenarios such as high resource utilization level, high demand skewness, or heterogeneous inventory coverage.
Sensitivity Analysis towards Resource Utilization Level
In this test, we analyze the zone-stowage policies under four resource utilization levels. We set the demand pattern parameters as = 0.0465, = 1 (medium skewness) in this test. We report the average unfulfilled demand in Table 3 for each of the four resource utilization levels where the base case is 90%. As expected, we observe that the performance of the system gets worse when the resource utilization increases, but the chaining and random-pairs stowage policies continue to work very well even when capacity is very tight. Indeed, the relative improvement from a full chain or random-pairs policy grows as the utilization increases. These two policies, which create the most connectivity across the storage zones, exhibit the least sensitivity to the impact from increased utilization. Table 3: for Different Resource Utilization Levels
Sensitivity Analysis towards Demand Skewness
In this test, we analyze the stowage policies under low, medium, high and ultra-high demand skewness. Figure 2 depicts the demand patterns. We assume a resource utilization of 90% in this test. We report the average unfulfilled demand in Table 4 for each demand pattern we consider. As expected, we observe that the performance of the system gets worse when there is more skewness in the demand. Again the full chain and random pairs policies are quire insensitive to the increase in demand skewness and continue to be effectively equivalent in performance to a full flexibility policy. It is noteworthy that policy 7 (mixed smart) works very well even for the ultra-high skewness demand pattern as the high demand items are always split into two storage zones. Table 4: for Different Demand Skewness
Sensitivity Analysis towards Inventory Level
In this test, we relax assumption A4 that set the inventory level for each item. Now, we assume that each item has an inventory equal to times its demand mean where is assumed to be uniformly distributed in the range of [ 1 , 2 ]. We assume Medium Skewness for the demand, and an average resource utilization of 90% in this test. We compare the results for the average unfulfilled demand for the inventory level in the range of [3, 5] , [2, 6] and [1, 7] in Table 5 . (The base case has = 4 for all items.) We observe that the performance of each of the stowage policies is in general insensitive to variability in the inventory level, with the exception of the dynamic balance policy; this suggests that stowing items according to the aggregate demand rates may be less effective when the relative amount of the inventory varies across the items. Table 5: for Inventory Level Uniformly Distributed Over the Demand Mean
Conclusion
In this research, we analyze zone-stowage policies by means of a simulation study. We identify two very effective stowage strategies that could potentially improve the picking performance by preserving the balance of the inventory distribution. The first strategy is inspired by chaining as developed for achieving process flexibility. The strategy suggests splitting the arriving inventory for each item in half and stowing each half in a different storage zone. Our tests show that the best assignment is to randomly choose the pair of storage zones to which to send the two sub-lots of inventory. Alternatively, we find that stowing the inventory according to a full chain is nearly as effective. In addition, we find that an effective policy only needs to apply the random-pairs strategy to the high velocity items, even under high resource utilization and high demand variability. This is of practical importance as there may be additional material handling cost or complexity associated with splitting the items.
The second strategy, as embedded in the dynamic balance policy, stows the arriving items based on the aggregate demand load in each zone. The intent is to stow the inventory in a way that maintains workload balance across the storage zones. But to implement this strategy will require knowledge of the aggregate velocity of the items stored in the storage zones. Furthermore, our implementation of this policy assumes that the inventory of each item is dedicated to a storage zone, which makes the determination of the aggregate velocity relatively straight-forward; if an item's inventory is spread over multiple zones, then this determination becomes more challenging.
Future research might extend this work under less stringent assumptions. For instance, we ignored space capacity constraints and we limited our analysis to a single period setting. It would be interesting to explore how these zone-stowage policies perform in a dynamic multi-period setting with constraints on both picking and space.
