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Abstract 
Dimensional X-ray Computed Tomography (CT) is a rapidly expanding field of research 
due to the numerous advantages this technique offers over conventional measurement 
technologies, most notably, the ability to measure internal features of a component. 
Tactile and optical Coordinate Measurement Machines (CMM), currently used in the 
manufacturing production industry, record points on the external surface of a workpiece 
by measuring the contact point of a physical probe or the reflection of projected light. 
X-ray CT has the ability to capture full volumetric data, since X-rays are transmitted 
through the entire object, revealing features which are otherwise invisible. Over the past 
five years, interest in this field has grown in the UK, with an increasing number of 
organisations in industry and research having access to X-ray CT machines and the wide 
range of manufacturers, offering new systems specifically designed for dimensional 
metrology applications. 
Despite this, the complexity of data acquisition required for dimensional measurement 
using X-ray CT has made it difficult to estimate the measurement uncertainty. This has 
hindered the generation of standards and full-scale adoption of this technique in 
industry. Due to the nature of X-ray imaging, a number of non-linear influence factors 
exist which have the potential to cause dimensional measurement error. These 
influences must be better understood to reduce and ideally, compensate error. 
In this doctoral thesis, the effects of the influence factors associated with CT data 
acquisition are studied, specifically, beam hardening and a finite X-ray source size. The 
effects these have on the quality of X-ray CT data are well understood; typically 
degrading the achievable contrast and spatial resolution of the CT image. However, the 
effects on dimensional measurement are less well understood due to the complexity of 
their interactions before reconstruction of the final image. These influences are 
modelled in a simulated CT acquisition to quantify any systematic effects on 
determination of edges in the CT image.  The results are then validated by 
experimentally replicating the simulation set-up. 
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In this work, it is found that beam hardening and a finite source diameter can lead to 
systematic errors in the edge position within the CT image. Beam hardening generally 
leads to dilation of the edge; where the edge position moves in the direction of the 
surface vector. In contrast, a finite source diameter can lead to erosion of the edge; 
where the edge position moves in an opposing direction to the surface vector. 
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Chapter 1: Introduction 
 This chapter will introduce the subject of dimensional metrology in industrial 
manufacturing and discuss the current state-of-the-art and challenges faced by existing 
dimensional measurement technologies. X-ray CT is presented as a potential new 
technique in the field of dimensional metrology for addressing current challenges posed 
by novel manufacturing processes such as additive layer manufacturing. The most 
relevant benefits and limitations of X-ray CT are outlined and finally the research goals 
of this work are presented. 
1.1 Industrial Drivers for Novel Inspection Technologies 
Metrology is the scientific field of measurement and plays a crucial role in modern 
society; from highly accurate measurements in GPS devices to baking biscuits at the 
optimal temperature [1], metrology is concerned with definition and traceability of the 
international system of units (S.I. units), allowing measurements to be comparable 
around the world [2][3]. Dimensional metrology is associated with measurement of 
length, form and position and is crucial in high value manufacturing. Since the 
introduction of mass production and components with interchangeable parts, it has 
been a necessity for dimensional measurements to be made comparable [4]. In the 
manufacturing industry a number of instruments and techniques are employed to make 
dimensional measurements. Over time, measurement standards and technologies have 
had to adapt to the demands of production driven industries. In the past 50 years, the 
invention of tactile Coordinate Measurement Machines (CMM) has allowed rapid, 
computer-controlled inspection of components with sub-micrometre accuracy (as 
shown in Figure 1). These machines are programmed to probe the surface of the part, 
contacting the surface many times and recording the three-dimensional surface points. 
This ‘point cloud’ can then be used to fit the desired measurement features and verify 
dimensional conformance. 
  
  
 
12 
 
 
Figure 1. Example of commercially available Coordinate Measurement Machine; Leitz Infinity by Hexagon 
Manufacturing Intelligence [5].   
Since then however, inspection technologies have faced further challenges as new 
manufacturing processes have arisen. In recent years, additive manufacturing (AM), also 
referred to as 3D printing, has promised to revolutionize the way products are 
manufactured. This new technique has gained much interest in the aerospace and 
automotive industries as components can be designed with optimised weight, shape 
and strength with minimal wasted material [6].  It has therefore received major 
investment through government and industrial programmes [7] to improve these 
processes for full scale production. Furthermore, the worldwide market for AM is 
expected to continue to grow significantly over the next few years (Figure 2). 
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Figure 2. Forecasted growth in additive manufacturing global market until 2025. Image source: Additive 
Manufacturing UK [8]. 
AM will create new challenges for component inspection; to validate dimensional 
conformance and part integrity. This is due to the unique ways in which components can 
be manufactured, allowing more complex geometries to be generated that would not 
be possible with other manufacturing techniques. Once built, the internal features often 
cannot be inspected by tactile or optical methods highlighting the need for novel 
inspection technologies. One of the technologies that is currently being employed for 
AM research is X-ray CT to check for defects such as pores, inclusions and trapped 
powder. This powerful technique can capture cross-sectional images through an object; 
revealing the interior structure. Since the component geometry can be obtained in this 
way, there exists the potential to apply X-ray CT for dimensional measurement purposes 
and it has therefore been widely endorsed as the next most disruptive technology in the 
field of metrology since the CMM. 
1.2 Industrial X-ray Computed Tomography 
Industrial X-ray CT is an imaging technique that can reconstruct a complete 3D model of 
an object’s volume, as illustrated in Figure 3. The main components are an X-ray source, 
turntable and detector. Data is captured by rotating the workpiece, acquiring many X-
ray images at varying angular views. X-ray images, or radiographs measure the 
absorption of the X-ray source which is mostly due to electron interaction within the 
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workpiece. These angular views or projection images are mathematically reconstructed 
into a digital voxel representation. The value (commonly referred to as a grey value) of 
each voxel represents the local relative X-ray absorption coefficient. A further step is 
then performed to define the edges of the workpiece in order to extract dimensional 
information from the data, this is known as the surface determination.  There are many 
different modes and classifications of X-ray CT, however each follows these general 
principles. X-ray CT was initially invented for the purposes of medical imaging by Sir 
Godfrey Hounsfield [9]. It has since been used across a wide range of field for many 
applications [6]. Since the 1980’s X-ray CT has been used in industrial Non-destructive 
Testing (NDT) for detection of inclusions/voids and defects in manufactured 
components.  
Industrial X-ray CT has been cited as the most viable solution to overcome the inspection 
challenges brought by additively manufactured components [6]. X-ray CT has the ability 
to inspect internal or otherwise inaccessible features of a component and also shows 
promising potential as a metrology system [10]–[17]. Furthermore X-ray CT may be the 
only technique with the capability to inspect such components. Some of the key 
advantages of X-ray CT for metrology purposes are outlined below. 
 
 
Figure 3. Left: 2D X-ray transmission image of ALM castle. Right: X-ray CT Images of 2D slices and 3D surface render. 
Image courtesy of the Manufacturing Technology Centre. 
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Short Wavelength Radiation 
Industrial X-ray systems typically generate X-rays with wavelengths less than 0.1 nm (at 
>10 keV), which will be the approximate Abbe diffraction limit of the radiation. In other 
words the potential resolution of X-ray imaging is very high. Some commercially 
available systems claim CT data with spatial resolutions of down to 50 nm [18] although 
this is only achievable for samples of a few micrometres. For micro X-ray CT, achievable 
spatial resolutions will be of order a few hundred micrometres for objects that fit within 
a field of view in the order of 100 mm3. Although the pixel size of these systems is 
limited, a geometric magnification of the X-ray image can be achieved using a divergent 
source, making the effective pixel size smaller than its physical dimensions. On the 
contrary, a magnification factor also reduces the effective field of view and requires a 
smaller source diameter size in order to maintain a sharp image. This is often the limiting 
factor in X-ray imaging. 
Through Transmission 
Since X-rays are transmitted through the entire object, information regarding the entire 
volume can be obtained as opposed to other techniques which only capture surface 
data. This is very advantageous for NDT but also for dimensional inspection as it allows 
interior or inaccessible features to be measured. Other NDT techniques such as 
Ultrasonic Testing (UT) may also be used for assessing a component internally however, 
the achievable resolution is vastly inferior to that of X-rays. This does however present 
a potential limitation of this technique as the component in question must be sufficiently 
penetrable to obtain useful data. High transmission requires higher energy X-rays to be 
generated which is more costly and can lead to other undesirable effects such as X-ray 
scatter.  
Efficiency of Data Capture 
One feature of X-ray CT is that it will capture data from the entire scan volume during a 
single scan, independent of the complexity of the workpiece geometry. Unlike tactile or 
optical CMM’s where the scan time will usually be dependent on how complex the 
workpiece to be measured is. Therefore, the more features to be measured, the more 
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efficient it will be to use X-ray CT. One drawback of this is the large amount of data 
captured by X-ray CT inspection, this presents the challenge of big data storage and 
retrieval especially if such must be retained long-term for audit purposes such as in the 
aerospace sector.  
Potential for Simultaneous Inspection  
Another advantage of X-ray CT is that it could potentially be used to inspect dimensional 
conformance as well as the integrity of the workpiece, combining NDT & Metrology in a 
single process. This increases the value of performing dimensional measurement using 
X-ray CT as a check of integrity can be done simultaneously. X-ray CT has the potential 
for complete part qualification, including surface characterisation [19]. 
1.3 Limitations, Barriers and Solutions 
Despite the numerous advantages of X-ray CT, there are still many limitations which 
prevent this technology being readily applied in industrial manufacturing. Some of the 
key limitations are discussed below.  
Lack of International Standards 
For tactile and optical CMM’s, standards exist for performance verification (e.g. ISO 
10360) and methods for following the GUM [20] for evaluation of task specific 
uncertainty. The ability to specify measurement uncertainty is crucial for providing a 
traceable route to the very definition of the meter. The only way for measurements 
around the world to agree is to have this unbroken measurement chain of traceability. 
This is of course critical in manufacturing as it is often the case that many different 
suppliers across many countries will contribute to the manufacture of final product from 
multiple components. Performance verification is a method that manufacturers and 
end-users can use to evaluate the measurement performance of the instrument in a 
universally accepted way. The measurement performance of a measurement system is 
typically given as a maximum permissible error (MPE) value for length measurement 
error or probing error, a graphical visualisation of this is shown in Figure 4. This 
evaluation characterises the measurement performance of a CMM within the entire 
measurement volume. The envelope of the MPE is usually dependent of the length of 
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the measurand and is therefore expressed in the form given in Figure 4. Verification tests 
are usually performed during the installation of the equipment and repeated 
periodically to ensure the instrument is still performing within the specified limits. 
There are a number of general standards associated with X-ray CT and test methods for 
NDT, e.g. ISO 15708 [21], [22] or ASTM E1814 [23] however, X-ray CT for dimensional 
measurement is a relatively new field of research and therefore standardisation of  best 
practice methods, performance verification and calibration have not yet been fully 
developed for use with this technique. Currently, manufacturers and users commonly 
refer to the series of German guidelines VDI/VDE 2630 [24]–[28]. These guidelines 
attempt to apply the ISO 10360 series of standards to ‘CMMs with CT sensors’.  
 
Figure 4. Schematic illustration of one possible representation of the Maximum Permissible Error (MPE) of length 
envelope where L is the measured size and A & K are dimensionless positive constants.  
In 2002, the PTB (Physikalisch-Technische Bundesanstalt) in Germany developed a 
number of reference standards and procedures for improvements in measurement 
accuracy in X-ray CT [10]. There is currently an international draft guideline under 
development by the ISO TC 213 WG10, concerned with dimensional and geometrical 
product specification and verification of measurement equipment, with the intention  to 
extend the ISO 10360 series to include CT measurement systems [29]. Verification tests 
such as the ISO 10360 do not consider the influence of single error components however 
and therefore only serve as a check that the measurement system is performing with 
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the specified range. For full traceability of measurements, the task specific uncertainty 
needs to be evaluated. In order to do this however, an uncertainty budget must be 
generated which quantifies the uncertainty components of each individual error source 
of which there are numerous. 
Large Number of Influence Factors 
To obtain dimensional measurements in X-ray CT, a number of steps have to be 
performed and at each stage, there are a number of influencing factors that potentially 
introduce systematic or random measurement error. Some of these factors are common 
to all measurement tasks e.g. thermal stability of the environment but most are specific 
to X-ray CT, e.g. scattering and therefore have an unknown influence on dimensional 
measurement. These influences will need to be better understood before measurement 
uncertainties can be calculated, which is vital to achieve traceability. A list of these 
potential influences have been developed and can be found in the VDI/VDE 2630 
guideline part 1.2 [25]. Although the list is not exhaustive, it covers most of the 
components of the X-ray CT system. Some of the most important influence factors have 
been the subject of much research which is reviewed in detail in Chapter 3. More 
research into these influences is needed however to quantify the interaction of these 
factors with each other and the results of measurement. Many of these influences are 
due to instability and inaccuracy of the positioning and kinematics of industrial CT 
systems which initially weren’t intended for the purposes of metrology. 
Design Limitations 
There are many applications for X-ray CT in industry [6], although some level of accuracy 
may be required for these tasks, most systems have not been designed for metrology 
therefore. In 2005 the first X-ray CT system designed for metrology was introduced [30] 
and a number of manufacturers have since produced their own versions of this. Designs 
have focussed on thermal stability of the enclosure, positional accuracy of the 
manipulator and stability of the source. Some examples of a dedicated X-ray CT 
metrology systems are given in Figure 5. Despite this development in X-ray CT hardware 
and software, it will still take time before standards are generated and complete control 
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over the measurement process can be obtained. Even with state-of-the-art systems, 
many limitations exist for dimensional measurement. 
 
Figure 5. Example of a Metrology CT systems by a number of manufacturers. Clockwise from top left: Nanotom 
from GE [31], CT-Precision from YXLON [32], Metrotom from Carl Zeiss [33] and MCT 225 from Nikon Metrology 
[34].  
Physical Limitations 
Although there are examples of the high resolutions that can be achieved with X-ray CT, 
the quality of data is workpiece specific and physical limitations exist to the size and or 
density of the workpiece that can be scanned. Generally speaking, the larger or more 
dense the workpiece, the harder it is to achieve high quality or resolution data. In order 
to justify the time and cost of using X-ray CT for inspection, the workpieces of interest 
are therefore high value or highly critical. As a result potential applications will often 
pose difficult geometries and materials for inspection which drives the need for systems 
with higher power, resolution and accuracy. There are however physical limitations to 
what can be achieved with these ‘off-the-shelf’ systems – often there is a trade-off 
between power and resolution or speed and quality. The main limiting factors that arise 
from the practical implementation of X-ray CT are highlighted in Chapter 2. The most 
relevant to this work are those associated with the X-ray source, namely the finite source 
size and broad energy spectrum. 
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1.4 Research Goals & Methodology 
This chapter has outlined the needs, benefits and limitations of industrial X-ray CT for 
dimensional metrology. The main goal of this doctoral research is to identify gaps in the 
current understanding of this field of research and contribute to the existing knowledge.  
This doctoral work was partly sponsored by the Manufacturing Technology Centre (MTC) 
and the majority of the work was carried out at the MTC using the state-of-the-art 
hardware available. The original aim of this project was to work with the NPL towards 
calibration of X-ray CT and the author was initially tasked with understanding and 
quantifying the influences factors associated with the X-ray acquisition workflow from 
generation of the X-ray beam, interactions with the workpiece and detection. It was 
soon found however that there were a large number of complex interactions associated 
with this workflow.  
The first deliverable of this research was therefore to create a list of these influence 
factors and determine which of these had the greatest potential to contribute to 
dimensional measurement error. This was done mostly by conducting a literature review 
to gain an extensive understanding of the X-ray CT technique, the dimensional 
measurement workflow and the key process variables and influence factors. An initial 
experimental study was also performed on a calibrated reference artefact to quantify 
the measurement error observed simply by changing the orientation and position of the 
workpiece. This piece of work highlighted a number of systematic errors in the surface 
position that seemed to depend on the scan configuration of the artefact. It was 
hypothesised that these effects were due to a number of interdependent influence 
factors associated with the X-ray beam. 
 The second deliverable of this research was to better quantify the effect of these 
influences on dimensional measurements. This was done by simulating the acquisition 
of X-ray CT images and modelling these influence factors. By doing this it was possible 
to directly quantify the effect each influence had on measurement results.  
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The final piece of this work was to validate the effect of these influences experimentally 
by scanning a real workpiece and comparing the results to the predictions of the 
simulation.  
The novelty of this work relates to the quantification of a number factors in X-ray 
computed tomography and their effect on dimensional measurements, namely, the X-
ray source size, energy spectrum and the effective pixel or voxel size. 
1.5 Structure of Thesis 
A brief description of each of the remaining chapters of this thesis are given below: 
Chapter 2 will give an overview of the fundamental principles of X-ray CT most relevant 
to the rest of this work. This chapter is split into three main sections; the first presents 
an introduction the theory of X-ray and radiographic imaging. The second focuses 
specifically on the mathematic foundation of tomographic imaging and also serves as an 
overview of the reconstruction methodology which is utilised in the simulation work 
found in the later chapters of this thesis. The third section describes some of the 
practical limitations of X-ray CT imaging and the influence these have on the final result.  
Chapter 3 introduces the topic of dimensional X-ray CT, starting with a brief introduction 
of dimensional metrology. The typical workflow used to extract dimensional 
measurements from CT data is outlined and the main influence factors are discussed. 
Finally the current state of dimensional X-ray CT is reviewed, highlighting the biggest 
challenges in this field.  
In Chapter 4, the initial experimental work is documented; a study performed using a 
calibrated hole-plate reference artefact. This artefact was scanned on a number of 
different X-ray CT systems under differing configurations. A number of systematic 
effects are observed which are seemingly related to the position and orientation of the 
hole-plate during the scan. Furthermore these effects are observed on all CT systems 
and are not compensated by the increased accuracy and stability of a metrology specific 
system. 
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In Chapter 5, the errors observed in the previous chapter are studied in more detail. The 
influences of the X-ray source due to the finite size and polychromatic energy range are 
modelled within a simulated X-ray CT acquisition. The systematic effects of these 
variables on the surface determination step are quantified for a simple workpiece. It is 
found that these X-ray source attributes can lead to both dilation and erosion of edges. 
The results of the simulation are also tested experimentally and are shown to be in good 
agreement. The results of the hole-plate experimentation are revisited and discussed in 
light of the new findings of this chapter. Potential correction methods for these X-ray 
source influences are discussed and finally the limitations of this thesis are highlighted 
and recommendations for future work are given.  
Finally in Chapter 6, the key findings of each of the chapters are summarised and a 
number of key conclusions are drawn with an emphasis on the recommended further 
work that could be performed to expand on this thesis. The novel contributions of this 
work are outlined and the specific outcomes that have resulted from this work are 
discussed.  
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Chapter 2: Theory of X-ray and Tomographic Imaging 
The aim of this chapter is to present the relevant theory and fundamental principles of X-
ray imaging and tomography that is later used throughout the rest of this work. The final section 
of this chapter ties the theoretical model to the practical application of tomography, presenting 
the limitations and the influence of these on experimental results. 
2.1 X-ray and Radiography 
Since the discovery of X-rays in 1895 by Wilhelm Röntgen, they have been utilised 
extensively for a number of applications in scientific, industrial and medical fields. 
Probably the most popular use of X-ray radiation is for radiographic imaging due to the 
unique ability to see into otherwise opaque objects. Although the discovery of X-rays is 
credited mostly to Rontgen, there were earlier reports of strange phenomena from 
scientists who were experimenting with discharge tubes [35]. Rontgen was the first to 
systematically study their effects and produced some of the first X-ray images such as 
that of his wife’s hand [36]. He is also credited with giving them the enigmatic prefix ‘X’ 
[37]. Since this time, research into X-ray radiation exploded and they quickly found their 
application in medical imaging [38]. Unfortunately the ionizing effects of this high energy 
radiation was not understood until much later which often resulted in skin burns, 
radiation sickness and even death [39]. Today, health and safety regulations employ 
stricter regulations in the presence of X-ray radiation, requiring X-ray sources to be 
sufficiently shielded to prevent overexposure of radiation [40]. This mandatory 
protection makes X-ray imaging more expensive and far less accessible than other 
imaging techniques and is one of the key disadvantages of radiographic techniques.  
 It is now understood that X-ray radiation is a form of light or electromagnetic (EM) 
radiation and are therefore characterised by their wavelength, frequency or energy. X-
ray are often split into two categories; ‘soft’ X-ray in the energy range 100 eV – 10 keV 
and ‘hard’ X-ray in the energy range 10 keV – 100 keV. It should be noted that these 
characterisations are for convenience and the ranges are not well defined and typically 
overlap as shown in Figure 6 – in other words there is no physical difference between a 
soft or hard X-ray.  
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Figure 6. The electromagnetic (EM) spectrum of light which classifies the various wavelengths of light based mainly 
on the mainstream applications. 
Some important properties of light are that it travels at a constant speed (in a 
homogeneous medium) equal to 299,792,458 ms-1 in a vacuum, light rays travel in 
straight lines and have no electric charge i.e. not deflected by the presence of a magnetic 
field. Light can interact however with matter in many different ways however, but 
generally speaking, the likelihood of any such interactions is inversely proportional to 
the wave energy. In other words the higher the energy of light the more transparent an 
object is to that particular wavelength. For light in the visible spectrum penetrating 
dense material such as metals, most of the light is attenuated at the surface. This is the 
reason most everyday objects appear solid to the naked eye. As the energy of the 
radiation increases, matter becomes more transparent and eventually a significant 
fraction of light will be transmitted as shown in Figure 7. By imaging with X-rays the 
internal features can be viewed with the clarity and detail akin to a conventional 
photograph. The practice of X-ray imaging relies on partial absorption of an X-ray source 
such that changes in intensity due to varying path length or a different absorbing 
medium are detectable.   
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Figure 7. An example of a digital X-ray radiograph of items in baggage. Taken from [41]. 
2.1.1 Generation of X-ray  
The most common way of generating X-rays for imaging purposes are X-ray tubes [42] 
however linear accelerators and synchrotrons are also used [43]. The fundamental 
mechanism for generation of X-ray is through the acceleration of charged particles such 
as electrons [9]. The X-ray tube and linear accelerator achieve this in the same way; 
through bombardment of high energy electrons into a metal target. A synchrotron is a 
circular particle accelerator which uses magnetic fields to steer the direction of high 
speed electrons and therefore constantly changing the linear velocity. This results in the 
generation of “bremsstrahlung” radiation, the energy is dependent upon the circular 
velocity and radius of particle path. For industrial imaging purposes the most 
commercially available source types are based on the X-ray tube design. The reason for 
this is both practicality and cost; synchrotrons require a lot of specialist infrastructure 
and physical space. Linear accelerators on the other hand typically possess a larger 
source size than desired for high resolution applications. 
The earliest X-ray tubes were Crooks tubes – although these were not originally designed 
for the generation of X-ray radiation, they were inadvertently produced as a side effect 
however, prompting their discovery. A partially evacuated glass chamber housed the 
components of this device as depicted in Figure 8. The creation of a potential difference 
between an anode and cathode and interactions of ionized gas molecules caused the 
liberation of so called cathode rays (electrons) from the surface which are subsequently 
accelerated towards the anode and mostly end up colliding into the glass walls of the 
tube – causing light at a range of energies to be emitted including that of X-ray radiation. 
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Figure 8. Demonstration of Crooks tube. Free electrons in the gas chamber are accelerated towards the anode, 
some of which reach the glass walls at the end of the tube and radiate visible light and X-rays. 
 The next generation of X-ray tube, sometimes referred to as the Coolidge tube, was 
designed for the purposes of X-ray generation and therefore produced the desired 
radiation more efficiently. Most modern X-ray tubes are now based on this design [9], 
shown in Figure 9.  
 
Figure 9. Schematic of the more recent Coolidge tube design. Electron are accelerated in a vacuum towards a metal 
anode, releasing X-rays radiation during rapid deceleration.  
It includes a heated filament which more readily releases electrons in a process called 
thermionic emission, this omitted the need for any gases to be present in the tube, 
allowing electrons to travel more freely through the vacuum. The electrons were also 
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targeted at the anode rather than being allowed to interact with the walls of the vessel. 
Quickly this design began to encounter limitations due to significant heat generation as 
a result of the electron interaction with the target [9]. It is suggested that 99% of the 
kinetic energy of the electrons is converted to heat and less than 1% to X-ray radiation 
[17]. In order to combat this, target materials with a high melting point were used, e.g. 
tungsten and copper heat sinks were often added [9]. Later on, more advanced cooling 
methods were employed such as water cooling and rotating targets. Heat dissipation in 
the target still remains one of the biggest limiting factors when generating X-ray, 
especially for micro X-ray CT as these systems can focus the electron beam to only a few 
micrometres in diameter. Modern ‘open’ tube designs are also more common, this 
allows them to be opened and resealed for maintenance or replacement of the filament.  
A typical X-ray tube spectrum is shown in Figure 10; X-rays are produced in these tubes 
via two main methods, namely characteristic and bremsstrahlung radiation. 
 
Figure 10.Schematic of a typical X-ray tube spectrum. The board underlying curve is produced via the 
bremsstrahlung mechanism and the sharp peaks are characteristic of the target material.  
As electrons approach the target they begin to interact with the atoms within the 
material. The electrons can be deflected by the positive charge of the atomic nuclei or 
slowed by bound electrons, causing them to loose kinetic energy, and as a result emit 
Bremsstrahlung radiation. The characteristic X-ray are generated as bound electrons in 
the inner shells of atomic nuclei are ejected from their orbitals due to interaction with 
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the incoming electrons – as a result, outer shell electrons occupy the new states, 
releasing EM radiation of a specific wavelength, determined by the ‘characteristic’ 
energy states of the electron orbitals in question.  
The characteristics of the X-ray radiation that is generated from these tubes depends on 
a number of physical factors, such as the target type, target material and filtration 
window material. Two main parameters are used to control the energy and intensity of 
the source, these are the acceleration voltage and the filament current. The effect of 
these two parameters on the source spectrum is illustrated in Figure 11. The current 
increases the intensity of the beam at all energies. The voltage controls the mean X-ray 
energy and the maximum energy of X-rays produced, it also increases the X-ray intensity 
over all energy ranges up to the maximum energy.  
 
Figure 11. Effect of source current (a) and voltage (b) on energy spectrum. Taken from [17]. 
2.1.2 X-ray interactions 
X-rays can interact with atomic matter in a number of different ways, however, there 
are only three possible outcomes; either the X-ray photon is completely absorbed, 
scattered elastically or scattered inelastically. All three interactions are observed over 
the typical X-ray energies ranges used in industrial X-ray CT [44]. As previously 
mentioned the interaction cross-section is dependent on the energy of the radiation 
however there are a number of other factors which influence the likelihood of any such 
interaction occurring. Figure 12 demonstrates the relative occurrence of these 
interactions across the energy ranges achieved by common X-ray systems. Each of these 
interaction mechanisms is briefly explained below.  
  
  
 
29 
 
 
Figure 12. Comparison of X-ray attenuation due to the three most dominant processes; coherent scattering; 
incoherent scattering and photoelectric absorption for Aluminium and Titanium. Data from [45]. 
Photoelectric Absorption 
Photoelectric absorption occurs when an incident photon is completely absorbed by a 
loosely bound electron. This occurs when the energy of the incoming photon exceeds 
the binding energy of the electron – liberating it from the atom, any remaining energy 
is converted into the kinetic energy of the electron. As the energy of the incident photon 
increases more tightly bound electrons can be ejected from the atom. Discontinuities in 
the interaction cross section are observed periodically, this is an indication that the 
incident photon energy equals that of a new energy orbital. Photoelectric absorption is 
most dominant at lower energies, up to about 100 keV.  The overall interaction cross 
section has a decreasing trend however, as interaction become less likely the higher the 
X-ray energy.  
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Coherent Scatter 
Scattering is the process by which light is deflected from its incident path through 
interaction with matter. Scatter can be split into two categories; coherent and 
incoherent. Coherent, also known as classical or elastic scattering, is observed when the 
wavelength of the scattered radiation is unchanged by the scattering process. The most 
dominant form of coherent scatter over the energy ranges of interest is Rayleigh scatter. 
This effect occurs as a result of the polarizability of atoms due to the positively charged 
nuclei and negatively charged electrons. Incident radiation will create an oscillating 
electric dipole which will emit scattered light of the same frequency with reduced 
intensity. 
Incoherent Scatter  
Incoherent scattering is observed when the wavelength of incident light differs from the 
scattered photons, incoherent scattering of light from free or quasi free electrons 
(electron binding energy is much less than photon energy) is known as Compton scatter. 
Compton scattering becomes more dominant than coherent scatter and photoelectric 
absorption at higher energies (Figure 12). The change in wavelength, Δ𝜆, is related the 
scattering angle as in Equation 1. 
Δ𝜆 =
ℎ
𝑚𝑒𝑐
(1 − 𝑐𝑜𝑠(𝜃)) 
Equation 1 
Where ℎ is Planck’s constant, 𝑐 is the speed of light, 𝑚𝑒 is the mass of the electron and 
𝜃 is the scattering angle. The energy loss of the incident photon is transferred to the 
electron, in some cases it is enough to eject the electron from the atom as shown in 
Figure 13.  
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Figure 13. Schematic of dominant X-ray-matter interactions typically observed in industrial X-ray CT. 
The Lambert-Beer law describes how the intensity of light decreases as it traverses 
through an absorbing medium. By considering the intensity, 𝐼, of a monochromatic light 
source before and after passing through a material of length 𝑥, Equation 2 can be 
derived as in [9]. 
𝐼(𝑥) = 𝐼0𝑒
−𝜇𝑥 
Equation 2 
Where 𝐼0 is the intensity of light at  𝑥 = 0, and 𝜇 is known as the attenuation coefficient 
which describes the attenuation properties of the material. The total attenuation can be 
defined such that it is linearly proportional to the propagation length; 
𝐴𝑡𝑡𝑒𝑛𝑢𝑎𝑡𝑖𝑜𝑛 = −𝑙𝑛(
𝐼(𝑥)
𝐼0
) = 𝜇𝑥 
Equation 3 
This is a useful measurement as it is directly proportional to the thickness of the 
material, it should be noted that this relation is usually only valid for a monochromatic 
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light source and the energy dependence of 𝜇 should be considered for a polychromatic 
light source. 
2.1.3 Detection of X-ray 
Detection of X-ray is the final step for obtaining a radiographic image. The earliest ways 
of detecting X-ray was on photographic film which is still used widely today. A more 
recent method of detecting X-ray radiation is with a digital detector – there are three 
main types of digital detector; ionization, scintillation, semiconductor [46]. The most 
commonly used in industrial CT is the scintillator and Charge Coupled Device (CCD) and 
thus discussion about other types will be omitted from this work. The scintillator 
converts the incoming X-ray photons into light in the visible wavelength which can then 
be detected by the CCD. As such, this method is often cited as indirect detection, this is 
important as these detectors cannot resolve the energy of the detected photons. The 
CCD is used in most modern digital cameras which converts light into electrical charge 
which is then stored digitally. For the detection of X-ray above 10 keV with a CCD, a 
scintillator must be added to convert the incoming radiation into lower energy light that 
can be detected by the CCD. This process is illustrated in Figure 14. 
 
Figure 14. A schematic of the scintillator and CCD set up in a typical digital X-ray detector. The scintillator material 
converts the incoming X-ray radiation to light in the visible range, which is converted to an electronic signal through 
the CCD. 
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 Typically a Fibre Optic Plate (FOP) is added which separates the scintillator from the 
CCD layer as this can influence the signal and also serves to protect the CCD which can 
be damaged over time due to exposure to the X-ray (as not all will be converted by the 
scintillator). The efficiency of the scintillator is dependent on the thickness of this layer, 
the material and the energy of incoming X-ray. Thicker scintillators tend to reduce the 
resolution however. More about the detector limitations is given in 2.3.4. Other options 
for recording X-ray data is to use a computed radiography which uses film plate that can 
be scanned by a laser and store the information digitally. 
2.1.4 Key Principles of Radiography  
The goal of radiography is to image the internal features of an object by propagating 
high energy radiation through it. By measuring the intensity of the source after it has 
been transmitted through the object of interest, differences in the absorption along the 
ray paths can be distinguished. However there are a number of factors that limit how 
effectively real features can be detailed. The main factors that are used to quantify the 
quality of a radiograph are the spatial resolution, contrast and noise.  
Spatial Resolution 
Spatial resolution is a measure of the resolving power of the image. It should not be 
confused with the pixel resolution of an image. The spatial resolution is usually 
parametrised by the Point Spread Function (PSF) which described how the imaging 
system responds to a point object, or the Modulation Transfer Function (MTF) which 
describes how the imaging system responds to spatial frequencies. The spatial 
resolution in radiography depends on a number of factors including the pixel or grain 
size of the projected image but it will also include the X-ray source size and the 
magnification factor of the image. 
Contrast 
The contrast is a measure of how well a feature can be distinguished from its background 
as shown in Figure 15. A number of factors will affect the image contrast, including the 
dynamic range of the detector, the energy of the X-ray source and the difference in X-
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ray absorption between two features. The contrast of small features can also be affected 
by the spatial resolution as they approach the resolution limit.  
Noise 
An X-ray detector is essentially a counting machine and due to the random nature of the 
absorption and detection process, a large enough sample of X-ray needs to be detected 
before the information contained in the signal can be distinguished from the background 
noise, as such the intensity of the source and length of exposure time will directly 
influence the noise level. An example of this is shown in Figure 15.  
 
Figure 15. Schematic of image quality parameters, spatial resolution, contrast and noise. An example of the 
influence of these qualities on the resulting image is demonstrated.  
Noise is inherent in any stochastic process but there are other influences that can 
increase the noise level such as scattering, detector fluctuations and detector efficiency. 
The signal-to-noise ratio (SNR) is typically used to quantify the noise level. To increase 
the SNR of the image, the exposure time can be increased. 
2.2 Theory of Tomographic Imaging 
The previous section has introduced the main principles of radiographic imaging and its 
wide range of uses. One of the biggest limitations of conventional radiography is that 
the depth information of the projected image is not preserved which can reduce the 
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effectiveness of this technique. This issue can partially be overcome simply by taking 
multiple images at different angular views as shown in Figure 16 revealing more depth 
information.  
 
Figure 16. X-ray projections of baggage at multiple angles. Taken from [41]. 
By taking multiple angular projections of an object and combining it with a 
reconstructive method, the complete 3D information of the object can be restored as 
shown in Figure 17. This is the basis of tomographic imaging which will be explained in 
detail in this section. To gain an understanding of the following, the author has mainly 
used the book on this subject matter by Kak and Slaney [47] reference should therefore 
be made to this material and others, [9], for a more rigorous derivation of the principles 
in this section. 
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Figure 17. Illustration of back projection process. Each angular view is smeared across the image space, adding to 
the image. 
2.2.1 Line Integrals 
The concept of line integrals and projections are first introduced in this section. 
Tomography is the process of obtaining a cross-sectional image from its projection data. 
The projections of an image are the sum of image coefficients along linear paths through 
the image plane in a given direction specified by an angle which can be thought of as the 
viewing angle Figure 18.  
The case of parallel ray projections will be presented first, followed by projections from 
fan beam rays. Mathematically these are represented by a set of line integrals parallel 
to 𝑠, 
𝑃𝜃(𝑡) = ∫ 𝜇(𝑥, 𝑦)𝑑𝑠 
Equation 4 
Where 𝑃𝜃(𝑡) is the value of the projection image at point t for the angle, . 
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Figure 18. Parallel projection of image plane. Each ray that passes through the image is parallel to the next. 
The value of the projection at each angle is then evaluated along the line, t, where, 
𝑡 = 𝑥𝑐𝑜𝑠(𝜃) + 𝑦𝑠𝑖𝑛(𝜃) 
Equation 5 
Which is perpendicular to 𝑠, in that case it is clear that 𝑠 and 𝑡 are just the rotational 
transformation of the (𝑥, 𝑦) coordinate system and therefore, 
𝑠 = 𝑦𝑐𝑜𝑠(𝜃) − 𝑥𝑠𝑖𝑛(𝜃) 
Equation 6 
 Which can be rewritten in terms of the image coordinates 𝑥, 𝑦: 
𝑃𝜃(𝑡) = ∫  
∞
−∞
∫  
∞
−∞
𝜇(𝑥, 𝑦)𝛿(𝑥𝑐𝑜𝑠(𝜃) + 𝑦𝑠𝑖𝑛(𝜃) − 𝑡)𝑑𝑥𝑑𝑦 
Equation 7 
This mathematic definition of the projection is known as the Radon transform, named 
after Johann Radon who first developed the mathematics used for tomography. As 
mentioned the goal is to reconstruct the image function from a set of projection images, 
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in the next section it is shown how this is possible through the Fourier Slice Theorem 
(FST), also known as the central or projection slice theorem. 
2.2.2 The Fourier Slice Theorem 
The Fourier slice theorem is the fundamental principle in Tomography as it provides the 
mathematical link between the projection images and the reconstructed image. In short 
the theorem states that the 1-dimensional Fourier transform of the projection image is 
equivalent a line in the 2-dimensional Fourier transform of the image function. To 
demonstrate this, the Fourier transform of a projection is first considered. The definition 
of the 1D Fourier transform of the projection image is, 
𝑆𝜃(𝜔) = ∫  
∞
−∞
𝑃𝜃(𝑡)𝑒
−𝑖2𝜋𝜔𝑡𝑑𝑡 
Equation 8 
And, the definition of the 2D Fourier transform of the image function is, 
𝐹(𝑢, 𝑣) = ∫  
∞
−∞
∫  
∞
−∞
𝜇(𝑥, 𝑦)𝑒−𝑖2𝜋(𝑢𝑥+𝑣𝑦)𝑑𝑥 𝑑𝑦 
Equation 9 
If we consider a projection at 𝜃 = 0 , it follows from Equation 7: 
𝑃𝜃=0(𝑥) = ∫  
∞
−∞
𝜇(𝑥, 𝑦)𝑑𝑦 
Equation 10 
And noting that at 𝜃 = 0, 𝑡 = 𝑥, from Equation 8, 
𝑆𝜃=0(𝜔) = ∫  
∞
−∞
𝑃𝜃=0(𝑥)𝑒
−𝑖2𝜋𝜔𝑥𝑑𝑥 
Equation 11 
By substituting Equation 10, Equation 11 becomes, 
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𝑆𝜃=0(𝜔) = ∫  
∞
−∞
∫  
∞
−∞
𝜇(𝑥, 𝑦)𝑒−𝑖2𝜋𝜔𝑥𝑑𝑥 𝑑𝑦 
Equation 12 
By comparing Equation 12 with Equation 9 it is clear that this is equivalent to the 2D 
Fourier transform of the image function evaluated along the line 𝑢 = 𝜔 and 𝑣 = 0 is 
𝐹(𝜔, 0) = ∫  
∞
−∞
∫  
∞
−∞
𝜇(𝑥, 𝑦)𝑒−𝑖2𝜋𝜔𝑥𝑑𝑥𝑑𝑦 = 𝑆𝜃=0(𝜔) 
Equation 13 
More generally; 
𝐹(𝑢 = 𝜔𝑐𝑜𝑠(𝜃), 𝑣 = 𝜔𝑠𝑖𝑛(𝜃)) = 𝑆𝜃(𝜔) 
Equation 14 
Equation 14  is the basis of the Fourier Slice Theorem. Another implication of this is that 
each projection of the image plane corresponds to a radial line in the Fourier domain as 
shown in Figure 19. It is noted that the entire frequency space can be filled by taking 
only the projections in a 180 range. 
 
Figure 19. Spatial and frequency representations of a projection. Adapted from [47]. 
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2.2.3 Image Reconstruction  
The Fourier Slice Theorem (FST) gives the mathematical relationship between the image 
projections and the image function through the Fourier transform. This section will 
demonstrate how the image function can be reconstructed from a finite set of 
projections. 
Tomographic reconstruction can be split between analytical reconstruction, based on 
the FST, and iterative reconstruction methods such as the algebraic reconstruction 
technique (ART) which attempts to solve the full set of linear equations associated with 
the summation of the image attenuation co-efficient along each ray path. This section 
will focus on the filtered back projection algorithm as this is more commonly used in 
industrial X-ray CT due to the superior efficiency of this technique over others.  
The task of reconstructing the image can be performed using a back projection 
algorithm, which involves ‘smearing’ each projection across the image plane at the 
corresponding angle, this process is repeated at every angle, summing each time. If this 
is performed for a set of 180 projections at 1 intervals, the reconstructed image is 
obtained as shown in Figure 20 b). This image is a rather blurred version of the original 
image (Figure 20 a)) and the reason for this is clear when considering Figure 21. As each 
projection only gives radial lines in the Fourier domain, if there is only a finite number 
of projections then missing data can be observed between each ‘spoke’, furthermore 
the sampling density decreases at higher frequencies, which explains why the image 
formed appears blurred. The 1D Fourier Transform of the projection image is performing 
a low pass filtering operation on the data and therefore higher frequency information is 
not preserved in the reconstruction.  
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Figure 20. a) Original Image. b) Reconstructed image using unfiltered back projection. c) Reconstructed image using 
filtered back projection. Figures created in MATLAB ver. R2019a. 
One way to combat this is to apply a weighted filter to the projection within Fourier 
space and then perform the usual back projection. This process is known as filtered back 
projection (FBP) reconstruction. This simple step can make a significant difference to the 
reconstructed image as shown in Figure 20 c). 
 
Figure 21. Fourier representation of each image projection. Adapted from [47]. 
The number of samples per unit area depends on the absolute value of  𝜔, and the 
spacing between projections, if projections are equally spaced and there are N 
projections over 360 then the angle between neighbouring projections is 
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𝑑𝜃 =
2𝜋
𝑁
 
Equation 15 
And thus the width of the gap is 
𝑎 = |𝜔|𝑑𝜃 = |𝜔|
2𝜋
𝑁
 
Equation 16 
It is then possible to filter each projection by a ramp like filter in the frequency domain, 
shown in Figure 22.  
 
Figure 22. Ramp filter used in frequency domain to boost high frequency signals. Adapted from [47]. 
From the Fourier slice theorem, the image function can be recovered using the 2D 
inverse Fourier transform: 
 
𝜇(𝑥, 𝑦) = ∫  
∞
−∞
∫  
∞
−∞
𝐹(𝑢, 𝑣)𝑒𝑖2𝜋(𝑢𝑥+𝑣𝑦)𝑑𝑢𝑑𝑣 
Equation 17 
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Changing to polar coordinates to obtain: 
𝜇(𝑥, 𝑦) = ∫  
2𝜋
0
∫  
∞
0
𝐹(𝜔, 𝜃)𝑒𝑖2𝜋𝜔(𝑥𝑐𝑜𝑠(𝜃)+𝑦𝑠𝑖𝑛(𝜃))𝜔 𝑑𝜔 𝑑𝜃 
Equation 18 
Which can be split to consider the range of 0 - 180 and 180 to 360 to obtain: 
𝜇(𝑥, 𝑦) = ∫  
𝜋
0
∫  
∞
0
𝐹(𝜔, 𝜃)𝑒𝑖2𝜋𝜔(𝑥𝑐𝑜𝑠(𝜃)+𝑦𝑠𝑖𝑛(𝜃))𝜔 𝑑𝜔 𝑑𝜃
+ ∫  
𝜋
0
∫  
∞
0
𝐹(𝜔, 𝜃 + 180∘)𝑒𝑖2𝜋𝜔(𝑥𝑐𝑜𝑠(𝜃+180
∘)+𝑦𝑠𝑖𝑛(𝜃+180∘))𝜔 𝑑𝜔 𝑑𝜃 
Equation 19 
Using the fact that 𝐹(𝜔, 𝜃 + 180∘) = 𝐹(−𝜔, 𝜃) gives: 
𝜇(𝑥, 𝑦) = ∫  
𝜋
0
∫  
∞
−∞
𝐹(𝜔, 𝜃)|𝜔|𝑒𝑖2𝜋𝜔𝑡𝑑𝜔 𝑑𝜃 
Equation 20 
And from Equation 14, substituting into Equation 20 gives: 
𝜇(𝑥, 𝑦) = ∫  
𝜋
0
∫  
∞
−∞
𝑆𝜃(𝜔)|𝜔|𝑒
𝑖2𝜋𝜔𝑡𝑑𝜔 𝑑𝜃 
Equation 21 
Equation 21 shows that the image function can be recovered by a filtered version of the 
1D FT of the projections or; 
𝜇(𝑥, 𝑦) = ∫  
𝜋
0
𝑄𝜃(𝑥𝑐𝑜𝑠(𝜃) + 𝑦𝑠𝑖𝑛(𝜃))𝑑𝜃 
Equation 22 
Where in Equation 22, 𝑄𝜃represents the filtered projection, 
𝑄𝜃(𝑡) = ∫  
∞
−∞
𝑆𝜃(𝜔)|𝜔|𝑒
𝑖2𝜋𝜔𝑡𝑑𝜔 = ∫  
∞
−∞
𝑃𝜃(𝑡)ℎ(𝑥𝑐𝑜𝑠(𝜃) + 𝑦𝑠𝑖𝑛(𝜃) − 𝑡)𝑑𝑡 
Equation 23 
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It should be noted that the value of 𝑄𝜃is constant at each angle for a line t =𝑥𝑐𝑜𝑠(𝜃) +
𝑦𝑠𝑖𝑛(𝜃) in the image plane. Equation 23 shows that the filtering operation can be done 
in either the frequency or spatial domain – by performing the filtering in the spatial 
domain it turns out to be much more efficient than transforming the projections to the 
Fourier domain and back again – the filtered projections can then be back projected in 
the image space. Filtered back projection is the most common method of tomographic 
image reconstruction due to the improved computational efficiency over algebraic 
techniques [9]. 
2.2.4 Fan beam Sources 
It has been shown how an approximation of the image function can be reconstructed 
from a set of parallel projection images using the filtered back projection method. As 
mentioned previously, the projections do not necessarily have to be formed from a set 
of parallel line integrals. This is useful as radiation sources naturally diverge and the 
assumption of parallel rays may only be made at large distances from the source. This 
section will demonstrate how this can be achieved for one of two cases of fan beam 
projections as shown in Figure 23, these are know either as equidistance or equiangular 
depending on the spacing between the rays. 
 
Figure 23. Two different fan beam configurations. For equidistance spacing the detector elements are spaced 
equally along a line. For equiangular spacing, detector elements are spaced at equal angles on an arc. 
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Equidistance Rays 
In this case the detector elements form a straight line, perpendicular to the central ray 
as illustrated in Figure 24. Rays converge at the source point S, at a distance D from the 
rotation centre, O. The orientation of the central ray in the coordinate system is denoted 
by angle, 𝛽. Each ray corresponds to a detector element at a distance, d, from the central 
ray. The detector is imagined to be at the orientation of the coordinate system for 
convenience. An arbitrary ray is denoted along line SF at an angle 𝛾 to the central ray. 
 
Figure 24. Outline of the fan beam coordinate system. 
Starting with the expression for the image function in Equation 22 and Equation 23 and 
integrating over 2𝜋 radians to obtain, 
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𝜇(𝑥, 𝑦) =
1
2
∫  
2𝜋
0
∫  
∞
−∞
𝑃𝜃(𝑡)ℎ(𝑥𝑐𝑜𝑠(𝜃) + 𝑦𝑠𝑖𝑛(𝜃) − 𝑡)𝑑𝑡𝑑𝜃 
Equation 24 
Any point in the image (𝑥, 𝑦) can also be expressed in polar coordinates,(𝑟, 𝜙), as in 
Figure 24. Substituting in Equation 24 gives: 
𝜇(𝑟, 𝜙) =
1
2
∫  
2𝜋
0
∫  
∞
−∞
𝑃𝜃(𝑡)ℎ(𝑟𝑐𝑜𝑠(𝜃 − 𝜙) − 𝑡)𝑑𝑡𝑑𝜃 
Equation 25 
Equating 𝑡 and 𝜃 from the parallel case to the fan beam parameters and Figure 24  gives 
Equation 26 to Equation 29: 
𝜃 = 𝛽 + 𝛾 
Equation 26 
𝜃 = 𝛽 + 𝑡𝑎𝑛−1 (
𝑎
𝐷
) 
Equation 27 
𝑡 = 𝑎𝑐𝑜𝑠(𝛾) 
Equation 28 
𝑡 =
𝑎𝐷
√𝐷2 + 𝑎2
 
Equation 29 
Substituting these into Equation 25 to obtain, 
𝜇(𝑟, 𝜙) =
1
2
∫  
2𝜋−𝑡𝑎𝑛−1(
𝑎
𝐷)
−𝑡𝑎𝑛−1(
𝑎
𝐷)
∫  
𝐿
2
−
𝐿
2
𝑃𝛽+𝛾(
𝑎𝐷
√𝐷2 + 𝑎2
)ℎ(𝑟𝑐𝑜𝑠(𝛽 + 𝑡𝑎𝑛−1(
𝑎
𝐷
) − 𝜙)
−
𝑎𝐷
√𝐷2 + 𝑎
)
𝐷3
(𝐷2 + 𝑎)3/2
𝑑𝑎𝑑𝛽 
Equation 30 
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Replacing 𝑃𝛽+𝛾 with 𝑅𝛽(𝑑) in Equation 30 gives, 
𝜇(𝑟, 𝜙) =
1
2
∫  
2𝜋
0
∫  
𝐿
2
−
𝐿
2
𝑅𝛽(𝑎)ℎ(𝑟𝑐𝑜𝑠(𝛽 + 𝑡𝑎𝑛
−1(
𝑎
𝐷
) − 𝜙)
−
𝑎𝐷
√𝐷2 + 𝑎2
)
𝐷3
(𝐷2 + 𝑎2)3/2
𝑑𝑎𝑑𝛽 
Equation 31 
And writing the argument of h as: 
𝑟𝑐𝑜𝑠(𝛽 + 𝑡𝑎𝑛−1(
𝑎
𝐷
) − 𝜙) −
𝑎𝐷
√𝐷2 + 𝑎2
= 𝑟𝑐𝑜𝑠(𝛽 − 𝜙)
𝐷
√𝐷2 + 𝑎2
− (𝐷 + 𝑟𝑠𝑖𝑛(𝛽 − 𝜙))
𝑎
√𝐷2 + 𝑎2
 
Equation 32 
By using the identity: 
𝑐𝑜𝑠(𝐴 + 𝐵) = 𝑐𝑜𝑠(𝐴)𝑐𝑜𝑠(𝐵) − 𝑠𝑖𝑛(𝐴)𝑠𝑖𝑛(𝐵) 
Equation 33 
And; 
𝑐𝑜𝑠(𝑡𝑎𝑛−1(𝐴)) =
1
√1 − 𝐴2
 
Equation 34 
And; 
𝑠𝑖𝑛(𝑡𝑎𝑛−1(𝐴)) =
𝐴
√1 − 𝐴2
 
Equation 35 
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𝑈 and 𝑠, are introduced such that Equation 32 can be expressed in terms of these two 
variables. U is the ratio of the distance 𝑆𝑃 to the distance D and 𝑠 is the distance 𝑂𝐹.  
𝑈 =
𝑆𝑂 + 𝑂𝑃
𝐷
=
𝐷 + 𝑟𝑠𝑖𝑛(𝛽 − 𝜙)
𝐷
 
Equation 36 
And by the triangular ratios it is clear that: 
𝑂𝐹
𝑆𝑂
=
𝐸𝑃
𝑆𝑃
 
Equation 37 
This gives: 
𝑠 = 𝐷
𝑟𝑐𝑜𝑠(𝛽 − 𝜙)
𝐷 + 𝑟𝑠𝑖𝑛(𝛽 − 𝜙)
 
Equation 38 
Which allows Equation 32 to be rewritten as: 
𝑠𝑈𝐷
√𝐷2 + 𝑎2
−
𝑎𝑈𝐷
√𝐷2 + 𝑎2
= (𝑠 − 𝑎)
𝑈𝐷
√𝐷2 + 𝑎2
 
Equation 39 
Which can be substituted into Equation 31 to obtain: 
𝜇(𝑟, 𝜙) =
1
2
∫  
2𝜋
0
∫  
𝐿
2
−
𝐿
2
𝑅𝛽(𝑎)ℎ((𝑠 − 𝑎)
𝑈𝐷
√𝐷2 + 𝑎2
)
𝐷3
(𝐷2 + 𝑎2)3/2
𝑑𝑎𝑑𝛽 
Equation 40 
From Equation 23 , ℎ(𝑡) in the Fourier domain is expressed as: 
ℎ(𝑡) = ∫ |
∞
−∞
𝜔|𝑒2𝜋𝑖𝜔𝑡𝑑𝜔 
Equation 41 
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Therefore, 
ℎ[(𝑠 − 𝑎)
𝑈𝐷
√𝐷2 + 𝑎2
] = ∫ |
∞
−∞
𝜔|𝑒2𝜋𝑖𝜔(𝑠−𝑎)(√𝐷
2+𝑎2)𝑑𝜔 
Equation 42 
Defining; 
𝜔′ = 𝜔
𝑈𝐷
√𝐷2 + 𝑎2
 
Equation 43 
And substituting into Equation 42 to obtain: 
ℎ[(𝑠 − 𝑎)
𝑈𝐷
√𝐷2 + 𝑎2
] =
𝐷2 + 𝑎2
𝑈2𝐷2
∫ |
∞
−∞
𝜔′|𝑒2𝜋𝑖𝜔
′(𝑠−𝑎)𝑑𝜔′ =
𝐷2 + 𝑎2
𝑈2𝐷2
ℎ(𝑠 − 𝑎) 
Equation 44 
And finally substituting this into Equation 40: 
𝜇(𝑟, 𝜙) =
1
2
∫  
2𝜋
0
1
𝑈2
∫  
𝐿
2
−
𝐿
2
𝑅𝛽(𝑎)ℎ(𝑠 − 𝑎)
𝐷
√(𝐷2 + 𝑎2)
𝑑𝑎𝑑𝛽 
Equation 45 
Equation 45 can be simplified further to get: 
𝜇(𝑟, 𝜙) = ∫  
2𝜋
0
1
𝑈2
𝑄𝛽(𝑎)𝑑𝛽 
Equation 46 
Where: 
𝑄𝛽(𝑎) =
𝐷
√𝐷2 + 𝑎2
𝑅𝛽(𝑎) ∗
1
2
ℎ(𝑎) 
Equation 47 
This looks similar to Equation 22 for the case of parallel projections. The image function 
can therefore be reconstructed by back projecting the filtered projections along the 
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equidistant ray paths and weighting the projection by the factor of 
1
𝑈2
. In Figure 25 it is 
shown how a single weighted fan projection looks like when back projected in this 
manner. This weighting accounts for the divergence of the ray paths. The task of fan 
beam reconstruction can be summarised as follows: 
i. Modify each projection, 𝑅𝛽(𝑎), by factor: 
𝐷
√𝐷2+𝑎2
 
ii. Convolve the modified projection, 𝑅′𝛽(𝑎), with 
1
2
ℎ(𝑎) 
iii. Weight each filtered projection by the factor 
1
𝑈2
 and back project, summing for 
each angle of β. 
 
Figure 25. Weighted back projection of single fan beam projection. The weighting accounts for the divergence of 
the ray paths, which is not observed in parallel beam acquisition. Figure created in MATLAB ver. R2019a. 
2.2.5 3D Reconstruction 
The previous sections have covered filtered back projection (FBP) in 2D for the case of 
parallel and fan beam sources. FBP can be extended to 3D acquisition of data too, often 
named cone beam CT.   The reconstruction algorithm is another step in the process chain 
where errors can be generated, leading to image artefacts. The most common artefact 
associated with the reconstruction algorithm are Feldkamp artefacts, named after the 
Feldkamp algorithm used for cone beam reconstruction [48]. This type of artefact is only 
observed in this mode and is due to incomplete data collection from circular cone beam 
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CT [49]. To acquire exact data the so called Tuy condition must be met which states that 
all planes that intersect a point in the reconstruction must also intersect the source 
trajectory [49], this is illustrated in Figure 26.  
 
Figure 26. Schematic of source scan trajectory showing example of a plane that meets the Tuy condition and one 
that does not. 
For a circular cone beam CT trajectory it is clear that only the central plane meets this 
condition and that this point moves further away from the central plane, more planes 
exist that do not meet the condition. This leads to a streaking effect which is more 
prominent at larger cone beam angles in the vertical direction as illustrated in Figure 27. 
There are many other trajectories that can be performed that ensure the Tuy condition 
is met for all points in the reconstruction, a common example is helical CT. 
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Figure 27. Example of Feldkamp artefacts in simulated CT data. Each sphere was placed at a different cone angle in 
the projection image, the greater the angle the harsher the artefacts.  
2.3 X-ray CT in Practice 
This section will explore how the mathematical theory of tomography is applied in 
practice. Ultimately it is not possible to perfectly reproduce the true values, in reality 
there are imperfections of experiment equipment, approximations, numerical error and 
influences beyond reasonable control. This section will show how the theory and 
practice deviate and what consequences this has on the results. The repeatable 
inconsistencies that are observed in the reconstructed data are often termed image 
artefacts, some of the most relevant of these are highlighted in this section.  
In practice, radiographs measure the intensity of X-ray radiation or a measure of the 
power density which is related to both the number and energy of X-rays detected. It has 
been demonstrated that for tomography there is a need to integrate some function 
along the projected lines. In X-ray CT the function to be reconstructed is the attenuation 
coefficient, 𝜇(𝑥, 𝑦). The attenuation coefficient is a measure of the how strongly a 
material attenuates an X-ray source and is proportional to the mass density. Each 
element in the projection image will therefore be a line integral of this function giving 
the total attenuation along that ray path. To perform the reconstruction of this function 
there is therefore a need to first calculate the X-ray attenuation. This is an easy 
calculation in practice, using Equation 3 relating the X-ray intensity to the attenuation. 
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2.3.1 Modes of X-ray CT 
X-ray CT typically consists of a source of X-ray radiation, an X-ray detector and a rotation 
stage to acquire different angular views of an object. There are a number of ways in 
which these components can be configured for different applications, for example in 
medical X-ray CT the patient remains stationary whilst the source and detector is moved 
around them.  An explanation of the different modes of CT scanning most commonly 
used in industrial X-ray CT systems is presented below. 
Fan Beam CT 
Fan beam or 2D CT typically uses a linear detector, in either a flat or curved geometry as 
illustrated in Figure 28. The source is also collimated into a single plane. Each full rotation 
in fan beam CT corresponds to a single slice in the reconstruction, as such the workpiece 
undergoes many rotations with a vertical translation step in-between to move the next 
slice into the beam plane. This mode of scanning is therefore relatively inefficient but 
there are some key advantages that result from this. Firstly this mode effectively 
eliminates the scatter signal as any scattered photons will likely fall out of the beam 
plane (Figure 28). Secondly, this scanning mode will not be subject to 3D or Feldkamp 
artefacts as observed in cone beam CT. 
 
Figure 28. Schematic of the fan beam CT set up. Collimator plates are often used to create a single plane of X-rays 
that are detected using a linear or curvy linear array detector. 
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Cone Beam CT 
Cone beam or 3D CT utilises an area detector to capture a 2D radiograph per angular 
view, as shown in Figure 29. A 3D volume can then be reconstructed after a single 
rotation of the workpiece. This mode of scanning is much more efficient than fan beam 
CT however, it is more prone to X-ray scatter and Feldkamp artefacts. 
 
Figure 29. Schematic of the cone beam CT set up. A cone of X-ray radiation is produced and a flat panel detector 
used to record the resulting intensity images. 
Other Scan Modes 
More complex scan modes are also commonly used in industry to improve image quality 
or enable larger, more awkward objects to be scanned. Helical scanning is illustrated in 
Figure 30, this mode simultaneously rotates and translates the workpiece continuously. 
The main advantage of this is that Feldkamp artefacts can be eliminated, it also increases 
the effective size of the beam angle along the rotation axis. Scan times are typically 
longer however and high precision manipulation is required for accurately translating 
the workpiece during the scan. 
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Figure 30. Schematic of the helical CT set up. This mode is similar to cone beam except that the workpiece is also 
translated parallel to the rotation axis during acquisition. 
Region of interest (ROI) scanning can be used to increase the voxel resolution in a sub 
volume of the part as in Figure 31. Often the physical dimensions of the workpiece is a 
limiting factor when performing a CT scan; conventionally it must fit within the beam 
envelope at all angles. However a secondary scan may be performed at a higher 
magnification where a smaller ROI is scanned. These can be stitched together providing 
higher detail in key areas. This clearly increases the overall scan time and can introduce 
additional error when stitching the images.  
 
Figure 31. Illustration of ROI scanning. A higher resolution can be achieved in a small region of a large workpiece 
by allowing some of the object to fall out of the field of view. 
  
  
 
56 
 
2.3.2 X-ray Source 
For the purposes of CT reconstruction it is assumed that the X-ray source is a 
monochromatic point source, however in practice the source spectrum consists of a 
wide range of energies and is generated over a finite area. These properties influence 
the quality of the reconstructed image, micro X-ray CT achieves source diameter sizes of 
less than 100 µm, allowing higher resolution images to be taken. Magnetic coils are used 
to focus the beam onto a very small area of the metal target as shown in Figure 32. 
Target materials usually require a very high melting point to withstand the heat 
generated by the bombardment of high energy electrons. This heat generation is even 
more crucial as the source diameter gets smaller as the power per unit area increases. 
 
Figure 32. Schematic of micro X-ray CT reflection tube. A high energy electron beam is focussed with magnetic 
lenses towards the target material where X-rays are generated. 
Finite Source Diameter 
The source diameter is a measure of the largest width of the X-ray source. The smaller 
the source diameter, the sharper the radiographic images will be, as illustrated in Figure 
33. The blur caused by the finite source is known as the penumbra, the size of this is also 
related to the relative distance of the imaged object to the source and detector, which 
can also be expressed in terms of the magnification factor. The source diameter can 
usually be inferred by measuring the resulting blur when imaging a sharp edge or 
resolution charts consisting of finely spaced line patterns. The source diameter will 
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influence the spatial resolution of X-ray CT images, the influence of this on dimensional 
measurements will be discussed in Chapter 5 in more detail.  
 
Figure 33. Demonstration of the effect of source diameter size on image sharpness. The size of the penumbra is 
proportional to the source size and the image magnification factor. 
Polychromatic Spectrum  
Another property of industrial X-ray CT tube sources is the wide band of X-ray energies 
that they generate. One consequence of this is the occurrence of a phenomena known 
as beam hardening. This effect describes the process of an increase in mean X-ray energy 
as the beam passes through a homogeneous material. The reason for this ‘hardening’ of 
the source is due to the energy dependency of the attenuation coefficient, µ, as plotted 
in Figure 34.  
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Figure 34. X-ray attenuation coefficient of iron and copper for X-ray energies from 1 keV to 400 keV. Data from 
[50]. Figure created in MATLAB ver. R2019a. 
As a result, lower energy X-rays are attenuated more readily than those of a higher 
energy, causing the beam hardening effect [51]. The outcome of this effect on the 
reconstructed CT image is known as cupping, an example of this is shown in Figure 35.  
 
Figure 35. Example of a cupping artefact. Bright edges and reduced internal contrast is indicative of cupping, most 
often as a result of beam hardening. 
The reconstructed grey-scale values at the edges of an object appear brighter, indicating 
a higher attenuation coefficient at that point. In reality the attenuation coefficient 
should be homogeneous but the beam hardening effect means the attenuation is much 
higher at the surface of the workpiece. Beam hardening is known to reduce the image 
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contrast making detection of features more difficult, Chapter 3 will discuss how beam 
hardening can lead to systematic measurement errors in dimensional X-ray CT.  
2.3.3 Manipulating and Positioning of Workpiece 
The manipulation system in an X-ray CT system is used to fixture the workpiece, position 
it within the beam and perform the necessary movements to capture the data during 
the acquisition process. High precision, of the order of a few micrometres is therefore 
required to place the workpiece at the correct orientation for each projection image. 
Inaccuracies in this system can lead to artefacts in the reconstructed image, some of the 
most common associated with the manipulation system are explained here.  
Position of Rotation Axis 
The position and orientation of the rotation axis is required for successful reconstruction 
of the projection data. Any deviations from the true position can lead to image artefacts 
such as those shown in Figure 36. Correction algorithms are usually built into the 
reconstruction software to reduce the influence of these artefacts. This can also occur 
due to misalignment of the detector. 
 
Figure 36. Example of artefacts due to misalignment of the true position of the rotation axis through the plane of 
the image. a) Image reconstructed with no centre of rotation offset. b) Image reconstructed with significant centre 
of rotation offset.   
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Scale Factor 
Due to the image magnification effect of having a diverging X-ray source, the effective 
pixel size is reduced as demonstrated in Figure 33. The geometric magnification depends 
on the relative positions of the source diameter, the workpiece and the detector. The 
magnification factor is then used to scale the effective voxel size in the CT image. 
Positional errors will therefore directly contribute to error in the scale length.  
Misalignment of Source, Detector and Rotation Axis 
In cone beam CT it is important that the detector is aligned such that the Y-axis is 
perpendicular to the rotation axis and the Z and X axis are aligned orthogonally to this 
and the detector. The influence of misalignment of the detector was investigated in [52] 
where the authors quantified the magnitude of misalignments before significant image 
artefacts were observed, an example of the influence of detector tilt is shown in Figure 
37. It is possible to quantify and correct for these misalignment errors, this is discussed 
further in 3.3.1.  
 
Figure 37. Example of the influence of detector tilt on reconstructed image. A) Original image. B) Simulated image 
with detector tilt about the x-axis of /10 radians. Taken from [52].  
Workpiece Stability 
The workpiece must be sufficiently fixed and turned by the rotation stage however it is 
subject to mechanical vibration and temperature variations which may change its 
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positioning over time. Furthermore suitable fixturing can be hard to achieve in X-ray CT 
as it can influence the quality of the scan, soft fixturing like foam are often used as an 
alternative but this can compromise the stability of the workpiece. Movement of the 
workpiece during the scan can lead to blurring artefacts in the reconstruction which can 
lead to poor surface determination.  
2.3.4 Detector Characteristics 
The scintillator and CCD type detector was described in 2.1.3. The quality of the image 
captured by the detector is limited by how well it can convert the incoming radiation 
into a digital signal. A number of characteristics associated with this detector type are 
described in the following. 
Pixel Size 
The pixel size is the area of each detector element and is therefore related to the 
resolution of the image, more pixels per area allows higher detail to be obtained. Image 
magnification can be achieved by using a diverging (fan or cone beam) X-ray source, 
which can reduce the effective resolution of the pixel. A smaller pixel size also directly 
influences scan time; halving the pixel size will require four times the exposure value to 
achieve the same pixel signal. 
Quantum Efficiency 
The quantum efficiency of the detector refers to how efficiently the detector can convert 
the incoming radiation into electrical signal. This is energy dependent; meaning that the 
detector may be biased to some X-ray energies, usually dependent on the scintillator 
material. The beam hardening effect described in 2.3.2 is therefore not only dependent 
on the X-ray beam spectrum but also on the spectral response of the detector.  
Afterglow 
Afterglow describes an effect in X-ray detectors where the intensity signal is recorded 
after the X-ray radiation have been switched off. This phenomena is associated with the 
scintillation material of the detector, which converts X-ray into lower energy light. Once 
an X-ray has been absorbed in the material, it can take some time before the converted 
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light is released. This effect has potential significance on the quality of X-ray images and 
dimensional measurement however, little research has been found on this topic.  
Cross-Talk 
Pixels in the detector do not behave like isolated detectors and the signal can ‘leak’ 
across the pixels, either during the conversion to light in the scintillator or charge 
leakage in the CCD. This phenomena increases the unsharpness of the image beyond the 
pixel resolution.  
Dynamic Range 
The dynamic range of the detector describes the range of input signal detectable to the 
detector. Typically the detector will only behave linearly over a limited input range. 
When the input single is low, the recorded intensity will often be dominated by the 
inherent noise of the detector. Conversely, when the input signal is too high the detector 
output signal will no longer increase linearly with the input signal due to saturation of 
the detector.  
Detector Uniformity 
The uniformity of the detector describes how the pixel sensitivity varies across the 
detector. Variation in the pixel sensitivity leads to ring artefacts, as shown in Figure 38. 
As this effect is systematic, it can be compensated by performing a shading correction, 
also known as a flat fielding correction. This also removes other effects such as the 
angular distribution of the source. 
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Figure 38. Example of ring artefacts. a) Image reconstructed in absence of ring artefacts. b) Image reconstructed 
with ring artefacts. 
2.4 Chapter Summary 
This chapter has introduced the key principles of radiographic and tomographic imaging. 
The relevant methods of X-ray generation and detection were covered and the main X-
ray interaction mechanisms were presented. The fundamental theory of tomographic 
imaging was explained and how image reconstruction can be achieved through the 
filtered back projection method. This chapter also touched on how X-ray CT can be 
achieved in a practical sense and the systematic effects that result from deviation from 
the mathematic theory. This chapter has therefore given a substantial overview of the 
tomographic principles which are relevant to the following chapters. Understanding 
these fundamental concepts will aid in the characterisation of dimensional 
measurement influences and how they manifest as measurement error.  
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Chapter 3: Introduction to Dimensional X-ray CT 
This chapter is intended to introduce the subject of dimensional X-ray Computed 
Tomography. A brief history of this field is given, outlining the main drivers towards this 
novel technology transfer and the existing limitations. An overview of the importance of 
measurement uncertainty and traceability is given with an explanation of the practical 
implementation of measurement uncertainty estimation. The measurement workflow 
for dimensional X-ray CT is then presented and each step is explained in detail. The most 
common influences on dimensional measurements, as cited in current scientific research, 
are discussed, highlighting the gaps in current understanding. Lastly the current state of 
dimensional X-ray CT is reviewed.  
3.1 Industrial X-ray CT for Dimensional Metrology 
In the previous chapter, the fundamental principles of X-ray CT were explained from the 
basic theory to how a 3D model is obtained in practice. Although X-ray CT is rooted in 
the field of medicine, it has expanded into many scientific disciplines and industrial 
applications over the last few decades [9][53]. One of the latest applications of this 
technology is in the field of dimensional metrology as a new generation of Coordinate 
Measurement Machine (CMM) following tactile and optical CMMs [11], [12], [16], [17], 
[54]. Extracting dimensional information from X-ray CT data requires only a few 
additional steps; determination of surfaces, fitting of geometric primitives, generating 
measurands and assigning a physical scale to the image voxels [10]. Furthermore, the 
measurement of internal features is completely unique to X-ray CT, giving it a special 
advantage over existing techniques. The main barrier that must be overcome however 
is ensuring measurements are traceable to measurement standards by estimating the 
task specific measurement uncertainty [55], as will be explained in the following section. 
This is considered to be a difficult task in X-ray CT due to the many influence factors 
associated with the measurement procedures [55]. Previous studies have shown that 
attempts to estimate measurement uncertainty are unreliable, even amongst expert 
users [56]. It is expected that by increasing the current understanding of this technology, 
that uncertainty estimation can be performed more reliably in the future. 
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3.1.1 History of Dimensional X-ray CT 
X-ray CT was first applied in the medical field since the invention by Hounsfield in the 
late 1960’s, it has since expanded into industry for non-destructive testing purposes and 
eventually for dimensional measurement in the early 1990’s [6]. The measurement 
accuracy of such systems was limited which can in part be attributed to metrology not 
being the main design intent [17]. Since this time dedicated metrology systems have 
been introduced by a number of CT vendors [30]–[34], [57]. In the absence of any 
published standards for dimensional measurement using X-ray CT systems, the 
Association of German Engineers or Verein Deutscher Ingenieure (VDI) developed 
guidelines for these purposes which are widely used by a number of CT vendors and 
serve as the sole documentation for citing metrological performance for X-ray CT 
systems [24]–[28].  
3.1.2 Novel Capabilities of X-ray CT 
Since X-ray CT is capable of reconstructing a 3D model of an object, it follows that 
dimensional information can be readily extracted from the data. The final result of a CT 
scan is a grey-scale image, representative of the X-ray attenuation [47]. With this image, 
a point cloud of the surface can be generated, comparable to the output of a 
conventional tactile CMM but typically containing several million co-ordinate points 
[16]. Furthermore, each material interface can be identified including internal surfaces. 
It should also be noted that the number of points captured is independent of the scan 
time. It is these properties that give X-ray CT some unique measurement capabilities 
[58][59]: 
Wall Thickness Analysis 
As internal features can be measured in X-ray CT, wall thickness measurements can be 
generated at any or all locations on the workpiece, from this pass/fail reports can easily 
be generated to quickly assess if a part is within the specified tolerances.  
Nominal/Actual Comparison 
This is useful for assessing the overall deviation of the real part against the CAD model. 
It can also be used to assess the deviation of two different parts against each other.  
  
  
 
66 
 
Simultaneous Inspection 
The cost of X-ray CT inspection is relatively high compared with other techniques, 
therefore, performing simultaneous inspection can offset the cost of these inspection 
steps by using the data for multiple tasks such as integrity inspection and dimensional 
measurement. Industrial CT is also increasingly being used for surface texture 
measurement, providing further scope for combining inspection tasks.  It is these unique 
capabilities that has led to the industrial interest in X-ray CT for dimensional 
measurement.  
3.1.3 Measurement Uncertainty and Traceability 
The International Vocabulary of basic and general terms in Metrology (VIM) [60] defines 
measurement uncertainty as: 
“Parameter that characterizes the dispersion of the quantity values that are being 
attributed to a measurand, based on the information use.” 
It is regarded as a quantification of the level of doubt surrounding a measurement, 
which is only considered complete when accompanied by an expression of uncertainty 
[61]. An expression of uncertainty therefore allows measurements to be compared and 
evaluated in a universal and independent manner. In manufacturing, a measurement 
without a statement of uncertainty is insufficient for decisions to be made about 
whether a component lies within or outside of the specified design tolerances. No 
measurement is perfect, which means a level of uncertainty surrounding the 
measurement must exist. All measurement results are therefore expressed as: 
𝑌 = 𝑦 ± 𝑈 
Equation 48 
Where y is the mean value of the measurement and U quantifies the associated 
measurement uncertainty. Measurement uncertainty allows traceability to the 
definition of the meter. Traceability is defined in VIM as: 
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“Property of a measurement result relating the result to a stated metrological reference 
through an unbroken chain of calibrations of a measuring system or comparisons, each 
contributing to the stated measurement uncertainty.” [60]. 
This allows two measurements on different systems to be properly compared provided 
they each have an unbroken chain of uncertainty evaluation. Measurement traceability 
is a requirement of international standards e.g. ISO 9001 [62] and is therefore crucial in 
high value manufacturing. 
Every measurement is prone to sources of error. These error sources may be numerous 
depending on the measurement instrument or measurement task. For instance almost 
all measurements are subject to measurement error deriving from thermal effects, i.e. 
the length of a 1 m steel bar will increase by approximately 60 µm if it is heated from 
20C to 25C. Temperature affects not only the measurement instrument but the 
workpiece as well. For this reason, international guidelines state that all measurements 
must be performed at 20C and any temperature variation from this value must be 
corrected for accordingly [63]. In order to find the true value of a measurement 
therefore, the value of workpiece and instrument temperature must be known. In reality 
this temperature measurement will have an associated uncertainty which will propagate 
through to an uncertainty in length measurement. At first measurement uncertainties 
seem problematic, however if one accepts that uncertainty is part of measurement and 
takes steps to analyse each of the sources of error involved in the measurement, the 
uncertainty can be estimated through construction of an uncertainty budget. This is one 
method for calculating the uncertainty, however measurement uncertainty evaluation 
is generally done by one of four methods: 
i. Uncertainty budget calculation from model equations as described in the Guide 
to Expression of Uncertainty in Measurement (GUM) [20]; 
ii. Procedure for Uncertainty Management (PUMA) method [64]; 
iii. Substitution method using calibrated workpieces; 
iv. Simulation of measurement process. 
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A combination of these methods is also acceptable. The GUM is regarded as the most 
important document relating to the estimation of measurement uncertainty, for a 
complete handling of the measurement uncertainty the methods outlined in the GUM 
should be used [65]. The goal of the GUM method is to calculate the measurement 
uncertainty analytically through model equations that relate the influencing factors to 
the measurand [66], 
𝑌 =  𝑓(𝑎, 𝑏. . . 𝑧) 
Equation 49 
Where 𝑌 is the measurand, a, b and z are the factors that influence the measurement. 
The uncertainty of each of these will then propagate through to the final uncertainty. 
The uncertainties of the input values can be determined statistically, known as a type A 
uncertainty, or by prior knowledge or expert experience, known as a type B uncertainty. 
A simplified version of this for a more practical approach for use in industry is known as 
the Procedure for Uncertainty Management (PUMA) as described in ISO 14253-2 [64]. 
Even using the PUMA method, knowledge of the main influence factors involved in the 
measurement are still required. The main difference between the GUM and the PUMA 
method is that the PUMA method is applied iteratively and optimised based on cost 
considerations, it is therefore more suitable for industry applications. 
The substitution method allows the measurement uncertainty to be estimated 
experimentally by performing repeated measurements on calibrated workpieces that 
are representative of the measurements performed on the workpiece, the calculated 
uncertainties can then be transferred to the workpiece measurements as described in 
[67]. The advantage of this methods is it does not require knowledge of all the influence 
factors involved as the uncertainty and bias is measured using the reference standard 
and directly transferred to the workpiece. This method does however require a large 
number of repeated measurements to be performed which can be time consuming.  
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According to [67] measurement uncertainty is typically broken up into four components: 
𝑈 = 𝑘√𝑢𝑝2 + 𝑢𝑤2 + 𝑢𝑐𝑎𝑙
2 + 𝑢𝑏
2 
Equation 50 
Where 𝑢𝑝 is the uncertainty associated with the measurement procedure, 𝑢𝑤 is the 
uncertainty associated with the workpiece, 𝑢𝑐𝑎𝑙  is the uncertainty associated with the 
calibration of the system and 𝑢𝑏 is the measurement bias.  
Simulation methods of uncertainty estimation can be advantageous for reducing the 
effort and cost of repeated measurements, but often use simplified models or 
assumptions and require experimental validation [68]. Uncertainty evaluation using 
simulation is covered in ISO 15530-4 [69].  
3.1.4 Calibration and Verification 
Calibration and verification are two kinds of checks that are performed which can 
indicate the metrological performance of a measurement system. These terms are often 
confused and it is important to point out the difference. Verification is defined as, 
“Confirmation through examination of a given item and provision of objective evidence 
that it fulfils specified requirements.” [60]. 
Verification is a standardised test that either confirms or rejects that an instrument is 
performing within given specifications, usually the maximum permissible error [70]. If 
the instrument fails the test then the performance specifications need to be changed to 
agree with the test results. This check is usually repeated on a periodic basis to ensure 
it is performing correctly. 
Calibration is defined as, 
“Operation establishing the relation between quantity values provided by measurement 
standards and the corresponding indications of a measuring system, carried out under 
specified conditions and including evaluation of measurement uncertainty.” [60]. 
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Calibration therefore establishes traceability of the measurement to international 
standards. In the context of a CMM system, a verification statement regarding system 
performance is used (as defined in ISO 10360) as a route to traceability, since a 
manufacturer cannot guarantee a task specific measurement uncertainty with their 
system. Currently no standards exist for verification or calibration procedures for 
dimensional X-ray CT systems although a new part of the verification series ISO 10360 is 
under development specifically for CMMs with CT sensors [29], more information on 
this is given in 3.4. For CMMs, calibration involves mapping the individual kinematical 
error sources of the system [66], this is much more complex for X-ray CT systems as error 
can arise from a large number of sources other than those associated with the 
kinematics [71]. The following section will outline the main processes for obtaining 
dimensional measurements with X-ray CT. 
3.2 Dimensional X-ray CT Workflow  
In order to identify the key influencing factors, the typical X-ray CT workflow for 
extracting dimensional measurements is presented in Figure 39. These are the main 
steps that are performed during a typical X-ray CT scan, each of these is also explained 
in this section. This section will also highlight the differences between the conventional 
CMMs widely used in industry and CMMs based on the tomographic method. 
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Figure 39. The typical process flow for dimensional X-ray CT tasks. 
Orientation and Positioning 
The first step in a CT scan is to position the workpiece in the X-ray beam, this requires 
selecting the orientation of the part and position within the X-ray beam. When choosing 
the orientation of the workpiece the operator will usually orientate it such that it 
reduces the maximum path length for X-ray penetration [72]; larger path lengths will 
require a higher X-ray energy to achieve the same transmission value.  Other 
considerations may include avoidance of large cone angles in the vertical direction – to 
minimise the angular subtend of the object along the rotation axis to reduce the 
influence of Feldkamp artefacts [73] as discussed in 2.2. The magnification of the part is 
also selected. By increasing the magnification factor the image can be spread over more 
pixels, making the effective dimensions smaller and increasing the resolution of the 
image. The limit of the achievable resolution is usually dictated by the source diameter 
size as it becomes comparable to the effective pixel size [74]. A higher magnification 
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factor also occupies more space on the detector and to avoid image artefacts it is 
necessary to capture the shadow of the entire workpiece in the detector at all angles. 
The chosen orientation and position of the part will ultimately depend on the workpiece 
geometry and the requirements of the inspection task and some geometries may be 
more suited to less conventional scanning modes such as a helical scan acquisition or 
even computed laminography; which is well suited for planar geometries with very high 
aspect ratios. 
Selection of Scan Parameters 
There are a number of user defined parameters that are selected before each scan. 
These parameters are usually for control of the X-ray source (voltage, current, and 
filtration), the detector (exposure time, gain) and the data acquisition (number of 
projections). These parameters can affect measures of the image quality; the spatial 
resolution, contrast and signal-to-noise or the scan time and there is usually a trade-off 
between these factors when selecting the parameters [21]. The selection is typically left 
to the judgement of the operator to decide on the best combination of parameters for 
‘optimal’ results. This step of the process is therefore heavily user dependent and a 
potential source of measurement uncertainty [75]. 
Flat Field Correction 
The shading or flat field correction compensates for the non-uniformity of the X-ray 
source and detector pixel sensitivity [76]. The correction scales the individual output of 
each pixel such that when the X-ray source is on and no object is present the pixel value 
is uniform over the entire detector field. Insufficient correction can lead to so called ring 
artefacts as described in 2.3.4. The flat field correction captures two reference images; 
a flat field, 𝐹, and a dark field, 𝐷. The flat field is a frame or mean of many frames 
captured during constant tube output and no obstacles between the source and 
detector. The dark field is captured in the absence of radiation; a measure of the 
systematic offset of the detector output. The corrected image, 𝐶, is then obtained from 
Equation 51 where 𝑃 is the uncorrected image. 
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𝐶(𝑥, 𝑦) =
(𝑃(𝑥, 𝑦) − 𝐷(𝑥, 𝑦))
(𝐹(𝑥, 𝑦) − 𝐷(𝑥, 𝑦))
 
Equation 51 
Each reference image must be obtained for each new set of parameters and ideally for 
every scan as the X-ray source and detector characteristics vary temporally.  
Data Acquisition 
During the data acquisition step, projections are captured by the detector as the 
workpiece is rotated by the manipulator. The positioning of the workpiece is susceptible 
to errors arising from thermal expansion of the scanner components, mechanical 
vibration and alignment of coordinate axes [77].  
Correction of Rotation Axis Position and Alignment 
This is a standard software correction to compensate any differences in the assumed 
position and the true position of the axis, it can also compensate for misalignment of 
the axis [76]. If uncorrected, it can lead to image artefacts as described in 2.3.3 and 
potentially influence measurement results. Several automated methods exist, some 
assessing the variation between pairs of opposite angular projections [78], others 
iteratively determine the rotation centre through optimisation of reconstruction image 
quality parameters [79].   
Correction of Non-Linear Effects 
The principal non-linear effects in X-ray CT are beam hardening and scattering as 
discussed in 2.1.2 and 2.3.2. The effect of these influences are well documented in X-ray 
CT, leading to cupping artefacts, streaking and loss of contrast [51][80]. For correction 
of beam hardening in single material objects, common methods involve linearization to 
correct for the influence of beam hardening by directly measuring the attenuation curve 
through the use of stepped wedges [81] or estimation using simulation or iterative 
techniques [16] [82]. For multi-material objects, beam hardening correction is more 
complex but can be performed by scanning the object using multiple energy sources 
[83]. The beam hardening effect can also be reduced using hardware filters such as 
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metal plates to pre-harden the X-ray source spectrum. Deconvolution methods [84], [85] 
can be used for the correction of scatter or this can be directly measured using scatter 
grids or hole-plates [86] or simulated through Monte-Carlo methods [87].The influence 
of beam hardening and scattering on dimensional measurement is reviewed in more 
detail in 3.3.2. 
Voxel Size Determination 
The individual elements that make up the reconstructed CT image are commonly 
referred to as voxels. To extract dimensional information from this data, each voxel must 
be assigned a physical size, this can be done through Equation 52 as defined in [88]. 
 
𝑉𝑠 =
𝑛𝑑
𝑚𝑁𝑣
 
Equation 52 
Where 𝑛 is the number of detector pixels perpendicular to the rotation axis, 𝑑 is the 
detector pixel size, 𝑚 is the geometric image magnification factor, equal to: 
𝑚 =  
𝑆𝑜𝑢𝑟𝑐𝑒 − 𝑡𝑜 − 𝑂𝑏𝑗𝑒𝑐𝑡 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑆𝑂𝐷)
𝑆𝑜𝑢𝑟𝑐𝑒 − 𝑡𝑜 − 𝐷𝑒𝑡𝑒𝑐𝑡𝑜𝑟 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑆𝐷𝐷)
 
Equation 53 
and 𝑁𝑣 represents the number of voxels to which the data is mapped which is arbitrary 
but is usually set such that it is equal to 𝑛. For accurate voxel size 
determination, 𝑆𝑂𝐷, 𝑆𝐷𝐷 and the pixel size must be calibrated as error in these 
quantities will propagate to errors in the voxel size determination. It is typical to perform 
a calibration of the scale axis by scanning a reference object of known dimensions to 
correct for any systematic errors in the scale. This check is usually performed periodically 
to verify that the scale error is below some specified value, similar to the verification 
test for CMMs. Rescaling may also be done during the scan by scanning the workpiece 
and reference object simultaneously or consecutively without moving the position along 
the magnification axis. A number of reference objects have been suggested for this task 
but it is important that the calibrated reference length is independent of the surface 
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determination step as this could influence the result [88]. Centre-to-centre distance of 
holes, spheres or hemispheres are therefore appropriate for this task.  
Reconstruction 
The mathematical theory of reconstruction that was presented in 2.2 covered the 
Fourier based reconstruction method implemented via filtered back projection (FBP). 
FBP reconstruction is more commonly used over algebraic or statistical reconstruction 
methods as it is more computationally efficient [9] allowing for shorter reconstruction 
times. For cone beam CT however, exact reconstruction with FBP is not possible for 
circular scan trajectories and Feldkamp artefacts occur as a result as described in 2.2.5. 
These artefacts have been shown to influence dimensional measurement data in a 
number of studies [89][90].  
Post Processing 
Any post processing of the data is included in this step which typically includes image 
filters such as Gaussian or Median filters to reduce noise or post reconstruction artefact 
correction. These filters are typically applied to improve the data quality, however the 
influence of these filters on dimensional measurement are in general not well 
understood and may contribute to measurement uncertainty. Common post-processing 
steps will therefore be analysed in the experimental trials in Chapter 4.  
Surface Determination 
Edge determination is a crucial step for obtaining dimensional measurements from X-
ray CT data [17]. This process involves estimating points in the image that correspond to 
the interfaces between materials, where particular features or the entire surface 
geometry of an object can generated and dimensions can then be extracted [12]. In X-
ray CT images, material edges correspond to a change in the local grey-scale value. 
Ideally these changes are sharp, reducing ambiguity in the edge position and making 
estimation of the edges fairly trivial. In reality the CT grey-scale values transition from 
one material to another over a number of voxels, furthermore the presence of image 
noise and artefacts can influence this process [91]. There are a number of methods of 
surface determination which are not exclusively used for X-ray CT data, and can be 
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roughly grouped into two categories; local and global methods. Local methods define 
the edge based on the immediate vicinity of the edge using for example the edge 
gradient to determine the edge position. Global methods typically use the entire image 
statistics to compute a single threshold value that is used to separate one material from 
another. The most commonly used methods of surface determination in X-ray CT are 
the ISO-50, Otsu and Canny methods. Each of these is briefly described in the following 
sections.  
ISO-50 
The ISO-50 method is a global surface determination commonly used to segment single 
material X-ray CT data. The threshold is determined by analysing the grey-scale 
histogram, a typical example is shown in Figure 40. The grey-scale histogram records the 
occurrence of each grey-scale value in the data. To determine the threshold value, 
firstly, peaks in the histogram are identified, these correspond to the mean grey-scale 
of a material if the profile of the peaks are symmetric. The ISO-50 threshold between 
any two material peaks is defined as 50% of the difference in grey-scale value between 
the two peak values. For the example shown in Figure 40 the material peak occurs at 
121.795 and the background peak at 0.509, the ISO-50 threshold is therefore 61.152. 
 
Figure 40. Example of ISO-50 thresholding. The ISO 50 threshold grey-value is taken as half-way between the 
material and background peaks. 
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The main advantage of the ISO-50 method is that it is can be calculated very quickly. The 
ISO-50 does not typically select the optimal threshold value however, for measurement 
this usually results in systematic error [59]. Furthermore, local variation in the grey-scale 
values can limit the effectiveness of global thresholding.  
Otsu 
The Otsu surface determination method is also threshold based. This method also relies 
on the grey-scale histogram statistics to calculate a threshold value. This is done by 
selecting the threshold value that minimises the within-class variance, 𝜎𝑊
2 , defined in 
Equation 54, as 
𝜎𝑊
2 = 𝑊𝑏𝜎𝑏
2 + 𝑊𝑓𝜎𝑓
2 
Equation 54 
Where 𝑊𝑏 and 𝑊𝑓 are the fraction of background and foreground pixels to the total 
number of pixels and 𝜎𝑏
2 and 𝜎𝑓
2 are the variances of the background and foreground 
pixels. The within-class variance is therefore calculated for each threshold value and the 
Otsu threshold is that which returns the smallest value of 𝜎𝑊
2 . A more efficient way of 
calculating the Otsu threshold value is described in the original publication [92]. The 
advantage of the Otsu method is that it can determine a more optimal threshold value 
as it considers the variance of the histogram values, not just the peak values. The Otsu 
method requires performing more calculations than the ISO-50 method and can 
therefore be time consuming especially for large data sets. Like the ISO-50 method it 
relies on bimodal data and can be unreliable when the area of the material is much 
smaller than the background and vice versa. The Otsu method is another example of 
global thresholding and therefore retains many of the limitations of the ISO-50 method. 
Canny Edge Detection 
The Canny edge detection algorithm was developed by John Canny for finding edges in 
images with a low error rate [93]. The Canny edge detection method consists of 5 
primary steps: 
 Smoothing operation to reduce image noise; 
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 Gradient operation to identify changes in pixel values which indicate edges; 
 Non-Maximum Suppression to thin edges by finding the local maxima; 
 Segmentation of strong and weak edges by setting two thresholds; 
 Suppression of weak edges unconnected to strong edges through hysteresis. 
The simplicity and accuracy of the Canny method has made it one of the most popular 
methods for automatic image edge detection. It is inherently successful at avoiding false 
edges and is less affected by variation and noise. This method can be classed as local as 
it considers the neighbouring region when performing steps 3 and 5. The influence of 
these three methods and others on dimensional measurement has been investigated in 
a number of studies, which have universally found that global thresholding methods are 
less accurate than localised determination [17], [59], [91], [94]. Although the Otsu 
method is generally considered more accurate than the ISO-50 method, it was found to 
exhibit a large bias in the presence of image artefacts [95]. It is recommended therefore 
that when using a thresholding method such as ISO-50 or Otsu that the global threshold 
be adapted based on the local grey-scales [91]. One study compared such a local 
adaptive technique against a Canny edge detector, finding that the Canny method to 
have a much reduced uncertainty [96]. After considering the surface determination 
methods above it is clear that the preferred method for metrology purposes is a local 
edge gradient based method. Other studies such as [91] have considered  testing 
multiple surface determination methods in their work, however, since gradient based 
methods have consistently outperformed threshold based methods for dimensional 
measurements, it is therefore considered little value to include these in this work.  
Resolution and Unsharpness  
In General, the resolution of an image relates to how well two distinct features can be 
distinguished from each other. Definitions of these two concepts have been found in 
[97] with resolution defined as; 
“The ability of an imaging system to register separate images of two closely situated 
objects.” 
And unsharpness as; 
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“The ability of an imaging system to reproduce a sharp edge.” 
The unsharpness will therefore influence the resolution of the image, along with a 
number of other factors, namely noise and contrast.  
Classically, spatial resolution has been defined using the Rayleigh or Sparrow criteria 
[98]. Since these criteria relate the resolution to whether or not two objects can be 
distinguished, physical structures are typically used to determine the limits of resolution 
of a system. These artefacts generally use patterns of line structures with varying 
spacing between them. Determining the resolution in this way can be subjective since it 
usually requires some amount of human judgement.   
These line patterns can be useful for 2D radiographic imaging however since it can be 
easy to include these patterns with the image. So called Image Quality Indicators (IQIs) 
are used in industrial 2D radiographic inspection to provide a traceable measure of the 
image resolution [99]. It is more complicated however to give a measure of resolution 
in 3D X-ray CT due to the dependence on a large number of factors, although artefacts 
have been developed for these purposes – it is much more difficult/impossible to scan 
these simultaneously with the object. Since the resolution will depend on the position 
within the scan volume, scan settings, object material and materials path, it is almost 
impossible to practically quantify the scanner resolution since such an artefacts would 
also need to be scanned in many positions under many different settings.  
Other, more objective, ways of assessing the performance of an imaging system use 
either the Point-Spread Function (PSF) or the Optical Transfer Function (OTF) [100]. The 
PSF describes the ability of an imaging system to reproduce a single point [101], the OTF 
describes the ability of an imaging system to reproduce a sinusoidal function across a 
range of spatial frequencies. In this way the PSF can be thought of a measure of 
unsharpness and the OTF a measure of the resolution. These two functions are related 
to each other mathematically; with the OTF being the Fourier transform of the PSF, 
𝑂𝑇𝐹 = ℱ[𝑃𝑆𝐹] 
Equation 55 
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The OTF itself is comprised of two other function describing the contrast and phase 
components of the OTF named the Modulation Transfer Function (MTF) and the Phase 
Transfer Function (PTF) respectively, 
𝑂𝑇𝐹(𝜔) = 𝑀𝑇𝐹(𝜔)𝑒𝑥𝑝[𝑖𝑃𝑇𝐹(𝜔)] 
Equation 56 
It follows therefore that the MTF is equal to the modulus of the OTF and for this reason 
the MTF is typically measured in place of the OTF. Through the relationship defined in 
Equation 55, the MTF can be derived from the PSF and vice-versa. It is often more 
practical however to measure the 1-dimensional Line Spread Function (LSF). The LSF can 
be obtained by measuring the response to a line object in one direction which is 
equivalent to a circularly symmetric PSF. The MTF can then be obtained by taking the 
Fourier transform. 
Fitting Geometric Features 
Once the surface points have been determined, geometric features can then be fitted 
such as planes and spheres. The fitting algorithms and fitting parameters can influence 
the measurement results similarly to other CMM point cloud data as generated from 
tactile or optical systems for example. One advantage of X-ray CT is the large number of 
surface points that can be extracted from a single scan, allowing significantly greater 
coverage than a tactile system with comparable acquisition times (in the order of tens 
of minutes); reducing the influence of random error. 
Dimensional Measurement  
Once measurement features have been fitted to the data, dimensional measurands can 
be extracted. It is also possible to extract Geometric Dimensioning and Tolerancing 
(GD&T) features, perform CAD/Nominal comparisons and wall thickness analyses. 
Recent research has also demonstrated the feasibility of using micro X-ray CT to 
measure surface roughness of AM components [102]–[104]; not only does this allow 
characterisation of internal surfaces but can provide more information than 
conventional techniques as it allows sub-surface and re-entrant features to be 
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extracted. The final and arguably the most important step is measurement uncertainty 
evaluation which is discussed in Chapter 5. 
3.3  Influence Factors 
As previously discussed, dimensional measurements in X-ray CT involve an edge 
determination step, this usually involves finding regions where the image grey-scale 
values have the largest change, represented mathematically by the gradient. The 
determination of edges is susceptible to systematic error which can bias the edge 
position in a given direction. It is important to note however that not all types of 
measurement will be directly influenced by a systematic edge offset, for example the 
position of hole centres will not be affected by a global edge offset, shown in Figure 41.  
 
Figure 41. Schematic illustration of unidirectional and bidirectional length measurements.  
It is useful therefore to split X-ray CT measurements into two categories, known as 
unidirectional and bidirectional measurements. These terms refers to the direction of 
probing as would be the case for tactile CMMs; unidirectional being from the same 
direction and bidirectional from opposing directions (Figure 41). Within the German 
guideline series VDI/VDE 2630 there contains a list of potential influencing variables 
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[25]. The following sections discuss some of the most common influences studied in the 
scientific literature. These influences can largely be separated into two categories; those 
that influence the voxel size determination step (unidirectional) and those that influence 
the surface determination step (bidirectional).  
3.3.1 Unidirectional Error 
The main source of unidirectional error in X-ray CT is cited as global scale error [88] by 
incorrect voxel size determination. From Equation 52 and Equation 53 it is shown that 
the voxel size is directly influenced by the Source-to-Detector Distance (SDD) and the 
Source-to-Object Distance (SOD). The uncertainty in the calibration of these distances 
will therefore propagate through to an uncertainty in the voxel size. This relationship 
also assumes perfect alignment of the linear and rotational axes; some studies have 
attempted to quantify the influence of positional and rotational error of the axes on the 
CT image [105]. As demonstrated in 2.3.3 the correct alignment of these components is 
crucial to avoid image artefacts which can then potentially lead to other sources of error 
(3.3.2). The position of the rotation axis is used directly for determination of the voxel 
size (Equation 52) and therefore directly influences the voxel size [77]. The accuracy of 
axis positioning on non-metrology X-ray CT systems is not adequate for most 
dimensional measurement tasks. However, this can be overcome through the use of a 
calibrated reference artefact (Figure 42).  
 
Figure 42. Image of CT ball bar. Steel balls fixed to ends are located with tactile CMM to create a calibrated 
reference length. The ball bar is scanned by the CT system and used to scale the dataset. 
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The artefact typically consists of two or more spheres, allowing the distance between 
them to be calibrated on a tactile CMM. This acts as a reference length to which the 
voxel size can be more accurately scaled. A description of how this artefact is used can 
be found in the following chapter.  
A number of reference workpieces have been proposed and tested for this purpose. A 
‘fibre gauge’ workpiece was proposed by [106] consisting of holes and pins. The inner 
and outer features allowed for correction of surface threshold value as well as scale 
length error. Other workpieces consist of ball bars [54], ball bearings or ruby spheres on 
carbon fibre rods as used by [88]. 
Thermal expansion of the workpiece will also manifest as a unidirectional error [107] so 
it is necessary to record the temperature inside the machine and correct for any 
systematic errors resulting from thermal effects. So called ‘source diameter drift’, 
referring to variation in the position of the source during the scan, has also been 
investigated for its influence on dimensional measurements. Movement of the source 
can potentially change the SDD leading to error in voxel size determination, it may also 
lead to image artefacts, influencing the surface determination also (see 3.3.2). Heating 
of the source components during operation can potentially lead to movement of the 
source [25]. The drift of a source diameter on one industrial X-ray CT system was 
measured in [108], it was found that the drift was significantly greater when starting 
from ‘cold’ than when measured after a few hours of operation. A compensation 
method for instability of the projection images during the scan was applied in [109], the 
corrected and uncorrected data was reconstructed and compared, finding surface 
deviations with a standard deviation of 5 µm. 
Localised scale errors have also been detected in dimensional X-ray CT due to 
misalignment of machine components and detector distortions. It was reported in [110] 
that geometric image distortions due to detector defects could lead to local scale length 
variation, these errors were then mapped and a correction was applied leading to 
reduced error variation.  
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3.3.2 Bidirectional Error 
Bidirectional errors are those associated with the detection of edges in X-ray CT. 
Whether specific influence factors lead to a bidirectional length error depend on the 
surface determination method, but in general, surface determination can be influenced 
by image artefacts, image noise and image contrast. The accuracy of surface 
determination also related to the image resolution. The most common causes of image 
artefacts in cone beam X-ray CT include beam hardening [51] (cupping artefact, streak 
artefact),  scattering [80] (cupping artefact), Feldkamp effect [9] (Feldkamp artefact, 
cone beam artefact), misalignment of the CT geometry [52], movement of the workpiece 
or geometry during the scan [111] (motion artefact) and non-uniformity of the detector 
or X-ray source [112] (ring artefact).  
The effects of beam hardening have been widely cited as influencing dimensional 
measurements in X-ray CT [91], [113]–[118]. These studies concluded that beam 
hardening systematically leads to dilation of edges in X-ray CT; the position of the edges 
moves in the direction of the surface vectors, causing outer dimensions to increase and 
inner dimensions to decrease [118], [119]. Interestingly, studies performed on Beam 
Hardening Correction (BHC) using linearization methods found that corrections are 
typically insufficient and can sometimes lead to overcorrection of the beam hardening 
effect, which can lead to erosion of the edge [114], [117], [118]. This is usually due to 
lack of knowledge of the attenuation curve which is not only dependent on the 
workpiece material but also the source spectrum, filtration and detector properties. 
Methods to reproduce the attenuation curve exist however [120]–[122] which can 
improve the validity of the BHC. The accuracy of these corrections are still influenced by 
other factors however such as scattering and source or detector uniformity. A doctoral 
thesis by Lifton, investigating the influence of both beam hardening and scattering 
concluded that these influence factors are not independent and correction methods for 
each is necessary for reducing systematic edge error in X-ray CT [91]. The reason why 
BHC and scattering leads to these errors was not fully understood however and further 
work may be necessary to understand why these systematic errors are observed.  
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The influence of the spatial resolution on dimensional measurement does not appear 
commonly in the literature however it is expected that image unsharpness can influence 
the edge detection. Attempts to quantify the influence of spatial resolution on 
measurement found that errors were more pronounced at a higher resolution [123] 
however as the authors state this is most probably explained by stronger Feldkamp 
artefacts at a higher magnification and is therefore independent of the spatial 
resolution. Further investigation into the influence of spatial resolution on 
measurement is required. The influence of Feldkamp artefacts on the probing error form 
(PF) and probing error size (PS) was investigated by comparing cone beam and helical 
CT data [89]. Simulated projection data was used in order to remove other influences ~ 
25 µm probing error form was found in in the cone beam data at a 17.3 cone angle 
compared to approximately 7 µm in the central plane and in the helical data. Helical 
data is more susceptible to errors from misalignment of scanner components however, 
which is not represented here as the simulated data was not affected by such influences.  
3.4 Current State of Dimensional X-ray CT 
3.4.1 Uncertainty Estimation for X-ray CT Measurement 
Measurement uncertainty estimation in X-ray CT has been studied using the various 
methods described previously in this chapter. The use of the GUM for X-ray CT is not 
currently seen as feasible due to the many influence factors involved and lack of 
guidelines [124]. Some studies have been conducted using simulation for uncertainty 
estimation [125][126].   
Estimation of measurement uncertainty by the substitution method is probably the 
most popular approach to date, where uncertainty is obtained experimentally using 
calibrated reference workpieces [127]–[129]. A large number of reference objects has 
been developed for correction of some systematic errors, [130] [131] [106]. Studies have 
shown that uncertainty estimation in X-ray CT is at best unreliable [132], further work 
to quantify these influences is therefore needed before traceability of X-ray CT 
measurements can be established.  
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3.4.2 Guidelines, Standards and Good Practice 
Currently there is no recognised standardisation for measurement uncertainty 
evaluation or performance testing for X-ray CT [133], The most widely used 
documentation is the German guideline VDI/VDE 2630 [24]–[28] series which aims to 
apply the methods of the ISO 10360 for CMM performance testing to CMMs with CT 
sensors. There is currently an international working group, ISO TC 213 WG10 generating 
an additional part of the ISO 10360 series to include CMMs with CT sensors [134]. A 
number of studies have also proposed various reference tests for the purposes of 
verification e.g. [135] but these are still on-going. In X-ray CT, measurements are highly 
dependent on the geometry and material of the workpiece and the positioning of the 
part within the scan volume. This makes it especially hard to verify the measurement 
performance for all tasks. The relevance of these standards is considered in the following 
chapter when performing experimental trials.  
3.4.3 Metrology X-ray CT Systems 
Metrology dedicated CT systems entered the market around 2005 with the Werth 
TomoScope [30]. Since then a large number of vendors supply metrology versions of 
their products. Much of the focus of these systems has been to improve temperature 
control and employ CMM-like kinematics such as air bearing, granite bases and high 
accuracy linear encoders to improve the accuracy and repeatability of part positioning. 
Corrections for non-linear influences such as scattering have been employed, e.g. scatter 
correct from GE [136] which uses a scatter grid to measure and correct the scatter 
distribution. Some vendors have integrated CT data into their existing metrology 
software, allowing better comparison between X-ray CT and CMM measurements as 
data can be directly compared without exporting STL files which can further influence 
results, e.g. Zeiss [33]. Vendors currently state the performance of these systems 
according to the VDI/VDE 2630 guideline, a review of several leading manufacturers has 
shown the first term error for unidirectional sphere-to-sphere length measurement 
ranges from 3.5 µm - 15 µm. 
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3.5 Chapter Summary 
This chapter has introduced the important concepts within the field of dimensional X-
ray CT. This is a relatively new technology and there is much ongoing development to 
establish X-ray CT as a standard measurement system in industry. X-ray CT has many 
unique benefits over existing CMMs but this chapter has shown how this complex 
process is susceptible to many sources of measurement uncertainty. The main error 
sources have been studied extensively in the literature and can be divided into two 
categories: 
i. Errors that result from uncertainty in the instrument geometry such as the 
alignment and positioning of the source, detector and rotation axis. These errors 
are well understood and with careful calibration, the first term error for 
unidirectional sphere-to-sphere length measurement ranges from 3.5 µm - 15 
µm as quoted by seven leading dimensional X-ray CT vendors according to the 
VDI/VDE 2630 guideline.  
ii. Errors introduced during the process of edge detection. These error sources are 
much less well understood and depend on the quality of the tomographic images 
which is known to be influenced by non-linear effects. These errors are much 
more problematic as they are often task specific and therefore cannot easily be 
compensated. 
Due to the complexity of these error sources, at present, the best estimation of 
measurement uncertainty is made by analysing the measurement results from carefully 
designed calibration artefacts. The following chapter of this thesis will use such an 
artefact to assess the magnitude of these different error type and try to understand the 
main influencing factors associated with the second type of error.  
It is expected that by understanding many of the fundamental influences on 
measurement, that error sources can be quantified, improving accuracy and estimation 
of uncertainty. The ultimate goal is to be able to quantify and correct for all known errors 
in X-ray CT, thus achieving a fully calibrated system. This chapter has highlighted the 
limitations of the existing research within the current state of dimensional X-ray CT 
which will serve to guide the direction of this doctoral research.  
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The objectives of the following chapters will be to investigate and attempt to quantify 
the magnitude of the key influences outlined in this chapter. This work will focus on the 
influences that are associated with the edge determination step. In order to do this, 
some experimental scans will be performed on several micro-focus X-ray CT systems 
including a comparison between a metrology purposed system and a conventional X-ray 
CT system in order to highlight the sources of error which are not related to the 
mechanical precision of the X-ray CT system. After finding the most dominant influences 
on edge determination through experiment, the key influences will isolated using 
simulation to quality their individual and combined effects.  
  
  
  
 
89 
 
Chapter 4: NPL Hole-Plate Study 
This chapter presents an experimental study whereby a calibrated reference 
artefact was scanned using three industrial micro X-ray CT systems and dimensional 
measurements extracted from the data. The aim of this work is to assess the 
performance of these X-ray CT systems for dimensional measurement tasks and to 
identify some the main influence factors in order to steer the direction of the following 
chapters. 
4.1 Background 
This experimental work was completed as part of a study coordinated by the National 
Physical Laboratory (NPL) for their work towards metrological verification of X-ray CT. 
The NPL had manufactured and calibrated an artefact (Figure 43) based on that designed 
by their German equivalent Physikalisch-Technische Bundesanstalt (PTB). For the 
purposes of their study the artefact was then sent to a number of X-ray CT users around 
the UK where they would perform CT scans on their systems and share the data 
collected. As such the Manufacturing Technology Centre (MTC) agreed to take part in 
this study providing the results could be used for the purposes of this doctoral work. The 
following experimental work was therefore performed by the author using two CT 
systems at the MTC and another at NPL.  
 
Figure 43. Photograph of the hole-plate artefact provided by the National Physical Laboratories (NPL), Teddington. 
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4.1.1 Overview of X-ray CT Hole-Plate 
The hole-plate artefact was designed by PTB as a suitable artefact for the purposes of 
metrological performance verification of an X-ray CT system. The example shown in 
Figure 43  is made from Aluminium and has approximate dimensions of 50 mm x 50 mm 
x 10 mm with a Coefficient of Thermal Expansion (CTE) of approximately 22 x 10-6 K-1.  
Although no formal standard exists for performance verification of X-ray CT, a number 
of institutes such as PTB in Germany and NPL in the UK are working on creating a new 
part of the ISO 10360 series, specifically for X-ray CT. As previously mentioned, the 
closest document to this is the German guidelines VDI/VDE 2630 which is itself based on 
the ISO 10360 series. The 10360-2 verification tests require the longest test length to be 
scaled to the size of the measurement volume, for cone or fan beam X-ray CT systems 
the measurement volume changes with magnification and as such, a number of different 
sized artefacts may be required for verification. It is also well known that the workpiece 
material can strongly influence measurement. The hole-plate was specifically designed 
so that it could be manufactured and calibrated at a minimal cost, it consists of a single 
material and could be scaled such that it can be used on different systems or at different 
magnifications. The ISO 10360-2 standard also requires 5 length measurements along 7 
directions, an example of the recommended directions is given in Figure 44 and requires 
measurements of 5 different lengths along those directions (with the largest length 
greater than 66% of the measurement volume).  
 
Figure 44. Recommended directions for length measurements in ISO 10360-2 standard. Image taken from [70]. 
  
  
 
91 
 
The hole-plate therefore consists of 28 drilled holes that are orientated to give 7 lines of 
6 holes (allowing 5 lengths to be measured) as shown in Figure 45. Although the plate 
only allows measurement of directions within a 2D plane, it will be rotated through a 3D 
measurement volume during the scan acquisition – this is fundamentally different to the 
way measurements are performed with a conventional bridge CMM for example and 
will need to be considered within the additional part of the standard. The diameter and 
position of each hole is calibrated on a CMM at NPL using a Zeiss UPMC 550 with a stated 
Maximum Permissible Measuring Error (MPE), E0 𝐸0,𝑀𝑃𝐸 = 1.2 +
𝐿
400
 µ𝑚 The hole-
plate is aligned using the three datum features given in Appendix II and a mid-plane is 
created parallel to datum C at a height of -4 mm to locate it at the nominal centre of the 
plate. Ten coordinate points were sampled in each of the holes at the mid-plane and 
circles fitted using a least square Gaussian fit using the Zeiss Calypso software. From this 
diameter and centre points of each holes were extracted.  
 
Figure 45. Illustration of hole- plate showing direction of hole-lines and hole ID number. 
The hole-plate has two horizontal directions H1, H2, two vertical V1, V2, two angular A1, 
A2 and one diagonal, D1. This allows the directional dependence of the errors to be 
analysed. There were two different length measurements that were extracted between 
hole pairs, these will be referred to throughout as the unidirectional and bidirectional 
lengths, defined as follows:  
i. Unidirectional: distance between centres of the two holes. 
ii. Bidirectional: distance between two opposing points of the two holes. 
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As the unidirectional distances are essentially threshold independent, they will not have 
a strong dependence on workpiece properties, and can be used to give an indication of 
other error sources. Conversely, bidirectional lengths will have a strong dependence on 
the workpiece properties and can be used to assess the influence of workpiece specific 
error sources. 
The unidirectional and bidirectional lengths were calculated between different sets of 
hole pairs. Along each of the 7 directions, 10 distances are measured; 5 unidirectional 
and 5 bidirectional between a reference hole and each other hole along that direction. 
Figure 46 shows the set of points used on each hole to extract the desired length. For 
example, the bidirectional lengths along the diagonal direction are taken from point b 
on hole 28 and point g at every other hole along the diagonal row. Unidirectional lengths 
are all taken from point o.  
 
Figure 46. Illustration of the 11 points taken on each hole from which bidirectional and unidirectional lengths are 
taken from. 
The calibration of each of these lengths would normally be very costly and time 
consuming. As the hole-plate is designed to be a cheaper alternative to other artefacts, 
the calibration of the bi-directional lengths is performed using an alternative method 
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according to ISO 10360-2. Here each bidirectional length, 𝐵𝑖𝑙𝑜𝑛𝑔, is estimated using the 
sum of the long unidirectional length, 𝑈𝑛𝑖𝑙𝑜𝑛𝑔, and short bidirectional length, 𝐵𝑖𝑠ℎ𝑜𝑟𝑡. 
An example is given in Equation 57 and illustrated in Figure 47. 
𝐵𝑖𝑙𝑜𝑛𝑔 ≈ 𝑈𝑛𝑖𝑙𝑜𝑛𝑔 + 𝐵𝑖𝑠ℎ𝑜𝑟𝑡 
Equation 57 
All bidirectional lengths were calibrated using the short bidirectional length measured 
on a single hole. It is important to note these assumptions during the calibration of the 
hole-plate as later in this chapter it is found that the method used may limit some of the 
measurement results. The calibrated measurements can be found in Appendix A. 
 
Figure 47. Illustration of long and short bidirectional lengths. 
4.1.2 X-ray CT Systems 
Three different CT systems were used in this study, two of these were standard industrial 
X-ray CT systems and the third is a dedicated metrology system. All machines were 
manufactured Nikon X-TEK. Thus the performance of these systems to measure the 
different features could be assessed to determine how suitable each system is for each 
measurement task. The specifications of each system is given in Table 1 and each 
systems is briefly described. 
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Table 1. X-ray CT system specifications of three systems used in hole-plate study. 
System 
Max 
Voltage 
(kV) 
Min 
Source 
Size (µm) 
Source 
Type 
Detector 
Size (mm) 
Pixel 
Size 
(µm) 
Detector 
Type 
XT H 
225 ST 
225 3 
Tungsten 
Reflection 
400x400 200 
Varian 
2520 FPD 
XT H 
450 LC 
450 80 
Tungsten 
Reflection 
400x400 200 
Perkin 
Elmer 1620 
FPD 
MCT 
225 
225 3 
Tungsten 
Reflection 
400x400 200 
Varian 
2520 FPD 
Nikon XT H 225 ST 
The XT H 225 ST, shown in Figure 48, is a medium to high power micro-CT system capable 
of scanning a wide range of materials and sample sizes. The micro-focus source can 
achieve a source size of 3 µm (as claimed by the manufacturer [34]) which allows high 
magnification of up to 150x to be performed, providing sample sizes are small enough 
to fit within the field of view. The vendor does not provide an MPE statement for this 
model as it is designed for imaging purposes only. 
 
Figure 48. Photograph of XT H 225 ST system at the Manufacturing Technology Centre (MTC), Coventry. 
  
  
 
95 
 
Nikon XT H 450 LC 
The XT H 450 LC, shown in Figure 49, is a high powered micro-CT system which can 
generate twice the acceleration voltage and power of the XT H 225 ST but the minimum 
achievable source size is much greater at 80 µm up to 50 W for the reflection target 
[137]. This is mainly due to the greater thermal load on the target, however, as this 
system is designed for scanning larger objects a smaller source size would typically not 
be required as the resolution would most likely be limited by the physical size of the 
object (as the object would not fit within field of view at high magnifications). The 
vendor does not provide an MPE statement for this model as it is designed for imaging 
purposes only. 
 
Figure 49. Photograph of XT H 450 LC system at the Manufacturing Technology Centre (MTC), Coventry. 
Nikon MCT 225 
The MCT 225, shown in Figure 50, is based on the XT H 225 ST which has been modified 
to make it more robust and suitable for metrology applications. The main new features 
include a superior mounting of the gun to reduce the influence of thermal expansion of 
the X-ray tube, a temperature controlled enclosure to meet measurement standards 
and high precision linear encoders for manipulator axes to improve repeatability of 
sample placement (particularly important along the magnification axis). The stated 
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accuracy for sphere-to-sphere distance measurement is 𝑀𝑃𝐸𝑆𝐷 = 9 +
𝐿
50
 µ𝑚 according 
to the VDI/VDE 2630. 
 
Figure 50. Photograph of MCT225 system at the National Physical Laboratory (NPL), Teddington. Image courtesy of 
NPL. 
4.1.3 Experimental Plan 
The design of the hole-plate artefact allows measurement of the relative position, 
diameter and form of the 28 holes. A number of potential sources of measurement error 
have already been discussed in the previous chapters of this thesis, the goal of this initial 
experimentation is to demonstrate some of these influences, such as beam hardening, 
Feldkamp artefacts, source drift and voxel size determination. All X-ray CT systems were 
housed in a temperature controlled environment however only the MCT system had 
active temperature control within the enclosure. To reduce the influence of 
temperature on the measurements at the MTC, the hole-plate was left to ‘soak’ in the 
lab in between scans and scan length kept to a minimum.  
The hole-plate measurements are split into three parts as shown in Table 2, the first part 
compares measurements from each of the three CT systems under a similar set of 
parameters. The second part compares three measurements performed on a single 
system in different scan orientations as illustrated in Figure 51. The third part compares 
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three scans of the hole-plate performed on a single system at three different geometric 
magnification factors.  The vertical orientation was chosen for this to maximise the 
object field of view in the detector plane, to highlight the associated geometric errors. 
Table 2. Scanning strategy for each measurement. At each of the scan configurations, three repeated 
measurements were performed. It is noted that some scan configurations were used in two different parts e.g. 3 
and 5. 
ID X-ray CT System Orientation Geometric Magnification 
Part 1 
Scan Configuration 1 225 ST Tilted 4 
Scan Configuration 2 225 MCT Tilted 4 
Scan Configuration 3 450 LC Tilted 4 
Part 2 
Scan Configuration 3 450 LC Tilted 4 
Scan Configuration 4 450 LC Horizontal 4 
Scan Configuration 5 450 LC Vertical 4 
Part 3 
Scan Configuration 5 450 LC Vertical 4 
Scan Configuration 6 450 LC Vertical 3 
Scan Configuration 7 450 LC Vertical 1.5 
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Figure 51. Illustration of the three different scan orientations used, from top to bottom; vertical, tilted and 
horizontal. The vertical line on each image represents the rotation axis of the scanner, the plates are viewed from 
the perspective of the X-ray source.  
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In addition to these varying scan strategies, a number of common software options are 
considered; pre-reconstruction beam hardening correction and post-reconstruction 
image filtration are applied to one of the data sets in scan configuration 5. These 
measurement are extracted and given in part 4 and part 5 of the results section 
respectively.  
Using a measurement template supplied by the NPL (Figure 52), the following 
information is outputted from each data set: 
i. Unidirectional lengths: These were defined as the centre-to-centre points of 
holes.  
ii. Bidirectional lengths: Point-to-point distances in opposing directions as per 
Figure 46.  
iii. Diameters of holes: Gaussian least-square fit of cylinder diameter at the mid-
plane of hole-plate. 
iv. Hole fit points: Surface points used to generate diameters. 
v. 1D Grey-scale Profile: along the diagonal line at the mid-plane slice.  
 
Figure 52.Example of measurements of hole-plate in VG Studio MAX 2.2. 
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All post processing was performed in VGStudioMax 2.2, relevant settings are given in 
Table 3.  
Table 3. Relevant software settings used in VGStudioMAX for hole-plate measurements.  
Setting Value 
Version 2.2.6 
Surface Determination Automatic 
Advance Mode On 
Starting Contour As define in histogram 
Search Distance (Voxels) 4.00 
Starting Contour Healing Off 
Fit Method Gauss Least Squares 
Auto Fit Points On 
Max. Points 1000 
Search Distance (mm) 0.01 
Max Gradient (Deg) 15 
Edge Void (mm) 0.01 
Gradient Mode Default 
Auto Expand On 
4.2 Methodology 
This section details the methodology used for the measurement of the hole-plate 
including the experimental set-up, system parameters used and details of how 
measurements are extracted from the reconstructed CT data. This methodology closely 
follows the workflow for dimensional measurements outlined in Chapter 3.  
4.2.1 Selection of Parameters 
A few trial scans of the hole-plate are performed to better optimise the scan parameters 
that would be chosen for the scans of the hole-plate. As the hole-plate is scanned in 
different orientations, different parameters could have been used to optimise the 
settings for each scan. It is decided however to keep the scan settings constant to reduce 
the number of variables involved. Due to the inherent differences between the 225 ST, 
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MCT and 450 LC systems, slightly differing parameters were used to ensure the image 
signal is comparable between the two systems this is done by increasing the source 
current on the 450 LC system, in principle the current is related to the intensity of X-ray 
source and the voltage is related to the mean energy of the X-ray source. The reason for 
requiring a larger current on the 450 LC may be due to a thicker source window or the 
different detector models. It is noted that this may also result in a different spectrum. 
The final parameters are given in Table 4, these settings are used for all scans of the 
hole-plate.  
Table 4. Table of other CT parameters used for all scans, some parameters differed for different machines such as 
the current, this is to achieve a comparable signal between the 225 ST and 450 LC systems. 
System 
Voltage 
(kV) 
Current 
(µA) 
Gain 
(dB) 
Exposure 
Time (ms) 
Number of 
Projections 
Frames 
per 
Projection 
225 ST 180 55 18 1000 1642 1 
450 LC 180 100 18 1000 1642 1 
4.2.2 Flat Field Correction 
For each scan configuration, a flat field or shading correction is performed. For this, two 
images are captured in the absence of the workpiece; a bright image using the source 
scan parameters and a dark image where the source is turned off. Only one shading 
correction is used for each scan configuration, at the beginning of each set of repeated 
scans as collecting additional corrections requires changing the position of the rotation 
axis and any error in repositioning would invalidate the calibration of the image 
magnification factor, as explained in the following section on voxel size determination. 
Despite this, significant ring artefacts are not seen in the results which would suggest 
that the flat field correction is sufficient.    
4.2.3 Voxel Size Determination 
Two of the three X-ray CT systems used in the experimental measurements are not 
purposed for coordinate measurement tasks, as such the magnification axes are not 
calibrated to a sufficient accuracy that are required for this work. To obtain a more 
accurate value of the geometric magnification of the projection images, a calibrated 
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reference object is scanned for each scan configuration before each of the three repeats. 
The reference object, shown in Figure 42 in Chapter 3, consists of an aluminium body 
and arm to which two steel ball bearings are attached. The point-to-point distance of 
the ball centres are calibrated yearly at a UKAS accredited laboratory. 
This distance is used as a reference length to determine a more accurate estimation of 
the voxel size for the sets of scan data. This method assumes that there is no variation 
in the value of the geometric magnification between scanning the ball bar and the three 
repeated scans of the hole-plate. The corrected voxel size, 𝑉𝑐, is therefore calculated in 
Equation 58 as: 
𝑉𝑐 =
𝐿𝑅𝑒𝑓
𝐿𝐼𝑛𝑑
𝑉 
Equation 58 
Where, 𝐿𝑅𝑒𝑓, is the reference length, 𝐿𝐼𝑛𝑑 is the indicated length and 𝑉 is the original 
voxel size. To calculate the corrected voxel size, the indicated length must first be 
measured. This measurement is performed in VG Studio MAX 2.2 after reconstruction 
by fitting spheres to the ball bearings and measuring the distance between the centre 
points Figure 53. The software has an in-built feature to adjust the voxel size based on 
the indicated value of a reference length.  After calculation of the correct voxel size, the 
original value is then updated in each of the three repeats in each scan configuration. It 
is noted that correction of the voxel size is done after the reconstruction. 
 
Figure 53. Reference measurement on reconstructed CT image of calibrated ball-bar artefact. 
4.2.4 Beam Hardening Correction and Reconstruction 
Beam hardening corrections are then applied to the data sets using the built-in options 
supplied with the Nikon reconstruction software. The correction is performed using a 
linearization technique; this method applies a non-linear scale factor to the projection 
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images before reconstruction in order to compensate the beam hardening effect. The 
limitation of this method is that it requires knowledge of the attenuation properties of 
the X-ray source. This ‘attenuation curve’ is unique for each material, voltage setting, 
target material and filter used for the scan. Without measuring this directly, the 
attenuation curve is unknown and only an estimation can be used. The software 
provided a number of pre-set correction options that could be applied, typically relying 
on the operator to manually select the ‘best’ correction for each scan. The general form 
of the pre-set corrections are given in Equation 59 where Y represents the corrected 
attenuation values and X is the uncorrected values. 
 
𝑌 = 𝑎(𝑏 + 𝑐𝑋 + 𝑑𝑋2 + 𝑒𝑋3 + 𝑓𝑋4) 
Equation 59 
The coefficient values for each pre-set are given in Table 5. It is noted that for pre-set 1, 
𝑌 = 𝑋, and therefore no correction is applied. 
The beam hardening correction pre-set 2 is applied to each of the data sets before 
reconstruction as it is determined to be the most appropriate correction based on the 
grey-scale profile. Each data set is then reconstructed using a 3D filtered back projection 
algorithm using the Nikon 3D CT Pro reconstruction software.  
Table 5. Coefficient values used in beam hardening correction pre-sets in the Nikon 3D CT Pro software. 
Pre-Set a b c d e f 
1 1 0 1 0 0 0 
2 1 0 0.75 0.25 0 0 
3 1 0 0.5 0.5 0 0 
4 1 0 0.2 0.8 0 0 
5 1 0 0.1 0.9 0 0 
6 1 0 0 0.2 0.8 0 
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4.2.5 Surface Determination 
Determination of surfaces in the data is achieved using the in-built functionality in VG 
Studio MAX 2.2 (Figure 54) from Volume Graphics. There are two options for surface 
determination, the first using the ISO-50 method and an ‘advanced’ mode based on the 
local edge gradient. The specifics of the surface determination algorithm are not 
available as they are proprietary to the software vendor. The advanced mode is used for 
surface determination on all data sets; in other studies it has been considered as more 
robust for dimensional measurement tasks [17]. 
 
Figure 54.Screenshot of VG Studio MAX 2.2 surface determination options. 
4.2.6 Measurement 
A more efficient and repeatable way of extracting the desired dimensional 
measurements is achieved using a measurement template, created by Osamu Sato of 
the National Metrology Institute of Japan. In order to apply the measurement template 
correctly the reconstructed data is first aligned to a CAD model using a best fit algorithm 
(See Figure 55). As there is some symmetry to the hole-plate the alignment had to be 
manually checked each time to ensure correct orientation. Once in place the geometric 
primitives are applied to the surface data and a secondary registration is performed 
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using a 3-2-1 alignment method based on plane, line and point datums in the 
measurement templates. The measurements were then extracted and exported as a 
.CSV file. To assess the repeatability of the software workflow, the entire process was 
repeated five times on a single dataset. It was found that variations in the measurement 
results deviated no more than 0.1 µm. It was therefore assumed than the need for 
repeated measurements within the software was not necessary for the subsequent data 
sets. 
 
Figure 55.Screenshots of alignment to CAD model. A) X-ray CT surface data and CAD model before alignment. B) X-
ray CT surface data and CAD model after alignment. 
The measurement results are presented throughout the next section. The error bars, 
where given, represent the standard error on the repeated measurements. This was 
calculated using Equation 60. 
𝜎𝑥 ̅ =  
𝜎𝑠
√𝑁
 
Equation 60 
Where 𝜎𝑥 ̅ is the standard error and N is the number of repeat measurements, which 
was equal to 3. 𝜎𝑠 is the corrected sample standard deviation, given in  Equation 61. 
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𝜎𝑠 = √
1
𝑁 − 1
∑(𝑥𝑖 − ?̅?)2
𝑁
𝑖=1
 
Equation 61 
Where 𝑥𝑖  is the value of each repeated measurement and ?̅? is the mean value of all 
repeats.  
4.3 Results & Discussion 
4.3.1 Correcting for residual scale error 
Before the final results are obtained, the scale error is assessed by comparison to the 
reference measurements of the hole-plate in each of the reconstructed data sets. Figure 
56 shows and example of unidirectional length errors against the value of the calibrated 
reference lengths. Any constant gradient is indicative of a systematic error in the voxel 
size. The data in Figure 56 is obtained from scan configuration 1 taken on the XT H 225 
ST, it is noted that the second two repeats indicate a larger scale error than the first. 
This is most likely explained by thermal expansion of the X-ray tube during operation as 
the first repeat is performed ‘cold’ before the system had been in operation.  The 
approximate decrease in voxel size between repeats 1 and 2 is 0.1% (as calculated using 
Equation 58) which is also the approximate percentage shortening of the SOD; at a 
magnification factor of 4 in the XT H 225 ST, this corresponds to a change of 250 µm. For 
reference this is comparable to the thermal expansion of one metre of aluminium with 
a difference of 10 C. 
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Figure 56. Unidirectional length measurements of three repeated scans on XT H 225 ST. The scale error of each 
repeated scan can be observed. Figure created in MATLAB ver. R2019a. 
This error is observed when using the corrected voxel sizes using the ball bar artefact. 
This suggests that even when using this method, significant error is still present. A more 
robust method of voxel scaling is to scan a reference length simultaneously with the 
scan data. This generally makes scanning more difficult, in this case however, known 
reference lengths are available from the CMM measurements of the hole-plate. This can 
be used to remove the global scale error from the data. The result of this is shown in 
Figure 57. 
 
Figure 57.Unidirectional length measurements of three repeated scans on XT H 225 ST after correction of scale 
error. Figure created in MATLAB ver. R2019a.  
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4.3.2 Part 1: System Comparison 
The first part of the experimental results compare the X-ray CT dimensional 
measurements of the hole-plates for the three different systems. The following results 
therefore correspond to scan configuration 1-3 in Table 6 with the workpiece in the 
tilted orientation for each scan.  
Table 6. Scanning strategy for each measurement. At each of the scan configurations, three repeated 
measurements are performed. 
ID X-ray CT System Orientation Geometric Magnification 
Part 1 
Scan Configuration 1 225 ST Tilted 4 
Scan Configuration 2 225 MCT Tilted 4 
Scan Configuration 3 450 LC Tilted 4 
Grey-scale Profile 
Firstly, the grey-scale profiles from a single scan on each of the systems is compared in 
Figure 58. The grey-scale contrast differs quite significantly between the three systems. 
It is expected that some differences in contrast could occur between the 225 kV and 450 
kV systems due to variations in the source spectrum however, it is not clear why there 
is such a large difference in the grey-scale values between the two 225 systems as a 
number of factors could contribute to this, for example different scaling of the grey 
values. One explanation for this may be the uniformity of the source, the less uniform 
the source the more the flat fielding correction will have to compensate for changes in 
sensitivity thus reducing the effective dynamic range of the detector. Other noticeable 
differences in the profiles are at the edges of the configuration 3 profile where the grey-
scales appear to drop-off at the edges, this suggests that the beam hardening pre-set 
has overcorrected for the beam hardening effect, this is possible since the 450 kV source 
is more filtered than the 225 kV source and is therefore less chromatic. It is not possible 
to avoid this as the extra filtration is due to the design of the X-ray gun. A larger filter 
could not have been added to the 225 kV systems due to the physical limitations of the 
filter fixture. 
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Figure 58. Grey-scale profile of three CT data sets from scan configuration 1, 2 and 3. Figure created in MATLAB ver. 
R2019a. 
Unidirectional Lengths 
The mean unidirectional length measurements for each of the three scan configurations 
are given in Figure 59. These results show that the performance of all three systems are 
comparable with errors within +/- 5 µm of the calibrated values. The size of the errors 
appears to be in good agreement between scan configuration 1 and 2 which were 
performed on the XT H 225 ST and MCT225 respectively, suggesting there is some 
systematic error or bias in a certain measurement direction especially in the V1, D1 and 
H1 directions. The results from scan configuration 3 are less consistent with the other 
two, however not enough information is available to draw any immediate conclusions 
from these results especially as the repeatability of the magnitude of the errors is 
approaching the uncertainty of the reference measurements. It is expected that after 
correction of scale error each of the three systems would perform equally well for 
unidirectional length measurement as systematic edge effect associated with image 
artefacts and noise is negated through centre-to-centre measurement. 
Bidirectional Lengths 
The mean bidirectional length measurements for each of the three scan configurations 
are given in Figure 60. The magnitude of the bidirectional length error is greater than 
the unidirectional length error. This is expected as these measurements are influenced 
by the surface determination more strongly. Most of the length errors now fall within 
+/- 10 µm of the reference values which is still reasonable considering the 50 µm voxel 
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size of the data sets. This is in good agreement with similar studies which found that 
sub-voxel accuracy is achievable with X-ray CT measurements [17]. Comparing all three 
scan results, it appears that there is systematic bias along some of the measurement 
directions; A1 and A2 consistently have a negative error whilst V1 and V2 have a positive 
error.  
Diameter Measurements 
The results of the diameter measurements are more telling than the bidirectional length 
measurements as they are less susceptible to image noise and potential issues 
associated with the calibration of the hole-plate. Systematic errors will be apparent from 
analysing the hole diameter measurements; as such the mean value of all diameter 
measurements is plotted in each of the graphs in Figure 61 as a way of identifying any 
systematic surface offsets. From the three data sets it is seen that the diameter error is 
relatively small with the maximum deviation below +/- 3 µm. The mean diameter error 
is slightly negative for all three of the systems.  
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Figure 59. Mean unidirectional length error of each of the five hole-pairs along each length direction. Figures created in MATLAB ver. R2019a. 
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Figure 60. Mean bidirectional length error of each of the five hole-pairs along each length direction. Figures created in MATLAB ver. R2019a. 
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Figure 61. Hole diameter errors for scan configurations 1,2 and 3. Figures created in MATLAB ver. R2019a.
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4.3.3 Part 2: Influence of Workpiece Orientation 
The second part of the hole-plate results analyses the measurements obtained from 
scanning the workpiece at different orientations as given in Table 7. Changing the 
orientation of the hole-plate can potentially influence the measurement results as it can 
affect the mean path length of the material, changing the beam hardening properties, 
noise level and image contrast. 
Table 7. Scanning strategy for each measurement. At each of the scan configurations, three repeated 
measurements are performed.  
ID X-ray CT System Orientation Geometric Magnification 
Part 2 
Scan Configuration 3 450 LC Tilted 4 
Scan Configuration 4 450 LC Horizontal 4 
Scan Configuration 5 450 LC Vertical 4 
Grey-scale Profiles 
The grey-scale profiles for the three orientations are plotted in Figure 62. The noise and 
contrast values are comparable for configurations 3 and 5 which correspond to the tilted 
and vertical scan orientations respectively. However the increased noise and decreased 
contrast are seen in the horizontal scan profile (configuration 4). This is expected as the 
mean X-ray path length through the material is greater than the other two orientations. 
As the scan setting are kept constant for all scans, a longer path length results in less X-
rays detected and therefore a poorer signal-to-noise ratio in the image. The contrast is 
also reduced due to further beam hardening through the horizontal plate; the difference 
in attenuation coefficient between aluminium and air is smaller for higher energy X-rays.  
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Figure 62. Grey-scale profile of three CT data sets from scan configuration 3, 4 and 5. Figure created in MATLAB ver. 
R2019a. 
Unidirectional Lengths 
The unidirectional length error, shown in Figure 63, do not show a clear bias in a specific 
measurement direction, as expected since the measurement directions now align 
differently in the scanner in the different scan orientation. This also suggests that these 
errors are associated with the X-ray acquisition and not with the calibration of the hole-
plate or fitting of the measurement template in the analysis software. The largest errors 
are observed in scan configuration 5, in the vertical orientation, and the smallest errors 
are recorded in scan configuration 4, in the horizontal orientation. This would suggest 
that length measurements are more susceptible to error in the direction parallel to the 
rotation axis.  
Bidirectional Lengths 
The mean bidirectional length measurements for each of the three scan configurations 
are given in Figure 64. The bidirectional length measurements vary when changing the 
scan orientation, this is explained in part by a systematic offset of the surface, as seen 
more clearly in the diameter measurements (see below). There does appear to be some 
bias along certain measurement directions despite the different orientations of the 
hole-plate in the scanner, as in the A1 and V1 directions show, this suggests that these 
errors are coming from other sources such as the calibration of bidirectional lengths. 
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Diameter Measurements 
The mean diameter measurements for each of the three scan configurations are given 
in Figure 65. The diameter measurements show a strong dependency on the orientation 
of the hole-plate; in the vertical orientation a positive error of approximately 8 µm is 
observed, in the tilted orientation the mean error is less than 1 µm and in the horizontal 
orientation a negative error is now observed of approximately –8 µm. The negative error 
in the horizontal orientation is most probably caused by the beam hardening effect, as 
demonstrated in previous studies [91], beam hardening leads to a dilation of material 
i.e. holes would appear smaller. The reason for the apparent positive errors of the hole 
diameters measured in the vertical direction is less clear, especially as beam hardening 
will still be present in this orientation. This ‘erosion’ effect in the vertical orientation is 
studied further within Chapter 5.  
 
  
  
 
117 
 
 
Figure 63. Mean unidirectional length error of each of the five hole-pairs along each length direction. Figures created in MATLAB ver. R2019a. 
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Figure 64. Mean bidirectional length error of each of the five hole-pairs along each length direction. Figures created in MATLAB ver. R2019a. 
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Figure 65. Hole diameter errors for scan configurations 3,4 and 5. Figures created in MATLAB ver. R2019a. 
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4.3.4 Part 3: Influence of Magnification 
The third part of the hole-plate results relate to the measurements obtained from 
scanning the workpiece at different geometric magnifications as given in Table 8. 
Changing the geometric magnification influences the resolution of the scan and the 
angle of the intersecting rays; a lower magnification should reduce the influence of 
Feldkamp effects. The voxel size for magnifications of 4, 3 and 1.5 were 50 µm, 66.67 
µm and 133.33 µm respectively.  
Table 8. Scanning strategy for each measurement. At each of the scan configurations, three repeated 
measurements are performed. 
ID X-ray CT System Orientation Geometric Magnification 
Part 3 
Scan Configuration 5 450 LC Vertical 4 
Scan Configuration 6 450 LC Vertical 3 
Scan Configuration 7 450 LC Vertical 1.5 
Grey-scale Profiles 
The grey-scale profiles from a single scan on each of the systems is compared in Figure 
66. The grey-scale profiles are quite similar for the three scan configurations taken at 
different magnifications, this is expected as the attenuation properties do not depend 
on the magnification. The only noticeable difference is the noise; a lower magnification 
appears to reduce noise, this is due to a larger voxel size and therefore image noise is 
averaged out. 
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Figure 66. Grey-scale profile of three CT data sets from scan configuration 5, 6 and 7. Figure created in MATLAB ver. 
R2019a. 
Unidirectional Lengths 
The mean unidirectional length measurements for each of the three scan configurations 
are given in Figure 67. The unidirectional length measurements are relatively small with 
no clear influence of the scan magnification on the error. In fact the highest resolution 
scan, configuration 5, appears to indicate the largest error. The reason for this may be 
due to the stability of the system during data acquisition, as vibrations and movement 
have a larger effect on the results as they are amplified by the geometric magnification 
factor. 
Bidirectional Lengths 
The mean bidirectional length measurements for each of the three scan configurations 
are given in Figure 68. The bidirectional length measurements at different magnification 
show a clear positive bias. This bias is also observed in the vertical orientation for 
measurements in part 2. This erosion effect now appears to be correlated with the 
magnification factor. This is more easily seen in the diameter measurements as 
discussed below.  
Diameter Measurements 
The mean diameter measurements for each of the three scan configurations are given 
in Figure 69. The diameter measurements confirm this positive error, or apparent 
erosion of material, enlarging the holes. This erosion is stronger for lower resolution 
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scans with quite a significant mean error in diameter of 20 µm in scan configuration 7. 
These results are interesting but the origin of this erosion effect is not understood. The 
reduction of the voxel size appears to cause a systematic error in the hole diameter. The 
reduced voxel size can be thought of applying a smoothing filter to the data – this may 
give an indication of the cause of these effects.  
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Figure 67. Mean unidirectional length error of each of the five hole-pairs along each length direction. Figures created in MATLAB ver. R2019a. 
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Figure 68. Mean bidirectional length error of each of the five hole-pairs along each length direction. Figure created in MATLAB ver. R2019a. 
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Figure 69. Hole diameter errors for scan configurations 5, 6 and 7. Figures created in MATLAB ver. R2019a. 
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4.3.5 Part 4: Influence of Beam Hardening Correction 
The fourth part of the hole-plate results analyse the measurements obtained by applying 
different beam hardening corrections to the data. For this part of the results, the data 
acquired using a single scan configuration, number 5, is used (Table 9). Three different 
beam hardening correction pre-sets were applied to the projection data and then 
reconstructed.  
Table 9. Scanning strategy for each measurement. At each of the scan configurations, three repeated 
measurements are performed.  
ID X-ray CT System Orientation Geometric Magnification 
Scan Configuration 5 450 LC Vertical 4 
Grey-scale Profiles 
The grey-scale profiles from a single scan on each of the systems is compared in Figure 
70. The grey-scale profiles show clear variations between the three data sets. The 
cupping effect is observed when beam hardening correction 1, the uncorrected data, is 
applied. This cupping is reduced by applying correction 2 and is reversed when applying 
correction 3, suggesting over correction for the beam hardening effect. Another effect 
of applying beam hardening correction is to reduce the contrast and signal-to-noise 
ratio.  
 
Figure 70. Grey-scale profile of three CT data sets from scan configuration 5 with beam hardening correction pre-
sets 1, 2 and 3 applied. Figure created in MATLAB ver. R2019a. 
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To better illustrate the effect of the beam hardening corrections on the data, three cross 
sections are shown in Figure 71. Here it is possible to see the variations in grey-scales 
caused by the beam hardening effect.  
 
Figure 71.Cross-section of hole-plate CT data with stretched contrast to see beam hardening artefacts.  
Unidirectional Lengths 
The mean unidirectional length measurements for each of the three scan configurations 
are given in Figure 72. The unidirectional lengths are, as expected, mostly unaffected 
after applying the different beam hardening corrections. This is due to centre-to-centre 
distances being independent of systematic surface errors. 
Bidirectional Lengths 
The mean bidirectional length measurements for each of the three scan configurations 
are given in Figure 73. The bidirectional length measurements vary quite significantly 
with the different beam hardening corrections. The bidirectional lengths seem to 
increase as a stronger beam hardening correction is applied, this systematic behaviour 
is more apparent when considering the hole diameters.  
Diameter Measurements 
The mean diameter measurements for each of the three scan configurations are given 
in Figure 74. The diameter measurements again show a clear trend when applying the 
beam hardening corrections, BHC1 is most affected by beam hardening and results in a 
slight negative mean error. After applying the second beam hardening correction, BHC2, 
a positive error is now recorded. Further erosion of the edge is observed when applying 
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BHC3. As beam hardening is known to cause dilation of edges, it is therefore expected 
that over-correction will lead to erosion of edges. This may be the reason for the 
observed positive errors, this is   investigated further in Chapter 5.  
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Figure 72. Mean unidirectional length error of each of the five hole-pairs along each length direction. Figures created in MATLAB ver. R2019a. 
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Figure 73. Mean bidirectional length error of each of the five hole-pairs along each length direction. Figures created in MATLAB ver. R2019a. 
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Figure 74. Hole diameter errors for scan configuration 5 with beam hardening corrections 1, 2 and 3 applied. Figures created in MATLAB ver. R2019a.
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4.3.6 Part 5: Influence of Image Filters 
The final part of the hole-plate results analyse the measurements obtained from 
applying a Gaussian smoothing filter to the reconstructed CT image. A 5x5x5 operator 
and a 9x9x9 operator is applied in VG Studio MAX 2.2 to one of the repeated data sets, 
scanned in configuration 5 as given in Table 10. Note that the bidirectional length 
measurements were not considered in this section as the diameter measurement have 
consistently shown clearer trends in the data. 
Table 10. Scanning strategy for each measurement. At each of the scan configurations, three repeated 
measurements are performed. 
ID X-ray CT System Orientation Geometric Magnification 
Scan Configuration 5 450 LC Vertical 4 
Grey-scale Profiles 
The grey-scale profiles from a single scan on each of the systems is compared in Figure 
75. The Gaussian filter is a low-pass filter, preserving lower frequency signals, commonly 
applied to reduce the influence of image noise. As expected the filter has reduced the 
high-frequency noise from the image. There are no other clear influences of the filter on 
the grey-scale profiles.  
 
Figure 75. Grey-scale profile of one CT data from scan configuration 5 with varying levels of Gaussian smoothing. 
Figure created in MATLAB ver. R2019a. 
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Unidirectional Lengths 
The mean unidirectional length measurements for each of the three scan 
configurations are given in Figure 76. The application of the image filters to the data 
has very little influence on the unidirectional lengths in general. This is to be expected 
as random noise or global surface offset is unlikely to influence the extraction of 
centre-to-centre measurements. 
Diameter Measurements 
The Gaussian filtering of the data has greatly influenced the measurements of the hole 
diameters however, as shown in Figure 77. The mean edge error has decreased as a 
result of the filtering. The filtering has caused dilation of the material, leading to smaller 
holes. The dilation effect is however non-uniform and appears to be greater for specific 
holes. The deviation of each hole after filtering is illustrated in Figure 78. It is seen that 
the holes closer where the vertical centre line is located are more influenced by the 
filter. As the scan data is taken from the hole-plate in the vertical orientation, this line 
represents the holes that are measured with the most hardened X-rays. It is noted that 
beam hardening artefacts are well known to cause dilation of edges, this appears to be 
exaggerated when applying Gaussian filters. This suggests that a combination of edge 
smoothing and beam hardening is responsible for the edge dilation effect. 
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Figure 76. Mean unidirectional length error of each of the five hole-pairs along each length direction. Figures created in MATLAB ver. R2019a. 
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 Figure 77. Hole diameter errors for scan configuration 5 with varying levels of Gaussian smoothing. Figure created in MATLAB ver. R2019a.
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Figure 78. Colour plot of relative deviation of hole diameter after filtering with the 9x9 Gaussian filter. 
4.4 Chapter Summary 
This chapter has empirically compared three industrial X-ray CT systems in the context 
of dimensional measurement, most notably a comparison of a metrology purposed 
system to a conventional system. This work also considered the influence of geometrical 
magnification, part orientation, beam hardening correction and the effect of applying 
smoothing filters to the post reconstructed data. The later influence had not been 
explicitly investigated in previous works.  A number of novel findings were therefore 
observed from this experimental work.  
The first part of the results compared near-identical measurements of the hole-plate on 
three different industrial CT systems. The main findings from this showed that the most 
significant error source on the ‘standard’ systems were associated with the global scale 
length, the XT H 225 ST recorded the largest scale errors of approximately 0.1% when 
using the calibrated artefact as a reference (Figure 56), this showed that even without 
moving the manipulator, fluctuations in the system are present and can affect the 
geometric magnification. In this case it is most likely caused by temperature changes 
during operation leading to thermal expansion of the X-ray tube and gantry. Further 
work would be needed to confirm this, however, much research has already been 
published on this topic so it is not considered advantageous to pursue this further. After 
correction of the global scale length, using the calibration data directly, the dimensional 
measurement results were comparable between the three systems. Unidirectional, 
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centre-to-centre, lengths between hole pairs recorded the lowest errors between +/- 5 
µm. This shows that for this type of measurand, using metrology specific hardware, X-
ray CT has the potential to measure with the accuracy equivalent to some laboratory 
CMMs. However, as expected, when measurement are dependent on the surface 
determination, larger errors were recorded. This illustrates the main barrier to X-ray CT 
metrology. The subsequent experimental results also highlight how a large number of 
factors can influence the determination of edges in X-ray CT data. 
The second part of the results compared the measurements of the hole-plate in 
different orientations during the scan. This appeared to have little effect on the 
unidirectional lengths, although the smallest errors were recorded in the horizontal 
plane and the largest in the vertical plane. This is an interesting result especially as in 
the horizontal position, the X-rays must penetrate through significantly more material. 
This suggests that material influences are not critical for these measurands. Conversely, 
the orientation of the hole-plate makes a large difference to the bidirectional and hole 
diameter measurements. By interpolating the result from the three positions, it appears 
that as the hole-plate is rotated from the horizontal to the vertical plane, the apparent 
hole diameter increases. A negative error is recorded in the horizontal position and a 
positive error is recorded in the vertical position. The negative error is most likely 
explained by the beam hardening effect; this is well known to cause dilation of edges 
and therefore, holes should appear smaller. The reason for the positive error in the 
vertical position is not known however, this erosion of the edge has not been reported 
previously.  
Edge erosion is again recorded in the third part of the results, where the hole-plate is 
scanned in the vertical orientation at three different magnification positions. As the 
geometric magnification is reduced, the erosion of the edge is exaggerated. This is an 
interesting result as it suggests that the observed edge erosion is not due to material or 
workpiece influences and may in fact be related to the resolution. The geometric 
magnification appears to have less effect on the unidirectional lengths, although the 
largest errors are observed at the highest magnification, this may be due to reduced 
image noise that result from the larger effective pixel size.  
  
  
 
138 
 
The influence of beam hardening on the hole-plate measurements is also recorded in 
the fourth part of the results. Different beam hardening corrections were applied to a 
single data set and the measurement results were compared. The effect of the beam 
hardening corrections is to compensate for the non-linear attenuation of X-rays, known 
as linearization. When applying these corrections to the same data set, before 
reconstruction, the influence of the beam hardening on dimensional measurements is 
directly observed. As expected, the unidirectional lengths were largely unchanged by 
these corrections. It is found that correction of beam hardening reversed the dilation 
effect, as expected, it is also observed that overcorrection lead to erosion of edges. 
The final part of the results quantified the influence of applying a Gaussian smoothing 
filter to one of the data sets, post reconstruction. This is a common post processing step 
used to reduce image noise. It is expected that this filter would reduce the influence of 
image noise but preserve position of the edge. The results however show that the filter 
lead to dilation of edges, similar to beam hardening. A more important observation is 
that the deviation appeared to depend on the location of the holes within the plate, 
finding that the deviations caused by the filter are larger closer to the centre-line of the 
plate. This suggests that the dilation is linked to beam hardening. The effect of filtration 
on the edges needs to be more carefully considered however to justify these claims. 
Edge preserving filers may be more appropriate for dimensional X-ray CT such as median 
filters, these should be considered in future work.  
This experimental work has highlighted how dimensional measurements in X-ray CT can 
be influenced by a number of generic factors associated with the measurement process. 
The position and orientation of the workpiece is found to have a systematic influence 
on the edge position. After correction of the global scale length, it is found that these 
edge dependent measurements were the most problematic and if these systematic 
errors were better understood, they could be correctly compensated, improving the 
accuracy of CT based dimensional measurement. The following chapters therefore 
attempt to understand the fundamental causes of the observed erosion and dilation 
effects.   
  
  
 
139 
 
Chapter 5: Erosion and Dilation of Edges in X-ray CT 
In Chapter 4, a number of systematic edge effects were observed when measuring 
the hole diameter of a calibrated hole-plate using a number of micro-X-ray CT systems; 
these erosion and dilations effects were found to be related to the magnification factor 
of the scan - related to the image unsharpness - and the orientation of the hole-plate 
during the scan – related to the beam hardening properties. It is also observed that 
dilation, attributed to beam hardening, is enhanced when applying a low-pass filter to 
the reconstructed image. The goal of the following work is to investigate these results 
further to better understand the apparent relationship between beam hardening and 
image unsharpness. The influence of beam hardening on dimensional measurements is 
well known but it is not fully understood how ‘cupping’ of the data leads to systematic 
error. This chapter will quantify the combined effect of cupping artefacts and sources of 
image unsharpness through simulation of X-ray CT data to understand their influence on 
edge detection. The results of the simulation are then verified through experimental tests 
on an industrial CT system.  
5.1 Background 
In Chapter 3, an overview of influence on X-ray CT data is presented, these were divided 
into two categories; the first type that lead to error in the voxel size determination 
(unidirectional scale error) and the second type that lead to error in the surface 
determination (bidirectional). From the results of Chapter 4 it is clear that systematic 
errors of the first type can be reduced significantly through correction of the voxel size 
using reference measurements, furthermore no correction is necessary on 
measurements performed on the dedicated metrology system. Reduction of systematic 
errors of the second type were less successful and remained the biggest contributor to 
dimensional measurement error. This chapter therefore focuses on the influences of the 
edge determination step in X-ray CT, specifically, the influences that are highlighted by 
the experimental results in Chapter 4. 
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5.1.1 Cupping Artefacts 
Cupping artefacts are most commonly described as a continuous depreciation of the 
material attenuation coefficient further from the material edges. As previously noted, 
cupping artefacts are most commonly caused by beam hardening and scattering. How 
each of these influences leads to cupping artefacts is described in the following sections.  
Beam Hardening 
According to the Beer-Lambert law the intensity, 𝐼(𝑥), observed when a monochromatic 
X-ray beam passing through a distance, 𝑥, in an homogenous material is given by,  
𝐼(𝑥) = 𝐼0𝑒
−𝜇𝑥 
Equation 62 
where 𝐼0 is the initial intensity of the source and 𝜇 is the linear attenuation 
coefficient. This relationship describes the attenuation of a monochromatic source 
well, however it is noted that the linear attenuation coefficient is not only 
dependent on the material characteristics but also on the energy of the incident 
source. Since the X-ray sources of interest are inherently polychromatic, this 
relationship must be modified to include this energy dependency. An X-ray source 
consisting of multiple energies will be attenuated at different rates and therefore 
the spectrum will vary at different penetration lengths. This effect known as beam 
hardening since an increase in the mean energy of a polychromatic X-ray beam is 
generally observed as it traverses through a material.  Writing the attenuation 
coefficient as an explicit function of energy 𝜇(𝐸),  the intensity 𝐼(𝑥), of a 
polychromatic X-ray source, 𝐼0(𝐸), at a depth 𝑥 through a material is therefore, 
𝐼(𝑥) = ∫ 𝐼0(𝐸)𝑒
−𝜇(𝐸)𝑥
𝐸𝑚𝑎𝑥
0
𝑑𝐸 
Equation 63 
where 𝐸𝑚𝑎𝑥 is the maximum energy X-ray generated by the source. For the purposes of 
tomographic reconstruction, the attenuation value is used as for a monochromatic 
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source it is linearly proportional to the path length through a homogeneous material, as 
given in Equation 64: 
𝐴𝑡𝑡𝑛. = −ln (
𝐼
𝐼0
) 
Equation 64 
For a polychromatic source, the total attenuation varies non-linearly with path length, 
this is shown in Figure 79.  
 
Figure 79. Example of attenuation vs penetration depth plot for a polychromatic and monochromatic X-ray source. 
Figure created in MATLAB ver. R2019a. 
With the assumption of linear attenuation, any material becomes less attenuating as the 
penetration depth increases. This presents itself as a higher attenuation coefficient at 
the edges once reconstructed leading to the so called cupping artefacts.  
Scattering 
Although scattering is described by a complex interaction process, the influence of 
scatter on reconstructed CT data can be demonstrated using a simple approximation. It 
can be assumed that scattered X-rays contribute to a constant additional signal to image. 
By applying a constant offset to the all intensity values and calculating the attenuation 
a non-linear relationship can again be observed, as shown in Figure 80, where an offset 
of 5% of the peak value was used. In contrast to a polychromatic attenuation curve 
however, the scatter curve behaves more linearly at the shorter penetration depths. 
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Figure 80. Plot of total attenuation vs penetration depth with and without scatter signal. The additional scatter 
signal is 5% of the peak intensity. Figure created in MATLAB ver. R2019a. 
5.2 Edge Blurring 
It is noted by Lifton in [91], that cupping artefacts such as those caused by beam 
hardening do not physically change the position of the edge but influence edge 
determination, leading to systematic error. However, it is not conclusive why these 
artefacts lead to the observed measurement error although it is argued that edge 
contrast is responsible. It is found via experiment that the systematic errors observed 
due to cupping artefacts were enhanced when applying a Gaussian smoothing filter to 
the data. Cupping artefacts however have been shown to change the edge profile [91], 
this may lead to the observed error when applying the smoothing filter.  
5.2.1 Edge Dilation 
It is expected that when applying a Gaussian filter to an ideal edge, the edge position is 
preserved, the previous chapter showed that in the presence of cupping artefacts, 
systematic errors can occur when applying smoothing filters to the reconstructed 
images.  To demonstrate this, ideal and cupped edge profiles ware modelled and the 
edge position recorded before and after applying a Gaussian operator.  
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An Ideal edge is therefore defined as, 
𝑌(𝑥) =
       𝑀 𝑥 <= 𝑟
       𝐵 𝑥 > 𝑟
 
Equation 65 
Where Y is the grey-scale value of a reconstructed edge, M is the material linear 
attenuation co-efficient, B is the background attenuation co-efficient and r is the edge 
position. A cupped edge is defined in Equation 66 as: 
𝑌(𝑥) =
𝑀 𝑥 <= 0
              𝑀 + 𝑓(𝑥) 𝑥 > 0   𝑎𝑛𝑑   𝑥 <= 𝑟
𝐵 𝑥 > 𝑟
 
Equation 66 
Where 𝑓(𝑥) is a function that describes the cupping profile in Equation 67, 
𝑓(𝑥) = ℎe−(r−x) 
Equation 67 
And ℎ is the maximum height of the peak. These edges are smoothed using a Gaussian 
filter and plotted in Figure 81 along with the edge gradient function, calculated using 
the 1D Prewitt kernel in Equation 68. 
  
∇𝑥= [−1 0 1] 
Equation 68 
For the case of the ideal edge, the point of maximum gradient is unaffected by the 
smoothing filter. The edge position shifts however for the case of a cupped edge when 
the filter is applied. This can be explained by considering the gradient of a cupped edge 
before smoothing – the gradient of the cupping artefact opposes that of the edge and 
as this is smoothed it mixes with the edge gradient and causes the point of maximum 
gradient to shift outwards. This is an important result as smoothing filters are commonly 
applied to CT data for noise reduction. Smoothing these edges may therefore lead to 
dimensional measurements error if there is edge cupping. This dilation effect is in 
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agreement with previous research [8-12] however this has not previously been 
associated with image blurring. It is noted however that the effect of the source 
diameter is not to smooth the reconstructed image but to smooth the pre-
reconstruction projected intensity images. In other words the blurring occurs in the 
intensity images collected by the detector and several steps are then performed before 
the reconstructed image is determined. In previous work, the effect of the source size 
has not been considered mainly due to the small source sizes that can be achievable on 
low power systems which are suitable for plastics and light metals. However on higher 
power systems the source diameter size may have a considerable influence on the 
measurement results. It is well understood that a finite source diameter will lead to 
unsharpness of the projected image which may therefore influence the position of 
edges. 
 
Figure 81. A demonstration of the influence of smoothing edges. The position of maximum gradient is unaffected 
by smoothing with a Gaussian filter (A and C), however the maximum gradient of a cupped edge is shifted when a 
Gaussian filter is applied (B and D). Figures created in MATLAB ver. R2019a. 
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5.2.2 Edge Erosion 
In the previous example, it is demonstrated that smoothing of cupped edges can lead to 
systematic dilation of the edge gradient, it is important to note that other sources of 
image unsharpness, such as from a finite source, directly influence the radiographic 
projection images before the reconstruction step. By again considering the gradient of 
an edge, the influence of blurring on the projection images can be studied. Figure 82 
gives the gradient of an intensity value before and after Gaussian smoothing is applied 
(as would be measured by the detector). As before the position of maximum gradient is 
unaffected by the smoothing operation. For the purposes of CT reconstruction however, 
the X-ray attenuation is first calculated from the intensity values (see Equation 64). It is 
observed that the result of this operation can influence the position of the maximum 
edge gradient when smoothing is first applied to the intensity image. A systematic shift 
of the maximum gradient, given by the position of the peaks, is observed leading to an 
‘erosion’ of the edge.  
  
  
 
146 
 
 
Figure 82. Demonstration of how erosion of edges can occur in X-ray CT data. A) Intensity plot of a parallel ray 
projection of a square object of uniform thickness. B) Attenuation of A. C) Gradient of A. D) Gradient of B). Figures 
created in MATLAB ver. R2019a. 
It has been demonstrated that edge smoothing can result in both dilation and erosion 
of edges subject to whether the smoothing is applied before or after the reconstruction 
step. It is not clear however how edges are affected when both beam hardening and 
blurring are considered simultaneously. It is therefore proposed that a more complex 
model be tested using simulation of the beam hardening effect and the influence of a 
finite source size. 
5.3 Simulation of X-ray CT Measurements 
Through simulation, the effect of individual influence factors, such as beam hardening, 
on the edge position can be quantified. A methodology is proposed for modelling the 
acquisition of X-ray projections, reconstruction, edge detection and dimensional 
measurement extraction. 
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5.3.1 Modelling the X-ray Spectrum 
The beam hardening effect is achieved through simulation of a polychromatic source 
and the attenuation properties of the workpiece. The beam hardening effect for a 400 
kV X-ray source spectrum is modelled which is attenuated by an iron workpiece. Iron is 
chosen as the workpiece material in order to exaggerate the cupping artefacts due to its 
relatively high density. Experimental data is used to model the X-ray attenuation of iron, 
for the workpiece, and copper, for the source filtration. This is obtained from the NIST 
online database [13], as shown in Figure 83. 400 kV was chosen in this instance to 
enhance the beam hardening effects associated with a broad spectrum, this could also 
be matched experimentally by the XT H 450 LC system.  
 
Figure 83. X-ray attenuation coefficient of iron and copper for X-ray energies from 1 keV to 400 keV. Data from 
[45]. Figure created in MATLAB ver. R2019a. 
The X-ray source spectrum is simulated using a radiographic simulation package, aRTist 
[138]. The source parameters are given in Table 11. The X-ray spectrum generated is 
plotted in Figure 84. 
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Table 11.Parameters used in simulation of source spectrum. 
Parameter Value 
Target material Tungsten 
Target thickness 1 mm 
Target angle 21 
Acceleration voltage 400 kV 
Window material Aluminium 
Window thickness 5 mm 
 
Figure 84. Simulated X-ray spectrum using aRTist simulation software [14] before and after filtration with 2 mm of 
copper. Figure created in MATLAB ver. R2019a. 
Using this model for beam hardening, the resulting intensity for a polychromatic source 
is then determined using Equation 63. 
5.3.2 Simulation of Fan beam Projections 
In order to investigate the influence of the source diameter size on the results of 
dimensional X-ray CT, simulation of a fan beam CT scan is performed with various source 
sizes. The combined influence of the source diameter size and the beam hardening 
effect is included to understand the relationship between these two factors. Simulation 
is used to isolate these factors from other potential influence on measurement. The 
acquisition of fan beam CT projection images of a solid circular disk is modelled through 
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calculation of the ray paths through the workpiece from the source to each detector 
pixel. The parameter used in the simulation are given in Table 12. 
Table 12. Parameters used in fan beam model. 
Parameter Value 
Source-to-detector distance (SDD) 1027.9 mm 
Source-to-object distance (SOD) 205.58 mm 
Detector width (D) 400 mm 
Detector pixel size (P) 200 µm 
Number of pixels 2000 
Workpiece diameter  20 mm 
Source opening angle  22 
Source spacing (S) 5 µm 
Sub-pixel spacing (Ps) 40 µm 
To simulate the finite size of the X-ray source, multiple point sources were generated at 
equal spacing along the width of the source diameter as illustrated in Figure 85. The 
intensity of each source is also weighted to produce a Gaussian profile across the source 
width with a sigma value of a quarter of the total width. 
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Figure 85. Diagram of fan beam geometry used in simulation. Not to scale. 
The fan beam CT data is then simulated by performing the following steps; at each 
source, ray paths are traced to five equally spaced points within each pixel, this is 
repeated for each pixel in the detector array. The total path length travelled through the 
material is then calculated. The ray intensity after attenuation through the workpiece is 
then calculated. This is dependent on the initial intensity, path length and the energy 
spectrum of the source. Two source types are used, a single energy or monochromatic 
source and a multi-energy or polychromatic source. (See 5.3.1). The intensity of all rays 
that reach each pixel are then summed. The X-ray attenuation is then calculated for each 
pixel using Equation 64. Some examples of the intensity and attenuation images are 
given in Figure 86 with 0 mm and 0.5 mm source diameter respectively. Despite this 
however the differences are subtle, these difference become more obvious in the 
following section after image reconstruction.  
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Figure 86. Simulated intensity (A and B) and attenuation (C and D) plots for monochromatic and polychromatic 
sources with a 0 mm source diameter (A and C) and 0.5 mm source diameter (B and D). Figures created in MATLAB 
ver. R2019a. 
5.3.3 Reconstruction 
This set of projection data is then reconstructed using an equidistance fan beam filtered 
back projection algorithm as outlined in detail in 2.2.4 to generate a 2D cross sectional 
image; the ramp filter is applied to each projection and a weighted back projection of 
attenuation values for each pixel along fan beam is performed. This is repeated for each 
projection angle.  
 
An example of the output of the simulations is given in Figure 87, showing the difference 
between an ideal scan with a point source diameter and no beam hardening and a scan 
with a large source diameter and beam hardening artefacts present. 
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Figure 87. Simulated CT data: A) Reconstructed simulation of monochromatic source with 0 mm source diameter 
size. B) Reconstructed simulation of polychromatic source with 0.5 mm source diameter. Figures created in 
MATLAB ver. R2019a. 
5.3.4 Edge determination 
Diameter measurements of the reconstructed disks are then determined by firstly; 
taking the edge profile through centre and then calculating the grey-scale value 
gradient. Next the maxima of the local gradient is used to determine the edges of disk. 
A quadratic interpolation is then used to determine sub-pixel turning point. This is 
repeated for 360 equally spaced angles intersecting the centre of the disk. Finally the 
distance between edge turning points is calculated by fitting a circle using a least squares 
Gaussian method to determine the diameter. This is a common fitting method used in 
diameter determination however it should be noted that other methods can be used. 
The least squares method chooses the diameter than minimises the sum of the squares 
of the residuals of the all the fitted points. The gradient is calculated using the 1D Prewitt 
kernel in Equation 68. 
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5.3.5 Results 
The simulated results are given for various source diameters for both monochromatic 
and polychromatic sources. 
Monochromatic Source 
Figure 88 shows there is a correlation between the source diameter size and the 
measured diameter. The effect of a larger source size is to decrease the indicated 
diameter of the object. It is expected that blurring of the monochromatic edges may 
influence the position of the edge in this way as demonstrated in 5.2.2. 
Another key observation is that the magnitude of the erosion effect is also dependent 
on the absorption coefficient of the material - more accurately it is dependent on the 
total attenuation (a higher attenuation coefficient will lead to a larger attenuation for 
the same path length). The reason for this is the logarithmic operation behaves non-
linearly for large differences in the intensity, therefore the erosion effect is stronger for 
highly contrast edges. This is an important result as it shows that the source diameter 
size can directly influence the measured position of an edge in X-ray CT. This effect may 
explain results found in other work [11]. In this paper the authors commented that a 
systematic negative error is measured for the case of a monochromatic source in their 
simulations. For the worst case of a 300 µm source diameter, the edge position was 
found to erode by 8 µm and 35 µm with a maximum attenuation value of 2 and 4 
respectively 
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Figure 88. Diameter measurements of simulated data with monochromatic sources of different X-ray energies 
corresponding to a different attenuation coefficient. Figure created in MATLAB ver. R2019a. 
Polychromatic Source 
Figure 89 shows a similar trend to the monochromatic results; the erosion due to the 
source diameter size is the dominating influence as the measured diameter decreases 
with increasing source size. As noted in the monochromatic results, the erosion effect is 
also dependent on the total attenuation of the workpiece. In the polychromatic results, 
this has caused the unfiltered spectrum to be influenced more by the source size. At 
smaller source sizes however the filtered and unfiltered spectrums record a dilation of 
the edge, which is greater for a more polychromatic source. As these results are 
diameter measurements, the error in the edge position is half as large. For the worst 
case of an unfiltered polychromatic 400 kV source, the edge position was found to dilate 
by 18 µm and 14 µm when filtered by 2 mm of Cu. 
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Figure 89. Diameter measurements of simulated data with polychromatic source. Figure created in MATLAB ver. 
R2019a.  
5.3.6 Discussion 
The results of the simulation have confirmed the erosion of edges caused by the source 
diameter size as predicted in 5.2.2. To the knowledge of the author this effect has not 
been reported previously. The results suggest that the bias is greater the larger the 
source size or the more attenuating the edge. It is therefore supposed that these errors 
will more likely be detected on high power X-ray CT systems which tend to have larger 
source diameters. 
The dilation of edges due to cupping artefacts is also observed for small source diameter 
sizes, however as the source diameter size is increased the dilation effect dominated 
and negative errors were observed. It is also found that by filtering the source the error 
due to beam hardening (at small source size) and the error due to source diameter 
blurring (at large source sizes) is reduced. While the former effect is well known, the 
reason for the latter effect is that filtration increases the mean beam energy which 
therefore reduces the overall attenuation. The attenuation is found to be related to the 
magnitude of the edge erosion. The next step is to confirm that these are real, 
observable effects by experimenting on an industrial X-ray CT system.  
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5.4 Experimental Validation 
An experimental evaluation is performed to validate the results of the simulation. A steel 
cylinder, shown in Figure 90, is scanned in an industrial CT scanner in fan beam mode at 
a constant voltage of 400 kV. A number of scans are performed using a range of source 
powers and source filtration. The purpose of this is to recreate the simulation results for 
the polychromatic and filtered spectrums. It is noted that it is not possible to recreate 
the ideal conditions of the monochromatic source. 
 
Figure 90. Image of experimental set-up. Two lead collimators were used to create a fan beam. 
5.4.1 Methodology 
A steel cylinder is scanned using fan beam CT on a Nikon XT H 450 system and the 
diameter measured. This is achieve using two collimating lead blocks with a small gap 
for the beam to pass through. 24 scans were completed in total; one for each of the four 
power setting with and without source filtration, each repeated three times. The scan 
parameter values are given in Table 13. The purpose of changing the current value is to 
increase the size of the source diameter without affecting the form of the spectrum. The 
source spectrum and therefore the beam hardening properties are also controlled using 
hardware filtration. The source diameter is measured at each of the power settings by 
fitting a Gaussian profile to an image with a sharp edge contrast. This is achieved by 
imaging a thin copper plate at multiple angular views and taking the minimum recorded 
source diameter. Each of the scans are performed at the same magnification which is 
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calibrated with the ball-bar reference artefact used Chapter 4. This is to ensure any scale 
errors are minimised so that only the error due to edge influences are measured. 
Measurement of diameters is performed in VG Studio MAX 2.2 [15] using the exact 
settings given in Table 3. 
Table 13. Parameters used for the fan beam scans of the iron cylindrical workpiece. 
Parameter Value 
X-ray CT System Nikon XT H 450 
Magnification 5 
Voxel Size 35 µm 
Acceleration Voltage 400 kV 
Current 125 µA/250 µA/375 µA/500 µA 
Source Filtration Material Copper 
Source Filtration Thickness 0 mm/2 mm 
Exposure Time 1415 ms 
Number of Projections 900 
5.4.2 Experimental Results 
The cylinder diameter measurements are plotted against the source Full Width at Half 
Maximum (FWHM) value in Figure 91. The simulation results from Figure 89 are also 
plotted for comparison accounting for the difference in the cylinder diameter. The 
experimental results agree with the main trend of the previous simulation results where 
a larger source diameter leads to an erosion in the diameter measurements of the 
cylinder. It is noted that there is an ‘optimal’ source diameter where the influence of 
beam hardening and source blurring cancel out. The erosion of the real edges are not as 
large as in the simulation results. One reason for this may be due to scatter in the 
experimental results. This may reduce the edge contrast and therefore reduce the 
erosion effect as observed in Figure 88.  Overall however these results agree with the 
findings of this chapter. 
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Figure 91. Results of the experimental measurement of the cylindrical workpiece. A simulation is set up with similar 
parameters for comparison. Figure created in MATLAB ver. R2019a. 
5.5 Revisiting the Hole-Plate 
In Chapter 4, dimensional X-ray CT measurements were acquired on a calibrated hole-
plate artefact. A number of systematic errors were observed when changing the 
orientation and magnification of the hole-plate and applying beam hardening 
corrections and image smoothing filters. These systematic errors are observed only on 
the so called bidirectional lengths; those that are influenced significantly by the edge 
determination step. Both dilation and erosion of edges are observed when measuring 
the hole-plate diameters. In this chapter, it is found that erosion of material edges could 
occur due to blurring of the radiographic intensity images. In light of this new 
information, the hole-plate measurement result will be analysed to understand if they 
are consistent with this hypothesis.   
5.5.1 Erosion of Edges in the Vertical Orientation 
The first set of unexplained results were from the measurements of the hole-plate 
diameters in the vertical scan orientation as shown in Figure 69. Here there appears to 
be a correlation between the geometric magnification of the scan and the mean 
diameter error of the holes. In the beginning of this chapter it is shown that image 
unsharpness due to a finite source size could lead to edge erosion. Image unsharpness 
in fan beam and cone beam X-ray CT is related to a number of other factors including 
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the geometric magnification, detector pixel size, reconstruction filter and also 
movement of the detector, source or object during capture of the radiographic 
projections. By considering only the geometric factors effecting unsharpness it is 
possible to explain the unsharpness of a CT system based on the characteristics of the 
source and detector. These geometric limitations of the system are analysed in [74] 
where the effect of the source size, pixel size and geometric magnification are related 
to the theoretical OTF of the system. In the previous chapter, the effect of the geometric 
magnification is not considered however it is shown, in Equation 69, that the 
unsharpness of a projected image due to the source is related to the geometric 
magnification; 
𝑈𝑆 =
𝑆(𝑚 − 1)
𝑚
 
Equation 69 
where 𝑈𝑆 is the size of the penumbra, S is the source size and 𝑚 is the geometric 
magnification factor. It is seen that the unsharpness of the image due to the source 
diameter is therefore dependent on the geometric magnification. Another source of 
image unsharpness is the size of the individual pixels however the effective unsharpness 
is reduced by the image magnification such that: 
𝑈𝑎 =
𝑎
𝑚
 
Equation 70 
The total unsharpness of the projected image is therefore given by: 
𝑈𝑇𝑜𝑡𝑎𝑙 = √𝑈𝑎2 + 𝑈𝑆
2 
Equation 71 
For the X-ray CT system used the pixel size and source size as quoted by the vendor is 
200 µm and 80 µm respectively. The total unsharpness across the typical magnification 
range is plotted in Figure 92. For these parameters it is expected that the unsharpness 
increases at lower values of the magnification as found in the results. 
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Figure 92. Plot of 𝑼𝑻𝒐𝒕𝒂𝒍 , 𝑼𝒂 and 𝑼𝑺 for S = 200 µm and a = 200 µm. Figure created in MATLAB ver. R2019a. 
5.5.2 Erosion/Dilation of Edges When Changing the Orientation 
Systematic error in the diameter measurements are also observed when changing the 
orientation of the hole-plate as shown in Figure 65. The measurements of the hole 
diameters differ considerably and there is clearly a systematic edge error. In the vertical 
orientation there is an edge erosion and in the horizontal orientation, there is a dilation 
of the material edge resulting in a negative error. Whilst in the tilted angle orientation 
the mean error in the hole diameters is close to zero. The erosion of the edge in the 
vertical orientation is explained in the previous section  
Another important finding in this chapter is that the erosion effect is dependent not only 
on the image unsharpness but also on the magnitude of the edge gradient. In other 
words the more attenuating an edge is in comparison to its background, the stronger 
the erosion effect. When comparing the diameters of the hole-plate in the three 
orientations, the unsharpness should remain constant, however by changing the 
orientation the material path lengths are altered. In the horizontal position the X-rays 
have to travel through more surrounding material than in the vertical orientation as 
illustrated by the grey-scale profiles in Figure 93.  
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Figure 93. Grey-scale profiles taken from the projection image of the hole-plate in the vertical and horizontal 
orientations. The edge contrast is much greater in the vertical orientation and so is susceptible to edge erosion 
according to the findings in Chapter 5.  
A greater edge contrast is therefore apparent in the vertical orientation. As a larger edge 
contrast can lead to larger edge erosion for the same degree of blurring, this can explain 
the strong erosion observed in the vertical orientation hole-plate measurements. Beam 
hardening may also contribute to this result, in the horizontal plane the mean path 
length through the material is greater, leading to further beam hardening. As this effect 
is well known to lead to dilation edges it is expected that edge dilation is observed in the 
horizontal orientation.  
5.5.3 Summary of Hole-plate Results 
After revisiting the initial results of the hole-plate measurements, it is argued that the 
systematic effects are in fact due the combination of beam hardening and image 
unsharpness. These results have also highlighted the fact that the workpiece geometry 
and the scan orientation can dictate how these errors manifest themselves. This is 
illustrated quite clearly when considering the hole diameter error in the three gross 
orientations (Figure 65), where on average, a positive error is observed in the vertical 
orientation and a negative error is observed in the horizontal orientation whilst at 45 
degrees the mean error is close to zero. For the purposes of calibration, systematic 
errors or bias such as a global surface error can easily be corrected for. It is clear from 
these results however that a more complex workpiece could in fact have cases of both 
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edge dilation and erosion and is completely workpiece and scan parameter specific 
which would prevent such global treatment of error. The best approach to handle these 
errors therefore is to correct for these influences before reconstruction. Typical beam 
hardening corrections will not be applicable as they do not account for the image 
unsharpness. Corrections will be considered in the following further work section. 
5.6 Chapter Summary 
This chapter has quantified the combined effects of beam hardening and source 
diameter blurring on dimensional measurement in X-ray CT through simulation and 
experimental validation. By considering the effect of blurring filters on ideal and cupped 
edges, a systematic shift in the edge gradient is found when applied to the cupped 
edges. It is therefore argued that edge blurring is contributing to the commonly cited 
beam hardening edge dilation. 
The effect of blurring the pre-reconstructed intensity projections is also demonstrated. 
This time a systematic erosion of the edge gradient is observed in the attenuation signal. 
Although a symmetrical smoothing filter has no influence on the edge gradient position 
of the intensity signal, the attenuation signal requires a logarithmic computation which 
results in a systematic edge error. 
In order to fully quantify the effect of both of beam hardening and image blurring on 
measurement of X-ray CT data, a simulation was performed, enabling control over the 
source spectrum and the size of the source diameter. The results of the simulation 
confirmed the erosion of edges due to source diameter blurring. It also found the error 
to be dependent on the attenuation of the edge. For the worst case of a monochromic 
source with a 300 µm source diameter, the edge position was found to erode by 8 µm 
and 35 µm with a maximum attenuation value of 2 and 4 respectively. 
 Simulations were also performed using a polychromatic source. The dilation of edges 
due to beam hardening is observed for small source diameters but this dilation is 
dominated at large source sizes by the erosion effect of the source blur. For the worst 
case of an unfiltered polychromatic 400 kV source, the edge position was found to dilate 
by 18 µm and 14 µm when filtered by 2 mm of Cu. The effect of hardware filtering of the 
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source is found to not only reduce cupping artefacts and therefore reduce the edge 
dilation at small source sizes but to also reduce the erosion effect of the source diameter 
by reducing the edge contrast. It is expected that increasing the source energy or 
scanning a less attenuating material will have similar effects. 
 
The results of the simulation were then verified in experimental measurements 
performed on a high power industrial X-ray CT system. The results of the experiment 
were found to be in good agreement with the simulation, confirming that a large source 
size lead to erosion of the edges. The effect of the source diameter on CT dimensional 
measurements has not previously been reported, and so the results of this study are of 
significance to this field. These results are probably more relevant in high power CT 
systems where the source diameter size tends to be larger, which is perhaps why many 
studies have overlooked the significance of source blurring. It should be noted that 
previous work did observe these erosion effects related to the source size but did not 
investigate these findings further [139].  
It is therefore recommended that the influence of image unsharpness is carefully 
considered when performing X-ray CT scans for the purposes of dimensional 
measurement. The main contributors to the image unsharpness, the effective source 
diameter and the effective detector pixel size, should be minimised to reduce the 
influence of edge blurring. The magnification can be chosen to achieve this via Equation 
71. Sufficient X-ray acceleration voltage and filtration should then also be used to reduce 
the influence of beam hardening and other non-linear influences related to highly 
attenuating edges. It is noted that these influence are more dominant in high energy X-
ray applications, not to mention the addition of a high scatter fraction. This highlights 
the current problems with high energy X-ray imaging, where novel X-ray generation 
technologies such as liquid metal jet anodes or laser driven sources may help to 
overcome these issues in the future.   
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Chapter 6: Summary and Conclusion 
This chapter summarises the findings of all previous chapters and outlines the key 
conclusions that can be drawn from this work. The limitations of this work are discussed 
and recommendations for future work are made. The novel contributions of this work 
are outlined and the specific outcomes that have resulted from this work are discussed. 
6.1 Overview 
The initial scope of this work was relatively broad and one of the first goals was to 
narrow down the large list of metrological influence factors to a few significant 
influences affecting dimensional measurement in industrial X-ray Computed 
Tomography (CT), more specifically those which were related to the interactions 
between the workpiece and the X-ray source.  
The initial step was to understand the fundamental physical principles of the X-ray CT 
process such as how the X-ray source is generated, how it interacts with an object, and 
finally how the resulting X-ray are detected to form a radiographic image. It was also 
necessary to understand how these so-called projection images can be mathematically 
reconstructed to generate a set of cross-sectional images, as described in Chapter 2.  
 The following chapter focussed on how dimensional measurements can be extracted 
from the reconstructed CT images. Chapter 3 also reviewed the relevant scientific 
literature and standards to quantify the main influencing factors that have previously 
been studied. It also outlined the limitations with current standards and the 
fundamental contrast between conventional measurement techniques and dimensional 
X-ray CT. It was clear that these differences need to be understood in order for 
measurements between these techniques to be truly comparable. It is for this reason 
that these standards were not fully applied in this work. This chapter outlined the 
standard practice that has been adopted for X-ray CT measurement and the 
methodology followed during the experimental measurements performed in the 
proceeding chapters.  
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An initial experimental study was performed in Chapter 4 using a calibrated reference 
hole-plate which had been designed as a performance verification object – analogous to 
those used by conventional CMMs. The main aim of this work was to characterise the 
typical errors observed in X-ray CT and quantify the magnitude of these errors to 
understand the most significant. The study used a range of industrial X-ray CT systems, 
including a metrology grade system to act as a benchmark. The workpiece was also 
scanned using a number of different configurations to understand the influence of 
orientation and scan position on the measurement results. A number of unexpected 
systematic effects were observed in the results which appeared as errors in the edge 
position; both erosion and dilation of the edges were recorded. These were correlated 
to the orientation and position (geometric magnification factor) of the hole-plate and 
could not be explained by previously understood influences such and beam hardening 
and scattering. After applying smoothing filters to the reconstructed images it was found 
that image unsharpness could lead to erosion of the edge. It was therefore decided that 
influence of image unsharpness would be studied further in the proceeding chapter. A 
key finding of this chapter was the fact that equivalent dimensional error was found 
between the standard and metrology systems, highlighting the need for further work to 
be performed to understand the source of these errors.   
Chapter 5 initially demonstrated how the gradient of theoretical edges behaved when 
smoothing filters were applied. More importantly, it considered at which stage in the 
data acquisition this smoothing was applied. It was found that when smoothing filters 
were applied to reconstructed data with cupping artefacts, the edge bias was in the 
direction material surface; that is edges would dilate agreeing with previous findings. 
Applying these kind of image processing filters are typically optional and can be omitted 
from the measurement workflow, other sources of image unsharpness are inherent in 
the X-ray CT process. For this reason, these smoothing filters were also applied to ideal 
radiographic edges and the resulting signal processed through the necessary steps. Since 
the X-ray attenuation is calculated through a logarithmic operation, it was again found 
that an edge bias resulted from the application of the smoothing filter. This time 
however, the edge error was in the opposing direction; leading to an erosion of the edge.  
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These edge effects were studied further by performing a full fan beam simulation which 
modelled a finite X-ray source diameter and X-ray energy spectrum. This was used to 
generate a number of reconstructed cylindrical cross-sections with various levels of 
unsharpness and cupping artefacts. The edge position was then measured to determine 
the influence of these properties on dimensional measurement. The results of the 
simulation largely agreed with the previous findings; that stronger cupping artefacts 
caused by a more polychromatic source lead to dilation of edges. However the erosion 
effect due to a finite source size was more dominant in this case and lead to edge 
erosion. The erosion was also dependent on the edge contrast, it would therefore be 
expected that an exterior surface would be influenced more than an interior one.  
To validate these results, an experimental X-ray CT scan was performed using a fan beam 
cross-section of a steel cylindrical workpiece. The results of the simulation were 
emulated and good agreement between the experimental and simulated measurements 
were observed. It was found that the erosion and dilation effects could be described by 
the influence of image unsharpness and beam hardening. These results have highlighted 
the significance of the workpiece geometry, the scan orientation and the geometrical 
magnification. 
6.2 Limitations 
Limitations of this work mainly relate to the consideration of other relevant influence 
factors such as X-ray scatter, the influence of the filtration process during 
reconstruction, the influence of the detector characteristics such as the unsharpness, 
noise and efficiency. This work therefore has only considered the most significant 
influence such as beam hardening as the main cause of cupping artefacts and the X-ray 
source diameter as the cause of unsharpness. However, scattering is known to have 
similar effects on the CT image as beam hardening and image unsharpness can come 
from a number of other influences. These lesser effect have been neglected but should 
be considered in future work, for example, Compton scattering is known to be much 
more problematic at higher X-ray energies as it becomes the dominant interaction 
mechanism, as described in 2.1.2. Limitations of the simulation and experimentation in 
Chapter 5 should be highlighted also. Here, only fan beam CT was considered in order 
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to simplify the computation and also to negate the influence of scatter in the 
experimental trials as scattered X-rays will mostly fall out of the fan beam plane and 
therefore will not be recorded by the detector. The geometry of the test object was also 
simplistic and only external surfaces were considered as other work has demonstrated 
that these are more strongly influenced by the effects of cupping artefacts. A further 
limitation of this work is the method of surface determination; in this work the position 
of edges was determined by measuring the edge gradient; different methods of edge 
detection have been considered in other studies and a gradient based approach has 
been demonstrated to be the most robust method for dimensional metrology 
applications.  
6.3 Research Outcomes 
Overall, this work has investigated a number of influence factors that lead to systematic 
erosion or dilation of material edges in a CT scan. The key findings of this work were the 
influence of the X-ray source characteristics on the determination of edges in X-ray CT 
images. It was found that the most influencing attributes were the energy spectrum and 
the physical size of the X-ray source. In previous work, beam hardening had been found 
to cause dilation of material edges in the reconstructed image. In this work however, a 
systematic effect was demonstrated between cupping artefacts, caused by beam 
hardening, and edge blurring. It was found that smoothing cupped edges could amplify 
the dilation effect, leading to an increased error. Since the finite size of the source is a 
potential cause of image unsharpness in X-ray CT, it was expected that the combination 
of beam hardening and a finite source size would lead to further dilation of edges. It was 
found however that unsharpness caused by the X-ray source size lead to a systematic 
erosion of edges. This was an interesting result and it has not previously been reported 
in the literature.  
The novel contributions of this work are therefore summarised as follows: 
i. By performing scans of a calibrated workpiece on multiple CT systems this work 
has highlighted the benefits and limitations of three industrial CT systems. Firstly 
the advantages of the metrology CT system to perform unidirectional length 
measurements compared with the standard systems. Secondly the result that 
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the metrology CT system offered no advantage when performing edge 
dependent measurement. When using the ball bar reference artefact to adjust 
the voxel scale of subsequent scans on a non-metrology X-ray CT system, 
unidirectional length errors up to 0.1 % were observed. 
ii. This work studied the influence of blurring on X-ray CT images, more specifically 
the influence that smoothing had on the edge gradient. To the authors 
knowledge this is the first time that these effects of the source and pixel size 
have been quantified in a metrology context and a number of key findings were 
reported. 
iii. The first of these findings was the effect of blurring the pre-reconstruction 
radiographic intensity images which lead to a systematic erosion of the edge 
gradient. The magnitude of this effect was found to be dependent on the width 
of the smoothing filter and the contrast of the material edge. In the simulated 
measurements of a cylindrical workpiece, for the worst case of a 300 µm source 
diameter at a geometric magnification of 5, the edge position was found to erode 
by 8 µm and 35 µm with a maximum attenuation value of 2 and 4 respectively.  
iv. The second of these findings was the effect of blurring on the reconstructed CT 
images afflicted with cupping artefacts which lead to a systematic dilation of the 
edge gradient. The magnitude of this effect was found to be dependent on the 
width of the smoothing filter or voxel size and the strength of the cupping 
artefact. In the simulated measurements of a cylindrical workpiece, for the worst 
case of an unfiltered polychromatic 400 kV source, the edge position was found 
to dilate by 18 µm and 14 µm when filtered by 2 mm of Cu.  
v. These findings were then used to both predict and explain systematic errors 
observed within experimental results. 
A number of beneficial outcomes have resulted from the findings of this work. The 
Manufacturing Technology Centre who sponsored this doctorate recently purchased a 
metrology X-ray CT system to expand their capability in this area. A transmission target 
tube was favoured over the reflection target due to the superior source resolution in 
order to reduce the influence of blurring. A smaller detector pixel pitch was also chosen 
for the same reasons. The MTC now also has representatives on the ISO/TC 213, 
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contributing to the ISO 10360 Part 11. The MTC has also recently joined the AdvanCT 
(Advanced Computed Tomography for dimensional and surface measurements in 
industry) project as a collaborator funded by the European Metrology Research 
Programme EMPIR. A number of industrial projects were also contributed to as part of 
this doctorate including a core research project on industrial X-ray CT and a recent 
innovate UK project named 3-in-1 X-ray CT (Reference Number: 103466). It is also 
expected that the main outcomes of this work will be published at the end of this 
doctorate. 
6.4 Further Work 
This section will discuss the recommended further work that has not been covered 
within this doctoral thesis. This will include possible correction methods that can 
account for the combined effect of beam hardening and blurring, assessing the influence 
of more complex geometries, assessing the influence of other sources of unsharpness 
including the pixel size and the reconstruction filter, the effect of scatter and assessing 
different methods for the surface determination and reconstruction process.  
In Chapter 5, dilation and erosion effects were observed within the simulated and 
experimental results by measuring the outer diameter of a cylindrical object. This was 
used as it represents the simplest geometry and therefore reducing the influence of 
other influencing factors. This work however did not quantify the edge effects for more 
complex geometries, including internal holes and other features. Further work in this 
area is recommended to understand these edge effects better. A full simulation of the 
hole-plate geometry would give more insight into the systematic error observed in 
Chapter 4. This would however require performing a full cone-beam acquisition of the 
workpiece which would be harder to implement. There are currently a number of 
commercial simulation packages available which could be tested, however.  
6.4.1 Non-linear Influences 
In this thesis, the effects of beam hardening were analysed extensively as it is the 
principal contributor of non-linear attenuation in X-ray CT. There exist however 
numerous other sources of error which can lead to misrepresentation of the grey-scale 
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values. These effects include X-ray scatter, detector afterglow caused by the lag in the 
scintillation process, the heel effect which is caused by difference in X-ray path length 
through the X-ray target leading to a non-uniform source spectrum over the detector 
area. Although these influences are well-known they were not considered within this 
work. Further work should therefore look to include these effects especially when 
applying beam hardening correction as outlined in [91].  
6.4.2 Sources of Unsharpness 
As discussed previously within this chapter, many other sources of image unsharpness 
exist and should be included within the scope of any follow-on studies. An experimental 
study could be performed to demonstrate the influence of the geometric sources of 
unsharpness on measurement and how this varies within the scanner volume; this could 
be done using a cylindrical object such as that used in Chapter 5. Other factors should 
be considered as well such as the influence of source or object movement on the 
unsharpness and the influence of the reconstruction filter. Another study should look 
into the effect of arbitrarily varying the size of the voxel grid to see what effect this could 
have on measurement results.  
6.4.3 Correction Methods 
Approaches to correction of beam hardening have been looked at extensively in the 
available literature. The standard approach to beam hardening correction of a single 
material object is to use the linearization method. This method attempts to correct the 
projection images in order to obtain the grey-scales that would be recorded for the case 
of a monochromatic X-ray source .i.e. linearly proportional to the ray path lengths. This 
can be performed with knowledge of the attenuation curve which describes the 
attenuation of the source at each material penetration depth. The form of the 
attenuation curve depends not only on the object material but also the X-ray source 
spectrum and detector energy response. The goal of beam hardening correction of a 
single material is therefore is to obtain this attenuation curve either through estimation, 
modelling, iteration or direct measurement.  
Correction of image unsharpness have also been explored. Image deconvolution 
techniques are well established and are used for many image enhancement applications 
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[140]. These methods attempt to estimate the PSF of the image in order to restore the 
true image, so called blind deconvolution involves trying many estimation of the PSF 
without prior knowledge and then assessing if the image has improved.  
This work has considered the combined effect of the source size and spectrum on the 
reconstructed edges, the influence of a combination of these effects is difficult to predict 
and therefore correct for. An iterative approach may therefore provide the most 
promising way of ‘undoing’ the effect of the source. Other methods of correcting for 
edge error include the use of known reference object; with interior and exterior features 
which could be used to determine the first order edge bias, leading to improved 
accuracy.  
6.4.4 Surface Determination Methods 
This work has primarily looked at gradient based surface determination methods 
however further work could look into applying different methods to determine the 
edges in the CT image. Different methods or fitting techniques could be less susceptible 
the effects of systematic erosion and dilation. This could be explored in the context of 
future work. 
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Appendix A 
Hole-plate reference measurements provided by the NPL. 
Table 14. Reference diameters and centre positions for each of the 28 holes on the hole-plate artefact. 
Hole ID X Position (mm) 
Y Position 
(mm) 
Z Position 
(mm) 
Hole 
Diameter 
(mm) 
1 6.00992 6.00072 -4.01314 3.99915 
2 12.00465 6.00074 -4.01241 3.99696 
3 18.00551 6.00546 -4.01167 3.99916 
4 24.00798 6.00846 -4.01094 3.99811 
5 33.00408 6.00984 -4.00984 3.99993 
6 42.01047 6.01267 -4.00873 3.99577 
7 6.00939 12.002 -4.01221 3.99749 
8 24.00011 12.00568 -4.01001 3.99899 
9 38.99975 12.00884 -4.00817 3.99487 
10 15.00202 15.0069 -4.01065 3.99817 
11 6.00874 18.00573 -4.01128 3.99879 
12 24.00026 18.00973 -4.00908 3.99933 
13 35.99954 18.0022 -4.00761 3.99626 
14 6.00701 24.00358 -4.01035 3.99804 
15 12.00579 24.01166 -4.00962 3.99837 
16 18.006 24.00659 -4.00888 3.99833 
17 24.00838 24.01057 -4.00815 3.99821 
18 33.01028 24.00501 -4.00705 3.9965 
19 42.00206 24.0098 -4.00594 3.99498 
20 30.00557 30.00296 -4.00648 3.99645 
21 6.00536 33.00175 -4.00896 3.99649 
22 23.99981 33.01355 -4.00675 3.99449 
23 18.0113 36.01503 -4.00702 3.99727 
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24 36.00526 36.0093 -4.00482 3.99558 
25 12.00281 38.99595 -4.00729 3.99769 
26 6.01195 42.00184 -4.00756 3.99769 
27 23.99847 42.00726 -4.00536 3.99736 
28 42.00147 42.01213 -4.00315 3.99412 
 
Table 15.Reference length values for the unidirectional and bidirectional length on the hole-plate artefact.  
Unidirectional Length 
ID 
Length (mm) 
Bidirectional 
Length ID 
Length (mm) 
<Uni_A1>_1 6.709582 <Bi_A1>_1 10.7049 
<Uni_A1>_2 13.41194 < Bi_A1>_2 17.40795 
<Uni_A1>_3 20.11785 < Bi_A1>_3 24.11398 
<Uni_A1>_4 26.82632 < Bi_A1>_4 30.82243 
<Uni_A1>_5 40.24975 < Bi_A1>_5 44.24632 
<Uni_A2>_1 6.702669 < Bi_A2>_1 10.70036 
<Uni_A2>_2 13.40993 < Bi_A2>_2 17.40741 
<Uni_A2>_3 20.10852 < Bi_A2>_3 24.10461 
<Uni_A2>_4 26.82661 < Bi_A2>_4 30.82368 
<Uni_A2>_5 40.23682 < Bi_A2>_5 44.23315 
<Uni_D1>_1 8.484604 < Bi_D1>_1 12.47945 
<Uni_D1>_2 16.97415 < Bi_D1>_2 20.96944 
<Uni_D1>_3 25.45206 < Bi_D1>_3 29.44823 
<Uni_D1>_4 38.18708 < Bi_D1>_4 42.18322 
<Uni_D1>_5 50.91378 < Bi_D1>_5 54.91042 
<Uni_H1>_1 5.99473 < Bi_H1>_1 9.992785 
<Uni_H1>_2 11.99559 < Bi_H1>_2 15.99475 
<Uni_H1>_3 17.99806 < Bi_H1>_3 21.99669 
<Uni_H1>_4 26.99416 < Bi_H1>_4 30.9937 
<Uni_H1>_5 36.00055 < Bi_H1>_5 39.99801 
<Uni_H2>_1 5.998785 < Bi_H2>_1 9.99699 
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<Uni_H2>_2 11.99899 < Bi_H2>_2 15.99718 
<Uni_H2>_3 18.00137 < Bi_H2>_3 21.9995 
<Uni_H2>_4 27.00327 < Bi_H2>_4 31.00054 
<Uni_H2>_5 35.99505 < Bi_H2>_5 39.99156 
<Uni_V1>_1 6.00128 < Bi_V1>_1 9.9996 
<Uni_V1>_2 12.00501 < Bi_V1>_2 16.00398 
<Uni_V1>_3 18.00286 < Bi_V1>_3 22.00146 
<Uni_V1>_4 27.00103 < Bi_V1>_4 30.99885 
<Uni_V1>_5 36.00112 < Bi_V1>_5 39.99954 
<Uni_V2>_1 5.997225 < Bi_V2>_1 9.995775 
<Uni_V2>_2 12.00127 < Bi_V2>_2 15.99999 
<Uni_V2>_3 18.00211 < Bi_V2>_3 22.00027 
<Uni_V2>_4 27.00509 < Bi_V2>_4 31.00139 
<Uni_V2>_5 35.9988 < Bi_V2>_5 39.99654 
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