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Abstract: This article proposes a unified method to estimation of group action
by using the inverse Fourier transform of the input state. The method provides
optimal estimation for commutative and non-commutative group with/without
energy constraint. The proposed method can be applied to projective representa-
tions of non-compact groups as well as of compact groups. This paper addresses
the optimal estimation of R, U(1), SU(2), SO(3), and R2 with Heisenberg rep-
resentation under a suitable energy constraint.
1. Introduction
In quantum theory, the reversible dynamics of a system is often described by an
element in a projective unitary representation of a group. In this case, the uni-
tary acting on the real quantum system reflects important physical parameters.
Therefore, we can estimate these physical parameters by estimating the true
unitary among a given projective unitary representation of a group. Indeed, it is
known that estimation of unitary has a square speed up over the state estimation
in quantum case. However, only the limited case of estimation of unitaries has
been solved[1,2,3,4,5,6,7,8]. Other case of estimation of unitaries has not been
solved while their Fisher information has been calculated[10]. Indeed, several
researchers consider that the Fisher information describes the attainable limit
of the precision of the estimation of unitary[9,10,11,12,13,14,15,16]. However,
as was pointed in [17,8], it does not give the attainable bound of precision of the
estimation of unitary.
The first studies [1,2] treated the phase estimation, which is essentially the
estimation of the representation of U(1). Next, the estimation of SU(2) was
studied [3,4,5]. Chiribella et al [6] established a general theory of estimation of
unitary representation of a compact group. Chiribella [18] extended the result
to the case of projective representations. Kahn [19] applied this result to the
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case of SU(d). These studies showed that the estimation error behaves as Cn2
when n is the number of tensor products of the representation. We often call
this phenomena the square speed up. For a real implementation, the energy of
the input state might be a more important factor than the available number
of tensor products. However, many existing studies do not address the optimal
estimation with an energy constraint for the input state. This paper deals with
this kind of optimization problem.
On the other hand, Imai et al [7] treated phase estimation by using Fourier
analysis. In the estimation of action of finite group, the minimum error proba-
bility has been shown by [20,21,22], and that with the projective representation
case by [23]. In the case of non-compact groups, the estimation of group action
has been formulated by Holevo [26,34] when the input state is fixed. However,
the optimization of input state has been not resolved. That is, there is no gen-
eral theory of estimation of group action for non-compact groups. In fact, the
Fourier transform can be generalized to the case of a non-compact group G,
whose generalized version is often called Plancherel transform. In topological
group theory, a locally compact Hausdorff topological group is called unimod-
ular when the left invariant measure is equal to the right invariant measure.
Further, when a unimodular group satisfies an additional condition, it is called
Type I. In fact, Fourier transform can be defined for a Type I group [24,25]. In
this paper, we extend the concept of Type I group and the Fourier transform
to the case of projective representation with a fixed factor system. In this case,
we focus on the set Gˆ of irreducible representations. Under this method, the
input state φ can be written as totally square summable (integrable) matrices
on irreducible representation spaces. The inverse Fourier transform is given as
the unitary operator from the input state φ to the square integrable function
on G, which can be regarded as an element of L2(G). Hence, using the Fourier
transform, we derive a general optimization result for estimation of a group. In
this formula, the minimum error can be written as the minimum of the average
error under the distribution given as the square integral of the inverse Fourier
transform of the input pure state. Then, we recover existing general results for
finite groups and compact groups by [20,21,22,23] from our obtained general
result.
Further, when the input system is infinite-dimensional, it is natural to restrict
the energy of the input state. This constraint is also needed even in the finite-
dimensional case, as is mentioned before. However, the optimal estimation of
group action with this type constraint has not been studied sufficiently with a
general framework even in the compact case. Using the Fourier transform, this
paper gives a general result for this problem for a Type I group. The merit of the
obtain general result is to decrease the freedom of optimization. That is, thanks
to these results, it is enough to treat the case when the measurement is a specific
measurement and the input is pure state. These result reduce our optimization
problem to the optimization with respect to input pure states. Further, these
results enable us to apply the known result of Fourier analysis because these
results clarify the relation with Fourier analysis.
In addition, we can consider the case when we can choose the input state
probabilistically as well as the case when we choose only one input state. When
an arbitrary entangled state is available as the input state, there is no difference
between two schemes. However, the relation between both is not so simple when
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there is restriction for available entanglement in the input state. We treat this
problem carefully, and show that there is no difference even when there is re-
striction for available entanglement in the input state. However, we cannot show
the same equivalence when there is an energy constraint.
Applying these general results, we treat the estimation of actions of several
concrete groups with and without energy constraint. Firstly, we treat the case of
commutative groups, in which, the input state can be written as a function of the
weight space. We address the estimation of the action of real numbers R with
energy constraint for the input state. Then, we proceed to the same problem
when the support of the input state belongs to the positive numbers. We also
discuss the estimation of the action of real numbers R when the support of the
input state is limited to an interval. These cases are treated by combination of
the obtained general results and respective uncertainty relations. We also discuss
the estimation of action of integers Z.
Further, we treat the estimation of action of the one-dimensional unitary
group U(1) under the constraint of the support of the input state as well as the
constraint of the energy of the input state. Under a suitable energy constraint
and a suitable error function, the problem can be converted to the eigenvalue
problem of the specific periodic differential equation, Mathieu equation. Then,
the optimal input state can be constructed from Mathieu function, which is the
solution of Mathieu equation with the minimum eigenvalue among periodic even
functions. Further, when the constraint energy is sufficiently large, the optimal
input state converges to a Gaussian state, which is the wave function of the
vacuum state. As a byproduct, we derive an uncertainty relation for the wave
function on the unit circle.
Next, we proceed to the non-commutative case. First, we treat the estimation
of the action of the two-dimensional special unitary group SU(2) and the three-
dimensional special orthogonal group SO(3) under the constraint of the available
irreducible representation of the input state as well as the constraint of the
energy of the input state. In fact, usually we consider the estimation of SU(2)
with the gate fidelity in the standard tensor product representation. However,
the standard tensor product representation of SU(2) can be regarded as at least
a projective representation of SO(3). Further, the gate fidelity can distinguish
all elements in SO(3), but cannot in SU(2). So, this paper treats them as a
projective representation of SO(3). Hence, we discuss the estimation of SU(2)
by using the trace of an element of SU(2) as error criterion when the input
state is given as the super position of a representation of SO(3) and a projective
representation of SO(3), which cannot be regarded as a projective representation
of SO(3). Under the constraint of the available irreducible representation of the
input state, we can derive the optimal input state in a similar way to the case of
U(1). Under a suitable energy constraint and a suitable error function, similar
to the case of U(1), the problem can be converted to the eigenvalue problem of
Mathieu equation. The case of SU(2) is different from the case of U(1) in that
the solution can be derived from the minimum eigenvalue among periodic odd
functions. Then, the optimal input state can be constructed as a superposition
of maximally entangled state over irreducible representation. The coefficients
of superposition is given from the inverse Fourier transform of another type of
Mathieu function, which is the solution of Mathieu equation with the minimum
eigenvalue among periodic odd functions. Further, when the constraint energy
4 Masahito Hayashi
is sufficiently large, The coefficients of superposition of the optimal input state
converges to the wave function of the single photon state. As a byproduct, we
derive an uncertainty relation for the wave function on the 3-dimensional sphere,
which is isomorphic to SU(2).
Next, we treat the case of SO(3). Under the constraint of the available irre-
ducible representation of the input state, the asymptotically optimal estimation
was derived by [3,4,5]. However, they did not derive the exact form of the opti-
mal estimation. In the case of truly projective representation of SO(3), we can
exactly derive the optimal input state in a similar way to the cases of U(1)
and SU(2). However, in the case of representation of SO(3), we exactly derive
the optimal input state in a way slightly different from the cases of U(1) and
SU(2). Under a suitable energy constraint and a suitable error function, similar
to the case of SU(2), the problem can be converted to the eigenvalue problem
of Mathieu equation. In the case of representation of SO(3), the solution can be
derived from the minimum eigenvalue among anti-periodic odd functions, and In
the case of truly projective representation of SO(3), the solution can be derived
from the minimum eigenvalue among periodic odd functions. Then, the optimal
input state can be constructed as a superposition of maximally entangled state
over irreducible representation in a way similar to the case of SU(2).
We also show that the asymptotically optimal performance under the energy
constraint can be physically realized by a repetition of the same input state and
the individual measurement in the cases of U(1), SU(2), and SO(3). Since these
methods require less entangled states (no entangled state in the case of U(1)),
they give practical constructions.
When we can use so many tensor product systems, it is natural to restrict
the average energy given by the total angular momentum of the input state.
However, the optimal estimation under this type of energy constraint has not
been studied. This paper treats the asymptotic behavior of this type optimization
by using the above mentioned result with respect to U(1) with energy constraint
and positivity constraint of the weight.
As by product, we can show the limiting distribution of the outcome of the
measurement corresponding to the irreducible decomposition in the n-fold tensor
representation in the qubit system when the true state is the completely mixed
state. In fact, when the true state is the n-fold tensor state of a non-completely-
mixed state, it is known that the limiting distribution is a Gaussian distribution
[37,38,39,40]. In the case of the completely mixed state, we derive the limiting
distribution, which is different from the Gaussian distribution.
Finally, we treat Heisenberg representation of R2 as a typical example of
non-compact and non-commutative representation by employing the uncertainty
relation on R2 and the general result based on the Fourier transform. Under this
representation, we give the minimum error of the estimation of action of group
when the average energy of the input state is fixed. In this derivation, the Fourier
analytic approach plays an important role.
The remaining parts are organized as follows. Firstly, we summarize the typ-
ical obtained results with our typical energy constraint and its application to
uncertainty relations in Section 2, which are a part of our obtained result. In
Section 3, we introduce two schemes of the estimation of unknown group action.
In Section 4, we give a formulation of the estimation of unknown group action.
In Section 5, we derive a general formula for minimum error as Theorems 1 and
Fourier Analytic Approach to Quantum Estimation 5
2 without and with an energy constraint as main theorems by using Plancherel
theorem. In Section 6, we give their proofs. Section 7 clarifies the relation be-
tween our theorem and the existing result for the case of finite groups by [20,21,
22,23]. That is, this section explains how to recover the existing result for the
case of finite group. Section 8 treats the relation between our theorem and the
existing result for the case of compact groups by [6,18]. The remaining sections
discuss the concrete examples. Sections 9, 10, 11, 12, 13, and 14 treat the estima-
tion of the action of R, Z, U(1), SU(2), SO(3), and the Heisenberg representation
of R2, respectively.
Appendix A summarizes the knowledges of Mathieu equation and Mathieu
function, which play essential roles in the case of U(1), SU(2), and SO(3). Ap-
pendices B and C are devoted for technical lemmas.
2. Summary of obtained results with energy constraints
Here, we summarize the typical obtained results with our typical energy con-
straint and its application to uncertainty relations as follows although our ob-
tained results cover more general setups.
Estimation of the location sift operation R: Firstly, let us consider the estimation
of the location sift operation x ∈ R. In this case, any irreducible representation
can be written as x 7→ expi with the momentum p ∈ Rˆ with Rˆ = R. Hence, any
representation can be written as the unitary Ux :=
∫∞
−∞ e
xpi|p〉〈p|dp on L2(R).
In this case, the input state can be written as a square integrable function φ
on the momentum space Rˆ. When we apply the estimator M(dxˆ), which is a
POVM, we obtain the output distribution 〈φ|U †xM(d)Ux|φ〉.
Now, we consider the energy constraint on the momentum space Rˆ as
∫∞
−∞ p
2|φ(p)|2 dp√
2π
≤
E, which can be regarded as a constraint for the kinetic energy. When we adopt
the mean square error D(M,φ) := ∫∞−∞(xˆ− x)2〈φ|U †xM(dxˆ)Ux|φ〉, our problem
can be formulated as the minimization problem:
min
M,φ
{D(M,φ)|
∫ ∞
−∞
p2|φ(p)|2 dp√
2π
≤ E} = 8
E
, (1)
which can be shown by employing the conventional minimum uncertainty rela-
tion as Theorem 4. The optima input state is given by a Gaussian wave function.
Due to the central limit theorem, the Gaussian wave function can be approxi-
mated by the tensor product φ⊗n of an arbitrary pure state φ. In this case, the
optimal coefficient of the first order can be attained by the maximum likelihood
estimator with n repeated applications of a proper covariant measurement to
the system with the single copy input φ.
Estimation of the periodic location sift operation U(1): Next, we consider the esti-
mation of the location sift operation with the periodic condition. In this case, the
action can be described as the action eθi ∈ U(1). Then, any irreducible represen-
tation can be written as θ 7→ eθki with the momentum k ∈ ˆU(1) with ˆU(1) = Z.
Hence, any representation can be written as the unitary Uθ := ⊕∞k=−∞eθki|k〉〈k|
on L2(Z). The input state can be written as a square integrable function φ on
the momentum space ˆU(1) = Z. Now, we consider the energy constraint on the
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momentum space ˆU(1) as
∑∞
k=−∞ k
2|φ(k)|2 ≤ E. Similarly the output distri-
bution is written as 〈φ|U †θM(dθˆ)Uθ|φ〉 with the the estimator M(dθˆ). When we
adopt the error D(M,φ) := ∫∞−∞(1− cos(θˆ − θ))〈φ|U †θM(dθˆ)Uθ|φ〉, our problem
can be formulated as the minimization problem:
min
M,φ
{
D(M,φ)
∣∣∣∣∣
∞∑
k=−∞
k2|φ(k)|2 ≤ E
}
= max
s>0
sa0(
2
s )
4
+ 1− sE
∼= 1
8E
− 1
128E2
as E →∞, (2)
where a0 is a function related to the Mathieu function, and is defined in Appendix
A. The above relations are shown as Theorem 96 and (97).
Further, the optimal coefficient of the first order can be attained by the
following method. The input state is the tensor product φ⊗n of an arbitrary
pure state φ. We apply a proper covariant measurement to the system with the
single copy input φ. Finally, we apply the maximum likelihood estimator for n
repeated applications of the above measurement.
Estimation of the action SO(3) and SU(2): Next, we consider the estimation of
the rotating action g ∈ SO(3). In this case, any irreducible representation can
be written as g 7→ Uλ,g on the irreducible representation space Hλ with the
maximum weight λ ∈ ˆSO(3). Hence, any representation can be written as the
unitary Ug := ⊕λ∈ ˆSO(3)Uλ,g on ⊕λ∈ ˆSO(3)Uλ ⊗ U∗λ, where U∗λ is the dual space of
Uλ. In this case, the input state can be written as a square integrable function φ
on ⊕
λ∈ ˆSO(3)Uλ⊗U∗λ. When we apply the estimatorM(dgˆ), we obtain the output
distribution 〈φ|U †gM(dgˆ)Ug|φ〉.
Now, we consider the energy constraint as 〈φ| ⊕
λ∈ ˆSO(3) λ(λ + 1)Iλ|φ〉 ≤ E,
where Iλ is the projection to the space Uλ ⊗U∗λ, by using the Casimir operator,
which is natural in the relation with the angular momentum. When we adopt
the error D(M,φ) := ∫∞−∞ 14 (4 − |Tr g−1gˆ|2)〈φ|U †xM(dxˆ)Ux|φ〉 with use of the
gate fidelity 14 |Tr g−1gˆ|2, our problem can be formulated as the minimization
problem:
min
M,φ
{
D(M,φ)
∣∣∣∣∣〈φ|
⊕
λ∈ ˆSO(3)
λ(λ + 1)Iλ|φ〉 ≤ E
}
= max
s>0
sa1(
2
s )
4
+ 1− s(E + 1
4
)
∼= 9
8E
− 81
128E2
(3)
as E →∞, where a1 is a function related to the Mathieu function, and is defined
in Appendix A. The above relations are shown as Theorem 19 and (194).
Further, the optimal coefficient of the first order can be attained by the
method given in the case of U(1). A similar result can be shown when we consider
the projective representation of SO(3).
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For SU(2), we adopt the errorD(M,φ) := ∫∞−∞(1− 12Tr g−1gˆ)〈φ|U †xM(dxˆ)Ux|φ〉.
Then, our problem can be formulated as the minimization problem:
min
M,φ
{
D(M,φ)
∣∣∣∣∣〈φ|
⊕
λ∈ ˆSU(2)
λ(λ+ 1)Iλ|φ〉 ≤ E
}
= max
s>0
sb2(
8
s )
16
+ 1− s(E + 1
4
)
∼= 9
32E
− 7 · 3
3
211E2
(4)
a E →∞, where b2 is a function related to the Mathieu function, and is defined
in Appendix A. The above relations are shown as Theorem 13 and (139).
Estimation of the action of the Heisenberg representation: Finally, we consider
the action of the Heisenberg representation x = (x1, x2) ∈ R2. In this case, the
irreducible representation is the equivalent with the Heisenberg representation
x 7→ Ux on L2(R) when we fix the commutation relation. Then, the input state
can be written as a square integrable operator φ on L2(R), which is a pure
state on L2(R) ⊗ L2(R). When we apply the estimator M(dxˆ), we obtain the
output distribution 〈φ|U †xM(dxˆ)Ux|φ〉. Now, we consider the energy constraint
as 〈φ|(Q2 + P 2)⊗ I|φ〉 ≤ E. When we adopt the mean square error D(M,φ) :=∫∞
−∞(xˆ1 − x1)2 + (xˆ2 − x2)2〈φ|U †xM(dxˆ)Ux|φ〉, our problem can be formulated
as the minimization problem:
min
M,φ
{D(M,φ)|〈φ|(Q2 + P 2)⊗ I|φ〉 ≤ E} = 1
2E
, (5)
which can be shown by reducing the problem to the minimum uncertainty rela-
tion on the two-dimensional space as Theorem 22
Uncertainty relations on S1 and S3: Using the relation S1 ∼= U(1) and S3 ∼=
SU(2), we derive uncertainty relations on S1 and S3. Given ϕ ∈ L2(S1), we
focus on the relation between ∆2ϕ(cosQ, sinQ) := ∆
2
ϕ cosQ+∆
2
ϕ sinQ and ∆
2
ϕP ,
where∆2ϕX := 〈ϕ|X2|ϕ〉−〈ϕ|X |ϕ〉2. Then, as is shown in Theorem 10, we obtain
min
ϕ∈L2n(S1)
{∆2ϕ(cosQ, sinQ)|∆2ϕP ≤ E} = max
s>0
1− (sE − sa0(
2
s )
4
)2
∼= 1
4E
− 1
32E2
as E →∞, (6)
where L2n(Ω) is the set of normalized functions of L
2(Ω). Given ϕ ∈ L2(S3), we
focus on the relation between ∆2ϕQ :=
∑3
j=0∆
2
ϕQj and ∆
2
ϕP :=
∑3
j=1∆
2
ϕPj ,
where Pj is the momentum operator for the i-th direction of σj via the relation
S3 ∼= SU(2). Then, as is shown in Theorem 15, we obtain
min
ϕ∈L2n(S3)
{∆2ϕQ|∆2ϕP ≤ E} = 1− (min
s>0
s(E +
1
4
)− sb2(
8
s )
16
)2
∼= 9
16E
− 5 · 3
3
29E2
as E →∞. (7)
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3. Estimation schemes of group action
We focus on a group G acting on the Hilbert space H of our interest. That is, we
treat a projective unitary representation f of G over H. Our aim is estimating
the unknown unitary f(g) under the assumption that g ∈ G. For this purpose,
we can choose the input state ρ and the output measurement, which is described
by the POVMM over the Hilbert space H. Since the aim of the measurement is
the estimation of the element of g ∈ G, the POVM M takes values in the group
G. We describe the set of the above kinds of POVMs by M(G). Hence, our
estimator is given as a pair of an input state ρ ∈ S(H) and a POVM M , where
S(H) is the set of density operators on H. There are two kinds of extensions
for this setting. As the first extension, we allow to input a state entangled with
the other system HR and to apply an joint measurement between the output
system and the other system HR as Fig. 1. As the second extension given in
Fig. 2, we choose the input state ρi with the probability pi for i = 1, . . . and
choose the output POVM Mi depending on the input state ρi. Indeed, if we
treat the representation space H⊗HR, the first extension can be treated as the
original setting. The first extension (Fig. 1) covers the second extension (Fig.
2) when there is no restriction for the size of allowable entanglement in the
initial state in the first extension (Fig. 1) as follows. Let H be the original input
system and HR be the system spanned by |i〉. Then, we choose the input state∑
i piρi ⊗ |i〉〈i| on H⊗HR and the POVM M [{Mi}](gˆ) :=
∑
iMi(gˆ)⊗ |i〉〈i| onH′ ⊗HR. Hence, the second extension (Fig. 2) is included in the first extension
(Fig. 1) with sufficient large entanglement. However, the second extension has
less choices than the first extension and the second extension has larger choices
than original setting. Hence, we need to treat the second extension as a different
setting.
M
( )f g
ρ †( ) ( )f g f gρ
Fig. 1. Strategy for estimating the unknown group action g with an entangled input
iM( )f g †( ) ( )if g f gρiρ
Fig. 2. Stochastic strategy for estimating the unknown group action g
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Thus, we have the following two schemes for a given projective unitary rep-
resentation f of G over H as follows.
Scheme 1 We input a state ρ in the system H. We apply a measurement cor-
responding to a POVM M on H after the unitary evolution ρ 7→ f(g)ρf(g)†.
In this scheme, we can use a state ρ and a POVM M on H.
Scheme 2 In the above scheme, we choose the input state ρi with the probabil-
ity pi for i = 1, . . . and choose the output POVM Mi depending on the input
state ρi. The choices of the input and the measurement are abbreviated to
(pi, ρi) and (Mi).
Then, we will discuss Schemes 1 and 2. Subsection 4.1 addresses Scheme 1
with the optimization with respect to the POVM M under the fixed choice of
the input state ρ in an arbitrary group G. Subsection 4.2 extends the analysis
to Scheme 2.
4. Formulations of estimation of group action
4.1. Estimation with fixed input. In order to treat the first scheme with the fixed
input state ρ, we focus on the risk function R depending on the true value g and
the estimate gˆ. Then, when the true value is g, the average error is given as
DR,g(ρ,M) :=
∫
G
R(g, gˆ)Tr f(g)ρf(g)†M(dgˆ). (8)
Given a prior distribution ν for g over G, we can define the Bayesian error:
DR,ν(ρ,M) :=
∫
G
DR,g(ρ,M)ν(dg). (9)
Hence, our aim is finding a pair of the input state ρ and POVM M ∈ M(G)
minimizing DR,ν(ρ,M).
As an alternative criterion, we optimize the worst case as
DR(ρ,M) := max
G
DR,g(ρ,M), (10)
which is called the mini-max criterion.
Since the difference between g and gˆ is thought to be the same as that between
g′g and g′gˆ, we assume the left invariant condition in the following:
R(g, gˆ) = R(g′g, g′gˆ), ∀g, gˆ, g′ ∈ G. (11)
According to Holevo[26], as an important class of POVMs, we introduce a co-
variant POVM. In the original formulation, he treats the estimation of a ho-
mogeneous space. Since the group with the left action can be regarded as a
homogeneous space, we can apply his general method to our problem. Hence,
the right invariance in (11) is not needed for its application. A POVMM taking
values in G is called covariant with respect to the projective representation f
when
f(g)M(B)f(g)† =M(gB). (12)
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Holevo[26] defined the concept “covariant POVM” for a general homogeneous
space. The group G can be regarded as a special case of homogeneous spaces.
We describe the set of covariant POVMs byMcov(G). For any covariant POVM
M ∈Mcov(G), the average error DR,g(ρ,M) does not depend on the true value
g. Hence, we obtain
DR,g(ρ,M) = DR,ν(ρ,M) = DR(ρ,M). (13)
In the following, we denote the left invariant measure of the group G by µG.
When G is compact, µG is chosen to be the probability measure. Then, we obtain
the following theorem, which is called quantum Hunt-Stein theorem[26].
Lemma 1. When the risk function R is invariant and G is compact and Haus-
dorff, we obtain
min
M∈M(G)
DR,µG(ρ,M) = min
M∈M(G)
DR(ρ,M) (14)
= min
M∈Mcov(G)
DR,µG(ρ,M) = min
M∈Mcov(G)
DR(ρ,M). (15)
However, when G is not compact, it has no invariant probability measure. In
this case, the above theorem can be generalized to the following way[27,28].
Lemma 2. When the risk function R is left invariant and G is locally compact
and Hausdorff, we obtain
min
M∈M(G)
DR(ρ,M) = min
M∈Mcov(G)
DR(ρ,M). (16)
Hence, in the following, in order to treat our problem without the compactness
condition, we treat the minimization
min
ρ∈S(H)
min
M∈Mcov(G)
DR(ρ,M), (17)
where S(H) is the set of densities onH. That is, we can restrict our measurement
into covariant measurements without loss of generality. Given an input mixed
state ρ =
∑
i pi|φi〉〈φi|, any measurement M satisfies
DR,g(ρ,M) =
∑
i
piDR,g(|φi〉〈φi|,M). (18)
Hence, any covariant measurement M satisfies
DR(ρ,M) =
∑
i
piDR(|φi〉〈φi|,M). (19)
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4.2. Estimation with probabilistic input. Next, we extend the above discussion
to Scheme 2. For this purpose, we apply the above discussion to the case with
the Hilbert space H ⊗ HR and the input state
∑
i piρi ⊗ |i〉〈i|. Then, for any
POVM M on H ⊗HR, we define the POVM M ′ on H ⊗ HR and the POVMs
Mi on H satisfying that
M [{Mi}](gˆ) =
l∑
i=1
PiM(gˆ)Pi, (20)
where Pi is the projection IH ⊗ |i〉〈i|. Then, we obtain
DR,g(
∑
i
piρi ⊗ |i〉〈i|,M) = DR,g(
∑
i
piρi ⊗ |i〉〈i|,M [{Mi}]) =
∑
i
piDR,g(ρi,Mi).
(21)
Combining Lemma 2, we obtain the following lemma.
Lemma 3. When the risk function R is left invariant and G is locally compact
and Hausdorff, we obtain
min
M∈M(G)
∑
i
piDR,g(ρi,Mi) = min
Mi∈Mcov(G)
∑
i
piDR,g(ρi,Mi). (22)
Hence, in the following, in order to treat our problem without the compactness
condition, we treat the minimization
min
{pi}
min
ρ∈S(H)
min
M∈Mcov(G)
∑
i
piDR(ρi,M). (23)
Next, we characterize covariant POVMs. It is known that any covariant mea-
surement M can be described by using a positive semi-definite operator T such
that [26]
M(B) =
∫
B
f(g)Tf(g)†µG(dg). (24)
Conversely, the above kind of operator T satisfies
I =
∫
G
f(g)Tf(g)†µG(dg). (25)
When a positive semi-definite T satisfies (25), it gives a covariant measurement
by (24), which is denoted by MT .
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5. Analysis with irreducible decomposition
For a further analysis for general locally compact topological group, we employ
the decomposition by irreducible representation spaces. For this purpose, we
prepare several notations and a condition for group. In the following, we assume
that the group G is a unimodular group, i.e., G is a locally compact Hausdorff
topological group and its left invariant measure µG is equal to its right invariant
measure.
For a given projective representation f of the group G, we have the relation
f(g)f(g′) = eiθ(g,g
′)f(gg′) (26)
for g, g′ ∈ G. The set L := {eiθ(g,g′)}g,g′∈G of complex numbers is called the fac-
tor system. In particular, we call the factor system {1}g,g′∈G the trivial factor
system and denote it by E . The irreducible representation depends on the factor
system L. In the following, we denote the set of symbols of irreducible projective
representation of G with the factor system L by Gˆ[L]. For any label λ ∈ Gˆ[L],
we denote the irreducible space corresponding to λ by Uλ, and its irreducible
representation by fλ. In the case of no factor system, i.e., the case of represen-
tation, we denote the set Gˆ[L] by Gˆ. When the group is simply connected, any
projective representation can be reduced to usual representation. Then, since
Gˆ[L] does not depends on the factor system L, we denote Gˆ[L] by Gˆ.
When G is compact, all of irreducible spaces Uλ are finite-dimensional. When
G is not compact, there might be infinite-dimensional irreducible spaces Uλ. In
this case, we define the generalized dimension as follows. When the integral∫
G
|〈φ|fλ(g)|φ〉|2µG(dg) (27)
is finite for a normalized vector φ ∈ Uλ, the integral (27) does not depend on
φ ∈ Uλ because G is a unimodular group. Letting dλ be the inverse of the integral
(27), we have
I = dλ
∫
G
fλ(g)ρfλ(g)
†µG(dg) (28)
for an arbitrary state ρ on Uλ. In the compact case, since µG is a probability
measure, the generalized dimension dλ coincides with dimUλ.
For any projective representation f of a group G on the Hilbert space H, we
define the commutant and the double commutant as follows.
f(G)′ := {A|f(g)A = Af(g), ∀g ∈ G} (29)
f(G)′′ := {A|BA = AB, ∀B ∈ f(G)′}. (30)
Now, we introduce an important class of topological groups [25, p.206].
Definition 1. A locally compact Hausdorff topological group G is called type I
with the factor system L if G is unimodular and satisfies the following condition.
For a unitary projective representation f of on a Hilbert space H, the set f(G)′∩
f(G)′′ is the set of the constant operators on H if and only if f is a direct sum
of copies of a irreducible representation.
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The concept of ‘Type I’ is closely related to Type I in von Neumann algebra
[25, p.206]. The original definition of ‘Type I’ [25, p.206] is based on unitary
representations, i.e., the case of the trivia factor system E . However, we employ
the concept of ‘Type I’ based on unitary projective representations with the
factor system L. For example, any compact group is Type I with the trivial
factor system E [25, Example 1]. Since any projective representation of a compact
group can be regarded as a representation of its universal covering group, any
compact group is Type I with any factor system L. Any commutative group is
also Type I with the trivial factor system E [25, Example 2]. Also the group
R2d is Type I with the factor system given by the Heisenberg representation [25,
Example 3]. In the following, we assume that the group G and the factor system
L satisfies G is type I with the factor system L.
For a given projective representation f of the group G to the Hilbert space H
with the factor system L, we can make the irreducible decomposition as follows
[24, Theorem 3.24].
H = ⊕λ∈Λ(H)Uλ ⊗ Vλ (31)
where Vλ is the space describing the multiplicity of the irreducible space Uλ, i.e.,
the group G acts only on Uλ but not on Vλ. Here, Λ(H) is defied as a subset
of Gˆ[L] by Λ(H) := {λ ∈ Gˆ[L]|The space H contains Uλ.}. For a pure state
|φ〉〈φ|, the family of output states {f(g)|φ〉〈φ|f(g)†}g∈G belongs to a subspace
⊕λ∈ΛUλ ⊗ V ′λ, where the dimension V ′λ is min{dimVλ, dimUλ}. Then, choosing
an inclusion V ′λ ⊂ U∗λ, we have |φ〉 ∈ HΛ. In fact, denoting the dual space ofVλ by V∗λ, we can regarded a linear map A from V∗λ to Uλ as an element of the
entangled space Uλ ⊗ Vλ. In this correspondence, we denote the entangled state
by |A〉〉 ∈ Uλ ⊗ Vλ.
Now, we fix a subset Λ ⊂ Gˆ[L] such that the integral (27) is finite for any
λ ∈ Λ. As a typical case, we focus on the following representation space:
KΛ := ⊕λ∈ΛUλ ⊗ U∗λ. (32)
In order to employ the Fourier analysis, we identify the space Uλ ⊗ U∗λ with
the space of the Hilbert Schmidt operators on Uλ. By depending on the factor
system L, the Fourier transform (Plancherel transform) with the factor system
L is defined as a map FL from L2(G) to ⊕λ∈Gˆ[L]Uλ ⊗ U∗λ as follows. Given
ϕ ∈ L2(G), we define
(FL[ϕ])λ :=
∫
G
fλ(g)ϕ(g)µG(dg). (33)
Then, we have the following characterization[24, Theorem 3.31][25, Section
7.5].
Proposition 1 (Plancherel Theorem). When G is type I with the factor sys-
tem L, there is a measure µGˆ[L] on Gˆ[L] such that∫
G
|ϕ(g)|2µG(dg) =
∫
Gˆ[L]
‖(FL[ϕ])λ‖2µGˆ[L](dλ) (34)
for ϕ ∈ L2(G), where
‖(FL[ϕ])λ‖2 := Tr (FL[ϕ])λ(FL[ϕ])†λ. (35)
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In fact, Plancherel Theorem given in [24, Theorem 3.31][25, Section 7.5] is based
on representations. It can be trivially extended to the case with a fixed factor
system L.
The measure µGˆ[L] on Gˆ[L] is called Plancherel measure. In order to under-
stand the meaning of Proposition 1, we define the norm for |φ〉 = ⊕λ∈Gˆ[L]|φλ〉〉 ∈
⊕λ∈Gˆ[L]Uλ ⊗ U∗λ as follows.
‖φ‖2 :=
∫
Gˆ[L]
‖φλ‖2µGˆ[L](dλ). (36)
Here, we define the space L2(Gˆ[L]) := {φ ∈ ⊕λ∈Gˆ[L]Uλ ⊗ U∗λ|‖φ‖ < ∞}, and
denote the subsets of normalized vectors in L2(G) and L2(Gˆ[L]) by L2n(G) and
L2n(Gˆ[L]), respectively. Then, we find that the map FL is a unitary map from
L2(G) to L2(Gˆ[L]). By using the Plancherel measure µGˆ[L], the inverse Fourier
transform F−1L from L2(Gˆ[L]) to L2(G) is given as
F−1L [φ](g) :=
∫
λ∈Gˆ[L]
Tr fλ(g)
†φλµGˆ[L](dλ) (37)
for |φ〉 = ⊕λ|φλ〉〉 ∈ L2(Gˆ[L]).
When the group G is compact, the Plancherel measure µGˆ[L] is discrete. That
is, we have
‖φ‖2 =
∑
λ∈Gˆ[L]
dλ‖φλ‖2. (38)
Then, the inverse Fourier transform F−1L from L2(Gˆ[L]) to L2(G) is given as
F−1L [φ](g) =
∑
λ∈Gˆ[L]
dλTr fλ(g)
†φλ (39)
for |φ〉 = ⊕λ|φλ〉〉 ∈ L2(Gˆ[L]). The relations (38) and (39) hold when the set
Gˆ[L] is discrete.
In order to give a typical covariant POVM, we define a vector Iλ :=
∑
i |ei〉〈ei|
for CONS {ei} of Uλ. Then, we obtain an element |Iλ〉〉 ∈ Uλ ⊗ U∗λ . Then, we
define |I〉 :=∑λ |Iλ〉〉. Here, the group G acts only on the first space Uλ under
the representation space Uλ ⊗ U∗λ. Now, for a given representation space H, we
define a subset KH of KΛ(H) by
KH := {φ = ⊕λ∈Λ(H)|φλ〉〉 ∈ KΛ(H)|rankφλ ≤ dimVλ}. (40)
where rankφλ is defined as a map from Uλ to V∗λ by including the infinity.
Here, we can show the following lemma.
Lemma 4. When the measure µGˆ[L](Λ(H)) is zero, there is no covariant POVM
on H.
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When the group G is not compact, there is a possibility that the set Λ(H) has
zero measure under the Plancherel measure µGˆ[L]. In this case, as is shown in
Lemma 4, we can perform no proper estimation. Hence, for a proper estimation,
we have to prepare the Hilbert space H such that µGˆ[L](Λ(H)) > 0. In the
following, we assume that any Hilbert space H satisfies the above condition and
has the form (31). Then, we employ the following inner product for Λ = Λ(H).
〈φ|φ′〉 :=
∫
Λ(H)
〈φλ|φ′λ〉µGˆ[L](dλ). (41)
Then, we can define the POVM M|I〉〈I| on the quantum system KΛ. Using the
notation of the inverse Fourier transform, we have
DR(|φ〉〈φ|,M|I〉〈I|) =
∫
G
R(e, gˆ)|〈I|f(gˆ)†|φ〉|2µG(dgˆ)
=
∫
G
R(e, gˆ)|〈I|f(gˆ)†|φ〉|2µG(dgˆ)
=
∫
G
R(e, gˆ)|
∫
Λ
Tr f(gˆ)†φλµGˆ[L](dλ)|2µG(dgˆ)
=
∫
G
R(e, gˆ)|F−1L [φ](gˆ)|2µG(dgˆ), (42)
which is simplified to DR(|φ〉). Hence, the output distribution can be written by
using the inverse Fourier transform.
Then, we obtain the following theorem.
Theorem 1. Let f be a projective representation of a unimodular group G to a
Hilbert space H. Then, we obtain
min
ρ∈S(H)
min
M∈Mcov(G)
DR(ρ,M) = min{pi} minρi∈S(H) minMi∈Mcov(G)
∑
i
piDR(ρi,Mi)
= min
|φ〉∈KH,n
DR(|φ〉),
where KH,n is the set of normalized vectors in KH.
When G is not compact, the representation space H = ⊕λ∈SUλ ⊗ Vλ might
be infinite-dimensional. In this case, it is difficult to prepare an arbitrary state
on the Hilbert space H as the initial state. Hence, it is natural to restrict the
average energy for the input state. That is, we consider a positive semi-definite
self-adjoint operator Hλ on the respective space Uλ and a given constant E, and
we assume the condition for the initial state ρ
TrHρ ≤ E, (43)
by using the Hamiltonian H with the form
H :=
⊕
λ∈Λ(H)
Hλ ⊗ I. (44)
This condition is meaningful even in the compact case when there is a restriction
for energy while all of irreducible representation space in Gˆ[L] can be prepared.
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When the initial state is given by the pure state |φ〉 = ⊕λ|φλ〉〉 ∈ L2(Gˆ[L]), the
above condition can be simplified to∫
S
TrHλφλφ
†
λµGˆ[L](dλ) ≤ E. (45)
In Scheme 2, the constraint for the input choice (pi, ρi) is given as∑
i
piTrHρi ≤ E. (46)
When the states ρi is given by the pure state |φi〉 = ⊕λ|φλ,i〉〉 ∈ L2(Gˆ[L]), the
above condition can be simplified to
∑
i
pi
∫
S
TrHλφλ,iφ
†
λ,iµGˆ[L](dλ) ≤ E. (47)
Then, using the function
κ(E) := min
φ∈KH,n
{DR(|φ〉)|〈φ|H |φ〉 ≤ E}, (48)
we can show the following theorem.
Theorem 2. The relations
κ(E) ≥ min
ρ∈S(H)
min
M∈Mcov(G)
{DR(ρ,M)|TrHρ ≤ E}
≥min
{pi}
min
ρi∈S(H)
min
Mi∈Mcov(G)
{
∑
i
piDR(ρi,Mi)|
∑
i
piTrHρi ≤ E}
= min
{pi,Ei}
{
∑
i
piκ(Ei)|
∑
i
piEi = E} (49)
hold. In particular, when the function κ(E) is convex, the relations
min
ρ∈S(H)
min
M∈Mcov(G)
{DR(ρ,M)|TrHρ ≤ E}
=min
{pi}
min
ρi∈S(H)
min
Mi∈Mcov(G)
{
∑
i
piDR(ρi,Mi)|
∑
i
piTrHρi ≤ E} = κ(E) (50)
hold.
Further, we have the following lemma.
Lemma 5. When the relation dimVλ ≥ dimUλ holds for any λ ∈ Λ(H), the
function κ(E) is convex.
Therefore, when the above condition holds, it is sufficient to minimize DR(|φ〉)
among pure input states |φ〉 under the condition 〈φ|H |φ〉 ≤ E.
It is often that κ(E) is not easy to calculate. In this case, we consider its
Legendre transform γ(s) := minE κ(E) + sE, which is concave and easier to
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calculate by the following way. Since the map φ 7→ DR(|φ〉) is affine, there exists
an operator Y such that 〈φ|Y |φ〉 = DR(|φ〉). Then, γ(s) is written as
γ(s) = min
φ∈KH,n
〈φ|Y + sH |φ〉. (51)
This value can be calculated by seeking the minimum eigenvalue of the operator
Y + sH when KH is a vector space, i.e., the relation dimVλ ≥ dimUλ holds for
any λ ∈ Λ(H). Using the function γ(s), we can calculate κ(E) as follows.
Lemma 6. Assume that the function κ(E) is convex. For any E, there uniquely
exists sE such that γ
′(sE) = E, where γ′ is the derivative of γ . Then, we have
κ(E) = γ(sE)− sEE = max
s>0
γ(s)− sE.. (52)
Further, sE is positive and monotone decreasing with respect to E.
6. Proofs of Theorems 1 and 2 and Lemmas 4, 5, and 6
Proof of Theorem 1: For any |φ〉 = ⊕λ∈Λ(H)|φλ〉〉 ∈ KH, the rank of φλ
is not greater than dimVλ. We choose a subspace V ′λ of Vλ so that dimV ′λ =
min{dimVλ, dimUλ}. Then, we choose an inclusion map Pλ : V ′λ∗Uλ. We have
the map φλPλ from V ′λ∗ to Uλ and the dual map P ∗λ : U∗λ → V ′λ so that |φλPλ〉〉 ∈
Uλ ⊗ V ′λ and |P ∗λ 〉〉 ∈ Uλ ⊗ V ′λ. Choosing |I˜〉 := ⊕λ|P ∗λ 〉〉 and |φ˜〉 := ⊕λ|φλPλ〉〉,
we have
DR(|φ〉〈φ|,M|I〉〈I|) = DR(|φ˜〉〈φ˜|,M|I˜〉〈I˜|). (53)
Hence, we have
min
|φ〉∈KH,n
DR(|φ〉) ≥ min
ρ∈S(H)
min
M∈Mcov(G)
DR(ρ,M).
Further, the relations
min
ρ∈S(H)
min
M∈Mcov(G)
DR(ρ,M) ≥ min{pi} minρi∈S(H) minMi∈Mcov(G)
∑
i
piDR(ρi,Mi)
=min
{pi}
min
|φi〉∈Hn
min
Mi∈Mcov(G)
∑
i
piDR(|φi〉〈φi|,Mi) (54)
are trivial, where Hn is the set of normalized vectors in H. For any proba-
bilistic strategy {(pi, ρi,Mi)}i, we can choose i such that
∑
i piDR(ρi,Mi) ≥DR(ρi,Mi), which implies the equality of the above second inequality. Hence,
we show the opposite inequality of the above first inequality.
Now, we make a decomposition of the operator T as T =
∑
k |ηk〉〈ηk|. In the
following, we use the notations |φ〉 = ⊕λ∈Λ|φλ〉〉, |ηk〉 = ⊕λ∈Λ|ηk,λ〉〉, |xk〉 :=
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⊕λ∈Λ|φλη†k,λ〉〉. The output gˆ satisfies the following distribution.
〈φ|f(gˆ)Tf(gˆ−1)|φ〉µG(dgˆ) =
∑
k
|〈ηk|f(gˆ−1)|φ〉|2µG(dgˆ)
=
∑
k
|
∫
Λ
Tr η†k,λfλ(gˆ
−1)φλµGˆ[L](dλ)|2µG(dgˆ)
=
∑
k
|
∫
Λ
Tr fλ(gˆ)
†φλη
†
k,λµGˆ[L](dλ)|2µG(dgˆ)
=
∑
k
|〈I|f(gˆ)†|xk〉|2µG(dgˆ) =
∑
k
|F−1L [xk](gˆ)|2µG(dgˆ).
Hence, the relation
1 =
∫
G
〈φ|f(gˆ)Tf(gˆ−1)|φ〉µG(dgˆ) =
∑
k
∫
G
|F−1L [xk](gˆ)|2µG(dgˆ)
=
∫
Λ
Trφ†λφλ
∑
k
η†k,ληk,λµGˆ[L](dλ)
holds for any φ with ‖φ‖ = 1. We obtain∑k η†k,ληk,λ = Iλ, which is the identity
operator on Uλ. Thus,
Tr
∑
k
|xk〉〈xk| =
∫
Λ
Trφ†λφλµGˆ[L](dλ) = 1,
i.e.,
∑
k |xk〉〈xk| is a density operator. Hence, we obtain
DR(|φ〉〈φ|,MT ) = DR(
∑
k
|xk〉〈xk|,M|I〉〈I|) =
∑
k
‖xk‖2DR( 1‖xk‖2 |xk〉〈xk|,M|I〉〈I|).
Similarly, for the pure state |φi〉〈φi| and the covariant POVM MTi , we choose
ηk,λ,i and |xk,i〉 as Ti =
∑
k |ηk,i〉〈ηk,i|, |ηk,i〉 = ⊕λ∈Λ|ηk,λ,i〉〉, |φi〉 = ⊕λ∈Λ|φλ,i〉〉
and |xk,i〉 = ⊕λ∈Λ|φλ,iη†k,λ,i〉〉, which implies that∑
i
piDR(|φi〉〈φi|,MTi) =
∑
i
piDR(
∑
k
|xk,i〉〈xk,i|,M|I〉〈I|)
=
∑
k,i
pi‖xk,i‖2DR( 1‖xk,i‖2 |xk,i〉〈xk,i|,M|I〉〈I|).
Hence, there exist k and i such that∑
i
piDR(|φi〉〈φi|,MTi) ≥ DR(
1
‖xk,i‖2 |xk,i〉〈xk,i|,M|I〉〈I|).
Since the rank of φλ,iη
†
k,λ,i is not greater than dimVλ, |xk,i〉 belongs to KH.
Hence, we have the inequality
min
|φ〉∈KH,n
DR(|φ〉) ≤ min{pi} min|φi〉∈H minMi∈Mcov(G)
∑
i
piDR(|φi〉〈φi|,Mi),
which is opposite to (54).
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Proof of Theorem 2: We have the relations
κ(E) ≥ min
ρ∈S(H)
min
M∈Mcov(G)
{DR(ρ,M)|TrHρ ≤ E}
≥min
{pi}
min
ρi∈S(H)
min
Mi∈Mcov(G)
{
∑
i
piDR(ρi,Mi)|
∑
i
piTrHρi ≤ E}
=min
{pi}
min
φi∈H
min
Mi∈Mcov(G)
{
∑
i
piDR(|φi〉〈φi|,Mi)|
∑
i
pi〈φi|H |φi〉 ≤ E}, (55)
where the first inequality can be shown by (53). Other relations in (55) are
trivial. In fact, the relation (53) yields that
min
{pi}
min
φi∈H
min
Mi∈Mcov(G)
{
∑
i
piDR(|φi〉〈φi|,Mi)|
∑
i
pi〈φi|H |φi〉 ≤ E}
≤ min
{pi,Ei}
{
∑
i
piκ(Ei)|
∑
i
piEi = E}. (56)
Hence, it is enough to show the inequality opposite to (56). Similar to Proof of
Theorem 1, for pure states |φi〉〈φi| and covariant POVM MTi , we choose ηk,λ,i
and |xk,i〉. Then,
∑
i
pi〈φi|H |φi〉 =
∑
i
pi
∫
〈φλ,i|Hλ|φλ,i〉µGˆ[L](dλ)
=
∑
i
pi
∫
Trφ†λ,iHλφλ,i
∑
k
η†k,λ,iηk,λ,iµGˆ[L](dλ)
=
∑
k
∑
i
pi
∫
Tr ηk,λ,iφ
†
λ,iHλφλ,iη
†
k,λ,iµGˆ[L](dλ) =
∑
k
∑
i
pi〈xk,i|H |xk,i〉. (57)
Since
∑
i
piDR(|φi〉〈φi|,Mi) =
∑
i,k
‖xk,i‖2piDR( 1‖xk,i‖2 |xk,i〉〈xk,i|,M|I〉〈I|),
we obtain the inequality opposite to (56).
Further, when κ(E) is convex min{pi,Ei}{
∑
i piκ(Ei)|
∑
i piEi = E} = κ(E),
which implies (50).
Proof of Lemma 5: It is enough to show that
pDR(|φ1〉) + (1− p)DR(|φ2〉) ≥ min|φ〉∈KH,n{DR(|φ〉)|〈φ|H |φ〉 ≤ E} (58)
when p ∈ [0, 1] and p〈φ1|H |φ1〉+(1−p)〈φ2|H |φ2〉 = E. The map ρ 7→ DR(ρ,M|I〉〈I|)
is affine. Thus, there exists a self-adjoint map Y such that Tr ρY = DR(ρ,M|I〉〈I|).
We apply Lemma 13 to the two-dimensional subspace spanned by |φ1〉 and |φ2〉.
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Then, there exists a vector |φ〉 given as a superposition of |φ1〉 and |φ2〉 such
that
pDR(|φ1〉) + (1− p)DR(|φ2〉) ≥ DR(|φ〉) and 〈φ|H |φ〉 = E.
Thanks to the condition of Lemma 5, |φ〉 belongs to KH,n. Hence, we obtain
(58).
Remark 1. Here, we should remark that the condition of Lemma 5 is crucial
for the above proof. If the condition does not hold, we cannot say that the
superposition |φ〉 of |φ1〉 and |φ2〉 belongs to KH because KH is not a linear
space.
Proof of Lemma 6: Due to the concavity of γ(s), there uniquely exists sE
γ′(sE) = E.
Since κ(E) is convex,
γ(−κ′(E)) = κ(E)− Eκ′(E). (59)
Taking the derivative with respect to E, we have −κ′′(E)γ′(−κ′(E)) = κ′(E)−
κ′(E) − Eκ′′(E) = −Eκ′′(E). That is, γ′(−κ′(E)) = E, which implies sE =
−κ′(E). Hence, substituting −κ′(E) = sE into (59), we have the first equation
in (52). Since γ is concave, we have the second equation in (52).
Since κ(E) is monotone decreasing and convex, sE is positive and monotone
decreasing with respect to E.
Proof of Lemma 4: For any |φ〉 = ⊕λ∈Λ(H)|φλ〉〉 ∈ H with ‖φ‖ = 1, we have
‖
∫
G
f(g)|φ〉〈φ|f(g)†µG(dg)‖ ≥ 〈φ|
∫
G
f(g)|φ〉〈φ|f(g)†µG(dg)|φ〉
=
∫
G
|〈φ|f(g)|φ〉|2µG(dg) =
∫
Λ(H)
|〈〈φλ|φλ〉〉|2µGˆ[L](dλ)
≥
(
∫
Λ(H)〈〈φλ|φλ〉〉µGˆ[L](dλ))2∫
Λ(H) 1µGˆ[L](dλ)
=
‖φ‖4
µGˆ[L](Λ(H))
=
1
µGˆ[L](Λ(H))
, (60)
where the inequality in (60) follows from Schwarz inequality. This inequality
implies that the norm ‖ ∫G f(g)|φ〉〈φ|f(g)†µG(dg)‖ is infinity when the measure
µGˆ[L](Λ(H)) is zero. This fact implies that no covariant measure exists when the
measure µGˆ[L](Λ(H)) is zero.
7. Finite group
As a typical case, we treat finite groups. This section explains how we recover
the minimum error formula for finite groups by [20,21,22,23] from our general
result, Theorem 1.
It is natural to treat the case
R(g, gˆ) =
{
0 if g = gˆ
1 if g 6= gˆ.
Fourier Analytic Approach to Quantum Estimation 21
In this case, since the invariant probability measure is 1|G| ,
DR(|φ〉〈φ|,M|I〉〈I|) = 1−
|F−1L [φ](e)|2
|G| .
Hence, it is sufficient to calculate |F−1L [φ](e)|2. Since Vλ is a subspace of U∗λ ,V∗λ can be regarded as subspace of Uλ. Now, we denote the projection to the
subspace by P (V∗λ). Hence, for any input state |φ〉 = ⊕λ∈S |φλ〉, we have
|F−1L [φ](e)|2 = |
∑
λ∈S
dλTrφλ|2 = |
∑
λ∈S
dλTrφλP (V∗λ)|2
≤(
∑
λ∈S
dλTrP (V∗λ)2)(
∑
λ∈S
dλTrφ
†
λφλ) =
∑
λ∈S
dλ dimVλ.
Further, the equality holds when φλ =
1√∑
λ∈S dλ dimVλ
P (V∗λ). Thus, we can
recover the existing result[20,21,22,23]
min
φ
DR(|φ〉〈φ|,M|I〉〈I|) = 1−
∑
λ∈S dλ dimVλ
|G| .
8. Characterization by irreducible characters
When G is a compact group, Chiribella et al [6] showed that a general formula
for the minimum error by using irreducible characters. Chiribella [18] extended
the result to the case with projective representation. This section explains how
we recover the result from our general result, Theorem 1.
When the error function R satisfies that the right invarianceR(g, gˆ) = R(gg′, gˆg′)
for g, ggˆ, g′ ∈ G as well as the left invariance, we have R(g, gˆ) = R(e, g−1gˆ) =
R(g′eg′−1, g′g−1gˆg′−1) = R(e, g′g−1gˆg′−1). Hence, the function R(g, gˆ) can be
written as R(g, gˆ) =
∑
λ∈Gˆ a˜λχλ(g
−1gˆ) with constants a˜λ, where χλ is the ir-
reducible character of the representation fλ. For a factor system L, we denote
the factor system composing of the complex conjugate of L by −L. Then, for
a projective representation fλ with λ ∈ Gˆ[L], the complex conjugate projective
representation is denoted as fλ∗ and its factor system is−L. That is, λ∗ ∈ Gˆ[−L].
In particular, when λ ∈ Gˆ, λ ∈ Gˆ.
Now, we additionally assume
R(g, gˆ) = R(e, gˆg−1) = a0 −
∑
λ∈Gˆ\{0}
aλ(χλ(gˆg
−1) + χλ∗(gˆg−1)), aλ = aλ∗ ≥ 0,
(61)
where we denote the trivial representation by fλ∗ and f0.
This problem is equivalent with the maximization of the merit function
R˜(g, gˆ) =
∑
λ∈Gˆ\{0}
aλ(χλ(gˆg
−1) + χλ∗(gˆg−1)), aλ = aλ∗ ≥ 0. (62)
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For example, in the case of G = SU(d), as a merit function, we often adopt
the gate fidelity 1d2 |Tr gˆg−1|2. In the case of d = 2, the set Gˆ can be identified
with the set {n2 |n ∈ Z, n ≥ 0} by identifying the irreducible representation space
by the maximal weight of the representation of
(
1/2 0
0 −1/2
)
∈ su(2). Then, the
gate fidelity 14 |Tr gˆg−1|2 is calculated to 1 + χ1(gˆg−1). When gˆ = g, the gate
fidelity is 1. Hence, we often use the quantity 4 − |Tr gˆg−1|2 = 3 − χ1(gˆg−1) as
an error function.
In order to deal with the compact case, we define the coefficient Cλ
′
λ′′,λ for
λ ∈ Gˆ[L], λ′′ ∈ Gˆ[−L], and λ′ ∈ Gˆ as follows.
Uλ ⊗ Uλ′′ =
⊕
λ′∈Gˆ
Uλ′ ⊗ CC
λ′
λ′′,λ . (63)
That is, the integer Cλ
′
λ′′,λ is the multiplicity of the irreducible representation
space Uλ′ in the tensor product space Uλ ⊗ Uλ′′ .
In this case, any input pure state |φ〉 ∈ L2n(Gˆ[L]) has a decomposition
|φ〉 =
⊕
λ∈Gˆ[L]
cλ|Φλ〉〉 (64)
with the conditions cλ ≥ 0 and TrΦ†λΦλ = 1. The normalized condition is given
as
∑
λ∈Gˆ[L] dλc
2
λ = 1. Then, we obtain the following lemma.
Lemma 7. For any input pure state |φ〉 ∈ L2n(Gˆ[L]), choosing an error function
R satisfying (61), under the decomposition (64), we obtain
DR(|φ〉) ≥−
∑
λ,λ′∈Gˆ[L]
√
dλdλ′cλcλ′
∑
λ′′∈Gˆ
aλ′′(C
λ′′∗
λ,λ′∗ + C
λ′′
λ,λ′∗). (65)
The equality holds when |φ〉 = ⊕λ∈Gˆ[L]cλ|Ψλ〉〉, where Ψλ := 1√dλ Iλ. Further, In
this case, the relations
min
M∈Mcov(G)
DR(|φ〉,M) = DR(|φ〉,M|I〉〈I|) (66)
F−1L [φ] =
∑
λ∈Gˆ[L]
√
dλcλχλ (67)
hold.
Therefore, our optimization problem can be reduced to the optimization con-
cerning the choice of c = (cλ)λ∈Λ when our representation space is HΛ.
That is, combining Theorem 1, we can recover the following known result[6,
18]. Under the same assumption as Lemma 7, we have
min
ρ∈S(HΛ),M∈M(G)
DR,µG(ρ,M) = min
ρ∈S(HΛ),M∈M(G)
DR(ρ,M)
= min
c∈VΛ
−
∑
λ,λ′∈Λ
cλcλ′
√
dλdλ′
∑
λ′′∈Gˆ
aλ′′ (C
λ′′∗
λ,λ′∗ + C
λ′′
λ,λ′∗),
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where VΛ is the set of real vectors c = (cλ)λ∈Λ satisfying that cλ ≥ 0 and∑
λ∈Λ dλc
2
λ = 1.
Proof: The relations
DR(φ) =
∫
G
R(e, gˆ)|F−1[φ](gˆ)|2µG(dgˆ)
=
∫
G
R(e, gˆ)|
∑
λ∈Gˆ[L]
Tr fλ(gˆ)cλdλΦλ|2µG(dgˆ)
=
∫
G
R(e, gˆ)
∑
λ,λ′∈Gˆ[L]
cλcλ′Tr fλ(gˆ)⊗ fλ′∗(gˆ)dλΦλ ⊗ dλ′Φ†λ′µG(dgˆ)
=
∑
λ,λ′∈Gˆ[L]
cλcλ′
√
dλdλ′Tr [
∫
G
R(e, gˆ)fλ(gˆ)⊗ fλ′∗(gˆ)µG(dgˆ)]
√
dλΦλ ⊗
√
dλ′Φ
†
λ′
=
∑
λ,λ′∈Gˆ[L]
cλcλ′
√
dλdλ′TrΞλ,λ′∗
√
dλΦλ ⊗
√
dλ′Φ
†
λ′ (68)
hold, where we use the matrix Ξλ,λ′∗ :=
∫
G
−R(e, gˆ)fλ(gˆ)⊗fλ′∗(gˆ)µG(dgˆ). Using
the formula
∫
G χλ(g)fλ′(g)µG(dg) =
∫
G χλ∗(g)fλ′(g
−1)µG(dg) =
δλ∗,λ′
dλ∗
Iλ∗ , we
obtain
Ξλ,λ′∗ =
∫
G
∑
λ′′∈Gˆ
aλ′′(χλ′′ (gˆ) + χλ′′∗(gˆ))fλ(gˆ)⊗ fλ′∗(gˆ)µG(dgˆ)
=
∑
λ′′∈Gˆ
aλ′′
∫
G
(χλ′′ (gˆ) + χλ′′∗(gˆ))fλ(gˆ)⊗ fλ′∗(gˆ)µG(dgˆ)
=
∑
λ′′∈Gˆ
aλ′′
dλ′′
(Cλ
′′∗
λ,λ′∗Iλ′′∗ + C
λ′′
λ,λ′∗Iλ′′ ) ≥ 0.
Hence, applying Schwarz inequality with respect to the inner product 〈A,B〉 :=
TrΞλ,λ′∗A
†B, to the case A := Iλ ⊗
√
dλ′Φλ′ , B :=
√
dλΦλ ⊗ Iλ′ , we obtain
TrΞλ,λ′∗
√
dλΦλ ⊗
√
dλ′∗Φ
†
λ′
≤
√
TrΞλ,λ′∗dλΦ
†
λΦλ ⊗ Iλ′∗
√
TrΞλ,λ′∗Iλ ⊗ dλ′∗Φ†λ′Φλ′ .
Since Ξλ∗,λ′ is invariant with respect to the action of G,
TrΞλ,λ′∗dλΦ
†
λΦλ ⊗ Iλ′
=TrΞλ,λ′∗
∫
G
(fλ(g)⊗ fλ′∗(g))dλΦ†λΦλ ⊗ Iλ′ (fλ(g)⊗ fλ′∗(g))†µG(dg)
=TrΞλ,λ′∗Iλ ⊗ Iλ′∗ =
∑
λ′′∈Gˆ
aλ′′(C
λ′′∗
λ,λ′∗ + C
λ′′
λ,λ′∗),
where we used the condition TrΦ†λΦλ = 1. Similarly, we have
TrΞλ,λ′∗Iλ ⊗ dλ′∗Φ†λ′Φλ′ =
∑
λ′′∈Gˆ
aλ′′(C
λ′′∗
λ,λ′∗ + C
λ′′
λ,λ′∗),
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which implies
TrΞλ,λ′∗dλΦ
†
λΦλ ⊗ Iλ′ ≤
∑
λ′′∈Gˆ
aλ′′(C
λ′′∗
λ,λ′∗ + C
λ′′
λ,λ′∗).
Hence, combining the above relation with (68), we obtain (65). Due to the
equality condition for Schwarz inequality, the equality in (65) holds when |φ〉 =
⊕λ∈Gˆ[L]cλ|Ψλ〉〉.
Next, we show (66) when |φ〉 = ⊕λ∈Gˆ[L]cλ|Ψλ〉〉. Any covariant measurement
M can be written asMT by using an operator T . We make a decomposition of the
operator T as T =
∑
k |ηk〉〈ηk|. Then, we use the notations |φ〉 = ⊕λ∈∈Gˆ[L]|φλ〉〉,
|ηk〉 = ⊕λ∈∈Gˆ[L]|ηk,λ〉〉, |xk〉 := ⊕λ∈∈Gˆ[L]|φλη†k,λ〉〉. Using (65) and its equality
condition, we have
DR(|φ〉〈φ|,MT ) =
∑
k
‖xk‖2DR( |xk〉〈xk|‖xk‖2 ,M|I〉〈I|) =
∑
k
‖xk‖2DR( |xk〉‖xk‖ )
≥DR(|φ〉),
which implies (66). In this case,
F−1[φ](g) =
∑
λ∈Gˆ[L]
Tr fλ(g)dλcλΨλ =
∑
λ∈Gˆ[L]
Tr fλ(g)
√
dλcλ =
∑
λ∈Gˆ[L]
√
dλcλχλ(g),
which implies (67).
9. Real numbers R
9.1. Energy constraint. In this section, as a typical example of commutative
group, we treat the real group G = R. In this case, Gˆ is also R and is called
the weight space. That is, since L2(Gˆ) = L2(R), the input state is given as a
wave function φ(λ) on the space L2(R). Here, we choose the invariant measure
µR(dgˆ) =
1√
2π
dgˆ on R. Then, µ
Rˆ
(dλ) = 1√
2π
dλ. The input state φ satisfies∫
R
|φ(λ)|2 1√
2π
dλ = 1. The covariant POVMM|I〉〈I| is the spectral decomposition
of the position operator Q on L2(R). When the true parameter is 0, the estimate
gˆ ∈ R obeys the distribution |F−1[φ](gˆ)|2 1√
2π
dgˆ, which is given by the inverse
Fourier transform F−1[φ] of φ.
We minimize the average of the square error (gˆ − g)2, which is calculated to∫
gˆ2|F−1[φ](gˆ)|2 dgˆ√
2π
. In this setting, it is natural to restrict the average energy
for input state φ, i.e., we impose the constraint
∫
λ2|φ(λ)|2 1√
2π
dλ ≤ E (69)
for a given constant E.
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When the uncertainty of operatorX is defined as∆2φX = 〈φ|(X−〈φ|X |φ〉)2|φ〉
and the momentum operator P is defined as P := −i ddλ , we have the uncertainty
relation between ∆2φQ and ∆
2
φP as
min
|φ〉∈L2n(R)
{〈φ|P 2|φ〉∣∣ 〈φ|Q2|φ〉 ≤ E} = min
|φ〉∈L2n(R)
{
∆2φP
∣∣∆2φQ ≤ E} = 14E .
(70)
Thus, the combination of (42), (70), and Theorem 2 yields the following theorem.
Theorem 3. The relations
min
ρ∈S(L2(R))
min
M∈Mcov(R)
{DR(ρ,M)|Tr ρQ2 ≤ E}
=min
{pi}
min
ρi∈S(L2(R))
min
Mi∈Mcov(R)
{
∑
i
piDR(ρi,Mi)|
∑
i
piTr ρiQ
2 ≤ E}
= min
|φ〉∈L2n(R)
{∫ ∞
−∞
gˆ2|F−1[φ](gˆ)|2 dgˆ√
2π
∣∣∣∣
∫ ∞
−∞
λ2|φ(λ)|2 1√
2π
dλ ≤ E
}
= min
|φ〉∈L2n(R)
{〈φ|P 2|φ〉∣∣ 〈φ|Q2|φ〉 ≤ E} = 1
4E
(71)
hold. The minimum 14E is attained if and only if the input state φ(λ) is
1
E1/4
e−
λ2
4E ,
whose inverse Fourier transform is (2E)1/4e−Eλ
2
.
That is, in Schemes 1 and 2, the minimum average square error with the energy
constraint (69) is 14E .
Now, we consider two systems Hi (i = 1, 2) equivalent with L2(R) with the
Hamiltonian Q2. We focus on the composite system H1⊗H2 with the Hamilto-
nian (Q⊗I+I⊗Q)2 = Q2⊗I+2Q⊗Q+I⊗Q2, which has a strong interaction
term 2Q⊗Q. In this case, the optimal estimation in the composite system with
the energy E1 + E2 can be realized by the following way. Let the input state
|φi〉 be the optimal input state with the energy Ei. In this case, the input state
|φ1 ⊗ φ2〉 = |φ1〉 ⊗ |φ2〉 has the energy E1 + E2 because
〈φ1 ⊗ φ2|(Q⊗ I + I ⊗Q)2|φ1 ⊗ φ2〉
=〈φ1 ⊗ φ2|Q2 ⊗ I|φ1 ⊗ φ2〉+ 2〈φ1 ⊗ φ2|Q⊗Q|φ1 ⊗ φ2〉+ 〈φ1 ⊗ φ2|I ⊗Q2|φ1 ⊗ φ2〉
=〈φ1|Q2|φ1〉+ 2〈φ1|Q|φ1〉〈φ2|Q|φ2〉+ 〈φ2|Q2|φ2〉
=E1 + E2.
Note that 〈φi|Q|φi〉 = 0 for i = 1, 2 because φi has the Gaussian form with the
average 0. The state |φ1 ⊗ φ2〉 realizes the optimal estimator in the composite
system H1 ⊗H2 with the energy E1 + E2 by employing the following measure-
ment. First, we measure the position operator Qi in the respective system and
denote the outcome by Xi. When the unknown parameter to be estimated is
θ, Xi obeys the Gaussian distribution with the variance
1
4Ei
and the average θ.
The value X = E1X1+E2X2E1+E2 obeys the Gaussian distribution with the variance
E1
4E1
+
E2
4E2
E1+E2
= 14(E1+E2) and the average θ. Hence, the value X realizes the optimal
estimate with the energy E1 +E2. That is, we can realize the optimal estimator
by the combination of the optimal estimators of the individual systems.
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9.2. Energy constraint and positivity constraint. In the above setting, we assume
that all irreducible representations are available while the energy constraint is
imposed. Next, we assume that only the irreducible representation with positive
λ > 0 is available. That is, the real number λ is restricted to R+ := {x ∈ R|x ≥
0}. This problem with the energy constraint can be solved in the following way.
Theorem 4. The relations
min
ρ∈S(L2(R+))
min
M∈Mcov(R)
{DR(ρ,M)|Tr ρQ2 ≤ E}
=min
{pi}
min
ρi∈S(L2(R+))
min
Mi∈Mcov(R)
{
∑
i
piDR(ρi,Mi)|
∑
i
piTr ρiQ
2 ≤ E}
= min
|φ〉∈L2n(R+)
{∫ ∞
−∞
gˆ2|F−1[φ](gˆ)|2 dgˆ√
2π
∣∣∣∣
∫ ∞
0
λ2|φ(λ)|2 dλ√
2π
≤ E
}
= min
|φ〉∈L2n(R+)
{ 〈φ|P 2|φ〉∣∣ 〈φ|Q2|φ〉 ≤ E}
= min
|φ˜〉∈L2odd,n(R)
{
〈φ˜|P 2|φ˜〉
∣∣∣ 〈φ˜|Q2|φ˜〉 ≤ E} = 9
4E
(72)
hold, where a function φ ∈ L2(R+) is regarded as an element on L2(R) in the
following sense.
φ(x) :=
{
φ(x) if x ≥ 0
0 if x < 0.
(73)
The minimum 94E2 is attained if and only if the input state φ(λ) is
√
2( 3E )
3/4λe−
3λ2
4E ∈
L2n(R+), whose inverse Fourier transform is i(
4E
3 )
3/4λe−
gˆ2E
3 .
That is, in Schemes 1 and 2, the minimum average square error is 94E when we
consider the energy constraint (69) and the positivity constraint for λ.
Proof: The first and the second equation follow from Theorem 2 and (42). The
third equation can be shown by the correspondence (73). The fourth equation
can be shown by Lemma 8 and considering the following odd function φ˜ for any
function φ ∈ L2(R+).
φ˜(x) :=


1√
2
φ(x) if x > 0
− 1√
2
φ(−x) if x < 0
0 if x = 0.
(74)
Using the above correspondence and Lemma 8, we can show that the minimum
can be attained by φ(λ) :=
√
2( 3E )
3/4λe−
3λ2
4E ∈ L2n(R+).
Lemma 8. The relation
min
|φ〉∈L2odd,n(R)
{〈φ|P 2|φ〉∣∣ 〈φ|Q2|φ〉 ≤ E} = 9
4E
(75)
holds, where the minimum value is 94E is attained only by the wave function
φ(λ) := ( 3E )
3/4λe−
3λ2
4E (∈ L2odd(R)) whose inverse Fourier transform is i(4E3 )3/4λe−
gˆ2E
3 .
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Since
min
|φ〉∈L2odd,n(R)
{〈φ|P 2|φ〉∣∣ 〈φ|Q2|φ〉 ≤ E} = min
|φ〉∈L2odd,n(R)
{
∆2φP
∣∣∆2φQ ≤ E} (76)
Lemma 8 can be regarded as the uncertainty relation between ∆2φQ and ∆
2
φP
among odd functions on R.
Proof: Since the condition of Lemma 5 hold,
κ1(E) := min|φ〉∈L2n(R+)
{〈φ|P 2|φ〉∣∣ 〈φ|Q2|φ〉 ≤ E}
= min
|φ˜〉∈L2odd,n(R)
{
〈φ˜|P 2|φ˜〉
∣∣∣ 〈φ˜|Q2|φ˜〉 ≤ E}
is convex. Hence, we employ Lemma 6 to calculate κ1(E). For this purpose, we
consider a squeezed number operator 12 (P
2/t+tQ2)− 12 . The minimum eigenvalue
in L2odd(R) is 1 and the corresponding eigenvector is the squeezed one-photon
state. Then, we obtain
γ1(s) := min
φ∈L2odd,n(R)
〈φ|P 2|φ〉+ s〈φ|Q2|φ〉
=
√
s min
φ∈L2odd,n(R)
1√
s
〈φ|P 2|φ〉 +√s〈φ|Q2|φ〉 = 3√s (77)
Solving the equation γ′1(sE) = E, we have sE =
9
4E2 . Hence,
κ1(E) = γ1(sE)− sEE = 9
2E
− 9
4E
=
9
4E
,
which implies (75). Since the minimum (77) with s = 94E2 is attained only
by φ(λ) = ( 3E )
3/4λe−
3λ2
4E , the minimum in (75) is attained only by φ(λ) =
( 3E )
3/4λe−
3λ2
4E .
9.3. Interval constraint. As another restriction, we assume that the support of
the input state φ(λ) is included in the interval [−L,L]. In this case, we have the
following theorem.
Theorem 5. The relations
min
ρ∈S(L2([−L,L]))
min
M∈Mcov(R)
DR(ρ,M)
=min
{pi}
min
ρi∈S(L2([−L,L]))
min
Mi∈Mcov(R)
∑
i
piDR(ρi,Mi)
= min
|φ〉∈L2n([−L,L])
∫ ∞
−∞
gˆ2|F−1[φ](gˆ)|2 dgˆ√
2π
= min
|φ〉∈L2n([−L,L])
〈φ|P 2|φ〉 = π
2
4L2
(78)
hold. The minimum value π
2
4L2 is attained only by the input state φ(λ) =
(2π)1/4√
L
sin
π(1+ λL )
2
whose inverse Fourier transform is −π3/4
√
L
21/4
cosLgˆ
L2gˆ2−π2/4 .
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Now, we define the maximum uncertainty of an operator X by ∆φ,maxX :=
inf{a ∈ R|〈φ|{|X − 〈φ|X |φ〉| > a}|φ〉 = 0}, where the projection {|X | > a} is
defined by using the spectral measure EX of X as {|X | > a} :=
∫
x>a
EX(dx).
Since
min
|φ〉∈L2n([−L,L])
〈φ|P 2|φ〉 = min
|φ〉∈L2n(R)
{
∆2φP
∣∣∆φ,maxQ ≤ L} (79)
Theorem 5 can be regarded as the uncertainty relation between∆2φP and∆φ,maxQ.
Proof: Combining Theorem 1 and (42), we obtain the first and the second
equations. The third equation follows from knowledge for Fourier analysis. As
in [7], the fourth equation can be shown in the following way. The restriction
of the operator P 2 on L2([−L,L]) has the minimum eigenvalue π24L2 with the
eigenvector (2π)
1/4
√
L
sin
π(1+ λL )
2 [35]. Then, we obtain the desired argument.
Now, we consider the energy of the optimal input state φ(λ) = (2π)
1/4
√
L
sin
π(1+ λL )
2
in Theorem 5.
〈φ|Q2|φ〉 =
∫ L
L
λ2
L
sin2
π(1 + λL)
2
dλ =
∫ L
L
(λ+ L)2
L
sin2
π(1 + λL)
2
dλ− L2
=
8L2
π3
∫ π
0
x2 sin2 xdx − L = (1
3
− 2
π2
)L2.
Hence, the energy 〈φ|Q2|φ〉 increases with the order L2 when L is large.
10. Integers Z
As another typical example of commutative group, we treat the real group G =
Z. The one-dimensional unitary representation is characterized by eiλn with a
real number λ ∈ R. When the difference between two real numbers λ and λ′
is an integer times of 2π, we obtain eiλn = eiλ
′n. Hence, Gˆ is U(1) = (−π, π],
i.e., L2(Gˆ) = L2(U(1)). That is, the input state is given as a wave function
φ(λ) on the space L2(U(1)). In this case, the measure on the dual space U(1) is
µU(1)(λ) =
1
2πdλ. Hence, The input state φ satisfies
∫
U(1)
|φ(λ)|2 12πdλ = 1.
Now, we define the CONS {|fn〉} of L2(U(1)) by fn(λ) := einλ. Then, the
covariant POVM M|I〉〈I| is the PVM {|fn〉〈fn|}. When the true parameter is 0,
the estimate gˆ ∈ U(1) obeys the distribution |F−1[φ](gˆ)|2 12πdgˆ, which is given
by the inverse Fourier transform F−1[φ] of φ.
In this case, when φ(λ) = 1, we have
F−1[φ](n) =
{
0 if n 6= 0
1 if n = 0.
(80)
Hence, if the input φ(λ) = 1 is available, the perfect discrimination is possible.
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11. One-dimensional unitary group U(1)
11.1. General structure. Next, we treat the estimation of action of the group
U(1). The square integrable space L2(U(1)) can be identified with the space of
the periodic square integrable functions with the period 2L, which is denoted
by L2p((−L,L]). Under this correspondence, the one-dimensional unitary repre-
sentation is characterized by eλiθ with λ = πLk and k ∈ Z. That is, ˆU(1) can be
regarded as πLZ, and L
2( ˆU(1)) can be identified with the square summable space
ℓ2( πLZ) := {{ax}x∈ piLZ|
∑
x∈ piLZ |ax|
2 < ∞}. In this case, we denote the Fourier
transform by FL. In the following discussion of this section, we consider the case
of L = π. Then, the input state is given as a wave function φ(λ) on the space
ℓ2(Z). Here, we choose the invariant measure µG(dθˆ) =
1
2πdθˆ on G.
The covariant POVM M|I〉〈I| is the spectral decomposition of the position
operator Q on L2p((−π, π]). When the true parameter is 0, the estimate θˆ ∈ U(1)
obeys the distribution |F−1[φ](θˆ)|2 12πdθˆ, which is given by the inverse Fourier
transform F−1[φ] of φ. Since the amount of error should be invariant under the
change of the sign, it is natural to assume that the risk function R(θ, θˆ) is written
as
R(θ, θˆ) = R(0, θˆ − θ) = w(θˆ − θ) (81)
by using an even function w on (−π, π]. Further, we assume that the function w
satisfies the condition (61), i.e., is written as
w(θˆ) = w(0)−
∞∑
n=1
cn cosnθˆ (82)
with cn ≥ 0. Hence, defining the unitary Usgn on L2p((−π, π]) by Usgn[ϕ](θ) =
ϕ(−θ) for ϕ ∈ L2p((−π, π]), we have Usgnw(Q)U−1sgn = w(Q). In this case, we can
decompose the space L2p((−π, π]) as L2p,even((−π, π]) ⊕ L2p,odd((−π, π]), where
L2p,even((−π, π]) (L2p,odd((−π, π])) is the space of even (odd) functions in L2p((−π, π]).
For example, we often employ the risk function R1,U(1)(0, θˆ) := 1−cos θˆ. Further,
it is also natural to assume that the Hamiltonian H is written as
H = h(0)I0 +
∞∑
k=1
h(k2)(Ik + I−k) (83)
by using a function h. Note that the support restriction case can be realized by
the energy constraint with a proper Hamiltonian.
Theorem 6. Under the assumptions (81), (82), and (83), the relations
min
ρ∈S(K ˆU(1))
min
M∈Mcov(U(1))
{DR(ρ,M)|Tr ρH ≤ E}
=min
{pi}
min
ρi∈S(K ˆU(1))
min
Mi∈Mcov(U(1))
{
∑
i
piDR(ρi,Mi)|
∑
i
piTr ρiH ≤ E}
= min
|φ〉∈ℓ2n(Z)
{DR(|φ〉)|Tr 〈φ|H |φ〉 ≤ E}
= min
ϕ∈L2p,even,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|h(P 2)|ϕ〉 ≤ E} (84)
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hold. Further, an input state |φ〉 := ⊕∞k=−∞βk|k〉 satisfies the relation
min
M∈Mcov(U(1))
DR(|φ〉〈φ|,M) = DR(|φ〉) = (84) (85)
if and only if F−1[φ] is an even function and realizes the minimum (84).
Additionally, when H =
∑∞
k=−∞ k
2Ik, i.e., h(x) = x, we have
(84) = min
ϕ∈L2p,even,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|P 2|ϕ〉 ≤ E} (86)
Proof: Any odd function ϕo ∈ L2p,odd,n((−π, π]) satisfies that 〈ϕo|w(Q)|ϕo〉 =
w(0). Due to (82), any even function ϕe ∈ L2p,even,n((−π, π]) satisfies that
〈ϕo|w(Q)|ϕo〉 = w(0) ≥ 〈ϕe|w(Q)|ϕe〉 (87)
because 〈ϕe| cosnQ|ϕe〉 ≥ 0. So, combining (83) and this fact, we have
min
ϕ∈L2p,even,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|F−1HF|ϕ〉 ≤ E}
≤ min
ϕ∈L2p,odd,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|F−1HF|ϕ〉 ≤ E}).
Since
DR(|φ〉) =
∫ π
−π
w(θˆ)|F−1[φ](θˆ)|2 dθˆ
2π
= 〈ϕ|w(Q)|ϕ〉, (88)
Theorem 2 and (42) implies that
min
|φ〉∈ℓ2(Z)
{DR(|φ〉)|Tr 〈φ|H |φ〉 ≤ E}
= min
ϕ∈L2p,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|F−1HF|ϕ〉 ≤ E}
=min
(
min
ϕ∈L2p,even,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|F−1HF|ϕ〉 ≤ E},
min
ϕ∈L2p,odd,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|F−1HF|ϕ〉 ≤ E}
)
= min
ϕ∈L2p,even,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|F−1HF|ϕ〉 ≤ E}. (89)
Since (83) implies 〈ϕ|F−1HF|ϕ〉 = 〈ϕ|h(P 2)|ϕ〉, combining Theorem 2 and
Lemma 5, we obtain (84).
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11.2. Constraint for available irreducible representations. Since the error can be
reduced infinitesimally with the infinite support of the input state, it is natural
to restrict the support of φ to Λn := {k ∈ Z||k| ≤ n}. Now, we treat the error
function 1− cos(θˆ− θ) = 1− (ei(θ−θˆ)+ e−i(θ−θˆ))/2 = 2 sin2( θ−θˆ2 ), which satisfies
the condition (61). When the input state is (φ(λ))nλ=−n, the average error is
calculated to
1−
n−1∑
λ=−n
1
2
φ(λ)φ(λ + 1)−
n∑
λ=−n+1
1
2
φ(λ − 1)φ(λ) = 1−
n−1∑
λ=−n
φ(λ)φ(λ + 1).
(90)
Then, we obtain the following theorem.
Theorem 7. The relations
min
ρ∈S(KΛn )
min
M∈Mcov(U(1))
DR(ρ,M)
=min
{pi}
min
ρi∈S(KΛn )
min
Mi∈Mcov(U(1))
∑
i
piDR(ρi,Mi)
= min
|φ〉∈KΛn ,n
DR(|φ〉) = 1− cos π
2n+ 2
(91)
hold. The minimum 1 − cos π2n+2 is attained by the input state |φ〉 with the
measurement M|I〉〈I| if and only if the input state φ(λ) is C sin π(λ+n+1)2n+2 with
the normalizing constant C.
Proof: Thanks to Theorem 1 and (42) and (90), the above theorem can be shown
from Lemma 14 in Appendix C with m = 2n+ 1.
Hence, the above minimum error is 1− cos π2n+2 , which is attained by φ(λ) =
C sin π(λ+n+1)2n+2 with the normalizing constant C. Since 1 − cos π2n+2 ∼= 1 − (1 −
1
2 (
π
2n+2 )
2) ∼= π28n2 , we have the following asymptotic characterization.
lim
n→∞
n2 min
ρ∈S(KΛn)
min
M∈Mcov(U(1))
DR(ρ,M)
= lim
n→∞
n2min
{pi}
min
ρi∈S(KΛn)
min
Mi∈Mcov(U(1))
∑
i
piDR(ρi,Mi) = π
2
8
.
For the asymptotic optimality condition with respect to input states, we ob-
tain the following lemma.
Lemma 9. For a sequence {φn} in KΛn satisfying φn(k) ≥ 0, the relation
minM∈Mcov(U(1))DR(|φn〉〈φn|,M) = DR(|φn〉) ∼= 18n2 holds as n → ∞, if and
only if the sequence of functions φ˜n(λ) := (2π)
1/4
√
nφn(⌊nλ+ 12⌋) ∈ L2([−1, 1])
satisfies that φ˜n(λ) goes to (2π)
1/4 sin π(1+λ)2 as n→∞.
Proof: Since φn(k) ≥ 0 and the condition (61) holds, Lemma 7 guarantees
that minM∈Mcov(U(1))DR(|φn〉〈φn|,M) = DR(|φn〉). Now, we choose λ := kn and
gˆ := nθˆ. Then, using the limiting function φ˜(λ) := limn→∞ φ˜n(λ), we have
1
n2
n∑
k=−n
k2|φn(k)|2 =
n∑
k=−n
(
k
n
)2
1√
2πn
|φ˜n(k
n
)|2 →
∫ ∞
−∞
λ2|φ˜(λ)|2 dλ
2
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as n→∞. Similarly, since
F−1π (φn)( gˆn )
(2π)
1
4n
1
2
=
n∑
k=−n
e−ik
gˆ
nφE(k)
1
(2π)
1
4n
1
2
=
n∑
k=−n
e−i
k
n gˆφ˜n(
k
n
)
1√
2πn
→
∫ ∞
−∞
e−iλgˆ φ˜(λ)
dλ√
2π
= F−1π [φ˜](gˆ),
we have
n2
∫ π
−π
(1− cos(θˆ))|F−1π [φn](θˆ)|2
dθˆ
2π
∼= n2
∫ π
−π
θˆ2
2
|F−1π [φn](θˆ)|2
dθˆ
2π
=
∫ πn
−πn
gˆ2
2
|F−1π [φn](
gˆ
n
)|2 dgˆ
2πn
→
∫ ∞
−∞
gˆ2
2
|F−1π [φ˜](gˆ)|2
dgˆ√
2π
.
In Theorem 5, the minimum (78) with L = 1 is attained by φ˜(λ) = (2π)1/4 sin π(1+λ)2 .
Hence, DR(|φn〉) ∼= 18n2 as n→∞ if and only if φ˜n(λ) goes to (2π)1/4 sin π(1+λ)2
as n→∞.
11.3. Typical energy constraint. Next, we consider the risk functionRU(1)(θ, θˆ) =
1− cos(θˆ− θ) and the Hamiltonian H =∑∞k=−∞ k2|k〉〈k|. Then, thanks to The-
orem 6, the minimum error can be characterized by the following value.
κU(1)(E) := min
ϕ∈L2p,even,n((−π,π])
{〈ϕ|I − cos(Q)|ϕ〉|〈ϕ|P 2|ϕ〉 ≤ E}. (92)
For example, we can show that
κU(1)(0) = 1. (93)
This fact can be also checked by the following way. In fact, the condition 〈φ|H |φ〉 =
0 can be realized only when φ(0) = 1 and φ(n) = 0 with n 6= 0, i.e., F−1π [φ] = 1.
In this case, we have
∫ π
−π(1− cos(θˆ))|F−1π [φ](−θˆ)|2 12πdθˆ = 1. Hence, we see (93).
Now, we consider the case with non-zero E. Since the condition of Lemma 5
hold, κU(1)(E) is convex. Hence, we employ Lemma 6 to calculate κU(1)(E), and
consider the minimum
γU(1)(s) := min
ϕ∈L2n((−π,π])
〈ϕ|(I − cos(Q)) + sP 2|ϕ〉
= min
ϕ∈L2n((−π/2,π/2])
〈ϕ|(I − cos(2Q)) + sP
2
4
|ϕ〉.
So, γU(1)(s) can be characterized as the minimum γU(1) having the solution in
L2n((−π/2, π/2]) of the following differential equation.
s
4
d2
dθ2
ϕ(θ) + (γU(1) − 1 + cos(2θ))ϕ(θ) = 0, (94)
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which is equivalent to
d2
dθ2
ϕ(θ) + (
4(γU(1) − 1)
s
+
4
s
cos(2θ))ϕ(θ) = 0, (95)
In order to find the minimum γU(1), we employ Mathieu equation (229), whose
detail is summarized in Subsection A. Hence, using the function a0 given in
Subsection A, we have γU(1)(s) =
sa0(− 2s )
4 + 1 =
sa0(
2
s )
4 + 1. So, applying (52) to
κU(1)(E), and combining the facts given in Subsection A, we obtain the following
theorem.
Theorem 8.
κU(1)(E) = max
s>0
sa0(
2
s )
4
+ 1− sE. (96)
The minimum (92) is attained by the input state |φ〉 with the measurement
M|I〉〈I| if and only if F−1π [φ](θ) = ce0( θ2 ,− 2sE ), where sE is argmaxs>0
sa0(
2
s )
4 +
1− sE and the function ce0 is given in Subsection A.
Using the formula (96), we can calculate κU(1)(E) as Fig. 3.
0 5 10 15 20
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ΚU H1LHEL
Fig. 3. Graph of κU(1)(E).
By using the expansion (231) for a0, as s→ 0, γU(1)(s) can be expanded to
γU(1)(s)
∼=
s(−2 2s + 2
√
2
s − 14 )
4
+ 1 =
√
s
2
− s
16
.
As is shown in Lemma 6, sE is decreasing as a function of E. Hence, when E
is large, solving the equation γ′
U(1)
(sE) = E, we approximately obtain sE ∼=
1
8(E+1/16)2 . Hence,
κU(1)(E) = γU(1)(sE)− sEE ∼=
√
sE
2
− sE
16
− sEE =
√
sE
2
− sE(E + 1
16
)
∼= 1
8(E + 1/16)
∼= 1
8E
− 1
128E2
. (97)
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As is shown in Fig. 4, while the first order approximation κ1,U(1),∞(E) :=
1
8E
gives a good approximation for κU(1)(E) with a large E, the second order ap-
proximation κ2,U(1),∞(E) :=
1
8E − 1128E2 much improves the approximation for
κU(1)(E) with a large E. Hence, we have the following asymptotic characteriza-
tion.
lim
E→∞
E min
ρ∈S(L2(Z))
min
M∈Mcov(U(1))
{DR(ρ,M)|Tr ρH ≤ E}
= lim
E→∞
Emin
{pi}
min
ρi∈S(L2(Z))
min
Mi∈Mcov(U(1))
{
∑
i
piDR(ρi,Mi)|
∑
i
piTr ρiH ≤ E}
= lim
E→∞
E min
|φ〉∈L2n(Z)
{DR(|φ〉)|〈φ|H |φ〉 ≤ E} = 1
8
. (98)
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Fig. 4. Comparison of two approximations κ1,U(1),∞ and κ2,U(1),∞ of κU(1) with a large E.
Thick line expresses the error ratio
κ2,U(1),∞(E)−κU(1)(E)
κU(1)(E)
, and dashed line expresses the error
ratio
κ1,U(1),∞(E)−κU(1)(E)
κU(1)(E)
.
Next, we consider the case when E is small. Hence, when s is large, by using
the expansion (233) for a0, γU(1)(s) can be expanded to
γU(1)(s)
∼= s(−
1
2 (
2
s )
2 + 7128 (
2
s )
4)
4
+ 1 = 1− 1
2s
+
7
32s3
.
When E is small, solving the equation γ′
U(1)
(sE) = E, we approximately obtain
sE ∼=
√
1
2E +
21
128
∼= 1√
2E
(1 + 2132E). Hence,
κU(1)(E) = γU(1)(sE)− sEE ∼= 1−
1
2sE
− sEE + 7
32s3E
∼=1−
√
E√
2
(1− 21
32
E)−
√
E√
2
(1 +
21
32
E) +
7
32
√
2E
3 ∼= 1−
√
2E +
7
√
2
16
E
3
2 . (99)
This expansion with E = 0 coincides with (93). As is shown in Fig. 5, while the
first order approximation κ1,U(1),+0(E) := 1−
√
2E gives a good approximation
for κU(1)(E) with a small E, the second order approximation κ2,U(1),+0(E) :=
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1−√2E + 7
√
2
16 E
3
2 much improves the approximation for κU(1)(E) with a small
E.
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Fig. 5. Comparison of two approximations κ1,U(1),+0 and κ2,U(1),+0 of κU(1) with a small
E. Thick line expresses the error ratio
κ2,U(1),+0(E)−κU(1)(E)
κU(1)(E)
, and dashed line expresses the
error ratio
κ1,U(1),+0(E)−κU(1)(E)
κU(1)(E)
.
For the asymptotic optimality condition with respect to input states, we ob-
tain the following lemma.
Lemma 10. For a sequence {El} satisfying El → ∞ as l → ∞, we focus on a
sequence of input states {φEl} satisfying that φEl(n) ≥ 0 and 〈φEl |H |φEl〉 ≤ El.
Then, minM∈Mcov(U(1))DR(|φEl〉〈φEl |,M) = DR(|φEl〉) ∼= 18El as l → ∞ if and
only if the sequence of functions φ˜l(λ) := (2πEl)
1/4φEl(⌊
√
Elλ +
1
2⌋) ∈ L2(R)
satisfies that φ˜l(λ) goes to e
−λ24 as l → ∞. For example, when we El = l2 , the
following input state |φb,l〉 asymptotically attains the minimum (98).
φb,l(k) :=
{
1
2l
√(
2l
n+l
)
if |k| ≤ l
0 if |k| > l.
(100)
Proof: The relation minM∈Mcov(G)DR(|φEl〉〈φEl |,M) = DR(|φEl〉) holds by the
same reason as Lemma 9. Now, we choose λ := k√
E
and gˆ :=
√
Eθˆ. Then, we
have
1
El
∞∑
k=−∞
k2|φEl(k)|2 =
∞∑
k=−∞
(
k√
El
)2
1√
2πEl
|φ˜El(
k√
El
)|2 →
∫ ∞
−∞
λ2|φ˜(λ)|2 dλ
2π
as El →∞. Similarly, since
F−1π (φEl)( gˆ√E )
(2πE)
1
4
=
∞∑
k=−∞
e
−ik gˆ√
E φEl(k)
1
(2πEl)
1
4
=
∞∑
k=−∞
e
−i k√
El
gˆ
φ˜El(
k√
E
)
1√
2πE
→
∫ ∞
−∞
e−iλgˆφ˜(λ)
dλ√
2π
= F−1[φ˜](gˆ),
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we have
El
∫ π
−π
(1 − cos(θˆ))|F−1π [φEl ](θˆ)|2
dθˆ
2π
∼= El
∫ π
−π
θˆ2
2
|F−1π [φEl ](θˆ)|2
dθˆ
2π
=
∫ π√El
−π√El
gˆ2
2
|F−1π [φEl ](
gˆ√
El
)|2 dgˆ
2π
√
El
→
∫ ∞
−∞
gˆ2
2
|F−1[φ˜](gˆ)|2 dgˆ√
2π
.
In Theorem 3, the minimum (71) with E = 1 is attained only by φ˜(λ) = e−
λ2
4
Hence, DR(|φEl〉) ∼= 18El as l→∞ if and only if φ˜l(λ) goes to e−
λ2
4 as l →∞.
Since
〈φb,l|H |φb,l〉 =
l∑
k=−l
k2
1
22l
(
2l
k + l
)
=
2l
4
=
l
2
, (101)
the state |φb,l〉 has the energy l2 . Thanks to the central limit theorem, (πl)
1
2 |φb,l(
√
l
2λ)|2
goes to e−
λ2
2 , i.e., (πl)
1
4φb,l(
√
l
2λ) goes to e
−λ24 . Hence, the input state |φb,l〉
also asymptotically attains the minimum (98).
In this problem, the global phase factor does not effect the representation,
but changes the energy slightly. By using a λ0 ∈ R, the representation is changed
to
f(λ0)(θ) :=
∞∑
k=−∞
ei(k+λ0)θ|k〉〈k|. (102)
Then, the Hamiltonian is given as
H(λ0) := N
2
(λ0)
, N(λ0) :=
∞∑
k=−∞
(k + λ0)|k〉〈k|. (103)
Even in this modification, the result in Theorem 8 is not changed because this
modification does not effect the asymptotic behavior of the energy.
11.4. Practical construction of asymptotically optimal estimator with energy con-
straint. While (98) provides an asymptotically optimal estimator with energy
constraint, its construction is not so practical. However, the optimal perfor-
mance with energy constraint can be realized with easier construction by the
following ways. Now, we fix a state |φ〉 = ∑∞k=−∞√pk|k〉 ∈ ℓ2(Z), and choose
the real number λ := −∑∞k=−∞ kpk. The energy of |φ〉 is Eφ := 〈φ|H(λ)|φ〉 =∑∞
k=−∞(k + λ)
2pk under the Hamiltonian H(λ).
We also consider the m-tensor product system Hm := ℓ2(Z)⊗m, the Hamil-
tonian Hm := (
∑m
i=1 I
⊗(i−1) ⊗N(λ) ⊗ I⊗(m−i))2, and the tensor product repre-
sentation f(λ)(θ)
⊗m. Then, since 〈φ⊗n|I⊗(i−1) ⊗ N(λ) ⊗ I⊗(m−i)|φ⊗n〉 = 0, the
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energy of |φ⊗m〉 is
〈φ⊗n|Hm|φ⊗n〉 = 〈φ⊗n|(
m∑
i=1
I⊗(i−1) ⊗N(λ) ⊗ I⊗(m−i))2|φ⊗n〉
=〈φ⊗n|
m∑
i=1
I⊗(i−1) ⊗N2(λ) ⊗ I⊗(m−i)|φ⊗n〉 = mEφ.
Now, we give the following estimation protocol (Protocol 1).
(1.1) We set the initial state |φ⊗m〉.
(1.2) We apply the covariant measurement M|I〉〈I| on each system ℓ2(Z). Then,
we obtain n outcomes θ1, . . . , θn. Each outcome θi obeys the distribution
pθ(θi)dθi := |
∑∞
k=−∞
√
pke
−ik(θi−θ)|2 dθi2π when the true parameter is θ.
(1.3) We apply the maximum likelihood estimator to the obtained outcomes
θ1, . . . , θm. Then, we obtain the final estimate θˆm. That is, we decide θˆm as
θˆm := argmax
θ∈(−π,π]
m∑
i=1
log pθ(θi). (104)
We denote the above measurement with the output θˆm by M˜m. Then, due to
the following theorem, the above protocol asymptotically realizes the minimum
error under the energy constraint. The optimal performance with energy con-
straint can be attained without use of quantum correlation in the measurement
process.
Theorem 9. Assume that φ satisfies one of two conditions.
(a) λ = 0 and F [φ] is an even function.
(b) λ = − 12 and
∑∞
k=−∞
√
pke
i(k+λ)θ is an even function.
The relation
lim
m→∞
mDR(|φ⊗m〉, M˜m) = 1
8Eφ
. (105)
holds. That is,
lim
m→∞
〈φ⊗m|Hm|φ⊗m〉DR(|φ⊗m〉, M˜n) = 1
8
. (106)
Proof: We show (148). For this purpose, we calculate the Fisher information of
the distribution family {pθ(θ′)}. Due to the assumption, we have
√
pθ(θ′) =
∞∑
k=−∞
√
pke
−i(k+λ)(θi−θ). (107)
and
√
pk =
√
pk′ when k+λ = −(k′+λ). The logarithmic derivative is given as
lθ(θi) :=
d
dθ
log pθ(θi) = 2
d
dθ
log
√
pθ(θi) = 2
∑∞
k=−∞ i(k + λ)
√
pke
−i(k+λ)(θi−θ)√
pθ(θi)
.
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Since
∫ π
−π
e−i(k+λ)(θi−θ)e−i(k
′+λ)(θi−θ) dθi
2π
=
{
0 if k + λ 6= −(k′ + λ)
1 if k + λ = −(k′ + λ), (108)
the Fisher information is calculated to
Jθ :=
∫ π
−π
lθ(θi)
2pθ(θi)
dθi
2π
=
∫ π
−π
4(
∞∑
k=−∞
i(k + λ)
√
pke
−i(k+λ)(θi−θ))2
dθi
2π
=4
∞∑
k=−∞
(k + λ)2pk = 4Eφ. (109)
Remember that the asymptotic mean square error of the maximum likelihood
estimator can be characterized by the inverse of Fisher information Jθ [42]. That
is, we obtain nEθ(θˆn − θ)2 → J−1θ , where Eθ expresses the expectation under
the distribution pθ. Hence, we have
DR(|φ⊗m〉, M˜n) = Eθ[1− cos(θˆn − θ)] ∼= 1
2
Eθ[(θˆn − θ)2] ∼= 1
2
1
4Eφn
=
1
8Eφn
,
where Eθ expresses the expectation under the distribution pθ(θ
′).
11.5. Uncertainty relation. We consider the relation between the above results
and the uncertainty relation on the space L2p((−π, π]). In this space, we can
consider the pair of operators (cosQ, sinQ). Then, we focus on the uncertainty
∆2ϕ(cosQ, sinQ) := ∆
2
ϕ cosQ+∆
2
ϕ sinQ
=〈ϕ| cos2Q|ϕ〉+ 〈ϕ| sin2Q|ϕ〉 − 〈ϕ| cosQ|ϕ〉2 − 〈ϕ| sinQ|ϕ〉2
=1− 〈ϕ| cosQ|ϕ〉2 − 〈ϕ| sinQ|ϕ〉2.
Then, as the uncertainty relation, we consider trade-off between∆2ϕ(cosQ, sinQ)
and ∆2ϕP , which is formulated as the following theorem.
Theorem 10. The minimum of the uncertainty ∆2ϕ(cosQ, sinQ) under the con-
straint for ∆2ϕP is calculated as
min
ϕ∈L2p,n([−π,π])
{∆2ϕ(cosQ, sinQ)|∆2ϕP ≤ E} = max
s>0
1− (sE − sa0(
2
s )
4
)2. (110)
The minimum in (110) is realized by ϕ if and only if ϕ is given as a shift of the
Mathieu function ce0(
θ
2 ,− 2sE ). Further, mins>0 sE −
sa0(
2
s )
4 ) is a positive value,
(110) has the asymptotic expansion 14E − 132E2 as E →∞.
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Proof: Due to the symmetry, without loss of generality, we can assume that
〈ϕ| sinQ|ϕ〉 = 0 and 〈ϕ|P |ϕ〉 = 0. Hence, we obtain
min
ϕ∈L2p,n([−π,π])
{∆2ϕ(cosQ, sinQ)|∆2ϕP ≤ E}
= min
ϕ∈L2p,n([−π,π])
{1− 〈ϕ| cosQ|ϕ〉2|〈ϕ|P 2|ϕ〉 ≤ E}
=1− ( max
ϕ∈L2p,n([−π,π])
{〈ϕ| cosQ|ϕ〉|〈ϕ|P 2|ϕ〉 ≤ E})2.
Thanks to Theorem 8, we have
1− ( max
ϕ∈L2p,n([−π,π])
{〈ϕ| cosQ|ϕ〉|〈ϕ|P 2|ϕ〉 ≤ E})2
=1− (1−max
s>0
sa0(
2
s )
4
+ 1− sE)2 = 1− (max
s>0
sa0(
2
s )
4
− sE)2.
Since maxs>0
sa0(
2
s )
4 + 1− sE ≤ 1, sE −
sa0(
2
s )
4 ≥ 0. Hence,
1− (max
s>0
sa0(
2
s )
4
− sE)2 = 1− (min
s>0
sE − sa0(
2
s )
4
)2
=1−min
s>0
(sE − sa0(
2
s )
4
)2 = max
s>0
1− (sE − sa0(
2
s )
4
)2,
which implies (110). Then, the minimum uncertainty in (110) is realized by ϕ if
and only if ϕ is given as a shift of the Mathieu function ce0(
θ
2 ,− 2sE ).
Further, when E approaches infinity, maxs>0 1 − (sE − sa0(
2
s )
4 )
2 ∼= 1 − (1 −
( 18E − 1128E2 ))2 ∼= 14E − 132E2 .
Next, as another type of uncertainty relation, we consider the trade-off be-
tween ∆2ϕ(cosQ, sinQ) and ∆ϕ,maxP , which is defined as the maximum eigen-
value of |P−〈ϕ|P |ϕ〉| such that the corresponding projectionA satisfies 〈ϕ|A|ϕ〉 >
0.
Theorem 11. The minimum of the uncertainty ∆2ϕ(cosQ, sinQ) under the con-
straint for ∆ϕ,maxP is calculated as
min
ϕ∈L2p,n([−π,π])
{∆2ϕ(cosQ, sinQ)|∆ϕ,maxP ≤ E} = sin2
π
2⌊E⌋+ 2 . (111)
The minimum uncertainty is realized by ϕ if and only if Fπ[ϕ](λ) is given as a
shift of the wave function C sin π(λ+⌊E⌋+1)2⌊E⌋+2 , where C is the normalizing constant.
Proof: Due to the symmetry, without loss of generality, we can assume that
〈ϕ| sinQ|ϕ〉 = 0 and 〈ϕ|P |ϕ〉 = 0. Hence, we obtain
min
ϕ∈L2p,n([−π,π])
{∆2ϕ(cosQ, sinQ)|∆ϕ,maxP ≤ E}
= min
ϕ∈L2p,n([−π,π])
{1− 〈ϕ| cosQ|ϕ〉2|Fπ[ϕ] ∈ KΛ⌊E⌋ ≤ E}
=1− ( max
ϕ∈L2p,n([−π,π])
{〈ϕ| cosQ|ϕ〉|Fπ[ϕ] ∈ KΛ⌊E⌋})2.
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Thanks to Theorem 7, we have
1− ( max
ϕ∈L2p,n([−π,π])
{〈ϕ| cosQ|ϕ〉|〈ϕ|P 2|ϕ〉 ≤ EFπ[ϕ] ∈ KΛ⌊E⌋})2
=1− (1− (1 − cos π
2⌊E⌋+ 2))
2 = 1− cos2 π
2⌊E⌋+ 2 = sin
2 π
2⌊E⌋+ 2 . (112)
Then, the minimum uncertainty in (111) is realized by ϕ if and only if Fπ[ϕ](λ) is
given as a shift of the wave function C sin π(λ+⌊E⌋+1)2⌊E⌋+2 , where C is the normalizing
constant.
12. 2-dimensional special unitary group SU(2)
12.1. General structure of SU(2) estimation. We consider the special linear group
SU(2), which is simply connected. In the case of G = SU(2), we identify the el-
ements of the set Gˆ = ˆSU(2) by the highest weight. Now, we consider two kinds
of parametrization of SU(2). Using the matrices
σ1 :=
(
0 1
1 0
)
, σ2 :=
(
0 −i
i 0
)
, σ3 :=
(
1 0
0 −1
)
, (113)
we have the first kind of parametrization
gθ := exp(i
3∑
k=1
θk
2
σk) (114)
with the range {θ = (θ1, θ2, θ3)|‖θ‖ :=
√∑3
k=1(θ
k)2 ≤ 2π}. We also the second
kind of parametrization
g˜θ,η1,η2 :=
(
x0 + ix1 x2 + ix3
x2 − ix3 x0 − ix1
)
, (115)
where x0 = cos
θ
2 , x1 = sin
θ
2 cos η1, x2 = sin
θ
2 sin η1 cos η2, x3 = sin
θ
2 sin η1 sin η2
with the range θ ∈ (−2π, 2π], η1 ∈ (−π2 , π2 ], η2 ∈ (−π2 , π2 ]. Under these parametriza-
tion, the character χ k
2
can be written as
χ k
2
(g˜θ,η1,η2) =
k
2∑
l=0 or 12
cos lθ =
sin k+12 θ
sin θ2
(116)
χ k
2
(gθ) =
k
2∑
l=0 or 12
cos l‖θ‖. (117)
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The second equation of (116) can be shown as follows.
Proof of the second equation of (116): Then, for an even k, we have χ k
2
(g˜θ,η1,η2) =
1 +
∑ k
2
l=1 2 cos lθ, which implies
χ k
2
(g˜θ,η1,η2) sin
θ
2
= (1 +
k
2∑
l=1
2 cos lθ) sin
θ
2
= sin
θ
2
+
k
2∑
l=1
(sin
2l + 1
2
θ − sin 2l− 1
2
θ) = sin
k + 1
2
θ. (118)
For an odd k, we have χ k
2
(g˜θ,η1,η2) =
∑ k−1
2
l=0 cos(l +
1
2 )θ, which implies
χ k
2
(g˜θ,η1,η2) sin
θ
2
= (
k−1
2∑
l=0
cos(l +
1
2
)θ) sin
θ
2
=
k−1
2∑
l=0
(sin(l + 1)θ − sin lθ) = sin k + 1
2
θ. (119)
When the risk function R satisfies the condition (61), the risk function is
written as
R(e, gˆ) = α0 −
∞∑
k=1
α k
2
χ k
2
(gˆ) (120)
with α k
2
≥ 0. Defining the even periodic function w(θ) := (α0−
∑∞
k=1 α k2
(
∑ k
2
l=0 or 12
cos lθ))
with the period 4π, we have R(e, g˜θ,η1,η2) = w(θ). As a typical risk function, we
often adopt the risk function RSU(2)(e, gˆ) = 1 − 12χ 12 (gˆ), which is written as
RSU(2)(e, gθ) = 1− cos ‖θ‖2 and RSU(2)(e, g˜θ,η1,η2) = 1− cos θ2 .
We often use the risk function R(e, gθ) =
3−χ1(gθ)
2 = 1−cos ‖θ‖. However, we
cannot distinguish matrices e and−e under this risk function because 3−χ1(−e)2 =
0. That is, under the projection ̟ : SU(2)→ SO(3), the two elements in ̟−1(g)
cannot be distinguished. So, it is better to use this function as a risk function of
estimation of SO(3). In this case, the representation with the highest weight 12
can be treated as a projective representation of SO(3).
Further, we also assume that the HamiltonianH is written by using a function
h as
H =
∞∑
k=0
h((
k + 1
2
)2)I k
2
. (121)
Then, we have the following theorem.
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Theorem 12. Assume the assumptions (120) and (121). For an input state
|φ〉 :=
∞⊕
k=0
β k
2√
k + 1
|Ψ k
2
〉〉, (122)
we have the relations
ϕ(θ) := F−1[φ](g˜θ,η1,η2)sin
θ
2
=
√
2
∞∑
k=0
β k
2
sin(k +
1
2
)θ, (123)
DR(|φ〉) = 〈ϕ|w(Q)|ϕ〉, 〈φ|H |φ〉 = 〈ϕ|h(P 2)|ϕ〉. (124)
Here ϕ(θ) is an odd function and is included in L2p((−2π, 2π]).
Then, the relations
min
ρ∈S(K ˆSU(2))
min
M∈Mcov(SU(2))
{DR(ρ,M)|Tr ρH ≤ E}
=min
{pi}
min
ρi∈S(K ˆSU(2))
min
Mi∈Mcov(SU(2))
{
∑
i
piDR(ρi,Mi)|
∑
i
piTr ρiH ≤ E}
= min
|φ〉∈L2n( ˆSU(2))
{DR(|φ〉)|〈φ|H |φ〉 ≤ E}
= min
ϕ∈L2p,odd,n((−2π,2π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|h(P 2)|ϕ〉 ≤ E} (125)
hold.
Further, an input state |φ〉 given in (122) with β k
2
≥ 0 satisfies the relation
min
M∈Mcov(SU(2))
DR(|φ〉〈φ|,M) = DR(|φ〉) = (125) (126)
if and only if
F−1[φ](g˜θ,η1,η2) sin
θ
2
= argmin
ϕ∈L2p,odd,n((−2π,2π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|h(P 2)|ϕ〉 ≤ E}.
(127)
Additionally, when H =
∑∞
k=0
k
2 (
k
2 + 1)I k2
=
∑∞
k=0((
k+1
2 )
2 − 14 )I k2 , i.e., h(x) =
x− 14 , we have
(125) = min
ϕ∈L2p,odd,n((−2π,2π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|P 2|ϕ〉 ≤ E + 1
4
}. (128)
Proof: The second equation in (116) and the equation (67) yields that
F−1[φ](g˜θ,η1,η2) sin
θ
2
=
∞∑
k=0
β k
2√
k + 1
√
k + 1χ k
2
(g˜θ,η1,η2) sin
θ
2
=
∞∑
k=0
β k
2
sin
k + 1
2
θ,
which implies (123).
Due to the form of Hamiltonian, Theorem 2 implies the first, the second, and
the third equations in (125). So, we need to show only the fourth equation in
(125). Thanks to Lemma 7, the minimum value
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min|φ〉∈L2( ˆSU(2)){DR(|φ〉)|〈φ|H |φ〉 ≤ E} can be attained by the input state |φ〉
with the form (122). Hence, for the minimization of DR(|φ〉), it is enough to
consider the inputs with the form (122). Since R(e, g˜θ,η1,η2) depends only on θ,
we have
DR(|φ〉) =
∫
SU(2)
(α0 −
∞∑
k=1
α k
2
χ k
2
(g))|F−1[φ](g)|2µSU(2)(dg)
=
∫ 2π
−2π
(α0 −
∞∑
k=1
α k
2
(
k
2∑
l=0 or 12
cos lθ)|F−1[φ](g˜θ,η1,η2)|2 sin2
θ
2
dθ
2π
=
∫ 2π
−2π
w(θ)|
∞∑
k=0
β k
2
sin
k + 1
2
θ|2 dθ
2π
=
∫ 2π
−2π
w(θ)|ϕ(θ)|2 dθ
2π
, (129)
where ϕ(θ) :=
∑∞
k=0 β k2
sin k+12 θ. Then, we have
〈φ|H |φ〉 =
∑
k
h((
k + 1
2
)2)β2k
2
= 〈ϕ|h(P 2)|ϕ〉. (130)
Hence, we obtain (124). Since any odd function with the period 4π can be written
as
√
2
∑∞
k=0 β k2
sin k+12 θ, the relations (129) and (130) yield
min
|φ〉∈L2n( ˆSU(2))
{DR(|φ〉)|〈φ|H |φ〉 ≤ E}
= min
ϕ∈L2p,odd,n((−2π,2π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|h(P 2)|ϕ〉 ≤ E}.
12.2. Constraint for available irreducible representation. Next, we restrict avail-
able weights to the set Λn := {0, 12 , 1, 32 , . . . , n2 }. Then, we consider the risk
function RSU(2) on the system KΛn . When the input state |φ〉 has the form
(122), (124) in Theorem 12 implies that
DRSU(2)(|φ〉) = 1−
1
2
n−1∑
k=0
(β k
2
β k+1
2
+ β k+1
2
β k
2
). (131)
Hence, applying Lemma 14, we have
min
|φ〉∈KΛn
DRSU(2)(|φ〉) = 1− cos
π
n+ 2
. (132)
This fact can be also shown by the relation C
1
2
k
2 ,
k′
2
= δk,k′−1+δk,k′+1 and Lemma
7. Hence, Theorem 1 implies
min
ρ∈S(KΛn )
min
M∈Mcov(G)
DRSU(2)(ρ,M)
=min
{pi}
min
ρi∈S(KΛn)
min
Mi∈Mcov(G)
∑
i
piDRSU(2)(ρi,Mi)
= min
|φ〉∈KΛn ,n
DRSU(2)(|φ〉) = 1− cos
π
n+ 2
. (133)
44 Masahito Hayashi
Due to Lemma 14, the minimum is attained only by |φ〉 = C∑nk=0 sin (k+1)pin+2√k+1 |Ψ k2 〉,
i.e., F−1[φ](g˜θ,η1,η2) = C
√
2
∑n
k=0 sin
(k+1)π
n+2
sin k+12 θ
sin θ2
.
12.3. Typical energy constraint. Next, we consider the risk functionRSU(2)(e, gˆ) =
1− 12χ 12 (gˆ) and the Hamiltonian H =
∑∞
k=0
k
2 (
k
2 + 1)I k2
. In this case, the func-
tion w(θ) is given as 1− cos θ2 . Then, thanks to Theorem 12, the minimum error
can be characterized by the following value.
κSU(2)(E) := min
ϕ∈L2
p,odd,n
((−2π,2π])
{〈ϕ|I − cos(Q
2
)|ϕ〉|〈ϕ|P 2|ϕ〉 ≤ E + 1
4
}. (134)
For example, we can show that
κSU(2)(0) = 1. (135)
This fact can be also checked by the following way. In fact, the condition 〈φ|H |φ〉 =
0 can be realized only when β0 = 1 and β k
2
= 0 with k 6= 0, i.e., ϕ(θ) = √2 sin θ2 .
In this case, we have
∫ 2π
−2π(1 − cos(θˆ))|ϕ(θˆ)|2 dθˆ4π = 1. Hence, we see (135).
Now, we consider the case with non-zero E. Since the condition of Lemma 5
hold, κSU(2)(E) is convex. Hence, we employ Lemma 6 to calculate κSU(2)(E),
and consider the minimum
γSU(2)(s) := min
ϕ∈L2p,n((−2π,2π])
〈ϕ|(I − cos(Q
2
)) + sP 2|ϕ〉
= min
ϕ∈L2p,n((−π/2,π/2])
〈ϕ|(I − cos(2Q)) + sP
2
16
|ϕ〉.
So, γSU(2)(s) can be characterized as the minimum γSU(2) having the solution in
L2p,n((−π/2, π/2]) of the following differential equation.
s
16
d2
dθ2
ϕ(θ) + (γ2 − 1 + cos(2θ))ϕ(θ) = 0, (136)
which is equivalent to
d2
dθ2
ϕ(θ) + (
16(γSU(2) − 1)
s
+
16
s
cos(2θ))ϕ(θ) = 0, (137)
In order to find the minimum γSU(2), we employ Mathieu equation (229), whose
detail is summarized in Subsection A. Hence, using the function b2 given in
Subsection A, we have γSU(2)(s) =
sb2(− 8s )
16 + 1 =
sb2(
8
s )
16 + 1. So, applying (52)
to κSU(2)(E), and combining the facts given in Subsection A, we obtain the
following theorem.
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Theorem 13.
κSU(2)(E) = max
s>0
sb2(
8
s )
16
+ 1− s(E + 1
4
). (138)
The minimum (134) is attained by the input state |φ〉 with the measurement
M|I〉〈I| if and only if F−1[φ](ρ˜θ,η1,η2) =
se2(
θ
4 ,− 8sE )
sin θ2
, where sE is argmaxs>0
sb2(
8
s )
16 +
1− s(E + 14 ) and Mathieu function se2 is given in Subsection A.
Using the formula (138), we can calculate κSU(2)(E) as Fig. 6.
0 5 10 15 20
E0.0
0.2
0.4
0.6
0.8
1.0
ΚSU H2LHEL
Fig. 6. Graph of κSU(2)(E).
By using the expansion (232) for b2, as s→ 0, γSU(2)(s) can be expanded to
γSU(2)(s) ∼=
s(−2 8s + 6
√
8
s − 54 )
16
+ 1 =
3
2
√
s
2
− 5s
64
.
As is shown in Lemma 6, sE is decreasing as a function of E. Hence, when
E is large, solving the equation γ′SU(2)(sE) = E +
1
4 , we approximately obtain
sE ∼= 2 · ( 38E+21/8 )2. Hence,
κSU(2)(E) = γSU(2)(sE)− sE(E +
1
4
) ∼= 3
2
√
2
√
sE − 5sE
64
− sE(E + 1
4
)
=
3
2
√
2
√
sE − sE(21
64
+ E) ∼= 9
2(8E + 21/8)
− 2 · ( 3
8E + 21/8
)2
(218 + 8E)
8
=
9
2(8E + 21/8)
− 9
4(8E + 21/8)
=
9
4(8E + 21/8)
∼= 9
32E
− 7 · 3
3
211E2
. (139)
As is shown in Fig. 7, while the first order approximation κ1,SU(2),∞(E) := 932E
gives a good approximation for κSU(2)(E) with a large E, the second order ap-
proximation κ2,SU(2),∞(E) := 932E − 7·3
3
211E2 much improves the approximation for
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κSU(2)(E) with a large E. Hence, we have the following asymptotic characteri-
zation.
lim
E→∞
E min
|φ〉∈L2n( ˆSU(2))
{DRSU(2)(|φ〉)|〈φ|H |φ〉 ≤ E} =
9
32
. (140)
5 10 15 20
E0.00
0.05
0.10
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Fig. 7. Comparison of two approximations κ1,SU(2),∞ and κ2,SU(2),∞ of κSU(2) with a large
E. Thick line expresses the error ratio
κ2,SU(2),∞(E)−κSU(2)(E)
κSU(2)(E)
, and dashed line expresses the
error ratio
κ1,SU(2),∞(E)−κSU(2)(E)
κSU(2)(E)
.
Next, we consider the case when E is small. By using the expansion (235) for
b2, when s is large, γSU(2)(s) can be expanded to
γSU(2)(s) ∼=
s(4− 112 (8s )2 + 513824 (8s )4)
16
+ 1 =
s
4
+ 1− 1
3s
+
5
54s3
.
When E is small, since γ′SU(2)(s) ∼= 14+ 13s2− 518s4 solving the equation γ′SU(2)(sE) =
E + 14 , we approximately obtain sE
∼=
√
1
3E +
5
6
∼=
√
1
3E (1 +
5
4E). Hence,
κSU(2)(E) = γSU(2)(sE)− sE(E +
1
4
)
∼=sE
4
+ 1− 1
3sE
+
5
54s3E
− sE(E + 1
4
) = 1 +
1
3sE
(
5 − 18s2E
18s2E
)− sEE
=1 +
1
3(
√
1
3E (1 +
5
4E))
(
5− 18( 13E + 56 )
18( 13E +
5
6 )
)− (
√
1
3E
(1 +
5
4
E))E
=1−
√
E√
3(1 + 54E)
(
1 + 5E3
1 + 5E2
)− (
√
E
3
(1 +
5
4
E))
∼=1−
√
E√
3
(1− 5
4
E +
5E
3
− 5E
2
)− (
√
E
3
(1 +
5
4
E))
=1−
√
E√
3
(1− 25
12
E)−
√
E
3
(1 +
5
4
E) = 1− 2√
3
√
E +
5
6
√
3
E
3
2 (141)
Fourier Analytic Approach to Quantum Estimation 47
This expansion with E = 0 coincides with (135). As is shown in Fig. 8, while
the first order approximation κ1,SU(2),+0(E) := 1 − 2√3
√
E gives a good ap-
proximation for κSU(2)(E) with a small E, the second order approximation
κ2,SU(2),+0(E) := 1 − 2√3
√
E + 5
6
√
3
E
3
2 much improves the approximation for
κSU(2)(E) with a small E.
0.05 0.10 0.15 0.20 0.25 0.30
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0.000
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Fig. 8. Comparison of two approximations κ1,SU(2),+0 and κ2,SU(2),+0 of κSU(2) with a small
E. Thick line expresses the error ratio
κ2,SU(2),+0(E)−κSU(2)(E)
κSU(2)(E)
, and dashed line expresses the
error ratio
κ1,SU(2),+0(E)−κSU(2)(E)
κSU(2)(E)
.
For the asymptotic optimality condition with respect to input states, we ob-
tain the following lemma.
Lemma 11. For a sequence {El} satisfying El →∞ as l→∞, we focus on a se-
quence of input states {φEl} in L2n( ˆSU(2)) with the form |φEl〉 = ⊕∞k=0
β k
2
,El√
k+1
|Ψ k
2
〉〉
satisfying that 〈φEl |H |φEl〉 ≤ El. We also define the odd function
φ˜El(λ) :=


(2πEl)
1/4β⌊2√Elλ− 12 ⌋/2,El if λ > 0
−(2πEl)1/4β⌊2√El|λ|− 12 ⌋/2,El if λ < 0
0 if λ = 0.
Then, minM∈Mcov(SU(2))DR(|φEl〉〈φEl |,M) = DR(|φEl〉) ∼= 932El as l → ∞ if
and only if the sequence of functions φ˜El(λ) goes to 3
3
4 λe−
3λ2
4 as l→∞ on R+.
Proof: The relation minM∈Mcov(SU(2))DR(|φEl〉〈φEl |,M) = DR(|φEl〉) holds by
the same reason as Lemma 9. Now, we choose the function ϕEl(θ) :=
∑∞
k=0
√
2β k
2 ,El
sin k+12 θ ∈
L2p((−2π, 2π]), and the parameters λ := ± k+12√E and gˆ :=
√
Eθˆ. Then, we have
1
El
∞∑
k=0
(
k + 1
2
)2|β k
2 ,El
|2 =
∞∑
k=0
(
k + 1
2
√
El
)2
1√
2πEl
|φ˜El(
k + 1
2
√
El
)|2
→2
∫ ∞
0
λ2|φ˜(λ)|2 dλ√
2π
=
∫ ∞
−∞
λ2|φ˜(λ)|2 dλ√
2π
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as El →∞. Similarly, since
ϕEl(
gˆ√
El
)
(2πEl)
1
4
=
∞∑
k=0
e
−i k+12 gˆ√El√
2
β k
2 ,El
1
(2πEl)
1
4
−
∞∑
k=0
e
i k+12
gˆ√
El√
2
β k
2 ,El
1
(2πEl)
1
4
=
∞∑
k′=−∞
e
−i k′
2
√
El
gˆ
φ˜El(
k′
2
√
El
)
1
2
√
πEl
→
√
2
∫ ∞
−∞
e−iλgˆφ˜(λ)
dλ√
2π
=
√
2F−1[φ˜](gˆ),
where k′ = k + 1,−(k + 1), we have
El
∫ 2π
−2π
(1 − cos θˆ
2
)|ϕEl(θˆ)|2
dθˆ
4π
∼= El
∫ 2π
−2π
θˆ2
8
|ϕEl(θˆ)|2
dθˆ
4π
=
∫ 2π√El
−2π√El
gˆ2
8
|ϕEl(
gˆ√
El
)|2 dgˆ
4π
√
El
→
∫ ∞
−∞
gˆ2
8
|F−1[φ˜](gˆ)|2 dgˆ√
2π
.
In Lemma 8, the minimum (75) with E = 1 is attained only by φ˜(λ) = 3
3
4λe−
3λ2
4 .
Hence, DR(|φEl〉) ∼= 932El = 18El · 94 as l→∞ if and only if φ˜l(λ) goes to 3
3
4λe−
3λ2
4
as l→∞.
12.4. Practical construction of asymptotically optimal estimator with energy con-
straint. While Lemma 11 characterizes the asymptotically optimal estimator
with energy constraint, no practical construction is provided. In this subsection,
we give its practical construction. For this purpose, we introduce th operators
on K ˆSU(2) as
Jl :=
∞⊕
k=0
f k
2
(σl). (142)
Since
f k
2
(σ1)
2 + f k
2
(σ2)
2 + f k
2
(σ3)
2 = 4 · k
2
(
k
2
+ 1), (143)
the Hamiltonian H is characterized as
J21 + J
2
2 + J
2
3 = 4H, (144)
Further, we have
Tr f k
2
(σl)
2 = 4 · k + 1
3
· k
2
(
k
2
+ 1). (145)
Now, we give the tensor product system K⊗nˆSU(2) and define the Hamiltonian H
(n)
as follows.
H(n) :=
1
4
3∑
l=1
(J
(n)
l )
2, J
(n)
l :=
n∑
t=1
J
(n)
l,t , J
(n)
l,t := I
⊗i−1 ⊗ Jl ⊗ I⊗n−i. (146)
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Now, we choose a state |φ〉 = ⊕∞k=0
β k
2√
k+1
|Ψ k
2
〉〉 ∈ K ˆSU(2) with β k2 ≥ 0. This state
has the energy Eφ :=
∑∞
k=0
k
2 (
k
2 + 1)β
2
k
2
.
Now, we give a practical estimation protocol for the n-tensor-products system
K⊗nˆSU(2) in the following way:
(2.1) We set the initial state |φ〉⊗n on the tensor product system K⊗nˆSU(2).
(2.2) We apply the covariant measurementM|I〉〈I| on each systemK ˆSU(2). Then,
we obtain n outcomes g1, . . . , gn. Each outcome gi obeys the distribution
pg(gi)µSU(2)(dgi) where pg(gi) := |
∑∞
k=0
βk/2√
k+1
Tr fk/2(g
−1
i g)|2 = |
∑∞
k=0
βk/2√
k+1
χk/2(g
−1
i g)|2.
(2.3) We apply the maximum likelihood estimator to the obtained outcomes
g1, . . . , gn. Then, we obtain the final estimate gˆn. That is, we decide gˆn as
gˆn := argmax
g∈SU(2)
n∑
i=1
log pg(gi). (147)
We denote the above measurement with the output gˆn by Mn. Then, due to
the following theorem, the above protocol asymptotically realizes the minimum
error under the energy constraint.
Theorem 14. Assume that there exist at lest one even number ke ≥ 0 and one
odd number ko > 0 such that β ke
2
> 0 and β ko
2
> 0. Then, the relations
lim
n→∞
nDR(|φ⊗n〉,Mn) = 9
32
Eφ (148)
〈φ⊗n|H(n)|φ⊗n〉 = Eφn (149)
hold. That is,
lim
n→∞
〈φ⊗n|H(n)|φ⊗n〉DR(|φ〉⊗n,Mn) = 9
32
. (150)
Proof: First, we show (149). Since 〈φ⊗n|J (n)l,t |φ⊗n〉 = 〈φ|Jl|φ〉 = 0, the interac-
tion terms vanish so that
〈φ⊗n|(J (n)l )2|φ⊗n〉 =
n∑
t=1
〈φ⊗n|(J (n)l,t )2|φ⊗n〉.
Thus,
〈φ⊗n|H(n)|φ⊗n〉 = 1
4
n∑
t=1
〈φ⊗n|(J (n)1,t )2 + (J (n)2,t )2 + (J (n)3,t )2|φ⊗n〉
=
n
4
〈φ|J21 + J22 + J23 |φ〉 = nEφ,
which implies (149).
Next, we show (148). Due to the assumption, the map g 7→ pg(gi) is one-
to-one. Then, the Fisher information gives the asymptotic error. Note that if
the map g 7→ pg(gi) is one-to-one, e.g., the case when the distribution pg(gi) is
decided by the element ̟(g) ∈ SO(3) with the projection ̟ : SU(2) → SO(3),
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the Fisher information does not give the asymptotic error. So, this assumption
is crucial.
Due to the covariance of the estimator, it is enough to show (148) in the case
of g = I. We choose the parameter θˆn as gˆn = gθˆn by using the parametrization
(114). For this purpose, we calculate the Fisher information of the distribution
family {pθ} with pθ(g) := pgθ (g). Then, we can define the square root
√
pθ(g)
as
√
pθ(g) :=
∑∞
k=0
βk/2√
k+1
χk/2(g
−1gθ) ∈ R because all characters χk/2 are real.
Since ddθs gθ|θ=0 = iσs and ddθs
√
pθ(g)|θ=0 =
∑∞
k=0
βk/2√
k+1
Tr fk/2(g
−1)i fk/2(σs)2 ,
the logarithmic derivative is given as
ls0(g) := 2
d
dθs
log
√
pθ(g)|θ=0 = 2
d
dθs
√
pθ(g)|θ=0√
pθ(g)
(151)
Since Tr fk′/2(g
−1)ifk′/2(σt) is real, we have
Tr fk′/2(g
−1)ifk′/2(σt) = −iTr fk′/2(σt)†fk′/2(g−1)† = −iTr fk′/2(σt)fk′/2(g).
(152)
Further, we have∫
SU(2)
〈〈fk/2(σt)|fk/2(g)〉〉〈〈fk/2(g−1)|fk/2(σs)〉〉µSU(2)(dg)
=
{
(k + 1)〈〈fk/2(σt)|fk/2(σs)〉〉 if k′ = k
0 if k′ 6= k . (153)
By combining (145), (151), (152), and (153), the Fisher information matrix is
calculated to
Js,t0 =
∫
SU(2)
ls0(g)l
t
0(g)pθ(g)µSU(2)(dg)
=4
∫
SU(2)
d
dθs
√
pθ(g)|θ=0 d
dθt
√
pθ(g)|θ=0µSU(2)(dg)
=4
∫
SU(2)
∞∑
k=0
βk/2√
k + 1
Tr fk/2(g
−1)i
fk/2(σs)
2
∞∑
k′=0
βk′/2√
k′ + 1
Tr fk′/2(g
−1)i
fk′/2(σt)
2
µSU(2)(dg)
=
∫
SU(2)
∞∑
k=0
βk/2√
k + 1
Tr fk/2(g
−1)fk/2(σs)
∞∑
k′=0
βk′/2√
k′ + 1
Tr fk′/2(σt)fk′/2(g)µSU(2)(dg)
=
∞∑
k=0
β2k/2
k + 1
∫
SU(2)
〈〈fk/2(σt)|fk/2(g)〉〉〈〈fk/2(g−1)|fk/2(σs)〉〉µSU(2)(dg)
=
∞∑
k=0
β2k/2〈〈fk/2(σt)|fk/2(σs)〉〉
=
∞∑
k=0
β2k/2Tr fk/2(σt)fk/2(σs) =
∞∑
k=0
β2k/2
δs,t
3
· 4 · k
2
(
k
2
+ 1) =
4
3
Eφδs,t. (154)
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Hence, (J−10 )i,j =
3δi,j
4Eφ
. We have RSU(2)(e, gθ) = 1− cos ‖θ‖2 ∼= ‖θ‖
2
8 =
1
8 ((θ
1)2 +
(θ2)2 + (θ3)2) when ‖θ‖ is small. Remember that the asymptotic mean square
error of the maximum likelihood estimator can be characterized by the inverse
of Fisher information matrix [42]. Hence, we obtain nE0θˆ
i
nθˆ
j
n → (J−10 )i,j , where
Eθ expresses the expectation under the distribution pθ. Hence, we have
nDR(|φ⊗n〉,Mn) = nE0[ 1
8
((θˆ1n)
2 + (θˆ2n)
2 + (θˆ3n)
2)]
→1
8
3∑
i=1
(J−10 )i,i =
1
8
3∑
i=1
3δi,i
4Eφ
=
9
32Eφ
.
Since the error of the maximum likelihood estimator does not depend on the
true parameter, we obtain (148).
Remark 2. In fact, (154) coincides with the symmetric logarithmic derivative
(SLD) Fisher information matrix by the following reason. The SLD Li0 is given
as
d
dθi
|gθ/
√
2〉〉〈〈gθ/
√
2|
∣∣∣∣
θ=0
=
1
2
(Li0|I/
√
2〉〉〈〈I/
√
2|+ |I/
√
2〉〉〈〈I/
√
2|Li0),
Then, Li0 = 2(|σi/
√
2〉〉〈〈I/√2|+ |I/√2〉〉〈〈σi/
√
2|). Thus, the SLD Fisher infor-
mation matrix is calculated to
J i,jSLD,0 = TrL
j
0
1
2
(Li0|I/
√
2〉〉〈〈I/
√
2|+ |I/
√
2〉〉〈〈I/
√
2|Li0) = 4〈〈σj/
√
2|σi/
√
2〉〉.
Hence, the Fisher information matrix given in (154) coincides with the SLD
Fisher information matrix. This coincidence holds for a general pure state family
{|φθ〉}θ and a continuous POVM |ω〉〈ω|dω when the following conditions hold
because the above discussion uses only the following properties.
(1) 〈φθ|ω〉 is a real number.
(2) 〈φθ| ddθiφθ|θ=0〉 = 0.
(3) The probability of the set {ω|〈φ0|ω〉 = 0} is zero when the true parameter θ
is zero.
12.5. Uncertainty relation. We consider the relation between the above results
and the uncertainty relation on the space L2(SU(2)). In fact, the group SU(2) is
isomorphic to the 3-dimensional sphere S3 by the correspondence g 7→ (x0(g), x1(g), x2(g), x3(g)),
where xj(g) (j = 0, 1, 2, 3) is given as g = x0(g)I +
∑3
j=1 x
j(g)σi for g ∈ SU(2).
This, we have L2(SU(2)) = L2(S3). Then, we define the operator Qj as the
multiplication of xj(g). For the set of operators Q := (Q0, Q1, Q2, Q3), we focus
on the uncertainty
∆2ϕ∗Q :=
3∑
j=0
∆2ϕ∗Qj =
3∑
j=0
〈ϕ∗|Qj |ϕ∗〉 −
3∑
j=0
〈ϕ∗|Qj |ϕ∗〉2 = 1−
3∑
i=0
〈ϕ∗|Qj |ϕ∗〉2
52 Masahito Hayashi
for ϕ∗ ∈ L2(SU(2)). Next, we define the momentum operator Pj on L2(SU(2))
as
Pjϕ
∗(g) :=
dϕ∗(e−it
σj
2 g)
dt
|t=0. (155)
For the set of momentum operators P := (P1, P2, P3), we also consider the
uncertainty
∆2ϕ∗P :=
3∑
j=1
∆2ϕ∗Pj .
Then, as the uncertainty relation, we consider trade-off between ∆2ϕ∗Q and
∆2ϕ∗P , which is formulated as the following theorem.
Theorem 15. The minimum of the uncertainty ∆2ϕ∗Q under the constraint for
∆2ϕ∗P is calculated as
min
ϕ∗∈L2n(SU(2))
{∆2ϕ∗Q|∆2ϕ∗P ≤ E} = 1− (min
s>0
s(E +
1
4
)− sb2(
8
s )
16
)2. (156)
The minimum in (110) is realized by ϕ∗ if and only if there exists g ∈ SU(2)
such that ϕ∗(gg˜θ,η1,η2) =
se2(
θ
4 ,− 8sE )
sin θ2
, where sE is given in Theorem 13.
Further, mins>0 s(E+
1
4 )−
sb2(
8
s )
16 is a positive value, and (156) has the asymp-
totic expansion 916E − 5·3
3
29E2 as E →∞.
Proof: Due to the symmetry, without loss of generality, we can assume that
〈ϕ∗|Qj|ϕ∗〉 = 0 and 〈ϕ∗|Pj |ϕ∗〉 = 0 for j = 1, 2, 3. Hence, using the Hamiltonian
H given in Subsection 12.3, we obtain
min
ϕ∗∈L2n(SU(2))
{∆2ϕ∗Q|∆2ϕ∗P ≤ E}
= min
ϕ∗∈L2n(SU(2))
{1− 〈ϕ∗|Q0|ϕ∗〉2|〈ϕ∗|H |ϕ∗〉 ≤ E, 〈ϕ∗|Qj |ϕ∗〉 = 0, j = 1, 2, 3}
=1− ( max
ϕ∗∈L2n(SU(2))
{〈ϕ∗|Q0|ϕ∗〉|〈ϕ∗|H |ϕ∗〉 ≤ E, 〈ϕ∗|Qj |ϕ∗〉 = 0, j = 1, 2, 3})2.
Using Theorems 12 and 13, we have
max
ϕ∗∈L2n(SU(2))
{〈ϕ∗|Q0|ϕ∗〉|〈ϕ∗|H |ϕ∗〉 ≤ E, 〈ϕ∗|Qj |ϕ∗〉 = 0, j = 1, 2, 3}
≤ max
ϕ∗∈L2n(SU(2))
{〈ϕ∗|Q0|ϕ∗〉|〈ϕ∗|H |ϕ∗〉 ≤ E}
= max
ϕ∈L2p,odd,n([−π,π])
{〈ϕ| cosQ|ϕ〉|〈ϕ|P 2|ϕ〉 ≤ E + 1
4
}
=min
s>0
s(E +
1
4
)− sb2(
8
s )
16
≥ 0, (157)
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where ϕ is chosen as ϕ(θ) = ϕ∗(g˜θ,η1,η2) sin
θ
2 . The minimum in right hand side
of (157) can be realized by ϕ∗(g˜θ,η1,η2) =
se2(
θ
4 ,− 8sE )
sin θ2
. This function satisfies the
condition 〈ϕ∗|Qj|ϕ∗〉 = 0 for j = 1, 2, 3. Hence, we obtain the equality in (157).
For a general function ϕ∗, there exists an element g ∈ SU(2) such that
ϕ∗(gg˜θ,η1,η2) satisfies the condition. 〈ϕ∗|Qj |ϕ∗〉 = 0 for j = 1, 2, 3. So, ϕ∗ attains
the minimum in (110) if and only if ϕ∗(gg˜θ,η1,η2) =
se2(
θ
4 ,− 8sE )
sin θ2
, where sE is given
in Theorem 13.
Further, we have
1− (min
s>0
s(E +
1
4
)− sb2(
8
s )
16
)2 ∼= 1− (1− ( 9
32E
− 7 · 3
3
211E2
))2 ∼= 9
16E
− 5 · 3
3
29E2
.
(158)
Next, as another type of uncertainty relation, we consider the trade-off be-
tween ∆2ϕ∗Q and ∆ϕ∗,maxP , which is defined as the square root of the maximum
eigenvalue of
∑3
j=1(Pj − 〈ϕ∗|Pj |ϕ∗〉)2 such that the corresponding projection A
satisfies 〈ϕ∗|A|ϕ∗〉 > 0.
Then, we obtain the following theorem.
Theorem 16. The minimum of the uncertainty ∆2ϕ∗Q under the constraint for
∆ϕ∗,maxP is calculated as
min
ϕ∗∈L2n(SU(2))
{∆2ϕ∗Q|∆ϕ∗,maxP ≤ E} = sin2
π
⌊2(
√
E2 + 14 − 12 )⌋+ 2
. (159)
The minimum uncertainty is realized by ϕ∗ ∈ L2n(SU(2)) if and only if there
exists g ∈ SU(2) such that ϕ∗(gg˜θ,η1,η2) = C
√
2
∑n0
k=0 sin
(k+1)π
n0+2
sin k+12 θ
sin θ2
, where
C is the normalizing constant, and n0 := ⌊2(
√
E2 + 14 − 12 )⌋.
Proof: Due to the symmetry, without loss of generality, we can assume that
〈ϕ∗|Qj|ϕ∗〉 = 0 and 〈ϕ∗|Pj |ϕ∗〉 = 0 for j = 1, 2, 3. Hence, using the Hamiltonian
H given in Subsection 12.3, we obtain
min
ϕ∗∈L2n(SU(2))
{∆2ϕ∗Q|∆2ϕ∗,maxP ≤ E}
= min
ϕ∗∈L2n(SU(2))
{1− 〈ϕ∗|Q0|ϕ∗〉2|F [ϕ∗] ∈ KΛn0 , 〈ϕ∗|Qj|ϕ∗〉 = 0, j = 1, 2, 3}
=1− ( max
ϕ∗∈L2n(SU(2))
{〈ϕ∗|Q0|ϕ∗〉|F [ϕ∗] ∈ KΛn0 , 〈ϕ∗|Qj|ϕ∗〉 = 0, j = 1, 2, 3})2.
Similar to (157), using Theorem 12 and (133), we have
min
ϕ∗∈L2n(SU(2))
{1− 〈ϕ∗|Q0|ϕ∗〉|F [ϕ∗] ∈ KΛn0 , 〈ϕ∗|Qj |ϕ∗〉 = 0, j = 1, 2, 3}
= min
|φ〉∈KΛn0 ,n
{RSU(2)(|φ〉)|〈ϕ∗|Qj |ϕ∗〉 = 0, j = 1, 2, 3}
≥ min
|φ〉∈KΛn0 ,n
RSU(2)(|φ〉) = 1− cos
π
⌊2(
√
E2 + 14 − 12 )⌋+ 2
. (160)
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Since 1−cos2 π⌊2(√E2+ 14− 12 )⌋+2 = sin
2 π
⌊2(
√
E2+ 14− 12 )⌋+2
, we obtain (159). Similar
to Theorem 15, the condition for realizing the minimum in (133) yields the
condition for realizing the minimum in (159).
13. 3-dimensional Special Orthogonal Group SO(3)
13.1. General structure of SO(3) estimation. Next, we consider the group SO(3),
whose universal covering group is SU(2). That is, there is the projection ̟ :
SU(2) → SO(3). When λ is even, the representation fλ of SU(2) gives the rep-
resentation of SO(3). When λ is odd, the representation fλ of SU(2) gives the
projective representation of SO(3) with the same factor system, which will be
denoted by −1. More precisely, firstly, we define the projective representation f 1
2
of SO(3) by f 1
2
(g) := f 1
2
(g′) with a choice of g′ ∈ ̟−1(g). Next, we define the
projective representation fk+ 12 of SO(3) whose factor system is the same as f
1
2
for
k > 0. Then, we have ˆSU(2) = ˆSO(3) ∪ ˆSO(3)[−1]. That is, we describe the ele-
ments of ˆSO(3) and ˆSO(3)[−1] by using the maximal weight of the representation
of SU(2). Using two kinds of parameterizations of SU(2), we introduce two kinds
of parameterizations of SO(3) as ̟θ := ̟(gθ) with the range {θ|‖θ‖ ≤ π} and
˜̟ θ,η1,η2 := ̟(g˜θ,η1,η2) with the range θ ∈ (−π, π], η1 ∈ (−π2 , π2 ], η2 ∈ (−π2 , π2 ].
When the risk function R satisfies the condition (61), the risk function is
written as
R(e, gˆ) = α0 −
∞∑
k=1
αkχk. (161)
Then, we obtain R(e, ˜̟ θ,η1,η2) = w(θ), where we define the even function w(θ) :=
(α0 −
∑∞
k=1 αk(
∑k
l=0 cos lθ)) with the period 2π. As a typical risk function, we
often adopt the risk function RSO(3)(e, gˆ) =
1
2 (3 − χ1(gˆ)) = 14 (4 − |Tr gˆ|2) by
using the gate fidelity, and is written as RSO(3)(e,̟θ) = 1 − cos ‖θ‖ by using
(117).
Further, we also assume that the Hamiltonians H1 and H−1 on K ˆSO(3) and
K ˆSO(3)[−1] are written by using a function h as
H1 =
∞∑
k=0
h((k +
1
2
)2)Ik, H−1 =
∞∑
k=0
h((k + 1)2)Ik+ 12 (162)
For the description of the following theorem, we prepare the function space:
L2a,odd((−π, π]) := {f ∈ L2p,odd((−2π, 2π])|f(θ + 2π) = −f(θ)}.
The following theorem holds for the representation of SO(3).
Theorem 17. Assume the assumptions (161) and (162). For an input state
|φ〉 :=
∞⊕
k=0
βk√
2k + 1
|Ψk〉〉 (163)
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on K ˆSO(3), we have the relations
ϕ(θ) := F−1[φ]( ˜̟ θ,η1,η2) sin
θ
2
=
√
2
∞∑
k=0
βk sin(k +
1
2
)θ (164)
DR(|φ〉) = 〈ϕ|w(Q)|ϕ〉, 〈φ|H1|φ〉 = 〈ϕ|h(P 2)|ϕ〉. (165)
Here, ϕ(θ) is an odd function belonging to L2a,odd((−π, π]). Then, the relations
min
ρ∈S(K ˆSO(3))
min
M∈Mcov(SO(3))
{DR(ρ,M)|Tr ρH1 ≤ E}
=min
{pi}
min
ρi∈S(K ˆSO(3))
min
Mi∈Mcov(SO(3))
{
∑
i
piDR(ρi,Mi)|
∑
i
piTr ρiH1 ≤ E}
= min
|φ〉∈L2n( ˆSO(3))
{DR(|φ〉)|〈φ|H1|φ〉 ≤ E}
= min
ϕ∈L2a,odd,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|h(P 2)|ϕ〉 ≤ E} (166)
hold. Further, an input state φ given in (163) with βk ≥ 0 satisfies the relation
min
M∈Mcov(SO(3))
DR(|φ〉〈φ|,M) = DR(|φ〉) = (166) (167)
if and only if the odd function F−1[φ]( ˜̟ θ,η1,η2) sin θ2 =
∑∞
k=0 βk sin(k +
1
2 )θ
realizes the minimum (166). Additionally, when H1 =
∑∞
k=0 k(k + 1)Ik i.e.,
h(x) = x− 14 , we have
(166) = min
ϕ∈L2a,odd,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|P 2 |ϕ〉 ≤ E + 1
4
}, (168)
The following theorem holds for the projective representation of SO(3) with
the factor system −1.
Theorem 18. Assume the assumptions (161) and (162). For an input state
|φ〉 :=
∞⊕
k=0
βk+ 12√
2k + 2
|Ψk+ 12 〉〉 (169)
on K ˆSO(3)[−1], we have the relations
ϕ(θ) := F−1[φ]( ˜̟ θ,η1,η2) sin
θ
2
=
√
2
∞∑
k=0
βk+ 12 sin(k + 1)θ (170)
DR(|φ〉) = 〈ϕ|w(Q)|ϕ〉, 〈φ|H−1|φ〉 = 〈ϕ|h(P 2)|ϕ〉. (171)
Here, ϕ(θ) is an odd function belonging to L2p,odd((−π, π]). Then, the relations
min
ρ∈S(K ˆSO(3)[−1])
min
M∈Mcov(SO(3))
{DR(ρ,M)|Tr ρH−1 ≤ E}
=min
{pi}
min
ρi∈S(K ˆSO(3)[−1])
min
Mi∈Mcov(SO(3))
{
∑
i
piDR(ρi,Mi)|
∑
i
piTr ρiH−1 ≤ E}
= min
|φ〉∈L2n( ˆSO(3)[−1])
{DR(|φ〉)|〈φ|H−1|φ〉 ≤ E}
= min
ϕ∈L2p,odd,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|h(P 2)|ϕ〉 ≤ E} (172)
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hold. Further, an input state |φ〉 given in (169) with βk+ 12 satisfies the relation
min
M∈Mcov(SO(3))
DR(|φ〉〈φ|,M) = DR(|φ〉) = (172) (173)
if and only if the odd function F−1[φ]( ˜̟ θ,η1,η2) sin θ2 =
∑∞
k=0 βk+ 12 sin(k + 1)θ
realizes the minimum (172). Additionally, when H−1 =
∑∞
k=0(k+
1
2 )(k+
3
2 )Ik+ 12 ,
i.e., h(x) = x− 14 , we have
(172) = min
ϕ∈L2p,odd,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|P 2|ϕ〉 ≤ E + 1
4
}. (174)
Proof of Theorem 17: Similar to (123), the second equation in (116) and the
equation (67) yield (164). Due to the form of Hamiltonian, Theorem 2 implies
the first, the second, and the third equations in (166).
Now, we show (165). Thanks to Lemma 7, the maximum value min|φ〉∈L2n( ˆSO(3)){DR(|φ〉)|〈φ|H1 |φ〉 ≤
E} can be attained by the input state |φ〉 with the form (163). Hence, for the min-
imization of DR(|φ〉), it is enough to consider the inputs with the form (163).
We use the parametrization ˜̟ θ,η1,η2 for SO(3) with θ ∈ (−π, π], φ1 ∈ [0, π),
φ2 ∈ [0, 2π). Thanks to (118), the equation (67) implies that
F−1[φ]( ˜̟ θ,η1,η2) sin
θ
2
=
∞∑
k=0
βk√
2k + 1
√
2k + 1χk( ˜̟ θ,η1,η2) sin
θ
2
=
∞∑
k=0
βk sin(k +
1
2
)θ.
In this case, since R(e, ˜̟ θ,η1,η2) depends only on θ, we have
DR(|φ〉) =
∫
SO(3)
(α0 −
∞∑
k=1
αkχk(g))|F−1[φ](g)|2µSO(3)(dg)
=
∫ π
−π
(α0 −
∞∑
k=1
αk(
k∑
l=0
cos lθ)|F−1[φ]( ˜̟ θ,η1,η2)|2 sin2
θ
2
dθ
π
=
∫ π
−π
w(θ)|
∞∑
k=0
βk sin(k +
1
2
)θ|2 dθ
π
=
∫ π
−π
w(θ)|ϕ(θ)|2 dθ
π
, (175)
where ϕ(θ) :=
∑∞
k=0 βk sin(k +
1
2 )θ. Then, we have
〈φ|H |φ〉 =
∑
k
h(((k +
1
2
))2)|βk|2 = 〈ϕ|h(P 2)|ϕ〉. (176)
Hence, we obtain (165). Since any odd function with the period 2π can be written
as
∑∞
k=0 βk sin(k +
1
2 )θ, the relations (175) and (176) yield
min
|φ〉∈L2n( ˆSO(3))
{DR(|φ〉)|〈φ|H |φ〉 ≤ E}
= min
ϕ∈L2p,odd,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|h(P 2)|ϕ〉 ≤ E}.
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Hence, we obtain the fourth equation in (166).
Further, (66) of Lemma 7 the first equation in (167). Summarizing the above
discussion, we can conclude that (167) if and only if the odd function
∑∞
k=0 βk sin(k+
1
2 )θ realizes the minimum (166).
Proof of Theorem 18: Similar to (123), the second equation in (116) and the
equation (67) yield (170). Similarly, we can show the first, the second, and the
third equations in (172). Next, we show the (171). Thanks to Lemma 7, the
maximum value min|φ〉∈L2( ˆSO(3)[−1]){DR(|φ〉)|〈φ|H1|φ〉 ≤ E} can be attained by
the input state |φ〉 with the form (169).
Hence, for the minimization of DR(|φ〉), it is enough to consider the inputs
with the form (169). Thanks to (119), the equation (67) implies that
F−1[φ]( ˜̟ θ,η1,η2) sin
θ
2
=
∞∑
k=0
βk+ 12√
2k + 2
√
2k + 2χk+ 12 ( ˜̟ θ,η1,η2) sin
θ
2
=
∞∑
k=0
βk+ 12 sin(k + 1)θ.
In this case, since R(e, ˜̟ θ,η1,η2) depends only on θ, we have
DR(|φ〉) =
∫
SO(3)
(α0 −
∞∑
k=1
αkχk(g))|F−1[φ](g)|2µSO(3)(dg)
=
∫ π
−π
(α0 −
∞∑
k=1
αk(
k∑
l=0
cos lθ)|F−1[φ]( ˜̟ θ,η1,η2)|2 sin2
θ
2
dθ
π
=
∫ π
−π
w(θ)|
∞∑
k=0
βk+ 12 sin(k + 1)θ|
2 dθ
π
=
∫ π
−π
w(θ)|ϕ(θ)|2 dθ
π
, (177)
where ϕ(θ) :=
∑∞
k=0 βk+ 12 sin(k + 1)θ. Then, we have
〈φ|H |φ〉 =
∞∑
k=0
h((k + 1)2)β2k+ 12
= 〈ϕ|h(P 2)|ϕ〉. (178)
We obtain (171). Since any odd function in L2a,odd((−π, π]) can be written as∑∞
k=0 βk+ 12 sin(k + 1)θ, the relations (177) and (178) yield
min
|φ〉∈L2n( ˆSO(3))
{DR(|φ〉)|〈φ|H |φ〉 ≤ E}
= min
ϕ∈L2a,odd,n((−π,π])
{〈ϕ|w(Q)|ϕ〉|〈ϕ|h(P 2)|ϕ〉 ≤ E}.
Hence, we obtain (172). We can show the equivalence condition by the same way
as Theorem 17.
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13.2. Constraint for available irreducible representations. We restrict available
weights to the set Λ˜n := {0, 1, 2, . . . , n} or Λ˜n+ 12 := {
1
2 ,
3
2 , . . . , n+
1
2}. First, we
consider the risk function RSO(3) on the system KΛ˜n . When the input state |φ〉
has the form (163), Theorem 12 implies that
DRSO(3)(|φ〉) = 1 +
1
2
|β0|2 − 1
2
n−1∑
k=0
(βkβk+1 + βk+1βk). (179)
This fact can be also shown by Lemma 7 and the relation
C1k,k′ =
{
δk,k′−1 + δk,k′ + δk,k′+1 if k > 0
δ0,k′−1 if k = 0.
In order to find the minimum eigenvalue and the eigenvector, we focus on the
operator (240). Then, the discussion in Appendix C with l = n+ 1 implies that
min
|φ〉∈KΛ˜n,n
DRSO(3)(|φ〉) = 1− cos
2π
2n+ 3
. (180)
Hence, Theorem 1 implies
min
ρ∈S(KΛ˜n )
min
M∈Mcov(SO(3))
DRSO(3)(ρ,M)
=min
{pi}
min
ρi∈S(KΛ˜n )
min
Mi∈Mcov(SO(3))
∑
i
piDRSO(3)(ρi,Mi)
=1− cos 2π
2n+ 3
∼= 1
2
(
2π
2n+ 3
)2 ∼= π
2
2n2
. (181)
Next, we consider the risk function RSO(3) on the system KΛ˜
n+1
2
. When the
input state |φ〉 has the form (169), Theorem 12 implies that
DRSO(3)(|φ〉) = 1−
1
2
n−1∑
k=0
(βk+ 12βk+
3
2
+ βk+ 32βk+
1
2
). (182)
This fact can be also shown by Lemma 7 and the relation C1
k+ 12 ,k
′+ 12
= δk,k′−1+
δk,k′ + δk,k′+1. Hence, applying Lemma 14 with m = n+ 1, we obtain
min
|φ〉∈KΛ˜
n+1
2
,n
DRSO(3)(|φ〉) = 1− cos
π
n+ 2
. (183)
Hence, Theorem 1 implies
min
ρ∈S(KΛ˜
n+1
2
)
min
M∈Mcov(SO(3))
DRSO(3)(ρ,M)
=min
{pi}
min
ρi∈S(KΛ˜
n+1
2
)
min
Mi∈Mcov(SO(3))
∑
i
piDRSO(3)(ρi,Mi)
=1− cos π
n+ 2
∼= π
2
2n2
. (184)
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Indeed, the asymptotic expansion in (181) and (184) are given in [3,4,5].
However, the exact calculations in (181) and (184) are not given in these refer-
ences.
Now, we consider the n-tensor product representation on (C2)⊗n. The relation
KΛ˜m−1 ⊂ K(C2)⊗n ⊂ KΛ˜m holds for the even case n = 2m, and the relation
KΛ˜
m− 1
2
⊂ K(C2)⊗n ⊂ KΛ˜
m+1
2
holds for the odd case n = 2m+1. For the definition
of K(C2)⊗n , see (40). Hence, using (181) and (184), we can recover the following
proposition known in [3,4,5].
Proposition 2. The relations
lim
n→∞
n2 min
ρ∈S((C2)⊗n)
min
M∈Mcov(SO(3))
DRSO(3)(ρ,M)
= lim
n→∞
n2min
{pi}
min
ρi∈S((C2)⊗n)
min
Mi∈Mcov(SO(3))
∑
i
piDRSO(3)(ρi,Mi) = 2π2 (185)
hold.
13.3. Typical energy constraint. Next, we consider the risk functionRSO(3)(e, gˆ) =
1
2 (3 − χ1(gˆ)) and the Hamiltonian H =
∑∞
k=−∞
k
2 (
k
2 + 1)I k2
. In this case, the
function w(θ) is given as 1 − cos θ. Then, thanks to Theorem 17, the minimum
error with respect to the representation can be characterized by the following
value.
κSO(3)(E) := min
ϕ∈L2
a,odd,n
((−π,π])
{〈ϕ|I − cos(Q)|ϕ〉|〈ϕ|P 2|ϕ〉 ≤ E + 1
4
}. (186)
Similarly, thanks to Theorem 18, the minimum error with respect to the rep-
resentation with the factor system −1 can be characterized by the following
value.
κSO(3),[−1](E) := min
ϕ∈L2p,odd,n((−π,π])
{〈ϕ|I − cos(Q)|ϕ〉|〈ϕ|P 2|ϕ〉 ≤ E + 1
4
}.
(187)
For example, we can show that
κSO(3)(0) =
3
2
(188)
κSO(3),[−1](
3
4
) = 1. (189)
These facts can be also checked by the following way. In (188), the condition
〈φ|H |φ〉 = 0 can be realized only when β0 = 1 and βk = 0 with k 6= 0, i.e.,
ϕ(θ) =
√
2 sin θ2 . In this case, we have
∫ π
−π(1 − cos(θˆ))|ϕ(θˆ)|2 dθˆ2π = 32 . Hence,
we see (188). In (189), the condition 〈φ|H |φ〉 = 34 can be realized only when
β 1
2
= 1 and βk+ 12 = 0 with k 6= 0, i.e., ϕ(θ) =
√
2 sin θ. In this case, we have∫ π
−π(1− cos(θˆ))|ϕ(θˆ)|2 dθˆ2π = 1. Hence, we see (189).
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Now, we consider the general case. Since the condition of Lemma 5 hold,
κSO(3)(E) and κSO(3),[−1](E) are convex. Hence, we employ Lemma 6 to calculate
κSO(3)(E) and κSO(3),[−1](E), and consider the minimums
γSO(3)(s) := min
ϕ∈L2a,n((−π,π])
〈ϕ|(I − cos(Q)) + sP 2|ϕ〉
= min
ϕ∈L2a,n((−π/2,π/2])
〈ϕ|(I − cos(2Q)) + sP
2
4
|ϕ〉
γSO(3),[−1](s) := min
ϕ∈L2p,n((−π,π])
〈ϕ|(I − cos(Q)) + sP 2|ϕ〉
= min
ϕ∈L2p,n((−π/2,π/2])
〈ϕ|(I − cos(2Q)) + sP
2
4
|ϕ〉.
So, γSO(3)(s) and γSO(3),[−1](s) can be characterized as the minimums of γ having
the solution in L2a,n((−π/2, π/2]) and L2p,n((−π/2, π/2]) of the following differ-
ential equation, respectively.
s
4
d2
dθ2
ϕ(θ) + (γ − 1 + cos(2θ))ϕ(θ) = 0, (190)
which is equivalent to
d2
dθ2
ϕ(θ) + (
4(γ − 1)
s
+
4
s
cos(2θ))ϕ(θ) = 0. (191)
In order to find the minimums γSO(3)(s) and γSO(3),[−1](s), we employ Mathieu
equation (229), whose detail is summarized in Subsection A. Hence, using the
functions a1, b1 and b2 given in Subsection A, we have γSO(3)(s) =
sb1(− 2s )
4 +1 =
sa1(
2
s )
4 + 1, and γSO(3),[−1](s) =
sb2(− 2s )
4 + 1 =
sb2(
2
s )
4 + 1, where we employ the
relation (230). So, applying (52) to κSO(3)(E) and κSO(3),[−1](E), and combining
the facts given in Subsection A, we obtain the following theorem.
Theorem 19. The relations
κSO(3)(E) = max
s>0
sa1(
2
s )
4
+ 1− s(E + 1
4
) (192)
κSO(3),[−1](E) = max
s>0
sb2(
2
s )
4
+ 1− s(E + 1
4
) (193)
hold. The minimum (186) is attained by the input state |φ〉 with the measurement
M|I〉〈I| if and only if F−1[φ]( ˜̟ θ,η1,η2) =
se1(
θ
2 ,− 2sE )
sin θ2
, where sE is argmaxs>0
sa1(
2
s )
4 +
1− s(E + 14 ) and Mathieu function se1 is given in Subsection A.
Similarly, the minimum (187) is attained by the input state |φ〉 with the
measurement M|I〉〈I| if and only if F−1[φ]( ˜̟ θ,η1,η2) =
se2(
θ
2 ,− 4sE )
sin θ2
, where sE is
argmaxs>0
sb2(
2
s )
4 +1−s(E+ 14 ) and Mathieu function se2 is given in Subsection
A.
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ΚSO H3LHEL & ΚSO H3L,@-1DHEL
Fig. 9. Comparison of κSO(3)(E) and κSO(3),[−1](E). Thick line expresses κSO(3)(E) and
normal line expresses κSO(3),[−1](E). κSO(3),[−1](E) is not defined when E <
3
4
.
Using the formula (138), we can calculate κSO(3)(E) and κSO(3),[−1](E) as
Fig. 9.
Since, as is shown in (232), a1 and b2 have the same asymptotic expansion up
to higher orders, γSO(3)(s) and γSO(3),[−1](s) have the same asymptotic expansion
up to higher order as s goes to zero. Hence, κSO(3)(E) and κSO(3),[−1](E) have
the same asymptotic expansion up to higher order as E goes to infinity. So, As
is shown in Fig. 10, the difference rate
κSO(3),[−1](E)−κSO(3)(E)
κSO(3)(E)
goes to zero very
quickly.
3 4 5 6
E0
0.00001
0.00002
0.00003
0.00004
0.00005
0.00006
Fig. 10. Graph of
κSO(3),[−1](E)−κSO(3)(E)
κSO(3)(E)
.
Thanks to the expansion (232), As s→ 0, γSO(3)(s) can be expanded to
γSO(3)(s) ∼= γSO(3),[−1](s) ∼=
s(−2 2s + 6
√
2
s − 54 )
4
+ 1 =
3
2
√
2s− 5s
16
.
As is shown in Lemma 6, sE is decreasing as a function of E. Hence, when E
is large, solving the equation γ′SO(3)(sE) ∼= γ′SO(3),[−1](sE) = E + 14 , we approxi-
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mately obtain sE ∼= 18 · ( 3E+9/16 )2. Hence,
κSO(3)(E) = γSO(3)(sE)− sE(E +
1
4
) ∼= 3
√
2
2
√
sE − 5sE
16
− sE(E + 1
4
)
κSO(3),[−1](E) = γSO(3),[−1](sE)− sE(E +
1
4
) ∼= 3
√
2
2
√
sE − 5sE
16
− sE(E + 1
4
).
and
3
√
2
2
√
sE − 5sE
16
− sE(E + 1
4
) =
3
√
2
2
√
sE − sE( 9
16
+ E)
∼=3
4
3
E + 9/16
− 1
8
9
E + 9/16
=
9
8(E + 9/16)
∼= 9
8E
− 81
128E2
. (194)
As is shown in Fig. 11, while the first order approximation κ1,SO(3),∞(E) := 98E
gives a good approximation for κSO(3)(E) and κSO(3),[−1](E) with a large E, the
second order approximation κ2,SO(3),∞(E) := 98E − 81128E2 much improves the
approximation for κSO(3)(E) and κSO(3),[−1](E) with a large E. Hence, we have
the following asymptotic characterization.
lim
E→∞
E min
|φ〉∈L2n( ˆSO(3))
{DRSO(3)(|φ〉)|〈φ|H |φ〉 ≤ E}
= lim
E→∞
E min
|φ〉∈L2n( ˆSO(3)[−1])
{DRSO(3)(|φ〉)|〈φ|H |φ〉 ≤ E} =
9
8
. (195)
5 10 15 20
E0.00
0.05
0.10
0.15
0.20
Error Ratio
Fig. 11. Comparison of two approximations κ1,SO(3),∞ and κ2,SO(3),∞ of κSO(3) with a large
E. Thick line expresses the error ratio
κ2,SO(3),∞(E)−κSO(3)(E)
κSO(3)(E)
, and dashed line expresses the
error ratio
κ1,SO(3),∞(E)−κSO(3)(E)
κSO(3)(E)
.
Next, we consider the case when E is small. Since s is large, by using the
expansions (234) and (235), γSO(3)(s) and γSO(3),[−1](s) can be expanded to
γSO(3)(s) ∼=
s(1 + 2s − 18 (2s )2 − 164 (2s )3)
4
+ 1 =
s
4
+
3
2
− 1
8s
− 1
32s3
.
γSO(3),[−1](s) ∼=
s(4− 112 (2s )2 + 513824 (2s )4)
4
+ 1 = s+ 1− 1
12s
+
5
3456s3
.
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Since E > 0 is small, since γ′SO(3)(s) ∼= 14 + 18s2 + 116s3 , solving the equation
γ′SO(3)(sE) = E +
1
4 , we approximately obtain sE
∼=
√
1
8E (1 +
E√
2
). Hence,
κSO(3)(E) = γSO(3)(sE)− sE(E +
1
4
)
∼=sE
4
+
3
2
− 1
8sE
− 1
32s2E
− sE(E + 1
4
) =
3
2
− 1
8sE
− 1
32s2E
− sEE
=
3
2
− 1
8sE
(1 +
1
4sE
)− sEE ∼= 3
2
− 1
8sE
(1 +
√
E
2
)− sEE
∼=3
2
−
√
E
8
(1 − E√
2
)(1 +
√
E
2
)−
√
E
8
(1 +
E√
2
)
∼=3
2
−
√
E
8
(1 − E√
2
+
√
E
2
)−
√
E
8
(1 +
E√
2
) =
3
2
−
√
E
8
(2 +
√
E
2
)
=
3
2
−
√
E√
2
− E
4
. (196)
This expansion with E → 0 coincides with (188). As is shown in Fig. 12, while the
first order approximation κ1,SO(3),+0(E) :=
3
2 −
√
E√
2
gives a good approximation
for κSO(3)(E) with a small E, the second order approximation κ2,SO(3),+0(E) :=
3
2 −
√
E√
2
− E4 much improves the approximation for κSO(3)(E) with a small E.
0.05 0.10 0.15 0.20 0.25 0.30
E
-0.02
-0.01
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Fig. 12. Comparison of two approximations κ1,SO(3),+0 and κ2,SO(3),+0 of κSO(3) with a
smallE. Thick line expresses the error ratio
κ2,SO(3),+0(E)−κSO(3)(E)
κSO(3)(E)
, and dashed line expresses
the error ratio
κ1,SO(3),+0(E)−κSO(3)(E)
κSO(3)(E)
.
Next, we consider κSO(3),[−1](E) in the case when η := E− 34 > 0 is small, since
γ′SO(3),[−1](s) ∼= 1 + 112s2 − 51152s4 , solving the equation γ′SO(3),[−1](sE) = E + 14 ,
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we approximately obtain sE ∼=
√
1
12η − 596 ∼=
√
1
12η (1− 54η). Hence,
κSO(3),[−1](E) = γSO(3),[−1](sE)− sE(E +
1
4
)
∼=sE + 1− 1
12sE
+
5
3456s3E
− sE(E + 1
4
) = 1− 1
12sE
+
5
3456s3E
− sEη
=1− 1
12sE
(1 − 5
288s2E
)− sEη ∼= 1− 1
12sE
(1− 5
288( 112η − 596 )
)− sEη
=1− 1
12sE
(1 − 524
η − 15
)− sEη ∼= 1− 1
12sE
(1− 5
24
η)− sEη
∼=1−
√
η
12
(1 +
5
4
η − 5
24
η)−
√
η
12
(1− 5
4
η) = 1−
√
η
12
(2 − 5
24
η)
=1− 1√
3
η
1
2 +
5
48
√
3
η
3
2 . (197)
This expansion with E → 34 coincides with (189).
As is shown in Fig. 13, while the first order approximation κ1,SO(3),[−1],+0(E) :=
1− 1√
3
(E− 34 )
1
2 gives a good approximation for κSO(3),[−1](E) with a small E− 34 ,
the second order approximation κ2,SO(3),[−1],+0(E) := 1− 1√3 (E−
3
4 )
1
2 + 5
48
√
3
(E−
3
4 )
3
2 much improves the approximation for κSO(3),[−1](E) with a small E − 34 .
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Fig. 13. Comparison of two approximations κ1,SO(3),[−1],+0 and κ2,SO(3),[−1],+0 of κSO(3)
with a small E. Thick line expresses the error ratio
κ2,SO(3),[−1],+0(E)−κSO(3),[−1](E)
κSO(3),[−1](E)
, and
dashed line expresses the error ratio
κ1,SO(3),[−1],+0(E)−κSO(3),[−1](E)
κSO(3),[−1](E)
.
For the asymptotic optimality condition with respect to input states, we ob-
tain the following lemma.
Lemma 12. [Case 1] For a sequence {El} satisfying El → ∞ as l → ∞, we
focus on a sequence of input states {φEl} in L2n( ˆSO(3)) with the form |φEl〉 =
⊕∞k=0
βk,El√
2k+1
|Ψk〉〉 satisfying that 〈φEl |H |φEl〉 ≤ El. We also define the odd func-
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tion
φ˜El(λ) :=


(πEl2 )
1/4β⌊√Elλ⌋,El if λ > 0
−(πEl2 )1/4β⌊√El|λ|⌋,El if λ < 0
0 if λ = 0.
Then, minM∈Mcov(SO(3))DR(|φEl〉〈φEl |,M) = DR(|φEl〉) ∼= 98El as l →∞ if and
only if the sequence of functions φ˜l(λ) goes to 3
3
4λe−
3λ2
4 as l →∞ on R+.
[Case 2] For a sequence {El} satisfying El → ∞ as l → ∞, we focus
on a sequence of input states {φEl} in L2n( ˆSO(3)[−1]) with the form |φEl〉 =
⊕∞k=0
β
k+1
2
,El√
2k+2
|Ψk+ 12 〉〉 satisfying that 〈φEl |H |φEl〉 ≤ El. We also define the odd
function
φ˜El(λ) :=


(πEl2 )
1/4β⌊√Elλ− 12 ⌋+ 12 ,El if λ > 0
−(πEl2 )1/4β⌊√El|λ|− 12 ⌋+ 12 ,El if λ < 0
0 if λ = 0.
Then, minM∈Mcov(SO(3))DR(|φEl〉〈φEl |,M) = DR(|φEl〉) ∼= 98El as l →∞ if and
only if the sequence of functions φ˜l(λ) goes to 3
3
4λe−
3λ2
4 as l →∞ on R+.
Proof: The relation minM∈Mcov(SO(3))DR(|φEl〉〈φEl |,M) = DR(|φEl〉) holds by
the same reason as Lemma 9. Now, we show the first part, i.e., we treat the
case of the representation. For this purpose, we choose the function ϕEl(θ) :=∑∞
k=0
√
2βk,El sin(k +
1
2 )θ ∈ L2a((−π, π]), and the parameters λ := ± 2k+12√El and
gˆ :=
√
Elθˆ. Then, we have
1
El
∞∑
k=0
(k +
1
2
)2|βk,El |2 =
∞∑
k=0
(
2k + 1
2
√
El
)2
√
2√
πEl
|φ˜El(
2k + 1
2
√
El
)|2
→2
∫ ∞
0
λ2|φ˜(λ)|2 dλ√
2π
=
∫ ∞
−∞
λ2|φ˜(λ)|2 dλ√
2π
as El →∞. Similarly, since
ϕEl(
gˆ√
El
)
(2πEl)
1
4
=
∞∑
k=0
e
−i 2k+12 gˆ√El√
2
βk,El
1
(2πEl)
1
4
−
∞∑
k=0
e
i 2k+12
gˆ√
El√
2
βk,El
1
(2πEl)
1
4
=
∞∑
k′=−∞
e
−i k′
2
√
El
gˆ
φ˜El(
k′
2
√
El
)
1√
2πEl
→
∫ ∞
−∞
e−iλgˆφ˜(λ)
dλ√
2π
= F−1[φ˜](gˆ),
where k′ = 2k + 1,−(2k + 1), we have
El
∫ π
−π
(1− cos θˆ)|ϕEl(θˆ)|2
dθˆ
2π
∼= El
∫ π
−π
θˆ2
2
|ϕEl(θˆ)|2
dθˆ
2π
=
∫ π√El
−π√El
gˆ2
2
|ϕEl(
gˆ√
El
)|2 dgˆ
2π
√
El
→
∫ ∞
−∞
gˆ2
2
|F−1[φ˜](gˆ)|2 dgˆ√
2π
.
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In Lemma 8, the minimum (75) with E = 1 is attained only by φ˜(λ) = 3
3
4λe−
3λ2
4 .
Hence, DR(|φEl〉) ∼= 98El = 12El · 94 as l →∞ if and only if φ˜l(λ) goes to 3
3
4λe−
3λ2
4
as l→∞.
Next, show the second part, i.e., we treat the case of the projective rep-
resentation with the factor system −1. For this purpose, we choose the func-
tion ϕEl(θ) :=
∑∞
k=0 βk+ 12 ,El sin(k + 1)θ ∈ L
2
p((−π, π]), and the parameters
λ := ± k+1√
El
and gˆ :=
√
Eθˆ. Then, we can show the desired argument by the
similar way.
13.4. Practical construction of asymptotically optimal estimator with energy con-
straint. While Lemma 12 characterizes the asymptotically optimal estimator
with energy constraint, no practical construction is provided. In this subsection,
we give its practical construction under the same Hamiltonian as in Subsection
12.4 on the subspaces K⊗nˆSO(3) and K
⊗n
ˆSO(3)[−1] of K
⊗n
ˆSU(2)
.
Now, we choose a state |φ〉 = ⊕∞k=0 βk√2k+1 |Ψk〉〉 ∈ K ˆSO(3) or = ⊕∞k=0
β
k+1
2√
2k+2
|Ψk+ 12 〉〉 ∈
K ˆSO(3)[−1] with βk, βk+ 12 ≥ 0. The state |φ〉 has the energy Eφ :=
∑∞
k=0 k(k +
1)|βk|2 or
∑∞
k=0(k +
1
2 )(k +
3
2 )|βk+ 12 |
2. Then, we give a practical estimation
protocol for the n-tensor-products system K⊗nˆSO(3) or K
⊗n
ˆSO(3)[−1] in the following
way:
(3.1) We set the initial state |φ〉⊗n on the tensor product system K⊗nˆSO(3) or
K⊗nˆSO(3)[−1].
(3.2) We apply the covariant measurement M|I〉〈I| on each system K ˆSO(3) or
K ˆSO(3)[−1]. Then, we obtain n outcomes g1, . . . , gn. Each outcome gi obeys the
distribution pg(gi)µSO(3)(dgi), where pg(gi) := |
∑∞
k=0
βk√
2k+1
Tr fk(g
−1
i g)|2 or
|∑∞k=0 βk+12√2k+2Tr fk+ 12 (g−1i g)|2.
(3.3) We apply the maximum likelihood estimator to the obtained outcomes
g1, . . . , gn. Then, we obtain the final estimate gˆn. That is, we decide gˆn as
gˆn := argmax
g∈SU(2)
n∑
i=1
log pg(gi). (198)
We denote the above measurement with the output gˆn by Mn. Then, due to
the following theorem, the above protocol asymptotically realizes the minimum
error under the energy constraint.
Theorem 20. Assume that Eφ > 0. Then, the relations
lim
n→∞
nDR(|φ⊗n〉,Mn) = 9
8
Eφ (199)
〈φ⊗n|H(n)|φ⊗n〉 = Eφn (200)
hold. That is,
lim
n→∞
〈φ⊗n|H(n)|φ⊗n〉DR(|φ〉⊗n,Mn) = 9
8
. (201)
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Since the Bell state |Ψ 1
2
〉 satisfies the condition in Theorem 20, the optimal
performance with energy constraint can be attained by using the Bell state |Ψ 1
2
〉.
The above protocol with the Bell state |Ψ 1
2
〉 does not requires use of entanglement
among more than two qubits, and requires only the entanglement between two
qubits.
Proof: (200) can be shown by the same as (149) in Theorem 14. Similar to
the proof of Theorem 14, under the parametrization ̟θ, we can show that the
Fisher information matrix J0 at θ = 0 is calculated as
Js,t0 =
4
3
Eφδs,t. (202)
Hence, (J−1
θ
)i,j =
3δi,j
4Eφ
. Remember that the inverse of the Fisher information ma-
trix gives the asymptotic mean square error. Since RSO(3)(e,̟θ) = 1−cos‖θ‖ ∼=
‖θ‖2
2 =
1
2 ((θ
1)2 + (θ2)2 + (θ3)2), we have
nDR(|φ⊗n〉,Mn) ∼= n
2
E0[
3∑
i=1
θˆ2i,n]→
1
2
3∑
i=1
(J−10 )i,i =
1
2
3∑
i=1
3δi,i
4Eφ
=
9
8Eφ
,
where Eθ expresses the expectation under the distribution p̟θ .
13.5. Application to eigenvalue estimation in qubit system. In order to estimate
of the eigenvalue of the given density ρ on the qubit system C2, we often consider
the following irreducible decomposition as
(C2)⊗2m =
m⊕
l=0
Ul ⊗ Cd(2m,l), (203)
(C2)⊗2m+1 =
m⊕
l=0
Ul+ 12 ⊗ C
d(2m+1,l+ 12 ), (204)
where
d(2m, l) :=


(
2m
(m−l)
)− ( 2m(m−l−1)) if 0 ≤ l ≤ m− 1(
2m
(m−l)
)
if l = m
0 otherwise
(205)
d(2m+ 1, l+
1
2
) :=


(
2m+1
(m−l)
)− ( 2m+1(m−l−1)) if 0 ≤ l ≤ m− 1(
2m+1
(m−l)
)
if l = m
0 otherwise.
(206)
Then, we define the projections P
(2m)
l and P
(2m+1)
l+ 12
as the projections to Ul ⊗
Cd(2m,l) and Ul+ 12⊗Cd(2m+1,l+
1
2 ). These projections form projection-valued mea-
sures. When the initial state is given as ρ⊗n and we apply the measurement cor-
responding to the projection-valued measure {P (2m)l } or {P (2m+1)l+ 12 }, the value
l
2m or
l+ 12
2m+1 gives the estimate of the smaller eigenvalue of ρ [36, Appendix A][37,
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38]. When the smaller eigenvalue p of ρ is less than 12 , the error
√
2m( l2m −p) or√
2m+ 1(
l+ 12
2m+1−p) asymptotically obeys the Gaussian distribution with the av-
erage 0 and the variance p(1−p). This fact can be shown by combining the local
asymptotic normality [39,40] and the achievement of the asymptotic minimum
error bound by this measurement [37,38]. However, the asymptotic behavior of√
2m( l2m − p) or
√
2m+ 1(
l+ 12
2m+1 − p) is not known when p is 12 , i.e., ρ is the
completely mixed state. The stochastic asymptotic behaviors of l√
2m
and
l+ 12√
2m+1
can be given as follows.
Pr(n){ l√
2m
≤ y} →
∫ y
0
8√
2π
λ2e−2λ
2
dλ as m→∞ (207)
Pr(n){ l +
1
2√
2m+ 1
≤ y} →
∫ y
0
8√
2π
λ2e−2λ
2
dλ as m→∞. (208)
That is, the wave function corresponding to the single photon gives the limiting
behavior of the outcome of the measurement corresponding to the irreducible
decomposition when the true state is the completely mixed state. This argument
can be shown by the following generalized argument.
Consider the mixed state ρ :=
∑∞
k=0 p k2
ρmix,k2
on the system H :=∑∞k=0 U k2 ,
where ρmix,k2
is the completely mixed state on the system U k
2
. Then, we consider
the tensor product state ρ⊗n on H⊗n. Considering the tensor product represen-
tation of SU(2), we decompose the tensor product space H⊗n to∑∞k=0 U k2 ⊗V k2 ,
where the group SU(2) acts only on U k
2
. Then, we can define the projection P
(n)
k
2
to U k
2
⊗V k
2
. That is, when the state is ρ⊗n and we apply measurement {P (n)k
2
}k,
we obtain the outcome k with the probability p
(n)
k
2
:= Tr ρ⊗nP (n)k
2
. Defining
E :=
∞∑
k=0
k
2
(
k
2
+ 1)p k
2
, (209)
The following theorem holds.
Theorem 21. When E > 0, we have
Pr(n){ k
2
√
n
≤ x} :=
2x
√
n∑
k=0
p
(n)
k
2
→
∫ x
0
√
2 · 33√
πE3
t2e−
3t2
2E dt
=
∫ 3x2/E
0
√
z√
2π
e−
z
2 dz. (210)
The right hand side of (210) is called χ2-distribution with 3 degrees of freedom
or Gamma distribution.
This theorem with l = k2 and l+
1
2 =
k
2 implies (207) and (208), respectively.
In fact, this theorem can be regarded as an SU(2)-version of the central limit
theorem. When we consider the similar problem in the case of U(1), we recover
the conventional central limit theorem because the tensor product gives the
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sum of weight in the case of U(1). Further, this theorem has been shown in a
more general framework by using the concept “hypergroup”[43]. In particular,
Theorem 21 corresponds to the case of Chebychev hypergroup of the second kind
[43, p.166]. Here, we give another proof by using our result.
Proof: Define the pure state |φ〉 := ⊕∞k=0
βk
2√
k+1
|Ψ k
2
〉〉 with β k
2
=
√
p k
2
. Then,
we choose the coefficients β
(n)
k
2
such that |φ〉⊗n := ⊕∞k=0
β
(n)
k
2√
k+1
|Ψ k
2
〉〉. Hence, we
obtain β
(n)
k
2
=
√
p
(n)
k
2
.
In the following, we show the theorem with three separated cases. First, we
assume that there exist at lest one even number ke ≥ 0 and one odd number
ko > 0 such that p ke
2
> 0 and p ko
2
> 0. Theorem 14 implies that the state |φ〉⊗n
satisfies the condition of Lemma 11. Hence,
(2πEn)
1
4
√
p
(n)
⌈2√Enλ− 1
2
⌉
2
→ 3 34 λe− 3λ
2
4 . (211)
Choosing t =
√
Eλ, we have
√
np
(n)
⌈2√nt− 1
2
⌉
2
→
√
33
2πE3
t2e−
3t2
2E . (212)
Hence, considering t = k
2
√
n
, we have
2x
√
n∑
k=0
p
(n)
k
2
= 2
2x
√
n∑
k=0
1
2
√
n
√
np
(n)
( k
2
√
n
)
√
n
→
∫ x
0
√
2 · 33√
πE3
t2e−
3t2
2E dt. (213)
Next, we assume that p k
2
= 0 for all odd numbers k. Theorem 20 implies that
the state |φ〉⊗n satisfies the condition of [Case 1] of Lemma 12. Hence,
(
πEn
2
)
1
4
√
p
(n)
⌈√Enλ− 12 ⌉
→ 3 34λe− 3λ
2
4 , p
(n)
l+ 12
= 0 (214)
Choosing t =
√
Eλ, we have
√
np
(n)
⌈√nt− 12 ⌉
→ 2 · 3
3
2
πE3
t2e−
3t2
2E . (215)
Hence, considering t = k√
n
, we have
2x
√
n∑
k=0
p
(n)
k
2
= 2
2x
√
n∑
k=0
1
2
√
n
√
np
(n)
( k
2
√
n
)
√
n
→
∫ x
0
√
2√
πE3
t2e−
3t2
2E dt. (216)
Finally, we consider the case when p k
2
= 0 for all even numbers k. Theorems
20 implies that the state |φ〉⊗n satisfies the condition of [Case 1] of Lemma 12
for an even n, and the state |φ〉⊗n satisfies the condition of [Case 2] of Lemma
12 for an odd n.
(
πEn
2
)
1
4
√
p
(n)
⌈
√
Enλ− 12 ⌉+ 12
→ 3 34λe− 3λ
2
4 , p
(n)
l = 0. (217)
Hence, similar to (216), we can show (210).
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14. Heisenberg representation of R2
As a typical example of non-commutative representation of a non-compact group,
we treat the Heisenberg representation of R2. Then, we fix the factor system
L defined by the Heisenberg representation. In this case, the representation
space is L2(R) and we allow to use the multiplicity space L2(R)∗. Then, the in-
verse Fourier transform F−1L with the equivalent relation from the input system
L2(R)⊗L2(R)∗ to L2(R)⊗2. We employ the operators Q1 = Q⊗ I, Q2 = I ⊗Q,
P1 = P ⊗ I, and P2 = I⊗P in the latter system L2(R)⊗2. Now, we focus on the
average of the square error∫
R2
(xˆ1 − x1)2 + (xˆ2 − x2)2Tr f(ζ)ρf(ζ)†M(dζˆ), (218)
where ζ = x1+ix2√
2
when the input state is ρ and the estimator is M . When the
input state ρ is a pure state φ and the estimator M is M|I〉〈I|, the average of
the square error is simplified to∫
R2
(x21 + x
2
2)|F−1L [φ](−ζ)|2dx1dx2 = 〈ϕ|Q21 +Q22|ϕ〉, (219)
where ϕ := F−1L [φ]. Now, we consider the energy constraint as follows.
〈φ|(Q2 + P 2)⊗ I|φ〉 ≤ E, (220)
which can be rewritten as
〈ϕ|(P2 − 1
2
Q1)
2 + (−P1 − 1
2
Q2)
2|ϕ〉 ≤ E. (221)
Now, we apply the unitary transformation U corresponding to the the following
element of Sp(4,R): 

1 0 0 0
0 1 0 0
0 − 12 1 0
1
2 0 0 1


Then, we can convert the above problem to the following: We minimize
〈ϕ|U(Q21 +Q22)U †|ϕ〉 (222)
under the condition
〈ϕ|U(P 21 + P 22 )U †|ϕ〉 ≤ E. (223)
This minimization problem can be solved by the combination of the minimiza-
tion problems min{〈ϕ|UQ2jU †|ϕ〉|〈ϕ|UP 2j U †|ϕ〉 ≤ E/2} = 12E with j = 1, 2.
Then, the minimum value of (222) is 1E , which can be attained when U
†|ϕ〉 is√
Ee
E
2 (x
2
1+x
2
2). Thus,
min
|φ〉∈L2n(R)
{DR(|φ〉)|〈φ|P 2 +Q2|φ〉 ≤ E} = 1
E
. (224)
Applying Theorem 2 to the above discussion, we obtain the following theorem.
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Theorem 22. The relations
min
ρ∈S(L2(R))
min
M∈Mcov(G)
{DR(ρ,M)|Tr ρ(P 2 +Q2) ≤ E}
=min
{pi}
min
ρi∈S(L2(R))
min
Mi∈Mcov(G)
{
∑
i
piDR(ρi,Mi)|
∑
i
piTr ρi(P
2 +Q2) ≤ E}
=
1
E
(225)
hold.
Due to the construction, the outcome of the optimal estimator obeys the
Gaussian distribution with the variance 12E and the average (θ1, θ2) when the
true parameter is (θ1, θ2).
Now, we consider two systems Hi (i = 1, 2) equivalent with L2(R) with the
Hamiltonian Q2 + P 2. We focus on the composite system H1 ⊗ H2 with the
Hamiltonian (Q⊗ I + I ⊗Q)2 + (P ⊗ I + I ⊗ P )2 = (Q2 +P 2)⊗ I +2(Q⊗Q+
P ⊗P ) + I ⊗ (Q2 +P 2), which has a strong interaction term 2(Q⊗Q+P ⊗P ).
In this case, the optimal estimation in the composite system with the energy
E1 + E2 can be realized by the following way. Let the input state |φi〉 be the
optimal input state with the energy Ei. Then, due to the construction of |φi〉
given above, 〈φi|Q|φi〉 = 〈φi|P |φi〉 = 0. The input state |φ1 ⊗ φ2〉 = |φ1〉 ⊗ |φ2〉
has the energy E1 + E2 because
〈φ1 ⊗ φ2|(P ⊗ I + I ⊗ P )2 + (Q⊗ I + I ⊗Q)2|φ1 ⊗ φ2〉
=〈φ1 ⊗ φ2|(Q2 + P 2)⊗ I|φ1 ⊗ φ2〉+ 〈φ1 ⊗ φ2|I ⊗ (Q2 + P 2)|φ1 ⊗ φ2〉
+ 2〈φ1 ⊗ φ2|Q⊗Q+ P ⊗ P |φ1 ⊗ φ2〉
=〈φ1|Q2 + P 2|φ1〉+ 〈φ2|Q2 + P 2|φ2〉
+ 2〈φ1|Q|φ1〉〈φ2|Q|φ2〉+ 2〈φ1|P |φ1〉〈φ2|P |φ2〉
=E1 + E2.
Since the outcomes of each optimal estimation in the subsystems Hi obey the
Gaussian distribution, the state |φ1 ⊗ φ2〉 realizes the optimal estimator in the
composite system H1⊗H2 the energy E1+E2 by constructing the measurement
in the same way as the end of Subsection 9.1. That is, we can realize the optimal
estimator by the combination of the optimal estimators of the individual systems.
15. Conclusion
We have shown two general formulas for the minimum error in the estimation
of group action based on the inverse Fourier transform of the input state. One
gives the minimum error without energy constraint, and the other gives the min-
imum error with energy constraint. Using the obtained former formula, we have
derived several known formulas, i.e., the maximum discrimination formula in
the finite group case and the minimum error formula for the compact group. In
fact, the obtained latter formula is essential for the estimation of action of the
non-compact group because many of their non-commutative projective represen-
tations are infinite-dimensional. Then, we have succeeded in the calculations of
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the minimum error in the case of R with two types of energy constraints. Apply-
ing the result with the energy constraints, we have succeeded in the asymptotic
calculations of the minimum error in the case of U(1) with two types of energy
constraints. Further, applying the result of U(1) with the energy constraint, we
have succeeded in the asymptotic calculations of the minimum error in the case
of SU(2) with the energy constraints for total angular momentum. Finally, we
apply our formula with energy constraint to the Heisenberg representation.
Next, we discuss the reasonability of the square speed up in the estimation
of unitary. In all of the above examples, when we consider the energy constraint
Tr ρH ≤ E, the minimum error asymptotically behaves as cE not cE2 . This fact
implies that there is no square speed up under the energy constraint. However,
we have square speed up under the interval constraint for R and U(1) and the
constraint for the number of tensors for SO(3). In these cases, the average energy
of the input states increases with the order of square of the size of the constraint.
In the realistic setting, we have to consider the average energy as the cost even
though we are interested in the length of interval of the weight range or the
number of tensor products. In such a case, the energy constraint gives a more
restrictive constraint than the constraint of the width of the weight range or the
number of tensor products when larger sizes in both constraints are available.
That is, the energy constraint is dominant. So, we essentially have no square
speed up.
This observation may be extended to any other compact groups while it is
known that the square speed up phenomena happens with respect to the number
of tensor products in SU(d) [19]. This is because the minimum error behaves as
c
E not
c
E2 in the estimation of SU(d) when we consider an energy constraint
Tr ρH ≤ E and the Hamiltonian H is given by the Casimir element because
SU(d) contains the U(1) as a subgroup.
We have also given a practical construction of the asymptotically optimal
estimator for U(1), SO(3), and SU(2) as follows. In the estimation of U(1),
in Subsection 11.4, we have shown that the asymptotically optimal estimation
with the energy constraint can be realized by the repetition of the estimation
of U(1) by using the single qubit system. That is, the optimal performance can
asymptotically be attained by the maximum likelihood estimator based of the
outcomes subject to the independent and identical distribution given by the
single qubit system. Hence, such an optimal performance can be easily realized.
The similar fact also holds in the estimation of SO(3) and SU(2). In the case
of SO(3), as has been shown in Subsection 12.4, the asymptotically optimal
estimator can be realized as follows. First, we input the Bell state, in which
the group SO(3) acts only on the first qubit and the second qubit works as
the reference system. Then, we apply the covariant measurement on the total
system. We repeat this process and apply the maximum likelihood estimator
to the obtained data. A similar fact has been shown for SU(2). However, in
the case of SU(2), we need to prepare a superposition input state of maximally
entangled states on irreducible representations with an integer weight and a half
integer weight. This is because estimation of SU(2) requires to distinguish the
two elements of SU(2) corresponding to the same element of SO(3).
We have also shown a similar fact for R and R2 with the Heisenberg rep-
resentation. It was been shown that we can realize the optimal estimator by a
linear combination of the optimal estimators of the individual systems H1 and
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H2 under the energy constraint for the estimation of R and R2 with Heisenberg
representation. In these cases, any input state entangled between subsystems H1
and H2 is not required for the optimal estimation.
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A. Periodic function space and Mathieu equation
In order to treat the space of periodic function. for a positive real number L, we
introduce the notations as follows.
L2p((−L,L]) := {f |f(x+ 2L) = f(x),
∫ L
−L
|f(x)|2 dx
2L
<∞}. (226)
As a generalization, we define the space of anti-periodic functions
L2a((−L,L]) := {f |f(x+ 2L) = −f(x),
∫ L
−L
|f(x)|2 dx
2L
<∞}, (227)
which is a subspace of L2p((−2L, 2L]). Further, we denote the spaces of even
functions and odd functions in L2p((−L,L]) and L2a((−L,L]) by L2p,even((−L,L]),
L2p,odd((−L,L]), L2a,even((−L,L]), L2a,odd((−L,L]), respectively. For any f, g ∈
L2p((−L,L]), we define the inner product as
〈f |g〉 :=
∫ L
−L
f(x)g(x)
dx
2L
. (228)
The subspaces L2p,even((−L,L]) and L2p,odd((−L,L]) (the subspaces L2a,even((−L,L])
and L2a,odd((−L,L])) are orthogonal to each other. Also, the two subspaces
L2p((−L,L]) and L2a((−L,L]) are orthogonal to each other. Therefore, the space
L2p((−2L, 2L]) can be written as L2p,even((−L,L])⊕L2p,odd((−L,L])⊕L2a,even((−L,L])⊕
L2a,odd((−L,L]).
Now, we consider Mathieu equation:
d2
dθ2
ϕ(θ) + (a− 2q cos(2θ))ϕ(θ) = 0. (229)
A function ϕ satisfies the above equation if and only if the function ϕ is the eigen-
function of the differential operator P 2+2q cos(2Q). The operator X(q) := P 2+
2q cos(2Q) preserves the subspaces L2p,even((−π2 , π2 ]), L2p,odd((−π2 , π2 ]), L2a,even((−π2 , π2 ]),
and L2a,odd((−π2 , π2 ]). Then, we denote the minimum eigenvalues in L2p,even((−π2 , π2 ]),
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L2p,odd((−π2 , π2 ]), L2a,even((−π2 , π2 ]), and L2a,odd((−π2 , π2 ]) by a0(q), b2(q), a1(q),
and b1(q), respectively [41, Section 28.2]. We call their eigenfunctions Math-
ieu functions ce0(θ, q), se2(θ, q), ce1(θ, q), and se1(θ, q). The eigenvalues a0(q),
b2(q), a1(q), and b1(q) satisfy the conditions a0(q) = a0(−q), a1(−q) = b1(q), and
b2(−q) = b2(q). When q < 0, the ordering relation a0(q) < a1(q) < b1(q) < b2(q)
holds.
According to the reference [41, Section 28.2(v)], let a0(q) be the minimum a
having the solution in L2((−π/2, π/2]) of the above differential equation, and
b2(q) be the minimum a having the odd solution in L
2((−π/2, π/2]) of the above
differential equation. The solution with a0(q) is Mathieu function ce0(θ, q) and
the solution with b2(q) is Mathieu function se2(θ, q) [41, Section 28.2(vi)]. These
values satisfies that [41, Section 28.2(v)]
a0(q) = a0(−q), b2(q) = b2(−q), a1(q) = b1(−q). (230)
Further, for a large q, the functions a0, a1, and b2 have the following asymptotic
expansions for a large h as
a0(h
2) ∼= −2h2 + 2h− 1
4
− 1
25h
− 3
28h2
(231)
a1(h
2) ∼= b2(h2) ∼= −2h2 + 6h− 5
4
− 9
25h
− 45
28h2
. (232)
Further expansion is available in [41, Section 28.8].
For a small q, the functions a0(q), a1(q), and b2(q) have the following asymp-
totic expansions as
a0(q) ∼= −1
2
q2 +
7
128
q4 (233)
a1(q) ∼= 1 + q − 1
8
q2 − 1
64
q3 − 1
1536
q4 (234)
b2(q) ∼= 4− 1
12
q2 +
5
13824
q4. (235)
Further expansion is available in [41, Section 28.6].
B. Technical lemma for operators
We show an important technical lemma. For a given Hilbert spaceH, we consider
two self-adjoint operators Y and Z and a two-dimensional subspace V of H.
Then, we have the following lemma.
Lemma 13.
min
ρ∈S(V)
{Tr ρY |Tr ρZ ≤ E} = min
φ∈V
{〈φ|Y |φ〉|〈φ|Z|φ〉 ≤ E, ‖φ‖ = 1}.
If there is no element satisfying the condition, we consider that the above mini-
mums are infinity.
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Proof: It is enough to show
min
ρ∈S(V)
{Tr ρY |Tr ρZ = E} = min
φ∈V
{〈φ|Y |φ〉|〈φ|Z|φ〉 = E, ‖φ‖ = 1}. (236)
In this case, we can consider Y and Z as two-dimensional Hermitian matrixes.
Then, Z can be diagonalized to z0|u0〉〈u0|+z1|u1〉〈u1|. When z0 = z1, the above
equation is trivial. So, we assume that z0 < z1 and there exists a density operator
ρ satisfying the condition. Then, there exists p ∈ [0, 1] such that py0+(1−p)y1 =
E. Then, when a density operator ρ satisfies Tr ρZ = E, ρ can be written as∑
l ql|vl〉〈vl|, where {qi} is a distribution and vl =
√
pu0 + e
iθl
√
1− pu1. Hence,
we obtain
TrY =
∑
l
ql〈vl|Z|vl〉 ≥ min
l
〈vl|Z|vl〉
≥min
φ∈V
{〈φ|Y |φ〉|〈φ|Z|φ〉 = E, ‖φ‖ = 1},
which implies (236).
C. Diagonalization of matrix
Lemma 14. [30,29] The operator Pm :=
∑m−1
k=1 |k〉〈k+1|+ |k+1〉〈k| has eigen-
values 2 cos jπm+1 (j = 1, . . . ,m) with the eigenvectors x
j :=
∑m
k=0 sin
jkπ
m+1 |k〉.
Now, we consider the case when m is an even number 2l. Then, we change
the basis with the correspondence |k〉 → |k− l− 12 〉. The matrix Pm is rewritten
as
∑l− 32
k=−l+ 12
|k〉〈k+1|+ |k+1〉〈k|. Now, we decompose the space Vl spanned by
the basis {|k〉} as follows.
Vl = Vl,even ⊕ Vl,odd (237)
Vl,even := {
∑
k
ak|k〉|a−k = ak} (238)
Vl,odd := {
∑
k
ak|k〉|a−k = −ak} (239)
The operator P2l preserves Vl,even and Vl,odd. The space Vl,odd is spanned by
|uk〉 := 1√2 (|k −
1
2 〉 − | − k + 12 〉) with k = 1, . . . , l. On the space Vl,odd, the
operator P2l is written as
P2l := −|u1〉〈u1|+
l−1∑
k=1
(|uk〉〈uk+1|+ |uk+1〉〈uk|). (240)
Due to Lemma 14, on the space Vl,odd, the operator P2l has the eigenvalues
2 cos 2tπ2l+1 with t = 1, . . . , l. The eigenvector associated with the eigenvalues
2 cos 2tπ2l+1 is |v2t〉 =
∑l− 12
k=−l+ 12
sin 2tkπ2l+1 |k〉 =
√
2
∑l
k=1 sin
2t(k− 12 )
2l+1 |uk〉.
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