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Abstract
This paper establishes the almost sure convergence and asymptotic normality of lev-
els and differenced quasi maximum-likelihood (QML) estimators of dynamic panel data
models. The QML estimators are robust with respect to initial conditions, conditional
and time-series heteroskedasticity, and misspecification of the log-likelihood. The pa-
per also provides an ECME algorithm for calculating levels QML estimates. Finally, it
uses Monte Carlo experiments to compare the finite sample performance of levels and
differenced QML estimators, the differenced GMM estimator, and the system GMM
estimator. In these experiments the QML estimators usually have smaller — typically
substantially smaller — bias and root mean squared errors than the panel data GMM
estimators.
1 Introduction
Two prominent approaches to estimating a dynamic panel data model are generalized
method of moments (GMM) and maximum likelihood (ML). Several authors have stud-
ied ML estimation of dynamic panel data models; see, for example, Alvarez and Arellano
(2004), Anderson and Hsiao (1981), Hsiao et al. (2002), and Moral-Benito (2013), among
others. As is well-known, the consistency and asymptotic normality of a ML estimator fol-
lows from ML theory assuming the likelihood is correctly specified and standard regularity
conditions are met. On the other hand, strong distributional assumptions are not required
to establish the sampling behavior of a GMM estimator. This fact would appear to make
GMM more attractive than ML, but GMM has its drawbacks as well — for example, GMM
estimators are known to often have severe finite sample bias. Furthermore, some papers
have shown that the maximizer of a log-likelihood for a panel data model can be consistent
and asymptotically normal under assumptions that do not require normality. Binder et al.
(2005), for example, considered quasi-ML (QML) estimation of vector panel autoregressions.
Kruiniger (2013), on the other hand, studied QML estimation of a first-order autoregres-
sive (AR(1)) panel data model. And Phillips (2010, 2015) examined QML estimation of
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a pth-order dynamic panel data model. These papers provide conditions under which the
log-likelihood for a dynamic panel data model can be misspecified, and the maximizer of
the quasi log-likelihood is nevertheless consistent and asymptotically normal.
This paper makes several contributions to the literature on QML estimation. Like
Phillips (2010, 2015), the model studied in this paper includes p lags of the dependent
variable as well as other explanatory variables. Phillips (2010, 1015), however, focused
on QML estimation without differencing the observations — i.e., levels QML — while
assuming the errors are unconditionally homoskedastic. The assumption of unconditional
homoskedasticity is more general than it might first appear, for it allows for conditional
heteroskedasticity. But it does not allow for time-series heteroskedasticity. Allowing for
more general forms of heteroskedasticity is important, for QML estimation, although robust
with respect to initial conditions and misspecification of the log-likelihood, is not robust to
misspecification of the unconditional error variance-covariance matrix; see also Alvarez and
Arellano (2004). This paper, therefore, provides large N , fixed T asymptotics under more
general conditions than those considered in Phillips (2010, 2015) — conditions that allow
for time-series heteroskedasticity. Indeed, the error variance-covariance matrix can be of a
general form.
Phillips (2010) provided a straightforward iterative feasible generalized least squares
algorithm for calculating QML estimates when the errors in the dynamic regression model
have an error-components structure. However, that procedure is not easily extended to the
case where the idiosyncratic errors are time-series heteroskedastic. Furthermore, derivative-
based algorithms can produce negative fitted variance components when applied to error-
components models if they are not substantially modified to avoid that outcome (see also
Meng and van Dyk 1998). This paper improves on these algorithms by providing an ex-
pectation conditional maximization either (ECME) algorithm for calculating levels QML
estimates that allows for conditional and time-series heteroskedasticity. The ECME algo-
rithm is straightforward and guarantees non-negative estimated variance components.
The paper also examines QML estimation after differencing the observations (differenced
QML). It shows that the ML estimator examined by Hsiao et al. (2002) is consistent and
asymptotically normal under more general conditions than the conditions considered by
Hsiao et al. (2002). For example, Hsiao et al. (2002) assumed normality. This paper
shows the estimator can be consistent and asymptotically normal even if the log-likelihood
is misspecified. Moreover, restrictive initial conditions are not required, and the errors can
be conditionally heteroskedastic.
Finally, using simulated data, the finite sample behavior of levels and differenced QML
estimators are compared, and their finite sample behavior is compared to the differenced
GMM (Arellano and Bond 1991) and the system GMM estimators (Blundell and Bond
1998). The Monte Carlo results show that, compared to GMM estimators, the QML esti-
mators have negligible finite sample bias, and consequently they have smaller — sometimes
much smaller — root mean squared errors.
2 QML via Regression Augmentation
Since Anderson and Hsiao (1981) it has been known that whether or not application of
ML estimation to a dynamic panel data model will yield a consistent estimator as N →
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∞, with T fixed, depends on initial conditions. However, Phillips (2010) showed that,
when QML estimation is based on observations in levels (henceforth levels QML), it does
not depend on initial condition restrictions if the regression is augmented with a suitable
control function. This section extends the results in Phillips (2010) by establishing the
almost sure convergence and asymptotic normality of levels QML estimation under weaker
conditions than thosed used in Phillips (2010). For example, the results provided here allow
for more general specifications of the error variance-covariance matrix. This generalization
is important because QML estimation is inconsistent if the error variance-covariance matrix
is misspecified.
The model examined in this paper is the pth-order dynamic panel data model
yi = Y iδ0 +X iβ0 + ei (i = 1, . . . , N) . (1)
In this expression yi = (yi1, . . . , yiT )
′, Y i =
(
yi,−1, . . . ,yi,−p
)
, yi,−j = (yi,1−j, . . . , yi,T−j)
′
(j = 1, . . . , p), andXi = (xi1, . . . ,xiT )
′, with xit aK×1 vector of explanatory variables that
vary with t (for at least some i). Moreover, ei = (ei1, . . . , eiT )
′ is a vector of regression errors.
For notational convenience, the numbering of observed variables begins with t = −p+ 1.
Straightforward ML estimation of the model in (1) will not generally yield a consistent
estimator. To see why, let yoi = (yi0, . . . , yi,−p+1)
′; let xi be a column vector consisting
of all of the distinct elements of xi1, . . . ,xiT ; and set zi = (x
′
i,y
o′
i )
′. Then, assuming
ei|zi ∼ IIN (0,Ω∗0), the log-likelihood is given by
− NT
2
ln (2π)− N
2
ln |Ω∗| − 1
2
N∑
i=1
ei (ϕ)
′ Ω∗−1ei (ϕ) , (2)
where ei (ϕ) = yi − Y iδ −Xiβ, and ϕ =
(
δ′,β′
)
′
. If Ω∗0 were known, then maximizing
the log-likelihood in (2) yields the generalized least squares (GLS) estimator based on Ω∗0,
and the consistency of that estimator requires E
(
X ′iΩ
∗−1
0 ei
)
= 0 and E
(
y′i,−jΩ
∗−1
0 ei
)
= 0
(j = 1, . . . , p).
We have E
(
X ′iΩ
∗−1
0 ei
)
= 0 if the regressors inXi are strictly exogenous with respect to
the errors in ei. But the moment restrictions E
(
y′i,−jΩ
∗−1
0 ei
)
= 0 (j = 1, . . . , p) depends
on an even stronger assumption, which is summarized in Lemma 1.
Lemma 1. If E (eiy
o′
i ) = 0, E (eix
′
i) = 0, and E (eie
′
i) = Ω
∗
0, then E
(
y′i,−jΩ
∗−1
0 ei
)
= 0
(j = 1, . . . , p).
Proof. See Appendix A.
According to Lemma 1, if the regressors in xit and the initial values of the dependent
variable yi0, . . . , yi,−p+1 are uncorrelated with the errors ei1, . . . , eiT , then E
(
y′i,−jΩ
∗−1
0 ei
)
=
0 (j = 1, . . . , p). However, assuming the initial values of the dependent variable are uncor-
related with subsequent errors is quite restrictive. For example, a commonly used model
for the errors is the error-components model
eit = ci + vit. (3)
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If the vits are uncorrelated, we can take vit to be uncorrelated with the elements of y
o
i ,
for t ≥ 1, but assuming the elements of yoi are also uncorrelated with ci is a strong initial
condition restriction.
Fortunately, we need make no such initial condition assumption if the model in (1) is
augmented with a suitable control function. Nor need we assume the regressors in xit are
strictly exogenous with respect to the eits. The possible correlation between the elements
in ei and the elements in zi can be controlled for by the linear projection of eit on 1 and
zi:
eit = µ0 + z
′
iθ0 + uit, (t = 1, . . . , T , i = 1, . . . , N) (4)
where θ0 = V ar (zi)
−1Cov (zi, eit) and µ0 = E (eit)− E (zi)′ θ0.
The linear projection parameters µ0 and θ0 exist and depend on neither i nor t if E (eit)
and the moments in Cov (zi, eit) depend on neither i nor t and the moments in V ar (zi)
and E (zi) do not depend on i. The restriction that the linear projection parameters are
independent of t is met if the errors have a one-way error-components structure given by
(3) and vit is a mean zero random variable that is uncorrelated with the elements of zi for
t ≥ 1. Then Cov (zi, eit) = Cov (zi, ci) and E (eit) = E (ci) for t ≥ 1. For this case, the
linear projection reduces to that considered in Phillips (2010, 2015). Specifically, we have
ci = µ0 + z
′
iθ0 + ai (i = 1, . . . , N) (5)
(cf Phillips 2010, p. 411, Eq. (2)).1 If the errors can be decomposed as in Eq. (3), then
µ0 + z
′
iθ0 controls for possible correlation between time-invariant unobservables, captured
by ci, and the elements of zi.
Another, albeit trivial, case in which the linear projection parameters depend on neither
i nor t is when there are no individual specific effects and the eits are uncorrelated among
themselves and with the elements of zi, for t ≥ 1. In this case, θ0 = 0, and the linear
projection in (4) simplifies to eit = µe + uit, where E (eit) = µe. This example illustrates
that the necessity of adding the control function µ0 + z
′
iθ0 follows from the presence of
unobservable time-invariant omitted variables, which are captured by ci.
Moreover, although it is obvious we must include xi in the control function when the
regressors in xit are correlated with ci, it is also true that we typically must do so even
when all of the regressors in xit are uncorrelated ci, as in the random effects model. To see
this, consider the linear projection of ci on just 1 and y
o
i :
ci = µy0 + y
o′
i θy0 + ayi (i = 1, . . . , N), (6)
where θy0 = V ar (y
o
i )
−1Cov (yoi , ci) and µy0 = E (ci) − E
(
yo
′
i
)
θy0. If we augment the
model in (1) with the control function µy0+y
o′
i θy0 rather than the control function µ0+z
′
iθ0,
then the error term in the augmented model is ayi + vit rather than ai + vit, and, in
order for QML estimation of the augmented model to be consistent, we must have not just
Cov (yoi , ayi) = 0, which the linear projection in (6) ensures, but also Cov (xi, ayi) = 0,
which the linear projection in (6) does not guarantee. Indeed, given Cov (xi, ci) = 0, the
1See also Chamberlain (1982, 1984) and Kruiniger (2013), who uses a linear projection of an individual
effect on yi0. The linear projection parameters used in Kruiniger (2013) are implicitly assumed to be
independent of i.
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result Cov (xi, ayi) = 0 is not guaranteed unless Cov
(
xi,y
o′
i θy0
)
= 0,2 which will not be
satisfied in general assuming θy0 6= 0.
This last example illustrates that results obtained for the AR(1) panel data model (see
Kruiniger 2013) or the AR(p) panel data model (see Alvarez and Arellano 2004) do not
extend in a straightforward manner to models with additional regressors even under the
random effects assumption that the elements of xit are uncorrelated with ci. For example,
in his treatment of the “random effects” case of the AR(1) panel data model, Kruiniger
includes a linear projection of ci on the initial value yi0 in a control function. However,
such a control function will not suffice if there are additional regressors even when these
additional regressors are uncorrelated with ci.
Equations (1) and (4) imply the augmented dynamic panel data model
yi =W iγ0 + ui, (i = 1, . . . , N) , (7)
whereW i = (Y i,Zi), Zi = (X i, ι , ι z
′
i), ι is a T×1 vector of ones, and γ0 =
(
δ′0,β
′
0, µ0,θ
′
0
)
′
.
The errors in this augmented model — ui = (ui1, . . . , uiT )
′ — are now uncorrelated with the
elements of Zi by construction. Thus, upon letting Ω0 = E (uiu
′
i), we have E
(
Z ′iΩ
−1
0 ui
)
=
0. Moreover, because E (uiy
o′
i ) = 0 and E (uix
′
i) = 0, it follows from Lemma 1 that
E
(
y′i,−jΩ
−1
0 ui
)
= 0 (j = 1, . . . , p). The preceding shows E
(
W ′iΩ
−1
0 ui
)
= 0.
Now consider the quasi log-likelihood for the augmented model in (7):
∑N
i=1 li (ψ),
where
li (ψ) = −T
2
ln (2π)− 1
2
ln |Ω| − 1
2
ui (γ)
′ Ω−1ui (γ) ,
ui (γ) = yi −W iγ, γ =
(
δ′,β′, µ,θ′
)
′
, ψ = (γ′,ω′)′, ω = vech(Ω), and Ω is a positive
definite matrix. For known ω0 = vech(Ω0), the maximizer of this log-likelihood is the GLS
estimator γ̂GLS =
(∑N
i=1W
′
iΩ
−1
0 W i
)
−1∑N
i=1W
′
iΩ
−1
0 yi, and this estimator is consistent
because E
(
W ′iΩ
−1
0 ui
)
= 0. Moreover, if Ω̂ is a consistent estimator of Ω0, the feasible GLS
(FGLS) estimator γ̂FGLS =
(∑N
i=1W
′
iΩ̂
−1W i
)
−1∑N
i=1W
′
iΩ̂
−1yi is also consistent.
However, the large N (fixed T ) distribution of such a FGLS estimator depends on the
first-round estimator of γ0 used to estimate Ω0 (see Phillips 2010). An alternative that
does not depend on a first-round estimator is to estimate ψ0 = (γ
′
0,ω
′
0)
′ by maximizing the
quasi log-likelihood
∑N
i=1 li (ψ).
Theorems 1 and 2 provide sufficient conditions for the almost sure convergence of the
QML estimator and its asymptotic normality (as N →∞, with T fixed). In order to state
the theorems, set LN (ψ) = N
−1
∑N
i=1 li (ψ) and HN (ψ) = ∂
2LN (ψ) /∂ψ∂ψ
′; let xitk
denote the kth element of xit; and set Ψ =
{
ψ = (γ′,ω′)′ ∈ Rm: Ω is positive definite
}
.
Theorem 1. Assume the following conditions are satisfied:
C1: E |yit|2+ǫ < M and E |xitk|2+ǫ < M for all i, t, and k and some ǫ > 0 and M <∞;
2This conclusion follows from Cov (xi, ayi) = Cov(xi, ci − µy0 − y
o′
i θy0) = −Cov(xi,y
o′
i θy0) if
Cov (xi, ci) = 0.
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C2: V ar (zi) = Ξzz for all i, with Ξzz a positive definite matrix, E (zi) = µz for all i, and
E (eit) = µe and E (zieit) = ̺ze for all i and t ≥ 1;
C3: E (uiu
′
i) = Ω0 for all i, with Ω0 a positive definite matrix;
C4: the limits limN→∞N
−1
∑
iE (yisyit), limN→∞N
−1
∑
iE (yisxitk), and
limN→∞N
−1
∑
iE (xisjxitk) exist for all s, t, j, and k; and
C5: the vectors (z′1,y
′
1)
′ , . . . , (z′N ,y
′
N )
′ are independent for all N .
Then E [∂LN (ψ0) /∂ψ] = 0 and the limit H (ψ) = limN→∞E [HN (ψ)] exists. Moreover,
if H0 = H (ψ0) is negative definite, then there is a compact subset, say Ψ, of Ψ, with ψ0
in its interior, and there is a measurable maximizer, ψ̂, of LN (·) in Ψ such that ψ̂ a.s.→ ψ0
(N →∞, T fixed).
Proof. See Appendix B.
Theorem 2. Assume Conditions C2–C5 are satisfied, H0 is negative definite, and the
following conditions are satisfied:
C1′: E |yit|4+ǫ < M and E |xitk|4+ǫ < M for all i, t, and k and some ǫ > 0 and M < ∞;
and
C6: the limit I0 = limN→∞N−1
∑
iE
[
(∂li (ψ0) /∂ψ) (∂li (ψ0) /∂ψ)
′
]
exists and is positive
definite.
Then
√
N
(
ψ̂ −ψ0
)
d→ N (0,H−10 I0H−10 ) (N →∞, T fixed).
Proof. See Appendix C.
In order for the QML estimator to be consistent and asymptotically normal, it must be
the case that the true parameter vector, ψ0, uniquely maximizes the expected log-likelihood,
at least within a neighborhood of ψ0. Conditions C1 through C3 are mild, and they suffice
to guarantee that ψ0 is indeed a stationary value of the expected log-likelihood. But the
fact that ψ0 is a stationary value is necessary but not sufficient to ensure it is a unique
maximizer of the expected log-likelihood. The matrix H0 must also be negative definite.
If the log-likelihood
∑N
i=1 li (ψ) is correctly specified, that is, if ui is normally distributed
with mean vector 0 and variance-covariance matrix Ω0, conditionally on zi, then by well-
known ML theory, we have H0 = −I0, and H0 exists and is negative definite by virtue
of Condition C6. However, even when
∑N
i=1 li (ψ) is misspecified, H0 can be shown to be
negative definite in particular cases. Phillips (2015), for example, provides an example in
which H0 is negative definite under conditions that do not include normality.
Moreover, Ω0 is the unconditional variance-covariance matrix of ui, and, although it
does not depend on i, the variance-covariance matrix of ui conditionally on zi may depend
on i — for example, the errors may be conditionally heteroskedastic (see also Phillips 2010,
2015). The errors can also be unconditionally time-series heteroskedastic, for the diagonal
elements of Ω0 can differ.
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Furthermore, the conditions in Theorems 1 and 2 do not require the random vectors
(z′1,y
′
1)
′ , . . . , (z′N ,y
′
N )
′ be drawn from a common distribution. On the other hand, Condi-
tions C2 and C3 imply some homogeneity is required.
Estimators previously considered in the literature are covered by Theorems 1 and 2.
Blundell and Bond (1998) considered a conditional GLS estimator of an AR(1) panel data
model that relied on augmenting the regression model with the initial observation on the
dependent variable. They argued that if the error components are homoskedastic across
individuals and time, then restrictions on the initial conditions can be used to derive the
GLS estimator. Theorems 1 and 2, however, show that these conditions are unnecessarily
restrictive. The errors can be conditionally and time-series heteroskedastic. Moreover,
initial condition restrictions are not needed. All that is required is that the moments defining
the control function parameters exist and depend on on neither i nor t. Furthermore, the
structured error variance-covariance matrices, such as those considered by Phillips (2010,
2015) and Kruiniger (2013), are special cases of Ω0, and, therefore, Theorems 1 and 2 cover
those cases.
3 Fixed-Effects QML
An alternative to first augmenting the regression model with a control function and then
applying QML estimation to the model in levels is to instead first difference the observations
and then apply QML estimation. In the literature, ML or QML estimation based on first
differencing the observations has been referred to as fixed-effects ML estimation (e.g., Hsiao
et al. 2002) or fixed-effects QML estimation (e.g., Kruiniger 2013). This description,
however, should not lead one to interpret levels QML estimation as random-effects QML,
for the results in Section 2 make clear that levels QML estimation is not restricted to
random-effects models with regressors that are exogenous with respect to ci.
Kruiniger (2013) studied differenced QML for an AR(1) panel data model. Hsiao et
al. (2002), on the other hand, studied ML estimation, after differencing, and, like this
paper, considered a model with additional explanatory variables beyond a lagged dependent
variable. This section shows that likelihood-based methods using differences are consistent
and asymptotically normal under much weaker conditions than those assumed in Hsiao et
al. (2002).
Instead of augmenting the regression with a control function that involves yoi , differenced
QML requires estimation of a system of equations that includes a separate linear projec-
tion for each initial difference ∆yi,−p+2, . . . ,∆yi1, where ∆yit = yit − yi,t−1. Specifically,
suppose V ar (xi) is positive definite, and set θ0,p+1−j = V ar (xi)
−1 Cov (xi,∆yi,−j+2) and
µ0,p+1−j = E (∆yi,−j+2) − E (x′i) θ0,p+1−j (j = 1, . . . , p). Then, system differenced QML
relies on estimating the linear projections
∆yi,−j+2 = µ0,p+1−j + x
′
iθ0,p+1−j + ri,p+1−j (j = 1, . . . , p). (8)
Here ri,p+1−j is a linear projection residual, which is, by construction, uncorrelated with all
of the elements of xi. Note that because the linear projection in (8) does not specify how
∆yi,−j+2 was generated it does not depend on initial condition restrictions. In addition to
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the linear projection equations in (8) we also estimate the differenced equation:
∆yi = ∆Y iδ0 +∆Xiβ0 +∆ei (i = 1, . . . , N) , (9)
where ∆yi = (∆yi2, . . . ,∆yiT )
′, ∆Y i =
(
∆yi,−1, . . . ,∆yi,−p
)
, and ∆yi,−j =
(∆yi,−j+2, . . .∆yi,T−j)
′ (j = 1, . . . , p). Moreover, ∆Xi = (∆xi2, . . . ,∆xiT )
′, ∆xit =
xit − xi,t−1, and ∆ei = (∆ei2, . . . ,∆eiT )′, with ∆eit = eit − ei,t−1. For differenced QML,
the equations in (8) and (9) are estimated as a system given by
y˜i = W˜ iη0 + u˜i (i = 1, . . . , N) , (10)
with y˜i = (∆yi,−p+2, . . . ,∆yi1,∆y
′
i)
′, u˜i = (ri1, . . . , rip,∆e
′
i)
′ ,
W˜ i =
(
0 0 Ip ⊗ (1,x′i)
∆Y i ∆Xi 0
)
,
and η0 =
(
δ′0,β
′
0, µ01,θ
′
01, µ02,θ
′
02, . . . , µ0p,θ
′
0p
)
′
.
If u˜i is multivariate normal with mean vector 0 and variance-covariance matrix Υ0
conditional on xi, then the log-likelihood for the system in (10) is
∑N
i=1 l˜i (λ), where
l˜i (λ) = −(T + p− 1)
2
ln (2π)− 1
2
ln |Υ| − 1
2
u˜i (η)
′Υ−1u˜i (η) ,
u˜i (η) = y˜i − W˜ iη, η =
(
δ′,β′, µ1,θ
′
1, µ2,θ
′
2, . . . , µp,θ
′
p
)
′
, λ = (η′,υ′)′, and υ =
vech(Υ). Also, set L˜N (λ) = N
−1
∑N
i=1 l˜i (λ), H˜N (λ) = ∂
2L˜N (λ) /∂λ∂λ
′, and Λ ={
λ = (η′, υ′)′ ∈ R
n
: Υ is positive definite
}
.
The maximizer of
∑N
i=1 l˜i (·) is a ML estimator given normality, but even if the log-
likelihood is misspecified — that is, the errors are not normally distributed given xi, nor
are they necessarily conditionally homoskedastic — maximizing
∑N
i=1 l˜i (·) will still yield
a consistent and asymptotically normal estimator under suitable conditions. Sufficient
conditions are provided in Theorems 3 and 4.
Theorem 3. Suppose C1, C4, and C5 are satisfied. Further assume:
C2′: V ar (xi) = Ξxx for all i, with Ξxx positive definite, E (xi) = µx for all i, E (∆yi,−j+2) =
µ∆yj and E (xi∆yi,−j+2) = ̺x∆yj for all i (j = 1, . . . , p), and Cov (xi,∆ei) = 0; also,
C3′: E
(
u˜iu˜
′
i
)
= Υ0 for all i, with Υ0 a positive definite matrix.
Then E
[
∂L˜N (λ0) /∂λ
]
= 0, where λ0 = (η
′
0,υ
′
0)
′ and υ0 = vech(Υ0). Furthermore, the
limit H˜ (λ) = limN→∞ H˜N (λ) exists. Moreover, if H˜0 = H˜ (λ0) is negative definite,
there is a compact subset, say Λ, of Λ, with λ0 in its interior, and there is a measurable
maximizer, λ̂, of L˜N (·) in Λ such that λ̂ a.s.→ λ0 (N →∞, T fixed).
Theorem 4. Suppose C1′–C3′, C4, and C5 are satisfied and H˜0 is negative definite.
Further assume the following condition is met:
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C6′: the limit I˜0 = limN→∞N−1
∑
iE
[(
∂l˜i (λ0) /∂λ
)(
∂l˜i (λ0) /∂λ
)
′
]
exists and is posi-
tive definite.
Then
√
N
(
λ̂− λ0
)
d→ N
(
0, H˜
−1
0 I˜0H˜
−1
0
)
(N →∞, T fixed).
Proof. For proofs of Theorems 3 and 4, see Appendix D.
The linear projection of ∆yi,−j+2 on 1 and xi guarantees the residual in this linear pro-
jection is uncorrelated with the elements of ∆Xi. This is a critical condition for consistent
differenced QML estimation. But this condition is also met if we instead used the linear
projection of ∆yi,−j+2 on 1 and ∆xi, where ∆xi is a vector consisting of the distinct ele-
ments of ∆Xi. The latter approach generalizes an estimator studied by Hsiao et al. (2002).
Hsiao et al. (2002) studied differenced ML estimation of a dynamic panel data model while
assuming p = 1, individual specific effects, and uncorrelated and conditionally homoskedas-
tic vits. Moreover, Hsiao et al. (2002) also imposed restrictions on how the regressors are
generated. Furthermore, Hsiao et al. (2002) noted that the likelihood satisfies standard reg-
ularity conditions, and therefore the ML estimator is consistent and asymptotically normal.
However, that conclusion follows from ML theory assuming the log-likelihood is correctly
specified. The analysis in this section provides weaker conditions that imply the differenced
ML estimator proposed by Hsiao et al. (2002) is consistent and asymptotically normal (for
N → ∞, T fixed). Specifically, the log-likelihood can be misspecified and the vits can be
conditionally heteroskedastic. Moreover, all that is required of the elements of xit is that
they be uncorrelated with the vits and that the linear projection of ∆yi1 on 1 and ∆xi does
not depend on i.
4 Computation
If the error variance-covariance matrix is unrestricted, QML estimates can be easily com-
puted using iterated feasible generalized least squares. Consider, for example, calculating
QML estimates of the elements of Ω0 and γ0. These estimates can be calculated by iterat-
ing back and forth between fitting Ω0 and fitting γ0. Specifically, LN (·) is maximized with
respect to the elements of Ω, conditional on the current fit of the regression parameters,
say γc, by the fit Ω+ =
∑N
i=1 ui (γ
c)ui (γ
c)′ /N . And, after Ω+ is obtained, LN (·) is then
maximized with respect to γ, conditional on Ω = Ω+, which gives the feasible generalized
least squares (FGLS) fit:
γ+ =
(
N∑
i=1
W ′i
(
Ω+
)
−1
W i
)−1 N∑
i=1
W ′i
(
Ω+
)
−1
yi. (11)
This fit is then made the current fit, γc, and new fits Ω+ and γ+ are calculated again, and
so on, until the sequence of fitted values converges. Calculating QML estimates of λ0 and
Υ0, based on differenced observations, is similar when Υ0 is unrestricted.
Although it is easy to calculate estimates by iterating back and forth between fitting Ω0
and fitting γ0, or between fitting λ0 and Υ0, this approach implies that the number of free
parameters being fitted in either Ω0 or Υ0 increases with T at the rate T
2 increases. This
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fact, in turn, suggests that, if T is not quite small, the sampling performance of a QML
estimator that does not impose valid restrictions on Ω0 or Υ0 will be poor compared to that
of a QML estimator that does rely on valid restrictions.
Unfortunately, maximizing the likelihood for differenced observations when restrictions
on Υ0 are imposed is tractable only for a highly specialized case. Specifically, we must
assume p = 1, eit is given by the error-components model in (3), the vits are uncorrelated
and unconditionally homoskedastic, and the regressors in xit are strictly exogenous with
respect to the vits. Further assume ∆yi1 is generated by the same process generating ∆yit
for t ≥ 2. Then it is easy to show that the error variance-covariance matrix is Υ0 = σ20Φ0,
Φ0 =

φ0 −1 0 · · · 0
−1 2 −1 · · · 0
0 −1 2 . . . ...
...
...
. . .
. . . −1
0 0 · · · −1 2
 (12)
(cf Hsiao et al. 2002, p. 110, Eq. (3.2)). Moreover, the determinant
∣∣σ20Φ0∣∣ equals
σ2T0 [1 + T (φ0 − 1)] (see, e.g., Hsiao et al 2002, p. 111, Eq. (3.7)). From this determi-
nant we see that, in order to ensure a positive definite fitted value for σ20Φ0, we must
search over values of φ satisfying φ > 1 − 1/T . This restriction is guaranteed if we set
̟ = ln (φ− 1 + 1/T ) and maximize the log-likelihood
const− NT
2
ln
(
σ2
)− N̟
2
− 1
2σ2
N∑
i=1
u˜i (η)
′Φ−1u˜i (η)
with respect to η, σ2, and ̟. Here Φ has exp (̟) + 1 − 1/T in its first row, first column
and everywhere else is the same as Φ0 in (12).
Maximizing the log-likelihood for differenced QML estimation becomes much more com-
plicated if the vits are time-series heteroskedastic or p > 1. On the other hand, the ease with
which levels QML estimates can be calculated is not affected by the size of p nor by whether
or not the vits are time-series heteroskedastic. The remainder of this section is devoted to
describing an ECME algorithm that can be applied to calculate levels QML estimates for
arbitrary p and for an error variance-covariance matrix given by Ω0 = σ
2
a0ιι
′ + Σ0, with
Σ0 = diag
(
σ201, . . . , σ
2
0T
)
.
The ECME algorithm relies on conditional or constrained maximization (CM) of either
an imputed log-likelihood, based on augmented data, or the log-likelihood based on the
observed data. In the present application, the observed data are y = (y′1, . . . ,y
′
N )
′, while
the augmented data consists of y and a = (a1, . . . , aN )
′.3 The imputed log-likelihood is
built during the expectation (E) step by taking the conditional expectation of the log-
likelihood for the augmented data given the observed data, while treating the current fit of
the parameters ψc as the parameters of the conditional distribution.4
3For the purposes of deriving the imputed log-likelihood and the actual log-likelihood, the variables in
z = (z′1, . . . ,z
′
N )
′
are treated as fixed.
4Liu and Rubin (1994) describe the properties of the ECME algorithm. For applications of it to panel
data see Phillips (2004, 2012).
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Applying the ECME algorithm to an error-components model for which Ω0 = σ
2
a0ιι
′+Σ0,
with Σ0 = diag
(
σ201, . . . , σ
2
0T
)
, leads to the following E and CM steps:
E-step: Let
(
σ2a
)c
, γc, and Ωc =
(
σ2a
)c
ιι′+Σc, with Σc = diag
((
σ21
)c
, . . . ,
(
σ2T
)c)
, denote
the current fits of σ2a0, γ0, and Ω0. Compute the conditional mean and variance of ai given
yi evaluated at the current fit of the parameters. These are a
c
i =
(
σ2a
)c
ι ′ (Ωc)−1 ui (γ
c)
and υca =
(
σ2a
)c [
1− (σ2a)c ι′ (Ωc)−1 ι], respectively (see, e.g., Greene 2012, Theorem B.7,
pp. 1041-1042). Then the imputed log-likelihood is
Q (ψ ;ψc) = const− N
2
(
lnσ2a +
T∑
t=1
lnσ2t
)
− 1
2σ2a
N∑
i=1
(aci )
2 − N
2σ2a
υca
−1
2
N∑
i=1
[ui (γ)− ι aci ]′Σ−1 [ui (γ)− ι aci ]−
N
2
ι ′Σ−1ι υca.
CM-step 1: Maximize Q (·;ψc) with respect to ω =
(
σ2a, σ
2
1 , . . . , σ
2
T
)
′
subject to the
constraint γ = γc. This step yields
(
σ2a
)+
= υca +
∑N
i=1 (a
c
i )
2 /N and
(
σ2t
)+
= υca +
1
N
N∑
i=1
[uit (γ
c)− aci ]2 t = 1, . . . , T. (13)
CM-step 2: Maximize the actual log-likelihood
∑N
i=1 li (·) with respect to γ subject to
the constraint ω = ω+, where ω+ =
((
σ2a
)+
,
(
σ21
)+
, . . . ,
(
σ2T
)+)′
. This step gives the
FGLS fit in Eq. (11) with Ω+ =
(
σ2a
)+
ιι′ +Σ+ and Σ+ = diag
((
σ21
)+
, . . . ,
(
σ2T
)+)
.
After the new fits of the parameters are obtained, they become the current fits, and the
preceding steps are repeated, until convergence.
Unlike some other algorithms, the ECME fitted values for the error variance components
are guaranteed to be non-negative. But this advantage can lead to another complication.
Specifically, EM-like algorithms — including the ECME algorithm — can be excruciatingly
slow to converge, and, when calculating estimates of error-components models, the rate
of convergence can slow when the sequence of the fitted variance of the individual-specific
effect gets close to zero (see Meng and van Dyk 1998). Moreover, there is always the
possibility that the error-components model in (3) is inappropriate; specifically, there may
be no individual-specific effects. In this case, we have σ2c0 = 0, where σ
2
c0 = var (ci),
and σ2a0 = 0, and consequently the sequence of fitted values for σ
2
a0 can approach zero.
Furthermore, even if σ2c0 is positive and large, σ
2
a0 can be small, for the control function
µ0 + z
′
iθ0 is the best linear predictor of ci based on zi, and if that predictor is accurate,
then σ2a0 can be near zero. If so, the sequence of fitted values for σ
2
a0 can get close to zero.
As a practical matter, however, given Ω0 = σ
2
a0ιι
′ + Σ0, with Σ0 = diag
(
σ201, . . . , σ
2
0T
)
,
then, when the fitted value for σ2a0 is near zero, the fitted value γ
+ in (11) differs little
from the weighted least squares fit
(∑N
i=1W
′
i (Σ
+)
−1
W i
)
−1∑N
i=1W
′
i (Σ
+)
−1
yi, which is
obtained by setting
(
σ2a
)+
= 0. Furthermore, once
(
σ2a
)+
is set to zero, all subsequent
fitted values for σ2a0 will be zero. Also, when
(
σ2a
)c
= 0, Eq. (13) simplifies to
(
σ2t
)+
=
11
∑N
i=1 uit (γ
c)2 /N . Thus, if
(
σ2a
)+
is set to zero, convergence is rapid. Consequently, the
ECME algorithm for computing level QML estimates will generally converge at a robust
rate if, as part of the convergence criterion, the size of the fitted value for σ2a0 is evaluated
and
(
σ2a
)+
is set to zero should it become sufficiently small.5
5 Monte Carlo Experiments
5.1 Design
In order to assess the finite sampling properties of QML estimators described in Section 4,
Monte Carlo experiments were conducted. For all of the experiments, observations on the
dependent variable yit were generated according to the model
yit = δ0yi,t−1 + 0.5xit + ci + vit (t = −t0 + 1, . . . , T, i = 1, . . . , N) ,
with yi,−t0 = 0. The values for δ0 considered were 0, 0.2, 0.4, 0.6, 0.8, and 0.9. Moreover,
the xits were generated according to the autoregressive process
xit = 0.5 + 0.5xi,t−1 + ξit (t = −t0 + 1, . . . , T, i = 1, . . . , N) .
The starting value xi,−t0 was set equal to 5 + 10ξi,−t0 and the ξits were generated as in-
dependent uniform random variates with mean zero and variance one. Furthermore, two
values for t0 were considered: t0 = 1 and t0 = 50. For t0 = 50, the time series for xit and
yit were essentially stationary, whereas for t0 = 1 they were nonstationary.
As for the vits, they were generated as vit = xit (ǫit − 5) /
√
10, with ǫit a chi-square
random variate with five degress of freedom. The variate (ǫit − 5) /
√
10 has an asymmetric
distribution about zero with a variance of one. Moreover, because the ǫits were generated
independently of one another and of the xits, the vits were uncorrelated but conditionally
heteroskedastic. However, the vits were unconditionally homoskedastic for t ≥ 1when t0
was set to 50, for in this case the xits were essentially stationary by the time t = 1. On the
other hand, for t0 = 1, the xits had insufficient time to become approximately stationary
by the time t = 1. Hence, in this case, the vits were not only conditionally heteroskedastic,
they were also unconditionally time-series heteroskedastic for t ≥ 1.
The heterogeneity component, ci, was generated as ci =
∑T
t=0 ln |xit|/ (T + 1) +
σζ (ζi − 5) /
√
10, with ζi a chi-square random variate with five degress of freedom. Fur-
thermore, the parameter σζ was set to either one or four. This specification for ci induced
correlation between ci and the xits. Moreover, both ci and vit, conditional on the xits,
had non-normal asymmetric distributions, implying that, conditional on the xits, the error
eit = ci + vit came from a non-normal asymmetric distribution.
After a sample was generated, the start up observations were discarded so that QML
estimation was based on (xi1, yi1) , . . . , (xiT , yiT ) and yi0 (i = 1, . . . , N), while GMM esti-
mation was based on (xi0, yi0) , . . . , (xiT , yiT ). Furthermore, T was set to ten, and N was
5For example, the fitted value of σ2a might be set to zero when the fitted value for the av-
erage correlation coefficient, say ρ, is small, where ρ = 2
∑T−1
s=1
∑T
t>s ρst/ [T (T − 1)], with ρst =
σ2a0/
[(
σ2a0 + σ
2
0s
) (
σ2a0 + σ
2
0t
)]1/2
. This criterion was used to obtain the results for the levels QML esti-
mator provided in Section 5.3. In particular, the fitted value of σ2a was set to zero when the fitted value of
ρ fell below 0.01.
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set to 200. Finally, for each combination of parameters, 5,000 independent samples were
generated.
5.2 Estimators
The finite sample properties of levels and differenced QML estimators were compared to
each other and to two well-known GMM estimators. The GMM estimators considered were
the differenced GMM estimator proposed by Arellano and Bond (1991) (denoted DGMM)
and the system GMM estimator suggested by Blundell and Bond (1998) (SGMM).
Three QML estimators were considered. Results are provided for levels QML (LQML)
while relying on the structured variance-covariance matrix Ω0 = σ
2
a0ιι
′ + Σ0 with Σ0 =
diag
(
σ201, . . . , σ
2
0T
)
. For this case, estimates were calculated with the ECME algorithm.
Differenced QML estimates were also calculated. As noted in Section 4, computing differ-
enced QML estimates via gradient methods is complicated if we model the vits as time-series
heteroskedastic. For this reason, results are only provided for differenced QML estimates
that restrict the vits to be uncorrelated and unconditionally homoskedastic. Because we
can use either a linear projection of ∆yi1 on 1 and ∆xi or a linear projection of ∆yi1 on 1
and xi, results for both choices are reported and are denoted by DQML∆x and DQMLx.
5.3 Results
5.3.1 Stationary Designs
This section provides results for designs for which the generated variables were approxi-
mately stationary (t0 = 50). Table 1 provides estimates of finite sample bias and root mean
squared error for the panel data GMM and QML estimators for stationary designs with
σζ = 1 and σζ = 4.
The evidence in Table 1 shows that the QML estimators — LQML, DQMLx, and
DQML∆x — generally have neglible finite sample bias, and, consequently, their root mean
squared errors are significantly smaller than that of the GMM estimators, which have
non-neglible finite sample bias. Moreover, for most designs, whether one uses DQMLx
or DQML∆x does not matter much; they have similar finite sample bias and root mean
squared error. The exception is when δ0 = 0.9. For highly persistent designs, DQMLx out-
performs DQML∆x. But among the QML estimators, the levels QML estimator (LQML)
is — in terms of root mean squared error — best.
The system GMM estimator was introduced as a response to the poor sampling perfor-
mance of the differenced GMM estimator when δ0 is near one. Blundell and Bond (1998)
showed that the system GMM estimator will perform better than the differenced GMM
estimator in this case, and it does indeed have smaller bias and root mean squared error
than the differenced GMM estimator for δ0 near one and σζ = 1. However, surprisingly, its
sampling performance is worse — often much worse — than that of the differenced GMM
estimator for δ0 not near one. Furthermore, when σζ = 4, the system GMM estimator
has substantial bias even when δ0 is near one. Bun and Windmeijer (2010) provide an
explanation for this result. They note the system GMM estimator may suffer from a weak
instrument problem when the variance of the individual-specific effect is large relative to the
variance of the idiosyncratic error. The sampling performance of the QML estimators, on
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the other hand, are unaffected by the relative size of the individual-specific effect variance
versus the idiosyncratic error variance.
Table 1: Finite sample characteristics of estimators of δ0 for t = 50.
δ0
0.0 0.2 0.4 0.6 0.8 0.9
σζ = 1
DGMM bias −0.0112 −0.0147 −0.0223 −0.0318 −0.0533 −0.0784
rmse 0 .0322 0 .0345 0 .0391 0 .0455 0 .0637 0 .0875
SGMM bias −0.0419 −0.0547 −0.0679 −0.0741 −0.0498 −0.0106
rmse 0 .0539 0 .0662 0 .0785 0 .0850 0 .0641 0 .0332
LQML bias 0.0003 0.0005 −0.0005 −0.0004 −0.0001 −0.0049
rmse 0 .0275 0 .0282 0 .0273 0 .0265 0 .0271 0 .0269
DQMLx bias 0.0002 0.0005 −0.0005 −0.0002 0.0011 −0.0001
rmse 0 .0281 0 .0287 0 .0281 0 .0276 0 .0309 0 .0369
DQML∆x bias 0.0002 0.0005 −0.0005 −0.0002 0.0012 0.0008
rmse 0 .0281 0 .0287 0 .0280 0 .0276 0 .0310 0 .0389
σζ = 4
DGMM bias −0.0139 −0.0183 −0.0248 −0.0366 −0.0616 −0.0809
rmse 0 .0346 0 .0383 0 .0425 0 .0508 0 .0721 0 .0899
SGMM bias −0.0058 0.0057 0.0313 0.0736 0.1032 0.0769
rmse 0 .0416 0 .0482 0 .0630 0 .0896 0 .1086 0 .0780
LQML bias −0.0006 −0.0001 −0.0002 0.0003 −0.0011 −0.0038
rmse 0 .0278 0 .0283 0 .0278 0 .0271 0 .0277 0 .0276
DQMLx bias −0.0007 −0.0001 −0.0001 0.0006 −0.0006 0.0003
rmse 0 .0281 0 .0288 0 .0285 0 .0279 0 .0303 0 .0366
DQML∆x bias −0.0007 −0.0001 −0.0001 0.0006 −0.0006 0.0010
rmse 0 .0281 0 .0288 0 .0284 0 .0278 0 .0302 0 .0386
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5.3.2 Nonstationary Designs
Table 2 provides finite sample bias and root mean squared error estimates for nonstationary
designs. For these designs t0 = 1, and, therefore, for each cross section, the time series began
in the immediate past.
Table 2: Finite sample characteristics of estimators of δ0 for t = 1.
δ0
0.0 0.2 0.4 0.6 0.8 0.9
σζ = 1
DGMM bias −0.0042 −0.0050 −0.0086 −0.0129 −0.0257 −0.0349
rmse 0 .0329 0 .0340 0 .0333 0 .0332 0 .0408 0 .0463
SGMM bias −0.0179 −0.0226 −0.0262 −0.0208 0.0097 0.0581
rmse 0 .0382 0 .0422 0 .0439 0 .0390 0 .0317 0 .0630
LQML bias −0.0005 0.0001 −0.0012 −0.0010 −0.0010 0.0001
rmse 0 .0248 0 .0250 0 .0233 0 .0218 0 .0221 0 .0226
DQMLx bias −0.0021 −0.0029 −0.0068 −0.0127 −0.0291 −0.0400
rmse 0 .0328 0 .0332 0 .0320 0 .0315 0 .0409 0 .0493
DQML∆x bias −0.0021 −0.0029 −0.0068 −0.0128 −0.0295 −0.0417
rmse 0 .0328 0 .0332 0 .0320 0 .0315 0 .0411 0 .0504
σζ = 4
DGMM bias −0.0070 −0.0118 −0.0193 −0.0317 −0.0110 −0.0043
rmse 0 .0357 0 .0390 0 .0455 0 .0480 0 .0193 0 .0100
SGMM bias −0.0055 −0.0163 0.0942 0.2512 0.2636 0.1914
rmse 0 .0385 0 .0489 0 .1110 0 .2568 0 .2638 0 .1915
LQML bias −0.0004 −0.0008 −0.0004 −0.0006 −0.0003 −0.0001
rmse 0 .0248 0 .0244 0 .0229 0 .0184 0 .0102 0 .0066
DQMLx bias −0.0030 −0.0048 −0.0060 −0.0088 −0.0083 −0.0063
rmse 0 .0328 0 .0320 0 .0299 0 .0244 0 .0152 0 .0103
DQML∆x bias −0.0030 −0.0048 −0.0060 −0.0088 −0.0083 −0.0063
rmse 0 .0328 0 .0320 0 .0299 0 .0244 0 .0152 0 .0103
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In order for the system GMM estimator to be consistent (as N → ∞) the stochastic
process for each individual has to have had sufficient time to converge to its steady state
by time t = 1 (see, e.g., Roodman 2009). However, given t0 = 1, convergence to a steady
state at time t = 1 has clearly not occurred. The effect of the failure of this initial condition
restriction is most striking when σζ = 4. In this case, for many designs, the absolute bias
and root mean squared error of the system GMM estimator is much larger than that of the
other estimators.
Except for the condition that yi0 must be uncorrelated with vit for t ≥ 1, the QML
estimators are unaffected by initial conditions. However, the consistency (as N → ∞) of
the differenced QML estimators — DQMLx and DQML∆x — depends on the vits being
unconditionally homoskedastic, and, when t0 = 1, the vits are time-series heteroskedastic.
Consequently, in Table 2, the differenced QML estimators no longer dominate the differenced
GMM estimator in terms of finite sample bias. On the other hand, the levels QML estimator
is robust with respect to time-series heteroskedasticity, and therefore its finite sample bias
is still negligible for t0 = 1.
6 Conclusions
This paper established the almost sure convergence and asymptotic normality of levels and
differenced QML estimators of the parameters of a pth-order dynamic panel data model.
The almost sure convergence and asymptotic normality of the estimators do not depend
on initial conditions, like those required by the sytem GMM estimator. Moreover, the
log-likelihood can be misspecified, and the errors can be conditionally and time-series het-
eroskedastic. However, only levels QML estimates can be easily calculated when the errors
are time-series heteroskedastic. The paper provided an ECME algorithm for this case. Fur-
thermore, the levels QML estimator dominated all of the other estimators in terms of having
the smallest root mean squared errors.
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Appendix A: Lemma 1 Proof
In order to establish E
(
y′i,−jΩ
∗−1
0 ei
)
= 0, I first use an analysis similar to that in Hamilton
(1994, pp. 7-9). Let ξit = (yit, yi,t−1, . . . , yi,t−p+1)
′, ς it = (x
′
itβ0 + eit, 0, . . . , 0)
′, and
F =

δ01 δ02 · · · δ0,p−1 δ0p
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
 , (14)
where δ0 = (δ01, . . . , δ0p)
′. Then ξit = Fξi,t−1 + ςit. Hence, ξi1 = Fξi0 + ς i1, and, for
t > 1, by repeated substitutions we get ξit = F
tξi0+F
t−1ς i1+F
t−2ςi2+ · · ·+F ςi,t−1+ ςit.
Writing this last expression out in full, we have
yit
yi,t−1
...
yi,t−p+1
 = F t

yi0
yi,−1
...
yi,−p+1
+ F t−1

x′i1β0 + ei1
0
...
0
+ F t−2

x′i2β0 + ei2
0
...
0

+ · · ·+ F

x′i,t−1β0 + ei,t−1
0
...
0
+

x′itβ0 + eit
0
...
0
 . (15)
Next let f
(t)
rs denote the (r, s)th element of F
t. Then yi1 = f
(1)
11 yi0 + f
(1)
12 yi,−1 + · · · +
f
(1)
1p yi,−p+1 + x
′
i1β0 + ei1, and, for t > 1, from the first equation in (15) we see that
yit = f
(t)
11 yi0 + f
(t)
12 yi,−1 + · · ·+ f (t)1p yi,−p+1 + f (t−1)11
(
x′i1β0 + ei1
)
+f
(t−2)
11
(
x′i2β0 + ei2
)
+ · · · + f (1)11
(
x′i,t−1β0 + ei,t−1
)
+ x′itβ0 + eit. (16)
Using the expression for yit in Eq. (16), we can write yi,−j in terms of y
o
i , Xi, and ei.
To that end, let Aj and Bj be T × p and T × T matrices given by
Aj =

0 0 · · · 0 1 0 · · · 0
0 0 · · · 1 0 0 · · · 0
...
...
...
...
...
...
0 1 · · · 0 0 0 · · · 0
1 0 · · · 0 0 0 · · · 0
f
(1)
11 f
(1)
12 · · · f (1)1,j−1 f (1)1j f (1)1,j+1 · · · f (1)1p
f
(2)
11 f
(2)
12 · · · f (2)1,j−1 f (2)1j f (2)1,j+1 · · · f (2)1p
...
...
...
...
...
...
f
(T−j)
11 f
(T−j)
12 · · · f (T−j)1,j−1 f (T−j)1j f (T−j)1,j+1 · · · f (T−j)1p

(17)
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Bj =

0 0 0 · · · 0 0 0 · · · 0
...
...
...
...
...
...
...
0 0 0 · · · 0 0 0 · · · 0
1 0 0 · · · 0 0 0 · · · 0
f
(1)
11 1 0 · · · 0 0 0 · · · 0
f
(2)
11 f
(1)
11 1 · · · 0 0 0 · · · 0
...
...
...
...
...
...
...
f
(T−j−1)
11 f
(T−j−2)
11 f
(T−j−3)
11 · · · f (1)11 1 0 · · · 0

. (18)
Given these definitions, we have yi,−j = Ajy
o
i +Bj (Xiβ0 + ei).
Therefore, E
(
y′i,−jΩ
∗−1
0 ei
)
= E
(
yo′i A
′
jΩ
∗−1
0 ei
)
+E
(
β′0X
′
iB
′
jΩ
∗−1
0 ei
)
+E
(
e′iB
′
jΩ
∗−1
0 ei
)
.
Note that E
(
e′iB
′
jΩ
∗−1
0 ei
)
= E
[
tr
(
Ω∗−10 eie
′
iB
′
j
)]
= tr
[
Ω∗−10 E (eie
′
i)B
′
j
]
= tr
(
B′j
)
= 0,
where the last equality follows from the fact that Bj is a square matrix with zeros down
the main diagonal. Moreover, if E (eix
′
i) = 0, then E
(
β′0X
′
iB
′
jΩ
∗−1
0 ei
)
= 0. And
E
(
yo′i A
′
jΩ
∗−1
0 ei
)
= tr
[
E (eiy
o′
i )A
′
jΩ
∗−1
0
]
= 0 given E (eiy
o′
i ) = 0. The preceding proves
E
(
y′i,−jΩ
∗−1
0 ei
)
= 0.
Appendix B: Theorem 1 Proof
The proof of Theorem 1 relies on verifying several preliminary results, which are provided
as Lemmas B.1 through B.3. Throughout convergence is with respect to N → ∞, with T
fixed. Moreover, in the sequel, M denotes a sufficiently large finite number.
Lemma B.1. Suppose E
(
x2itk
)
<∞ and E (y2it) <∞, for each i, t, and k, and Conditions
C2 and C4 are satisfied. Then the linear projection in (4) exists. Furthermore, the limits
L (ψ) = limN→∞E [LN (ψ)] and H (ψ) = limN→∞E [HN (ψ)] exist, and L (ψ) and the
elements of H (ψ) are continuous functions of ψ.
Proof. The conditions E
(
x2itk
)
< ∞ and E (y2it) < ∞, for each i, t, and k, and C2 imply
the existence of the linear projection in (4) (see, e.g., Wooldridge, 2010, pp. 25-26).
Also, E [LN (ψ)] is finite if E
[
ui (γ)
′Ω−1ui (γ)
]
is finite, and the latter is finite if xitk
and yit have finite second-order moments, for all i, t, and k.
The matrix E [HN (ψ)] has finite elements as well. To see this, first let W i·j de-
note the jth column of W i, and let S·j denote the jth column of ∂vec(Ω) /∂ω
′, where
recall that ω = vech(Ω). Then, ∂2li (ψ) /∂γj∂γk = −W ′i·jΩ−1W i·k, ∂2li (ψ) /∂γj∂ωk =
−W ′i·jΩ−1 (∂Ω/∂ωk) Ω−1ui (γ), and
∂2li (ψ)
∂ωj∂ωk
=
1
2
S′
·j
(
Ω−1 ⊗ Ω−1)S·k − 1
2
s
(1)
ijk (ψ)−
1
2
s
(2)
ijk (ψ) , (19)
where s
(1)
ijk (ψ) = S
′
·j
(
Ω−1 ⊗Ω−1ui (γ)ui (γ)′ Ω−1
)
S·k and s
(2)
ijk (ψ) =
S′
·j
(
Ω−1ui (γ)ui (γ)
′Ω−1 ⊗ Ω−1)S·k (see Ruud 2000, p. 930). From the preceding
second-order partial derivatives we see that the condition E
(
x2itk
)
< ∞ and E (y2it) < ∞,
for each i, t, and k, implies E [HN (ψ)] has finite elements.
18
Inspection of E [LN (ψ)] and the elements of E [HN (ψ)] reveals E [LN (ψ)] and the
elements of E [HN (ψ)] are functions of ψ and terms of the form N
−1
∑
iE (yisyit),
N−1
∑
iE (yisxitk), and N
−1
∑
iE (xisjxitk). Therefore, if the limits of these aver-
ages exist (as N → ∞), then the limits L (ψ) = limN→∞E [LN (ψ)] and H (ψ) =
limN→∞E [HN (ψ)] exist, where L (ψ) and the elements of H (ψ) are functions of ψ and
terms involving limits of the form limN→∞N
−1
∑
iE (yisyit), limN→∞N
−1
∑
iE (yisxitk),
and limN→∞N
−1
∑
iE (xisjxitk). And, inspection of L (ψ) and the elements of H (ψ)
reveals L (ψ) and the elements of H (ψ) are continuous functions of ψ.
Lemma B.2. Let Ψ denote a compact subset of Ψ. Suppose C1, C4, and C5 are satisfied.
Then LN (·)
a.s.→ L (·) uniformly on Ψ.
Proof. Let ωst denote the (s, t)th element of Ω−1; let γk denote the kth ele-
ment of γ; recall that W i·j is the jth column of W i; and let Witj denote the
tth element of W i·j. Also, let Sysyt,N = N
−1
∑
i [yisyit − E (yisyit)], SysWtj ,N =
N−1
∑
i [yisWitj − E (yisWitj)], and SWsjWtk,N = N−1
∑
i [WisjWitk − E (WisjWitk)].
Then LN (ψ) − E [LN (ψ)] = −
∑
s
∑
t ω
stSysyt,N/2 +
∑
s
∑
t ω
st
∑
j γjSysWtj ,N −∑
s
∑
t ω
st
∑
j
∑
k γjγkSWsjWtk,N/2. Therefore, by an obvious inequality, we have
|LN (ψ)− E [LN (ψ)]| ≤
∑
s
∑
t
∣∣ωst∣∣ |Sysyt,N | /2 + ∑s∑t ∣∣ωst∣∣∑k |γk| |SysWtk,N | +∑
s
∑
t
∣∣ωst∣∣∑j∑k |γjγk| ∣∣SWsjWtk,N ∣∣ /2. Given ωst and γk are bounded for ψ ∈ Ψ, it
follows that
sup
ψ∈Ψ
|LN (ψ)− E [LN (ψ)]| ≤ M
∑
s
∑
t
|Sysyt,N |+M
∑
s
∑
t
∑
k
|SysWtk,N |
+M
∑
s
∑
t
∑
j
∑
k
∣∣SWsjWtk,N ∣∣ . (20)
Hence, LN (·) − E [LN (·)] a.s.→ 0 uniformly on Ψ if Sysyt,N a.s.→ 0, SysWtk,N a.s.→ 0, and
SWsjWtk,N
a.s.→ 0 for each s, t, j, and k.
To see that Sysyt,N
a.s.→ 0, note that, by the Cauchy-Schwarz inequality and C1, we get
E |yisyit|1+ǫ/2 ≤
(
E |yis|2+ǫE |yit|2+ǫ
)1/2
< M for some ǫ > 0 and all i, s, and t. This
conclusion and C5 imply Sysyt,N
a.s.→ 0 (see White 2001, p. 35, Corollary 3.9). By similar
arguments, we also have SysWtk,N
a.s.→ 0 and SWsjWtk,N a.s.→ 0. Hence, LN (·)−E [LN (·)] a.s.→ 0
uniformly on Ψ.
Given C4, the following expressions are defined: Aysyt,N = N
−1
∑
iE (yisyit) −
limN→∞N
−1
∑
iE (yisyit), AysWtj ,N = N
−1
∑
iE (yisWitj) − limN→∞N−1
∑
iE (yisWitj),
and AWsjWtk,N = N
−1
∑
iE (WisjWitk) − limN→∞N−1
∑
iE (WisjWitk). And,
by arguments analogous to those leading to the inequality in (20), one can
show supψ∈Ψ |E [LN (ψ)]− L (ψ)| ≤ M
∑
s
∑
t |Aysyt,N | + M
∑
s
∑
t
∑
j
∣∣AysWtj ,N ∣∣ +
M
∑
s
∑
t
∑
j
∑
k
∣∣AWsjWtk,N ∣∣. Because Aysyt,N , AysWtj ,N , and AWsjWtk,N all → 0, we have
E [LN (·)]→ L (·) uniformly on Ψ.
The conclusions of the last two paragraphs imply LN (·) a.s.→ L (·) uniformly on Ψ.
Lemma B.3. If C1–C3 are satisfied, then E [∂LN (ψ0) /∂ψ] = 0. If, in addition, C4 and
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C5 are satisfied and H0 is negative definite, then there is a compact subset Ψ of Ψ, with
ψ0 in its interior, such that L (ψ) < L (ψ0) if ψ ∈ Ψ and ψ 6= ψ0.
Proof. First
E [∂li (ψ0) /∂ψ] = 0 (21)
is established. By well known results, ∂li (ψ) /∂γ =W
′
iΩ
−1ui (γ) and
∂li (ψ)
∂ω
= −1
2
vech
(
Ω−1 − Ω−1ui (γ)ui (γ)′Ω−1
)
(22)
(see, e.g., Ruud, 2000, pp. 928-930). To see that E [∂li (ψ0) /∂γ] = 0, first note that
E
(
Z ′iΩ
−1
0 ui
)
= 0 because all of the elements of ui are uncorrelated with all of the ele-
ments of Zi by construction. Moreover, C1–C3 imply E (uiy
o′
i ) = 0 and E (uix
′
i) = 0,
and E (uiu
′
i) = Ω0. Thus, the conditions of Lemma 1 hold for the augmented regression
in (7). Hence, by Lemma 1, we have E
(
y′i,−jΩ
−1
0 ui
)
= 0 (j = 1, . . . , p). This proves
E [∂li (ψ) /∂γ] = 0. Furthermore, from Eq. (22), it is clear that, because E (uiu
′
i) = Ω0,
we have E [∂li (ψ0) /∂ω] = 0. Hence, E [∂LN (ψ0) /∂ψ] = 0.
Next, a Taylor series expansion gives
LN (ψ) = LN (ψ0) + (ψ −ψ0)′ gN (ψ0) + (ψ −ψ0)′HN (ψ∗) (ψ −ψ0) /2, (23)
where gN (ψ0) = ∂LN (ψ0) /∂ψ, and ψ
∗ satisfies ‖ψ −ψ∗‖ ≤ ‖ψ −ψ0‖. Given Eq. (21)
and Lemma B.1, taking the expectation of the left and right-hand sides of (23) and then
letting N →∞ gives L (ψ) = L (ψ0) + (ψ −ψ0)′H (ψ∗) (ψ −ψ0) /2.
Let hjk (ψ) denote the (j, k)th element of H (ψ), and define determinants
dj (ψ) =
∣∣∣∣∣∣∣
h11 (ψ) · · · h1j (ψ)
...
. . .
...
hj1 (ψ) · · · hjj (ψ)
∣∣∣∣∣∣∣ (j = 1, . . . ,m) .
By assumption, H0 = H (ψ0) is negative definite, and thus d1 (ψ0) < 0, d2 (ψ0) > 0,
d3 (ψ0) < 0, . . . (see Rao 1973, p. 37). Moreover, the determinant dj (·) is continuous in
h11 (·) , h12 (·) , . . ., which are, in turn, continuous in ψ (see Lemma B.1). Hence, dj (·) is
continuous in ψ. It follows that there is a r > 0 such that for the closed ball in Rm, centered
at ψ0, with radius r, we have d1 (ψ) < 0, d2 (ψ) > 0, d3 (ψ) < 0, . . . for ψ in the ball. Let
Ψ denote the ball (a compact subset of Rm). Then H (ψ) is negative definite for ψ ∈ Ψ.
Therefore, for ψ 6= ψ0 and ψ ∈ Ψ, we must have (ψ −ψ0)′HN (ψ∗) (ψ −ψ0) < 0, because
ψ ∈ Ψ implies ψ∗ ∈ Ψ and, therefore, H (ψ∗) is negative definite. Hence, L (ψ) < L (ψ0)
if ψ ∈ Ψ and ψ 6= ψ0.
Proof of Theorem 1: The conclusions of Lemmas B.2 and B.3 imply there is a measurable
maximizer, ψ̂, in Ψ and ψ̂
a.s.→ ψ0 (see, e.g., Amemiya, 1985, Theorem 4.1.1, and his footnote
1 on p. 107).
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Appendix C: Theorem 2 Proof
Theorem 2 is proven by establishing several lemmas. The first result is an elementary
inequality, which is applied repeatedly in the sequel.
Lemma C.1. For r > 0,
∣∣∣∑mj=1 aj∣∣∣r ≤ br∑mj=1 |aj|r where br = 1 or 2(r−1)(m−1) according
as r ≤ 1 or r ≥ 1.
Proof. By repeated application of the inequality |a+ b|r ≤ cr |a|r + cr |b|r, r > 0, where
cr = 1 or 2
r−1 according as r ≤ 1 or r ≥ 1 (see Loe`ve 1977, p. 157), we have
∣∣∣∑mj=1 aj∣∣∣r ≤
cr |a1|r + cr
∣∣∣∑mj=2 aj∣∣∣r ≤ cr |a1|r + c2r |a2|r + c2r ∣∣∣∑mj=3 aj∣∣∣r ≤ ∑m−1j=1 cjr |aj|r + cm−1r |am|r.
Also,
∑m−1
j=1 c
j
r |aj|r + cm−1r |am|r ≤ br
∑m
j=1 |aj |r for br = cm−1r .
Lemma C.2. Suppose C1′, C2, C3, C5, and C6 are satisfied. Then
√
NgN (ψ0)
d→
N (0,I0).
Proof. Let µ be a m× 1 vector of constants such that µ 6= 0. We have µ′√NgN (ψ0) =
N−1/2
∑
iZi for Zi = µ′ (∂li (ψ0) /∂ψ). And
√
NgN (ψ0)
d→ N (0,I0) if N−1/2
∑
i Zi d→
N (0,µ′I0µ) (see Amemiya 1985, Theorem 3.3.8).
To verify N−1/2
∑
iZi d→ N (0,µ′I0µ), let ν2i = var (Zi) =
µ′E
[
(∂li (ψ0) /∂ψ) (∂li (ψ0) /∂ψ)
′
]
µ, and ν2N = N
−1
∑
i ν
2
i . Because limN→∞ ν
2
N =
µ′I0µ (by C6), we have N−1/2
∑
iZi
d→ N (0,µ′I0µ) if N−1/2
∑
i Zi/νN
d→ N (0, 1).
Moreover, N−1/2
∑
iZi/νN
d→ N (0, 1) if E (Zi) = 0, ν2N > ǫ′ > 0 for all N sufficiently
large, and E |Zi|2+ǫ/2 < M for all i and some ǫ/2 > 0 (see White 2001, Theorem 5.10).
Therefore, Lemma C.2 is proven upon proving E (Zi) = 0, ν2N > ǫ′ > 0 for all N sufficiently
large, and E |Zi|2+ǫ/2 < M for all i and some ǫ/2 > 0.
We can verify E (Zi) = 0 and ν2N > ǫ′ > 0 for all N sufficiently large easily. In
particular, Eq. (21) implies E (Zi) = 0. Moreover, given C6, we have limN→∞ ν2N = µ′I0µ,
and, because I0 is positive definite, we can find an ǫ′ > 0 such that ν2N > ǫ′ for all N
sufficiently large.
To verify E |Zi|2+ǫ/2 < M for all i and some ǫ/2 > 0, first let µj and ψj denote the
jth elements of µ and ψ. Then Zi =
∑
j µj∂li (ψ0) /∂ψj. Hence, by Lemma C.1, we
have E |Zi|2+ǫ/2 < M for all i if E
∣∣∂li (ψ0) /∂ψj∣∣2+ǫ/2 < M for all i and j. Next, recall
∂li (ψ0) /∂γ = W
′
iΩ
−1
0 ui while ∂li (ψ0) /∂ω = −vech
(
Ω−10 − Ω−10 uiu′iΩ−10
)
/2. Moreover,
upon letting ωst0 denote the (s, t)th element of Ω
−1
0 and recalling Wisj denotes the (s, j)th
element of W i, the elements of W
′
iΩ
−1
0 ui are of the form
∑
s
∑
t ω
st
0 Wisjuit while the
elements of vech
(
Ω−10 − Ω−10 uiu′iΩ−10
)
are of the form ωjk0 −
∑
s
∑
t ω
js
0 ω
kt
0 uisuit. These
observations and another application of Lemma C.1 implies E
∣∣∂li (ψ0) /∂ψj∣∣2+ǫ/2 < M
for all i and j if E |Wisjuit|2+ǫ/2 < M and E |uisuit|2+ǫ/2 < M for all i, j, s, and t. But
E |Wisjuit|2+ǫ/2 ≤
(
E |Wisj|4+ǫE |uit|4+ǫ
)1/2
by the Cauchy-Schwarz inequality. Moreover,
for a suitable choice of ǫ > 0, we have E |Wisj|4+ǫ < M for all i, s, and j by C1′. Condition
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C1′ also implies E |uit|4+ǫ < M for all i and t. Hence, E |Wisjuit|2+ǫ/2 < M for all i, j,
s, and t. Similar arguments give E |uisuit|2+ǫ/2 < M for all i, s, and t. It follows that
E |Zi|2+ǫ/2 < M for all i and some ǫ/2 > 0.
Lemma C.3. Let Ψ be a compact subset of Ψ. Suppose C1, C4, and C5 are satisfied.
Then HN (·)
a.s.→ H (·) uniformly on Ψ.
Proof. Let hγjγk (ψ) = limN→∞E
[
∂2LN (ψ) /∂γj∂γk
]
. Then∣∣∂2LN (ψ) /∂γj∂γ − hγjγk (ψ)∣∣ = ∣∣∑s∑t ωst (SWsjWtk,N +AWsjWtk,N)∣∣ ≤∑
s
∑
t
∣∣ωst∣∣ (∣∣SWsjWtk,N ∣∣+ ∣∣AWsjWtk,N ∣∣) . (For the definitions of SWsjWtk,N and
AWsjWtk,N , see the proof of Lemma B.2.) Given ω
st is bounded for ψ ∈ Ψ, we
have supψ∈Ψ
∣∣∂2LN (ψ) /∂γj∂γk − hγjγk (ψ)∣∣ ≤ M∑s∑t (∣∣SWsjWtk,N ∣∣+ ∣∣AWsjWtk,N ∣∣).
Recall that SWsjWtk,N
a.s.→ 0 (see the proof of Lemma B.2), and AWsjWtk,N → 0. Therefore,
∂2LN (·) /∂γj∂γk a.s.→ hγjγk (·) uniformly on Ψ.
Let hγjωk (ψ) = limN→∞E
[
∂2LN (ψ) /∂γj∂ωk
]
. Also, let ϑk,st denote the
(s, t)the element of Ω−1 (∂Ω/∂ωk) Ω
−1. Then ∂2LN (ψ) /∂γj∂ωk − hγjωk (ψ) =
−∑s∑t ϑk,st[SysWtj ,N + AysWtj ,N ] +∑s∑t∑l ϑk,stγl [SWsjWtl,N +AWsjWtl,N]. (For the
definitions of SysWtj ,N and AysWtj ,N , see the proof of Lemma B.2.) Because ϑk,st is a con-
tinuous function on Ψ, and, therefore, bounded on Ψ, and γl is bounded for ψ ∈ Ψ,
we have supψ∈Ψ
∣∣∂2LN (ψ) /∂γj∂ωk − hγjωk (ψ)∣∣ ≤ M∑s∑t (∣∣SysWtj ,N ∣∣+ ∣∣AysWtj ,N ∣∣) +
M
∑
s
∑
t
∑
l
(∣∣SWsjWtl,N ∣∣+ ∣∣AWsjWtl,N ∣∣). Given SysWtj,N a.s.→ 0, SWsjWtl,N a.s.→ 0,
AysWtj ,N → 0, and AWsjWtl,N → 0, we have ∂2LN (·) /∂γj∂ωk a.s.→ hγjωk (·) uniformly on
Ψ.
Finally, from (19), we see that ∂2LN (ψ) /∂ωj∂ωk − E
(
∂2LN (ψ) /∂ωj∂ωk
)
=
− (2N)−1∑i {s(1)ijk (ψ)− E [s(1)ijk (ψ)]}− (2N)−1∑i {s(2)ijk (ψ)− E [s(2)ijk (ψ)]}. Note that
1
N
∑
i
{
s
(1)
ijk (ψ)− E
[
s
(1)
ijk (ψ)
]}
= S′
·j
(
Ω−1 ⊗ Ω−1UN (γ)Ω−1
)
S·k (24)
where UN (γ) = N
−1
∑
i
{
ui (γ)ui (γ)
′ − E [ui (γ)ui (γ)′]}. Because S·j is a vector
of zeros and ones, we see that the right-hand side of (24) is a sum of the elements of
Ω−1 ⊗ Ω−1UN (γ) Ω−1. Therefore, if each element of this matrix converges almost surely
to zero uniformly on Ψ, then N−1
∑
i
{
s
(1)
ijk (·)− E
[
s
(1)
ijk (·)
]}
a.s.→ 0 uniformly on Ψ. Similar
arguments can be used to show N−1
∑
i
{
s
(2)
ijk (·)− E
[
s
(2)
ijk (·)
]}
a.s.→ 0 uniformly on Ψ.
To see that each element of Ω−1 ⊗ Ω−1UN (γ)Ω−1 converges almost surely
to zero uniformly, note that the matrix Ω−1 ⊗ Ω−1UN (γ) Ω−1 can be parti-
tioned into T × T sub-matrices of the form ωlmΩ−1UN (γ)Ω−1 (l = 1, . . . , T ,
m = 1, . . . , T ). Furthermore, the (j, k)th element of ωlmΩ−1UN (γ) Ω
−1 is
ωlm
∑
s
∑
t ω
jsωktN−1
∑
i {uis (γ) uit (γ)− E [uis (γ) uit (γ)]}. And, by familiar ar-
guments, we can show that the absolute value of this element is no greater
than M
∑
s
∑
t
∣∣N−1∑i {uis (γ)uit (γ)− E [uis (γ)uit (γ)]}∣∣ for ψ ∈ Ψ. Moreover,
N−1
∑
i {uis (γ)uit (γ)− E [uis (γ) uit (γ)]} = Sysyt,N −
∑
q γq(SysWtq,N + SytWsq,N ) +
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∑
q
∑
r γqγrSWsqWtr N , and, given γ is bounded for ψ ∈ Ψ, we have
sup
ψ∈Ψ
∣∣∣∣∣ 1N ∑
i
{uis (γ)uit (γ)−E [uis (γ) uit (γ)]}
∣∣∣∣∣
≤ |Sysyt,N |+M
∑
q
(∣∣SysWtq,N ∣∣+ ∣∣SytWsq,N ∣∣+∑
r
∣∣SWsqWtr N ∣∣
)
. (25)
Because the right-hand side (25)
a.s.→ 0 (see the proof of Lemma B.2), we have
N−1
∑
i
{
s
(1)
i,jk (·)− E
[
s
(1)
i,jk (·)
]}
a.s.→ 0 uniformly on Ψ. Simliar arguments establish
N−1
∑
i
{
s
(2)
i,jk (·)− E
[
s
(2)
i,jk (·)
]}
a.s.→ 0 uniformly on Ψ. It follows that ∂2LN (·) /∂ωj∂ωk −
E
[
∂2LN (·) /∂ωj∂ωk
] a.s.→ 0 uniformly on Ψ.
Let hωjωk (ψ) = limN→∞E
[
∂2LN (ψ) /∂ωj∂ωk
]
. We can establish
E
[
∂2LN (·) /∂ωj∂ωk
] → hωjωk (·) uniformly on Ψ by arguments paralleling those
in the last two paragraphs. (For example, in the foregoing derivations, replace
N−1
∑
iE [uis (γ) uit (γ)] with limN→∞N
−1
∑
iE [uis (γ) uit (γ)] andN
−1
∑
i uis (γ) uit (γ)
with N−1
∑
iE [uis (γ)uit (γ)]. Also, replace Sysyt,N , SysWtq,N , SytWsq,N , and SWsqWtr N
with Aysyt,N , AysWtq,N , AytWsq,N , and AWsqWtr N .)
From the foregoing, we have ∂2LN (·) /∂ωj∂ωk a.s.→ hωjωk (·) uniformly on Ψ.
Proof of Theorem 2: The conclusions of Lemmas C.2 and C.3, the consistency of ψ̂, the
continuity of H (·) at ψ0, and the nonsingularity of H0 =H (ψ0) imply
√
N
(
ψ̂ −ψ0
)
d→
N (0,H−10 I0H−10 ) (see Newey and McFadden 1994, Theorem 3.1).
Appendix D: Proof of Theorems 3 and 4
The proofs of Theorems 3 and 4 are similar to the proofs of Theorems 1 and 2. For
example, Conditions C1 and C2′ ensure the linear projection parameters in (8) exist and do
not depend on i and the errors in u˜i are uncorrelated with the regressors in xi. Furthermore,
the quasi log-likelihood
∑N
i=1 l˜ (λ0) is similar to the quasi log-likelihood
∑N
i=1 l (ψ0), and,
therefore, most of the technical details are the same as in Appendices B and C and need
not be repeated.
However, the conlusions of Theorems 3 and 4 depend on E
(
W˜
′
iΥ
−1
0 u˜i
)
= 0 being true,
and the proof of this result, though similar to the proof of Lemma 1, differs in some details.
Therefore, the proof of E
(
W˜
′
iΥ
−1
0 u˜i
)
= 0 is provided in this appendix.
Lemma D.1. Suppose E
(
x2itk
)
<∞ and E (y2it) <∞, for each i, t, and k, and Conditions
C2′ and C3′ are satisfied. Then E
(
W˜
′
iΥ
−1
0 u˜i
)
= 0.
Proof. Let
Z˜i =
(
0 Ip ⊗ (1,x′i)
∆Xi 0
)
.
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Given this definition, showing E
(
W˜
′
iΥ
−1
0 u˜i
)
= 0 consists of showing E
(
Z˜
′
iΥ
−1
0 u˜i
)
= 0
and E
[(
0, ∆y′i,−j
)
Υ−10 u˜i
]
= 0 (j = 1, . . . , p). Under the conditions of the lemma, the
elements of Z˜i are uncorrelated with the elements of u˜i; hence, E
(
Z˜
′
iΥ
−1
0 u˜i
)
= 0. It
remains to show E
[(
0, ∆y′i,−j
)
Υ−10 u˜i
]
= 0.
This result can be established by arguments similar to those used in the proof of Lemma
1. Specifically, let ∆ξit = (∆yit,∆yi,t−1, . . . ,∆yi,t−p+1)
′ , ∆ς it = (∆x
′
itβ0 +∆eit, 0, . . . , 0)
′
and let F be defined as in (14). Then we get ∆ξi2 = F∆ξi1 + ∆ς i2; and, for t > 2, we
have ∆ξit = F
t−1∆ξi1 + F
t−2∆ς i2 + · · · + F∆ς i,t−1 + ∆ς it. Let f (t)rs denote the (r, s)th
element of F t. Then, the preceding implies ∆yi2 = f
(1)
11 ∆yi1+f
(1)
12 ∆yi0+· · ·+f (1)1p ∆yi,−p+2+
∆x′i2β0+∆ei2; and, for t > 2, we have ∆yit = f
(t−1)
11 ∆yi1+f
(t−1)
12 ∆yi0+· · ·+f (t−1)1p ∆yi,−p+2+
f
(t−2)
11 (∆x
′
i2β0 +∆ei2) + · · · + f (1)11
(
∆x′i,t−1β0 +∆ei,t−1
)
+ ∆x′itβ0 + ∆eit (see the proof
of Lemma 1).
Using these equations we can write ∆yi,−j as ∆yi,−j = A˜j∆ξi1 + B˜j (∆Xiβ0 +∆ei),
where A˜j is a (T − 1) × p matrix consisting of the first T − 1 rows of Aj (see Eq. (17))
and B˜j is a (T − 1) × (T − 1) matrix consisting of the first T − 1 rows and first T − 1
columns of Bj (see Eq. (18)). Recall (∆yi,−p+2, . . . ,∆yi1)
′ = [Ip ⊗ (1,x′i)]π0 + ri for
π0 =
(
µ01,θ
′
01, µ02,θ
′
02, . . . , µ0,p,θ
′
0,p
)
′
and ri = (ri1, . . . , rip)
′ (see Eq. (10)). Moreover,
note that ∆ξi1 = I
∗ (∆yi,−p+2, . . . ,∆yi1)
′ for p× p matrix
I∗ =

0 · · · 0 1
0 · · · 1 0
...
...
...
1 · · · 0 0
 .
Let
Dj =
(
0 0
A˜jI
∗ B˜j
)
.
Then some straightforward calculations give(
0, ∆y′i,−j
)
Υ−10 u˜i =
(
β′0,π
′
0
)
Z˜
′
iD
′
jΥ
−1
0 u˜i + u˜
′
iD
′
jΥ
−1
0 u˜i. (26)
Because the elements of u˜i are uncorrelated with the elements of Z˜i, we have
E
[(
β′0,π
′
0
)
Z˜
′
iD
′
jΥ
−1
0 u˜i
]
= 0. Also, E
(
u˜′iD
′
jΥ
−1
0 u˜i
)
= tr
[
Υ−10 E
(
u˜iu˜
′
i
)
D′j
]
= tr
(
D′j
)
.
But tr
(
D′j
)
= 0, because the upper left-hand submatrix 0 in Dj is square with zeros
down its main diagonal and B˜j is a square matrix with zeros down its main diagonal, and,
therefore, Dj has zeros down its main diagonal. These observations and Eq. (26) prove
E
[(
0, ∆y′i,−j
)
Υ−10 u˜i
]
= 0.
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