Using some results on linear algebraic groups, we show that every connected linear algebraic semlgroup S contains a closed, connected dlagonallzable subsemlgroup T with zero such that E(T) intersects each regular J-class of S. It is also shown that the lattice (E(T),<) is isomorphic to the lattice of faces of a n rational polytope in some Using these results, it is shown that if S is any connected semlgroup with lattice of regular J-classes U($), then all maximal chains in U(S) have the same length.
the free commutative algebra over K in the variables XI,... ,Xn. We use the notation of [6,(] for algebraic semigroups. Let S be an algebraic monoid with identity element i and group of units G. If g E G, then the maps x/xg, x/gx, -1
x/g xg are all automorphisms of the variety S. The last one is also a semigroup automorphism. If we let a,b a,bES, ab 1}, then becomes an algebraic group. Actually, with more general notions of varieties [5] , G itself can be viewed as an algebraic group By [6, Theorem 1.1], we can assume that S is a closed submonoid of some (K) Then clearly G GL(n,K) N S and S\G is closed n If S 1 is closed submonoid of S with group of units G l, then G 1 G N S 1. If for all x e 0.. 
If e E E(S), e # 0, then there exists XE(S) such that for all gEE(S), g >_ e implies x(g) l, g_e implies x(g) 0.
(3) (S) is idempotent-free and totally cancellative.
(4) (S) is linearly independent in the vector space of all functions from S into K.
PROOF. Let G denote the group of units of S. We can assume that S is a closed submonoid of M (K) for some n E Z+. If (1) S is *-isomorphic to a closed submonoid S of (Kn, -) for some n E Z such that 0 (0,...,0) S (2) @(S) is finitely generated.
(3) If a, b S, s # b, then there exists @(S) such that (a) # (b).
PROOF. First we prove (1). We can assume that S is closed subsemigroup of (Kn, for some n Z + n minimal. Let e denote the zero of S and set S 1 {a-ela S). Then a <--> a-e represents a *-isomorphism between S and S l, 0 (0,... ,0) is the zero of S 1. So without loss of generality we can assume (6) . Then we can define @:S 1 / S 2 as (a) b. Then xC@Ca)) (@(x))Ca) for all a e SI, X e ($2)
Next we claim W m is a -homo orphism, (i) I, #(0) 0
We now prove (6), (8) . Note that the uniqueness of b in (6) follows from Lemma 2.2(3). By Lemma 2.2(1) we can assume that S 2 is a closed submonoid of (Kn, .) (6)
.th with zero 0 (0,...,0). Let Xi denote the projection of S 2 into K. Then by Lemma 2.2, X1,...,X n 6 ($2) and (S 2) < X1,...,n >. By Hence ui((Xl),..., (Xn)) vi((X1),...,(xn)), i 1,...,t. Thus ui(((Xl))(a),...,((Xn))(a)) vi(((l))(a),...,((Xn))(a)) for all a S1, i=l,...,t. So (((X1))(a),...,((Xn))(a)) e S 2 for all a 6 S 1. Define :Sl+ S 2 as (a) (((X1))(a),...,(((n))(a)). So is a *-homomorphism, (1)=l, (0) 0. Clearly Xi((a)) (((i))(a) for all aS, i=l,...,t. Since (S 2) < l,...,n >, (7) and hence (6) is true. It is clear from (7) that (9) Now let @'Sl+S2 be a *-homomorphism, @(1) l, @(0) 0. Then for all X ($2), ae SI, by (7) , (2) If i'S 1 / S 1 is the identity map then i -(S1)/(S1) is the identity map.
(3) If @:(S 2) / @(S I) is a homomorphism, then @:SI/S 2 is a *-homomorphism with $(0) 0, (I) i. Moreover @ (4) If i'(S1)/(Sl) is the identity map, then i'Sl+S1 is the identity map.
(5) If @l'Sl+S2 @2"S2/S 3 are *-homomorphism with @i(0) 0, @i(1) i, i l, 2, then (@2 o @l 1 o @2 (6) If I'($2)/(S1), 2:($3)/(S2) are homomorphisms, then i o 2 2 i (7) S 1 is *-isomorphic to S 2 if and only if (S l) is isomorphic to ($2).
PROOF. (i), (3) follow from the equations (6)-(10). (2), (4) are trivial. (7) follows from (2), (4), (5) , (6) . So we need only prove (5), (6) . First we prove (5) . Let X e (S3). Then for all a S I, So (2 0 ((2 o i ())(a) ($2(1(a))) (2(X))(,l(a)) (,l(,2(X)))(a)
Next we prove (6) . Let a S, X (S3)-Then by equation (7), X(l o 2(a)) ((1 o 2)(X))(a) (l(2(X)))(a) (2(X)) (el(a)) X(2(l(a))) X(2 o el(a)) By Lemma 2. Since K is infinite, u(col 'con) v(col," 'con) in F(X 1 ,X m). Conversely suppose u(col"" "'con) v(col'" ,con in F(X l,...,Xm). Then is a contravariant equivalence between l and 2" THEOREM 2.7. Let S be a closed connected submonoid of (Kn, -) with zero 0 (0,.. ,0). Then for some mZ + col"'''n (Xl'''''Xm)' S V where V {(col(a),...,con(a))la Km}.
PROOF. Let Xi denote the i th projection of S into K. Then by Lemma 2.2, (S) <X1,...,Xn >. By Theorem PROOF. We can assume that e is the identity element of S (otherwise we work with eSe). By Lemma i.i we are reduced to the case when f is the zero of S. By It is easy to see that (A(S), ) (A((S)), ) is a complete lattice. If S is finitely generated, then (S) is finite and so (A(S), C) is a finite lattice. Let P e A(@(S)). We claim that 8(P) e A(S) and m(8(P))=P. By Lemma 2.1, this is true for P (S). So assume P # (S). Then F (S)\P is a subsemigroup of #(S). By Lemma 2.2 we can assume that S is a closed submonoid of some (Kn, "), th 0= (0,...,0) E S and that #(S) < X1,...,X n > where X i is the i projection of (ml(a,...,a), mn(a, ,a)). Then e is a *-homomorphism. So S 1 is connected. This proves the theorem.
POLYTOPES
If X C]R n then we let C(X) denote the convex hull of X (see [4] ) The convex hull of a finite set in ]R n is called a polytope [h]. If the vertices of P are rational, then P is said to be a rational polyope. If X CP, then X is said to be a 
Since @(S) is finitely generated, A((S)) is finite. Let W e F(@(S)). By is anti-isomorphic to (A(@(S)), c_). Clearly (A(@(S)), C_) is anti-isomorphic to (X(@(S)), c_). This proves the theorem.
Let Qmn denote the set of all mn matrices over Q. The following result is well known. However, we include a proof here for the convenience of the reader. 
So P C(e(S)) C(e(Ul),..., 8(Un)) is a rational polytope. If X e X(S), then let (X) C(e(X)) c p. If F 6 X(P), then let (F) {ala6S, e(a)F} S.
Let X X(S). Let x, yP, a (0,1) such that ax + (l-a)y z 6 (X ZYkCk X Since X X(S), a I, ap, bl,...,bqX. Since x C(e(al), e(ap)) and y 6 C(e(bl) e(bq)), x, y (X). Hence (X) X(P). Clearly X C_ @((X)). Conversely let P c_m be a rational polytope. Then P C(a l,...,an) for some al"'"an 6 Qm. If a 6 Z+, then clearly (X(P), _c) = (X(aP), _c). So we can assume that a 1,...,an zm" Let u. (a i,1), i=l,...,n, d m+l. Then Pl=C(u1,...,un)= P {i} C__ m d is a rational polytope and (X(P), C__) (X(pl) C__). Let (2) Let be a finite semilattice. Then is the maximal semilattice image of some finitely generated, commutaitve, idempotent free, totally cancellative semigroup if and only if (X(), c) is isomorphic to (X(P), c) for some rational polytope P.
If P is a polytope, call X(P), the face lattice of P. 
