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Abstract 
 
Identifying promising ideas from large innovation 
contests is challenging. Evaluators do not perform well 
when selecting the best ideas from large idea pools as 
their information processing capabilities are limited. 
Therefore, it seems reasonable to let crowds evaluate 
subsets of ideas to distribute efforts among the many. 
One meaningful approach to subset creation is to draw 
ideas into subsets according to their similarity. Whether 
evaluation based on subsets of similar ideas is better 
than compared to subsets of random ideas is unclear. 
We employ experimental methods with 66 crowd 
workers to explore the effects of idea similarity on 
evaluation performance and cognitive demand. Our 
study contributes to the understanding of idea selection 
by providing empirical evidence that crowd workers 
presented with subsets of similar ideas experience lower 
cognitive effort and achieve higher elimination 
accuracy than crowd workers presented with subsets of 
random ideas. Implications for research and practice 
are discussed. 
 
 Introduction  
The more ideas are generated in open spaces, such 
as in open innovation contests, the more likely it is that 
truly good ideas are contributed [7]. Yet, even if the 
contest phase has resulted in a huge number of ideas, the 
success of an innovation contest is dependent on the idea 
selection phase and whether the best opportunity can 
actually be identified [12, 25]. Idea selection is 
cognitively demanding [3], time-consuming [2], and 
individuals often fail to identify the best ideas [12]. One 
way to ease the cognitive demand is to prompt idea 
evaluators towards excluding ideas instead of including 
ideas into a consideration set [17]. In addition, to curb 
selection duration, more and more organizations 
outsource idea evaluation from a small team to a large 
crowd [4, 5].  
There exists first evidence that prompting crowd 
evaluators towards excluding bad ideas results in higher 
evaluation accuracy [23]. Yet large innovation contests 
often produce many duplicate or similar ideas [11] that 
do not enrich the solution space, but consume additional 
time and resources during idea screening [18]. Hence, 
several studies emphasize the importance of organizing 
the large pool of ideas and categorizing them for idea 
evaluation [37, 42]. This becomes particularly relevant 
for crowd-based idea evaluation in large innovation 
contests, in which it could be unfeasible to let each 
crowd worker assess all ideas. Given that crowd tasks 
are rather brief [35] and individuals’ information 
processing capabilities are limited [46], effective 
selection techniques need to be found that allow to 
meaningfully distribute a subset of ideas to crowd 
workers for idea evaluation.  
The creation of subsets according to idea similarity 
could be such a crowdsourcing technique for more 
effective crowd-based idea evaluation. There exists 
empirical evidence, that idea similarity is indicative of 
idea quality, yet with heterogeneous findings [18, 24, 
47, 49]. Idea similarity can be established by organizing 
ideas into the same category [24]. Following this, 
eliminating ideas from within the same category should 
make the evaluation cognitively easier [1]. It remains 
unclear if the theorized effects of idea similarity on 
cognitive demand can also improve the performance of 
crowd-based idea evaluation. Consequently, more 
empirical evidence needs to be provided to understand 
the role of idea similarity when crowds are tasked to 
evaluate submissions from crowd initiatives like 
innovation contests [49]. We see a research gap in our 
understanding of how the provision of crowd workers 
with subsets created according to idea similarity affects 
evaluation performance and cognitive demand. Hence, 
our research question is: How do evaluation 
performance and perceived cognitive demand differ 
between crowd workers that eliminate low quality ideas 
from subsets of similar ideas and crowd workers that 
eliminate low quality ideas from subsets of random 
ideas? 
We aim to study whether the provision of subsets of 
similar ideas will lead to higher evaluation performance 
in terms of accuracy, false positive and false negative 
rates and lower cognitive demand in terms of perceived 
cognitive effort and information overload.  
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 Theoretical Background  
2.1. Elimination in Idea Selection 
Idea selection starts after the conclusion of an idea 
contest and ends with winner determination. At IBM’s 
Innovation Jam, for example, 10 out of 45,000 ideas 
were funded to create new businesses [1]. In Cisco’s I-
Prize competition one winner was chosen out of 1,200 
distinct ideas [20]. In these exemplary cases, contest 
organizers first assembled a shortlist of high quality 
ideas in a screening phase from which a jury of experts 
determined the winner in a final phase. For idea 
screening, they usually turn to evaluators that are not the 
ideators themselves to reduce a potential bias due to the 
endowment effects [33], the likelihood to select an idea 
in which you already invested a lot, that is one’s own 
idea [22]. This different set of evaluators could be an 
internal or external small team, but also another crowd.  
But people are often not able to discern the best ideas 
[12]. Their ability to make high-quality decision is 
limited due to high information load [9, 44] and high 
cognitive effort [48]. Cognitive load represents the load 
that is imposed by the task and its representation on the 
human cognitive system when performing this task [46]. 
Cognitive effort is the amount of resources that humans 
need to allocate to the task to meet the tasks’ 
information processing demands [34]. Studies on idea 
selection found that prompting evaluators towards 
exclusion (eliminate the bad ideas) requires less effort 
than prompting evaluators towards inclusion (select the 
best idea). [26]. An exclusion strategy describes 
eliminating the less likely alternatives from an initial set 
[17, 39]. Eliminating or excluding ideas is believed to 
ease the cognitive effort of decision-makers as they tend 
to engage in attribute-based processing instead of 
alternative-based processing [26]. Under attribute-based 
processing, evaluators would consider a single attribute 
of an idea for comparison with other ideas before other 
attributes are considered. Under alternative-based 
processing, evaluators would consider an idea 
(alternative) with all its attributes before moving to the 
next alternative [38]. Yet, it is unclear how the 
performance or quality of idea selection can be 
evaluated. 
 
2.2. Assessing the Quality of Idea 
Selection 
Many idea selection procedures rely on a binary 
assessment of idea quality (good vs. bad ideas) as it is 
less time-consuming and cognitively demanding than 
applying e.g., multiple quality criteria to be assessed on 
rating scales. The binary nature allows to measure 
overall accuracy of an evaluators’ idea assessment by  
 Table 1. Confusion Matrix and suggested 
measures for assessing evaluation 
performance 
  Gold standard 
  Low quality  High quality  
P
re
d
ic
ti
o
n
 o
f 
th
e 
cr
o
w
d
 Low  
quality  
True posi- 
tives (TP) 
False posi-
tives (FP) 
High  
quality 
False nega-
tives (FN) 
True nega-
tives (TN) 
Measures to assess evaluation performance: 
Accuracy: 𝐴𝐶𝐶 =
∑ 𝑇𝑃+ ∑ 𝑇𝑁
∑ 𝑇𝑃+∑ 𝐹𝑁+∑ 𝑇𝑁+∑ 𝐹𝑃
  
False negative 
rate: 
𝐹𝑁𝑅 =
∑ 𝐹𝑁
∑ 𝑇𝑃 + ∑ 𝐹𝑁
 
False positive 
rate: 
𝐹𝑃𝑅 =
∑ 𝐹𝑃
∑ 𝐹𝑃 + ∑ 𝑇𝑁
 
 
using common metrics from the field of Information 
Retrieval (e.g., [49]). In the so called confusion or error 
matrix, the prediction of a condition is compared to its 
designated condition [45]. Table 1 presents a confusion 
matrix for idea selection with four quadrants that exhibit 
the absolute values of classifications made by the crowd 
compared to the gold standard. In scientific research, the 
gold standard is usually established through multiple 
raters with domain knowledge (e.g., [3, 24]). When 
considering that an exclusion strategy strives for 
eliminating low quality ideas, positive predictions refer 
to the elimination of a low quality idea, while negative 
predictions describe ideas that were not eliminated and 
hence considered as high quality. The true positive (TP) 
quadrant, therefore includes ideas that have been 
classified by both, the crowd and the gold standard, as 
low quality ideas. The false positive (FP) quadrant,  
includes ideas that have been classified by the crowd as 
low quality, but as high quality by the gold standard. 
The false negative (FN) quadrant, includes ideas that 
have been classified by the crowd as high quality but as 
low quality by the gold standard. The true negatives 
(TN) quadrant, includes ideas that are classified as high 
quality by the crowd and the gold standard. 
We argue for three measures of evaluation 
performance that are particularly relevant for idea 
selection. First, the crowd’s evaluation of ideas should 
comply with the gold standards’ rating and therefore, the 
elimination accuracy (ACC) should be high. Accuracy 
measures the proportion of all correct predictions and 
includes true positives as well as true negatives [30]. 
Thus, the crowd’s elimination accuracy increases with 
the number of ideas that are correctly classified as low 
quality and correctly classified as high quality.  
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Second, the false negative rate represents the 
fraction of ideas that are incorrectly classified as high 
quality [30]. If the crowd wrongly classifies an idea as 
high quality even though it should be classified as low 
quality, more resources need to be deployed in the next 
phase. Contest organizers aim at avoiding allocating 
additional (financial and human) resources [36] in 
subsequent evaluation activities. Hence, the false 
negative rate (FNR) should be small.  
Third, the false positive rate describes all incorrectly 
as low quality classified ideas [30]. Contest organizers 
might also be concerned with missing out on high 
quality ideas from the screening phase. Hence, the false 
positive rate (FPR) should be small to avoid eliminating 
high quality ideas. 
Besides these idea related evaluation performance 
measures, also evaluator related measures should be 
considered. It has been established that idea evaluation 
is cognitively demanding (e.g., [3, 23]). When cognitive 
effort is perceived as high, people get tired more quickly 
and performance drops eventually. Some individuals 
might even experience information overload, because 
they feel overwhelmed by the amount of information. 
Hence, we argue that evaluation performance 
(elimination accuracy, false negative rate, false positive 
rate) and cognitive demand (cognitive effort, 
information overload) are relevant measures for idea 
selection quality. 
 
2.3. Idea Similarity 
Many contest organizers pre-process ideas to 
support the identification of high quality ideas. For 
example, text mining was adopted in the IBM’s 
Innovation Jam with more than 46,000 ideas to put 
similar postings in the same category for later 
assessment by experts [1]. Pre-processing ideas 
according to their similarity is useful in order to gain an 
overview of the opportunity space particularly when 
idea contests resulted in hundreds of ideas [24]. 
Identifying similar ideas during the evaluation process 
however rather distracts from evaluation task itself [11]. 
[42] found that categorization features in idea 
management system are positively associated to the 
effectiveness of and satisfaction with the idea 
assessment. Idea similarity has been investigated in the 
domain of crowdsourcing with different 
operationalization approaches as displayed in Table 2. 
There exist examples of human-based categorization 
efforts [24, 33, 52], of automated approaches [41, 49], 
or of hybrid approaches [43]. A handful of studies 
investigated the relationship between idea similarity and 
evaluation accuracy. Some studies found that dissimilar 
ideas are associated with higher selection probability 
[49] or higher creativity [47]. Other studies found that 
dissimilar ideas are not generally considered more 
valuable [24]. [18] found that either very similar or very 
dissimilar ideas are more likely to be implemented.  
Table 2. Idea similarity in innovation contests 
Author(s) Operationalization of similarity Relevant contributions 
[49] Text mining-based dissimilarity 
identification 
Distinct ideas are associated with higher selection 
probability  
[24] Human categorization - grouping of 
similar ideas, indicating identical or 
essentially identical ideas 
Ideas that are more distinct from other ideas are not 
generally considered more valuable  
[47] Text mining with statistical procedures Ideas with semantic subnetworks that are more distinct 
(higher prototypical edge weight distribution) tend to be 
judged as more creative  
[43] Hybrid similarity comparison of 3 
alternatives 
Participants that see similar ideas generate ideas of higher 
creativity (not significant) 
[18] Text mining-based dissimilarity 
identification 
Very similar or very dissimilar ideas are more likely to be 
implemented  
[11] Manual human identification of duplicate 
ideas 
Duplicate identification detracts from identifying high 
quality ideas  
[42] Human categorization in idea 
management system 
Idea management systems that have a categorisation 
feature are associated with higher idea assessment 
effectiveness and with higher satisfaction with idea 
categorization 
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This suggests that ideas, which potentially are of high 
quality, can be found at both ends of the idea similarity 
continuum. [24] suggested that high similarity among 
ideas can be an indicator of popularity. Hence, when 
there exist many similar or even identical ideas, 
evaluators might be persuaded to consider the type of 
idea to be in high demand and therefore valuable [27]. 
When subsets of ideas are randomly composed, chances 
decrease that evaluators choose from very similar ideas. 
They are more likely to end up with ideas from multiple 
categories, which are randomly positioned. This should 
make it harder to recognize frequent topics shared by 
multiple ideas. However, when subset creation depends 
on idea similarity, e.g., an idea belonging to the same 
category, evaluators are likely to recognize the common 
theme or topic among ideas. The truly good idea should 
stand out amongst its similar ones. Hence it should be 
easier to recognize their potential value, resulting in 
more true predictions (H1a), lower resource 
inefficiencies in subsequent evaluation activities (H1b) 
and lower fear of missing out on good ideas (H1c). 
Thus, 
 
Hypothesis 1: Crowd workers that eliminate ideas 
from subsets of similar ideas will have higher evaluation 
performance in terms of elimination accuracy (H1a), 
FNR (H1b), and FPR (H1c) than crowd workers that 
eliminate ideas from subsets of random ideas. 
 
In human-based categorization, people place the 
information they process into their mental schema. 
Depending on whether information is organized into 
macro or micro concepts greatly affects the number of 
alternatives they then need to consider [28]. Dealing 
with familiar concepts, e.g., ideas, people, or situations, 
induces cognitive ease for information processing [21]. 
Consequently, evaluators could use these freed up 
cognitive resources to investigate and compare ideas 
more in depth. We assume that the categorization or 
clustering of ideas according to similarity supports 
comparing alternatives with respect to their 
elaborateness. When an idea is described in detail (why 
the idea is relevant, how the idea can be implemented, 
for whom the idea is relevant, etc.), it is easier to 
estimate its potential benefit. The less elaborated an idea 
is, the more ambiguous it is, because potentially relevant 
information is missing from the idea description and 
selecting the idea into a consideration set becomes 
riskier. If evaluators need to choose from a random idea 
set, their chances to compare similar ideas are lower and 
therefore the choice is cognitively more demanding. 
Hence, we suggest: 
                                                          
1 The website of the contest is not publicly available anymore, 
information can be requested from the authors or found on the 
Hypothesis 2: Crowd workers that eliminate ideas 
from subsets of similar ideas will perceive lower 
cognitive demand in terms of cognitive effort (H2a) and 
information overload (H2b) than crowd workers that 
eliminate ideas from subsets of random ideas. 
 
 Method 
To test the hypotheses above, we conducted a 
between-subject web experiment manipulating idea 
similarity (categorized ideas vs. random). We presented 
participants with six idea subsets of five ideas each 
selected from a real innovation contest. We applied two 
distinct annotation processes with the goal to develop a) 
the category treatment (independent variable) and b) the 
gold standard (dependent variable). 
 
3.1. Operationalization of Independent 
Variable 
We drew a subset of 100 ideas from the ZEISS VR 
ONE App Contest1. The goal of the contest was to 
source ideas for apps or completed apps for the virtual 
reality (VR) and augmented reality (AR) headset. For 
each condition, we distributed ideas such that each idea 
was seen by multiple crowd workers who each received 
30 distinct ideas in six subsets. All ideas were presented 
in random sequence to control for order bias. While the 
subsets in the random treatment contained randomly 
selected ideas, the crowd workers in the category 
treatment condition were presented with subsets of five 
similar ideas that had been pre-processed into categories 
beforehand.  
To develop the category treatment, we applied a 
three-round categorization process that involved a team 
of two of the co-authors and four master and PhD 
students. In the first two hours, they built a shared 
understanding on the categories and their relationships 
using a subset of ideas. In order to identify and label 
categories they facilitated themselves using the Pin-
The-Tail-On-The-Donkey (PD) ThinkLet, while the 
Theme Seeker (TS) [6] ThinkLet was used to categorize 
ideas. The result was a codebook of eight relevant 
category labels, their definitions and keywords. In the 
second round, the same process was repeated with the 
remaining ideas distributed among the team members. 
We determined the final category for each idea by 
unanimity and majority (67%) rules: Entertainment (42 
ideas), healthcare (14), travel (11), education (10), 
sports (6), shopping (6), design (5), work (4), safety (2). 
For the similarity treatment, we selected ideas for each 
following websites: https://goo.gl/ZwnfWG and 
https://goo.gl/9wejm3  
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participant out of the entertainment category, because 
this category was the only one that included more than 
30 ideas, which was necessary to create the six subsets 
of five similar ideas each. With respect to the random 
treatment, we presented a random selection of 30 ideas 
from all eight categories, which were split into six 
subsets of five ideas. 
 
3.2. Subjects  
Eighty-five subjects were recruited from Amazon 
Mechanical Turk, a platform that allows to outsource 
Human Intelligence Tasks (HIT) to crowd workers. The 
expected time to complete the HIT was determined 
during pre-tests and amounted to 30 minutes, which 
resulted in a reward of 3.00 US Dollar per HIT to 
comply with the minimum wage of the United States. 
We limited the pool of crowd workers to the United 
States to increase the participation probability of native 
English speakers and to those crowd workers that had at 
least 100 completed HITs and a HIT approval rate of 
98%.  
We rejected and denied compensation for 19 crowd 
workers that completed the HIT (see Table 3), because 
they had failed one or more predefined approval criteria: 
First, two crowd workers did not submit the correct 
survey code provided on the last page of the survey. 
Second, three crowd workers spent less than one minute 
on the platform compared to an average time spent of 
7:12 minutes in the random treatment and 8:12 in the 
category treatment which raised doubts if they 
sufficiently paid attention to the task at hand. Third, 
sixteen respondents did not pass the attention check 
(adapted from [51]), which was "I felt there were too 
many cats in the idea. (Please select strongly disagree, 
as this is an attention check!)". Finally, we included 66 
crowd workers in our data analysis out of which 41 were 
in the random and 25 were in the similarity treatment.  
 
3.3. Procedure and instrumentation 
Once crowd workers accepted the HIT, they were 
redirected to our experimental online platform (see 
Figure 1). On the welcome screen, crowd workers were 
informed about the task with the following prompt 
“Please reduce the ideas drastically and eliminate ‘bad’ 
ideas that you feel are insufficient for further 
consideration. You can eliminate zero, one or multiple 
‘bad’ ideas from each set”. This binary assessment can 
be understood as a holistic rating scale, which means 
that only one score with a single trait is collected [15]. 
Hence, the meaning of “bad” was not further explained 
in order to avoid guiding the attention to multi-
dimensional quality criteria and artificially inducing 
  
Table 3. Crowd worker included in analysis 
 Ran-
dom 
Simi-
larity 
Total 
Completed HITs 
57 
(67%) 
28 
(33%) 
85 
(100%) 
Rejected and unpaid 16 3 19 
   Wrong survey code 2 0 2 
   Less than 1 minute 3 0 3 
   Failed attention check 13 3 16 
Included in analysis 
41 
(62%) 
25 
(38%) 
66 
(100%) 
 
 
Figure 1. Screenshots of the elimination 
platform 
 
higher cognitive effort during elimination. On each of 
the next six screens, five ideas were presented where 
crowd workers could check boxes to eliminate bad ideas 
indicated by a trash icon. As the ideas had different 
lengths and were described with up to 500 words, the 
screen showed the first 100 characters of the description. 
Crowd workers could click on “read more” to view the 
whole idea description. Once a crowd worker moved to 
the next idea screen, the selection of eliminated ideas 
was stored in the database including its start and end 
timestamps. The experiment ended with a survey that 
collected perception-based variables and demographic 
data.  
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3.4. Measures and Operationalization 
The gold standard is necessary to measure 
evaluation and was set by two of the co-authors with 
necessary domain knowledge over a period of two 
weeks following a four-step approach. In the first step, 
the two raters checked the innovativeness of ideas by 
researching existing solutions on the market. They 
individually rated 30 ideas in terms of four criteria that 
indicate low quality: ideas are worn, uncreative, useless 
or not elaborated. In the second step, they discussed 
their individual assignments, built shared understanding 
of the evaluation criteria and agreed on a good/bad 
assessment for each of the 30 ideas in a two hour 
discussion. In the third step, both evaluated the 
remaining 70 ideas individually. We checked inter-rater 
reliability and achieved simple agreement of 69.5% and 
a Cohen’s Kappa of .535 with p < .001, which is a fair 
to good value according to [10]. Finally, the two 
researchers discussed and resolved conflicts and 
therefore developed an agreed quality assessment of all 
ideas. To check for robustness, we correlated our 
assessment with the number of likes each idea had 
received from the online innovation community during 
idea generation. We found a positive correlation, r(98) 
= 0.24, p = .014, which further supports our assessment. 
Each crowd worker’s idea assessments were then 
compared to the gold standard to determine the number 
of true positives, false positives, true negatives and false 
negatives. Afterwards, we calculated the metrics 
elimination accuracy, false positive rate and false 
negative rate.  
The perception-based variables comprise cognitive 
effort [50] and information overload (adapted from 
product overload [16]) with a 7-point Likert scale 
(0=strongly disagree, 6=strongly agree). Cognitive 
effort was measured using three items: “The task of 
selecting ideas took too much time”, “Selecting ideas 
required too much effort” and “Selecting ideas was too 
complex”. Information overload was measured using 
five items: “There were so many ideas to choose from 
that I felt confused”, “The more I learned about these 
ideas, the harder it seemed to choose between ideas”, “It 
was difficult to obtain an overview over the ideas”, 
“With that many ideas to choose between, I have had a 
hard time identifying distinguishing idea 
characteristics”, and “With that many ideas to choose 
between, I found it difficult to compare competing 
ideas”. 
We performed reliability analysis with Cronbach’s 
Alpha for perceived cognitive effort (alpha = .966) and 
information overload (alpha = .906). All perception-
based constructs reached the recommended threshold of 
.7 [32]. To test convergent and discriminant validity, we 
performed exploratory factor analysis with Promax 
rotation. All items of our perception-based constructs 
loaded well on the resulting two factor solutions with 
factor loadings higher than .6. Cross-loadings were low 
and MSA-values higher than .5. All these values 
exceeded the recommended thresholds [32] and 
therefore convergent and discriminant validity are 
deemed satisfactory. 
 
 Results 
This study investigates the effects of idea similarity 
on evaluation performance and cognitive demand. We 
first checked data against violation of statistical 
assumptions. For normal distribution, we inspected data 
visually with boxplots and histograms as well as 
skewness and kurtosis statistics. For the evaluation 
performance measures, boxplots and histograms 
indicated a close to bell curve; skewness was -0.561, -
0.721 and 0.525 and kurtosis was -0.312, -0.796, and -
0.398 for the three DVs, accuracy, FNR, and FPR. 
Hence, we deemed our data to be sufficiently normally 
distributed. We tested homogeneity of variance with 
Levene’s statistics, which turned out to be non-
significant (Accuracy: F = 0.681, p = .412 ; FNR: F = 
2.867, p = .095; FPR: F = 0.067, p = .796) and hence 
satisfactory [13]. For the cognitive demand variables, 
the assumptions of normal distribution (skewness and 
kurtosis within the range of -1 and +1) and homogeneity 
of variance (p < .05) did not hold [14]. 
 
Table 4. Confusion matrix - random 
treatment 
  Gold Standard 
Random Low quality High quality 
Eliminated 
ideas 
TP: 8.44  
TPR: 36.04% 
FP: 1.85  
FPR: 28.47% 
Remaining 
ideas 
FN: 14.90  
FNR: 63.96% 
TN: 4. 80  
TNR: 71.53% 
Elimination Accuracy = 44.15% 
 
Table 5. Confusion matrix - similarity 
treatment 
 Gold Standard 
Similarity Low quality High quality 
Eliminated 
ideas 
TP: 9.24  
TPR: 43.13% 
FP: 2.56  
FPR: 30.02% 
Remaining 
ideas 
FN: 12.24  
FNR: 56.87%% 
TN: 5.96  
TNR: 69.98% 
Elimination Accuracy = 50.67% 
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We performed one-way ANOVAs on elimination 
accuracy, FN rate and FP rate (Table 6). With respect to 
elimination accuracy, we found a significant treatment 
effect, which indicates that crowd workers presented 
with a set of similar ideas have higher elimination 
accuracy than crowd workers that were presented with 
random ideas, F(1, 64) = 7.523, p = .008, partial ƞ² = 
.105. According to Cohen the effect of similarity on 
elimination accuracy can be referred to as medium to 
large [8]. The descriptive statistics are given in Table 4 
for the random treatment and  
Table 5 for the similarity treatment. The average 
elimination accuracy was 44.15% for crowd workers of 
the random treatment compared to 50.67% for the 
similarity treatment, a difference of 6.53 percentage 
points (see). We therefore accept Hypothesis H1a.  
With respect to the false negative rate (FNR), the crowd 
in the random treatment had a FNR of 63.96%, which is 
significantly higher than the FNR of 56.87% in the 
similarity treatment (F(1, 64) = 4.283, p =.043, partial 
ƞ² = .063). According to Cohen the effect of similarity 
on FNR can be referred to as medium [8]. We therefore 
accept Hypothesis H1b.2 
The false positive rates (FPR) were similar for the 
random (28.47%) and similarity treatment (30.02%) 
with no significant differences between the groups, F(1, 
64) = 0.076, p > .784, partial ƞ² = .001. Hypothesis H1c 
was therefore rejected. 
Furthermore, we tested differences between 
treatments for the two measures of cognitive demand, 
cognitive effort and information overload. As the data 
violated assumptions of ANOVA, we performed the 
non-parametric Mann-Whitney U test (see Table 7). 
Cognitive effort was significantly lower for crowd 
workers that eliminated ideas from a set of similar ideas 
(Mdn = 1.00) than for those that eliminated ideas from 
a set of random ideas (Mdn = 2.33), U = 359.50, p = 
.033, r² = .069. According to Cohen the effect size is 
medium [8] (see Table 8). We therefore accept 
Hypothesis H2a.  
Information overload was not significantly lower for 
crowd workers that eliminated ideas from a set of 
similar ideas (Mdn = 3.60) than for those that eliminated 
ideas from a set of random ideas (Mdn = 2.60), U = 
461.50, p = .498, r² = .007. We therefore reject 
Hypothesis H2b.  
Table 6. ANOVA for elimination accuracy, FN rate, FP rate 
Source DF  Mean square F p-value partial ƞ² 
ANOVA Dependent variable: Elimination accuracy 
Treatment 1  0.066 7.523 .008 .105 
Error 64  0.009    
ANOVA Dependent variable: FN rate 
Treatment 1  0.078 4.283 .043 .063 
Error 64  0.018    
ANOVA Dependent variable: FP rate 
Treatment 1  0.004 0.076 .784 .001 
Error 64  0.049    
Table 7. MANN-WHITNEY U-test for cognitive effort and information overload  
Source N  Mean rank U Z p-value r² 
MANN-WHITNEY U Dependent variable: Cognitive effort  
Random 41  37.23 359.500 -2.137 .033 .069 
Similarity 25  27.38     
MANN-WHITNEY U Dependent variable: Information overload  
Random 41  32.26 461.500 -0.678 .498 .007 
Similarity 25  35.54     
 
                                                          
2 We performed the ANOVA with less stringent criteria using 
(all completed HITs) and found the significant differences for 
H1a (Accuracy), but not for H1b (FN rate). 
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Table 8. Mean (M) and standard deviation 
(SD) of cognitive demand for the two 
treatments  
  Cognitive 
Effort 
Information 
Overload 
 N M SD M SD 
Random 41 2.85 2.03 2.88 1.61 
Similarity 25 1.79 1.20 3.18 1.40 
 
 Discussion 
In this study, we used experimental methods to 
investigate the associations between idea similarity, 
evaluation performance and cognitive demand in a 
crowd setting, i.e. crowd workers were tasked to 
eliminate bad ideas from a set of ideas that were 
previously generated by a different crowd of ideators in 
an online innovation contest.  
 
5.1. Theoretical implications 
Our findings contribute to the literature on idea 
selection. We found that crowd workers who were 
prompted towards elimination and presented with 
subsets of similar ideas experienced lower cognitive 
effort and achieved higher elimination accuracy than 
crowd workers who were presented with subsets of 
random ideas. Thus, this paper provides first empirical 
evidence that just by presenting similar ideas in idea 
subsets, evaluation accuracy can be improved. This is in 
line with the finding in [23].  Yet, our study has some 
notable differences with respect to the setting and 
participants. First, [23] used an organization-internal 
crowd of 66 ideators that were also the raters. Hence, a 
potential endowment effect cannot be ruled out. In 
contrast to that, our study used real crowd-generated 
ideas from an open innovation contest and we tasked a 
different crowd to eliminate the bad ideas. [23] limited 
the number of potential exclusions to 10 and therefore 
had a fixed reduction rate (RR=10/48=0.21). Our study 
did not restrict the number of eliminations and the 
average reduction rates turned out to be higher in the 
random (RR=10.29/30=0.34) as well as in the similarity 
treatment (RR=11.80/30=0.39). In both treatments, the 
final sets also contained a higher ratio of high to low 
quality ideas than the original set. Therefore, we found 
that the crowd is capable to substantially reduce sets of 
ideas and to increase the proportion of high quality ideas 
to be further considered. 
Moreover, we contribute to literature with the 
finding that presenting subsets with similar ideas was 
associated with lower cognitive effort. Raters that 
eliminated ideas from different categories experienced 
higher cognitive effort than raters that eliminated ideas 
from the same category. This implies that parts of the 
raters’ cognitive demand can be reduced by allocating 
ideas into subsets of the same category before handing 
them over for elimination. 
 
5.2. Implications for practitioners 
Our findings also have implications for contest 
organizers: [40] found that processing one idea would 
cost approximately $500 and four hours of staff and 
management time in a Fortune 100 company. Compared 
with our experiment in which all 100 ideas had to be 
evaluated, our expenditures for 66 crowd workers 
amounted to $237.60, which worked in total 8 hours and 
20 minutes. Hence, the challenge to keep costs and time 
for idea selection low is an important challenge. We are 
the first to have tested the evaluation performance 
variables FN and FP rate in the context of idea selection, 
which we argue provide insights to the challenges for 
contest organizers. The FN rate represents the objective 
to keep effort for subsequent evaluation activities low. 
It refers to the fraction of ideas that the crowd perceived 
as high quality even though they are of low quality 
according to the gold standard. In our elimination 
context, a lower FN rate indicates less evaluation effort. 
We found that idea similarity is associated with lower 
FN rates. Hence, the provision of similar ideas seemed 
to foster effective elimination. Yet, idea similarity was 
not associated with FP rates, which could give 
indication whether the elimination procedure could 
foster or decrease the fear of missing out on good ideas. 
Moreover, we could show that ideas should be 
provided in subsets of similar ideas for improved idea 
selection. We provide empirical evidence that raters that 
eliminated ideas from subsets of similar ideas 
experienced lower cognitive effort and achieved higher 
evaluation accuracy. 
 
5.3. Limitations and future research 
There are also some limitations to our study that 
need to be considered and should be addressed by future 
research. First, the sample size is relatively small. Future 
work could repeat the experiment on a larger sample of 
crowd workers in order to increase statistical power. 
Second, our gold standard assessment is correlated 
with the voting of the online innovation community and 
could therefore give indication on the popularity of 
ideas. We cannot rule out the possibility that community 
votes were distorted by manipulative tactics of 
community members [19]. Moreover, although the two 
raters had the required domain knowledge for idea 
evaluation, they are non-experts in the domain. By 
collecting background information and developing 
required knowledge in the domain of the contest, we 
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mitigated the risk of eliminating ideas that would not be 
in the interest of the contest sponsor’s objectives. In 
addition, it was found that non-experts do not differ 
from experts when ranking ideas to determine high and 
low quality ideas [29]. Nonetheless, the gold standard 
assessment should be extended into a compound 
measure considering the opinion of domain experts in 
future research. 
Third, the crowd workers in the similarity treatment 
were presented with similar ideas from the category 
entertainment, while we selected ideas from all 
categories in the random treatment. Even though the 
ideas were submitted to the same online contest, we 
cannot rule out that ideas differ with respect to the 
domain knowledge needed for their evaluation. Future 
research could explore the association between domain 
knowledge of crowd workers and the domains 
represented by the submitted ideas. 
Fourth, the crowd workers in our experiment were 
asked to evaluate ideas in binary categories. For future 
work, non-binary categories such as “good/ mediocre/ 
bad” might provide a promising approach to further 
reduce cognitive effort by not enforcing decisions in 
situations, where crowd workers might not be able to 
make up their minds about an idea. 
Finally, a considerable number of crowd members 
showed short task engagement as mentioned above. 
Future research could change incentives in such a way 
that a crowd worker gets additional rewards when the 
assessment is closer to the gold standard. 
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