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Vector hyperbolic equations on the sphere
possessing integrable third order symmetries
A Meshkov 1 and V Sokolov 2
1 Orel State University, Russia
2 Landau Institute for Theoretical Physics, Moscow, Russia
Abstract. The complete lists of vector hyperbolic equations on the sphere that have inte-
grable third order vector isotropic and anisotropic symmetries are presented. Several new
integrable hyperbolic vector models are found. By their integrability we mean the existence
of vector Ba¨cklund transformations depending on a parameter. For all new equations such
transformations are constructed.
1. Introduction
The symmetry approach to classification of integrable PDEs (see, for instance, [1–4] ) is very
efficient for evolution PDEs with one spatial variable. It is based on the existence of local
higher infinitesimal symmetries and/or conservation laws.
For hyperbolic equations
(1.1) uxy = Ψ(u, ux, uy)
the symmetry approach assumes the existence of both x-symmetries of the form
(1.2) ut = A(u, ux, uxx, . . . , ),
and y-symmetries of the form
(1.3) uτ = B(u, uy, uyy, . . . , ).
For example, the famous integrable sin-Gordon equation
uxy = sin u
admits the symmetries
ut = uxxx +
1
2
u3x, uτ = uyyy +
1
2
u3y.
Since the sin-Gordon equation is invariant with respect to the interchanging x ↔ y the sym-
metries are defined by the same (up to x ↔ y, t ↔ τ) equation. This evolution equation has
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2infinitely many conservation laws and therefore consists in the list of integrable equations of
the form
(1.4) ut = uxxx + Φ(u, ux, uxx),
obtained in [5, 6] (see [7] for details and proofs).
In the general classification problem, all the functions Ψ, A, B in (1.1) – (1.3) are unknown.
They have to be found from compatibility conditions for (1.1), (1.2) and (1.1), (1.3). Such
complete classification of integrable equations (1.1) turned out to be an extremely difficult
problem. It is still unsolved although some partial results were obtained in [8–10].
However if we fix somehow functions A and B, then it is not difficult to verify whether or
not the corresponding function Ψ exists. In particular, to find integrable hyperbolic equations
of the sin-Gordon type, one can assume [11] that both symmetries (1.2) and (1.3) are integrable
equations of the form (1.4).
Our goal is to apply this idea for finding interesting integrable vector hyperbolic equations
of the form
(1.5) uxy = h0u+ h1ux + h2uy
on the sphere. Here u is an N -dimensional (or even infinite-dimensional) vector and hi are
some scalar-valued functions depending on two different scalar products (· , ·) and 〈· , ·〉 between
vectors u,ux and uy. The sphere is defined by the equation u
2 = 1. Here and in the sequel for
any vector a we denote a2 = (a,a).
For equations on the sphere the constraint u2 = 1 implies relations (u,ux) = (u,uy) = 0
and (u,uxy) = −(ux,uy). From these identities it follows that equation (1.5) has the form
(1.6) uxy = h1ux + h2uy − (ux,uy)u.
Equation (1.6) is called isotropic if the coefficients involve the scalar product (· , ·) only. In this
case the hi are functions in three scalar variables (ux,ux), (ux,uy), (uy,uy). It is clear that
isotropic models are invariant with respect to the group SO(N).
If the coefficients essentially depend on the both scalar products then the equation is called
anisotropic. In the anisotropic case the hi are functions of nine scalar variables:
(ux,ux), (ux,uy), (uy,uy), 〈u,u〉, 〈u,ux〉, 〈ux,ux〉, 〈u,uy〉, 〈uy,uy〉, 〈ux,uy〉.
All these scalar products will be considered as independent variables (cf. [12]). As a result all
models found in the paper are integrable for any dimension N .
Integrable isotropic and anisotropic vector evolution equations on the sphere have been stud-
ied in [12, 13]. This paper is based on results obtained there.
3The symmetry approach to integrability of vector evolution equations
ut = fm uk + fm−1 uk−1 + · · ·+ f1 ux + f0 u, ui = ∂
i
u
∂xi
,
whose coefficients gi depend on scalar products between vectors u, ...,uk, has been developed
in [12]. By integrability of such equations we mean the existence of infinite series of vector
symmetries
uτk = gk uk + gk−1uk−1 + · · ·+ g1ux + g0 u
and/or infinite series of conservation laws
∂ρi
∂t
=
∂σi
∂x
,
where ρi, σi are functions of the scalar products.
In particular, in [12] necessary integrability conditions for equations of the form
(1.7) ut = uxxx + f2uxx + f1ux + f0u
have been found. It is remarkable that these conditions look very similar to the integrabil-
ity conditions (see [1, 14]) for scalar equations (1.4). Using these integrability conditions we
obtained a complete list of isotropic equations of form (1.7) on the sphere that have infinite
series of conservation laws. Moreover, some examples of integrable anisotropic equations were
presented there. One of these examples is the following equation [15]:
(1.8) ut =
(
uxx +
3
2
(ux, ux)u
)
x
+
3
2
〈u,u〉ux, u2 = 1.
Here 〈a , b〉 = (a, Rb), where R is an arbitrary constant symmetric matrix. One can assume
that R = diag(r1, . . . , rN). Equation (1.8) has a Lax pair whose spectral parameter lies on an
algebraic curve of genus 1 + (N − 3)2N−2. If N = 3, then (1.8) is a symmetry for the famous
Landau-Lifshitz equation.
All integrable anisotropic equations of the form (1.7) on the sphere have been found in [13].
Equations without any constraints on the length of the vector u were investigated in [16–18].
Complete list of both isotropic and anisotropic equations on the sphere that have infinitely
many conservation laws is presented in Appendix 1. In Section 2 we find all hyperbolic equations
(1.5) that have symmetries equivalent to evolution equations from Appendix 1. In Section 3
we show that these hyperbolic equations are vector generalizations of known scalar integrable
equation [10, 19]
(1.9) uxy = sn(u)
√
u2x + 1
√
u2y + 1
and investigate their degenerations.
To justify the integrability of equations from Section 2 we present in Section 4 auto-Ba¨cklund
transformations with the spectral parameter for them. It would be interesting to find Lax
representations and to develop a Hamiltonian formalism for these equations.
4Acknowledgments. The authors are grateful to V. Adler, R. Yamilov, and M. Semenov-
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2. Classification statement
Two equations (1.5) on the sphere u2 = 1 are said to be equivalent if they are related by a
composition of the following point transformations:
1. The scaling transformations of the form:
x′ = αx, y′ = βy;
2. The interchanging y ↔ x;
3. The transformations of the second scalar product
(2.1) 〈u, v〉 → α〈u, v〉+ β(u, v),
where α and β are arbitrary constants. In general the constants in the equivalence transforma-
tions assumed to be complex.
Using the equivalence transformation, we can bring any integrable x-symmetry of the form
(1.7) to one of equations from Appendix 1. It is important to notice that we cannot reduce
both x and y symmetries to equations of Appendix 1 simultaneously. So we may assume only
that x-symmetry belongs to the lists of Appendix 1 and y-symmetry is equivalent to one of
equations from the lists.
Theorem 1. If equation (1.6) possesses isotropic or anisotropic symmetries of the form
ut = uxxx + f2uxx + f1ux + f0u(2.2)
and
uτ = uyyy + g2uyy + g1uy + g0u(2.3)
that have infinitely many conservation laws, then it is equivalent to one of the following equa-
tions:
uxy =
√
1− u2y
√
1 + cu−2x ux − (ux,uy)u,(2.4)
uxy =
〈u,uy〉
〈u,u〉 ux +
√
〈u,u〉 − u2x
√
1 + c 〈u,u〉 ξ−1 uy − (ux,uy)u,(2.5)
ξ = 〈u,u〉〈uy,uy〉 − 〈u,uy〉2,
uxy =
uy
〈u,u〉
(
〈u,ux〉+
√
ξ
√
1 + c 〈u,u〉u−2y
)
− (ux,uy)u,(2.6)
ξ = 〈u,ux〉2 + 〈u,u〉
(
1− 〈ux,ux〉
)
,
5uxy =
〈u,uy〉
η
ux +
uy
〈u,u〉
(
〈u,ux〉+
√
ψ
√
1 + a η 〈u,u〉µ−1
)
− (ux,uy)u,(2.7)
ψ = 〈u,ux〉2 + 〈u,u〉(η − 〈ux,ux〉), η = 〈u,u〉+ b,
µ = η (bu2y + 〈uy,uy〉)− 〈u,uy〉2,
Proof. Let us denote the right hand sides of (1.6) and (2.2) by H and K. It follows from
the constraint u2 = 1 and its consequences (u,ut) = 0, (u,uxy) = −(ux,uy) that
H = h1ux + h2uy − (ux,uy)u and K = uxxx + f2(uxx + u2x u) + f1ux + 3 (ux,uxx)u.
The compatibility condition for equations uxy = H and ut = K has the form
(2.8)
d2
dxdy
K =
d
dt
H ,
where d/dx, d/dy and d/dt are the total derivatives. All mixed derivatives uxy, uxxy, uxyy, . . .
have to be eliminated from (2.8) in virtue of (1.6) whereas to eliminate the derivatives ut,uxt,
uyt, . . . we should use (2.2). The remaining vector variables u,ux,uxx, . . . ,u,uy,uyy, . . . and
their scalar products
(2.9)
ux[i,k] = (uxi,uxk), uy[i,k] = (uyi ,uyk), 0 < i 6 k; uxy[i,k] = (uxi,uyk), i > 0, k > 0,
u˜x[i,k] = 〈uxi,uxk〉, u˜y[i,k] = 〈uyi,uyk〉, 0 6 i 6 k; u˜xy[i,k] = 〈uxi,uyk〉, i > 0, k > 0
have to be regarded as independent variables.
Similarly, the compatibility condition for equations uxy = H and uτ = S has the form
(2.10)
d2
dxdy
S =
d
dτ
H .
If the right hand side K of the x-symmetry is fixed we may split (2.8) with respect to
all vector and scalar independent variables containing third and second derivatives to get an
overdetermined system of PDEs for h1 and h2. We are going to take one by one all equations
from Appendix 1 for x-symmetries (2.2).
Let us take for K the right hand side of the equation
(2.11) ut = uxxx − 3 (ux,uxx)
u2x
uxx +
3
2
(
u
2
xx
u2x
+
(ux,uxx)
2
u4x (1 + au
2
x)
)
ux,
labeled (A.1) in Appendix 1. It is easy to verify that the coefficient at the highest vector
derivative uxxx in (2.8) has the form
(2.12)
3
u2x[1,1]
[
ux[1,1]uxy[2,1]
(
uxy[1,1]
∂h2
∂uxy[1,1]
+ h2
)
+ 2 uxy[1,1]ux[1,2]
(
ux[1,1]
∂h2
∂ux[1,1]
− h2
)]
+
3 uxy[1,1]
ux[1,1]
(
u˜xy[2,1]
∂h2
∂u˜xy[1,1]
+ 2 u˜x[1,2]
∂h2
∂u˜x[1,1]
+ u˜x[0,2]
∂h2
∂u˜x[0,1]
)
+O(1) = 0,
6where O(1) is a first order expression. Equating to zero the terms with variables u˜xy[2,1], u˜x[1,2],
u˜x[0,2], uxy[2,1] and ux[1,2], we obtain the following equations:
∂h2
∂u˜xy[1,1]
=
∂h2
∂u˜x[1,1]
=
∂h2
∂u˜x[0,1]
= 0, ux[1,1]
∂h2
∂ux[1,1]
= h2, uxy[1,1]
∂h2
∂uxy[1,1]
= −h2.
The general solution of these equations has the following form:
(2.13) h2 =
ux[1,1]
uxy[1,1]
h3(u˜[0,0], u˜y[0,1], u˜y[1,1], uy[1,1]).
Taking into account this result, we can write the coefficient at the second vector derivative uxx
in (2.8) in the following form
(2.14)
3
ux[2,2]
ux[1,1]
h3 +
3 a u2x[1,2]
ux[1,1] (1 + a ux[1,1])2
(
2 ux[1,1] (1 + a ux[1,1])
∂h1
∂ux[1,1]
+ h1
)
+
3 a ux[1,2]
1 + a ux[1,1]
(
uxy[2,1]
∂h1
∂uxy[1,1]
+ u˜xy[2,1]
∂h1
∂u˜xy[1,1]
+ 2 u˜x[1,2]
∂h1
∂u˜x[1,1]
+ u˜x[0,2]
∂h1
∂u˜x[0,1]
)
+R = 0,
where R is a linear function in variables uxy[2,1], u˜xy[2,1], ux[1,2], u˜x[1,2], u˜x[0,2] (the explicit form of
R is rather cumbersome). The first term in (2.14) implies h3 = 0. Taking into account (2.13),
we get h2 = 0.
It can be easily checked that if we substitute h3 = 0 and a = 0 into (2.14) then we get the
contradiction uxy[1,1] = 0 and therefore a 6= 0.
Equating the coefficients at the second order variables in (2.14) to zero, we get
∂h1
∂uxy[1,1]
=
∂h1
∂u˜xy[1,1]
=
∂h1
∂u˜x[1,1]
=
∂h1
∂u˜x[0,1]
= 0, 2 ux[1,1](1 + a ux[1,1])
∂h1
∂ux[1,1]
+ h1 = 0.
From these equations it follows that
h1 = (ux[1,1])
−1/2
√
1 + a ux[1,1] f(u˜[0,0], u˜y[0,1], u˜y[1,1], uy[1,1]).
Substituting this expression for h1 into (2.12), we find out that (2.12) is identically true. It
turns out that equation (2.14) takes the following form:
3 ux[1,2]
(ux[1,1])1/2
√
1 + a ux[1,1]
{
a u˜xy[1,1]
(
∂f
∂u˜y[0,1]
+ 2 f
∂f
∂u˜y[1,1]
√
1 + a ux[1,1]√
ux[1,1]
)
+ uxy[1,1]
[√
1 + a ux[1,1]√
ux[1,1]
(
a
∂(f 2)
∂uy[1,1]
+ 1
)
− 2 a u˜y[0,1] ∂f
∂u˜y[1,1]
− a u˜[0,0] ∂f
∂u˜y[0,1]
]
+a u˜x[0,1]
(
2
∂f
∂u˜[0,0]
+ f
∂f
∂u˜y[0,1]
√
1 + a ux[1,1]√
ux[1,1]
)}
= 0.
Since the function f does not depend on u˜xy[1,1], uxy[1,1], u˜x[0,1], u˜x[1,1], we equate the coefficients
at these variables to zero and find that f = a−1/2
√
b− uy[1,1], where b is an arbitrary constant.
7So, we get the equation
(2.15) uxy =
√
b− u2y
√
c+ u2x√
u2x
ux − (ux,uy)u, c = a−1.
For this equation the compatibility condition (2.8) is identically satisfied. If c 6= 0 we may
normalize c to 1 by the scaling x→ x c−1/2.
Note that the limit of equation (2.11) as a → ∞ is equation (A.3). Setting c = 0 in (2.15),
we obtain equation
(2.16) uxy =
√
b− u2y ux − (ux,uy)u,
which has x-symmetry (A.3).
To complete the investigation of equation (2.15) we have to compute its y-symmetry. Ana-
lyzing the list of Appendix 1, we observe that any integrable y-symmetry can be written in the
following form
(2.17) uτ = uyyy + g2(uyy + u
2
y u) + g1uy + 3 (uy,uyy)u,
where
g2 = −3
2
d
dy
ln p0,
and
g1 =
c1
p0
uy[2,2] +
c2
p0
u˜y[2,2] + p1 u
2
y[1,2] + p2 u˜
2
y[1,2] + p3 u˜
2
y[0,2] + p4 uy[1,2] u˜y[1,2]
+ p5 uy[1,2]u˜y[0,2] + p6u˜y[1,2] u˜y[0,2] + p7 uy[1,2] + p8 u˜y[1,2] + p9u˜y[0,2] + p10.
Here c1 and c2 are constants and pi are functions depending on u˜[0,0], u˜y[0,1], u˜y[1,1] and uy[1,1].
It is easy to verify that this anzats is invariant with respect to the equivalence transformations.
In the case of equation (2.15) the functions pi can be found from the compatibility condition
for (2.15) and (2.17). If b 6= 0 we get the following y-symmetry:
(2.18) uτ = uyyy +
3
2
(
u
2
yy − u4y
b
+
(uy,uyy)
2
b (b− u2y)
+ u2y
)
uy + 3 (uy,uyy)u.
This equation is related to (A.2) with a = −b−1. The rescaling y → y b−1/2 gives rise to b = 1
and we obtain equation (2.4), where c = 1 or c = 0.
If b = 0 then y-symmetries of form (2.17) do not exist. However, after the rescaling τ →
(2/3) b τ we derive from (2.18) the following symmetry of the first order (see Section 3.3) in the
vector variables:
(2.19) uτ =
(
u
2
yy −
(uy,uyy)
2
u2y
− u4y
)
uy.
The study of the case of x-symmetry (A.1) is completed.
8Calculations analogical to the presented above show that for each of equations (A.5) – (A.8),
(A.10), (A.11), (A.13) and (A.14) taking as x-symmetry the corresponding hyperbolic equation
does not exist.
Equations (A.4) and (A.19) generate hyperbolic equations
(2.20) uxy = (ux,uy)
(
(p+ 1)u−2x ux − u
)
+ (p− 1)uy, p =
√
1− u2x ,
(2.21)
uxy =
(〈u,uy〉
〈u,u〉 +
〈u,u〉〈ux,uy〉 − 〈u,ux〉〈u,uy〉
(µ+ 〈u,u〉)〈u,u〉
)
ux
−(ux,uy)u− µ+ 〈u,u〉 − 〈u,ux〉〈u,u〉 uy,
where µ =
√
〈u,ux〉2 + 〈u,u〉2 − 〈u,u〉〈ux,ux〉, correspondingly. These equations have no
y-symmetries of the form (2.17) (see subsection 3.2).
For each of equations (A.1), (A.2), (A.9), (A.12), (A.15) – (A.17) the corresponding hyper-
bolic equation is completely determined by the compatibility condition (2.8) and we use (2.10)
only to verify that a y-symmetry of the form (2.17) exists. As a result we get the list (2.4) –
(2.7) (see Remark 1 for details).
In the cases (A.3) and (A.18) with c = 0 the right hand side of (1.6) contains an undetermined
function of one variable while (2.8) is already satisfied.
Consider the x-symmetry
ut = uxxx − 3 (ux,uxx)
u2x
uxx +
3
2
u
2
xx
u2x
ux,
which is the vector Schwartz-KdV labeled (A.3) in Appendix 1. Computations show that the
corresponding hyperbolic equation has the form
(2.22) uxy = f(u˜[0,0], u˜y[0,1], u˜y[1,1], uy[1,1])ux − (ux,uy)u.
For equation (2.22) condition (2.8) turns out to be equivalent to
(2.23)
∂f
∂u˜[0,0]
= f 2
∂f
∂u˜y[1,1]
,
∂f
∂u˜y[0,1]
= −2f ∂f
∂u˜y[1,1]
,
2f
∂f
∂uy[1,1]
+ 2(u˜[0,0]f − u˜y[0,1]) ∂f
∂u˜y[1,1]
+ 1 = 0.
This system is compatible and therefore its general solution f contains one arbitrary function
of one variable.
The hyperbolic equation
uxy = g(u˜[0,0], u˜y[0,1], u˜y[1,1], uy[1,1])ux +
〈u,ux〉
〈u,u〉 uy − (ux,uy)u,(2.24)
9where g is any solution of the compatible system
(2.25)
∂g
∂u˜y[0,1]
= −2 g ∂g
∂u˜y[1,1]
, 2 g
∂g
∂uy[1,1]
+ 2(u˜[0,0]g − u˜y[0,1]) ∂g
∂u˜y[1,1]
+ 1 = 0,
∂g
∂u˜[0,0]
=
∂g
∂u˜y[1,1]
(
uy[1,1] + g
2 +
g u˜y[0,1] − u˜y[1,1]
u˜[0,0]
− uy[1,1] u˜y[0,1]
u˜[0,0] g
)
+
uy[1,1] + g
2
2 u˜[0,0] g
has integrable x-symmetry
ut = uxxx + 3
(〈u,ux〉
〈u,u〉 +
〈u,ux〉〈u,uxx〉
ξ
− 〈u,u〉〈ux,uxx〉
ξ
)
(uxx + u
2
xu)(2.26)
+
3
2

〈u,u〉〈uxx,uxx〉
ξ
−
(
ξ + 〈u,u〉〈u,uxx〉
)2
ξ 〈u,u〉2

ux + 3(ux,uxx)u,
where ξ = 〈u,u〉〈ux,ux〉 − 〈u,ux〉2. This x-symmetry is nothing but equation (A.18) with
c = 0. The general solution of system (2.25) contains an arbitrary function of one variable.
An additional equation
∂f
∂u˜y[1,1]
(
c2(u˜y[0,1] − fu˜[0,0])− c1 f
)
=
c2
2
for the function f in (2.22) can be extracted from the existence of the third order y-symmetry.
This equation together with (2.23) allows us to find f . However there exists a much more
economic way to verify that integrable hyperbolic equations with x-symmetries (A.3) and (A.18)
appear also in some of cases (A.1), (A.2), (A.9), (A.12), (A.15) – (A.17). Namely, it can be
easily verified that neither of equations (2.22), (2.24) has a y-symmetry equivalent to (A.3) or
to (A.18). 
Remark 1. In this remark we indicate the symmetries of the form (2.2) and (2.3) for hyperbolic
equations (2.4) – (2.7).
The x-symmetry (2.2) for equation (2.4) with c = 1 is given by (A.1) with a = 1. The
y-symmetry (2.3) is defined by (A.2) with a = −1. Here and in the sequel, when we refer
to Appendix 1, we assume that the replacements x → y, t → τ are performed to obtain the
y-symmetry . Equation (2.4) with c = 0 has the x-symmetry (A.3) and the y-symmetry of the
form (A.2) with a = −1.
Equation (2.5) has x-symmetry (A.12) and y-symmetry (A.18).
Equation (2.6) has x-symmetry (A.15). The form of the y-symmetry depends on the param-
eter c in (2.6). If c = 0 then the y-symmetry is given by (A.3). If c 6= 0 then normalizing c to
1 by the scaling y → y c−1/2, we arrive at the hyperbolic equation (2.6) with the y-symmetry
(A.9).
Equation (2.7) has x-symmetry (A.16) while the form of the y-symmetry depends on the
values of the parameters in (2.7). If a 6= 0 we may normalize a to 1 by the scaling y → y a−1/2.
10
So, we assume that a = 0 or a = 1. If a = 1 then the y-symmetry can be reduced to (A.17) with
c = −b by the transformation 〈 , 〉 → 〈 , 〉−b ( , ). If a = 0 the transformation 〈 , 〉 → 〈 , 〉−b ( , )
reduces the y-symmetry to (2.26). 
Remark 2. Any anisotropic equation admits the reduction 〈 · , ·〉 → γ( · , ·) (the isotropic
limit). Under this reduction we have 〈u,u〉 → γ, 〈u,ux〉 → 0, 〈ux,ux〉 → γu2x and so on. For
example, the isotropic limit of equation (2.5) has the form
uxy = uy
√
γ − u2x
√
1 + c (γu2y)
−1 − (ux,uy)u.
Performing the scaling x → xγ−1/2, y → yγ1/2 and replacement x ↔ y we obtain equation
(2.4). The analogous computations show that equations (2.6) and (2.7) are also reduced to
(2.4) . 
3. Reductions of integrable hyperbolic equations
3.1. One-component reductions. All equations (2.4)–(2.7) are vector generalizations of dif-
ferent special cases for known scalar integrable equation [10, 19]
(3.1) uxy = P (u)
√
u2x + 1
√
k u2y + a.
Here P is any solution of differential equation
(3.2) P ′2 = λ1P
4 + λ2P
2 + λ3,
where λi are constants. The generic solution of this ODE is the elliptic Jacobi sine.
Indeed, consider the case N = 2. Let the scalar products be u2 = u21 + u
2
2 and 〈u,u〉 =
Au21+Bu
2
2, A 6= B. Using the trigonometric parametrization u = {cosw, sinw} of S1, one can
rewrite equations (2.4)–(2.7) in terms of the scalar variable w. All thus obtained equations for
w have the form
wxy = F (cosw)
√
Q1(cosw) + c1w2x
√
Q2(cosw) + c2w2y − f(cosw, sinw)wxwy,
where ci are constants, Qi are polynomials, F and f are rational functions.
We can reduce f to zero introducing a new variable v as a solution of the following equation
dv
dw
= exp
(∫
f(w) dw
)
≡ ϕ(w).
Let w = ψ(v) be the inverse function. Using the relations vx = ϕ(w)wx, vy = ϕ(w)wy, vxy =
ϕ(w)wxy + ϕ
′(w)wxwy, we get
vxy = R(w)
√
k1 + c1 v2x
√
k2 + c2 v2y ,
where ki are some constants. To prove that the function P (v) = R(ψ(v)) satisfies equation
(3.2) one can use the relations
R(w) = P (v), P ′(v) =
R′(w)
ϕ(w)
.
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For example, the one-component reduction of equation (2.5) is described by
vxy =
√
cos(2w) + α
√
c1 − v2x
√
β + v2y , v
′(w) =
1√
cos(2w) + α
.
Here the parameters α and c1 are related to the metric coefficients by
(3.3) A = c1(α+ 1), B = c1(α− 1), c1 6= 0.
and β is defined by the relation β AB = c c1, where c is the parameter in (2.5). It is easy to
verify that the function P (v) =
√
cos(2w) + α satisfies the equation P ′2 = 1− (P 2 − α)2. So,
if c 6= 0 in (2.5) we obtain the generic equation of the form (3.1). The case c = 0 corresponds
to (3.1) with a = 0.
The scalar reduction for (2.4) with c = 1 is the equation wxy =
√
1− w2y
√
1 + w2x, which
is equivalent to (3.1) with P = 1. The reduction of equation (2.4) with c = 0 is given by
wxy = wx
√
1− w2y.
The reduction for equation (2.6) has the form
vxy = P (v)
√
c−11 v
2
y + c
√
c1(1− α2)v2x + 1,
where α and c1 are given in (3.3) and P satisfies the equation P
′2 = P 4 − (1− αP 2)2.
Equation (2.7) with b 6= 0 is reduced to
(3.4) vxy = P (v)
√
1 + c21(1− α2) v2x
√
a (β2 − 1)−1 + v2y ,
where P ′2 = (P 2 − 1)2 − (β − αP 2)2. The parameters in (3.4) are defined by (3.3) and by the
relation b = c1(β − α). If b = 0, then the reduction is given by
vxy =
√
1 + c21(1− α2) v2x
√
a (α2 − 1)−1 + v2y .
Thus, for generic values of parameters equations (2.5), (2.6) and (2.7) are reduced to equation
(1.9)
3.2. Integrals for degenerations. It is known that there exist two different classes of inte-
grable equations (1.1): the Liouville and the sin-Gordon type equations. Very often equations
of the Liouville type can be obtained from some sin-Gordon type equations when a parameter
in the latter equation tends to zero. For example, if we set c2 = 0 in the sh-Gordon equa-
tion uxy = c1 exp (u) + c2 exp (−u), then we get (up to a shift of u) the Liouville equation
uxy = exp(u).
The sin-Gordon type equations are integrable by the inverse scattering method (see for
example [20]) while the integrating of the equations of the Liouville type (also named as the
Darboux integrable equations) can be reduced to solving of ordinary differential equations.
This reduction to ODEs turns out to be possible because of the existence of so-called x and
y-integrals.
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A function I depending on u, uy, uyy, . . . , u
(n)
y is called the n-th order x-integral of hyperbolic
equation (1.1) if the identity
d
dx
I = 0
is valid for any solution u(x, y) of (1.1). For example, the function I = uyy− 12u2y is an x-integral
for the Liouville equation. The y-integrals are functions J(u, ux, uxx, . . . ) such that
d
dy
J = 0.
For vector equations of the form (1.5) the scalar x–integrals are functions I depending on
scalar products of vectors u,uy,uyy, . . . . Moreover, vectorial integrals exist for some vector
hyperbolic equations. For instance, equation (2.20) has the following vectorial y-integral
J1 =
ux√
1− p +
√
1− p u.
It is easy to verify that J21 = 2. Setting J1 = v(x), where v is an arbitrary vector such that
v
2 = 2, we obtain the following ordinary differential equation
ux = (u, v)
[
v − (u, v)u]
equivalent to (2.20). The y-integral of equation (2.21) has the form
J2 =
ux√
µ+ 〈u,u〉 −
µ+ 〈u,u〉+ 〈u,ux〉
〈u,u〉√µ+ 〈u,u〉 u
and the equation is equivalent to
ux = 〈u,w〉
[
(u,w)u−w],
where J2 = w(x), 〈w,w〉 = 2.
Equations (2.22) and (2.24) with arbitrary functions f and g have the following vectorial
x-integrals
(3.5) I1 = uy − fu
and
(3.6) I2 =
uy − gu√〈u,u〉
correspondingly. Setting I1 = v(y), where v is the arbitrary vector function, we get the
ordinary differential equation
uy = v(y)− (u, v)u
equivalent to (2.22). Equation (2.24) is equivalent to
uy =
√
〈u,u〉 [w − (u,w)u]
where I2 = w(y).
For particular values of the parameters equations (2.4) – (2.7) are equivalent to special cases
of (2.22) or to (2.24) and therefore have vectorial integrals. Equation (2.4) with c = 0 has the
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vectorial x-integral (3.5) with f =
√
1− u2y. Equation (2.6) with c = 0 is related to equation
(2.22) by x↔ y and therefore equation (2.6) with c = 0 has the y-integral ux − fu, where
f =
〈u,ux〉+
√
ξ
〈u,u〉
and ξ is defined in (2.6). Equation (2.5) with c = 0 has the form (2.24) up to x ↔ y and so
this equation has the y-integral given by (3.6) with x↔ y. Equation (2.7) with a = 0 is related
to (2.24) by x ↔ y and by the transformation 〈 , 〉 → 〈 , 〉 + b ( , ). Therefore the form of the
y-integral is slightly differ from (3.6):
J =
1√
η
(
ux − 〈u,ux〉+
√
ψ
〈u,u〉 u
)
.
There exists another degeneration process for equations (2.4) – (2.7) that yields hyperbolic
equations with scalar integrals. For example, consider equation (2.15), which can be obtained
from (2.4) by the rescaling y → √b y. If b = 0 in (2.15) we get the equation
uxy = i
√
u2y
√
1 + cu−2x ux − (ux,uy)u.
This equation has the scalar x-integral
I = u2yy −
(uy,uyy)
2
u2y
− u4y
for any c. The third order symmetry of equation (2.15) degenerates to a first order symmetry
of the form uτ = I uy (see formulas (2.18) and (2.19)).
For equations (2.5), (2.6) we should perform the rescaling x→ √b x and put b = 0 to obtain
the degenerations. In the case of equation (2.7) we apply the transformation x → √c x and
put c = 0. Equations obtained by this procedure have scalar y-integrals.
For equations (2.5) – (2.7) the third order symmetry degenerates to a first order symmetry
of the form ut = J ux, where J is the corresponding y-integral.
4. Auto-Ba¨cklund transformations
Consider two copies
uxy = h1(u)ux + h2(u)uy − (ux,uy)u,(4.1)
and
vxy = h1(v)vx + h2(v)vy − (vx, vy)v.(4.2)
of the same hyperbolic equation (1.6). The first order auto-Ba¨cklund transformation (BT) for
equation (1.6) is a pair of the ordinary differential equations of the form
(4.3) ux = f0u+ f1v + f2vx, uy = g0u+ g1v + g2vy,
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compatible with (4.1), (4.2). The functions fi in (4.3) depend on scalar products of the vectors
u, v and vx, whereas gi are functions in scalar products of the vectors u, v and vy. Equations
(4.3) are called the x-component and y-component of the BT correspondingly.
It follows from the relations u2 = 1, (u,ux) = (u,uy) = 0 that f0 = −f1(u, v) −
f2(u, vx), g0 = −g1(u, v)− g2(u, vy).
If a solution u(x, y) of equation (1.5) is given, then one can find another solution v(x, y)
of the same equation by solving ODEs (4.3). Suppose that the coefficients of (4.3) depend on
arbitrary “spectral” parameter λ. Then starting from a simple solution of (1.5) and applying
(4.3) several times, we can construct a multi-parametric family of solutions. The so-called
multi-solitonic solutions for classical integrable systems can be found in this way. By that
reason the existence of BT with the spectral parameter can be regarded as a strong indication
of the complete integrability.
To justify the integrability of equations (2.4) – (2.7) we present auto-Ba¨cklund transfor-
mations with the spectral parameter for them. Equation (2.4) has the following BT:
ux = f
[
(u, vx)(u+ v)− hvx
]
, h = (u, v) + 1,
uy =
(
(u, vy)(h+ λ)
h (λ+ 1)
+ (u, v) g
)
u+
(
λ(u, vy)
h (λ+ 1)
− g
)
v − vy,
where
f =
1
λ
+
1
h
+
1
λ
√
1 + 2λ h−1
√
1 + c v−2x , g =
1
λ+ 1
√
1 + 2λ h−1
√
1− v2y.
The BT for equation (2.5) is given by
ux = f
(
vx − u (u, vx) + λ (u, vx) + h
√〈v, v〉 − v2x
〈u, v〉 − f〈v, v〉
(
v − u (u, v))
)
,
uy =
1
λ
(
q + h
√
1 + c 〈v, v〉ψ−1
)(
vy − u (u, vy)− g
(
v − u (u, v))),
where
f =
√
〈u,u〉
〈v, v〉 , g =
〈u, vy〉 − f〈v, vy〉
〈u, v〉 − f〈v, v〉 , h =
√
q2 − λ2,
q = 〈u, v〉 − f〈v, v〉+ λ(u, v), ψ = 〈v, v〉〈vy, vy〉 − 〈v, vy〉2.
The Ba¨cklund transformation for equation (2.6) has the form
ux = (u, vx)u− g
(
v − u (u, v))− vx,
uy =
q + h
√
1 + c 〈v, v〉 v−2y
〈v, v〉
(
(u, vy)
(u, v) + 1
(u+ v)− vy
)
,
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where
g =
h
√
ϕ + 〈v, vx〉〈u, v〉 − 〈u, vx〉〈v, v〉
λ 〈v, v〉((u, v) + 1) − 〈v, vx〉〈v, v〉 , h =
√
q2 − 〈u,u〉〈v, v〉,
q = λ
(
(u, v) + 1
)− 〈u, v〉, ϕ = 〈v, vx〉2 + 〈v, v〉(1− 〈vx, vx〉).
The Ba¨cklund transformation for equation (2.7) can be written in the following form:
ux = f
(
vx − u (u, vx) + h
√
ζ + q 〈v, vx〉 − 〈u, vx〉〈v, v〉
〈v, v〉 (〈u, v〉 − q)
(
v − u (u, v))
)
,
uy =
q − h√1 + a 〈v, v〉 θ ν−1
〈v, v〉
(
vy − u (u, vy)− g
(
v − u (u, v))),
where
f =
√
η
θ
, η = 〈u,u〉+ b, θ = 〈v, v〉+ b, h =
√
q2 − 〈u,u〉〈v, v〉 ,
q = 〈u, v〉+ λ (〈u, v〉+ b (u, v)− θ f), ζ = 〈v, v〉(θ − 〈vx, vx〉)+ 〈v, vx〉2,
ν = θ
(〈vy, vy〉+ bv2y)− 〈v, vy〉2, g = 〈u, vy〉+ b (u, vy)− f 〈v, vy〉〈u, v〉+ b (u, v)− θ f .
Appendix 1. List of evolution equations on the sphere
that have infinitely many conservation laws
I. Isotropic equations
ut = uxxx − 3 (ux,uxx)
u2x
uxx +
3
2
(
u
2
xx
u2x
+
(ux,uxx)
2
u4x (1 + au
2
x)
)
ux,(A.1)
ut = uxxx +
3
2
(
a2 (ux,uxx)
2
1 + au2x
− a (u2xx − u4x) + u2x
)
ux + 3 (ux,uxx)u,(A.2)
ut = uxxx − 3 (ux,uxx)
u2x
uxx +
3
2
u
2
xx
u2x
ux,(A.3)
ut = uxxx − 3 (p+ 1) (ux,uxx)
2 pu2x
uxx + 3
(p− 1) (ux,uxx)
2 p
u
+
3
2
(
(p+ 1)u2xx
u2x
− (p+ 1) a (ux,uxx)
2
p2u2x
+ u2x (1− p)
)
ux,
(A.4)
where a and c are arbitrary constants, p =
√
1 + au2x. If a = 0 and p = ±1 equation (A.4)
shrinks to
ut = uxxx + 3u
2
x ux + 3 (ux,uxx)u.(A.5)
ut = uxxx − 3 (ux,uxx)
u2x
uxx + 3
u
2
xx
u2x
ux.(A.6)
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II. Anisotropic equations
ut = uxxx +
3
2
(
u
2
x + 〈u,u〉
)
ux + 3 (ux,uxx)u,(A.7)
ut = uxxx − 3 (ux,uxx)
u2x
uxx +
3
2
(
u
2
xx
u2x
+
(ux,uxx)
2
u4x
+
〈ux,ux〉
u2x
)
ux,(A.8)
ut = uxxx − 3(ux,uxx)
u2x
uxx +
3
2
(
u
2
xx
u2x
+
(ux,uxx)
2
u4x
(A.9)
−
(〈u,ux〉+ (ux,uxx))2(
u2x + 〈u,u〉
)
u2x
+
〈ux,ux〉
u2x
)
ux,
ut = uxxx − 3〈u,ux〉〈u,u〉 uxx − 3
(
2〈u,uxx〉+ 〈ux,ux〉+ a
2〈u,u〉 −
5
2
〈u,ux〉2
〈u,u〉2
)
ux(A.10)
+ 3
(
(ux,uxx)− 〈u,ux〉〈u,u〉 u
2
x
)
u,
ut = uxxx − 3〈u,ux〉〈u,u〉 uxx − 3
(〈u,uxx〉
〈u,u〉 − 2
〈u,ux〉2
〈u,u〉2
)
ux(A.11)
+ 3
(
(ux,uxx)− 〈u,ux〉〈u,u〉 u
2
x
)
u,
ut = uxxx − 3〈u,ux〉〈u,u〉
(
uxx + u
2
xu
)
+
3
2
(
u
2
xx
〈u,u〉 +
(
(ux,uxx)− 〈u,ux〉
)2
〈u,u〉(〈u,u〉 − u2x)(A.12)
−
(〈u,u〉 − u2x)2
〈u,u〉 +
〈u,ux〉2
〈u,u〉2 −
〈ux,ux〉
〈u,u〉
)
ux + 3(ux,uxx)u,
ut = uxxx + 3
(〈u,ux〉〈u,uxx〉
ξ
− 〈ux,uxx〉〈u,u〉
ξ
+
〈u,ux〉
〈u,u〉
)(
uxx + u
2
xu
)
(A.13)
+
3
2ξ2〈u,u〉2
((
〈u,u〉2〈ux,uxx〉 − 2ξ〈u,ux〉 − 〈u,u〉〈u,ux〉〈u,uxx〉
)2
+ 〈u,u〉3〈uxx,uxx〉ξ − ξ(ξ + 〈u,uxx〉〈u,u〉)2
)
ux + 3(ux,uxx)u
− a〈u,u〉
2
u
2
x + 〈u,ux〉2
〈u,u〉ξ ux, ξ = 〈u,u〉〈ux,ux〉 − 〈u,ux〉
2,
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ut = uxxx + 3
(〈u,ux〉〈u,uxx〉
ξ
− 〈ux,uxx〉〈u,u〉
ξ
+
〈u,ux〉
〈u,u〉
)(
uxx + u
2
xu
)
(A.14)
+
3
ξ

〈u,u〉〈uxx,uxx〉 − 2〈u,ux〉〈ux,uxx〉
−
(
〈u,uxx〉〈u,u〉 − 2〈u,ux〉2
)(
ξ + 〈u,uxx〉〈u,u〉
)
〈u,u〉2

ux
+ 3(ux,uxx)u, ξ = 〈u,u〉〈ux,ux〉 − 〈u,ux〉2,
ut = uxxx +
3
2
(
〈uxx,uxx〉 −
(〈u,uxx〉+ 1)2
〈u,u〉
)
ux + 3 (ux,uxx)u(A.15)
+
3
2


(
〈u,u〉〈ux,uxx〉 − 〈u,ux〉
(
1 + 〈u,uxx〉
))2
ξ 〈u,u〉 − u
2
x

ux,
ξ = 〈u,u〉(1− 〈ux,ux〉)+ 〈u,ux〉2,
ut = uxxx − 3〈u,ux〉
η
(uxx + u
2
xu) +
3
2
(〈uxx,uxx〉
η
+
ξ
η 〈u,u〉
)
ux(A.16)
+
3
2


(
〈u,u〉〈ux,uxx〉 − 〈u,ux〉
(〈u,uxx〉+ 2 〈u,u〉+ b))2
η ξ 〈u,u〉
−
(〈u,uxx〉+ η)2
η 〈u,u〉 − b
〈u,ux〉2
η2 〈u,u〉 − b
u
2
x
η
)
ux + 3 (ux,uxx)u,
η = 〈u,u〉+ b, ξ = 〈u,u〉(η − 〈ux,ux〉)+ 〈u,ux〉2,
ut = uxxx + 3
(〈u,ux〉
〈u,u〉 +
〈u,ux〉〈u,uxx〉
ξ
− 〈u,u〉〈ux,uxx〉
ξ
)(
uxx + u
2
xu
)
(A.17)
+
3
2
(
〈u,u〉2(ξ 〈u,ux〉 − η 〈ux,uxx〉)+ η 〈u,ux〉(〈u,u〉〈u,uxx〉+ ξ))2
η 〈u,u〉2(ξ + η) ξ2 ux,
+
3
2
(
〈u,u〉〈uxx,uxx〉
ξ
−
(〈u,u〉〈u,uxx〉+ ξ)2
〈u,u〉2 ξ
)
ux
+
3
2
c 〈u,u〉u
2
x η + 〈u,ux〉2
η ξ
ux + 3(ux,uxx)u
ξ = 〈u,u〉〈ux,ux〉 − 〈u,ux〉2, η =
(〈u,u〉+ c)〈u,u〉,
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ut = uxxx + 3
(〈u,ux〉
〈u,u〉 +
〈u,ux〉〈u,uxx〉
ξ
− 〈u,u〉〈ux,uxx〉
ξ
)
(uxx + u
2
xu)(A.18)
+
3
2

〈u,u〉〈uxx,uxx〉
ξ
−
(
ξ + 〈u,u〉〈u,uxx〉
)2
ξ 〈u,u〉2 + c 〈u,u〉
u
2
x
ξ
+c
(
〈u,ux〉
(
ξ + 〈u,u〉〈u,uxx〉
)− 〈u,u〉2〈ux,uxx〉)2
〈u,u〉(ξ + c 〈u,u〉) ξ2

ux + 3(ux,uxx)u,
ξ = 〈u,u〉〈ux,ux〉 − 〈u,ux〉2,
ut = uxxx +
3
2
(
〈u,u〉〈ux,uxx〉 − 〈u,ux〉〈u,uxx〉
µ
(
µ+ 〈u,u〉) − 2〈u,ux〉µ
)(
uxx + u
2
xu
)
(A.19)
+
3/2
〈u,u〉(µ+ 〈u,u〉)
[
µ−2
(
〈u,u〉〈ux,uxx〉 − 〈u,ux〉〈u,uxx〉
)2
+ 〈u,u〉〈uxx,uxx〉 − 〈u,uxx〉2
− 2µ−2〈u,ux〉
(
〈u,u〉〈ux,uxx〉 − 〈u,ux〉〈u,uxx〉
)(
µ+ 2〈u,u〉
)]
ux
+
(
6µ−2〈u,ux〉2 − 3 〈u,u〉−1〈u,uxx〉
)
ux + 3 (ux,uxx)u,
µ2 = 〈u,ux〉2 + 〈u,u〉2 − 〈u,u〉〈ux,ux〉.
Here a, b are arbitrary constants.
Remark 3. For equations (A.1), (A.2) and (A.4) rescaling of the form x→ λx, t→ λ3t bring
the parameter a to 1. Moreover, the limit a → ∞ is possible in (A.1). The parameters in
equations (A.10), (A.13), (A.16), (A.17) and (A.18) can be normalized by transformations of
the form 〈 , 〉 → λ〈 , 〉. So, without loss of generality we may assume that each parameter in
the list (A.1) – (A.19) equals 1 or 0.
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