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Abstract
For over thirty years, a long standing problem in quantum many-body physics
has been to reliably extract dynamical information from imaginary time quantum Monte Carlo data. I report on a new method developed using modern
evolutionary computation routines to approach this notoriously ill-posed problem. Motivation towards a solution will be presented as a brief summary of
work on quantum simulations of low dimensional systems including helium on
strained graphene and helium confined within rare gas plated mesoporous silica. The Differential Evolution for Analytic Continuation (DEAC) algorithm
reconstructs the dynamic structure factor from imaginary time density-density
correlations at zero and finite temperatures. Improved resolution of spectral
features over earlier methods based on stochastic optimization and Bayesian inference is achieved. The need for fine-tuning of algorithmic control parameters
is reduced by embedding them within the genome to be optimized. Benchmarks
are presented for models where the dynamic structure factor is known.
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Chapter 1
Introduction
The quantum many-body problem covers a broad range of materials and physical phenomena. As the name implies, research into the topic focuses on the
study of microscopic systems at temperatures or length scales where quantum
mechanical effects are important and with up to practically infinite number
of particles at the thermodynamic limit or as few as three. A diverse set of
approaches have been devised to investigate the quantum many-body problem
ranging from analytic methods such as the Hartree–Fock method, random phase
approximation, dynamical mean field theory [4], and many-body perturbation
theory to computationally intense algorithms such as density functional theory, density matrix renormalization group [5], neural network quantum states
[6], and quantum Monte Carlo methods. The focus of this dissertation will
be on a small subset of this field, the quantum simulation of low dimensional
d < 3 systems and the analytic continuation of imaginary time correlation functions. These types of quantum systems offer a wealth of exotic phenomena to
study and with other quantum effects waiting to be exploited. Reducing dimensionality is no easy task and can be achieved by pushing the limits of our
current materials understanding through advanced nanoengineering techniques
and quantum simulation. The aim of this work is to push on the boundaries
of material design and develop useful software and algorithms in support of
1

solving the quantum many-body problem.
The dissertation will be organized as follows. First, I begin with this introduction that contains motivation towards studying low dimensional systems.
Then I provide details about a very important computational tool used throughout much of my research, the path integral Monte Carlo algorithm. Next I
describe parts of quantum dynamics necessary to understand the analytic continuation problem discussed in Chapter 8. Work is then presented for the
interaction of helium and uniaxially strained graphene and film growth on twodimensional (2D) materials in various environments. Dimensions are reduced
even further and work is shown for helium adsorbed in rare gas plated mesoporous silica along with additional work providing advanced characterization
of such systems by combining atomomistic grand canonical Monte Carlo simulations with molecular dynmics. Finally, a new approach toward the analytic
continuation of imaginary time correlation functions is discussed.

1.1

Low Dimensional Physics

The world we experience and interact with in our day-to-day lives is inherently
three dimensional. However, the study of systems of even lower dimension offers rich and diverse physics often differing from effects seen at higher degrees
of freedom. While theoretically interesting, these low dimensional systems also
have practical applications such as in understanding engineered 2D systems
like graphene or in the development of quantum computing systems, as will
be discussed later. The low dimensional regime is abundant with exotic quantum phenomena ripe for characterization and in cases with strong quantum
entanglement perhaps applicable to advanced technologies.
Effects of dimensional reduction can be readily seen in the density of states,
which describes the proportion of states that are occupied by the system at
discrete energies. This quantity is uniquely quantum in the sense that not all
2

energy levels are possible. The density of states for particles in a box is
N
1 X
δ(E − E(qi ))
V i=1

D(E) =

(1.1)

at energies E described by discrete momenta qi where V is the unit ddimensional volume and N the countable energy levels. Since changes in mo)d . Taking
menta must be commensurate with the box of length L, (δq)d = ( 2π
L
Eq. 1.1 to the thermodynamic limit as L → ∞, the density of states becomes
Z
D(E) =
Rd

dd q
δ(E − E(q))
(2π)d

(1.2)

for d dimensional systems and arbitrary momenta q. For electrons or other
particles with parabolic energy dispersion E =

~2 q 2
2m∗

where ~ is Planck’s constant

and m∗ is the effective mass, the density of states can be calculated as D3D (E) =
1 2m∗ 3/2 1/2
(
) E ,
2π 2 ~2

D2D (E) =

m∗
,
π~2

and D1D (E) =

1 2E −1/2
( )
π~ m∗

for three-, two-, and

one-dimensions respectively.
Remarkably, the density of states for 2D structures with parabolic energy
dispersions does not depend on energy. Once the energy-gap is reached a large
number of states become accessible. In the case of the electron, this effect is
particularly significant in the metal–oxide–semiconductor field-effect transistors
(MOSFET), which forms the backbone of modern electronics and is the most
manufactured device in history.
Effects of dimensional reduction are especially important for phase transitions of such systems. At finite temperatures and at dimensions d ≤ 2, long
wavelength fluctuations dominate and break down any long-range ordering of
the system. Spontaneous symmetry breaking cannot occur at finite temperature for finite range interactions as shown by Mermin–Wagner–Hohenberg
theorem [7, 8]. This lack of long-range order in 2D lead to a revolutionary way
of understanding some exotic phases of matter.
3

The discovery of the Berezinkskii–Kosterlitz–Thouless (BKT) transition
founded a new class of phase transitions that are topological in nature [9–
11]. Originally formulated for the 2D XY model in statistical physics, quasi
long-range order was observed at finite temperature. This phenomena was explained through the process of vortex unbinding. A cartoon description is given
in Figure 1.1. At low temperature, tightly bound pairs of vortices emerge. However, beyond some critical temperature, the vortices separate and drift apart
independently. The BKT transition is considered one of the most important

Tight pair of vortices

LOWER TEMPERATURE

Single vortices

TOPOLOGICAL PHASE TRANSITION

HIGHER TEMPERATURE

Illustration: ©Johan Jarnestad/The Royal Swedish Academy of Sciences

Figure 1.1: Phase transition in the 2D XY model. A phase transition occurs
when matter changes from one state into another, such as when water boils to
become steam. At low temperatures, vortex pairs form and traverse the sea of
the 2D XY model together. Once temperature is increased to a certain point,
the pairs suddenly separate and the vortices sail off independently. This figure
is reproduced without modification from reference [12].
discoveries of the twentieth century in the physics of condensed matter and led
to the 2016 Nobel Prize in Physics.
An interesting yet unrealized application for these types of 2D systems is
the development of a topological quantum computer. The parity under particle

4

exchange in three dimensions determines, which class of particle is observed

|ψ1 ψ2 i = ±|ψ2 ψ1 i

(1.3)

where a positive phase factor indicates a fermion and a negative phase factor
indicates a boson. In two dimensions a new type of quasi-particle emerges, the
anyon, where under particle exchange a factor with any phase can occur such
that
|ψ1 ψ2 i = eiθ |ψ2 ψ1 i

(1.4)

where θ is the amount of revolution the particles experience about one another
in a counter clockwise fashion. Exchange of such anyons exhibits a type of topological protection where, for example, full or multiple rotations in a clockwise
direction are not equivalent to full or multiple rotations in a counterclockwise
direction. For this reason, topological quantum computers devised using anyons
are expected to achieve much longer coherence times when compared to standard quantum computers using trapped quantum particles [13].
Outside of localized spin models, atomically thin liquids pose an interesting
case to consider. For over fifty years, a search has been underway to realize
such a system by adsorbing light gases on surfaces. The synthesis of graphene
through the so-called “Scotch tape method” [14] established a new paradigm
of 2D materials research and opened up a new class of possible substrates to
investigate. Graphene is particularly interesting as a substrate since the polarization is greatly affected by strain [15], which in turn affects the interaction
with the adsorbate.
Ground work to study 2D layers of helium on uniaxially strained graphene
is presented in Chapter 4. Further details are given in Appendix A using an
improved method for generating the helium interaction and details for adsorption studies on isotropically strained graphene. These systems are expected

5

to exhibit interesting exotic quantum phenomena and perhaps may shed some
light on the elusive supersolid phase of helium [16, 17].
A natural direction to take from adsorption on graphene is the growth of
films on 2D materials. Although no longer strictly low dimensional, useful
materials applications may arise through the study of film growth on substrates coated with 2D materials or films grown directly on the surface of
suspended 2D materials. Wetting phenomena are well described by Dzyaloshinskii–Lifshitz–Pitaevskii theory [18] through the description of balancing forces
between three distinct regions with different dielectric constants. However,
the knowledge of the polarizability of 2D materials allows for extension of this
theory, by inserting the material between the film and substrate layers. The
application of strain to the 2D layer offers further possibilities through direct
and large modification of the polarization, which may lead to interesting effects
akin to spinodal dewetting or advanced technologies such as vapor collectors
that dewet under strain.

1.1.1

Approaching 1D

Reducing the dimensions further offers more exciting opportunities through access to universal physics in one-dimension (1D). Scattering becomes even more
important at lower dimensions until it completely dominates the dynamics. In
one-dimension, interactions are very important as all excitations are collective.
This leads to no effective quasiparticle description. If the system is disturbed
at some point or if there is propagation through the 1D chain, all the particles
become involved. Ring structures of 1D ultracold gases may be a promising
avenue to replace current electronic devices with more sustainable or computationally powerful materials through atomtronics [19]. Additionally, two ring
optical lattices allow for entropy exchange and a type of superfluid qubit and
may lead to a more robust quantum computer [20].
6

Ring geometries are now investigated in ultracold gases as well. Construction of ringshaped traps and study of the superfluid properties of an annular gas
is receiving increasing attention from various groups worldwide. The driving
force behind this development is its potential for future applications in the fields
of quantum metrology and quantum information technology, with the goal of
realising high-precision atom interferometry [99] and quantum simulators based
on quantum engineering of persistent current states [100], opening the field of
’atomtronics’ [101].
Large fluctuations dominate even at absolute zero temperature in 1D. Although continuous symmetries still cannot be broken, an effective description of such systems is available through emergent quantum hydrodynamics.
The Tomonaga–Luttinger liquid (TLL) model describes non-interacting bosonic
wave excitations in 1D [21–24]. The model is universal in the sense that interacting fermions in 1D can undergo a bosonization process resulting in an
effective boson representation. Amazingly, everything is characterized by an
overall energy scale set by the velocity of excitations v and the so-called Luttinger parameter K. The quadratic Hamiltonian describing such systems can
be written as
v
H − µN =
2π

Z

L

dx[
0

1
(∂x φ)2 + K(∂x θ)2 ],
K

(1.5)

which describes the energy for N number of particles with chemical potential µ in a system of length L where θ(x) and φ(x) are bosonic fields representing the density and phase oscillations of the particle field operator
p
ψ † ' ρ0 + ∂x θ/πeiφ(x) and [φ(x0 ), ∂x θ(x)] = iπδ(x0 − x) are canonically conjugate variables [25].
Even though 1D systems are strongly interacting, many properties can be
calculated, including correlation functions. For example, two types of order
that might be expected in these systems something like a Bose–Einstein con7

densate or superfluid that would be characterized by the condensate fraction
R
1
|ψ(x)|2 dx as shown in Figure 1.2, which measures particles in the condenN
sate as a fraction of the total number of particles or something like positional
order, a quasi solid, described by the pair correlation function as shown in Figure 1.3, which measures how density varies as a function of distance from a
reference particle. The Luttinger parameter shows up in opposite fashion in
these two channels. For large K, the system would appear to have very long
range positional order with little condensate fraction. Whereas for small K,

Condensate Fraction n(q)

the system would behave as a structureless superfluid.

4

K

n(q) » jqj 2 ¡ 1

3
2
1
0

0

1

2

Momentum q [Å

3
¡1

4

]

Figure 1.2: Condensate fraction of Tomonaga–Luttinger liquid. An example of
the superfluid condensate fraction of a 1D system at some arbitrary Luttinger
parameter K. Here strong decay is seen in the condensate fraction at increasing
momenta.
These type of systems are not merely a theoretical construct and a great
deal of effort has gone into experimental realizations. The path to achieving
TLL-like behavior is through confinement at orders below the phase coherence
length, a measure of spatial distance over, which order propagates [26]. Large
overlap of the field operator ψ(r) occurs at low temperature. Constructive
interference leads to Bose-Einstein condensation. Investigations into ultracold
8

Pair Correlation
Function g2 (x)

2.0

g2 (x) »

1.5

cos(2¼½x)
x 2K

1.0
0.5
0.0

0

1

2

3

4

Separation x [Å]
Figure 1.3: Pair correlation function of Tomonaga–Luttinger liquid. An example of the radial distribution of a 1D system at some arbitrary Luttinger
parameter K. Strong decay indicates possibly low positional order. Study of
the static structure factor through Fourier transform would give more conclusive results.
atoms in the picokelvin range have been one of the most fruitful and exciting
avenues. Cigar shaped optical traps essentially realize a network of 1D systems.
The relevant confinement length scale the inverse density and is relatively long
at n−1
1D ∼ 500 nm [27–29].
Another route to TLL-like behavior is through quantum wires. The idea
is to fabricate a quasi 1D wire for electrons to flow through. The relevant
confinement length scale here is inverse Fermi momentum and is an order of
magnitude smaller than that of optical lattices at qF−1 ∼ 50 nm [30–32]. Some
TLL-like behavior has been observed in these systems, but disorder is very
relevant in quantum wires. At low density and weak interactions, much of the
TLL phase space is inaccessible. Additionally, electrons are purely fermionic
disallowing the possibility to test the Fermi–Bose correspondence.

9

1.1.2

Properties of Helium

Superfluid helium is an excellent candidate to search for TLL-like behavior.
Liquid helium was first produced in 1908 by Kamerlingh Onnes [33] with its
superfluid properties discovered later in 1937 by Pyotr Kapitza, John F. Allen,
and Don Misener [34, 35]. The phase diagram of 4 He in Figure 1.4 shows some
40
solid
35
30

bcc
hcp

P [bar]

25
20
15
10

He-II

He-I

superfluid

normal fluid

5
0

critical point
gas
0

1

2

3
T [K]

4

5

6

Figure 1.4: Phase diagram of 4 He. Reproduced without modification from
reference [26].
interesting features. There is no triple point where the substance can exist as
a gas, liquid, and solid. Furthermore, helium remains a gas until extremely
low temperatures where it liquifies. Solid helium does not exist under normal
atmospheric conditions and requires a pressure of at least 25 bar to form. These
qualities stem from the relatively shallow attractive potential [36–38] and make
helium an ideal probe for the study of quantum effects [39–42].
The excitation spectrum of superfluid helium has been studied extensively
using neutron scattering techniques and measures helium’s response to pertur10
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Figure 1.5: Excitation spectrum of superfluid helium-4. Regions with different quasi-particle behavior are noted. Results generated using spline fits to
experimental data [43].
bation [39]. Large differences from normal fluid spectra can be seen in Figure 1.5 where in normal fluids only a linear dispersing branch can be seen
before dissipating. In superfluid helium, a linear dispersing branch comprised
of phonon quasi-particles increases to a maximum region consisting of maxon
quasi-particles and then dips back down to a minimum where roton quasiparticles exist before disappearing. This phonon–roton spectrum is the canonical spectrum for Bose-Einstein condensates. The coherence of the superfluid
state sustains excitations beyond the longitudinal phonons of normal fluids.
In the search for TLL-like behavior, helium offers an additional benefit as
different isotopes obey either Fermi–Dirac or Bose–Einstein statistics. This
allows for extensive testing of the Fermi-Bose correspondence of TLLs under
the same experimental conditions by just swapping out the isotope of helium.
Systems comprised of either isotope have relatively strong interactions and are
highly tuneable via their density allowing for exploration at different strength
Luttinger parameters [44]. There is a problem here though; the length scales
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Figure 1.6: Coherence length of superfluid 4 He. Small coherence length ξ at
temperatures below the critical temperature Tλ make confinement difficult for
superfluid helium. While large near the superfluid transition, the thermal de
Broglie wavelength λdB shows that confinement is still on the order of the size
of a few atoms.
involved are incredibly small. The relevant confinement length scale is two orders of magnitude smaller than needed for quantum wires at coherence length
ξ ∼ 0.5 nm. That is only an atom or two as shown in Figure 1.6 by the
thermal de Broglie wavelength (or average wavelength of the matter wave)
q
2π~2
where ~ is Planck’s constant, kB is the Boltzmann constant,
λdB =
mkB T
and T is the temperature of the helium. At temperatures below the superfluid
transition Tλ = 2.17 K, the average interparticle separations, ∼ 3 Å for helium [36–38], are shorter than the de Broglie wavelength and quantum effects
dominate the system.

1.1.3

Nanoengineering 1D Systems

A rigorous search is underway towards a pathway to 1D confinement of helium
with great focus on ordered mesoporous materials such as MCM-41 (Mobil
Composition of Matter No. 41) [45] and FSM-16 (Folded Sheet Material) [46].
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These silica consist of regular networks of nanopores with either hexagonal or
circular shape. A temperature dependent frequency shift found in torsional
oscillator experiments on 4 He filled FSM indicate the onset of dissipation in
the system [47]. The results have been interpreted as evidence for TLL-like
behavior [48] with K ≈ 0.1 [49, 50]. Additionally, nuclear magnetic resonance
(NMR) results for 3 He confined inside MCM with pore diameters as small as
√
d ' 2 nm [51] attained relaxation times T1 ∝ 1/ ω consistent with low density
fermions diffusing in 1D.
Another attractive quality of these materials is the availability of macroscopic quantities, which opens the possibility of direct measurements of correlation functions and excitations using x-ray and neutron scattering. The static
structure factor can be determined using elastic scattering measurements while
the excitation spectrum can be determined through inelastic scattering experiments similar to ARPES studies on electronic systems [52].
The roton lifetime for helium at low temperatures in the pore center liquid
has been determined to be nearly infinite [53]. In contrast, excitations in the
dense liquid near pore walls is quite short. This implies the dense liquid interacts strongly with the confining media, limiting the lifetime, while the helium
in the pore center is shielded from these effects. The formation of dense helium
layers near the pore walls enable an ideal environment to observe a true 1D
central core of helium in the pores as the layers provide additional physical
confinement and screen environmental interactions. The scattering techniques
and analysis, which led to the current microscopic understanding of confined
helium are primed for application to next-generation nanoengineered porous
media where the pore size can reach the true 1D limit.
Mesoporous materials, with well defined pore geometries and large porosity, are promising candidates to study confined liquids. Unfortunately, pore
diameters attainable as synthesized are too large to attain true 1D confinement
when studying helium adsorbed inside. Preplating these pores with rare gas
13

Figure 1.7: Helium adsorption in pre-plated mesoporous silica. As synthesized,
MCM-41 does not provide enough confinement to achieve a TLL of helium.
Pre-plating with rare gases may offer the additional restriction required for
dimensional reduction.
adsorbates offers a path to creating a confinement platform in which TLL-like
behavior may be unambiguously observed. The challenge lies in obtaining the
correct combination of pore size for the confining media and adsorbate layer
thickness. Studies show that a central core of helium can only be realized if the
ratio of the pore radius and the location of the mimimum of the He–He interaction potential is close to an integer value [44, 54]. Argon adsorption studies
have shown that in MCM-41 the pore radius can be reduced to nanometer scale
[55]. A schematic representation of such a system is shown in Figure 1.7. At low
pressures the argon forms a uniform layer on the pore surfaces before capillary
condensation occurs at higher pressures.
The nanoengineering approach towards this problem is presented in Chapter 6 and a closer look at the confinement potentials involved are discussed in
Chapter 7. Note that this platform offers the potential to controllably study
the effects of disorder on the Luttinger liquid. A higher temperature adsorbate, such as krypton, could be used to randomly decorate the pore surface. A
second adsorbate, such as argon, would fill in the space between to provide a
surface with a random potential. Moreover, the ability to test the Fermi–Bose
14

correspondence by swapping in different helium isotopes is enticing. While
these studies are beyond the scope of my current research, they offer an exciting prospect for controllably exploring Luttinger liquids with experimentally
tunable K.
Truly, research into low dimensional physics offers a wealth of information to
be explored. I stop here to explain in Chapter 2 one of the major computational
tools used throughout my work, the path integral Monte Carlo algorithm. Later
in Chapter 3, I will briefly discuss aspects of scattering pertaining to Chapters 6,
7, and 8. Hopefully while reading through this dissertation, you are able to
capture some of the joy and excitement I felt while coding, exploring, and
discovering in the low-dimensional quantum realm.
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Chapter 2
Quantum Simulations
Quantum Monte Carlo (QMC) methods are computational tools in the search
towards solutions for the quantum many-body problem. While many different
appraoches exist, all share a commonality in which the Monte Carlo method
is used to render tractable solutions to multi-dimensional integrals described
below. The path integral Monte Carlo (PIMC) method used throughout my research is particularly fascinating. Originally developed by David Ceperley [56],
the algorithm is based on the path integral formalism of quantum statistical
mechanics. Remarkably, this quantum-classical mapping where a d-dimensional
quantum system is represented as a (d + 1)-dimensional classical system allows
for stochastically exact calculation of all static properties and, in principle,
dynamical properties of quantum system comprised of bosons in thermal equilibrium. Quantities are exact in the sense that any systematic error can be reduced below statistical noise. Here I give enough details to understand PIMC
conceptually, but do not go into the full algorithmic details. For additional
information see the original paper by Ceperley [56] and references [26, 57–59].
Development and maintenance of the Del Maestro group PIMC method has
been a large focus of my research with source code available online at reference [60]. Key contributions include a framework to study helium adsorbed on
strained graphene environments and GPU acceleration of the measurement of
16

imaginary time correlation functions.

2.1

Path Integral Monte Carlo

The bosonic systems investigated using the PIMC method are well described by
a nonrelativistic Hamiltonian of N particles interacting through a pair potential
U (|ri − rj |) perhaps with some external single-particle potential V (ri )
(2.1)

Ĥ = T̂ + V̂
N
N
X
X
~2 2 X
∇i +
V (ri ) +
U (|ri − rj |)
=−
2mi
i=1
i<j
i=1

(2.2)

where T̂ is the kinetic energy operator, V̂ is the potential energy operator, ~
is Planck’s constant, mi is the mass of particle at position ri , and ∇2 is the
Laplace operator. In principle, at thermal equilibrium the probability to be in
Ei
BT

−k

any given state i with energy Ei at temperature T is e

where kB is the

Boltzmann constant. Thus the equilibrium value for some observable Ô can be
measured as
hÔi = Z −1

X
i

hφi |Ô|φi ieβEi

(2.3)

= Z −1 Tr(Ôe−β Ĥ )

(2.4)

= Z −1 Tr(Ôρ̂)

(2.5)

where the partition function is

Z=

X

e−βEi

(2.6)

i

= Tr(ρ̂),

β=

1
,
kB T

and density matrix ρ̂ ≡ e−β Ĥ .
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(2.7)

Any complete basis can be used to perform the traces. The density matrix
is positive semi-definite, and the elements can be treated as probabilities when
working in the position basis. The position-space density matrix is
ρ(R, R0 ; β) ≡ hR|e−β Ĥ |R0 i

(2.8)

where |Ri = |r, . . . , rN i. Observables defined by the operator Ô can then be
calculated as
hÔi = Z
where DR ≡

QN R
i=1

−1

Z

DRDR0 ρ(R, R0 ; β)hR|Ô|R0 i

(2.9)

dri and the partition function becomes
Z
Z=

DRρ(R, R0 ; β).

(2.10)

Writing the density matrix as a product of density matrices for T̂ and V̂
alone is problematic as the two operators do not commute and the decomposition
ρ̂ = e−β T̂ e−β V̂ e

β2
[T̂
2

,V̂]

(2.11)

diverges at low temperature β  1 where interesting quantum effects occur.
Instead, using the commutation relation of the Hamiltonian with itself, the
density matrix can be written as
(2.12)

ρ̂ = e−β Ĥ
β

β

= e− 2 Ĥ− 2 Ĥ
β

β

= e− 2 Ĥ e− 2 Ĥ .

(2.13)
(2.14)

In fact, this type of decomposition can be done arbitrarily M times resulting
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in a new expression for the partition function
Z
Z=

DR0 . . .

Z

DRM −1 ρ(R0 , R1 ;

β
β
) . . . ρ(RM −1 , R0 ; )
M
M

(2.15)

with individual density matrices at higher effective temperature T → M T and
|Rα i ≡ |r1,α , . . . , rN,α i. For systems of identical bosons, Eq. (2.15) becomes
M −1 Z
1 XY
β
Z=
DRα ρ(Rα , Rα+1 ; )
N!
M
α=0

(2.16)

P̂

where the sum is over all permutations P̂ of particle positions and R0 = RM .
Propagation from one state to the next is carried out through the unitary
time operator Û(t) ≡ e−itĤ/~ . Relabelling with imaginary time step τ =

β
,
M

the partition function in Eq. (2.16) describes a system of N bosonic particles
evolving in an imaginary time direction with t = −i~τ . In the limit as M → ∞,
each configuration can be considered classical and decomposing the density
matrix into a product of kinetic and potential terms becomes exact e−β(T +V) =
limM →∞ [e−τ T e−τ V ]M [61].

2.1.1

Configurations

Sampling from the configuration space using Monte Carlo methods allows for
accurate estimation of observables O. The configurations can be represented as
N worldlines as shown in Figure 2.1 for an N particle system. Each bead on the
worldline configuration represents a d-dimensional spatial position of a particle
at a given imaginary time slice. The connection between beads adjacent in
imaginary time define the permutation of particle labels. Configurations are
periodic in imaginary time at finite temperature as described above such that
ri,0 = ri,β .
An alternative way to think about the configurations is through an isomorphism to classical ring polymers [62]. For canonical simulations where the
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Figure 2.1: A sample configuration in d spatial dimensions with N = 4 particles
at positions ri,α at M = 8 imaginary time slices. The left and right panels
only differ by reconnection between imaginary times 2τ and 3τ corresponding
to a permutation of the particle labels |R8 ileft = |R0 i = |r1,0 , r2,0 , r3,0 , r4,0 i
while |R8 iright = P̂|R0 i = |r1,0 , r3,0 , r2,0 , r4,0 i. In the right panel, particles 3
and 4 wrap around the imaginary time axis multiple times. The windings are
important for calculating the superfluid condensate fraction in systems.
number of particles is fixed, the number and size of the polymers can range
from N polymers of length M to one polymer of length N × M . Visualization
in 2D offers the simplest example of this representation as shown in Figure 2.2.
Sampling of the configuration space was a computationally intensive process
under the originally implemented algorithm by Ceperley [56]. This was accomplished using a move set that traversed the Markov chain via the Metropolis
algorithm with moves that jiggled the beads around in configuration space,
swapped linkages, and attempted to regrow portions of individual worldlines.
This led to long simulation times as the permutations were not efficiently sampled. Furthermore, simulations could only be run in the canonical ensemble.
These issues were alleviated with the advent of the worm algorithm [58, 63–67].
Essentially, a worm or partial open ended worldline is inserted into the configuration or created by opening up an existing worldline or ring polymer. The
configuration is then unphysical, but allows for more rapid traversal through
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Figure 2.2: A different perspective from the worldline configurations is given
by imagining each configuration as a set of interacting classical ring polymers.
Interactions occur only between beads on the same imaginary time slice. Again
there are N = 4 particles and M = 8 time slices and the left and right panels
differ by a particle permutation. Through relinking between adjacent imaginary
time steps, the rightmost polymer has “grown” in size to encompass two particles
and effectively winds around the imaginary time axis.
the space of configurations. Worms are removed from the system either by
shrinking to size zero or in an ouroboros fashion by growing large enough and
closing on its tail.
Measurements of physical thermodynamic properties can only be made on
diagonal configurations where no worms are present [26, 56]. The formulas to
calculate such measurements are known as estimators. A balancing act must be
played between computational efficiency and accuracy of estimators. Algorithmic parameters such as the number of imaginary time slices M and system size
need to be increasingly scaled, in turn increasing consumption of computational
resources, until systematic error is reduced below statistical noise.
Some measurements are trivial to perform, such as the total number of
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particles which is simply the average number of complete worldlines

hN i =

M
1 X
ri
M α

(2.17)

where h. . .i denotes a Monte Carlo average over sampled configurations. Others
can be more technical and are essentially calculated for free as the values are
necessary to perform the QMC simulation, such as the total energy

hEi = −

1 ∂
Z
Z ∂β

(2.18)

M −1
3N
1 X (Rα − Rα+1 )2
∂
=h
−
+ Veff + τ Veff i
2
2τ
M α=0
4λτ
∂τ

where λ =

~2
2m

(2.19)

and Veff is the effective potential action [26, 56]. The superfluid

density can be calculated by counting the number of times worldlines wrap
around the spatial dimensions in imaginary time
d

ρs =

X
m2
h(
Lj Wj r̂j )2 i
2
~ βΩd j

(2.20)

where Ω is the system volume, Lj are the simulation box dimensions, and
Wj counts the number of particles that cross the boundary of the system in
direction r̂j orthogonal to the boundary [68].
The list of possible estimators is long, as essentially any measurement that
can be expressed in terms of the density matrix and partition function can
be calculated. Chapter 8 is dedicated to one such estimator, the imaginary
time density-density correlation function which measures correlations in both
the spatial dimensions and the imaginary time direction. Described in the
next chapter as the intermediate scattering function, this estimator must be
analytically continued for comparison with experimental measurements.
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Chapter 3
Correlations in Quantum Systems
Studying the excitations of a many-body system through correlations in the
positions and momenta of the particles can be achieved through careful investigation of scattering events on the system. Incident scattering particles must
be weakly interacting so as not to disturb or influence the system with energies
on the order of the resulting excitations. Neutrons offer an excellent probe
of quantum systems as they are deeply penetrating, electrically neutral, and
have relatively low mass. This chapter will discuss scattering events and the
spectral functions obtained from those events. The intent is to give a textbook
level understanding of scattering to foster a better understanding of later chapters. This chapter is heavily influenced by the excellent descriptions found in
references [41, 42, 69, 70].

3.1

Scattering

Typically, measurements are taken for the energy and angular distribution of a
beam of inelastically scattered particles incident on some sample material [41].
Assuming the system is initially in the ground state with energy E0 , after a
collision event, an incident particle with momentum p and mass m transfers
some momentum q and puts the system into an excited state with energy En .
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Figure 3.1: Inelastic scattering of an incident particle on a system. Momentum
q is transferred from the scatterer to the system.
Conservation of momentum and energy dictate that

ω ≡ En − E0 =

q2
q·p
−
m
2m

(3.1)

in units with Planck’s constant ~ = 1 and the Boltzmann constant kB = 1.
Momentum of the incident particle before and after collision is shown in Figure 3.1. The momentum transfer q = BA can be broken down into a purely
elastic component with zero energy transfer

q1 = CA = 2p sin

θ
2

(3.2)

that fixes the scattering angle θ and a component q2 = BC that sets the energy
transfer
ω = q2 ·

p
q2
−
.
m 2m

(3.3)

In neutron scattering experiments, energy transfers are determined through
time of flight measurements and the scattering angle is measured directly [71].
The magnitude of the momentum transfer can be readily calculated by using
both of these quantities in combination with Eqs. 3.2 and 3.3 as
r
q=

θ
q12 + q22 − 2q1 q2 sin .
2
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(3.4)

3.2

Dynamic Structure Factor

3.2.1

Zero Temperature in the Born Approximation

Suppose the system and scattering particle are coupled through an interaction
potential
Vint =

X
i

U (ri − rs )

(3.5)

where ri are the positions of the system particles and rs is the position of the
scattering particle. Fourier transformation gives a more convenient form

Vint =

XX
j

=

U (q)eiq·(rj −rs )

(3.6)

q

X

U (q)ρ† (q)e−iq·rs

(3.7)

q

where
Z

d3 rρ(r)e−iq·r
XZ
=
d3 rδ(r − rj )e−iq·r

ρ(q) =

(3.8)
(3.9)

j

=

X

e−iq·ri

(3.10)

j

describes the fluctuations of the particle density about the average. Note that
ρ(−q) = ρ† (q).
In the case of neutron scattering, the incident neutrons are weakly interacting with the system particles and may be treated under the Born approximation.
Under this condition, the eigenfunctions of the scattering particle before and
after collision are plane wave states. Since we assumed the initial wavefunction
of the system is in the ground state |0i, the matrix element to transition to a

25

wavefunction with an excited state |ni with momentum q is
hn, p − q|Vint |0, pi = U (q)hn|ρ† (q)|0i,

(3.11)

which is dependent only on the density fluctuations.
Using Fermi’s golden rule, the probability of transferring momentum q and
energy ω to the system is
P (q, ω) = 2π|U (q)|2

X
n

|hn|ρ(q)|0i|2 δ(ω − (En − E0 ))

(3.12)

where the delta function ensures conservation of energy (recall Eq. (3.1)). This
transition probability may be rewritten as
P (q, ω) = 2π|U (q)|2 S(q, ω)

(3.13)

where
S(q, ω) =

X
n

|hn|ρ† (q)|0i|2 δ(ω − (En − E0 ))

(3.14)

captures all the properties of the many-body system relevant to scattering of
the incident particle. This quantity S(q, ω) is known as the dynamic structure
factor and directly measures the excitation spectrum. Considering the time
evolution of the density fluctuations
ρ† (q, t)|0i = eiHt ρ† (q)e−iHt |0i

(3.15)

where H is the total Hamiltonian allows for expression of the intermediate
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scattering function

F (q, t) =

X

=

X

=

X

h0|ρ(q, t)ρ(−q, 0)|ni

(3.16)

h0|eiHt ρ(q)e−iHt |nihn|ρ† (q)|0i

(3.17)

h|ρ† (q, t)|2 ie−i(En −E0 )t

(3.18)

S(q, ω)e−iωt dω.

(3.19)

n

n

n

Z
=

Fourier transform of Eq. 3.19 yields the dynamic structure factor in a more
familiar form
1
S(q, ω) =
2π

3.2.2

Z

F (q, t)eiωt dt.

(3.20)

Finite Temperature in the Born Approximation

At finite temperatures, the system may not be in the ground state, but instead
in some excited state |mi. Then the scattering probability may be written
P (q, ω) = 2π|U (q)|2 Z −1

XX
m

n

e−βEm |hn|ρ† (q)|mi|2 δ(ω − (En − Em )) (3.21)
(3.22)

= 2π|U (q)|2 S(q, ω)

where transitions occur from some initial state |mi to some excited state |ni
with an energy transfer of En − Em . Consequently, the scattering particle may
absorb some momenta −q and energy En −Em from the system with probability
P (q, −ω) = 2π|U (q)|2 Z −1

XX
m

n

e−βEn |hm|ρ† (q)|ni|2 δ(ω − (En − Em ))
(3.23)
(3.24)

= 2π|U (q)|2 S(q, −ω).
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The thermodynamic relationship between S(q, ω) and S(q, −ω) is revealed by
swapping indices
S(q, ω) = Z −1

XX

= Z −1

XX

= Z −1

XX

m

m

m

n

n

e−βEm |hn|ρ† (q)|mi|2 δ(ω − En − Em )

(3.25)

e−βEn |hm|ρ† (q)|ni|2 δ(ω − Em − En )

(3.26)

e−β(En −Em )

n

X
n

e−βEn |hn|ρ† (q)|mi|2 δ(ω − Em − En )
(3.27)
(3.28)

= eβω S(−q, −ω)

and using time reversal symmetry S(q, −ω) = S(−q, −ω). Alternatively, this
relationship can be determined using the properties of the δ-function, where
Em = En − ω, along with Eq. 3.25 and swapping indices m ↔ n. The detailed
balance condition
S(q, ω) = eβω S(q, −ω)

(3.29)

is a simple restatement of the principle of detailed balance
P (q, ω)
= eβω .
P (−q, −ω)

(3.30)

Using the detailed balance condition and a Wick rotation of t to −iτ , Fourier
transform of Eq. 3.20 gives the intermediate scattering function in terms of
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imaginary time τ
Z
F (q, t) =
=

∞

−∞
Z ∞

e

iωt

Z

=
0

Z
=
=
F (q, τ ) =

∞
∞

Z0 ∞
Z0 ∞

0

S(q, ω)dω +

0

Z

(3.31)

eiωt S(q, ω)dω

eiωt S(q, ω)dω +

Z−∞
∞
0

−τ ω

e

Z
S(q, ω)dω +

e−τ ω S(q, ω)dω +

eiωt S(q, ω)dω

(3.32)

e−iωt S(q, −ω)dω

(3.33)

∞

Z0 ∞

eτ ω S(q, −ω)dω

(3.34)

eτ ω e−βω S(q, ω)dω

(3.35)

0

S(q, ω)[e−τ ω + e−(β−τ )ω ]dω.

(3.36)

0

Exact results for F (q, τ ) up to statistical uncertainties can be calculated using
the path integral Monte Carlo approach discussed in the previous chapter. Analytic continuation must be performed in order to compare with experimental
results for the dynamic structure factor S(q, ω). This is a significant undertaking due to finite error in the measured F (q, τ ) and ill-conditioned nature of the
inverse Laplace transformation of Eq. 3.36. A new approach and discussion of
previous attempts can be found in Chapter 8.
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Chapter 4
Adsorption by design: tuning
atom-graphene van der Waals
interactions via mechanical strain
This chapter contains sections and figures quoted verbatim with minor modifications from the following published work by the author [15]. The author’s main
contribution was the development of the helium adsorption potential, especially
the development of the algorithm and code to extract the optimized Lennard–
Jones parameters. An improved method for determining the Lennard–Jones
parameters and extensions to isotropic strain can be found in Appendix A

4.1

Abstract

We aim to understand how the van der Waals force between neutral adatoms,
atoms adsorbed to a crystal surface, and a graphene layer is modified by uniaxial strain and electron correlation effects. A detailed analysis is presented for
three atoms (He, H, and Na) and graphene strain ranging from weak to moderately strong. We show that the van der Waals potential can be significantly
enhanced by strain, and present applications of our results to the problem of
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elastic scattering of atoms from graphene. In particular we find that quantum
reflection can be significantly suppressed by strain, meaning that dissipative
inelastic effects near the surface become of increased importance. Furthermore
we introduce a method to independently estimate the Lennard-Jones parameters used in an effective model of He interacting with graphene, and determine
how they depend on strain. At short distances, we find that strain tends to
reduce the interaction strength by pushing the location of the adsorption potential minima to higher distances above the deformed graphene sheet. This
opens up the exciting possibility of mechanically engineering an adsorption potential, with implications for the formation and observation of anisotropic low
dimensional superfluid phases.

4.2

Introduction

van der Waals (vdW) or dispersion forces play an especially important
role at interfaces involving atomically thin materials, such as graphene and
structurally similar materials, including transition-metal dichalcogenides, e.g.,
MoS2 ). These can form the building blocks of the so-called van der Waals heterostructures [72]. vdW interactions are fundamentally and practically important, as they reflect the polarization properties of materials and are sensitive
to Coulomb interactions. In addition, as will be discussed below, they can
depend strongly on material deformations, both through modifications of the
electronic structure, which affects the polarization, and the changes induced in
the electron-electron interactions.
Two-dimensional materials can withstand large strains without rupture, offering unique opportunity for exploration of large strains. In graphene, uniaxial
strain effects (most notably along the “armchair" or the “zig-zag” directions)
have been studied theoretically within the non-interacting tight-binding framework [73–77]. This theoretical work was mostly motivated by experimental
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investigations of graphene’s mechanical properties: graphene was confirmed to
be the strongest material ever measured (see Ref. [78]), and is able to sustain reversible elastic (uniaxial) strain of δ ≈ 20% [79, 80]. In addition, strain
and ripple formation can coexist and affect the functionalization properties
of graphene, such as the adsorption of atomic hydrogen, which quickly turns
graphene into an insulator [81]. One can also imagine many possibilities for local
strain engineering, including the creation of strain profiles that can produce desired electronic properties, such as confinement, and surface states. [82]. Strain
plays an important role in the electronic structure of numerous two-dimensional
(2D) materials as described in a recent review (Ref. [83]), and general strain
configurations corresponding to gauge fields with different symmetries have to
be taken into account. From now on we will consider only uniaxial strain, as
it is one of the simplest deformations and is amenable to a practically complete theoretical analysis of vdW forces in terms of their strain and correlation
dependence.

z

Figure 4.1: (Color online) An adatom located a distance z above a graphene
sheet subject to mechanical strain (δ) along the indicated armchair direction.
The electronic structure under uniaxial strain shows strong directional dependence – in particular, the armchair deformation shown in Fig. 4.1, results in
a tendency towards the system becoming more one dimensional, while a zig-zag
stress leads to dimer formation beyond a critical value δc ≈ 23%, which gen32

erates a gap (via a topological Lifshitz transition) in the electronic spectrum
[73, 74]. For weak strain, the electronic spectrum is anisotropic (elliptical, with
different Fermi velocities vy 6= vx ) in both cases. This behavior creates a rich
variety of possibilities for interplay between strain-induced polarization and
electron-electron interactions and is our subject of interest.
Other examples of graphene-based lattices with anisotropic Dirac excitations include: (1) graphene superlattices [84–87], (2) tunable honeycomb optical lattices [88], and (3) molecular graphene, formed by manipulation of carbon
monoxide molecules over conventional 2D electron systems [89]. For example,
a high anisotropy (ratio of Fermi velocities vy /vx ≈ 0.5) has been achieved in
epitaxial graphene modulated on an island superlattice [86]. These recently
developed systems provide further opportunities for manipulation and tuning
of the conventional graphene electronic structure and thus exploration of the
anisotropy-related effects and their consequences for vdW forces.
van der Waals forces between graphene sheets (at distance d, large enough
to eliminate direct hopping between layers), have been a subject of considerable
attention [72, 90–100]. For Dirac systems in 2D, in particular graphene, the
force decreases as fourth power of the distance, |FvdW (d)| = CvdW /d4 , and is
fairly weak compared to relativistic systems (due to the small value of the Fermi
velocity compared to the speed of light). A fundamental and practical question
arises: Can this force be enhanced?
In a recent work [101], based on the random phase approximation (equivalent to the Lifshitz theory) [18, 102], we have found that the Dirac anisotropy,
i.e., strain, can substantially enhance the force resulting from the growth of
the polarization with increased anisotropy. Experimentally realizable values of
strain show 10 times increases of the force. Moreover, as emphasized in recent
works [98, 101], the vdW interaction is very sensitive to the Coulomb coupling
and its renormalization; this effect is particularly strong for large strain. Additionally, exchange-correlation phenomena is enhanced in strained graphene,
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such as the tendency towards itinerant ferromagnetism [103]. The absence of
conventional screening of the Coulomb interactions when the Fermi energy is
at (or close to) the Dirac point causes strong electron correlation effects in
graphene. This is typically the case when graphene is produced, e.g., by mechanical exfoliation [104–108]. The location of the Fermi energy can also be
easily shifted to the Dirac point by application of backgate voltage, i.e., due
to the strong electric field effect — one of the most important characteristics
of the material. A recent overview of interactions in graphene can be found
in Ref. [109]. The linear spectrum indicates the effective interaction parameter, typically denoted by α = e2 /~vF , is doping independent. For suspended
graphene, i.e., without the dielectric screening from a substrate, the coupling
reaches its maximum value of α ≈ 2.2.
The main goal of this paper is to investigate how atoms of different types
interact with uniaxially strained graphene, which we consider as a prototype
strained 2D material. In the first part of the work (Section 4.3), based on the
continuum random phase approximation, we perform calculations for distances
larger than 2–3 nm, up to 70 nm, and restrict ourselves to T = 0 since it is
well documented [97, 110, 111] that finite temperature effects are negligible for
such distances. In this distance regime we have confidence that our results,
obtained within the continuum theory, predict correctly the strain-dependence
of the vdW potential. In the second half of this work (Section 4.5) we calculate
the Lennard-Jones parameters for an effective model of He interacting with
graphene, and determine how they depend on strain by fitting the attractive
vdW potential tail at large distances. This allows us to reconstruct a phenomenological potential down to small (Å) distances, in the region where the
minimum occurs.
The study of such atom–2D material interfaces allows us to explore the
effects of strain and interactions within the material in their most pure form
(since interlayer screening of the vdW force is not present in this case). While
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previous works have been devoted to vdW interactions of atoms with isotropic
graphene [91, 110–114], our work focuses on the effects of strain and correlations. One of our principal results is that the vdW interaction increases with
strain and the relative magnitude of this effect does not depend strongly on
the type of atom, i.e. on its mass and polarizability. On the other hand, the
vdW interaction is quite sensitive to graphene’s electron-electron interaction
coupling constant. Thus, atoms can act as amplifiers of the strain-induced polarization properties of the 2D material, which in turn can lead to profound
consequences for the atomic behavior itself near the surface. As an application
of our theory we calculate the effect of strain on the quantum reflection amplitude, the probability that a low-energy impinging atom will be reflected from
the surface, and find that it can be dramatically reduced.
Increased density of adatoms and the ability to mechanically tune the van
der Waals attraction between them and the graphene sheet opens up the possibility of investigating low dimensional collective many-body effects near the
surface. The local anisotropy of the deformed graphene lattice structure will
strongly affect the physics of adsorption. The search for an ideal and controllable substrate onto which a light gas (H or He) can be adsorbed to form a 2D
quantum liquid (or superfluid) has been an area of active research for nearly
fifty years [115]. The key requirements for such a substrate include (1) that
it is atomically flat and regular and (2) it be only weakly polarizable, to prevent the formation of strongly localized classical adsorbed layers. Originally,
graphite appeared to provide an ideal surface in these regards, and its helium
adsorption phase diagram as a function of density and temperature is well understood both experimentally [17, 116–119] and via numerical quantum Monte
√
√
Carlo simulations [120–122]. It includes a commensurate 3 × 3 R 30◦ phase
(where helium atoms occupy 1/3 of the strong binding sites located at hexagon
centers) and possible striped incommensurate and reentrant fluid phases at high
densities, but the first adsorbed layer appears to lack any signatures of a more
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exotic quantum liquid.
While experiments are currently lacking, a single sheet of graphene seems
to be an even more appealing substrate due to a 10% reduction in the binding
energy for a monolayer of helium (compared to graphite) [123] and a possible
enhancement of quantum fluctuations suppressing spatial localization in adsorbed phases[124]. This idea was explored via a series of recent zero temperature diffusion Monte Carlo studies [125–127], which reported the observation
of superfluidity in the first layer of helium on graphene and even the presence
of the fleeting supersolid phase (where long range off-diagonal and positional
order coexist). These results have proven controversial and finite temperature
grand canonical quantum Monte Carlo simulations [16] have found no evidence
of either first layer superfluid response or supersolidity, with the discrepancy
being blamed on population size bias in diffusion Monte Carlo [128]. The exact
nature of adsorbed helium on graphene at low temperature thus remains an
open question.
The most important ingredient in numerical simulations of helium on
graphene is the specific form of the interaction potential between an adsorbate
atom and the graphene sheet and is usually taken as a summation of repulsive
hard core and attractive van der Waals interactions [129], which may depend on
a number of phenomenological parameters. By exploiting our knowledge of the
electronic polarizability of the graphene sheet, we have devised a method that
enables the independent determination of these parameters by fitting the long
distance tail of the van der Waals potential computed within the continuum
limit to predictions from the effective microscopic theory. This allows us to investigate both the accuracy of commonly used model parameters for isotropic
graphene as well as the effects of strain on their values. We find that while
increasing uniaxial strain enhances the long distance van der Waals attraction,
it can have the opposite effect at short distances, leading to an overall softening
of the adsorption potential with exciting consequences for the energetic feasi36

bility of proximate and possibly anisotropic superfluid phases. These trends are
confirmed via ab initio calculations of the interaction energy between a helium
atom and an aromatic molecule composed of 24 carbon atoms, coronene.
The rest of the paper is organized as follows. In Section 4.3 we describe
our results for the vdW interaction between uniaxially strained graphene and
several types of atoms (with different masses and polarizibilities) as a function
of strain and the electron interaction coupling constant. Section 4.4 contains
results for the elastic quantum reflection (QR) coefficient as a function of strain
and Section 4.5 discusses the many-body adsorption potential for helium on
strained graphene. In Section 4.6 we present our conclusions and perspectives
for further exploration.

4.3

Atom-Graphene van der Waals Force

We begin with the problem of strain-dependence of the atom-graphene van der
Waals potential. The theory of vdW forces is described in Refs. [18, 97, 102] and
contains, in particular, the fully relativistic treatment within Lifshitz theory,
which amounts to the well-known Random Phase Approximation (RPA), including retardation effects incorporated through the polarization function and
the interactions. Many works have also been devoted to atom-graphene interactions [91, 110–114]. In our calculations we use the strained graphene polarization function, calculated to one-loop, in the continuum limit. This assumes
infinite cone bandwidth, and when translated to real space, implies that the results are reliable for distances z  a, where a ∼ 1Å is the lattice spacing. It is
somewhat difficult to assess exactly at what distance the continuum description
ceases to be valid but the typical estimate for atom-plane interactions is about
2–3 nm [97]. Recent work on interactions between graphene layers (based on numerical RPA extensions to smaller, Å-scale distances) finds that the corrections
below 30 Å are substantial for that system [130, 131]. We have performed simple
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estimates for the effect of an ultraviolet cutoff (finite bandwidth) in the spirit of
Ref. [130] but adapted for our problem and have found, most importantly, that
it does not affect the strain-dependence of our results (in the distance range of
interest, above 2-3 nm), which will be discussed later. This is easy to understand
on the basis of the fact that the continuum electronic polarization in graphene
already incorporates the main effect of strain as a prefactor, and raises quickly
with strain, while an ultraviolet cutoff leads to a function of limited variation
range, not affecting the strain dependence. Moreover, there is no well-defined
path to incorporate reliably such non-universal (cutoff-dependent) corrections
in our problem, nor is it our goal in the present work. Thus we adopt the
philosophy that we use the continuum RPA only in the conventional sense, for
distance above 2-3 nm. It is worth noting that there are of course other effects
that could lead to changes comparable to the finite bandwidth correction (of
order 10%) that we do not take into account. One such effect is the low-energy
(logarithmic) renormalization of the velocity of carriers in graphene, which is
known to affect the vdW interaction between graphene layers and is also ultraviolet cutoff dependent; more precisely, this effect depends on the ratio of
the ultraviolet cutoff to the infrared scale [98, 101]. Such renormalization could
also create weak, logarithmic corrections to the adatom–graphene potential at
long distances. Another effect is related to higher (two-loop) corrections to the
polarization bubble, which contain both universal and non-universal components [109]. All of these effects depend on the electron-electron interaction in
graphene and for strong interaction, e.g., in vacuum, can affect the vdW potential, usually leading to its reduction. In fact in a certain sense all mentioned
effects (finite bandwidth correction to vdW force, velocity renormalization, and
interaction corrections to the polarization) lead to a distance-dependent reduction of the effective electron interaction (called g below), and thus can lead
to subleading modification of the distance dependence of vdW interactions (as
discussed in the above-mentioned references). We choose to neglect all of these
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additional contributions as they are ultimately subleading as far as electron
interactions are concerned. In this work we are after the dominant effect whose
strain-dependence can be calculated reliably; our results are robust and universal in the leading “conventional" RPA scheme and expected to retain the same
robust strain dependence even when corrections are included, on the basis of
the above discussion.
As is well known, and we will see explicitly, relativistic effects depend on
the interaction distance and are relatively weak on the nanometer scale (only
becoming important on micron scales). Thus we find it useful to write down the
(less cumbersome) non-relativistic expressions first, and then include relativistic
effects. The zero temperature formalism is used since finite temperature effects
are not important in the distance regime under consideration.

4.3.1

Non-relativistic treatment

The dynamic atomic polarizability α(iω) for various atoms, which is required
for the calculation, is known with great precision [132], and for most atoms can
be approximated by the following single-oscillator form (for the vdW force, one
needs it on the imaginary axis):

α(iω) =

α0 ω02
.
ω02 + ω 2

(4.1)

Here α0 is the static polarizability. We have performed detailed fits of this
form to the data of Ref. [132] for three atoms.

We obtain, for H: α0 =

4.5 a.u., ω0 = 11.65 eV; for Na, α0 = 162.6 a.u., ω0 = 2.15 eV, and for
He, α0 = 1.38 a.u., ω0 = 27 eV. These atoms were chosen because their behavior is relevant to cold atom experiments.

Notice that they have very

different polarizabilities, where the atomic unit of polarizability is 1 a.u. =
1.4818 × 10−4 nm3 .
Next, the polarization of the graphene electrons is needed. Assuming uni39

axially strained graphene, as shown in Fig. 4.1, for weak to moderate strain the
electronic dispersion is well described by an effective anisotropic Dirac dispersion E(k) with different, strain-dependent velocities vx , vy [73, 75, 101]:
E(k)2 = vx2 kx2 + vy2 ky2 .

(4.2)

As mentioned previously, for a lattice deformation in the armchair direction,
the system remains semi-metallic (no gap opens) even for strong strain [73,
75]. For strain in other directions, in particular in the zig-zag direction, a
gap eventually opens as a function of strain, the Dirac cones become severely
distorted (merging at the transition point) and cannot be described by Eq. (4.2).
Returning to the case of armchair strain, we have performed a fit to the data
described in Refs. [73, 75], which gives the anisotropy ratio vy /vx as a function
of strain δ. The relationship between vy /vx and δ will be needed in Section 4.5.
We assume strain to be in the y-direction (armchair direction), reducing the
corresponding velocity while the velocity in the perpendicular (x) direction is
not significantly affected [73, 75]. As explained in those works, for small strain
δ the variation of the velocities is linear, and we find that for the armchair
direction is described well by the formulas: vy /vF = 1 − Λδ,

vx /vF = 1 +

Λνδ. Here ν = 0.165 is the Poisson ratio, Λ ≈ 2.23, and vF is the velocity
of unstrained graphene. Beyond weak (≈ 10%) strain, the dependence on
strain becomes (only weakly) nonlinear, and the above formulas continue to
approximately describe the numerical results [75] even for moderately strong
deformations. After taking into account the weak non-linearity in the armchair
direction, we arrive at the correspondence between velocity anisotropy and
strain shown in Table 4.1.
For the rest of this section we will vary the effective Dirac anisotropy vy /vx
from 1 (isotropic graphene) down to its largest value of 0.2 and we introduce

40

vy /vx

1.00

0.75

0.40

0.20

δ

0.00

0.10

0.25

0.34

Table 4.1: The relationship between the Fermi velocity anisotropy and the
elongation of the y-axis of a strained graphene lattice using data inferred from
Refs. [73, 75].
the notation:
vy
≤ 1.
vx

v⊥ ≡

(4.3)

We consider graphene at half-filling, i.e., the chemical potential is at zero (the
lower Dirac cone is full, the upper one is empty). Returning to the calculation
of the polarization, a simple rescaling of the isotropic graphene case leads to
the exact expression [101]:

Π(q, iω) = −

v2 q2 + v2q2
1
p 2 x2 x 2 y2 y 2 .
4vx vy vx qx + vy qy + ω

(4.4)

From here, the vdW energy in the non-relativistic limit is [97]:
~
UvdW (z) = −
2π
Z 2π
0

∞

Z

Z
dξα(iξ) 2

∞

0

0

dkk 2 e−2kz ×

dφ |V (k)Π(k, iξ)|
.
2π 1 − V (k)Π(k, iξ)

(4.5)

This is the RPA result. Here φ is the angle between the kx and ky directions
(in the strained case there is an explicit angular dependence). The Coulomb
potential is:
V (k) =

2πe2
, k = |k|.
k

(4.6)

Finally, we define graphene’s dimensionless coupling constant g as:

g=

π e2
2 vx

(4.7)

where we have set ~ = 1. The value in vacuum can be obtained by noting that
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for graphene e2 /vx ≈ 2.2, [109] leading to g ≈ 3.45. If graphene is placed on
a substrate (and one assumes vacuum in the upper half-space), the effective
charge e2 decreases due to the dielectric constant, κ, of the substrate and we
have to replace e2 → 2e2 /(1 + κ). For example, a SiO2 substrate has κ ≈ 4 and
the coupling g decreases substantially [109].
Returning to Eq. (4.5), the vdW potential can be conveniently expressed
as:
UvdW (z) = −

C3 (z)
,
z3

(4.8)

where:
Z 2π
Z
dω
dφ ∞
dqq 3 e−q ×
2
1 + ω 0 2π 0
0
f (φ, v⊥ )
p
.
2
q f (φ, v⊥ ) + ω 2 Ω2 + (g/v⊥ )qf (φ, v⊥ )

α0 ω 0 g
C3 (z) =
8π v⊥

Z

∞

(4.9)

Here we have written the result in such a way that the physical dimension of
C3 comes only from the pre-factor α0 ω0 , while the other couplings and the
integration variables q, ω are dimensionless. We also use the definition:
2
f (φ, v⊥ ) = cos2 φ + v⊥
sin2 φ.

(4.10)

The characteristic dimensionless scale Ω is defined as

Ω = Ω(z) ≡

2ω0 z
,
vx

(4.11)

and is distance-dependent.

4.3.2

Relativistic effects

The above formulas are generalized to take into account relativistic corrections
in full, which enter in two ways. First, there is an explicit contribution from
retarded potential pieces [18, 91, 97, 102, 110, 111], proportional to (vx /c)2 =
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(1/300)2  1, which can be safely neglected. Second, there is a retardation
modification of the Coulomb interaction portion, which now reads (as before,
all integration variables are dimensionless)
Z 2π
Z
dω
dφ ∞
dqq 3 e−q ×
2
1
+
ω
2π
0
 0 2 2  ωc ω
f (φ, v⊥ ) × 2 − ωcq2ω
p
,
q 2 f (φ, v⊥ ) + ω 2 Ω2 + (g/v⊥ )qf (φ, v⊥ )

α0 ω0 g
C3 (z) =
8π 2v⊥

Z

∞

(4.12)

where we introduce the relativistically generated dimensionless, distancedependent scale, which in particular provides an effective cutoff in the above
integration:
ωc ≡ Ω(z)/(c/vx ) = Ω(z)/300.

(4.13)

The non-relativistic formula is recovered for ωc = 0 (c = ∞). It is clear that
for finite speed of light c the relativistic effects become more important as the
distance, z, increases (so that ωc starts deviating substantially from 0). At very
large z, within the regime ωc > Ω, C3 (z) ∼ 1/z, i.e., the vdW potential changes
shape. Our approach above is equivalent (apart from different notation) to
the conventionally used Lifshitz theory [18, 97, 102], and the C3 results for
isotropic graphene are completely consistent with published numbers for H,
He, Na [91, 110–114].
Now, we proceed to a more detailed discussion of our results as a function
of strain (Dirac cone anisotropy). First we show that C3 (z) generically has
substantial distance dependence, which is already present in the non-relativistic
limit, Eq. (4.9), due to the frequency dependence (semi-metallic nature) of
graphene’s polarization. A comparison of Eq. (4.9) with the fully relativistic
expression Eq. (4.12) is presented in Fig. 4.2 (inset), for He. The difference
between the two is appreciable (even in the nm distance range), and increases
with distance, as expected.
Therefore, in order to achieve maximum accuracy, from now on we will use
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the fully relativistic formula Eq. (4.12). The main panel in Fig. 4.2 shows the
dependence of C3 (z) on the anisotropy v⊥ for He. We assume, for definitiveness,
that graphene is free-standing (in vacuum), i.e., the electron-electron coupling is
g = 3.45. Atomic units of C3 (z) are defined as: 1 a.u. of C3 = 4.032 meV nm3 .
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Figure 4.2: (Color online) Distance dependence of C3 (z) that determines the
vdW potential via Eq. (4.8). Results are plotted for a He atom, for several
values of the anisotropy v⊥ = vy /vx . Inset: Comparison of the fully relativistic expression with the non-relativistic formula (dashed lines) for the isotropic
(v⊥ = 1) and maximally strained (v⊥ = 0.2) cases.
We find a significant dependence on strain, which tends to increase the value
of C3 (z). This increase can be traced to the enhancement of the electron polarization from Eq. (4.4) with strain. A factor of 2 increase in the vdW potential is seen for almost all distances at the maximal strain under consideration
(v⊥ = 0.2). Finally, the shape of the curves in Fig. 4.2 suggests that the vdW
potential experiences significant deviations from a pure 1/z 3 tail, even at such
intermediate (nm) distances. We will analyze this crossover at the end of this
Section.
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In Fig. 4.3, we present our results for H and Na atoms. Even though the
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Figure 4.3: (Color online) Distance dependence of C3 (z) that determines the
vdW potential via Eq. (4.8), for H atom on isotropic (v⊥ = 1) and maximally
strained graphene (v⊥ = 0.2). Inset: Same as main panel, for a Na atom; note
the larger vertical scale.
scales of C3 (z) differ significantly, due to the very different atomic polarizabilities (Na is approximately forty times more polarizable), the overall anisotropic
behavior for these atoms is quite similar. It is also similar to the case of (weakly
polarizable) He shown in Fig. 4.2.
In Fig. 4.4, we plot results for the combined effect of anisotropy and electronelectron interaction g. The interaction controls both the overall scale of C3 (z)
and (metallic) screening, as reflected in the denominator of Eq. (4.12). If
screening were absent, the strain dependence of C3 (z) would be much more
pronounced. This effect is only marginally visible in Fig. 4.4, i.e., the increase
of C3 (z) is slightly larger for g = 0.78 (lower two curves) than for g = 3.45 (upper two curves). The overall reduction of the vdW interaction as g decreases is
the dominant behavior.
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Figure 4.4: (Color online) Combined correlation (g = (π/2)(e2 /vx )) and
anisotropy (v⊥ ) dependence of C3 (z) for a H atom. The representative electron interaction values correspond to e2 /vx = 2.2 (vacuum), and e2 /vx = 0.5
(screened case).
Finally, we examine the crossover in the distance dependence of the potential.

The significant z-dependence of C3 (z) suggests a fit of the form

C3 (z) = C4 /(z + L), where C4 and L are the fitting parameters. In standard atomic units, 1 a.u. of C4 = 4.032 meV nm4 . Our results for all studied
atoms are summarized in Fig. 4.5. We find that the crossover distances are
in the nm distance region, and increase with strain. For He and H we have
L ' 1.3, 3.3 nm respectively, for isotropic graphene, while the corresponding
value for Na is significantly larger, L ' 15.6 nm. Thus at distances z  L the
vdW potential becomes UvdW (z) = −C4 /z 4 . The coefficient C4 also increases
with strain as shown in Fig. 4.5.
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Figure 4.5: (Color online) Crossover from C3 /z 3 to C4 /z 4 behavior in the vdW
potential tail, as a function of the anisotropy (1 − v⊥ ). Fits are performed to
the expression C3 (z) = C4 /(z + L) with panel (a) showing C4 and (b) the value
of the crossover length scale L.

4.4

Implications for Quantum Reflection

As a first application of our results, we consider the strain dependence of the
quantum reflection (QR). For elastic interactions, ultracold atoms impinging
on graphene should be subject to quantum reflection from the attractive vdW
tail of the atom-graphene potential [133]. QR is a simple result of the wave-like
nature of low-energy particles moving in an attractive potential that falls off
sufficiently rapidly with distance from the surface. Under QR, an ultracold
atom can have a high probability of reflecting without ever reaching a classical
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turning point near the graphene surface. Studied since the development of
quantum mechanics, QR continues to fascinate both theorists [134–136] and
experimentalists [137–139] alike and while QR has been previously studied for
graphene [134], we now investigate the effect of uniaxial graphene strain on its
properties. Since we have found in the previous Section that the vdW potential
is sensitive to the Dirac anisotropy, this implies that QR might be efficiently
tuned with uniaxial strain.
To determine how the vdW potential affects above-barrier quantum reflection (see, e.g., Refs. [140, 141] for an overview) we consider a non-relativistic
atom with energy E = ~2 k 2 /(2M ) and mass M impinging on graphene (where
we have temporarily restored ~ for clarity). The behavior of the QR reflection
coefficient R, defined as the magnitude of the reflectivity, i.e., the piece of the
wave-function that is reflected, depends on the distance dependence of UvdW (z).
In the regime under consideration where UvdW (z) experiences a crossover from
−C3 /z 3 to −C4 /z 4 behavior (in this section, we take C3 as a z-independent
constant), the value of the effective parameter ρ determines which part of the
tail is the dominant contribution to R:[140]
√
2M C3
√ ,
ρ=
~
C4

(4.14)

where C4 is determined from Fig. 4.5 and the constant C3 is defined as C3 ≡
C4 /L. In the low-energy regime, if ρ  1, then the −C3 /z 3 part determines
R, while ρ  1 means that the −C4 /z 4 tail is more important. Taking into
account our results from Fig. 4.5, we find the following numbers for different
atoms (for isotropic graphene): ρH ≈ 1.9, ρHe ≈ 5.2 and ρNa ≈ 11.2. The value
for H is the smallest, resulting from its small atomic mass. From the results
of Ref. [140], we can see that the value of ρ that separates the asymptotically
small and large values is around ρ ≈ 3.
Let us consider, for definitiveness, the case of Na, where the −C4 /z 4 tail
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is dominant, and estimate the effect of strain on R. It is convenient to define
[140] the length scale β4 via:

UvdW (z) = −
such that
β4 =

C4
~2 β42
≡
−
,
z4
2M z 4

√

2M C4
.
~

(4.15)

(4.16)

The asymptotic behavior of R in the low-energy region E → 0, or in proper
dimensionless units, β4 k  1, is then:[140]
R ≈ 1 − 2(β4 k), β4 k  1.

(4.17)

In the opposite, high-energy regime, we have:
√

R ∼ e−1.694

β4 k

,

β4 k  1,

(4.18)

which is valid, provided 1  β4 k  ρ2 . [140]
Since C4 (and therefore β4 ) increases with strain, (see Fig. 4.5), it is clear
that larger strain leads to a decrease of the quantum reflection, as shown in
Fig. 4.6. This decrease of the QR can be very substantial (for moderately large
strain). Finally, in situations where the −C3 /z 3 piece of the vdW tail dominates, the corresponding asymptotic behavior is also well established [140] and
the strain dependence can be readily calculated, leading to behavior qualitatively very similar to the one in Fig. 4.6.
Having understood that uniaxial strain enhances the van der Waals interaction between an impinging atom and a deformed graphene substrate, thus
leading to a marked reduction in the probability of its reflection, we now ask
what effects it may have near the surface. In particular, we investigate the
physics of adsorption of light atoms onto mechanically strained graphene.
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Figure 4.6: (Color online) Asymptotic behavior of the quantum reflection coefficient R for unstrained graphene and anisotropic (strained) graphene with
v⊥ = 0.2, in the regime where the tail −C4 /z 4 dominates, as a function of
the atomic momentum k. The length scale is defined as 1/k0 ≡ β4 . In the
main panel the low energy behavior is plotted. Inset: High energy behavior,
corresponding to exponentially small reflection.

4.5

Helium-4 adsorption potential

In this section we focus exclusively on the interaction between a single 4 He atom
and graphene, but the techniques we develop could be applied to the study of
adsorption of any neutral polarizable atom.
One conventional (and simplistic) treatment of helium adsorption on
graphene (or a graphite surface) [129] estimates the total potential energy
U (r) for a neutral adatom at position r = (x, y, z) as a discrete summation
of Lennard-Jones (6–12) two-body interactions with the N carbon atoms lo-
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cated at Ri = (Xi , Yi , 0):

U (r) = 4ε

N
X

"

i=1

σ
r − Ri

12

σ
−
r − Ri

6

#
.

(4.19)

We note that the adatom experiences the effects of a corrugated graphene sheet
at short distances and thus the potential is a function of the full spatial coordinate r as opposed to the continuum approximation used in Eq. (4.8) where
it is only sensitive to the height z above the sheet. The r−12 form of the short
distance interaction is semi-empirical and is meant to capture the effects of
Pauli repulsion from overlapping electronic orbitals, while the r−6 attractive
part of Eq. (4.19) is due to the individual vdW dispersion forces between the
neutral carbon and helium atoms. For two interacting atoms, the LennardJones (LJ) parameters σ and ε set the location of the minimum at rm = 21/6 σ
and its depth at −ε. For pure gases and liquids, they can be estimated using
second-virial or viscosity coefficients [142] whereas for mixtures, they can be
roughly approximated [143] using the Lorenz-Bertholot mixing rules, which for
two species A and B are given by:
εA−B =
σA−B

√

εA εB

σA + σB
=
.
2

(4.20)

For a single helium atom interacting with carbon in either graphene or graphite,
the most commonly used parameters are taken from Ref. [129] to be εHe−C =
16.2463 K and σHe−C = 2.74 Å. These values were determined by comparing
the bound states of Eq. (4.19) to experimental results for the adsorption spectra
of helium on graphite [144]. It is thus natural to ask if these LJ parameters
can be used to capture the effects of strain considered in the previous sections
within the continuum approximation and shown in Fig. 4.2. The answer to this
question constitutes the remainder of this paper.

51

4.5.1

Unstrained graphene

We begin our analysis by investigating the accuracy of the Lennard-Jones potential for helium interacting with an isotropic graphene sheet by comparing
Eq. (4.19) with the long-distance continuum limit value UvdW (z) = −C3 (z)/z 3
in Eq. (4.8). In Fig. 4.7 we show the adsorption potential for N = 218 carbon
atoms using the standard LJ parameters for He-C interactions as a function
of distance above the graphene sheet for the three high symmetry locations
√
√
rA = (0, 0, z), rB = ( 3a0 /2, 0, z) and rc = ( 3a0 /2, a2 /2, z), shown in the
upper left inset. Here a0 = 1.42 Å is the isotropic C-C bond length. The main

√
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Figure 4.7: (Color online) The Lennard-Jones potential for a single helium atom
located a distance z above a graphene sheet at positions A, B, C (shown in upper
left) using εHe−C = 16.2463 K and σHe−C = 2.74 Å. The inset (same axes) shows
a comparison with the long distance van der Waals potential computed using
the continuum polarization of the graphene sheet for z & 2 nm where it should
be valid. The arrow indicates the value of z where the relative error between
the two calculations is on the order of 1%.
panel depicts the usual form of the LJ adsorption potential at short distances,
with the details of the attractive minima and hardcore repulsion depending on
52

the relative orientation of the adatom with respect to the graphene lattice [145].
For distances z ≥ 20 Å, the potential is insensitive (at the order of 10−10 K) to
the x and y positions of the adatom and the substrate can be effectively treated
in the continuum approximation. The inset shows |U (rA )| along with the continuum long distance calculation of |UvdW (z)| for He from Section 4.3.2 with the
two values differing by a relative error of 1% at z ' 20 Å. We stress that this
agreement is achieved with no adjustable parameters and serves as an excellent
benchmark of our continuum calculations at long distances.

4.5.2

Lennard-Jones parameters for strained graphene

In Section 4.3 we found that the dispersion force between adatoms and graphene
increases at long distances as a function of increasing mechanical strain. This
finding can be investigated by evaluating the discrete LJ potential for graphene
lattices with strain δ = 0.0, 0.1, 0.25, 0.34 defined as the relative elongation
of the lattice along the armchair direction and corresponding to the velocity
anisotropies vy /vx considered above and shown in Table 4.1. For each value of
the strain parameter δ we construct a graphene lattice consisting of atoms in
the z = 0 plane with positions defined by the lattice:
√
a1 = a0 3(1 − δν)î
√ 

√
a0 3
a2 =
(1 − δν)î + 3(1 + δ)ĵ
2

(4.21)
(4.22)

and basis vectors:

b1 = a0 (0, 1 + δ)

(4.23)

b2 = a0 (0, 2(1 + δ))

(4.24)

where ν = 0.165 is the Poisson ratio for graphite [73].
For distances beyond 1 nm, a comparison of the discrete and continuum
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calculations for the potential for different strains δ is shown in Fig. 4.8 where
we have again used the standard LJ parameters for He–C, now labeling them
ε0 ≡ εHe−C and σ0 ≡ σHe−C . Not only do we find considerable disagreement
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Figure 4.8: (Color online) The z > 10 Å behavior of the Lennard-Jones adsorption potential for a He adatom interacting with a graphene sheet subject to
mechanical strain parameterized by δ. The strain dependence of the LennardJones potential using the standard parameters ε0 , σ0 given in the text are the
solid lines, while the continuum vdW potential far from the sheet is the dashed
lines. Note that the two methods show the opposite strain dependence indicating the failure of the standard Lennard-Jones calculation for strained graphene.
away from δ = 0, but the strain dependence has opposite signs; the discrete
calculation yields weaker dispersion forces as the strain is increased. This finding indicates that the isotropic LJ parameters for He–C interactions cannot be
used when computing the adsorption potential for strained graphene lattices.
This failure is perhaps unsurprising, as these effective parameters are meant to
capture a plethora of microscopic details that are certainly strain dependent.
To address this fundamental discrepancy we have devised a procedure that
allows us to determine the strain dependence of ε and σ. We proceed by
constructing a set of strained finite size graphene lattices, then compute the
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potential energy U (z) ≡ U (0, 0, z) using the brute-force discrete summation
in Eq. (4.19) for a fine mesh of LJ parameters ε ∈ {0.9ε0 , · · · , 1.1ε0 } and
σ ∈ {0.9σ0 , · · · , 1.1σ0 } with the expectation that the values of strain under
consideration should not have an O(1) effect. The resulting four dimensional
data set: U (z; ε, σ, δ) can then be compared with the long distance continuum
value of UvdW (z; δ) using the mean squared residual:
2

χ (ε, σ, δ) =

n
X
i=1

|U (zi ; ε, σ, δ) − UvdW (zi ; δ)|2

(4.25)

for n > 3000 values of z in the range z = 16.5 – 50 Å. The starting point, z0 ,
for the residual calculation was chosen so that the relative error between the
continuum vdW potential and the discrete summation was on the order of 5%
for δ = 0 (Fig. 4.7 inset). Although this choice is somewhat arbitrary, we found
only weak dependence on the final results (see uncertainties in Table 4.2) when
modifying z0 between 16.5 Å and 20 Å.
The residual χ2 is minimized by a two-parameter function ε(σ, δ) over the
range of parameters considered and we must add an additional constraint in
order to extract the optimal values of ε and σ for a given strain. This can
be accomplished by requiring that the δ-dependent LJ parameters are close
to the isotropic ones ε0 and σ0 . To this end, we define a relative Euclidean
distance-cost function:
∆2 (ε, σ) = (ε − ε0 )2 + (σ − σ0 )2

(4.26)

and search for the global minimum of the “fit-likelihood” estimator
S(δ) = χ2 + ∆2

(4.27)

with the results displayed in Fig. 4.9. The global best fit values (including those
for isotropic graphene) are indicated with a star and their explicit values are
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Figure 4.9: (Color online) The likelihood estimator S ∼ χ2 + ∆2 defined in
Eq. (4.27) used to determine the value of the Lennard-Jones parameters ε and
σ producing the best fit to the long distance continuum van der Waals potential
for a single helium-4 atom above strained graphene with δ = 0, 0.1, 0.25 and
0.34. The density scale indicating the goodness of fit from light (best) to dark
(worst). The star indicates the identified global best fit.
given in Table 4.2. Again there is flexibility in the specific form of the likelihood
estimator S(δ) in Eq. (4.27) and we have investigated the effects of using other
functions, including different weightings of ε and σ as well as a relative scale
factor between χ2 and ∆2 . These ambiguities add an additional source of error
(along with the starting z-coordinate of the residual) that is reflected in the
quantitative uncertainties reported in Table 4.2. These errors, which are on the
order of a few percent, do not affect the observed qualitative dependence on
strain: both Lennard-Jones parameters are monotonically increasing functions
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δ

0.00

0.10

0.25

0.34

ε [K]

16.247(7)

16.28(9)

16.407(6)

16.61(2)

σ [Å]

2.739(7)

2.782(8)

2.895(6)

3.08(1)

Table 4.2: The optimal values of the Lennard-Jones parameters that best reproduce the long distance continuum van der Waals tail of the adsorption potential
for a helium atom above strained graphene. The uncertainty in the final digit
is indicated in parenthesis where the error can be attributed to the starting position height z0 of the residual χ2 and the functional form of the cost-distance
function ∆2
of δ.
We note, rather remarkably, that for isotropic graphene, we recover the
experimentally determined parameters ε0 and σ0 used for helium interacting
with a graphite surface [129]. This result provides a novel and independent
theoretical verification of the validity of these parameters, as the inputs to
our calculation only include the dynamical polarizability of helium defined in
Eq. (4.1) and the well known properties of graphene in vacuum.
As strain is increased, both ε and σ grow, with σ being most strongly
affected, (increasing by over 10% for δ = 0.34). This is the expected behavior,
as it encapsulates the geometric properties of the potential and sets the distance
that the attractive minima occurs for a two-body interaction. ε, which sets
the energy of the minimum, increases by 2.5% at the highest strain considered.
This different response to strain is likely indicative of their role in the potential,
Eq. (4.19), where ε sets a linear scale while σ appears with the sixth power of
the distance and thus has a greater effect on the long distance tail.

4.5.3

Results: strained Lennard-Jones potential

Having determined the strain dependent Lennard-Jones parameters in Table 4.2
we now compute the complete form of the many-body adsorption potential for
a He adatom above strained graphene, with the results shown in Fig. 4.10. Here
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Figure 4.10: (Color online) The Lennard-Jones adsorption potential for a He
adatom placed at coordinate rA = (0, 0, z) above a graphene sheet with uniaxial
strain along the armchair direction parameterized by δ. The inset (same axes)
shows the long distance tail of the potential, with increasing strain causing
the dispersion force to increase, in agreement with continuum van der Waals
calculations in the long distance limit.
the helium atom is centered with respect to the hexagonal graphene unit cell
(rA = (0, 0, z), as in Fig. 4.7) and we observe that the location of the attractive
minima, rm is pushed to larger distances above the sheet as the strain increases,
with a concomitant softening (increase) of the potential from U (rm ) ' −192 K
for isotropic graphene with δ = 0 to U (rm ) ' −182 K at δ = 0.25. For the
strongest strain, δ = 0.34, we find that the location of minima is pushed out to
a distance of rm ' 2.95 Å, but in contrast to weaker strain, its depth decreases to
U (rm ) ' −194 K indicating a propensity for enhanced adsorption. We believe
that this behavior may be indicative of a breakdown of our our Lennard-Jones
fitting procedure at large strain as this pair potential neglects the anisotropic
polarization of the strained graphene at short distances. It is likely that a more
accurate, non-spherically symmetric pair potential is required [145]. This is
confirmed in the next section via ab initio calculations. During the fit, the
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large increase of the vdW force found in the continuum approximation at large
strain is most efficiently captured through an increase in σ. For two particles,
changes in σ only alter the location of the potential minimum, whereas the
maximum depth of the many-body adsorption potential is strongly dependent
on this hard-core radius as well as the relative coordination between the adatom
at the graphene lattice as seen in Fig. 4.7. ε, on the other hand, has the same
effect on both the two- and many-body potential, setting an overall linear energy
scale.
To better understand these effects, we fix z = rm (δ) and evaluate the adsorption potential U (x, y, rm ) as a function of the x and y coordinates as seen
in Fig. 4.11. For unstrained graphene (top panel), we observe modulations on
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Figure 4.11: (Color online) The spatial dependence of the Lennard-Jones adsorption potential for a He atom at a fixed distance z = rm (δ) above an isotropic
(δ = 0, top) and strained (δ = 0.25, bottom) graphene sheet using the parameters in Table 4.2.
the order of 15% as the atom is moved laterally at fixed z. The potential has
an egg-carton structure with global minima occurring at hexagon centers and
√
√
giving rise to the 3 × 3 R30◦ commensurate phase experimentally observed
in graphite [116, 117, 119]. This phase, where helium atoms occupy 1/3 of the
strong binding sites, has also been observed for isotropic graphene in Monte
Carlo simulations [16, 124, 146]. In the presence of large strain, the poten59

tial is more washboard-like, with high ridges tracking the zig-zag direction and
deep minima, again centered at the hexagon centers, but with a reduced energy barrier between them. The evolution of these coordination effects with
strain are more apparent when normalizing deviations of the potential between
their minimum and maximum values as seen in Fig. 4.12, where again we have
fixed z = rm (δ). The valley-to-peak difference in the potential increases from
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Figure 4.12: (Color online) The Lennard-Jones potential U (x, y, rm ) for different values of the strain parameter δ for a helium adatom located at fixed
z = rm above the graphene sheet where rm (δ) ' 2.635, 2.663, 2.768, 2.951 Å is
the strain dependent position of the minimum for δ = 0.0, 0.1, 0.25, 0.34 respectively. Each panel has been independently normalized such that the color scale
ranges from minx,y U (x, y, rm ) (white) to maxx,y U (x, y, rm ) (red).
approximately 36 K for δ = 0 to 49 K for δ = 0.25 while the energy barriers
between minima are systematically reduced along the zig-zag troughs.
If we increase the fixed height above the sheet and set it to the strain
independent constant z = 2σ0 = 5.48 Å we find very different behavior as seen
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in Fig. 4.13. The location with respect to the lattice of peaks and valleys has
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Figure 4.13: The Lennard-Jones potential U (x, y, 2σ0 ) for different values of
the strain parameter δ for a helium adatom located at z = 2σ0 = 5.48 Å above
the graphene sheet.
now reversed, with the hexagon center always representing the maxima in the
potential. While the variations in the potential are suppressed as z increases:
∆U (z = 2σ0 , δ = 0.0) ' 0.27 mK and ∆U (z = 2σ0 , δ = 0.25) ' 1.8 mK, the
nearly 600% increase demonstrates the large range of mechanical tunability of
vdW interactions in this system. We note that the distance z = 2σ0 corresponds
to the approximate location above the graphene sheet where a second layer of
helium is adsorbed [124, 146] whose properties are still under debate [16, 17].
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In summary, we have found that in order to reproduce the increase in the
vdW attraction between a helium atom and a deformed graphene surface at
large distances computed within Lifshitz theory, it is necessary to employ straindependent Lennard-Jones parameters. At short distances, these modified parameters in conjunction with the deformed lattice structure produce a highly
anisotropic, yet weakened adsorption potential with minima pushed to higher
energies at a location further above the graphene compared to the unstrained
case. For the largest strains we considered (35%), the potential minima is
pushed to nearly 3 Å above the substrate. However, in contrast to weaker
strains, the depth of the potential well is slightly greater than that for isotropic
graphene. At these extreme deformations, there is some ambiguity in the relationship between the velocity anisotropy vy /vx and the strain percentage δ,
which requires an extrapolation procedure. This uncertainty in combination
with a reduction in confidence of our fitting method in this high-strain regime,
indicates that a closer look at the short distance potential is warranted. This
can be accomplished via a first principles determination of the dispersion energy.

4.5.4

Ab initio calculations for coronene

In this section, we calculate from ab initio methods the interaction potential
of a single He atom situated at a distance z above the center of an aromatic
molecule, which represents a reasonable model for the near-field interaction of
the atom with a graphene plane. The interaction of neutral atoms and molecules
with graphene is dominated by dispersion terms, leading to van der Waals-type
potentials, as discussed above. The ab initio evaluation of dispersion terms is
delicate, requiring accurate treatment of the correlation energy [147, 148]. Two
methods are considered reliable enough for this determination [147]: MøllerPlesset [149] or coupled cluster [150]. Whereas the latter is considered of higher
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precision, its computational cost is prohibitive for larger molecular clusters
and provides relatively small quantitative gains. Thus, we have performed
calculations using the 2nd order Møller-Plesset perturbative approach, which
in most cases captures about 95% of the correlation energy [147]. However, it
is possible that subtle non-additive effects may be present in this system and
not be fully accounted for in our calculations, thus reducing the quantitative
accuracy of results.
All calculations were performed in Gaussian 09 [151] using the Pople-type
[152] 6-31++G(d,p) basis set that includes diffusion of all orbitals and polarization functions d for carbon and p for helium. For the aromatic molecules
representing graphene, we utilized coronene (C24 H12 , lower inset, Fig. 4.14)
or strained coronene, with the carbon atoms situated at positions given in
Eqs. (4.22–4.24), i.e., no geometry optimizations were performed on the aromatic carbons that would have eliminated the strain (the positions of the hydrogen terminators were optimized in each configuration). The energy of the
system was computed for various values of the distance z between the He atom
and the aromatic plane, and the asymptotic energy for z → ∞ was removed as
a baseline (obtained by extrapolation of the energies for z = 10, 15, 20, and 30
Å).
The results for the interaction potential of He on strained coronene are
shown in Fig. 4.14. The upper inset shows the dependence of this potential on
the size of the aromatic compound. We find, in agreement with the calculations
of Section 4.5.3, that strain has two dominant and connected effects on the
helium adsorption potential: the potential minima is pushed outwards from
the sheet (as compared to isotropic molecules) causing the attraction strength
to be diminished. Within our first principles numerical calculations, this trend
is monotonic with increasing strain, further supporting the hypothesis that
the previously employed fitting procedure breaks down for highly deformed
graphene lattices. The absolute value of the energy of the adsorption potential
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minima differs substantially between Figs. 4.10 and 4.14 due finite size effects
including the presence of hydrogen terminators necessary for chemical stability
as well as the employed basis set [153].

Figure 4.14: (Color online) Adsorption potential for helium above (centered)
a single strained coronene (C24 H12 ) molecule (lower right) calculated in the
2nd order Møller-Plesset [149] approximation using a 6-31++G(d,p) basis set
[152]. Upper right: dependence of the adsorption potential on molecular size
calculated for δ = 0.50 in coronene (C24 H12 ) hexabenzocoronene (C42 H18 ), and
circumcoronene (C54 H18 ) (same axes as main panel). Similar size-dependence
is observed for lower strains.

4.6

Conclusions and Outlook

In conclusion, we have analyzed in detail the van der Waals potential of three
atoms (He, H, and Na) with uniaxially strained graphene ranging from weak to
moderately strong. While these atoms have very different static polarizabilities
(Na being the most polarizable and He the least) and characteristic frequencies, leading to very different potential strengths, the overall dependence of
their van der Waals potential on graphene strain is quite similar. The potential
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is sensitive to strain and always increases, which can be traced back to the
enhanced graphene polarization. Since the enhanced polarization also leads to
increased screening of the Coulomb potential, as described by Eqs. (4.4, 4.5,
and 4.12), the exact value of the van der Waals potential increase reflects the
delicate balance between higher polarization and screening. Our calculations
show that enhancement of the van der Waals potential can be as high as 100%
for strong strain δ ≈ 35%. For such large values we always keep in mind that
the strain is in the armchair direction to ensure that the system remains semimetallic, i.e. in the anisotropic Dirac fermion “universality class”. While it is
unrealistic to expect that graphene itself can be used in this extreme regime,
the development of artificial anisotropic graphene-like lattices as well the continuous stream of discoveries in the field of 2D atomic crystals could provide
a potentially exciting and fruitful playground for the phenomena we describe
in this paper. As mentioned in Section 4.2, examples of such anisotropic systems include graphene superlattices [84–87], tunable honeycomb optical lattices
[88], and molecular graphene [89]. Additional systems of interest could include
atomically thin MoS2 [83, 154], which exhibits strain-sensitive band structure
[155–157], as well as graphene on hexagonal boron nitride (h-BN), with a superlattice of spontaneous strain fields and strong electron correlation effects
[158–160]. Analysis of these and other 2D materials requires extensions of the
present work in several directions, such as inclusion of spectral gap, spin-orbit
coupling, and gauge fields induced by more complicated strain configurations,
among others [83].
We have applied our results on the strain dependence of the van der Waals
interaction to the problem of quantum reflection, finding that it can be significantly suppressed by strain. Pragmatically, this implies that cold atoms
on strained graphene-based lattices can approach the surface and thus experience strong inelastic scattering (usually accompanied by emission of flexural
phonons in the substrate). In this regime, dissipative many-body phenomena
65

[136] become of great importance as strain is applied; these are by themselves
complex theoretical problems, which we leave for future studies.
Finally, we have explored the effects of mechanical strain on the heliumgraphene adsorption potential near the surface, finding that it can be drastically modified. By matching the results of long-distance continuum calculations of the van der Waals interaction with an effective sum over two-body
interactions for He above a strained graphene lattice, we have independently
determined phenomenological Lennard-Jones parameters for the system, finding agreement with common values used for the helium-carbon interaction. As
strain is increased, the parameters ε and σ for the two-body interaction grow
monotonically. While this causes an increase in attraction far from the sheet,
the strength of the resulting many-body adsorption potential for helium near
the surface is reduced. The resulting locations of potential minima reflect the
anisotropy of the deformed lattice and are pushed to larger distances above
the sheet, causing weaker adsorption with increased strain. This trend was
confirmed via ab initio calculations of a single helium atom above aromatic
nanographene molecules. Future work could explore the effects of more accurate, non-spherically symmetric pair potentials [145] as well as the effects of
strain on the surface mediated McLachlan dispersion interaction [161].
Mechanically tuning the helium-graphene adsorption potential presents a
fundamentally new approach to the problem of engineering novel low dimensional liquid phases, providing a method to inhibit classical wetting and promote
collective behavior. The formation of connected adsorption potential valleys in
Fig. 4.12 for 25% strain may allow for adatoms to minimize their kinetic energy by spatially delocalizing along them, offering a mechanism that may favor
anisotropic first layer superfluidity at low temperature. At smaller (and more
experimentally realistic) values of strain, the first layer may remain commensurate, but the second adsorbed layer, which should be both anisotropic and
weakly bound, would be an ideal candidate to form a two dimensional quan66

tum liquid. This possibility is particularly exciting in light of the fact that the
exact nature of the second layer of helium adsorbed on a graphite surface is
still under debate [118, 162] with recent heat capacity measurements indicating
the possibility of an exotic quantum hexatic state [17]. The introduction of a
mechanical strain into the arsenal of experimental tuning parameters may help
to uncover and confirm the existence of this and other predicted quantum liquid
phases.
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Chapter 5
Theory of liquid film growth and
wetting instabilities on graphene
This chapter contains sections and figures quoted verbatim from the following
published work by the author [163], mainly consisting of work done by the coauthors. The author’s contributions were the development of code to perform
numerical integrations of the formulas found in the text as well as code to produce many of the figures. Also, significant effort was placed on the effects of
uniaxial strain on film growth and the general analysis of the substrate dependence.

5.1

Abstract

We investigate wetting phenomena near graphene within the DzyaloshinskiiLifshitz-Pitaevskii theory for light gases of hydrogen, helium and nitrogen in
three different geometries where graphene is either affixed to an insulating substrate, submerged or suspended. We find that the presence of graphene has
a significant effect in all configurations. When placed on a substrate, the polarizability of graphene can increase the strength of the total van der Waals
force by a factor of two near the surface, enhancing the propensity towards
68

wetting. In a suspended geometry unique to two-dimensional materials where
graphene is able to wet on only one side, liquid film growth becomes arrested
at a critical thickness, which may trigger surface instabilities and pattern formation analogous to spinodal dewetting. The existence of a mesoscopic critical
film with a tunable thickness provides a platform for the study of a continuous wetting transition as well as engineering custom liquid coatings. These
phenomena are robust to some mechanical deformations and are also universally present in doped graphene and other two-dimensional materials, such as
monolayer dichalcogenides.

5.2

Introduction

The wetting of an electrically neutral solid surface by a liquid is controlled
by the relative size of attractive van der Waals interactions between molecules
in the liquid and those between the liquid and substrate. For weak liquidsubstrate interactions, the surface may undergo partial wetting manifest as the
coexistence of distinct liquid droplets with an atomically thin layer of adsorbed
molecules between them. In the opposite complete wetting regime, the liquid
atoms are strongly attracted to the surface resulting in the formation of a
macroscopically thick film in equilibrium with the vapor above it [164].
The growth and stability of this film beyond a few atomic layers is dominated by the long range tail of the van der Waals (vdW) interaction, which
can be thought of as creating an effective repulsion between the liquid-vapor,
and liquid-substrate boundaries [165–167]. For intermediate liquid-surface interactions it is possible that at a critical film thickness, dc , (larger than any
atomic length scale) this repulsion vanishes and wetting is arrested due to the
lack of any energetic gain for molecules in the vapor to adsorb into the liquid
– a scenario known as incomplete wetting [164, 168–170].
While a phase transition between partial and complete wetting driven by
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submerged

substrate

suspended

d

Figure 5.1: Three geometries that are unique to wetting on two-dimensional
materials. From left to right – Substrate: graphene with a momentum and
frequency dependent electronic polarization Π(q, iω) is placed on top of an
insulating substrate with dielectric constant ε3 and a macroscopic liquid film
with ε2 grows to a thickness d that is in equilibrium with its vapor (ε1 ≈ 1).
Submerged: graphene is floated on top of a liquid with dielectric constant ε2
and a liquid film of the same substance grows on the top side. Suspended: a
liquid film grows on top of a pensile graphene sheet.
temperature is generically first order (being controlled by short-distance details
of the adsorption potential) a transition from incomplete to complete wetting
can be continuous due to the presence of only long range vdW forces [171, 172]
(critical wetting). However, engineering substrates with weak interactions to
observe incomplete wetting and any associated critical phenomena has been
challenging, with experiments concentrating on quantum fluids at low temperatures [173, 174] or liquid substrates such as alkynes on water at high temperature [175–177].
In this letter we report on the physics of wetting in the novel class of geometries depicted in Fig. 5.1, made possible by the ability to readily fabricate
and manipulate atomically flat two-dimensional (2D) crystals such as graphene
[178], transition-metal dichalcogenides [179] (e.g. MoS2 ) and representatives of
the 2D topological insulator family [180–183] (silicene and germanene). This
includes graphene placed on a substrate, submerged in a liquid, or suspended
with a vacuum underneath, realizable due to the impermeability of graphene
to even small atoms [184, 185].
We devise an extension of the Dzyaloshinskii-Lifshitz-Pitaevskii (DLP) theory [165, 166] (the standard many-body approach used for accurate analysis
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of experiments [186, 187]) to include the polarization of a 2D material in an
anisotropic layered dielectric sandwich. The results indicate that light gases
near suspended 2D materials are an ideal system to study and characterize
critical wetting phenomena. Our main findings include: (I) the presence of
graphene on a substrate can enhance liquid film growth consistent with studies of its “partial wetting transparency” to liquid water [188]. (II) This effect
rapidly decreases with film thickness and occurs at nm scales as opposed to
the µm distances where relativistic effects may become important [189]. (III)
In the suspended geometry, the existence of vacuum beneath graphene causes
incomplete wetting with a critical film thickness on the order of 3 – 50 nm that
can be tuned through the dynamic polarizability of the adsorbant or the properties of the semimetal (e.g. strain). This phenomenon is universally present,
and can be additionally controlled in doped graphene as well as in insulating
dichalcogenides, thus spanning a wide range of 2D Dirac materials. (IV) The
mesoscopic film may exhibit critical surface instabilities including pattern formation in analogy to spinodal decomposition [190–196]. Together these findings
represent not only the introduction of a new platform for the study of wetting
and associated critical phenomena, but hint at applications including the creation of tunable surface coating or drying mechanisms vie electrostatic gating
or mechanical manipulation.
The remainder of this paper is organized as follows: we review the DLP theory and show how it is modified by the insertion of a graphene sheet. We report
quantitative results for wetting and film growth in the three configurations in
Fig. 5.1. For the suspended geometry, we examine the spreading of droplets
on the liquid surface and discuss the formation of long-wavelength surface instabilities. We conclude with a discussion of the experimental measurement of
these effects. Accompanying supplemental materials (SM) provide information
on the effects of temperature, different 2D materials and substrates, uniaxial
strain and electronic doping [197].
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The starting point is the calculation of the vdW energy U (d) of a charge
neutral system composed of three substances (having dielectric functions ε1,2,3 )
as shown in Fig. 5.1, with the atomically thin graphene layer, characterized by
polarization Π, inserted at the boundary between regions 2 and 3. U (d) represents the vdW interaction between the 1-2 and 2-3 material surface boundaries
separated by distance d. It is well-known [166, 198] that U (d) can be related
to the momentum (q) and frequency (ω) dependent effective dielectric function
E(q, iω), which characterizes the screening of the interlayer Coulomb potential.
R
R∞
U (d) = (~/n)(2π)−3 d2 q 0 dω ln E(q, iω), where n = N/V is the density of
the liquid (material 2). It should be noted that for a single-material system
(i.e. characterized by only one dielectric constant) this formula is simply the
random phase approximation (RPA) correlation energy, while in the case of
anisotropic layered structures it represents the fluctuation (vdW) energy. We
set ~ = 1 from now on.
The calculation of E involves the electrostatics of a three layer system. For
example, for the configurations of interest in Fig. 5.1 one obtains the following
formula [199, 200] for the properly screened interlayer Coulomb potential U12
between 1 and 2: U12 = V12 /εg , V12 = 8πe2 ε2 /[qD(q)], where q = |q| is the
magnitude of the in-plane momentum,
D(q) = (ε1 + ε2 )(ε2 + ε3 )eqd + (ε1 − ε2 )(ε2 − ε3 )e−qd

(5.1)

and the effect of graphene is in the additional screening characterized by

εg (q, iω) = 1 − V2 (q)Π(q, iω).

(5.2)

Here, V2 is the Coulomb potential within the lower boundary plane

V2 =


4πe2 
(ε1 + ε2 )eqd + (ε2 − ε1 )e−qd .
qD(q)
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(5.3)

The polarization of graphene Π(q, iω) is described in the SM [109, 197].
Then, keeping in mind that U12 ∝ e2 e−qd /[qE(q, iω)], we obtain E(q, iω) =
εg (q, iω)D(q)e−qd , and finally
1
U (d) =
n(2π)3

Z

Z

2

dq

∞

dω ln [εg (q, iω)D(q)e−qd ] .

(5.4)

0

It is instructive to simplify Eq. (5.4) in the limit (ε2 − 1)  1, which is
satisfied with high accuracy for the low-density systems we have studied (such
as He and other light elements). In this case, their vapor can be considered as
vacuum (ε1 = 1), and suppressing q and ω dependence:
1
U (d) ≈
n(2π)3

Z

2

Z

dq

∞

0

dω(Ud + Ug ),

(5.5)

with dielectric:
Ud =

(ε2 − 1)(ε3 − ε2 ) −2qd
e
(ε2 + 1)(ε3 + ε2 )

(5.6)

and graphene parts:

Ug =

−4πe2 Π
q(ε2 +ε3 )



1−

ε2 −1
ε2 +1



4πe2 Π
q(ε2 +ε3 )

2ε2
ε2 +ε3


e−2qd .

(5.7)

The corresponding vdW force can be obtained from F (d) = −∂U (d)/∂d, which
has dimensions of energy due to the normalization factors chosen in Eq. (5.4).
When graphene is absent (Ug = 0), we recover the well known DLP theory
expression [18, 165, 167]. In particular it describes the important property of
vdW repulsion (a force per unit area known as the disjoining pressure) for (ε3 −
ε2 ) > 0. We note that inserting graphene will always lead to repulsion as Π < 0.
Eq. (5.7) can be used to describe the three main configurations: graphene on a
substrate (characterized by ε3 ), submerged (ε3 = ε2 ), and suspended graphene
(ε3 = 1).
To calculate Ud , we take the dielectric function of light elements to have a
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Figure 5.2: Additional liquid film thickness dependence Γ(d) (beyond 1/d3 ) of
the van der Waals force between the substrate-liquid and liquid-vapor interfaces
due to the insertion of graphene on a SiO2 substrate. The dashed line represents
the substrate contribution (in the absence of graphene) and a crossover from
1/d4 to 1/d3 is observed. Left vertical scale corresponds to helium and the right
to nitrogen films.
single oscillator form: ε2 (iω) = 1 + CA /[1 + (ω/ωA )2 ], where for 4 He we use
ωA = ωHe ≈ 27 eV and CHe = 0.054. Parameters for other materials are given
in the SM [197]. The substrate dielectric function can typically be well fitted
to the form [201], ε3 (iω) = 1 + CIR /[1 + (ω/ωIR )2 ] + CU V /[1 + (ω/ωU V )2 ]. For
example in the case of SiO2 (quartz): ωU V ≈ 13.37 eV, ωIR ≈ 0.138 eV, and
CIR = 1.93, CU V = 1.359. Other cases are studied in the SM [197].
The final result can be conveniently written as:

F (d) =

Γ(d)
ωA I(d)
≡ 3 ,
2
3
n16π d
d

(5.8)

where the dimensionless expression for I(d) is given in the SM [197] and is used
to calculate Γ(d). It is clear from Eqs. (5.5)–(5.7) that the dielectric part leads
to a pure 1/d3 dependence of the force (Γ(d) = Γ0 as ε1,2,3 do not depend on
momentum). However, the graphene contribution has substantial momentum
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Figure 5.3: Thickness dependence of the van der Waals interaction Γ(d) for
films formed on submerged and suspended graphene (see Fig. 5.1) composed
of helium, hydrogen and nitrogen. The dashed line corresponds to films on
graphite taken from Cheng and Cole [189]. For submerged graphene, Γ(d →
∞) = 0 and in the suspended geometry, there is an instability causing film
growth to be arrested where Γ(d ≥ dc ) ≤ 0.
dependence (due to the polarization Π(q, iω)), and causes a 1/d4 law above
some length-scale. The overall behavior has the scaling form (second term due
to graphene):
Γ(d) = Γ0 +

Γ1
.
d+L

(5.9)

Fig. 5.2 shows how the insertion of graphene on a quartz substrate enhances
the vdW repulsion between the substrate-liquid and liquid-gas interfaces for helium and nitrogen gas. Graphene introduces a substantial distance dependence
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Figure 5.4: Chemical potential of the liquid film (in reference to the bulk) ∆µ as
a function of distance d for suspended graphene. An instability corresponding
to ∆µ > 0 is found for helium, hydrogen and nitrogen at a finite value of d = dc .
Inset: zoomed in region of the main panel showing dc for He and H2 . Values of
dc are reported in Table 5.1.
to the force that is larger than that previously reported for graphite [189, 202].
While relativistic corrections can create crossovers in the distance dependence
[189], they happen at larger micron-scales, while here we see a dominant, purely
non-relativistic contribution at nanometer lengths. Similar behavior is observed
for other substrates such as 6H-SiC (see SM [197]). The crossover length L introduced in Eq. (5.9) is also sensitive to the details of the substrate and for
helium we find that L ∼ 10 Å, i.e. the crossover toward pure 1/d4 behavior in
the graphene part occurs quite rapidly.
The vdW force in the submerged and suspended geometries that are unique
to 2D materials can also be evaluated with the results shown in Fig. 5.3 for
helium, hydrogen and nitrogen films. In all cases we compare with calculations
from Cheng and Cole [189] for adsorption on graphite (dashed lines). For
submerged graphene (ε3 = ε2 , filled circles) Ud = 0 (see Eq. (5.6)) and Γ(d)
decays to zero, in stark contrast to the case of a graphene plated substrate.
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For suspended graphene (ε3 = 1, squares), we observe a novel physical effect
for all elements: there is a critical distance dc at which graphene’s (always
positive) contribution becomes so weak it can no longer compensate the negative
dielectric part and Γ(dc ) = 0. Such an effect is only possible for purely 2D
materials that can be suspended without a supporting substrate - graphene
[184, 203, 204] is the best (but not only) candidate in this family. For d >
dc the liquid film growth stops under equilibrium conditions and the system
becomes unstable. This is the incomplete wetting scenario discussed in the
introduction. For d < dc the characteristic isotherms that determine the change
of the chemical potential of the film (relative to bulk), ∆µ = µ(d) − µ(d = ∞),
are determined by the usual equilibrium condition (where P0 is the saturated
vapor pressure) [186, 205]

∆µ = −

P
Γ(d)
= T ln ,
3
d
P0

P ≤ P0 .

(5.10)

Fig. 5.4 shows the resulting chemical potential for helium, hydrogen and nitrogen on suspended graphene that exhibits textbook behavior [205] for an
unstable system. The suspended film transition from stable (d < dc ) through
a metastable region with d > dc where ∂∆µ/∂d > 0; and finally becomes unstable for d > dc , ∂∆µ/∂d < 0. The values of the critical film thickness dc are
found to be on the order of 3 – 30 nm and are reported in Table 5.1.
We now concentrate on the properties and implications of the incomplete
wetting scenario where a liquid film with thickness dc is absorbed on suspended
graphene. As processes governing the further wetting (partial or complete)
of the liquid surface are governed only by the long range tail of the vdW interaction, they can display a wealth of phenomena of both theoretical and
experimental importance [164, 169, 170, 172, 173, 177, 184, 185, 206–211]. We
can formulate an important question regarding wetting of the liquid film via a
calculation of the contact angle θ of droplets which can form its surface. As
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Atom

He

H2

N2

dc (Å)

300

120

35

θ (◦ )

0.33

0.83

2.41

Table 5.1: Critical film thickness and contact angles for three elements. The
surface tensions were taken to be: σHe ' 0.26 mN m−1 , T = 2.5 K; σH2 '
2 mN m−1 , T = 20 K; σN2 ' 10 mN m−1 , T = 70 K.
these droplets are “far” from the substrate, the short-range adsorption potential is irrelevant, opening up the possibility of universal and continuous critical
behavior. The value of the contact angle is related to the area under the
∆µ(d > dc ) curve [165]:

1 − cos(θ) =

n
σl−v

Z

∞

dc

∆µ(l)dl = −

n
σl−v

Z

∞

dc

Γ(l)
dl
l3

(5.11)

where σl−v is the liquid-vapor surface tension. Results are shown in Table 5.1
and we find small angles on the order of a degree that increase with the polarizability of the adsorbant vapor. The fact that θ > 0 in all cases allows us to
consider a remarkable analogy between surface film instabilities and the theory of spinodal decomposition [190–196]. The characteristic pattern instability
length scale is governed by the competition between destabilizing vdW forces
and the stabilizing action of the surface tension. The wavelength λ, which corresponds to amplified surface fluctuations (that could ultimately cause “spinodal
dewetting”) in the unstable region (∂∆µ/∂d < 0) is given by (for d  L)
λ2 ' −8π 2

σl−v
n

≈
∂∆µ
∂d

8π 2 σl−v d4
.
3 n|Γ0 |

(5.12)
3

From Fig. 5.3, for example for H2 we can estimate |Γ0 | ∼ 103 KÅ , which yields
λ ∼ 104 − 105 Å for d ≈ 150 − 300 Å.
In conclusion we have considered how the relatively weak van der Waals
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interactions between light atoms and graphene can substantially affect their
wetting behavior when graphene is placed on a substrate, submerged in a liquid or suspended above vacuum. We find that placing graphene on a substrate
enhances its propensity towards wetting during initial film growth, which may
have implications for its use as a conductive coating. For suspended graphene,
the absence of any substrate material leads to an instability where film growth
becomes arrested at a critical thickness. As the vapor pressure above this film
is increased, droplets may form, driving surface fluctuations that can potentially have large amplitudes. It is significant that the critical film thickness dc
is dependent on mechanical deformations (e.g. uniaxial strain) in graphene,
and is also universally present for other 2D materials, such as members of the
group-VI dichalcogenides family (MoS2 , WS2 , MoSe2 , etc.) [197]. Quite importantly, we also find that the instability occurs in doped graphene, within a
wide range of experimentally accessible carrier densities [197]. Thus we conclude that this is a universal phenomenon in suspended 2D Dirac materials,
ranging from insulating monolayer dichalcogenides to semi-metallic (undoped)
and doped graphene. The exact value of dc itself, which we find to be on
the order of several hundred Angstroms, depends on material characteristics
such as band gap, quasiparticle velocity, strain and doping level. Experimental confirmation of these effects would involve the measurement of adsorbed
film thickness using standard quartz microbalance [173, 212] or interferometry [177] techniques. The ability to electronically or mechanically manipulate
free-standing atomically flat substrates opens up the possibility of producing
an exotic quantum wetting phase transition driven by a non-thermal control
parameter.
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5.3

Supplemental Information

In this supplement we provide additional information and details on the theory
of Dzyaloshinskii-Lifshitz-Pitaevskii, the polarization function of graphene and
the dielectric constants of the light gases and substrates studied in the main
text. We provide complementary results for different substrates in general
experimental use and present additional calculations on how the conclusions of
the main text would be altered when placing the two-dimensional (2D) substrate
under uniaxial strain or doping. Results for several transition-metal monolayer
dichalcogenides, which exhibit energy gaps, are compared with graphene. We
conclude with a technical discussion on the effects of temperature that can be
safely neglected in the parameter regime of interest in the main text. In what
follows, we adopt the units ~ = kB = 1.

5.3.1

Dzyaloshinskii-Lifshitz-Pitaevskii (DLP) theory

The DLP theory [165, 167] is the standard many-body approach used to calculate the van der Waals forces in a substrate-liquid-vapor configuration and then
relate the film thickness to pressure when analyzing experiments (Eq. (5.10)).
Comparison with experiments on various materials [186, 187, 198] generally
shows very good agreement, with deviations occurring in various circumstances
typically attributable to presence of forces beyond long-range van der Waals
(e.g. short-range forces), or the very complex nature of dielectric screening,
etc. From a theoretical viewpoint DLP provides calculation of the van der
Waals effective force between the two boundaries (“disjoining pressure"). It
treats the dielectrics as effective homogeneous media with certain frequencydependent dielectric functions, which themselves could be hard to calculate
but are fairy well-known for standard materials after many years of comparison with experiment. The polarization loops within DLP theory are basically
re-summed self-consistently in close analogy with the RPA (random phase ap80

proximation), which is the standard way to include self-consistent screening. It
should also be noted that examination of different theoretical aspects of DLP
theory [18, 165, 166] shows that the approach used in the main text of the
paper (based on the calculation of the effective dielectric function) is equivalent to other approaches, such as those based on determining electromagnetic
fluctuations via photon Green’s functions in a medium and the van der Waals
stress tensor.

5.3.2

Graphene Polarization and Gas Parameters

The dynamical polarization of graphene at zero chemical potential (charge neutrality point), on the imaginary frequency axis, has the form [109]:
|q|2
1
p
,
Π(q, iω) = −
4 v 2 |q|2 + ω 2

(5.13)

where v = 6.6 eV Å is the velocity of the Dirac quasiparticles.
The parameters of the three light gases (medium 2) discussed in the main
text are as follows (see e.g. [189, 213]). For Helium the dynamical dielectric
constant is

ε2 (iω) = 1 + 4πnHe α(iω), α(iω) =

αHe
,
1 + (ω/ωHe )2

(5.14)

−3

where the density nHe = 2.12 × 10−2 Å , the static polarizability αHe =
1.38 a.u., and the characteristic oscillator frequency ωHe = 27.2 eV. The atomic
3

unit of polarizability is defined as 1 a.u. = 0.148 Å .
For Nitrogen and Hydrogen, which have densities comparable to Helium
but significantly larger polarizabilities, more accurate formulas based on the
Clausius-Mossotti relation are typically used:

ε2 (iω) = 1 +

4πnA α(iω)
, A = N 2 , H2 ,
1 − 4π
n α(iω)
3 A
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(5.15)

The dynamical polarizability is defined as in Eq. (5.14). For H2 the parameters
−3

are: nH2 = 2.04 × 10−2 Å , αH2 = 5.44 a.u., ωH2 = 14.09 eV. For N2 : nN2 =
−3

1.73 × 10−2 Å , αN2 = 11.74 a.u., ωN2 = 19.32 eV.
A convenient expression for the dimensionless quantity I(d) appearing in
Eq. (5.8) is
Z
I(d) =

∞

Z

∞

dydx x2 e−x

0
0

ε3 (y) − ε2 (y) +


ε2 (y) − 1
1
×
ε2 (y) + 1 ε2 (y) + ε3 (y)

4gxε (y)
q 2
[ε2 (y) + ε3 (y)] x2 + y 2 [Ω(d)]2 + 2gx



(5.16)


where Ω(d) = 2ωA d/v and x = 2qd. Since ε2 (iω) is a function of the frequency
ratio, ε2 (iω/ωA ), we define y = ω/ωA and use the notation ε2 (iω/ωA ) → ε2 (y).
In the substrate dielectric function ε3 (see below) this leads to the rescaling
ε3 (y) = 1 +

CIR
1+y 2 (ωA /ωIR )2

+

CU V
.
1+y 2 (ωA /ωU V )2

The dimensionless coupling g =

(π/2)(e2 /v) ≈ (π/2)(2.2) characterizes the Coulomb interaction strength in
graphene in vacuum.

5.3.3

Substrate Effects

It is instructive to investigate the effect of different substrates (medium 3) on
wetting. Many dielectric substrates are accurately described by the formula
[201]
ε3 (iω) = 1 +

CU V
CIR
+
.
2
1 + (ω/ωIR )
1 + (ω/ωU V )2

(5.17)

As an example, we have performed calculations for 6H-SiC, see Fig. 5.5, to be
compared with our results in Fig. 5.2 of the main text (for a SiO2 substrate).
While the magnitude of the van der Waals force shows significant variations
between substrates, the overall distance dependence, and crossover length scale
remains comparable.
Another important quantity that characterizes the van der Waals force is
82

6H-SiC

3

 ]
Γ(d) [KA

2200

He
N2

2150
2100

12500

12000

2050
11500

2000
0

200

400

600


d [A]

800

1000

Figure 5.5: Van der Waals force contribution Γ(d) for a 6H-SiC substrate with
parameters CIR = 3.67, ωIR = 0.1 eV, CU V = 5.53, ωU V = 7.39 eV [201]. This
can be compared with that of a SiO2 substrate plotted as Fig. 5.2.
the length scale L defined in Eq. (5.9), which sets the crossover from 1/d3 to
1/d4 behavior. Due to the Dirac fermion motion in graphene (i.e. the strong
momentum dependence of graphene’s polarization) the force crosses over to a
stronger power law at distances beyond L. In Fig. 5.6 we present a general
analysis of the substrate dependence of L, for He. Due to helium’s large atomic
frequency ωHe ≈ 27 eV, it is easy to see that only the ultraviolet (UV) part in
Eq. (5.17) provides an important contribution to the relevant integral, while
the infrared (IR) part is irrelevant. Our results can be used to characterize a
variety of substrates [201], beyond the two main ones studied in this work. It
is important to notice that L remains fairly small (several Å) for practically all
available substrates.

5.3.4

Influence of Uniaxial Strain in Graphene

The existence of two-dimensional (2D) materials such as graphene opens up the
attractive possibility to manipulate van der Waals forces by mechanical manip83
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Figure 5.6: Map of the crossover length L for He, defined in Eq. (5.9), as a
function of the two main substrate parameters, CUV and ωUV .
ulation of the substrate – strain. This is due to the strong influence of strain
on the electronic motion and consequently substantial change in graphene’s polarization [15, 214]. The case of uniaxial strain is the most straightforward to
analyze, in which case graphene’s polarization is

Π(q, iω) = −

v2 q2 + v2q2
1
p 2 x2 x 2 y2 y 2 .
4vx vy vx qx + vy qy + ω

(5.18)

Here we assume strain is in the y (armchair) direction leading to decrease of the
electron velocity vy in that direction (while the velocity in the perpendicular (x)
direction remains practically unchanged). It is convenient to introduce the ratio
v⊥ = vy /vx < 1, which reflects the strain (relative increase in lattice spacing);
this ratio is perturbatively proportional to strain for small values but exhibits
non-linear behavior for larger deformations [15, 214]. For example v⊥ = 0.2
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corresponds to 34% strain, v⊥ = 0.4 corresponds to 25% strain, and v⊥ = 0.75
corresponds to 10% strain.
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Figure 5.7: Left: Influence of strong (for illustrative purposes) graphene strain
(vy /vx = 0.2, 34% strain) for He on SiO2 substrate, leading to significant enhancement of the van der Waals force. The value vy /vx = 1 corresponds to
isotropic, unstrained graphene. Right: Strain dependence of critical film thickness dc in the suspended graphene geometry. For example the parameter value
1 − v⊥ = 0.8 corresponds to 34% strain, while 1 − v⊥ = 0.6 corresponds to 25%
strain. The general tendency, particularly important for moderate to strong
strain, is promotion of film growth (increase of critical dc ).
Figure 5.7 quantifies the effects of strain. Due to the increase of the graphene
polarization Eq. (5.18), the van der Waals interaction increases and thus strain
promotes wetting. While at present such strong strain is difficult to achieve in
graphene, mechanical deformations are also expected to be present in a variety
of 2D materials [83], and thus the general tendencies described here could be
important in a variety of physical situations.
As a consequence of the enhanced van der Waals interaction with strain,
the tendency towards film growth is enhanced. In particular, while in the
suspended geometry (suspended graphene with no supporting substrate) films
can grow only up to a finite thickness dc , the value of dc increases with strain
as illustrated in Fig. 5.7 (right). This effect is quite weak for small strain and
becomes significant as strain grows. In addition we find substantial dependence
on the type of atom (the effect is strongest for helium).
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5.3.5

2D Materials:

Insulating Dichalcogenides and

Doped Graphene
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He-undoped graphene
He-doped graphene, εF = 0.3 eV
He-MoS2
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Figure 5.8: Variation of the van der Waals force Γ(d) in the case of He in the
suspended geometry: MoS2 compared to doped and undoped graphene. The
result shows significant decrease of the maximum film thickness dc (from 300Å
to ≈ 180Å), caused by the suppression of the force due to the presence of the
large electronic gap ∆ in MoS2 . A representative (quite substantial) doping
value is also shown to illustrate the tendency with doping. The shown value of
εF corresponds to graphene carrier density ne ≈ 7 × 1012 cm−2 , well above the
lowest-possible density that can be achieved in suspended graphene (≈ 109−10
cm−2 ). More detailed variation with density appears in Fig. 5.9.
Dichalcogenides. While graphene provides the most well studied example
of a 2D material, it is important to assess the applicability of our results to
other 2D compounds. Numerous 2D materials have been discovered, forming
groups suitable for designing so-called van der Waals heterostructures [215]. In
particular the group-VI dichalcogenides [179] include e.g. MoS2 , WS2 , MoSe2 ,
etc., which exhibit a significant electronic gap ∆ of order 1 eV, as well as a small
spin-orbital interaction. For the purpose of van der Waals calculations, the most
significant modification (compared to graphene) to be taken into account is the
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Figure 5.9: Left: Variation of the van der Waals force Γ(d) in the case of He in
the suspended geometry, for doped graphene. The densities corresponding to
the shown Fermi energies are: ne ≈ 8 × 109 , 1011 , 1012 , 7 × 1012 , 2 × 1013 cm−2 .
For smaller densities (εF < 40 meV) the results are indistinguishable from the
√
undoped situation. The Fermi energy is related to the density via εF = v πne .
The overall effect of doping is quite small and becomes noticeable for higher
densities only. The general tendency is an increase of dc due to the increased
polarization of doped graphene (inset). Right: Comparison of various members
of the dichalcogenides family, showing remarkably similar behavior. Material
parameters can be found in Table 5.2.
Material

Gap ∆ [eV]



Velocity v eV Å

Coulomb coupling g =

WS2

1.79

4.38

5.16

WSe2

1.60

3.94

5.74

MoS2

1.66

3.51

6.44

MoSe2

1.47

3.11

7.26

πe2
2v

Table 5.2: Parameters for materials explored in the dichalcogenides family.
presence of the gap, while the spin-orbital component can be neglected. The
polarization function in this case is [216]





|q|2 m
1
4m2
q̃
−1
Π(q, iω) = −
+
1 − 2 tan
π q̃ 2 2q̃
q̃
2m
p
q̃ ≡ v 2 |q|2 + ω 2
m = ∆/2
where m is the Dirac mass (half of electronic gap). For example for MoS2
∆ = 1.66 eV, and other materials have similar parameters [179]. Neglecting
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the small spin-orbit interaction can result in several percent error but our main
conclusions will remain intact. We assume materials are in their insulating
phases, i.e. the Fermi energy is in the gap.
We consider the wetting instability in the suspended geometry, as was done
for graphene in the main text (see Fig. 5.3). The main effect of the gap is the
suppression of the van der Waals force. Consequently this causes a significant
enhancement of the instability (film growth arrested at smaller thickness d =
dc ) as shown in Fig. 5.8 for MoS2 , to be compared with results for graphene
in Fig. 5.3. Results for other dichalcogenides are similar and summarized in
Fig. 5.9 (right). Therefore the critical wetting instability is present in the four
main members of the dichalcogenides family, with very similar values of the
critical film thickness dc .
Doped Graphene. It is also important to investigate the effect of finite
carrier concentration ne in graphene, when the Fermi energy εF is shifted away
from the Dirac (charge neutrality) point, and compare with results for undoped
graphene (εF = 0). Experimentally, in suspended graphene samples [81, 217],
the carrier density can be very small ne < 1010 cm−2 , and thus a close proximity
to the Dirac point can be achieved, with εF ∼ 10 meV.
We use the well-known polarization for doped graphene [218]
2εF
q2
q2
p
p
−
+
×
Π(q, iω) = −
4 ω 2 + v 2 q 2 πv 2 2π ω 2 + v 2 q 2



 
s

2
2εF + iω
2εF + iω
2εF + iω 
Re arcsin
+
1−
vq
vq
vq
and our results are summarized in Fig. 5.9 (left). It is clear that at small
densities the results for doped and undoped graphene are practically identical.
Significant modification of dc starts appearing only in the regime εF > 100 meV,
which corresponds to substantial density ne & 1012 cm−2 . It is natural that the
instability tends to become suppressed with doping (i.e. dc tends to increase)
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since the polarization of graphene in the metallic regime increases. However
we can confidently conclude that in the low-density regime, easily achievable
in suspended graphene samples, our results discussed in the main body of the
paper remain practically unchanged. In addition, the critical wetting instability also remains fully present in strongly-doped suspended graphene (Fig. 5.9
(left).)
Overall we conclude that the instability in the suspended geometry, with dc
within several hundred Angstroms, is present in all three main 2D Dirac material groups: (insulating) dichalcogenides, semi-metallic (undoped) graphene,
and doped graphene. Figure 5.8 summarizes the main tendencies exhibited by
representatives of those groups, namely an increase of the critical film thickness
as systems transition from insulating to metallic behavior.

5.3.6

Effect of Temperature

The instability in the suspended graphene geometry is essentially a zero temperature phenomenon, since we work in the temperature range where the light
elements we consider form a liquid (e.g. T ≈ 2K for He, and somewhat higher
T ≈ 20K for H2 ). In fact we can readily see that the effect of temperature at the
distances involved in any of our geometries (up to several hundred Angstroms)
is negligible. Indeed, the basic expressions Eqs. (6–7) of the main text have the
following form, which we now write in the finite temperature formalism, introducing the Matsubara frequencies ωm (the prime means that the zero frequency
term should be divided by two)

X0 
e2 Π(q, iωm )
, ωm = 2πmT.
T
f1 (iωm ) + f2 (iωm )
q
m

(5.19)

Here we have written explicitly only the frequency sums, not showing the momentum integrations (weighted by the exponential factors e−2qd ). The function f1 (iωm ) ∼ [ε2 (iωm ) − 1]2 in the suspended geometry (ε3 = 1), while
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f1 (iωm ) ∼ [ε2 (iωm ) − 1] in the other geometries with substrates present. This
is the purely dielectric part. In the second term, involving graphene, we have
f2 (iωm ) ∼ [ε2 (iωm ) − 1], proportional to the atomic polarizability. There exist
other combinations of substrate dielectric screening factors within these two
functions but we do not write them explicitly since it is easy to see that their
existence is harmless and does not change the arguments that follow.
In the first term, since the dielectric function enters via the frequency ratio
ωm /ωA (Eq. (5.14)), i.e. the combination T /ωA  1, it is evident that the
sum transforms into the zero temperature frequency integration. Recall that
ωA ∼ 10 eV ∼ 105 K.
In the second term, the characteristic momentum is of order q = q ∗ ∼
1/d (which is the momentum where the integral over q accumulates due to
the presence of the exponential factor). Taking into account that Π has the
form Eq. (5.13) it is clear that as long as T  v/d, the sum is essentially
at zero temperature. One should keep in mind that: (I) This condition is
satisfied up to distances of several hundred Angstroms, e.g. v/d ≈ 150K at
d = 500Å, and the ratio increases at smaller distances, (II) the polarization
itself has a finite T contribution, i.e. is of the form Π(q, iωm ) + ΠT (q, iωm ),
where ΠT (q, iωm ) can be found explicitly [219]. Calculations that take into
account the full temperature dependence of the polarization confirm the above
estimates and show that indeed the corrections are small and certainly negligible
up to several hundred Å.
To summarize, our main conclusions, especially concerning the instability
leading to finite film thickness dc . 400Å as shown in Figs. 5.3 and 5.4, remain
valid at finite (but small) temperatures, which is the regime of interest for
liquid phases of light elements. At larger distances, finite temperature as well
as relativistic corrections will gradually become more pronounced.
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Chapter 6
Dimensional Reduction of
Helium-4 Inside Argon Plated
MCM-41 Nanopores
This chapter contains sections and figures quoted verbatim from the following
published work by the author [54]. Large sections of the text were edited and
written by the author, especially in regards to the determination of the MCM-41
interaction. Code was written to run PIMC simulations on high performance
computing resources, analyze the generated data, explore the interaction potentials, and produce figures contained in the text. Experimental contributions were
made by co-authors.

6.1

Abstract

The angstrom-scale coherence length describing the superfluid wavefunction
of 4 He at low temperatures has prevented its preparation in a truly onedimensional geometry. Mesoporous ordered silica-based structures, such as the
molecular sieve MCM-41, offer a promising avenue towards physical confinement, but the minimal pore diameters that can be chemically synthesized have
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proven to be too large to reach the quasi-one-dimensional limit. We present an
active nano-engineering approach to this problem by pre-plating MCM-41 with
a single, well controlled layer of Ar gas before filling the pores with helium. The
structure inside the pore is investigated via experimental adsorption isotherms
and neutron scattering measurements that are in agreement with large scale
quantum Monte Carlo simulations. The results demonstrate angstrom and
kelvin scale tunability of the effective confinement potential experienced by
4

He atoms inside the MCM-41, with the Ar layer reducing the diameter of

the confining media into a regime where a number of solid layers surround a
one-dimensional quantum liquid.

6.2

Introduction

The spatial dimension of a quantum many-body system can be systematically
controlled by applying confinement on a scale smaller than the length characterizing coherence of the wavefunction. In this manner, one-dimensional
(1D) phenomena have been explored in carbon nanotubes [220–222], and lowdensity electronic quantum wires [223–226], where electron-beam lithography
can achieve transverse confinement in the 10 – 100 nm range required to be
smaller than the inverse Fermi wavevector. In ultra-cold atomic systems, laser
trapping can produce confinement on the scale of the thermal de Broglie wavelength [227–233]. At higher densities, coherent quantum phenomena in the
elemental superfluid 4 He is characterized by a length scale ξ(T ) ≈ 1 nm below
the superfluid transition temperature T < Tλ ' 2.12 K and engineering 1D
confinement at this sub-nanometer scale has turned out to be a challenging
task.
Current approaches to the physical confinement of superfluid helium fall into
two categories: nanofabrication and chemical synthesis. In the first, electron
beams have been employed to carve single short (L < 50 nm) cylindrical pores
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with radii R = 3 – 100 nm [234–236] while heavy-ion bombardment of polymer
foils can create longer (L = 1 – 100 µm) and wider (R = 15 – 200 nm) channels
[237–239]. In both cases, the measured hydrodynamics of the confined superfluid indicates deviations from bulk three dimensional pressure driven flow,
providing evidence for a crossover towards the 1D limit. The second approach
invokes chemistry to synthesize silicates such as MCM-41 (Mobil Composition
of Matter No. 41) [45] and FSM-16 (Folded Sheet Material) [46] that consist
of regular networks of hexagonal or cylindrical pores. When filled with helium,
they are amenable to bulk probes at low temperature and have provided a large
body of evidence on the effects of enhanced thermal and quantum fluctuations
on the superfluid state [47, 49–51, 53, 240–250]. However, the radii of the pores
in these materials is ultimately set by the specific reaction route and is not
continuously tunable, with the smallest possible diameter being on the order of
2 nm. Quantum Monte Carlo simulations of confined 4 He have indicated that
sub-nm radii might be required to observe truly 1D behavior [44, 251–255] and
thus a systematic approach to reducing the size of nanopores is desirable to test
these predictions.
In this paper, we introduce a proposed solution that employs pre-plating
MCM-41 nanopores with a single adsorbed layer of argon gas [55, 256], thereby
allowing tunability of both the effective pore radius seen by helium atoms and
the strength of the confinement potential. We combine experimental results
employing N2 and 4 He adsorption isotherms with large scale quantum Monte
Carlo simulations to explore the atomic-scale structure within the pores and
identify a promising region where the density of a central core of helium atoms
may be manipulated upon filling.
A single nanopore of Ar pre-plated MCM-41 is modelled by constructing
an effective confinement potential consisting of a superposition of LennardJones terms for He interacting with atoms in the porous material and a single
cylindrical shell of argon. The resulting potential is tunable, both in terms of
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the location and depth of its wall-proximate minima. Its specific form can be
matched to the microscopic geometry by extracting the width and density of
the argon layer via a Brunauer-Emmett-Teller (BET) analysis [257] of experimental adsorption isotherms. Once fixed, this potential is employed in a grand
canonical quantum simulation of helium inside the nanopore where the density
can be tuned by modifying the chemical potential (corresponding to the pressure of an external reservoir). As the pressure is increased, a series of concentric
cylindrical layers form with the outer-most shells near the Ar exhibiting solidlike behavior. As the pressure approaches that of saturated vapor, the pores
become fully filled and exhibit a central column of helium, which may realize
the desired 1D behavior. The existence of a central column is not a generic
effect, but is instead a result of the ratio of the pore radius and the location of
the mimima of the He - He interaction potential being close to an integer value.
Careful analysis of simulation data allows for the determination of the relation
between the linear density (number of atoms) in the pore center and the external pressure showing a narrow window, 0.0718 – 1.635 Pa at T = 1.6 K, where
a compressible 1D liquid can be expected inside the pre-plated nanopores.
The remainder of this paper is organized as follows. We first describe the
experimental synthesis of MCM-41 and our pre-plating procedure followed by
a characterization of the nanoporous materials via adsorption isotherms, elastic neutron scattering, and inelastic neutron scattering. The results allow us
to extract material parameters that are essential in the construction of the
model pre-plated MCM-41 confinement potential that is employed in a quantum Monte Carlo methodology based on path integrals. We next present the
results of numerical simulations detailing the structure inside the pore as the
external pressure is increased. We conclude with an analysis of the resulting
layer formation and discuss implications for the discovery of a tunable 1D liquid
in this geometry.
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6.3
6.3.1

Experimental Results
Sample Characterization

MCM-41 is a mesoporous material with a hierarchical structure produced using
a surfactant templating technique. The surfactants used form rod-like micelles
that order in a hexagonal array. The pores of this material, after removal of
the surfactant template, are monodisperse, unidirectional, and have a regular
2D hexagonal structure. The typical aspect ratio of the pores is ∼ 1000 : 1.
Our sample was obtained from Sigma-Aldrich[258] and was characterized
using X-ray powder diffraction and N2 gas adsorption isotherm measurements.
The X-ray diffraction data indicated that the sample consisted of a single phase
with pores arranged on a hexagonal lattice with a lattice constant of 4.7 nm. A
Brunauer-Emmett-Teller (BET) analysis [259] of the N2 isotherm gave a surface
area of 915 m2 /g. The pore diameter size distribution was calculated using the
Kruk-Jaroniec-Sayari method [260] and was found to be Gaussian with a mean
value of 3.0 nm and a full-width at half-maximum of 0.3 nm.
Adsorption isotherms were also carried out with research grade Ar gas to
determine the monolayer coverage for the pores at 90 K. The results are shown
in Figure 6.1. A BET analysis of the isotherm yielded a monolayer coverage of
8.994 mmol g−1 . This monolayer coverage, when combined with the measured
surface area, yields an aerial coverage of 0.59 Å

−2

and, using the van der Waals
−3

radius for Ar, a monolayer density of nAr = 0.017 Å .

6.3.2

4

He Isotherms

We also carried out 4 He isotherms on MCM-41 preplated with a single monolayer of Ar. The Ar pre-plating was carried out at 90 K and then the sample
was slowly cooled to 4.2 K over the course of several hours. 4 He isotherms were
then carried out at 4.2 K using standard volumetric techniques. The results
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Figure 6.1: Experimental adsorption isotherms of our MCM-41 sample collected under two different conditions. The purple circles indicate the amount
of argon adsorbed on the untreated material as a function of pressure at a fixed
temperature of 90 K. Green squares illustrate the adsorption behavior of 4 He at
4.2 K on to MCM-41 already pre-plated with a monolayer of Ar gas. Here P0
is the bulk equilibrium vapor pressure of Ar (4 He) for the purple circles (green
squares).
are shown in Figure 6.1. The 4 He initially adsorbed is strongly bound to the
surface resulting in zero pressure rise until ∼ 7.5 mmol g−1 has been adsorbed.
There is a small region between ∼ 7.5 mmol g−1 and 13 mmol g−1 where the
pressure increases. Once a filling of 13 mmol/g has been reached no additional
helium is adsorbed into the pores until the pressure is close to the bulk vapor
pressure. Once P/P0 is greater than ∼ 0.9, 4 He capillary condenses between
the MCM-41 grains.

6.3.3

Neutron Scattering

Neutron scattering studies of 4 He in Ar preplated MCM-41 were performed to
identify the phase (mobile versus immobile) of the adsorbed helium. These
measurements were carried out using the Disc Chopper Spectrometer (DCS)
at the NIST Center for Neutron Research [261]. This instrument is a direct
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geometry time-of-flight chopper spectrometer, which views a cold moderator.
An incident wavelength of 2.5 Å

−1

was used for these measurements. A top-

loading liquid helium cryostat with aluminum tails, commonly referred to as
an “orange" cryostat, was used to obtain the low temperatures examined in
this study. The sample cell was a cylindrical aluminum can of outer diameter
1.5 cm, a height of 6 cm, and a wall thickness of 1 mm. The cell contained
6.13 g of MCM-41 in the form of cylindrical pellets 1 cm thick separated by
cadmium spacers to reduce multiple scattering. Gas was loaded to the sample
in situ from an external gas handling system. Measurements were carried out
at a temperature of 1.6 K. Standard data reduction routines [262] were used to
convert the observed scattering to the dynamic structure factor S(Q, E).
The sample was preplated with a monolayer of Ar prior to the adsorbing
4

He. The scattering from the cell, MCM-41, and Ar monolayer were treated as

background and subtracted from the results shown in Figure 6.2. The three panels show scattering at three different fillings corresponding to (top) monolayer,
(middle) bilayer, and (bottom) full pore. For the purposes of this discussion,
we are only interested in the information the scattering provides on the mobility of the adsobed helium. A more complete analysis of the scattering will
be presented elsewhere. For the monolayer and bilayer, only elastic scattering
(E = 0) is observed. The strong scattering at ∼ 2.5 Å

−1

represents the first

peak in the static structure factor S(Q) for the adsorbed helium. The full pore
measurement, in contrast, exhibits inelastic scattering consistent with mobile
4

He atoms.
The lack of inelastic scattering for the monolayer and bilayer indicate that

when 4 He is initially adsorbed on the Ar plated MCM-41 pores it is strongly
bound and immobile. This is consistent with the predictions of the simulations
(discussed below) that predict high density solid like layer formation for the
first few layers of 4 He adsorbed in the pores. The appearance of both elastic
scattering and inelastic scattering for the nearly full pores is consistent with
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Figure 6.2: The dynamic structure factor S(Q, E) of 4 He inside MCM-41 that
has been pre-plated with a single layer of Ar at 1.6 K. The scattering from
the cell, MCM-41, and the Ar layer have been subtracted. The panels from
top to bottom show results for pore fillings 4.0 mmol g−1 , 6.8 mmol g−1 and
12.1 mmol g−1 correspond to a single layer, double layer, and a completely filled
pore. The mostly elastic scattering in the top and middle panel demonstrate
the quasi-two-dimensional solid-like behavior of the adsorbed helium near the
argon layer, while the dispersing inelastic intensity emerging from |Q| ' 2 Å
supports the existence of a liquid supporting density-wave excitations at the
center of the pore.
the simulation results that predict mobile (low density) helium at the center of
the pores surrounded by multiple solid layers.

6.4

Model and Simulation Details

The data obtained from the above experimental characterization of the Ar preplated MCM-41 nanopores can now be used to construct a theoretical model
of the confinement geometry. We begin by simplifying the analysis to a single
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pore, as their center-to-center separation of 4.7 nm means that atoms in different pores are essentially non-interacting. The one-pore system can then be
described by the N -body Hamiltonian:
N

H=−

N

~2 X 2 X
1X
∇i +
U (ri ) +
V (ri − rj )
2m i=1
2
i=1
i,j

(6.1)

where m is the mass of a 4 He atom located at position ri = (xi , yi , zi ) confined
inside a pre-plated nanopore by a single particle potential energy U and interacting with other He atoms through V . Both potential energy terms arise from
induced dipole-dipole interactions, with the helium-helium interaction potential being known to high precision [263–265]. U is more difficult to obtain and
its estimation now proceeds by generalizing previous results for the confinement of helium inside a cylinder carved out of an infinite homogeneous medium
[266–269].

6.4.1

Pre-plated confinement potential

We begin by considering the potential environment for a 4 He atom inside a
single pore. Figure 6.3 shows a birds-eye view of the structure of MCM-41 (zaxis points out of the page) obtained via density functional theory [270]. The
atomic coordinates have been shifted such that the origin (0, 0, 0) is defined to
be at the center of a pore (as indicated by the star). The black circle describes
a perfect cylinder with radius R = 15.51 Å constructed to fit within the quasihexagonal pores. This value is in agreement with the average pore radii of
MCM-41 extracted from a BET analysis of experimental data. The resulting
confinement potential for a helium atom at position ri is then formed from the
usual sum over Lennard-Jones pair-wise contributions:

UMCM41 (ri ) = 4

X
j

εij

σij
ri − rj
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ri − rj
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Figure 6.3: A projection of a MCM-41 supercell into the xy-plane showing
the nearly cylindrical pores and positions of H, O, and Si atoms obtained
from a density functional theory optimized structure employing the B3LYP/631G(d,p) basis set [270]. The star indicates the origin of the coordinate system
while the circle is plotted at the determined pore radius R = 15.51 Å.
where εij and σij are estimated with Lorenz-Bertholot mixing rules [143] for
two atomic species i and j:
εij =

√
ε i εj

σi + σj
σij =
.
2

(6.3)

The brute-force sum over j can be extended to a large number of unit cells to
obtain convergence to some fixed numerical precision with details, including all
Lennard-Jones parameters, described in Appendix B.1. The result for a single
slice at z = 0.0 Å is shown in Figure 6.4 where the potential has only been
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Figure 6.4: The effective manybody potential in units of kB plotted at a single
slice of the xy-plane at z = 0.0 Å in the range −200 K to 200 K. Features of
the pore roughness can be seen here, with potential well depths approaching
−500 K for this slice. Pre-plating material is expected to fill in the nooks and
crannies of the pore wall.
plotted in the range −200 K ≤ UMCM41 (x, y, z = 0)/kB ≤ 200 K. In the deep
pockets near the pore walls indicated in the figure, the depth of the well can
drop to nearly −800 K for some values of z. We expect that upon pre-plating the
MCM-41 with a light rare gas such as argon, these recesses will be completely
filled via adsorption effects. Thus the resulting potential seen by helium will be
considerably smoother. Motivated by this, we model the confinement potential
felt by a helium atom at radius r from the center of a pore using a radially
symmetric effective potential inside a long uniform cylinder of radius R carved
inside a continuous media [268]. The resulting potential is now a scalar function
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R Å

 
σ Å

i
h
−3
nε/kB KÅ

15.51

3.44

1.59

Table 6.1: The effective Lennard-Jones parameters used in a cylindrical model
of MCM-41 described by Eq. (6.4) with details in provided Appendix B.1.
of r:


πnεσ 3  σ 9  r   σ 3  r 
−
Ucyl (r; n, ε, σ, R) =
u9
u3
3
R
R
R
R

(6.4)

with

u9 (x) =


1
(1091 + 11156x2 + 16434x4 + 4052x6 + 35x8 )E(x)
240(1 − x2 )9

− 8(1 − x2 )(1 + 7x2 )(97 + 134x2 + 25x4 )K(x)

and
u3 (x) =



2
2
2
(7
+
x
)E(x)
−
4(1
−
x
)K(x)
(1 − x2 )3

where n is the density of the media, ε is the strength of the interaction, σ is the
hard core distance, R is the pore radius, and K(x) and E(x) are the complete
elliptic integrals of the first and second kind.
The values of σ, nε, and R in Eq. (6.4) can be extracted through a non-linear
least squares fitting procedure of UMCM41 to Ucyl as described in Appendix B.1.
There is considerable uncertainty in this approach and here we have extracted
the values in Table 6.1 for helium inside MCM-41. We leave a more microscopic
approach to the evaluation of this potential for future work.
With an effective potential described by Eq. (6.4) for helium inside MCM41 we can now model the rare gas pre-plating by superimposing a continuous

102

Atom

 
σ Å

ε/kB [K]

He

2.640

10.9

Ar

3.405

119.8

Table 6.2: Lennard-Jones parameters [271] used in the evaluation of the preplating layer potential defined in Eq. (6.5).
cylindrical shell with of width w = Rout −Rin that yields additional confinement
Ushell (r) = Ucyl (r; nAr , εAr−He , σAr−He , Rin )
(6.5)

− Ucyl (r; nAr , εAr−He , σAr−He , Rout )

where Rout = 15.51 Å is the outer radius computed from Ucyl and Rin = 11.75 Å
is the inner radius using the van der Waals diameter of Ar. The mixed 4 He-Ar
Lennard-Jones parameters can be computed from the values in Table 6.2.
The full interaction potential U (r) = Ucyl (r) + Ushell (r) for helium inside
the Ar pre-plated MCM-41 system is shown in Figure 6.5(a) for three different
densities of the argon layer corresponding to nAr = 0.017 Å

−3

determined from

the experimental BET analysis of an Ar/MCM-41 isotherm in Section 6.3.2,
nAr = 0.021 Å

−3

for Ar liquid at boiling point, and nAr = 0.024 Å

−3

for solid Ar

at its triple point [272]. The bare interaction potential for helium with MCM41, Ucyl , is shown for comparison. We observe that the density of the plated
layer affects both the depth of the well and the location of the minimum, with
this relationship quantified in Figure 6.5(b). Modifications of the density of the
pre-plating layer provide substantial tuneability of the scale of the confinement
potential seen by helium atoms while only producing a sub-Å modification of its
effective radius. This indicates that substantially different levels of confinement
can be produced by modifying the species of rare gas when pre-plating. With
an estimate of the environment inside a single Ar preplated MCM-41 nanopore
experienced by a single 4 He atom, we now briefly describe the technical details
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Figure 6.5: The left panel (a) shows helium interacting with a shell of argon at
various densities and the mesoporous silica, MCM-41. The potentials can be
calculated using the parameters shown in Table 6.2 and Table 6.1 with Eq. (6.4)
and Eq. (6.5). The right panel (b) shows how varying the density affects the
minimum location (left axis) and potential well depth (right axis).
of a quantum simulation of confined liquid helium at low temperature.

6.4.2

Quantum Monte Carlo

A system of N helium atoms described by Eq. (6.1) inside the pore can be simulated using a Monte Carlo technique that exploits the path integral representation to map the quantum system in D = 3 spatial dimensions to an effective
classical one in D + 1 = 4 that can be efficiently sampled using the MetropolisHastings algorithm [56]. A grand canonical worm algorithm suitable for bosons
in the spatial continuum introduced by Boninsegni, Prokof’ev and Svistunov
[58, 65] provides access to finite temperature observables: hOi ∝ Tr O e−H/kB T
where kB is the Boltzmann constant, for systems composed of a few thousand
4

He atoms.
All results presented herein utilized our open source path integral quantum

Monte Carlo code in the grand canonical ensemble (access details in Ref. [[60]])
and all code, scripts, and data used in analysis and plotting are available online
[273].
We considered pores of lengths L = 25 – 100 Å in order to understand
any finite size effects (Appendix B.2.1), and focused on chemical potentials
in the range µ/kB = −100 – 0 K at two experimentally studied temperatures:
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T = 4.2 K and 1.6 K. The imaginary time step was fixed at kB τ = 0.004 K−1
after comparing systematic Trotter and statistical errors for this value (see
Appendix B.2.2).
In order to make connections between simulations and experiment we can
convert the chemical potential (simulation tuning parameter) to pressure (experimental control knob). This was achieved by employing the virial equation
of state up to second order using the known temperature dependence of the
second coefficient B2 (T ) for bulk 4 He at saturated vapor pressure [43], which
yields


eµ/kB T
kB T µ/kB T
1 − B2 (T ) 3
P ' 3
e
Λ (T )
Λ (T )

(6.6)

√
where Λ(T ) = h/ 2πmkB T is the thermal de Broglie wavelength. Eq. (6.6) is
shown in Figure 6.6 in units of the saturated vapor pressure of bulk helium,
P0 , and is used throughout this work to convert between chemical potential
and pressure. The pure exponential dependence holds over nearly the entire
range of chemical potentials with deviations appearing when P ' P0 . A more
accurate ab initio estimation of the pressure inside the pore can be obtained
via quantum Monte Carlo [56]. However, the effective phase separation inside
the pore (see Section 6.5) makes statistical convergence of results difficult to
obtain and we thus use the bulk relationship here. This simplification could
introduce uncertainties when comparing with experimental results manifested
as a pressure offset that can be overcome by fixing either the onset (initial) or
saturation (maximal) filling of the pores.

6.5

Simulation Results

All results presented in this section for 4 He inside Ar plated MCM-41 have a
fixed pore length of L = 50 Å, pore radius R = 15.51 Å, and employ U (r)
described in Section 6.4.1 in the grand canonical ensemble yielding N ≈ 600
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Figure 6.6: Pressure as a function of chemical potential for bulk 4 He. The relationship is computed via the second order virial expansion (Eq. 6.6) using the
tabulated temperature dependence of the thermodynamic properties of helium
at low temperature [43].
helium atoms for the largest chemical potentials studied.
A separate simulation was performed for each chemical potential µ/kB in
the range −100 – −7 K at T = 1.6 K and −100 – 0 K at T = 4.2 K in steps of
1 K. The number density ρ = N/V where V = πR2 L is the volume of the pore,
was computed with the results shown in Figure 6.7. The adsorption isotherms
demonstrate that the pore remains empty until a temperature-dependent critical chemical potential is reached and atoms start to enter the pore. The density
increases with increasing µ with step-like features indicative of layer formation
consistent with previous simulation studies[44, 251–253, 274–276]. We note
that even as µ → 0 the density inside the pore, ρfilled , remains smaller than
that of bulk helium at saturated vapor pressure 0.019 Å
0.022 Å

−3

−3

for T = 4.2 K and

for T = 1.6 K [43]. The origin of this behavior can be investigated

through a closer examination of the structure inside the pore as measured by a
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Figure 6.7: Adsorption isotherms showing the number density ρ inside a MCM41 nanopore as a function of the chemical potential µ. Step-like features indicate
the onset of layer formation. The inset shows a comparison between quantum
Monte Carlo (filled circles) simulations and experimental results (open squares)
at T = 4.2 K where the vertical scale has been normalized to a density corresponding to a completely filled pore. Differences between the numerical and
experimental isotherm can be attributed the use of a smooth effective potential
U (r) in the quantum Monte Carlo.
radial density:
ρrad (r) =

* N
X
i=1

+
δ(|ri | − r)

(6.7)

where ri are the locations of the 4 He atoms and h. . . i indicates a Monte Carlo
average where it is noted that N is an instantaneous (configuration-dependent)
quantity in the grand canonical simulation.
The resulting radial density is plotted as a function of radial position (distance from the center of the pore) in Figure 6.8 for µ/kB > −50 K, where the
chemical potential has been converted to pressure via Eq. (6.6). The onset of
well-defined peaks in the radial density correspond to the steps in Figure 6.7.
At low pressure, a quasi-solid layer of helium forms near the hard wall created
by the pre-plated argon shell. As the pressure is increased, a sequence of concentric quasi-2D shells form with near vacuum between them. The magnitude
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Figure 6.8: The radial density inside the Ar preplated MCM-41 for two temperatures computed via quantum Monte Carlo simulations. The curves in the main
panels correspond to different chemical potentials between µ/kB = −50 – 0 K,
which have been converted to pressures using Eq. (6.6) to calibrate the displayed
colorbar. The peaks show the buildup of concentric quasi-2D layers of helium
and the existence of a quasi-1D core at pressures P > 0.01P0 corresponding
(1)
to µ/kB > −17 K. The insets details the relative density ρrad (Rmin )/ρrad (0) at
(1)
r = Rmin corresponding to the position of the first minima as a function of pressure. The location of the minima are independent of pressure for P > 10−2 P0 .
of the number density of the shells places them all within the quasi-solid regime
for 4 He.
When P is increased beyond 10−3 P0 (µ/kB & −17 K), 4 He atoms begin to
fill an inner core. The insets of Fig. 6.8 show the density at the location of
the first minimum normalized by the radial density at the center of the pore.
While there is an intermediate range of pressures where atoms can move freely
between the center of the pore and first shell, the density at the minima begins
to drop precipitously at higher pressures. For P > 10−2 the density between the
inner core and first shell is vanishing small and particle exchanges are strongly
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suppressed indicating that the core region is acting as a quasi-1D system.
We note that the existence of this central core is not a generic effect and
represents the fact that in the geometry considered here, the ratio of the effective pore-radius (set by the MCM-41 and Ar pre-plating geometry) to the
distance between shells (set by the helium interaction potential) is approaching
an integer. In nanopores where the effective radii is different, the density of the
central core can be vanishingly small [44, 251].
We now focus on the details of the central core and shells that can be
characterized by one- and two-dimensional densities defined by:
(1)

Rmin

Z
ρ1D = 2π

r dr ρrad (r)

(6.8)

0

ρ2D =

1

Z

(j)

Rmax

(j+1)

Rmin
(j)

r dr ρrad (r)

(6.9)

Rmin

where to avoid ambiguity, we have determined the locations of the j th minima
(j)

(j)

(Rmin ) and j th maxima (Rmax ) at fixed µ = −7 K with values given in Table 6.3.
Temperature dependence of the minima/maxima locations only appear in the
j

Rmin [Å]

Rmax [Å]



(j)
ρrad Rmin /ρrad (0)

0

-

0.0

-

1

1.7

3.2

0.0065

2

4.6

6.2

0.012

3

7.5

9.0

0.0049

(j)

(j)

Table 6.3: The locations of minima and maxima computed from the radial
density in Figure 6.8 at µ/kB = −7 K. The final column shows the vanishing
density at the minima for the fully filled pore. These values are used in the
computation of the linear density and coverage defined in Eqs. (6.8)–(6.9). The
effects of temperature are negligible at the accuracy reported here.
second digit not included in this table. The width of the central core ≈ 3.4 Å is
only slightly larger than the van der Waals diameter of a helium atom (2.8 Å)
with over 95% of atoms falling within this diameter when µ/kB > −17 K at
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Figure 6.9: Top: The linear density ρ1D inside the central core as computed via
Eq. (6.8) for two temperatures. The shaded bar indicates the range of pressures
over which the quasi-1D helium has the same density as liquid 4 He in the bulk.
A discussion of the step-like features is provided in the text. The inset shows
a quantum Monte Carlo configuration of helium atoms inside the Ar-plated
MCM-41 pore with distinct layers colored for emphasis. Bottom: The 2D area
density or coverage ρ2D computed with Eq. (6.9) for the first, second, and third
shell (as seen in the top panel inset), which are filled from outer-to-inner as the
pressure is increased.
both temperatures studied. Moreover, the final column of the table reports the
radial density at the location of the first minima and shows it 100× smaller
than that in the center of the pore. These combined results represents strong
evidence for the quasi-1D nature of the central core.
Evaluating Eqs. (6.8)–(6.9) inside the pore we observe a strong pressure and
temperature dependence of both the 1D linear and 2D coverage densities of the
inner core and surrounding shells as seen in Figure 6.9. At T = 1.6 K, the
inner core begins to fill at lower pressures (P ' 10−5 P0 ) and we first observe
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an increase in linear density, which is due to the leakage of particles from the
first shell as seen in the lower panel of Figure 6.8. As the pressure is further
increased, the density between the inner core and first shell begins to reduce
and the quasi-1D nature of the central core becomes more apparent. It is in this
regime that we find a decade of pressures (10−3 P0 < P < 10−2 P0 ) where the
inner core has a density equivalent to liquid 4 He as indicated by the shaded bar
in Figure 6.9. Further increasing the pressure appears to quasi-solidify the core
that is consistent with the expectation that atoms in 1D at high densities will
seek to fix the distance between them to minimize their interaction potential
V (r). Results are similar at T = 4.2 K with the steps being smoothed out and
the onset of the inner core being pushed to higher pressures due to the pressure
dependence in Eq. (6.6). In the lower three panels, the areal coverage or 2D
density of the surrounding cylinders is shown. Here the onset is considerably
sharper in pressure, with there being more tunability of the shell densities at
higher temperature.

6.6

Discussion

The combination of experimental isotherms, neutron scattering, and X-ray scattering with large scale quantum Monte Carlo simulations provides unprecedented information on the structure of 4 He inside small constrictions. A BET
analysis of experimental adsorption isotherms was used to determine the average pore radii of the grown MCM-41 (∼ 3 nm) and the density of a single-layer
−3

of adsorbed Ar gas (0.017 Å ). These values were employed to build an effective model of the pre-plated adsorption potential, which describes an infinite
cylindrical cavity carved inside a continuous Lennard-Jones medium. While
it is clear from the crystal structure and resulting full confinement potential
shown in Figures 6.3 and 6.4 that the atomic structure of bare MCM-41 produces a rough potential landscape, it is assumed that the pre-plating Ar gas
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will be first adsorbed into the deep potential pockets and resulting in a considerably smoothed environment. This is justified by the agreement between
experimental and theoretical adsorption isotherms seen in Figure 6.7. One of
the main sources of uncertainty in this work is the conversion between the
chemical potential (tuned in simulations) and the measurement of the partial
pressure (controlled in the experiments). It is expected that improvements
could be made by implementing a direct Monte Carlo estimator for the pressure inside the nanopores combined with more sensitive determination of the
pressure in the adsorption cell.
As discussed in the introduction and validated in §6.3 and §6.5, in this lowpressure regime, 4 He atoms are strongly attracted to the pre-plated walls of
the MCM-41 constriction and a quasi-2d solid layer adsorbs on the surface,
consistent with the scattering measurements at 4.0 mmol g−1 and 6.8 mmol g−1
in Figure 6.2. The Ar layer has two main effects: (1) its weaker interaction
with helium as compared to the MCM-41 reduces the potential well depth (this
can be controlled via the density of the Ar layer); (2) the hard-cores of the Ar
atoms decrease the effective radius of the constriction from 15.5 Å to ∼ 11.75 Å.
We note that this is the exact reduction predicted from numerical simulations
to ensure a cross-over from a quasi-3D to quasi-1D superfluid [44, 252, 255].
Different confinement radii and potential environments could be obtained by
changing the type of pre-plating rare gas, and these techniques could be utilized
with other porous materials providing the opportunity to engineer a targeted
confinement potential.
As the partial pressure of helium is further increased, a series of concentric
shells form separated by rm ' 3 Å, the distance at which two helium atoms
in free space would like to be situated to minimize their interaction energy.
Shells near the Ar layer contain immobile helium, while those nearer the center
of the pore may exhibit liquid-like behavior, consistent with the scattering
results presented here. The existence of finite density at the center of the pore
112

is not guaranteed for a generic nanoporous system, even at large pressures
[251, 255], and requires that the pre-plated pore radii is nearly commensurate
with rm . Again, numerical simulations have demonstrated that this central
core can exhibit superfluid behavior [252, 254, 255] at temperatures lower than
those considered here.
In conclusion, we have shown that theoretical simulations of 4 He inside Ar
pre-plated MCM-41 nanopores are in agreement with experimental adsorption
and scattering results, and demonstrate the ability to stabilize a quasi-onedimensional quantum liquid at low temperature with a tunable density at the
center of the pores. It is expected that such a 1D liquid should lack long-range
order, instead displaying algebraically decaying density and phase correlations,
even at zero temperature. This behavior could be confirmed in future work by
further analyzing the results of experimental neutron scattering measurements
along with quantum Monte Carlo calculations of the dynamical structure factor
within the context of Tomonaga-Luttinger liquid theory.

113

Chapter 7
Confinement Potential Inside Rare
Gas Plated MCM-41 Nanopores
7.1

Abstract

A closer look at the adsorption potential of helium inside the nanopores of
monolayer argon plated MCM-41. Motivated by recent experimental and simulation results reporting on the use of rare gas pre-plated nanoporous materials to explore one dimensional superfluidity, we describe an approach towards
constructing a microscopically accurate description of the confinement potential in these systems. By combining grand canonical Monte Carlo adsorption
isotherms with molecular dynamics simulations and experimental results, we
can resolve atomic-scale detail of the energetic environment inside MCM-41
crystals. The results support a previous conjecture that the adsorption of a
rare gas monolayer can screen imperfections and roughness near the pore walls
and yield a smooth confinement potential that can be incorporated into more
costly quantum simulations of low-dimensional superfluids.
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7.2

Introduction

Mesoporous materials offer an excellent opportunity to study quantum manybody systems under confinement. The spatial dimension of such systems can
be tuned for systems with length scales smaller than the coherence length of the
wavefunction. Studies on helium filled silicates, MCM-41 (Mobil Composition
of Matter No. 41) [45] and FSM-16 (Folded Sheet Material) [46], have provided
a large body of evidence on the effects of enhanced thermal and quantum fluctuations on the superfluid state [47, 49–51, 53, 240–250]. Further confinement
is required to enter the microporous regime where additional interesting exotic quantum phases may be observed, such as a Tomonaga-Luttinger liquid
of helium [44]. Nanoengineering techniques offer an experimental approach to
study these phenomena through pre-plating of the mesoporous material with
rare gases [54].
In the previous chapter, we studied coherent quantum phenomena in elemental 4 He below the superfluid transition temperature T < Tλ ' 2.12 K
via quantum Monte Carlo simulations of argon plated MCM-41 with helium
filled nanopores [54]. An emergent quasi-one-dimensional core of liquid helium
with tuneable density was observed. However, these results were predicated
on a simplified model for the interaction of helium with the argon pre-plated
MCM-41 system that ignored imperfections in the pore wall.
In this chapter, large scale atomistic grand canonical Monte Carlo (GCMC)
simulations are combined with molecular dynamics (MD) to explore the atomicscale structure within the argon pre-plated MCM-41 nanopores. Simulation
results are compared with experimental measurements of the argon adsorption
isotherm and static structure factor of the argon monolayer. Test particle insertion of helium is used to address the smoothness of the interaction potential.
The remainder of this chapter is organized as follows. We begin with a characterization of the nanoporous materials via adsorption isotherms and inelastic
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neutron scattering. Then we outline the procedure to generate isotherms, correlation functions, and the interaction potential using atomistic GCMC and
MD software. The results are then presented along with the corresonding experimental data. We conclude with an analysis of the test particle insertion
results and implications on the screening capability and smoothness of the argon monolayer.

7.3
7.3.1

Experimental Results
Sample Characterization

The mesoporous silica MCM-41 consists of well collimated nanopores with either hexagonal or circular shape arranged in a hexagonal lattice [277]. Typical
aspect ratios are on the order of ∼ 1000 : 1. We obtained sample material from
Sigma-Aldrich[258]. Characterization by X-ray powder diffraction revealed single phase material with a hexagonal lattice constant of 4.7 K. A surface area of
915 m2 /per/gram was determined using Brunauer-Emmett-Teller (BET) analysis [259] of nitrogen gas adsorption isotherms.

The Kruk-Jaroniec-Sayari

method [260] resulted in an average pore diameter of 3.0 ± 0.1 nm. Results
of argon adsorption isotherms carried out at T = 90 K using research grade
gas are show in Figure 7.2 where the pressure has been scaled by the pressure at the inflection point as determined numerically by the second derivative.
Monolayer coverage of 8.994 mmol g−1 was determined through BET analysis.
Further characterization of the argon monolayer was determined neutron scattering experiments.
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Atom

 
σ Å

ε/kB [K]

Ar

3.405

119.8

Si

4.55

20.20

O

3.21

115.2

H

2.75

13.50

Table 7.1: Lennard-Jones parameters [271, 279] used in the GCMC simulations
of argon in the gas phase and argon in MCM-41 nanopores.

7.4
7.4.1

Simulation Details
Atomistic Monte Carlo

Grand canonical Monte Carlo (GCMC) simulations of argon in the gas phase
and argon adsorbed inside MCM-41 at T = 87.35 K were performed using
Cassandra [278]. Lennard-Jones intermolecular potentials were used with parameters described in Table 7.1. Lorenz-Bertholot mixing rules were utilized
in software for different atomic species. For the gas phase simulations, a cubic
simulation cell with dimensions Lx = Ly = Lz = 100 Å was used. For the argon pre-plated MCM-41 simulations, a triclinic simulation cell with dimensions
La = Lb = 40.603039 Å and Lc = 97.6073 Å and angles Lα = Lβ = 90◦ and
Lγ = 120◦ was used. Atom positions for the MCM-41 crystal were obtained
from a density functional theory optimized structure employing the B3LYP/631G(d,p) basis set [270]. A long supercell for a single pore was created by
replicating and stacking the unit cell eight times along the z-direction. Both
sets of simulations utilized periodic boundary conditions and performed a sweep
over chemical potentials in the range µ = −30.0 – −10.0 kJ mol−1 in steps of
∆µ = 0.02.
In Cassandra, insertions are performed via configurational bias Monte Carlo,
where the chemical potential setpoint µ is shifted by a species-specific constant.
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The shifted chemical potential µ0 can calculated by
 
α
µ = µ + kB T ln
f
0

(7.1)
(7.2)

where kB is the Boltzmann constant, α is a species specific term, and f is the
fugacity. The pressure can then be calculated by combining Eq. 7.2 with the
fugacity equation P = f /ϕ as

P = αe

0

− µ−µ
k T

(7.3)

B

where α is relabelled here and captures the properties of the species specific
constant and the fugacity coefficient ϕ. We determine the parameters α and
µ0 via a non-linear least squares fit to the collected data for argon in the gas
phase.
An adsorption isotherm was generated by measuring the number of argon
atoms in the MCM-41 nanopore during the GCMC simulations at each chemical
potentials. The chemical potental was converted to pressure using Eq. 7.3.
Jackknife resampling was used to determine the bulk modulus at each chemical
potential
K = ρkB T

hN i
− hN 2 i

hN i2

where N is the number of argon atoms and ρ =

hN i
V

(7.4)
is the density of the argon

gas in the simulation box volume V . The bulk modulus is the inverse of the
compressiblity κT . Layer completion is determined where the bulk modulus
has a local maxima. A snapshot of the GCMC simulation was taken when the
number of argon atoms was equal to the average number of particles at the
chemical potential corresponding to layer completion for the argon monolayer
(the first local maxima). Futher insight into the structure inside the pore can
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be determined by the radial density

ρrad (r) =

* N
X
i=1

+
δ(|ri | − r)

(7.5)

where ri are the locations of the argon atoms and h. . . i indicates a Monte Carlo
average where it is noted that N is an instantaneous (configuration-dependent)
quantity in the grand canonical simulation.

7.4.2

Molecular Dynamics

Molecular dynamics was run for argon in the MCM-41 nanopore starting from
the GCMC snapshot utilizing the GROMACS simulation software [280]. Interactions are implemented with forcefield parameters using the CHARMM format
as determined by Heinz et al.[281] for the MCM-41 crystal and Lennard-Jones
parameters as described in Table 7.1 for argon. The MCM-41 atom locations
were frozen and energy minimizaiton was performed on the argon atoms at
T = 90.0 K. A MD run was then performed for 8 ns with a time step of
dt = 0.002 ps.
Structural features of the argon monolayer can be observed with the radial
distribution function
X

1
δ(r1 − ri )δ(r2 − rj )
g(|r2 − r1 |) =
ρ(r2 )ρ(r1 ) i6=j

(7.6)

where r is the argon atom positions and ρ(r) is the density. This quantitiy
was calculated from data frames collected over the course of the MD run. The
static structure factor can be determined from Eq. 7.6 as
4πρ
S(q) = 1 +
q

Z
0

∞

r(g(r) − 1) sin(qr)dr

(7.7)

where q is the magnitude of the scattering vector. Results were compared
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directly with experimental neutron scattering measurements.
Test particle insertion using helium with interaction parameters in the
CHARMM format as determined by Heinz et al.[281] was performed at T =
1.6 K for the data frames collected during the MD run. The pore was swept
over in a 101 × 101 × 101 grid from 0.0 Å to La in the x-direction, 0.0 Å to La
in the y-direction, and 0.0 Å to Lc /8 in the z-direction. The truncation in the
z-direction is commensurate with the unit cell dimension and was made due to
insufficient computational resources. Results are averaged along the z-direction
and compared with the smooth wall potential used in our previous work[54].

7.5
7.5.1

Simulation Results
Atomistic Monte Carlo

Pressure of the argon adsorbed within the MCM-41 nanopores during the
GCMC simulations was determined by Eq. 7.3. Parameters µ0 = 17.14 kJ mol−1
and α = 2.65 bar were found by a non-linear least squares fit of GCMC simulation data collected for argon in the gas phase at T = 87.35 K as shown in
Figure 7.1. A sudden flattening of the pressure curve at low chemical potential
is observed. This due to finite size effects where the average number of particles
drops below one.
Effective calculation of the pressure allows for direct comparison of the argon adsorption isotherm with experimental results. The adsorption isotherms
shown in Figure 7.2 demonstrate that the pore remains empty until a
temperature-dependent critical chemical potential is reached and atoms start
to enter the pore. Density increases monotonically with µ with a step-like features indicative of layer formation consistent with previous simulation studies
[282–287]. The pressures are normalized to the inflection point pressure P 0 as
determined numerically from the second derivative. There is large overlap be120
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Figure 7.1: The pressure of bulk argon in the gas phase as determined by
atomistic grand canonical Monte Carlo (GCMC) simulation at T = 87.35 K. A
fit to Eq. 7.3 using non-linear least squares is shown by the dashed line. At low
chemical potential, pressure levels off due to finite size effects.
tween the experimental and GCMC simulation results. Here we note that no
shifting or scaling has been performed for the amount adsorbed.
Completion of the argon monolayer occurs at µ = −13.38 kJ mol−1 as determined by a local maxima in the bulk modulus shown in Figure 7.3. Four
distinct regions of filling, partitioned by chemical potentials −22.20 kJ mol−1 ,
−13.38 kJ mol−1 and −12.62 kJ mol−1 , are observed. The radial density shown
in Figure 7.4 gives further understanding of the regions. The first region is characterized by a smoothening of the MCM-41 pore walls where the adsorbed argon
fills in the nooks and crannies. In the second region, the amount of adsorbed
argon increases continuously as the monolayer forms. Multilayer adsorption begins in the third region until capillary condensation occurs at −12.62 kJ mol−1
and the pore fills with bulk liquid.
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Figure 7.2: Adsorption isotherms of argon confined to the nanopores of MCM41. Pressures have been scaled to the inflection point. Excellent agreement
is seen between the experimental measurements and atomistic grand canonical
Monte Carlo (GCMC) simulation results.

7.5.2

Molecular Dynamics

A snapshot of the GCMC simulation was taken at layer completion when the
number of argon atoms was equal to the average number of particles hN i = 477
in order to seed the molecular dynamics simulation. A bird’s-eye-view with an
accentuated perspective down the pore for both before and after performing
energy minimization and molecular dynamics is shown in Figure 7.5. Patches
with no argon atoms in the monolayer and argon atoms seemingly out of place
before MD is due to the nature of the GCMC simulation. After MD, the argon
monolayer appears considerably smoother.
Additional strutural features beyond visual inspection can be extrated from
the radial distribution function as calculated by Eq. 7.6. Correlations in the
argon particle separation within the pore show as multiple peaks in Figure 7.6.
The first large peak at 3.76 Å corresponds to separations along the z-direction
of the pore and is twice the van der Waals radius of the argon atom. The second
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Figure 7.3: Bulk modulus calculated by Eq. 7.4 is used to determine layer
completion. The vertical dashed line at chemical potential µ = −13.38 kJ mol−1
is at maximum bulk modulus before the pore fills up and the argon behaves as
a bulk liquid. This is where the monolayer of argon is completed.
peak at 7.17 Å corresponds to the thickness of the pore walls. The third peak
at

Lc
8

is due to correlations from the construction of the MCM-41 supercell and

is commensurate with the unit cell dimension in the z-direction. The broad
fourth peak at 15.99 Å comes from correlations along the radial direction of the
pore.
Fourier transform the radial distribution function yields the the static structure factor as calculated by Eq. 7.7. This quantity can be compared directly
with experimental results as shown in Figure 7.6. In order for easier comparison
to the bulk helium results [288], the experimental results for argon in MCM-41
have been scaled and shifted to roughly match the first peak. Vertical dashed
lines were added where peaks might be expected if the correlations from the
construction of the supercell contributed significantly to the scattering. The
peaks below 1.5 Å

−1

are from momenta commensurate with hexagonal pore

structure along the radial direction. These peaks are missing from the experimental data as the apparatus was not set up to detect small angle scattering.
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Figure 7.4: Radial density of the argon monolayer at various chemical potentials as calculated by Eq. 7.5. Samples from four distinct regions of filling are
shown. In the top left panel, argon atoms are adsorbed to the rough areas of
the MCM-41 pore wall. The top right panel corresponds to layer completion.
The bottom left panel marks the end of the multilayer adsorption regime just
before the jump in adsorption. The bottom right panel is just after the jump
and shows the pore completely full with bulk argon.
The peak locations above 1.5 Å

−1

indicate a well defined liquid layer.

Test particle insertion of helium at T = 1.6 K offers the opportunity to test
the conjecture from our previous work. Figure 7.8 shows that the addition
of the argon layer smooths out the MCM-41 nanopore walls. The results have
been averaged over the length of the pore. Comparison of the potential used in
our previous work with radially averaged results from the test particle insertion
are shown in Figure 7.9. The results indicate the potential used in our previous
work was significantly more attractive. A non-linear least squares fit has been
performed to Eq. (6.4) from the previous chapter to extract new paramters for
a more suitable potential to use in the PIMC simulations. The fit paramters
are found in Table. (7.2).
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Figure 7.5: Views of argon in MCM-41 along the pore direction using a perspective projection. On the left is a snapshot of the atomistic grand canonical
Monte Carlo (GCMC) simulation at chemical potential µ = −13.38 kJ mol−1
when the number of argon atoms N = 477 is the same as the average number of
particles. On the right is the results after running molecular dynamics on the
GCMC snapshot. Notice the patchy regions of the argon monolayer are filled
and argon atoms no longer appear out of place.
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Table 7.2: The effective Lennard-Jones parameters used in a cylindrical model
of MCM-41 preplated with argon gas described by Eq. (6.4). Parameters were
determined by fitting to the radially averaged test particle insertion results
shown in Figure 7.9.

7.6

Discussion

Combining two different simulation techniques offers powerful insight into the
atomic-scale structure of rare gas preplated mesoporous systems. The GCMC
method provides the ability to determine layer completion and an excellent
starting configuration for molecular dynamics. Strong agreement with experimental adsorption isotherms gives credence to the approach. Molecular dynamics then can be used to study structural properties of the adsorbed gas
and ultimately determine the confinement potenial of the system as a whole
through test particle insertion.
Our study was focused on the validation of the confinement potential used
in the previous chapter. We found that the previous helium gas interaction
with argon preplated MCM-41 was more attractive than the reults of this work
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Figure 7.6: Radial distribution function of the argon monolayer inside MCM41 at T = 90 K. The four peaks shown correspond to the size of the argon
atom, thickness of the MCM-41 walls, unit cell dimension in the z-direction,
and correlations along the pore radially.
with little change in the minimum location. This is a fantastic revalation as a
weaker confinement potential may allow for additional tunability of the density
of the central core. Overall, preplating MCM-41 with argon gas proved to screen
out the imperfections of the pore wall and allows for additional confinement of
adsorbed gases.
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Figure 7.7: Static structure factor. Peaks at small momenta are due to correlations along the pore radius. The location and character of peaks at larger
momenta are consistent with a liquid monolayer. The dashed lines indicate
where peaks may occur if correlations due to the construction of the MCM-41
supercell are significant.
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Figure 7.8: Test particle insertion results of helium in argon preplated MCM41 at T = 1.6 K averaged over the length of the pore. The interaction of helium
with the walls of the MCM-41 nanopore is considerably screened.
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Figure 7.9: Radially averaged helium confinement potential. The radially
averaged results for test particle insertion show the minimum slightly closer to
the pore walls with a substantially weaker attractive minimum compared to
previous work. A fit was performed to a radially symmetric effective potential
inside a long uniform cylinder carved inside continuous media.
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Chapter 8
A Parameter-Free Differential
Evolution Algorithm for the
Analytic Continuation of
Imaginary Time Correlation
Functions
.

8.1

Abstract

We report on a parameter-free evolutionary algorithm to generate the dynamic
structure factor from imaginary time correlation functions, Differential Evolution for Analytic Continuation (DEAC). Our approach to this long-standing
problem in quantum many-body physics achieves greater spectral fidelity compared to previous methods while using fewer compute (CPU) hours. The need
for fine-tuning of algorithmic control parameters is eliminated by embedding
them within the genome to be optimized for this evolutionary computation
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based algorithm. Benchmarks are presented for models where the dynamic
structure factor is known exactly, and experimentally relevant results are included for quantum Monte Carlo simulations of bulk 4 He at temperature below
the superfluid transition.

8.2

Introduction

Imaginary time correlation functions can be extended to the real time domain
via analytic continuation [70]. However, the process to achieve accurate spectral functions from quantum Monte Carlo (QMC) data is a notoriously ill-posed
inverse problem as a result of the stochastic uncertainty that ensures many different possible reconstructions through direct inverse Laplace transformations.
Current approaches to the inverse problem are labeled by a zoo of acronyms
and include: the average spectrum method (ASM) [289], stochastic optimization with consistent constraints (SOCC) [290], genetic inversion via falsification
of theories (GIFT) [291, 292], the famous maximum entropy method (MEM)
[293], and fast and efficient stochastic optimization method (FESOM) [294].
The ASM approach performs a functional average over all admissible spectral
functions, while SOCC uses random updates to the spectrum consistent with
error bars on the input data. The GIFT method uses a genetic algorithm with
many algorithmic control parameters. The traditionally used MEM utilizes
Bayesian inference and is further described in Section 8.4.1. Finally, a stateof-the-art approach FESOM adds random noise to proposed spectra at each
iteration, averaging the spectra when a level of fitness is reached, and is further
described in Section 8.4.2. More recent work has focused on using machine
learning methods but have achieved limited success [295–297].
In this chapter we introduce a new method: the differential evolution for analytic continuation (DEAC) algorithm, to achieve reconstructed dynamic structure factors S(q, ω) from the imaginary time intermediate scattering function.
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Similar to the GIFT method [291], a population of candidate spectral functions is maintained whose average fitness is improved through recombination
over several generations. Control parameters are adjusted using self adaptive
techniques. This new method is validated against nine multi-peak spectra at
finite temperature and tested against two other robust methods, MEM and
FESOM. Our algorithm outperforms in terms of speed, accuracy, and ease of
use. These three strengths unlock new avenues for scientific discovery through
greater utilization of computational resources and better spectral outcomes.
The remainder of this chapter is organized as follows. We begin with a
comprehensive description of the inverse problem, the construction of simulated
quantum Monte Carlo data, and the method used to generate imaginary time
intermediate scattering data for bulk 4 He. Details are then given for our implementation of the two competing approaches, before proceeding to a detailed
discussion of our evolutionary algorithm. A careful comparison of the results
and performance of the DEAC algorithm with both the maximum entropy and
stochastic optimization methods is provided for simulated data sets containing
ubiquitous spectral features. Moving beyond simulated data, results are shown
for the bulk 4 He spectrum. We conclude with an analysis of the resulting spectral functions and discussion of the advantages of each method. Scripts and
data used in analysis and plotting as well as details to download the source
code for the three analytic continuation methods explored are available online
[298].
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8.3
8.3.1

Model and Data
The Inverse Problem

The dynamic structure factor is a measure of particle correlations in space and
time [70]. It is defined as the temporal Fourier transform:
1
S(q, ω) =
2π

Z

∞

(8.1)

F (q, t) exp(iωt)dt

−∞

for wave vector q and frequency ω, where F (q, t) =

1
hρq ρq̄ i
N

is the intermediate

scattering function, which can be written more explicitly as
1
F (q, t) =
N

*
X

+
e−iq·rj (0) eiq·rl (t)

(8.2)

j,l

in units with Planck’s constant ~ = 1 and the Boltzmann constant kB = 1 for
time-dependent particle positions r(t).
A determination of the intermediate scattering function in imaginary time is
found by using the detailed balance condition of the dynamic structure factor
S(q, ω) = S(q, −ω)eβω , a Wick rotation of F (t) to F (−iτ ), and a Fourier
transform of Eq. (8.1) giving
Z
F (q, τ ) =

∞



S(q, ω) e−τ ω + e−(β−τ )ω dω

(8.3)

0

for imaginary time τ and β =

1
.
T

Exact results within statistical uncertainties

for F (q, τ ) can be produced via quantum Monte Carlo (QMC) simulations [57].
Accurate reconstruction of S(q, ω) through an inverse Laplace transform
of Eq. (8.3) is problematic. A brute force approach quickly reveals the illconditioned nature of the transformation and unique solutions are not guaranteed due to the finite uncertainty in the measured F (q, τ ). Furthermore, the
use of periodic boundary conditions in simulations to reduce finite size effects
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further restricts measurements to specific momenta

q=

D
X
2πnα

Lα

α=1

êα ,

(8.4)

which are commensurate with the periodicity of the D-dimensional hypercubic
Q
system with volume D
α=1 Lα , nα ∈ Z and êα denote unit vectors. The use of
incommensurate q vectors results in large deviations from expected results, especially at low momenta [299]. In order to make comparison with experimental
measurements that depend only on the magnitude of the momentum vector, q
(such as with neutron scattering experiments on powder or liquid samples), we
separate results for S(q, ω) into bins of [q, q + ∆q] where ∆q is an arbitrarily
chosen spectral resolution. Some finite error is introduced with this approach
due to the nonuniform distribution of the magnitudes of q vectors in each bin,
but is mitigated with increasing box size approaching the thermodynamic limit.
Approaches to generating accurate S(q, ω) are discussed in Section 8.4.
Spectral moments of integration [300]
k

hω i =

Z

∞



ω k S(q, ω) 1 + (−1)k e−βω dω

(8.5)

0

can be used to reduce the search over the number of possible spectral functions
in some cases. The inverse first frequency moment hω −1 i is proportional to the
static linear density response function [301] and is fixed by F (q, τ )
1
hω i =
2
−1

β

Z

dτ F (q, τ ) ,

(8.6)

0

while the zeroth frequency moment
0

hω i = S(q) ≡

Z

∞

S(q, ω)(1 + e−βω )dω

0

is the static structure factor S(q) by definition.
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(8.7)

These moments of integration are useful when they are exactly known, such
as in the case of neutral quantum liquids where the first frequency moment is
equivalent to the free particle dispersion [301, 302]
hω 1 i =

~|q|2
2m

(8.8)

shown here in dimensionful units, or when they can be accurately estimated,
such as in the case of the uniform electron gas or other hard-core gasses for the
third frequency moment [303–307]. To further highlight the general utility and
knowledge free nature of the evolutionary algorithm discussed here, we chose
to not enforce the moments of integration. However, their inclusion, when
available, could serve to further enhance the accuracy of the DEAC method.
While we are ultimately interested in the dynamic structure factor, S(q, ω),
it can be useful to perform the analytic continuation on a modified kernel by
replacing S(q, ω) with S 0 (q, ω) in Eqs. (8.3) and (8.5) and transforming back
after performing the analytic continuation. Three useful kernels of integration
were determined and are described below. The standard kernel, S 0 (q, ω) =
S(q, ω), is simply the dynamic structure factor. The normalization kernel,
S 0 (q, ω) = S(q, ω)(1 + e−βω ), simplifies the static structure factor [308]. The
hyperbolic kernel S 0 (q, ω) = 2S(q, ω)e−

βω
2

, severely constrains the modified

intermediate scattering function while causing hyperbolic terms to appear in
Eqs. (8.3) and (8.5). These kernels exhibit different performance in terms of
CPU hours, but give generally similar resulting spectra. The hyperbolic kernel
was used with the simulated QMC data and the normalization kernel was used
to produce the bulk He4 spectrum.

8.3.2

Simulated Quantum Monte Carlo Data

Simulated quantum Monte Carlo data was generated to determine how each
of the methods described in the next section perform at reconstructing S(q, ω)
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Alias

pl

µl [K]

σl [K]

pr

µr [K]

σr [K]

same height close (shc)

0.50

15.0

3.0

0.50

35.0

3.0

same height far (shf)

0.50

15.0

3.0

0.50

45.0

3.0

same height overlapping (sho)

0.50

15.0

3.0

0.50

25.0

3.0

short tall close (stc)

0.25

15.0

3.0

0.75

35.0

3.0

short tall far (stf)

0.25

15.0

3.0

0.75

45.0

3.0

short tall overlapping (sto)

0.25

15.0

3.0

0.75

25.0

3.0

tall short close (tsc)

0.75

15.0

3.0

0.25

35.0

3.0

tall short far (tsf)

0.75

15.0

3.0

0.25

45.0

3.0

tall short overlapping (tso)

0.75

15.0

3.0

0.25

25.0

3.0

Table 8.1: Parameters to generate the dynamic structure factor and intermediate scattering function from Eqs. (8.9) and (8.12) respectively. The subscripts
l and r correspond to the left-most peak and right-most peak of the spectral
function in the positive frequency space.
from F (q, τ ). A data set of spectral functions

Sexact (q, ω) = pl s̃(ω, µl , σl , β) + pr s̃(ω, µr , σr , β)

(8.9)

was created from a superposition of two Gaussian-like spectra of the form
s̃(ω, µ, σ, β) = Θ(ω)s(ω, µ, σ) + Θ(−ω)s(−ω, µ, σ)e−βω

(8.10)

scaled by a factor pl|r where
1
1
s(x, µ, σ) = √ e− 2
σ 2π

x−µ
σ

2

(8.11)

is a normalized Gaussian function centered at µ with width determined by σ.
The spectra were normalized by their respective static structure factors, S(q).
The exact intermediate scattering function for such spectra can be calculated
using Eq. (8.3) as
F̃sim (q, τ ) = pl f˜(τ, µl , σl , β) + pr f˜(τ, µr , σr , β)
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(8.12)

where
1 µ2
f˜(τ, µ, σ, β) = e− 2σ2 [f (τ, µ, σ) + f (β − τ, µ, σ)]
2

(8.13)




1
2
1 + erf √ (µ − xσ ) .
σ 2

(8.14)

and
f (x, µ, σ) = e

(µ−xσ 2 )2
2σ 2

The first frequency moment for a single Gaussian-like spectra s̃(ω, µ, σ, β) can
be calculated via Eq. (8.5) as

ωs̃1

1
=
2


 2 2


β σ
(βσ 2 − µ)
2
−βµ
√
βσ − µ erfc
e 2
σ 2
 


µ
+ µ erf √
+ 1 . (8.15)
σ 2

Simulated quantum Monte Carlo data Fsim (q, τ ) was generated by adding
normally distributed noise to the exact intermediate scattering function for
Ns = 1000 samples and averaging the results:

Fsim (q, τ ) =

Ns
1 X
(1 + N (0, 1))F̃sim (q, τ )
Ns 1

(8.16)

where N is the standard normal distribution and  is the noise amplitude.
Three separate noise amplitudes were explored  = 0.0001, 0.001, 0.01 and are
referred to as small, medium, and large error. These labels are not intended as
commentary on the quality of the simulated data and are only used for easy
reference between the three error levels.
Nine simulated data sets at each error level were generated with two
Gaussian-like peaks in the positive frequency space. Parameters to Eqs. (8.9)
and (8.12) used to generate the exact dynamic structure factors and intermediate scattering functions along with aliases for each spectra are found in
Table 8.1. These parameters were chosen to simulate experimentally relevant
spectra and explore the resolving power of spectral features for each analytic
continuation method explored. Each data set was generated at temperature
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T = 1.2 K for M = 129 imaginary time steps from τ0 = 0 to τM = β2 .

8.3.3

Bulk Helium Quantum Monte Carlo Data

Liquid helium is the most accessible and best studied strongly interacting quantum fluid [39–42]. A demonstration of the ability of the DEAC algorithm to
generate experimentally relevant spectra will be presented in Section 8.6.2 by
reproducing the phonon-roton spectrum of bulk He4 from quantum Monte Carlo
data. The results presented herein utilize our open source path integral quantum Monte Carlo code in the canonical ensemble (access details in Ref. [60]).
Simulations were performed with parameters: temperature T = 1.35 K, chemical potential µ = −5.47 K, M = 100 number of imaginary time slices, and
N = 64 particles. The finite box size was determined by setting the density
corresponding to saturated vapor pressure with Lx = Ly = Lz ≈ 14.31158 Å
[309]. For the helium-helium interactions we adopted the Aziz intermolecular potential [36]. Data was collected for 1357 different q vectors constructed
according to Eq. (8.4) corresponding to all allowable vectors with magnitudes
−1

q ≤ 3.0 Å . Imaginary time symmetry around τ =

β
2

was used to combine

measurements taken for F (q, β/2 + i∆τ ) and F (q, β/2 − i∆τ ). Results for each
vector were jackknife averaged over 100 separate seeds.

8.4
8.4.1

Previous Methods
Maximum Entropy Method

The standard and most commonly used approach for determining spectral
functions from imaginary time correlation functions is the Maximum Entropy
Method (MEM) [293, 310]. Bayesian inference is used to optimize the likelihood
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function and prior probability. Starting from Bayes’ theorem:
P (F |S)P (S)
P (F )

P (S|F ) =

(8.17)

where P (S|F ) is the probability of obtaining spectrum S given the intermediate
scattering function function F , P (F |S) is the probability of obtaining F given S
and is the likelihood, P (S) is the so called prior probability of obtaining spectrum
S, and P (F ) is a marginal probability that can be ignored in this treatment
as it is constant. Through the central limit theorem, a proportionality can be
determined for the likelihood
1

P (F |S) ∝ e− 2 χ
where

2

(8.18)

M
X
1 (Fi − F̄i )2
.
χ =
M
σi2
i=0
2

(8.19)

The expected value F̄i is the averaged simulation data, while σi2 is its variance
at imaginary time slice τi , and M is the number of imaginary time slices.
A form for the prior probability that obeys the properties of the spectral
function can be introduced to constrain the search space for possible solutions
(8.20)

P (S) ∝ eαŜ

where α is the regularization constant and the information gain (or relative
entropy term)
Ŝ = −

X ∆ωi
i

2π

S(ωi ) ln

S(ωi )
.
D(ωi )

(8.21)

is the Kullback-Leibler divergence of a spectral function A(ω) from some default
model D(ω) that captures prior information of the spectrum after discretization
of the frequency space.
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The posterior probability can then be described by
1

2

P (S|F ) ∝ eαŜ− 2 χ .

(8.22)

Maximizing this quantity amounts to the minimization of
1
Q[S] = χ2 − αŜ.
2

(8.23)

We use the Broyden–Fletcher–Goldfarb–Shanno (BFGS) method as the algorithm of choice [311, 312] to minimize Eq. (8.23). A maximum of 20000 BFGS
iterations are performed for each simulation.
There are several approaches to determining the appropriate regularization
constant α and we employ a recent method developed by Bergeron and Tremblay [310]. A schematic representation of their approach is shown in Figure 8.1
where a sweep over possible α is performed with the optimal value chosen
by computing the curvature of log10 χ2 as a function of log10 α. Curvature is
estimated as κ =

1
R

where R is the radius of a circle fit to the data. Three dis-

tinct regions are observed: noise-fitting, information-fitting, and default model
region. The α value corresponding to the maximum curvature close to the
noise-fitting region is the value that recovers the optimal spectral function.
The default model D(ω) was chosen to be a single Gaussian-like peak in
the positive frequency space using Eq. (8.10) for an equally spaced frequency
partition of size N = 129 ranging from ω0 = 0.0 K to ωN = 64.0 K. For each
model per simulated spectra, the parameter µ was chosen to be the first moment
as calculated by Eq. (8.15) and the parameter:
min(hω 1 i − ω0 , ωN − hω 1 i)
σ=
.
3

(8.24)

where the denominator allows for sufficient damping of the default model before
reaching the edges of the frequency search space. The initial guess for S(q, ω)
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Figure 8.1: A schematic representation of the method to determine the optimal
regularization constant when using the maximum entropy approach. The noisefitting region is characterized by little to no change in the recovered spectra
with changes to α and is dominated by fitting to the noise in the intermediate
scattering function. The information-fitting region corresponds to spectra with
deviations from the default model strongly affected by α. The default model
region consists of spectra with little or no deviation from the default model.
An example of a circle fit to the data is shown in red, where an estimate of
curvature can be made made from the radius.
for each MEM simulation was set to the default model. The regularization
constant α was swept over for an equally spaced partition in log10 -space of size
Nα = 1001 from 10−1 to 104 . Optimal final spectra at each error level for the
data set described by Table 8.1 were determined as described above.

8.4.2

Fast and Efficient Stochastic Optimization Method

The fast and efficient stochastic optimization method (FESOM) [294] is a stateof-the-art technique to determine spectral functions from imaginary time quantum Monte Carlo data. The approach uses minimal prior information by solely
optimizing the likelihood function. This is achieved by brute force minimization
of Eq. (8.19) through a numerical algorithm (described below) to within an ac140

ceptable tolerance level η. Several FESOM simulations are performed and the
final spectrum is determined by averaging the results. A confidence band can
be constructed by taking the standard deviation. This treatment of the final
spectrum is statistically allowable since each realization has the same posterior
probability when χ2 = η.
In practice, a FESOM simulation is performed as follows. An initial spectrum is generated on a discretized frequency space {ω0 ≤ ω1 ≤ . . . ≤ ωi ≤
. . . ≤ ωN −1 ≤ ωN } obeying the normalization condition Eq. (8.7). The quality of fit χ2 is calculated via Eq. (8.19). For each iteration, an update to the
spectrum is proposed by scaling each spectral weight S(q, ωi ) by (1 + xi ) where
xi ∈ N (0, 1) and normalizing by the static structure factor S(q). If the new
spectrum has a χ2 value that is smaller than the previous iteration, the update
is accepted. Iterations are performed until acceptable tolerance is achieved as
described previously. In our simulations, the initial spectrum was generated
using the same method described for the default model above in Section8.4.1
with the exception that the frequency space partition size was N = 513. For
each error level, NR = 1000 reconstructions of the spectral function were measured using FESOM to an acceptable tolerance level of η = 5. A maximum of
NI = 107 iterations were performed for each simulation. The results were averaged to generate a final spectrum at each error level for the data set described
by Table 8.1. The final spectra were smoothed by averaging the spectral weight
in adjacent frequency bins.

8.5

Differential Evolution for Analytic Continuation

Inspired by the genetic inversion via falsification of theories (GIFT) algorithm
[291, 292], we developed an approach using evolutionary computation, the dif141
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Figure 8.2: Nine different spectral reconstructions using different analytic continuation methods on simulated quantum Monte Carlo data. The black dashed
line is the exact spectra. Results are shown for the smallest error level explored
 = 0.0001. The DEAC algorithm accurately captures the spectral features in
all cases explored.
ferential evolution for analytic continuation (DEAC) method that does not rely
on hyperparameters. A comparison of GIFT with MEM at T = 0 K can be
found in Ref. [313] and determined the method was suboptimal. The new approach developed here expands to the more difficult finite temperature regime
and uses an evolutionary computation method well suited for a genome consisting of real valued numbers.
Differential evolution [314] is a class of evolutionary algorithms, which determines an optimal solution within a certain tolerance based on fitness criteria. A
population of candidate solutions is maintained and updated through a simple
vector process described below. As the simulation progresses, each candidate
solution is rated and added to the population based on some fitness criteria and
the average fitness of the population improves. Here, the population is comprised of spectral functions S(q, ω) discretized over a fixed frequency space, and
the fitness of candidate solutions was calculated via Eq. (8.19).
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Each iteration of the DEAC algorithm generates a new candidate population
by the following process. For each agent S̃m (q, ω) in the population, three other
agents S̃j , S̃k , and S̃l are randomly chosen such that S̃m 6= S̃j 6= S̃k 6= S̃l .
A potential new member S̃n is created by iterating over the frequency space
{ω0 , . . . , ωN } and for each ωi

S̃n (ωi ) =




S̃j (ωi ) + γ × (S̃k (ωi ) − S̃l (ωi )), U(0, 1) ≤ P c

(8.25)

otherwise



S̃m (ωi ),

where U(0, 1) is a random number drawn from the standard uniform distribution, P c is the crossover probability, and γ is the differential weight. The
new agent S̃n replaces S̃m in the next generation if fitness improves over S̃m ,
otherwise S̃m is retained.
In a standard differential evolution simulation, the differential weight and
the crossover probability would need to be optimized, and while in principle
they should not affect the final outcome, in practice, a poor choice can affect
convergence. Here we employ a self adaptive approach [315, 316] by embedding
γ and Pc within the genome of the candidate solutions, such that each S̃m has a
corresponding Pmc and γm . Updates to the crossover probability are performed
10% of the time by
Pnc =




U(0, 1), U(0, 1) ≤ 0.1

(8.26)

otherwise



Pmc ,

and updates to the differential weight are also performed 10% of the time by

γn =




U(0, 2), U(0, 1) ≤ 0.1


γm ,

.

(8.27)

otherwise

Note that the control parameters are updated before generating a new candidate population and Pnc and γn should be used in Eq. (8.25). This ensures
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that beneficial changes to the crossover probability or differential weight are
preserved.
The population size NP can be as small as NP = 4 and as large as the
computing resource can manage. An optimal solution can be reached for any
NP ≥ 4, although scaling of NP can help determine a population size that
conforms to system constraints and an acceptable usage of CPU hours. Here
we use NP = 16 for the simulated data, and NP = 8 for the bulk helium data.
A maximum of NI = 107 iterations were performed, where the average
fitness of the candidate solution population improved with each generation.
Once an individual solution S̃m (q, ω) reaches an acceptable tolerance level χ2 =
η, the simulation is terminated and the solution returned as the optimal spectra
S(q, ω). The tolerance levels were chosen to be the same as those used in
FESOM (Section 8.4.2) for the simulated data, and η = 1.0 for superfluid
helium. The frequency space partition size was N = 513 and ranged from
ω0 = 0.0 K to ωN = 64.0 K for the simulated data, and N = 4096 ranging from
ω0 = 0.0 K to ωN = 512.0 K for helium. In each case, NR = 1000 reconstructions
of the spectral function were measured. The results were averaged to generate a
final spectrum at each error level for the data set described by Table 8.1 and for
each wave vector examined for the helium. The final spectra were smoothed by
averaging the spectral weight in adjacent frequency bins. Similar to FESOM,
confidence bands can be generated by taking the standard deviation.

8.6
8.6.1

Results
Benchmarking on Simulated Data

Reconstructed spectra found using DEAC, MEM, and FESOM on simulated
quantum Monte Carlo data are shown in Figure 8.2 for the small error level,
 = 0.0001. The DEAC algorithm achieves improved spectral feature resolution
144

DEAC
Alias
shf
shc
sho
stf
stc
sto
tsf
tsc
tso

s

m

FESOM
l

s

m

MEM
l

s

m

l

−5.302 −3.945 −3.754

−4.664 −3.934 −4.190

−4.171 −3.909 −3.569

−5.090 −3.993 −3.891

−4.467 −3.996 −3.757

−4.234 −3.969 −3.785

−4.904 −4.462 −4.121

−4.576 −4.494 −4.190

−4.508 −4.440 −3.687

−4.858 −3.665 −3.736

−5.171 −3.655 −3.226

−4.935 −3.641 −3.191

−4.727 −4.030 −3.509

−4.977 −4.031 −3.479

−4.794 −3.943 −3.456

−4.669 −4.528 −4.019

−4.568 −4.485 −4.231

−4.833 −4.511 −4.034

−4.894 −3.439 −3.923

−4.764 −3.449 −4.044

−3.935 −3.443 −3.275

−5.124 −3.634 −4.088

−4.307 −3.628 −4.125

−4.058 −3.616 −3.481

−4.685 −4.227 −4.466

−4.208 −4.199 −4.500

−4.485 −4.117 −4.216

Table 8.2: Logarithmically scaled goodness of fit for each spectral function
reconstruction. Values shown are log10 (ϕlof ) where ϕlof is calculated by Eq. 8.28.
More negative values indicate better qualities of fit. The DEAC method shows
marked improvement over MEM and FESOM.
over the other two methods in all cases. These improvements can be seen in
the goodness of fit calculated as the lack-of-fit sum of squares

ϕlof

N
1 X
(S(q, ωi ) − Sexact (q, ωi ))2
=
N i

(8.28)

where squared deviations of the spectral weight at each frequency are averaged.
Across the range of sample data, DEAC achieves the best score (where lower is
better) for all nine benchmarks except in the tso case for medium error. DEAC
shows almost an order of magnitude of improvement in the goodness of fit over
the other two methods at small error as shown in Table 8.2 and half that at
other error levels.
A closer look at the outlier as shown in Figure 8.3 reveals that although
MEM has a better goodness of fit, it lacks the ability to resolve two distinct
peaks. Both FESOM and DEAC indicate a shoulder of a smaller peak next
to the main spectral feature and encourage further QMC data collection to
reduce the error level and achieve better spectral resolution. The perhaps more
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surprising result is MEM not winning across all the close cases as the method
we employed included prior knowledge by including the first moment as a part
of the default spectrum.
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Figure 8.3: Analytic continuation results using DEAC, FESOM, and MEM
for the tso case at medium error level. In this case, MEM achieves a better
goodness of fit over FESOM and DEAC. The striking lack or even hint of two
spectral peaks for the MEM results is reason to judge the FESOM and DEAC
results as qualitatively better.
Another important factor is the computational efficiency of algorithms, as
often spectra must be generated for a large number of q values. The total
CPU time to achieve the final spectra for the large error data set  = 0.01 is
shown in Figure 8.4. These timings include the full parameter sweep for the
MEM method and the NR = 1000 reconstructions for the FESOM and DEAC
methods. They do not include the time needed to generate the final spectra
using the curvature technique for MEM or averaging the spectra for DEAC and
FESOM (as these contributions were negligible). The MEM results used up to
66x (14x on average across all benchmarks) more CPU hours than DEAC, and
the FESOM results used up to 79x (13x on average across all benchmarks) more
CPU hours than DEAC.
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Figure 8.4: CPU time required to generate the final spectra using each analytic continuation technique. Timings displayed are for the largest error level
explored  = 0.01. Lower is better, and significant improvement in CPU time
can be achieved using DEAC. Almost two orders of magnitude improvement
can be seen over the other methods.

8.6.2

Bulk Helium

To test the performance of our parameter free algorithm in an experimentally
relevant setting, we consider the well known phonon-roton spectrum of He4
at T = 1.35 K. The imaginary time scattering function was generated from
canonical quantum Monte Carlo as described in Section 8.3.3. The resulting
spectrum in Figure 8.5 is consistent with experimental results [39, 317], and
we note it involves no adjustable parameters. Spectral peaks in the maxon
and roton regions are found at momenta q ≈ 1.1 Å

−1

and q ≈ 2.0 Å

−1

with

energy transfers of ω ≈ 1.2 meV and ω ≈ 0.8 meV respectively. Parts of the
linear dispersing branch are observable, but obscured due to vertical gaps in the
spectral data from certain momenta not being measured. This was either from
being incommensurate with periodic boundary conditions or finite size effects.
Many attempts have been performed to resolve this spectra where much of the
focus has been on a few fixed q-values [292, 308, 318, 319].
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Figure 8.5: The phonon-roton spectrum of He4 at T = 1.35 K as generated by
DEAC from canonical quantum Monte Carlo data. Peak locations for experimental measurements of helium at temperatures below the superfluid transition
temperature Tλ and saturated vapor pressure are shown as the red dashed line
using splines from Donnelly and Barenghi [317]. Good agreement is observed
for the maxon and roton locations. Deviations from the experimental spectra
and gaps in data are due to finite size effects.
An advantage that DEAC and FESOM have over other methods is the ability to estimate confidence bands on spectral features. For each NR reconstruction of the spectrum, we determined the location of the maxima in frequency
space and binned the results for each wavevector q investigated. Then the average and standard were calculated in the usual way from the binned data. In
Figure 8.6, we show the average maximum peak locations of the helium dispersion as determined using standard techniques from the average data including
standard error, where the error bars indicate the full width half maximum.

8.7

Discussion

The MEM approach is well supported in the literature and performs well for resolving spectral features for well separated peak locations. However, for closely
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Figure 8.6: Maximum peak locations for the He4 dispersion at T = 1.35 K as
generated by analytic continuation of QMC data using the DEAC algorithm.
Experimental data for low temperature helium T < 2.17 K at saturated vapor
pressure is shown [317]. Again, deviations from the experimental data are
observed due to finite size effects.
spaced peaks, the method tends to average out the resulting spectra. This
effect can be seen in the overlapping cases in Figure 8.2. Also, for the other
non-overlapping cases, there appears to be some skew in the first peak and large
broadening of the second peak.
The FESOM approach was able to resolve spectral features in all cases, but
had difficulty in determining the second peak location for the tall short cases.
This method was prone to becoming stuck in local optima and not reaching
the selected tolerance level before the maximum number of iterations. For
this reason and for a fairer comparison between the three methods, the timing
results shown are for the large error cases where all runs were able to achieve
convergence within the set tolerance. Broadening of the second peak was also
an issue for this method.
The DEAC algorithm provided the best results in the shortest amount of
time in all cases tested. Proof of principle for the ability of this new method
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to produce experimentally relevant spectra is shown by the bulk He4 spectrum
in Figure 8.5. Observed finite size effects can be mitigated by larger simulation
size.
The benchmark spectra were generated using versions of DEAC, FESOM,
and MEM that utilize multithreading and were written in Julia with source
code available online [320–322]. Additionally, the bulk helium spectrum was
generated by a C++ version of DEAC with optional GPU acceleration (both
HIP and CUDA supported) with source code also available online [323]. The
authors recommend the C++ version of DEAC over the Julia version.
A caution is offered for using any of the three methods described above. We
noticed while exploring the analytic continuation problem that spectral weight
will build up in the final frequency bin if a large enough maximum frequency is
not explored. For the benchmark data, this resulted in the second peak being
pushed to lower energies. This problem is solved by increasing the maximum
frequency at the expense of either CPU time or frequency resolution ∆ω.
In conclusion, a fast, accurate, and parameter-free method to reconstruct
the dynamic structure factor from imaginary time pair correlation functions has
been developed. The differential evolution for analytic continuation (DEAC) algorithm uses evolutionary computation with a self adaptive approach to tackle
this long standing problem in many-body physics. Benchmarks on finite temperature simulated quantum Monte Carlo data against the traditional maximum entropy method (MEM) and the state-of-the-art fast and efficient stochastic optimization method (FESOM) have shown several advantages. These are
found in massive speedups and the increased fidelity of resulting spectra. The
greater ability to resolve spectral features coupled with reduced computational
overhead offers further opportunity to compare the stochastically exact results
from quantum Monte Carlo with experiment.
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Chapter 9
Outlook
We began with an introduction summarizing why studying low-dimensional
physics is important and ended with a new algorithm to analytically continue imaginary time correlation functions. We explored interactions with twodimensional systems, film growth, approached one-dimension, and discussed
simulation techniques. One common thread was consistent throughout that
stitches all of this work together. The research was primarily computational
in nature. Whether running quantum Monte Carlo (QMC), more classical algorithms, or developing my own code, the physical insights and computational
toolsets I have built over my years at the University of Vermont have left me
poised to tackle lingering questions to quantum many-body problem.
A bulletized summary of my primary original contributions is as follows:
• An open source framework to study adsorbed atoms on strained graphene
environments has been developed.
– A method to extract optimized parameters to the many body
Lennard–Jones type interaction from the long distance continuum
approximation is discussed in Chapter 4 and Appendix A.
– Fast and efficient open source code to utilize the optimized interaction has been incorporated into open source QMC simulation soft151

ware available online [60].
• A potential candidate for the observation of incomplete wetting was discovered through extension of conventional wetting theory using the polarizability of 2D materials.
– Analytic calculation and verification of equations shown in Chapter 5
was performed.
– Code to perform numerical integration and perform large parameter
sweeps over potential material properties of dichalcogenides on high
performance computing (HPC) resources was generated.
• A framework to simulate helium gas confined within rare gas plated mesoporous silicas using the path integral quantum Monte Carlo method was
developed in Chapter 6.
– An appropriate confining potential was determined for use with the
QMC software (see Appendix B.1 for more details).
– Code and scripts were generated to perform QMC simulations and
data analysis on HPC resources.
• A method to determine a more accurate confinement potential for simulation of helium inside rare gas plated mesoporous silica was developed by
combining atomisitic grand canonical Monte Carlo (GCMC) simulations
with molecular dynamics (MD) into a new hyphenated method (GCMCMD) in Chapter 7.
– Code and scripts were generated to perform GCMC-MD simulations
and data analysis on HPC resources.
• A new approach to the analytic continuation of imaginary time correlation
functions has been developed using evolutionary algorithms as discussed
in Chapter 8.
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– Code for three separate methods [320–323] and scripts were generated to perform the analytic continuation, generation of simulated
QMC data, QMC simulations of bulk helium, and data analysis on
HPC resources.
A brief outline of future directions needed to build on the work discussed
in this dissertation is as follows. One natural direction for the adsorption on
strained graphene environments is the generation of optimal Lennard-Jones
parameters for other strain geometries such as uniaxial strain in the “zig-zag”
direction, strain applied at arbitrary angles parallel to the graphene plane, or
more exotic strains. Further investigation into the thermodynamic properties
of helium adsorbed on strained graphene (both uniaxially in the “armchair”
direction and isotropically strained) is necessary through large scale QMC simulations performed on HPC resources. The extension of conventional wetting
theory through the insertion of 2D materials warrants further investigation
into the potential spinodal dewetting patterns that may emerge especially under strain. These type of investigations may be carried out using finite element
simulation methods [324, 325].
The search for a Tomonaga-Luttinger liquid of helium is ongoing. Direct
application of the confinement potential developed in Chapter 7 to QMC simulations of helium confined inside pores of argon plated mesoporous siclica
MCM-41 is necessary, including the measurement of the intermediate scattering function. Application of the new analytic continuation method developed
in Chapter 8 to the collected data will allow for direct comparison with experimental neutron scattering measurements. Further work towards a solution to
the analytic continuation problem could benefit from the investigation of a different evolutionary algorithm such as covariance matrix adaptation evolution
strategy (CMA-ES), the development of a new method using machine learning,
or the combination of MEM with DEAC creating a new hyphenated method.
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The development of the new platform to study helium adsorption on strained
graphene environments opens up the possibility of theoretical confirmation of
a adsorbed supersolid phase of helium on graphene. Also, we are on the cusp
of determining a tuneable nanoengineered Tomonaga-Luttinger liquid of helium through preplating of nanoporous materials. The advancements I have
made towards the long standing analytic continuation problem will allow for
rapid and accurate characterization of such systems and those in the future to
come. Many opportunities await in the acceleration of QMC methods using
GPU devices where major advancements are precipitated through algorithmic
improvements. While I could continue this dissertation adding more sections
on the computational techniques I explored or giving futher physical analysis
and background, there is much more of the low-dimensional physical world to
be explored and I’d rather be coding.
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Appendix A
Better Parameters for Adsorption
on Strained Graphene
A.1

12–6 Lennard–Jones in Reciprocal Space

A better representation for the adsorption potential was determined by utilizing
the periodicity of the graphene lattice and Fourier methods [328]. Many works
focus solely on the perpendicular component of gas-solid distance and neglect
the 2D vector parallel to the surface or make other approximations. The physical interaction energy for a gas particle adsorbing onto a solid 2D surface can
be represented by a sum of pair-wise energies Vgs

U (r) =

X
j

Vgs (|r − rj |)

(A.1)

where r is the position of the adsorbate particle, jth particle in the solid. In
this regard, the summation is a function of both lattice symmetry and spacing.
Assuming spherically symmetric particles, a useful representation for Vgs is
the Lennard–Jones 12–6 potential
 12  6 
σ
σ
−
Vgs (r) = 4ε
r
r
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(A.2)

where σ determines the minima location and ε sets the strength of the interaction. Expressing Eq. (A.1) as a truncated Fourier series allows for a useful
analytical representation of the interaction energy.
Consider the surface layer of a perfectly crystalline solid defined by the
two-dimensional (2D) lattice vectors

l = l1 a1 + l2 a2

(A.3)

where l1 ∧ l2 ∈ Z and a1 ∧ a2 are the unit lattice vectors in 2D. Translation of
a gas particle by l leaves it in an equivalent position above a different lattice
cell. Then
U (R + l) = U (R)

(A.4)

where the translation leave the perpendicular z component unchanged.
The periodic function U (r) can then be written as a Fourier series

U (R) =

X

cg (z, r)eig·r

(A.5)

g

where g are reciprocal lattice vectors, cg (z, r) are the Fourier coefficents, and R
has been broken into components r parallel to the surface and z perpendicular
to the surface. The reciprocal lattice vectors can be calculated as

g = 2π[k1 g1 + k2 g2 ]

(A.6)

where k1 ∧ k2 ∈ Z and g1 ∧ g2 are the reciprocal primitive lattice vectors defined
by

a1 · g1 = a2 · g2 = 1
a1 · g2 = a2 · g1 = 0
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Choosing the lattice vector such that cg (z, r) = c−g(z,r ensures U (R) is real.
The Fourier coefficients can be expressed as
1
cg (z, r) =
A

Z

e−ig·r U (z, r)dr

(A.7)

where A is the area of the unit cell and z is the distance from the surface to
the adatom. Using the pair-wise additivity approximation

U (z, r) =

XX
l1 ,l2

Vgs (z, r + l + bm )

(A.8)

m

where l + bm gives the location of the m-th atom in a unit cell. The Fourier
coefficients can then be written
1 X ig·bm
e
cg (z, r) =
A m

Z

e−ig·t Vgs (z, t)dt

(A.9)

A

where A is the area over the whole surface and t = r + *l + bm . Integrating
¯
over the angular portion gives
Z
2π X ig·bm ∞
J0 (gt)Vgs (ρ)tdt
cg (z) =
e
A m
0

(A.10)

where ρ is the interparticle separation distance.
If Vgs has inverse power law dependence, the above integral is readily performed since
Z
0

∞


J0 (gt)

1
2
z + t2

n+1

 n
1 g
tdt =
Kn (gz)
n! 2z

(A.11)

where Kn is the modified Bessel function of the second kind.
For g = 0

 n
1 g
1
Kn (gz) =
lim
,
g→0 n! 2z
2nz 2n

191

n>0

(A.12)

and

U (R) = V0 (z) +

q
XX

ig·[bm +r]

e

g6=0 m=1

where




5
 2 2

1 gσ 2
gσ
K5 (gz) − 2
K2 (gz)
30 2z
2z
(A.13)

   10  4 
2 σ
σ
q
.
V0 (z) = εσ
−
A
5 z
z
2 2π

(A.14)

This reciprocal space representation of the interaction potential is significantly
more computationally efficient when compared to the brute force summation
approach taken in Chapter 4. The potential converges quickly and the summation can be truncated within a reasonable number of reciprocal lattice vectors
(on the order of 200 usually) when the double floating point (FP64) precision
limit is reached.

A.2

A Better Fitness Function

A more efficient interaction potential has afforded a closer analysis of the cost
function used to determine the parameters of the Lennard-Jones function. The
many-body potential using the results from Chapter 4 has an unphysical increase in the polarizability of the graphene lattice at extreme strain values.
A new fitness function has been determined that minimizes the difference between the many-body potential ULJ and the continuum approximation results
UvdW for the long distance tail while maintaining the location Rmin and depth
of the many-body potential minimum V (Rmin ) close to the results for similar
yet smaller values of strain. The approach is iterative, starting from parameters determined for zero strain δ = 0.0. The prior parameters used to determine the zero strain case are the conventionally used Lennard-Jones parameters
for isotropic graphene taken from helium adsorbed on graphite experiments,
σ0 = 2.74 Å and ε0 = 16.2463 K. Code to generate 3D lookup tables using
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the determined parameters has been incorporated into the Del Maestro group’s
quantum Monte Carlo (QMC) code and is available online [60]. A companion
tool capable of generating 2D lookup tables, generate parameters using interpolation, and generate command line options for running the QMC code is
available via PyPi [329].
The new fitness function is
f (χ, ∆r , ∆U ) = χ2 ∆r ∆U

(A.15)

where
2
N 
1 X
χ =
UvdW (zj δi ) − ULJ (zj δi , σi , εi )
N j

2
Rmin (δi , σi , εi )
∆r = 1 +
−1
Rmin (δi−1 , σi−1 , εi−1 )

2
ULJ (Rmin , δi , σi , εi )
∆U = 1 +
−1
ULJ (Rmin , δi−1 , σi−1 , εi−1 )
2

and zj are test points far from the graphene sheet.
Using this new method, the trend in the potential interaction shown in Figure A.1 does not break down at large strain as was the case in Chapter 4. The
results now match the behavior for ab initio calculations on aromatic molecules
as well. The effect on minima location is futher described by Figure A.2. Again,
Figure A.3 channels open up between adsorption sites for large uniaxial strain.
This may allow for interesting exotic quantum phenomena as the reduced potential barrier may allow particles to delocalize. The parameters determined
using the above iterative method are shown in Table A.1.
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Figure A.1: Effects from strain on the helium adsorption potential on uniaxially strained graphene. The potential minima no longer drops down at higher
strains and continuously moves further from the sheet and towards less attractive potentials. The graphite entry corresponds to using the Lennard–Jones
parameters determined for helium on graphite at zero strain.
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Figure A.2: Minima location and well depth for the interaction of helium
adsorbed on uniaxially strained graphene. The stars indicate the minimum
location and potential well depth for the conventially used Lennard–Jones parameters.
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Figure A.3: Slices of the helium adsorption potential on uniaxially strained
graphene at different stains. Each slice is located at zmin distance above the
graphene sheet with strain δuni . Uniaxial strain lowers the potential barrier
between adjacent adsorption sites, opening up channels for possible delocalization.
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δ

 
σ Å

ε/kB [K]

δ

 
σ Å

ε/kB [K]

graphite

2.74

16.2463

0.210

2.804

15.720

0.000

2.643

16.961

0.220

2.817

15.618

0.050

2.669

16.758

0.230

2.831

15.510

0.100

2.700

16.530

0.240

2.846

15.400

0.150

2.738

16.256

0.250

2.858

15.303

0.160

2.749

16.170

0.260

2.878

15.156

0.170

2.759

16.086

0.270

2.896

15.025

0.180

2.769

16.001

0.280

2.917

14.882

0.190

2.780

15.911

0.290

2.938

14.733

0.200

2.791

15.825

0.340

3.065

13.963

Table A.1: Parameters to the Lennard-Jones many body potential Eq. (A.13)
for helium adsorbed on uniaxially strained graphene in the armchair direction
as determined using the new method.
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A.3

Isotropic Strain

In a similar fashion, Lennard–Jones parameters for helium adsorbed on isotropically strained graphene can be determined. Here strain δiso is in all directions
and effectively lengthens the carbon-carbon bonds a0 = (1.0 + δiso ) ∗ 1.42 Å.
Again, an overall softening of the interaction potential occurs as shown in Figure A.4. Figure A.5 demonstrates the potential minima is pushed to further
locations from the sheet with weaker attraction. Slices of the potential at distances zmin corresponding to the height above the graphene sheet where the
potential is at a minima for various strains is shown in Figure A.6. Adjacent
adsorption sites spread out with increasing strain. Parameters determined using

Potential V(z) [K]

the new method on isotropically strained graphene can be found in Table A.2.
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Figure A.4: Effects from strain on the helium adsorption potential on isotropically strained graphene. The potential minima move further from the sheet
and becomes less attractive with more strain. The graphite entry corresponds
to using the Lennard–Jones parameters determined for helium on graphite at
zero strain.

197

V(zmin ) [K]

zmin [Å]

2.7
2.6

−150
−175
0.00

0.05

0.10

0.15

0.20

Isotropic Strain ±uni

0.25

0.30

Figure A.5: Minima location and well depth for the interaction of helium
adsorbed on isotropically strained graphene. The stars indicate the minimum
location and potential well depth for the conventially used Lennard–Jones parameters.
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Figure A.6: Slices of the helium adsorption potential on isotropically strained
graphene at different stains. Each slice is located at zmin distance above the
graphene sheet with strain δiso . Isotropic strain spreads out the adsorption
sites.
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δiso

 
σ Å

ε/kB [K]

δiso

 
σ Å

ε/kB [K]

graphite

2.74

16.2463

0.15

2.809

15.649

0.00

2.643

16.961

0.16

2.820

15.573

0.01

2.653

16.868

0.17

2.830

15.499

0.02

2.665

16.773

0.18

2.841

15.426

0.03

2.676

16.679

0.19

2.852

15.353

0.04

2.688

16.584

0.20

2.862

15.283

0.05

2.699

16.488

0.21

2.872

15.213

0.06

2.711

16.395

0.22

2.882

15.152

0.07

2.722

16.306

0.23

2.893

15.083

0.08

2.733

16.221

0.24

2.903

15.015

0.09

2.744

16.136

0.25

2.913

14.945

0.10

2.755

16.056

0.26

2.923

14.880

0.11

2.766

15.968

0.27

2.933

14.814

0.12

2.777

15.885

0.28

2.943

14.752

0.13

2.788

15.806

0.29

2.953

14.690

0.14

2.798

15.727

0.30

2.963

14.625

Table A.2: Parameters to the Lennard-Jones many body potential Eq. (A.13)
for helium adsorbed on isotropically strained graphene as determined using the
new method.
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Appendix B
Additional Considerations for
Simulation of Helium in Pre-plated
MCM-41
B.1

Determination of Parameters for Effective
MCM-41 Potential

Eq. Eq. (6.2) in Section 6.4.1 describes the full many-body potential experienced
by a single 4 He atom confined inside the MCM-41 matrix as a superposition of
standard 6–12 Lennard-Jones interactions. Here we have used the optimized
atomic coordinates available in Ref. [[270]] and the potential was computed
on a 40 Å × 40 Å pore-centered grid in the xy-plane at 101 different z values
from z = −6.1 Å to z = 6.1 Å. At each of the grid points, we considered a
semi-infinite crystal by summing over repeated unit cells until convergence was
achieved at double floating point precision.
We performed an extensive search for the optimal Lennard-Jones parameters εij and σij to use in UMCM41 (ri ) and found that a large range has been
previously reported with minimal consensus in the literature. This included
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parameters based on Drieding force field calculations applied to silica, both
with and without the effects of interacting hydrogen atoms [330–335], and including a large variation of the interaction strength (75 K ≤ ε/kB ≤ 230 K) of
both oxygen and silicon in the MCM-41 [336–341]. We have chosen to employ
an alternative set of parameters that derived from consistent valence force field
calculations [279, 342] that have been designed specifically for silicates and have
been able to reproduce experimentally observed crystal structures. The appropriately mixed parameters used in the simulations are reported in Table B.1.

Atom Pair

 
σij Å

εij /kB [K]

Si–He

3.60

14.84

O–He

2.93

35.44

H–He

2.70

12.13

Table B.1: Lennard-Jones potential parameters for interactions between helium
and each atom within the MCM-41 crystal structure [271, 279]. Values were
determined via standard Lorenz-Bertholot mixing rules [143], Eq. (6.3).
With the full potential calculated, we next obtained the effective potential
Ucyl in Eq. Eq. (6.4) to be employed in grand canonical quantum Monte Carlo
simulations via a non-linear least squares fitting procedure at each value of z.
This is made difficult by the infinitely repulsive pore walls and the proximate
deep attractive minima. To overcome these extremal values two alternative
methods were employed to obtain a well-behaved dataset over which to fit:
a potential cutoff selected spatial grid-points inside the MCM-41 pore where
UMCM41 /kB ≤ 0.0 K, and a spatial cutoff where all points within a fixed radius
set by the closest point to the center with UMCM41 /kB = 0.0 K were chosen.
The resulting spatial regions over which fits were performed at z = 0.0 Å are
compared in Figure B.1. The potential cutoff method more accurately captures
the pore roughness as seen in the figure, while the radial cutoff method provides
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Figure B.1: The confinement potential data at z = 0.0 Å with UMCM41 /kB ≤
0.0 K over which a fit was performed to Ucyl in Eq. Eq. (6.4). The potential
cutoff method uses all the data displayed, while the radial cutoff uses only
those data within the red circle of radius 12.4 Å. A minimum cutoff value for
the potential of −200 K has been used here for display purposes.
an improved description of the region of the pore (r < 12.4 Å) where the helium
atoms will reside after the pre-plating has occurred.
The fitting procedure from UMCM41 to Ucyl then proceeds by determining
the optimal set of parameters σ, n, and R in Eq. Eq. (6.4) at each of the 101
z-slices between z = −6.1 – 6.1 Å. The resulting smooth symmetric confinement potentials for both methods are shown in Figure B.2. Upon comparison,
it is clear that the raw potential cutoff does not provide a reasonable effective
potential as it predicts a confinement radius that is inconsistent with experimental adsorption isotherms. This is due to the fact that it is over-fitting to the
large potential well depths within the rough areas of the pore and neglecting
the smoother lower potential region closer to the center where the 4 He will be
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Figure B.2: Comparison of two different methods for fitting Eq. (6.4) to
Eq. (6.2) with different lines corresponding to potential slices within the xyplane from z = −6.1 Å to z = 6.1 Å along the pore. The thick red line corresponds to the displayed parameters used for this study.
confined. As mentioned above, upon pre-plating we expect these volumes to
be filled by Ar and result in a considerably smoother potential with a smaller
effective radius. This is better-captured by the radial cutoff method that also
produces an effective confinement radius that is in excellent agreement with
the experimentally determined pore diameter. We thus focus on the results of
the radial cutoff approach and determine the final set of parameters by performing a weighted average over the z-slices and choosing a value of n that
incorporates the expected added density of argon due to its filling the extremal
regions causing a deeper potential well. The resulting effective potential Ucyl is
shown as a red solid line in Figure B.1 along with the parameters, which are
also reported in Table 6.1. We note that there is considerable ambiguity in this
procedure and appeal to the reasonable agreement found between theoretical
and experimental results reported in §6.5. A more microscopic characterization
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of the helium–MCM-41 interaction combing classical grand canonical Monte
Carlo with molecular dynamics simulations is ongoing, but is beyond the scope
of this study.

B.2
B.2.1

Simulation Scaling
Finite Size Effects

To understand the effects of finite pore length, we performed grand canonical
quantum path integral Monte Carlo simulations for helium confined within argon pre-plated MCM-41 with L = 25.0 – 100 Å. Maximal effects were observed
when the pore was completely filled with µ/kB = −13.0 K at T = 1.6 K. Figure B.3 shows that there is little structural change, as captured by the radial
density with only minimal shifts of the peak densities and minima between layers. As we are most interested in the 4 He confined at the very center of the pore,
we can quantify these effects by studying the length dependence of ρrad (r = 0)
as well as the integrated linear density ρ1D defined in Eq. Eq. (6.8) as seen in
Figure B.4 for the same set of simulation parameters. On this reduced scale,
the finite size effects are more striking and exhibit non-monotonic oscillatory
behavior. This can be understood as the confluence of different but related
finite size effects. For L = 25 Å, the aspect ratio of the pore is ∼ 1 : 1 and its
length can accommodate approximately 6 helium atoms at its center. Such a
small system can not be expected to capture the physics in the thermodynamic
limit. As L is increased, there are oscillations caused by the interplay between
the length and the optimal inter-particle separation rm ' 3 Å set by the HeHe interaction as only an integer number of atoms can fit in the center of the
pore. This effect becomes less important for longer pores leading to a decay in
the observed density oscillations. Finally, the total density of the 4 He atoms
inside the pore comes with its own finite size errors due to the 1/N scaling of
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Figure B.3: Structural finite size effects in the radial volume density of different pore lengths L in grand canonical quantum Monte Carlo simulations of 4 He
confined inside Ar pre-plated MCM-41 at fixed temperature and chemical potential. For L ≥ 50 Å, the location of adsorbed shells (peaks) and the minima
between layers are mostly unaffected by the finite pore length.
the chemical potential µ (see Ref. [[343]]), which has not been considered here.
Correcting for this would require the comparison of simulations performed at
different length-dependent chemical potentials.

B.2.2

Trotter Error

Path integral quantum Monte Carlo is stochastically exact at finite temperature, up to a systematic finite-time step (Trotter) error that can be controlled
through an appropriate implementation of a composite factorization scheme for
the density matrix [344]. Here we use a O(τ 4 ) approach for the He-He interaction, but are limited to a primitive O(τ 2 ) approximation for the confinement
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Figure B.4: The volume (ρrad (r = 0), circles) and linear (ρ1D , squares) density of
the 1D core inside a Ar plated MCM-41 nanopore shows strong finite size effects
at fixed temperature and chemical potential. The non-monotonic behavior
is consistent with decaying oscillations arising for the interplay between pore
length and the average separation between particles in the core.
potential. The resulting effect on simulation results can be seen in Figure B.5,
which shows the energy per particle of 4 He inside Ar pre-plated MCM-41 as a
function of imaginary time step τ at T = 1.6 K. The simulation data is well fit
by a quadratic polynomial in τ as shown by the solid line. The extrapolation
of τ → 0 is within 1% of the value at τ = 1/250 K−1 (vertical dotted line) that
we have utilized for all reported results to balance accuracy with simulation
efficiency.
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Figure B.5: The effects of the finite imaginary time step τ on the energy per
particle of 4 He confined inside Ar pre-plated MCM-41 pores. Data points are
from quantum Monte Carlo (QMC) simulations at T = 1.6 K, L = 2.5 nm, and
µ/kB = −50 K. The solid line is a fit to E/N = E/N |τ →0 + Cτ 2 and the dotted
vertical line shows the value kB τ = 0.004 K−1 that was used in all production
simulations.
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