Shotgun metagenomic DNA sequencing is a widely applicable tool for characterizing the functions 3 that are encoded by microbial communities. Several bioinformatic tools can be used to functionally 4 annotate metagenomes, allowing researchers to draw inferences about the functional potential of 5 the community and to identify putative functional biomarkers. However, little is known about how 6 decisions made during annotation affect the reliability of the results. Here, we use statistical 7 simulations to rigorously assess how to optimize annotation accuracy and speed, given parameters 31 speed of annotation, and based on these results, develop new software for annotation, which we 32 named ShotMAP. We then use ShotMAP to functionally characterize marine communities and gut 33 communities in a clinical cohort of inflammatory bowel disease. We find several functions are 34 differentially represented in the gut microbiome of Crohn's disease patients, which could be 35 candidates for biomarkers and could also offer insight into the pathophysiology of Crohn's.
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of the input data like read length and library size. We identify best practices in metagenome 9 annotation and use them to guide the development of the Shotgun Metagenome Annotation 10 Pipeline (ShotMAP). ShotMAP is an analytically flexible, end--to--end annotation pipeline that can be 11 implemented either on a local computer or a cloud compute cluster. We use ShotMAP to assess how 12 different annotation databases impact the interpretation of how marine metagenome and 13 metatranscriptome functional capacity changes across seasons. We also apply ShotMAP to data 14 obtained from a clinical microbiome investigation of inflammatory bowel disease. This analysis 15 finds that gut microbiota collected from Crohn's disease patients are functionally distinct from gut 16 microbiota collected from either ulcerative colitis patients or healthy controls, with differential 17 abundance of metabolic pathways related to host--microbiome interactions that may serve as 18 putative biomarkers of disease. 19 20 Author Summary 21 22 Microbial communities perform a wide variety of functions, from marine photosynthesis to aiding 23 digestion in the human gut. Shotgun "metagenomic" sequencing can be used to sample millions of 24 short DNA sequences from such communities directly, without needing to first culture its 25 constituents in the laboratory. Using these data, researchers can survey which functions are 26 encoded by mapping these short sequences to known protein families and pathways. Several tools 27 for this annotation already exist. But, annotation is a multi--step process that includes identification 28 of genes in a metagenome and determination of the type of protein each gene encodes. We 29 currently know little about how different choices of parameters during annotation influences the 30 final results. In this work, we systematically test how several key decisions affect the accuracy and Introduction 39 40
Sequencing DNA collected from microbial communities has been critical to the study of uncultured 41 microorganisms. High--throughput amplicon sequencing of taxonomically informative loci (e.g., SSU--42 rRNA genes) has shed light on the tremendous diversity and distribution of microbial communities 43 in nature [1] and revealed patterns and processes related to the assembly [2], diversification [3] , and scaling [4] of these communities. Shotgun sequencing of total DNA from microbial communities 1 (i.e., metagenomics) is gaining popularity, as it provides insight into the genomic composition of 2 microbes as they exist in nature and enables inference of the community's biological functional 3 potential [5] . By annotating metagenomic sequences with the gene families from which they derive, 4 the community's biological functional potential can be profiled. Comparing these profiles to other 5 metagenomes or to environmental covariates enables (i) quantification of how functions vary 6 across samples, (ii) identification of functions that correlate with ecological parameters, and (iii) 7 discovery of functions that stratify communities (i.e., biomarkers). 8 9 Several methods of functionally annotating metagenomes have been developed. These include 10 stand--alone software such as MEGAN [6] , HUMAnN [7] , RAMMCAP [8], SmashCommunity [9] , and 11 MOCAT [10] , as well as cloud--based tools like CloVR [11] , and web portals like MG--RAST [12], 12 MicrobesOnline [13] , and the IMG/M annotation server [14] [S1 Table] . Generally, these methods 13 operate by comparing metagenomic sequence reads to a reference database of functionally 14 annotated protein families and use homology inference to annotate each read [5] . Despite the wide 15 use of this general strategy, surprisingly little is known about how the analytical parameters 16 selected during these procedures (e.g., read translation, homology classification thresholds, 17 reference database) impact the accuracy of the resulting estimates of gene family abundance. This 18 is especially problematic given that many of these methods lock users into specific parameters that 19 may not be statistically appropriate for their data, which makes it hard to identify best practices in 20 metagenome annotation.
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We believe that identification of standardized approaches to metagenome annotation is best 23 facilitated by analytically flexible, extensible, and stand--alone annotation software. While cloud--24 based and web--portal tools conveniently manage the entire annotation procedure (i.e., from reads 25 to gene family abundance estimates or functional profiles), and are widely used as a result, they 26 have several limitations that result from their centralized design: (i) users tend to be limited to 27 specific reference databases, (ii) it is difficult to extend the annotation software, and (iii) the 28 requirement that users upload data to the server may present challenges of scale as the amount of 29 metagenomic data increases. Hence, there is a growing need for stand--alone, open--source software 30 that completely automates the annotation procedure. Most currently available stand--alone tools 31 instead serve as add--ons to the core annotation procedure (e.g., HUMAnN, ShotgunFunctionalizeR 32 [15] ) or limit analyses to specific annotation parameters, such as the reference databases used to 33 contextualize annotations (e.g., MEGAN, RAMMCAP, SmashCommunity). In our assessment, there is 34 a critical need for flexible and extensible software that automates shotgun metagenome annotation 35 in a stand--alone environment and does so in a manner that is considerate of the statistical 36 properties of the data.
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We developed a new software tool, the Shotgun Metagenome Annotation Pipeline (ShotMAP), 39 which is an end--to--end annotation workflow. To guide the development of ShotMAP, we conducted 40 a large--scale simulation study and statistically assessed how the analytical parameters selected 41 during metagenome annotation impact the accuracy of gene family abundance estimates. These 42 simulations enabled us to identify a set of "best practices" that enable users to get the most out of 43 their data given the read length of their metagenomes and the desired throughput. ShotMAP is 44 analytically flexible to enable users to select settings appropriate for their data (e.g., it is agnostic to Generally, metagenome annotation applies the following steps: (i) identification of putative protein 20 coding sequences (i.e., ORF prediction), (ii) comparison of predicted peptides to a protein family 21 reference database using alignment algorithms, (iii) classification of predicted peptides into protein 22 families (i.e., homology designation), (iv) quantification of protein family abundance, and (v) 23 comparison of differences in protein family profiles across samples. Different methods adopt 24 varying parameters or specific procedures for each of these steps. For example, methods can vary 25 in terms of how protein coding genes are predicted, the algorithms used to compare predicted 26 peptides to the reference database, the thresholds used to identify homologs, and how protein 27 family abundance should be quantified or normalized.
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Here, we build upon previous work [7, [19] [20] [21] [22] and use mock communities and simulated 30 metagenomes to systematically evaluate and optimize metagenome annotation [ Fig. 1 ]. To our 31 knowledge, our approach represents the first end--to--end evaluation and optimization of 32 metagenome annotation. We specifically focus on identifying a set of best practices to maximize 33 annotation accuracy while minimizing the computational time needed to generate these 34 annotations. Furthermore, we pay special attention to the importance of read length and identify a 35 number of read--length specific annotation parameters. Finally, we investigate the accuracy of both 36 alpha and beta diversity estimation. An overview of how these simulations were performed and 37 evaluated can be found in [ Fig. 1 
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To address these questions, we used our statistical simulation pipeline [ Fig. 1 ] to evaluate the 7 accuracy of downstream functional abundance profiles and the volume of data that must be 8 processed with different choices of translation method. Specifically, we evaluated performance for 9 metagenomes from the mock community "160319967--stool1" using reads ranging from 50 bp to 3 10 kb simulated with a 1% uniform error rate. ORFs were searched and classified into SFams using 11 RAPsearch2 while optimizing all other parameters (Methods). We ran 6FT in addition to three 
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We found that the metagenomic gene finders reduced sequence volume by 85% relative to ORFs 18 that had been naively translated in 6--frames [ Fig 
19
Despite this large decrease in sequence volume, there was relatively little decrease in accuracy 20 compared to 6FT -particularly for metagenomes with reads at least 100 bp long [ Fig. 2B ]. For 21 example, the use of Prodigal resulted in only 10.6% increase in L1 error relative to 6FT for 100--bp 22 reads. We found similar results when using FragGeneScan, but found that MetaGeneMark 23 performed significantly worse. The relative performance of all methods degraded with decreasing 24 read length -Prodigal was the only tool that performed adequately using 70 bp reads and none of 25 the tools performed adequately for read lengths shorter than 70 bp. These results indicate that 26 metagenomic gene finders can be effectively used to reduce data volume for short--read 27 metagenomes, but are only appropriate when read lengths exceed 70 bp. Additionally, 6FT resulted 28 in the most accurate functional abundance profiles for short--read metagenomes, but resulted in 29 ~6
x the number of initial sequences. Hence, we conclude that certain gene finders can significantly 30 reduce data volume at a relatively low cost in accuracy for read lengths that are typical with current 31 sequencing technologies.
33
Annotating multiple ORFs per read is necessary with longer reads 34 35
In addition to the choice of translation method, it is important to consider how translated reads are 36 annotated. One option is to classify a translated read according to the top--scoring hit across all of its 37 predicted ORFs (i.e. one read, one annotation; referred to as "per--read" annotation). Alternatively, 38 each predicted ORF can be classified independently (referred to as "per--ORF" annotation). Per--read 39 annotation may make sense for short reads, which likely only contain a single true ORF, but may 40 not be appropriate for longer reads that span multiple ORFs or contain overlapping ORFs.
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Contrary to our expectations, we found that relative abundance error began to rapidly increase for 43 reads longer than 500 bp, regardless of the translation method [ Fig. 3A ]. For example, 44 metagenomes with 3,000 bp reads resulted in 3x more error than metagenomes with 250 bp 45 reads. We hypothesized that this observation could be because longer reads contained multiple 46 true ORFs that were not being annotated. To address this, we compared per--read and per--ORF annotation methods for long reads. Strikingly, we found that per--ORF annotation rescued 48 performance for the 3--kb metagenomes and resulted in the most accurate functional abundance 49 profiles across all read lengths [ Fig. 3A ]. Furthermore, when using per--ORF annotation, long reads 50 actually benefitted from using Prodigal. We observed a clear switch in the optimal translation and 1 annotation strategies at about 250 bp: metagenomes shorter than this benefitted from 6FT and per--2 read annotation, while metagenomes longer than this benefitted from Prodigal and per--ORF 3 annotation [ Fig. 3A ]. We speculate these results are likely explained by (i) metagenomic gene--4 finders are less accurate for short--reads than for long--reads (26) and (ii) short reads usually only 5 contain a single true ORF while long--reads are more likely to span multiple ORFs. 6 7 Finally, we were interested in exploring whether we could further increase performance for long--8 read metagenomes by accounting for reads that aligned at gene--boundaries. To address this, we 9 evaluated two methods for computing family relative abundance. In the first, the abundance of each 10 protein--coding gene family was obtained by counting all metagenomic reads classified into the 11 family. We refer to this as count--based abundance. In the second method, instead of counting hits to 12 a protein family, we counted the number of aligned residues across hits, which should account for 13 reads that hang off the 5' or 3' end of a gene. We refer to this measure as coverage--based 14 abundance. In both cases these metrics are normalized by gene length and converted to relative 15 abundances that are scaled to sum to 1.0 (Methods). We found that both abundance metrics 16 performed equivalently for short reads, but that coverage--based abundance significantly improved 17 performance for reads longer than 500 bp [ Fig. 3B ]. For example, coverage--based abundance 18 reduced relative abundance error from 0.14 to 0.1 (29% error reduction) for 3 kb reads.
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In summary, naïve six--frame translation together with per--read annotation resulted in the most 21 accurate estimates of protein family abundance for short--read metagenomes (≤250 bp), while ab 22 initio gene prediction together with per--ORF annotation was optimal for reads longer than 250 bp.
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Additionally, we found that our coverage--based abundance metric was able to further increase 24 accuracy for long--read metagenomes that presumably contain a greater proportion of reads that 25 intersect gene boundaries. Overall, we found a good balance between algorithm speed, data 26 reduction, and protein family abundance accuracy using the ab initio gene tool Prodigal. As a word 27 of caution, while these methods have shown promise in our metagenomic simulations, it is not clear 28 how they will perform in environments that contain organisms that utilize alternative genetic codes 29 [30] [31]. The performance of these methods in these kinds of environments needs to be 30 investigated in greater detail in future work. . Here we used our simulation framework to 48 systematically explore the effect these thresholds on the accuracy of metagenome annotation across simulated metagenomes with a wide range of different read lengths, sequencing error rates, 1 and community compositions.
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We began with an exploration of bit--score thresholds and found that (i) a precise bit--score 4 threshold was critical to accurately estimate the relative abundance of protein families using short--5 read metagenomes [ Fig. 4A ], (ii) optimal bit--score thresholds were read length specific [ Fig. 4A ], 6 and (iii) the bit--score thresholds we identified tended to correspond to non--significant E--values [S6 7 Figure] . Bit--score thresholds that were either too lenient or too stringent resulted in inaccurate 8 estimates of protein family abundance, particularly for short--read metagenomes. For example, at 9 100 bp, we found that accuracy was maximized at a bit--score threshold of 31 bits; decreasing the 10 threshold to 20 bits or increasing it to 50 bits increased error by 29--44%, which agrees with a 11 previous report [34] . For reads longer than 100 bp, a precise bit--score threshold was not as 12 important and similar accuracy was achieved over a wider range of thresholds [ Fig. 4A ], which is 13 presumably due to an increased separation of false--positives from true--positives at longer read 14 lengths. When applying optimal read--length thresholds it is important to recall that reads within a 15 sample may vary in length, especially after trimming, so it may be desirable to use different 16 thresholds for different reads (see below).
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Next, we evaluated the stability of these optimal score cutoffs across different conditions. First, we 19 repeated the experiment using 9 other mock communities and found that the optimal threshold for 20 short--read metagenomes was quite stable regardless of community composition [ Fig. 4B ]. To 21 further explore the effect of community composition, we performed clade exclusion experiments to 22 simulate the presence of organisms from novel taxonomic groups (species, genera, families, orders, 23 classes, phyla) in the metagenomes (Methods). We found that while we could accurately estimate 24 protein--family abundance for communities composed of novel species, error quickly increased for 25 communities composed of novel organisms at higher taxonomic levels (genera, families, order, 26 classes, phyla) [ Fig. 4C ]. This result underscores the importance of using a phyolgenetically 27 representative protein family database for a given study. While the phylogenetic novelty of the 28 community had a major effect on the accuracy of functional profiles, it did not have a major effect 29 on the optimal thresholds, which were generally stable [ Fig. 4D ]. In other words the optimal 30 threshold is fairly constant across our clade--exclusion experiments, but the error associated with 31 this threshold increases as the metagenome differs more from the database. Finally, we evaluated 32 the effect of sequencing error rate. To address this, we simulated reads from mock community 33 160319967--stool1 using 50 to 500 bp reads that contained between 0 to 10% sequencing error.
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Interestingly, we found that error rates ≤2% had remarkable little effect on relative abundance 35 error [ Fig. 4E ], indicating that homology searches are robust to typical error rates found in Illumina 36 and 454 sequencing. Interestingly, the optimal score thresholds tended to decrease with an 37 increasing error rate [ Fig. 4F ], which makes sense since homologs will end up with greater 38 mismatches and lower scores.
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In summary, we found that optimizing functional profiles from metagenomes required identifying 41 read--length specific classification thresholds. These optimal thresholds were generally stable 
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While we found that 1 million reads was sufficient for overall estimates of alpha and beta functional 37 diversity, it was not clear whether this was sufficient to accurately estimate the relative abundance 38 of individual protein families. To investigate this, we bootstrapped reads from the 100 million read 39 metagenome, using between 10,000 and 100 million reads. Based on this analysis, we found that observations. First, our statistical simulations indicate that the optimal analytical parameters for 15 metagenome annotation depend on the context of the analysis (e.g., read length), and most available 16 tools lock users into particular settings (e.g., E--value thresholds). ShotMAP, however, was designed 17 to be analytically flexible, allowing users to select parameters appropriate for their investigation 18 and data. For example, users can (1) select from a variety of gene--prediction and alignment 19 algorithms, (2) tune the specific thresholds used to classify reads into families, and (3) apply a 20 variety of family abundance normalizations (e.g., average genome size, target family coverage, etc.).
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By default, ShotMAP will apply data--appropriate parameters (e.g., input data read--length 22 dependent bit score threshold) that optimize the accuracy of estimating protein family abundance 23 based on the results of our statistical simulations. Second, while different analyses may benefit from 24 the use of a particular annotation space, most current tools only interface with specific protein 25 family databases. We designed ShotMAP to be agnostic to the specific database used to conduct the 26 annotation (including working with custom databases provided by the user) and to interface with 27 either protein sequences or HMMER3--formatted HMMs [37] . Finally, ShotMAP fills the need for 28 stand--alone, end--to--end annotation pipelines that start with unassembled reads and produce 29 comparative inferences of functional diversity. While several cloud--based tools exist and are useful 30 to the community (e.g., MG--RAST), we anticipate that these resources will bottleneck analytical 31 throughput as the number of metagenomes produced by the research community grows.
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Alternatively, ShotMAP can run on a multi--core benchtop computer and can optionally interface metagenomes and metatranscriptomes, we found that broad trends across samples were highly 46 correlated between the three databases. For example, all databases produced protein family 47 richness estimates that were largest in the January night and smallest in April day metagenomes 48 [S10 Figure] . Additionally, we found that the functional diversity of metatranscriptomes was generally lower and more variable than that of the metagenomes, a finding consistent with those 1 presented by Gilbert et al. that likely reflects a larger number of highly abundant families in the 2 metatranscriptomic samples [S11 Figure] . However, we also found that specific measurements are 3 impacted by the selection of a database. For example, KOs consistently produced lower diversity 4 (i.e., richness and Shannon entropy) and higher Good's coverage estimates compared to the other 5 databases. This is likely due to the order of magnitude smaller number of KOs. Additionally, SFams, 6 the database containing the largest number of protein sequences, consistently classified more 7 metagenomic reads than KOs and FIGfams [S12 Figure] . These analyses illustrate that the number 8 of gene families and sequences in a protein family database systematically affect quantitative 9 estimates of community diversity, but have less impact on global trends in diversity across samples. 
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Interestingly, the gene families found to be significantly different tended to have altered abundance 28 specifically in samples from patients with CD. When samples from UC and CD patients were 29 grouped together, we found only two families that were differentially abundant between UC/CD 30 and controls. These results were also seen in analysis of the larger MGS cohort: in fact, in the MGS 31 dataset, no KEGG families had significant associations with gender, BMI, or even IBD when UC/CD 32 were considered together, but we identified 3,511 differentially abundant KEGG families across 33 disease groups when CD, UC, and control patients were considered separately.
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These results are consistent with previous observations. Analysis of the taxonomic composition of 36 MetaHIT gut microbiomes revealed that samples from UC patients were more similar to controls 37 than to CD patients, which appeared dissimilar from both other groups [ 
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To identify trends within these results, we used the MGS dataset, which provided the most power, 1 to test whether CD--associated gene families were significantly enriched for any biological pathways 2 of interest, using Fisher's exact test. At a false discovery rate of q < 0.25, we found 34 KEGG modules 3 and 46 KEGG pathways that were elevated in patients with IBD [S17 Table] . One pair of KEGG 4 modules that appeared to be more abundant in samples from patients with CD was 5 "lipopolysaccharide [LPS] biosynthesis, KDO2--lipidA" (M00060;,q = 0.036) and "lipopolysaccharide 6 biosynthesis, inner core => outer core => O--antigen" (M00080; q = 0.17). LPS (also called 7 "endotoxin"), and in particular its component Lipid A, is known to modulate the innate immune 8 system by binding to the toll--like receptor TLR4. Signaling through toll--like receptors such as TLR4 9 controls the release of pro--inflammatory cytokines (50). Notably, elevated antibodies against 10 lipopolysaccharide have previously been linked to IBD and Crohn's in particular (51)(52). Genome--11 wide association studies have also linked mutations in TLR4 to IBD in some (53), though not all 12 cohorts (54)(55).
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In the set of gene families more abundant in CD, we also observed that a KEGG module for the 15 degradation of heparan sulfate (M00078; q = 0.121) appeared to be enriched, as well as the KEGG 16 pathway "glycosaminoglycan degradation" (ko00531; q = 0.021) and a module for metabolism of a 17 downstream metabolite, uronic acid (M00061; q = 0.12). Glycosaminoglycans (GAGs), of which 18 heparan sulfate is one specific example, are associated with the mucosa of the GI tract and help to 19 maintain its integrity. Prior work has observed that sulfated GAGs are depleted and disrupted in 20 inflammatory bowel disease (56). Other studies have also found that gut flora, such as the 21 commensal B. thetaiotaomicron, metabolize these GAGs, and that this metabolism contributes to 22 their ability to colonize the gut (57)(58). The enrichment we observe may then suggest that flora 23 associated with the Crohn's--affected gut may be more likely to use these GAGs for nutrients than 24 flora associated with either ulcerative colitis--affected guts or controls.
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Finally, within the same set of genes, we also observe enrichments for KEGG modules and pathways 27 describing the biosynthesis of several cofactors, including the B vitamins cobalamin (B12, M00122; q 28 = 0.17), folate (B9, ko00790; q = 0.035), riboflavin (B2, ko00740; q = 0.16), pantothenate (B5, 29 ko00770; q = 0.044), niacin (B3, ko00760; q = 0.035), biotin (B7, M00577; q = 0.17) and Vitamin K 30 or menaquinone (M00116; q = 0.036). We also observed modules and pathways for the metabolism 31 of the antioxidants Vitamin C (ascorbate, ko00053; q = 0.0014), in particular, its degradation 32 (M00550; q = 0.16), and glutathione (ko00480; q = 0.052). Intriguingly, mucosal ascorbate levels in 33 patients with IBD have been previously shown to be depleted [53] -a finding that was 34 recapitulated in a mouse model [54] . Glutathione levels have also been shown to be depleted [55] 35 particularly in inflamed CD mucosa [56] . Both ascorbate and glutathione are antioxidants; oxidative 36 stress, including that initiated by immune cells, is recognized as playing a major role in causing 37 mucosal injury in inflammatory bowel disease [57,58] and antioxidant levels have been linked to 38 disease severity [59] . These results suggest the possibility that the microbiome, instead of being a 39 totally independent factor in the progression of IBD, could exacerbate or otherwise modulate this 40 important stressor.
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One key function of B12 is to allow homocysteine to be converted into methionine. The increase in 43 cobalamin biosynthetic genes we observe may translate into an increased ability to metabolize 44 homocysteine, the levels of which have previously been shown to accumulate in patients with IBD 45 (59--61) . Indeed, a prior study [45] noticed that genes from gut microbiota of IBD patients were 46 enriched for sulfur assimilation (which we also find here, 0.04 < q < 0.13, and which could also 47 relate to metabolism of sulfated GAGs as above) and sulfur amino acid metabolism, which would 48 include methionine. Alternatively, given that pyridoxine (61) and cobalamin (59) serum levels have 49 been shown to be significantly lower in patients with IBD, and that in one study Crohn's patients 50 were observed to be more likely to be folate--or cobalamin--deficient than UC or control patients 1 (62) , bacteria that are capable of synthesizing their own B and K vitamins rather than scavenging 2 from the environment could have an advantage within the IBD gut. Further investigation is 3 necessary to determine how vitamin metabolism in Crohn's patients affects and is affected by gut 4 flora.
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As a validation of these results, we also performed a similar analysis on the smaller MetaHIT cohort 7 [42] . Looking at the set of gene families significantly increased in CD (q < 0.1), we observed 16 8 enriched modules and 18 enriched pathways; of these, 7 (n. s.) and 16 (p = 1.3x10 --4 ), respectively, 
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found that glutathione transport genes were more abundant in the microbiota of ileal CD patients.
37
Our results also had aspects that differed. For example, while we identified many metabolic 38 pathways that increased in abundance in CD metagenomes, a separate study found that CD is 39 principally associated with decreases in metabolic pathways and found very few CD--associated 40 increases in pathway abundance [44] . Additionally, the analysis of the OSCCAR cohort identified a 41 decrease in cobalamin biosynthetic genes among CD--associated metagenomes, while we observe 42 increases in these genes among the corresponding populations in the cohorts studied here. One 43 potential source of the observed differences between these cohorts may be explained by the fact we 44 corrected for average genome size, which was found to be larger in CD metagenomes relative to 14 Fortunately, we were also able to identify best--practices for most of the options that we explored 15 (e.g., classification score thresholds based on read lengths) and, in many cases, heuristics that 16 balanced throughput with accuracy (e.g., gene prediction with prodigal). While our simulations 17 provide insight into the general statistical properties of metagenome annotation, the communities 18 simulated here are based off of data obtained from human gut microbiome samples. The annotation 19 prediction accuracy of metagenomes generated from very different types of communities may 20 benefit from a similar simulation analysis.
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By developing ShotMAP, an analytically flexible annotation workflow, we were able to reannotate 23 previously published metagenomes and metatranscriptomes using the best practices identified in 24 our simulation and identify novel physiological patterns and biomarkers. These analyses indicate 25 that annotation decisions can impact the results and subsequent interpretation of the data. In a 26 specific example, we were able to identify pathways enriched in metagenomes associated with 27 Crohn's disease--affected patients that provide insight into potential disease mechanisms and 28 consequences (e.g., increased degradation of glycans). These findings may serve as clinically 29 relevant diagnostic biomarkers, though additional study is needed to confirm these hypotheses. To simulate the presence of novel taxa in the mock communities, we held--back reference sequences 6 belonging to organisms from the same taxonomic group as organisms in the metagenome, and 7 classified reads into protein families using the remaining reference sequences. We performed this 8 procedure and evaluated performance at the different taxonomic levels: strain, species, genus, 9 family, order, class, and phylum. For example, at the genus level, this procedure would discard 10 alignments between Escherichia coli shotgun sequences and all reference sequences from 11 Escherichia; at the phylum level, this procedure would discard alignments between E. coli shotgun 12 sequences and all reference sequences from Proteobacteria. Unless otherwise noted, clade 13 exclusion was performed at the strain--level.
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Classifying ORFs into protein families
16
We used two approaches for classifying predicted ORFs into protein families. In the first approach, 17 we classified each metagenomic read according to the top--scoring hit across all of its predicted 18 ORFs. By using this approach, each read can be annotated to only a single protein family. We refer 19 to this as per--read annotation. In the second approach, we classified each predicted ORF 20 independently. By using this approach, each read can be annotated to multiple protein families. We Particularly in the case of the MetaHIT study, we found a large number of protein families with non--24 zero abundance in at least one sample. This degree of multiple hypothesis testing can make it 25 difficult to control the false positive rate while retaining enough power to detect true positives. We 26 therefore applied a statistical approach to filter gene families and reduce the number of tests [S15
27
Text]. We tested our approach by applying several different filters to the ShotMAP results, using 28 statistics based on family abundance (i.e., mean, standard deviation, coefficient of variation) as well 29 as the fraction of samples in which the gene family was observed. We found that using only fully--30 observed gene families (i.e., those detected in all samples) improved the number of discoveries for 31 each of the protein family databases tested. However, for the MGS data, filtering based on fully--32 observed gene families decreased the number of discoveries somewhat (3,511 vs. 4,926 with no 33 filtering).
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For each clinical variable, the per--protein family p--values were converted to q--values to correct for 36 multiple testing using the procedure of Storey [68] , setting a false discovery rate of 10%. We also 37 tested whether significant protein families were enriched for particular biological pathways using 
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Principal components analysis (PCA) of protein family abundance profiles identifies differentiation 49 in beta--diversity between CD (red) and non--CD populations. Here, PCA was conducted by zero 50 centering and unit scaling KO abundances, though similar structure is identified using different 1 protein family databases and PCA parameters. Ellipses represent 95% confidence intervals. 2 3 S17 
