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It has been recently shown that a nanostructure composed of a quantum dot surrounded by a
quantum ring possesses a set of very unique characteristics that make it a good candidate for future
nanoelectronic devices. Its main advantage is the ability to easily tune transport properties on
demand by so called “wave function engineering”. In practice, the distribution of the electron wave
function in the nanostructure can be controlled by, e.g., electrical gating. In order to predict some
particular properties of the system one has to know the exact wave functions for different shapes of
the confining potential that defines the structure.
In this paper we compare three different methods that can be used to determine the energy
spectrum, electron wave functions and transport properties of the system under investigation. In
the first approach we utilize the cylindrical symmetry of the confining potential and solve only
the radial part of the Schrödinger equation; in the second approach we discretize the Schrödinger
equation in two dimensions and find the eigenstates with the help of the Lanczös method; in the
third approach we use package Kwant to solve a tight–binding approximation of the original system.
To study the transport properties in all these approaches we calculate microscopically the strength
of the coupling between the nanosystem and leads. In the first two approaches we use the Bardeen
method, in the third one calculations are performed with the help of package Kwant.
In the recent years advances in nanofabrication have
led to a growing interest in complex semiconducting
nanostructures1. Such complex systems are highly con-
trollable objects. By utilizing their peculiar properties
one can design devices with additional functionalities.
In this paper we consider a quasi two dimensional
nanostructure in the form of a quantum dot (QD) sur-
rounded by a quantum ring (QR), named afterwords a
dot-ring nanostructure (DRN). It has been shown2–7
that by changing the confinement potential, e.g., by elec-
trical gating, one can change many physical characteris-
tics such as spin relaxation, optical absorption and con-
duction. All these features are strongly related to the
spatial distribution of the electron wave functions in a
DRN.
In particular, conduction through a DRN depends cru-
cially on the coupling strength of its states to the leads,
which is largely dependent on the position of the electron
wave functions: states located in a quantum dot (quan-
tum ring) are weakly (strongly) coupled. By changing the
confinement potential this distribution can be modified
so that the ground and excited states move over between
the inner (dot) and the outer (ring) part of the DRN.
Transport through a DRN separated from the source
and drain leads by the tunneling barriers can be studied
by various model calculations. In this paper we want to
compare results of a few different approaches. In the first
one we assume a weak coupling between the DRN and
leads. It means that the electron states in the DRN and
in the leads do not change when the leads are attached
to the nanosystem. They can be calculated separately
and then used to determine the tunneling rates for tun-
neling between the DRN and the leads. In this case we
use the Bardeen approach8–12 to calculate microscopi-
cally the coupling strength. The wave functions of an
electron in the DRN are calculated by solving numer-
ically the time–independent Schrödinger equation. To
this end, we apply two methods:
1. we exploit the cylindrical symmetry of the confining
potential and numerically solve the equation for the
radial part of the electron wave function,
2. we discretize the Schrödinger equation in two di-
mensions and then use the Lanczös method to find
the low–lying eigenstates.
As expected, for a sufficiently fine discretization the en-
ergy spectrum and the shape of the wave functions ob-
tained in both approaches are very similar in the phys-
ically relevant regime13. As a result, also the transport
properties in both cases are similar.
In the second approach we release the requirement of
a weak coupling between the DRN and the leads. Then,
when the leads are attached the wave functions change
their original shape and the Bardeen approach cannot be
used any more. Instead, we use a wave-function based ap-
proach to compute transport properties in a tight-binding
system. Namely, we perform calculations with the help
of an open-source software package Kwant14. It allows
one to define the nanosystem together with the leads, so
in this approach we are able to control the coupling. By
comparing results of both methods one can determine
the range of coupling strengths for which the Bardeen
approximation is valid.
Within the framework of both methods we calculate
the energy spectra, spatial distributions of the ground
and excited state wave functions and transport charac-
teristics for different shapes of the DRN confining poten-
tial.
I. DOT–RING NANOSTRUCTURE
We consider a two dimensional, circularly symmetric
dot–ring nanostructure defined by a confinement poten-
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2tial V (r). Such a structure which conserves the circular
symmetry15 has been recently fabricated with the help of
the droplet epitaxy method16,17. The DRN is composed
of a quantum dot surrounded by a quantum ring with a
potential barrier V0 between these parts. The height of
the barrier is so that it allows for the electron tunneling
between the dot and ring parts of the DRN. The overall
view of the DRN confining potential with explanation of
symbols used throughout the text is presented in Fig. 1.
FIG. 1. Illustration of the confining potential of a DRN. r0
denotes the radius of the nanostructure, rB denotes the radius
of the potential barrier between QD and QR, VQR, VQD, V0,
and V1 denote the potential of the QR part (which we assume
to be the reference energy, VQR = 0), QD part, the height
of the potential barrier and the value of the potential outside
the DRN, respectively.
The confining potential is modeled by the function V(r)
given by
V (r) =

VQD + (V0 − VQD) exp
[−0.018(r − rB)2]
for r < rB,
V1
{
1− exp [−(r/r0)30]}
+V0 exp
[−0.018(r − rB)2] for r > rB.
(1)
Throughout this paper we assume the radius of the
DRN r0 = 60 nm, the position of the internal barrier
rB =
1
2r0 = 30 nm and the height of the external bar-
rier V1 = 90 meV. The bottom of the QR potential is
zero, whereas the bottom of the QD potential and the
height of the internal barrier are parameters which are
varied. In real experiments VQD can be controlled by
applying voltage to a gate located close to the center
of the DRN. By changing VQD one can modify the dis-
tribution of the electron wave function. For example,
if VQD  VQR the ground state is located in the QD,
whereas for VQD  VQR the ground state is in the QR.
Such manipulations can drastically affect the conduc-
tance through the ground state: on the one hand, if the
wave function is in QD, the overlap with states in leads
is negligible and the conductance is close to zero. On the
other hand, if the wave function is in QR, its overlap with
the lead states is much larger and so is the conductance.
The energy spectrum of the original “continuous” sys-
tem, i.e., before any discretization, consists of a set of dis-
crete energies Enl due to radial motion with radial quan-
tum numbers n = 0, 1, 2, . . ., and rotational motion with
angular momentum quantum numbers l = 0,±1,±2 . . ..
The single particle orbital wave function is of the form
Ψnl(r) = Rnl (r) exp (ilφ) , (2)
with the radial part Rnl(r).
II. DISTRIBUTION OF ELECTRON WAVE
FUNCTIONS IN A DOT–RING
NANOSTRUCTURE
The energy spectra and wave functions have been cal-
culated in three different models of the DRN:
1. A “continuous” system that conserves the cylin-
drical symmetry, without leads. The Schrödinger
equation is solved only for the radial part of the
wave function.
2. The Schrödinger equation is discretized in two di-
mensions. Then, the Lanczös method is used to
find the ground and low–lying excited states. No
leads.
3. The tight–binding version of the Hamiltonian with
attached two leads is solved with the help of the
Kwant package.
In approach no. 1 we assume the wave functions in
the form given by Eq. (2). To find the radial part
Rnl(r) we apply the Numerov algorithm18 and the shoot-
ing method. In approach no. 2 the two–dimensional
Schrödinger equation is cast in a matrix form where a
discrete basis is used instead of the continuous real–space
position basis. Then, the low–lying states and corre-
sponding energies are found by diagonalizing the ma-
trix with the help of the Lanczös method. In the last
approach Kwant program is used. It is a free software
package that uses the Python programming language. It
is available at http://kwant-project.org/. Kwant can be
used for numerical calculations related to transport in
quantum systems. One can use it to calculate conduc-
tivity, scattering matrix, wave functions, Green’s func-
tions. This package can be used to perform simulation
of metals, semiconductors, topological insulators, super-
conductors, etc. One can use various lattice types, e.g.,
square, triangular or honeycomb lattice. In our approach
we define a tight–binding model on a square lattice with
only nearest–neighbor hoppings and the on–site potential
given by Eq. (1). We have infinite leads attached to both
sides of the DRN. By changing the positions of the leads
we can control the strength of the coupling between the
leads and the nanosystem. Fig. 2 shows the geometry in
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FIG. 2. Geometries of the systems studied with the help of
Kwant corresponding to weak (a) and strong (b) coupling
between the DRN and the leads.
the cases of weak and strong coupling. With the possibil-
ity of controlling of the DRN–lead coupling we can study
how the energy spectrum and the wave functions are af-
fected by attaching the leads. This is important because
the wave functions are needed to calculate microscopi-
cally the tunneling matrix element between states in the
DRN (Ψnl) and in leads (ψk)
tnlk =
h¯2
2m∗
∫
[Ψ∗nl(r)∇ψk(r)− ψ∗k(r)∇Ψnl(r)] · dS,
(3)
where the integration is performed over a surface sep-
arating the DRN and the leads. Within the Bardeen
approach8–12 it is assumed that Ψnl and ψk are eigenfunc-
tions of the DRN and the leads, respectively. However,
when the coupling gets stronger the real wave functions
are modified and the Bardeen approach is not valid any
more. Below we will show how increasing coupling affects
the wave functions and how it affects conductivity.
But first we want to demonstrate the possibility of
wave function engineering in a DRN. By this term we
mean the ability to control the spatial distribution of the
electron wave function by changing the shape of the con-
fining potential. It is possible to control many of the
potential parameters but here we will show the effect of
tuning of the position of the QD potential VQD. It can
be realized by electrical gating below or above the central
part of the DRN. Figure 3 shows the distribution of the
ground state wave function for three different values of
VQD. With increasing position of the bottom of the QD
potential the wave function is moved over from the QD
part to the QR part of the DRN.
The wave functions have been calculated within the
approach no. 1, i.e., by solving the Schrödinger equation
only for the radial part Rnl(r). For all values of VQD the
state with n = 0 and l = 0 is the ground state. One
can see that for VQD = 0 the ground state wave function
is located in the QD part of the DRN. Then, the wave
function is pushed towards the ring part of the DRN with
rising the bottom of the QD potential. The ground state
wave function has a constant phase and its shape is ex-
actly the same in all three mentioned above approaches.
The situation can be different for excited states. More-
over, the spatial distribution of the wave functions can
be significantly affected by even a very weak coupling to
leads. We start the comparison of the wave functions cal-
culated within different approaches with the case without
leads. Since the ground state in all these methods is al-
most exactly the same, we start with the excited states.
In Fig. 4 one can see the first (Ψ10), the second (Ψ01) and
the third (Ψ0,−1) excited states (the second and third are
degenerated) calculated within approach no. 1, where the
full (complex) wave function is given by Eq. (2). These
states were calculated for V0 = 30 meV and VQD = 0. By
comparing with Fig. 3a one can infer that these states
can be located in a different part of the DRN than the
ground state. As a result the matrix element between
these states and the ground state is small and in Ref.
2 and 3 we have demonstrated that this feature can be
used to increase the relaxation time for a spin qubit built
on a DRN.
Fig. 5 shows the same states calculated by solving the
Schrödinger equation discretized in two dimensions and
then diagonalized with the help of the Lanczös method
(approach no. 2). In this case the wave functions are real.
In this approach the cylindrical symmetry is broken by
the discretization of the Schrödinger equation. Therefore
n and l are not good quantum numbers any more. Of
course, the second and the third excited states are still
degenerated. One can check that these wave functions
can be expressed as a linear combination of Ψ0,1 and
Ψ0,−1 (up to a phase factor, see Figs. 4b,e and 4c,f):
ΨFig.5b,e =
1√
2
(Ψ0,1 + Ψ0,−1) , (4)
ΨFig.5g,f =
1√
2i
(Ψ0,1 −Ψ0,−1) . (5)
Excited states calculated from the tight–binding model
(approach no. 3) are resented in Fig. 6. The wave func-
tions are complex (like in approach no. 1), but the cylin-
drical symmetry of the Hamiltonian is broken (like in
approach no. 2). The first excited state, which pos-
sesses (at least approximately) the cylindrical symmetry
is the same in all the approaches. However, in the next
two states the amplitude of the wave functions is angle–
dependent, but the modulation is much weaker than in
approach no. 2. Namely, the wave functions do not have
nodes in any direction and therefore their phase cannot
change discontinuously like in approach no. 2. What is
interesting, this holds true only for an insulated system.
If the system is even very weakly coupled to leads, the
wave functions become real with nodes, like in approach
no. 2. Such situation is presented in Fig. 7.
If the coupling is very weak, it only breaks the under-
lying cylindrical symmetry of the original Hamiltonian
but the character of the states remains unaffected. The
degeneracy of the second and the third excited states
shown in Fig. 7 corresponds to the degeneracy of states
Ψ01 and Ψ0,−1. However, when the coupling increases
the change of the geometry becomes important and the
spatial distribution of the wave functions changes as well.
The changes are pronounced mainly for states which are
located in the ring part of the DRN, i.e., close to the
areas where the leads are attached. Fig. 8 demonstrates
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FIG. 3. Absolute value of the ground state |Ψ00(r)| for V0 = 30 meV and VQD equal to 0 (a), 4 meV (b) and 6.5 meV (c).
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FIG. 4. The absolute value and the phase of the first [(a) and (d)], the second [(b) and (e)] and the third [(c) and (f)] excited
state of a DRN for V0 = 30 meV and VQD = 0. These states were calculated within approach no. 1 (see text). The red and
blue regions (marked with + and − on the color bar) in panel (d) represent areas where the (real) wave function presented in
panel (a) is positive and negative, respectively.
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FIG. 5. The same as in Fig. 4, but calculated within approach no. 2.
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FIG. 6. The same as in Fig. 4, but calculated within approach no. 3.
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FIG. 7. The same as in Fig. 6b,e,c,f, but for a system very
weakly coupled to leads.
how the ground state for VQD = 6 meV (which even in
the absence of coupling to leads is located entirely in the
QR) evolves with increasing coupling.
One can see there that in the case of strong coupling
the wave functions are completely different from these
in an insulated system and therefore in this regime the
Bardeen approach cannot be valid. In order to determine
the regime where this approximation can be used, in the
next section we compare the coupling constants and con-
ductivities calculated within the Bardeen approach and
with the help of the Kwant package for a tight–binding
model.
III. THE DOT–RING NANOSTRUCTURE
WITH LEADS
In this section we study a system composed of the DRN
and weakly coupled source and drain leads with ΓS and
ΓD as the subsequent tunneling rates. We focus here on
the case of equal tunnel barriers, i.e., ΓS = ΓD = Γ.
Within the first method we calculate the tunnel rate for
tunneling through state Ψnl(r) as
Γnl(ε) = 2pi
∑
k
|tnlk|2δ (ε− εk) , (6)
where tnlk is given by Eq. (3). In the following we restrict
our study only to tunneling through the ground state
(n = 0, l = 0) and skip the indices “00” in Γ00. Note that
the situation where only the ground state is in the bias
window µS − µD not always can be realized because for
some values of VQD energy levels cross.
Since package Kwant does not allow one to calculate
the tunneling rates Γ directly, we use the Breit-Wigner
formula19–21 for the energy-dependent transmission that
gives the half–width–at–half–maximum of the conduc-
tance peak equal to Γ:?
G(ω) =
e2
h
Γ2
(ω − E0)2 + Γ2 (7)
This fit, however, works only for separate peaks in a sys-
tem with relatively weakly coupled leads. Fig. 9 shows
how well the Breit-Wigner formula describes the conduc-
tance peak in this regime. For a stronger coupling, when
the peak broadening is so large that adjoining peaks over-
lap with each other, this formula does not give good re-
sults.
In Fig. 10 we show a comparison of the tunneling
rate Γ between a lead and the ground state calculated
with the help of the Bardeen approach [Eqs. (3) and (6)]
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FIG. 8. The ground state wave function for VQD = 6 meV in the case of weak (a), average (b), and strong (c) coupling between
the DRN and the leads.
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FIG. 9. Fit of the Breit-Wigner formula to a conductance
peak for the ground state calculated with the help of Kwant
for VQD = −1 meV. In this case the ground state is located in
the QD part of the DRN and therefore is very weakly coupled
to the leads. Additionally, the leads are relatively far from
the center of the DRN in the position presented in Fig. 2a.
and determined from the width of the conductance peak.
One can see there that as far as VQD is small, the ground
state wave function is located in the QD part of the DRN
(situation presented in Fig. 3a) and there is no coupling
to the leads. When the bottom of the QD potential is
sufficiently high the wave function moves over towards
the QR part (Fig. 3b) and the coupling increases. For
VQD ≈ 5 meV the wave function is entirely in the QR and
further increase of VQD does not affect its shape (Fig. 3c).
As a result Γ saturates. In the case presented in Fig. 10
the leads where attached at a finite distance from the
DRN (see Fig. 2a) so the height of the barrier between
the nanosystem and the lead was almost V1. Fig. 11
shows the cross section of the confining potential along
the x axis. For such a high barrier the coupling is weak
independently of the distribution of the wave function.
Fig. 10 shows that even if VQD is so large that the wave
function is located only in the outer (QR) part of the
DRN, Γ calculated within the framework of the Bardeen
approach remains in a good agreement with the tight
binding model that takes into account modifications of
the wave function shape due to attached leads.
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FIG. 10. Comparison of the tunneling rate between the lead
and the ground state as a function of VQD. The solid line
and the stars represent results of the Bardeen approach and
Kwant, respectively.
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FIG. 11. The cross section of the confining potential with a
weakly attached lead for VQD = 0. The red arrow illustrates
the tunneling between the DRN and the lead. This setup
corresponds to the situation presented in Fig. 2a. The thick
dashed green line in the inset shows the position of the cross
section.
However, as the distance between the lead and the
DRN decreases, the tunneling barrier becomes smaller
and the DRN energy spectrum and shape of the wave
functions change. Fig. 12 presents how the spectrum
7changes when the lead is shifted towards the DRN. The
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FIG. 12. The energy spectrum as a function of VQD for dif-
ferent couplings to the leads. The blue solid, green dashed
and red dotted lines show subsequent energies calculated for
leads located 65 nm, 59 nm, and 57 nm from the center of the
DRN, respectively.
energy levels in some regimes linearly increase with in-
creasing VQD and in others are almost constant. Since
VQD describes the confining potential only in the QD
part of the DRN, whereas its shape in the QR parts is
constant, states with energies that depend on VQD are
located mostly in the central QD. Fig. 12 shows that
the energies of these states are not affected by attaching
leads, even if the coupling is relatively strong. On the
other hand, the states with energies independent of VQD
are located in the QR, where their matrix elements with
states in the leads are finite and increase with increasing
coupling. As a result their energies do depend on the
position of the leads. As shown in Fig. 8 not only the
energies, but also the shapes of the wave functions are
modified in this regime. Both the effects, i.e., the re-
duction of the tunnel barrier between the DRN and the
leads together with the change of the distribution of the
wave function, lead to a dramatic increase of the cou-
pling between the states in the DRN and in the leads.
The resulting change of the tunneling rates is presented
in Fig. 13.
IV. SUMMARY
Combined quantum structures are highly relevant to
new technologies in which the control and manipulations
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FIG. 13. Conducting peaks for the ground and the first ex-
cited state for different positions of the leads. The blue solid,
green dashed and red dotted lines correspond to leads located
65 nm, 63 nm, and 61 nm from the center of the DRN, re-
spectively.
of electron spin and wave functions play an important
role. In contrast to real atoms, DRNs allow for flexible
control over the confinement potential which gives rise
to wave function engineering. We have shown that the
peculiar structure of a DRN allows us to use an electrical
gating to manipulate the confinement potential so that
the coupling between states in the DRN and in the leads
can be changed by orders of magnitude. As a result, by
applying the gate voltage one can easily control the con-
ductance of a DRN. The difference between the “tradi-
tional” single electron transistor22 and the DRN is that in
our case the Coulomb blockade is not used. Instead, the
gate voltage is used to switch it by coupling/decoupling
of the DRN to/from the leads23.
We have shown that in the case of weakly coupled leads
the approximate cylindrical symmetry of the confining
potential can be utilized and the Schrödinger equation
for only the radial part of the wave function can be solved
numerically. Then, the Bardeen method can be used to
calculate microscopically the geometry–dependent trans-
port properties. However, when the coupling to leads
is stronger, the cylindrical symmetry of the wave func-
tions is broken and other computational methods must
be used. In this paper we have demonstrated that one
of the possibilities is package Kwant, which allows one to
do the required calculations relatively easily.
In this paper we have presented the case of sequential
tunneling with only a single state in the bias window.
From Fig. 12 one can infer that for some shapes of the
confining potential energy levels are very close and such
an assumption cannot be fulfilled. When more than one
state is in the bias window and all the states are coupled
to the leads, charge transport can take place through
many states. Then, even if we still assume a single elec-
tron transport (the Coulomb blockade does not allow for
more than one occupied state to be in the bias window),
one has to take into consideration the relaxation pro-
8cesses between different states. Such situation has been
analyzed in Ref. 5. The situation becomes much more
complicated when more than one electron can occupy the
DRN. In this case the Coulomb interaction and the spin
degrees of freedom come into play, what gives a possibil-
ity to control other properties of the nanosystem. Then,
a DRN may turn out to be useful also in spintronics. The
work along this line is in progress and the results will be
published elsewhere24.
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