Abstract. We propose a new least squares finite element method to solve the Poisson equation. By using a piecewisely irrotational space to approximate the flux, we split the classical method into two sequential steps. The first step gives the approximation of flux in the new approximation space and the second step can use flexible approaches to give the pressure. The new approximation space for flux is constructed by patch reconstruction with one unknown per element consisting of piecewisely irrotational polynomials. The error estimates in the energy norm and L 2 norm are derived for the flux and the pressure. Numerical results verify the convergence order in error estimates, and demonstrate the flexibility and particularly the great efficiency of our method.
Introduction
The least squares finite element method (LSFEM) is a sophisticated technique for solving the partial differential equation. For second-order elliptic problems, we refer to [11, 18, 12, 24, 4] , for the NavierStokes problem, we refer to [9, 7, 13] . For an overview of the least squares finite element methods, we refer to [10] and the references therein. Different from the Galerkin method, the lease squares method is based on the minimization of the L 2 -norm residual over a proper approximation space. An immediate advantage is the symmetric positive definite resulting linear system, which has made the method attractive in several fields. Instantly, one may see the condition number of the resulting linear system is squared due to the formation of the approximation. To relieve the curse due to the condition number, one may write the equation into low order formation. Taking the Poisson equation as an example, we may introduce a flux variable to write it into the mixed formation, resulting a system coupled by the flux and pressure. Though the mixed form is helpful in reducing condition number, more degree of freedoms(DOF) are introduced to achieve the same accuracy.
Discontinuous Galerkin(DG) methods have received massive attention in the past two decades due to its great flexibility in mesh partition and easy implementation of the approximation spaces especially for the spaces of high order. We refer to the review paper [3] and the references therein. Using the approximation space from the DG methods, discontinuous least squares (DLS) finite element methods have been developed in [26, 6, 5] for solving the elliptic system. In [7, 8] , the authors extend the DLS finite element methods to the Stokes problem in velocity-vorticity-pressure form. The same as the least squares methods using continuous approximation space, the technique to write the equation into low order system is adopted in DLS methods either to reduce the condition number of resulting linear systems. To achieve the high order accuracy, discontinuous finite element space requires a huge number of degrees of freedom which leads to a very large linear system [17, 27] in comparison to the methods using continuous approximation spaces. The coupling of the variables in the mixed form and the increasing of the number of DOFs make one hard to satisfy with its efficiency.
In this paper, a new least squares finite element method is proposed to solve the Poisson equation. The novel point is that we split the solver into two sequential steps. This is motivated from the idea in [5] to decouple the least-squares-type functional into two subproblems. In the first step, we approximate the flux still using a discontinuous approximation space. This space is the piecewise irrotational polynomial space, which is a generalization of the reconstructed space proposed in [21, 20] . The new space is obtained by solving a local least squares problem based on the irrotational polynomial bases and only one unknown locates inside each element. With such a space, we makes the idea in [5] to decouple the flux and the pressure implementable. For the flux, the optimal error estimate with respect to the energy norm is derived. We can only prove the suboptimal convergence rate in L 2 norm for the flux until now, while in numerical experiments we obverse the optimal convergence behavior for the space of odd order.
Once we get the numerical approximation to the flux, one then could use the numerical flux to obtain the pressure in a very flexible manner. As a demonstration, we adopt the standard C 0 finite element space to solve the pressure. We give the error estimates of the pressure in both energy norm and L 2 norm. By a series of numerical examples, we at first verify the convergence order given in the error estimate and illustrate the flexibility we inherit from the DG method. Particularly, by the comparison [17] of the number of DOFs used to achieve the same numerical error, we show that our method has a great saving in DOFs compared to the standard DLS finite element method. Consequently, by the decoupling of the flux and the pressure and by the saving in the number of DOFs, a much better efficiency could be attained by our method.
The rest of this paper is organized as follows. In Section 2, we review the standard DLS finite element method and present the corresponding error estimates. In Section 3, we introduce a reconstruction operator to define the piecewise irrotational approximation space and we give the approximation property of the new space. In Section 4, the approximation to the flux and the pressure of the Poisson problem is proposed, and we derive the error estimates for both flux and pressure in energy norm and L 2 norm. In Section 5, we present the numerical examples on meshes with different geometry to verify the convergence order in the error estimates. Besides, we make a comparison of number of DOFs respect to the numerical error between our method and the method in Section 2 to show the great efficiency of our method.
Discontinuous Least Squares Finite Element Method
Let Ω be a bounded polygonal domain in
. Let T h be a partition of Ω into polygonal (polyhedral) elements. We denote by E i h the set of interior element faces of T h and by E b h the set of the element faces on the boundary ∂Ω, thus the set of all element faces
, ∀K ∈ T h and the size of the face e is h e = |e|, ∀e ∈ E h . We denote h = h max = max K∈T h h K . It is assumed that the elements in T h are shape-regular according to the conditions specified in [1] , which read: there are
• two positive numbers N and σ which are independent of h;
• a compatible sub-decomposition T h consisting of shape-regular triangles; such that
• any element K ∈ T h admits a decomposition T h|K which is composed of less than N shape-regular triangles; • the triangle K ∈ T h is shape-regular in the sense of that the ratio between h K and ρ K is bounded by σ: h K /ρ K ≤ σ where ρ K is the radius of the largest ball inscribed in K. The regularity conditions could lead to some useful consequences which are easily verified: M1 There exists a positive constant σ s such that σ v h K ≤ h e for any element K and every edge e of K; M2 [trace inequality] There exists a positive constant C such that
M3 [inverse inequality]
There exists a positive constant C such that
where P m (·) is the polynomial space of degree ≤ m.
Next, we introduce the standard trace operators in the discontinuous Galerkin (DG) framework [3] . Let v be a scalar-or vector-valued function and e ∈ E i h shared by two adjacent elements K + and K − with the unit outward normal n + and n − corresponding to ∂K + and ∂K − , respectively. We define the average operator {·} and the jump operator [ 
h , where n denotes the unit outward normal to e.
Throughout the paper, let us note that C and C with a subscript are generic constants which may be different from line to line but are independent of the mesh size, and we follow the standard definitions for the spaces:
The problem considered in this article is the Poisson's equation: seek u such that
The first step of usual least squares finite element methods [26, 6] is to write the problem (3) into an equivalent mixed form: seek p and u such that
In the mixed form, we refer u as the pressure and p as the flux later on based on the terminology of the background of this equation in fluid dynamics. Here we introduce two discontinuous approximation spaces: V m h for the pressure u and W m h for the flux q, which are defined as below:
where m is a positive integer. We equip these two approximation spaces with the following norms, · u for V m h and · p for W m h , respectively, as
The standard least squares finite element method based on mixed form (4) reads [26] :
where J h (·, ·) is the least squares functional which is defined as
To solve the minimization problem (5), one has its corresponding variational equation which takes the form:
, where the bilinear form a h (·; ·) and the linear form l h (·) are defined by
and
The coercivity of the bilinear form a h (·; ·) are given in [26, Lemma 3.1] as
The uniqueness of the solution to (7) instantly follows from Lemma 1 and the trivial boundedness of a h (·; ·). Further, it is direct to derive the error estimate with respect to the norms · u and · p by the approximation properties of spaces V (Ω) and q ∈ H m+1 (Ω), then there exists a constant C such that
Approximation Space with Irrotational Basis
In this section, we follow the idea in [20, 19] to define an approximation space using a patch reconstruction operator. Purposely, the reconstruction operator we propose here will use the irrotational basis, thus the approximation space obtained is piecewise rotation free. With this new approximation space, we will decouple the minimization problem (6) into two sub-problems, that we can numerically solve p at first and then solve u. Let us introduce an irrotational space S m which plays a key role in the construction of the operator,
For the irrotational space, we have that:
Proof. Since H(curl 0 , K) = ∇H 1 (K) [16] , there exists a v ∈ H m+2 (K) such that q = ∇v. Let v ∈ P m+2 (K) be the standard nodal interpolation polynomial of v, and let q h = ∇ v h . The inequality (10) directly follows from the approximation properties of v h .
With the partition T h , we define a reconstruction operator from C 0 (Ω) to the piecewise irrotational polynomial space. For any element K ∈ T h , we prescribe a point x K ∈ K, referred as the sampling node later on, which is preferred to be the barycenter of K. Then, for each element K we construct an element patch S(K) which is an agglomeration of elements that contain K itself and some elements around K. There are a variety of approaches to build the element patch and in this paper we agglomerate elements to form the element patch recursively. For element K, we first let S 0 (K) = {K} and we define S t (K) as
In the implementation of our code, at the depth t we enlarge S t (K) element by element and once S t (K) has collected sufficiently large number of elements we stop the recursive procedure and let S(K) = S t (K), otherwise we let t = t + 1 and continue the recursion. The cardinality of S(K) is denoted by #S(K).
Further, for element K we denote by I K the set of sampling nodes located inside the element patch S(K),
For any function f ∈ C 0 (Ω) ∩ H(curl 0 ; Ω) and an element K ∈ T h , we seek a polynomial R m K f of degree m defined on S(K) by solving the following least squares problem:
We note that the existence of the solution to (11) is obvious but the uniqueness of the solution depends on the position of the sampling nodes in I K , here we follow [20] to state the following assumption:
This assumption demands the number #S(K) shall be greater than dim(S m )/d and excludes the situation that all the points in I K lie on an algebraic curve of degree m. Hereafter, we always require the assumption holds.
Due to the linear dependence of the solution (11), a global reconstruction operator R m for f can be defined by restricting the polynomial
; Ω) to a piecewise irrotational polynomial space of degree m, and we denote by U m h the image of the operator R m . In Appendix, we give more details about our reconstructed space and the computer implementation.
We next focus on the approximation property of the operator R m . For element K, we define a constant
We note that under some mild and practical conditions about S(K), the Λ(m, S(K)) has a uniform upper bound Λ m , which plays an important role in the approximation property analysis. We refer to [21, 20] for the conditions and more details about the constant Λ(m, S(K)) and the uniform upper bound. Besides, under such conditions the Lemma 2 could be generalized as
Proof. It directly follows from [20, Assumption A and Property M3].
With Λ m , let us state the approximation property of the operator R
; Ω) and K ∈ T h , there exists a constant C such that
Proof. The estimates directly follows the proof of [20, Lemma 2.4] and the Lemma 3.
Sequential Least Squares Finite Element Approximation
Let us define a new functional
The terms in J p h (q h ) include the part related to the flux in (6) and the term on boundary. We minimize this functional in U m h to have an approximate flux. The corresponding minimization problem reads:
The Euler-Lagrange equation of this minimization problem is as:
and the linear form l
The following lemma shows that ||| · ||| p actually defines a norm on
; Ω), referred as the energy norm later on.
Proof. The idea follows [6, Lemma 1] to apply the orthogonal decomposition of L 2 (Ω). We only proof for the case d = 2 and it is almost trivial to extend the result for three dimensional case. Since q h ∈ L 2 (Ω), we let φ ∈ H 1 (Ω)\R be the only solution of
This solution φ satisfies
Applying the Green's formula, we have
. Besides we have the stability estimates (19) χ
Further, we use the decomposition to obtain
And we have that
Using the Cauchy-Schwarz inequality, trace inequality (1) and the stability estimate (19) could yield the estimate (18) , which completes the proof.
, it is implied that the problem (16) has a unique solution. Moreover, we could establish the convergence result with respect to the norm ||| · ||| p . 
Proof. Since p h minimizes the problem (15) and [ [p ⊗ n] ] = 0, we have
p . Therefore, we only need to bound |||p − R m p||| p .
By the approximation (13) and trace inequality (1), we obtain that for element K,
The inequality (20) is concluded by summing over all elements in the partition, which completes the proof.
After getting the numerical flux p h , the next step is to plug it into the functional (6) to calculate the pressure u. We define the functional J u h (·) as below:
To get an approximation to u, one may solve the minimization problem for the functional J u h (·) in a certain approximation space. We note that it is very flexible to choose the approximation space for u. For instance, one may use the discontinuous finite element space V m h or the patch reconstructed space proposed in [20] . Here we solve the pressure u with the standard Lagrange finite element space, which is defined as V
Due to the continuity of the space V m h , the functional J u h (v) is simplified as
The following minimization problem gives the numerical solution to the pressure u in V m h : min
The discrete variational problem equivalent to the minimization problem reads:
and the linear form l u h (·) is given by
Analogous to the procedure we solve the flux p, we define ||| · ||| u as
The inequality v L 2 (Ω) ≤ C|||v||| u [2, Lemma 2.1] ensures ||| · ||| u is actually a norm on H 1 (Ω), which actually guarantees the unisolvability of the problem (23) . ||| · ||| u is referred as the energy norm on V m h since now on. Further, the error estimate with respect to ||| · ||| u is given in the theorem below as:
Theorem 4. Let the solution u ∈ H m+1 (Ω) and let u h ∈ V m h be the solution to (23), then we have
where p h is the solution to (15).
Proof. Let u I ∈ V m h be the interpolant of u and we have that
The approximation property of the space V m h gives us [14] :
which yields the estimate (24) and completes the proof.
Then we can have the error estimate under L 2 -norm:
(Ω) and let u h ∈ V m h be the solution to (23), then we have
Proof. Let e h = u − u h and from the definition of a
, where
We let α ∈ H 1 (Ω) which solves ∆α = 0 in Ω, α = τ on ∂Ω, and we let α I ∈ V m h be interpolant of α.
Then we have that
We complete the proof by the regularity estimate α
(Ω) and we let w ∈ H 2 (Ω) which solves −∆w = ψ in Ω, w = 0 on ∂Ω. We denote by w I ∈ V m h the interpolant of w. Then we could deduce that
Let ψ = e h , and combining the bound of e h H −1/2 (Ω) , the regularity estimate w H 2 (Ω) ≤ C ψ L 2 (Ω) and the approximation property of |||e h ||| u could yield the estimate (25) , which completes the proof. Table 1 . #S(K) for 1 ≤ m ≤ 3.
Remark 1.
Until now the method we established is only for the problem with the Dirichlet boundary condition. For the Neumann boundary condition ∇u · n = g on ∂Ω, the boundary term in (14) and (22) should be modified as
respectively. It is almost trivial to extend our method in this section to the problem with the Neumann boundary condition.
Numerical Results
In this section, we conduct some numerical experiments to show the accuracy and efficiency of the proposed method in Section 4. For simplicity, we select the cardinality #S(K) uniformly and we list a group of reference values of #S(K) for different m in Tab. 1.
5.1.
Convergence order study. We first examine the numerical convergence to verify the theoretical prediction and exhibit the flexibility of our method. (25) we could see that the optimal convergence order of u h depends on the convergence rate of p − p h L 2 (Ω) . Although, we can not develop a theoretical verification for the optimal convergence of p h under L 2 norm, the computed convergence rates of p − p h L 2 (Ω) seem optimal for odd m. The L 2 norm and the energy norm of the errors in the approximation to the exact solution are gathered in Tab. 2. We could observe that for odd m,
and |||p − p h ||| p converge to zero optimally as the mesh is refined. For even m, the orders of convergence under L 2 -norm are suboptimal. Moreover, from the estimate (25) one could observe that if we decrease the space approximating pressure by one order, we could obtain the optimality for u approximations. The errors with the space pairs U are collected in Tab. 3, which clearly shows the optimal convergence of u h for both measurements. Besides, we note that all the convergence rates are consistence with the theoretical predictions. Example 2. In this example, we consider the sample problem as in Example 1. But we use a sequence of polygonal meshes consisting of elements with various geometries (see Fig. 2 ), which are generated by PolyMesher [25] . We only solve the flux, and we present the corresponding errors in the energy norm and L 2 norm and their respective computed rates in Tab. 4. Again we observe the optimal convergence for both norms when m is odd. For even m, p − p h L 2 (Ω) tends to zero in a suboptimal way. To apply Table 2 . Example 1. The errors e u = u−u h , e p = p−p h , and the orders of convergence with the spaces
the method on meshes with different geometry, it is an advantage inherited from the DG method. On such meshes, the convergence order is agreed with our error estimates again. Example 3. In this example, we consider the mild wave front problem, which is the Poisson equation on the unit square with Dirichlet boundary conditions. The data functions f and g are selected such that the exact solution is Table 3 . Example 1. The errors e u = u−u h , e p = p−p h , and the orders of convergence with the spaces where r = (x − x 0 ) 2 + (y − y 0 ) 2 . The mild wave front uses (x 0 , y 0 ) = (−0.05, −0.05), r 0 = 0.7, α = 10 and it is a problem of near singularities. For this problem, the high-order accuracy is preferred [23] . We use a sequence of quasi-uniform triangular meshes (see Fig. 3 ) and we solve the problem with spaces
. We list the errors in approximation to p and u in Tab. 5. It is clear that the proposed method yields the same convergence rates as the Example 1, which validates our theoretical estimates. in polar coordinate and impose the Dirichlet boundary condition. The data f and the function g are chosen accordingly. We notice that u(r, θ) only belongs to H 2+s with s < 2/3. In Tab. 6, we list the Table 4 . errors measured in the energy norm and L 2 norm for both flux and pressure. Here we observe that the error |||p − p h ||| p decreases at the rate O(h 2/3 ) which matches with the fact that p only belongs to
A possible explanation of the rates may be traced back to the lack of H 3 -regularity of the exact solution on the whole domain. Table 5 . observe the optimal convergence rate for p h under L 2 norm when m is odd, and all computed convergence orders agree with the theoretical analysis.
Efficiency comparison.
The number of the degrees of freedom of a discretized system is a suitable indicator for the efficiency, as illustrated by Hughes et al in [17] . In our method, the accuracy of p h determines the convergence behavior of the pressure. Thus, to show the efficiency of the proposed 
method, we make a comparison between the standard least squares discontinuous finite element method presented in Section 2 and the proposed method by comparing the error of the numerical flux p h .
For both methods, we select the finite element spaces of equal order for solving the Poisson problem. Here we solve the problems that are taken from the Example 1 and Example 5 for two and three dimensional case, respectively. We implement the two methods on successively refined meshes. In Fig. 5 , we plot the errors of numerical flux in the DLS energy norm · p against the number of degrees of freedom with 1 ≤ m ≤ 3 in two and three dimension. All convergence orders are in perfect agreement with the theoretical results.
There are two points notable for us. To achieve the same accuracy, the proposed method uses much less DOFs than the DLS finite element method. The saving of number of DOFs is more remarkable for higher order approximation. For d = 2, the number of DOFs used in our method is about 36% of that in DLS method for linear approximation to achieve the same accuracy. Meanwhile, the number of DOFs used in our method is about 31% and 27% of the number of DOFs used in DLS method for m = 2 and 3, respectively (see Fig. 5 ). In Fig. 5 , one may see that the saving of number DOFs for 3D problems is even more significant than 2D problems. For d = 3, the percentages of number of DOFs reduce to about 30%, 12%, and 5% of that in DLS method for m = 1, 2, and 3, respectively.
Let us note at last that the numerical flux p h obtained by our method is locally irrotational, which is a natural property as the gradient of a function. 
Conclusion
We proposed a sequential least squares finite element method for the Poisson equation. The novel piecewisely irrotational approximation space is constructed by solving local least squares problem and we use this space to decouple the least squares minimization problem. We proved the convergences for 
Clearly, the number of DOFs of our method is always d times the number of elements in partition. Further, we give some details about the computer implementation of the reconstructed space. We take the case d = 2 to illustrate. We first outline the bases of the space S m (D), it is easily verified that for d = 2,
Similarly for m = 2, 3, there is Then we shall solve the least squares problem (11) on every element. We take K 0 and m = 1 for an instance (see Fig. 7 ), and we let S(K 0 ) = {K 0 , K 1 , K 2 , K 3 } where K i (i = 1, 2, 3) are the adjacent edgeneighbouring elements of K 0 . We denote by x i = (x i , y i ) the barycenter of the element K i and we obtain the collocation points set I K0 = {x 0 , x 1 , x 2 , x 3 }. Then for the function g = (g 1 , g 2 ) ∈ C 0 (Ω)∩H(curl 0 ; Ω) 
We notice that the matrix (A T A) −1 A T is independent of the function g and includes all information of the function λ i Kj (j = 0, 1, 2, 3, i = 1, 2) on the element K 0 . Thus we could store the matrix (A T A) −1 A T for every element to represent our approximation space. The idea of the implementation could be adapted to the high-order accuracy case and the high dimensional problem without any difficulty.
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