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Abstract
Classical multifractal analysis studies the local scaling behaviour of a single measure. However,
recently mixed multifractal has generated interest. Mixed multifractal analysis studies the simulta-
neous scaling behaviour of finitely many measures and provides the basis for a significantly better
understanding of the local geometry of fractal measures. The purpose of this paper is twofold. Firstly,
we define and develop a general and unifying mixed multifractal theory of mixed Rényi dimensions
(also sometimes called the generalized dimensions), mixed Lq -dimensions and mixed coarse mul-
tifractal spectra for arbitrary doubling measures. Secondly, as an application of the general theory
developed in this paper, we provide a complete description of the mixed multifractal theory of fi-
nitely many self-similar measures.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
For a probability measure µ on Rd with support equal to K , the (covering) Rényi di-
mensions of µ are defined as follows. For r > 0 and a real number q writeE-mail address: lo@st-and.ac.uk.
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(B(xi ,r))i is a centered
cover of K
∑
i
µ
(
B(xi, r)
)q
. (1.1)
(Recall that a countable cover (B(xi, r))i of a set K is called centered if xi ∈ K for all i.)
The lower and upper Rényi dimensions of order q (also sometimes called the generalized
dimensions of order q) are now defined by
τ c(q) = lim inf
r↘0
logMc(r;q)
− log r ,
τ c(q) = lim sup
r↘0
logMc(r;q)
− log r . (1.2)
The Rényi dimensions were essentially introduced by Rényi [21,22] in the 1960’s as a
tool for analyzing various problems in information theory. In fact, for a probability vec-
tor p = (p1, . . . , pn) and q ∈ R, Rényi defined the q-entropy Hp(q) of p by Hp(q) =
1
1−q log
∑
i p
q
i for q = 1, and Hp(1) = −
∑
i pi logpi . The Lq -dimensions of µ are inte-
gral versions of the Rényi dimensions. For r > 0 and a real number q , write
I (r;q) =
∫
K
µ
(
B(t, r)
)q
dµ(t). (1.3)
The lower and upper Lq -dimensions of order q are now defined by
D(q) = lim inf
r↘0
log I (r;q)
− log r ,
D(q) = lim sup
r↘0
log I (r;q)
− log r . (1.4)
The main significance of the Rényi dimensions and the Lq -dimensions, is their relation-
ship with the multifractal spectrum. For a probability measure µ on Rd (or on a general
metric space), we define the Hausdorff multifractal spectrum function, f , of µ and the
packing multifractal spectrum function, F , of µ by
f (α) = dim
{
x ∈ Rd ∣∣ lim
r↘0
logµ(B(x, r))
log r
= α
}
, α  0,
F (α) = Dim
{
x ∈ Rd ∣∣ lim
r↘0
logµ(B(x, r))
log r
= α
}
, α  0, (1.5)
where dim denotes the Hausdorff dimension and Dim denotes the packing dimension.
Next, recall that the Legendre transform ϕ∗ of a function ϕ :R → R is defined by
ϕ∗(x) = inf
y
(
xy + ϕ(y)). (1.6)
In the 1980’s it was conjectured in the physics literature [8,9] that for “good” measures
the following result, relating the multifractal spectra functions f and F to the Legendre
transform of the Rényi dimensions, holds: namely (1) that the Rényi dimensions and the
Lq -dimensions coincide, and (2) that the multifractal spectra functions f and F coincide
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dre transform of the Lq -dimensions, i.e.
τ c(q) = τ c(q) = D(q − 1) = D(q − 1), (1.7)
and
dim
{
x ∈ Rd ∣∣ lim
r↘0
logµ(B(x, r))
log r
= α
}
= τ ∗c(α) = τ ∗c(α), (1.8)
for all q ∈ R and all α  0. This result is known as the multifractal formalism. During
the 1990’s there has been an enormous interest in verifying the multifractal formalism and
computing the multifractal spectra of measures in the mathematical literature, and within
the last 6 or 7 years the multifractal spectra of various classes of measures in Euclid-
ean space Rd exhibiting some degree of self-similarity have been computed rigorously,
cf. [7,13] and references therein.
Recently mixed (or simultaneous) multifractal spectra have generated an enormous in-
terest in the mathematical literature, cf. [2,3,13,15,18–20] and the survey papers [16,17].
Previously, only the scaling behaviour
lim
r↘0
logµ(B(x, r))
log r
of a single measure µ has been investigated [1,4,5,19]. However, mixed multifractal analy-
sis investigates the simultaneous scaling behaviour
lim
r↘0
logµ1(B(x, r))
log r
, . . . , lim
r↘0
logµk(B(x, r))
log r
of finitely many measures µ1, . . . ,µk . Mixed multifractal analysis thus combines local
characteristics which depend simultaneously on various different aspects of the underlying
dynamical system, and provides the basis for a significantly better understanding of the
underlying dynamics.
In this paper we apply the techniques and results from the theory of multifractal di-
vergence points developed in [14,16,17,19,20] to give a systematic and detailed account
of the substantially more complicated problem of computing the mixed Rényi dimensions
and the mixed Lq -dimensions, and relating these to the mixed multifractal spectra,
f (α) = dim
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
,
α ∈ Rk,
F (α) = Dim
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
,
α ∈ Rk. (1.9)
Figure 1 shows the graph of a typical mixed multifractal spectrum f (α) of two self-similar
measures.
In Section 2 we give the definitions of mixed Rényi dimensions and mixed Lq -
dimensions extending (1.2) and (1.4). In Section 3 we investigate mixed Rényi dimensions
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and mixed Lq -dimensions for arbitrary doubling measures. Finally, in Section 4 we inves-
tigate mixed Rényi dimensions and mixed Lq -dimensions for self-similar measures. The
proofs are given in Sections 5–7.
2. Definitions of mixed dimensions and mixed coarse spectra
2.1. Mixed Rényi dimensions
Let µ1, . . . ,µk be probability measures on Rd with common support equal to K . For
q = (q1, . . . , qk) ∈ Rk , we define the mixed covering moment scaling function of the mea-
sures µ1, . . . ,µk by
Mc(r;q) = inf
(B(xi ,r))i is a centered
cover of K
∑
i
µ1
(
B(xi, r)
)q1 . . .µk(B(xi, r))qk . (2.1)
The lower and upper mixed covering Rényi dimensions, denoted by τ c(q) and τ c(q), of
µ1, . . . ,µk are defined by
τ c(q) = lim inf
r↘0
logMc(r;q)
− log r ,
τ c(q) = lim sup
r↘0
logMc(r;q)
− log r . (2.2)
The reader will observe that for k = 1, these definitions reduce to (1.1) and (1.2). Of course,
it is also possible (and natural) to define packing Rényi dimensions by considering efficient
packings instead of economical coverings of K . A finite or countable family (B(xi, r))i of
balls is call a centered packing of K if B(xi, r)∩B(xj , r) = ∅ for all i = j , and xi ∈ K for
520 L. Olsen / J. Math. Anal. Appl. 306 (2005) 516–539all i. For q = (q1, . . . , qk) ∈ Rk , we define the mixed packing moment scaling function of
the measures µ1, . . . ,µk by
Mp(r;q) = sup
(B(xi ,r))i is a centered
packing of K
∑
i
µ1
(
B(xi, r)
)q1 . . .µk(B(xi, r))qk . (2.3)
The lower and upper mixed packing Rényi dimensions, denoted τ p(q) and τ p(q), of
µ1, . . . ,µk are defined by
τ p(q) = lim inf
r↘0
logMp(r;q)
− log r ,
τ p(q) = lim sup
r↘0
logMp(r;q)
− log r . (2.4)
2.2. Mixed Lq -dimensions
Mixed Lq -dimensions are integral versions of the Rényi dimensions. Let Dk denote the
diagonal ray in Rk , i.e.
D
k = {(t, . . . , t) ∈ Rk | t ∈ R}.
If E is a subset of Rk and r > 0, we will write B(E, r) for the closed r neighbourhood
of E, i.e. B(E, r) = {x ∈ Rd | dist(x,E) r}. Let µ1, . . . ,µk be probability measures on
R
d with common support equal to K . For q = (q1, . . . , qk) ∈ Rk , we define the mixed
integral moment scaling function of the measures µ1, . . . ,µk by
I (r;q) =
∫
Kk∩B(Dk,r)
µ1
(
B(t1, r)
)q1 . . .µk(B(tk, r))qk d(µ1 × · · · × µk)(t1, . . . , tk).
(2.5)
The lower and upper mixed Lq -dimensions, denoted D(q) and D(q), of µ1, . . . ,µk are
defined by
D(q) = lim inf
r↘0
log I (r;q)
− log r ,
D(q) = lim sup
r↘0
log I (r;q)
− log r . (2.6)
For k = 1, the above definitions coincide with (1.3) and (1.4).
2.3. Mixed coarse (multifractal) spectra
Let µ1, . . . ,µk be probability measures on Rd with common support equal to K . In
order to define the mixed coarse (multifractal) spectra of the measures µ1, . . . ,µk , we
fix α = (α1, . . . , αk) ∈ Rk and count the largest number of balls B(x, r) of radius r with
αj − ε  logµj (B(x,r))log r  αj + ε for ε > 0. Next, we let r and ε tend to 0. Formally we
proceed as follows. Let α = (α1, . . . , αk) ∈ Rk . For r, ε > 0, let
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{∣∣{B(xi, r) | i ∈ I}∣∣ ∣∣ (B(xi, r))i∈I is a finite or countable
centered packing of K such that
αj − ε  logµj (B(xi, r))log r  αj + ε
for all i ∈ I and all j = 1, . . . , k
}
. (2.7)
In analogy with the definition of the box dimension, we now define the lower and upper
mixed coarse spectra of the measures µ1, . . . ,µk by
f (α) = lim inf
ε↘0 lim infr↘0
logN(ε, r;α)
− log r ,
f (α) = lim inf
ε↘0 lim supr↘0
logN(ε, r;α)
− log r . (2.8)
It is tempting to interpret the numbers f (α) and f (α) as the lower and upper box dimen-
sions of the set
∆(α) =
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
.
We emphasize that this interpretation is misleading: the sets ∆(α) are often dense in the
common support of µ1, . . . ,µk and the box dimensions of ∆(α) are therefore typically
equal to the box dimensions of the support of µ for all α with ∆(α) = ∅.
3. Results for arbitrary measures
In this section we state results holding for arbitrary doubling measures. A measure µ on
R
d with support equal to K is said to satisfy the doubling condition if
lim sup
r↘0
sup
x∈K
µ(B(x,2r))
µ(B(x, r))
< ∞.
It has recently been realized that the doubling condition plays an important role in multi-
fractal geometry, cf. [12,24]. The first main result (Theorem 1) says that the mixed Rényi
dimensions and the mixed Lq -spectra coincide and provides a natural mixed multifractal
generalization of the multifractal formalism (1.7). The second main result (Theorem 2)
says that the mixed coarse spectra and the Legendre transform of the mixed Rényi dimen-
sions provide upper bounds for the mixed multifractal spectra and should be viewed as a
natural mixed multifractal generalization of the multifractal formalism (1.8).
Theorem 1. Let µ1, . . . ,µk be doubling probability measures on Rd . We have
τ c(q) = τ p(q) = D(q − 1),
τ c(q) = τ p(q) = D(q − 1),for all q ∈ Rk where 1 = (1, . . . ,1) ∈ Rk .
522 L. Olsen / J. Math. Anal. Appl. 306 (2005) 516–539To state Theorem 2 we need the notion of the Legendre transform of a function defined
on Rk . For a function ϕ :Rk → R we define the Legendre transform ϕ∗ :Rk → R by
ϕ∗(x) = inf
y
(〈x|y〉 + ϕ(y)), (3.1)
where 〈·|·〉 denotes the usual inner product in Rk . Observe that this definition coincides
with definition (1.6) for k = 1.
Theorem 2. Let µ1, . . . ,µk be probability measures on Rd . We have
dim
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
 f (α) τ ∗p(α),
Dim
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
 f (α) τ∗p(α),
for all α ∈ Rk .
The proofs of Theorems 1 and 2 are given in Section 5.
4. Results for self-similar measures
4.1. Statement of results
In this section we prove (Theorem 3) that for self-similar measures, all the dimensions
in Theorems 1 and 2 coincide and we give an explicit formula for them. Let Si :Rd → Rd
for i = 1, . . . ,N be contracting similarities and let (p1, . . . , pN) be a probability vector.
For each i, we denote the Lipschitz constant of Si by ri ∈ (0,1). The self-similar set K and
the self-similar measure µ associated with the list (S1, . . . , SN ,p1, . . . , pN) are defined as
the unique non-empty compact subset K of Rd such that
K =
⋃
i
Si(K), (4.1)
and the unique Borel probability measure µ on Rd such that
µ =
∑
i
piµ ◦ S−1i , (4.2)
cf. [10]. It is well known that suppµ = K . We say that the list (S1, . . . , SN) satisfies the
strong separation condition (SSC) if SiK ∩ SjK = ∅ for all i, j with i = j .
In the early 1990’s Cawley and Mauldin [4] computed the multifractal spectra of µ
assuming the SSC. (We note that in the late 1990’s Arbeiter and Patzschke [1] succeeded
in computing the multifractal spectra assuming a significantly weaker condition known as
the open set condition.) Define the function β :R → R by∑
p
q
i r
β(q)
i = 1. (4.3)i
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maxi
logpi
log ri .
(1) If α /∈ (−β ′)(R) = [αmin, αmax], then{
x ∈ Rd ∣∣ lim
r↘0
logµ(B(x, r))
log r
= α
}
= ∅.
(2) If α ∈ (−β ′)(R) = (αmin, αmax), then
dim
{
x ∈ Rd ∣∣ lim
r↘0
logµ(B(x, r))
log r
= α
}
= β∗(α).
(3) For all q ∈ R we have
τ c(q) = τ c(q) = D(q − 1) = D(q − 1) = β(q).
We will now generalize Theorem A to the mixed multifractal setting. Let pj =
(pj,i)i=1,...,N be probability vectors for j = 1, . . . , k. Let µj denote the self-similar mea-
sure associated with the list (S1, . . . , SN ,pj,1, . . . , pj,N ), i.e. µj is the unique Borel prob-
ability measure such that
µj =
∑
i
pj,iµj ◦ S−1i . (4.4)
Write K for the common support of the measures µ1, . . . ,µk , i.e. K is the unique compact
set satisfying (4.1). Define β :Rk → R by∑
i
p
q1
1,i . . . p
qk
k,ir
β(q)
i = 1 (4.5)
for q = (q1, . . . , qk), and observe that this definition reduces to (4.3) for k = 1. Also, note
that the implicit function theorem shows that β is differentiable. The next result says that
for self-similar measures, all the dimensions in Theorems 1 and 2 coincide and equal β
or β∗.
Theorem 3. Assume that the SSC is satisfied.
(1) If α ∈ (−∇β)(Rk), then
dim
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
= Dim
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
= f (α) = f (α) = β∗(α).
(2) For all q ∈ Rk , we have
τ c(q) = τ c(q) = τ p(q) = τ p(q) = D(q − 1) = D(q − 1) = β(q).(Recall that 1 = (1, . . . ,1) ∈ Rk .)
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4.2. An example
We now present an example illustrating the main features of the graphs of β and
β∗. Let k = 2, d = 1 and N = 4. Define S1, S2, S3, S4 by Si(x) = x+2(i−1)7 , and let
p1 = ( 111 , 12 , 14 , 744 ) and p2 = ( 217 , 27 , 37 , 20119 ). In the case the function β :R2 → R is de-
fined by
(
1
11
)q1( 2
17
)q2(1
7
)β(q1,q2)
+
(
1
2
)q1(2
7
)q2(1
7
)β(q1,q2)
+
(
1
4
)q1(3
7
)q2(1
7
)β(q1,q2)
+
(
7
44
)q1( 20
119
)q2(1
7
)β(q1,q2)
= 1. (4.6)
Figures 2–4 show the graphs of β and β∗.
4.3. Properties of the function β
In this section we list the properties of the function β and its Legendre transform β∗.
We begin with a few definitions. Let
αj,i = logpj,ilog ri , αi = (α1,i , . . . , αk,i). (4.7)
Define λ, l :Rk → R by
λ(q) = inf
i
〈αi |q〉 (4.8)
andFig. 2. The graph of the function β in (4.7).
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β in (4.7).
Fig. 4. The graph of the Legendre transform β∗ of the function β in (4.7).
∑
i〈αi |q〉=λ(q)
r
l(q)
i = 1, (4.9)
for q = (q1, . . . , qk) ∈ Rk . Observe that l(q) 0.
Theorem 4. Properties of β .
(1) The function β is convex.
(2) For each fixed q ∈ Rk , the functiont → tλ(q) + β(tq), t ∈ R,
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rection determined by q has the following straight line t → (qt,−tλ(q) + l(q)) as an
asymptote as t → ∞.
Define the subspace Λ of Rk by
Λ = {λ ∈ Rk | 〈α1|λ〉 = · · · = 〈αk|λ〉}.
(3) We have
β
(
q +
n∑
i=1
tiλi
)
= (β(q) − β(0))+ n∑
i=1
tiβ(λi ),
for all q ∈ R, n ∈ N, λ1, . . . ,λn ∈ Λ and t1, . . . , tn ∈ R with ∑ni=1 ti = 1. That is, the
restriction of β to q + Λ is affine for all q ∈ Rk , and the restriction of β to q + Λ is
obtained by translating the restriction of β to Λ by β(q) − β(0).
(4) The restriction of β to q + Γ is strictly convex for all q ∈ Rk and all subspaces Γ of
R
k with Γ ∩ Λ = {0}.
(5) The following two statements are equivalent:
(i) The function β is strictly convex.
(ii) Λ = {0}.
Theorem 5. Properties of β∗.
(1) The function β∗ is concave.
(2) The effective domain of β∗, i.e. the set {α ∈ Rk | β∗(α) > −α}, is given by{
α ∈ Rk | β∗(α) > −∞}= ⋂
q∈Rk
{
α ∈ Rk | λ(q) 〈α|q〉}= (−∇β)(Rk).
(3) We have
β∗(α) =
{
−∞ for α /∈ (−∇β)(Rk),
〈q|−∇β(q)〉 + β(q) for q ∈ Rk with α = −∇β(q) ∈ (−∇β)(Rk).
(4) supα β∗(α) = β∗(−∇β(0)) = dimK .
(5) Fix q ∈ Rk with β(q) = 0, and write α = −∇β(q). Then β∗(α) = 〈α|q〉, and the
straight line in Rk+1 defined by
t → t(α, 〈α|q〉), t ∈ R,
is tangent to the graph of β∗ at the point (α, 〈α|q〉).
The proofs of Theorems 4 and 5 are given in Section 7.
5. Proofs of Theorems 1 and 2We first prove Theorem 1.
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ities:
D(q − 1) τ c(q), D(q − 1) τ c(q), (5.1)
τ c(q) τ p(q), τ c(q) τ p(q), (5.2)
τ p(q)D(q − 1), τ p(q)D(q − 1). (5.3)
Using the fact that µj is a doubling measure it is easily seen that, for each q ∈ R, there
exists a constant cq  1 such that if r > 0 and x, s, t, u ∈ K with t ∈ B(x,2r) and s ∈
B(x, r), then we have
c−1q 
µj (B(x, r))
q
µj (B(t,
r
2 ))
q
 cq,
c−1q 
µj (B(x, r))
q
µj (B(s,2r))q
 cq,
c−1q 
µj (B(u, r))
q
µj (B(u,2r))q
 cq. (5.4)
Proof of (5.1). Write µ = µ1 × · · · × µk . Let r > 0 and let (B(xi, r))i be a centered
cover of K . Using (5.4) we obtain∑
i
µ1
(
B(xi, r)
)q1 . . .µk(B(xi, r))qk
 c−k1
∑
i
µ1
(
B(xi, r)
)q1−1 . . .µk(B(xi, r))qk−1
×
∫
Kk∩(B(xi ,2r)×···×B(xi ,2r))
dµ(t1, . . . , tk)
= c−k1
∑
i
∫
Kk∩(B(xi ,2r)×···×B(xi ,2r))
µ1
(
B(xi, r)
)q1−1 . . .µk(B(xi, r))qk−1
× dµ(t1, . . . , tk). (5.5)
Using (5.4) once more it follows that µj (B(xi, r))qj−1  cqj−1µj (B(t, r2 ))qj−1 for all
t ∈ K with t ∈ B(xi,2r). This and (5.5) imply that∑
i
µ1
(
B(xi, r)
)q1 . . .µk(B(xi, r))qk
 c−1
∑
i
∫
Kk∩(B(xi ,2r)×···×B(xi ,2r))
µ1
(
B
(
t1,
r
2
))q1−1
. . .µk
(
B
(
tk,
r
2
))qk−1
× dµ(t1, . . . , tk)
 c−1
∫
Kk∩⋃i (B(xi ,2r)×···×B(xi ,2r))
µ1
(
B
(
t1,
r
2
))q1−1
. . .µk
(
B
(
tk,
r
2
))qk−1× dµ(t1, . . . , tk),
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Kk ∩ B(Dk, r2 ) ⊆ Kk ∩
⋃
i (B(xi,2r) × · · · × B(xi,2r)). Hence∑
i
µ1
(
B(xi, r)
)q1 . . .µk(B(xi, r))qk
 c−1
∫
Kk∩B(Dk, r2 )
µ1
(
B
(
t1,
r
2
))q1−1
. . .µk
(
B
(
tk,
r
2
))qk−1
dµ(t1, . . . , tk)
= c−1I
(
r
2
;q − 1
)
.
Taking infimum over all centered covers (B(xi, r))i of K now yields
Mc(r;q) c−1I
(
r
2
;q − 1
)
.
The desired result follows from this by taking logarithms and diving by − log r .
Proof of (5.2). Fix r > 0 and write Br = {B(x, r) | x ∈ K}. Let ζ be the constant in
Besicovitch covering theorem, cf. [11, Theorem 2.7]. It follows from Besicovitch covering
theorem that there exist ζ subfamilies Br,1, . . . ,Br,ζ of Br such that K ⊆⋃i⋃B∈Br,i B
and each family Br,i consists of pairwise disjoint sets. This implies that
Mc(r;q)
∑
i
∑
B∈Br,i
µ1(B)
q1 . . .µk(B)
qk 
∑
i
Mp(r;q) = ζMp(r;q).
The desired result follows from this by taking logarithms and diving by − log r .
Proof of (5.3). As in the proof of (5.1), we write µ = µ1 × · · · × µk . Let r > 0 and let
(B(xi, r))i be a centered packing of K . We clearly have∑
i
µ1
(
B(xi, r)
)q1 . . .µk(B(xi, r))qk
=
∑
i
µ1
(
B(xi, r)
)q1−1 . . .µk(B(xi, r))qk−1
∫
Kk∩(B(xi ,r)×···×B(xi ,r))
dµ(t1, . . . , tk)
=
∑
i
∫
Kk∩(B(xi ,r)×···×B(xi ,r))
µ1
(
B(xi, r)
)q1−1 . . .µk(B(xi, r))qk−1 dµ(t1, . . . , tk).
(5.6)
However, it follows from (5.4) that µj (B(xi, r))qj−1  cqj−1µj (B(t,2r))qj−1 for all
t ∈ K with t ∈ B(xi, r). This and (5.6) imply that∑
i
µ1
(
B(xi, r)
)q1 . . .µk(B(xi, r))qk
C
∑
i
∫
Kk∩(B(xi ,r)×···×B(xi ,r))
µ1
(
B(t1,2r)
)q1−1 . . .µk(B(tk,2r))qk−1
× dµ(t1, . . . , tk),
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(B(xi, r)×· · ·×B(xi, r)))∩ (Kk ∩ (B(xj , r)×· · ·×B(xj , r))) = ∅ for all i = j , whence∑
i
µ1
(
B(xi, r)
)q1 . . .µk(B(xi, r))qk
 C
∫
Kk∩⋃i (B(xi ,r)×···×B(xi ,r))
µ1
(
B(t1,2r)
)q1−1 . . .µk(B(tk,2r))qk−1
× dµ(t1, . . . , tk). (5.7)
Next, observing that Kk ∩⋃i (B(xi, r)× · · ·×B(xi, r)) ⊆ Kk ∩B(Dk,2r), we infer from
(5.7) that∑
i
µ1
(
B(xi, r)
)q1 . . .µk(B(xi, r))qk
 C
∫
Kk∩B(Dk,2r)
µ1
(
B(t1,2r)
)q1−1 . . .µk(B(tk,2r))qk−1 dµ(t1, . . . , tk)
= CI (2r;q − 1).
Taking supremum over all centered packings (B(xi, r))i of K now yields
Mp(r;q) CI (2r;q − 1).
The desired result follows from this by taking logarithms and diving by − log r . 
We now turn towards the proof of Theorem 2.
Proof of Theorem 2. We must prove the following four inequalities:
dim
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
 f (α), (5.8)
Dim
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
 f (α), (5.9)
f (α) τ ∗p(α), (5.10)
f (α) τ ∗p(α), (5.11)
for all α = (α1, . . . , αk) ∈ Rk .
Proof of (5.8). Write
E =
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
,
and t = dimE. Let ε > 0 and for n ∈ N write{
d
∣∣ logµj (B(x, s)) 1 }En = x ∈ R αj − ε  log s  αj + ε for 0 < s < n and all j .
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tive s-dimensional Hausdorff measure and the s-dimensional Hausdorff measure, respec-
tively. Since Ht−ε(E) = ∞ and E1 ⊆ E2 ⊆ · · · with ⋃n En = E, there exist δ > 0 and
n ∈ N such that
Ht−εδ (En) 1.
Fix 0 < r < min( δ2 ,
1
n
). We may clearly choose a finite centered packing (B(xi, r))i∈I of
K with αj − ε  logµj (B(xi ,r))log r  αj + ε for all i ∈ I and all j such that |I | = N(ε, r;α).
Next observe that (B(xi,2r))i∈I is a covering of En. (Indeed, otherwise there exists z ∈
En \⋃i B(xi,2r). This implies that αj − ε  logµj (B(z,r))log r  αj + ε for all j and B(z, r)∩
B(xi, r) = ∅ for all i ∈ I , and so N(ε, r;α)  |I | + 1. But this contradicts the fact that
N(ε, r;α) = |I |.) We therefore deduce that
N(ε, r;α)(2r)t−ε =
∑
i∈I
(2r)t−ε Ht−εδ (En) 1
for all 0 < r < min( δ2 ,
1
n
). Taking logarithms and letting r tend to 0 we obtain
t  lim inf
r↘0
logN(ε, r;α)
− log r + ε
for all ε > 0. Finally, letting ε tend to 0 we see that t  f (α).
Proof of (5.9). For a subset E of Rd and r > 0, let Nr(E) denote the smallest number
of sets with diameter at most r needed to cover the set E, and recall that dimB(E) =
lim supr↘0
logNr(E)
− log r denote the upper box dimension of E. Also recall that the packing
dimension DimE of E can be computed in terms of the upper box dimension as follows:
DimE = inf
E⊆⋃∞n=1 En supn dimB(En) (5.12)
(cf. [6]). We can now prove (5.9). Let ε > 0. Let the sets E and En be defined as in the
proof of (5.8). Next, fix n ∈ N and 0 < r < 1
n
. We may clearly choose a centered packing
(B(xi, r))i∈I of K with αj − ε  logµj (B(xi ,r))log r  αj + ε for all i ∈ I and all j such that
|I | = N(ε, r;α). It follows by an argument similar to the argument in the proof of (5.8)
that (B(xi,2r))i∈I is a covering of En, whence
N4r (En) |I | = N(ε, r;α)
for 0 < r < 1
n
. Hence
dimB(En) lim sup
r↘0
logN(ε, r;α)
− log r
for all n. Since E =⋃n En, this and (5.12) imply that
DimE  sup
n
dimB(En) lim sup
r↘0
logN(ε, r;α)
− log r
for all ε > 0. Letting ε tend to 0 gives the desired result.
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lim inf
r↘0
logN(ε, r;α)
− log r > f (α) − η for 0 < ε < ε0.
Now fix 0 < ε < ε0 and choose 0 < r0 < 1 such that
logN(ε, r;α)
− log r  f (α) − η for 0 < r < r0.
For any centered packing (B(xi, r))i∈I of K with αj − ε  logµj (B(xi ,r))log r  αj + ε for all
i and all j , i.e. µj (B(xi, r))qj  rαj qj+ε|qj | for all i and all j , we have
Mp(r;q)
∑
i∈I
µ1
(
B(xi, r)
)q1 . . .µk(B(xi, r))qk ∑
i∈I
rα1q1+···+αkqk+ε(|q1|+···+|qk |)
= r〈α|q〉+ε‖q‖1 |I |,
where ‖q‖1 = |q1| + · · · + |qk|, whence
Mp(r;q) r〈α|q〉+ε‖q‖1N(ε, r;α) r〈α|q〉+ε‖q‖1r−f (α)+η = r〈α|q〉+ε‖q‖1−f (α)+η
for all 0 < r < r0. Taking logarithms and letting r tend to 0, we obtain
f (α) 〈α|q〉 + ε‖q‖1 + τ p(q) + η
for all 0 < ε < ε0 and all η > 0. Finally, letting ε and η tend to 0 we see that
f (α) 〈α|q〉 + τ p(q).
Since q ∈ Rk was arbitrary this inequality implies that f (α)  infq(〈α|q〉 + τ p(q)) =
τ ∗p(α), which completes the proof of (5.10).
Proof of (5.11). The proof of (5.11) is similar to the proof of (5.10) and is therefore
omitted. 
6. Proof of Theorem 3
We begin with some definitions and notation. Let
Σ∗ =
⋃
n
{1, . . . ,N}n, ΣN = {1, . . . ,N}N,
i.e. Σ∗ is the family of all finite strings ω = ω1 . . . ωn with entries ωi ∈ {1, . . . ,N}, and
ΣN is the family of all infinite strings ω = ω1ω2 . . . with entries ωi ∈ {1, . . . ,N}. For ω =
ω1ω2 . . . ∈ Σ∗ and a positive integer n, let ω|n = ω1 . . .ωn ∈ Σ∗ denote the truncation of ω
to the nth place. Also, for ω = ω1 . . .ωn ∈ Σ∗, write pj,ω = pj,ω1 . . . pj,ωn , rω = rω1 . . . rωn
and
Kω = Sω1 ◦ · · · ◦ Sωn(K).
Finally, define π :ΣN → K by {π(ω)} =⋂n Kω|n.
For r > 0 and x ∈ K with x = π(ω) for ω ∈ ΣN, we define positive integers k(x, r) and
l(x, r) by
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Kω|k(x,r)−1 ⊆ B(x, r) ∩ K,
and
B(x, r) ∩ K ⊆ Kω|l(x,r),
B(x, r) ∩ K ⊆ Kω|l(x,r)+1.
Lemma 6.1. Assume that the SSC is satisfied. Then there exists a constant M > 0 such that
0 k(x, r) − l(x, r)M for all x ∈ K and all r > 0.
This result follows easily from the SSC and the proof is therefore omitted.
It is well known that
µj (Kω) = pj,ω
for all ω ∈ Σ∗. This result will be used frequently below. Write pmin = mini,j pi,j . Fix
x ∈ K with x = π(ω) for ω ∈ ΣN. If q  0, then Lemma 6.1 shows that pqj,ω|l(x,r) 
µj (B(x, r))
q  pqj,ω|k(x,r)  p
Mq
minp
q
j,ω|l(x,r), and if 0  q , then Lemma 6.1 shows that
p
Mq
minp
q
j,ω|l(x,r)  p
q
j,ω|k(x,r)  µj (B(x, r))q  p
q
j,ω|l(x,r). Hence, we can thus find a con-
stant cq  1 such that
c−1q p
q
j,ω|l(x,r)  µj
(
B(x, r)
)q  cqpqj,ω|l(x,r)
for all x = π(ω) ∈ K and r > 0. A similar argument shows that there exists a constant
Cq  1 such that
C−1q p
q
j,ω|k(x,r)  µj
(
B(x, r)
)q  Cqpqj,ω|k(x,r)
for all x = π(ω) ∈ K and r > 0. In addition, similar arguments also show that for each
q ∈ Rk there exists constants cq,Cq  1 such that
c−1q r
β(q)
ω|l(x,r)  r
β(q) < cqr
β(q)
ω|l(x,r),
C−1q r
β(q)
ω|k(x,r)  r
β(q) < Cqr
β(q)
ω|k(x,r),
for all x = π(ω) ∈ K and r > 0.
Proof of Theorem 3. It follows from [18] that
dim
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
= β∗(α),
Dim
{
x ∈ Rd ∣∣ lim
r↘0
(
logµ1(B(x, r))
log r
, . . . ,
logµk(B(x, r))
log r
)
= α
}
= β∗(α), (6.1)
for all α ∈ Rk . Since self-similar measures satisfying the SSC are doubling measures
(cf. [12]), it follows from (6.1) and Theorems 1 and 2 that it suffices to prove the following
two inequalities:
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τ p(q) β(q), (6.3)
for all q ∈ Rk . Fix q = (q1, . . . , qk) ∈ Rk . Since ∑i pq11,i . . . pqkk,irβ(q) = 1, we can define a
probability measure µ˜q on ΣN such that µ˜q([ω]) = pq11,ω . . . pqkk,ωrβ(q)ω for all ω ∈ Σ∗. Next,
we define the probability measure µq on K by µq = µ˜q ◦π−1. It follows immediately that
µq(Kω) = pq11,ω . . . pqkk,ωrβ(q)ω
for all ω ∈ Σ∗.
Proof of (6.2). Let (B(xi, r))i be a centered cover of K . For each i we choose ωi ∈ ΣN
such that xi = π(ωi). We now have
∑
i
µ1
(
B(xi, r)
)q1 . . .µk(B(xi, r))qk  c−1∑
i
p
q1
1,ωi |l(xi ,r) . . . p
qk
k,ωi |l(xi ,r)
= c−1
∑
i
µq(Kωi |l(xi ,r))r
−β(q)
ωi |l(xi ,r)  c
−1c−1q r−β(q)µq
(⋃
i
Kωi |l(xi ,r)
)
 c−1c−1q r−β(q)µq
(⋃
i
B(xi, r)
)
 c−1c−1q r−β(q),
for all r > 0 where c = cq1 . . . cqk . Taking infimum over all centered covers (B(xi, r))i of
K gives
Mc(r;q) c−1c−1q r−β(q).
This clearly implies that β(q) τ c(q) and completes the proof of (6.2).
Proof of (6.3). Let (B(xi, r))i be a centered packing of K . For each i we choose ωi ∈
ΣN such that xi = π(ωi). We now have
∑
i
µ1
(
B(xω, r)
)q1 . . .µk(B(xω, r))qk C∑
i
p
q1
1,ωi |k(xi ,r) . . . p
qk
k,ωi |k(xi ,r)
= C
∑
i
µq(Kωi |k(xi ,r))r
−β(q)
ωi |k(xi ,r)  CCqr
−β(q)∑
i
µq
(
B(xi, r)
)
= CCqr−β(q)µq
(⋃
i
B(xi, r)
)
 CCqr−β(q),
for all r > 0 where C = Cq1 . . .Cqk . Taking supremum over all centered packings
(B(xi, r))i of K gives
Mp(r;q) CCqr−β(q).
This clearly implies that τ p(q) β(q) and completes the proof of (6.3). 
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Recall, that the function β :Rk → R is defined by ∑i pq11,i . . . pqkk,irβ(q)i = 1 for q =
(q1, . . . , qk) ∈ Rk . Also define pi :Rk → R by
pi(q) =
p
q1
1,i . . . p
qk
k,ir
β(q)
i log ri∑
l p
q1
1,l . . . p
qk
k,lr
β(q)
l log rl
(7.1)
for q = (q1, . . . , qk) ∈ Rk . Observe that pi(q) 0 and that ∑i pi(q) = 1. It follows from
the definition of β and the theorem of implicit differentiation that β is partially differen-
tiable with respect to all variables. If we let Djβ denote partial derivative of β with respect
to the j th variable, then it follows by implicit differentiation that
Djβ(q) = −
∑
l
pl(q)αj,l,
DiDjβ(q) = −
∑
l
pl(q)
(
αi,l + Diβ(q)
)(
αj,l + Djβ(q)
)
log rl, (7.2)
where αi,l = logpi,llog rl (cf. (4.8)).
Lemma 7.1. For each fixed q ∈ Rk , the function t → tλ(q) + β(tq) is decreasing and
limt→∞(tλ(q) + β(tq)) = l(q). In particular, we have λ(q) + β(q)  l(q). (Recall that
λ(q) and l(q) are defined in (4.9) and (4.10).)
Proof. Write q = (q1, . . . , qk). Let f (t) = tλ(q) + β(tq) for t ∈ R. The function f is
clearly differentiable with
f ′(t) = λ(q) +
∑
j
Djβ(tq)qj =
∑
i
pi(tq)λ(q) −
∑
j
qj
∑
i
pi(tq)αj,i
=
∑
i
pi(tq)
(
λ(q) −
∑
j
qjαj,i
)
=
∑
i
pi(tq)
(
λ(q) − 〈αi |q〉
)
 0.
This shows that f is decreasing. Hence, the limit a := limt→∞ f (t) exists. We must now
prove that a = l(q). We have
1 =
∑
i
p
q1t
1,i . . . p
qkt
k,i r
β(tq)
i
=
∑
i
exp
(
t
(∑
j
qjαj,i − λ(q)
)
log ri
)
r
f (t)
i
=
∑
i
exp
(
t
(〈αi |q〉 − λ(q)) log ri)rf (t)i
=
∑
r
f (t)
i +
∑
exp
(
t
(〈αi |q〉 − λ(q)) log ri)rf (t)i . (7.3)i〈αi |q〉=λ(q)
i〈αi |q〉>λ(q)
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(7.3) implies (by letting t → ∞) that 1 = ∞. Hence we deduce that a ∈ R. Letting t → ∞
in (7.3) therefore yields
1 =
∑
i〈αi |q〉=λ(q)
rai .
This shows that a = l(q). 
Lemma 7.2. We have⋂
q∈Rk
{
α ∈ Rk | λ(q) 〈α|q〉}= {α ∈ Rk | β∗(α) > −∞}= (−∇β)(Rk).
Proof. We must prove the following three inclusions:
(−∇β)(Rk) ⊆
⋂
q∈Rk
{
α ∈ Rk | λ(q) 〈α|q〉}, (7.4)
⋂
q∈Rk
{
α ∈ Rk | λ(q) 〈α|q〉}⊆ {α ∈ Rk | β∗(α) > −∞}, (7.5)
{
α ∈ Rk | β∗(α) > −∞}⊆ (−∇β)(Rk). (7.6)
Proof of (7.4). For q = (q1, . . . , qk) ∈ Rk we have〈−∇β(s)∣∣q〉= −∑
j
qjDjβ(s) =
∑
j
qj
∑
i
pi(s)αj,i =
∑
i
pi(s)
∑
j
qjαj,i

∑
i
pi(s)λ(q) = λ(q),
for all s ∈ Rk . This completes the proof of (7.4).
Proof of (7.5). Let α ∈ Rk and assume that λ(q) 〈α|q〉 for all q ∈ Rk . We must now
prove that β∗(α) > −∞. Since λ(q) 〈α|q〉 for all q ∈ Rk , it follows immediately from
Lemma 7.1 that
β∗(α) = inf
q∈Rk
(〈α|q〉 + β(q)) inf
q∈Rk
(
λ(q) + β(q)) inf
q∈Rk
l(q) 0,
where we have used the fact that l(q) 0.
Proof (7.6). This follows immediately from [23, Corollary 26.4.1]. 
Proof of Theorem 4. (1) Let q1 = (q1i )i , q2 = (q2i )i ∈ Rk and s1, s2 ∈ [0,1] with s1 +
s2 = 1. Hölder’s inequality now implies that∑
i
p
s1q11+s2q21
1,i . . . p
s1q1k+s2q2k
k,i r
β(s1q1+s2q2)
i
=
∑(
p
q11 . . . p
q1k r
β(q1))s1(pq21 . . . pq2k rβ(q2))s2i
1,i k,i i 1,i k,i i
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(∑
i
p
q11
1,i . . . p
q1k
k,i r
β(q1)
i
)s1(∑
i
p
q21
1,i . . . p
q2k
k,i r
β(q2)
i
)s2
= 1s11s2 = 1.
It follows from this that s1β(q1) + s2β(q2) β(s1q1 + s2q2).
(2) This statement follows from Lemma 7.1.
(3) Write q = (q1, . . . , qk). Also, for brevity we write ∑l tlλl = v = (v1, . . . , vk). Ob-
serve that since λl ∈ Λ, there exists cl ∈ R such that 〈αi |λl〉 = cl for all i. We now have
1 =
∑
i
p
q1+v1
1,i . . . p
qk+vk
k,i r
β(q+v)
i =
∑
i
p
q1
1,i . . . p
qk
k,i exp
(〈αi |v〉 log ri)rβ(q+v)i
=
∑
i
p
q1
1,i . . . p
qk
k,i exp
(∑
l
tl〈αi |λl〉 log ri
)
r
β(q+v)
i
=
∑
i
p
q1
1,i . . . p
qk
k,ir
β(q+v)+∑l tl cl
i .
It follows from this that β(q) = β(q + v) +∑l tlcl , whence
β
(
q +
∑
l
tlλl
)
= β(q) −
∑
l
tlcl (7.7)
for all q and all t1, . . . , tn ∈ R with ∑l tl = 1. Finally, setting q = 0 and tl = 1 for l = j
and tl = 0 for l = j in (7.7), gives β(λj ) = β(0) − cj , whence cj = β(0) − β(λj ). We
therefore conclude that
β
(
q +
∑
l
tlλl
)
= β(q) −
∑
l
tl
(
β(0) − β(λj )
)= (β(q) − β(0))+∑
l
tlβ(λl )
for all q and all t1, . . . , tn ∈ R with ∑l tl = 1.
(4) Let γ 1, . . . ,γm with γ i = (γi,l)l be a basis for Γ . Define f :Rm → R by
f (t) = β
(
q +
∑
l
tlγ l
)
for t = (t1, . . . , tm) ∈ Rm. We must now prove that f is strictly convex, i.e. we must prove
that ∑
i,j
DiDjf (t)vivj > 0 (7.8)
for all t ∈ Rm and all (v1, . . . , vm) ∈ Rm with (v1, . . . , vm) = (0, . . . ,0).
We will now prove (7.8). Therefore fix t = (t1, . . . , tm) ∈ Rm and (v1, . . . , vm) ∈ Rm
with (v1, . . . , vm) = (0, . . . ,0). For sake of brevity write
Dτβ = Dτβ
(
q +
∑
l
tlγ l
)
, ∇β = ∇β
(
q +
∑
l
tlγ l
)
,
DτDσβ = DτDσβ
(
q +
∑
l
tlγ l
)
,
pu = pu
(
q +
∑
tlγ
)
.l
l
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i,j
DiDjf (t)vivj
=
∑
i,j
∑
τ,σ
DτDσβγj,σ γi,τ vivj
= −
∑
u
∑
i,j
∑
τ,σ
pu(ατ,u + Dτβ)(ασ,u + Dσβ) log ruγj,σ γi,τ vivj
= −
∑
u
pu
(∑
i,τ
(ατ,u + Dτβ)γi,τ vi
)(∑
j,σ
(ασ,u + Dσβ)γj,σ vj
)
log ru
= −
∑
u
pu
(∑
i,τ
(ατ,u + Dτβ)γi,τ vi
)2
log ru
= −
∑
u
pu
〈
αu + ∇β
∣∣∣∣∑
i
viγ i
〉2
log ru
= −
∑
u
pu
(〈
αu
∣∣∣∣∑
i
viγ i
〉
− c
)2
log ru, (7.9)
where c = −〈∇β|∑i viγ i〉. However, since ∑i viγ i ∈ Γ \ {0} and Γ ∩ Λ = {0}, we con-
clude that
∑
i viγ i /∈ Λ. Hence there exists v such that 〈αv|
∑
i viγ i〉 = c. It follows from
this and (7.9) that
∑
i,j
DiDjf (t)vivj = −
∑
u
pu
(〈
αu
∣∣∣∣∑
i
viγ i
〉
− c
)2
log ru
−pv
(〈
αv
∣∣∣∣∑
i
viγ i
〉
− c
)2
log rv > 0.
(5) This follows immediately from (3) and (4). 
Proof of Theorem 5. (1) This follows from the fact that the Legendre transform of any
function is concave.
(2) This follows from Lemma 7.2.
(3) This follows from [23, Theorem 26.4 and Corollary 26.4.1] and the fact that β is
differentiable and convex.
(4) Using (3), we clearly have β∗(−∇β(0)) = 〈0|−∇β(0)〉 + β(0) = β(0) = dimK .
Hence it suffices to prove that for each fixed q = (q1, . . . , qk), the function
f : t → β∗(−∇β(tq))= 〈tq∣∣−∇β(tq)〉+ β(tq), t ∈ R,
has a global maximum at t = 0. The function f is obviously differentiable with
f ′(t) = 〈q∣∣−∇β(tq)〉+ t d 〈q∣∣−∇β(tq)〉+∑Diβ(tq)qi = −t d 〈q∣∣∇β(tq)〉
dt
i
dt
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dt
(∑
i
qiDiβ(tq)
)
= −t
∑
i
qi
∑
j
DjDiβ(tq)qj
= −t
∑
i,j
DjDiβ(tq)qiqj . (7.10)
Next, we observe that an argument similar to the proof of (7.9) shows that∑
i,j
DjDiβ(tq)qiqj = −
∑
l
pl(tq)
〈
αl + ∇β(tq)
∣∣q〉2 log rl . (7.11)
Combining (7.10) and (7.11) yields
f ′(t) = t
∑
l
pl(tq)
〈
αl + ∇β(tq)
∣∣q〉2 log rl .
We conclude from this that f ′(t) is positive for t  0, and that f ′(t) is negative for t  0,
whence f has a global maximum at t = 0.
(5) It follows from (3) that β∗(α) = β∗(−∇β(q)) = 〈q|−∇β(q)〉+β(q) = 〈q|α〉. Next
we consider the straight line  and the curve γ in Rk+1 defined by
 : t → t(α, 〈q|α〉)= (tα, t〈q|α〉), t ∈ R,
γ : t → (tα, β∗(tα)), t ∈ R.
We must prove that  is tangent to γ at t = 1, i.e. we must prove that ∇γ (1) = (α, 〈q|α〉).
To prove this, it clearly suffices to prove that
d
dt
β∗(tα)
∣∣∣∣
t=1
= 〈q|α〉.
Writing α = (α1, . . . , αk) we have
d
dt
β∗(tα)
∣∣∣∣
t=1
=
∑
i
Diβ
∗(α)αi =
〈∇β∗(α)∣∣α〉. (7.12)
However, since α = −∇β(q), the equivalence between conditions (a) and (a∗) in
[23, Theorem 23.5] shows that q = ∇β∗(α). This and (7.12) implies that d
dt
β∗(tα)|t=1 =
〈q|α〉. 
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