In this paper, I view and present the multiobjective discrete optimisation problem as a particular case of disjunctive programming where one seeks to identify efficient solutions from within a disjunction formed by a set of systems. The proposed approach lends itself to a simple yet effective iterative algorithm that is able to yield the set of all nondominated points, both supported and nonsupported, for a multiobjective discrete optimisation problem. Each iteration of the algorithm is a series of feasibility checks and requires only one formulation to be solved to optimality that has the same number of integer variables as that of the single objective formulation of the problem. The application of the algorithm show that it is particularly effective, and superior to the state-of-the-art, when solving constrained multiobjective discrete optimisation problem instances.
an extension of the standard branch-and-cut to a multiobjective setting described by Jozefowiez as solving MOP is concerned, in terms of both its speed and ability to identify set X E .
32
Other algorithms have been described to only partially generate set X E . In particular, the recursive and-bound, and those that are specifically designed to solve multiobjective versions of particular 39 discrete optimisation problems, such as the knapsack and the assignment problem, which I will not 40 review here, but instead will refer the reader to Ehrgott and Gandibleux (2000) and Ehrgott et al.
41
(2016) for a review of the main properties, theoretical results and algorithms.
42
In this paper, I describe an iterative algorithm that is along similar lines of thought to that of Klein 43 and Hannan (1982) in that a sequence of integer programming formulations are used to identify 44 efficient solutions, and every efficient solution induces a set of systems to exclude the previously 45 identified solutions from the search. However, the algorithm described here breaks away from all 46 previous methods in that I model the sets in which efficient solutions exist (or otherwise) using a disjunction of systems, which allows the use of a so-called convex hull reformulation of the corre-48 sponding disjunctive program. This particular reformulation itself lends itself to a decomposition of 49 the disjunction into its constituent systems. Each iteration of the algorithm is a series of feasibility 50 checks on these systems, as is further discussed below. 
56
These questions can be answered using disjunctive programming. To see this, consider the following 57 disjunction defined over an index set P ,
where each element p ∈ P corresponds to a system
, ∀k ∈ K}, and where 59 the subscript indicates that the system is induced by the solution x . In a more general case, I
60 will simply drop the subscript, in which case the system corresponding to the element p ∈ P of a 61 given disjunction will be shown as follows, where r p k is the right hand side coefficient of the system 62 corresponding to objective k ∈ K.
Coming back to the disjunction in (2.1), the |P | systems therein are constructed in such a way that 64 each one includes at least one objective with a finite bound, i.e.,
, which denotes 66 the set of feasible solutions defined by the disjunction (2.1). Similarly, let F (I p x ) denote the set of 67 feasible solutions of the set {x ∈ X|f k (x) ≤ f p k (x ), ∀k ∈ K}.
68
I now return to the two questions above, with answers.
69
A1. For the first question, it suffices to consider a special system I x ∈ X, which satisfies at least one of the systems I p x , i.e., ∃p ∈ P such that x ∈ F (I p x ).
78
I will use the following example to illustrate the development of the approach. Let x = {x ij } be a solution vector, where the variable x ij is equal to 1 if item i ∈ {1, 2, 3} is assigned to j ∈ {1, 2, 3}, and 0 otherwise. The set of feasible solutions to the assignment problem is denoted
83
by X A = (x ij :
x ij = 1 for j ∈ {1, 2, 3}, it is used as unbinding.
For this instance, the set F (I 7 x ) of feasible solutions for system I 7 x is empty, which indicates that x is a (strictly) efficient solution. In addition, if there is at least one p ∈ {1, . . . , 6} for which giving rise to the point f (x ) = (f 1 (x ), f 2 (x ), f 3 (x )) = (39, 31, 30) satisfying systems I 2 x , I 3 x and
96
I 5 x , indicating that F (x ) = ∅. Consider the following formulation that incorporates a disjunction defined with respect to an index 107 set P , where the |K| objectives have been combined into a single objective function. 
108

MOP(P ) Minimise
k∈K f k (x) subject to x ∈ X ∩    p∈P F (I p )    . MOP(P )
116
This approach would address the first drawback described above.
117
In relation to the second drawback, I make the following observation. Each of the systems in the or infeasibility, as shown in the following proposition.
125
Proposition 1 Let P be an index set of systems defining a disjunction and let I p and I q be two 126 systems defined as (2.2) such that p, q ∈ P . If r q k ≤ r p k for all k ∈ K, then I q can be discarded.
127
Proof First, I observe that F (I q ) ⊂ F (I p ). There are two cases to consider:
In this case, one can remove the system I q from the disjunction 129 without affecting the certificate of infeasibility.
130
2. If F (I p ) = ∅, then MOP(P ) will yield the optimal point f (x) with a corresponding efficient 131 solution x. I now show that f (x) is also the optimal point of MOP(P \ {q}) using the two 132 sub-cases below:
that f (x) is also optimal for MOP(P \ {q}).
. In this case, f (x) must be the optimal point of 136 MOP(P \ {q}) as otherwise there would have to be another point f (x) withx ∈ F (I p ),
, contradicting the optimality of 138 point f (x).
139
The result of Proposition 1 suggests that, under the minimising objective function of MOP(P ),
140
it suffices to use |K| systems to construct a disjunction for a given efficient solution x, using the
where M is a sufficiently large value.
142
The development presented above suggests a sequential procedure to generate all efficient points that it is possible to embed the disjunctive constraints into MOP(P ) without the need to use 155 additional binary variables. I will then describe an iterative algorithm where MOP(P ) will initially 156 be constructed using a disjunction defined by an index set P of systems, and P will be iteratively is nonempty,
where P 1 and P 2 are the index sets on which the two disjunctions are constructed using solutions 164
x and x , respectively. The set (2.3) of solutions correspond to the following conjunction,
which, by using the well-known distributivity operator on disjunctions A∧(B∨C) = (A∧B)∨(A∧C),
166
can be expressed in terms of the following expanded disjunction defined on an augmented index set 167 P of systems,
where P = P 1 ∪ P 2 . It is easy to see that a pair of inequalities
for a given p 1 ∈ P 1 , p 2 ∈ P 2 and k ∈ K, under an "and" operator can be expressed as
}, which can be used to rewrite (2.4) as follows:
Example 2 For the tri-objective assignment problem described in Example 1, consider the two 172 efficient points x = (30, 38, 37) and x = (39, 31, 30), each of which gives rise to the three sets of 173 inequalities shown below.
The disjunction associated with solution x is 
180
(r
By invoking the dominance criterion described in Proposition 1, one can reduce the nine systems
181
shown above to the four below.
Indeed, the two remaining nondominated points reported by Przybylski et al. by performing pairwise comparisons, to identify and subsequently discard any dominated system.
191
I denote this procedure by Dom(I) as applied to a given set I of systems. Balas (1998) shows that a disjunctive program defined over a disjunction of a set of systems indexed by P can be modelled using |P | additional variables by what is referred to as a convex hull reformulation. The convex hull reformulation C(P ) of the model MOP(P ) is given as follows:
Here, I note that C(∅) is the same as MOP(∅). According to a result given by Balas (1998) , an 194 optimal solution of the formulation above, if exists, will always identify a p * ∈ P such that y p * = 1
195
and y p = 0 for all p ∈ P \ {p * }. In fact, this result implies that it suffices to solve C(P ) where 
An iterative algorithm
201
Using the result by Balas (1998), I decompose formulation C(P ) into a series of smaller subproblems,
where each subproblem C p * corresponds to a particular p * ∈ P , where y p * = 1 and y p = 0 for all p ∈ P \ {p * }. In practice, one can project the y p variables out from each subproblem, yielding the following form of C p :
The iterative algorithm I propose starts with identifying an efficient solution by solving C p with 202 no disjunctions, which I denote by C 0 , and which is identical to C p without constraints (2.8). The once, and prior to the start of the algorithm.
218
A pseudocode of the proposed algorithm is given in Algorithm 1.
219
Algorithm 1 An iterative algorithm to solve MOP 1: I ← ∅, X E ← ∅, P ← {0}, 2: Label(p) ← feasible, for all p ∈ P 3: repeat
4:
Choose an unexamined element p ∈ P
5:
if Label(p) = infeasible then
6:
Solve C p
7:
if C p is infeasible then 8:
if C p is feasible then
10:
Let x be an optimal solution of C p 11:
I ← Conj(I,
I ← Dom(I )
14:
Update the index set P of the disjunction defined by set I
15:
Label(p) ← feasible, for all newly formed p ∈ P 16: until Label(p) = infeasible for all p ∈ P 17: Stop. X E is the set of efficient solutions.
The algorithm starts by initialising three sets, in particular a set I of systems, a set P of indices, 220 one for each system defining a disjunction, and a set X E of efficient solutions. The algorithm 221 then enters a loop between lines 3 and 16 to solve subproblems C p , and exits the loop as soon 222 as a feasible C p is found which yields an efficient solution x . Any ordering of elements in set P
223
can be used for this purpose. The system I k x induced by this solution is then added to the set I.
224
The algorithm maintains only a single disjunction at each iteration, comprising a set of systems,
225
and one which is gradually enlarged in Steps 12 and 13. In particular, a conjunction operator is 226 applied to the existing set of systems I and the new system I k x in Step 12. In
Step 13, the set I is checked to discard any dominated sets of inequalities. Kirlik and Sayin (2014) for |K| = 3 in terms of the total time required, but is slower for |K| = 4.
263
The main reason behind this is the number of efficient solutions that grows significantly as the size 264 of the problem increases, which, in turn, requires the disjunctive programming algorithm to iterate 265 for as many times as the number of efficient solutions of the instance. in a similar fashion as in Table 2 . For sets that contain instances that could not be solved within 
279
The results in Table 2 show that the proposed algorithm is dominated by that of Kirlik and Sayin
280
(2014) in terms of total solution time for instances with |K| = 3. However, the situation is quite the 281 opposite for when the number of objectives increases. In particular, the disjunctive programming 282 algorithm shows a significant decrease in the time required to generate the set of efficient solutions
283
for |K| = 4 and |K| = 5, and is able to solve more instances than Kirlik and Sayin (2014).
284
The results presented in this section for the MOKP suggest that the effectiveness of the disjunctive Total number of instances solved 7/10 10/10 Total number of instances solved 2/10 5/10 will provide further evidence on this in the following section. Table 6 . The results shown in Table 6 show a clear-cut superiority of the disjunctive programming algorithm 301 in terms of the computational time required. The reduction in the average number of solutions 302 from MOAP to MOTSP is evident when the results are compared with those presented in Table   303 1, which is a factor that contributes to the efficiency of the proposed algorithm. In addition to 304 the three-objective instances, I have also solved 10 instances of a four-objective TSP with n = 10.
305
For these instances, the average computational time required by the algorithm of Kirlik and Sayin 
317
For a given MOP, let P be a nonempty set of indices of systems forming a disjunction and X E 318 a set of efficient solutions already identified. The question of finding a well-dispersed subset can 319 be rephrased as finding a system p ∈ P such that x * ∈ F (I p ) maximises a given distance metric 320 between x * and all other x ∈ X E . For the purposes of this paper, I will use the following metric:
The above question is now tantamount to finding a x * ∈ X = argmax
In this section, I will additionally assume that f k (x) ≥ 0 for any x ∈ X for all k ∈ K. Consider, now, a
x ∈ F (I p ) for a given p ∈ P , for which the total distance from all other solutions in X E , by using the definition (4.1), can be calculated as follows:
As the last component of (4.2) is a constant for a given set X E , an upper bound on the maximum 322 distance is given by the first component, which implies that choosing a system p * ∈ P satisfying 323 the following condition,
is the one most likely to yield a solution x * that has the largest cumulative distance from all other 325 solutions x ∈ X. This observation requires searching through all the systems in P to identify the 326 one satisfying the condition (4.3), which is not impossible. However, a more practical approach 327 would be to limit the search from within the set of systems to those having the least amount of figures to suggest that the simple strategy described above suffices to generate a representative 342 sample of the set of nondominated solutions for these instances. The iterative algorithm described in this paper can be applied to any multiobjective discrete op- 
