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Abstract: In this paper we prove the uniform convergence of some quadrature formulas based on spline approximation 
for Cauchy principal value integrals of the type ftw(~)f’~)(x)/(x - v) dx (k = 0, 1,. . .) and we present some 
numerical applications. In particular we apply our rules to the well-known Prandtl’s integral equation. 
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1. Introduction 
The numerical evaluation of Cauchy principal value integrals of the form 
is a problem of interest, especially in connection with the numerical solution of singular integral 
equations. 
Note that the integrals of the form 
dk bw*(x)f(x)dx 
f dyk a x-y ’ 
a<y<b, kc0 1 
7 >.-*, (4 
where the weight function w *(x) is such that all its derivatives of order i = 0, 1, . . . , k - 1 vanish 
at the endpoints, can be easily reduced to a linear combination of integrals of type (1) since, in 
this case, integration by parts leads to the identity 
-f dk buff dx = 
Kb*bM41 
b dxk 
dyk a X-Y f dx. 0 X-Y 
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Interpolatory quadrature rules for integrals of type (2) based on polynomial approximation of 
f have been studied by many authors and uniform convergence theorems have been established 
for particular choices of the weight function w*(x) and of the nodes (see, for example, 
[4-6,20,22]); in particular, in [6], the uniform and mean convergence results in the whole open 
interval ( - 1, 1) - {singularities of w * } are given in the case k = 0, w*(x) generalized smooth 
Jacobi weight function and nodes coinciding with the zeros of the n th-degree orthogonal 
polynomial on ( - 1, 1) with respect to w *(CC). 
Piecewise polynomial and spline functions have also been used to approximate integrals of 
type (2) in the case k = 0 and to solve numerically singular integral equations (see [ll- 
14,17,19,25,27]); however no uniform convergence results have been proved for the quadrature 
formulas based on spline approximation. 
In this paper we examine quadrature rules for integrals of type (1) of the form 
n 
I( fCk); Y) =In(f'k'; Y) = i~ow/k'(~)f(~;~, k=O, l,..., (3) 
where the nodes { xi }:+ are fixed on a mesh defined by 
a=x,<x,< 0-a <~,,_~<x,,-b, (4) 
with h = max,(x,+i -xi) = maxi/z, + 0 as n + cc and the weights { w,‘~)}:=,-, are chosen so that 
(3) is exact whenever f is a spline of a given degree m on the mesh (4) satisfying prefixed end 
conditions, provided m is odd and m 2 k + 1. 
We give uniform convergence results for special choices of nodes { x, } and certain rather 
general end conditions. We also test our rules on several examples and compare their perfor- 
mance with that of corresponding product rules of interpolator-y type based on zeros of classical 
orthogonal polynomials. 
2. Convergence 
Let us consider a quadrature formula of the type 
In( j-(k); y) = f” w(x;T;(x) dx, 
a 
where S is the unique spline of a given odd degree m 2 k + 1 interpolating the function f(x) at 
the data points { xi }FzO and satisfying certain end conditions corresponding to one of the 
following choices: 
(i) Quasi uniform mesh, i.e. mesh (4) is such that the quantity max,(h/hi) is bounded as 
n + 00, and the end conditions are of one of the following 4 types: 
(ii) f (k)( xj) = Sck’( xi), j=O, n, k=l,..., +(m-1), 
(i2) fck)(xj) = Sck)(xj), j=o, n, k=+(m+l),...,m-1, 
L) S’k’( xg+) = Sk’( x,), k=l, 2 ,..., m-l, 
(i4) f(2k)(xj) = S(2k)(~j), j=O, n, k=l,..., +(m-1). 
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(ii) Uniform mesh, i.e. mesh (4) with h, = h, and 
(iii) S(“)(x,‘) = Stk)(x;), k = 1, 2,. . . , m - 1, 
not a knot” end conditions [7, p.55 and p.2111. 
Lemma 1. Let S(x) be the unique interpolating spline function of odd degree m satisfying the “not a 
knot” end conditions and with equally spaced nodes (x;}:=~ (case (ii2)). Then 
]]f(k)(x)-S(k)(~)]]m<Klhm+l-k, k=O,l,...,m, (6) 
where K, is a constant independent of h, for all f E Cm[ a, b] such that f (m+ ‘) is uniformly bounded 
on [a, b]. 
Proof. The thesis (6) follows immediately from [lo, Th. 31. 
In fact, we have: 
11 fck)- L!?(k)II m < c+d,+l_k f(l);e) = C, sup I A$+’ 
O<G<(b-a)/n 
x,x+(m+l-k)bs[a,b] 
= Gsup I@) 
8 
m+l-kf cm+“(<) I < ( b; a jm+l* II f(m+c 
< K,h m+l-k , k=O,l,..., m, 
where am+I-k( fck); (b - a)/ n is the modulus of smoothness of fck) of order ) 
AT”-“f ‘k)(x) is the p rogressive difference of order m + 1 - k with increment 
function fck) and E E (x, x + (m + 1 - k)S). 0 
Lemma 1 also holds for the spline S(x) of type (i4) (see [16]). 
-“f Ck’(X) 1
II cc 
(m + 1 - k), 
6 > 0 of the 
Analogous uniform convergence properties hold for the splines S(x) defined above (see [l]). 
Lemma 2. Let S(x) be the unique interpolating spline function of odd degree m of the type (ii 2) or 
(iJ. Let rJk’(x) = f ‘k’(x) - Sck’( x), where f(x) E Cm[a, b] and f (m+1) is bounded on [a, b]. 
Then, forany O<v<l andy,#y,, wehave 
sup IrLk)(K) - r,‘“‘(r1> I 
<K,h m+l-k-y > 
Y,,Yz=Ia>bl IY,-Yll” 
y=v(m+l -k) (k=O, l,..., m - 1) where K, is a constant independent of h. 
Proof. First we remark that, for any y,, y, E [a, b]: 
Jrn(kYy2) -r~k’bl)I~If~kY~2) -f’k’(yl)I+IS(kYy2) -S’k’(~l)j 
=G IY*-Y*I{ If(k+1)(5*)I+IS(k+1)(t**)l} 
<C21y2-y11r k=O,l,..., m-l, 
where C, is a constant independent of h; in fact Sk+‘) 
uniformly to f (k+ ‘) 
is bounded because it converges 
which is bounded by assumption. 
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Therefore we may obtain (7) by following the proof in [21, Lemma 51 and taking into account 
Lemma 1. q 
Now we are in position to establish the following theorem. 
Theorem 3. Let us consider the quadrature rules (5) based on the splines S(x) defined as in Lemma 
2. Then 
lim In( f(&); y) = tb w(x;c;(x) dx, k=O,l,..., m-l, 
n-cc 
for all f E P[a, b] with f (m+l) bounded on [a, b]. 
If W(X) E L’[a, b] n HG(a, b) (0 < ,G G 1) (e.g., [a, b] = L-1, 11, w(x) = (1 -x)*(1 +x)‘, a, 
@ > -1) then the quantities 
lib$$dxl and fb,iW_((xj’!Vdx, O<v<l, (8) 
exist and are bounded for ally E (a, b) and the convergence is uniform in any closed subinterval of 
(a, b). 
If, in particular, the quantities (8) exist and are bounded for all y E [a, b] (e.g., [a, b] = 
[ - 1, 11, w(x) = (1 - x)*(1 + x)B, (Y, /3 > 0), then the convergence is uniform in the whole closed 
interval [a, b]. 
Proof. Let us consider the remainder term 
I( fCk); Y) -I,(f’“‘; y,=f 
b w(x)rJk’(x) dx 
a x-y 
and denote by I the closed interval where the quantities (8) exist and are bounded. To prove the 
theorem, recalling (6) and (7) we write: 
III(f’k’; Y)-IJf’k’; Ylloo 
< Ch m+l-k-y , k=O,l,..., m-l, 
where C is a constant independent of h. 0 
Analogous theorems hold for the other types of splines mentioned above. 
3. Numerical applications 
In this section we present some numerical results we have obtained from our quadrature 
formulas (5) based on cubic spline approximation. 
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In particular, we use the following quadrature formulas: 
I*(fCk); 4”‘(x) y) = /“w(x) x _y dx = i wi’k’(y)f(xj), k = 0, 1, 
n i=O 
where +(x) is the unique cubic spline interpolating f at the equally spaced nodes { xi = a + i( b 
- a)/n }yso and satisfying the “not a knot” end conditions (case (ii2) of Section 2). 
The basis functions to represent +(x) are chosen to be the cubic B-splines { B,‘4)}/“2: on the 
same mesh and with the same end conditions. The use of bases consisting of B-splines appears 
computationally advantageous, because of their well-known properties [2,3,7,8]. 
In this case, the weights satisfy the well-conditioned linear system of equations 
f:~~k)(y)B:4)(Xi)=I(B:4)(k); Y), j=2,...,n+2. (10) 
i=O 
Since the coefficient matrix is invertible, banded and totally positive, the system (10) may be 
stably solved by 
the matrix [9]. 
Note that the 
t,_, =x,, to the 
Gauss elimination without pivoting, taking into account the banded nature of 
evaluation of the integrals 1( B,?jCk); Y) reduces, setting t, = x0, { ti = x;}rS-j?, 
evaluation of the following integrals: 
4(r) =/I” X’W(X) dx, r = 0, 1, 2, 
I 1 - 
Li(_Y> =~~~,$$dX, 
i=2 )...) n 1, 
_Y e [[i-l, ti], 
(12) 
which have a closed form expression only for particular choices of W(X); e.g., w(x) = 1, 
w(x) = (1 - x ) 2 ‘*/* [12,13,15,17]. However, when w(x) = (1 - x)“(l + x)O (a, p > -l), Gera- 
soulis [14] presents a numerically stable and efficient method for the computation of the integrals 
(12), with r = 0. 
3. I. Example 1 
The quadrature formula (9) with k = 0, w(k) = 1, is used to approximate the following 
integrals: 
I,(y) =fll$+, -1 <y<l, 
I,(Y) = j-L, “‘x:“,* dx  -l<Y<l, 
1 ( x - 0.65 ( ‘.* 
X-Y 
dx, O<Y<l. 
A comparison is made with a product quadrature rule based on Legendre polynomials (see 
[20, algorithm 4.31). 
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Table 1 
Relative errors in the N-point formula S based on splines and in the N-point product formula P for the integral 
Z,(Y) = f’-,e”/(x - y) dx 
N y = 0.1 y = 0.5 y = 0.9 
Zr( y) = 1.999036050210 Zr( y) = 0.913786431724 Z,(y) = - 3.853234982645 
s P S P S P 
4 4.4.10-3 2.6.10-3 2.3-10-2 1.0-10-2 5.8.10-3 5.0.10-3 
8 4.8.10F5 1.7.10-7 1.1.10-4 5.2.10-7 2.3.10-5 2.3.10F8 
16 3.8.10-7 5.4.10-l4 1.4.10-7 3.6.10-r3 1.3.1o-5 1.5.10-13 
32 1.9.1o-8 6.0.10-‘4 5.7.10-8 4.4.10-13 1.0.10-’ 1.5.10-‘3 
64 9.5.10-‘O 4.3.10-l4 6.0.10-9 4.0.10-13 8.8.10-9 1.5.10-l3 
Table 2 
Relative errors in the N-point formula S based on splines and in the N-point product formula P for the integral 
Z2( y) = f’,d=/(x - y) dx 
N y = 0.1 y = 0.5 y = 0.9 
Z2( y) = - 0.314159265359 Z,(y) = - 1.570796326794 Z,(y) = - 2.827433388231 
S P S P S P 
4 3.5.10-l 8.7.10-* 2.3-10-l 3.2.10-* 1.1.10-t 8.0*10-2 
8 5.3.10-* 1.6.10-2 4.3.10-3 6.3.10-3 3.6.10-2 3.4. 1o-3 
16 4.0.10-3 2.1.10-3 4.6.10-3 3.5.10-4 4.8.10-2 8.5.10-4 
32 1.3.10-3 3.1.10-S 1.7.10-3 6.6.10-s 6.8.10-3 2.0.10-4 
64 4.4.10p4 2.3.10+ 5.8.10-4 2.4.10-6 2.9.10-3 4.7.10-s 
Table 3 
Relative errors in the N-point formula S based on splines and in the N-point product formula P for the integral 
Z,(y)=f;Jx-0.65I’.‘/(x-y)dx 
N y = 0.1 y = 0.5 y = 0.9 
Z3( y) = 0.296134117548 Z3( y) = -0.618082278087 Z3( y) = - 0.168157479684 
S P S P S P 
4 1.6.10-2 1.4.10-l 1.1.10-l 4.2.10-* 7.9.10-l 1.2 
8 5.8.10-3 4.9.10-Z 1.5-10-2 4.3.10-3 1.1.10-l 8.7.10-2 
16 4.1 .10-4 4.7.10-3 9.9.1ow 5.3.10-3 9.2.10-4 3.5.10-2 
32 1.7.10-4 7.6.10-4 3.2-10-4 9.8.10-4 5.6.10-4 9.4.10-3 
64 1.0.10-4 1.2.10-4 1.8.10-4 7.7.10-5 4.0*10-4 2.3-10-4 
Tables 1-3 show the relative errors evaluated by applying the rule (9) (denoted by S) and the 
product rule based on Legendre polynomials (denoted by P), respectively, with the same total 
number N of nodes. 
In the first case (see Table l), because of the high degree of smoothness of the function f 
(entire function), the product rule based on polynomial approximations converges faster than the 
rule based on splines. 
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In the second case (see Table 2) the function f is regular in (- 1, 1) but has singularities at 
x = + 1 in the first derivative; also in this case the polynomial rule performs better than the - 
spline rule; this is not surprising since in the case of the polynomial rule the mesh is nonuniform 
and, as n -+ 00, the nodes concentrate faster towards the endpoints than in the middle of the 
integration interval (see [28]). We have also applied to integral 1,(y) a quadrature formula of 
type (5) where S is the interpolating cubic spline satisfying the “not a knot” end conditions 
associated with the following nonuniform mesh partitioning the interval [ - 1, 11: 
t 
. 
Ti= -1+ 
i 1) 2 
q n/2 
n U { Tj = -7n_j}~=n,2, n even, i=o 03) 
with q = 8 (see, for instance, [7,26]). 
However, in this case, the quadrature formula does not seem to be convergent and, moreover, 
the behaviour of the error is very similar to that of the corresponding interpolation process (for 
this latter, see [7, pp.lSO-1961). 
In the third case (see Table 3), the function f has a jump discontinuity in the first derivative 
inside the integration interval and the rate of convergence of the two formulas appears 
comparable. 
3.2. Example 2 
We now apply the quadrature formula (9), with k = 0, w(x) = 6?_ to the solution of the 
following integral equation 
sin(&ry)o(y)g(y) + if_‘, cos(in*?~~)g(x) dx = i-y’, 
a(x) = e(I - x)(x-1)/2(1 + x)-(~+*)‘~, 
written in the form 
04) 
05) 
g(y) = /qsin(fTy) - -$-f’ i’-xx~~(x)dx+ -I$ 
-1 
06) 
with F(x) = (1 - x)(1-x)12(1 + x)(‘+x)~2cos($rx) (see [14]). 
In [14] Gerasoulis applies a piecewise polynomial quadrature to (16) and compares his results 
with those of Welstead [29, p.1031 obtained by solving the equation (14) with the use of 
orthogonal polynomials associated with the weight function w(x) in (15). He remarks that the 
use of orthogonal polynomials for nonclassical weight functions requires, as n increases, a higher 
computational effort than the method he applies. 
Nevertheless we have solved equation (16) using the quadrature rule (9) based on splines and 
the one based on the Chebyshev polynomials of second kind [20, algorithm 4.31. 
In particular, in Table 4 we have reported the absolute errors, with respect to the value 
g(1) = 0.518592, obtained by using the following approximant functions: nonclassical orthogonal 
polynomials (the corresponding result is taken from [14, p.9011 and was derived by Welstead 
[29]), piecewise-linear polynomials (the corresponding results are taken from [14, Table 2, 
p.901]), Chebyshev polynomials of second kind and splines. 
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n Nonclassical 
orthogonal 
polynomials 
10 
20 
40 9.0.10-e * 
80 
Table 4 
Absolute errors for g(1) = -(err-‘f’_,w(x)F(x)/(x -1) dx + T-‘, w(x) = &?, computed by different quadra- 
ture rules 
Chebyshev 
polynomials 
of second 
kind 
6.7.10-5 
2.5.10+ 
2.7.10-7 
3.8.10-7 
Piecewise-linear polynomials 
Uniform Nonuniform 
mesh mesh (13) 
with q = 4 
4.3.10-3 * 9.9.10-3 * 
1.2.10-3 * 2.6.10-3 * 
3.4.10-4 * 6.6.10-4 * 
9.0.10-5 * 1.7.10-4 * 
Splines 
Uniform 
mesh 
4.6.10-4 
7.9.10-5 
1.4.10-5 
2.6.10-6 
Nonuniform 
mesh (13) 
with q = 4 
2.0. 1o-4 
1.4.10-5 
5.7*10-7 
3.2.10-7 
* Results taken from [14, p.9011. 
We can see that, in this case, the method based on Chebyshev polynomial approximation 
(2229 operations and a timing of 0.77 seconds to compute the Cauchy principal value with an 
absolute error of order of magnitude lop6 (n = 20 is needed) performs better than the spline rule 
on uniform mesh (about 13 086 operations and a timing of 2.09 seconds to compute the Cauchy 
principal value with the same absolute error (n = 80 is needed)). This is in accordance with the 
results of Example 1, since F(x) E C’[ - 1, l] and its second derivative has integrable singulari- 
ties at x= *l. 
3.3. Example 3 
The last application of the formulas (9) is to the well-known Prandtl’s integral equation 
u(Y> ’ 1 “cx) dx =g(y) --- ___ 
f D(y) 2a -1 X-Y 7 07) 
where D(y) and g(y) are given functions assumed to satisfy the Holder’s condition on [ - 1, 11, 
with D(y) nowhere zero, and we will solve the equation (17) by the following collocation 
method. 
It is known that the solution is of the form 
u(x) = \il - x2 U(X), (18) 
where u(x) E C’[ - 1, 11, u’(x) E Hp[ - 1, l] (0 < p < 1) (see [l&23,24]). 
We approximate the function u(x) by the cubic spline u,(x) on the uniform mesh { xi}~+, 
satisfying the “not a knot” end conditions, interpolating U(X) at the nodes { xi}~=a and 
furthermore we assume 
n+2 
Un(X) = C vjBj’“‘(X). 09) 
j=2 
(Notice that the value of un( x) at a point depends only on four of the coefficients yj). 
We obtain the equation 
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where, for a fixed y E [ - 1, 11, the weights { w,}~+ satisfy the linear system 
In order to determine the coefficients { y,}yZ;, we collocate the equation (20) at the nodes 
{x,4 K=o* 
The resulting linear system to be solved is: 
n+2 {_ 
,F2 WG) i ly)(xJ- & ~BjyX,)Wi(X,) y,=g(xJ, k=O,...,n. 1 (21) i=O 
We remark that if D(x) = D( - x) and g(x) = g( -x), then U(x) = U( -x). 
We have considered (17) for D(y) = g(y) = 1 and for D(y) = 2 - y, g(y) = 1 y I. 
Tables 5 and 6 show the behaviour of the solution of the integral equation obtained by the 
collocation method under consideration (denoted by C) and by the Multhopp’s method (denoted 
by M) WY- 
The convergence of the Multhopp’s method is faster for well-behaved function U(X) (see Table 
5), whereas, when the function u(x) has a lower degree of smoothness, the rate of convergence of 
the two methods is basically the same (see Table 6), according to what Tables 1 and 3 show. 
All the numerical results presented were carried out on a IBM PS/2 computer working with 
about 16-digit double precision arithmetic. 
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