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1. Introduction
If A is any p.i. algebra in characteristic zero, there is associated with A a sequence of Sn-characters
{χn(A)} called the cocharacter sequence. Each χn(A) has a length, ln(A), which is the sum of the mul-
tiplicities of all the irreducible Sn-characters in χn(A). We proved in [8] that if 1 ∈ A then ln(A) is of
the form Cnt + O (nt−1), for constants C ∈ R+ and t ∈ N. We will write L(A) = t . In two previous pa-
pers [5,6], we computed this L(A) for two of the families of verbally prime algebras, L(Mk(F )) =
(k2
2
)
and L(Mk,) =
(k2+2
2
)+ (2k+12 ). The third family of verbally prime algebras is Mk(E), the k × k ma-
trices over the inﬁnite Grassmann algebra. In this paper, the third of what has turned out to be
a trilogy, we prove L(Mk(E)) = k4. The proof will consist of two parts: In Section 2 we prove that
ln(Mk(E))  C1nk
4
for some C1 > 0 and in Section 3 we prove ln(Mk(E))  C2nk
4
for some C2 > 0.
Each of these two sections involves a technique we believe to be of independent interest. In Section 2
we prove the general bound that if A is a p.i. algebra with cocharacter contained in the a × b hook
then
L(A ⊗ E) L(A) +
(
a + 1
2
)
+
(
b + 1
2
)
+ 2ab;
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Combining the two bounds with [8] yields L(Mk(E)) = k4.
2. The upper bound
The starting point for our investigation of colengths is this theorem of Regev, see [12].
Theorem 2.1 (Regev). For any p.i. algebras A and B, the cocharacter of A ⊗ B is bounded by χn(A ⊗ B) 
χn(A) ⊗ χn(B).
We remark that the bound is seldom sharp, and left-hand side can be quite a bit smaller than the
right, cf. [7].
Our main application will be to the case of B = E . In this case, the cocharacters were computed
by Olsson and Regev in [11].
Theorem 2.2 (Olsson and Regev). The nth cocharacter of the inﬁnite-dimensional Grassmann algebra E is
given by
χn(E) =
n∑
a=1
χ(a,1
n−a).
We will use this theorem in the form of the following corollary.
Corollary 2.3. χn(E) = 12
∑n
a=0 χ(a) ⊗ˆ χ(1
n−a) .
Proof. From Young’s rule, χ(a) ⊗ˆ χ(1n−a) = χ(a,1n−a) + χ(a+1,1n−a−1) , and the corollary follows. 
For an irreducible Sn-character χλ , exercise 22(c) from Section 7, Chapter I of [10] implies that
χλ ⊗ (χa ⊗ˆ χ(1b))= ∑
μ⊆λ
χμ ⊗ˆ (χλ/μ)′,
where ⊗ˆ denotes the outer tensor product and the prime symbol denotes conjugation. Combining
these theorems, we get that if χn(A) =∑mλχλ , then
χn(A ⊗ E)
∑
λn
mλ
∑
μ⊆λ
χμ ⊗ˆ (χλ/μ)′. (1)
In order to bound the colength of A ⊗ B we ﬁrst investigate the term χλ/μ . Given non-negative
integers a and b we deﬁne H(a,b;n) to be the set of partitions of n with at most a parts greater
than b. Such sets are important in the study of p.i. algebras because Amitsur and Regev proved in [1]
that for any p.i. algebra A there exist a and b such that the cocharacter sequence of A involves only
χλ for λ ∈ H(a,b), i.e., mλ = 0 if λ /∈ H(a,b).
Lemma 2.4. If λ ∈ H(a,b) and μ ⊆ λ, then the length of χλ/μ is at most a constant times nt , where t =(a
2
)+ (b2).
Proof. We use induction on a + b. The case of a + b = 1 follows from χ(a/b) = χ(a−b) and χ(1a/1b) =
χ(1
a−b). We now need to use the Littlewood–Richardson rule, see [10, I.9]. The Littlewood–Richardson
rule implies that the length of χλ/μ equals the number of ways to ﬁll the skew Young diagram Dλ/μ
so that the following three conditions hold:
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• entries are weakly increasing in rows;
• entries are strictly increasing in columns;
• if the entries are read from right to left and top to bottom, then for each i the number of i’s is
always greater than or equal to the number of i + 1’s.
We ﬁrst consider the case of a = 0. Denote by LR(λ,μ) the set of skew tableaux of shape λ/μ sat-
isfying the above conditions. We will construct a function F from LR(λ,μ) to the union
⋃
ν LR(λˆ, ν),
where λˆ denotes λ with the ﬁrst row removed, λˆ = (λ2, λ3, . . .). Let T ∈ LR(λ,μ). Note that third
condition implies that the ﬁrst row of T is ﬁlled entirely with 1’s and that for each i there are no i’s
higher than the ith row. As in Fig. 1, we form a new tableau F (T ) by deleting the ﬁrst row, adding
the boxes with 1’s to μ and decreasing the remaining entries by 1. The resulting tableau satisﬁes the
three conditions above, and the diagram λˆ is in the hook H(a − 1,b). By induction, the number of
tableaux in LR(λˆ, ν) is at most a constant times n to the power of
(a−1
2
)+ (b2) for each ν .
The number of LR(λˆ, ν) in the image of F is the number of ways to place the 1’s in the skew
diagram Dλ/μ . In the part of the diagram below the ath row there are at most b columns and,
since each 1 must go in a different column, there are at most 2b ways of placing 1’s there. The ﬁrst
row must be ﬁlled with 1’s so there is no choice there and the number of ways to put 1’s in the
next a − 1 rows is at most na−1. Combining with the bound on the number of ways to place the
remaining letters, we get that the length of χλ/μ is at most a constant times n to the power of
(a − 1) + (a−12 )+ (b2) which equals (a2)+ (b2), as claimed.
If a = 0 then λ ∈ H(0,b) so λ′ ∈ H(b,0). But the length of χλ/μ equals the length of χλ′/μ′ , and
so we are done by the previous case. 
Lemma 2.5. If μ ∈ H(a,b;n1) and ν ∈ H(c,d;n2), then the length of χμ ⊗ˆ χν is less than or equal to a
constant times nac+bd, where n = n1 + n2 .
Proof. The proof is by induction. By conjugation if necessary, we may assume that c > 0. The length
of χμ ⊗ˆ χν is the number of skew tableaux of shape λ/μ and content ν , i.e., with ν1 ones, ν2 twos,
. . . , subject to the three conditions enumerated in the proof of the previous lemma. We denote
the set of such tableaux by LR′(μ,ν). Then the map F from the previous proof gives an injec-
tion LR′(μ,ν) → LR′ ∪ξ (ξ, νˆ), where νˆ represents ν with the ﬁrst row removed, and where each
ξ ∈ H(a,b). By induction, | LR′(ξ, νˆ)| is bounded by a constant times n to the power of a(c − 1) + bd.
And, by an argument similar to one in the previous lemma, the number of ξ with LR′(ξ, νˆ) in
F (LR′(μ,ν)) is bounded by a constant times na . The lemma now follows. 
Theorem 2.6. For any p.i. algebra A with cocharacter contained in the hook H(a,b), the asymptotic colength
of A and A ⊗ E are related by
L(A ⊗ E) L(A) +
(
a + 1
2
)
+
(
b + 1
2
)
+ 2ab.
Proof. Using Eq. (1), we see that the colength of A ⊗ E , ln(A ⊗ E), is less than or equal to ln(A) times
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λ∈H(a,b;n)
∣∣{μ | μ ⊆ λ}∣∣max{l(χλ/μ) ∣∣ λ ∈ H(a,b;n), μ ⊆ λ}
×max{l(χμ ⊗ˆ χν) ∣∣μ,ν ′ ∈ H(a,b), |μ| + |ν| = n},
where we are using the notation l(χ) to denote the length of the character χ . We now consider each
of these three terms. For each partition μ in H(a,b), μ is determined by the ﬁrst a rows, μ1, . . . ,μa
and the ﬁrst b columns, μ′1, . . . ,μ′b . Hence, if in addition |μ| n the number of possible such is less
than na+b and so the number of μ ⊆ λ is bounded by na+b . Next, Lemma 2.4 implies that the length
of each χλ/ν is bounded by n to the power of
(a
2
)+ (b2). As for the last term, since μ ∈ H(a,b) and
ν ∈ H(a,b), the conjugate ν ′ will be in H(b,a) and Lemma 2.5 implies that the length of χμ ⊗ˆ χν
is bounded by a constant times n to the power of 2ab. Hence, the length ln(A ⊗ E) is bounded by a
constant times ln(A) times n to the power of
a + b +
(
a
2
)
+
(
b
2
)
+ 2ab
and the theorem follows. 
Corollary 2.7. L(Mk(E)) k4.
Proof. In the theorem we take A = Mk(F ). Then the cocharacter of A is contained in the hook
H(k2,0) and the colength of A is L(A) = (k22 ), see [5]. 
Remark 2.8. We will show in the next section that this upper bound is sharp. This will not be the
case in general. For example, if A is the Grassman algebra, then the cocharacter of A is contained
in the hook H(1,1) and ln(A) = n so L(A) = 1. On the other hand, E ⊗ E is p.i. equivalent to M1,1
which satisﬁes l(M1,1) = 4, and this is strictly less than L(A) +
(a+1
2
) + (b+12 ) + 2ab which equals
1 + 1 + 1 + 2 = 5. In fact, the reader may like to check that if A is any verbally prime algebra not
equivalent to matrices over the ﬁeld, then L(A⊗ E) will be strictly less than L(A)+(a+12 )+(b+12 )+2ab.
3. Magnum for Mk(E) and the upper bound of the colength
The algebra Mk(E) has a Z2-grading gotten from the grading on E . Let A be an element of Mk(E),
with A = A0 + A1 its decomposition into homogeneous parts. Then Razmyslov deﬁned a homomor-
phism Mk(E) → Mk,k given by
A0 + A1 
→
(
A0 A1
A1 A0
)
.
We now give Mk,k a Z2-grading (not the usual one) in which the degree 0 part consists of the set
of all
( a b
b a
)
and the degree 1 part consists of the set of all
( a b
−b −a
)
. The supercenter Z of Mk,k is
deﬁned to be the homogeneous subalgebra with the property that for all homogeneous zi ∈ Zi and
a j ∈ (Mk,k) j , az = (−1)i j za. It is not hard to verify that Z0 consists of the scalar matrices and Z1
consists of all matrices of the form
(
0 eIk
−eIk 0
)
,
where e ∈ E1 and Ik is the k × k identity matrix. Noting that the annihilator of Z1 is (0), the next
lemma follows from Section 2 of [4].
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using the Z2-grading on the second factor only.
Using standard techniques from p.i. algebras we may construct a generic algebra for Mk,k with
respect to this new Z2-grading. We start with a supercommutative algebra
K = F [x(α)i j , y(α)i j , e(α)i j , f (α)i j ∣∣ i, j = 1, . . . ,k, α = 1,2, . . .],
where the x(α)i j and y
(α)
i j are degree 0 (commuting) indeterminates, and the e
(α)
i j and f
(α)
i j are de-
gree 1 (anticommuting) indeterminates. We use these to form the k × k generic matrices Xα = (x(α)i j ),
Yα = (yαi j), etc.; and then use these to form the generic
Aα =
(
Xα Eα
Eα Xα
)
, Bα =
(
Yα Fα
−Fα −Yα
)
.
Letting U (a,b) be the algebra generated by A1, . . . , Aa, B1, . . . , Bb , we get that U (a,b) is generic for
Mk,k in the sense that the graded polynomial f (x1, . . . , xa, y1, . . . , yb) is a graded identity for Mk,k
if and only if f (A1, . . . , Bb) = 0 in U (a,b). By the previous lemma, U (a,b) is graded generic for
Mk(E) ⊗ E , which means it is a magnum for Mk(E). The next lemma is taken from [2]. (In p.i. theory
the term Poincaré series is used for a generating function.)
Lemma 3.2. The algebra U (a,b) has an (a + b)-fold grading with respect to which it has a Poincaré series
f (t1, . . . , ta,u1, . . . ,ub). This series has a decomposition into hook Schur functions,
f (t1, . . . , ta,u1, . . . ,ub) =
∞∑
n=0
∑
λn
mλHSλ(t1, . . . , ta,u1, . . . ,ub),
where each multiplicity mλ is the same as the multiplicity of the irreducible Sn-character χλ in the cocharacter
sequence of Mk(E).
At this point we need to point out that the hook Schur function HSλ(t1, . . . , ta,u1, . . . ,ub) will
be zero unless the partition λ is in the hook H(a,b), i.e., unless λa+1  b. Hence, the lemma can
only be used to get information about the multiplicities mλ for such λ. It is known, see [3], that the
cocharacter sequence of Mk(E) is supported in the hook H(k2,k2) so that mλ = 0 for λ outside this
hook. We henceforth specialize to the case of a = b = k2.
Instead of an a + b = 2k2-fold grading, we could grade U (k2,k2) with a simple Z-grading by total
degree. The Poincaré series in this case could be computed from the Poincaré series of Lemma 3.2
f (t1, . . . , tk2 ,u1, . . . ,uk2 ) by setting all of the variables equal. Noting that
f (x, . . . , x) =
∞∑
n=0
∑
λn
mλHSλ(x, . . . , x)
=
∞∑
n=0
∑
λn
mλHSλ(1, . . . ,1)x
n
we deﬁne dλ via
dλ = HSλ(1, . . . ,1︸ ︷︷ ︸
2
;1, . . . ,1︸ ︷︷ ︸
k
)k 2
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with respect to the Z-grading. We let un =∑λn mλdλ .
Lemma 3.3. There exists a constant C such that un  Cnt , where t = (2k2 − 1)k2 .
Proof. By deﬁnition, un is the dimension of the space of homogeneous, degree n polynomials in
A1, . . . , Ak2 , B1, . . . , Bk2 . This is greater than the degree of the space of homogeneous, degree n poly-
nomials in X1, . . . , Xk2 , Y1, . . . , Yk2 . The latter generate the algebra of generic k × k matrices on 2k2
generators and Procesi computed the GK dimension of this ring to be (2k2 − 1)k2 + 1, see [9]. Hence,
u0 + · · · + un  Cn(2k2−1)k2+1
for inﬁnitely many values of n and some C > 0. But, by [8] ln(Mk(E)) = C ′nt + O (nt−1) for some
t ∈ N and C ′ > 0. So the sum u0 + · · · + un is asymptotic to a constant times nt+1 yielding t + 1 
(2k2 − 1)k2 + 1 and the lemma follows. 
We may now prove the lower bound on L(Mk(E)).
Lemma 3.4. L(Mk(E)) k4 .
Proof. By the previous lemma,
∑
λn
mλdλ  C1n(2k
2−1)k2 ,
and by Lemma 15 of [6], dλ  C2nt , where C1 and C2 are constants and t =
(k2
2
)+ (k22 )= k2(k2 − 1).
Combining these inequalities yields
C1n
(2k2−1)k2  un =
∑
λn
dλmλ
max
λn {dλ}
∑
λn
mλ
 C2nk
2(k2−1)ln
(
Mk(E)
)
.
Hence, ln(Mk(E)) C1C2 n
k4 and L(Mk(E)) k4. 
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