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Abstract
We consider Sobolev spaces weighted by means of powers of the distance function, analyse their embeddings
from the standpoint of approximation numbers, and give upper and lower estimates for the spectral counting function
for naturally associated elliptic operators.
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1. Introduction
Let  be a proper open subset of Rn with (possibly inﬁnite) volume || and boundary , let (x) =
dist(x, ), x ∈ , and for  ∈ R, let N(;−,D) denote the number of eigenvalues of the Dirichlet
Laplacian −,D on  which are less than . It is well known that if  is bounded, with volume ||, and
 is smooth, then
lim
→∞ 
−n/2N(;−,D) = ||
(4)n/2(1 + n/2) . (1.1)
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This famous result, due to Weyl, is now known to hold if  is required to have ﬁnite volume rather than
to be bounded, and the very many extensions of Weyl’s theorem which have been made include the case
in which  is merely assumed to be Minkowski measurable. For further information about work of
this type we refer to [6,9]. Similar results hold for the Neumann Laplacian. Of course, if all we know
about  is that it is a proper open subset of Rn, then no formula such as (1.1) can be expected: thus,
for example, Maz’ya [8] has given a necessary and sufﬁcient condition for the spectrum of −,D to be
discrete, while van den Berg [2] has obtained upper and lower bounds for N(;−,D) provided that
(i) there is a constant c > 0 such that −,Dc/2 in the sense of quadratic forms, and (ii) for all > 0,
D() := |{x ∈  : (x)> }|<∞.
In the present paper our main concern is with the self-adjoint operator T,	() in L2() deﬁned by the
quadratic form
‖∇f |L2(‖2 + ‖−	f |L2()‖2
with domain
W 12 (; , 	) := {f : ∇f, −	f ∈ L2()},
where , 	0 and  is an arbitrary proper open subset of Rn.This is just the Neumann operator generated
by the degenerate elliptic operator
−div(2 grad)+−2	.
This leads us in a natural way to study the spaces
W 1p(; , 	) := {∇f, −	f ∈ Lp()}, 1p<∞
and their embedding properties as seen from the standpoint of approximation numbers. Finally we obtain
upper and lower estimates for the eigenvalue counting function of T,	(). For appropriate  and 	 these
estimates merely require of the open set  that the quantity D() given above should be ﬁnite for all > 0.
The volume of the unit ball in Rn will be denoted by 
n; recall that 
n = n/2/(1 + n/2). By cd
and dc we shall mean that c is bounded above by a multiple of d, the multiple being independent of any
variables in c and d; by c ≈ d it is to be understood that cd and dc. If  is a real number, we write +
for max(, 0).
2. Preliminaries
Let  be an open subset of Rn with boundary  and volume || and let (x) = dist(x, ), x ∈ .
Throughout we shall assume that
() := sup
x∈
(x)<∞. (2.1)
Let p ∈ [1,∞) and suppose that , 	0. By W 1p(; , 	) we shall mean the space of all functions f on 
such that ∇f and −	f belong to Lp(). Endowed with the norm
‖f |W 1p(; , 	)‖ := {‖∇f |Lp()‖p + ‖−	f |Lp()‖p}1/p, (2.2)
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this is a Banach space which is continuously embedded in Lp(): in fact,
‖f |Lp()‖()	‖f |W 1p(; , 	)‖. (2.3)
Of course, even without the restriction (2.1) the space W 1p(; , 	) is embedded in the weighted Lebesgue
space Lp(; −p	(x) dx):
‖f/	|Lp()‖ := ‖f |Lp(; −p	(x) dx)‖‖f |W 1p(; , 	)‖. (2.4)
Note that
W 1p(; 1, 	1) ↪→ W 1p(; 2, 	2) if 012 and 	1	2. (2.5)
The spaces W 1p(; , 	) are contained in the general family of spaces given in [11, 3.2]; see also [5,
Section 9], and [7, 2.6.3]. Note that W 1p(; 0, 0) is just the classical Sobolev space W 1p(), the closure
of C∞0 () in which is denoted by
0
Wp
1 ().
We now consider a Whitney decomposition of : recall that by this is meant a countable family F
of closed cubes Qj, with pairwise disjoint interiors, sides parallel to the coordinate axes and such that
 =⋃∞j=1 Qj . The cubes Qj may be so chosen that if d(Qj ) denotes the diameter of Qj ,
(i) the ratio of the side lengths of any two of them is 2k for some integer k;
(ii) d(Qj )dist(Qj , )4d(Qj );
(iii) if 0< 1 < 14 and Q∗j is the cube concentric with Qj , with sides parallel to and of length (1 + 1)
times those of Qj, then each point of  is contained in at most 12n of the Q∗j .
For details of such decompositions we refer to [10]. Given a Whitney decompositionF, it is clear that
a norm on W 1p(; , 	) equivalent to that given above is provided by⎧⎨⎩∑
Q∈F
{d(Q)p‖∇f |Lp(Q)‖p + d(Q)−	p‖f |Lp(Q)‖p}
⎫⎬⎭
1/p
. (2.6)
Next, let  ∈ C∞0 (Rn) be such that 01, (x) = 1 for all x ∈ Q0 := [−12 , 12 ]n and (x) = 0 for
all x ∈ Rn\(1 + 1)Q0; for each j ∈ N and all x ∈ Rn put j (x) = ((x − x(j))/ lj ), where x(j) is the
centre of Qj and lj is the side length of Qj . Then j (x)=1 for all x ∈ Qj , j (x)=0 for all x ∈ Rn\Q∗j ,
and there is a constant A such that for all x ∈ Rn, all i ∈ {1, 2, . . . , n} and all j ∈ N,
|Dij (x)|
A
d(Qj)
.
Put ∗j (x) = j (x)/(x), where (x) =
∑∞
i=1 i(x): note that this sum is ﬁnite and 1(x)12n for
all x. Then
∑∞
j=1 ∗j (x) = 1 for all x ∈ . Finally, put dj = dist(Qj , ) and observe that for all j ∈ N,
dj ≈ lj .
Given > 0 and d0, write ˜ = {x ∈  : (x)< } andMd() = lim sup→0 −(n−d) |˜|;Md()
is the d-dimensional upper Minkowski content of . The inner Minkowski dimension of  is D =
inf{d0 :Md() = 0} = sup{d0 :Md() = ∞}. If 0<Md()<∞ for some d0, then d = D.
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Let X and Y be Banach spaces and let T be a bounded linear map from X to Y ; let m ∈ N. The mth
approximation number am(T ) of T is deﬁned by
am(T ) = inf ‖T − L‖,
where the inﬁmum is taken over all bounded linear maps L from X to Y with rank less than m. Details of
the basic properties of these numbers will be found in [3, Chapter II].
3. Approximation by C∞0 functions
With the notation of the last section let f ∈ W 1p(; , 	). Then
f (x) =
∞∑
j=1
f (x)∗j (x) =
∞∑
j=1
fj (x), fj (x) = f (x)∗j (x).
For x = (x′, xn) ∈ Q∗j , let y = (x′, yn) ∈ Q∗j . Since fj (y) = 0, we have
fj (x) =
∫ xn
yn

t
fj (x
′, t) dt
and hence
|fj (x)|pd(Q∗j )p−1
∫ xn
yn
∣∣∣∣ t fj (x′, t)
∣∣∣∣p dt
so that∫
Q∗j
|fj (x)|p dxd(Q∗j )p
∫
Q∗j
|Dnfj (x)|p dx, (3.1)
where Dn = /xn. Note that
Dnfj = ∗jDnf + fDn∗j , Dn∗j =
1

Dnj − j
Dn
2
and
|Dnj |
A
d(Qj)
.
Also for x ∈ Q∗j and dj := dist(Qj , ),
(x)dj + (1 + 1)√nljdj ≈ d(Qj )
and
(x)dist(Q∗j , )dj − 12 1
√
nlj 
(
1 − 12 1
)
dj  12dj ≈ d(Qj ).
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Since (x) is a ﬁnite sum and Dn(x) =∑j Dnj (x), we therefore have that for x ∈ Q∗j ,
|Dn(x)| 12
nA
d(Qj)
≈ 1
(x)
,
and hence
|Dn∗j (x)|
1
(x)
,
since (x)1 for all x. Together with (3.1) this gives us∫
Q∗j
|fj (x)|p
	p(x)
dx
∫
Q∗j
(1−	)p(|∇f |p + −p|f |p) dx =
∫
Q∗j
((1−	)p|∇f |p + −	p|f |p) dx

∫
Q∗j
(p|∇f |p + −	p|f |p) dx,
if 01 − 	. For x ∈ Q∗j , we have
d(x)dj + (1 + 1)
√
nlj dj (2 + 1)(2 + 1)< 3.
It follows that if 01 − 	, then for any > 0,∑
dj  
‖fj/	|Lp(Q∗j )‖p‖f |W 1p(∗ ; , 	)‖p, (3.2)
where ∗ =
⋃{Q ∈ F : d(Q)< 3}. Since
|Dnfj ||Dnf | + |f |/,
and similarly in other directions, we have
|∇fj ||∇f | + |f |/
from which it follows that∫
Q∗j
p|∇fj |p dx
∫
Q∗j
(
p|∇f |p + |f |
p
(1−)p
)
dx
∫
Q∗j
(
p|∇f |p + |f |
p
	p
)
dx,
if 1 − 	. This shows that if  = 1 − 	0, then∑
dj  
‖fj |W 1p(Q∗j ; , 	)‖p‖f |W 1p(∗ ; , 	)‖p → 0 as  → 0.
Since f =∑dj> f∗j +∑dj   fj and the ﬁrst (ﬁnite) sum clearly belongs toC∞0 (), we have established
Lemma 3.1. If 0	1, then C∞0 () is dense in W 1p(; 1 − 	, 	).
Remark 3.2. When 	= 1, this gives the well-known result (see [3, Theorem V.3.4]) that W 1p(; 0, 1) ⊂
0
Wp
1 (), with equality if  is equivalent to the Davies mean distance function m (see [3, X.6.2]). The
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assumption −,Dc−2 made in [1] ensures that W 1p(; 0, 1) =
0
Wp
1 (). Note that Lemma 3.1 is
not new: for example, Triebel ([11, 3.2.4]) gives the even more general result that C∞0 () is dense in
W 1p(; , 	) if 1 − 	 and 	0, while Theorem 9.7 of Kufner [5] proves Lemma 3.1 when 	 = 1/p.
In this connection we also refer to [4, Theorem 3.2].
As a consequence of Lemma 3.1 we have the following simple result (see [7, Proposition 2.7.1] for
related work).
Proposition 3.3. Let X = W 1p(; 1 − 	, 	), 0	1. If 1 − 	, then u ∈
0
W 1p () for all u ∈ X.
Proof. Let u ∈ X. Then u = +	−	u ∈ Lp() and
∇(u) = ∇u + −1u∇ = −1+	(1−	∇u + −	u∇) ∈ Lp(),
if 1 − 	, so that u ∈ W 1p(). By Lemma 3.1, there is a sequence {k} of C∞0 () functions with
k → u in X, so that −	(k − u) → 0 and 1−	(∇k − ∇u) → 0 in Lp(). The functions k
have compact support in  and lie in
0
Wp
1 (). The same elementary argument as above now shows that
k → u in W 1p() and the result follows. 
4. A Poincaré inequality
As before, let F be a Whitney covering of  by cubes Q of diameter d(Q) and let f ∈ W 1p(; , 	).
Then if x, y ∈ Q,
|f (x) − f (y)| =
∣∣∣∣∫ 1
0
∇f (x + t (y − x)).(y − x) dt
∣∣∣∣ d(Q) ∫ 1
0
|∇f (x + t (y − x))| dt .
Hence, setting ∇f = 0 in Rn\,∫
Q
|f (x) − f (y)| dyd(Q)
∫ 1
0
dt
∫
|z|<d(Q)
|∇f (x + tz)| dz
= d(Q)
∫ 1
0
t−n dt
∫
|v|<td(Q)
|∇f (x + v)| dvd(Q)n+1M(|∇f |(x)),
whereM is the Hardy–Littlewood maximal function. Since this function maps Lp(Rn) boundedly into
itself, this gives the well-known result (see [3, Theorem V.3.23])
‖f − fQ|Lp(Q)‖d(Q)‖∇f |Lp(Q)‖, (4.1)
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where fQ = |Q|−1
∫
Q
f (x) dx. As (x)d(Q) for all x ∈ Q, we have
Lemma 4.1. With Q and f as above
‖−	(f − fQ)|Lp(Q)‖‖1−	∇f |Lp(Q)‖ (4.2)
 ‖∇f |Lp(Q)‖, (4.3)
if 1 − 	 and 0	1.
5. Compact embeddings
LetE,	 : W 1p(; , 	) → Lp() be the natural embedding. From the properties of aWhitney covering
F listed in Section 2, we have that there are positive constants c1 and c2 such that for all Q ∈ F and all
x ∈ Q,
c1d(Q)dist(Q, )(x)dist(Q, ) + d(Q)c2d(Q). (5.1)
Given > 0, set
F = {Q ∈ F : d(Q)},  =
⋃
{Q : Q ∈ F},
Pf =
∑
F
fQQ, Pf =
∑
F
fQQ, (5.2)
where Q is the characteristic function of Q and fQ = |Q|−1
∫
Q
f (x) dx. Because of the dyadic method
of construction of the cubes in the Whitney decomposition, there is a sequence of positive numbers {k}
which converges to zero and is such that for all k ∈ N, the cubes in F\Fk may be decomposed into
congruent cubes of diameter k . To avoid a plethora of subscripts we shall restrict our attention to positive
numbers  of the form k , so that, for example, the phrase ‘for all > 0’ is in this context to be interpreted
as ‘for all k > 0’. With this understanding, we shall denote by Q the congruent cubes of diameter 
arising from the decomposition of the cubes inF\F; let C be the family of all such Q. Thus
\ =
⋃
{Q : Q ∈ C}. (5.3)
Since every Q ∈ C lies in some Q ∈ F with d(Q), we have from (5.1), for x ∈ Q ∈ C
c1d(Q)c1d(Q)(x)c2d(Q)(). (5.4)
Given f ∈ W 1p(; , 	) and > 0, let
Rf =
∑
Q∈C
fQQ .
From (4.1) and (5.1) we have, for all Q ∈ F,
‖f − fQ|Lp(Q)‖d(Q)1−‖∇f |Lp(Q)‖. (5.5)
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Also, from (4.1) and (5.4), for all Q ∈ C
‖f − fQ |Lp(Q)‖d(Q)1−‖∇f |Lp(Q)‖ = 1−‖∇f |Lp(Q)‖. (5.6)
Hence if 1,
‖E,	f − Pf − Rf |Lp()‖p =
∑
Q∈F
‖f − fQ|Lp(Q)‖p +
∑
Q∈C
‖f − fQ |Lp(Q)‖p
 (1−)p‖∇f |Lp()‖p. (5.7)
Suppose that {Q ∈ F : d(Q)> } is ﬁnite for all > 0. Then P − P: W 1p(; , 	) → Lp() is of ﬁnite
rank, and is bounded since
‖(P − P)f |Lp()‖p =
∑
Q∈F,d(Q)>
‖fQ|Lp(Q)‖p‖f |Lp(\)‖p
()	p‖−	f |Lp()‖p()	p‖f |W 1p(; , 	)‖p. (5.8)
As P − P − R is of ﬁnite rank, it follows from (5.7) that if < 1, then E,	 is compact if and only if P
is compact. We also have
|fQ| |Q|−1/p‖f |Lp(Q)‖, ‖fQ|Lp(Q)‖‖f |Lp(Q)‖ (5.9)
and hence that
‖Pf |Lp()‖p =
∑
Q∈F
‖fQ|Lp(Q)‖p
∑
Q∈F
d(Q)	p‖−	f |Lp(Q)‖p
 	p‖f |W 1p(; , 	)‖p. (5.10)
This means that we have proved
Theorem 5.1. Suppose that for all > 0
#{Q ∈ F : d(Q)> }<∞ (5.11)
or equivalently D() := |{x ∈  : (x)> }|<∞. Then if < 1, the embedding E,	 is compact if and
only if P is compact. If 	> 0, then P is compact.
Remark 5.2. Comparison of this result with [11, Theorem 3.4.2(e)] shows that when  = 0, Theorem
5.1 requires 	> 0 for compactness, whereas Triebel needs 	1. Of course, Triebel proves more, for he
establishes some interpolation properties.
Remark 5.3. If (5.11) is satisﬁed, then P is compact if
lim
→0 ‖P|W
1
p(; , 	) → Lp()‖ = 0. (5.12)
Hence, if < 1, E,	 is compact if (5.11) and (5.12) are satisﬁed. Note that (5.12) follows from (5.10)
if 	> 0.
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Remark 5.4. From (4.1) and (5.1),
‖E,	f − Pf |Lp()‖p =
∑
Q∈F
‖f − fQ|Lp(Q)‖p
∑
Q∈F
d(Q)(1−)p‖∇f |Lp(Q)‖p
 (1−)p‖f |W 1p(; , 	)‖p. (5.13)
Thus if < 1, (5.12) is equivalent to
sup{‖f |Lp()‖ : ‖f |W 1p(; , 	)‖ = 1} → 0 as  → 0. (5.14)
When  = 	 = 0, this reduces to Amick’s necessary and sufﬁcient condition for the compactness of
E0,0 : W 1p() → Lp() (see [3, V.5]).
Remark 5.5. If (5.11) is not satisﬁed for some > 0 then P and E,	 are not compact. For in that
case there exists an inﬁnite sequence of functions in W 1p(; , 	) with disjoint supports in  and norm 1
in Lp().
6. Estimates for approximation numbers
6.1. An upper bound
On using (5.6) and the estimate
‖E,	f |Lp()‖p =
∑
Q∈F
‖f |Lp(Q)‖p	p
∑
Q∈F
‖−	f |Lp(Q)‖p
= 	p‖−	f |Lp()‖p,
we have
‖E,	f − Rf |Lp()‖p = ‖E,	f |Lp()‖p +
∑
Q∈C
‖f − fQ |Lp(Q)‖p
 (1−)p‖∇f |Lp(\)‖p + 	p‖−	f |Lp()‖p.
Thus
‖E,	 − R|W 1p(; , 	) → Lp()‖min{1−,	}. (6.1)
Hence, if m := rank R + 1 and (5.11) is assumed, so that m <∞, we have
am(E,	)
min{1−,	}
. (6.2)
Suppose that  has inner Minkowski dimension d and that there are positive constants b1 and b2 such
that for all small enough > 0, say < 0,
b1
n−d ||b2n−d . (6.3)
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Note that b1 and b2 can be given in terms of Minkowski contents (upper and lower) of . Suppose
also that
||<∞. (6.4)
Then
n rankR = cn(|| − ||), cn = nn/2,
and for < 0,
m − 1cn−n(|| − b1n−d) = cn(−n|| − b1−d), (6.5)
m − 1cn(−n|| − b2−d). (6.6)
Thus if  := min{1 − , 	}, then
#{m ∈ N : am(E,	)}cn
{( 
c
)−n/|| − b1( 
c
)−d/}+ 1 (6.7)
as  → 0, where c is the constant implicit in the right-hand side of (6.2), depending only on c1, c2 in
(5.1). To summarize,
Theorem 6.1. Let (5.11), (6.3) and (6.4) be satisﬁed and suppose that = min{1 − , 	}> 0. Then (6.7)
holds.
Remark 6.2. Suppose that for some () which decreases to 0 as  → 0,
sup{‖f |Lp()‖ : ‖f |W 1p(; , 	)‖ = 1}() (6.8)
(cf. (5.14)). Then from Remarks 5.3 and 5.4 we see that if < 1, then E,	 is compact. Also, instead of
(6.1) we have
‖E,	 − R|W 1p(; , 	) → Lp()‖max{1−, ()}. (6.9)
Then, with m = R + 1, we now obtain
am(E,	)cmax{1−, ()} =: −1(),
say. Then as  → 0,
#{m ∈ N : am(E,	)}cn
{[

( 
c
)]−n|| − b1[ ( 
c
)]−d}+ 1. (6.10)
6.2. A lower bound
Let Q0 = (−12 , 12 )n and for  ∈ C∞0 (Q0) set
K0 = ‖|Lp(Q0)‖
p
‖∇|Lp(Q0)‖p + ‖|Lp(Q0)‖p . (6.11)
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Let Q be the open cube with centre b and edges (parallel to the coordinate axes) of length l = /√n;
set
(x) = 
(
x − b
l
)
.
From (5.4), for x ∈ Q,
c1(x)()
and  ∈ C∞0 (Q). Moreover, if 0	1,
‖|Lp(Q)‖p
‖∇|Lp(Q)‖p + ‖−	|Lp(Q)‖p

‖|Lp(Q)‖p
()p‖∇|Lp(Q)‖p + (c1)−	p‖|Lp(Q)‖p

‖|Lp(Q0)‖p
max{()−1, (c1)−	}p{‖∇|Lp(Q0)‖p + ‖|Lp(Q0)‖p}
K0p, (6.12)
for 	1.
Let S : W 1p(; , 	) → Lp() be a linear operator with rank less than rank R = m − 1. Then{SQ : Q ∈ C} is linearly dependent and so there exist constants , not all zero, such that
S
⎛⎝∑
C
Q
⎞⎠= 0. (6.13)
Let f := ∑C Q . Then, by using (6.12), we see that
‖E,	f − Sf |Lp()‖p = ‖E,	f |Lp()‖p =
∑
C
‖|Lp(Q)‖p
K0p
∑
C
||p‖|W 1p(Q; , 	)‖p
=K0p‖f |W 1p(; , 	)‖p. (6.14)
Hence
‖E,	 − S|W 1p(; , 	) → Lp()‖cK1/p0 
for some constant c depending on . Since S is an arbitrary linear operator of rank less than m − 1
we have
am−1(E,	)cK
1/p
0 . (6.15)
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If (6.3) and (6.4) are satisﬁed, then for < 0,
m − 1cn(−n|| − b2−d)
(see (6.6)) and so, as  → 0,
#{m ∈ N : am(E,	)}cn{(cK0)n−n − b2(cK0)d−d} + 1. (6.16)
We have proved
Theorem 6.3. Let (5.11), (6.3) and (6.4) be satisﬁed. Then (6.16) holds for all , 	0.
Remark 6.4. Suppose that in Section 6.2 we replace R by R, where
Rf =
∑
Q∈F,d(Q)>
fQQ.
Then (6.12) is replaced by
‖Q|Lp(Q)‖p
‖∇Q|Lp(Q)‖p + ‖−	Q|Lp(Q)‖p
≈ ‖Q|Lp(Q)‖
p
d(Q)p‖∇Q|Lp(Q)‖p + d(Q)−	p‖Q|Lp(Q)‖p

‖|Lp(Q0)‖p
max{−1, −	}p{‖∇|Lp(Q0)‖p + ‖|Lp(Q0)‖p = K0
p max{1−,	}
. (6.17)
if 1. This then gives the following: if n = rankR, then
an(E,	)cK
1/p
0 
max{1−,	}
. (6.18)
Note that
n =
∑
d(Q)>
1
∑
d(Q)>
(
d(Q)

)n
−n|\|. (6.19)
Since m = rankR + 1 satisﬁes
m = −n|\| + 1,
we have
nm − 1. (6.20)
Remark 6.5. Suppose that we now replace R by R in Section 6.1. Then, as in (6.1) if 1,
‖E,	 − R|W 1p(; , 	) → Lp()‖min{1−,	} (6.21)
and this gives
an+1(E,	)min{1−,	}. (6.22)
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Hence, from (6.18) and (6.22),
an(E,	)K
1/p
0 
max{1−,	}
,
an+1(E,	)min{1−,	}, (6.23)
where K0 is deﬁned in (6.11) and n satisﬁes (6.19). In particular, if nc−n|\|c−n|| in (6.19)
and
k := [c−n|| + 1], (6.24)
where [·] denotes the integer part, then
ak(E,	)
min{1−,	}
. (6.25)
7. The L2 case
7.1. Preliminaries
Let T,	() be the self-adjoint operator acting in L2() associated with
‖f |W 12 (; , 	)‖2 = ‖∇f |L2()‖2 + ‖−	f |L2()‖2 (7.1)
for f ∈ W 12 (; , 	) : T,	() is generated by
−div(2 grad) + −2	 (7.2)
and has form domain W 12 (; , 	). We have
W 12 (; 1, 	1) ↪→ W 12 (; 2, 	2) (7.3)
if 21 and 	2	1. In particular,
W 12 (; 0, 1) ↪→ W 12 (; , 	) ↪→ W 12 (; 1, 0), (7.4)
if 0< < 1 and 0< 	< 1. Also note that from Remark 3.2,
W 12 (; 0, 1) ↪→
0
W 2
1 (); (7.5)
for an investigation of when these two spaces coincide see [1].
We assume throughout this section that 0< 1, 	> 0 and (5.11) is satisﬁed. It therefore follows from
Remark 5.3 that T,	() has a compact resolvent and hence a discrete spectrum.
Let T,	(Q;D), T,	(Q;N) be the Dirichlet and Neumann operators generated by (7.2) inL2(Q): they
have form domains
0
W 21 (Q; , 	) and W21(Q; , 	), respectively, where
0
W 21 (Q; , 	) is the closure of
C∞0 (Q) in W 12 (Q; , 	). Note that for any Q ∈ F, any  ∈
0
W 21 (Q; , 	), extended by zero outside Q,
lies in W 12 (; , 	). Also
0
W 21 (Q; , 	) is isomorphic to
0
W 21 (Q); similarly for W 12 (Q; , 	) and W 12 (Q).
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By Dirichlet–Neumann bracketing,∑
Q∈F
′
N(; T,	(Q;D))N(; T,	())
∑
Q∈F
N(; T,	(Q;N)), (7.6)
where the prime denotes any ﬁnite sum and N(;A) denotes the number of eigenvalues of A less than :
this is established in the same way as the classical result for the Laplacian; see [3, Section XI.2.2]. The
sum on the right-hand side of (7.6) is also ﬁnite when 	> 0 since, as we shall see, N(; T,	(Q;N))= 0
if d(Q) is small enough.
From (5.1), denoting the side length of Q ∈ F by l and setting b1 = c1√n, b2 = c2√n, we have in the
sense of [3, p. 499],
T,	(Q;D) − b22 l2Q,D +
1
b2	1 l
2	
, T,	(Q;N) − b21 l2Q,N +
1
b2	2 l
2	
,
where Q,D , Q,N are the Dirichlet and Neumann Laplacians, respectively, on Q. Hence, if d(Q) (and
thus l) is small enough,
T,	(Q;N) 1
b2	2 l
2	
> 
and N(; T,	(Q;N)) = 0. Furthermore, by [3, Lemma XI.2.3],
N(; T,	(Q;D))N
(
;−b22 l2Q,D +
1
b2	1 l
2	
)
(7.7)
and
N(; T,	(Q;N))N
(
;−b21 l2Q,N +
1
b2	2 l
2	
)
. (7.8)
7.2. An upper bound
From (7.8) we have
N(; T,	(Q;N))#
{
m ∈ Nn0 : |m|2
2
l2
b
2
1 l
2 <  − 1
b2	2 l
2	
}

n|Q|
{
1
2b
2
1 l
2
(
 − 1
b2	2 l
2	
)
+
}n/2
+ 1
+ Kln−1
[
1
b
2
1 l
2
(
 − 1
b2	2 l
2	
)
+
](n−1)/2
, (7.9)
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for some constant K, by [3, Theorem XI.2.6, see p. 504]. Recall that, as we are assuming 	> 0,
N(; T,	(Q;N)) is zero if l is small enough. Hence
N(; T,	(Q;N)) 
n
nb
n
1
l(1−)n( − [b2l]−2	)n/2 + 1
+ Kl(1−)(n−1)( − [b2l]−2	)(n−1)/2. (7.10)
It follows from (7.6) that
N(; T,	()) 
n
nb
n
1
∑
Q∈F,[b2l]−2	<
l(1−)n( − [b2l]−2	)n/2
+
∑
Q∈F,[b2l]−2	<
{1 + Kl(1−)(n−1)( − [b2l]−2	)(n−1)/2}. (7.11)
Set
I,	() :=
∑
Q∈F
|Q|1−( − [b2l]−2	)n/2+ , (7.12)
D() := {x ∈  : (x)> }, (7.13)
V :=
⋃
{Q ∈ F : [b2l]−2	 < }. (7.14)
Then, from (5.1) with b1 = c1√n, b2 = c2√n,
V ⊂
{
x ∈  : (x)> b1
b2
−1/(2	)
}
= D
(
b1
b2
−1/(2	)
)
. (7.15)
Hence ∑
[b2l]−2	<
1<
∑
[b2l]−2	<
ln(b2
1/(2	))n = (b21/(2	))n|V |<bn2n/(2	)D
(
b1
b2
−1/(2	)
)
. (7.16)
Also ∑
[b2l]−2	<
l(1−)(n−1)( − [b2l]−2	)(n−1)/2
I,	()(n−1)/n
⎛⎝ ∑
[b2l]−2	<
1
⎞⎠1/nb2I,	()(n−1)/n1/(2	)D(b1
b2
−1/(2	)
)1/n
. (7.17)
Thus, from (7.11) with
M,	() :=
∑
[b2l]−2	<
1, (7.18)
we have
N(; T,	()) 
n
nb
n
1
I,	() + M,	() + cnI,	()(n−1)/nM,	()1/n (7.19)
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and
M,	()bn2
n/(2	)D
(
b1
b2
−1/(2	)
)
. (7.20)
Putting all this together we have
Theorem 7.1. Let 0< 1, 	> 0 and suppose that (5.11) is satisﬁed. Then T,	() has a discrete spec-
trum and
N(; T,	()) 
n
nb
n
1
I,	() + M,	() + cnI,	()(n−1)/nM,	()1/n,
where
I,	() :=
∑
Q∈F
|Q|1−( − [b2l]−2	)n/2+
and
M,	() :=
∑
[b2l]−2	<
1.
Corollary 7.2. Under the hypothesis of Theorem 7.1 we have
N(; T,	()){n(1+/	)/2 + n/(2	)}D
(
b1
b2
−1/(2	)
)
. (7.21)
Proof. From (7.19)
N(; T,	())I,	() + M,	().
Also
I,	()n/2
∑
[b2l]−2	<
|Q|1−n/2D
(
b1
b2
−1/(2	)
)1−
M,	()

and
M,	()
bn2 
n/(2	)D
(
b1
b2
−1/(2	)
)
by (7.20). 
7.3. A lower bound
From (7.6) and (7.7),
N(; T,	())
∑
[b1l]−2	<
N
(
;−b22 l2Q,D +
1
b2	1 l
2	
)
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and
N
(
;−b22 l2Q,D +
1
b2	1 l
2	
)
= #
{
m ∈ Nn : |m|2 
2
l2
b
2
2 l
2 <  − 1
b2	1 l
2	
}
.
Let c > 1/b1. Then
N(; T,	())
∑
l>c−1/(2	)
N
(
;−b22 l2Q,D +
1
b2	1 l
2	
)
and, with k = 1 − 1
(b1c)
2	 > 0,
N
(
;−b22 l2Q,D +
1
b2	1 l
2	
)
#
{
m ∈ Nn : |m|2 
2
l2
b
2
2 l
2 <k
}

n
{
(k)1/2
l1−
b

2
− √n
}n

n
{
k1/2c1−
b

2
1/2−(1−)/(2	) − √n
}n
for l > c−1/(2	). Hence, if 1 − 	, with c chosen so that k1/2c(1−)/b2 >
√
n when  = 1 − 	,
we obtain
N(; T,	())Kn
∑
l>c−1/(2	)
n(+	−1)/(2	)
for some constant Kn depending on  and n. We have proved
Theorem 7.3. Let 	> 0, 1 − 	< 1 and suppose that (5.11) is satisﬁed. Then
N(; T,	())Knn(+	−1)/(2	)
∑
l>c−1/(2	)
1. (7.22)
Remark 7.4. For 1 − 	 in Corollary 7.2, (7.21) gives
N(; T,	())n(+	)/(2	)D
(
b1
b2
−1/(2	)
)
. (7.23)
Note that from (7.16)∑
l>c−1/(2	)
1<c−nn/(2	)D(cb1−1/(2	)),
and since c > 1/b2,
D
(
cb1
−1/(2	)) D (b1
b2
−1/(2	)
)
.
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Hence
n(+	−1)/(2	)
∑
l>c−1/(2	)
1n(+	)/(2	)D
(
b1
b2
−1/(2	)
)
.
Remark 7.5. In [2, Corollary 7], van den Berg proves the following result for the Dirichlet Laplacian
on  under the assumptions that D()<∞ and a condition which implies that the Hardy inequality
−D,c/2 holds, and hence that the two spaces in (7.5) coincide: there exists a constant C ∈ (1,∞)
such that for all > 0
n/2C−1D(C−1/2)N(;−,D)n/2CD(C−1−1/2). (7.24)
When  = 0, 	 = 1 our Corollary 7.2 and Theorem 7.3 yield the following bounds under the single
assumption that D()<∞:∑
l>c−1/2
1N(; T0,1())n/2D
(
b1
b2
−1/2
)
. (7.25)
It is shown in Remark 7.4 that the lower bound in (7.25) is bounded above by that in (7.24), but it is
not clear that they are equivalent if Hardy’s inequality is satisﬁed. The terms involving D(·) in (7.24)
and (7.25) are of signiﬁcance only when  has inﬁnite volume, since otherwise they approach || when
 → ∞.
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