Background Virtual surgery simulators enable surgeons to learn by themselves, shortening their learning curves. Virtual simulators offer an objective evaluation of the surgeon's skills at the end of each training session. The considered evaluation parameters are based on the analysis of the surgeon's gestures performed throughout the training session. Currently, this information is usually known by surgeons only at the end of the training session, but very limited during the training performance. In this paper, we present a novel method for automatic and interactive evaluation of the surgeon's skills that is able to supervise inexperienced surgeons during their training session with surgical simulators. Methods The method is based on the assumption that the sequence of gestures carried out by an expert surgeon in the simulator can be translated into a sequence (a character string) that should be reproduced by a novice surgeon during a training session. In this work, a string-matching algorithm has been modified to calculate the alignment and distance between the sequences of both expert and novice during the training performance.
Abstract
Background Virtual surgery simulators enable surgeons to learn by themselves, shortening their learning curves. Virtual simulators offer an objective evaluation of the surgeon's skills at the end of each training session. The considered evaluation parameters are based on the analysis of the surgeon's gestures performed throughout the training session. Currently, this information is usually known by surgeons only at the end of the training session, but very limited during the training performance. In this paper, we present a novel method for automatic and interactive evaluation of the surgeon's skills that is able to supervise inexperienced surgeons during their training session with surgical simulators. Methods The method is based on the assumption that the sequence of gestures carried out by an expert surgeon in the simulator can be translated into a sequence (a character string) that should be reproduced by a novice surgeon during a training session. In this work, a string-matching algorithm has been modified to calculate the alignment and distance between the sequences of both expert and novice during the training performance.
Results The results have shown that it is possible to distinguish between different skill levels at all times during the surgical training session.
Conclusions
The main contribution of this paper is a method where the difference between an expert's sequence of gestures and a novice's ongoing sequence is used to guide inexperienced surgeons. This is possible by indicating to novices the gesture corrections to be applied during surgical training as continuous expert supervision would do.
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The development and evaluation of medical expertise is a challenge in educational and technical terms. One of the key issues for an effective solution is the possibility of describing well-defined tasks that can be repeated and that can produce informative feedback [1, 2] . One useful way to understand and improve the acquisition of expertise performance is the notion of deliberate practice (DP), ''where training (often designed and arranged by their teachers and coaches) is focused on improving particular tasks. DP also involves the provision of immediate feedback, time for problem-solving and evaluation, and opportunities for repeated performance to refine behaviour'' [3] . According to the ''best evidence medical education'' (BEME) systematic literature review [4] covering 670 journal articles, the ''two most prominent features (for effective learning), ordered by cited frequency, are (1) provision of feedback during learning experiences and (2) repetitive practice. '' In the area of surgery, and most especially in endoscopic surgery, the repetition of tasks with immediate feedback had traditionally suffered from two important limitations: the accessibility of realistic test beds and the availability of experts' time to give immediate feedback and guidance during each exercise. The first limitation has been significantly overcome by the introduction of virtual surgery simulators. However, the second limitation has sometimes been neglected or only slightly ameliorated by the development of surgery simulators that are able to evaluate each exercise in an automated way. In fact, one of the main goals in research and development of virtual surgery simulators is to enable inexperienced surgeons to learn without continuous expert supervision. Nonetheless, from an educational point of view, continuous expert supervision (either manual or automated) is crucial for effective learning [2, 4] .
Minimally invasive surgery is one of the main targets for the (virtual) training of new surgeons. In this kind of surgery, factors such as the difficulty of handling the surgical tools, the limited sense of touch, and the need to work in a reduced space make the learning curves of novice surgeons very long. In the early days, research was focused on creating realistic environments and realistic simulations of soft tissue behavior. However, nowadays, research is also focused on developing methods that reduce the learning curves by adding objective measures of surgery skills. One major problem of many surgical simulators that work with these objective measures is that they usually offer the information about the outcome of the surgery after the end of the training session. The potential of these measures to improve the surgeons' skills is limited if the tools become mere surgeon classifiers. Other systems do provide some information, but it is usually goal oriented and restricted to the coordinates, analysis of movements, or overall score so far (see ''Related work'' section), but not a detailed and proximate feedback of what went wrong and the sequence of actions that should be carried out to correct the mistakes. As a result, without a human expert, the exercises are still mostly unsupervised and unassisted.
Alternatively, interactive and continuous feedback could inform surgeons about their performance in real time, by spotting their mistakes and indicating how to correct them in real time. In this way, evaluation becomes real-time supervision. In this paper, we propose a supervision method that includes these characteristics, in order to be more focused on surgeon self-learning than on surgeon classification (as with previous surgical simulators). Dubrowski and co workers [5] experimentally showed that verbal feedback from an expert instructor during surgical training led to lasting improvements in technical skills performance. They also demonstrated that this is more important in the first stages of surgeon training. Therefore, the usefulness of an approach that is able to give continuous feedback is justified both from a general viewpoint of learning psychology and from the specific area of surgeon training.
To this purpose, each surgeon's gesture (a relevant action in terms of position and use of surgical instruments) has been considered as a letter (a character) in a special surgical alphabet. Importantly, the alphabet represents actions, not states. Based on this principle, expert sessions on the simulator are transcribed into a sequences of actions (actually, character strings) that represent specific surgical procedures. The goal of the novice is to replicate the expert sequence (or pattern) as faithfully as possible. Any deviation of the novice's sequence from the expert's (reference) sequence is detected and notified to the novice during the training. These notifications can be accompanied by the corrections that the novice must perform in order to return to the reference sequence. Expert and novice behaviors are then represented by character strings. We propose the use of string-matching algorithms [6] to detect the deviations between novice and skilled surgeons. The basic idea of this new method is that the simulator must be continuously looking for the best alignments between what novices are doing and what they should be doing. When a (significant) discrepancy is found, the algorithm must suggest the actions (in terms of gesture/ character subsequences) that could lead to completion of the sequence of actions of the whole session with the lowest distance from one of the reference patterns. This continuous supervision can provide immediate (real-time) feedback about what the trainee is doing, at the right time, and about the right position, also suggesting new actions to get back on track if the trainee makes a significant mistake that deviates from the reference patterns.
There are two main issues to solve in order to make this approach feasible. First, an appropriate coding of gestures was needed, by determining an expressive (but nonredundant) alphabet as well as a suitable frequency for discretizing the continuous movement of the surgeons according to gesture changes. Therefore, a coding of movements was devised, in terms of the degrees of freedom and the states of the clamp. Second, an adaptation of string-matching algorithms to our setting was necessary because, in our case, the comparison should be between an expert sequence of gestures (expert string) and a novice sequence of gestures (an ongoing-partial-string). Therefore, some adaptations were introduced to approximate the string matching algorithms to this goal.
This incremental string-matching algorithm is the core of the developed method that allows the interactive evaluation of the novice surgeon during a training session with the surgical simulator. To the authors' knowledge, this is the first time that a method incorporates this kind of scoring feedback in a surgical simulator. This represents a great novelty in the field of surgical training.
Related work
Currently, the methods used to evaluate a surgeon's skills can be classified into four categories: methods based on weights, methods based on linear discriminant analyses (LDA), methods based on Markov models, and methods based on fuzzy classifiers. The clinical-based ComputerEnhanced Laparoscopic Training System (CELTS) [7] is a representative example of an evaluation method based on weights. It measures the accumulated depth carried out by the surgical instrument, the orientation of the tool, the length of the path followed by the instrument and the time required to finish the training. The system normalizes the obtained values before providing a final mark that represents the novice's skill level. WKS-2RII [8] uses methods that are halfway between the methods based on weights and the methods based on LDA. It measures a set of parameters related to the evaluation of sutures: time required to finish the task, pressure applied on the skin, distance between the suture point and the limit of the wound, and distance between sutures and the final wound opening. Finally, it obtains a single value that is a linear combination of the values obtained for each parameter. It then applies LDA to classify the surgeons into expert, intermediate, or novice.
The systems proposed by Lin et al. [9] , Chmarra et al. [10] , and Lin et al. [11] could be classified as systems whose methods use LDA as the main technique for obtaining a classification of surgeon's skills. All these systems have carried out a previous training process to obtain the characterization of the surgical skill levels into the three clusters mentioned above: expert, intermediate, and novice. They take all the variables obtained in the training process and apply principal component analysis in order to reduce the number of parameters that are considered in the classification. Next, they apply LDA to create the clusters. The system of Lin et al. [11] also applies a Bayes classifier to deconstruct the surgeon training session into different phases. This last step also takes into account whether the sequence of phases performed by a novel surgeon matches that performed by an expert surgeon.
Among the systems that use Markov models [8] [9] [10] [11] , Rosen et al. [12] establish a similarity between the sequence of gestures (represented here by states) carried out during the surgery training and a sequence of words in spoken language. With this consideration, they construct two hidden Markov models (HMM), one to represent the state transitions of the expert surgeons during laparoscopic surgery and the other to represent the state transitions of the novice surgeon, both based on a previous intensive training process of surgeons classified into these groups. Once the two HMMs are constructed, a new surgeon is classified by calculating the distance between the sequence of states performed by the surgeon and the sequence of states from both HMMs. The new surgeon is classified into the nearest group (minimum distance between the new surgeon and the considered group). The systems proposed by Lahanas et al. [13] and Leong et al. [14] are similar to that proposed by Rosen et al. [12] . The main differences are the states considered for the construction of the HMM. On the other hand, Megali et al. [15] do not consider any previous set of states, but the set of surgical states are obtained in a previous step that extracts the main characteristics of the gestures carried out by the surgeons. The system then operates in a similar way to the other HMM-based systems.
Finally, the systems proposed by Huang et al. [16] and Hajshirmohammadi and Payandeh [17] use fuzzy classifiers to obtain three clusters of surgeons with the known skill levels: novice, intermediate, and expert. These three clusters are built from previous training with surgeons of known skills and using a classifier based on fuzzy C-means. Once these clusters are built, the fuzzy classifier returns the skill level of a new user.
Our method is based on a particular coding of actions. This is different to the representation of states used in the approaches based on Markov processes. Our method relies on the application of string-matching algorithms [6] that use metrics known as edit distances [14, 15, 18] . These algorithms obtain a value (metric) that measures the distance between two strings: S 1 and S 2 (each representing a sequence of gestures). These metrics measure the number of basic operations (insertion, deletion, and substitution) that must be carried out to transform one string S 1 into a second string S 2 . In case of sequences of gestures, an insertion corresponds to the lack of a gesture, a deletion corresponds to a gesture that must be avoided, and the substitution corresponds to an incorrect gesture that has been made instead of the right one. One of the most famous metrics is the Levenshtein distance [19] , which gives the same cost value (usually 1) to all basic operations. Another frequently used metric is the Damerau-Levenshtein distance [20] , which considers the transposition operation between adjacent characters in addition to the basic operations. For instance, the longest common subsequence (LCS) algorithm [21] finds the longest sequence of two strings that is common to both by only considering two basic operations: insertion and deletion. The corresponding distance is given by adding the length of the two strings and subtracting the length of the LCS. The LCS algorithm can be considered as a particular case of the Levenshtein distance, where the operation of substitution has twice the value of the other two. Edit distances have been used in many applications: language processing, planning, robotics, etc. However, to our knowledge, this is the first time that string-matching algorithms are used for surgical training and evaluation.
Materials and methods
In order to analyze the efficiency and effectiveness of our interactive evaluation method, this has been implemented into a minimally invasive surgical simulator for the training of basic laparoscopic skills. The basic structure of this system is shown in Fig. 1 . The surgical trainer developed for analyzing the applicability of string distances in interactive surgical training has these four main components:
• The tracker, which follows the gestures of the surgical tools and its actions.
• The virtual scene, where surgeons train the basic surgical skills.
• The string generator, which translates any surgeon's gesture into its corresponding character.
• The distance calculator, which compares the ongoing novice surgeon string with an expert string using a modified string matching algorithm (see the ''String generator'' section). This is the core of our interactive evaluation method.
As Fig. 1 shows, the tracker detects the surgeon's gesture and the state of the surgical tool in each time step (in our case, at a frequency of 45 Hz). The tracker sends the gesture to the virtual scene and to the string generator. The virtual scene translates this gesture into a new virtual tool state (the one that corresponds to the surgeon's gesture) whilst the string generator translates the gesture into a character (see Table 1 ) and sends it to the distance calculator. Each time the distance calculator receives a character, it is appended to the ongoing novice string and compared with the stored expert string (see the ''String generator'' section). The result of the comparison is a score and a sequence of suggested gestures. The score is an indicator of how well the novice surgeon is performing throughout the training and the suggested gestures represent the gestures that the novice surgeon must do to follow the expert indications in order to improve the score. These are shown to the surgeon on the virtual scene. Both score and suggested gestures appear in the upper right corner of the virtual scene. The processes of string generator and distance calculator are synchronized with the gestures carried out by the clinician in the virtual scene. This means that all processes are carried out at the frequency of 45 Hz.
The following subsections present a detailed description of each component.
The tracker
The tracker is the component that captures the gestures carried out by the novel surgeons during the training. To capture these gestures, a video-based optical tracking system was implemented. This tracking system follows the movement of the surgical tools during laparoscopic surgery training. The software library ARToolKit was used to follow the movement of a mark set on the tip of the surgical tool. With this configuration, the tracker is capable of capturing the surgical tool movements with five degrees of freedom: the position of the surgical tool tip in the threedimensional (3D) space (X, Y, Z), the surgical tool orientation (rotation with respect to the tool main axis), and state of the surgical clamp (open or closed). To get an accurate tracking of the gestures, the following tasks were then performed.
The camera used in the optical tracking was a web-cam (Logitec QuickCam Pro 5000), which was calibrated using the Zhang method [22] . This calibration method uses a set 
of two-dimensional (2D) images of a chessboard of known size to detect and correct the camera aberrations. The mark size used for optical tracking was fitted to the minimum precision required. The bigger the mark, the more accurate the tracking. However, marks that are too big hamper the movement of the surgical tools. Using the retro-projection error algorithm with the calibrated camera, a square mark of 77 mm side was obtained as the optimum mark for obtaining a tracking error below 1 mm for the web-cam used.
A threshold for every movement (translation and rotation) was added in order to prevent oscillations as a consequence of inaccuracies of the optical capture system and instabilities due to the mark tracking software. Considering the analysis carried out in steps 1 and 2, a threshold movement of 2 mm for translations and 1 grade for rotations were fixed. Each time one movement exceeded these thresholds, this movement was sent to both the virtual scene and the string generator (see Fig. 1 ).
The virtual scene
Two basic surgical scenarios were implemented for the evaluation of surgeon's skills (Fig. 2) . These scenarios allow surgeons to practice the basic skills of laparoscopic surgery in a similar way to other commercial surgical simulators [23] . The goal of the first scenario is that the inexperienced surgeons acquire skills in the use of the camera tool in laparoscopic environments (Fig. 2a) . This scenario requires the use of the five degrees of freedom for the surgical tool because surgeons must place the surgical tool at the proper position (center of the sphere) and orientation (indicated by an arrow) and, then, they must clamp. This last action makes the sphere disappear while appearing at another place in the surgical scenario with a different orientation. The goal of the second scenario is that surgeons acquire skills in manipulating objects and handeye coordination in a laparoscopic environment (Fig. 2b) . Students must clamp a sphere that appears in the surgical scenario and they must drop the sphere into the specified container.
String generator
This component is responsible for periodically checking the position, orientation, and state of the clamp. If the string generator detects a change, it translates it into a character and adds this character at the end of the string (sequence of gestures), which is under construction.
The tracked tool has five degrees of freedom: four for position and one for the clamp. The position changes are represented by eight possible movements: left, right, up, down, in, out, clockwise rotation, and counterclockwise rotation. The two possible clamp states are open clamp and closed clamp. Furthermore, the string generator needs to consider that many gestures are only correct if they are performed with a given state of the clamp. This leads to 8 9 2 = 16 symbols. On the other hand, the string generator needs to add two extra symbols for the clamp, Q and P, in order to detect dubious and erratic movements with the clamp, such as QPQPQ. With these two new symbols, there are a total of 16 ? 2 = 18 possible characters. The association between gesture and its corresponding character is shown in Table 1 .
Another aspect to be considered is the temporal cost of the surgical training. The evaluation method should distinguish between surgeons that perform five gestures in 1 s and surgeons that perform the same five gestures in 5 s. On the other hand, the evaluation method should also distinguish between surgeons that perform fluid or harmonic gestures during the training session and surgeons that perform frequent stops to think about the next gesture. In the former case, the evaluation method should analyze the speed of the novice training and, in the latter case, the Fig. 2 Screen capture of scenario 1 (a) and screen capture of scenario 2 (b). Scenario 1 shows the localized sphere: the goal is to match the center of the sphere with the center of the image camera and the sphere arrow pointing up. Scenario 2 shows the container, the laparoscopic tool, and the sphere to be dropped into the container evaluation method should analyze the fluidity of the surgeon's movements. For all these reasons, the string generator also issues two characters directly related to the speed and fluidity of the surgical training.
1. The W character: W is generated every second and allows the method to know the speed of the gestures, i.e., the method can distinguish between WDDDW and WDWDWDW. Both represent the same sequence of gestures (negative translation in the Y-axis direction) but the former has been performed faster than the latter. 2. The N character: N is generated when a period of time has elapsed (for example, half a second) without the method detecting any gesture. It allows the method to know how fluidly the surgeon's gestures have been performed, i.e., the method can distinguish between RNRNR and RRR. Both sequences of gestures represent the same movements but the former has been carried out with several stops and the latter has been carried out fluently. By varying the rate in which N is generated, we can control the importance of gesture fluency.
All this makes an overall number of 20 different characters depending on the kind of gesture (or time events in case of W and N characters) of the laparoscopic tool.
Distance calculator
The distance calculator is based on the LCS algorithm [17] . The reasons for this choice are the simplicity of the algorithm, the minimum number of basic operations that it considers (necessary to our skill evaluation method), and the facility to adapt this algorithm to a progressive calculation of distances between strings (which in our case corresponds to a sequence of gestures). Furthermore, considering the reduced length of the strings to be compared and the temporal cost associated with character generation, the time needed for the calculation of string distances and alignments is not a critical parameter for our method. Consequently, the most basic algorithm proposed for LCS by Wagner and Fischer [24] , together with a spatial optimization proposed by Hirschberg [25] , was implemented. Table 2 shows an example of the R matrix construction by the LCS algorithm. At the end of the process, the x vector contains the string of size m generated by the expert (first row of Table 2 ), and the y vector contains the string of size n generated by the novice surgeon (first column of Table 2 ). Consequently, R m,n contains the similarity (the LCS length) between strings x and y. This cell is situated on the bottom-right corner of the matrix represented in this table (the shaded cell in Table 2 ).
The score computation
The LCS algorithm was modified to compare the expert's string (x) with the novice's ongoing string (y). This new version of LCS algorithm was called on-line LCS or oLCS. The oLCS algorithm applies LCS only to the same number of characters of the two strings. Therefore, the R matrix of the oLCS is always square. Tables 3 and 4 show an example of the R matrix construction by the oLCS algorithm. The success level (or relative similarity) of the novice is measured as the ratio between the number of matches (hits), i.e., the length of the oLCS (bottom-right of shaded cells in Tables 3 and 4) , and the total number of characters introduced by the novice. With this, the ongoing success level is measured as shown by Eq. 2:
Ongoing success level ¼ joLCSj Length ðyÞ Â 100 ð2Þ
The R matrix in oLCS is square during the evaluation. However, there are two cases in which this could not happen: (1) when the novice finishes too early (R would have fewer rows than columns); and (2) when the novice performs more gestures than the expert (R would have more rows than columns). Both cases are considered mistakes. In these particular cases, the matrix is kept square using the minimum between the length of the novice string and the length of the expert string. Then, the final level of novice success is measured by Eq. 3, where |LCS| is the Table 2 LCS length (absolute similarity) matrix between strings x = RUCURR (expert) and y = RUURUR (novice) 0  1  2  2  2  2  2  U  0  1  2  2  3  3  3  R  0  1  2  2  3  4  4  U  0  1  2  2  3  4  4  R  0  1  2  2  3  4  5 number of coincidences between the final novice string of length n and the final expert string of length m (bottomright corner of the final R matrix).
Success level ¼ jLCSj maxðm; nÞ Â 100 ð3Þ
Therefore, as it can easily be deduced, the oLCS algorithm allows novel surgeons to know, at any time, their level of success through an objective value, the success level.
The computation of suggested gestures
In addition to the real-time supervision, oLCS obtains the common gestures between expert and novice by using a back-tracking algorithm, typically used on LCS to reconstruct the common string. It also keeps track of the position of the expert sequence where the following gestures would lead to a better alignment, which could be used to suggest the next gestures to be performed by the novice.
Consequently, this algorithm has been adapted to act as an advanced guide during the surgical training sessions.
The string of suggested gestures is built from the oLCS coincident and non-coincident gestures between expert and novice. The algorithm considers the first n characters of the expert string sb E and novice strings sb N . In order to determine the gestures, the algorithm looks for non-coincident characters. In case of insertions (extra actions), the algorithm tries to compensate them (e.g., actions L and R compensate). In case of deletions (missing actions), the algorithm reminds that this action still has to be done. Figure 3 shows the construction of the string of suggested gestures applied to the example that appears in Table 4 . In this case, the novice string sb N has a missing C and an extra R. Both of them are detected by the non-coincident (NC) module of the algorithm. Next, since the action R is an insertion (it is extra), the algorithm looks for compensation (an action that can reverse the action R). In this case, there is an action that reverses R, which is L. Further, since there is a missing C, this action is also added to the string of suggested gestures, which is finally LC. Table 3 oLCS length (absolute similarity) matrix when the novice has only introduced the first character of the string y = RUURUR
The '-' symbol represents an empty cell. oLCS only considers the shaded cells for the string comparison. The joLCSj is the value in the bottomright corner of the shaded cells, (1 in this case) and the length (y) is also 1. The ongoing success level (relative similarity) of the novice is 100 % (1/1) at this moment oLCS on-line longest common sequence Table 4 oLCS length (absolute similarity) matrix when the novice has introduced four characters of the string y = RUURUR
The '-' symbol represents an empty cell. oLCS only considers the shaded cells for the string comparison. The joLCSj is the value at the bottomright corner of the shaded cells (3 in this case) and the length (y) is 4. The ongoing success level (relative similarity) of the novice is 75 % (3/4) at this moment oLCS on-line longest common sequence
Pilot study design
The goal of this simulator, including the components described above, was to assess the feasibility of our approach, and serve as a reference for future commercial simulators using our method. In order to evaluate this feasibility, we designed a study on our prototype simulator according to this goal. Consequently, a set of experiments were carried out in order to test whether our approach was able to distinguish between different levels of dexterity (indirectly, and in a more subjective way, it was also used to see whether the interactive indications recommended by our application helped surgeons in their learning). For that, the reference expert string corresponding to his sequence of gestures in each scenario shown in the ''The virtual scene'' section was obtained from ten strings corresponding to ten different experts. The ten experts have demonstrated their knowledge in the handling of laparoscopic instruments and the use of new technologies. The string with lowest mean distance to the rest of strings was used as the reference string.
Once the reference string was obtained for each scenario, 15 students were chosen to perform the experiments. They were divided into three groups according to their surgical knowledge: high, intermediate, and novice. All participants in this study gave informed consent prior to the study. The 'High' knowledge group comprised students with some experience in laparoscopic surgery and the use of new technologies. The 'Intermediate' knowledge group comprised students with little experience in laparoscopic surgery. Finally, the 'Novice' group comprised students without experience in laparoscopic surgery. Each group had five students who performed four repetitions in each scenario.
Results
From the previous experimental setting, 20 samples were obtained for each group, 60 samples for each scenario, and 120 samples in total. Figures 4 and 5 show the experimental results. The performed experiments showed differences between the mean level of success for each group and, as expected, with greater levels of success for the 'high' level group and lower for 'novices'. Figure 4 shows the evolution of each group in each repetition. Since the repetitions were performed over the same scenarios, the students learned and achieved better results as the number of repetitions increased. Applying Tukey's test, significant differences were found between novices and the high-level group (P \ 0.05).
Finally, Figure 5 shows the success level for each group per second during the training process.
In general, these results show that novices are well separated from the other groups, even when faced with the same task repeatedly, showing that things such as fluidity and speed are important factors that are considered by our Fig. 3 Building the string of suggested gestures for the example in Table 4 . The final suggested gestures are LC, which means that the novice must move 2 mm in X (negative direction) and then 2 mm in Z (negative direction) to reach the position of the expert gesture coding. We can also observe in Fig. 5 that the detection of differences can be spotted in less than 10 s. This is important, as the evaluation can be interrupted anytime when the purpose is just the evaluation of the trainees, without having to wait until the end of the exercise. This is important when the cost of using the simulator is high.
Discussion
The proposed method has been evaluated in two basic scenarios that are commonly used in commercial virtual laparoscopic simulators [23] . From Fig. 5 , we can conclude that oLCS can distinguish the level of surgical skills during the training session from the beginning. While the results of this previous pilot study are encouraging, the major advantage of our method over other approaches is precisely the real-time supervision that our method can continuously be giving to the novice, and the detail of this feedback. This has been shown to be crucial by some experimental studies, such as Dubrowski and co workers [5] and also by more extensive bibliographic surveys, such as Issenberg et al. [4] .
The experiments show that early detection between a novice or an expert surgeon is possible. This early detection may be useful to determine the way in which the feedback can be performed for the novice, for instance, by changing the exercise to another (easier) one immediately or even stopping the session if the divergence is too high. This may reduce the training time, meaning that more students can take advantage of the same simulator. It can be noted that the percentage of success varies between 20 and 50 %. These values do not have to be taken as an absolute measure of performance, as some dummy characters may reduce the overall coincidence between a trainee and the reference. As a suggestion, these values could be normalized by taking what the experts do on average as a maximum.
Another advantage of our method is its versatility. By properly changing the gesture alphabet and the coding, our approach can be adapted to other surgical settings with more or fewer degrees of freedom, instruments, and sensitivity. While the string generator module should be changed, the distance calculator would not need any relevant modification and could be reused across several simulators.
In addition, the expert sequences used as reference are totally configurable (they can just be recorded and handled from a repository) and can be adapted to different ways of approaching the same problem, without needing to modify the method. Moreover, as the calculation is not particularly expensive, we can use the algorithm to find the similarity to several reference strings at the same time, and look for the best alignment for all of them, suggesting the next move for the closest one.
While we have introduced our method for virtual simulators, it could also be applied to non-virtual objects, with appropriate coding of the alphabet and the reference sequences. Furthermore, we have focused on novice surgeon training, but the approach could also be useful to senior surgeons in the context of continued education. In fact, it is recognized (see Ericsson [1] , chapter 8) that ''the accuracy of medical doctors' self-assessments is generally poor and does not accurately identify need for improvements in professional performance.'' Furthermore, some doctors may be reluctant to receive corrections by other (usually younger) colleagues, but may be more positive if the feedback and corrections are performed by a system, which may look more objective to them. Naturally, our approach has some limitations. For instance, according to our results, it cannot distinguish well between the high-level group and the intermediate group.
One explanation for this stems from the selection of the groups. When the individuals were divided into groups, the difference in knowledge between individuals in the highlevel group and those in the intermediate group was not as clear as the difference in knowledge between the high-level group and novices.
An aspect to be analyzed is the oLCS behavior once the training session finishes. In our solution, any extra or . In order to ease comparison, the 10 last seconds for each trial are removed as they usually include bogus actions missed gesture from the novice was considered a mistake. However, in some situations, this could entail an excessive penalty. A possible solution would be to use a cost matrix for the mismatches between gestures, instead of having a constant cost for all of them. This idea has already been partially considered in our implementation, since the temporal characters W and N have a reduced cost. The introduction of costs associated with gestures or with sets of gestures is a very interesting research line that will allow the adaptation of the string analysis to different training scenarios and to the skill level of the users.
Another aspect to analyze is the recognition of gestures and their coding. Our approach is versatile in terms of the way in which many coding schemes can be used. However, while determining the right coding is relatively easy in basic virtual laparoscopic scenarios, it could be complex in more advanced scenarios. This problem is not related only to our method but also to all objective measure systems previously implemented. A possible solution could be to adapt the gesture-identification method proposed by Lin et al. [9] by observing those performed by an expert (or a set of experts).
Related to the above issue, we mentioned that, in our case, the reference sequence of gestures was selected as this has the minimum mean distance to the rest of the expert sequences. However, this may not always be the best way. In order to improve this selection, a high number of expert procedures should be registered. From this high number of experts, we could construct clusters of common expert sequences based on distances, using, for example, a K-Means clustering algorithm. In this case, the algorithm would consider all the ways to perform the training and the novice performance would be matched with the cluster that would minimize the string distance. However, this approximation requires a high number of expert gesture sequences and goes beyond the scope of this paper.
It should also be highlighted that expert reference strings extracted directly from only one expert (like the one used in our experiments) could have 'bad habits' integrated in the expert string. This must be considered very carefully, because the highly targeted training of the presented method could introduce these 'bad habits' into the novice training. This would be avoided in an approximation with clusters and K-Means algorithm such as that mentioned above. This is a novel approach and there are, of course, many promising things to analyze. As a pilot study, more refined implementations may follow; we could perform more (and more thorough) experiments about the effectiveness of guiding novices during surgical training. These experiments should obtain the learning curve of students who use simulators with automatic guiding during training (like oLCS) and compare them with those that show the typical performance metrics at the end of the training as mentioned in the introduction.
In our case, both the coding of the gestures into strings and the string-matching algorithm that we introduce in this paper constitute the 'method' for which many specific surgery simulator tools can be implemented. Each of them would require a thorough experimental study, with several groups of surgeons (using the new tool, control groups, etc.). The great effort required to implement the simulator and conduct the experiments can only be justified if some proof-of-concept is performed beforehand when a new methodology or technique is proposed.
Consequently, the goal of the paper has been to present a novel approach (with the main advantage of providing online feedback) such that the assisted-surgery community could assess its potential prior to deciding whether to apply this approach and adapt it to several scenarios.
Conclusion
Currently, the commercial surgical simulators are able to perform reasonably good classifications of surgeons among novice, intermediate, and expert surgeons. However, they do not provide novice surgeons with interactive and realtime feedback about their performance during surgical training. In this work, an interactive and real-time supervision method that incorporates this kind of scoring feedback was proposed.
Each surgeon's gesture sequence was considered as a character string. In order to detect the deviations between novice and skilled surgeons, some adaptations were introduced to enable the string-matching algorithms to compare a string (expert sequence) and an ongoing (partial) string (novice sequence). This incremental string-matching algorithm was called an oLCS algorithm and represents the core of the developed method.
To the authors' knowledge, this is the first time that a virtual laparoscopic environment incorporates a real-time evaluation method that produces detailed feedback about what the trainee is doing (wrong) and how this deviates from the reference performance. This supervision method not only allows surgeon classification but also guided learning for novice surgeons. The developed simulator is a prototype of an automated expert supervisor, which can represent an important improvement for the surgical training through surgical simulators. However, in order to fully confirm the validity of our approach in general, more simulators (and experiments on them) should be carried out in the future.
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