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ABSTRACT OF DISSERTATION
Effects of Anion Excited States on Photodetachment of Negative Ions
by
Diep Dao
Doctor of Philosophy in Chemistry
Washington University in St. Louis, 2014
Professor Richard Mabbs, Chair
In this dissertation, effects of anion excited states on photodetachment of negative
ions containing transition metals will be presented. Evidence of autodetachment (sudden
change in photodetachment cross section and photoelectron agular distribution) is ob-
served for diatomic (AgF–, CuF–) and triatomic (NiO–2, CuOF
–) anions. The mechanism
of the autodetachment (vibrational or electronic autodetachment) is explored using ab
initio calculation. EOM-CCSD calculation reveals a dipole bound anion state, which
is responsible for vibrational autodetachment observed in AgF– detachment. Addition-
ally, CAP/EOM-CCSD calculation and experimental data suggest the presence of shape
resonances ([AgF–]* and [CuF–]*) which electronically autodetach to several vibrational
levels of the ground state. In addition to autodetachment, photodissociation from an
anion excited state is also studied. Power dependent photodetachment studies of CuO–2
reveals a two photon Cu– signal for which the only isomer produced (linear OCuO–) is
responsible. The dissociation pathway involves a long-lived anion excited state which is
stable to electron loss but unstable to dissociation.
xiii
Chapter 1
Introduction
Interactions between electrons and molecules are of interest due to their prominent
roles in astro- and plasma-physics, the semiconductor industry, micro-electronics, atmo-
spheric sciences and pollution control etc. Traditionally, such interactions are studied
through electron molecule scattering experiments in which electrons with a given kinetic
energy collide with target molecules. The scattered electrons are detected and changes
in both angular deflection and kinetic energy are measured. Measurements of energy
loss (electron energy loss spectra) allow determination of energies and probabilities of
transitions to specific excited quantum states.[1, 2] Measurements of differential cross
sections, taken using techniques of Asmis et.al [3] and Read etal,[4] provide detailed in-
formation about the local interaction between the incident electron and target molecule.
Additionally, low energy electron scattering allows study of resonance structures which
subsequently autodetach to ground or excited states. With techniques developed to pro-
duce electron beams with low energy (less than 1 eV) and high resolution (less than 10
meV),[5, 6, 7] threshold phenomena can be studied and electron-molecular interaction
can be probed effectively.
In this dissertation, we show how an alternative approach, photoelectron detachment,
can be used as a probe of electron-molecule interactions in small molecules. In our work,
stable diatomic and triatomic anions are produced and then probed by the output from a
tunable laser source. The detached electrons’ kinetic energies (photoelectron spectrum)
and directions (angular distributions) are monitored. The photoelectron spectrum pro-
vides information about the different states of both anions and neutrals, while the angular
distribution in direct detachment reveals details of the parent orbital. More importantly,
any rapid deviation from normal wavelength dependent behavior of photoelectron spectra
1
or angular distributions may indicate the existence of an anion excited state lying in the
detachment continuum. Potentially, photoelectron detachment can serve as an efficient
way to study electron-molecule interaction.
This chapter aims to provide the fundamentals of phodetachment spectroscopy. The
subjects of the thesis include diatomic and triatomic anions containing transition metals
such as Cu, Ni and Ag. These ions are produced in a pulsed discharge source of which
the details will be given later in chapter 2. This chapter will focus only on information
relevant to understanding of the techniques to probe these ions and for interpretation of
our reported data.
1.1 Probing anions - Photodetachment Spectroscopy
Photodetachment spectroscopy is based on the well-known photoelectric effect. Exper-
imentally, targeted molecular anions (MA–) are illuminated by a light beam of frequency
ν. Photoelectron detachment described by Eq. 1.1 only occurs if photon energy hν (or
Ehν) exceeds a threshold energy:
MA− + hν → MA + e− (1.1)
The threshold energy (analogous to work function in the photoelectric effect) for
detachment from a molecular anion is the adiabatic electron affinity (aEA) of the neutral
species. However, detachment from the anion to different states of the neutral are possible.
The threshold of a particular transition is the energy required for this transition to occur
and usually referred to as electron binding energy (eBE).
The requirement that hν > eBE suggests that one can measure eBE by scanning the
frequency of the laser while monitoring the appearance of the detached electron. This
technique is known as threshold photodetachment spectroscopy. [8, 9]
As consequence of energy conservation, the difference between photon energy and the
binding energy (hν − eBE) is released as kinetic energy of the detached electron and the
residual neutral molecule. Since the molecule is much heavier than the electron, we can
2
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Figure 1.1: Photoelectron spectrum of NiO–2 at (a) 291 and (b) 335 nm
assume that all the extra energy is released as electron kinetic energy (eKE) and the law
of conservation of energy requires:
hν = eBE + eKE = eBE + ~2k2/2me (1.2)
where ~k is the linear momentum of the electron.
Eq. 1.2 offers an alternative way to measure the threshold energy or binding energy.
Instead of scanning over a range of wavelengths, one can use a fixed frequency laser with
Ehν greater than the eBE and measure the distribution of kinetic energies of ejected
electrons (eKE). The obtained eKE domain photoelectron spectrum plots the detached
electron intensity (electron counts) as a function of eKE. This can be easily converted
into an eBE domain spectrum using Eq. 1.2. This method, known as photoelectron
spectroscopy, is employed in our work.
Photoelectron spectroscopy if taken at appropriate wavelengths can reveal information
about the electronic/vibrational states of both neutral and anion. For example, the 291
nm spectrum of NiO–2 in Fig. 1.1a is comprised of transitions to the ground state and
several electronically excited states of NiO2, all originating from the ground state of NiO
–
2.
These transitions can be explained using the energy level diagram in Fig. 1.2. As can
be seen, the spectrum provides an easy way to measure relative energies (to the neutral
ground state) of all electronically excited states of the neutral.
The 335 nm spectrum of NiO–2 in Fig. 1.1b on the other hand, reveals vibrational
3
Figure 1.2: Electronic energy level
diagram of NiO–2 and NiO2. Tran-
sitions originating from the ground
anion state to ground and electroni-
cally excited state of the neutral are
different in eBE and therefore eKE
Figure 1.3: Vibrational levels of NiO–2
and NiO2. The
1Σ+g← 2Πg band is com-
prised of several vibrational transitions.
The difference in eBE or eKE of adja-
cent transitions is proportional to the vi-
brational frequency (ω) of the neutral
molecule (within the simple harmonic os-
cillator approximation)
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structure within the ground ← ground electronic band 1Σ+ ← 2Πg. The component
vibrational transitions are illustrated by the schematic diagram in Fig. 1.3. The difference
in eBE of adjacent peaks in the spectrum determines vibrational frequency of the ground
neutral state. Vibrational frequencies of the anion ground state can be also measured
provided that hot bands are observed.
Measurement of the total or partial detachment cross section is not straightforward in
our experiments. However, relative cross sections (to a reference transition) can be easily
obtained by comparing the areas under spectral features. This relative cross section or
branching ratio can be used as replacement for the direct cross section.
For the vibrational channels in Fig. 1.3, channel 0 ← 0 can be used as the refer-
ence. The vibrational branching ratios depend on the overlap between the vibronic wave
functions of the ground anion state and those of the neutral electronic state. Within
the Born Oppenheimer apporoximation, this is proportional to a Franck-Condon factor:
〈Ψv′ |Ψv′′〉2, which in turn depends on the difference in geometry and vibrational fre-
quency between the initial and final states. A Franck-Condon analysis therefore allows
determination of molecular parameters such as bond lengths and vibrational frequencies.
In addition to the eKE distribution, the photoelectron angular distribution (PAD) for
a particular eKE yields valuable insight regarding the parent orbital as well as electron-
molecule interactions. Photoelectrons are not necessarily ejected uniformly in photode-
tachment. The angular distribution of photodetached electrons is controlled by the dipole
selection rules and angular momentum conservation.
Our experiments use linearly polarized light, which produces electrons with an angular
distribution described by the following equation:
I(θ) =
σ
4pi
[1 + βP2(cosθ)] (1.3)
where θ is the angle between the direction of the ejected electron and the polarization
vector (electric component p) of the laser, P2(cosθ) = (3cos
2θ − 1)/2 is the second Leg-
endre polynomial. The parameter β, obtained by fitting Eq. 1.3 to the experimental data
is referred to as the asymmetry or anisotropy parameter. The value of β lies between
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Figure 1.4: Photoelectron image (a), extracted photoelectron spectrum (b) and angular dis-
tribution (c) of Ag– at 535 nm
−1 and +2, reflecting the actual angular distribution. For example, a positive β corre-
sponds to a case where detached electrons are preferentially distributed parallel to the
laser polarization vector.
Experimentally, β can be extracted from photoelectron spectra using the following
equation:
β =
I(0)− I(90)
(1/2)I(0) + I(90)
(1.4)
The differential cross section at 0 and 90 degree angles can be measured through
narrow solid angle collection windows. This method is however inefficient because the
majority of photodetchment events are ignored and different experimental geometries
must be employed. To overcome these problems, the velocity mapped imaging technique
developed by Eppink and Parker [10] is used in this work. The main advantage of this
method is the ability to measure both photoelectron energy and angular distributions at
the same time. Additionally, this method affords uniform energy sensitivity and therefore
allows measurement at low eKE. Presented in Fig. 1.4 is a photoelectron image of Ag–
recorded at 535 nm with our photoelectron velocity mapped imaging assembly. The
corresponding photoelectron spectrum and angular distribution extracted from the image
are also presented. The fitting procedure shows β = 2, which corresponds to a pure
parallel angular distribution I(θ) ∝ cos2θ, indicating that the outgoing electron wave
funtion is a pure p wave. A detailed description of the velocity mapped imaging assembly
and technique utilized in work will be described in the next chapter.
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1.2 Data interpretation: Spectral simulation and the-
oretical treatment
Interest in theoretical studies of anion photodetachment has been growing rigorously
recently, due to the extensive amount of experimental results. The development and
improvement of calculation tools allow determination of electron affinity, equilibrium
geometry and vibrational frequency with high accuracy. Various theoretical treatments
for photodetachment cross sections or angular distributions have been also developed
to explain the experimentally observed behaviors. The main focus of this section is to
discuss these simulations.
1.2.1 Spectral simulation/interpretation
Spectral simulation mainly involves determining the electron affinity (EA)/vertical
detachment energy (VDE), anion/neutral geometry and vibrational frequency in conjunc-
tion with Franck-Condon factor calculations. This section will focus on the calculation
of EA/VDE.
While dealing with molecular anions, it is important to distinguish between adiabatic
electron affinity (aEA) and vertical detachment energy (VDE). aEA is the difference in
zero point energy between the neutral and the anion:
EA(MA) = E(MA, X ′, v′ = 0)0 − E(MA−, X ′′, v′′ = 0)00 (1.5)
where X refers to the ground electronic state (excited electronic states will be labeled
as A, B, C or a, b, c..), ′′ denotes anion and ′ denotes the neutral states. Subscript “0”
and “00” indicates that energy at equilibrium geometries of the neutral and anion must
be used, respectively. In experiments, aEA is determined from the eBE of MA,X′, v′ =
0 ← MA−,X′′, v′′ = 0 transition, which is sometimes labeled as 0 ← 0 for simplicity. In
Fig. 1.3, eBE1 corresponds to the 0← 0 channel and the aEA is therefore 3.049 eV.
Measurement of aEA requires vibrational structure of an electronic band to be well
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distinct. If the spectral resolution is too low to resolve vibrational structure, the aEA
will not be defined. In these cases, one can use the spectral maximum to measure vertical
detachment energy (VDE). Such a maximum usually corresponds to the most favored
transition, which under the Born-Oppenheimer approximation, has the highest Franck-
Condon factor. The reason for this is that since electrons move much faster than atoms,
the molecule has no time to rearrange and effectively remains at the anion geometry
throughout the detachment process. This transition is referred as to vertical detachment.
By definition, VDE is the difference in energy (at anion equilibrium) between the ground
neutral and anion state:
VDE = E(MA)00 − E(MA−)00 (1.6)
While improvements in technology allow experimental measurements of EA/VDE
with higher accuracy, computing aEA and VDE is still challenging. A good overview
of these difficulties and the methods used to calculate aEA is presented in the works of
Simons [11] and Rienstra-Kiracofe et.al.[12] Only points relevant to this dissertation will
be discussed here.
Like many other quantum calculations, the effectiveness and accuracy of an aEA/VDE
determination depends mainly on the methods and basis sets chosen. Methods for
aEA/VDE can be divided into two main groups. The first uses equations 1.5 and 1.6 and
therefore requires total energies of both anion and neutral species at their equilibrium
geometries to be calculated. The problem of this approach is that aEA and VDE are
usually extremely small compared to the total energy. For example, a DFT calculation
(performed with Gaussian 03 (G03),[13] PW91PW91 hybrid functional, aug-cc-pvdz ba-
sis set for O and 6-311g(3df) for Ni) yields a total energy of -45140 eV for NiO–2. The
experimentally measured VDE is only 3.045 eV which is less than 0.01 % of the anion to-
tal energy. Since VDE is smaller than the error of the total energy, in order to determine
VDE accurately, one needs to use theoretical tools with very high accuracy. As electron
correlation is a major factor affecting the accuracy of aEA calculation, methods handling
electron correlation such as CI, MPn, CC, MCSCF should be employed. These meth-
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ods typically reproduce aEA with accuracy (absolute error) between 0.1-0.2 eV. DFT
methods, considered “effective” for calculating aEA of medium to large systems, yield an
accuracy within 1 eV. These errors are relatively large, especially when the value of aEA
is usually between 0.01 to 5 eV.
Based on the observation that photoelectron spectra measure only the difference in
energy, not the total energy of the anion/neutral species, Simons developed an alterna-
tive method which allows computation of the energy difference (electron affinity aEA or
ionization energy IP) directly without finding the total energies of involved states. This
“equation of motion” (EOM) method, which is equivalent to the Greens functions or
propagator methods,[14, 15, 16] has been expanded by many other groups.[17, 18, 19, 20]
It is now considered as one of the most effective methods for accurate determination of
EAs/IPs or excited state transition properties. In this work, our calculation of EAs of va-
lence or dipole bound anion states is usually performed using the EOM-CCSD approach,
implemented in QChem [21] as EOM-EA-CCSD or EOM-EE-CCSD. The calculations
are performed through the iOpenShell center at USC.
For a quick review, in a coupled cluster approach, the wave function of the ground
state |Ψgr〉 is exponentially expanded as
|Ψgr〉 = eT̂ |Ψref〉 = (1 + T̂ + 1
2
T̂ 2 +
1
6
T̂ 3 + ...)|Ψref〉 (1.7)
where T̂ is the cluster operator, which is a sum of connected singles (T̂1), doubles (T̂2),
triples (T̂3) up to n-truple excitation operators. In CCSD, T̂ = T̂1 + T̂2. The reference
|Ψref〉 is usually the closed-shell ground state Hartree-Fock determination. The energy
of the ground state is determined as
〈Ψref |e−T̂ Ĥ eT̂ |Ψref〉 = Egr (1.8)
In the EOM-CCSD approach, the ground state |Ψgr〉 is used as a starting point to
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calculate the “excited” state:
|Ψe〉 = R̂e|Ψgr〉 = R̂e eT̂ |Ψref〉 (1.9)
where R̂e is a linear excitation operator. In the EOM-EA-CCSD model for calculating
aEA, the excitation operator is electron-attaching and in EOM-EE-CCSD model for
electronically excited states, the operator excites a number of α and/or β electrons.
The energies of excited states are then eigenvalues of the similarly transformed effec-
tive Hamiltonian Ĥeff = e
−T̂ Ĥ eT̂ ,
Ĥeff R̂e|Ψref〉 = ∆Ee R̂e|Ψref〉 (1.10)
where ∆Ee is the energy change connected to the excitation process.
Different groups of target states can be found by combining different types of excita-
tion operators R̂e and references Ψref .
It needs to be mentioned that the above methods are only effective for stable anions.
Developed to compute systems in which electrons are bound, these methods tend to fail
when dealing with metastable anions or resonances (anions states lying above the neutral
ground state). Several methods, however, have been developed to obtain positions and
widths of the resonances, including stabilization-based methods, [22, 23] complex scaling
[24, 25, 26, 27] and complex absorbing potential.[28, 29] Where necessary (and possible),
we employ the CAP/EOM-CCSD [30] approach implemented in QChem [21] for resonance
calculation. More details of CAP/EOM-CCSD will be discussed in chapter 4.
The basis set plays an important role in the accuracy of the calculated EA. For anion
calculations, the basis set must be flexible and include both diffuse functions to describe
a loosely bound electron and polarization functions to treat electron correlation. Usually,
correlation consistent basis sets (for example aug-cc-pvdz for O, F) must be used. For
anions with extremely small eBEs (1-3 meV), such as ones in which an electron is bound
by the dipole moment of a molecule, extra diffuse functions (usually s or p) must be
added. An example of this approach for computing the dipole bound state of AgF– can
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be found in chapter 3.
1.2.2 Theoretical treatment of photodetachment cross section
The work presented in this dissertation reveals interesting behavior of relative cross
sections of vibronic channels with respect to the detachment wavelength. Semi-classical
models have been applied to interpret the behavior of the photodetachment cross section
(σ) of atomic and molecular species. The process can be viewed as a dipole transition
from the initial state (Ψi) to final (Ψf ) degenerate states which lie in the continuum,
corresponding to an asymptotically free electron. The probability of each transition
(partial cross section) is controlled by the transition dipole moment Mfi = 〈Ψf |e.rˆ|Ψi〉
and the total cross section is proportional to sum of the square moduli of the transition
dipole moments involved:
σ ∝
∑
f
|Mfi|2 (1.11)
For atomic species, the final states Ψf = Ψn Ψe (Ψn and Ψe are wave functions of
the neutral and free electron) depend on energy E, and quantum numbers l, ml and ms.
The wave function of the detached electron is determined by the angular momentum
(lf = li ± 1) and parity selection rules. For example, detachment from an s orbital
produces a p electron, while detachment from a p orbital results in s and d components
to the free electron wave function. The variation of the photoelectron wave amplitude
with respect to the excitation energy results in variation of the cross section.
The dependence of the cross section on photoexcitation energy has been monitored
to obtain the EA of atoms [31, 32, 33, 34] and molecules.[35, 36, 37, 38] For these exper-
iments, only data near threshold is important. However, low signal-to-noise ratio often
makes it difficult to measure these data. It is therefore helpful to understand how the
cross section behaves in the near threshold region. The threshold law describing the be-
havior of cross section of photodetachment was derived by Wigner.[39, 40] According to
Winger, the threshold behavior is governed by the long range (large r) behavior of the
effective potential. This potential is the sum of the attractive potential between electron
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and neutral (V (r)) and the centrifugal potential l(l+1)~2/2µr2 due to the departing elec-
tron’s angular momentum. Since the attractive potential for an anionic system (normally
charge-dipole (∝ r−3), charge-quadupole (∝ r−5) or charge induced dipole (∝ r−6) ) falls
off much faster than r−2 at large r, the longest range component of the effective potential
is the centrifugal potential. This varies with l and gives rise to the Wigner threshold law:
σ = const× k2l+1 = const× eKEl+1/2 (1.12)
Here, k and l are the linear and orbital angular momenta of the ejected electron.
For molecular species, complication arises since the spherical symmetry is lost and
the angular momentum l is no longer a “good” quantum number. Threshold laws have
been derived for photodetachment from a nonpolar diatomic anion [41] and polyatomic
anions.[42] These laws are consistent with the Wigner law, even though one needs to use
symmetry arguments to determine the lowest partial wave of the electrons ejected. For
example, the HOMO of AgF– is a Σ orbital, which resembles an s orbital. The electron
detached from this s like orbital will have p character and the cross section can be treated
as σ = const× k3 (see chapter 3).
It needs to be mentioned that while theoretical prediction of direct photodetachment
cross sections remains challenging, simulation can be further complicated by sudden devi-
ation from direct detachment behavior. Asymmetric lineshapes in the total cross section
or relative partial cross sections with sharp maxima have been observed for both pho-
toionization of neutral molecules [43, 44] and photodetachment from anions.[45, 46, 47]
These asymmetric profiles are considered as fingerprints for metastable anions or reso-
nance states.
Fano [48] attributed these asymmetric lineshapes to interference between direct (via
continuum) and resonant (via discrete state) detachment and derived a simple expression
for total cross section:
σ = σb + σa
(q + )2
1 + 2
(1.13)
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where σb represents the cross section for the direct transition to the continuum (back-
ground cross section) and σa is the excitation cross section to a discrete state which is
coupled to the continuum. The strength of the coupling is reflexed in the numerical index
(Fano index) q which also characterizes the Fano profile.  = E−Eres
Γ/2
is the reduced en-
ergy. The Fano equation is usually fitted to the experimental data to obtain the position
(Eres) and the width (Γ) of the resonance. For simplicity, the background cross section
is treated as a constant and in most cases of photoinonization, this approximation is
acceptable. As seen in chapter 3, this is more complicated for anion detachment. Also of
note, our experiment only measures relative cross sections or branching ratios for which
the Fano equation must be modified. Again, the details will be given in chapter 3.
1.2.3 Treatment of the anisotropy parameter
The angular distribution of photodetached electrons can yield important information
on the nature of and therefore serve as a signature of the parent anion orbital. For
example, detachment from the s-like orbital of AgF– results in a p electron, which is pref-
erentially distributed along the laser polarization vector (Figs. 1.4a, 1.4c). Detachment
from a p orbital, as in the case of I–, produces partial s and d waves, which interfere
to yield a perpendicular (to laser polarization vector) distribution characterized by a
negative anisotropy parameter at 290 nm.
Like the detachment cross section, the photoelectron angular distribution varies with
photon energy. For atomic anion detachment, β (Eq. 1.3) depends on the cross section
and relative phase of the partial angular momentum components of the free electron wave
function, as shown in the following equation:[49]
β =
l(l − 1)σ2l−1 + (l + 1)(l + 2)σ2l+1 − 6l(l + 1)σl+1σl−1 cos(δl+1 − δl−1)
(2l + 1)[lσ2l−1 + (l + 1)σ
2
l+1]
(1.14)
where δl+1 and δl−1 are phase shifts of the (l − 1) and (l + 1) partial waves produced
from photodetachment of a parent orbital characterized by orbital angular momentum
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quantum number l, following the ∆l = ±1 selection rule.
This equation can be simplified to [50]
β =
l(l − 1) + (l + 1)(l + 2)A2 eKE2 − 6l(l + 1)A eKE cos (δl+1 − δl−1)
(2l + 1)[l + (l + 1)A2 eKE2
(1.15)
assuming that σl+1
σl−1
= A × eKE (from Eq. 1.12) where A is a constant. In the case of
l = 1, Eq. 1.15 becomes:
β =
2A2 eKe2 − 4eKE cos δd−s
1 + 2A2 eKE2
(1.16)
with δd−s is the relative phase shift between the partial s and d waves produced from
the parent p wave. Eq. 1.16 can be fitted to the experimental data recorded at different
excitation energy to obtain A and the phase shift.
For molecular anions, the treatment becomes complicated since l is no longer a good
quantum number. Again, symmetry argument can be used to identify the likely angular
momentum of partial wave contribution. As mentioned before, the HOMO of AgF– can
be view as an “s-like” orbital, and therefore detached electrons have a p-like wave which
is distributed parallel to the polarization vector. However, the anisotropy is less than 2,
reflecting that the MO does not have pure s character. A more detailed description of
the nature of the AgF– PAD will be given in chapter 3.
Several models have been developed to yield insight into anion electronic structure
using the anion PADs. Most relevant to this work is the the s&p model developed by
the Sanov group.[51, 52] Although simplistic, this treatment allows prediction of the
sign of the anisotropy parameter given the symmetries of the initial anion and final
neutral MOs. The quantitative version of this model provides a simple way to predict
the wavelength dependence of β, however, the validity and applicability are still under
consideration.[53, 54]
Finally, similar to the cross section, sudden changes in angular distribution or the
anisotropy parameter have been observed and are considered to be evidence for resonances.[46,
55] An asymmetric lineshape in the evolution of of β with eKE can also be described by
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an expression similar to the Fano equation for the total cross section:[56]
β = βb + βa
(q + )2
1 + 2
(1.17)
where the reduced energy  = E−Eres
Γ/2
is fixed by a scaled width Γ = xΓ and the resonance
energy is shifted to Eres = Eres+∆. βb, βa and q are specific quantities for the anisotropy
profile (analogous to σb, σa and q parameters in photodetachment cross section profile).
The fitting of equation Eq. 1.17 to the measured β is less straightforward than in the case
of the cross section. The reason mainly lies in the complexity of the background βb. βb
generally varies more rapidly with eKE and therefore cannot be treated as a constant. An
expressions for β must be developed, resulting in more parameters in the fitting procedure
for which complications arise.
1.3 Structure of Dissertation
In this dissertation, we examine the effect of photoexcitation to different types of
excited anion states using photoelectron imaging. These excited states subsequently au-
todetach or dissociate (have finite lifetimes) and therefore remain a challenge for both
experimental and theoretical studies. The approach that we use to investigate such
phenomena is to search for rapid deviations of detachment cross section and anisotropy
parameter from the longer range trends associated with direct detachment. This disser-
tation also further demonstrates that photoelectron imaging can serve as an efficient way
to study properties of anionic/neutral species.
The experiments performed and results collected are presented in detail in the next six
chapters of this dissertation. Details of the instrumentation and data analysis techniques
are described in chapter 2. Chapter 3 presents photodetachment of a diatomic anion
AgF– in the near threshold region, where evidence of a dipole bound state mediating
vibrational autodetachment is found. Chapter 4 expands studies of AgF– away from
the threshold region where evidence of a metastable valence anion state is observed.
The nature of this anion and its involvement in vibrational excitation of the daughter
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neutral are investigated further by using the isovalent CuF– ion, for which better spectral
resolution can be obtained, allowing deeper insight to be achieved. The focus of the next
three chapters will be photodetachment of triatomic anions, CuOF– (chapter 5), NiO–2
(chapter 6) and CuO–2 (chapter 7). Chapter 5 and chapter 6 reveal evidence of electronic
autodetachment, while chapter 7 focuses on a photodissocaition process occurring in an
electric state which is stable with respect to electron loss. Finally, a short summary of
our findings and conclusions will be given in chapter 8.
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Chapter 2
Experimental and data analysis
As mentioned before, to simultaneously obtain both photoelectron spectra and an-
gular distributions, we employ the velocity mapped imaging technique.[10] Our anion
photoelectron imaging spectrometer is shown schematically in Fig. 2.1. Functionally, the
instrument contains three main regions: a pulsed ion source to produce anions, a Wiley-
McLaren time of flight (TOF) mass spectrometer to separate anions and a velocity map
photoelectron imaging assembly to detect photodetached electrons. The three regions are
differentially pumped. The first one is pumped by a diffusion pump to 5-9 × 10−6 torr,
the second one by two turbo pumps to 10−7 torr and the last one also by a turbo pump
to 10−8 torr when in operation. Details of each region are given below.
2.1 Ion source chamber
Anions containing transition metals like Cu, Ag and Ni are produced by using an
ion source which applies a pulsed discharge to a pulsed supersonic expansion.
Supersonic expansion is created when a high pressure gas is expanded into a lower
pressure chamber through a small diameter orifice. Through passing the orifice, random
motions of gaseous particles are converted into directed motion characterized by a nar-
row velocity distribution. Since the width of the velocity distribution is proportional
to translational temperature, a low temperature is achieved. Due to collisions between
these particles, vibrational and rotational degrees of freedom are also cooled. The cooling
process is profitable to spectroscopists, since it helps reduce spectral congestion.
In our experiment, a pulsed solenoid nozzle (General Valve, Series 9, 0.76 mm orifice
diameter) driven by a valve driver (General Valve, Iota One) operating at 10 Hz is
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Figure 2.1: Velocity mapped imaging photoelectron spectrometer including: ion source (1),
anion repeller (2), acceleration stack (3), deflectors (4), einzel lens (5), potential switch (6),
imaging electrodes (7), anion MCP (8), imaging MCPs (9), phosphor screen (10), CCD camera
(11), diffusion pump (12), turbo molecular pumps (13)
Figure 2.2: Discharge ion source: pulsed nozzle (1) and the front plate (5) are made of stainless
steel, sharp stainless steel needle (3) is grounded while the metal needle (2) is negatively charged,
two needles are held by two teflon plates (4)
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used. Pulsing the expansion helps reduce the amount of gas introduced into the vacuum
chamber per unit time, allowing smaller pumps to be used. Our system uses a diffusion
pump, which maintains the source chamber at pressure between 5-9× 10−6 torr when in
operation. The backing pressure (high pressure behind the nozzle) is between 30 to 80
psig, depending on system of interest.
Our pulsed discharge source is similar to that of Osborn et.al.[57] However, instead of
using two stainless steel plates, we use two needles as cathode and anode (see Fig. 2.2).
The anode is made of stainless steel, sharpened and grounded. The cathode is made of
the transition metals (Cu, Ag, Ni) and negatively charged (−600 to −1400 V). These
two needles are placed 6-15 mm downstream from the nozzle by Teflon spacers. The
number of spacers used and the distance between two needles (1-1.5 mm) can be changed
to obtain a desired anion.
The ions are produced when letting oxygen gas (30-80 psig) supersonically expand
through the discharge region. A variety of ions will be produced depending on the material
of the cathode needle. For example, if a sterling silver (containing 92.5 % silver and 7.5
% Cu) needle is used, a combination of AgF–, AgOF–, AgF–2, CuO
–
2, CuOF
–, CuF–2 will
be produced (Fig. 2.3). The fluorine is introduced via the Teflon spacers.
2.2 TOF mass spectrometer
Anions produced in the chamber are separated in a Wiley-McLaren TOF mass
spectrometer.[58] When in operation, the pressure of the TOF region is maintained at
around 1× 10−8 torr.
About 15 cm downstream from the nozzle, anions are repelled into the TOF tube by a
repeller plate, negatively charged (−900 to −2000 kV) by a high voltage pulse generator
(Directed Energy Inc, PVX 4140). After entering the TOF tube, anions are accelerated
through 2 kV by an acceleration stack containing 10 evenly spaced stainless steel plates.
Passing the acceleration stack, the ions are steered and focused using two pairs (hor-
izontal and vertical) of deflection plates and an Einzel lens subsequently referred to as
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Figure 2.3: Mass spectrum prepared with sterling silver cathode
ion optics. Voltages (referenced to +1950 kV potential) of the ion optics can be adjusted
to obtain the best mass spectra.
Upon exiting the Einzel lens, the anions enter a “Johnson type” potential switch, [59]
a stainless steel tube which is 60 cm long and 7.7 cm wide. By applying a pulsed voltage
on the potential switch, anions are re-referenced to the ground potential (0 V) without
perturbing the path and kinetic energy. The width and the delay (relative to the repeller)
of the pulse applied on the potential switch determine the range of masses that pass the
potential switch and thus the potential switch also acts as a mass discriminitor. Other
ions are deflected out of the beam path.
After exiting the potential switch, the anions move forward to a micro channel plate
(MCP) detector located at the end of the TOF tube. Impacts of anions on the MCP are
converted to electronic signals which are measured by a digital oscilloscope. The obtained
TOF domain spectrum (intensity versus TOF) is converted into a mass per charge (m/z)
domain spectrum by calibrating with known masses (usually two masses). The key point
of the calibration process is that the TOF of ions is proportional to the square root of the
mass. An example of a m/z domain spectrum is shown Fig. 2.3, where a sterling silver
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Figure 2.4: Mass spectrum prepared with nickel cathode
needle is used as cathode in the discharge source. Fig. 2.4 shows a spectrum obtained
when the nickel cathode is used. The appearance of Cu containing peaks in both spectra
are due to a small concentration of Cu in sterling silver and nickel wires. The fluorine is
from the teflon spacers.
2.3 Detection region
In the TOF region, ions are separated by their masses. In the detection region,
ion selective photodetachment is obtained by synchronizing a pulsed, tunable dye laser
(Cobra-Stretch, Sirah Laser) to the arrival time of the anion of interest. The dye laser is
pumped at 10 Hz by the second (532 nm, 200 mJ) or third harmonic (355 nm, 100 mJ) of a
Spectra Physics INDI-10 Neodymium-doped Yttrium Aluminum Garnet (Nd:YAG) laser
(the fundamental 1064 light power is 450 mJ). The dye laser produces a wide ranges of
fundamental wavelengths (370-780 nm). These can be frequency doubled with a BBO (β-
barium borate) crystal to obtain wavelengths between 250-380 nm, with widths ranging
from 5 to 8 ns.
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Figure 2.5: Velocity map imaging:
repeller (1), extractor (2) and ground
(3) electrodes, MCP front (4), MCP
back (5), phosphor screen (6), CCD
camera (7). Initial interaction volume
created when laser beam crosses (8)
anion beam (9) is expanded through
the electrical field
The photodetached electrons are detected using the velocity map imaging technique,
established by Chandler and Houston [60] and modified by Eppink and Parker.[10]
A schematic diagram of our arrangement is shown in Fig. 2.5. The key components
are three electrodes which create an electric field that focuses all electrons with the same
initial velocity on the same position on the 2D detector screen at the end of the detec-
tion region. The bottom (repeller) and the middle (extractor) electrodes are negatively
charged while the top one is grounded. The extractor and ground electrodes have 2.5
cm diameter apertures at the center. The voltages on the repeller (Vr) and extractor
(Ve) are adjustable, however the ratio Ve/Vr has to be maintained at 0.7 to satisfy the
velocity mapping condition. Altering Vr and Ve within this ratio changes the size of the
image on the detector, allowing zooming in on low eKE region or detecting higher eKE
electrons.
The interaction volume where the anion beam interacts with the laser lies between the
repeller and extractor. The photodetached electron cloud is repelled toward the detector.
The cloud expands until reaching a position-sensitive imaging detector which contains
two imaging quality chevron type MCPs (Photonis USA, Inc., APD 3040 FM) and a
P20 phosphor screen. The MCPs are operated in a pulsed-bias mode. The front MCP is
grounded, while the back MCP is held at 1kV. An additional 0.85-1 kV pulse is applied
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to the back MCP only for a narrow (200 ns) window to discriminate against background
noise (explained later). The phosphor screen is usually held at 3 kV.
Impacts of electrons cause the phosphor screen to flash. These flashes are captured
by a 640 × 480 pixel CCD camera (Imperx, Inc., IPX-VGA 120-L) operating at a rate
of 10 frames per second, corresponding with the frequency (10 Hz) of the nozzle. The
number of frames needed to compile an image depends on the number of anions in the
interaction volume, the laser power and the cross section of photodetachment. Each
image presented in this work is sum of several (3-5) individual images, each containing
3000 frames recorded in 30 cycles.
A large amount of background noise can be produced while recording images. Back-
ground noise due to electrons (not photodetached) and ions hitting the MCPs can be
discriminated against by applying a pulsed voltage on the MCPs. Background noise
associated with spurious gas molecules can be reduced by maintaining low pressure (1-
2 × 10−8) in the detection region. Dark noise associated with MCPs/camera and the
background noise due to photoionization of the metal surfaces in the detection region
are difficult to eliminate. A simple solution for removing background noise is to subtract
a background image from the original image (signal + noise). The background image
is obtained by delaying the laser pulse arrival time so that it can not interact with any
anion.
2.4 Data analysis
2.4.1 Image reconstruction
A raw image of I– is shown in Fig. 2.6a. The image is a projection of a 3D photo-
electron distribution onto the 2D detector plane. The ring on the image looks blurred
because all in-plane velocity components are recorded across the whole 3D distribution.
To avoid the smearing effect, the image is reconstructed to obtain the center slice of the
3D distribution, which contains all the information of the originally cylindrically sym-
metric distribution. The reconstruction is based on the fact that the projection P (x, y)
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(a) (b)
Figure 2.6: Raw (a) and reconstructed (b) images of I– recorded at 299 nm. Vertical line
represents the laser polarization vector p
of a cylindrically symmetric distribution onto a 2D plane is an Abel transformation of
the original distribution:
P (x, y) = 2
∞∫
|x|
I(r, y) dr√
r2 − x2 (2.1)
The inverse Abel transformation gives the slice through the center, I(r, y):
I(r, y) = − 1
pi
2
∞∫
r
dP
dx
dx√
x2 − r2 (2.2)
The transformation can be performed simply by expanding P(x,y) in a basis set of
Gaussian like functions. This basis set expansion (BASEX) method was developed by
Dribinski et.al.[61] Their program BASEX was used for reconstructing the raw images
collected in this work. Fig. 2.6b shows the reconstructed image of the raw image in
Fig. 2.6a. Unlike the raw image, the reconstructed image contains narrow features.
2.4.2 Photoelectron spectrum
The images in Fig. 2.6 reveal how intensity is distributed at different angle (I(θ))
and different radius from the center (speed distribution). The radial distance depends on
the kinetic energy of ejected electrons. The outer rings in Fig. 2.6 correspond to a higher
eKE and therefore lower eBE transition.
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(a) (b)
Figure 2.7: Speed distribution (a) and eBE domain spectrum (b) of I– recorded at 299 nm.
The change in relative intensities of the peaks are due to Jacobian transformation.
The speed distribution I(v) = I(r) is obtained by intergrating over θ = 0-2pi for a
given radius, as implemented in BASEX. The speed distribution is converted into the
photoelectron kinetic energy domain spectrum, I(eKE), using a Jacobian transformation
(I(eKE) = I(v)/v). The photoelectron binding energy domain spectrum is easily obtained
using conservation of energy, eBE = hν − eKE. Since eBE is independent of photon
energy, I(eBE) is preferred and will be mainly used in this work.
Fig. 2.7 shows the velocity distribution and photoelectron binding energy domain
spectrum extracted from the reconstructed image in Fig. 2.6. The lower eBE (higher
eKE) peak in the spectrum corresponds to the outer ring in the image. The two peaks
are assigned to transitions from the ground state 1S0 of I
– to the ground 2P3/2 and excited
2P1/2 states of the neutral atom.
2.4.3 Photoelectron angular distribution
In the image of Fig. 2.6b the electrons are preferentially distributed perpendicular
to the laser electric vector (indicated by the vertical arrow). The angular distribution
I(θ) of the 2P3/2 ← 1S0 transition is shown in Fig. 2.8a. The differential cross section
I(θ) is calculated by intergrating the electron intensity at a given θ over a given energy
range, typically the full width at half maximum (FWHM) of the transition. Consistent
with the image, I(θ) reaches a maximum at θ = 90o.
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(a) (b)
Figure 2.8: Photoelectron angular distribution as a function of angle θ (a) and Legendre
polynomial P2(cosθ) (b) of transition
2P3/2 ← 1S0 from I– 299 nm image. The red lines are the
fitted curves
As mentioned before, for a linearly polarized laser:
I(θ) =
σ
4pi
[1 + βP2(cosθ)] (2.3)
with P2(cosθ) = (3cos
2θ − 1)/2 being the second Legendre polynomial.
The anisotropy parameter β which represents the angular distribution is obtained by
fitting equation 2.3 to the experimental data. The fitted curve (red line) in Fig. 2.8a
fits the data nicely, except for the region near the center line of the image (θ < 200 or
θ > 1600) where more noise is produced due to the reconstruction procedure (Fig. 2.6b).
A simpler fitting procedure can be completed by plotting I(θ) against P2(cosθ) as
shown in Fig. 2.8b. The linearization approach also allows assessment whether the image
is saturated at a given range of angle. If the saturation occurs, there will be deviation
from linear behavior.
The fitting processes yield a value β = −0.7 for the 2P3/2 ← 1S0 transition at 299 nm,
consistent with the perpendicular distribution observed. For the transition 2P1/2 ← 1S0
transition, β is found to be −0.07, reflecting an almost isotropic distribution.
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Chapter 3
AgF–: A study on molecular
structure and resonances
3.1 Introduction
Silver halides have long been of interest due to their application in different fields of
chemistry. For example, silver bromide and chloride were widely used in the photographic
industry due to their light sensitive properties, silver halides have been used in holographic
gratings,[62] while silver fluoride has been used to add fluorine across multiple bonds in
organofluorine compounds.[63] In addition to monohalogenated molecules, more complex
species such as the polyhalides,[64] subhalides (for instance Ag2F which has metallic
properties) [65] and higher clusters of monohalides have also received attention.[66, 67,
68, 69, 70] In particular the neutral polyhalides (AgF2, AgF3, AgCl2, AgCl3) have high
electron affinities, are highly oxidative and are members of a group of species called the
superhalogens.[66, 69, 71, 72]
Partly due to its position as the precursor to the superfluorides, a large body of re-
search on neutral silver fluoride has been reported. Spectroscopic parameters have been
experimentally determined for AgF,[73, 74, 75, 76] while a variety of computational treat-
ments have been applied.[64, 68, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88] Conversely,
studies of silver monohalide anions are rare. Although photoelectron spectra of AgCl–,
AgBr– and AgI– have been recently recorded,[89] no experimental studies of AgF– have
been made to date and computational studies of this species are also rare.[69, 81, 86]
In this work we present the first photoelectron imaging study of the AgF– ion. The
vibrationally resolved measurements reported here allow the first direct experimental
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determination of the adiabatic electron affinity of AgF, while Franck-Condon analysis
of the spectra allows estimation of the anion bond length and vibrational frequency.
Additionally, images recorded at small increments over a range of excitation energies show
highly energy specific changes in the relative detachment cross sections and photoelectron
angular distributions of the individual (vibrational) detachment channels. Analysis of the
energy dependence and ab intio EOM-CCSD calculations reveal this behavior to be due
to the influence of the dipole moment of AgF which is large enough (6.22 D) [73] to
support at least one dipole bound state [90, 91, 92] and mediates coupling between the
electronic and vibrational degrees of freedom.
3.2 Experimental
Photoelectron images of AgF– are measured over a wide range of wavelengths (770-
670 nm). AgF– is prepared by supersonically expanding pure O2 (30-80 torr) gas via
the pulsed nozzle through the discharge created between one silver needle (negatively
charged) and one stainless steel needle (grounded). A mixture of anions (AgF–, AgOF–,
AgO–2, AgF
–
2, AgFO
–
2 etc...) are produced and then separated in the mass spectrometer.
Ion selective photodetachment was achieved by synchronizing a pulsed, tunable dye laser
to the arrival time of the ion selected. Images of photodetached electrons are recorded
and then analyzed to obtain photoelectron spectra and angular distributions.
3.3 Results
Fig. 3.1 shows the photoelectron image and spectrum (black open circles) of AgF– at
710 nm. The image reveals the photoelectron angular distribution which is polarized par-
allel to the linearly polarized electric vector (p) of the incident photons, indicative of the
predominantly p-like nature of the detached electrons. The spectral features correspond
to transitions from the ground vibrational, electronic state of AgF– to different vibra-
tional levels of the neutral ground state. These are labeled as AgF,X, v′ ←− AgF–,X, 0
or v′ ← 0 for brevity. The 0 ← 0 transition yields an electron affinity of 1.46 eV for
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Figure 3.1: Photoelectron image (a) and spectrum (b) of AgF– at 710 nm
AgF. This value is consistent with the general trend of falling electron affinity for the
series AgX (X=I, Br, Cl) as the halogen atom decreases in size.[89] The averaged spacing
between adjacent transitions indicates a vibrational frequency of 508 cm−1 for neutral
AgF, which is consistent with previous work (see Tab. 3.1). Our assignment is confirmed
by the good agreement between our spectrum and simulation based on Franck-Condon
factors (shown as the red line in Fig. 3.1). Details of the simulation will be given in the
next section.
3.3.1 Calculation of Franck-Condon factors and simulated spec-
trum
Franck-Condon simulations of several spectra are performed using the PESCAL package.[93,
94] The electronic ground states of both anion and neutral are treated as harmonic oscil-
lators and the parent anion is assumed to be vibrationally cold. The neutral equilibrium
bond length (re = 1.983 A˚) taken from previously reported absorption spectroscopy re-
sults [74] is fixed. The fitting procedure for the 766 nm spectrum yields an harmonic oscil-
lator frequency of 350 cm−1 for the anion and 503 cm−1 for the neutral, and an anion bond
length of 2.15 A˚. These are in good agreement with our CCSD or B3PW91 calculation
(using Gaussian 03 [13]) and previous B3LYP calculations [69, 81] (see Tab. 3.1). More
importantly, the neutral harmonic oscillator frequency extracted is within 10 cm−1 of the
reported value for 107AgF determined via absorption spectroscopy.[74]
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Figure 3.2: AgF– spectra (black open circles) recorded at 762-754 nm and Franck-Condon
simulations (red lines)
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Figure 3.3: AgF– spectra (black open circles) recorded at 732-704 nm and Franck-Condon
simulations (red lines)
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Methods re(A˚) ωe(cm
−1) EA(eV) eBE(eV)
AgF− AgF AgF− AgF
Calculation 2.1 1.994 378.72 504.63 1.239 1.302 a
2.136 1.997 347.65 498.63 1.474 1.579 b
2.161 2.021 338 485 1.79 c
2.0 574 d
1.989 504 e
experiment 1.983 512.73 f
508.14 1.460 1.553 g
aFrom ab-initio calculation: ccsd/stuttgart(Ag)/aug-cc-pvtz(F)
bFrom ab-initio calculation: b3pw91/lanl2dz(f)(Ag)/aug-cc-pvqz(F)
cFrom B3LYP calculation [81]
dFrom MRCI calculation [77]
eFrom CASSCF calculation [78]
fFrom thermal emission spectra [74]
gFrom this work
Table 3.1: Molecular constants for AgF and AgF−
The Franck-Condon factors were convoluted using a Lorentzian function of fixed width
to represent an averaged detector response function. Threshold effects [39, 40] were also
incorporated, treating the cross section as σ ∝ kx with k representing the electron speed.
The 766 nm spectrum is simulated with x=1.5.
The parameters obtained from the 766 nm spectrum were used to test spectra recorded
across the large range of wavelengths (770-670 nm) used in this study. The fitting pro-
cedure requires some adjustments to the width of the averaged response function (which
reflects the image resolution) and the threshold behavior carried in x (which reflects the
change in free electron partial angular momentum contributions). Normally, both in-
crease with with excitation energy. For spectrum recorded at 710 nm, x is chosen to be
2.8.
For the majority of spectra these simulations fit the experimental data well. However,
significant deviations from Franck-Condon behavior can be observed at energies near the
thresholds of the 2 ← 0, 3 ← 0 and 4 ← 0 channels. Such a strong deviation of the
2← 0 channel is seen in Fig. 3.2, where the 758 nm measurement shows an enhancement
in intensity of this channel. Fig. 3.3 shows similar behavior in the 3← 0 channel at 730
nm and the 4← 0 channel at 706 nm.
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3.3.2 Relative Detachment Cross Sections
The deviation from Franck-Condon behavior is illustrated more rigorously in Fig. 3.4
in which the relative (to the 0 ← 0 channel) intensities of the 2 ← 0, 3 ← 0 and 4 ← 0
channels are plotted against photon energy. The relative intensity (Irel) or branching
ratio is determined by comparing the area beneath each spectral transition with that of
the 0 ← 0 transition.
Enhancements in the relative detachment cross sections are clearly seen as dramatic,
asymmetric peaks. It is noticeable that for each channel the sharp change in the relative
cross section occurs at the same eKE, 12-14 meV below the opening of the next vibrational
channel (indicated by the dashed vertical blue lines). A smaller maximum in v′ ← 0
branching ratio at the opening of the next channel v′ + 1← 0 is also seen.
3.3.3 Photoelectron Angular Distributions
The 766 nm image of Fig. 3.1 shows a preference for the angular distribution (PAD)
of detached electrons associated with each vibrational channel to be polarized along p,
indicating the p-like nature of these electrons. The parallel distribution corresponds to a
positive anisotropy parameter (at 710 nm, β= 1.51, 1.46, 1.28, 0.84 and 0.084 for channel
0 ← 0, 1 ← 0, 2 ← 0, 3 ← 0 and 4 ← 0 respectively). The anisotropy parameter β
is known to be dependent on eKE. Treatments developed to quantitatively evaluate the
dependence of β on eKE for atomic anions include the work of Cooper and Zare.[49]
Grumbling and Sanov also established a simple s&p model to explain the behavior of
β for some molecular anions like OH– and NH–3.[53, 54] These models however ignore
rescattering between the outgoing electron and the neutral residue. We have shown in
our previous studies of atomic halide based cluster anions that the anisotropy distribution
can be strongly altered by this electron-molecule rescattering.[46, 55, 95, 96, 97, 98]
The dependence of the anisotropy parameter measured across the full width at half
maximum of channels 2 ← 0, 3 ← 0 and 4 ← 0 is shown in Fig. 3.5. Each point corre-
sponds to a given wavelength. In all three channels the β value increases from near zero
(an isotropic distribution of photoelectron intensity) at very low eKE to approximately
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Figure 3.4: Branching ratio of vibrational channels (2 ← 0, 3 ← 0 and 4 ← 0). The dashed
blue lines indicate the openings of vibrational channels (3← 0, 4← 0 and 5← 0)
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Figure 3.5: eKE dependence of anisotropy parameter β for channel 2 ← 0 (left), 3 ← 0
(middle) and 4← 0 (right)
Figure 3.6: Relative cross sections of different vibrational channels. Open circles are experi-
mental values. The blue solid lines is Eq. 3.1 calculated using the parameters of Tab. 3.2. The
red solid lines are fits of Eq. 3.3 to the background data (left or right side of the maximum)
+0.8 at 0.1 eV, indicating a strongly parallel distribution. However, in the vicinity of
eKE = 0.05 eV for each of the channels there is a rapid undulation in the overall upward
trend. Pertinently, this occurs at the same eKE at which the sharp increase in the relative
detachment cross section is observed of Fig. 3.4, suggesting a similar cause.
3.4 Discussion
The asymmetric profiles seen in the energy dependence of the relative detachment
cross sections and β parameters for each vibrational channel are strongly reminiscent
of the autoionization phenomena associated with Rydberg states of neutral atoms and
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small molecules (for example see Refs [99, 100, 101, 102]). In the latter, excitation takes
place to discrete states lying in the ionization continuum. The discrete states belong to
members of Rydberg series which converge on the ionization limits of excited states of
the daughter cation. The Rydberg states themselves are supported by the Coulombic
interaction between the cationic core and the excess electron and autoionization results
from relaxation to lower lying electronic states of the cation via transfer of energy to the
outgoing electron.
The effect of an isolated, autoionizing resonance on the branching ratio of two tran-
sitions has been treated by Starace [103] based on the Fano treatment for individual
channels.[48] According to this treatment,[103] the asymmetric profiles should conform
to the following equation:
(
σv′
σv
)
=
(
σv′
σv
)
0
[1 + f(Ehν)] (3.1)
where
f(Ehν) =
fmaxfmin{2(Emin − Emax)Ehν + E2max − E2min}
(fmax − fmin)E2hν + 2(fminEmin − fmaxEmax)Ehν + fmaxE2max − fminE2min
(3.2)
The branching ratio Irel at photon energy Ehν is (σv′/σ0), while the branching ratio
outside the resonance region is (σv′/σ0)0. The photon energies corresponding to the
maximum and minimum of f(Ehν) are given by Emax and Emin respectively while the
maximum and minimum values of f(Ehν) are given by fmax and fmin.
The background data (σv′/σ0)0 is usually treated as a constant in the vicinity of the
resonance when dealing with autoionization. For resonances which occur close to the onset
of photodetachment channels this approximation is inappropriate. Threshold effects [40]
result in a significant eKE dependence of the detachment cross sections and therefore need
to be incorporated in the fitting procedure. We observed that the background branching
ratio follows the equation:
(
σv′
σ0
)
= C
(
eKEv′
eKE0
)y
(3.3)
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v′ C y fmax fmin Emax Emin R2
2 2.26 1.84 11.05±2.25 -0.039±0.02 1.639±0.002 1.650±0.003 0.97
3 2.4 1.73 4.84±4.46 -0.101±0.084 1.7±0.002 1.707±0.006 0.92
4 0.96 1.72 3.05±10.5 -0.081±0.27 1.760±0.03 1.769±0.02 0.91
Table 3.2: Parameters obtained from fitting procedure (see text for detail)
where C and y are somewhat arbitrary constants. This equation is fitted to the data in
the regions of gradual change (left or right side of the maximum). These approximate
background data are represented by the solid red lines in Fig. 3.6. The parameters shown
in Tab. 3.2 are obtained in this manner. These are used in Eqs. 3.1 and 3.2 to obtain
the blue solid lines (fits) of Fig. 3.6.
The uncertainties on the values in Tab. 3.2 relate to the non-linear least square fitting
procedure. These become larger as the signal to noise ratio within the resonance region
decreases. This is partly due to the decrease in resolution of the reference channel 0← 0.
Another reason is difficulty in obtaining a reasonable representative background at lower
detachment yields. Moreover, the fitting procedure is relatively sensitive to the initial
values chosen, in particular the values of fmax and fmin. Nevertheless, the procedure
does demonstrate that the data are consistent with autodetachment from an excited
anion state.
Asymmetric profiles in the eKE dependence of anisotropy parameters have also been
treated within a Fano-like framework.[56, 104] However, in the current case the eKE
dependence of the “background” β parameter (outside the resonance region) is harder
to represent. Additionally, the fitting procedure involves six parameters, making itself
more complicated. For these reasons we will curtail discussion of the behavior of the
anisotropy parameter within the resonance region to noting that the rapid changes in β
occur at similar eKEs to the rapid changes in the detachment channel branching ratios.
The rapid changes in β must reflect changes in the partial angular momentum wave
composition of the outgoing electron and the relative phases of these components due to
angular momentum exchange between the outgoing and core electrons.
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(a) (b)
Figure 3.7: Potential energy surface of AgF– (black) and AgF (red)
3.4.1 Low lying electronic states of AgF and AgF–
Although we have noted similarities with Rydberg autoionization, in the case of
an anionic parent species there are no Rydberg states to excite. However, excited anion
states lying in the photodetachment continuum represent possible temporary resonances
that could enhance the detachment cross section. For this reason, calculations of anion
excited states were performed as presented in this section.
Low lying electronic states of the neutral and anionic silver fluoride are calculated
using a CCSD approach implemented in QChem.[21] It is known that diffuse basis sets
are required to calculate anion states, especially temporary anion excited states. In this
work, the aug-cc-pvtz basis set is used for fluorine and the Stuttgart-RSC 1997 ecp basis
set [105] supplemented by 4 s and 4 p diffuse functions is used for silver. These diffuse
functions were implemented by taking the last member of the standard basis set and
dividing the exponent by 5 for each subsequent function.
The potential energy curves are plotted as a function of AgF bond distance in Fig. 3.7a.
The neutral states are shown as red solid lines and the valence anion states as black solid
lines. The neutral ground state (X 2Σ+), neutral excited state (3Σ+) and the anion ground
state (X 2Σ+) are calculated ab initio at the CCSD level. The valence excited state of the
anion (2 2Σ+) is obtained from an EOM-EA-CCSD calculation, which uses the neutral
excited state 3Σ+ as an initial guess for the wave function. The singlet neutral excited
state (2 1Σ+) is determined from an EOM-EE-CCSD calculation in which the initial guess
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is the neutral ground state X1Σ+.
The shapes and separations of the neutral state curves are consistent with previous
calculations.[77, 79] The anion ground state is asymptotic to the Ag + F– product channel
which is calculated to be 3.16 eV below the neutral ground state Ag + F limit. The
asymptotic limit of the valence anion excited state adiabat corresponds to the Ag– +
F channel and is calculated to lie 1.02 eV below the neutral ground state dissociation
limit. Compared with the electron affinities of F (3.4 eV) [106] and Ag (1.3 eV), [31] the
asymptote separations are lower, but reasonably close. We also note that the difference
between the minima of the ground anion and neutral state is 1.3 eV which again is close
to but lower than the measured adiabatic electron affinity of 1.46 eV.
The valence excited anion state (2 2Σ+) lies above the ground state of the neutral.
Below the neutral ground state, no valence anion excited state is found. However, the
EOM-EA-CCSD calculation reveals a dipole bound anion state, which lies close to the
ground neutral state. It has long been known that molecules with dipole moments exceed-
ing 2 D [90, 91, 107, 108, 109] can support a dipole bound state and molecules with even
greater dipole moments (4.5-10 D) may support more than one.[92, 109, 110, 111, 112]
For example Gutsev et.al [112] have calculated five anion dipole states of LiH–. Like LiH,
AgF has a large dipole moment (6.22 D),[73] suggesting that there should be at least one
anion dipole state associated with it. For the purpose of specifically searching for dipole
bound anion states, the approach of Gutsev [112] is employed. The ground neutral state
serves as the initial guess for the wave function in the EOM-EA-CCSD calculation.
A dipole bound state is found to lie just below the neutral ground state. This state
has an eBE of 12 meV. Increasing the numbers of extra diffuse functions from 4 s and 4
p to 8 s and 5 p suggests a second dipole bound state, which is much more weakly bound
than the first one. The relative electronic energies (to the ground neutral state) of the
two dipole bound states are illustrated in Fig. 3.7b. The second dipole bound state is
almost isoenergetic with the neutral ground state and hence hard to discern in the figure.
Such proximity to the neutral ground state means it is unlikely to represent a true dipole
bound state once rotational motion is taken into account
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Figure 3.8: HOMO of anion dipole bound state (left) and ground state (right)
The potential curve of the lower calculated dipole bound state is similar to that of
the neutral ground state, suggesting that these two states will have similar vibrational
properties. In this regard the dipole bound state seems to resemble a Rydberg state. Since
the electron is physically bound by the dipole moment of the daughter neutral molecule,
the orbital associated with the dipole bound electron is diffuse with regions of greatest
amplitude far from the inter-nuclear region and rather like a Rydberg electron, the dipole
bound electron exerts little influence on properties such as vibrational frequency and bond
length. However, unlike a Rydberg state, the dipole bound state potential energy lies
below the terminal state which results from electron loss. Consequently any electron loss
from this state must be the result of energy transfer between the internal (ro-vibrational)
and electronic degrees of freedom.
3.4.2 Influence of the Dipole Bound State(s) on the Detachment
Process
The sharp changes observed in the cross sections and angular distributions are due
to the presence of a resonance or anion excited state. Since the changes occur at photon
energies close to the electron affinity of AgF, the resonance must have energy close to that
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of the ground neutral state. This rules out the anion valence excited state (2 1Σ+), leaving
the dipole bound state as the only candidate. As shown in Fig. 3.4 the photon energies
corresponding to the striking change in the branching ratios are equally separated (by 62
meV), suggesting a number of vibrational levels associated with the dipole bound state.
Shown in Fig. 3.7b are different vibrational levels of the dipole bound anion (black dashed
horizontal lines) and neutral ground state (red horizontal lines). The (v′)th level of the
neutral lies 50 meV below the (v + 1)th level of the anion dipole bound state. Excitation
to the (v + 1)th level of the excited anion state, which requires a specific photon energy,
can be followed by autodetachment to the (v′)th level of the neutral state. This will cause
deviation from the Franck-Condon factor which direct detachment usually follows.
Supporting the role of the dipole bound state is the observation that sharp changes
in the detachment cross sections and angular distributions are only seen once for each
channel, at photon energies just below the opening of the next vibrational channel. This
is in excellent agreement with the propensity rule for vibrational autodetachment ∆v =
±1.[113] For predominantly vibrational autodetachment, the non-Born-Oppenheimer cou-
pling matrix element of vibrational and electronic motion is key to the process. Employing
a one electron approximation to the approach originally applied to examine vibrational
autodetachment from valence anion states,[113, 114] the coupling matrix element is given
by the following equation:
V = 2
∫
χv′
E ′′ − E ′ − eKE
∫
φ? ∇Ueff (r,Q) φ dr ∇χv dQ (3.4)
χv′ and χv are the neutral and dipole bound state vibrational wavefunctions, r represents
the electronic coordinates and Q the internuclear (vibrational) coordinate. ∇Ueff repre-
sents the force experienced by the extra electron as the result of relative motion of the
nuclei. φ? is the continuum orbital of the free electron and φ is the dipole bound orbital.
As explained by Simons [113] vibrational autodetachment is favored in cases where the
potential energy curves of the anion (E ′) and neutral states (E ′′) are in close proximity
and have similar shapes. Our calculation shows that the anion dipole bound state and the
neutral ground state satisfy these conditions. Moreover, an anion state corresponding to
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a diffuse orbital with a radial extent that is on the order of the de Broglie wavelength of
the outgoing electron affords better overlap with the continuum. Fig. 3.8 illustrates the
dimensions of the dipole bound orbital of the AgF molecule. The two orbitals illustrated
are the HOMOs of the anion ground and dipole bound state. For simplicity these were
calculated at the equilibrium geometries of the two states using an MP2 approach. The
orbitals are illustrated on the same scale, an indication of which is given by the bounding
box in the figure which is a cube of dimension 23.5 A˚. An isovalue of 0.002 is used in
both cases. As expected the dipole bound orbital is much more diffuse than the anion
HOMO and more relevantly has appreciable amplitude at radial distances well into the
nm range appropriate to the de Broglie wavelength of a 50 meV electron (5.5 nm).
The behavior of the relative cross sections for the v′ ← 0 channels at photon energies
just above the (v′ + 1) ← 0 threshold is also interesting. Closer inspection of Fig. 3.6
shows that there appears to be a weak, secondary maximum (most clearly observed in the
4← 0 data) in the branching ratio for each channel. Although we can make no definitive
conclusions as to the nature of this feature it is interesting to speculate that this might be
linked with the second dipole-bound state predicted by the calculations. The possibility
of a second dipole bound state is not unreasonable. Estimates vary but dipole moments
between 4.5 and 10 D have been predicted to be sufficient to support multiple states of
this nature.[110, 111, 112] In reality this state identified in our calculation will not be
bound as it fails to satisfy the criterion that the binding energy should be in excess of
1.005Be-1.01Be (where Be is the rotational constant).[91] However, it may be thought of
as the precursor to a dipole bound state and as such may represent a localization of the
amplitude of the electronic wave function in the vicinity of the AgF molecule and hence
enhance the absorption cross section into the continuum.
3.5 Conclusions
The sharp deviations from Franck-Condon expectation for direct detachment clearly
indicate the excitation of an intermediate, excited anion state lying in the detachment
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continuum. The vibrational channel branching ratio behavior is consistent with the ex-
pectations for an isolated autodetaching resonance [103] and the photoelectron angular
distributions also undergo rapid variation at similar eKE. Quantum chemical calcula-
tions indicate that a dipole bound state, supported by the strongly polar AgF bond, is
responsible for this behavior. Excitation to a given vibrational level of the dipole bound
state is followed by relaxation to a lower vibrational level of the neutral ground state.
The preference is for transfer of a single quantum of vibrational energy, consistent with
the propensity rules for vibrational autodetachment. The proximity and similarity of the
dipole bound and neutral ground states and the diffuse nature of the dipole bound or-
bital strongly favor this mechanism in AgF. To conclude, similar autodetaching molecular
dipole bound states have been observed before,[115, 116, 117, 118, 119] but such reports
are rare. However, dipole bound states play an important role in mediating interactions
between polar molecules and free electrons and detailed studies of anion photoelectron
spectra and angular distributions afford the opportunity of a much more deeper under-
standing of such phenomena.
The calculation in this chapter was mainly conducted using the resources of the iOpenShell Center
for Computational Studies of Electronic Structure and Spectroscopy of Open-Shell and Electronically
Excited Species (http://iopenshell.usc.edu) supported by the National Science Foundation through the
CRIF:CRF program.
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Chapter 4
CuF– and AgF–: Electronic
autodetachment
In the previous chapter, photodetachment of AgF– in the near threshold region (770-
650 nm) was presented. Sharp changes in relative intensity of the vibrational channels
within the ground-ground electronic band (X′ ← X′′) were observed and attributed to
the effect of a dipole bound state. This chapter extends the study of AgF– to regions
away from threshold (550-280 nm), where individual vibrational channels are no longer
resolved. Sharp changes in anisotropy observed in this region suggest there must exist
other excited anion states (resonances). Due to the unresolved vibrational structure, the
nature of the resonance cannot be fully understood. To gain a deeper understanding,
we compare the results with studies of CuF–, an isovalent anion which displays similar
behavior. The region where the anisotropy parameter (β) of CuF– experiences rapid
changes is close to the X′ ← X′′ threshold and thus vibrational structure is still resolved.
Full details of the CuF– photodetachment studies can be found in ref [120], but relevant
points will be reprised in this chapter and new calculations will be performed to support
our contentions.
4.1 Experimental
AgF– was produced by supersonically expanding oxygen gas (50-80 psig backing pres-
sure) into a pulsed discharge through a pulsed nozzle. The discharge is created by placing
a pulsed negative charge on the sterling silver cathode while grounding the stainless steel
anode. Photoelectron images of AgF– were recorded over a wide wavelength range (770-
283 nm) to obtain photoelectron spectra and angular distributions.
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In the previous work,[120] measurements of CuF– photoelectron spectra and angular
distributions were taken over 770-300 nm range. CuF– was produced in a similar manner
to AgF–, except that a copper cathode is used instead of sterling silver.
4.2 Results and Analysis
4.2.1 AgF– photodetachment
As mentioned in the previous chapter, only a single band X′ ← X′′ is observed in the
photoelectron spectrum of AgF– over the wide range of wavelengths used (770-280 nm).
Fig. 4.1 shows the evolution of the photoelectron angular distribution (β) associated with
this band with respect to electron kinetic energy. Each datum represents a value for a
single photon energy (Ehν) as represented on the bottom abscissa. The corresponding
electron kinetic energy (based on a vertical detachment energy of 1.52 eV) is indicated on
the top abscissa. At higher photon (and therefore electron kinetic) energies the resolution
of the imaging arrangement is insufficient to distinguish individual vibrational structure.
Under these conditions (represented by the black open circles) the anisotropy parameter
β is extracted using the variation in I(θ) across the full width half maximum (FWHM) of
the whole band. The red open circles represent low eKE (Ehν = 1.61-1.85 eV) situations
where the vibrational structure can be discerned and correspond to β measured across
the FWHM of the X′, v′ = 2 ← X′′, v′′ = 0. A single transition is chosen in this region
for clarity of viewing.
Broadly speaking, the data in Fig. 4.1 show an initial rapid rise in anisotropy parame-
ter as the angular distribution becomes more strongly polarized along the photon electric
vector. This is followed by a more gradual decrease in β as the eKE increases further.
However, superimposed on these long range trends are three rapid undulations in β. The
first is at low eKE and the inset covering the photon energy range between 1.62 and 1.66
eV clearly shows this behavior for the X′, v′ = 2 ← X′′, v′′ = 0 transition. In chapter 3,
we reported data for all vibrational channels accessible at Ehν between 1.61-1.85 eV and
similar trends were seen in all channels (see Fig. 3.5 in chapter 3). The eKE associated
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Figure 4.1: Excitation energy dependence of the AgF– anisotropy parameter
with these rapid deviations in β is the same for each vibrational channel and therefore
they necessarily occur at different photon energies.
Additionally, in Fig. 4.1 there are two broader features, centered around Ehν = 3.55
and 3.82 eV. The low eKE behavior has been previously interpreted as due to vibrational
autodetachment from a dipole bound electronic state of AgF (which represents an excited
anion state). The zero point level of this state lies below the zero point level of the neutral
ground state but electron loss occurs from higher vibrational levels of the dipole bound
state as the result of vibronic coupling. The similarity of the eKE values over which the
changes occur is consistent with the vibrational propensity rule for the autodetachment
process. The sharp changes in the higher eKE regions of Fig. 4.1 are reminiscent of this
behavior suggesting the existence of higher lying excited (and autodetaching) states of
the anion. However, the inability to resolve the vibrational transitions of the X′ ← X′′
band obscures the relative contributions of vibronic energy transfer and purely electronic
relaxation in the autodetachment process.
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4.2.2 CuF– photodetachment
The AgF– angular distributions clearly indicate the presence of anion excited states
that lie energetically between the ground and first excited states of neutral AgF. Un-
fortunately these lie in an eKE region where we are no longer able to resolve vibronic
structure in the photodetachment spectrum. Excitation of the chemically similar CuF–
system should allow access to analogous excited anion states. However, the neutral ex-
cited states of CuF lie much lower in energy (relative to the ground state) than those
of AgF. This is experimentally demonstrated in Fig. 4.2, where several bands are seen
upon detachment at 313 nm (3.97 eV). This is different from the AgF– case, where the
photoelectron spectrum at a similar photon energy contains only a single X′ ← X′′ band.
Therefore, the analogous excited anion states of CuF– maybe accessible in a region where
the vibrational structure in the CuF– spectrum is still resolved by our imaging resolution.
Previous CCSD(T) and EOM-CCSD calculations [79] predict the following order of
excited CuF states, 1 3Σ+ (1.81 eV), 1 3Π (2.18 eV), 2 1Σ+ (2.44-2.45 eV) and 2 1Π
(2.51 eV). The numbers in parentheses represent the experimentally measured energies
of these states relative to the neutral CuF (X′ 1Σ+) ground state. These numbers can
be converted to the eBEs (reported in our experiments) by adding 1.27 eV, which is the
aEA of CuF.
The CuF ← CuF− (X′ 1Σ+ ← X′′ 2Σ+) transition is responsible for the outermost
ring in all of the images of Fig. 4.2. This band (onset at 1.27 eV) is omitted from the
eBE spectra of Fig. 4.2 to better illustrate the higher binding energy bands and will be
discussed more thoroughly later. The higher (> 3 eV) eBE features show prominent
structure. By comparison with theoretical and spectroscopic studies [78, 79, 121, 122] of
neutral CuF, we assign the lower energy band (3.09-3.25 eV), which is resolved in both
the 360 and 350 nm spectra, to the 1 3Σ+ ← X′′ 2Σ+ transition. In support of this
assignment, the spacing between the peaks in the spectrum (690 cm−1) is consistent with
previous work. Similarly, the transitions in the 313 nm spectrum of Fig. 4.2 at eBE =
3.72-3.88 eV appear to belong to the 2 1Σ+ ← X′′ 2Σ+ band, supported by the similarity
of the transition separations (640 cm−1) and the vibrational frequency of the neutral
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Figure 4.2: Photoelectron images and spectra of CuF–. The lower eBE band (corresponding
to the outer ring in the images) is omitted from the spectra for clarity.
.
2 1Σ+ state.[78, 79, 121, 122] It is also noteworthy that the relative intensities of the
1 3Σ+ ← X′′ 2Σ+ and 2 1Σ+ ← X′′ 2Σ+ transitions are remarkably similar, agreeing with
the predicted similar equilibrium bond lengths for the two terminal neutral states.[78, 79]
Between these bands there is an overlapping set of transitions which begin at eBE = 3.37
eV. Based on the energy ordering of the neutral CuF states these should be associated
with the 1 3Π state. However, this region is congested due to the spin-orbit splitting of
this state (45 meV). [79, 121, 123]
A more detailed picture of the X′ CuF ← X′′ CuF− band is shown in Fig. 4.3 which
displays the 740 nm (Ehν = 1.68 eV) photoelectron image with its associated electron
binding energy domain spectrum. The vibrational structure within this band is clear to
see and represents transitions to vibrational levels v′ of the neutral ground state of CuF
(X′ 1Σ+) from the anion ground vibrational level (v′′ = 0). Subsequently these transi-
tions will be labelled as v′ ← 0. The 0 ← 0 transition energy represents the adiabatic
electron affinity for CuF, which the spectrum reveals to be 1.27 eV. The spacing between
spectral maxima of the transitions are used to determine the vibrational frequency of
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Figure 4.3: Photoelectron images and spectra of CuF– at 740 nm
(a) (b)
Figure 4.4: Vibrational cross sections of CuF– as a function of excitation energy (a) and eKE
(b)
the CuF ground state, 630 cm−1. This is in good agreement with previously reported
measurements.[73, 121, 123]
The vibrational resolution of the spectra allows an analysis of the relative detachment
transition strengths. These are obtained by fitting multiple Lorentzian lineshapes to
the individual spectra to determine peak area and location. The fitting procedure is
performed in the velocity domain to take advantage of the uniform velocity resolution of
the imaging detector which allows a common full width at half maximum to be used for
a given spectrum and hence reduces the number of fitting parameters. The results of the
process are shown in Fig. 4.4 where data for the 0 ← 0 (black filled circles), 1 ← 0 (red
filled diamonds), 2 ← 0 (blue open squares), 3 ← 0 (green filled triangles) and 4 ← 0
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Figure 4.5: Vibrational channel β values as a function of excitation energy
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(orange open circles) channels are displayed.
Each datum in Fig. 4.4 represents the area underneath a given peak normalized to the
total area of the spectrum at a particular detachment wavelength. The data are displayed
as a function of photon energy in Fig. 4.4a and eKE in Fig. 4.4b. The trends in the data
are complex. However, there are clear differences to the direct detachment expectation
which would be for a gradual increase or decrease in the partial cross section σv′←0 for
each channel. Instead there are several maxima and minima in the data for each channel.
For example, in the region of Ehν = 1.71, σ0←0, σ1←0 and σ2←0 go through minima while
σ3←0 and σ4←0 reach maxima. Similar behavior is encountered near Ehν = 1.76, 1.82 and
1.89 eV although there is no clear trend in which channels reach maxima and minima at
particular energies. Although somewhat difficult to discern we can tentatively state that
maxima and minima appear to correspond to similar excitation energies while there is
little to no correlation in the eKE at which the maxima and minima in σv′←0 are seen.
Clearer support for this statement is found in the photon energy dependence of the
photoelectron angular distributions. The image in Fig. 4.3 clearly shows a preference
for polarization of the photoelectron angular distribution along the electric vector p of
the detachment laser. As for AgF– detachment, we have determined the photon energy
dependence of the angular distribution over a range of detachment energies. In the case
of CuF– detachment, the spectral resolution allows determination of the photon energy
dependence of β for individual vibrational channels. This is shown in Fig. 4.5, where
the symbols have the same definitions as those of Fig. 4.4. There are rapid oscillations
in the β values which occur at the same photon energy (and therefore different eKEs)
for several vibrational channels. In particular, the 0 ← 0 and 1← 0 channels show four
readily discernible minima at Ehν = 1.71, 1.76, 1.82, 1.89 eV indicated by the dashed
grey lines in Fig. 4.5. Using the anisotropy data trends as a guide it can be seen that
the maxima and minima in the partial cross section data (dashed grey lines in Fig. 4.4)
are closely related to the photon energies corresponding to the rapid changes in the β
parameters.
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4.3 Data Summary
In summary, both the AgF– and CuF– detachment angular distribution results show
that there are localized minima in the β values at photon energies well below the thresh-
olds for detachment via the first excited state of the neutral molecule but significantly
above the energy required to detach via the neutral ground state. In the case of AgF–
these occur at electron kinetic energies that are too high to allow us to undertake a thor-
ough experimental examination of the underlying causes. However, the electron kinetic
energies associated with CuF– detachment in the current work are sufficiently small to
allow examination of the photodetachment dynamics in terms of specific vibronic changes
between the anion and neutral molecules. Of particular interest is the observation that
changes in β occur simultaneously (same photon energy) for several channels suggesting
a common upper state as the mediator to detachment via several vibrational channels at
a single excitation energy.
4.4 Discussion
Ignoring threshold effects, the relative intensities for transitions in direct detachment
from the ground vibrational level of the anion ground electronic state are expected to
conform to the Franck-Condon factors |〈Ψv′ |Ψv′′〉|2 where Ψv′ and Ψv′′ are the neutral
and anion (ground) vibrational wave functions. Threshold effects due to the centrifu-
gal barrier to detachment lead to photon energy dependent changes in these ratios as
higher partial angular momentum photodetachment cross sections will be suppressed at
low eKE (near each channel threshold). Such effects will result in a gradual increase
in the branching ratio for the higher eBE channels as Ehν increases. This behavior can
be discerned in the overall trends toward higher photon energy (or eKE) in Fig. 4.4.
However, superimposed on these trends are several narrow deviations from the expected
gradual behavior. Rapid changes are also seen in the angular distributions (differential
cross sections for photodetachment in each channel). These observations highlight the
influence of temporary excited anion states (resonances) on the photodetachment process.
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Photoexcitation produces an excited state of the anion which lies in the detachment con-
tinuum and hence decays via electron loss. Energetically the process is indistinguishable
from direct detachment at the same energy but angular momentum exchange with the
core electrons leads to changes in the partial cross sections and angular distributions.
The rapid fluctuations in the partial cross sections and angular distributions for AgF–
detachment near the vibrational channel thresholds of the X′ ← X′′ (Figs. 3.4, 3.5 in
chapter 3) were discussed in chapter 2. To recap, each channel underwent a rapid change
in partial cross section and angular distribution at different photoexcitation energy but
similar eKE ranges. In the case of the CuF– results presented in this work the behavior
is different in the sense that the changes observed in several channels clearly occur at the
same photon energies and therefore different eKEs.
These different behaviors highlight fundamental differences in the mechanisms of elec-
tron ejection from the excited anion states accessed in photoexcitation of AgF– near the
X′ ← X′′ threshold and photoexcitation of CuF– and (by extension) AgF– at photon
energies significantly higher than threshold. The excitation/relaxation process can be
generically represented as
MA−(X′′, v′′ = 0) hν−→ [MA−]∗(E, v)→ MA(X′, v′) + e− (4.1)
Cases where different channels experience changes in partial cross section and angular
distribution at the same eKE but different photon energy imply excitation of different
[MA−]∗ states but similar changes in vibrational quantum number, ∆v = v− v′.
There are two alternative scenarios for autodetachment. In both cases, excess energy
of the anion excited state is removed by electron loss. In the first scenario the excited
anion electronic state lies below the neutral ground state but excited vibrational levels of
the excited anion electron state lie above the zero point energy of the neutral. Electron
loss requires energy transfer from the vibrational to electronic degrees of freedom - a
vibrational autodetachment. This is the screnario relevant to initial excitation to the
dipole bound state of AgF– presented in chapter 3. Such processes are governed by the
propensity rule, ∆v = ±1 [113] resulting in sharp changes in all channels’ β and σv′
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at similar eKEs. Scenario 2 involves excitation to an anion electronic state which lies
above the terminal neutral electronic state. There is now no requirement for transfer of
energy from the vibrational to electron degrees of freedom in order to access the neutral
state. This electronic autodetachment can in principle access several vibrational levels
of the terminal neutral state. The probability of autodetachment into a given channel
will depend on the Franck-Condon factors between the vibrational level of the excited
anion state accessed on photoabsorption and the vibrational level of the terminal neutral.
Analogous behavior has been observed in Rydberg ionization of N2.[44] Scenario 2 does
not preclude observation of changes at same eKE in all channels. This would be the case
if the equilibrium geometry of the excited anion and terminal neutral states were the same
(hence ∆v = 0). However, for cases where excited anion and neutral states have different
equilibrium bond lengths, change in σv′ would be expected in several channels at the
same photon energy and therefore different eKE. Changes in σv′ would be expected every
time the photon energy resonates with a vibrational level of the excited anion electronic
state.
CuF has a dipole moment of ≈ 5.8 D [73, 124] and so can also be reasonably expected
to support at least one dipole bound state. However, photon energies employed in the
present experiments are too high to promote absorption transitions to vibrational levels of
this state. Furthermore, the sharp changes in the angular distributions and partial cross
sections that result from CuF– photodetachment occur in multiple vibrational channels at
the same photon energy. In the light of scenario 2 above, this behavior is more consistent
with relaxation via an electronic autodetachment mechanism (the excited anion electronic
state lies at higher energy than the ground neutral electronic state).
To identify the nature of the excited anion states responsible for the observed devia-
tions from direct detachment behavior in CuF– and AgF– (at regions away from threshold)
we have performed EOM-CCSD calculations, using the QChem software package.[12] De-
tails of the calculation can be found in chapter 3. The aug-cc-pvtz basis set is used for F
and the Stuttgart basis set augmented by adding extra 4 s and 4 p functions are used for
Cu and Ag. Extra f functions are also added, following refs [79] and [125]. The anion
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ground/excited states are obtained from EOM-EA-CCSD calculations, using the ground
or the first excited state of the neutral as the guess function. The calculation reveals
that except for the ground and the dipole bound state, all other anion excited states are
unstable with respect to electron loss. Since the rapid changes observed for CuF– and
AgF– detachment occur at excitation energies much higher than those required to access
the dipole bound state, the only candidates to cause the sharp changes in β must be the
metastable anion states.
As mentioned in chapter 2, calculation of metastable anions requires special treatment.
Like other traditional methods (MPn, CI, CASSCF, DFT), EOM-CCSD was designed to
treat systems in which an electron is bound and therefore does not satisfactorily represent
unbound systems in which discrete states are strongly coupled to the continuum. A
good wave function of these states must describe the bound state behavior in the inner
molecular region and the unstability to electron loss (characterized by the exponential
growth) in the asymptotic region.[126] The eigenfuctions describing a metastable anion
associate with complex eigenvalues. In the complex absorbing potential (CAP) method,
this is achieved by adding −iηW to the Hamiltonian:[28, 29]
H(η) = H − iηW (4.2)
where η is the CAP strength and W is a local positive-semidefinite one-particle operator
(CAP potential). A box region is chosen so that the CAP potential is negligible inside
the box but significant outside that box:
W (x, c) =
3∑
i=1
Wi(xi, ci) (4.3)
where
Wi(xi, ci) =
 0, |xi| ≤ ci(|xi| − ci)2, |xi| ≥ ci (4.4)
xi are three Cartesian coordinates and ci are the corresponding box parameters. The CAP
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approach has been implemented within time-dependent calculations,[127] CI, [128, 129]
propagator theory, [130] and Fock space multireference coupled cluster calculation [131] to
study metastable anions. These methods however are sensitive to the one-electron basis
set and the CAP box size.[30] Recently, CAPs have been implemented within EOM-
CCSD calculations (CAP/EOM-CCSD).[30, 126] The Krylov group has used a strategy
(implemented in QChem [21]) that allows determination of the energy and width of
a resonance without strong dependence on basis set and the box size. Details of this
treatment are reported in [30]. Basically, one has to monitor the change in the real
(UR) and the imaginary (U I) parts of the corrected energy with respect to the CAP
strength η. The minimum of UR allows calculation of the energy while the maximum
of U I yields the width of the resonance. In this work, we apply the CAP/EOM-CCSD
method, implemented in QChem [21] to the metastable states of both AgF– and CuF–.
The basis sets previously used are still applied. The initial CAP box size is estimated by
calculating properties (wave functions) of a reference state, which is the neutral ground
singlet state. The calculation has found an excited state 2Π of AgF– which lies at around
2.2 eV from the neutral. Adding 1.46 eV (aEA of AgF), this is close to the excitation
energy of 3.5 eV where the rapid change in β occurs. For CuF–, EOM-CCSD predicts
anion excited states lying 0.5 and 0.7 eV from the neutral ground state. At present
our CAP/EOM-CCSD calculations do not converge for this species. The reason may be
the box size or the basis set. However, since the implementation of this method to the
QChem is relatively new, the accuracy and reliability of this method is still being tested.
Up to present, only a few simple systems such as N–2, CO
– have been studied with this
method.[30, 126] At the present time, our EOM-CCSD results will have to suffice as a
guide to the approximate location of the CuF– excited states.
Calculations predict the likely existence of an excited 2Π state lying within the energy
range corresponding to that accessed in the experiments where CuF– and AgF– show sharp
changes in the photoelectron angular distribution and (for CuF–) vibrational channel
cross section. For AgF– the CAP/EOM-CCSD calculation suggests that this is a shape
resonance although it must be noted that the possible existence of electronic Feshbach
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resonances in this region cannot be verified by this method at present as it uses the
neutral ground state as reference. As mentioned in chapter 3, EOM-CCSD method using
a triplet excited state of the neutral, predicts a Feshbach resonance lying 2.2 eV above
the neutral ground state. However, the method used in that calculation ignores the effect
of coupling to the continuum, treating the excited anion like a true discrete state which
is physically unreasonable.
In summary, at the present time reliable accurate calculation of temporary excited
anion states is extremely difficult. However, the results presented in this chapter represent
valuable data with which to refine such calculations. What is clear in this work is that
both CuF– and AgF– have excited, metastable anion states lying between the ground and
the lowest excited state of the neutral. There is a suggestion (from CAP/EOM-CCSD
calculations) that in AgF– this is a 2Π shape resonance although much work remains to
be done to verify this assignment. It is also reasonable, using a comparison of the CuF–
and AgF– results to assign the detachment mechanism associated with the resonances
accessed in this chapter as electronic detachment. This assignment is made due to the
observation of changes in several vibrational channels (β and σv′ at some photon energy).
For AgF– the strong changes in β represent an averaging of the effect over the various
terminal vibrational channels.
4.5 Conclusion
Rapid changes in β corresponding to band X′ ← X′′ are observed for both AgF– and
CuF– in regions away from threshold but between the neutral ground X and first excited
state. For CuF–, the change occurs in an excitatation energy range where image resolution
is sufficient to separate individual vibrational channels, allowing better understanding
of the mechanism of the autodetachment process involved. Changes in relative cross
section σv′←0 and β are observed for several vibrational channels at the same Ehν and
therefore different eKE. Calculations suggest candidate metastable anion excited states
responsible for these changes although the reliability of the methods used are still being
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tested. An electronic autodetachment mechanism from these states to vibrational levels
of the neutral ground state and controlled by Franck-Condon factors between the excited
anion and terminal neutral state is consistent with the experimental observations.
The calculations in this chapter were conducted using the resources of the iOpenShell Center for
Computational Studies of Electronic Structure and Spectroscopy of Open-Shell and Electronically Ex-
cited Species (http://iopenshell.usc.edu) supported by the National Science Foundation through the
CRIF:CRF program.
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Chapter 5
NiO–2: A study on molecular
structure and resonances
5.1 Introduction
In the previous two chapters, photodetachment studies of diatomic anions were pre-
sented. From this chapter, we focus on photodetachment of triatomic anions, specifically
MO–2 and MOF
–. For these systems, complications arise due to a variety of isomers and
therefore the complexity of electronic structures of both anion and neutral.
Theories have predicted and experiments have confirmed that different isomers of
MO2 and MOF species can exist. Presented in Fig. 5.1 are possible isomers of MO2
species: linear (D∞h), bent (C2v), end-on (Cs) and side-on (C2v). These are analogous
to linear (C∞h), bent (Cs), end-on (Cs) and side-on (Cs) isomers in MOF systems. The
work presented in the next three chapters mainly involves linear structures, which our
experimental conditions solely produce. For convenience, we will use the notation OMO
or OMX to refer to the first two (Fig. 5.1a linear or 5.1b bent) structures in the subsequent
(a) Linear (D∞h) (b) Bent (C2v) (c) End-on (Cs) (d) Side-on (C2v)
Figure 5.1: Isomers of MO2 species
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text.
Different from diatomic species which only have one vibrational stretching mode,
triatomic species have two stretching modes and one (or two degenerate) bending modes.
For stretching modes of the linear and bent structures, “symmetric” or “antisymmetric”
refer to modes in which the two non-metal atoms move in the same or opposite directions
with respect to the central metal atom, respectively. Conventionally, in linear triatomic
species, the symmetric stretching mode is labeled as ν1, the bending mode as ν2 and the
antisymmetric stretch as ν3. At sufficient energy, excitation of more than one vibrational
mode can occur, resulting in complicated vibrational profiles which can challenge spectral
assignment, especially when one has to work with a new system (illustrated in this chapter
and chapter 6).
Triatomic transition metal containing species are of great interest due to their ap-
plication in many fields of chemistry. Transition metal oxides have been used as high-
temperature materials, catalysts, semiconductors and electro materials. The triatomic
molecule containing one oxygen and one halogen atom usually have a high electron affin-
ity and can be placed in the super-halogen group, which is notable for its strong oxidizing
ability. Theoretically, these triatomic species of transition metals are ideal subjects for
probing electron correlation dependent effects.
In this chapter, a study of NiO–2 photodetachment will be presented. The interest in
this system arises from the applications of Nickel oxides (mainly NiO, NiO2) as catalysts
and in material chemistry. For example, NiO has been used in electronic coatings, plastics
and textiles. NiO2 has been used as an electrode material in lithium batteries LiNiO2.[132]
Despite this importance, understanding of the molecular properties of nickel oxides,
especially NiO2 is still limited. Experimental work [133, 134, 135] has determined the
adiabatic electron affinity (aEA), vibrational frequencies of the neutral ground state
and reports relative energy (to the ground state) of several low-lying excited states of
NiO2. Based on these experimental results, extensive theoretical studies on the struc-
ture/geometry of NiO2 have been performed, [136, 135, 137, 138, 139, 140, 141] however,
the results are very contradictory. For example, while some DFT calculations suggest
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bent geometries for excited states of ONiO, CASSCF calculations predict these states
have linear arrangements.
Similar to Wu et.al [133] and Ramond et.al ,[134] this work uses photodetachment
of NiO–2 to study properties of ground/excited states of NiO2. Symmetries of neu-
tral ground/excited states will be assigned using the photoelectron angular distribution
(PAD). The observation of bending mode transitions in which only even quanta are ex-
cited suggests similarity in geometry of the anion and the neutral states (both are linear).
Finally, sudden changes in the relative intensities of the vibrational channels are also ob-
served, indicating the presence of anion excited states which autodetach to the neutral.
Although the behavior observed is similar to that of AgF described in the previous chap-
ter, the nature of the state must be different since NiO2 is non-polar and therefore cannot
support a dipole bound state.
5.2 Experiment
NiO–2 was generated by flowing 80 psig of O2 gas through a pulsed nozzle into a pulsed
discharge formed between two needles, one steel (grounded) and one nickel (positively
charged). Ions produced in this configuration include NiO–, CuO–, CuF–, NiO–2, NiOF
–,
CuO–2, CuOF
–, CuF–2, CuO
–
3 and CuO2F
– (see the mass spectrum Fig. 2.4 in chapter 2).
Production of copper is due to the small percentage of copper in the nickel needle, while
fluorine is introduced from the Teflon insulators used to secure the two needles. These
ions are then mass selected and probed using a dye laser. Photodetached electron images
were recorded over a wide range of photon wavelengths (283-380 nm). These images were
reconstructed using the BASEX program of Dribinski, et.al [61] allowing extraction of
the photoelectron spectrum and corresponding angular distribution.
5.3 Results and analysis
Photoelectron images (PEI) of NiO–2 are recorded over a wide range of wavelengths
(283-380 nm). Those recorded at shorter wavelengths (283-335 nm) contain four “main”
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Figure 5.2: Photoelectron image (a) and spectrum (b) of NiO–2 at 291 nm
bands with VDEs of 3.12, 3.49, 3.82 and 4.2 eV as can be seen Fig. 5.2b. These are
assigned to transitions from the ground state of the linear ONiO– to different electronic
states of the neutral and are labeled as X, I, II, III respectively. The bands’ VDEs
measured in our experiments are consistent with those reported by Wu et.al [133] and
Ramond et.al [134] (see Tab. 5.1). The image reveals different photoelectron angular
distributions for the four bands at this wavelength. While the distribution of electrons
corresponding to band X is polarized perpendicular to the photon electric vector (β =
−0.38), those of bands I and II are parallel polarized (β = 1.24 and 0.61 respectively).
Imaging at short wavelengths allows access to transitions to higher neutral excited
states. However, low image resolution makes it difficult to resolve the structure of the
lower eBE bands. The contour plot in Fig. 5.3 shows how higher eBE bands disappear
from the spectrum while the lower eBE bands are resolved into different channels as we
decrease the photon energy. This contour plot can be viewed as a series of horizontal
slices, each corresponding to a spectrum recorded at a single wavelength. The 291 nm
spectrum in Fig. 5.2b is a slice of this contour plot. For universal scaling, the spectrum
is normalized to the total area under the curve. The contour plot provides a convenient
way to represent the large amount of information contained in more than fifty original
spectra. The intensities of each channel, for example, are indicated by the color scale.
The vibrational features, which become distinct only at longer wavelengths are indicated
by the dashed black and red lines. The black lines correspond to peaks A, B, C, D
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States VDE(eV) Energy(eV) Freq(cm−1)
expt cal expt cal ν1 ν2 ν3
ONiO– 2Πg −3.12 −2.93 a
2Σ+g −1.70
2Σ+g −0.01
ONiO 1Σ+g 3.12 2.93 0 0 750*
3Πg 3.49 0.37 0.38 806*
3Σ+g 0.73
1Πg 3.82 0.78 0.78
3Πg 4.2 1.08 1.23
ONiO– X b
ONiO 3Σg
− 3.05 0 750*(30)
1∆g 3.45 0.4
1Σ+g 3.82 0.77
ONiO– X 715*(30) c
ONiO 3Σg
− 3.043 0 745*(30)
1∆g 3.45 0.4
1Σ+g 3.82 0.77
ONiO 1Σ+g 0 780 d
3Πg 0.537 720.9
1Πg 0.943 720.1
5Πu 1.171 670.4
1Σu
− 1.362 670.4
ONiO– 2A2 −3.25 e
4Σg
− −3.1
6A1 −0.35
ONiO 1Σg
− 0 819 71 1038
3A2 0.07
5A1 0.33
ONiO 1Σ+g 0 758* 130* 998* f
874 117 1104
3A2 0.405 858 168 1004
5A1 761 225 787
a: This work. Photoelectron image, EOM-CCSD
b: Photoelectron spectroscopy [133]
c: Photoelectron spectroscopy[134]
d: MCSCF, MRCI [140]
e: DFT [139]
f: IR matrix isolation, DFT [135]
Frequencies are measured experimentally when marked with *
Table 5.1: Molecular parameters of NiO–2 and NiO2
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and the red lines correspond to peaks E, F, G in the 355 nm spectrum displayed in
Fig. 5.4. Of the seven peaks observed in Fig. 5.4, the first four (A,B,C,D) are part of a
vibrational progression of the X band. The other three peaks constitute the vibrational
progression associated with band I. The average spacing between two adjacent dashed
black lines in the contour plot is 0.09 eV (760 cm−1), which is consistent with the reported
vibrational frequency of the symmetric stretching mode (ν1) in the ground state of the
linear neutral molecule ONiO [135] (see Tab. 5.1). The coarse structure of band X
therefore is assigned to ONiO,X, v′1−0, 1 , 2 , 3 ←− ONiO–,X, v′′1−0 transitions and will
be labeled as 1v
′
0 (v
′ = 0-4). For nv
′
v′′ , n refers to the vibrational mode (n=1: symmetric
stretching, n=2: bending, n=3: antisymmetric stretching), v
′′
refers to the vibrational
level of the initial anion and v
′
refers to that of the final neutral. For band I, the spacing
between the dashed red lines in Fig. 5.3 is around 800 cm−1, which is closed to the
frequency of the symmetric stretch of the neutral ground state of ONiO (760 cm−1) and
OCuO (700 cm−1). We therefore assign the vibrational channels associated with band
I to ONiO, I, v
′
1−0, 1 , 2 , 3 ←− ONiO–,X, v′′1−0 or simply 1v′0 * transtions, with “1” again
indicating the symmetric stretching mode and the * indicating the first excited state of
the neutral. Allouti et.al [135] have calculated a vibrational frequency of 858 cm−1 for the
symmetric stretch of the first exited state of the neutral ONiO, however, our experimental
value is the first reported for this state.
While Fig. 5.2 shows that the “main” bands (X,I) are comprised of 1v
′
0 channels,
Fig. 5.5 reveals that each of the 1v
′
0 channels actually contains several individual features
which are distinct under higher resolution. The contour plot in Fig. 5.5 is also constructed
from more than 50 spectra recorded at wavelengths between 330 nm (3.75 eV) and 380
nm (3.25 eV), including the 355 nm spectrum in Fig. 5.4. The onset of new features is
seen along a diagonal starting at around 3.25 eV and moving to higher eBE as the photon
energy (Ehν) increases. These features can also be observed in the selected photoelectron
spectra presented in Figs. 5.6-5.7 and their eBEs are presented in Tab. 5.2.
Figs. 5.5, 5.6 and 5.7 show that peaks b and c coalesce to form peak C, while peaks
e and f evolve into peak D. The spacings (b-c) and (e-f) are around 240 cm−1, which is
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Figure 5.3: Contour plot of NiO–2 spectra at short wavelengths
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Figure 5.4: Photoelectron spectrum of NiO–2 at 335 nm
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Figure 5.5: Contour plot of NiO–2 spectra at long wavelengths
twice the vibrational frequency of the bending mode of the linear NiO2 neutral isomer
(see Tab. 5.1).
The most striking features of the spectra in Figs. 5.6-5.7 and the contour plot of
Fig. 5.5 are the changes in relative intensity of each vibrational channel with respect to
the excitation wavelength. The color scale in the contour plot makes the changes more
visible, revealing periodic enhancements in intensities of the 1v
′
0 channels. For example,
at energies of around 3.67 eV, we notice an enhancement in the intensity of channel
B (1 10) as indicated by the red arrow. The enhancement recurs several times as we
reduce the detachment photon energy. These enhancements usually occur in the vicinity
of a channel opening. This intensity behavior is repeated for the other 1v
′
0 channels.
To quantitatively investigate this interesting behavior, branching ratios of vibrationally
excited state channels are calculated following the same manner as in chapter 3 and
plotted as functions of photon energy as shown in Fig. 5.8. This figure clearly shows how
the vibrationally excited channels are periodically enhanced relative to the 100 channel.
The dashed blue lines serve as a guide for the eye, suggesting that enhancements in
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Channel A B C D E F
eBE(eV) 3.049 3.144 3.236 3.328 3.45 3.52-3.54
∆eBE(eV ) 0.095 0.092 0.092 0.122
Channel a b c d e f g h i
eBE(eV) 3.187 3.224 3.251 3.282 3.319 3.349 3.381 3.416 3.447
∆eBE(eV ) 0.037 0.027 0.031 0.037 0.03 0.032 0.035 0.031
Table 5.2: eBE of all channels. ∆eBE is the difference in eBE between two adjacent peaks
intensities of different channels seem to occur at the same photon energies. The average
spacing between two adjacent lines indicates a “period” of 0.08 eV for this behavior.
For spectra recorded at photon energies greater than 3.7 eV, Fig. 5.3 also reveals
repeated enhancements in intensity of band X and I.
5.4 Discussion
To summarize, the four spectral features in the 291 nm image in Fig. 5.2 are associated
with detachment transitions from the ground state of the anion to different electronic
states of the neutral ONiO. The angular distributions of the electrons corresponding to
these transitions are different. Higher resolution measurements show that these electronic
bands are comprised of peaks associated with the O-Ni-O symmetric stretching mode,
as observed in Figs. 5.3-5.4. It is also noticeable that the relative intensities of these
vibrational peaks change with detachment energy and therefore display distinctly non-
Franck-Condon behavor. In turn these stretching peaks show finer structure (Figs. 5.5,
5.6 and 5.7) at even higher resolution (at photon energies close to a channel threshold).
Again, the intensity variation of the finer structure does not seem to follow patterns that
can be attributed to Franck-Condon behavior.
Key to interpreting these observations is an understanding of the nature of the differ-
ent electronic states (both neutral and anionic) that are accessible upon photoexcitation
of ground state ONiO–. In particular the intensity variations that we observe seem to be
indicative of the presence of some form of resonance state. Furthermore, unlike the case
of low energy AgF– detachment discussed earlier in chapter 3, this presumably can not
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Figure 5.6: Photoelectron spectra of NiO–2 recorded at 380-370 nm range
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Figure 5.7: Photoelectron spectra of NiO–2 recorded at 369-356 nm
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(a) Linear (b) in-plane 3A2 (c) out-of-plane
3B2
Figure 5.9: Distribution of pi orbitals in linear and bent isomers of NiO2 (
3Πg).
be ascribed to the presence of a dipole bound state.
In the following discussion we first present details of electronic structure calculations
for the anion and neutral states and then apply the results to examine our photoelectron
imaging observations.
5.4.1 Calculation
To simulate the spectra observed, it is important to know geometries, electronic struc-
ture and energies of ground and excited states of both anion and neutral. For direct
detachment, a change in equilibrium geometry between anion and neutral influences the
appearance of vibronic bands. Differences in the electron configurations of the neutral
states will lead to different photoelectron anisotropies. Additionally, excitation to higher
electronic states of the anion can lead to autodetachment, influencing the intensities of
vibrational channels.
For neutral ONiO, previous calculations [135, 139, 140] seem to agree that the global
minimum corresponds to a linear conformation (see Tab. 5.1). The geometries of the first
low lying excited states, however, are still controversial. The reason may well be related to
the Renner-Teller effect, which arises due to coupling between electronic motion and the
non-totally symmetric bending motion in linear species. As the result, degenerate states
split into two components along the bending coordinate. The first excited state of linear
ONiO 3Πg, for example, is split into two states
3A2 and
3B2 upon bending. The pi orbital
symmetry is changed upon bending away from the linear configuration. There are two
distinct ways in which this change can occur as shown in Fig. 5.9. Whether a non linear
geometry is energetically preferred depends on the shapes and relative positions of the
non-degenerate components. Almost all DFT calculations [135, 139] find that the excited
70
Figure 5.10: Potential energy surface of ONiO– calculated with B3LYP functional and aug-
cc-pvdz(O)/Lanl2dz(Ni) basis set. The 2Πg state at linear geometry splits into two states
2A2 and
2B2 due to Renner-Teller effect. The blue dashed line indicates the zero point energy
corresponding to the bending mode, whose frequency is much smaller than that of the stretching
modes
states of ONiO have bent equilibrium geometries (Tab. 5.1). CASSCF calculation [140]
however yields a linear equilibrium geometry for the first three excited states. This gives
rise to the question of whether previous DFT calculations used appropriate functionals
for the NiO2 system. In this work, we will assume that the low lying excited states of
the neutral correspond to a linear conformer, in line with CASSCF calculation.[140]
For the anion, it has been determined that the ground state global minimum occurs
at bending angle < 1800.[139] Such a difference between anion and neutral equilibrium
geometry could lead to excitation of bending modes upon photodetachment.[134, 135]
However, our potential energy calculations along the bending coordinate (performed us-
ing Gaussian 03 with either B3PW91 functional and aug-cc-pvdz(O)/6-311++(3df)(Ni)
basis set or B3LYP functional and aug-cc-pvdz(O)/Lanl2dz(Ni) basis set) show that the
difference between the energy at the minimum and at the linear geometry is extremely
small compared to the zero point energy of NiO–2 (see Fig. 5.10). We can therefore treat
the anion ground state as effectively linear. On the other hand, Fig. 5.10 also suggests
that it is possible for the ONiO– to access a wide range of bond angles in the zero point
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level of the ground state.
Our DFT calculation also shows that the accuracies of anion and neutral state energies
are strongly dependent on the basis set used. When the difference in energies between
the ground and excited sates of the neutral are in good agreement with the experiments,
the binding energy is far from accurate. To better reproduce the experimental results, we
turn to the EOM-CCSD approach (implemented in QChem [21]) to calculate the anion
and neutral ground and low-lying excited states (at the linear geometry). The basis
sets used are 6-311g++(3df) for Ni and aug-cc-pvdz for O. The neutral excited states
are obtained in an EOM-EE-CCSD calculation using the ground neutral state (1Σg
+) as
an initial guess for the electronic wave function. Tab. 5.1 shows the consistency of our
calculations with previous work. Of note, Allouti et.al [135] only calculated the most
stable state of each multiplicity (singlet, triplet or quintet) of the neutral. Hubner et.al
[140] calculated all states of different multiplicities but their results were not in good
agreement with the spectral data. Unlike these studies, our calculation does not find
quintet states among the first four neutral excited states.
For anion states, we use the EOM-EA-CCSD method. The anion ground state is
obtained using the neutral ground state (1Σg
+) as the initial guess for the electronic wave
function. The excited anionic state calculations employ the 3Πg neutral excited state as
the initial guess. As shown in Tab. 5.1, the VDEs obtained from the EOM calculations
are in good agreement with our experimental data. More pertinently, the calculation
identifies an excited state of the anion that lies close in energy to the neutral ground
state.
5.4.2 The electronic transitions
The image and spectrum of Fig. 5.2 clearly shows four distinct bands (labeled as X,
I, II, III) which have been assigned to photodetachment via the ground and first three
excited electronic states of neutral NiO2. Our EOM electronic structure calculations for
the vertical detachment energies to the first four neutral electronic states are in good
agreement with this assignment. These suggest that the symmetries of the neutral states
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associated with bands X and I are Σ+g and Πg respectively. The similarity in energies of
the 3Σ+g and
1Πg neutral states suggests that band II is comprised of a mixture of the
transitions to these states.
It should be noted that the observed photoelectron angular distributions also sup-
port these assignments. Concentrating on the purely electronic part of the detachment
transitions, the transition strength is given by |〈Ψe− Ψf |µˆ|Ψi〉|2 where Ψe− , Ψf and Ψi
represent the free-electron wave function, the electronic state of the final neutral and the
initial anion. µˆ represents the dipole moment operator. Conditions where the integral is
non-zero can be determined using symmetry arguments (in the molecular frame (MF)):
Γ(Ψf )⊗ Γ(Ψe−)⊗ Γ(µMF )⊗ Γ(Ψi) ⊇ Γt (5.1)
where ⊗ refers to direct product, Γ(Ψe−), Γ(Ψf ), Γ(µMF ), Γ(Ψi) and Γt represent the
irreducible representation of the free-electron wave, the neutral state, the dipole operator,
the initial anion state and the totally symmetric irreducible representation for a given
point group. Based on Eq. 5.1, the allowed symmetries of the free-electron wave can
be determined and the wave function can be expanded in a basis of partial waves with
definite l values. Due to different orientations of the molecular anions in the laboratory
frame (LF), the partial waves need to be referenced from MF to laboratory frame LF.
The LF PAD can be determined by integrating over all molecular orientations. The
determination of LF PAD can be simplified using the s&p model of Sanov et.al .[52, 142]
For simplicity, this model ignores l ≥ 2 partial waves and considers only few main anion
orientations, usually corresponding to cases where the principal axes of the molecules are
parallel to the laser polarization vector.
For simplicity, the LF is chosen so that the z axes (zLF ) is parallel to the laser
polarization electric vector (p). For linear molecules, zMF is the C∞ axis. The main
orientations of ONiO include cases where zMF is parallel (‖) or perpendicular (⊥) to zMF
(or p). In each case, only transitions with non-zero dipole moment components are active.
When zMF ‖ zLF , the active dipole moment component is µz, which transforms according
to Σ+u representation. For the transition from the ground anion state
2Πg to the ground
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neutral state 1Σ+g, the symmetry condition Σ
+
g ⊗Γ(e−)⊗Σ+u ⊗Πg ⊇ Σ+g (Σ+g is the totally
symmetric irreducible representation in D∞h) yields Γ(e−) = Πu, which corresponds to a
px,y orbital in the MF. The px,y is perpendicular to zMF and therefore zLF . In cases where
zMF ⊥ zLF , the active dipole moment component is Πu and the symmetry argument is
Σ+g ⊗Γ(e−)⊗Πu⊗Πg ⊇ Σ+g , which requires Σ+u symmetry of the free-electron wave. This
wave corresponds to a pz outgoing electron wave, which is perpendicular to the zLF . To
summarize, for the three considered orientations, the electron is preferentially distributed
perpendicular to the laser electric vector, corresponding to a negative β as observed for
the X band.
Alternately, for transitions from the ground anion state to Πg states of the neutral
the expectation from the s&p model is for an angular distribution that is polarized along
the photon electric vector. Again this is consistent with the β value (+1.24) of the band
I in the 291 nm image. It should be noted that the β value associated with band II
is also positive which would suggest that this feature in the spectrum is likely to be
associated with a terminal Πg state which is the third excited neutral state given by our
calculations and not the second excited neutral state 3Σ+g. However, the second and third
neutral states are predicted to be quite close in energy and therefore transitions to these
states will overlap. In fact, the anisotropy value of band II (+0.61) is lower than that
of band I (+1.24), presumably reflecting averaging over the parallel (1Πg←− 2Πg) and
perpendicular (2Σ+g←− 2Πg) component.
5.4.3 Vibrational structure
The first four successive maxima (A-D) of Fig. 5.4 are separated by 0.093 eV (750
cm−1) which is equivalent to the symmetric stretching frequency of the neutral ground
state 1Σ+g. The series of transitions corresponds to excitation of several quanta associated
with this stretching mode and reflects a difference in the Ni−O bond lengths in the
anion and neutral states involved. Similarly, the maxima (E-F) which constitute band I
are separated by 0.1 eV suggesting that the symmetric stretching frequency of the first
neutral excited state 1 3Πg is 800 cm
−1, the first such experimental measurement of the
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Table 5.3: Peak assignment for the X′ ← X′′ band of ONiO– photodetachment
vibrational frequencies in the excited neutral state.
At higher image resolution, each of the peaks in the spectrum of Fig. 5.4 separates
into several individual features labeled as a-i (Figs. 5.6-5.7). The spacings between two
adjacent transitions (215-300 cm−1) are far too large to be ascribed to rotational structure
(Be = 0.2 cm
−1 as calculated). However, the separations are actually about twice the
bending frequency (120 cm−1) of the neutral ground state. Thus features A-F of Fig. 5.4
should be assigned to combination (1v
′
0 2
m
i ) bands (m=0, 2, 4..) instead of pure 1
v′
0
transitions. Similar features located 250 cm−1 to the higher energy side of the origin
110 2
m
0 (our channel B) and 1
0
0 2
m
0 (our channel A) have been observed by Ramond et.al
.[134] They assigned these features to combination bands 110 2
2
0 and 1
0
0 2
2
0 respectively.
The absence of 1v
′
0 2
1
0 or 1
v′
0 2
3
0 bands is due to the symmetry-based selection rule (∆v =
0,±2,±4) for bending modes of linear (centrosymmetric) species. While the v = 0 level of
the ground anion state is necessarily totally symmetric, the bending mode of the neutral
is not. For the transition moment integral to be totally symmetric, the bending mode
must be excited to levels with even quanta.
Throughout the sequence of spectra in Figs. 5.6-5.7 several sharp peaks can be seen,
labeled a-i. Assigning these to a given channel A, B, C... is not straightforward given
the spectral resolution. It is clear that b and c coalesce to form peak C (120), while e and
f clearly merge to form peak D(130) at lower resolution. Given the vibrational frequencies
of the bending (120 cm−1) and stretching (750 cm−1) modes, each 1v0 channel could be
followed by at least two transitions in which the bending mode is excited before the
next channel 1v+10 opens. Complexity arises since one has to decide whether a peak is
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the“origin” (1v0 2
0
0) of band 1
v
0 or the “tail” (1
v-1
0 2
4
0) of band 1
v-1
0 . For example, transition d
lying between peaks C and D can be assigned to either a “tail” of peak C 120 2
4
0 or “origin”
of peak D 130 2
0
0 or even a hot band. These three possible ways summarized in Tab. 5.3.
Row 3 of this table corresponds to the case where peaks a, d are hot bands 120 2
0
2, 1
3
0 2
0
2
respectively. Since peak a is 0.037 eV (300 cm−1 ) lower in energy than transition b, a
hot band transition 120 2
0
2 would require the anion bending frequency to be 150-160 cm
−1 .
Previous calculations [139] have suggested that the anion bending frequency is 50 cm−1 .
Although significantly lower than the required frequency for transition a to be a hot
band, it should be noted that similar calculations yield a neutral bending frequency of 70
cm−1 which is significantly smaller than experimental values.[135] However, the trend in
the calculations is for the anion bending frequency to be smaller than that of the neutral
which is inconsistent with our results being due to hot band excitation. Experimentally,
the hot band possibility could be ruled out or confirmed by investigating the dependence
of relative intensity of these peaks (a, d, g) on the backing pressure. Unfortunately,
at higher backing pressure, fewer ions are produced, making collection of reliable data
difficult.
Based on the trends in vibrational frequency between anions and neutral, it seems
most likely that the a, d and g transitions correspond to 1v
′
0 2
4
0 (v
′=1,2,3) (row 1 of
Tab. 5.3) although this assignment should be viewed as tentative. In particular, the
expectation for direct detachment would be that a change of 4 quanta in the bending
mode is likely to be a low probability transition, particularly when the equilibrium bond
angles are similar in the anion and the neutral.
The higher eBE peaks h, i, j are even harder to assign. The reason may due to the
Renner-Teller affect which splits the degeneracy of the electronic states. It is clear from
Fig. 5.7 that these peaks merge to form peak E, which corresponds to the 100 vibrational
channel of band I. The separations between the two adjacent peaks are still around 250
cm−1. These peaks could be assigned to 100 2
2n
0 , n = 0, 1, 2 provided that the excited
state 3Πg is linear and has a bending frequency of around 125 cm
−1. The evolution of
peak h, i, j intensities is highly complicated. A higher image resolution may allow better
76
assignment, however, this is currently beyond the capability of our instrumentation.
5.4.4 Variations in the Vibrational Intensities
Our spectra reveal periodic enhancements in the intensities in all channels including
the A, B, C, D, E features and their constituents a, b, c, d, e, f. Enhancement of
vibrational channels have been observed in lower energy photodetachment of AgF– (see
chapter 3). However, in the case of AgF–, the sudden change in intensity of vibrational
channel only occurs once, at 12 meV before the opening of the next vibrational channel.
This interesting behavior was attributed to a dipole bound anion state lying just 12 meV
below the neutral ground electronic state. Photoexcitation to vibrationally excited levels
of this dipole bound state, followed by vibrational autodetachment leads to non-Franck-
Condon behavior and an enhancement in a specific vibrational channel over narrow ranges
of photon energy. Since the dipole bound state and the neutral ground state are similar
in energy and geometry, the autodetachment occurs via transfer of energy to electrons
and follows the propensity rule ∆v = −1.
It is known that only molecules with dipole moments greater than 2D support a dipole
bound state. Unlike AgF, linear ONiO has no dipole moment. In fact, the enhancements
observed in NiO–2 detachment are much different to those of AgF
–. Firstly, enhancement in
the intensity of a given vibrational channel 1v
′
0 occurs multiple times. More importantly,
changes in intensities of all vibrational channels seem to occur at the same excitation
energies, as indicated by the dashed blue lines in Fig. 5.8. This suggests that unlike the
AgF– experiment, excitation to a vibrational level of the anion excited state of ONiO– is
followed by autodetachment to many vibrational levels of the neutral ground state.
Such behavior in vibrational intensity has been observed in the photoionization of N2
[44] and H2.[143] This has been attributed to a resonance phenomenon, which involves
excitation from the vibrational level v′′ of the ground neutral state to a vibrational level
v of a Rydberg state which subsequently autodetaches to different vibrational levels v′ of
the ion core. According to Smith [101, 144] the partial cross section σv′ of transition 1
v′
v′′
near the Rydberg state is given by:
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Figure 5.11: Vibrational energy levels in NiO–2 and NiO2. The notation 1
0 20 indicates that all
transitions observed originate from the ground vibrational electronic state of the ground anion.
The notation 1n 2m indicates a level in the final state (excited anion or ground/excited neutral)
in which n quanta of stretching mode and m quanta of bending mode are excited.
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σv′
σtotal
= Fv′′v′ − 2Fv′′v′Fv′′vFvv′
{
1− q
1 + 2
}
+ F 2v′′vF
2
vv′
{
1 + q2
1 + 2
}
(5.2)
in which  = E−E0
Γ/2
is the reduced energy, q is the Fano profile, Fij (i, j indicates v,
v′ and v′′) are vibrational overlap amplitudes and F 2ij are Franck-Condon factors. The
enhancement in intensity of each vibrational channel therefore will depend mainly on the
overlap between the vibrational wave function of the final cation and that of the Rydberg
state.
Similar to the electronic autoionzation mentioned above, an autodetachment from an
anion excited state (resonance) can be used to explain the enhancement in intensity of
each vibrational channel observed in detachment of NiO–2. Of course like other anions,
NiO–2 does not support Rydberg series. Furthermore, as mentioned above, there is no
dipole moment to support a dipole bound state. An anion excited state, however can still
be formed by trapping of an extra electron by the ground neutral state (a shape resonance)
or neutral excited state (a Feshbach resonance). Our EOM-EA-CCSD calculation uses
the excited 3Πg state as an initial guess for wave functions, identifying two anion excited
states. The first is 1.7 eV and the second is 0.01 eV below the neutral ground state
(see Tab. 5.1). Since the sharp change in intensities of vibration channels occur in the
region near threshold, the second one can serve as a plausible candidate. The periodic
enhancement of the intensity in each vibrational channel observed in Fig. 5.8 suggests
that that this electronic state associates with a series of vibrational levels and the period
of the enhancements (determined from the spacing between blue lines in Fig. 5.8) yields
a vibrational frequency of 560 cm−1 for the symmetric stretching mode of this excited
state.
Fig. 5.11 schematically illustrates the various vibrational energy levels in anion and
neutral ground and excited state. Interaction of a photon hν1 with the anion ground
state can lead to direct detachment (indicated by black arrows) or excitation to an anion
excited state (indicated by the blue arrows). In case of direct detachment, a number of
distinct vibrational channels may be observed depending on the instrumental resolution,
the difference between photon energy and VDE, and finally the Franck-Condon factors
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(given that the Born-Oppenheimer approximation is applicable). In cases where the
photon energy is resonant with the energy of vibrational level 1v in the anion excited
state, excitation to this state (allowed if 〈Ψf |µˆ|Ψi〉 or 〈1v|µˆ|1v′′〉 6= 0) can be followed by
autodetachment (indicated by the red dashed arrows) to neutral levels (1v
′
) lying below.
As discussed in chapters 3 and 4, if an anion excited state lies below the ground neutral
state, then vibrational autodetachment (scenario 1 for autodetachment) occurs to only
one vibrational level v′ = v − 1 (following the propensity rule ∆v = ±1) and thus only
the 1v
′
0 channel is enhanced. This is not what observed for NiO
–
2. Since anion calculations
are usually subject to significant errors, we assume that the second anion excited state
actually lies above, instead of 0.01 eV below the neutral ground state as suggested by
the calculation. In this case, electronic autodetachment occurs, effectively enhancing
the intensity of transitions to vibrational levels (of the neutral ground state) which have
good Franck-Condon overlap with the 1v wavefunction. Increasing the photon energy
(from hν1 to hν2) takes the system out of resonance, and therefore no enhancements in
neutral vibrational channel intensities occur until the next excited anion vibrational level
is reached. Presumably both symmetric stretching and bending modes are accessible.
According to Eq. 5.2 if the geometry of the excited anion state is significantly different
from that of the anion ground state (for instance, if there is a significant difference in the
NiO bond length and perhaps more pertinently the bend angle) then levels excited by
several quanta will be significantly populated as a result of the excitation. Similarly, if
the excited state and terminal neutral states have significantly different geometries then
the autodetachment can result in production of a range of neutral states.
If sufficient energy (E = hν3) is supplied, the excited anion state can autodetach to the
first excited neutral state. This might explain the enhancements in intensity of transition
to this excited neutral state (band I) observed in Fig. 5.3. It should be noted that, this
process involves (under the simple harmonic oscillator approximation) excitation up to
at least v1 = 6 so the influence of another anion excited state cannot be ruled out.
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5.5 Conclusion
Vibrational channels constituting the electronic bands X and I for NiO–2 detachment
resolve into individual features under low eKE conditions. These features are assigned to
1v
′
0 2
2m
0 combination bands, which involves excitation of both symmetric stretching and
bending modes of the neutral molecule. The observation that only even quanta of the
bending modes are excited suggests that like the neutral the anion is linear.
Simultaneous non-Franck-Condon enhancements in relative intensities of all vibra-
tional channels are observed periodically, indicating excitation to vibrational levels of
an anion electronic excited state. This anion then can autodetach to vibrational levels
of the neutral ground state, and therefore influences the spectral intensities. EOM-EA-
CCSD calculations predict this state to be a Feshback resonance, formed by adding an
extra electron to the first excited state of the neutral. The anion state is expected to be
different from the neutral ground state in both energy and geometry. This is different
from the dipole bound anion which causes the sudden changes in vibrational intensity
and anisotropy parameter in detachment of AgF–. In the latter case, the change in
each vibrational channel only occurs once and before the opening of the next vibrational
channel.
An accurate potential energy surface of all anion/neutral states involved can help
understand the autodetachment machenism better. This is not straightforward due to
electron correlation and the Renner-Teller effect but the data presented here represents
valuable information to guide such efforts.
Part of the calculation in this work was conducted using the resources of the iOpenShell Center
for Computational Studies of Electronic Structure and Spectroscopy of Open-Shell and Electronically
Excited Species (http://iopenshell.usc.edu) supported by the National Science Foundation through the
CRIF:CRF program.
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Chapter 6
CuOF–: A study on molecular
structure and resonances
6.1 Introduction
As seen in the previous chapters, sudden changes in branching ratio and anisotropy
parameters are observed as the excitation energy is changed, in compounds with a large
dipole moment (AgF–, CuF–). However, sharp changes in vibrational channel intensity
are also evident in compounds with no dipole moment such as ONiO–. The focus of this
chapter will be the anion of a polar neutral species which has a none-zero but relatively
small dipole moment, CuOF. This is an example of the MOF– class of compounds, formed
by replacing one oxygen atom of MO2 with a fluorine atom. To date, there have been
no reported studies on this anion. The results presented here will provide new data to
test theoretical studies of these species which necessarily involve treatment of correlation
effects and accurate determination of discrete states coupled to the continuum.
6.2 Experimental
CuOF– ions are prepared in our ion source (chapter 2) by supersonically expanding
oxygen gas (backing pressure of 50-80 psig) through the discharge region between a stain-
less steel needle (grounded) and a metal needle (negatively charged). The second can be
made of copper, nickel alloy or sterling silver since both sterling silver and nickel alloy
contain a small percent of copper. Images of CuOF– are recorded over a wide range
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Figure 6.1: Photoelectron images and spectra of CuOF– at 355 nm
of wavelengths (355-382 nm) and used to determine photoelectron spectra and angular
distributions as described in chapter 2.
6.3 Results
Fig. 6.1 shows an image of CuOF– recorded at 355 nm and the corresponding
photoelectron spectrum. The image shows isotropic spectral features that can be divided
into two groups. Group 1 contains the four outer evenly-spaced rings, corresponding to
four peaks A, B, C, D in the spectrum. These represent a vibrational progression within
the CuOF,X′ ← CuOF−,X′′ (or briefly X′ ← X′′ ) band. The origin of the progression
(channel A) determines the aEA of CuOF to be 3.136 eV, which is similar to those of
linear isomers of ONiO (3.014 eV) and OCuO (4.07 eV). We therefore assume that the
isomer produced in this work is mainly linear OCuF–. The averaged spacing between
adjacent peaks is 0.08 eV (645 cm−1), close to the vibrational frequencies of symmetric
stretching modes of CuO2, CuF2 and NiO2. Therefore, the vibrational channels (A, B,
C, D) are assigned to 1v
′
0 transitions where 1 represents the analogous stretching mode
of CuOF. The remaining peak (labeled AA) is a member of the a′ ← X′′ vibronic band,
which involves an excited state of the neutral.
As we decrease the excitation energy, additional features are revealed. Interestingly,
these features emerge and disappear within narrow ranges of excitation energy, as illus-
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Figure 6.2: Photoelectron spectra of CuOF– at 382-380 nm
trated in Figs. 6.2-6.4. For example, feature a2, which is 0.039 eV from peak A, is clear in
the 382 nm spectrum but almost completely absent in the 381.25 nm spectrum. Features
b1 and b2 emerge at higher excitation energy. The higher eBE peak, b2, is more intense
at longer wavelengths (376.75 and 376.5 nm). As we continue to increase the excitation
energy, this feature weakens while the lower eBE peak, b1, becomes more intense. The
374 nm spectrum clearly illustrates emergence of feature b1 at the expense of feature b2.
The interesting behavior of features b1 and b2 is repeated for features c1 and c2 as seen
in Fig. 6.4. Again, the changes occur over a small range of energies (Ehν = 3.37-3.4 eV).
eBEs of the spectral features are listed in Tab. 6.1. To summarize, features a2, b2 and
c2 lie around 0.038 eV to the higher eBE side of channels A, B and C respectively. Based
on the similarity between the b and c features, we can surmise that a feature a1 should
exist. This feature is tentatively identified in Fig. 6.2a. It lies approximately 0.025 eV to
the higher eBE side of channel A.
Also noticeable in our spectra are the changes in intensity of channels B (110), C(1
2
0)
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Figure 6.3: Photoelectron spectra of CuOF– at 379-371 nm
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Figure 6.4: Photoelectron spectra of CuOF– at 368.675-365 nm
Figure 6.5: Contour plot of photoelectron spectra of CuOF–
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A a2 B b1 b2 C c1 c2 D AA
eBE(eV) 3.167 3.176 3.218 3.243 3.256 3.297 3.320 3.334 3.377 3.346
∆eBE(eV) 0.039 0.025 0.013 0.023 0.014
Table 6.1: eBE of all channels. ∆eBE is the difference in eBE between adjacent channels.
and D(130) relative to that of channel A (1
0
0). The spectral evolution as we tune the laser
from 382 to 371 nm (Fig. 6.2 and 6.3 ) reveals the change in relative intensity of channel B,
while comparison between the 371 nm (Fig. 6.3h) and 367 nm spectra (Fig. 6.4b) indicates
similar behavior for channel C. The enhancements in intensity of different vibrational
channels are also evident in the contour plot of Fig. 6.5. This contour plot can be viewed
as a set of horizontal slices, each corresponding to a spectrum recorded at a given photon
energy. The selected spectra in Figs. 6.2, 6.3 and 6.4 are different horizontal slices of
this plot. The vertical black lines represent the openings of vibrational channels, A, B, C
and D (1v
′
0 channels). The highly photon energy dependent features described before are
indicated by red arrows. It is also clear from the contour plot that these features only
appear within a small energy range.
The behavior of the channel B (110), C(1
2
0) and D(1
3
0) relative intensities is more clearly
described in Fig. 6.6, in which the branching ratios I(1v
′′
0 )/I(1
0
0) are plotted as functions of
photon energy. Each point in the plot corresponds to a specific detachment wavelength.
The data are obtained by fitting multiple Lorentzian curves to the spectra. The area
of the Lorentzian curve for a given transition is divided by that of channel 100 to obtain
the corresponding branching ratio. For reference, the vibrational channel openings are
indicated by the vertical dashed lines. The branching ratio scale (0-10) chosen for channel
100 is for ease of comparison with other channels. The inset shows the actual shape, where
there maximum of branching ratio is as high as 150. It is clear from the figure that the
intensity of each channel 1v
′
0 increases from 0 when it first opens to a maximum value,
usually just before the opening of the next channel 1v
′+1
0 . Similar behavior has been
observed in photodetachment of AgF–, as mentioned in chapter 3. However unlike the
AgF– case, after passing the region of rapid change, the branching ratios remain constant
at values which should reflect the ratios of Franck-Condon factors for the channels (1 for
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States E(eV) Bondlength(eV) ÔCuF Vib Freq (cm−1)
Cu-F Cu-O ν1 ν2 ν3
OCuF– 2Π -3.22 1.731 1.805 180 521 165 667
-3.13*
OCuF 3Σ 0 1.683 1.732 179.98 630 164 823
0* 645* 160*
1Σ+ 0.445 1.677 1.730 180 637 183 834
When marked with *, data is experimentally measured
Table 6.2: Molecular parameters of CuOF– and CuOF
channel B (110), 0.7 for channel C(1
2
0) and 0.3 for channel D(1
3
0).
6.4 Discussion
6.4.1 Spectral assignment
The resolved spectral features observed in the previous section can be divided into
two groups. Group one contains the four peaks A, B, C, D which are assigned to differ-
ent vibrational channels 1v
′
0 within electronic band X
′ ← X′′. The obtained vibrational
frequency (645 cm−1 or 0.08 eV) is close to that of the stretching mode Cu-F (630 cm−1)
in CuF and CuF2, or the Cu-O stretching mode in CuO (640 cm
−1) and CuO2. [145]
The other peaks (a, b, c) are generally lower in intensity, only appearing within narrow
ranges of wavelength. The spacing between these peaks is around 0.02 eV (161 cm−1).
To assign the spectral features, we performed ab initio calculations for both anions
and neutral molecules at linear and bent geometries. All calculations were performed with
the DFT method with the B3PW91 hybrid functional, using QChem.[21] The 6-311+G*
basis set is used for both O and F, and the Stuttgart basis set, modified by adding extra 4
s and 4 p diffuse functions is used for Cu. The exponent of each additional s (p) function
is one fifth of the exponent of the last s (p) function in the regular basis set. Geometry
and vibrational frequency calculations were performed for the doublet state of the anion,
and the singlet/triplet state of the neutral. The results are presented in Tab. 6.2. To
summarize, both anion and neutral ground states are predicted to be effectively linear.
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Figure 6.6: Vibrational branching ratios for the X′ ← X′′ band in CuOF– spectra
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A a2 B b1 b2 C c1 c2
∆eBE(eV) 0.039 0.025 0.013 0.023 0.014
100 3
0
0 1
0
0 3
2
0 1
1
0 3
0
0 1
1
0 3
1
0 1
1
0 3
2
0 1
2
0 3
0
0 1
2
0 3
1
0 1
2
0 3
2
0
Table 6.3: Spectral assignment for CuOF– detachment
The difference in zero point energy between the anion ground state 2Π and the neutral
ground state 3Σ− yields an aEA of 3.2239 eV for OCuF, which is within 0.09 eV of the
experimental value. Also of note, the anion’s CuO and CuF bond lengths are longer than
those of the neutral molecule, consistent with the smaller vibrational frequency of the
anion stretching modes.
In the previous section, we have assigned features A, B, C, D to the pure stretching
vibrational channel 1v
′
0 . This assignment is confirmed by the good agreement between
the calculated symmetric stretching mode frequency and the experimentally determined
frequency (630 cm−1). For assignment of other spectral features, we note that the spacings
within a spectral group (B-b1-b2), (C-c1-c2) are around 0.015-0.03 eV which is similar to
the calculated bending mode ν2 (0.02 eV). Thus these features are assigned to combination
peaks of stretching and bending modes 1v
′
0 2
m
0 , where m = 0, 1, 2 ... as shown in
Tab. 6.3. The spacing between A and a2 (0.039 eV) is also consistent with this assignment.
Comparison between the vibrational frequency of the stretching mode (0.08 eV) and that
of the bending mode (0.02 eV) suggests that a pure stretching peak can be followed by
up to three combination peaks before the onset of the next stretching excitation. There
may be a feature at 3.278 eV in the 378.5 nm spectrum (Fig. 6.3), corresponding to the
100 3
3
0 transition but this is at best a tentative observation. Up to this point, we conclude
that only 1 or 2 quanta of the bending mode are significantly excited.
Finally, the observation of combination peaks in which both even and odd quantum
numbers of the non totally symmetric bending mode are excited suggests a change in
geometry from the anion to neutral species. This requires reconsideration of the accuracy
of calculation results which predict that both neutral and ground species are linear. As
consequence of symmetry arguments, only even quanta of the bending mode would be
excited in this case, as observed before for ONiO– (chapter 5). On the other hand, when
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Figure 6.7: Wigner model branching ratio as a function of eKE for l = 0 (s), l = 1 (p),
l = 2 (d) waves.
one or both of the initial or final states are non linear, excitation to any level of the
bending mode can occur. This is the case for CS–2 (bent to linear transition) [146] or NO
–
2
(bent to bent).[147] Consequently, we conclude that either the anion or neutral OCuF
must be non-linear. However, to draw definite conclusions, more accurate calculations
are required.
6.4.2 Variation in intensity of spectral features
The combination peaks, which involve excitation of one of two quanta of the bending
modes, are interesting since they only appear within narrow ranges of wavelength. In
other word, the intensities of these features are only enhanced at certain excitation ener-
gies. Such behavior of stretching-bending features has been observed in photodetachment
of NiO–2 (see chapter 5). Enhancements in “pure” stretching vibrational channels are also
observed in photoelectron spectroscopy of NiO–2.
Similar to the NiO–2 case, we also notice (see Figs. 6.6 and 6.5) sudden changes in
intensity of each pure stretching feature (A, B, C, D). However, for each channel, the
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sharp change only occurs once, at an energy close to the opening of the next channel. To
some extent, this behavior is similar to that observed in AgF– detachment. Comparison
between Fig. 6.6 in this chapter and Fig. 3.4 in chapter 3, however, reveals differences
in the behavior of background branching ratios (branching ratios in regions where there
are no sudden changes). For OCuF–, the “background” branching ratio is constant. For
AgF–, the “background” branching ratio increases with eKE. The difference is mainly due
to the Wigner threshold law σv ∝ eKEl+1/2,[40] which determines the branching ratio of
channel v′ ← 0 as
σv′
σ0
= const× (eKEv′)
l+1/2
(eKE0)l+1/2
= const× (eKEv′)
l+1/2
(eKEv′ + v′ ν)l+1/2
(6.1)
where ν is the vibrational frequency, eKEv′ and eKE0 are electron kinetic energies asso-
ciated with the v′ ← 0 and 0 ← 0 channels. Fig. 6.7 illustrates the change in branching
ratio of the 2← 0 channel for different values of l. The frequency ν is chosen to be 0.06
eV. As can be seen, the branching ratio reaches near uniform behavior much faster for a
s (l = 0) wave than for p (l = 1) and higher l waves. As mentioned before, for molecular
anions, l is not a good quantum number, but similar arguments still hold. For OCuF–,
the angular distributions are nearly isotropic over a large range of wavelengths (335-380
nm), strongly suggestive of predominantly s-wave detachment. This is consistent with
the observed near constant value of σv′/σ0 at the eKEs we accessed. For AgF
–, the elec-
trons are preferentially distributed parallel to the laser polarization vector, suggestive
of a p-wave detachment. In this case, the branching ratio reaches the uniform behavior
much slower, as observed in chapter 3.
Now, returning to the non Franck-Condon behavior of the branching ratios. For AgF–,
such behavior was attributed to a dipole bound state, supported by a dipole moment of 6.3
D of AgF. This dipole bound state lies just below the neutral ground state and therefore
can only autodetach to the neutral ground state through vibronic coupling, controlled by
the propensity rule ∆v = −1. For CuOF–, the dipole moment of the molecule is calculated
to be 0.5-0.9 D, which is less than the critical value of 2 D [90, 91, 107, 108, 109] required
to support such a state. The similarity of the branching ratio behavior, however, suggests
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the existence of an anion excited electronic state which autodetaches to the neutral state.
Similar to the picture we have for AgF–, the anion excited state [CuOF–]* is associated
with different vibrational levels. Due to the observation that the enhancement occurs
whenever a new vibrational channel opens (Fig. 6.6), we assume that the vibrational
frequency of the anion state is similar to that of the neutral. When the photon energy
resonates with the vth vibrational level of the anion excited state, excitation to this level
can occur. The coupling between this vibrational level vth and a continuum state which
corresponds to a neutral vibrational level v′ will enhance the intensity of the transition to
this neutral vibrational level. Since only one vibrational channel is enhanced for a specific
range of photon excitation, the autodetachment must follow ∆v = const. Again, the two
scenarios for autodetachment discussed in chapter 4 can be applied here, depending on
whether the anion excited lies below or above the ground neutral state. In the earlier
case, vibrational autodetachment (scenario 1) occurs and the propensity law ∆v = −1
explains enhancement of only one vibrational channel. In the latter case, electronic
autodetachment (scenario 2) occurs to several vibrational levels of the neutral ground
state. This can result in enhancements in intensities of multiple vibrational channels as
observed in photodetachment of CuF– in chapter 4 and NiO–2 in chapter 5. In case of
OCuF, the selective enhancement in a single channel (implying ∆v = const) suggests a
similarity in geometry and vibrational frequency between the anion excited state and the
neutral ground state. To confirm which scenario the autodetachment follows, an accurate
calculation of OCuF– excited states is needed. However the calculation is challenging
(especially when the anion excited state is metastable) due to the complexity of the
system.
Finally it should be noted that the emergence and disappearance of the combina-
tion peaks are also observed for only one channel usually near the opening of the pure
stretching channel. This suggests some quanta of the bending mode of the anion are also
excited. The excitation to a combination level (of stretching and bending modes) of the
resonance can be followed by autodetachment to a combination level of the neutral.
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6.5 Conclusion
In this chapter, we reported the first experimental measurement of adiabatic electron
affinity (3.15 eV) and symmetric stretching vibrational frequency (645 cm−1) of the linear
OCuF, using photoelectron spectra of CuOF–. In addition to pure stretching vibrational
features, spectral features involving excitation of one or two quanta of the bending mode
is also observed.
Enhancements in intensity are observed for both the pure stretching and combination
features. These are attributed to an anion state, which can be vibronically excited by one
or more quanta of both stretching and bending mode. Excitation to this anion state is
followed by selective autodetachment to a specific vibrational level of the ground neutral
state. Therefore, the enhancements in intensity of each channel occurs only once and
independently of the other channels.
The calculation in this chapter was conducted using the resources of the iOpenShell Center for
Computational Studies of Electronic Structure and Spectroscopy of Open-Shell and Electronically Ex-
cited Species (http://iopenshell.usc.edu) supported by the National Science Foundation through the
CRIF:CRF program.
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Chapter 7
CuO–2: Photodetachment and
photodissociation
7.1 Introduction
Throughout previous chapters, photoelectron images have been used to probe reso-
nance states (both dipole bound and metastable) which subsequently autodetach to the
neutral molecule. This chapter concerns a different scenario, where dissociation can occur
via an excited anion state. Evidence of photodissociation (2 photon dependent Cu– de-
tachment) is observed in photoexcitation of CuO–2. By monitoring the change in the Cu
–
signal with respect to photon energy or flux, dynamics of the dissociation and the nature
of the resonance can be revealed. The studies of CuO–2 in this work, in combination with
the femtosecond pump-probe experimental work [148, 120] also performed in our group,
provide a more thorough understanding of interactions between copper and oxygen.
Such interaction between copper and oxygen atoms are important in systems ranging
from corrosion environments to catalytic oxidation and oxygen transport in biocomplexes.
[149] Cuprates have been used as superconductors at room temperature. It has been
shown that adding layers of CuO2 in the lattice of superconductors can improve their
quality. [150, 150, 151, 152]
An extensive amount of research on CuO2 and CuO
–
2 spectroscopy has been reported,
including experimental matrix infrared absorption [153, 154, 155, 156] and theoretical
DFT or CASSCF studies.[157, 158, 159, 160, 161, 162, 163] Most relevant to this current
chapter are the studies of Wu et.al ,[164, 145] where two photon Cu– detachment was
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also observed and attributed to the dissociation of an end-on (Cs) isomer (see Fig. 5.1c
of chapter 5).
Our experiments suggest a revision of this interpretation. Different from previous
work, our experimental conditions solely produce the linear OCuO– (D∞h) isomer. How-
ever, evidence of Cu– fragment production is still observed, at least suggesting that the
end-on isomer is not the only one that dissociates into Cu– and O2.
Our studies also reveal a long “tail” in the spectrum to the lower eBE side of the CuO–2
direct detachment signal. The intensity of this “tail” increases relative to that of CuO–2
features upon increasing photon energy, suggesting that like the Cu– features, the “tail”
results from a multi-photon process. A combination of experiments using nanosecond
(this work) and femtosecond [120, 148] laser pulses are discussed in this chapter to help
interpret the mechanism through which the “tail” and Cu– signals are produced.
7.2 Experimental
CuO–2 was produced in our instrument by negatively charging a copper needle while
keeping the steel needle grounded. The supersonic expansion of the oxygen gas through
the discharge between 2 needles produces various ions, including CuO–, CuO–2, CuOF
–
and CuF–2.
In this work, we quantitatively investigate the photon energy and flux dependence of
the photoelectron spectroscopy of CuO–2. Images of CuO
–
2 were taken over a wide range
of wavelengths, using the output of a linearly polarized tunable pulsed dye laser or the
second or third harmonics of a Nd:YAG laser. Flux dependence studies were carried
by adjusting the laser pulses energy (power) at a fixed wavelength. For photon energy
dependence studies, images were recorded at different wavelengths while the photon flux
was kept constant. In both cases, the amount of ions produced was maintained constant.
96
Figure 7.1: Photoelectron spectra of CuO–2 at 305 nm (top), 320 nm (middle) and 355 nm
(bottom)
7.3 Results and analysis
Photoelectron spectra of OCuO– are presented in Fig. 7.1. Comparison between these
spectra and those recorded by Wu et.al [145, 164] shows that linear OCuO– is the only
isomer produced under our experimental conditions. The region corresponding to direct
detachment from the bent CuO–2 isomer (1.4 to 1.8 eV) displays no discernible structure.
Direct detachment from the linear isomer is observed at shorter wavelengths (305-320
nm). Peaks with eBE > 3.5 eV are assigned to transitions from an excited state OCuO–
(A) to the ground (X) and the third excited state (C) of the neutral OCuO molecule.
The latter displays resolved vibrational structure, revealing a vibrational frequency of 630
cm−1 which is good agreement with the neutral OCuO symmetric stretching frequency of
previous work.[145, 164] The schematic energy level diagram in Fig. 7.2, which is adapted
from the DFT calculations of Deng et.al [165] clarifies this interpretation. According to
the diagram, the ground state X of the anion is tightly bound (eBE = 4.08 eV). Transitions
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Figure 7.2: Energy levels of of CuO–2 and CuO2
originating from this state are inaccessible with our laser pulses and therefore absent in
our spectra. As we reduce the photon energy, evidence of the presence of Cu– fragment ion
appears in the spectra. The new features at eBE of 1.27, 2.63 and 2.89 eV in the 355 nm
spectrum of Figs. 7.1 and 7.3 are perfectly overlapped with the Cu(2S1/2)←− Cu–(1S0),
Cu(2D5/2)←− Cu–(1S0) and Cu(2D3/2)←− Cu–(1S0) peaks of the Cu– spectrum recorded
at the same wavelength (red line, Fig. 7.3). Fig. 7.4 shows that as we increase the
power density of the laser, the relative intensity (to the maximum intensity of the direct
detachment) of all Cu– detachment peaks increases. This suggests that the Cu– signals
observed are the results of a two photon process. The first photon dissociates CuO–2 into
Cu– and O2 and the second photon detaches an electron from Cu
– product to form Cu:
OCuO− hν1−−→ Cu− + O2 hν1−−→ Cu + e− (7.1)
The presence of Cu– features in the absence of the end-on (Cs) symmetry isomer is
interesting. Cu– production was observed by Wu et.al [145, 164] when both end-on and
linear isomer were present. The conclusion of this earlier work was that the end-on
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Figure 7.3: Photoelectron spectra of CuO–2 (black) and Cu
– (red) at 355 nm
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Figure 7.4: Photon flux dependence of photoelectron spectra of CuO–2 at 355 nm
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(Cs) isomer undergoes dissociation. Since the end-on (Cs) isomer is not produced in our
experiment, clearly the linear isomer OCuO– must be responsible for the Cu– features
observed in our work and by extension at least partially responsible in the earlier work.
Another interesting feature observed in the spectra of Fig. 7.1 is a “tail” lying before
the direct detachment transition OCuO(X)←− OCuO–(A). This “tail”, which is absent
in the 305 nm spectrum, starts to emerge at 320 nm and becomes more obvious at 355
nm (see Fig. 7.1). Fig. 7.5 demonstrates that as we reduce the photon energy, the higher
eBE direct detachment features disappear but the “tail” remains
Although not remarked upon, the “tail” seems to present in the earlier 355 nm spec-
trum of Wu et.al .[164] To understand the nature of this “tail”, we measure spectra of
OCuO– over a wide range of wavelengths (320-680 nm). Amongst our spectra (including
those of Fig. 7.5) are the first measured at wavelengths longer than 532 nm. In the images
of Fig. 7.5, the “tail” appears as a central feature, which is always present regardless of the
wavelength at which the images are recorded. The outer ring in the images corresponds
to the Cu(2S1/2)←− Cu–(1S0) transition. The size of this ring depends on the photon
energy, consistent with a constant binding energy. However, the photodetachment signal
associated with the “tail” appears strongest in the center of detector regardless of the
photon energy. Since the spectra in Fig. 7.5 are normalized to the maximum intensity
of the Cu(2S1/2)←− Cu–(1S0), the changes in intensity of the tail suggest that the there
is a wavelength dependence of the relative (to the Cu(2S1/2)←− Cu–(1S0)) intensity of
the tail. This relative intensity can be monitored by dividing the integrated area under
the tail with that of the Cu– peak to obtain “tail/Cu” ratio. The range of intergration
is 1.18-1.3 eV for Cu–. For the tail, we choose the maximum discernible eBE at each
wavelength and integrate to lower eBE to make the width of the range similar to that
used for Cu–. Fig. 7.6 shows that “tail/Cu” ratio gradually increases as we reduce the
photon energy.
Fig. 7.4 shows that at 355 nm, the intensities of both Cu– and the “tail” features
increase compared to the direct detachment transitions as the laser power is increased.
It also suggests that the intensity of the “tail” feature seems to change relative to that
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Figure 7.5: Photoelectron images and spectra of CuO–2 at 490 nm (a), 552 nm (b) and 645
nm (c)
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Figure 7.6: Wavelength dependence of the “Tail/Cu” ratio
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Figure 7.7: Photon flux dependence of “Tail/Cu” ratio at 532 nm
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Figure 7.8: Photon flux dependence of photoelectron spectra of CuO–2 at 580 nm
of Cu– features as we increase laser power. This behavior is more rigoroulsy examined in
Fig. 7.7, which shows results for almost 20 spectra recorded at 532 nm but at different
photon flux. Specifically, we start with the full power output from the second harmonic
of the Nd:YAG laser, then reduce the power gradually. The amount of ions produced is
controlled at a constant value. As can be seen, the increase in photon flux causes the
“tail/Cu” ratio to increase. This behavior is repeatable for spectra recorded over a wide
range of wavelengths, as clearly seen in the 580 nm spectra in Fig. 7.8. The behavior
shown in Figs. 7.7 and 7.8 suggests that the “tail” signal is more strongly dependent on
the photon flux than the Cu– two photon signal.
7.4 Discussion
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7.4.1 Nature of Cu– transitions
Cu– transitions have been observed by Wu et.al [145, 164] in ns photoexcitation mea-
surement of CuO–2. Their ion source conditions produce both linear and end-on isomers.
Under the excitation conditions employed, energy conservation requires an O2 product
rather than two O atoms. Of these two isomers, they concluded that photodissociation
of the weakly bonded end-on CuOO– isomer was responsible for the Cu– transitions ob-
served. The Cu atom in the end-on isomer is bonded to one end of a diatomic O2 moiety
(see Fig. 5.1c in chapter 5). When this bond is broken, no rearrangement of the O atoms
is needed to produce O2. Conversely, for the linear OCuO
– isomer to produce O2 there
must be cleavage of two Cu-O bonds and rearrangement of the two well separated O
atoms.
It is well known that ion source conditions affect the products formed in the experi-
ments. This includes both different compounds and different isomers of these compounds.
Unlike Wu et.al ,[145, 164] our discharge ion source conditions solely produce the linear
isomer OCuO–. However, peaks due to detachment from a Cu– photofragment are still
observed. The validity of the previous interpretation [164] must be reconsidered. Clearly,
since the linear isomer is the only one produced in our experiment, it must be responsible
for the Cu– produced upon photoexcitation.
As mention above, the structure of linear OCuO– makes dissociation an unfavorable
process since it requires the two oxygen atoms to come together from opposite sides of
the molecule while both Cu-O bonds must be broken. There is little impulse for this to
happen in term of geometry difference between the OCuO– anion and the linear neutral
and thus the timescale of the process will be long. This has been confirmed in the fs
pump-probe time resolved measurements [148] which indicate that the amount of Cu–
continue to increase up to 150 ps after excitation. The first photon (pump) excites the
ground anion state into an excited state, which subsequently dissociates into Cu– and
O2. The second photon (probe) detaches an electron from the Cu
– to form a neutral Cu
atom. The multiphoton origin of the Cu– feature is verified by the observation that if
the “probe” comes before the “pump”, Cu– fragment is not observed. In fact, at short
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Figure 7.9: Schematic potential of the excited anion and neutral states
time delay (< 1ps) between the “pump” and the “probe”, the amount of Cu– observed
is relatively small.[148] In the case of ns photoexcitation, the laser pulse width (5 ns) is
long compared to the timescale of the dissociation process. The Cu– features in the ns
spectra are due to absorption of two photons from same laser pulse, effectively acting as
both “pump” and “probe”. The multiphoton nature of the Cu– feature in the spectrum
is confirmed by the photon-flux dependence of the spectral intensity.
7.4.2 Nature of the tail ( eBE = 1.25-2.5 eV)
Noticeable in our spectra is a “tail”, which appears as a broad, unstructured feature
at wavelengths between 355 and 765 nm. This “tail” lies at eBE higher than that of the
Cu(2S1/2)←− Cu–(1S0) transition but lower than that of direct single photon detachment
from the linear isomer. The intensity of the “tail” is usually lower than that of the
Cu(2S1/2)←− Cu–(1S0) peak. However, as we increase the photon flux, the intensity of
the tail increases relative to the Cu(2S1/2)←− Cu–(1S0) peak which we have demonstrated
to be a multiphoton signal. This suggests that like Cu– transitions, the tail is also multi-
photon dependent.
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Since the tail and the Cu(2S1/2)←− Cu–(1S0) peak are simultaneously observed in
our spectra, we expect their formation to follow similar pathways. As mentioned above,
the fragmentation of OCuO– involves an anion excited state [OCuO–]*. Fig. 7.9 shows
schematic potential curves of both anion excited state and neutral, illustrated as functions
of the dissociation coordinate. It should be noted that the sketch does not represent actual
potential energy variations. The gap between these two curves (∆E) in the asymptotic
limit must be 1.27 eV, which is the eBE of the Cu(2S1/2)←− Cu–(1S0) transition. As we
proceed back along the dissociation coordinate, this gap must increase for reasons given
later.
Of the two photons expected to be involved in the pathway, the first one excites the
anion from the ground state into the anion excited state [OCuO–]*. The second photon
with the same energy hν2 = hν1 will detach an electron from this anion excited state to
produce the neutral state. The gap between the neutral and the anion curve represents
the electron binding energy of the excited anion at a given point on the dissociation
coordinate. The part of the vertical arrow (hν2) which extends above the neutral curve
therefore represents the kinetic energy of the detached electrons (eKE = hν2−∆E). This
eKE depends on location along the dissociation coordinate, or in other words, on the
delay between the “pump” and the “probe” photons. If the “probe” comes when the
anion is in the asymptotic limit, then ∆E = 1.27 eV and the Cu(2S1/2)←− Cu–(1S0)
feature is observed. If the probe comes, for example, when the anion is at point C along
dissociation coordinate, then lower eKE is observed. Since the width of the pulse from
the dye laser (5 ns) is long compared to the dissociation process, the ns experiment
samples the entire dissociation coordinate. Therefore both Cu(2S1/2)←− Cu–(1S0) peaks
and the “tail” with photoelectron kinetic energies across the full range of hν−∆E will be
observed. Fig. 7.9 therefore provides a simple explanation for the formation of the tail and
the Cu– peaks observed in our spectra. Noticeably, the Cu(2S1/2)←− Cu–(1S0) spectral
feature is more intense than the tail signal in almost all our spectra. This is explained
by the dynamic nature of the fragment process. Since the dissociation is rapid compared
to the length of the ns laser pulse, the majority of the two photon detachment events
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occur from systems in the asymptotic limit. Increasing laser power density increases the
chance of two photon absorption and therefore will increase the intensity of both the
tail and the Cu– peaks. Effectively, this leads to more early time detachment, depleting
the number of systems which reach the asymptotic limit. The enhancement of the tail
relatively to the Cu(2S1/2)←− Cu–(1S0) transition at higher power is consistent with
this interpretation. The increase in relative intensity of the “tail” at longer wavelength
suggests the possibility (or rate) of reaching the asymptotic limit is reduced at lower
photon energies. In such a long timescale process, it is reasonable to infer the existence
of barriers along the dissociation coordinate. As the photon energy is decreased, the rate
of crossing the barrier is reduced and thus the amount of Cu– will again depleted, either
by “early” detachment or via trapping on the [OCuO–]* surface.
7.5 Conclusions
Photodetachment of CuO–2 was recorded over a wide range of wavelengths (305 -640
nm), revealing fragmentation producing Cu–. Our ion source conditions demonstrate that
the linear OCuO– isomer photodissociates to produce Cu–. This requires the breaking of
the two Cu-O bonds and migration of the two oxygen atoms to form O2. The dissociation
involves an excited dissociative state of the anion even though the nature of the excited
state potential surface is complicated. Excitation to the anion excited state allows ab-
sorption of a second photon, detaching the excess electron and producing a spectrum with
presence of both Cu– peaks and a “tail”. The “tail” corresponds to detachment along
the dissociation coordinate while the Cu– signal represents detachment in the asymptotic
limit.
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Chapter 8
Conclusion
Throughout this dissertation, different types of anion exited states (resonance) respon-
sible for autodetachement or dissociation processes have been studied. Autodetachment,
which follows excitation to a vibrational level of the anion excited state, is characterized
by sudden changes in the photodetachment cross sections and photoelectron angular dis-
tributions of individual detachment channels. Vibrational autodetachment, observed in
AgF– (chapter 3) follows the propensity law ∆v = ±1, thus sudden changes are observed
at the same eKEs and therefore different excitation energy Ehν for all vibrational chan-
nels. Electronic autodetachment observed in photodetachment of CuF– (chapter 4) , and
AgF– at regions away from threshold (chapter 4) and NiO–2 (chapter 5) allow relaxation
to multiple vibrational levels of the ground neutral state. Thus enhancements in spectral
intensity are observed for multiple vibrational channels at the same Ehν and therefore dif-
ferent eKE. Whether a vibrational channel experiences more or less “change” compared
to another depends on the Franck-Condon factors between the vibrational level of the
neutral ground state and the vibrational level of the anion excited state. In cases, where
there is no difference in equilibrium geometry between the anion excited state and the
neutral ground state, ∆v = 0 and therefore, only one channel will be enhanced. This
may be the case for CuOF– photodetachment. (chapter 6)
In addition to autodetachment, some anion excited states can give rise to dissoci-
ation. Evidence of dissociation is usually a two/multi photon signal observed in the
spectra. Different from a direct detachment signal, the intensity of a two photon signal
varies non linearly with respect to the photon flux (laser power). In our CuO–2 photode-
tachment studies (chapter 7), a two photon signal Cu– and a “tail” feature, which is also
a multiphoton signal were observed. Since the linear OCuO– isomer, the only isomer
108
produced under our experimental condition, is not favorable for impulsive recoil into the
Cu– + O2 channel observed, a complex pathway involving barriers along the anion exited
state dissociative coordinate must be assumed.
The subjects of this dissertation are diatomic and triatomic anions containing transi-
tion metals. Despite the simplicity of these systems and their importance in many fields
of chemistry, understanding about these system is far from complete. The data presented
in chapters 3, 4 and 6 are the first experimental measurements reported for AgF– and
CuOF–. Similar to these, the NiO–2 results of chapter 5 are strongly influenced by excited
anion states. The studies of this work can be extended to similar diatomic and triatomic
anions such as NiF–, PdF–, AgOF–, NiOF– etc. as well as larger anions such as CuFO–2,
AgFO–2, CuO
–
3, AgO
–
2. These ions are actually produced under our experimental condi-
tions (see the mass spectra of Figs. 2.4, 2.3 in chapter 2). These studies will represent
valuable data with which to test sophisticated theoretical treatments of metastable states
relevant to electron molecule interaction.
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