Role of recombination pathway competition in spatially resolved cathodoluminescence spectroscopy Cathodoluminescence (CL) analysis enables characterization of optoelectronic materials and devices with high spatial resolution. However, data interpretation is complicated by the competitive nature of the CL generation process. Specifically, spatially resolved CL profiles are affected by both CL center distributions, and by the unknown distributions of recombination centers that do not generate peaks in measured CL spectra. Here, we use depth-resolved CL to show that the contribution of the latter can be deduced and removed from spatially resolved CL data. The utility of this technique is demonstrated using CL depth profiles of color centers in diamond. Cathodoluminescence (CL) is a contactless spectroscopic technique based on the detection of infra red (IR), visible, and ultra violet (UV) luminescence excited by energetic electrons.
1,2 CL is typically performed using the focused beam of an electron microscope ( Fig. 1(a) ), enabling localized spectroscopy and imaging with high spatial and temporal resolution. 3 Applications include characterization of bulk 4-6 and low-dimensional semiconductors, 3,7-11 single photon emitters, 12 photonic cavity resonances, 13 light emitting diodes, 14, 15 and plasmonic nanostructures. 16, 17 An attractive feature of spatially resolved CL is the ability to depth-profile 1,10,18 materials [19] [20] [21] [22] [23] [24] [25] [26] [27] and devices 28, 29 by collecting spectra as a function of the electron beam energy, E b , which controls the electron beam penetration range. This is important for many practical applications since the method is non-destructive and can provide depth resolved information on defect distributions in epilayers, and across interfaces, quantum wells, and devices such as light emitting diodes.
The maximum range of kiloelectronvolt electrons in a solid is approximately proportional to E 5 3 b , 30 and can be varied up to $10 4 nm using a standard scanning electron microscope (SEM). E b can therefore be used to control the maximum CL generation depth, and to measure the depth-distributions of emitters such as defects and buried low-dimensional nanostructures. However, the utility of CL depth profiling is limited by the fact that most carriers bound with an energy lower than E b can be ionized by the beam, and most excited electrons are promoted into the conduction band. Hence, recombination can proceed through any one of the j allowed pathways in the solid, 18 giving rise to competition ( Fig. 1(b) ) that affects the intensities of all CL emission peaks. Specifically, the intensity I j of a CL peak corresponding to recombination pathway j and a recombination rate of K j electron-hole pairs per unit time is inversely proportional to the total recombination rate in the solid 31
The sum over j includes recombination pathways that do (k) and those that do not (l) generate emission peaks in measured CL spectra. It can therefore be written as
where l signifies non-radiative pathways (and centers that radiate outside the spectral range of the experimental setup). The intensity of I j and the corresponding CL depth profile,
, is therefore modulated by P l K l ðE b Þ, which is typically unknown and can make unambiguous interpretation of CL depth profiles impossible. Here, we show that, to a first approximation, this component of CL depth profiles can be removed using
where I j (E b ) are raw CL depth profiles acquired using a constant power (E b J b , where J b is the beam current) electron beam, 32 K j ðE b Þ are the corrected depth profiles, and the sum is over two or more emission peaks in the measured CL spectra.
To demonstrate the validity of Eq. (3), we construct a model of the competitive recombination process, as shown schematically in Fig. 1(b) . The model is based on equations for the rate of change of concentration of minority carriers excited by the electron beam, @n 0 @t , and of carriers trapped at recombination centers,
where n 0 (t, z) is the concentration of excess, free, thermalized minority carriers at depth z and time t (t ¼ 0 when the electron beam impinges on the solid). C 0 ðz; tÞ is the rate of change of n 0 caused by carrier excitation by the beam, s non-radiative) recombination centers j, C j , and N j are the rates of change of n 0 caused by carrier trapping and de-trapping at recombination center j, respectively, and D is the free carrier diffusion coefficient. C 0 can be approximated by
where E p is the mean energy that must be deposited into the solid by the electron beam to excite a single electron-hole pair (E p % 3E g þ 0:5 eV, where E g is the bandgap In Eq. (5), n j ðz; tÞ is the concentration of carriers trapped at center j, and s j is the corresponding recombination lifetime. C j is given by
where v 0 is the free carrier thermal velocity, and N j (z) and r j are the concentration and carrier capture cross-section of center j, respectively. The term in brackets is the fraction of the centers j that are unoccupied (i.e., ionized) at depth z, and limits the concentration of n j (z) to N j (z).
Equations (4) and (5) are solved to get n 0 (t, z) and n j (t,z). 34 Electron-hole pair recombination rates in the volume excited by the electron beam are obtained by integrating n 0 (z,t) and n j (z,t) over z
where K 0 and K j!1 are proportional to the intensities of intrinsic and extrinsic CL emission peaks, respectively ðI j / K j Þ. CL depth profiles are therefore simulated by calculating the steady state rates K 1 0 and K 1 j as a function of E b . 34 Corrected CL depth profiles, K j ðE b Þ, are given by
where the sum is over all recombination pathways that are assumed to generate peaks detected in CL spectra (i.e., Eq. (9) is equivalent to Eq. (3)). Equation (9) can be applied to both intrinsic (j ¼ 0) and extrinsic ðj ! 1Þ CL emissions, provided the former are corrected for self-absorption. 21 Equation (9) (and Eq. (3)) is an approximation in that it operates on CL emission peak intensities, but does not account for the changes in n 0 (z) caused by the removal of nonradiative centers from a sample. The above model enables the simulation of CL depth profiles from a material with arbitrary depth-distributions of j recombination centers. Here, we simulate a 1.5 lm diamond film that contains five defect species (j ¼ 1-5) with the depth distributions shown in Fig. 2 . Defects 1 and 4 are assumed to be non-radiative, while centers 2, 3, and 5 are assumed to produce emissions that are detected by a CL spectrometer. The model input parameters and selected model outputs are given in the supplementary material. Fig. 3(b) shows the corrected depth profiles, K j ðE b Þ, obtained using Eq. (9) . The corrected curves correlate well with the recombination center depth distributions in Fig. 2 , indicating the validity of Eq. (9). Specifically, N 3 and K 3 do not vary with z, N 2 and K 2 decrease with z, and N 5 and K 5 increase with z over the range of depths probed by the CL depth profiles (i.e., z ¼ 0 to $700 nm). Differences between the exact shapes of K 3 and N 3 (as well as K 2 and N 2 , and K 5 and N 5 ) are caused primarily by the shapes and finite sizes of the corresponding CL generation functions s À1 j n j ðzÞ, and by competition between the three CL centers.
To demonstrate the applicability of the CL correction technique to real samples, we employ a 400 nm nanodiamond film with a grain size of $250 6 50 nm. 36 The film had been pre-irradiated for 25 min by a 20 keV, high power ðE b J b % 22 mWÞ electron beam in the presence of H 2 O adsorbates so as to generate a well-defined distribution of nitrogen-vacancy (NV) luminescence centers. CL depth profiles were acquired using an electron beam power of 5:3 lW (8)). C 0 and n 0 are the minority carrier excitation rate per unit volume (Eq. (6)) and the excess minority carrier concentration (Eq. (4)).
(Ref. 32 ) from a sample area of $20 lm 2 using the experimental setup described in Ref. 36 . Fig. 4(a) shows representative CL spectra collected using beam energies of 2, 5, and 10 keV. The spectra contain NV 0 , A-band, and H3 emissions (attributed to charge neutral nitrogen-vacancy defects, dislocations, and nitrogen-vacancy complexes, respectively) 37 which were fit using the method described in Ref. 36 . The peak areas, I j , were used to generate the CL depth profiles shown in Fig. 4(b) , and Eq. (3) was applied to these data to generate the corresponding corrected depth profiles, K j ðE b Þ, shown in Fig. 4(c) .
In this sample, the concentration of NV centers is expected to increase with depth below the diamond surface because: 36 (i) the 20 keV electron beam pre-irradiation treatment activates NV centers through dehydrogenation of NVH x complexes, and (ii) the activation efficiency increases with distance below the surface of the 400 nm diamond film. However, the raw CL depth profiles (Fig. 4(b) ) do not show this trend, likely because they are dominated by the depthdistributions of competing non-radiative defects present in the highly heterogeneous polycrystalline diamond film. Conversely, the corrected depth profiles (Fig. 4(c) ) do show the expected increase in NV 0 intensity with E b . The corrected A-band depth profile shows the opposite trend, and can be attributed either to competition with NV centers or a decrease in the concentration of A-band centers (the latter may be a consequence of electron beam induced etching by residual H 2 O adsorbates 36 ). The corrected intensity of the weak H3 emission is approximately constant with E b . The corrected depth profiles in Fig. 4(c) serve as experimental evidence for the validity of Eq. (3). The correction technique yielded the expected increase in NV 0 intensity with depth, and the remaining profiles were interpreted in terms of the depth distributions and competition between luminescent CL centers.
In conclusion, our modeling and experimental results show that Eq. (3) can be used to correct CL depth profiles for the effects of non-radiative recombination centers (and centers that radiate outside the spectral range of the CL detection system). It can be applied to spatially resolved CL data comprised of two or more emission peaks that had been acquired using a constant power electron beam. 
