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Maximum Period of 2-Dimensional Uniform Neural Networks 
RYUUZO SItINGAI 
Department of Information Science, Fuhui University, Fuhui, 910 Japan 
The  max imum periods of transit ions of 2-dimensional uni form neural 
networks with Neumann neighbors are investigated. As for excitatory neural  
networks, the max imum period is finite in case that the refractory period is 1 or 3, 
but  the refractory periods realizing unbounded period of transitions range from 2 
to infinity which are different f rom the case of 1-dimensional networks. Results 
are obtained by constructing periodic configurations directly. 
1. INTRODUCTION 
Periodic behavior of neural networks has been investigated theoretically or 
with computer simulations since Beurle (1959), Farley and Clark (1961), 
Caianiello, de Luca and Ricciardi (1967). As to uniform networks, they are 
widely used to simulate sensory or cortical neural systems. For example Reshodko 
and Bures (1975) used a uniform network to simulate reverberating spreading 
depression i  brain. Aladyev (1974) surveyed applications of uniform structures 
to biological studies. 
We analyze in this paper the least upper bound of periods of 2-dimensional 
uniform neural networks with refractory period R. The network consists of 
identical cells with Neumann neighbors and has the rectangular form (but the 
latter restriction is not used intrinsically) whose boundaries are constant zeros. 
In Shingai (1978), we got the results that in 1-dimensional neural networks the 
maximum period is 4 for R = 0, and it is R -+- 1 for R >~ 1 except one transition 
function with R = 2 for which it is unbounded. We want to seek the least 
upper bound of periods for 2-dimensional networks. It shall be done by con- 
structing directly periodic configurations whose method has an analogy with 
that used by Amoroso and Patt (1972). 
2. DEFINITIONS, PROBLEMS AND RESULTS 
2-1. Definitions 
The structure of 2-dimensional uniform neural network is shown in Fig. 1. 
Each element is a threshold element with five variables but can have a refractory 
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period R (=0,  1, 2,...). The  element occupying the (i, j )  posit ion of the array 
is called the cell (i,j) and its state s(i,j, t 4- 1) at ime t 4- 1 is determined by 
the following equations. 
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When R = 0, 
s(i,j, t + 1) = l[aos(i, j, t) 4- a l ( i , j - -  1, t) 4- a2s(i,j + 1, t) 
+ a~s(i -- 1, j, t) 4- a4s(i + 1, j ,  t) - -  0] 
and when R >/ 1, 
(J) 
1 l[alg(i, j -- 1, t) 4- a2g(i, j + 1, t) 
s( i , j ,t  @ l )=  1 +a j ( i - - l ' j ' t )+a4g( i -+-  l ' j ' t ) - -O] i f s ( i ' j ' t )=O 
I - -R+ 1 if s(i, j,t) = 1 (2) 
[s(i,j, t) + 1 if s(i,j, t) < 0 
where l[x] = 0 when x < 0, and l[x] = 1 when x ~ 0; g = 0 when s ~ 0 
and g = 1 when s = 1. The  coefficients ai (i = 0,..., 4) and the threshold 0 are 
arbitrary real numbers,  but  when R ~ I, we shall confine ourselves to study 
the networks with ai ~ 0 (i = 1,..., 4). In  the latter case the network is called 
excitatory network. The states s(O, j, t), s(i, O, t), s(m + 1, j, t) and s(i, n + 1, t) 
(1 ~< i ~ m and l  ~<j  ~< n) which appear in Eqs. (1) and (2) belong to bound-  
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aries and set to be constant zeros. WB, EB, NB and SB denote those four 
boundaries : NB = {s(O, j, t)}, SB = {s(m + 1, j, t)} ( j  = 1,..., n), and WB = 
{s(i, 0, t)), EB = .{s(i, n + 1, t)) (i = 1,..., m). 
The space-time lattice is 3-dimensional array of positions (i, j, t) with 
i = 0,..., m -[- 1; j -~ 0,..., n q- 1 and t = 0, ± 1, =]=2,... where t means the 
time step; i andj indicate the location of a cell with 0, m + 1 and n + 1 indicating 
the boundaries of the network. 
2-2. Problem to be Solved 
Consider a network composed of m × n cells with transition function f. 
Let I~{- -R -~ 1 .... , - -1 ,0 ,  1}~x~ be an arbitrary initial configuration of the 
network. Starting from the configuration I, the network enters a periodic 
state within (R -5 1) ~×n steps. We denote the length of the cycle (i.e., the 
period) as P(f ,  m × n, I) because it is determined by the function f, the size 
of the network m × n, and the initial configuration L (Note that the boundary 
conditions NB, WB, SB  and EB are constant zeros.) Let P(f,  m × n) denote 
the maximum number of P(f, m × n, I [ I ~ {- -R + 1,..., --1, O, 1}~x~). That 
is P(f,  m × n) is the maximum period realized by the network composed of 
m × n cells with functionf. I f  there exists an integer M such that P(f,  m × n) <~ 
M for arbitrary m and n, we say that the periods in the system of networks 
defined by f  have an upper bound M and write Psup(f) = M. If M is attained 
by some network we write Pmax( f )  ~- M. On the other hand, if for arbitrarily 
given integer M there exist integers m and n such that P(f,  m × n) > M, we say 
that the periods in the system of networks defined by f do not have an upper 
bound, and write symbolically as Psup(f) : oo. We want to obtain Psup(f) 
for each transition function f. 
2-3. General Description of the Method for Determining Periods 
Since we are to construct a periodic behavior of the network, we assume that 
every cell is in the periodic state. 
The fact that Psup(f) • oo is shown by giving such an example. On the other 
hand the case that Psup(f) is finite is proved in the following manner. Consider 
the space-time lattice defined in section 2-1. Our method begins by finding 
a set G of positions uch that an assignment of state values to positions of G and 
states of boundaries WB, EB, NB and SB determine state values to an area G 1 
(DG) according tof .  At the same time the assignment of state values to G itself 
should be compatible with f. Then a wider area G 2 including G1 is assigned 
state values which are compatible wi thf  and those values of G 1 and four bound- 
aries. In this way we continue to assign state values to wider area successively. 
Finally we possibly reach a periodic behavior of cell (1, 1). In this case we call 
G a germ. The next step is to find another germ which might determine the 
periodic behavior of the cell (1, 2). We repeat this procedure until we reach 
the cell (1, n) and row by row to the cell (m, n). The results are valid for arbitrary 
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initial configuration since all assignments o the germs are examined. For one 
function with R = 3, further contrivances are made using the characteristics 
of the function to show Pmax(f) = R + 1, but its method has an analogy to 
the case of R = 1. The above-mentioned process to show Psup(f) ~ M is 
called the successive determination from germs. 
24 .  Results 
We obtained the following results (1) and (2) in Shingai (1978). 
(1) For 1-dimensional uniform neural networks with R = 0 (1-dimensional 
uniform threshold networks), Pmax(f) ~-~ 4. 
(2) For 1-dimensional uniform neural networks with R >/ 1, there exists 
a functionf such that Psup(f) ~ oo which is realized only by one function with 
R --- 2. In other cases Pmax(f) = 1 or R @ 1. 
We have in this paper the following results (3) and (4). 
(3) For 2-dimensional uniform neural networks with R = 0, there exist 
functions f such that -Psup(f) = or. 
(4) For 2-dimensional uniform excitatory neural networks, when R = 1 
and 3, Pmax(f) = R + 1 but when R = 4c - -  2 (c = 1, 2,...) there exists a 
function such that Psup(f) = oo. 
3. DETERMINATION OF UPPER BOUND OF PERIODS 
3-1. Transition Functions and Their Classification 
Any function defined by Eq. (1) can be written in the table form of Fig. 2(a). 
The entry b~3 , for example, denotes the state s(i,j, t + 1) when s(i,j, t) = 1, 
s(i, j - -  1, t) : O, s(i, j @ 1, t) = s(i - -  1;j, t) = 1 and s(i + l , j ,  t )=  0, that 
is, 
b~ = l[%~-a 2@a 3 -0] .  
The left table of Fig. 2(a) is named the 0-table and the right the 1-table. The 
function is written also as 
f=  [bnb~bl~bl~, b2~ ... b44 ;b~b~2 ..., bilbi2bi3bi4 ] (3) 
When R /> 1, a function defined by (2) can be represented by the 0-table and 
the refractory period R as shown in Fig. 2(b). In its representation b2z , for 
instance, denotes the state s(i,j, t + 1) when s(i,j, t) = O, s( i , j  - -  1, t) = 
s ( i+  1 , j , t )=xands( i , j+  1, t )=s( i - -  1, j , t )=  1 where- -R  + 1 ~< x ~< 0. 
The function is written also as 
f = [bllb12b13bl~, b21 ..... b41b42b4zb4, ;R]  (4) 
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s ( i , j , t )  
= 0 
A B 
0 0 
0 1 
1 0 
1 1 
C 0 0 l 1 
l D 0 l 0 l 
A B 
blz b12 b13 b14 0 0 
b21 b22 b23 b24 0 l 
b31 b32 b33 b34 l 0 
b41 b42 b43 b44 l ] 
C 0 0 1 1 
D 0 1 0 1 
! I I I blz bl2 b13 bz4 
! I i i b21 b22 b23 b24 
| I ! l b31 b32 b33 b34 
i I ! i b41 b42 b43 b44 
where  A = s ( i , j - l , t ) ,  B = s ( i , j+ l , t ) ,  
C : s ( i - l , j , t ) ,  D = s ( i+ l , j , t ) .  
(a}  
s ( i , j , t )  C 
= 0 D 
A B 
x x 
x l 
l x 
l 1 
x x 1 1 
x 1 x 1 
blz bz2 bz3 b14 
b21 b22 b23 b24 
b31 b32 b33 b34 
b41 b42 b43 b44 
, R 
where A = s ( i , j - l , t ) ,  B = s ( i , j+ l , t ) ,  
C : s ( i - l , j , t ) ,  D : s ( i+ l , j , t ) ,  
-R + l _<_ x <__ O. 
(b )  
FIG. 2. Table representation of transition function; (a) the function for the network 
without refractory period, (b) the function for the network with refractory period R ~> 1 
where - -R+ 1 < x < 0. 
Eqs. (1) and (2) will be written often in the following form: 
s(i,j, t @ 1) = f(s(i, j, t), s(i, j --  1, t), s(i, j + 1, t), s( i - -  1,j, t), s(i + 1,j, t)) 
(5) 
The whole of transition functions can be classified by the following relations. 
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Two networks corresppnding to arbitrary two functions in each class have the 
isomorphic transition diagrams! 
f '  =~ f if and only if 
t s (i) f (o ,  st,  s2 ,,:sa, S4)=f (so ,  s~, st,  sa, sa)' 
or  
(ii) f ' ( s  o , s t , s  2 ,ss ,s4)  =f (s0 ,sa ,s~,s t , s2) .  
These (i) and (ii) equal the following two operations (i) and (ii) respectively 
using the representation of the 0-table and 1-table: 
(i) exchange of the second and the third rows in each table, 
(ii) exchange of the second and the third columns followed by replacement 
of b~ by b~,  and b'~ by b;,, (u = 1,..., 4 and v = 1,..., 4). 
3-2. Maximum Period of Networks without Refractory Period 
There are functions such that Psup(f) = oo. All of them we found have not 
a property of b t t= 0 (we call it the quiescent property) if the boundaries are 
constant 0's. Kobuchi (1976) showed in the study of wave propagation in 2- 
dimensional uniform networks that P( f )  ~ 1 or 2 for functions having the 
quiescent property though initial configurations were limited. 
THEOREM 1. For 2-dimensional uniform neural networks with R = O, there 
exists a function such that Psup(H) = ov where H = [1110, 1000, 1111, 1110; 
1110, 1000, 1111, 1110] (Fig. 3(a)). 
Proof. H is a threshold function such that a o < 0, a t > 0, a 2 < 0, az < 0, 
a 4 < 0, and 0 < 0. Assign a state to each cell of the network with the size 
m ~ 4 + 4k, n = 6 + 8k (k = 1, 2,...) (therefore n = 2m- -  2) at time t o as 
follows (see Fig. 3(b)): 
f i  = 2jo- -  1 ..... m 
s(i,j, to) 1 if I j~  2 j ° -  1 andn- -2 jo+2( jo  = 1 .... ,~-}- 
2i o 1 i o = 1,..., -~ 1 
i@ l .... ,n - - i  
and 
Ii m 
= 4jo and n --  4jo q- 1 
otherwise s(i, j , to) = O. 
n/2  3 / \ 
{ io  = 1 . . . .  , } ,  4 \ - -  / 
(6) 
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1 0 
1 1 
0011 1 
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I I I 0  0 0 
I000  0 1 
I I I I  1 0 
I I I 0  1 1 
0011 
0101 
I I I 0  
I000  
I I I I  
I I I 0  
(a )  
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(b )  
Fro. 3. (b) Configuration transitions of the network with function of (a) and m = 8, 
n = 14. @ and • indicate state 1 and 0, respectively. 
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Then in the configuration at t o the layers of l 's order with equal distance, for 
example, when m = 8 and n = 14 there are four layers of l's. It is easily seen 
by applying the function f to configurations at any time t />  t o 
s(i, 1, t -]- 1) = s(i, n - -  1, t - -  2) 
s(i, j ,  t ÷ 1) = s(i, j - -  1, t) 
s(i, n, t + 1) _~ s(i, n - -  1, t) 
(i = 1,..., m) (7) 
( i=1  ,m .... ) 
j a,..., ~ - -  1 (8) 
(i = 1,..., m). (9) 
The sign ~- in (9) means that the equality holds except he case that the left hand 
side of it is one of the following states: 
s(2v, n, t o + 2v) 
s(m, n, t o + 4w --  3) 
s(m + 1 - -  2x, n, t o + 2x + m- -  2) 
s(m, n, t o + 4y + m- -  4) 
whose values are all l's. 
(v = 1,..., (m --  2)/2) 
(w -~ 1,..., m/4) 
(x = 1,..., m/2) 
(y  = 1,..., m/4) 
By the formula (8), the pattern moves to the right. Entries of the function H not 
t t to be used in those transitions are six: b~2 , b~e, b~3, b44 , bll and b44. In 
them b12, b43 and b[1 must be l 's by the requisite for the monotonicities of 
the threshold function, and b2~, b44 and b;4 are set to be 0's for convenience. 
Among the other entries, those which satisfies f (x  o , x 1 , x 2 , x~ , x4) -= x 1 are 
used for the movement of the pattern along the x 1 - -  xe axis, but the other entries 
t t t which satisfies f (xo  , x l  , x2, xa, x4) = 21, that is b~3 , b21 , b12 , b13 , b21, are 
used in transitions of the cells located on the first or the last column. Thus the 
configuration returns the initial one at t o -}- n -+- 1, that is P(H)  = n + 1 which 
grows large as n becomes large. Q.E.D. 
Functions realizing Psup(f) --  oe other than H are for example, [1000, 0000, 
1110, 1000; 1000, 0000, 1110, 1000], [1010, 000, 1110, 1000; 1010, 0000, 1110, 
1000], etc. 
3-3. Maximum Period for  Networks with R >/ 1 
We shall restrict ourselves to investigate the networks with coupling coeffi- 
cients al >~ 0, that is, the excitatory networks. Transition functions of them have 
the following monotonicities for the entries of the expression (4): 
blv <~b~v for u=2,3 ,4  and 1 ~<v ~<4, 
b~ ~<b4~ for u=2,3  and 1 ~<v ~<4, 
b~l ~<b~ for v =2,3 ,4  and 1 ~<u~<4,  
b~ ~<b~ for v=2,3  and 1 ~<u ~<4. 
Furthermore we choose the functions such as b~2 ~< b~3 and bz~ ~< b3~ from 
among the equivalent functions cited in section 3-1. 
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When bll : 1, every b,v (u = 1,..., 4; v = 1 .... ,4)  is 1. In those 
*Pmax(f) = R @ 1 evidently, and so they are omitted in the sequel. 
3-3-1. Networks  with R = 1 
cases  
THEOREM 2. For the networks with R : 1, P( f )  = 1 or 2 (=R + 1). 
The proof is long so that only the outline is described here. On the condition 
that each of the cells (i - -  1, 1),..., (i --  1, n); (i, 0),..., ( i , j  --  1) (i = 1 ..... m --  1 ; 
j = 1,..., n) has period 1 or 2, if we can prove that the cell (i, j) has also period 
1 or 2, then the cells (i, j + 1),..., (i, n) one after another, and at last all cells of 
the network have period 1 or 2. The period of the cell (i, j) was determined for 
the following five cases: [1] cells (i --  1, j) and (i, j - -  1) are both constant O's; 
O's; [2] cell ( i -  1, j) is constant 0 and cell (i, j -  1) has period 2; [3] cell 
( i - -  1, j) has period 2 and cell (i, j - -  1) is constant 0; [4] s ( i - -  1, j ,  t) = 
s(i, j - -  1, t) and both have period 2; [5] s ( i -  1, j ,  t) = s(i, j -  1, t 4- 1) and 
both have period 2. We show the proof, using the method of sussessive deter- 
mination from germs, only for the case [1]. For the other cases the proof is given 
similarly but more complicated. 
When b22 = 0, all cells become state O's from cell (1, 1) to cell (m, n) one 
after another. When b12 = 1 or b.zl = 1, periodic states are determined easily and 
in the same way as the following case. 
When b12 = b21 = 0 and b2e = 1, positions (i, j, t),..., (i - -  1, j + 1, t) of the 
following (A1),..., (A6) form a germ. Suppose the cell ( i , j )  has the period of 
more than or equal to 2 and s( i, j ,  t) : 1 (A1), and s( i - -  1, j ,  t') = s( i, j - -  1, t') =- 
0 (t' : t, t +_ 1, t 4- 2,...) (A2). Then following formulas are induced where the 
right side states of the sign ~ are determined by the left side states. 
(A1) ~ s(i , j ,  t - -  1) : 0 (10) 
(A1), ~ ts ( i , j+ l , t - -  1) = 1 (11) 
s ( i - -  1, j , t - -  1) =s( i , j - -  1, t - -  1 ) -=0)  ~ ts ( i4 -  1 , j , t  1) = 1. (12) 
On the hypothesis of (A1) and (A2), suppose s(i @ 1,j -1- 1, t - -  I) = 0 (A3). 
Then from (10), (11), (12) and (A3), there is a pattern o 1 10 at time t - -  1, which 
behaves with period 2 as easily seen by applying the transition function f. 
Therefore in this case the cell (i, j) has period 2. On the other hand suppose 
s ( i - -  1, j+  1, t) = 1 (A4). 
(11) ~ s( i , j  + 1, t) = 0 (13) 
From (A1), s(i - -  1,j, t) = 0 of (A2), (A4) and (13), these four states at t form 
the pattern 0 ~ which has period 2. But it contradicts the assumption that the cell 
( i -  1, j) is constant 0. Therefore the assumption of (A4) is denied. Next 
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suppose ( i4 -  1, j4 -1 ,  t - - l )  = 1 
Then 
(11) ~ s( i , j  4- 1, t - -  2) = 0 (14) 
(A5) =~ s ( i+  1 , j4 -  1, t - -  2) = 0 (15) 
• ' 2k) 0 (k 1, 2,...) (16) (A6) ~s( i - - l , j~ -  1, t - -  = = 
(11), (14), (15), (16) ~ s(i,j, t --  2) = 1. 
(A5), and s( i - -  1, j4 -  1, t) =0 (A6). 
Thus  s(i, j, t --  2) = s(i, j ,  t) ~ 1 and in general we can show s(i, j, t --  2k) = 
1 (k • 1, 2,...). That  means the cell (i, j )  has period 2. Accordingly the cell 
(i, j )  has period 1 or 2. 
3-3-2.  Networks with R ~ 2 
THEOREM 3. For all functions except one function Ks ,  Pmax( f )  = 1, where 
KR = [0111, 1••• 1; R]. 
Proof. For the functions of b22 = 0, clearly all cells become constant 0's 
when periodic configurations are constructed from the cell ( l ,  1) to the cell 
(1, n) and row by row. For the other functions, when bx2 = 0 and b22 = 1, 
we have Pmax = 1 as seen in the following. Assume s(1, 1, t) ~- 1 (A1). Then  
following formulas are induced. The  position (1, 1, t) is a germ. 
(A1) ~s(1 ,  1, t - - l )  =0  
(A1), WB, NB,  (17) ~ s(1, 2, t - -  1) = 1 
(17) ~s(1 ,  1, t - -2 )  =0of - -1  
(18) ~s(1 ,  Z , t - -2 )=0 
(18), NB,  (19), (20) ~ s(1, 3, t -- 2) = 1. 
(17) 
(18) 
(19) 
(20) 
One after another we have 
s (1 , j , t - j+ l )= l  (j  1,2 ..... n) 
Thus  there exists t ime t - -  n such that s(1, n 4- 1, t - -  n) = EB ~ l, but it 
contradicts the fact that EB is 0. Hence the assumption (A1) is denied and the 
cell (1, 1) must  be constant 0. Similarly the cells (1, j )  ( j  = 2,..., n) are constant 
O's. In the same manner  the ceils of the second row of the network have period 1, 
and so on. Q.E.D. 
Therefore we shall investigate the function bll = 0, br2 = b21 = 1 (i.e., the 
function KR) in the sequel• 
THEOREM 4. For the function K2 : [011...1; 2], Psup(K2) : o0. 
64314x[3-7 
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FIc.  4. (a) The  initial configuration of the network with f = [0111, 1 .... 111; R]; 
(b -- 1) conf iguration transit ions of the cells (1, 1), (1, 2) or the ceils (4, n --  1), (4, n); 
(b -- 2) those of the cell (4, 1); (b -- 3) those of the cell (1, n). 
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Pro@ Assign the state values to positions at t ime t o (see Fig. 4(a)) such that 
s(1, 1, to) = - -1,  s(4, 1, to) = 1, ) 
s(1, 2, to) = s(1, n, to) = s(4, n - -  1, to) 
= s(4, n, to) = 0 
(21-1) 
s(2, 1, to) = s(3, n, to) = s(1, 2i 4- 1, to) 
s(4, 2i, to) = --1 
s(2, 2, to) = s(3, n - -  l, to) = s(1, 2i 4- 2, to) 
= s(3, 2i, to) ~- 1 
s(3, 1, to) ~- s(2, n, to) = s(2, J -v '  ' 2, to) 
= s(3, 2i 4- 1, to) = s(4, 2i + 1, to) = 0 
( i=  1,..., (n - -  3)/2; j = l .... ,n - -3 )  
(21-2) 
By the assignment of (21-2), the series of states 
(1 0 --1)2(1 0 0 - -1)  2a (where a = (n - -  3)/2 >~ 2) (22) 
forms a loop, starting from s(3, 2, to), in the configuration at t o (see Fig. 4(a)). 
Assume the series of (22) rotates with time clockwise on the loop without 
deforming its form. Then  the configuration 
s(1,.1, t) , . . . ,s(1,n, t))  
s(4,' l ,  t) ..... s(4, n, t) 
at t (t o + 4a @ 3 ~ t ~< t o 4- 8a 4- 6) except the six states of (21-1) equals 
that at t - -  (4a + 3) if the latter configuration is rotated by 180 ° in its plane; 
because the configuration at t o 4- 4a 4- 3 except the six states equals that at t o 
if the latter one is rotated by 180 ° and the transition function is invariant under 
the same rotation. Therefore the former is not shown in the configuration transi- 
tions 
X X - -  a X 
- -1 1 (  10 10) 0 
7 1-1  x 
x x 0 - -1 
0 --1 1 1 
x 0 
(o -l~a-1 
1! 
- -1 
X 
x 
0 
O' 
X 
to+ 1) 
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--+ -- 1 (00 1! 0 0 ( - - I  
(o _Ol; 
x x O] *-1 0 --1 - -  
0- -1  (01 --1! 1 1(  1 
-~ ~°(~_ o; 
! x 1 O~ ~-1 1 0 0 --1 
--+ 0 (--1 O! --1 --1 1 1 
(-~o 'o; 
0] a-g X 
--1! 1 
0 0' 
X X 
O~ a-~ x 
O] --1 
0 1' 
X X 
1~ a-~ x 
0! 0 
1 --1' 
X X 
--1 
X 
t o + 4i -- 2 )  
t o + 4i -- 1 ) 
t o + 4i ) 
x ) 
0 
0, to + 4i + 1 
X 
(i = 1,..., a but when i = a the last configuration should be omitted) 
l X X 
0 0 
(xx 
1 0 
~ ix (o 
X X 
--1 1 
o (~ 
X 
O] a-1 1 
(--11 01 --1 
10t ° 
(-~ ~;-i 
I ;  ~° ~1' 
X 
(°0 - I ;  0 
- -  X " X 
0x ) 
- - I  1 
- - I  0' t° + 4a + 1 
X X 
t o + 4a + 2)  
t o + 4a + 3)  (23) 
where ( )z indicates row by row z times repetition of the inside of ( ) .  It is 
easily seen that the formula (23) is valid for a = 2 (n = 7) and the period is 
2(4 × 2 + 3) = 22. We assume (23) holds for a ~ k, and we shall examine 
the case a = k + 1. Until t o + 4k, the configuration at each time has the form 
of (23) since relations between the repetition parts ( )" and between states of 
the second and the third rows of the network are the same as those of the case 
a = k. The formula (23), therefore, can be used for succeeding four steps with 
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i~kq-  1, from t o~-4k+ 1 to t 0-}-4(k-7 1),and for further three steps 
until t o + 4(k q- 1) + 3. Thus the period is 2(4(k + 1) 4- 3) = 4n -- 6 if six 
cells located at corners are neglected. 
Now we shall examine the changes of states x's of the six cells when their 
states at t o are assigned by (21-1). States s(1, 1, t) and s(1, 2, t) always do not 
effect on the states of the adjacent cells s(2, 1, t), s(2, 2, t) and s(1, 3, t), and 
when the sequence (22) makes a round of the loop, they return to the same 
states as those at t o , respectively. Namely in Fig. 4(b-l), starting from the left- 
most configuration, the upper right one is passed only at t o -}- 2 and t o + 4n -- 7; 
in the other times the lower sequence is used. The configuration returns to the 
leftmost one at t o + 4n -- 6. Next we examine s(4, n --  1, t) and s(4, n, t). I f  
the network is rotated by 180 ° in its plane, then starting from the lower rightmost 
configuration i  Fig. 4(b-l), they pass the upper right one only at t o @ 2n -- 4 
and t o + 2n - -  1, and return to the initial one at t o + 4n -- 6 without disturbing 
adjacent states on the loop. Similar matter holds for s(4, 1, t) and s(1, n, t) 
which arc shown in Fig. 4(b-2) and (b-3), respectively. Q.E.D. 
Consider the sequence 
(1 0 --1 . . . .  R + 1)2(1 0 0 --1 . . . .  R 4- 1) 2b. (22') 
If R = 4c - -  2 (c: positive integer), the length of the sequence (22') is L = 
2(R -k 1 4- b(R 4- 2)) = 6 + 8(bc 4- c -- 1). Thus it can be arranged on the 
loop having the shape of Fig. 4(a) since the length of the sequence (22) is 6 -~ 8a. 
T~EOREM 5. For the function KR = [011 "" 1;R], Psup(KR) = oo where 
R = 4c - -  2 (c = 1, 2,...). 
Proof. Assign state values of the sequence (22') clockwise to the loop having 
the shape of Fig. 4(a) at time t o . Let the righter 0 of the first factor (1 0 --1 "-" 
- -R  + 1)(1 0 --1 . . . .  R + 1) of (22') is located on the position (2, 3, to). I f  
s(i, j, t) = 1 on the loop for given c, it holds also that s(i, j, t) = 1 on the loop 
fo rc= 1, because the lengths o f ( - -2  . . . .  R + 1) and (1 0 0 --1 . . . .  R + 1) 
are 4(c --  1) and 4c, respectively and the latter value is 4 when c = 1. States 
except 1 do not have the effect on the neighboring cells, so the sequence (22') 
rotates clockwise on the loop if the six cells located at the corners are neglected. 
We set the states of those six cells to be 
s(1,  1, to) = , (1 ,  3, to), 
s(1,  n,  to) = s(2,  n - -  l ,  to), 
s(4,  n - -  1, to) = s(3,  n - -  2,  to), 
s(1, 2, to) = s(2, 3, to), 
s(4, 1, to) - -  s(3, 2, to), 
s(4, n, to) = s(4, n - -  2, to). 
The right side states of these formulas are located on the loop. These formulas 
are valid for every t ~> t o since for example s(1, 1, t) and s(l, 3, t) are influenced 
only by s(1, 2, t) ~- 1 and s(2, 3, t) = 1 respectively (see Fig. 4(b-l), the case 
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of c = 1) which occur only when s(2, 2, t - -  1) = 1; and s(2, 2, t - -  1) situates 
on the loop.It follows that the six cells do not change states on the loop and have 
the same period as the cells on the loop. Therefore P = 2(R -4- 1 -4- b(R -{- 2)) 
which grows larger as b becomes larger. Q.E.D. 
THEOREM 6. For the function K~ = [011 "" 1 ; 3], P(K~) = 1 or 4(~R + 1). 
Proof. I f  there is a cell (named the cell i) with period 1 (namely it stays in 
state 0), then the periods of all cells are equally 1 ; because if a neighboring cell 
of the cell i has the period of more than one, it becomes tate 1 at some time t o 
and the cell i changes to 1 at t o + 1 which is a contradiction. We assume therefore 
all cells have periods of more than one in the sequel. Let P denote the period of 
the network. If the state of a cel l j  is 1 at time t, then one of its neighboring four 
cells is in state 1 at t - -  1. Thus if the time goes back to the past, the state 1 moves 
in the network by one cell for one step and return to the cell j in the same con- 
figuration as time t. Thus the trace of the 1 forms a closed loop on the network 
within mnP steps where mn is the size of the network. The state of the cell j 
at time t changes such as 1 --+ - -2  --+ --1 --~ 0, then it can stay in 0. At that 
time there is a sequence 1 - -2  --1 0 + on the loop, and afterwards it moves on 
the loop by one cell for one step where 0 + means the more than or equal to one 
repetition of 0. Furthermore the sequence of 1 - -2  - -  1 0 + 1 moves on the loop. 
Because if every 0 of the part 0 + does not change to 1 at some time, the length 
of 0 + becomes longer since the sequence 1 - -2  --1 0 moves; but the length 
must be finite. It follows that the length of 0 + can not become longer, and in 
periodic states the shortnings are reached to the limit. Thus the length of 0 + 
does not change. By repeating the above discussion, we see that there is a 
sequence of states uch as 
(1 - -2  --1 0+) + (24) 
on the loop where (A) * indicates more than or equal to one repetition of A, 
and it moves along the loop without deforming its shape. 
If there are cells enclosed with the loop, they are called the inside cells and 
the loop is called the external loop against hem. Consider the case that, inside 
of the loop, there is no loop having the form (24). Then the loop is called the 
germinal oop. We shall prove in the sequel a proposition that "the cells com- 
posing the germinal oop and its inside cells have period 4 (=R + 1)." I f  at 
some time t a state 1 on an inside cell k is adjacent to a state 0 located on the loop, 
then this 1 goes out on the loop at t + 1, or in other words when time goes back 
to the past this 1 enters into the inside area from the loop, and it goes out again 
to the loop since there is not a loop in the inside area of the germinal loop. But 
it is a contradiction since the trace of the 1 forms a new loop in the inside of the 
germinal loop. Therefore the state of the cell k at t is 0 or negative. Now we pay 
attention to a convex corner of the germinal oop on which we assume the 
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sequence (24) proceeds clockwise as shown in Fig. 5. I f  0 + in the sequence (24) 
on the germinal loop consists of more than one zero, the states xi (i = 1 .... ,4)  of 
the inside cell located on the convex corner are 0 or negative when 0 + passes the 
corner as cited above (see Fig. 5(a)). I f  x 3 =- 0, then x 4 = 1 which cannot occur, 
so that x 3 < 0, but if xa ---- --1 or --2, then x 1 = 1 or x~ = 1 respectively. 
Thus there is no state for x 3 to take. Accordingly 0+ of (24) consists of only one 
zero, that is, cells on the germinal loop have period R + 1. Every state 1 of the 
inside cells is what moved from the loop since the time goes back to the past 
the state 1 enters the germinal oop on which cells have period R + 1. Hence 
the inside cells have period R @ 1. Next we shall consider the case that the 
germinal oop has not its inside cell at the convex corners (Fig. 5(b)). The 0 + 
in the sequence (24) consists of only one zero since ifs(i, j, t) - O, s(i,j + 1, t) ---- 
--1, s( i+ 1, j + l,  t) ---= - -2  and s( i+ 1, j , t ) - - - -  1, then s ( i , j , t+  1) = 1. 
Hence in this case also cells on the loop have period R .~' 1. 
t t+ l  t t2  t+3 
-2 ] 0 Oili~ v -2 l 0 i -2 l 0 -2 I 
(a )  
t t+ i  
o--~] 
I ,,,) "--~ 1 - -0  t 
<_-2__-1 
(b )  
Fio. 5. Passing of the sequence (1 --2 -- 1 0+) + at the convex turning of the germinal 
(or external) oop (see text). 
Now we shall consider an external loop which encloses only germinal oops. 
Suppose an inside cell i is in state 1 and is adjacent to a cell with state 0 of the 
external loop at time t. When time goes back to the past from t @ 1, the state 1 
moves from the external loop to its inside cells, and it enters a germinal oop 
or returns to the external loop. In the former case the cells on the external loop 
have the same period (----R @ 1) as the germinal oop. In the latter case a loop 
except the germinal oops exists inside of the external oop which contradicts 
the assumption, that is, the state of the cell i at time t is 0 or negative. Therefore 
if we examine changes of states at the convex corner of the external loop in the 
same way as the case of the germinal loop, we deduce the result that all cells on 
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the external loop have period R -}- 1. The state 1 existing in the area between the 
germinal and the external loops enters one of these loops when time goes back 
to the past, so that cells in this area have period R @ 1. 
Similarly, one after another, we consider the smallest external oop which 
encloses loops with period R -}- 1. Then the cells on the external loop and cells 
accepting the state 1 issuing from the loop have period R ~- 1. Accordingly the 
network has the period R + 1. Q.E.D. 
4. CONCLUDING REMARKS 
1. In the process of the proofs in the previous section, we did not use 
intrinsically the condition that the network has the rectangular form of m X n 
as shown in Fig. 1. Therefore our results hold for 2-dimensional uniform 
neural networks with arbitrary shapes. 
2. Since Beurle (1959), Farley and Clark (1961) it has been considered 
that the long period is not realizable in 2-dimensional excitatory neural networks 
with short range connections (see also Amari (1975)). We saw that although 
using special configurations there are networks such that Psup(f) = oo. At 
the same time the fact that Psug(f) is bounded for R = 1 and 3 was not known. 
3. When R = 0, if the boundaries of the net'ffork are constant l's, we get 
the same result of Psup(f) = oo as the case that they are constant O's, since we 
can exchange all 0's for l 's in configurations and apply the operations (i) and (ii) 
cited in section 3-1 to the transition function. But when R >~ 1, states 0 and 1 
can not be exchanged by reason of the refractory period. In case of R ~> 1, if 
some of four boundaries are constant l's, we conjecture there is no necessity 
for changing the results. 
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